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The studies of using computer simulation to address stochastic systems selection
problem prevail currently. Ranking and selection procedures are statistical procedures
that can be used in the field of computer simulation to select the best system or the
subset that includes the best system based on a performance metric of the interest
with a guaranteed correct selection. The best system is defined in the majority of
selection problems as a system with the largest (or smallest) mean value. However,
mean is only a measure of the average behavior. Risk, which influences the stability
of a system to a large extend, may not be controlled by controlling the mean.
In this study, we focus on developing stochastic system selection procedures that
consider the mean and the risk of systems simultaneously. Variance is used as a
measure of risk. Three different ranking and selection procedures are designed to
satisfy the decision maker’s preference via i) mean-variance measure, ii) mean with
variance constraint measure, and iii) risk-adjusted mean measure. The validation of
each procedure is proved, and the experiments are illustrated at the end of this thesis.
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1Chapter 1
Introduction
During this decade, the studies on solving stochastic systems selection problem via
simulation prevail. The majority of papers are focused on finding the most effective
method to select the best system, or subset that includes the best system based on
a performance metric of the interest. The best system is often defined as the system
with the smallest (or largest) expected value. However, for different selection problem,
the goal of the selection may be different. It is necessary to establish the dominant
set of systems based on the decision maker’s preference.
Generally, in finance and economics the decision makers are classified as risk-
seeking, risk-neutral, and risk-averse decision makers. We assume this classification
can be applied to the field of selection problem. In this paper, our objective is to
construct stochastic systems selection procedures via simulation which are based on
the decision maker’s preference, especially for risk-averse decision maker.
It is well known that the legacy mean dominance is the most prevalent selection
criterion in the literature of stochastic system selection via simulation. Nonetheless,
mean is only a measure of the average behavior. A common misconception is to
confuse estimation error with risk (Henderson and Nelson (2006) [18]). The confidence
2interval of a mean performance metric is only a measure of the estimation error. It is
not related to the risk associated with the system’s performance. Usually, decreasing
the estimation error is through increasing the simulation run length or the number of
simulation replications; however, the risk associated with the system’s performance
remains the same. Hence, the way of selecting the best system with the smallest
(or largest) expected value is just suitable for risk-neutral decision makers. In the
mean-based selection criterion, risk is not considered. Any system with the largest
expected value can be selected as the best system, no matter what the variance value
is.
However, for the risk-averse decision maker, risk is an important element in the
decision making process. A system with large risk is unpredictable and hard to
control. Batur and Choobineh (2009) [2] discuss different ways of measuring risk in
ranking and selection. One way of measuring risk is through the variance. In this
thesis, we focus on three different problems for comparing simulated systems based
on the mean and variance measures of a performance metric of interest. We propose
a sequential selection procedure for each problem. Without loss of generality, we
assume that larger is better; similar results hold in the case of smaller is better.
The first problem is the mean-variance (MVS) selection problem which compares
systems based on the mean and variance measures simultaneously. The mean and
variance selection criterion was first explored by Markowitz (1959) [26]. The analysis
of the relationship is described as efficient frontier. In the mean-variance based com-
parison approach, the system with the best mean and the smallest variance is defined
as the best system. Two systems are seen as nondominant systems if one system is
detected to be better based on the mean but worse based on the variance. If there
are pairs with the same mean and variance values, the systems are equal.
In the MVS selection problem, the variability is measured by the variance, and
3it is a breakthrough approach compared to the mean-based selection. However, in
the mean-variance comparison approach, it is possible that the best system is the
one with the largest variance because it also has the best mean value. The system
with larger mean and variance value may be the best system for the risk-seeking
and risk-neutral decision-maker but absolutely not for the risk-averse decision maker.
Moreover, the mean-variance comparison approach often results in a MV-efficient set
with more than one system. If the user is interested in selecting only one system,
other selection criteria need to be considered to eliminate more systems.
In most problem settings, the risk-averse decision makers are interested in selecting
the best system from among the systems that have acceptable levels of risk. In this
study, the second problem is a constrained mean-variance (CMVS) selection problem.
In the CMVS problem, a target variance is specified by decision maker. The systems
that have larger variance than the target are considered infeasible. This leads to
the elimination of infeasible systems which have unacceptable levels of risk. The
remaining feasible systems are compared based on the mean measure to select the
best system. The purpose in this problem is to set an upper bound for variance to
reduce the probability of selecting a high risk system.
Baumol (1963) [4] states that a system with relatively high standard deviation σ
will be relatively safe if its expected value µ is sufficiently high. He explains that by
assuming µ− σ and µ+ σ as the lowest and highest confidence limit of the expected
value. For example, there are two types of new machines which are considered for
producing emergency goods. According to the trial test, the machine A can produce
18 goods per hour, which has the variability of 52 goods per hour, and the machine
B can produce 10 goods per hour, which has the variability of 22 goods per hour.
Based on the mean-variance criterion, machine A and B are nondominant because A
has better mean value and poorer variance. Based on the constrained mean-variance
4selection criterion, machine B is the best system if the variance of the standard system
is smaller than 52.
However, in Baumol’s statement, the lowest expected production of Machine A,
µA−σA = 18−5 = 13, is higher than the highest expected production of Machine B,
µB + σB = 10 + 2 = 12. Also, if the variables are considered as normally distributed,
the probability of obtaining the lowest production of Machine A is larger than ob-
taining the highest production of Machine B. That means it is more likely to get a
higher production rate with Machine A; choosing machine A is safer than machine
B.
In this thesis, another problem named risk-adjusted mean based selection (RAMS)
problem is presented. In the RAMS problem, the comparison of systems is based on
the performance measure µ − Gσ, where µ is the expected value, σ is the standard
deviation, and G is a real number specified by the decision maker to express the
extent of feeling about the risk. When G is zero, µ−Gσ = µ. Hence, it is the same
as comparison of only the mean values. That works for risk-neutral decision makers
because risk does not have any effect on the performance measure. If G is positive,
the mean is adjusted down based on the risk. As G becomes larger, the negative
effects of risk on the performance measure increases. The decision makers, who love
to take higher risk, may specify a negative G value. In this paper, we focus on finding
the measures for risk-averse decision maker. Hence, G is only considered to have a
positive value.
Baumol (1963) [4] presents the L selection criterion which compares system based
on the L = µ − Gσ measure. In the L criterion, the system with the largest L
value is the best. Baumol also points out a relationship between the L criterion and
Markowitz’s mean-variance selection criterion. The L criterion is a derived measure
from Markowitz criterion. In addition, Robison and Barry (1978) [35] explains the
5relationship between the first-degree stochastic dominance and the L criterion. They
show that the first-degree stochastic dominance guarantees the L criterion, but it can
not be ensured backwards. However, if a system is better based on the L criterion for
any G value, it also first-order stochastically dominates other systems. These rela-
tionships between the L criterion and Markowitz’s mean-variance selection criterion
or the first-degree stochastic dominance will be discussed in detail in Chapter 3.
We designed three sequential ranking and selection procedures to solve the se-
lection problems introduced above. In Chapter 4, three selection procedures are
presented with detail, followed by the experiments in Chapter 5. The conclusion is
presented in Chapter 6.
6Chapter 2
Background
2.1 Risk
The risk comes from the uncertainty of the future. Any event for which enough
information can not be obtained to infer the results includes a risk.
2.1.1 Definition of Risk
For any risk there are two characters: i) uncertainty and ii) potential undesired loss.
For example,
• The change of hazard or danger;
• Exposure to the chance of injury or loss;
• The chance of loss;
• The amount of possible loss;
Compared with risk, riskless is no loss or without uncertainty. For example, depositing
$2000 into any bank with a certainty return rate 0.03 in a year is riskless. Buying a
7U.S. Treasury bill, which mature in half year at 500, assuming that the market price
is 470 today, and has a return rate is 0.064, is also riskless.
The riskless investment has only one certain outcome. On the contrary, the risky
investment has more than one outcome. For instance, play the game of tossing a coin.
The rule of the game is gaining 1 dollar if it is a head and losing 1 dollar if it is a tail.
Hence, the probability of gaining one dollar is 0.5, as well as losing. This is a risk
action since we do not know the actual outcome (more than one outcome), and it may
be a loss. In addition, all of the gambling games, stocks, and almost all investments
have risk. Hence, finding a way to measure the risk and rank the risky investments is
very helpful and necessary for investor to make a decision before investing in a risky
project.
2.1.2 Measures of Risk
In the following paragraph, several risk measures, which have appeared in the litera-
ture of Finance and Economics, are discussed (Levi [24]).
Domar and Musgrave (1944) [24] calculate the risk by considering all of the pos-
sible losses. They point out that the essential of the risk is the probability of ac-
tual return being less than zero. The proposed risk index is presented as RIDM =
−∑xi≤0 pixi for discrete variables and RIDM = − ∫ 0−∞ f(x)x dx for continuous vari-
ables. Moreover, for some of the investors who think the risk occurs when the return
rate is less than riskless interest rate d, the above formula needs to be changed to
RIDM ′ = −
∑
xi≤d pi(xi−d) for discrete variables, and RIDM ′ = −
∫ d
−∞ f(x)(x−d) dx
for continuous variables. Actually, d can be any number that expresses the lowest
acceptable return rate in investor’s opinion. In both formulas, the RI values are
positive. Thus, the larger the value of RI, the higher the risk is.
8Roy (1952) [24] proposes a principle named “safety first” and calculates the risk by
just taking the probability of loss into account. Roy’s risk index is RIR = P (X ≤ d),
where d is the lowest acceptable return rate of the investor. Using the Chebycheff’s
inequality and selecting kσ = (µ− d), the probability of P (X ≤ d) ≤ σ2
2(µ−d)2 can be
obtained, where µ is the expected value and σ is the standard deviation.
The first two measures RIDM and RIR are attractive since they directly express
the investor’s intuition. It calculates only the loss of the investment. However, they
do not consider the differential damage of the amount of loss. For instance, in the
first method RIDM , two investments are considered equal if one has 0.1 probability
of losing $100 and the other has 0.5 probability of losing $20. However, different
investors may have different opinions on the ranking of risk. Some investors may
more concern about the amount of loss, and the others may think the probability of
loss is more important. The same problem also exists in the second method.
Markowitz (1952) [25] develops another way of measuring risk through the vari-
ance. Variance is a measure of dispersion about the mean value. The risk ac-
tion always has more than one outcome. Obtaining variance can measure the dis-
persion between the outcomes and infer the range of possible outcomes. Gener-
ally, variance is obtained by σ2 =
∑
allxi pi(xi − µ)2 for discrete distribution, and
σ2 =
∫∞
−∞ f(x)(x − µ)2 dx for continuous distribution. Based on the variance risk
index, a mean-variance analysis is constructed.
However, the variance risk index includes all of the positive and negative return,
which means the gain and the loss have been considered together. Hence, based on
the larger the better, the investor prefers to maximize the gain and minimize the loss.
Another measure which only considers the deviations of negative return is presented
according to Markowitz’s variance risk index. It is named as semi-variance risk index.
In this risk index, SV =
∑
pi(xi − A)2, where A is always selected as the expected
9value µ of an investment.
Baumol (1963) [4] claims that, an investment with relatively high standard devi-
ation will be relatively safe if its expected value is sufficiently high. He points out
that variability is a source of risk, nevertheless, depending on the Chebycheff’s in-
equality, the probability of loss µ − Gσ is lower than 1
2G2
. For example, System A
has a small variance and a small expected value. System B has a very large expected
value but a relatively larger variance. For both systems, the relationship between
µA − GσA < µB − GσB is verified. We think system B is safer than system A. He
proposed the risk index as L = µ − Gσ, where G is decided according to the safety
requirement of investor.
Besides these, some of the researchers attempt to specify different utility functions
to present the preference of risk. Nonetheless, all of these measures have pros and
cons.
2.2 Ranking and Selection Procedures
Computer simulation is very helpful and popular for solving stochastic systems selec-
tion problem. Nevertheless, it is a challenge to determine the number of simulation
replications needed for each alternative system to make a statistically valid selection.
Ranking and selection (R&S) procedures are statistical procedures developed to sim-
ulate each alternative system to find the best system or subset that includes the best
system based on a performance metric of the interest with a probability of correct
selection guarantee. In the literature review of R&S procedures, there are four main
kinds of comparison problems:
• select the system with the largest (or smallest) expected performance measure;
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• compare systems with a standard system;
• select the system that has the largest probability of being the best performer
(multinomial selection);
• select the system with the largest probability of success (Bernoulli selection).
In addition, R&S procedures generally can be classified into two different types, subset
selection procedure and indifference-zone selection procedure [37] .
The origin of subset selection R&S procedure is the method of Gupta (1956) [16].
He presents a single-stage procedure to solve the selection problem of finding the
system with the largest expected mean value. In this procedure, the samples from
the competing alternatives are assumed independent, equal-sized, and normally dis-
tributed with common known variance. In Gupta’s solution, I is the initial set. The
systems ` ∈ I, such that
X¯`(n) ≥ max
i 6=`
X¯i(n)− hσ
√
2
n
,
compose the subset that includes all best systems, where X¯`(n) is the sample mean
value of the n outputs of system `, and h is a constant that depends on |I| and α.
|I| is the number of systems, and 1− α is the nominal confidence level. However, for
the subset selection, there are always more than one system in the best subset, and
no procedure can guarantee a best subset of size 1 and meet the requirement of the
probability of correct selection for an arbitrary n value.
Bechhofer (1954) [5] designs a procedure that guarantees to select the best system
among K systems, whenever the difference between the mean measures of the best
system and all the other systems is larger than δ, and ensures that the probability
11
of correct selection is above 1 − α. This is the origin of the indifference-zone R&S
procedures. It is a typical single stage R&S procedure, and the number of observations
N for each alternative is determined via the following formula:
N = d2(σZ
(1−α)
K−1,0.5
δ
)2e , (2.1)
where Z
(1−α)
K−1,0.5 is a constant that can be looked up from the table in Bechhofer et.
al. (1955) [6], 1 − α is the nominal confidence level, K is the number of systems, σ
is the known common variance for all systems, and δ is the mean indifference zone
parameter which is the smallest difference the decision maker feels is worth detecting.
The best system is selected based on the largest mean value.
In the above procedures, the number of observations N for both procedures are
determined by the specified parameters. The Bechhofer’s procedure is powerful, it
gives the required number of observations N for detecting the difference of at least δ.
However, when the actual differences in the procedure are larger than δ, the N value
maybe larger than needed.
Compared with the single stage procedures, the sequential selection procedures
can reach a decision earlier. The first sequential selection procedure can be traced
back to Wald (1947). Paulson (1964) [32] proposes a fully sequential procedure that
increases one observation each time and eliminates a system from continued sampling
when it is clearly figured out as an inferior system. In this procedure, a system ` ∈ I
can survive at current stage r only if
X¯`(r) ≥ max
i∈I
X¯i(r)−max{0, a
r
− λ}, (2.2)
where a > 0 , 0 < λ < δ, and n = ba/λc. n is the number of needed observation
for this procedure. Thus, any system that cannot satisfy Equation (2.2) is eliminated
12
at current stage r. With r value becoming larger at each stage, a subset selection is
performed, and the hedging factor (a/r−λ) gets smaller. At the end of the procedure,
the system with the largest mean value is selected the best system.
The previous procedures are only applicable when the samples are independent
and normal, and the variances are equal and known. But this situation rarely happens
in the real world. Although some of single stage procedures can permit an unknown
variance, Dudewicz (1996) [12] states that it is sometimes not possible to guarantee a
specified probability of correct selection. In the following paragraphs, more efficient
R& S procedures are illustrated for the unknown variance case.
Rinott (1978) [34] provides a two-stage R&S procedure for selecting the best
system with largest mean value and unknown variance. The assumption for this
method is that all simulated data are independent, identical, and from a normal
distribution. In this procedure, the total sample size is determined by
Ni = max{n0, d(hSi
δ
)2e},
where n0 is the initial number of observations in the first stage, Si is the sample
standard deviation calculated by the observations from the first stage, h is a constant
determined based on the number of systems, 1 − α, and n0. Goldsman (2002) [14]
introduces an extended Rinott’s procedure (R+). In the R+ procedure, the observa-
tions are divided into m batches. The mean and variance value of each system comes
from the batched samples.
Koening and Law (1985) [23] propose a two or more stage sampling procedure, but
the procedure is only applicable when the samples are generated from independent,
normally distributed competing alternatives with unknown and unequal variance.
Goldsman and Nelson (1998) [15] propose a subset selection procedure which can
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permit an unknown and common variance. Nelson et al. (2001) [29] proposes a two-
stage procedure NGSG that combines the Gupta’s subset selection procedure and
Bechhofer’s indifference-zone selection procedure. In this procedure, the Gupta like
subset selection method is used to eliminate systems that are clearly inferior after
the first stage, and the Bechhofer like indifference-zone selection method is used to
allocate the number of observations at the second stage. Thus, this procedure can be
applied to the case of large number of alternatives.
Kim and Nelson (2001) [21] construct a fully sequential R&S procedure called
KN for terminating simulation or steady-state simulation in the case of employing
multiple replications. This is a more efficient procedure. In this procedure, at each
stage one observation is generated for each surviving system and a system can be
eliminated when it is deemed as a poorer system. However, the procedure requires all
of the systems to be simulated simultaneously, and hence there is a lot of switching
among the systems. In addition, the KN procedure requires that the simulated data
are normal.
Kim and Nelson (2006) [22] propose another fully sequential procedure KN +
+ which is a extension of KN . It is appropriate for steady-state simulation when
only one replication is employed. In this procedure, the simulated output from each
alternative is assumed to follow a Function Central Limit Theorem. The variance
estimators in the first stage of the KN procedure are replaced by an appropriate
asymptotic variance constant, and the variance estimators are updated as the stage
r increases based on the batch size mr. This procedure has been shown to be highly
efficient.
All of the procedures in the above paragraphs belong to the first type of compar-
ison problem: select the system with the largest (or smallest) expected performance
measure. It is the most common system selection problem in the literature. In the
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comparison with a standard problem, the purpose is to find a system that has larger
(or smaller) performance measure than the standard system. Nelson and Goldsman
(2001) [27] design a two-stage procedure for this problem. Assuming system 0 is the
standard system, the standard system is retained if X¯0 + δ is larger than any other
systems. If not, the system with the largest mean value is selected as the best system.
Kim (2005) [20] proposes a fully sequential procedure for comparison with the stan-
dard system. In this procedure, the standard system is retained if µi + δ < µ0, where
µ0 is the mean value of the standard system, µi is the mean value of i-th system and
δ is the indifference-zone parameter.
In the multinomial selection problem, the goal is to select the best system which
is most likely to be the best system in a single trial. Goldsman (1984) [13] first
suggests a procedure to consider a general use of this type of problem. For example,
the objective may be to determine the bulb with the longest lifetime. Assume the
lifetimes of the j-th trial are (X1j, X2j, . . . , Xkj). The objective is to identify the bulb
with largest value of Pi, where Pi = Pr(Xij > X`j), ` 6= i.
In the procedure of selecting the system with the largest probability of success,
the simulated output from each system on each independent replication is denoted
by Xij. The value of Xij will either be 0 (failure) or 1 (success). A system with the
largest probability of success, Pr{Xij = 1}, is deemed as the best system. There is a
little research on this type of problem.
In addition, there are R&S procedures that are established using other methods.
Bayesian procedure is one of these methods. The objective of the Bayesian method
is to maximize the probability of correct selection by allocating no more than a
specific number of observations. Chen (1995) [7] and Chen et al.(1996) [8] construct
a sequential procedure based on Bayesian method using Chernoff bounds to estimate
the gradient information for discrete-event system. Chick (1997) [11] presents a R&S
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procedure through Bayesian decision theoretic perspective. Instead of finding the
system with the largest mean value, selecting the system with the largest expected
utility is the purpose in this procedure. Also, this procedure can be used when
the mean and variance are unknown with the Gaussian or non-Gaussian simulation
output. Chen (1997) [10] extends his previous work in 1995 and 1996 with another
method to estimate the performance metric of interest and provides two parameters
that crucially affect the performance of the procedures, the initial sample size and
the one-time incremental observation. He recommends a good choice of the initial
sample is 10 to 20, and the good selection of one-time incremental observation is
15 to 30 for the ten designs problem. Inoue and Chick (1998) [19] illustrate the
Bayesian and Frequential method with different kinds of simulation output, and make
a comparison between the two methods. They also improve Chick (1997)’s work in
sampling costs and information value to select the best system. Based on Bayesian
setting of Inoue and Chick 1998 [19], Chen (2010) [9]proposes an efficient procedure
to select the optimal subset which concludes the top m systems among k systems
under the framework of optimal computing budget allocation.
Nelson and Staum (2006) [28] propose a control-variate procedure which uses a
control-variate estimator instead of the sample means. This procedure can provide
statistically more accurate but requires more computational effort. Tsai (2009) [39]
proposes a sequential procedure that utilizes a more effective sum of differences (con-
trolled sum) than the sum of differences between two systems of KN procedure. Tsai
2009 [40] introduces a new control-variate to decrease the computation cost and re-
main the statistical efficiency, and proposes a two-stage control-variate combined
procedure. Healey, Goldsman and Kim (2007) [17] propose a procedure that employs
two new variance estimators, overlapping area and overlapping Cramer-von Mises
estimator, to guarantee a certain probability of correct selection. Teng (2010) [38]
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proposes a procedure to address the indifference-zone issue under multi-objective
optimal computing budget allocation framework. In this paper, a Pareto set is de-
fined by non-dominant systems. The allocation rules are set by Lagrange relaxation
method. It assumes that all simulated observations from each system are sampled
from independently normally distributed populations.
2.3 Related Work
Although there are a lot of studies focusing on solving stochastic systems selection
via computer simulation, the main objective is to improve the efficiency. The work in
the literatures which considers both average behaviors and variability of any systems
are limited.
Santner and Tamhane (1984) [36] present a selection procedure which selects the
best system with the largest mean value and smallest variance value from a non-
empty set of good systems. The good system is decided via specifying two integers
a and b, where 1 ≤ a, b ≤ p, and p is the number of alternative systems. A system
with a mean value among the a largest ones and variance among the b smallest ones
is defined as a good system.
Andradottir and Kim (2010) [1] solve a constrained system selection problem
where both the objective function and the constraints are based on the mean mea-
sures.
In Batur and Choobineh (2010) [3], the best system is defined as the one with
the best (largest or smallest) mean and smallest variance. If there are systems with
better mean but poorer variance compared to the others, there is not a single best
system, but a number of nondominant systems.
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2.4 Objectives of our Study
Risk is unavoidable in real world. The ability of enduring risk for different people
varies. In this thesis, we want to establish the dominant set of systems based on
the decision maker’s preference, especially for risk-averse decision makers. Three
comprehensive selection criteria are presented in following chapter.
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Chapter 3
Measures for comparison
In the following subsections, we introduce the three selection criteria we consider in
this study.
3.1 Mean and Variance
In system selection literature, mean is the only measure that the authors take into
account, where, the risk can not be embodied. Another significant element, variance,
as a way of measuring risk also needs to be considered. Hence, a selection criterion
more comprehensive than the mean measure is the mean-variance dominance selection
criterion. In the mean-variance dominance criterion, systems are compared based on
both mean and variance measures. Refer to Batur and Choobineh (2009) [2] for a
discussion of different selection criteria in ranking and selection.
In the mean-variance based comparison approach, the system with the best (largest
or smallest) mean and the smallest variance is deemed as the best system. Suppose
EA(X) and EB(X) are the mean values and V arA(X) and V arB(X) are the vari-
ance values of the performance metric of interest for Systems A and B, respectively.
19
System A has mean-variance dominance over System B if EA(X) ≥ (or ≤)EB(X)
and V arA(X) ≤ V arB(X) in the case of larger (or smaller) is better and at least one
inequality holds strictly. If there is not a unique best system, a set of nondominant
systems exists.
3.2 Mean Comparison with Variance Constraint
Based on mean-variance criterion, a system with the largest mean and variance can
be selected as the best system. However, that is not an optimal decision for the
person who is a risk-averse decision maker. Here, variance constraint is set for the
risk-averse decision maker to control the risk of systems. The systems whose variances
are smaller than that of the standard system are considered as feasible systems. The
best system is selected based on the mean comparisons from all the feasible systems.
That is a way to reduce the probability of choosing a system with high risk for the
risk-averse decision maker.
3.3 Baumol’s L Criterion
In this paper, the third measure that is considered for selection of the best system
is L = µ − Gσ [4]. This comparison works better for risk-averse decision maker. In
µ − Gσ, µ is the expected value of the system, σ is the standard deviation (denotes
the variability) of the system, and G is a constant which is specified by the decision
maker to express the extent of feeling about the risk. When G is a positive number,
µ − Gσ is less than µ. That means the decision maker would like to trade off some
of the expected value to consider the system’s variability. The larger the G value the
decision maker chooses, the more conservative the decision maker is. That is because
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a large G value reduces the probability of the decision maker encountering a loss. For
example, when G is equal to 1, for a normally distributed system, the probability of
the return being less than µ − σ is only 0.16. If G increases to 1.5, the probability
decreases to 0.07. A special case for this problem occurs when G is considered to be
0. In that case, the problem becomes the same as selecting a system based on only
the mean measure. The decision maker does not consider the risk (variability) of
the systems, and can be called a risk-neutral decision maker. When G is a negative
number, µ − Gσ is larger than µ. The person who always prefers a negative G is a
risk seeking decision maker. This will not be included in this study.
Baumol points out that the L criterion is a derived measure from Markowitz
criterion which is based on mean and variance. Therefore, systems selected based
on the L criterion are a subset of systems that are selected based on the Markowitz
criterion. If a system is not the best system based on the Markowitz criterion, it can
not be the best system based on the L criterion from the same set of systems.
Theorem (Baumol (1963)): The Bamoul’s L criterion is a derived measure from
Markowitz criterion.
Proof : Suppose there are two systems A and B. A dominates B based on the
Markowitz criterion. Thus, µA ≥ µB and V arA ≤ V arB, where only one equality
can exist at the same time. If an equal amount GσA is subtracted from µA and µB,
µA −GσA ≥ µB −GσA is obtained. Then µA −GσA ≥ µB −GσB is assured because
σA ≤ σB and σA, σB ≥ 0. Thus, LA = µA − GσA ≥ µB − GσB = LB is shown when
A dominates B based on Markowitz criterion. 
Lindon and Peter(1978) [35] clarify L criterion and show another relationship
between the first-degree stochastic dominance and the L criterion. The first-degree
stochastic dominance implies the L efficiency for any G value. That means if System
A first-degree stochastically dominates System B, it also dominates System B based
21
on L criterion for any G value. On the contrary, if System A dominates Systems B
based on the L criterion for any G value, System A also first-degree stochastically
dominates Systems B.
Theorem (Lindon and Peter(1978)) [35]: The first-degree stochastic dominance
implies the L efficiency for any G value. The reverse also holds.
Proof : Suppose system A first-degree stochastically dominates system B. Then
the following equation must be satisfied for all y values,
∫ y
−∞
fB(x) dx ≥
∫ y
−∞
fA(x) dx (3.1)
where y ∈ [−∞,∞], and fA(x) and fB(x) are the probability density functions of
systems A and B, respectively.
It is well known that, for any normally distributed system, the µi − Gσi value
is equal to a corresponding quantile value of that system. The way to find the
corresponding quantile value is using the Central Limit Theorem. For instance, when
G is specified to be 0, the value of µi − Gσi is equal to 0.5th quantile value of the
i-th system. Depending on that, for any G value, a quantile qT that corresponds to
µ−Gσ can be obtained by
∫ µi−Gσi
−∞
fi(x) dx = Φ(G) = qT . (3.2)
According to Equations (3.1) and (3.2), for a defined G value, the following can
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be obtained:
∫ µb−Gσb
−∞
fB(x) dx ≥
∫ µb−Gσb
−∞
fA(x) dx (3.3)
and
∫ µa−Gσa
−∞
fA(x) dx =
∫ µb−Gσb
−∞
fB(x) dx (3.4)
⇒
∫ µa−Gσa
−∞
fA(x) dx ≥
∫ µb−Gσb
−∞
fA(x) dx
⇒ µa −Gσa ≥ µb −Gσb
Hence µa − Gσa ≥ µb − Gσb is proved. In addition, the theorem can be proved
backwards for any G ∈ [−∞,∞]. Assume that system A dominates system B based
on the L criterion. Thus, the corresponding quantile value µA − GσA is larger than
µB−GσB. From Equations (3.3) and (3.4), the conclusion that system A first-degree
stochastically dominates system B at that point qT can be obtained. If this condition
is satisfied at any G from negative infinity to positive infinity, system A first-degree
stochastically dominates system B is assured.
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Chapter 4
Methodology
In this section, three procedures are presented. These procedures compare the perfor-
mance of the simulated systems based on different measures. Let µ1, µ2, . . . , µK , and
σ1, σ2, . . . , σK be the unknown mean and unknown variance of the performance metric
of interest of the K systems, respectively. The three problems can be formulated as
follows:
1. Max µi and Min σ
2
i .
2. Max µi
st. σ2i ≤ σ20, where σ0 is unknown.
3. Max (µi −Gσi), where G is a prespecified parameter.
Let Xi`, i = 1, 2, . . . , K, ` = 1, 2, . . . be the ` th observation from the simulated
system i. We assume that the simulation output data of each system are indepen-
dent and identically distributed (IID) normal with mean µi and variance σ
2
i , for
i = 1, 2, . . . , K,
{Xi` : ` = 1, 2, . . .} IID∼ Normal(µi, σ2i ).
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Also, it is assumed that systems are simulated independently.
4.1 Mean-Variance Selection (MVS) Procedure
In the mean - variance based selection (MVS) procedure, the system with the largest
µi value and smallest σi value is called the best system. If two systems have the
same mean values but different variances, the system with the smaller variance is
better than the other. Similarly if two systems have the same variance but different
mean values, the system with the larger mean value is better than the other. Two
systems are non-dominant if one system has a larger mean and variance compared to
the other.
Considering the uncertainty of establishing dominance with a finite number of
simulated observations, the MV S procedure is constructed using the indifference-
zone parameters for both the mean and variance measures. The indifference-zone
parameter for the mean value is denoted by δ. It is the smallest difference worth
detecting between the mean values of two systems at a reasonable sampling cost.
The mean indifference-zone parameter δ used here has a slightly different functionality
from the indifference-zone parameter used in the mean-based sequential ranking and
selection R&S procedures in the literature. In the mean based R&S procedures,
the objective is detecting if the mean measure of one system is larger than that of
another system, i.e., µ1 > µ2 or µ1 < µ2. When mean values of two systems are
within the indifference-zone range, i.e., |µ1 − µ2| < δ, the experimenter is indifferent
as to which system is selected. However, in the MVS procedure, the experimenter
wants to determine if
µ1 > µ2, µ1 = µ2, or µ1 < µ2.
This way if two systems are indifferent based on the mean measure, the dominant
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system is determined based on the variance measure.
By utilizing the indifference-zone parameter if 0 < µ1−µ2 < δ, then both µ1 > µ2
and µ1 = µ2 decisions are considered correct. Similarly, if −δ < µ1 − µ2 < 0,
then µ1 = µ2 and µ1 < µ2 decisions are considered correct. On the other hand, if
µ1 − µ2 ≥ δ, then µ1 > µ2 is the only correct decision. Similarly, if µ1 − µ2 ≤ −δ,
then µ1 < µ2 is the only correct decision.
For the variance measure, the decision maker wants to decide if
σ21/σ
2
2 > 1, σ
2
1/σ
2
2 = 1, or σ
2
2/σ
2
1 > 1.
The indifference-zone parameter for the ratio of variances is denoted by R2 where
R > 1. It is the smallest practical ratio worth detecting in the ratio of variances of
two systems.
If 1 < σ21/σ
2
2 < R
2, then both σ21/σ
2
2 > 1 and σ
2
1/σ
2
2 = 1 decisions are considered
correct. However, if 1 < σ22/σ
2
1 < R
2, then σ22/σ
2
1 > 1 and σ
2
1/σ
2
2 = 1 decisions are
considered correct. If σ21/σ
2
2 ≥ R2, then σ21/σ22 > 1 is the only correct decision. The
same holds for the σ22/σ
2
1 ratio.
In the proposed selection procedure, comparison of simulated systems based on
the mean and variance measures are performed simultaneously. For each pairwise
comparison based on the mean measure, a three-way hypothesis test is performed.
The null hypothesis is the equivalence of the mean measures, i.e., Hµ0 : µ1 − µ2 = 0.
The alternative hypotheses are one mean measure being strictly greater than the
other mean measure, i.e., Hµ1 : µ1 − µ2 > 0 and Hµ2 : µ1 − µ2 < 0. A similar three-
way hypothesis test is performed for the ratio of the variances, i.e., Hσ0 : σ
2
1/σ
2
2 = 1,
Hσ1 : σ
2
1/σ
2
2 > 1, and H
σ
2 : σ
2
2/σ
2
1 > 1.
Rejection of the null hypothesis when it is true is called a Type I error. The
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three-way hypothesis test is developed such that the probability of committing a
Type I error is at most α, and α is distributed between the two alternatives, i.e.,
Pr(Accepting H1|H0 is true) ≤ α/2 and Pr(Accepting H2|H0 is true) ≤ α/2. Non-
rejection of the null hypothesis when it is false is called a Type II error. The three-way
hypothesis test is developed such that the probability of committing a Type II error
is at most β, i.e., Pr(Do not reject H0|H0 is false) ≤ β.
In general, in hypothesis testing the user has control over the Type I error; how-
ever, the Type II error is uncontrollable. The user can decrease both errors by in-
creasing the number of observations, but it is not possible to control the probability
of committing a Type II error unless a specific alternative hypothesis exists. Here in
order to be able to control the probability of committing a type II error, the alterna-
tive mean hypotheses are transformed into Hµ1 : µ1 − µ2 ≥ δ and Hµ2 : µ1 − µ2 ≤ −δ,
where δ is the mean indifference-zone parameter.
According to the transformed three-way test, if the difference between the mean
measures is larger than the indifference-zone value δ, the test detects the true differ-
ence selecting the correct alternative hypothesis with a probability of at least 1− β.
For example, if µ1−µ2 ≥ δ, then the decision is Hµ1 : µ1−µ2 > 0 with a probability of
at least 1−β. However, if the difference between the mean measures is in the range of
0 to δ, the test detects the true difference selecting the correct alternative hypothesis
or fails to reject the null hypothesis with a total probability of at least 1− α/2. For
example, if 0 < µ1 − µ2 < δ, then the decision is Hµ0 : µ1 = µ2 or Hµ1 : µ1 − µ2 > 0
with a total probability of at least 1− α/2.
Similarly, the alternative variance hypotheses are transformed into Hσ1 : σ
2
1/σ
2
2 ≥
R2 and Hσ2 : σ
2
2/σ
2
1 ≥ R2 where R2 > 1 is the variance indifference-zone parameter.
Similar to the mean measure if the ratio of the variances is larger than R2, the test
detects the correct alternative hypothesis with a probability of at least 1 − β. For
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example if σ21/σ
2
2 ≥ R2, then the decision is Hσ1 : σ21/σ22 > 1 with a probability of at
least 1 − β. However, if the ratio of the variances is in the range of 1 to R2, then
the test detects the true ratio selecting the true alternative hypothesis or fails to
reject the null hypothesis with a total probability of at least 1−α/2. For example, if
1 < σ21/σ
2
2 < R
2, then the decision is Hσ0 : σ
2
1/σ
2
2 = 1 or H
σ
1 : σ
2
1/σ
2
2 > 1 with a total
probability of at least 1− α/2.
Paulson (1964) [33] presents a sequential procedure for testing the three-way mean
test presented above. The test is shown to satisfy the prespecified probability of
committing Type I and II errors, i.e.,
Pr(Do not reject Hµ0 | |µ1 − µ2| ≥ δ) ≤ β,
Pr(Accept Hµ1 | µ1 − µ2 = 0) ≤ α/2,
Pr(Accept Hµ2 | µ1 − µ2 = 0) ≤ α/2.
In the procedure, the parameter d is denoted by a function of the indifference-
zone parameter δ. It is used to control the sequential structure of the procedure.
Paulson(1964) [33] recommends that the best efficient value of d is equal to 3δ/8 after
many experiments.
The proposed procedure is presented as follows:
PROCEDURE MVS:
Setup: Specify the probability of correctly determining the MV-efficient set of
systems 1 − α. Specify the mean indifference-zone parameter δ and the variance
indifference-zone parameter R2, where R > 1. Set parameter d for the mean test to
3δ/8 and parameter λ for the variance test to 1 + (0.7)(R − 1). Set the probability
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of committing Type I and II errors for each three-way hypothesis test to αK = βK =
α/[K(K − 1)]. Define SI as the set of initial K systems. Define SN as the set of
pairs of nondominant systems, and set SN = ∅. Define SE as the set of pairs of equal
systems, and set SE = ∅. Define SD as the set of decided systems, and set SD = ∅.
Set the initial sample size n0 to b1− ln(αK)/ln(λ)c+ 1.
Initialization: Obtain n0 observations from each system i ∈ SI . Set the number
of stages r to n0.
Calculation: For every system i ∈ SI\SD, compute the sample variance
S2i (r) =
1
r − 1
r∑
`=1
(Xi` − X¯i(r))2, where X¯i(r) = 1
r
r∑
`=1
Xi`.
For the comparison of the means of system pair (i, j), i, j ∈ SI , (i, j) /∈ SN , (i, j) /∈ SE,
i 6= j, compute the following inner and outer bounds
IBµij(r) = r(δ − d)−
(
S2i (r) + S
2
j (r)
)[
(1/βK)
2
r−1 − 1
]
(r − 1)
4d
,
OBµij(r) = rd+
(
S2i (r) + S
2
j (r)
)[
(2/αK)
2
r−1 − 1
]
(r − 1)
4d
.
For the comparison of the variances of system pair (i, j), i, j ∈ SI , (i, j) /∈ SN ,
(i, j) /∈ SE, i 6= j, compute the following inner and outer bounds
IBσij(r) =
λ
(
S2i (r)/S
2
j (r)
)(
λ− β
1
r−1
K
)
(
λβ
1
r−1
K − 1
) ,
OBσij(r) =
(
S2i (r)/S
2
j (r)
)[
λ− (2/αK) 1r−1
]
λ
[
λ(2/αK)
1
r−1 − 1
] .
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Decision: For every system pair (i, j), i, j ∈ SI , (i, j) /∈ SN , (i, j) /∈ SE, i 6= j:
If −IBµij(r) <
∑r
`=1(Xi` −Xj`) < IBµij(r), decide µi = µj.
If
∑r
`=1(Xi` −Xj`) > OBµij(r), decide µi > µj.
If
∑r
`=1(Xi` −Xj`) < −OBµij(r), decide µi < µj.
If IBσij(r) < R
2 and IBσji(r) < R
2, decide σ2i = σ
2
j .
If r > b1− ln(αK/2)/ln(λ)c and OBσij(r) > 1, decide σ2i > σ2j .
If r > b1− ln(αK/2)/ln(λ)c and OBσji(r) > 1, decide σ2i < σ2j .
Elimination: For every system pair (i, j), i, j ∈ SI , (i, j) /∈ SN , (i, j) /∈ SE,
i 6= j:
If i) σ2i > σ
2
j and µi = µj, ii) σ
2
i = σ
2
j and µi < µj, or iii) σ
2
i > σ
2
j and µi < µj
decisions are made, eliminate system i, and set SI = SI/{i}. Delete every system
pair in SN or SE which includes system i.
If i) σ2i < σ
2
j and µi = µj, ii) σ
2
i = σ
2
j and µi > µj, or iii) σ
2
i < σ
2
j and µi > µj
decisions are made, eliminate system j, and set SI = SI/{j}. Delete every system
pair in SN or SE which includes system j.
If i) σ2i > σ
2
j and µi > µj and ii) σ
2
i < σ
2
j and µi < µj decisions are made, declare
systems i and j nondominant, and set SN = SN ∪ {(i, j)}.
If σ2i = σ
2
j and µi = µj decisions are made, declare systems i and j equal, and set
SE = SE ∪ {(i, j)}.
Termination: If |SI | = 1, stop and declare system i ∈ SI as the best system. If
the SN and SE sets include every (i, j) pair where i, j ∈ SI , i 6= j, stop and declare SI
as the MV-efficient set of systems; the system pairs in SN are declared nondominant
and the system pairs in SE are declared equal.
Otherwise, for i ∈ SI , if every (i, j) pair, j ∈ SI , i 6= j, is in SN or SE, add system
i to SD. Obtain one more observation from every system i ∈ SI\SD. Set r = r + 1.
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While going back to the Calculation step, clear all test results for system pairs (i, j),
i, j ∈ SI , (i, j) /∈ SN ∪ SE, i 6= j. 
In the Setup step, the following parameters are specified: i) the probability of
correctly determining the MV-efficient set of systems, 1−α; ii) the mean indifference-
zone parameter, δ; and iii) the variance indifference-zone parameter, R2. The constant
parameter d for the mean test and the constant parameter λ for the variance test are
determined based on δ and R, respectively. The probability of committing Type I
αK or II error βK for each test is set to α/[K(K − 1)]. Set SI is the set of systems
still under consideration; it initially includes all K systems. Set SN is defined as the
set of system pairs that are declared nondominant. Set SE is defined as the set of
system pairs that are declared equal. Set SD is defined as the set of systems that are
declared decided; no more sampling is needed from a decided system. All three sets
are initially empty sets. Finally, the initial sample size n0 is determined by αK and
λ.
In the Initialization step, n0 observations obtained from every system i ∈ SI ,
and the number of replications r is set to n0. In the Calculation step, the sample
variances are computed for every system i ∈ SI\SD. The bounds of the continuation
region IBµij(r) and OB
µ
ij(r) are computed for the mean hypothesis test, and IB
σ
ij(r)
and OBσij(r) are computed for the variance hypothesis test. In the Decision step,
decisions of the hypothesis tests for each pair of systems are made by using these
bounds and the indifference-zone parameters. For a pair of systems, if none of the
conditions are satisfied, the hypothesis test is inconclusive at stage r.
In the Elimination step, elimination, nondominance, or equality decisions are made
according to the results of the hypothesis tests. If a system is declared to be worse
than another system in SI based on both the mean and variance measures, that
system is eliminated and deleted from SI . On the other hand, if two systems are
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declared nondominant, the pair is added to the SN set. If two systems are declared
equal, the pair is added to the SE set.
In the Termination step, there are two stopping rules. The first rule is to stop
the procedure if the SI set includes only one system. In this case, the system in the
SI set is declared the best system with a 1− α probability of correct selection. The
second rule is to stop the procedure if all pairs of the systems in the SI set is included
in the SN or SE set. This means that for every pair of systems that have not been
eliminated, a nondominance or an equality decision is made. In this case, the SI set is
declared the MV-efficient set of systems with a 1−α probability of correct selection;
the systems in SN and SE are declared nondominant and equal, respectively, based
on the MV selection criterion.
If none of the stopping conditions are satisfied, the SD set is updated. For system
i ∈ SI , if every pair (i, j), j ∈ SI , i 6= j is included in SN or SE, system i is added to
SD. For example, suppose that SI = {2, 5, 6}, SN = {(2, 6)}, and SE = {(2, 5)}, then
System 2 is added to SD. One more observation is obtained from every system in the
SI\SD set. Stage number r is increased by one, and the procedure goes back to the
Calculation step. The detailed matlab code for procedure MVS is in Appendix B.
In MVS procedure, K(K − 1)/2 pairwise comparisons are performed in the com-
parison of K systems for each measure. The probability of committing Type I or II
errors for each pairwise comparison and measure is set to α/[K(K−1)]. This assures
that the overall probability of selecting the correct set of nondominant systems is at
least 1− α.
Theorem 1 : The MVS procedure correctly determines the MVS-efficient set of
systems among K systems with at least a probability of 1− α.
Proof : Let CS denote the overall correct selection, MCS and IMCS denote the
correct and incorrect mean comparison selection decisions, respectively. Let V CS
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and IV CS denote the correct and incorrect variance comparison selection decisions,
respectively, IMCS` denote the incorrect selection for the mean comparison of the
`-th pair, and IMV S` denote the incorrect selection for the variance comparison of
the `-th pair.
Pr(CS) = Pr(MCS ∩ V CS)
≥ Pr(MCS) + Pr(V CS)− 1 (4.1)
= (1− Pr(IMCS)) + (1− Pr(IV CS))− 1
= (1− ∪K(K−1)/2`=1 Pr(IMCS`)) + (1− ∪K(K−1)/2`=1 Pr(IV CS`))− 1
≥ (1−
K(K−1)/2∑
`=1
α
K(K − 1)) + (1−
K(K−1)/2∑
`=1
α
K(K − 1))− 1 (4.2)
= 1− (α/2)− (α/2)
= 1− α
The two Equations (4.1) and (4.2) are correct because of the Bonferroni inequality.
4.2 Constrained Mean-Variance Selection
(CMVS) Procedure
In the constrained mean variance selection (CMVS) procedure, the objective is to
select a system with the largest mean value; meanwhile, its variance must be less
than that of a standard system. The formulation of the problem is Max µi, st.
σ2i ≤ σ20, where σ0 is the unknown variance of the standard system.
There are two phases in the CMVS procedure. First, the feasible systems whose
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variance is smaller than that of standard system need to be found. Then, the system
with the largest mean value is selected from the feasible systems. The selection
behavior under this criterion tells us that: i) a system with the largest mean value
can not become the best system if it has a larger variance than that of the standard
system, ii) a system with a smaller mean value is the best system if all the other
systems with larger mean have larger variance than the standard system. Here,
nondominant set of systems can also exist, i.e., two systems pass the feasibility check
and they have the same mean values.
PROCEDURE CMVS:
Setup: Specify the probability of correctly determining the CMV-efficient set
of systems 1 − α. Specify the mean indifference-zone parameter δ and the variance
indifference-zone parameter R2. Set parameter d for the mean test to 3δ/8 and
parameter λ for the feasibility check to 1+(0.7)(R−1). Set the probability of Type I
error αK1 and Type II error βK1 of each hypothesis test in the feasibility check phase
to α/(2K). Set αK2 and βK2 of each three-way hypothesis in the selection-of-the-best
phase to α/[K(K − 1)]. Define SI as the set of initial K systems, and system 0 as
the standard system with the unknown variance measure σ20. Define SF as the set
of feasible systems, and set SF = ∅. Define SN as the set of pairs of nondominant
systems, and set SN = ∅. Define SD as the set of decided systems, and set SD = ∅.
Set the initial sample size n0 to b1− ln(αK1)/ln(λ)c+ 1.
Initialization: Obtain n0 observations from each system i ∈ SI and the standard
system. Set the number of stages r to n0.
Calculation: For every system i ∈ SI ∪ SF\SD and the standard system 0 if
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|SI | 6= 0, compute the sample variance
S2i (r) =
1
r − 1
r∑
`=1
(Xi` − X¯i(r))2, where X¯i(r) = 1
r
r∑
`=1
Xi`.
For the feasibility check of system i ∈ SI , compute the following lower and upper
bounds
LBσi (r) =
λ
(
S2i (r)/S
2
0(r)
)(
λ− β
1
r−1
K1
)
(
λβ
1
r−1
K1
− 1
) ,
UBσi (r) =
(
S2i (r)/S
2
0(r)
)[
λ− (1/αK1)
1
r−1
]
λ
[
λ(1/αK1)
1
r−1 − 1
] .
For the comparison of the means of system pair (i, j), i, j ∈ SI ∪ SF , (i, j) /∈ SN ,
i 6= j, compute the following inner and outer bounds
IBµij(r) = r(δ − d)−
(
S2i (r) + S
2
j (r)
)[
(1/βK2)
2
r−1 − 1
]
(r − 1)
4d
,
OBµij(r) = rd+
(
S2i (r) + S
2
j (r)
)[
(2/αK2)
2
r−1 − 1
]
(r − 1)
4d
.
Feasibility check:For every system i ∈ SI :
If LBσi (r) < R
2, then decide Hσ0 : σ
2
i ≤ σ20. Move system i from SI to SF . Set
SI = SI/{i} and SF = SF ∪ {i}.
If UBσi (r) > 1, then decide H
σ
1 : σ
2
i > σ
2
0. Eliminate system i and set SI = SI/{i}.
Decision: For every system pair (i, j), i, j ∈ SF , (i, j) /∈ SN , i 6= j:
If −IBµij(r) <
∑r
`=1(Xi` −Xj`) < IBµij(r), decide µi = µj.
If
∑r
`=1(Xi` −Xj`) > OBµij(r), decide µi > µj.
35
If
∑r
`=1(Xi` −Xj`) < −OBµij(r), decide µi < µj.
For every system pair (i, j), i ∈ SF , j ∈ SI , i 6= j:
If
∑r
`=1(Xi` −Xj`) > OBµij(r), decide µi > µj.
Elimination: For every system pair (i, j), i, j ∈ SF , (i, j) /∈ SN , i 6= j:
If µi < µj decision is made, eliminate system i, and set SF = SF/{i}. Delete
every system pair in SN which includes system i.
If µi > µj decision is made, eliminate system j, and set SF = SF/{j}. Delete
every system pair in SN which includes system j.
If µi = µj decision is made, declare systems i and j nondominant, and set SN =
SN ∪ {(i, j)}.
For every system pair (i, j), i ∈ SF , j ∈ SI , i 6= j:
If µi > µj decision is made, eliminate system j, and set SI = SI/{j}.
Termination: If |SI | = 0 and |SF | = 1, stop and declare system i ∈ SF as
the best system. If |SI | = 0 and |SF | = 0, stop and declare that there is no feasible
system. If |SI | = 0 and the SN set includes every (i, j) pair where i, j ∈ SF , i 6= j,
stop and declare SF as the CMV-efficient set of systems.
Otherwise, when |SI | = 0, for i ∈ SF , if every (i, j) pair, j ∈ SF , i 6= j, is in SN ,
add system i to SD. Obtain one more observation from every system i ∈ SI ∪SF\SD
and the standard system 0 if |SI | 6= 0, set r = r + 1, and go back to the Calculation
step.
In the Setup step, the following parameters are specified: i) the probability of
correctly determining the CMV-efficient set of systems, 1−α; ii) the mean indifference-
zone parameter, δ; and iii) the variance indifference-zone parameter, R2. The constant
parameters d and λ are determined based on δ and R, respectively. The probability
of Type I or II error is set to αK1 = βK1 = α/(2K) for the feasibility check phase
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and αK2 = βK2 = α/[K(K − 1)] for the mean selection phase. Set SI is the set of all
systems still under consideration; it initially includes all systems. Set SF is defined as
the set of systems that are declared feasible. Set SN is defined as the set of feasible
system pairs that are declared nondominant. Set SD is defined as the set of decided
systems which are declared nondominant with all the feasible systems when the SI
set is empty. No more sampling is needed from a decided system. All three sets are
initially empty sets. Finally, the initial sample size n0 is determined by αK1 and λ.
In the Initialization step, n0 observations are obtained from every system in SI
and the standard system. In the Calculation step, the sample means and variances are
computed for systems in the SI ∪ SF\SD set and the standard system 0 if feasibility
check phase is still needed. The bounds of the continuation region LBσi and UB
σ
i are
computed to check the feasibility of system i ∈ SI . The bounds of the continuation
region IBµi and OB
µ
i are computed for the mean comparison of system pair (i, j),
i, j ∈ SI ∪ SF , (i, j) /∈ SN , i 6= j, to find the feasible system with the largest mean.
In the Feasibility Check step, system i is moved to the SF set if the decision that
the variance of system i ∈ SI is smaller than or equal to the variance of the standard
system is made. In the Decision step, pairwise mean comparison hypothesis tests are
performed.
In the Elimination step, system i ∈ SF can eliminate any system which has smaller
mean value. Any two systems in SF , which are declared nondominant, are moved to
SN . It is important to notice that a system in SI can not eliminate any system before
it passes the feasibility check.
In the Termination step, the procedure stops in three cases: i) If no system is in
the SI set and only one system is in the SF set, the system in SF is declared the best
system with a 1 − α probability of correct selection. ii) If no system is left in the
SI and SF sets, the problem is declared infeasible with a 1− α probability of correct
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selection. iii) If no system is in the SI set and the SN set includes every (i, j) pair,
i, j ∈ SF , i 6= j, then SF is declared the CMV-efficient set of systems with a 1 − α
probability of correct selection.
If the procedure does not terminate, the SD set is updated. One more observation
is obtained from the systems still under consideration, the stage number is increased
by one, and the procedure goes back to the Calculation step.
In the comparison of K systems, K pairwise variance comparisons between the
standard system and the other K systems for the feasibility check are performed.
K(K−1)/2 pairwise mean value comparisons among all of K systems are performed.
Theorem 2: The CMVS procedure correctly determines CMVS-efficient set of
systems among K systems with at least a probability of 1− α.
Proof : Let CS denote the overall correct selection, FCS and IFCS denote the
correct and incorrect feasibility check selection decisions, MCS and IMCS denote the
correct and incorrect mean comparison selection decisions, respectively. Let IFCS`
denote the incorrect selection for the feasibility check of the `-th pair, and IMV S`
denote the incorrect selection for the mean comparison of the `-th pair.
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Pr(CS) = Pr(FCS ∩MCS)
≥ Pr(FCS) + Pr(MCS)− 1 (4.3)
= (1− Pr(IFCS)) + (1− Pr(IMCS))− 1
= (1− ∪K`=1Pr(IFCS`)) + (1− ∪K(K−1)/2`=1 Pr(IMCS`))− 1
≥ (1−
K∑
i=1
α
2K
) + (1−
K(K−1)/2∑
i=1
α
K(K − 1))− 1 (4.4)
= 1− (α/2)− (α/2)
= 1− α.
The two Equations (4.3) and (4.4) hold by the Bonferroni inequality.
4.3 Risk-Adjusted Mean Selection (RAMS)
Procedure
In the risk-adjusted mean based selection (RAMS) procedure, the objective is to select
the system with the maximum Li = µi − Gσi value. A three way hypothesis test is
conducted for every system pair (i, j) based on L:
HL0 : Li − Lj = 0, (4.5)
HL1 : Li − Lj > 0,
HL2 : Li − Lj < 0.
The system with the largest value of L is selected as the best system. Two systems
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are equal if their L values are the same. In the RAMS procedure, the method of
calculating L value for each system is through finding the corresponding quantile
value of that system. According to Section 2, we have already known, for a defined
G, the quantile is equal to Φ(G) according to
Pr(Xi ≤ µi −Gσi) = Φ(−G) = q. (4.6)
Thus, our problem is turned to the comparison of q quantile values of each system
pair.
4.3.1 Quantile Estimation
Let X1, X2, . . . , XN be a random sample of size N from an absolutely continuous
distribution function F (x) with a probability density function f(x), and X[1] ≤ X[2] ≤
. . . ≤ X[N ] be the corresponding order statistics. The qth quantile, say x[q], 0 < q < 1,
of the X random variable with distribution F , is defined as x[q] = inf{x : F (x) ≥ q},
where inf indicates the infimum or the greatest lower bound.
A nonparametric point estimator of x[q] is the qth sample quantile xˆ[q] = X[bNq+1c],
where bzc denotes the integral part of the real number z. If f(x) is differentiable in the
neighborhood of x[q] and f(x[q]) 6= 0, the xˆ[q] is asymptotically normally distributed
as N becomes larger.
The quantile estimator xˆ[q] = X[bNq+1c] is often an inefficient estimator since it
has large variance and bias for a finite N . A class of estimators that remedies these
shortcomings takes a convex combination of two or more order statistics using an
appropriate weight function. Among these estimators, the ones that are based on
two order statistics are known to provide better results in terms of bias although they
may not perform well in terms of the mean squared error (MSE). Hence, the N value
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needs to be large enough to obtain an unbiased estimate even for the tail quantiles.
Parish (1990) [30] studied the behavior of a number of quantile estimators that are
linear functions of order statistics under normal sampling. He estimated the bias and
MSE of the estimators and concluded that the Paren (1979) [31] quantile estimator
has the smallest average bias and low MSE. The estimator [31] is
xˆ[q] = X[w](0.5 + w −Nq) +X[w+1](0.5− w +Nq),
where w = bNq + 0.5c.
4.3.2 Quantile-Window Approach
Let qT be the target quantile that corresponds to G by qT = Φ(−G). The target
quantile qT happens to be a real number with infinite number of decimal digits some-
times. For example, when G is specified to be 1, qT is 0.158655. . . . Estimating x
[q]
accurately using a finite sample of N observations when qT has infinite number of
decimal digits is quite challenging. Achieving high accuracy is critically important
and difficult especially when HL0 is true.
A quantile-window approach is developed to help compare the systems at a qT
quantile accurately when qT has infinite number of decimal digits. In the quantile-
window approach, a Q = {q`, qu} set is determined such that i) q` and qu have
finite numbers of decimal digits, ii) q`N is the largest integer less than qTN , and iii)
quN is the smallest integer larger than qTN . In the RAMS procedure, instead of
comparing the qT quantile values for every pair of systems directly, the systems are
compared based on the q` and qu quantile values assuming that the quantile window
is chosen narrow enough for the distributions not to possibly cross more than once
in the interval defined by Q. If the comparison of the systems based on the q` and
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qu quantiles are consistent, it means there is not a crossover between the quantiles
and the same comparison result holds for the qT quantile as well. However, if the
comparison results are inconsistent, it means there is a crossover between the two
quantiles and a tighter window around qT with a larger N value is needed.
Table 4.1 shows how quantile boundaries and the N values are changed based on
the results of the comparisons when G = 1. First, N is set to 100, the two quantile
boundaries are q` = 0.15 and qu = 0.16. When the decisions on both quantiles are
made, a consistency check is performed. If the decisions are different at the current N
value, N is increased by a multiple of 10 and the Q set is updated. Two new quantile
boundaries q` and qu are generated with more decimal digits. The new boundaries
are closer to the qT value. Hence, the quantile values can be estimated with more
accuracy. As N increases to infinity, the two boundary values are changed such that
they both converge to qT . The final decision based on Li is made when the comparison
decisions of q` and qu are consistent.
Table 4.1: Quantile Window Q sets at G = 1
N 100 1000 10,000 100,000 · · ·
q` 0.15 0.158 0.1586 0.15865 · · ·
qT 0.158655 · · · 0.158655 · · · 0.158655 · · · 0.158655 · · · 0.158655 · · ·
qu 0.16 0.159 0.1587 0.15866 · · ·
Generally, if the crossover point of a system pair is far away from the qT quantile,
the initial N value of 100 is enough to make a consistent decision for both quantile
boundaries. If the crossover point of a system pair is in the range of current quantile
boundaries, N should be increased. The quantile boundaries are narrowed down to
the point where a consistent decision can be reached at both quantiles.
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4.3.3 Procedure RAMS
PROCEDURE RAMS:
Setup: Specify the probability of correctly determining the RAM-efficient set of
systems 1− α, and the quantile indifference-zone parameter δx. Set parameter d for
the mean test to 3δx/8. Set the probability of committing Type I error αK or II error
βK for the L comparison three-way hypothesis test to α/(K(K − 1)). Define SI as
the set of initial K systems. Define SE as the set of pairs of equal systems, and set
SE = ∅. Define SD as the set of decided systems, and set SD = ∅. Find the target
quantile qT value via Φ(−G) = qT . Set the initial N value to 100. Set the initial
number of samples n0 to 10.
Initialization: Determine the Q = {q`, qu} set such that q` = bqTNc/N and
qu = dqTNe/N . Obtain n0 independent samples of N IID observations from every
system i ∈ SI\SD. For every i ∈ SI\SD and quantile q ∈ Q, compute the quantile
estimates xˆ
[q]
i,1, xˆ
[q]
i,2, . . . , xˆ
[q]
i,n0
. Set the number of stages r to n0.
Calculation:For every system i ∈ SI\SD and quantile q ∈ Q, compute the sample
variance of the quantile estimates
S2i (r)
[q] =
1
r − 1
r∑
`=1
(xˆ
[q]
i` − xˆ[q]i (r))2, where xˆ[q]i (r) =
1
r
r∑
`=1
xˆ
[q]
i` .
For every system pair (i, j), i, j ∈ SI , (i, j) /∈ SE, i 6= j, and quantile q ∈ Q,
compute the following inner and outer bounds
IB
[q]
ij (r) = r(δ − d)−
(
S2i (r)
[q] + S2j (r)
[q]
)[
(1/βK)
2
r−1 − 1
]
(r − 1)
4d
,
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OB
[q]
ij (r) = rd+
(
S2i (r)
[q] + S2j (r)
[q]
)[
(2/αK)
2
r−1 − 1
]
(r − 1)
4d
.
Decision: For every system pair (i, j), i, j ∈ SI , (i, j) /∈ SE, i 6= j, and quantile
q ∈ Q:
If −IB[q]ij (r) <
∑r
`=1(xˆ
[q]
i` − xˆ[q]j` ) < IB[q]ij (r), decide x[q]i = x[q]j .
If
∑r
`=1(xˆ
[q]
i` − xˆ[q]j` ) > OB[q]ij (r), decide x[q]i > x[q]j .
If
∑r
`=1(xˆ
[q]
i` − xˆ[q]j` ) < −OB[q]ij (r), decide x[q]i < x[q]j .
Consistency Check: For every system pair (i, j), i, j ∈ SI , (i, j) /∈ SE, i 6= j:
If x
[q`]
i = x
[q`]
j and x
[qu]
i = x
[qu]
j decisions are made, decide x
[qT ]
i = x
[qT ]
j .
If x
[q`]
i > x
[q`]
j and x
[qu]
i > x
[qu]
j decisions are made, decide x
[qT ]
i > x
[qT ]
j .
If x
[q`]
i < x
[q`]
j and x
[qu]
i < x
[qu]
j decisions are made, decide x
[qT ]
i < x
[qT ]
j .
Elimination: For every system pair (i, j), i, j ∈ SI , (i, j) /∈ SE, i 6= j:
If x
[qT ]
i = x
[qT ]
j decision is made, declare systems i and j equal, and set SE =
SE ∪ {(i, j)}.
If x
[qT ]
i > x
[qT ]
j decision is made, eliminate system j, and set SI = SI/{j}. Delete
every system pair in SE which includes system j.
If x
[qT ]
i < x
[qT ]
j decision is made, eliminate system i, and set SI = SI/{i}. Delete
every system pair in SE which includes system i.
Termination: If |SI | = 1, stop and declare system i ∈ SI as the best system. If
the SE set includes every (i, j) pair where i, j ∈ SI , i 6= j, stop and declare SI as the
RAM-efficient set of systems; systems in SE are declared equal.
Otherwise, for i ∈ SI , if every (i, j) pair, j ∈ SI , i 6= j, is in SE, then add system i
to SD. If all (i, j), i, j ∈ SI , i 6= j, pairwise comparisons reached to a decision at the
current N value for both q` and qu quantiles, go back to the Initialization step with
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N = N ∗ 10. Otherwise, obtain one more sample of N IID observations from every
system i ∈ SI\SD, set r = r + 1, and go back to the Calculation step. While going
back, clear all ql and qu test results for system pairs (i, j), i, j ∈ SI , (i, j) /∈ SE, i 6= j.

In the Setup step, a number of parameters are specified: i) the probability of
correctly determining the RAM-efficient set of systems, 1 − α and ii) the quantile
Indifference-Zone parameter, δ. The test parameter d is set to 3δ/8. The probability
of committing Type I and II errors for the L comparison three-way hypothesis test is
set to αK = βK = 2α/(K(K − 1)). Set SI is defined as the set of systems still under
consideration; it initially includes all K systems. Set SE is the set of system pairs
that are declared equal. Set SD is defined as the set of systems that are declared
decided. No more sampling is needed from a decided system. The target quantile qt
is determined from G by the qt = Φ(−G) relationship. The initial value of the sample
size N is 100. Q = {q`, qu} set is determined such that q`N is the largest integer less
than qTN and quN is the smallest integer larger than qTN . The initial number of
samples n0 is set to 10.
In the Initialization step, n0 Independent samples of N IID observations are ob-
tained from every system i ∈ SI . In the Calculation step, the bounds of the continu-
ation regions IB
[q]
ij and OB
[q]
i,j are computed.
In the Decision step, three different decisions can be made for each pair of systems
and each q ∈ Q. In the Consistency Check step, if decisions for both q` and qu
quantiles of a system pair are consistent, the decision for the qT quantile is made
according to the result of each hypothesis test. In the Elimination step, systems that
are found to be inferior based on the L measure are eliminated. A system pair is
added to the SE set if they are declared equal.
In the Termination step, the procedure stops in two cases: i) There is only one
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system left in the SI set. In this case, the system in the SI set is declared the best
system with a 1 − α probability of correct selection. ii) If the SE set includes every
(i, j) pair, where i, j ∈ SI , the SI set is declared the RAM-efficient set of systems
with a 1− α probability of correct selection.
Otherwise, if a decision is made for all pair of systems based on the current N
value, we clear all of the previous comparison results for i ∈ SI\SD and go back to
Initialization step with N = N ∗ 10 changing quantile boundaries. Otherwise, one
more sample is obtained from each system i ∈ SI\SD, stage number r is increased by
one, and the procedure goes back to Calculation step.
In the comparisons of L for K systems, K(K − 1)/2 pairwise comparisons are
performed. The probability of Type I and II errors for each pairwise comparison of
L for each quantile value is αK = βK = α/K(K − 1). Hence, the overall probability
of correctly selecting the best system among K systems based on L can be assured
to be above 1− α by Bonferroni inequality.
Theorem 3: The RAMS procedure correctly determines the RAMS-efficient sets
of systems among K systems with at least a probability of 1− α.
Proof : Let CS and ICS denote the overall correct and incorrect L comparison
selection,denote the overall incorrect selection decisions, respectively. ICSq` denote
the incorrect selection for the L comparison of the `-th system pair at q`, and ICSqu
denote the incorrect selection for the L comparison of the `-th system pair at qu.
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Pr(CS) = Pr(CSq` ∩ CSqu)
≥ Pr(CSq`) + Pr(CSqu)− 1 (4.7)
= (1− Pr(ICSq`)) + (1− Pr(ICSqu))− 1
= (1− ∪K(K−1)/2`=1 (Pr(ICSq`))) + (1− ∪K(K−1)/2`=1 (Pr(ICSqu)))− 1
≥ 2(1−
K(K−1)/2∑
i=1
α
K(K − 1))− 1 (4.8)
= 1− α
The two Equations (4.7) and (4.8) in the above are correct because of the Bonferroni
inequality.
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Chapter 5
Experiments
In this part, the performance of MVS, CMVS, RAMS procedures are shown. In the
experiments, all system distributions are normal distribution. The nominal confidence
level is set to 1− α = 0.95. The mean indifference-zone parameter δ is shown at the
table title for each configuration. The variance indifference value R2 (R > 1) is set
to 1.1 for the MVS and CMVS procedures. For the RAMS procedure, the quantile
indifference-zone parameter δx is set to 0.05. We replicate each experiment 10,000
times. The percentage of correct selection (PCS) and the sample average of total
number of observations (SATO) are two main statistics reported in the results table.
5.1 Experiments for MVS Procedure
In Table (5.1), five configurations are presented for the MVS procedures. Configura-
tions 1-3 are taken from Batur and Choobineh 2010 [3]. They are utilized to test the
effectiveness of the MVS procedure in detecting the smallest difference on the mean
and variance measures. In Configuration 1, the mean and variance values of System 1
are equal to 1. The mean and variance values of System 2 are 1−δ and R, respectively.
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Table 5.1: Configurations 1-3 of MVS procedure, δ = 0.05.
Sys. 1 Sys. 2 Correct Selection
Configuration 1
µ 1 1− δ
SI = {1}σ 1 R
Configuration 2
µ 1 1− δ
SI = {1}σ 1 1
Configuration 3
µ 1 1
SI = {1}σ 1 R
These mean and variance configurations are called slippage configurations because the
difference of the mean values between the first system and the second system is equal
to the mean indifference-zone parameter δ. Similarly, the ratio of the variances of the
second system to the first system is equal to the variance indifference-zone parameter
R2. In Configuration 2, the mean measures have the slippage configuration and the
variances are all one. In Configuration 3, the mean values are equal to 1, but the
variances have the slippage configuration. The best system is System 1 for these
three configurations because of the larger mean value and the smaller variance value
of System 1. The nondominant and the equality system sets are empty for the three
configurations.
Table 5.2: Results for Configurations 1-3 of MVS procedure
PCS SATO
Configuration 1 1.000 16,006
Configuration 2 0.980 14,724
Configuration 3 0.990 19,790
The results of MVS procedure for Configurations 1-3 are shown in Table (5.2). All
PCS results are above the prespecified confidence level 0.95. Configuration 1 needs
more observations than Configuration 2 because the larger variance of System 2 in
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Configuration 1 makes the mean hypothesis test in Configuration 1 more difficult than
the mean hypothesis test in Configuration 2. Configuration 3 needs more observations
than Configuration 1 since making a correct equality decision in a hypothesis test is
more difficult than making a correct non-equality decision.
In Table (5.3), we test the effectiveness of the MVS procedure in identifying two
equivalent systems and two nondominant systems in Configurations 4 and 5, respec-
tively. In Configuration 4, the mean values of Systems 1 and 2 are the same, as well
as the variances. They are expected to be selected as an equal system pair in the SE
set. In Configuration 5, System 2 has a larger mean value than System 1, but also
has a larger variance. Thus, they are nondominant systems, and are expected to be
selected as a nondominant system pair in the SN set.
Table 5.3: Configurations 4-5 of MVS procedure, δ = 0.05.
Sys. 1 Sys. 2 Correct Selection
Configuration 4
µ 1 1
SI = {1, 2}, SE = {(1, 2)}σ 1 1
Configuration 5
µ 1 1 + δ
SI = {1, 2}, SN = {(1, 2)}σ 1 R
Table 5.4: Results for Configurations 4-5 of MVS procedure
PCS SATO
Configuration 4 0.980 18,008
Configuration 5 0.980 16,190
The results of the MVS procedure for Configurations 4-5 are shown in Table
(5.4). As seen in Configuration 4, 98 percent of selections make correct selection
decisions choosing Systems 1 and 2 as an equal system pair. In Configuration 5, 98
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percent of decisions conclude that Systems 1 and 2 are a nondominant system pair.
It is reasonable that Configuration 4 needs more observations than Configuration 5
because detecting equal case for either mean measures or variance measures is the
most difficult decision case.
5.2 Experiments for CMVS Procedure
In Table (5.5), Configuration 6 is designed to test the effectiveness of the feasibility
check phase of the CMVS procedure. In Configuration 6, System 2 has a larger mean
value, but it is an infeasible system because of the larger variance compared with
the standard system 0 which has a standard deviation of R. Hence, System 1 is the
best system. Configurations 7-8 are designed to test the effectiveness of the mean
comparison of the CMVS procedure. In Configuration 7, both systems are feasible.
System 1 is the best system because of the larger mean value. In Configuration 8, the
two systems are nondominant, since they are less variance than the standard system
and their mean values are equal.
Table 5.5: Configurations 6-8 of CMVS procedure, (δ = 0.05, σ0 = R = 1.1).
Sys. 1 Sys. 2 Correct Selection
Configuration 6
µ 1 1 + δ
SI = {1}σ R R2
Configuration 7
µ 1 1− δ
SI = {1}σ R R
Configuration 8
µ 1 1
SI = {1, 2}, SN = {(1, 2)}σ 1 R
The results of the CMVS procedure for Configurations 6-8 are listed in Table
(5.6). In all configurations, the CMVS procedure made the correct selection decision
with more than 0.95 probability. For Configuration 8, the SATO is larger than the
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Table 5.6: Results for Configurations 6-8 of CMVS procedure
PCS SATO
Configuration 6 0.982 3,957
Configuration 7 0.969 18,644
Configuration 8 0.960 22,645
other two configurations since both systems are feasible and they have the same mean
value.
5.3 Experiments for RAMS Procedure
Configurations 9 and 10 in Table (5.7) are used to test the effectiveness of the RAMS
procedure. In both configurations, the differences of L′s are equal to δx which is the
smallest difference worth detecting. In Configuration 9, the best system is System 2,
because L1 = 100δx− 50δx < L2 = 61δx− 10δx. In Configuration 10, the best system
is System 1.
Table 5.7: Configurations 9-10 of RAMS procedure (δx = 0.5, G = 1)
Sys. 1 Sys. 2 L corss Correct Selection
over point
Configuration 9
µ 100δx 61δx −δx 0.1648 SI = {2}σ 50δx 10δx
Configuration 10
µ 100δx 60δx δx 0.1525 SI = {1}σ 50δx 11δx
In Table (5.8), it is seen that the PCSs of both configurations are above the
nominal confidence level 0.95, but the SATOs have great difference. This is due to
the fact that N changes based on the relationship between the cross-over point and
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Table 5.8: Results for Configurations 9-10 of RAMS procedure
PCS SATO
Configuration 9 0.999 192,504
Configuration 10 0.990 308,513
the initial quantile window of each configuration. The relationships between the cross-
over point and the quantile window when N = 100 for each configuration are shown
in Figures (5.1) and (5.2). For both configurations, the qT is 0.1587 . . . according
to G = 1, and the the range of boundaries for N = 100 is (0.15-0.16). In Figure
(5.1), it is seen that the cross-over point of Configuration 9 is not only out of the
boundaries, but also far away from the qT line. That means the quantile window at
current N value is narrow enough for the procedure to make a consistent decision for
both quantiles. However, for Configuration 10, as seen in Figure (5.2), the cross-over
point is 0.1525 which is very close to the qT point we focus on and in the range of two
boundaries. A consistent decision can not be obtained at the current N value of 100.
Hence, N is increased and the boundaries are narrowed until a consistent decision can
be made. For this reason the SATO of Configuration 10 is larger than Configuration
9.
Generally, a system pair whose cross-over point is in the range of boundaries needs
more observations to make a correct selection decision. When one of the boundaries
and the cross-over point are within the indifference zone, the procedure may need a
very large N value to narrow down the boundaries, such as 10,000. The final decision
is made when both boundaries and the cross-over point are within the indifference
zone.
The experiments in Table (5.9) are designed to further verify the relationship
between the cross-over point and the qT value. In Table (5.9), a system pair is
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Figure 5.1: The relationship between the cross-over point and the boundaries for
Configurations 9 .
Figure 5.2: The relationship between the cross-over point and the boundaries for
Configurations 10 .
performed with different G, or qT , values. System 1 has a mean of 100δx and standard
deviation of 60δx. System 2 has a mean of 50δx and a standard deviation of 10δx.
The system pair has the cross-over point which is the same as the qT value of G = 1.
The comparison for G = 1 is expected to have the lower PCS and largest SATO
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value because when the cross-over point is close to qT , the SATO increases rapidly.
The relationships between the cross-over point and different G′s are shown in Figure
(5.3). The results of these experiments are shown in Table (5.10). As it’s seen in the
results, the largest SATO value is observed when G = 1. As G becomes apart from
G = 1, the SATO value decrease.
Table 5.9: Configurations of the RAMS procedure with different G values for the
system pair (µ1 = 100δx, σ1 = 60δx) and (µ2 = 50δx, σ2 = 10δx), (δx = 0.5)
qT cross Correct Selection
over point
G = 0.5 0.3085 . . . 0.1587 SI = {1}
G = 1 0.1587 . . . 0.1587 SI = {1, 2}, SE = {(1, 2)}
G = 1.5 0.0668 . . . 0.1587 SI = {2}
G = 2 0.0228 . . . 0.1587 SI = {2}
Figure 5.3: The relationship between the cross-over point and different G′s.
The experiments in Table (5.11) are used to observe the change of SATO as the
qT goes to tail, when qT is equal to the cross-over point of a system pair. In Table
(5.11), four different pairs of systems with different G values are presented. All of the
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Table 5.10: Results of the RAMS procedure with different G values for the system
pair (µ1 = 100δx, σ1 = 60δx) and (µ2 = 50δx, σ2 = 10δx), (δx = 0.5)
PCS SATO
G = 0.5 1.000 3,888
G = 1 0.993 491,876
G = 1.5 1.000 7,181
G = 2 1.000 6,942
Table 5.11: Configurations of the RAMS procedure when the cross over point is at
qT quantile, (δx = 0.5)
qT Systems L cross Correct Selection
over point
G = 0.5 0.3085 [100δx, 110δx] 0 0.3085 SI = {1, 2}, SE = {(1, 2)}
[50δx, 10δx]
G = 1 0.1587 [100δx, 60δx] 0 0.1587 SI = {1, 2}, SE = {(1, 2)}
[50δx, 10δx]
G = 2 0.0228 [100δx, 35δx] 0 0.0228 SI = {1, 2}, SE = {(1, 2)}
[50δx, 10δx]
Table 5.12: Results for the RAMS procedure when the cross over point is at qT
quantile, (δx = 0.5)
PCS SATO
G = 0.5 0.994 253,348
G = 1 0.996 364,930
G = 2 0.996 568,254
systems have the cross-over points at the qT quantile point. For example, when G is
equal to 0.5, the system pair ([100δ, 110δ] and [50δ, 10δ]) cross at the 0.3085 quantile
which is equal to Φ(G = 0.5). As we see in the Table (5.12), the SATO increases
as the G value increases (or qT decreases) because it is statistically more difficult to
estimate a tail quantile.
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5.4 Experiments for More than two Systems
Configuration 15 is designed to test the effectiveness of the three procedures when K
is larger than 2, and to verify the relationship among the three procedures. In Table
(5.13), K = 5 systems are tested by the three procedures when the mean indifference-
zone parameter δ = 0.05, the quantile indifference-zone parameter δx = 0.05, and the
standard system is µ = 1, σ = R.
Table 5.13: Configuration 15 for three procedures, (δ = 0.05, δx = 0.05, and σ0 =
R = 1.1).
Sys. 1 Sys. 2 Sys. 3 Sys. 4 Sys. 5
Configuration 15 µ 1 1 1 + δ 1 + δ 1
σ 1 1 R R2 R
As seen in Table (5.14), the PCS results of Configuration 15 are above the confi-
dence level 0.95. The RAMS efficient set of systems is a subset of the MVS efficient
set of systems. The CMVS procedure is capable of selecting a single best system
(System 3 in this case) when a standard system for comparison is given.
Table 5.14: Results of Configuration 15 for three procedures, (δ = 0.05, δx = 0.05,
and σ0 = R = 1.1).
Procedures Correct Selection PCS SATO
MVS SI = {1, 2, 3}, SN = {(1, 3)}, {(2, 3)} and SE = {(1, 2)} 0.996 83,157
CMVS SI = {3} 0.989 72,865
RAMS SI = {1, 2} and SE = {(1, 2)} 0.998 179,082
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5.5 Experiments for Robustness
In this section, experiments are performed for detecting the robustness of the proposed
procedures. In the experiments, two different configuration groups are used. In group
1, the system distributions are IID normal. In group 2, the system distributions are
non-normal, and specifically exponential distribution is utilized. In each group, the
configurations change according to different ρ values. ρ is (σ1/µ1)/(σ2/µ2) for normal
distribution sampling and µ1/µ2 for exponential distribution sampling. In this case,
the experiments only consider two systems comparison. In all figures in this section,
the x axis denotes the ρ value, the left y axis denotes PCS, and the right y axis
denotes the SATO.
In group 1’s systems comparison, two different sub-groups are designed. For both
sub-groups, the second system is set such that σ2/µ2 = 1. In Subgroup 1 experiments,
σ1 = σ2 and µ1 is gradually decreased so that ρ increases. In Subgroup 2 experiments,
µ1 = µ2 and σ1 is gradually increased so that ρ increases.
In figure (5.4), the results from group 1 are shown. The figures (5.4a) (5.4c) (5.4e)
on the left side are from sub-group1, and the figures (5.4b) (5.4d) (5.4f) on the right
side are from sub-group 2. It is seen that when ρ = 1, all experiments in sub-group1
need a larger SATO but have a lower PCS. In other words, generally, the most difficult
situation for our procedures is the equality case comparison.
Furthermore, the ρ can be changed by changing any variables in (σ1/µ1)/(σ2/µ2).
In this experiment, when we see the configurations in sub-group 1 and sub-group
2, it can be seen that sub-group 2’s first system of each configuration is equal to
sub-group 1’s first system of each configuration multiply a constant C such that
(σ1C/µ1C)/(σ2/µ2) = (σ1/µ1)/(σ2/µ2). When we compare the PCS and SATO lines
from the left side to right side, the PCS can always keep above the guaranteed con-
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(a) Results from sub-group 1 for procedure
MVS.
(b) Results from sub-group 2 for procedure
MVS.
(c) Results from sub-group 1 for procedure
CMVS.
(d) Results from sub-group 2 for procedure
CMVS.
(e) Results from sub-group 1 for procedure
RAMS.
(f) Results from sub-group 2 for procedure
RAMS.
Figure 5.4: Results from group 1
fidence level but the SATO are different even for the same ρ value. For procedure
MVS (from figures (5.4a) to (5.4b)), when the first system is multiplied by a positive
integer, if ρ < 1, less SATO is needed and if ρ > 1, more SATO is needed. The larger
the positive integer multiplied, the larger SATO needed. For procedure CMVS, the
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(a) Results from group 2 for procedure
MVS
(b) Results from group 2 for procedure
CMVS
(c) Results from group 2 for procedure
RAMS
Figure 5.5: Results from group 2
changes depend on the value of standard system’s variance. For procedure RAMS,
the results are similar to procedure MVS, but the change of SATO is smaller than
procedure MVS. All of configurations in group 1 are listed in Appendix.
In group 2’s systems comparison, we keep mean value of the second system for each
configuration unchanged, and when the mean value of the first system increases, the
ρ increases. In Figure (5.5), the results are from group 2. It is seen that the pattern
of the SATO is similar to the sub-group 1’s, and the peak point is around ρ = 1.
However, not all of the PCS can reach the guaranteed confidence level 0.95, e.g. all
configurations in procedure CMVS (figure (5.5b)), and the configuration in procedure
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RAMS which has the attribution of δx = L1 − L2 . In order to understand the
inefficiency of the CMVS procedure, separating comparisons between the means and
variances are conducted. The experiments indicate that for exponential distribution
system comparisons, the variance comparisons cannot always satisfy the guaranteed
PCS. In addition, for RAMS procedure, when the difference of L between two systems
is equal to δx value, the PCS are difficult to satisfy the pre-specified confidence level
for exponential distributed system comparison. In figure (5.6), the x axis denotes the
δx values. It is seen that when the δx is equal to 0.01 and the difference of L’s between
two systems is equal to δ = 0.01, the PCS is only 0.85.
Figure 5.6: RAMS procedure when systems are exponential and the differences be-
tween L’s are all equal to δx.
61
Chapter 6
Conclusion
In the traditional mean selection criterion, each alternative system is measured and
compared through only the mean value which is a measure of the average behavior.
However, variance, a measure of risk, should be considered based on the preference of
the decision makers. Thus, in this thesis three different selection criteria are presented
based on both the mean and variance measures. For each of the three criteria, a
selection procedure is illustrated with statistical correct selection validity.
In the MVS procedure, the mean and variance of each system are compared with
other systems simultaneously. The system with a larger mean and smaller variance is
defined as the best system. Two systems, if one of them has a better mean value but
a worse variance, are nondominant. Two systems are equal, if they have the same
mean and variance values. The application of the MVS procedure may result in a
nondominated set with more than one system. In the CMVS procedure, a variance
constraint is set to control the risk for the decision makers. A system whose variance
is smaller than the standard system is a feasible system. We compare the mean values
of the feasible systems and select the system with the largest mean value as the best
system. In this procedure, the efficient set generally includes only one system. In the
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RAMS procedure, according to the Bamoul’s L = µ − Gσ criterion, the simulated
systems are compared. A system with the largest L value is the best system. Two
systems which have the same L values are considered equal. The computational
efficiency of each procedure is shown by experiments in the end of this thesis.
However, there are some some potential improvements in these procedures. First,
large number of observations may be needed in the RAMS procedure because of the
difficulty in the accurate estimation of the quantiles. Second, in the case of finite
number of decimal digits of qT , the quantile window method seems too complex on
solving these problems. Third, in our procedures, the simulated systems are assumed
to follow a normal distribution, which may be not be satisfied in general. These are
the problems that we will tackle in our future studies.
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Appendix A
Results for Experiments of Section
5.5
The configurations results are listed as follow: the configurations of Group 1: sub-
group 1 are in Table (A.1), the configurations of Group 1: sub-group 2 are in Table
(A.2), the configurations of Group 2 are in Table (A.3), and the configurations, where
the differences of L’s between two systems are equal to δx, are in Table (A.4).
Table A.1: Configurations of sub-group 1, (δ = 0.05, δx = 0.05, R = 1.1, σ0 = 10, G =
1).
ρ Sys. 1 Sys.2
MVS CMVS RAMS
PCS SATO PCS SATO PCS SATO
0.1 N[100,10] N[10,10] 0.993 2557 0.993 3099 1.00 2202
0.5 N[20,10] N[10,10] 0.998 4718 0.994 7029 1 .000 11583
1 N[10,10] N[10,10] 0.995 1781579 0.985 2651258 0.983 4220809
2 N[5,10] N[10,10] 1.000 9398 0.998 13901 1.000 22310
3 N[10/3,10] N[10,10] 0.999 7040 0.990 10475 1.000 12916
5 N[2,10] N[10,10] 0.997 5868 0.984 8706 1.000 10910
8 N[10/8,10] N[10,10] 0.997 5371 0.990 8026 1.000 10074
10 N[1,10] N[10,10] 0.998 5232 0.987 6429 1.000 9777
64
Table A.2: Configurations of sub-group 2, (δ = 0.05, δx = 0.05, R = 1.1, σ0 = 10, G =
1).
ρ Sys. 1 Sys.2
MVS CMVS RAMS
PCS SATO PCS SATO PCS SATO
0.1 N[10,1] N[10,10] 1.000 941846 0.967 13504400 1.000 6660
0.5 N[10,5] N[10,10] 0.990 1103786 0.960 1635913 1 .000 13994
1 N[10,10] N[10,10] 0.995 1781579 0.985 2651258 0.983 4220809
2 N[10,20] N[10,10] 0.990 4417608 0.986 2216 1.000 27070
3 N[10,30] N[10,10] 0.980 9061709 0.992 2194 1.000 26987
5 N[10,50] N[10,10] 0.990 23871494 0.987 2183 1.000 34867
8 N[10,80] N[10,10] 0.990 57626673 0.988 2168 1.000 49381
10 N[10,100] N[10,10] 0.990 91029874 0.994 2140 1.000 59484
Table A.3: Configurations of Group 2, (δ = 0.05, δx = 0.05, R = 1.1, σ0 = 10, G =
0.5).
ρ Sys. 1 Sys.2
MVS CMVS RAMS
PCS SATO PCS SATO PCS SATO
0.1 EXP[1] EXP[10] 1.000 2623 0.814 3685 1.000 3932
0.2 EXP[2] EXP[10] 1.000 3052 0.803 4134 1 .000 4426
0.4 EXP[4] EXP[10] 1.000 4521 0.802 5896 1.000 6255
0.5 EXP[5] EXP[10] 1.000 5868 0.797 7452 1.000 7941
0.8 EXP[8] EXP[10] 1.000 19271 0.797 23626 1.000 25453
1 EXP[10] EXP[10] 1.000 1734007 0.650 1890000 0.979 823120
1.005 EXP[10.05] EXP[10] 0.980 1601185 0.740 1515611 1.000 1132496
1.01 EXP[10.1] EXP[10] 1.000 587863 0.750 539981 0.910 1020530
1.2 EXP[12] EXP[10] 1.000 28784 0.793 2679 1.000 36047
1.4 EXP[14] EXP[10] 1.000 15228 0.797 1715 1.000 19238
1.6 EXP[16] EXP[10] 1.000 13922 0.807 1685 1.000 17618
1.8 EXP[18] EXP[10] 1.000 12426 0.808 1659 1.000 15764
1.9 EXP[19] EXP[10] 1.000 12023 0.808 1608 1.000 15237
2 EXP[20] EXP[10] 1.000 11702 0.778 1636 1.000 14897
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Table A.4: Configurations of the differences of Ls between two systems are equal to
δx, (G = 0.5).
δx Sys. 1 Sys.2 PCS SATO
0.01 EXP[10.02] EXP[10] 0.852 23783320
0.05 EXP[10.1] EXP[10] 0.847 958927
0.1 EXP[10.2] EXP[10] 0.852 245081
0.5 EXP[11] EXP[10] 0.869 12279
1 EXP[12] EXP[10] 0.877 4348
2 EXP[14] EXP[10] 0.931 2436
3 EXP[16] EXP[10] 0.959 2404
4 EXP[18] EXP[10] 0.967 2440
5 EXP[20] EXP[10] 0.976 2438
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Appendix B
Matlab Code for Procedure MVS
%script file: k systems based on mean and variance test.
%user-defined parameters:
K = 2; % the number of systems
delta = 0.5; % mean indifference zone
R = 1.1; % variance indifference zone
mean = [10/8, 10];
sigma = [10, 10];
corr S I = [0,1];
corr S E = [0,0;0,0]; % upper triangular matrix
corr S N = [0,0;0,0];% upper triangular matrix
alpha = 0.5;
beta = 0.05;
alpha k = alpha/(k*(k-1));
beta k = beta/(K*(K-1));
replication = 10000;
%procedure parameters:
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d = 3*delta/8;
R square = R2;
lambda = 1+0.7*(R-1);
n 0 = floor(1-log(alpha k)/log(lambda))+1; %variables:
correct selection count = 0;
total sample size = 0;
%main code:
for l=1:replication
%initialization:
X= zeros(K,n 0);
for i = 1: K
X(i,:) = normrnd(mean(i),sigma(i),1, n 0); % original sample, (K,n 0)
end
average X = sum(X,2)/n 0; % average of the observations from each system, (K,1)
sum X sqre = sum(X2,2); % sum of the square of the observations from each
system, (K,1)
total sample size = total sample size + K*n 0; % add n 0 observation for each
system
var X = (sum X sqre-n 0*average X2)/(n 0-1); % (K,1)
%decision variables:
var H0 = zeros(K); % H 0: sigma1 = sigma2, upper triangular matrix
var H1 = zeros(K); % H 1: sigma1 > sigma2, upper triangular matrix
var H2 = zeros(K); % H 2: sigma1 < sigma2, upper triangular matrix
mean H0 = zeros(K); % H 0: mean1 = mean2, upper triangular matrix
mean H1 = zeros(K); % H 1: mean1 > mean2, upper triangular matrix
mean H2 = zeros(K); % H 2: mean1 < mean2, upper triangular matrix
68
S I = ones(1,K); % set of systems under consideration
S D = zeros(1,K); % set of decided systems
S N = zeros(K); % set of nondominant system pairs, upper triangular matrix
S E = zeros(K);
r = n 0; % stage number
sum diff X = zeros(K);
for i=1:K
for j=1:K
if i < j
%mean comparison:
sum diff X(i,j) = sum(X(i,:)-X(j,:));
IB mean ij = r*(delta - d) - (var X(i) + var X(j))*((1/beta k)(2/(r−1)) -1)*(r-1) /
(4*d);
OB mean ij = r*d + (var X(i) + var X(j))*((2/alpha k)(2/(r−1)) -1)*(r-1) / (4*d);
if sum diff X(i,j) > -IB mean ij && sum diff X(i,j) < IB mean ij %H0: mean i =
mean j
mean H0(i,j)= 1;
elseif sum diff X(i,j) > OB mean ij %H1: mean i > mean j
mean H1(i,j)= 1;
elseif sum diff X(i,j) < -OB mean ij %H2: mean i < mean j
mean H2(i,j)= 1;
end
%variance comparison
IB sigma ij = lambda * (var X(i) / var X(j)) * (lambda - beta k(1/(r−1)))
/ (lambda*beta k(1/(r−1))-1);
IB sigma ji = lambda * (var X(j) / var X(i)) * (lambda - beta k(1/(r−1)))
69
/ (lambda*beta k(1/(r−1))-1);
OB sigma ij = (var X(i) / var X(j)) * (lambda - (2/alpha k)(1/(r−1))) / (lambda*
(lambda*(2/alpha k)(1/(r−1))-1));
OB sigma ji = (var X(j) / var X(i)) * (lambda - (2/alpha k)(1/(r−1))) / (lambda *
(lambda*(2/alpha k)(1/(r−1))-1));
if IB sigma ij < R square && IB sigma ji < R square % H0:
var i = var j
var H0(i,j)= 1;
elseif OB sigma ij > 1 && r > floor(1-log(alpha k/2)/log(lambda)) % H1:
var i > var j
var H1(i,j)= 1;
elseif OB sigma ji > 1 && r > floor(1-log(alpha k/2)/log(lambda)) % H2:
var i < var j
var H2(i,j)= 1;
end
if (var H1(i,j)==1 && mean H0(i,j)==1) ‖ (var H0(i,j)==1
&& mean H2(i,j)==1) ‖ (var H1(i,j)==1 && mean H2(i,j)==1)
S I(i) = 0;
S N(i,:) = 0;
S N(:,i) = 0;
S E(i,:) = 0;
S E(:,i) = 0;
elseif (var H2(i,j)==1 && mean H0(i,j)==1) ‖ (var H0(i,j)==1 &&
mean H1(i,j)==1) ‖ (var H2(i,j)==1 && mean H1(i,j)==1)
S I(j) = 0;
S N(j,:) = 0;
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S N(:,j) = 0;
S E(j,:) = 0;
S E(:,j) = 0;
elseif (var H1(i,j)==1 && mean H1(i,j)==1)
‖ (var H2(i,j)==1 && mean H2(i,j)==1)
S N(i,j) = 1;
elseif var H0(i,j)==1 && mean H0(i,j)==1
S E(i,j) = 1;
end
end
end
end
if sum(S I)==1 ‖ ((sum(S I) > 1) && ( sum(S I)
*(sum(S I)-1)/2 == sum(sum(S N)) + sum(sum(S E)) ))
sampling needed = 0;
else
sampling needed = 1;
end
while sampling needed
r=r+1;
for i=1:K % update S D
for j=1:K
if i =j && S I(i)==1 && S I(j)==1
ii = min(i,j); % S N and S E are upper triangular matrices
jj = max(i,j);
if S N(ii,jj)==1 or S E(ii,jj)==1
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S D(i) = 1;
else
S D(i) = 0;
break;
end
end
end
end
X new = zeros(K,1);
for i=1:K
if S I(i)==1 && S D(i)==0
X new(i) = normrnd(mean(i),sigma(i),1);
total sample size = total sample size+1;
end
end
average X = (average X*(r-1)+X new)/r; % (K,1)
sum X sqre = sum X sqre + X new2; % (K,1)
var X = (sum X sqre-r*average X2)/(r-1); % (K,1)
for i=1:K
for j=1:K
if i<j && S I(i)==1 && S I(j)==1 && S N(i,j)==0 && S E(i,j)==0
% If the final decision has not been made yet, the mean and variance
% tests can be renewed with the new observations.
mean H0(i,j)=0; mean H1(i,j)=0; mean H2(i,j)=0;
var H0(i,j)=0; var H1(i,j)=0; var H2(i,j)=0;
%mean comparison
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sum diff X(i,j) = sum diff X(i,j) + X new(i)-X new(j);
IB mean ij = r*(delta - d) - (var X(i) + var X(j))*((1/beta k)(2/(r−1)) -1)*(r-1) /
(4*d);
OB mean ij = r*d + (var X(i) + var X(j))*((2/alpha k)(2/(r−1)) -1)*(r-1) / (4*d);
if sum diff X(i,j) > -IB mean ij && sum diff X(i,j) < IB mean ij %H0: mean i =
mean j
mean H0(i,j)= 1;
elseif sum diff X(i,j) > OB mean ij %H1: mean i > mean j
mean H1(i,j)= 1;
elseif sum diff X(i,j) < -OB mean ij %H2: mean i < mean j
mean H2(i,j)= 1;
end
%variance comparison
IB sigma ij = lambda * (var X(i) / var X(j)) * (lambda - beta k(1/(r−1)))
/ (lambda*beta k(1/(r−1))-1);
IB sigma ji = lambda * (var X(j) / var X(i)) * (lambda - beta k(1/(r−1)))
/ (lambda*beta k(1/(r−1))-1);
OB sigma ij = (var X(i) / var X(j)) * (lambda - (2/alpha k)(1/(r−1))) / (lambda *
(lambda*(2/alpha k)(1/(r−1))-1));
OB sigma ji = (var X(j) / var X(i)) * (lambda - (2/alpha k)(1/(r−1))) / (lambda *
(lambda*(2/alpha k)(1/(r−1))-1));
if IB sigma ij < R square && IB sigma ji < R square % H0: var i = var j
var H0(i,j)= 1;
elseif OB sigma ij > 1 && r > floor(1-log(alpha k/2)/log(lambda)) % H1: var i
> var j
var H1(i,j)= 1;
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elseif OB sigma ji > 1 && r > floor(1-log(alpha k/2)/log(lambda)) % H2: var i
< var j
var H2(i,j)= 1;
end
%elimination
if (var H1(i,j)==1 && mean H0(i,j)==1) ‖ (var H0(i,j)==1
&& mean H2(i,j)==1) ‖ (var H1(i,j)==1 && mean H2(i,j)==1)
S I(i) = 0;
S N(i,:) = 0;
S N(:,i) = 0;
S E(i,:) = 0;
S E(:,i) = 0;
elseif (var H2(i,j)==1 && mean H0(i,j)==1) ‖ (var H0(i,j)==1
&& mean H1(i,j)==1) ‖ (var H2(i,j)==1 && mean H1(i,j)==1)
S I(j) = 0;
S N(j,:) = 0;
S N(:,j) = 0;
S E(:,j) = 0;
S E(j,:) = 0;
elseif (var H1(i,j)==1 && mean H1(i,j)==1)
‖ (var H2(i,j)==1 && mean H2(i,j)==1)
S N(i,j) = 1;
elseif var H0(i,j)==1 && mean H0(i,j)==1
S E(i,j) = 1;
end
end
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end
end
if sum(S I)==1 ‖ ((sum(S I) > 1) && ( sum(S I)*(sum(S I)-1)/2
== sum(sum(S N)) + sum(sum(S E)) ))
sampling needed = 0;
else
sampling needed = 1;
end
end
correct selection = 0;
if sum(corr S I==S I)==K
correct selection = 1;
% If more than one system survives, we need to be able to determine the equality
and nondominance relationships correctly
if sum(S I)>1 && sum(sum(S E==corr S E)) =K2
‖ sum(sum(S N==corr S N)) =K2
correct selection = 0;
end
end
correct selection count = correct selection count + correct selection;
end
%output
fprint(’the percentage of correct selection is: %6.4f \n’, correct selection count/replication);
fprintf(’the average sample size is: %6.4f \n’, total sample size/replication);
75
Appendix C
Matlab Code for Procedure CMVS
%script file:K systems based on constrained mean and variance.
%user-defined parameters
K = 2; % the number of systems
delta = 0.05; % mean indifference zone
R = 1.1; % variance indifference zone
stand mean = 10; % standard system
stand sigma = 10; % standard system
mean = [10, 10];
sigma = [5, 10];
corr S F = [1, 1]; % upper triangular matrix
corr S N = [0, 1 ; 0, 0];% upper triangular matrix
alpha = 0.05;
beta = 0.05;
alpha k1 = alpha/(2*K);
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beta k1 = beta/(2*K);
alpha k2 = alpha/(K*(K-1));
beta k2 = beta/(K*(K-1));
replication = 100;
% procedure parameters d = 3*delta/8;
R square = R2;
lambda = 1 + 0.7*(R-1);
n 0 = floor(1-log(alpha k1)/log(lambda))+1;
% variables
correct selection count = 0;
total sample size = 0;
for l = 1:replication
% initialization X = zeros(K,n 0);
for i = 1: K
X(i,:) = normrnd(mean(i),sigma(i),1, n 0); % original sample, (K,n 0)
end
X average = sum(X,2)/n 0; % average of the observations from each system, (K,1)
X sum square = sum(X.2,2); % sum of the square of the observations from each
system, (K,1)
X var = (X sum square - n 0*X average.2)/(n 0-1); % (K,1)
total sample size = total sample size + K*n 0; % add n 0 observation for each
system
X 0 = normrnd(stand mean,stand sigma,1, n 0); % standard system
X 0 average = sum(X 0)/n 0;
X 0 sum square = sum(X 0.2);
X 0 var = (X 0 sum square - n 0*X 0 average2)/(n 0-1);
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total sample size = total sample size + n 0;
% decision variables
mean H0 = zeros(K); % H 0: mean1 = mean2, upper triangular matrix
mean H1 = zeros(K); % H 1: mean1 > mean2, upper triangular matrix
mean H2 = zeros(K); % H 2: mean1 < mean2, upper triangular matrix
S I = ones(1,K); % set of systems whose feasibility test has not been concluded
yet
S F = zeros(1,K); % set of feasible systems
S N = zeros(K); % set of nondominant system pairs, upper triangular matrix
S D = zeros(1,K); % set of decided systems
r = n 0; % stage number
% feasibility check
for i = 1:K
LB sigma i = lambda*(X var(i)/X 0 var)*(lambda-beta k1(1/(r−1)))
/(lambda*beta k1(1/(r−1))-1);
UB sigma i = (X var(i)/X 0 var)*(lambda-(1/alpha k1)(1/(r−1)))
/ (lambda*(lambda*(1/alpha k1)(1/(r−1))-1));
if LB sigma i<R square
S I(i) = 0;
S F(i) = 1;
end
if UB sigma i>1
S I(i) = 0;
end
end
% mean comparison
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sum diff X = zeros(K);
for i=1:K
for j=1:K
if i<j
sum diff X(i,j) = sum(X(i,:)-X(j,:));
IB mean ij = r*(delta - d) - (X var(i) + X var(j))*((1/beta k2)(2/(r−1)) -1)*(r-1)
/ (4*d);
OB mean ij = r*d + (X var(i) + X var(j))*((2/alpha k2)(2/(r − 1)) -1)*(r-1) /
(4*d);
if S F(i)==1 && S F(j)==1 && S N(i,j)==0
if sum diff X(i,j) ¿ -IB mean ij && sum diff X(i,j) < IB mean ij % H0: mean i =
mean j
mean H0(i,j) = 1;
S N(i,j) = 1;
elseif sum diff X(i,j) > OB mean ij % H1: mean i > mean j
mean H1(i,j) = 1;
S F(j) = 0;
S N(j,:) = 0;
S N(:,j) = 0;
elseif sum diff X(i,j) < -OB mean ij % H2: mean i < mean j
mean H2(i,j) = 1;
S F(i) = 0;
S N(i,:) = 0;
S N(:,i) = 0;
end
elseif S F(i)==1 && S I(j)==1
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if sum diff X(i,j) > OB mean ij % H1: mean i >mean j
mean H1(i,j) = 1;
S I(j) = 0;
end
elseif S I(i)==1 && S F(j)==1
if sum diff X(i,j) < -OB mean ij % H2: mean i < mean j
mean H2(i,j) = 1;
S I(i) = 0;
end
end
end
end
end
if sum(S I) > 0
add more observation X0 = 1;
add more observation = 1;
elseif (sum(S I)==0) && ( sum(S F)*(sum(S F)-1)/2 == sum(sum(S N)) )
add more observation X0 = 0;
add more observation = 0;
else
add more observation X0 = 0;
add more observation = 1;
end
while add more observation X0 ‖ add more observation
r = r+1;
% no more sampling is needed from decided systems
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if sum(S I) == 0
for i = 1:K
for j = 1:K
if i =j && S F(i)==1 && S F(j)==1
ii = min(i,j);
jj = max(i,j);
if S N(ii,jj) == 1
S D(i) = 1;
else
S D(i) = 0;
break;
end
end
end
end
end
add more observation X0 = 1;
if add more observation X0 == 1
X 0 new = normrnd(stand mean,stand sigma,1 ,1); %standard system
X 0 average = (X 0 average*(r-1)+X 0 new)/r;
X 0 sum square = X 0 sum square + X 0 new2;
X 0 var = (X 0 sum square - r*X 0 average2)/(r-1);
total sample size = total sample size +1;
end
X new = zeros(1,K);
for i = 1:K
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if (S I(i)==1 ‖ S F(i)==1) && S D(i)==0
X new(i) = normrnd(mean(i),sigma(i),1,1);
X average(i) = (X average(i)*(r-1) + X new(i))/r ;
X sum square(i) = X sum square(i) + X new(i)2;
X var(i) = (X sum square(i) - r*X average(i)2)/(r-1);
total sample size = total sample size +1;
end
end
% feasibility check
for i = 1:K
if S I(i)==1
LB sigma i = lambda*(X var(i)/X 0 var)*(lambda-beta k1(1/(r−1)))
/(lambda*beta k1(1/(r−1))-1);
UB sigma i = (X var(i)/X 0 var)*(lambda-(1/alpha k1)(1/(r−1)))
/ (lambda*(lambda*(1/alpha k1)(1/(r−1))-1));
if LB sigma i<R square
S I(i) = 0;
S F(i) = 1;
end
if UB sigma i>1
S I(i) = 0;
end
end
end
% mean comparison
for i=1:K
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for j=1:K
if i<j
sum diff X(i,j) = sum diff X(i,j)+ (X new(i)-X new(j));
IB mean ij = r*(delta - d) - (X var(i) + X var(j))*((1/beta k2)(2/(r−1)) -1)*(r-1)
/ (4*d);
OB mean ij = r*d + (X var(i) + X var(j))*((2/alpha k2)(2/(r−1)) -1)*(r-1) / (4*d);
if S F(i)==1 && S F(j)==1 && S N(i,j)==0
if sum diff X(i,j) > -IB mean ij && sum diff X(i,j) < IB mean ij % H0: mean i
= mean j
mean H0(i,j) = 1;
S N(i,j) = 1;
elseif sum diff X(i,j) > OB mean ij % H1: mean i > mean j
mean H1(i,j) = 1;
S F(j) = 0;
S N(j,:) = 0;
S N(:,j) = 0;
elseif sum diff X(i,j) < -OB mean ij % H2: mean i < mean j
mean H2(i,j) = 1;
S F(i) = 0;
S N(i,:) = 0;
S N(:,i) = 0;
end
elseif S F(i)==1 && S I(j)==1
if sum diff X(i,j) > OB mean ij % H1: mean i > mean j
mean H1(i,j) = 1;
S I(j) = 0;
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end
elseif S I(i)==1 && S F(j)==1
if sum diff X(i,j) < -OB mean ij % H2: mean i < mean j
mean H2(i,j) = 1;
S I(i) = 0;
end
end
end
end
end
if sum(S I) > 0
add more observation X0 = 1;
add more observation = 1;
elseif (sum(S I)==0) && ( sum(S F)*(sum(S F)-1)/2 == sum(sum(S N)) )
add more observation X0 = 0;
add more observation = 0;
else
add more observation X0 = 0;
add more observation = 1;
end
end
correct selection = 0;
if sum(corr S F==S F)==K
correct selection = 1;
% If more than one system survives, we need to be able to determine the non-
dominance relationships correctly
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if sum(S F)>1 && sum(sum(S N==corr S N)) =K2
correct selection = 0;
end
end
correct selection count = correct selection count + correct selection;
end
%output
fprintf(’the percentage of correct selection is: %6.4f \n’, correct selection count/replication);
fprintf(’the average sample size is: %6.4f \n’, total sample size/replication);
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Appendix D
Matlab Code for Procedure RAMS
%script file:K systems based on mean minus G sigma.
% user-defined parameters
K = 2;
delta x = 0.05;
G = 0.5;
R=1.1;
mean = [1,10];
sigma = [10,10];
corr S I = [0 1];
corr S E = [0, 0; 0, 0]; % upper triangular matrix
alpha = 0.05;
beta = 0.05;
alpha k = alpha/(K*(K-1)); % Quantile test is performed at points q l and q u
beta k = alpha/(K*(K-1));
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replication = 10000;
% procedure parameters
d = 3*delta x/8;
n 0 = 10;
q t = normcdf(-G,0,1); % target quantile
% variables
correct selection count = 0;
total sample size = 0;
for l= 1:replication
N = 10; % This is multiplied by 10 in line 46.
% variables
S I = ones(1,K);
S E = zeros(K); % upper triangular matrix
S D = zeros(1,K);
change N = 1;
while change N
% initialization
N = N*10;
fprintf(’%d \n’, N);
q l = floor(q t*N)/N;
q u = ceil(q t*N)/N;
Q = [q l q u];
x q = zeros(K,length(Q),n 0);
for i=1:K
if S I(i)==1 && S D(i)==0
x = normrnd(mean(i),sigma(i),[N,n 0]); % original sample, (N,n 0)
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x sorted = sort(x,1); % [N,n 0]
weight = floor(N*Q+0.5); % (length(Q),1)
for q = 1:length(Q)
x q(i,q,:) = x sorted(weight(q),:)*(0.5+weight(q)-N*Q(q)) +
x sorted(weight(q)+1,:)*(0.5-weight(q)+N*Q(q));
end
x q avg = sum(x q,3)/n 0; % K by length(Q)
x q sum sqr = sum(x q.2,3); % K by length(Q)
x q var = var(x q,0,3); % K by length(Q)
end
end
total sample size = total sample size + K*N*n 0;
sum diff x q = zeros(K,K,length(Q));
% decision variables
L H0 = zeros(K,K,length(Q)); % upper triangular matrix
L H1 = zeros(K,K,length(Q)); % upper triangular matrix
L H2 = zeros(K,K,length(Q)); % upper triangular matrix
r = n 0;
for i = 1:K
for j = 1:K
if i<j && S I(i)==1 && S I(j)==1 && S E(i,j)==0
% L q comparison
for q = 1:length(Q)
sum diff x q(i,j,q) = r*(x q avg(i,q)-x q avg(j,q));
IB q ij = r*(delta x - d) - (x q var(i,q)+x q var(j,q))*((1/beta k)(2/(r−1))-1)*(r-
1)/(4*d);
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OB q ij = r*d + (x q var(i,q)+x q var(j,q))*((2/alpha k)(2/(r−1))-1)*(r-1)/(4*d);
if sum diff x q(i,j,q) > -IB q ij && sum diff x q(i,j,q) < IB q ij %H0: x q i =
x q j
L H0(i,j,q) = 1;
elseif sum diff x q(i,j,q) > OB q ij %H1: x q i > x q j
L H1(i,j,q) = 1;
elseif sum diff x q(i,j,q) < -OB q ij %H2: x q i <x q j
L H2(i,j,q) = 1;
end
end
% decision
if sum(L H0(i,j,:)) == length(Q)
S E(i,j) = 1;
elseif sum(L H1(i,j,:)) == length(Q)
S I(j) = 0;
S E(:,j) = 0; % These four lines are needed for the Termination if loop
S E(j,:) = 0;
L H0(:,j,:)=0; L H1(:,j,:)=0; L H2(:,j,:)=0;
L H0(j,:,:)=0; L H1(j,:,:)=0; L H2(j,:,:)=0;
elseif sum(L H2(i,j,:)) == length(Q)
S I(i) = 0;
S E(i,:) = 0;
S E(:,i) = 0;
L H0(:,i,:)=0; L H1(:,i,:)=0; L H2(:,i,:)=0;
L H0(i,:,:)=0; L H1(i,:,:)=0; L H2(i,:,:)=0;
end
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end
end
end
count S I = sum(S I);
count L H0 = sum(sum(sum(L H0)));
count L H1 = sum(sum(sum(L H1)));
count L H2 = sum(sum(sum(L H2)));
count S E = sum(sum(S E));
if count S I==1 ‖ count S E==count S I*(count S I-1)/2 % termination
add more observation = 0;
change N = 0;
elseif (count L H0+count L H1+count L H2)/2+count S E == count S I
*(count S I-1)/2
add more observation = 0;
change N = 1;
else
add more observation = 1;
change N = 0;
end
while add more observation
% decision variables
L H0 = zeros(K,K,length(Q)); % upper triangular matrix
L H1 = zeros(K,K,length(Q)); % upper triangular matrix
L H2 = zeros(K,K,length(Q)); % upper triangular matrix
% update S D
for i = 1:K
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for j = 1:K
if i =j && S I(i) == 1 && S I(j) == 1
ii = min(i,j);
jj = max(i,j);
if S E(ii,jj) == 1
S D(i) = 1;
else
S D(i) = 0;
break;
end
end
end
end
r = r+1;
x q = zeros(K,length(Q));
for i=1:K
if S I(i)== 1 && S D(i) == 0
x = normrnd(mean(i),sigma(i),[N,1]); % original sample, (N,1);
x sorted = sort(x,1);
for q = 1:length(Q)
x q(i,q) = x sorted(weight(q))*(0.5+weight(q)-N*Q(q)) + x sorted(weight(q)+1)
*(0.5-weight(q)+N*Q(q));
end
end
total sample size = total sample size + N;
end
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x q avg = ((r-1)*x q avg + x q) / r; % K by length(Q)
x q sum sqr = x q sum sqr + x q.2; % K by length(Q)
x q var = (x q sum sqr - r * x q avg.2) / (r-1); % K by length(Q)
for i = 1:K
for j = 1:K
if i<j && S I(i) == 1 && S I(j) == 1 && S E(i,j)==0
% L q comparison
for q = 1:length(Q)
sum diff x q(i,j,q) = r*(x q avg(i,q)-x q avg(j,q));
IB q ij = r*(delta x-d) - (x q var(i,q)+x q var(j,q))*
((1/beta k)(2/(r−1))-1)*(r-1)/(4*d);
OB q ij = r*d + (x q var(i,q) + x q var(j,q))*
((2/alpha k)(2/(r−1))-1)*(r-1)/(4*d);
if sum diff x q(i,j,q) > -IB q ij && sum diff x q(i,j,q) < IB q ij
L H0(i,j,q) = 1;
elseif sum diff x q(i,j,q) > OB q ij %H1: x q i > x q j
L H1(i,j,q) = 1;
elseif sum diff x q(i,j,q) < -OB q ij %H2: x q i < x q j
L H2(i,j,q) = 1;
end
end
% decision
if sum(L H0(i,j,:)) == length(Q)
S E(i,j) = 1;
elseif sum(L H1(i,j,:)) == length(Q)
S I(j) = 0;
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S E(:,j) = 0;
S E(j,:) = 0;
L H0(:,j,:)=0; L H1(:,j,:)=0; L H2(:,j,:)=0;
L H0(j,:,:)=0; L H1(j,:,:)=0; L H2(j,:,:)=0;
elseif sum(L H2(i,j,:)) == length(Q)
S I(i) = 0;
S E(i,:) = 0;
S E(:,i) = 0;
L H0(:,i,:)=0; L H1(:,i,:)=0; L H2(:,i,:)=0;
L H0(i,:,:)=0; L H1(i,:,:)=0; L H2(i,:,:)=0;
end
end
end
count S I = sum(S I);
count L H0 = sum(sum(sum(L H0)));
count L H1 = sum(sum(sum(L H1)));
count L H2 = sum(sum(sum(L H2)));
count S E = sum(sum(S E));
if count S I== 1 ‖ count S E==count S I*(count S I-1)/2 % termination
add more observation = 0;
change N = 0;
elseif (count L H0+count L H1+count L H2)/2+count S E == count S I*
(count S I-1)/2
add more observation = 0;
change N = 1;
else
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add more observation = 1;
change N = 0;
end
end % while add more observation
end % while change N
correct selection = 0;
if sum(corr S I==S I)==K
correct selection = 1;
% If more than one system survives, we need to be able to determine the non-
dominance relationships correctly
if sum(S I)>1 && sum(sum(S E==corr S E)) =K2
correct selection = 0;
end
end
correct selection count = correct selection count + correct selection;
end
%output
fprintf(’the percentage of correct selection is: %6.4f \n’, correct selection count/replication);
fprintf(’the average sample size is: %6.4f \n’, total sample size/replication);
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