ABSTRACT Urban sensor networks often consist of a large number of low-cost sensor nodes. Due to the constrained resource devices and hazardous deployment, urban sensing is vulnerable to interference and destruction of external factors or the impact of external environmental emergencies. Abnormal data, outliers, or anomalies have affected the utility in various domains seriously. Timely and accurate detection of unexpected events, monitoring of network performance, and anomaly detection of data flow are of great significance to improve the decision-making ability of the system. In this paper, we propose an anomaly detection method for urban sensing based on sequential data and credibility. First, based on Bayesian methods, a reputation model is established for the selection of credible sample points. Second, aiming at the problem that the threshold range is difficult to determine in the traditional method, the pivot quantity is defined by using the median of the credible sample, and the confidence interval can be estimated to quantify the deviation degree of the sensor data. Finally, an anomaly data identification and source verification approach is proposed to distinguish errors and events accurately. The evaluation results on both the detection rate and the false positive rate demonstrate a better performance of our approach than the other existing methods.
I. INTRODUCTION
By utilizing information about city-scale processes extracted from heterogeneous data sources, the goal of smart cities is to improve the quality of life of citizens collected from city-wide deployment [1] . As one of the important supporting technologies of smart city, the Internet of Things (IoT) have been rapidly developed and widely applied in the fields of military, health care, environmental monitoring and manufacturing. Quantity of data captured by urban sensing are considered to contain highly useful and valuable information. However, for a variety of reasons, received sensor data often appear abnormal. Therefore, effective anomaly detection methods are required to guarantee the quality of data collected by those sensor nodes [2] .
Accurate analysis and decision-making rely on the quality of sensor data as well as on additional information
The associate editor coordinating the review of this manuscript and approving it for publication was Rongbo Zhu. and context [3] . With the increase of network scale, anomaly detection in sensor networks becomes more and more critical, especially for some emergencies, such as chemical leaks and fires, timely warning and response mechanisms are often needed imminently [4] . It puts forward high requirements for reliability and accuracy of data collected by sensor nodes. However, due to the uncertainty of the environmental monitoring and the limited resources of sensor nodes, they are vulnerable to interference and destruction of external factors or the impact of external noise and obvious error. The quality of data cannot be effectively guaranteed, and some samples may be likely to deviate significantly from the actual features. This is one of the main barriers to urban sensing, because it is difficult to distinguish the anomalies caused by structural damage from those related to incorrect data. Those unreliable and inaccurate data can easily devour the benefits of the intelligent systems with high precision control demands in terms of usage and performances. The detection of incorrect data requires expertise and is very time-consuming.
The main reasons for generating abnormal data include: specific events occur in the wanted region, device fault or energy exhaustion results in node's failure, and the influence of external factors [5] , [6] . For example, when forest fires occur, the temperature readings of the sensors will increase significantly. The illumination intensity of sensor nodes in shaded areas is significantly lower than that of nodes directly exposed to sunlight. Comparatively, outliers caused by events usually tend to demonstrate an extremely smaller probability of occurrence rather than the erroneous data. The sensing data from densely deployed nodes usually exhibit spatial-temporal correlated, which can be exploited by outliers' identification techniques. Existing spatial outlier detection mechanisms can be divided into the following steps [7] , [8] : Firstly, the minimum neighborhood number is used to determine the neighborhood relationship based on spatial attributes. Secondly, spatial attributes will be applied to estimate the degree of outliers and to capture the differences between objects and their spatial neighborhoods. Finally, the objects with maximum spatial metrics are output as outliers. It is necessary to exchange information with neighbor nodes, which results in additional communication and accelerate the energy consumption of sensor nodes.
The rest of this paper is organized as follows. Section 2 discusses related work in the field of data outlier detection for urban sensing. In Section 3, we present the formal statement of the problem we address. Section 4 is dedicated to our approach for outlier detection. We then illustrate Simulation results in Section 5. A summary and conclusions are presented in Section 6.
II. RELATED WORKS
In order to improve the accuracy of data in urban sensing, anomaly detection is particularly important. Traditional event detection methods are mainly used to distinguish whether events or errors occur among the sensor nodes. Outlier detection is becoming critically important. In the literature, most of the outlier detection techniques focus on differentiating between outliers or events. Those outlier detection solutions for urban sensing can be categorized into statistical-based, nearest neighbor-based and clustering-based approaches.
Palpanas et al. [9] proposed a method for on-line detection of anomalous data by using nuclear density estimation. Based on the analysis of the difference between the current data in the sliding window and the prior model, it can identify anomalous data and does not require prior knowledge of data distribution. Wei and Li [10] proposed an outlier detection method based on reduction strategy and support vector data description. The decision-making model is updated adaptively based on data distribution density criterion and time correlation of data stream. Chen et al. [11] proposed a new definition of the traditional distance metrics by considering neighborhood information.
According to the characteristics of collected data, Fei and Li [12] presented an improved k-means algorithm to employ Euclidean distance as an indicator to estimate anomalous sensor data. Bi and Li [13] proposed an energy-efficient Top-k query algorithm in wireless sensor networks. The algorithm filters and ranks data sets according to the anomalous degree of observations, and selects k values of maximum or minimum data to users as well as their location. Samparthi and Verma [14] designed a renewal strategy with nuclear density estimation to renovate the data distribution model. Subramaniam et al. [15] proposed an online outlier detection in sensor data using non-parametric models, which can be applied for real-time identification for events of interest. Yi et al. [16] compare three boundary detection methods to retain critical samples for two-class supervised outlier detection, including nearest neighbors' distribution, relative density degree, and local geometrical information. In three boundary detection methods, the nearest neighbors' distribution is more suitable than others. Pan et al. [17] proposed an anomaly data detection method based on data set density. According to the historical samples and predicted values, the anomaly data can be analyzed ahead of time. This method can achieve real-time detection effectively, but the time complexity of the algorithm is obviously too high especially for dealing with high-dimensional data. Lee and Choi [18] proposed a hypothesis-based mathematical statistical method to distinguish the observations with positive or negative gain effects on the integrity and consistency of data sets as normal or abnormal data, respectively. However, this method has some shortcomings in real-time due to its centralized processing. Beggel et al. [19] proposed a novel method for detecting anomalous time series in the scenario where the training set contains no labels and is contaminated with an unknown amount of anomalies. However, requires recurring short temporal patterns to indicate normal behavior or class membership, and a smooth behavior of the time series. Wang et al. [20] presented MCRT, a multichannel real-time communication protocol that utilizes both multiple channels and transmission power adaptation to achieve real-time communications.
Sensor data can be viewed as a large volume of realvalued observations, and the characteristics depend on the attributes of their spatial and temporal correlations. Moreover, spatial and temporal correlation with the collected data also can play an important role in dealing with anomaly detection of sensor data. Considering that special events often occurs in spatial and temporal correlation and sensor faults are relatively independent, Krishnamachari and Iyengar [21] proposed a Bayesian fault identification algorithm, which employs message exchange among sensor nodes to calculate the probability of events. This method is clustering-based and it is difficult to identify and distinguish the types and causes of errors effectively. By using statistical comparisons to analyze the observations at event boundary, Li et al. [22] proposed a distributed fault-tolerant event boundary detection algorithm. The method has low complexity and high faulttolerance, but it depends on the sufficient density of sensor networks. Lee and Kim [23] proposed a method to calculate the probability of estimated errors in real time based on the VOLUME 7, 2019 difference between the measured values and their mathematical expectations, and to distinguish the types of anomalies according to the spatial-temporal correlation. However, this approach is not suitable for high-dimensional data sets. Xie and Chen [2] proposed an algorithm for sensor data anomaly detection based on principal statistical analysis and Bayesian networks. From the result of comparing with other traditional anomaly detection algorithms it can be seen that our algorithm can improve the precision of anomaly detection while ensuring the result of recall. Ren et al. [24] introduced a fault-tolerant event monitoring mechanism, which can effectively estimate the occurrence range and detection boundary of abnormal events and has a certain fault-tolerant ability. Zhang et al. [25] presents a monitoring framework to extract the common features and construct local monitoring statistics.
According to the temporal-spatial correlation of events, Zhang et al. [26] presented a fault-tolerant detection algorithm. By constructing a fusion tree distributed, each node sends the collected data to the corresponding nearest root node, thus achieving robust fault-tolerant detection of single/multiple events. Cao et al. [27] proposed a distributed fault-tolerant algorithm for event detection based on the temporal and spatial correlation of events. The algorithm uses the statistical characteristics of the event random process and analysis the coincidence degree of the data with time series. However, with the increase of error nodes, the event detection rate also decreases.
In this paper, an anomaly detection method for urban sensing based on credibility and time-series analysis is proposed. By exploiting the observations' distribution, an improved confidence interval is designed for outlier detection. The concept of cumulative degree of discrepancy is proposed to diagnosis the source of anomalies based on statistical methodology.
III. PROPOSED METHODOLOGY A. OVERVIEW
Generally, when the data perceived by the sensor node deviates from the actual features several times in a row, it can be considered that anomalous data arise in certain equipment units. However, there are many reasons for the anomalous data generated in urban sensing [28] . The event nodes caused by special events in the region are called event nodes. Moreover, the nodes that fail to collect normal data due to their own faults or external attacks are identified as fault nodes [29] . The sensors are deployed in a homogeneous environment, in which the measurements taken have the same unknown distribution. All the sensor nodes are time synchronized. Note that, there are several time synchronization algorithms available for sensor networks that can be utilized for this purpose [30] . In addition, it is possible to make errors between the data and the actual values due to the influence of external factors in the sampling process. Therefore, the analysis about the dynamic streaming nature of sensing data is significant to build the normal reference model identify new data point as normal or outliers. However, we are also interested in cases where the majority of measurements at a sensor node are anomalous in comparison to other nodes in the network. In practice, when including a time dimension, the concept of spatial process can be extended to the spatio-temporal case. It will be overcome the computational complexity of non-separable models, some simplifications are introduced. For example, under the separability hypothesis the space-time covariance function is decomposed into the sum of a purely spatial and a purely temporal term. In this case, the temporal evolution could be introduced assuming that the spatial process evolves in time following an autoregressive dynamics [31] .
As a statistical based approach, the spatio-temporal correlation happens when the nature of the collected data has both spatial and temporal correlations, nodes close geographically have the same reading that is similar to the previous one. In this case, solutions that use both correlations can take advantage of the nature of the detected event to decrease the number of reported data [32] . Of course, the spatiotemporal correlations also can determine the presence of an outlier by a sudden change in the data distribution. Outlier data often demonstrates historical correlation, and the length of sampling period has a greater impact on this correlation. In addition, under the condition of dense deployment, the readings collected by any sensor node and its neighbors also can show a certain degree of approximation. Therefore, the spatio-temporal correlation of sensor data flow provides a theoretical basis for anomaly detection.
In traditional threshold methods, measurement above the critical threshold will be considered an outlier. However, the threshold range is difficult to determine, and inappropriate threshold will cause false alarm or missed alarm. Data being collected often have different characteristics in different deployment environments. For example, the system operates over a broad temperature range, even large variation in data stream should be considered normal. Nevertheless, in some stable environments, small fluctuations may be identified as abnormal events. Accordingly, the actual measurements from each node that lie in or outside the confidence interval can be applied to deal with the problem of outlier detection.
B. NODES'S CREDIBILITY
Due to environmental changes or error comings from hardware with unreliability, faulty Sensor readings will be produced easily thus affecting anomaly detection. Therefore, it is necessary to quantify the reliability of sensor nodes [33] . By choosing the samples of the nodes with high confidence, the subsequent confidence intervals can be calculated. The data measurements above the above expected interval will be considered as outliers, and the fluctuation interval of total samples even in a small range can be estimated.
In this paper, the trend of current monitoring readings relative to historical data is analyzed to determine whether the current monitoring data is credible or not. Generally, when the variance of data is small, the data should be stable.
Suppose that sensor nodes have limited storage capacity and can store up to k data. Let
Hence, the average value of the k samples isx
k , and the variance can be given as
Let x (t) denote the observation at time t, the mean value of all samples can be represented asx t−1 = (x 2 + x 3 + · · · + x k + x t ) /k, and the corresponding variance is
If σ 2 t − σ 2 t−1 < σ for given parameter σ > 0, the variance varies slightly and the current observation may be similar to historical samples. Otherwise, it indicates that the current data has a sudden change. However, it is easy to ignore sensor malfunction by variance analysis to identify outliers. For example, a sensor node fails at a time and its monitoring data increases abnormally, and then the subsequent data will show certain deviation from normal level. However, σ 2 t − σ 2 t−1 may gradually decrease or even be less than σ over time, and it results in an increase in term of credibility. Therefore, the variance and mean should be considered as both factors to measure the node's credibility.
For densely deployed sensor networks, there is a certain similarity between the data collected by the geographically adjacent nodes [34] . Therefore, the data correlation of the neighbor nodes can be implemented to measure the sensor's credibility. In order to save energy, each node only interacts directly with its neighbors within the communication radius. In this paper, Beta probability density function is used to evaluate the reputation of nodes dynamically. As a conjugate distribution of binomial distribution, Beta distribution is appropriate to calculate the posterior probability of binary events [35] .
The reliability parameters α and β are defined for each sensor node, and the acceptable and unacceptable times of data deviation collected by each sensor node will be counted separately. If σ 2 t (i) − σ 2 t−1 (i) < σ and x
otherwise, β will plus 1.
The Beta distribution has two parameters of (α, β), and gamma function can be used to represent the Beta distribution f (ζ |α, β) as follows: ζ ∈ [0, 1], α > 0, β > 0. Then, the probability expectation of Beta distribution can be given as
with the probability density function:
Assuming that in a sampling period p denotes the number of times that data deviations can be accepted and q denotes the number of times that data deviations exceed the deviation. Then, the posterior distribution still obeys the Beta distribution after p + q events, and the parameter (α, β) will satisfy with α = p + 1, β = q + 1.
The recommended credibility T ij will be calculated as:
Let X ∼ beta(α ij + 1, β ij + 1) represent that the prior probability X of the credibility distribution of node i obeys the Beta distribution with respect to node j. In the next sampling period, the distribution of node's credibility will still obey Beta distribution after performing p + q events, and the new Beta distributed random variable X ∼ beta(α ij + p + 1,
During the course of urban sensing, the collected data by sensor nodes will record the variation of the surrounding environment with time and demonstrate the temporal correlation between previous observations and the current data [36] . That is to say, the event will last for a period of time after it happens, and the characteristics of the event show some superficial characteristics over time. Therefore, time forgetting factor θ is introduced to adjust the impact of historical reputation on recent credibility, and then the expression of direct credibility updating can be written as
The parameters of Beta distribution can be calculated recursively, and after occurrence of p + q events, the parameters will be calculated as
Therefore, the recommended credibility from node j will be modified to
Therefore, the overall credibility of the observations of node i can be estimated as:
where Neighbor(j) denotes the neighbor nodes set of node j, and |Neighbor(j)| is the number of member nodes.
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Therefore, after a certain accumulation of sampling, the credibility of each node can be obtained. The threshold of credibility may be set according to the specific requirements of outlier accuracy.
C. CONFIDENCE INTERVAL
Using trusted samples, the mean square deviation of samples is calculated. Then, according to the sample mean, sample mean square deviation and given confidence level, the confidence interval can be obtained. Consequently, the observations fall outside the confidence interval will be labeled as suspicious outliers for further process.
Firstly, the samples of n credible nodes at a given time point constitutes as a set Y = {y 1 , y 2 , · · · , y n }, andỹ denotes the median of samples. The median instead of the mean is employed to estimate the confidence interval, which can minimize the influence of the outliers. When the variance is unknown, the confidence interval of the median can be approximated by mean square deviation [37] .
Suppose the density function of population Y be f (y), and y * p is the p-th quantile. f (y) can keep continuity at y * p and f (y * p ) > 0. Hence, when the size of samples is large enough, the asymptotic distribution of the sample p-th quantile can be given as
Since y 1 , y 2 , · · · , y n comes from a uniformly distributed population Y ∼ U (0, ϕ) and ϕ denotes the general parameter, we can deduce that
It can be observed that in large sample situation, 2 √ n ỹ ϕ − 1 2 can be used as pivot. For given λ (0 < λ < 1), by using the quantile u 1− λ 2 with lower level 1 − λ 2 of the standard normal distribution, it can be formally formulated as
Therefore, the approximate confidence interval of confidence degree 1 − λ with parameter ϕ can be obtained as:
Obviously, the accuracy of interval estimation is greatly affected by the number of samples and confidence level. The quantile can resist the interference of outlier data. Especially, the closer the quantile is to the median of the samples, the effect is more obvious.
Next, by using time-series analysis, outlier identification and anomaly source verification will be conducted. After detecting the anomalous data points, it is necessary to distinguish errors and events accurately.
IV. OUTLIER DETECTION A. CUMULATIVE DEGREE OF DISCREPANCY
As discussed above, the observations differ significantly from the measured value and deviate from the upper or lower bounds, which should be identified as an outlier. On the other hand, as the sensor itself fails, e.g., energy exhaustion or damage cannot work properly, the readings may be generated continuously as same as the previous in different sampling times, i. e., x
. In this paper, the two cases mentioned above should be regarded as the criteria for identifying outlying sensors.
Let P i (t) denote the probability of the observations from node i being detected as outliers at time period t. P i (t) should be a cumulative value and reflect the occurrence of anomalous data in a consecutive time sequence. We use statistic w to record the number of abnormalities that may occur in data stream. If the reading satisfies the judgment condition at several sampling times continuously, w will increase and appear exponential relationship to P i (t). Otherwise, if x (t) i does not meet all the condition, w,P i (t −1) and P i (t) should return to 0. Therefore, the expression of P i (t) can be written as:
By taking into account of the difference of data sets and the robustness of the method, it is not appropriate to detect abnormal data only by confidence intervals. Spatial correlation should be exploited to verify the origin of anomalies based on the statistical characteristics of data sets. The consistency degree R i (t) is defined to measure the spatial similarity between the observation node i and those of all adjacent trusted samples at time t as
and the nearness degree between the sensor i and j can be calculated as
Consequently, for sample point x (t) i , the degree of discrepancy with confidence interval can be obtained by following function:
i > c max (16) where c max and c min represent the upper confidence limit and lower confidence limit in formula (12), respectively. Next, the cumulative degree of discrepancy can be expressed as:
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The larger the value of the cumulative degree is, it indicates that the readings of sensor deviate a lot from the representative data, and the data will be considered outliers with high probability. Therefore, the probability of the sensor node being considered as outlier can be modified to:
B. VERFICATION OF OUTLIER SOURCE
In order to identify the source of anomalies, spatial correlation can be exploited to verify the anomalies [38] . The spatial and temporal model represents the transition dynamics of the process over time, as well the correlative structure between the different sensor stations within a deployment. We manually set the parameters of the sensor state variables and observation variables [39] . When a node detects a suspected anomaly, it sends a request message to its neighbor through the wireless channel, and receives the anomaly probability from its neighbors. Suppose that µ 0 and σ 0 are the mean and standard deviation of the sensed data as outlier among neighbor nodes, respectively. According to the Grubbs criterion [40] , [41] , K G (δ) represents the discriminant value of the criterion and δ is the probability of exceeding tolerance, if P i (t) will be satisfied with:
It means that the error originates from the random error in the event process, and the state of the node is consistent with that most of its neighbors. Otherwise, it is considered that the state of the node is inconsistent with that of the adjacent representative nodes, and may result in faults or measurement errors. The parameter δ should be selected according to the specific situation. Since the event process can be regarded as a Bernoulli process of random variable with normal distribution, it can be simplified to a random variable in the standard normal distribution.
Finally, it can be summarized as follows:
and K G (δ)σ 0 , the sequence can be determined as an event and indicates a change in the normal behavior of the sensor nodes. Otherwise, x
and |P i (t) − µ 0 | ≥ δσ 0 , the measurements in the sequence will be detected as outliers and with errors being labeled.
V. RESULTS AND DISCUSSION
In this paper, a mathematical model is established by using MATLAB, and the proposed anomaly detection algorithm for wireless sensor networks is simulated and analyzed. Assuming that each node is equipped with temperature or humidity sensors, a set of data can be collected at the same time in each sampling period. In the simulation experiment, the size of the region is 500×500 m, and the sensor node's communication radius is limited within 25 m. The sampling frequency of the sensor is 10Hz and the duration of each round is 100 s. The faulty nodes, event nodes, normal nodes and error nodes are selected and randomly deployed in the region, and the simulated data sets are injected into all nodes. In addition, the value of θ is 0.5, and we take µ = 100, σ = 10. Firstly, the influence of parameter setting on experimental results is analyzed. To evaluate the detection accuracy, we employ the metrics to capture the performance, which includes the detection rate and false positive rate [42] , [43] . The detection rate is the ratio of outliers being detected to all outliers, and indicates the rate of the detection accuracy. The false positive rate is the ratio of the number of non-outlier data diagnosed as outlier to the total number of non-outlier data. To obtain at a reliable level, small false positive rate should be ensured. According to the experimental results of Fig. 1 and 2 , it can be seen that the detection rate will obtain optimum value with δ = 0.2, but the corresponding false alarm rate demonstrates relatively high. Our method makes use of spatial correlation to verify the source of anomalies, and the conditions tend to be stringent with neighbors' observations by decreasing the value of δ. At this time, the abnormal data in the region can be quickly identified by the algorithm, but at the same time, it is easy to misjudge some normal data in the region as abnormal values. At this time, the abnormal data VOLUME 7, 2019 in the region can be quickly identified. However, it is easy to mistaken some normal observations in the region as outlier data simultaneously. Comparatively, when δ = 0.4, higher detection rate and lower false alarm rate can be obtained. Further, the effect of confidence level on the detection rate and false positive rate is investigated [44] , [45] . According to the definition of confidence interval, the accuracy of data deviation will be greatly influenced by the number of samples and confidence level λ. Fig. 3 and 4 show the results of detection rate and false positive rate with different λ, respectively. The threshold range in traditional threshold methods is difficult to determine, which leads to high false alarm about the occurrence of errors or events. From the experimental results, it can be seen that when the number of samples is large enough, the interval difference measure can solve the above problems effectively. However, under the condition of different confidence levels, the detection rate increases first and then decreases with the number of samples. That is due to the fact of the cumulative difference will increase with the number of credible observations, and the excessive sample size is easy to increase the probability of anomaly occurs and result in high false alarm rate. It is worth noting that a relatively low confidence level will result in a high the detection rate and high FPR, and vice versa. To reduce the error rate caused by confidence interval estimation, k = 70 and 0.05 significance level were selected as the parameters of subsequent experiments. Subsequently, we make experimental comparisons with the traditional methods HRDV [23] , and k-Means [43] in aspect of the detection rate and false positive rate of events and errors. In the scenarios, the proportion of fault nodes in the network ranges from 0.05 to 0.25. Fig. 5 and 6 illustrate the detection rate and false positive rate of events and errors with different percentage of faulty sensor nodes. HRDV does not fully consider the state of neighbor nodes, and the reply of suspected neighbor nodes should not be included in the reference sample set. In k-Means, according to the diagnosis and response of the neighbor nodes, the classification of the situation is not accurate, which result in unreliable outlier detection in all cases. As can be seen from Fig. 6 , the false positive rate of events in k-Means increases sharply as well as the percentage of faulty nodes. During the process of anomaly source verification in our method, the nodes with measurement errors will be checked as errors or events of outliers primarily. Then, the spatial correlation is used to verify the anomaly, and confidence intervals and deviation degree are utilized to identify the source of anomalies. As can be seen from the experimental results, even with high percentage of faulty nodes, our method can obtain better performance in aspects of the event's identification. 7 and 8 show the comparison of detection rate and false positive rate of errors, respectively. In HRDV, by using of the variance of historical data to estimate the reliability level of nodes, the value of variance may decrease gradually once the observations maintains a stationary value within an erroneous range even when anomaly events occur. In this case, the anomaly may be ignored. k-Means conducts the outlier detection base on the distance to cluster center. However, when the deviated readings lower or higher than the threshold being generated at the same time, the average value of outlier data will counteract the influence on confidence interval of prediction and decrease the accuracy of detection. Moreover, event or fault diagnosis only by the mean will produce too many suspicious nodes. With the increase of percentage of faulty nodes, it cannot well resist the interference of outliers and demonstrate sharp decline in error detection rate. In contrast, by employing the median of the credible sample and estimating the confidence interval to quantify the deviation degree of the sensor data, our method distinguishes errors and events more accurately. Experiments show that even with the increase of error nodes, the proposed algorithm can maintain a high detection rate, and the false alarm rate will not increase with the increase of error nodes.
VI. CONCLUSIONS
Recent technological advances have enabled urban sensor networks to be widely used in civil areas both technically and economically, and sensors embedded in mobile devices or electrical devices can be applied to collect and report sensing data. However, abnormal data, outliers or anomalies have affected the utility in various domains seriously. Timely and accurate detection of unexpected events, monitoring of network performance and anomaly detection of data flow are of great significance to improve the decision-making ability of the system. In this paper, we proposed an anomaly detection method for urban sensing based on sequential data and credibility. The evaluation results on both the detection rate and the false positive rate demonstrate better performance of our approach than existing methods. Future work will focus on excellent design of anomaly detection method in aspect of tradeoff among security and delivery ratio of heterogeneous data sources collected on city-wide deployments.
