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Dynamique hamiltonienne et phe´nome`nes de relaxation : d’un
mode`le champ moyen au confinement magne´tique
Re´sume´ :
Dans cette the`se, nous commenc¸ons par e´tudier un mode`le hamiltonien a` champ
moyen, dont les proprie´te´s statistiques d’e´quilibre sont exactement solubles, et per-
mettent en outre de pre´dire le comportement asymptotique des re´alisations tempo-
relles du syste`me. Nous nous inte´ressons aux proprie´te´s de relaxation vers des e´tats dits
d’e´quilibre a` partir de conditions initiales particulie`res, et e´tudions en de´tail l’impact
du nombre de particules sur les e´chelles temporelles en jeu. La motivation principale
re´side dans le fait que le mode`le conside´re´, bien que tre`s simple, pre´sente une phe´no-
me´nologie rappelant celle de syste`mes bien plus complexes, fournissant ainsi a` moindre
couˆt un formidable terrain d’expe´rimentations nume´riques et the´oriques. Nous avons
obtenu une se´rie de re´sultats sur les temps de relaxation du mode`le en fonction du
nombre de particules, confirmant d’une part les observations nume´riques existantes, et
proposant d’autre part une nouvelle me´thode d’e´tude d’e´tats hors d’e´quilibre, base´e
sur l’exploration de l’espace des phases par le syste`me.
Nous nous inte´ressons ensuite au proble`me de la diffusion de particules lourdes en
tokamak, dans l’optique de comprendre comment des impurete´s, en situation re´elle,
pourraient voyager des bords de l’enceinte de confinement vers l’axe magne´tique de
l’appareil pour y absorber l’e´nergie du plasma, rendant alors vaine toute tentative de
fusion. Nous mettons a` l’e´preuve la the´orie de diffusion stochastique dans le re´gime
de dents de scie, en nous basant sur des simulations nume´riques de particules test, et
montrons que la stochasticite´ des lignes de champ magne´tique, de par la topologie du
champ e´lectrique re´sultant, est une condition ne´cessaire permettant la reproduction des
re´sultats expe´rimentaux.
Mots-clefs : Hors-e´quilibre, Syste`mes dynamiques, Plasma, Effets collectifs, Fusion
magne´tique
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Hamiltonian dynamics and relaxation phenomena: from a
mean field model to magnetic confinement
Abstract:
In this thesis, we begin by investigating a mean field hamiltonian model, exhibiting
exactly solvable statistical properties, which in turn allow one to predict the asymp-
totical temporal behaviour of the dynamics. Starting from given initial configurations,
we focus on the system’s relaxation properties towards equilibrium states, and thor-
oughly probe the dependency of the timescales at stake here on the number of particles.
The principal motivation is given by the fact that in spite of the model’s simplicity,
its phenomenology is reminiscent of much more complicated systems, hence providing
us with a fantastic testing field for numerical and theoretical experimentations. We
obtained several results tackling the interplay between the number of particles and the
relaxation timescales, confirming the already existing numerical measurements as well
as laying grounds for a novel approach for dealing with out-of-equilibrium states, based
on a phase-space description.
We then focus on the diffusion properties of heavy particles in tokamaks, motivated
by the fact that the understanding of impurity diffusion is of paramount importance
in fusion physics, since these can travel from the tokamak’s edges towards its magnetic
axis, causing a tremendous decrease in core temperature by absorbing the plasma’s
energy. We test the theory of stochastic diffusion during a sawtooth instability regime
by following the movement of test particles, and show that the magnetic field lines’
stochasticity, because of the resulting electric field, is a necessary condition to fulfill in
order to reproduce the experimental results.
Keywords: Out-of-equilibrium, Dynamical systems, Plasma, Collective effects, Mag-
netic confinement
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Introduction
Ludwig Boltzmann e´crivait en 1903 dans son U¨ber die prinzipien der Mechanik que
“Le dieu par la graˆce duquel re`gnent les rois est la loi fondamentale de la me´canique” [1].
Partisan convaincu de la vision du monde selon De´mocrite, il s’oppose violemment aux
critiques des physiciens “e´nerge´tistes” et anti-atomistes de son temps tels que Georg
Helm, Wilhelm Ostwald, ou encore Marcellin Berthelot, qui voyaient a` travers les tra-
vaux de Maxwell, pourtant atomiste, l’illustration d’une nature continue de la matie`re.
Il faudra patienter deux ans apre`s la mort de Boltzmann, en 1908, pour que les travaux
the´oriques d’Einstein [2–4] soient confirme´s expe´rimentalement par Jean Perrin [5, 6],
mettant ainsi fin a` un sie`cle de de´bat sur la re´alite´ physique de l’atome, et permettant
finalement a` la the´orie cine´tique de Boltzmann de s’imposer. Outre la controverse au
sujet de l’hypothe`se atomistique sur laquelle s’appuie l’e´quation portant son nom, le
proble`me de l’e´mergence de l’irre´versibilite´ observe´e dans les syste`mes re´els a` partir
d’e´quations du mouvement invariantes par renversement du temps a donne´ lieu a` plus
de trente anne´es de de´bats virulents [7–11], et toujours d’actualite´ [12–14]. Tout ce
tumulte n’empeˆcha pas Gibbs de formuler en 1902 les bases de ce qui est aujourd’hui
la physique statistique moderne [15], justifiant pour la premie`re fois les lois macro-
scopiques de la thermodynamique classique a` partir de phe´nome`nes microscopiques.
Cette the´orie doit en fait son succe`s a` la simplification technique lie´e au changement
de paradigme qu’elle introduisit au de´but du XXe sie`cle. En effet, graˆce a` l’hypothe`se
ergodique, les calculs exacts de trajectoires, ge´ne´ralement infaisables, furent remplace´s
par un calcul ou` le temps n’intervenait plus.
L’e´quation de Boltzmann se retrouve aujourd’hui dans de nombreux domaines des
sciences, ayant comme points communs la participation d’un grand nombre d’objets
en interaction, et bien souvent, le fait de ne pas eˆtre force´ment a` l’e´quilibre thermo-
dynamique. Le traitement de tels syste`mes n’est alors plus du ressort de la physique
statistique d’e´quilibre, et il est ne´cessaire de faire appel a` d’autres proce´de´s afin de pre´-
dire leur comportement. Prenons par exemple une foule sur un trottoir. En-dec¸a` d’une
certaine densite´ critique de passants, ces derniers suivent leur trajectoire tout en s’e´vi-
tant les uns les autres, subissant c¸a` et la` quelques bousculades. Mais lorsque cette foule
se densifie (dans un couloir de me´tro par exemple), nous remarquons une structura-
tion spontane´e des passants, en deux files distinctes, une par sens de circulation. Est-il
possible de pre´dire la densite´ critique a` partir de laquelle a lieu cette re´organisation de
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l’espace ? Ou plus fondamentalement, quel processus fait que les passants s’organisent
spontane´ment de cette fac¸on ? A` plus grande e´chelle, que dire aussi du trafic routier,
des mouvements d’opinion, ou de tout autre phe´nome`ne pour lequel la dynamique
temporelle est intimement lie´e aux interactions entre particules e´le´mentaires ?
De tels phe´nome`nes collectifs, qu’ils soient observe´s pour des passants, des bancs de
poissons, ou encore de vols d’e´tourneaux, apparaissent aussi lors de l’e´tude de syste`mes
moins familiers, comme le mouvement d’e´toiles au sein de galaxies, ou d’e´lectrons dans
un tokamak. La description physique de ces phe´nome`nes peut parfois se faire graˆce a`
des mode`les tre`s simples, mais dont la re´solution comple`te de la dynamique se re´ve`le
malgre´ tout extreˆmement difficile. Les mode`les d’exclusion en sont d’ailleurs une tre`s
bonne illustration : certains d’entre eux [16–19] ayant e´te´ e´labore´s dans les anne´es
1980 ne commencent seulement a` eˆtre compris que maintenant, soit trente ans plus
tard [20–23].
Il est cependant possible de conserver une description riche des interactions entre
particules tout en s’affranchissant des difficulte´s techniques qui leur sont inhe´rentes.
Pour ce faire, on e´labore des mode`les dits de “champ moyen”. Ces derniers sont par-
ticulie`rement pertinents lorsqu’il s’agit d’e´tudier des syste`mes a` interaction a` longue
porte´e 1, et l’on peut souligner leur pre´sence dans des domaines varie´s comme la cosmo-
logie [24–28] ou l’e´tude des interactions laser-matie`re [29, 30]. D’un point de vue pra-
tique, l’aspect champ moyen simplifie les calculs statistiques d’e´quilibre en les rendant
bien souvent analytiques. Mais malgre´ leur simplicite´ formelle, ces mode`les pre´sentent
un e´ventail de comportements parfois difficilement explicables. Pour les syste`mes a` in-
teraction a` longue porte´e, citons par exemple l’ine´quivalence des ensembles statistiques
a` la limite thermodynamique [31–33]. La dynamique temporelle n’est pas en reste, les
syste`mes sans collisions pouvant rester pie´ge´s dans des e´tats dits quasistationnaires,
durant lesquels les observables d’inte´reˆt fluctuent temporellement autour de valeurs
moyennes diffe´rentes du re´sultat pre´dit par le calcul statistique.
L’e´tude de la relaxation de ces e´tats quasistationnaires vers l’e´quilibre thermody-
namique se retrouve aussi bien en chimie avec l’e´tude du transport dans les semi-
conducteurs [34], qu’en physique nucle´aire [35] ou encore en astrophysique [36]. L’im-
pact du nombre de degre´s de liberte´ des syste`mes conside´re´s influe d’ailleurs largement
sur la dure´e de vie de ces e´tats, au point d’en faire une question centrale. C’est dans ce
cadre que s’inscrit la premie`re partie de cette the`se, traitant d’un mode`le paradigma-
tique hamiltonien a` champ moyen. Au cours des quatre chapitres qui vont suivre, nous
exposerons diffe´rents proble`mes lie´s a` l’impact du nombre de particules du syste`me sur
les proprie´te´s temporelles de celui-ci.
Le premier chapitre vise a` fixer le contexte statistique et dynamique du mode`le
HMF. Apre`s avoir e´tabli ses proprie´te´s d’e´quilibre dans l’ensemble canonique, nous
e´tudions le lien avec la the´orie de Vlasov associe´e au mode`le, avant d’introduire et
analyser les conse´quences des fluctuations sur le syste`me.
Le second chapitre se focalise sur l’e´volution a` temps courts de conditions initiales de
type“faisceau froid”. Nous e´tudions d’abord deux cas particuliers simples, pour lesquels
la dynamique est exactement soluble a` nombre de particules N fini, avant de ge´ne´raliser
1. C’est-a`-dire que le potentiel d’interaction de´croit en 1/rα a` l’infini, ou` r est la distance entre
deux particules, et α < d la dimension d’espace.
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l’approche a` des configurations plus ge´ne´riques, toujours a` N fini. Nous reprenons
avantageusement le formalisme de Vlasov afin d’en de´duire l’expression asymptotique
de taux de croissance dans le cas ge´ne´ral, avant de finalement faire le lien avec le
phe´nome`ne de relaxation violente.
Le troisie`me chapitre s’inte´resse a` l’e´volution aux temps longs du mode`le HMF. Nous
introduisons les e´tats quasistationnaires (QSSs) et e´tablissons un crite`re dynamique
fiable permettant de les caracte´riser. Nous re´solvons ensuite le cas des QSSs proches
de l’e´quilibre graˆce a` une mode´lisation stochastique directe de l’aimantation.
Le quatrie`me chapitre poursuit le travail en s’inte´ressant a` l’interpre´tation d’un
point de vue de l’analyse fonctionnelle des e´tats QSS. Nous y attaquons un cas proble´-
matique de QSS, loin de l’e´quilibre, pour lequel le temps de vie pre´sente un compor-
tement singulier. Nous expliquons ce phe´nome`ne en nous basant sur une mode´lisation
stochastique des trajectoires des particules. Nous faisons enfin le lien avec les diffe´rents
travaux existants sur le sujet.
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Chapitre 1
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1.1 Syste`mes a` interactions a` longue porte´e
Nous vivons tous les jours, via la gravite´, l’expe´rience physique d’un syste`me a`
interaction a` longue porte´e. La de´finition de tels syste`mes repose sur la vitesse de
de´croissance a` l’infini du potentiel d’interaction a` deux corps qui leur est associe´. For-
mellement, soient deux objets vivant dans un espace me´trique de dimension d. Notons r
la distance entre ces deux objets. Si la de´croissance du potentiel a` l’infini ve´rifie
V (r) ∼
r→+∞
1
rα
, (1.1.1)
avec α < d, ce dernier est dit a` longue porte´e 1. A` trois dimensions, le potentiel gra-
vitationnel de´croˆıt en 1/r, tout comme le potentiel d’interaction e´lectrostatique. Ce
1. Cette condition traduit en fait l’inte´grabilite´ en dimension d du potentiel sur un espace dont les
dimensions tendent vers l’infini.
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sont donc des interactions a` longue porte´e. Lorsque le potentiel ve´rifie (1.1.1), mais
que α ≥ d, ce dernier est alors dit a` courte porte´e. Les interactions de Van Der Waals
tombent par exemple dans cette cate´gorie, ces dernie`res de´croissant a` l’infini en 1/r6.
Les potentiels d’interaction a` longue porte´e se retrouvent dans de nombreux do-
maines de la physique. En cosmologie par exemple, on note l’existence d’un mode`le
simple (Gravitational Sheet Model [37]) permettant d’e´tudier le comportement tempo-
rel d’amas d’e´toiles. La ge´ne´ralisation de l’e´quation de Poisson a` une dimension permet
d’e´crire un hamiltonien HGS dont vont de´river les e´quations du mouvement :
HGS =
N∑
i=1
p2i
2m
+ 2πGm2
∑
i>j
|xi − xj| . (1.1.2)
Les particules, au nombre de N , toutes de masse m, et repe´re´es par leurs positions xi,
e´voluent dans un espace unidimensionnel sous le potentiel, ici line´aire, de´rivant de
l’e´quation de Poisson sus-mentionne´e. Notons que par rapport a` la de´finition (1.1.1),
le potentiel d’interaction de´fini dans cet hamiltonien ve´rifie bien α = −1 < d = 1.
L’e´tude des proprie´te´s d’e´quilibre d’un tel syste`me a donne´ lieu a` une litte´rature abon-
dante, mais c’est surtout l’impact de la partie cine´tique du hamiltonien (1.1.2) sur la
dynamique temporelle qui passionne la communaute´. Malgre´ la simplicite´ apparente
du mode`le, ce dernier exhibe des proprie´te´s toutes particulie`res relatives a` sa relaxa-
tion vers l’e´quilibre thermodynamique, parmi lesquelles la divergence du temps de vie
d’e´tats dits quasistationnaires lorsque l’on augmente le nombre de particules en inter-
action [36–39].
On retrouve un hamiltonien du meˆme type en physique des plasmas [29, 30], ou
encore en me´canique des fluides [40–42]. Tous ces syste`mes hamiltoniens ont en com-
mun le fait de mettre en e´vidence une dynamique temporelle non triviale, dont les
liens avec la physique statistique d’e´quilibre ne sont pas encore totalement re´solus a` ce
jour. Dans l’optique de comprendre un peu mieux la phe´nome´nologie de ces syste`mes
a` longue porte´e, nous allons par la suite nous placer en conditions limites pe´riodiques
et e´tudier le cas particulier du mode`le HMF, pour Hamiltonian Mean Field. Il s’agit
d’un syste`me unidimensionnel a` N particules tout a` fait ge´ne´rique, mais ou` l’on a de´-
veloppe´ le potentiel d’interaction en se´rie de Fourier avant de le tronquer au premier
mode, correspondant a` la composante de Fourier “longue-porte´e” du potentiel choisi.
Ce mode`le pre´sente l’avantage d’eˆtre a` champ moyen, ce qui nous permettra d’e´tablir
exactement ses proprie´te´s statistiques d’e´quilibre. De surcroˆıt, l’imple´mentation nume´-
rique de sa dynamique temporelle se re´ve`le peu couˆteuse. En de´pit de sa simplicite´,
nous verrons que ce mode`le pre´sente des proprie´te´s de relaxation temporelle rappelant
celles de syste`mes plus complexes.
1.2 Approche champ moyen
Conside´rons N particules sur le tore SNL × RN e´voluant selon la dynamique hamil-
tonienne suivante :
HLR =
N∑
i=1
pi
2
2
+
1
2N
s∑
n=1
N∑
i,j=1
Vn cos [kn(qj − qi)] , (1.2.1)
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ou` qi ∈ SL repre´sente la position de la particule i sur le cercle SL ≡ R/L, et pi son mo-
ment conjugue´. Comme expose´ pre´ce´demment, la partie potentielle de ce hamiltonien
fait intervenir un de´veloppement de Fourier tronque´ a` l’ordre s d’un potentiel pair,
agissant sur toutes les particules. Notons la pre´sence du pre´facteur 1/N assurant l’ad-
ditivite´ de l’e´nergie (prescription de Kac [43]). Nous avons de plus de´fini les nombres
d’onde kn = 2πn/L pour 1 ≤ n ≤ s.
Lorsque Vn ∝ n−2, notre hamiltonien (1.2.1) correspond a` la troncature a` grande
e´chelle du potentiel newtonien unidimensionnel aux conditions limites pe´riodiques, ce
qui de´crit au choix l’interaction gravitationnelle ou Coulombienne, suivant le signe
choisi devant le terme de potentiel. De´finissons l’ensemble de champs moyens {Mn}
comme
Mn =
1
N
N∑
j=1
{cos(knqj), sin(knqj)} =Mn{cosφn, sinφn}. (1.2.2)
Les e´quations du mouvement associe´es au Hamiltonien (1.2.1) sont donne´es par
dqi
dt
=
∂HLR
∂pi
et
dpi
dt
= −∂HLR
∂qi
. (1.2.3)
Ces relations permettent alors d’e´crire simplement l’e´quation du mouvement de chaque
particule en fonction de ces champs moyens.
q¨i +
s∑
n=1
knVnMn sin(knqi − φn) = 0. (1.2.4)
C’est ainsi que nous observons l’apparition d’une relation d’autocohe´rence implicite.
En effet, le mouvement de particules conditionne les champs moyens, qui a` leur tour
interviennent dans l’e´quation du mouvement de ces dernie`res. La trajectoire de chaque
particule est ainsi globalement couple´e au syste`me complet via l’ensemble {Mn, φn}.
1.3 Proprie´te´s d’e´quilibre
1.3.1 Point de vue statistique
Un des avantages de cette classe de mode`les est que leur fonction de partition se
calcule exactement. Particularisons le cas s = 1, avec L = 2π et k1 = 1. Ceci corres-
pond a` ne garder que la composante de plus grande pe´riode dans la partie potentielle
de (1.2.1). Plac¸ons-nous aussi dans le cas d’un potentiel attractif. Le hamiltonien que
nous conside´rons dans toute la suite est alors donne´ par
H =
N∑
i=1
pi
2
2
+
1
2N
N∑
i=1
N∑
j=1
[1− cos (qi − qj)] . (1.3.1)
C’est ce mode`le que nous appellerons par la suite “HMF”, pour Hamiltonian Mean
Field. L’unique champ moyen M = (Mx,My) s’y rapportant s’apparente alors a` l’ai-
mantation moyenne du mode`le XY [44, 45] :
Mx =
1
N
N∑
i=1
cos qi et My =
1
N
N∑
i=1
sin qi, (1.3.2)
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M
φ
Figure 1.1 – Repre´sentation du mode`le HMF sur le cercle unite´ (L = 2π). Chaque
cercle rouge correspond a` une particule. L’aimantationM et la phase φ sont e´galement
repre´sente´s.
ce qui peut se re´e´crire comme M = (M cosφ,M sinφ), ou` φ est l’angle que fait ce
vecteur avec la direction de re´fe´rence choisie pour les angles. L’e´quation (1.3.1) prend
alors la forme plus compacte
H =
N∑
i=1
pi
2
2
+
1
2
(
1−M2) . (1.3.3)
Un exemple de configuration est fourni par la figure 1.1. Cet hamiltonien particulier
a de plus l’avantage de ge´ne´rer des trajectoires issues d’e´quations simples. En effet, le
mouvement de chaque particule est de´crit par
q¨k +
1
N
N∑
i=1
sin (qk − qi) = 0, (1.3.4)
e´quation qui, une fois exprime´e en fonction de l’unique champ moyen M , se re´duit a`
q¨k +M(t) sin(qk − φ(t)) = 0, (1.3.5)
ce qui n’est rien d’autre que l’e´quation d’un pendule dont la pulsation propre de´pend
de fac¸on autocohe´rente de la position de l’ensemble des particules. Dans la litte´rature,
ce genre de mode`le est commune´ment appele´ mode`le a` “1.5” degre´s de liberte´ 2.
Malgre´ le caracte`re “longue-porte´e” du mode`le HMF, il a e´te´ montre´ que les en-
sembles statistiques e´taient e´quivalents a` la limite thermodynamique [46]. Ainsi, bien
que la dynamique du syste`me se fasse par de´finition a` e´nergie constante, ce n’est pas
2. Cette de´nomination traduit le fait d’avoir une seule e´quation du mouvement pour toutes les
particules, mais dont les parame`tres de´pendent tout de meˆme du temps.
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l’ensemble microcanonique que nous choisissons pour mener l’e´tude statistique d’e´qui-
libre, mais l’ensemble canonique, ce dernier e´tant nettement plus adapte´ aux calculs
analytiques. La fonction de partition Z dans cet ensemble s’e´crit
Z =
∫
dNq dNp exp
[
− βH (q,p)
]
. (1.3.6)
La partie cine´tique s’inte`gre trivialement, tandis qu’il reste a` e´valuer l’inte´grale “angu-
laire” sur {qi}, que nous notons ZXY en raison du mode`le hamiltonien e´ponyme qu’elle
de´crit. A` une constante multiplicative pre`s, il de´coule de (1.3.1) que
ZXY =
∫
SN2pi
N∏
ℓ=1
dqℓ e
β
2N


(
N∑
i=1
cos qi
)2
+
(
N∑
i=1
sin qi
)2
. (1.3.7)
Graˆce a` la transformation dite de “Hubbard-Stratonovich”, nous obtenons
ZXY =
∫
SN2pi
N∏
ℓ=1
dqℓ
1
π
∫
R2
e−u
2+
√
2βNu·M({qi})d2u. (1.3.8)
Soit, apre`s inversion des inte´grales et en de´veloppant le produit scalaire u ·M,
ZXY = 1
π
∫
R2
e−u
2
[
I0
(√
2β
N
‖u‖
)]N
d2u, (1.3.9)
ou` I0 est la fonction de Bessel modifie´e d’ordre ze´ro, de´finie par
I0(z) =
∫ 2π
0
ez cos qdq. (1.3.10)
Finalement, la fonction de partition totale s’e´crit
Z = e−βN/2
(
2π
β
)N/2
N
2πβ
∫
R2
e−Nψ(v)d2v, (1.3.11)
ou` nous avons pose´ v =
√
2β/Nu et ou` la fonction ψ est de´finie par
ψ(v) =
v2
2β
− log I0(v). (1.3.12)
La ge´ne´ralisation a` d’autres troncatures du potentiel ne pose pas de proble`me technique
supple´mentaire. Prenons un hamiltonien plus ge´ne´ral,
HLR =
N∑
i=1
pi
2
2
+
1
2N
s∑
n=1
N∑
i,j=1
Vn cos [kn(qj − qi)] , (1.3.13)
nous obtenons alors la fonction de partition canonique
ZLR = e−βN/2
(
2π
β
)N/2
N s
(2πβ)s
s∏
n=1
∫
R2
1
Vn
e−Nψn(v)d2v, (1.3.14)
13
CHAPITRE 1. UN PREMIER REGARD SUR LE MODE`LE HMF
ou` nous avons de´fini, de la meˆme fac¸on que (1.3.12)
ψn(v) =
v2
2βVn
− log I0(v). (1.3.15)
Dans l’ensemble canonique, l’obtention des proprie´te´s d’e´quilibre de ces mode`les
s’ope`re en minimisant l’e´nergie libre du syste`me f , dont l’expression est donne´e par
f = lim
N→∞
− 1
βN
logZ. (1.3.16)
Pour le mode`le HMF, en injectant (1.3.11) dans (1.3.16), on trouve dans la limite
N →∞,
f = f0 − lim
N→∞
1
βN
log
(
e−Nψ(v
∗)
)
, (1.3.17)
ou` la quantite´ v∗ minimise ψ, c’est-a`-dire,
v∗
β
=
I1(v
∗)
I0(v∗)
. (1.3.18)
L’e´nergie interne par particule s’e´crit alors
ε =
∂(βf)
∂β
=
1
2β
+
1
2
− v
∗(β)2
2β2
. (1.3.19)
En identifiant avec l’expression (1.3.3), nous obtenons, graˆce a` (1.3.18),
M =
I1(βM)
I0(βM)
. (1.3.20)
Un calcul direct utilisant le champ conjugue´ est pre´sente´ en re´fe´rence [45]. Ainsi, l’ai-
mantation et v∗ sont lie´s par la relation
〈M〉c =
v∗
β
. (1.3.21)
A` tempe´rature fixe´e 1/β, l’aimantation d’e´quilibre est donc donne´e par cette relation
d’autocohe´rence, fixant ainsi l’e´nergie moyenne par particule via la relation
ε =
H
N
=
1
2β
+
1
2
(
1− 〈M〉2c
)
. (1.3.22)
En e´liminant nume´riquement β entre les e´quations (1.3.20) et (1.3.22) nous obtenons
le diagramme de phase repre´sente´ en figure 1.2. Le calcul microcanonique, qui fournit
comme nous l’avons dit, le meˆme re´sultat, peut eˆtre trouve´ en re´fe´rence [46].
De plus, dans la limite N → ∞, l’ensemble canonique pre´dit, a` β fixe´, que les
particules se re´partissent en moyenne suivant (aux facteurs de normalisation pre`s)
fGB ∝ exp
[
−β
(
p2
2
−M cos(q − φ)
)]
. (1.3.23)
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Figure 1.2 – Diagramme de phase du mode`le HMF. La transition de phase est du
second ordre, et a lieu pour εc = 3/4.
Attention cependant de ne pas tomber dans l’e´cueil de penser que cette distribution
repre´sente l’e´tat “final” attendu d’une seule re´alisation temporelle du HMF. Il s’agit en
re´alite´ d’une distribution moyenne´e sur un ensemble de re´alisations en contact avec un
thermostat fixant la quantite´ β. Le lien avec des simulations nume´riques microcano-
niques se re´interpre`te donc de la fac¸on suivante : nous fixons l’e´nergie ε, ce qui de´finit
l’aimantation M d’e´quilibre de fac¸on univoque, c’est-a`-dire l’aimantation moyenne at-
tendue de la part d’un ensemble de re´alisations isoe´nerge´tiques du HMF, et ce, inde´-
pendamment du temps. Nous observerons toutefois que les re´alisations temporelles du
HMF finissent par “converger” vers une telle distribution de particules, mais ceci est duˆ
uniquement au fait que cette distribution est une solution stationnaire de l’e´quation de
Vlasov, que nous pre´senterons un peu plus tard (voir section 1.4).
1.3.2 Hamiltonien a` une particule
Nous allons dans ce paragraphe nous inte´resser a` la topologie des trajectoires lorsque
le syste`me est de´crit par la distribution (1.3.23). Revenons un instant aux e´quations du
mouvement (1.2.3). Supposons que le nombre de particules N est infini, et admettons
pour l’instant que dans ce cas, la distribution dans l’espace des phases a` une parti-
cule S2π × R est stationnaire. Ceci a pour conse´quence d’exempter les quantite´s M
et φ de toute fluctuation temporelle. L’e´nergie par particule dont de´rive l’e´quation du
mouvement (1.3.5) s’e´crit
h(q, p) =
p2
2
−M cos (q − φ) , (1.3.24)
et le syste`me est alors compose´ d’une infinite´ de particules totalement de´couple´es.
Remarquons tout d’abord que h ≥ −M cos(q − φ). Ainsi, le domaine spatial acces-
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sible une particule est de´termine´ par l’ine´galite´
cos(q − φ) ≥ − h
M
. (1.3.25)
Apre`s avoir remarque´ que l’e´nergie est minore´e par −M , nous pouvons de´finir deux
zones supple´mentaires dans l’espace des phases a` une particule du syste`me. Lorsque
h ≤ M , la position q est alors borne´e par ± arccos(−h/M). Ces trajectoires seront
appele´es “librations” par la suite, et correspondent a` de simples oscillations autour de
la position φ. Si l’e´nergie de la particule est choisie au-dela` du seuil h = M , alors qk
peut prendre n’importe quelle valeur sur S2π, et nous sommes dans le cas de ce que
nous appellerons “rotations”, traduisant la rotation unidirectionnelle sur le cercle de la
particule. La limite“topologique”entre les mouvements de libration et de rotation va se
Figure 1.3 – Trace´ d’orbites dans l’espace des phases a` une particule. L’e´chelle de
couleurs repre´sente l’e´nergie, tandis que la se´paratrice est repre´sente´e en blanc.
re´ve´ler eˆtre une notion clef pour l’e´tude des e´tats quasistationnaires du mode`le HMF.
Cette frontie`re dans l’espace des phases est de´signe´e dans la litte´rature par la notion
de se´paratrice, et est repre´sente´e par la courbe blanche sur la figure 1.3. Son e´quation
dans S2π × R s’obtient facilement en e´tudiant le cas limite h = M . Nous en obtenons
deux, dont les e´quations dans l’espace des phases a` une particule s’e´crivent
p∗ = ±2
√
M cos
(
q∗ − φ
2
)
. (1.3.26)
Dans tout ce qui suit, nous dirons que les particules a` l’inte´rieur du domaine de´-
fini par les se´paratrices sont “pie´ge´es”. Ainsi, la valeur du champ moyen M de´finit la
largeur δ de la zone de particules pie´ge´es, celle-ci pouvant eˆtre re´duite a` ne´ant au-dela`
de la transition de phase du mode`le, les particules se mouvant alors inde´finiment le
long du cercle S2π avec une vitesse constante. L’e´quation (1.3.26) fournit d’ailleurs
imme´diatement
δ = 4
√
M. (1.3.27)
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1.3.3 Variables action-angle
Pour le proble`me des N pendules de´couple´s, l’aspect inte´grable des e´quations du
mouvement se preˆte bien a` une transformation canonique vers des variables action-
angle.
J =
1
2π
∮
pdq, (1.3.28)
ou` nous pouvons remplacer p par ±√2(h+M cos q). L’expression sous le radical ne
s’annule jamais lorsque h > M , et l’inte´grale ferme´e (1.3.28) s’effectue de −π a` π.
Lorsque l’on inte`gre des orbites incluses dans la se´paratrice, q est alors borne´ par
± arccos(−h/M). L’action de la se´paratrice J∗ prend de plus une forme tre`s simple,
J∗ =
8
√
M
π
. (1.3.29)
Nous obtenons finalement
J(h)
J∗
=
{
E (k)− (1− k2)K (k) si h ≤M,
kE (k−1) sinon,
(1.3.30)
ou` k =
√
1/2 + h/(2M), et ou` K and E repre´sentent les inte´grales elliptiques comple`tes
de Legendre de premie`re et seconde espe`ce, respectivement. Il est inte´ressant de calculer
la pulsation des oscillations. On a
ω(k) =
dh
dJ
=
(
dJ
dh
)−1
,
ce qui donne, respectivement a` l’inte´rieur et a` l’exte´rieur de la se´paratrice,
ωin(k) =
π
√
M
2K(k)
, et ωout(k) =
πk
√
M
K(1/k)
, (1.3.31)
Nous avons a` pre´sent la caracte´risation comple`te du syste`me tel qu’il devrait se
trouver lors de l’e´quilibre, a` la limite thermodynamique. Cependant, la dynamique
d’e´volution du syste`me a` partir d’une condition initiale quelconque, et qui plus est a`
nombre de particules fini (N <∞) reste a` e´tudier. La relation d’autocohe´rence (1.3.2)
impose´e a` l’aimantation rend toute inte´gration directe des e´quations du mouvement
impossible, et nous devons alors contourner le proble`me en de´crivant l’e´volution tem-
porelle du HMF graˆce a` d’autres outils. Nous pre´sentons dans la suite le formalisme
de Vlasov, qui permet d’obtenir des informations supple´mentaires sur le comportement
temporel du syste`me en tant que proble`me aux valeurs initiales.
1.4 The´orie de Vlasov associe´e
1.4.1 E´quation de Vlasov
Afin d’appre´hender l’e´volution des N particules du mode`le HMF dans sa globalite´,
il est possible de se tourner vers une description continue base´e sur la distribution de
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particules dans l’espace des phases : il s’agit de l’e´quation de Vlasov. Il y a plusieurs
fac¸ons tout a` fait e´quivalentes de l’e´tablir, et nous exposons ici son obtention a` partir
de l’e´quation de Klimontovich, qui de´crit, quant a` elle, de fac¸on exacte (mais formelle),
l’e´volution de la distribution de particules.
Partons de la distribution a` N fini de particules que nous notons fd(q, p, t). Ainsi,
fd(q, p, t) =
1
N
N∑
i=1
δ (q − qi(t)) δ (p− pi(t)) . (1.4.1)
De´rivons cette e´quation par rapport au temps :
∂fd
∂t
=
1
N
N∑
i=1
{
− pi [∂qδ(q − qi)] δ(p− pi) (1.4.2)
− p˙i [∂pδ(p− pi)] δ(q − qi)
}
. (1.4.3)
L’acce´le´ration de chaque particule p˙i peut eˆtre calcule´e graˆce aux e´quations de Hamil-
ton, ce qui fournit
p˙i = −
N∑
k=1
sin (qk − qi) = −
∫ π
−π
sin(qi − q′)
∫ +∞
−∞
fd(q
′, p′, t)dq′dp′ (1.4.4)
Or piδ(p− pi) = pδ(p− pi), et l’e´quation d’e´volution de fd s’e´crit alors
∂fd
∂t
+ p
∂fd
∂q
+ E(q, t)
∂fd
∂p
= 0, (1.4.5)
ou` le champ de force E(q, t) est de´fini par
E(q, t) =
∫ π
−π
sin (q′ − q)
∫
R
fd(q
′, p, t)dpdq′. (1.4.6)
L’e´quation (1.4.5) est pour le moment exacte, et s’appelle l’e´quation de Klimontovich.
Cependant, son utilisation pratique reste tre`s limite´e dans le sens ou` sa re´solution
ne´cessite l’inte´gration exacte du mouvement de chaque particule, ce qui est pre´cise´ment
ce que l’on cherche a` e´viter. Nous allons donc e´tablir une autre e´quation, cette fois-
ci seulement approche´e, a` partir de l’e´quation de Klimontovich, de la dynamique du
mouvement dans la limite N →∞.
Nous pouvons alors de´finir la distribution f0 comme une moyenne d’ensemble de
fd sur un ensemble de conditions initiales (a` t = 0) e´chantillonne´es sur la distribution
(continue) fin(q
0, p0) :
f0(q, p, t) = 〈fd〉IC =
∫ ∏
i
dq0i dp
0
i fin(q
0
i , p
0
i )fd(q, p, t). (1.4.7)
Re´e´crivons a` pre´sent la distribution discre`te en utilisant avantageusement son homo-
logue continue
fd(q, p, t) = f0(q, p, t) +
1√
N
δf(q, p, t), (1.4.8)
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ou` nous avons explicitement fait apparaˆıtre le facteur 1/
√
N devant la correction δf ,
provenant de l’application du the´ore`me central limite sur la diffe´rence fd − f0, quan-
tifiant l’erreur faite lors de l’e´chantillonnage de fin par une distribution discre`te a` N
Diracs (bidimensionnels). Toujours en vertu de ce meˆme the´ore`me, la moyenne d’en-
semble sur les conditions initiales de la correction δf vaut ze´ro, et de fait, nous obtenons
∂f0
∂t
+ p
∂f0
∂q
+ E0(q, t)
∂f0
∂p
= − 1
N
〈
δE(q, t)
∂δf
∂p
〉
IC
. (1.4.9)
Ainsi, nous en de´duisons l’e´quation de Vlasov, valide dans la limite N →∞,
∂f
∂t
+ p
∂f
∂q
+ E(q, t)
∂f
∂p
= 0, (1.4.10)
ou` les indices “0” correspondant a` la distribution continue ont e´te´ omis par souci de
clarte´. L’e´quation de Vlasov prend exactement la meˆme forme que celle de Klimon-
tovich, a` la diffe´rence pre`s que les effets de N fini ont totalement e´te´ supprime´s, au
profit d’une description fluide. Cette approche permet une e´tude simplifie´e de la sta-
bilite´ de certaines distributions d’espace des phases. Nous verrons que l’e´quation de
Vlasov (1.4.10) admet une infinite´ de solutions stationnaires ne correspondant pas a`
l’e´quilibre thermodynamique tel qu’attendu.
1.4.2 Solutions stationnaires et stabilite´ line´aire
Notons tout d’abord que l’e´quation de Vlasov (1.4.10) permet de retrouver l’e´qui-
libre thermodynamique pre´dit par l’e´quation (1.3.23). En effet, cherchons une solution
stationnaire factorisable sous la forme fst(q, p) = f˜(p)g(q), chaque facteur e´tant sup-
pose´ normalise´. Nous trouvons alors,
1
E(q)
g′(q)
g(q)
= − f˜
′(p)
f˜(p)
= κ, (1.4.11)
ou` κ est une constante. Explicitons le champ de force E(q) (qui ne de´pend plus du
temps) comme
E(q) =
∫ π
−π
sin (q′ − q)
∫
R
f˜(p)g(q′)dpdq′ (1.4.12)
=
∫ π
−π
sin (q′ − q) g(q′)dq′ (1.4.13)
= My cos q −Mx sin q, (1.4.14)
en utilisant la de´finition deMx etMy fournie par l’e´quation (1.3.2). L’e´quation (1.4.11)
fournit alors
f˜ ′(p) = −κpf˜(p), (1.4.15)
g′(q) = κ (My cos q −Mx sin q) g(q). (1.4.16)
19
CHAPITRE 1. UN PREMIER REGARD SUR LE MODE`LE HMF
Ces deux e´quations diffe´rentielles ordinaires s’inte`grent simplement et nous retrouvons
bien, apre`s avoir utilise´ la contrainte de l’e´nergie (1.3.22)
fst(q, p) ∝ e−βp2/2e−βM cos(q−φ). (1.4.17)
De plus, comme l’ont fait remarquer les auteurs de la re´fe´rence [47], l’e´quation sur
g (1.4.16) redonne l’e´quation d’autocohe´rence surM pre´dite par la physique statistique.
En effet,
Mx =
∫ π
−π
g(q) cos qdq = cosφ
I1(βM)
I0(βM)
, (1.4.18)
My =
∫ π
−π
g(q) sin qdq = sinφ
I1(βM)
I0(βM)
, (1.4.19)
ce qui est e´quivalent a` la relation (1.3.20). L’e´quilibre stationnaire ainsi obtenu co¨ın-
cide donc parfaitement avec l’e´quilibre thermodynamique. De plus, cette solution est
l’unique solution en variables se´pare´es de l’e´quation de Vlasov.
Nous souhaitions plus haut e´tudier le comportement temporel du mode`le HMF en
tant que proble`me aux conditions initiales. L’e´quation de Vlasov reste extreˆmement
difficile a` inte´grer, mais il nous est toutefois possible de mener analytiquement l’e´tude
de stabilite´ line´aire de solutions stationnaires dites homoge`nes, c’est-a`-dire des solu-
tions ve´rifiant une re´partition uniforme des particules sur le cercle. Dans ce cas, les
de´rive´es spatiales s’annulent, tout comme l’aimantation M 3. Notons une telle solution
f∗. Remarquons alors que E(q, t) s’annule. En effet,
E(q, t) =
∫ π
−π
sin (q′ − q)
∫
R
f∗(p)dpdq′ = 0 (1.4.20)
L’e´quation de Vlasov (1.4.10) nous donne alors
∂f∗
∂t
= 0, (1.4.21)
et cette solution est donc stationnaire. Nous allons naturellement e´tudier la stabilite´
line´aire de celle-ci. En notant δf et δE les e´carts au premier ordre a` f ∗ et E respecti-
vement, l’e´quation de Vlasov line´arise´e fournit
∂δf
∂t
+ p
∂δf
∂q
+ δE
∂f∗
∂p
= 0. (1.4.22)
La me´thode standard consiste a` rechercher la solution au premier ordre des perturba-
tions en ondes planes sous la forme
δf(q, p, t) = fˆ(p)ei(kq−ωt) (1.4.23)
δE(q, t) = Eˆei(kq−ωt). (1.4.24)
3. L’annulation de l’aimantation ne correspond toutefois pas force´ment a` une distribution angulaire
homoge`ne.
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En injectant ces deux relations dans (1.4.22), nous obtenons
−iωfˆ(p) + ipkfˆ(p) + Eˆf ′∗(p) = 0. (1.4.25)
Ainsi,
fˆ(p) =
iEˆ
pk − ωf
′
∗(p). (1.4.26)
Remplac¸ons cette expression dans la re´ponse du champ de force δE. Il vient
δE =
∫ π
−π
sin (q′ − q)
∫
R
if ′∗(p)
pk − ωEˆe
i(kq′−ωt)dpdq′. (1.4.27)
L’inte´grale sur la position se fait aise´ment et s’annule tout le temps sauf si k = ±1.
Nous obtenons donc 4
Eˆei(kq−ωt) = −πeiq (δk,1 + δk,−1)
∫
R
f ′∗(p)
pk − ωEˆe
−iωtdp. (1.4.28)
Ainsi, pour k = ±1, ω ve´rifie la relation de dispersion
1 + π
∫
R
±f ′∗(p)
±p− ωdp = 0, (1.4.29)
ce qui garantit Eˆ 6= 0 et l’existence d’une solution au premier ordre. Remarquons que
les solutions ω ∈ R correspondent a` des oscillations pures sans amortissement, tandis
que des valeurs complexes ω ∈ C, sont associe´es a` un comportement instable pour
ℑ(ω) > 0, et stable sinon. En simplifiant les signes, il vient
1 + π
∫
R
f ′∗(p)
p∓ ωdp = 0. (1.4.30)
Utilisons a` pre´sent la formule de Plemelj afin de re´gulariser l’inte´grale apparaissant
dans cette formule. En notant P la valeur principale de Cauchy, nous avons alors, pour
k = +1,
lim
ε→0+
∫
R
f ′∗(p)
p− (ω + iε)dp = P
∫ +∞
−∞
f ′∗(p)
p− ωdp+ iπf
′
∗(ω), (1.4.31)
La relation (1.4.30) fournit donc
1 + πP
∫ +∞
−∞
f ′∗(p)
p− ωdp+ iπ
2f ′∗(ω) = 0. (1.4.32)
Remarquons tout d’abord que les fre´quences re´elles imposent l’annulation de f ′∗(ω). Par
application du the´ore`me de Nyquist, dans le cas ou` f∗(p) admet un unique maximum
en p = 0, la frontie`re de stabilite´ est finalement donne´e par ω = 0, soit
1 + πP
∫ +∞
−∞
f ′∗(p)
p
dp = 0. (1.4.33)
4. La distribution f∗ est normalise´e a` 1 sur S2π × R.
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Cette condition est relativement permissive, et il est donc possible de trouver une
infinite´ de solutions stationnaires line´airement stables. Remarquons que pour une dis-
tribution gaussienne dans l’espace des vitesses, telle que
f∗(p) =
1
2π
√
β
2π
exp
(
−βp
2
2
)
, (1.4.34)
la frontie`re de stabilite´ donne´e par l’e´quation (1.4.32) fournit βc = 2, ce qui, en vertu de
la relation (1.3.22), correspond a` une e´nergie critique εc = 3/4. On retrouve la` l’e´nergie
critique de transition de phase du syste`me.
En pratique, les simulations nume´riques a` N fini montrent une relaxation vers
l’e´quilibre du syste`me, meˆme en partant de conditions initiales Vlasov-stables. Nous
allons, dans les paragraphes qui suivent, esquisser l’impact et l’importance du nombre
de particules du syste`me sur la dynamique de celui-ci.
1.5 Effets de N fini
1.5.1 Limite de validite´ de l’e´quation de Vlasov
Afin de de´terminer les e´chelles temporelles lie´es au nombre de particules en jeu,
reprenons l’e´quation (1.4.9). Son membre de droite nous indique que le temps caracte´-
ristique de relaxation est de l’ordre de N , et l’on s’attend a` ce que l’e´quation de Vlasov
soit valide sur des dure´es proportionnelles au nombre de particules.
La pertinence de l’e´tude line´aire de l’e´quation de Vlasov se limite cependant a` des
temps plus courts. En effet, reprenons l’e´quation de Klimontovich (1.4.5) et inse´rons
de nouveau le de´veloppement (1.4.8). Il vient
∂f0
∂t
+ p
∂f0
∂q
+ E(q, t)
∂f0
∂q
= − 1
N
δE(q, t)
∂δf
∂p
− 1√
N
[
∂δf
∂t
+ p
∂δf
∂q
+ E0
∂δf
∂p
+ δE
∂f0
∂p
]
. (1.5.1)
En soustrayant cette e´quation a` sa moyenne sur les conditions initiales (donne´e par
l’e´quation (1.4.9)) et en simplifiant par
√
N , il reste
∂δf
∂t
+ p
∂δf
∂q
+ E0
∂δf
∂p
+ δE
∂f0
∂p
=
1√
N
[〈
δE
∂δf
∂p
〉
− δE∂δf
∂p
]
. (1.5.2)
Le second membre de cette e´quation fait intervenir les fluctuations de N fini de fac¸on
quadratique. Aussi, pour des temps infe´rieurs a`
√
N , il est raisonnable de le ne´gliger.
De plus, dans le cas ou` f0 est angulairement homoge`ne, E0 = 0 et nous retrouvons alors
l’e´quation de Vlasov line´arise´e (1.4.22). En re´sume´, nous obtenons l’ordering suivant :
l’e´quation de Vlasov (1.4.10) est valide pour des temps proportionnels a` N , tandis que
sa version line´arise´e perd potentiellement sa validite´ au bout d’un temps proportionnel
a`
√
N .
Par conse´quent, le comportement temporel du mode`le HMF est extreˆmement sen-
sible a` la condition initiale. Pour une meˆme e´nergie, la distribution initiale peut eˆtre
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instable et donner lieu a` un phe´nome`ne de relaxation violente (voir Chapitre 2), ou au
contraire eˆtre Vlasov-stable et perdurer pendant des temps croissant avec le nombre de
particules. Il est d’ailleurs possible de montrer que dans le cas d’une distribution an-
gulairement homoge`ne, le temps de relaxation croˆıt strictement plus vite que N . Pour
ce faire, remarquons que dans le cas homoge`ne, l’e´quation de Klimontovich moyen-
ne´e (1.4.9) s’e´crit simplement
∂f0
∂t
= − 1
N
〈
δE
∂δf
∂p
〉
. (1.5.3)
La me´thode standard pour re´soudre cette e´quation consiste a` effectuer une transfor-
mation de Fourier-Laplace (Fourier en position, et Laplace en temps), bien adapte´e
a` la re´solution des proble`mes aux conditions initiales. Le calcul se re´ve`le eˆtre long et
fastidieux, mais fournit un re´sultat exact. A` une dimension, la distribution f0 posse`de
la proprie´te´ inte´ressante d’eˆtre stationnaire a` l’ordre 1 en 1/N [46, 48] :
∂f0
∂t
= o
(
1
N
)
. (1.5.4)
La validite´ de l’e´quation de Klimontovich moyenne´e est donc prouve´e pour des temps
plus longs qu’initialement attendu. Typiquement, le temps de relaxation d’une telle
solution f0 pourrait s’e´crire sous la forme τ ∼ N δ, avec δ > 1. Ceci est en accord avec
le fameux cas “1.7”, ou` une distribution initiale homoge`ne en impulsion et en position
donne lieu a` une relaxation vers l’e´quilibre sur des temps proportionnels a` N1.7 [49, 50].
Bien que la physique statistique d’e´quilibre du mode`le HMF soit exactement so-
luble, nous sommes la` face a` une situation particulie`re, ou` les limites temporelles et
thermodynamiques ne commutent en ge´ne´ral pas. En effet, a` partir d’une distribution
de particules initiale diffe´rente de l’e´quilibre, nous avons par exemple pour l’aimanta-
tion M l’ine´galite´
lim
t→∞
lim
N→∞
M(t) 6= lim
N→∞
lim
t→∞
M(t). (1.5.5)
Ceci a en particulier comme conse´quence d’invalider l’hypothe`se ergodique. Nous re-
viendrons plus en de´tail la`-dessus au Chapitre 4.
1.5.2 Etude des fluctuations d’ensemble
Nous nous proposons dans ce paragraphe de calculer les fluctuations d’aimantation
dans l’ensemble microcanonique, dans l’ide´e d’obtenir une estimation des fluctuations
temporelles durant les re´alisations du syste`me sous l’hypothe`se d’ergodicite´.
Contrairement au calcul microcanonique direct, le calcul dans l’ensemble canonique
est beaucoup plus simple. Posons 〈δ2M〉c = 〈M2〉c−〈M〉2c, et commenc¸ons par calculer〈
M2
〉
c
= lim
N→∞
1
Z
∫
(S2pi×R)N
M2
[{qℓ}]exp[− βH (q,p) ]dNq dNp.
Graˆce a` la fonction de partition du mode`le XY (1.3.7), ceci se re´e´crit
〈
M2
〉
c
=
2
N
∂
∂β
logZXY. (1.5.6)
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Or nous savons d’apre`s (1.3.9) que
ZXY = N
β
∫ ∞
0
v e−Nψ(v)dv. (1.5.7)
Plac¸ons-nous d’abord dans le cas β > βc, c’est-a`-dire en dessous de l’e´nergie de transi-
tion de phase, qui s’effectue pour ε = εc. Dans la limite N →∞, la me´thode du point
col fournit
〈
M2
〉
c
=
2
N
∂
∂β
log
[
Nv∗
β
√
2π
N |ψ′′(v∗)|e
−Nψ(v∗)
]
+O
(
1
N2
)
, (1.5.8)
avec v∗ minimisant ψ, c’est-a`-dire ve´rifiant (1.3.18). Apre`s quelques calculs,
〈
M2
〉
c
= −2βdψ(v
∗(β), β)
dβ
+O
(
1
N
)
,
ou` nous avons fait apparaˆıtre explicitement la de´pendance en β de la valeur de v∗.
Notons que ce re´sultat est exact a` l’ordre N−1 pre`s seulement, contrairement a` l’e´qua-
tion (1.5.8) qui est exacte a` N−2 pre`s. Nous avons alors
〈
M2
〉
c
+O
(
1
N
)
= −2dv
∗
dβ
v∗
β
+
v∗2
β2
+ 2
dv∗
dβ
I1(v
∗)
I0(v∗)
= −2dv
∗
dβ
v∗
β
+
v∗2
β2
+ 2
dv∗
dβ
v∗
β
=
v∗2
β2
E´tant donne´ que 〈M〉c = v∗/β, nous en de´duisons que
〈
δ2M
〉
c
= O
(
1
N
)
. (1.5.9)
A` la limite thermodynamique N →∞, pour des e´nergies infe´rieures a` l’e´nergie critique
de transition de phase εc, la susceptibilite´ magne´tique du HMF est identiquement
nulle. Lorsque l’aimantation d’e´quilibre est d’ordre N−1, c’est-a`-dire lorsque l’e´nergie
est proche ou supe´rieure a` εc, nous trouvons finalement [51]
〈
M2
〉
c
=
2
N(2− β) = O
(
1
N
)
. (1.5.10)
Cependant, l’e´volution temporelle du mode`le HMF se faisant a` e´nergie fixe´e, il
serait plutoˆt pertinent d’e´valuer les fluctuations d’aimantation dans l’ensemble micro-
canonique. En ge´ne´ral, les fluctuations d’observables ne co¨ıncident pas entre ensembles
statistiques, meˆme a` la limite thermodynamique [52]. Il est cependant possible de relier
leurs expressions entre deux ensembles diffe´rents, ce qui, dans notre cas, fournit (voir
Annexe B) 〈
δ2M
〉
µ
=
〈
δ2M
〉
c
+
∂β
∂H
(
∂ 〈M〉c
∂β
)2
. (1.5.11)
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Ainsi, au-dela` de la transition de phase, la valeur de l’aimantation M e´tant rigoureu-
sement nulle, nous avons ∂β〈M〉c = 0, et par conse´quent e´galite´ entre les fluctuations
microcanoniques et canoniques. Un calcul direct microcanonique est disponible en re´-
fe´rence [48].
Par contre, en-dec¸a` de l’e´nergie critique, l’aimantation d’e´quilibre de´pend de la
tempe´rature, et une correction est ne´cessaire. Reprenons l’expression des fluctuations
canoniques (1.5.8). En poursuivant les calculs, a` l’ordre N−1, nous obtenons
〈
δ2M
〉
c
=
1
N
[
∂
∂β
log
v∗(β)2
ψ′′(v∗(β), β)
− 2
β
]
+O
(
1
N2
)
. (1.5.12)
Nous de´duisons de (1.5.11) l’expression, a` l’ordre N−1 e´galement, des fluctuations mi-
crocanoniques,
〈
δ2M
〉
µ
=
1
N
[
∂
∂β
log
v∗(β)2
ψ′′(v∗(β), β)
− 2
β
− 2 (v
∗′(β)− v∗/β)2
1 + 2v∗ (v∗′(β)− v∗/β)
]
+O
(
1
N2
)
.
(1.5.13)
Sous l’hypothe`se ergodique, ces fluctuations d’ensemble sont identiques aux fluctua-
tions temporelles d’une re´alisation du syste`me pre´pare´ dans son e´tat d’e´quilibre. Par
contre, rien n’indique que l’e´quation (1.5.13) soit valide pour des fluctuations tempo-
relles du HMF e´voluant hors de l’e´quilibre thermodynamique. Nous reviendrons plus
tard sur ce sujet.
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Chapitre 2
Instabilite´s line´aires et relaxation violente
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2.1 Motivations
La the´orie de Vlasov pre´sente´e au chapitre pre´ce´dent nous a permis d’e´tudier la
stabilite´ line´aire de certaines distributions stationnaires dans la limite N → ∞. Nous
allons voir qu’en particularisant les conditions initiales a` des cas instables ou` l’impulsion
est la meˆme pour toutes les particules, il est possible d’obtenir exactement le taux de
croissance de l’aimantation, a` nombre de particules fini.
Pour ce faire, nous allons diagonaliser directement la dynamique tangente. Dans
un premier temps, nous conside´rerons des conditions initiales sur re´seau, avant de
ge´ne´raliser l’approche a` des conditions axisyme´triques quelconques de´finies par des dis-
tributions de probabilite´. Nous reviendrons alors sur la the´orie de Vlasov pour obtenir
une fois de plus explicitement le taux de croissance dans le cas ge´ne´ral.
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2.2 The´orie line´aire exacte a` N fini
2.2.1 Me´thode ge´ne´rale
Une condition initiale intuitive consiste a` re´partir uniforme´ment N particules sur le
cercle, en leur communiquant une vitesse initiale uniforme. Cet e´tat, comme nous allons
le voir, est line´airement instable, et l’on constate que l’aimantation M(t) pre´sente une
augmentation exponentielle lors des temps courts d’e´volution, M ∝ eγt. Nous allons
ici chercher a` e´tablir exactement la valeur de ce taux de croissance γ, sans passer par
une approche asymptotique de type Vlasov, avant de ge´ne´raliser le calcul a` d’autres
conditions initiales, moins de´ge´ne´re´es. Notons par ailleurs que l’impulsion totale
∑
k pk
est une constante du mouvement, ce qui aura pour conse´quence de rendre les taux de
croissance uniquement de´pendants de la configuration angulaire initiale.
Conside´rons donc la situation {q∗k, p∗k} ou` toutes les particules sont de vitesse p∗k =
p∗, et re´parties sur le cercle de fac¸on a` ve´rifier M = 0. Sans perturbation exte´rieure,
cette configuration est stationnaire. En effet, d’apre`s l’e´quation (1.3.5), quel que soit k,
nous avons θ¨k = 0. Afin d’e´tudier l’e´volution du syste`me sous l’effet d’une perturbation,
re´e´crivons les e´quations du mouvement sous la forme suivante :
∀ k ∈ {1, ..., N} ,


q˙k = pk
p˙k =
1
N
N∑
i=1
sin (qi − qk) ≡ Fk (2.2.1)
A` l’aide de la de´finition du champ moyen (1.3.2), la force Fk agissant sur la particule k
se re´e´crit en fonction de Mx et My comme
Fk =My cos qk −Mx sin qk. (2.2.2)
En notant avec un aste´risque les coordonne´es ge´ne´ralise´es initiales, nous avons p∗k =
p∗, ainsi que l’ensemble des positions q∗k telles que Mx = My = 0. Line´arisons le
syste`me (2.2.1) au voisinage de cet e´quilibre. Au premier ordre, la correction en force
δFk s’e´crit, sous forme de´veloppe´e
δFk =
1
N
[
cos q∗k
N∑
i=1
cos q∗i δqi + sin q
∗
k
N∑
i=1
sin q∗i δqi
]
. (2.2.3)
Ceci nous permet de reformuler le proble`me sous la forme matricielle suivante

{
˙δqk
}
{
˙δpk
}

 = [ 0N IN
A 0N
] [ {δqk}
{δpk}
]
(2.2.4)
ou` IN repre´sente la matrice identite´ de taille N , et ou` la matrice A de meˆme taille est
donne´e par ses e´le´ments
Ai,j =
1
N
cos(q∗i − q∗j ). (2.2.5)
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La stabilite´ du syste`me de´pend des valeurs propres {λk} de la matrice Jacobienne J
associe´e au syste`me (2.2.4). Le proble`me aux valeurs propres sur J peut eˆtre re´duit a`
l’e´tude spectrale de A graˆce a` la transformation
J − λ I2N =
[ −λIN 0N
A IN
]
·
[
IN − 1λIN
0N −λIN + 1λA
]
(2.2.6)
Ainsi,
det(J − λI2N) = det(−λIN) det(−λIN + 1
λ
A) = (−1)N det (A− λ2IN) . (2.2.7)
En termes de polynoˆme caracte´ristique, nous avons donc
χJ(λ) = (−1)N χA(λ2) (2.2.8)
Cette factorisation nous permet de de´duire du spectre de A celui de J , en prenant
simplement la racine carre´e. Nous allons a` pre´sent e´tudier certaines classes de conditions
initiales annulant l’aimantation et simplifiant avantageusement la matrice A. La valeur
propre maximale de la matrice J nous donnera alors dans chaque cas l’e´chelle de temps
caracte´ristique d’e´volution.
2.2.2 Un premier calcul a` N fini
En e´tudiant la version antiferromagne´tique du HMF a` basse e´nergie, les auteurs
de [53] ont e´te´ amene´s a` introduire eux aussi une matrice de type (2.2.5). Ils ont
remarque´ que A pouvait se re´e´crire graˆce a` deux vecteurs X(ψ) et Y(ψ) de´finis par
Xi(ψ) = cos(q
∗
i + ψ) et Yi(ψ) = sin(q
∗
i + ψ), (2.2.9)
avec ψ une phase arbitrairement choisie. En effet,
A =
1
N
[
X(ψ)Xt(ψ) +Y(ψ)Yt(ψ)
]
, (2.2.10)
Les vecteursX etY e´tant line´airement inde´pendants, A repre´sente donc une projection
sur Vect(X,Y) et son image est de dimension 2, ce qui implique l’existence de deux
valeurs propres non nulles λ±. Associons la valeur propre λ+ a` la droite engendre´e par
X. Cette valeur propre ve´rifie, d’apre`s (2.2.5)
N∑
j=1
1
N
cos
(
q∗i − q∗j
)
Xj = λ+Xi. (2.2.11)
Re´e´crivons le membre de gauche en faisant apparaˆıtre les coefficients Xi. Pour ce faire,
transformons
1
N
N∑
j=1
cos
(
q∗i − q∗j
)
Xj =
N∑
j=1
[
1
2
cos (q∗i + ψ) +
1
2
cos
(
q∗i − 2q∗j − ψ
)]
. (2.2.12)
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Il reste a` reformuler la deuxie`me partie de la somme afin de faire apparaˆıtre explicite-
ment les coefficients Xi, ce qui se fait en remarquant que
cos
(
q∗i − 2q∗j − ψ
)
= cos (q∗i + ψ) cos
(
2q∗j + 2ψ
)
+ sin (q∗i + ψ) sin
(
2q∗j + 2ψ
)
.
(2.2.13)
Finalement,
N∑
j=1
1
N
cos
(
q∗i − q∗j
)
Xj =
1
2
cos(q∗i + ψ) +
1
2N
N∑
j=1
cos(2q∗j + 2ψ) cos(q
∗
i + ψ)
+
1
2N
N∑
j=1
sin(2q∗j + 2ψ) sin(q
∗
i + ψ). (2.2.14)
Choisissons a` pre´sent judicieusement la phase ψ afin de faire disparaˆıtre le terme en
sin(q∗i + ψ) (qui correspond au coefficient i de Y). Il suffit pour cela de d’imposer
l’orthogonalite´ entre X et Y, qui se traduit par
N∑
i=1
cos(q∗i + ψ) sin(q
∗
i + ψ) =
1
2
N∑
i=1
sin(2q∗i + 2ψ) = 0. (2.2.15)
L’e´quation (2.2.14) fournit finalement
λ± =
1±M2
2
, (2.2.16)
avec M2 = 〈cos(2q∗ + 2ψ)〉. Ce re´sultat, bien qu’exact, reste soumis a` la de´termina-
tion de la phase ψ assurant l’orthogonalite´ des vecteurs X et Y, et ne constitue par
conse´quent pas une forme close pour les valeurs propres de A.
Nous allons voir qu’il est possible de calculer exactement les valeurs propres de
l’aimantation pour certains cas particuliers de conditions initiales sur re´seau, ainsi que
pour des conditions initiales ale´atoires ve´rifiant une contrainte de syme´trie que nous
expliciterons.
2.2.3 Le cas “quiet start”
Formellement, la condition initiale “quiet start”, qui fait e´cho a` la terminologie
utilise´e notamment en physique des plasmas, consiste a` re´partir de fac¸on de´terministe
et re´gulie`re les particules en position et en vitesse. Pour le HMF, nous nous limiterons
cependant au cas “faisceau froid”, pour lequel les particules sont bien re´parties sur le
cercle selon q∗k = 2πk/N (a` une phase globale pre`s), mais dont la vitesse p
∗
k = p
∗
est la meˆme pour toutes les particules. L’e´quation (2.2.5), nous permet de re´e´crire
imme´diatement les coefficients de la matrice A sous la forme
Ai,j =
1
N
cos
(
2π
N
(i− j)
)
. (2.2.17)
De fac¸on e´quivalente,
Ai,j = A(i−j)modN , (2.2.18)
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ce qui, en d’autres termes, signifie A est une matrice circulante. Ses valeurs propres
s’expriment comme
λ2k =
N∑
j=1
Aje
2ijkπ/N . (2.2.19)
De plus, A e´tant syme´trique re´elle, ses valeurs propres sont re´elles, ce qui nous permet
d’e´galiser l’e´quation (2.2.19) avec sa partie re´elle. Nous obtenons donc
λ2k =
1
N
N∑
j=1
cos
(
2jπ
N
)
cos
(
2jkπ
N
)
, (2.2.20)
ce qui, en remarquant qu’il s’agit d’un produit scalaire, se re´e´crit
λ2k =
1
2
(δk,1 + δk,N−1) . (2.2.21)
Ainsi, A ne posse`de qu’une valeur propre double non nulle, et e´gale a` 1/2. Finalement,
le taux de croissance γQS (Quiet Start) pour cette condition initiale vaut
γQS =
√
λ21 =
1√
2
, (2.2.22)
et ne de´pend pas du nombre de particules N . Les simulations nume´riques confirment
ce re´sultat, la seule de´pendance en N visible e´tant la valeur initiale de l’aimantation,
donne´e, en vertu du the´ore`me central limite par M ∝ 1/√N .
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Figure 2.1 – Simulation nume´rique de l’aimantation M(t) en fonction du temps.
Comme attendu d’apre`s l’e´quation (2.2.22), la pente est inde´pendante du nombre de
particules N choisi, et vaut bien 1/
√
2 (trace´e en pointille´s).
Afin de simuler nume´riquement le comportement du mode`le HMF, nous nous sommes
tourne´s vers un sche´ma d’inte´gration symplectique, dont le principe est rappele´ en An-
nexe A. La pe´riode de de´marrage plus lente qu’il est possible d’observer sur la figure 2.1
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est due au fait que nos conditions initiales ne sont pas parfaitement pures au sens ou`
elles se de´composent sur plusieurs sous-espaces propres, et pas seulement sur celui
associe´ a` la valeur propre 1/
√
2.
2.2.4 Du quiet start au bi-cluster de´terministe
Construisons a` pre´sent un nouvel e´tat a` aimantation nulle en distribuant de fa-
c¸on axisyme´trique N particules en deux paquets (ou clusters) identiques d’extension
angulaire 2∆q et de´phase´s de π sur le cercle. Formellement, cet e´quilibre s’e´crit
∀ k ∈
{
1, ...,
N
2
}
,


q∗k = −∆q + 4k∆qN
q∗N/2+k = q
∗
k + π
p∗k = p
∗
(2.2.23)
Une telle condition initiale est repre´sente´e sur la figure 2.2.
Figure 2.2 – Repre´sentation ge´ome´trique de la condition initiale dite “bi-cluster”,
faisant apparaˆıtre les deux paquets de particules, identiques et diame´tralement oppose´s.
Toutes les particules ont la meˆme vitesse initiale.
Nous sommes en mesure de mener la meˆme analyse de stabilite´ que dans la partie
pre´ce´dente. Cependant, nous nous attendons a` observer une de´pendance du taux de
croissance γBCQS (Bi-Clustered Quiet Start) avec ∆q, l’extension spatiale des clusters.
L’e´quation (2.2.8) reste valide, mais A n’est plus circulante. Nous pouvons toutefois
e´crire A sous la forme suivante :
A =
[
L −L
−L L
]
, (2.2.24)
ou` L est une matrice de taille N/2 donc les coefficients valent
Lij =
1
N
cos
(
4∆q
N
(i− j)
)
. (2.2.25)
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Nous en de´duisons le polynoˆme caracte´ristique de A,
det (A− µIN) = det
((
L− µIN/2
)2 − L2)
= det
(
−2µ
(
L− µ
2
IN/2
))
.
Soit, en fonction de λ, valeur propre de J ,
det
(
A− λ2IN
)
= (−2λ2)N/2 det
(
L− λ
2
2
IN/2
)
, (2.2.26)
ce qui se re´e´crit
χA(λ
2) = (−2λ2)N/2χL
(
λ2
2
)
(2.2.27)
Nous pouvons a` nouveau nous inte´resser seulement a` la matrice L, qui n’est malheureu-
sement toujours pas circulante, mais exhibe une proprie´te´ nouvelle : L est une matrice
dite de Toeplitz. En d’autres termes, ses coefficients ve´rifient Lij = L|i−j|. Un re´sultat
de Treichler [54] nous permet d’obtenir le spectre {νk} de L,
ν± =
1
N
ν˜±
(
N
2
,
4∆q
N
)
=
1
4
± sin(2∆q)
2N sin (4∆q/N)
. (2.2.28)
Finalement, en utilisant les e´quations (2.2.8) et (2.2.27), nous obtenons le taux de
croissance de´sire´
γBCQS =
√
2ν+ =
√
1
2
+
sin(2∆q)
N sin(4∆q/N)
, (2.2.29)
ce qui se simplifie dans la limite N →∞ et donne, en posant sinc(x) = sin x/x,
γBCQS =
1√
2
√
1 + sinc(2∆q), (2.2.30)
a` des termes d’ordre N−2 pre`s. La figure 2.3 compare les taux de croissance mesure´s
nume´riquement et la pre´diction de l’e´quation (2.2.29). Lorsque ∆q = π/2, les particules
sont uniforme´ment re´parties sur le cercle et l’on retrouve bien le re´sultat de la partie
pre´ce´dente, a` savoir γBCQS = γQS = 1/
√
2. L’e´quation (2.2.29) fait apparaˆıtre explicite-
ment une de´pendance en N , mais celle-ci se re´ve`le eˆtre anecdotique de`s que N de´passe
la dizaine de particules. A` notre connaissance, l’e´quation (2.2.29) constitue le re´sultat
de la premie`re de´rivation d’effets a` N fini sur le re´gime line´aire du mode`le HMF.
2.3 Extension aux configurations initiales ale´atoires
Il est de fac¸on ge´ne´rale arduˆ d’obtenir analytiquement l’expression des valeurs
propres de la matrice A sans se re´soudre a` contraindre de fac¸on prohibitive la ge´o-
me´trie de la condition initiale. Nous allons a` pre´sent adopter une approche ale´atoire
afin de lever partiellement cet obstacle. Conside´rons une condition initiale axisyme´-
trique, comme celle e´tudie´e pre´ce´demment, mais relaˆchons la contrainte de re´gularite´
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Figure 2.3 – Comparaison entre la pre´diction the´orique (courbe bleue) du taux de
croissance donne´e par l’e´quation (2.2.30) avec la mesure nume´rique (cercles noirs) ob-
tenue pour N = 1000 particules. Chaque valeur nume´rique a e´te´ obtenue en moyennant
le re´sultat de 8 simulations inde´pendantes. Les barres d’erreur sont de la taille des
cercles. On retrouve bien γ = 1/
√
2 lorsque ∆q = π/2, c’est a` dire lorsque les deux
clusters couvrent entie`rement le cercle.
au sein de chaque cluster. Notons f0(q) la distribution angulaire initiale de´finissant la
re´partition spatiale des particules au sein d’un cluster.
En nume´rotant de fac¸on astucieuse les particules, le proble`me se re´duit a` calculer
la plus grande valeur propre de la matrice L (de taille N/2) de´finie par
∀(i, j) ∈
{
1, ...,
N
2
}2
, Lij = cos (qi − qj) , (2.3.1)
la structure en blocs de la matrice A donne´e par (2.2.24) e´tant inchange´e. Notons que
le pre´facteur 1/N a e´te´ intentionnellement omis afin de ne pas introduire de de´pen-
dance parasite en N dans le calcul des valeurs propres. Les coefficients Lij vont donc
eˆtre conside´re´s comme des variables ale´atoires, les positions qi e´tant, rappelons-le, dis-
tribue´es selon f0(q). Notons 〈Lij〉f0 = µ pour alle´ger les e´critures et remarquons que
Lii = 1. Une extension de la loi de Wigner [55] de´montre´e en re´fe´rence [56] montre que
lorsque µ > 0, la plus grande valeur propre ν de la matrice L est asymptotiquement
donne´e par la formule
ν =
2
N
N/2∑
i,j
Lij +
σ2
µ
+ o
(
1√
N
)
, (2.3.2)
ou` σ2 =
〈
L2ij
〉
f0
− µ2. De plus, la variable ale´atoire ν suit une loi Normale de moyenne
〈ν〉f0 et de variance 2σ2. Comme Lii = 1, nous pouvons calculer explicitement sa
moyenne 〈ν〉f0 , et obtenons
〈ν〉f0 = 1 +
(
N
2
− 1
)
µ+
σ2
µ
. (2.3.3)
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En vertu des e´quations (2.2.8) et (2.2.27), le carre´ du taux de croissance λ2 = 2ν/N
suit aussi une loi Normale, de variance 2σ2 × (2/N)2 et de moyenne
〈
λ2
〉
=
2
N
〈ν〉f0 =
2
N
[
1 +
(
N
2
− 1
)
µ+
σ2
µ
]
, (2.3.4)
La distribution de λ2 est toutefois borne´e positivement. En effet, a` partir d’un certain
nombre de particules, λ2 ≤ 1. Nous de´duisons finalement de ceci la valeur moyenne
〈γ〉f0 du taux de croissance
〈γ〉 =
〈√
λ2
〉
= N−1
∫ 1
0
√
x exp
[
− N
2
16σ2
(
x− 〈λ2〉)2] dx, (2.3.5)
ou` N est le facteur de normalisation.
Cette approche simplifie le calcul du taux de croissance en ce sens ou` il n’y a plus
besoin d’avoir recours a` la diagonalisation de la matriceA. Cependant, la formule (2.3.5)
n’est valable que si la condition initiale en question est axisyme´trique afin de pouvoir
utiliser la relation (2.2.27). Les contraintes sur la distribution des coefficients Lij sont
par contre relativement permissives.
2.3.1 Bi-cluster ale´atoire
Remarquons que les e´tats d’e´quilibre bi-cluster ale´atoire et de´terministe sont ma-
croscopiquement proches. Il est alors tentant de comparer leurs taux de croissance
respectifs. Il ne faut cependant pas commettre l’erreur de croire que l’e´quation (2.2.29)
fournit le taux de croissance moyen pour les deux cas. En effet, et de fac¸on contre-
intuitive, le taux de croissance pour le cas re´gulier (bi-cluster quiet start) va de´vier de
fac¸on notable par rapport a` celui du cas ale´atoire lorsque ∆q → π/2, a` savoir lorsque
les particules vont eˆtre re´parties sur le cercle.
Pour s’en convaincre, notons que la plus grande valeur propre de L dans le cas
ale´atoire fluctue autour de 1+(N/2− 1)µ+σ2/µ, ce qui correspond a` la valeur propre
maximale de la matrice A dont les coefficients sont de´finis par aij = µ pour i 6= j,
aii = 1. Cette matrice est totalement diffe´rente de la matrice L de´finie par la rela-
tion (2.2.25), pour laquelle les coefficients non diagonaux ne sont pas tous e´gaux.
Avant d’appliquer la formule (2.3.5), nous devons nous assurer que la condition
initiale en question ve´rifie les hypothe`ses du the´ore`me [56]. De fac¸on ge´ne´rale,
µ = 〈cos (qi − qj)〉f0 =
∫∫
f0(qi)f0(qj) cos (qi − qj) dqidqj, (2.3.6)
σ2 + µ2 =
〈
cos2 (qi − qj)
〉
f0
=
∫∫
f0(qi)f0(qj) cos
2 (qi − qj) dqidqj. (2.3.7)
En notant χ(X) la fonction indicatrice d’un ensemble X, de´finissons la distribution f0
selon laquelle est re´partie la moitie´ des particules, l’autre moitie´ e´tant positionne´e par
syme´trie afin de garantir la validite´ du de´veloppement (2.2.27). Le bi-cluster waterbag
ale´atoire est ainsi de´fini par
f0(q) =
1
2∆q
χ([−∆q,∆q]). (2.3.8)
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Insistons sur le fait que f0 ici n’est que la distribution angulaire sur une moitie´ de
cercle. En injectant dans (2.3.6) et (2.3.7),
µ = sinc2 (∆q) , (2.3.9)
σ2 =
1
2
+
sin2(2∆q)
16∆q2
− µ2. (2.3.10)
Il ressort de fac¸on e´vidente que µ > 0. De plus, la variance σ2 est finie, ce qui signifie
que l’e´quation (2.3.5) est valide. La figure 2.4 compare les valeurs nume´riques mesure´es
avec la pre´diction the´orique (2.3.5). Sur cette meˆme figure, nous avons aussi repre´sente´
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Figure 2.4 – La courbe continue correspond au trace´ des taux de croissance the´oriques
donne´s par (2.3.5) pour diffe´rentes valeurs de ∆q pour une condition initiale bi-cluster
ale´atoire. Chaque mesure nume´rique, repre´sente´e par les cercles noirs, re´sulte d’une
moyenne sur 8 runs de 1000 particules. Les barres d’erreur sont de la taille des cercles.
La courbe en pointille´s correspond quant a` elle au re´sultat pre´dit par l’e´quation (2.2.29).
les taux de croissance du bi-cluster de´terministe (2.2.29), afin de mettre en e´vidence
la diffe´rence de comportement avec le cas ale´atoire, qui se manifeste principalement
pour ∆q ∼ π/2.
2.3.2 Bi-cluster gaussien
Illustrons ici l’utilisation de la formule (2.3.5) dans le cas ou` les deux clusters de
particules sont gaussiens. La largeur de chacun est alors caracte´rise´e par le parame`tre σq
intervenant dans l’expression de f0, donne´e par
f0(q) =
[
σq
√
2π erf
(
π
2σq
√
2
)]−1
exp
(
− q
2
2σ2q
)
. (2.3.11)
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Comme pre´ce´demment, calculons µ et σ2,
µ =
e−σ
2
q
erf2
(
π
2σq
√
2
) [ℜ{erf (π − 2iσ2q
2σq
√
2
)}]2
> 0, (2.3.12)
σ2 =
1
2
+
e−4σ
2
q
8
[
erf2
(
π
2σq
√
2
)]−1 [
2ℜ
{
erf
(
π − 4iσ2q
2σq
√
2
)}]2
− µ2. (2.3.13)
La figure 2.5 montre un tre`s bon agre´ment entre les mesures nume´riques et la pre´diction
the´orique (2.3.5).
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Figure 2.5 – Comparaison entre les mesures nume´riques (cercles noirs) et la pre´diction
the´orique (2.3.5) (en trait bleu continu) pour un bi-cluster gaussien de 1000 particules.
La` encore, chaque mesure re´sulte d’une moyenne sur 8 re´alisations, et les barres d’erreur
sont environ de la meˆme taille que les cercles.
Dans le cas ge´ne´ral, si l’on relaxe la contrainte de condition initiale axisyme´trique,
la valeur moyenne µ = 〈Lij〉 peut eˆtre nulle, ce qui invalide notre approche. Nous allons
alors reprendre l’approche continue de Vlasov pre´sente´e au Chapitre 1 afin d’obtenir les
taux de croissance dans la limiteN →∞ pour des distributions angulaires quelconques,
mais toujours monocine´tiques (f0(q, p) = f1(q)δ(p− p∗)).
2.4 Calcul des taux de croissance : approche conti-
nue
Dans la limite d’une description continue du mode`le, c’est-a`-dire lorsque N → ∞,
la distribution f(q, p, t) obe´it a` l’e´quation de Vlasov (1.4.10) que nous rappelons ici,
∂f
∂t
+ p
∂f
∂q
+ E(q, t)
∂f
∂p
= 0. (2.4.1)
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Introduisons la densite´ de particules n(q, t) ainsi que la vitesse moyenne v(q, t), qui
sont donne´s par les deux premiers moments de f .
n(q, t) =
∫ +∞
−∞
f(q, p, t)dp et v(q, t) =
1
n(q, t)
∫ +∞
−∞
p f(q, p, t)dp. (2.4.2)
Nous pouvons re´exprimer E(q, t) en fonction de n par
E(q, t) =
∫ π
−π
sin (α− q)n(α, t)dα. (2.4.3)
Calculons le moment d’ordre ze´ro de l’e´quation de Vlasov (2.4.1). Il vient
∂n
∂t
+
∂(nv)
∂q
= 0, (2.4.4)
qui n’est rien d’autre que l’e´quation de conservation de la masse dans cette approche
fluide. Multiplions a` pre´sent l’e´quation de Vlasov (2.4.1) par p et inte´grons. Il vient
∂(nv)
∂t
+
∫ +∞
−∞
p2
∂f
∂q
dp− E(q, t)nv = 0. (2.4.5)
Afin de simplifier cette e´quation, nous allons utiliser le fait que durant le re´gime line´aire
d’e´volution de la distribution de particules, celle-ci reste tre`s proche d’un Dirac en p,
et reste donc monocine´tique en premie`re approximation. Ainsi, la vitesse quadratique
moyenne s’identifie au carre´ de la vitesse moyenne, c’est-a`-dire
1
n
∫ +∞
−∞
p2fdp ≡
faisceau froid
(
1
n
∫ +∞
−∞
pfdp
)2
. (2.4.6)
En de´veloppant le premier terme de (2.4.5), et en utilisant la conservation de la
masse (2.4.4), il vient
n
∂v
∂t
− v∂(nv)
∂q
+ 2nv
∂v
∂q
+ v2
∂n
∂q
− E(q, t)n = 0. (2.4.7)
Apre`s simplification et division par n, il reste
∂v
∂t
+ v
∂v
∂q
− E(q, t) = 0. (2.4.8)
Notons n0 une solution stationnaire. A` l’instar de l’e´tude de stabilite´ line´aire de´veloppe´e
au paragraphe 1.4.2, posons
n(q, t) = n0(q) + δn(q)e
iωt, (2.4.9)
v(q, t) = δv(q)eiωt, (2.4.10)
ou`, sans perte de ge´ne´ralite´, nous avons choisi une vitesse v nulle a` l’e´quilibre. Deve-
loppons en se´ries de Fourier les deux expressions pre´ce´dentes. Nous obtenons
n(q, t) =
∞∑
m=−∞
(n0,m + δnm) e
i(mq+ωt), (2.4.11)
v(q, t) =
∞∑
m=−∞
δvme
i(mq+ωt). (2.4.12)
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En injectant ces expressions dans les e´quations (2.4.3), (2.4.4) et (2.4.8), on obtient le
syste`me line´aire suivant :
iω
∑
m
δnm exp(imq) + i
∑
m
∑
ℓ
(m+ ℓ)n0,mδvℓ exp [i (m+ ℓ) q] = 0,
iω
∑
m
δvm exp(imq) + iπ
∑
m
δnm
(
δ−1,me−iq − δ1,meiq
)
= 0.
La projection sur exp(ikq) simplifie ce syste`me, et fournit
ωδnk + k
∑
m
n0,mδvk−m = 0, (2.4.13)
iωδv±1 = ±π
ω
δn±1, (2.4.14)
les coefficients δvm e´tant nuls pour tout m 6= ±1. Finalement,
ω2δnk + kπ (n0,k−1δn1 − n0,k+1δn−1) = 0. (2.4.15)
La relation de dispersion s’obtient en annulant le de´terminant de la matriceM associe´e
au syste`me line´aire (2.4.15), dont les coefficients sont de´finis par
Mkℓ = ω
2δk,ℓ + kπ (δℓ,1n0,k−1 − δℓ,−1n0,k+1) , (2.4.16)
avec (k, ℓ) ∈ Z2. Bien que cette matrice soit de taille infinie, e´tudions d’abord la
relation de dispersion obtenue par troncature a` l’ordre N des sommes de Fourier, et
posons la matrice M˜ (N), de taille (2N + 1)2 dont les coefficients co¨ıncident avec Mij
∀(i, j) ∈ [| −N,N |]2. Pour N = 1, on a
M˜ (1) =

 ω2 + πn0,0 0 −πn0,−20 ω2 0
−πn0,2 0 ω2 + πn0,0

 . (2.4.17)
La condition det M˜ = 0 est alors re´alise´e lorsque(
ω2 + πn0,0
)2
= π2n0,2n0,−2. (2.4.18)
Or n0,−2 est e´gal a` son conjugue´ n∗0,2 car n0 est re´el. L’e´quation (2.4.18) se re´duit
finalement a` l’e´quation du second degre´
ω2± = −πn0,0 ± π |n0,2| . (2.4.19)
On de´montre par une re´currence imme´diate que
∀N > 1,
∣∣∣det M˜ (N+1)∣∣∣ = ω4 ∣∣∣det M˜ (N)∣∣∣ , (2.4.20)
ce qui prouve que (2.4.19) donne l’unique racine non nulle (si elle existe) de la relation
de dispersion (2.4.15). Finalement, nous de´duisons de (2.4.19) quatre solutions en ω,
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dont seule celle qui rend l’argument de l’exponentielle temporelle de (2.4.9) re´el et
positif nous inte´resse. Cette solution co¨ıncide avec le taux de croissance γ, qui est alors
donne´ par
γ =
√
1 + 2π|n0,2|√
2
, (2.4.21)
ou` nous avons utilise´ le fait que n0 soit normalise´e pour obtenir n0,0 = 1/2π et le rem-
placer dans l’e´quation (2.4.19). Comparons d’abord cette formule au re´sultat pre´dit par
le bi-cluster de´terministe (2.2.30). Cette condition initiale est de´crite par la distribution
n0(q) =
1
4∆q
χ ([−π,−π +∆q] ∪ [0,∆q]) , (2.4.22)
dont les coefficients de Fourier se calculent explicitement
n0,m =
1
8πim∆q
[
e2im∆q
(
1− e−iπm)− 1− e−iπm] . (2.4.23)
Nous avons donc n0,2m = sin(2m∆q)/(4πm∆q) et n0,2m+1 = 0, ∀m ∈ Z. On retrouve
bien la formule asymptotique du taux de croissance du bi-cluster (2.2.30).
La figure 2.6 compare la pre´diction (2.4.21) avec les mesures nume´riques pour dif-
fe´rentes conditions initiales inhomoge`nes, en trac¸ant le taux de croissance instantane´
M˙/M en fonction du temps.
Le taux de croissance de l’aimantation ne de´pend finalement que du deuxie`me
harmonique 1 de la distribution initiale si celle-ci ve´rifie le crite`re monocine´tique, c’est-
a`-dire si les particules qu’elle de´crit ont toutes la meˆme impulsion initiale, pas force´ment
nulle.
2.5 Crite`re de saturation non-line´aire
2.5.1 Concept de relaxation violente
Le concept de relaxation violente a initialement e´te´ introduit par Lynden-Bell
en 1967 [57], lorsque ce dernier s’est inte´resse´ a` la question de l’e´mergence des struc-
tures stellaires observe´es dans les galaxies. En astronomie, la se´quence de Hubble [58]
fournit une classification des types de galaxies en fonction de leur morphologie. L’ide´e
de Lynden-Bell est ne´e de la volonte´ d’expliquer leur formation sans avoir recours aux
collisions binaires entre e´toiles, ces dernie`res e´tant extreˆmement rares a` l’e´chelle de l’aˆge
des galaxies [59]. Face a` la re´gularite´ des formes observe´es, il e´tait naturel de se deman-
der si ces structures n’e´taient pas des e´tats quasistationnaires, atteints tre`s rapidement
a` partir de configurations initiales quelconques, phe´nome`ne qualifie´ de “relaxation vio-
lente”. La re´fe´rence [60] pre´sente d’ailleurs une discussion inte´ressante au sujet de la
possibilite´ de formation d’e´tats quasistationnaires pour des syste`mes a` interaction a`
longue porte´e tout a` fait ge´ne´riques.
1. Notons que l’e´quation (2.2.16) laissait pre´sager de ce fait par l’apparition deM2 dans l’expression
de λ.
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Figure 2.6 – Trace´ de M˙/M par rapport au temps pour diffe´rentes conditions initiales.
Les plateaux observe´s sont associe´s a` un comportement purement exponentiel de l’ai-
mantation, et leur valeur co¨ıncide avec la pre´diction the´orique (2.4.21), repre´sente´e par
les traits pointille´s horizontaux. Lorsque le second harmonique de la distribution ini-
tiale est nul, le taux de croissance vaut bien 1/
√
2. Chaque simulation nume´rique a e´te´
faite avec 104 particules.
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Plus re´cemment, avec l’ave`nement de nouvelles capacite´s informatiques, certaines
simulations nume´riques ont mis en e´vidence la possibilite´ d’e´carts importants entre
les e´tats quasistationnaires pre´dits par la the´orie de Lynden-Bell et ce qui e´tait effec-
tivement observe´ [61, 62]. Dans le cas du mode`le HMF, la pre´diction statistique de
Lynden-Bell se re´ve`le eˆtre toutefois assez juste [63].
Nous allons a` pre´sent e´tablir un crite`re dynamique afin de de´terminer si une condi-
tion initiale donne´e entraˆıne ou non le HMF vers une relaxation violente, au terme
de laquelle la distribution de particules se retrouve dans une configuration proche de
l’e´quilibre statistique (1.3.23).
2.5.2 De l’instabilite´ line´aire a` la relaxation violente
Reprenons l’e´quation d’e´volution fluide du faisceau froid e´tablie au paragraphe 2.4.
La validite´ de l’approximation faisceau froid est bien e´videment limite´e dans le temps,
mais nous allons ici nous inte´resser aux phe´nome`nes non-line´aires qui viennent saturer
la croissance exponentielle de l’aimantation.
En de´veloppant spatialement en se´rie de Fourier la vitesse et la densite´, l’e´quation
fluide (2.4.8) se re´e´crit
dδvm(t)
dt
+ i
∑
ℓ
ℓδvm−ℓ(t)δvℓ(t) = Em(t), (2.5.1)
avec
Em(t) = 0 ∀m 6= ±1, (2.5.2)
E1 = =
i
2
(Mx − iMy) . (2.5.3)
Les effets non line´aires ne sont plus ne´gligeables de`s lors que leur contribution est du
meˆme ordre que celle du terme line´aire. Pour le mode m = 1, ceci revient a` dire que
dδv1(t)
dt
∼
∑
ℓ
ℓδv1−ℓ(t)δvℓ(t) ∼ δv−1δv2 (2.5.4)
L’e´quation d’e´volution de δv2 est quant a` elle donne´e par
dδv2(t)
dt
= −i
∑
ℓ
ℓδv2−ℓ(t)δvℓ(t) ∼ −iδv21 (2.5.5)
L’e´quation (2.5.5) traduit le fait que le mode m = 2 est de´clenche´ non line´airement par
le mode m = 1. Son inte´gration conduit a`
δv2(t) ≃ −i
∫ t
0
δv1(s)
2ds ≃ −iδv
2
1(0)
2γ
exp (2γt) . (2.5.6)
Ce mode croˆıt donc avec un taux deux fois plus e´leve´ que celui du mode line´aire.
Remarquons de plus que le mode m = 0 reste constant du fait que E0(t) = 0. Ainsi, en
remplac¸ant (2.5.6) dans l’e´quation (2.5.4), la saturation non line´aire a lieu lorsque
2γ2 ∼ δv21 ≃ δv21(0) exp (2γt) (2.5.7)
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et ou` l’on a, d’apre`s (2.5.1),
γδv1 ∼ E1 = i
2
(Mx − iMy) . (2.5.8)
Finalement, en injectant l’ordre de grandeur de δv1 fourni par l’e´quation (2.5.7) dans
l’e´quation (2.5.4), nous obtenons l’odre de grandeur de l’aimantation |M |sat lors de la
saturation non line´aire, a` savoir
|M |sat ∼ 23/2γ2. (2.5.9)
En notant ωb =
√
M (l’indice b pour bouncing frequency) la pulsation caracte´ris-
tique d’oscillation des particules dans le champ moyenM , l’e´quation (2.5.9) s’interpre`te
physiquement comme le fait que la saturation non line´aire intervient lorsque le temps
caracte´ristique de croissance line´aire est du meˆme ordre que le temps d’oscillation non-
line´aire 1/ωb. Par conse´quent, toujours d’apre`s l’e´quation (2.5.9), on s’attend a` ce que
la saturation se fasse proche de l’e´quilibre pre´dit par la physique statistique d’e´quilibre
en termes d’aimantation si le taux de croissance ve´rifie
γ ∼ 〈
√
M〉µ. (2.5.10)
En revanche, si γ ≪ 〈√M〉µ, la valeur de l’aimantation au seuil de saturation non
line´aire sera significativement plus faible que la valeur d’aimantation pre´dite par la
me´canique statistique d’e´quilibre.
2.5.3 Application au cas faisceau froid
Nume´riquement, le cas faisceau froid illustre parfaitement le phe´nome`ne de re-
laxation violente, dont la saturation se produit pre`s de l’e´quilibre. Reprenons le cri-
te`re (2.5.10). A` l’e´quilibre, comme vu en section 1.3.1, pour U = 1/2, nous avons
〈M〉µ = 〈M〉c = 1/
√
β ≡
√
T (2.5.11)
ou` β, l’inverse de la tempe´rature est implicitement donne´e par
I1(
√
β)
I0(
√
β)
=
1√
β
(2.5.12)
Nume´riquement, 〈M〉c ≃ 0.62 et la tempe´rature d’e´quilibre est T ≃ 0.39. Comme
γ = 1/
√
2, on a bien γ ∼ 〈ωb〉µ, ou` nous avons utilise´ l’e´quivalence des ensembles
microcanonique et canonique. On ve´rifie que pour la perturbation d’aimantation initiale
δM0 ∝ N−1/2, le temps ∆t mis par le syste`me pour atteindre la saturation non line´aire
est de l’ordre de γ−1 ln(γ2/δM0). Ainsi, on obtient ∆t ∝ logN , ce qui est confirme´ par
la partie gauche de la figure 2.7.
Notons que des observations similaires ont e´te´ faites dans le cadre de l’interaction
onde-particule pour un autre syste`me a` interactions a` longue porte´e [64]. La partie
droite de la figure 2.7 montre que le faisceau froid, apre`s la phase de relaxation violente,
e´volue tre`s lentement vers la pre´diction d’e´quilibre, au sens ou` la moyenne temporelle
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Figure 2.7 – (Gauche) De´pendance en N du temps ∆t, de´fini comme le temps ne´ces-
saire au syste`me pour atteindre la saturation Msat. (Droite) Evolution temporelle de
l’aimantation en partant d’une configuration faisceau froid le´ge`rement perturbe´e.
locale du champ moyen est sensiblement infe´rieure a` la valeur attendue, et ce pendant
une dure´e relativement importante. Une rapide mesure d’ordre de grandeur donne un
temps de relaxation vers l’e´quilibre proportionnel a` N . Ceci avait de´ja` e´te´ remarque´
dans le cas d’autres types de conditions initiales [47, 65]. Motive´s par cette observation,
nous allons au cours du prochain chapitre tenter de comprendre l’e´mergence de cet e´tat
transitoire, ainsi que de pre´dire sa dure´e de vie en nous basant sur une approche plus
ge´ome´trique que ce qui a de´ja` e´te´ tente´ jusqu’ici [49, 50, 66–69].
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Chapitre 3
E´tats quasistationnaires d’aimantation
macroscopique
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3.1 De l’importance des conditions initiales
L’e´tude de me´canique statistique d’e´quilibre pre´sente´e au Chapitre 1 pre´dit la va-
leur du module du champ moyen minimisant l’e´nergie libre du syste`me dans l’ensemble
canonique. L’e´quivalence des ensembles statistiques pour le mode`le HMF fait que le
calcul microcanonique, plus complexe mais adapte´ a` la dynamique temporelle a` e´nergie
constante du mode`le fournit exactement la meˆme pre´diction. Par contre, l’aspect tem-
porel n’est pas pris en compte par la the´orie statistique, qui s’appuie sur l’hypothe`se
ergodique de Boltzmann. Pourtant, nous allons voir qu’au-dela` du comportement aux
temps courts, pre´sente´ pour un cas particulier au Chapitre 2, le choix des conditions
initiales ne se re´ve`le pas si innocent que cela lorsqu’il s’agit d’e´tudier la relaxation du
syste`me vers l’e´quilibre attendu.
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Une question va tre`s rapidement se poser : comment caracte´riser un e´quilibre ther-
modynamique pour le mode`le HMF? En re´alite´, et comme nous le discuterons au
Chapitre 4, il n’existe pas, en vertu du the´ore`me de re´currence de Poincare´, d’e´quilibre
macroscopique en tant que point fixe du flot hamiltonien. Il se trouve cependant que
les re´alisations temporelles du HMF e´voluent vers un e´tat que nous appellerons, par
abus de langage, e´tat d’e´quilibre, de´fini par la distribution fGB (e´quation (1.3.23)), qui,
comme nous l’avons vu au paragraphe 1.4.2, n’est rien d’autre qu’une solution station-
naire particulie`re de l’e´quation de Vlasov, co¨ıncidant avec la pre´diction statistique de
l’ensemble canonique.
Jusqu’a` pre´sent, la majorite´ des travaux [47, 49, 65, 67, 68, 70] se sont inte´resse´s
a` des observables telles que l’entropie microcanonique ou l’aimantation du syste`me a`
un instant t. Connaissant leurs valeurs attendues, il devient alors possible de statuer, a`
une barre d’erreur pre`s, sur l’e´quilibre du syste`me, en comparant les valeurs moyennes
temporelles obtenues par la simulation avec la pre´diction de Boltzmann. Cependant, les
fluctuations d’aimantation dues au nombre fini N de particules pre´sentes dans les simu-
lations rendent cette taˆche quelque peu ardue, et peu pre´cise en l’absence d’un nombre
suffisant de re´alisations. Ces fluctuations peuvent eˆtre de deux natures diffe´rentes. En
effet, pour une meˆme distribution initiale dans l’espace des phases, l’e´chantillonnage
de la condition initiale a` nombre de particules fini rend la dynamique de´pendante de la
re´alisation. La valeur moyenne temporelle de l’aimantation suit une distribution locale-
ment gaussienne autour de la pre´diction statistique, et son e´cart-type de´croˆıt en 1/
√
N
avec le nombre de particules N . On parle alors de fluctuations d’ensemble, telles qu’on
les entend habituellement en physique statistique. Lorsque l’hypothe`se ergodique est
ve´rifie´e, ces fluctuations d’ensemble sont e´gales aux fluctuations temporelles, au sein
d’une seule et meˆme re´alisation.
En partant d’une configuration initiale donne´e, l’e´volution de l’aimantation va
d’abord de´pendre de la stabilite´ line´aire de la distribution en question. Si la distribution
est instable, l’aimantation va subir des fluctuations d’abord macroscopiques (comme
dans le cas du faisceau froid e´tudie´ au chapitre pre´ce´dent), avant de finalement osciller
autour d’une certaine valeur. Si la distribution initiale est stable, l’aimantation oscille
alors tout de suite autour de sa valeur initiale. Lorsque la valeur moyenne temporelle
locale de l’aimantation, c’est-a`-dire prise sur une e´chelle de temps grande devant la
pe´riode d’oscillation de M(t), diffe`re de la valeur canonique attendue 1, nous dirons
que le syste`me est dans un e´tat quasistationnaire, ou QSS (pour Quasi-Stationary
State). Dans de tels cas, en laissant le syste`me e´voluer, les observables macroscopiques
de ce dernier convergent souvent lentement vers leurs valeurs d’e´quilibre. Nous nous
re´fe´rerons au temps de vie du QSS comme le temps mis par le syste`me pour relaxer
vers l’e´quilibre, ou` les valeurs des observables en question co¨ıncident bien avec leurs
pre´dictions statistiques.
Les nombreuses simulations nume´riques sur ce sujet permettent de mettre en e´vi-
dence l’e´troite relation entre le nombre de particules du syste`me et le temps de vie des
e´tats QSS. Pour certaines conditions initiales, les e´tats quasistaionnaires en re´sultant
ont e´te´ observe´s comme subsistant pendant une dure´e proportionnelle au nombre de
1. Comme dans le cas pre´sente´ au Chapitre 2, la diffe´rence peut eˆtre faible, ce qui rend la de´tection
d’un e´tat quasistationnaire potentiellement difficile.
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particules N du syste`me [66, 71]. Un cas particulier a cependant de´chaˆıne´ les passions
depuis sa de´couverte [49, 50], et a e´te´ mesure´ comme persistant pendant une dure´e
proportionnelle a` N1.7. Enfin, a` e´nergie plus e´leve´e, en particulier au-dela` de l’e´nergie
critique de transition de phase, des QSS dont le temps de vie diverge comme eN ont
aussi e´te´ observe´s [50].
Dans le cadre de cette the`se, nous nous pencherons uniquement sur les QSS obtenus
pour une e´nergie infe´rieure a` l’e´nergie critique. Plus particulie`rement, ce chapitre est
de´die´ a` l’e´tude d’e´tats QSS dont l’aimantation moyenne MQSS ne de´pend pas 2 de N .
La valeur du champ moyen d’e´quilibre, note´e MGB, est alors un re´el compris entre 0
et 1, et de´termine´ par la relation d’autocohe´rence (1.3.20). Reprenons dans un premier
temps la distribution initiale dite “faisceau froid”. Nous avons e´tabli analytiquement
le taux de croissance de l’aimantation du syste`me M(t) durant la phase line´aire au
Chapitre 2. Apre`s cette phase de relaxation violente, l’aimantation subit des oscilla-
tions macroscopiques avant de finalement se stabiliser autour d’une valeur donne´e, qui
apparaˆıt eˆtre diffe´rente de la valeur de MGB attendue a` l’e´quilibre. Le trace´ de l’espace
Figure 3.1 – E´volution de l’aimantation du syste`me a` partir de la configuration ini-
tiale “faisceau froid”. Apre`s un re´gime transitoire faisant office de “relaxation violente”,
l’aimantation se stabilise vers une valeur le´ge`rement infe´rieure a` la valeur pre´dite par
la me´canique statistique d’e´quilibre, avant de converger lentement vers cette dernie`re.
L’inset repre´sente un instantane´ de l’espace des phases a` une particule du syste`me
durant le QSS. La pre´sence de la structure en spirale confirme que la distribution de
particules n’est pas du tout celle pre´dite par l’e´quation (1.3.23).
des phases a` une particule S2π × R montre l’existence d’une structure en spirale, tre`s
diffe´rente de ce qui est attendu de la distribution d’e´quilibre canonique fGB (e´qua-
tion (1.3.23)). Cet exemple, parmi beaucoup d’autres, fait apparaˆıtre une dure´e de vie
de l’e´tat QSS proportionnelle a` N . Ainsi, le temps mis par l’aimantation pour atteindre
2. Un cas ou` MQSS de´pend de N fera l’objet du chapitre suivant.
47
CHAPITRE 3. E´TATS QSS D’AIMANTATION MACROSCOPIQUE
2.5 3 3.5 4
0.55
0.6
0.65
0.7
M
ag
ne
tiz
at
io
n
log10 t
 
 
N=5.104
N=5.105
Canonical prediction
Figure 3.2 – Zoom sur un intervalle de temps ou` la diffe´rence de comportement entre
5.104 et 5.105 particules est bien visible dans le cas du QSS faisceau froid. L’aimantation
commence de´ja` a` croˆıtre pour le nombre de particules le plus faible, alors que pour
l’autre, le syste`me est toujours pie´ge´ dans un e´tat QSS. Remarquons aussi la diffe´rence
d’amplitude des fluctuations, ces dernie`res e´tant bien plus marque´es a` 5.104 particules
qu’a` 5.105.
la valeur pre´dite par les calculs statistiques croˆıt line´airement avec le nombre de parti-
cules constituant le syste`me [66, 71]. La figure 3.2 met en e´vidence l’effet du nombre de
particules sur la persistance du plateau QSS de l’aimantation. Notons aussi l’amplitude
des fluctuations, bien plus contenues dans le cas a` N = 5.105 particules par rapport a`
celui a` N = 5.104.
Prenons a` pre´sent une condition initiale dite “waterbag”, de´finie par la distribution
fWB(q, p) =
1
4∆q∆p
Θ(∆p− |p|)Θ (∆q − |q|) , (3.1.1)
ou` Θ repre´sente la fonction de Heaviside. D’un point de vue ge´ome´trique, cela revient
a` disposer de fac¸on homoge`ne les particules dans un rectangle de S2π × R, de taille
2∆q×2∆p. L’e´nergie moyenne par particule associe´e se calcule aise´ment et donne alors
U =
∆p2
6
+
1
2
(
1− sinc2∆q) . (3.1.2)
Plac¸ons nous dans le cas particulier ∆q = π, ce qui revient a` positionner les particules de
fac¸on uniforme sur tout le cercle, et ajustons ∆p afin d’obtenir une e´nergie U = 0.69.
Ce cas correspond au cas “waterbag” e´tudie´ de fac¸on extensive [49], et pre´sente la
particularite´ d’eˆtre Vlasov-stable. En effet, dans le cas d’une distribution homoge`ne en
q, nous avons vu que la limite de stabilite´ est donne´e par
1 + πP
∫ +∞
−∞
f ′WB(p)
p
dp = 0. (3.1.3)
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Or, a` partir de (3.1.1), nous pouvons e´crire
f ′WB(q) =
1
2π
1
2∆p
[δ (p+∆p)− δ (p−∆p)] . (3.1.4)
Nous trouvons alors que la limite de stabilite´ du waterbag est donne´e par ∆p2 = 1/2,
ce qui, une fois injecte´ dans l’expression de l’e´nergie (3.1.2) fournit Uc = 7/12. En
e´tudiant plus pre´cise´ment le signe de ω dans (1.4.24), nous trouvons que pour U > Uc,
les e´quilibres homoge`nes de type waterbag sont line´airement stables, ce qui est bien le
cas de l’exemple pre´sente´ ici, pour lequel U = 0.69 > Uc.
A` partir d’une aimantation dont la loi d’e´chelle impose M ∝ N−1/2 en vertu du
the´ore`me central limite, la stabilite´ line´aire que nous venons d’e´tablir permet au sys-
te`me de persister dans un e´tat proche de la configuration initiale. De plus, si l’on se
re´fe`re a` la figure 3.3, le champ moyen durant la phase de QSS pre´sente cette fois-ci une
diffe´rence avec MGB bien plus marque´e que dans le cas du faisceau froid. Notons que
Figure 3.3 – E´volution temporelle de l’aimantation du syste`me a` partir de la confi-
guration initiale “waterbag” a` U = 0.69. La diffe´rence entre l’aimantation pendant le
QSS et MGB est cette fois-ci spectaculaire. L’inset montre a` nouveau la distribution
des particules dans l’espace des phases, tre`s diffe´rente de la pre´diction canonique.
la`-encore, la distribution des particules dans l’espace des phases est tre`s diffe´rente de
ce qui est pre´dit par l’e´quilibre canonique (1.3.23).
Quant au temps de vie du QSS re´sultant du waterbag, contrairement au cas pre´ce´-
dent ou` l’aimantation QSS e´tait proche de l’aimantation “d’e´quilibre”, sa de´pendance
avec le nombre de particules a e´te´ mesure´e comme proportionnelle a` N1.7 sur la plage
N ∼ 103 − 2.104 [49, 50]. La figure 3.4 permet de comparer l’e´volution de l’aimanta-
tion a` partir d’un waterbag a` U = 0.69 pour diffe´rents nombres de particules. Plus N
augmente, plus la dure´e de vie du QSS augmente, ce qui est visible via l’allongement
du plateau du QSS.
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Figure 3.4 – Trace´ de l’aimantation en fonction du temps pour diffe´rents nombres de
particules (103, 2.103, 5.103, 104 et 2.104). Chaque courbe a e´te´ obtenue apre`s moyenne
sur un certain nombre de re´alisations. Nous observons que l’e´tat QSS s’allonge avec le
nombre de particules. La figure provient de la re´fe´rence [46].
Nous avons distingue´ deux cas. Pour le premier, l’aimantation durant le QSS est
inde´pendante du nombre particules, et M = O(1), tandis que le deuxie`me exemple,
Vlasov-stable, fournit une aimantation M = o(1) de´pendante du nombre de particules.
Chaque situation fournit une loi d’e´chelle diffe´rente pour le temps de vie ; line´aire en N
pour le cas M = O(1), et mesure´e comme proportionnelle a` N1.7 pour le cas M = o(1).
Nous allons a` pre´sent nous inte´resser a` une caracte´risation plus fine des e´tats QSS.
Pour cela, en allant au-dela` de l’e´tude de grandeurs statistiques d’inte´reˆt telles que
l’aimantation, nous allons tenter de comprendre ge´ome´triquement, a` l’aide de l’espace
des phases a` une particule, l’origine de la persistance de tels e´tats, afin d’apporter un
nouvel e´clairage sur la pre´diction de leur dure´e de vie.
3.2 Indicateurs de thermalisation
3.2.1 L’inte´grale de corre´lation
Savoir de´terminer si le syste`me est ou non dans son e´tat d’e´quilibre s’ave`re donc eˆtre
une question centrale dans l’e´tude de la persistance des QSS. Mais comme nous l’avons
vu, savoir si oui ou non l’aimantation a atteint sa valeur d’e´quilibre n’est pas une taˆche
facile compte-tenu des fluctuations temporelles de celle-ci. Cependant, nous connaissons
la distribution de l’espace des phases a` l’e´quilibre (e´q. (1.3.23)), et nous allons en
tirer parti. Les deux exemples de QSS pre´sente´s lors du paragraphe pre´ce´dent ont fait
apparaˆıtre une diffe´rence flagrante entre la distribution de l’espace des phases a` une
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particule durant le QSS et celle attendue a` l’e´quilibre thermodynamique, repre´sente´e
en figure 3.5.
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Figure 3.5 – Instantane´ de l’espace des phases a` une particule pour une configura-
tion d’e´quilibre, avec N = 104. Les courbes blanches en trait plein repre´sentent deux
positions extreˆmes des se´paratrices.
Latora et al. [65] se sont inte´resse´s a` la dimension fractale de l’espace des phases
a` une particule, en e´tudiant l’inte´grale de corre´lation, dont l’approximation a` N fini
s’e´crit comme
CN(r) =
1
N2
∑
i,j
Θ(r − di,j) , (3.2.1)
ou` di,j est la distance euclidienne entre deux particules i et j de l’espace des phases a`
une particule, et ou`, la` encore, Θ repre´sente la fonction de Heaviside. Asymptotique-
ment, lorsque N →∞, C ∝ rν , ou` ν est la dimension fractale de l’espace. L’avantage de
la distribution (1.3.23) est que nous pouvons calculer analytiquement la valeur asymp-
totique (lorsque N →∞) de l’inte´grale de corre´lation, pour toute distance r. Il vient
C(r) ∝
∫
dqdq′dpdp′Θ
(
r −
√
(q − q′)2 + (p− p′)2
)
fGB(q, p)fGB(q′, p′). (3.2.2)
Changeons de variables, et posons u = q − q′ et v = p − p′. Ceci fait apparaˆıtre un
produit de convolution dans l’expression pre´ce´dente, et nous obtenons
C(r) ∝
∫
dudvΘ
(
r −
√
u2 + v2
)
[f ∗ f ] (u, v). (3.2.3)
Enfin, apre`s introduction des bons facteurs de normalisation, et en changeant de nou-
veau de variables ((u, v)→ (ρ, φ)),
C(r) =
π−5/2
√
β
8I20 (βM)
∫ π
−π
dφ
∫ r
0
ρdρ e−β(ρ cosφ)
2/4
∫ π
−π
dq eβM [cos q+cos(q−ρ sinφ)], (3.2.4)
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Figure 3.6 – Comparaison entre l’inte´grale de corre´lation (3.2.1) calcule´e nume´rique-
ment avec seulement 300 particules et la formule asymptotique donne´e par (3.2.4),
dans le cas “faisceau froid”. A` t = 103, alors que l’aimantation semble avoir atteint sa
valeur d’e´quilibre, l’inte´grale de corre´lation diffe`re encore de fac¸on notable de ce qui
est attendu a` l’e´quilibre.
En de´veloppant cette expression pour de faibles valeurs de r, on trouve bien un com-
portement parabolique : C(r) ∼ r2. Comme en atteste la figure 3.6, la comparaison
entre le re´sultat asymptotique et le calcul nume´rique est tout a` fait possible, meˆme
a` faible nombre de particules. En effet, les courbes obtenues ne sont plus sujettes au
bruit inhe´rent au fluctuations temporelles, qui, pour le champ moyen, empeˆchaient tout
diagnostic fiable en l’absence d’un nombre conse´quent de re´alisations.
Toujours dans le cas faisceau froid, la figure 3.6 nous apporte une information
supple´mentaire : a` temps courts, nous observons que C(r) ∼ r. Ceci s’interpre`te par
le fait qu’initialement, la ligne de particules dans l’espace des phases projete´ s’enroule
par l’effet de la rotation diffe´rentielle : les particules situe´es proches des bords (±π)
mettent plus de temps a` de´crire une oscillation que celles proches du centre. C’est pour
cette raison que nous voyons e´merger une spirale dans les trace´s d’espace des phases.
L’inte´grale de corre´lation se comporte alors initialement line´airement, traduisant une
dimension d’espace de 1, avant de converger, lentement donc, vers un comportement
parabolique.
Notons la de´finition d’un indicateur de thermalisation tre`s pertinent par Joyce et
Worrakitpoonpon [37], base´ sur la se´parabilite´ en impulsion et position de la distribu-
tion d’e´quilibre (1.3.23). Afin de de´terminer si leur syste`me a atteint ou non l’e´quilibre,
les auteurs introduisent la quantite´
φαβ =
〈|q|α|p|β〉
〈|q|α〉 〈|p|β〉 − 1, (3.2.5)
qui s’annule quels que soient les entiers α et β lorsque la distribution est exactement
a` variables se´pare´es. En remarquant que l’unique solution de l’e´quation de Vlasov a`
la fois stationnaire et a` variables p et q se´pare´es n’est rien d’autre que la fonction
d’e´quilibre de Gibbs-Boltzmann (1.3.23), le parame`tre d’ordre φαβ permet donc de
distinguer clairement l’e´tat QSS de l’e´quilibre thermodynamique.
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Figure 3.7 – Trois espaces des phases instantane´s issus du faisceau froid, dans l’ordre
chronologique de gauche a` droite. La dimension fractale ressortant de l’inte´grale de
corre´lation augmente progressivement de 1 vers 2. Les se´paratrices instantane´es sont
indique´es en trait plein rouge.
Malgre´ l’inte´reˆt e´vident de l’inte´grale de corre´lation comme indicateur de therma-
lisation par rapport a` une simple moyenne d’aimantation, ou du crite`re donne´ par
l’e´quation (3.2.5), ces derniers ne nous expliquent toujours rien sur le phe´nome`ne de
persistance du QSS, ni pourquoi son extension temporelle est finie et comment elle
de´pend du nombre de particules.
3.2.2 Le roˆle des se´paratrices
La condition initiale “faisceau froid” constitue un cas paradigmatique, a` partir du-
quel non seulement nous avons pu mettre en e´vidence la relaxation violente lors du
chapitre pre´ce´dent, mais aussi graˆce auquel nous avons pu comprendre l’importance
des se´paratrices vis-a`-vis de la persistance des e´tats QSS.
Nous venons de voir qu’une telle condition initiale donnait naissance a` une spirale
dans l’espace des phases a` une particule, due a` la rotation diffe´rentielle des pendules. En
e´tudiant l’e´volution de cette structure cohe´rente au cours du temps, nous remarquons
qu’elle se de´lite pour finalement laisser place a` un regroupement de particules obe´issant
a` la re´partition (1.3.23).
Mais comment est-il possible d’observer, alors que l’aimantation oscille de fac¸on
erratique, une structure spirale robuste et sujette a` une simple rotation dans l’espace
des phases ? La re´ponse est donne´e par la localisation du chaos dans l’espace des phases
a` une particule. Nous avons vu au paragraphe (1.3.2) que le portrait de phase d’un
pendule ve´rifiant q¨ + M sin q = 0 pouvait eˆtre scinde´ en deux zones, de´limitant les
trajectoires borne´es des autres. Dans notre espace des phases projete´ sur S2π×R, nous
pouvons aussi de´finir des se´paratrices instantane´es, dont l’e´quation est donne´e par
ps(t) = ±2
√
M(t) cos
qs − φ(t)
2
. (3.2.6)
Les particules se trouvant a` l’inte´rieur de la zone ainsi de´limite´e et loin des bords ont
toutes une trajectoire borne´e, et conservent une certaine corre´lation tout au long de
leur mouvement. Les se´paratrices pre´servent donc toute structure e´tant pre´sente en
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leur sein au cours de l’e´volution du syste`me, ce qui explique la persistance de la spirale
au cours du QSS. CommeM(t) fluctue au cours du temps, la zone de´limite´e par (3.2.6)
balaie une certaine partie de l’espace des phases. Les fluctuations des se´paratrices ont
alors pour effet de happer ou d’expulser les particules se trouvant dans leur proximite´
imme´diate, ce qui permet le me´lange entre particules pie´ge´es et particules libres, ainsi
que la destruction des corre´lations entre les particules pie´ge´es constituant la structure
cohe´rente, une fois que ces dernie`res atteignent ces frontie`res.
La figure 3.8 montre l’espace des phases instantane´ lors d’un QSS donne´ par la
condition initiale
f0(q, p) =
1
2π∆p
Θ(∆p− |p|)Θ (π − |q|) , (3.2.7)
avec ∆p = 0.1. Une telle configuration, de par sa faible dispersion en impulsion, donne
lieu a` un comportement proche de celui d’un faisceau froid, pour lequel nous aurions
eu ∆p = 0. Les courbes blanches surimprime´es repre´sentent les se´paratrices pour deux
valeurs diffe´rentes de M(t), mettant ainsi en e´vidence la zone de l’espace des phases a`
une particule ou` est localise´ le chaos.
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Figure 3.8 – Trace´ de l’espace des phases instantane´ a` une particule pour une condition
initiale proche du faisceau froid, donne´e par l’e´quation (3.2.7). Les lignes blanches
repre´sentent deux positions arbitraires des se´paratrices au cours du temps, mettant
ainsi en e´vidence la zone de l’espace des phases balaye´e par ces dernie`res.
3.2.3 Un premier indicateur de thermalisation fiable
En fait, la structure spirale “s’e´vapore” en perdant des particules a` travers les se´-
paratrices. La conservation de l’e´nergie fait que d’autres particules traversent conti-
nuellement les se´paratrices et entrent dans le puits de potentiel qu’elles de´limitent. Ces
dernie`res ont alors une position dans l’espace des phases comple`tement de´corre´le´e de
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celles qui n’ont jamais quitte´ la zone de mouvement borne´. A` terme, toutes les par-
ticules initialement “pie´ge´es” se seront e´chappe´es au moins une fois de la se´paratrice,
de´truisant ainsi la structure spirale en question. Au terme de cette visite de l’espace
des phases a` une particule, on peut s’attendre a` ce que le syste`me ait alors atteint
l’e´quilibre thermodynamique.
Afin d’e´tudier la dynamique temporelle de cette e´volution, nous proposons une
approche ine´dite, base´e sur l’exploration de l’espace des phases a` une particule par les
pendules du syste`me. Pour ce faire, introduisons la quantite´ nℓ(t, t0) (l’indice ℓ pour
“left”), donnant le nombre de particules pre´sentes a` t0 dans la se´paratrice, et qui n’en
sont encore jamais sorties a` l’instant t. De´finissons aussi le temps τδ(N) par
τδ(N) = inf
t
{
nℓ (t, t0)
nℓ (t0, t0)
< δ
}
. (3.2.8)
Ce temps repre´sente la dure´e ne´cessaire au syste`me afin d’e´vacuer une fraction 1 − δ
de particules de sa se´paratrice vers l’exte´rieur. La figure 3.9 met en e´vidence le fait que
l’aimantation moyenne cesse de varier lorsque nℓ s’annule, ce qui confirme la pertinence
de cet indicateur. Nous avons la` un crite`re dont nous pouvons controˆler pre´cise´ment la
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Figure 3.9 – Trace´ de l’aimantation en fonction du temps pour le cas faisceau froid,
avec diffe´rents nombres de particules (103, 2.103, 5.103, et 104). Les courbes de´crois-
santes repre´sentent l’e´volution de nℓ. L’annulation de ce dernier semble bien co¨ıncider
avec la stabilisation de l’aimantation autour de la valeur attendue, trace´e en pointille´s.
L’e´chelle log en abscisse rend aussi bien compte de la proportionnalite´ du temps de vie
avec N , l’e´cart entre nℓ pour 1000 et 2000 e´tant le meˆme que celui entre 5000 et 10000,
refle´tant bien le facteur 2 du nombre de particules sur la dynamique.
valeur, cette dernie`re n’e´tant rien d’autre que le re´sultat d’un de´compte de particules,
et non plus une mesure soumise aux inde´terminations de fluctuations temporelles.
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Insistons sur le fait que malgre´ la sortie de particules de la se´paratrice, d’autres y
pe´ne`trent constamment, assurant ainsi la conservation de l’e´nergie du syste`me au cours
du temps. La figure 3.10 repre´sente la distribution des particules dans l’espace des
phases et montre l’e´change qui s’ope`re entre les particules a` l’inte´rieur de la se´paratrice
et qui n’en sont jamais sorties (en rouge), et celles qui ont e´te´ au moins une fois a`
l’exte´rieur (bleues). Avec le temps, les particules “rouges” disparaissent petit a` petit
−3 −2 −1 0 1 2 3
−2
−1
0
1
2
q
p
−3 −2 −1 0 1 2 3
−2
−1
0
1
2
q
p
−3 −2 −1 0 1 2 3
−2
−1
0
1
2
q
p
Figure 3.10 – De gauche a` droite, les espaces des phases pour le cas faisceau froid a`
trois instants diffe´rents. Les particules qui e´taient initialement dans la se´paratrice a` un
instant t0 et qui n’en sont jamais sorties sont repre´sente´es en rouge, tandis que toutes
les autres sont repre´sente´es en bleu. Au cours du temps, les particules explorent l’espace
des phases, les particules initialement pie´ge´es finissent par sortir, et nous assistons a` la
“disparition” des particules rouges en faveur des particules bleues.
au profit de particules “bleues”, traduisant ainsi la visite de l’espace des phases par les
particules du syste`me, et la destruction des corre´lations spatiales.
Nous allons nous efforcer de pre´dire le comportement temporel de nℓ, qui n’a,
contrairement a` l’aimantation, rien de chaotique dans son e´volution, laissant a` pen-
ser que nous pourrions l’obtenir analytiquement. La strate´gie que nous allons adopter
est la suivante : en remarquant que le champ moyen M obe´it a` des proprie´te´s statis-
tiques particulie`res, nous allons mode´liser la sortie des particules de l’inte´rieur de la
se´paratrice par un proble`me de marche ale´atoire aux bords absorbants. La quantite´ nℓ
sera alors calcule´e exactement a` partir du mode`le de diffusion effectif ainsi pose´.
3.3 Mode´lisation stochastique de l’aimantation
3.3.1 Le de´veloppement de Kramers-Moyal
Nous allons dans ce paragraphe e´tablir de fac¸on tout a` fait ge´ne´rale le de´velop-
pement de Kramers-Moyal [72], qui nous permet de passer d’une formulation de type
Langevin (e´quation diffe´rentielle stochastique) a` une formulation en densite´s de proba-
bilite´s (e´quation de Fokker-Planck).
Conside´rons un continuum d’e´tats note´s x, et notons f(x, t) la probabilite´ d’un
certain syste`me de se trouver a` l’e´tat x a` l’instant t. Supposons l’existence de taux
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de transitions w(i, f) permettant au syste`me d’explorer l’espace des e´tats qui lui sont
accessibles en passant de l’e´tat i a` l’e´tat f . Nous pouvons e´crire que
f(x, t+∆t) =
∫
w(x+∆x, t|x, t+∆t)f(x+∆x, t)d∆x. (3.3.1)
De´veloppons l’inte´grand au voisinage de x+∆x :
w(x+∆x, t|x, t+∆t)f(x+∆x, t) = w(x, t|x−∆x, t+∆t)f(x, t)
+
∞∑
k=1
(−∆x)k
k!
∂k
∂xk
[w(x, t|x−∆x, t+∆t)f(x, t)]. (3.3.2)
L’inte´grale du taux de transition sur tous les sauts possibles ∆x valant 1, l’e´qua-
tion (3.3.2) se re´e´crit alors
f(x, t+∆t) = f(x, t) +
∞∑
k=1
1
k!
∫
∂k
∂xk
[
(−∆x)k w(x, t|x−∆x, t+∆t)
]
f(x, t)d∆x.
(3.3.3)
En divisant par ∆t et en faisant tendre ce dernier vers ze´ro, nous obtenons le de´velop-
pement de Kramers-Moyal
∂f
∂t
=
∞∑
k=1
∂k
∂xk
[
(−1)kak(x)f(x, t)
]
, (3.3.4)
ou` les coefficients ak sont de´finis par
ak(x, t) = lim
∆t→0
1
k!
〈
(∆x)k
〉
∆t
, (3.3.5)
et ou` la moyenne 〈·〉 est effectue´e sous la distribution w(x, t|x′, t′). La troncature au
second ordre de cette expression fournit l’e´quation de Fokker-Planck.
∂f
∂t
+
∂
∂x
[a1(x, t)f ] =
∂2
∂x2
[a2(x, t)f ] . (3.3.6)
3.3.2 Subtilite´s dues au bruit multiplicatif
Alors que le de´veloppement pre´sente´ est tout a` fait ge´ne´ral, l’e´valuation pre´cise des
coefficients ak donne´s par (3.3.5) a` partir d’e´quations diffe´rentielles stochastiques est
sujette au choix d’une convention multiplicative sur le bruit.
Soit ξ un bruit blanc gaussien de moyenne nulle et de variance unite´, intervenant
dans l’e´quation de Langevin suivante :
x˙ = A(x) +B(x)ξ(t). (3.3.7)
Une inte´gration formelle entre t et t+∆t fournit
x(t+∆t) = x(t) +
∫ t+∆t
t
A [x(s)] ds+
∫ t+∆t
t
B [x(s)] ξ(s)ds. (3.3.8)
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Alors que le premier terme ne pose pas de proble`me conceptuel particulier, le second
n’est pas de´fini de fac¸on univoque. Deux interpre´tations sont largement utilise´es dans
la litte´rature. La convention de Itoˆ, qui consiste a` e´valuer B en t,∫ t+∆t
t
B (x(s)) ξ(s)ds = B [x(t)]
∫ t+∆t
t
ξ(s)ds (3.3.9)
et celle de Stratonovich, qui consiste a` e´valuer B en t+∆t/2,∫ t+∆t
t
B (x(s)) ξ(s)ds = B
[
x(t) + x
(
t+
∆t
2
)]∫ t+∆t
t
ξ(s)ds. (3.3.10)
De fac¸on ge´ne´rale, introduisons le re´el α tel que∫ t+∆t
t
B (x(s)) ξ(s)ds = B [(1− α)x(t) + αx (t+∆t)]
∫ t+∆t
t
ξ(s)ds. (3.3.11)
Afin d’alle´ger les expressions, notons ∆W l’incre´ment de Wiener de´fini par
∆W =
∫ t+∆t
t
ξ(s)ds. (3.3.12)
L’e´quation (3.3.11) se de´veloppe alors comme
B [(1− α)x(t) + αx (t+∆t)]∆W = B [x(t)]∆W + αx(t)A [x(t)]B′ [x(t)]∆W∆t
+ αB [x(t)]B′ [x(t)]∆W 2 + ... (3.3.13)
Le de´veloppement de x s’e´crit finalement, a` l’ordre le plus faible en ∆t,
x(t+∆t) = x(t) + A [x(t)]∆t+ B [x(t)]∆W + αB [x(t)]B′ [x(t)]∆W 2 + ... (3.3.14)
Remarquons que l’incre´ment de Wiener ∆W est lui-meˆme un processus gaussien en tant
que somme continue de processus gaussiens. Sa variance s’e´crit donc 〈∆W 2〉 = 〈ξ2〉∆t.
Nous avons a` pre´sent tous les e´le´ments pour calculer les coefficients a1 et a2.
a1 = lim
∆t→0
〈∆x〉
∆t
= lim
∆t→0
1
∆t
〈[x(t+∆x)− x(t)]〉
En utilisant (3.3.14), il vient
a1 = lim
∆t→0
1
∆t
(
A [x(t)]∆t+ B [x(t)] 〈∆W 〉+ αB [x(t)]B′ [x(t)] 〈∆W 2〉+ ...)
Or 〈∆W 〉 = 0 par line´arite´, ce qui donne finalement
a1 = A(x) + αB(x)B
′(x). (3.3.15)
Le meˆme raisonnement conduit a` l’expression de a2,
a2 =
1
2
B(x)2. (3.3.16)
Nous pouvons donc e´crire une e´quation de Fokker-Planck ge´ne´ralise´e, faisant inter-
venir le parame`tre α de´finissant la convention de bruit multiplicatif adopte´e.
∂f
∂t
+
∂
∂x
[
(A(x) + αB(x)B′(x)) f(x, t)
]
=
∂2
∂x2
[B(x)2
2
f(x, t)
]
(3.3.17)
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3.3.3 Caracte´risation statistique du champ moyen
Afin d’appliquer le formalisme pre´ce´dent a` notre mode`le hamiltonien, nous devons
caracte´riser les proprie´te´s statistiques temporelles de l’aimantation, en vue de la rem-
placer par un processus stochastique bien choisi.
Tout d’abord, construisons la distribution de probabilite´ locale de M . Pour une
feneˆtre temporelle durant laquelle M(t) oscille autour d’une valeur bien constante, le
re´sultat obtenu durant un QSS proche de l’e´quilibre (voir figure 3.1) est donne´ en
figure 3.11. Les fluctuations temporelles de l’aimantation sont ici tre`s bien de´crites
par une gaussienne centre´e sur la moyenne locale de cette dernie`re. Ainsi, il s’ave`re
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Figure 3.11 – L’histogramme des fluctuations de l’aimantation, prise ici dans un QSS
proche de l’e´quilibre, est extreˆmement bien de´crit par une gaussienne (repre´sente´e par
le trait discontinu bleu).
le´gitime de remplacer M(t) par un processus gaussien. Cependant, nous devons aussi
caracte´riser la corre´lation temporelle d’un tel processus. On de´finit l’inte´grale d’auto-
corre´lation par
C(τ) =
∫ +∞
−∞
M(t)M(t− τ)dt. (3.3.18)
Nous avons reporte´ en figure 3.12 une e´valuation nume´rique de cette quantite´ durant le
QSS. Le re´sultat montre que sur une e´chelle temporelle me´soscopique, les oscillations de
l’aimantation peuvent eˆtre conside´re´es comme sans me´moire, C(τ) e´tant correctement
approxime´ par un Dirac.
En conclusion, l’aimantation peut eˆtre correctement de´crite par un bruit blanc
gaussien, centre´ sur la valeur moyenne locale de M(t). Nous allons voir dans la suite
comment utiliser cette remarque dans l’objectif de de´crire l’e´volution du syste`me vers
l’e´tat d’e´quilibre.
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Figure 3.12 – Fonction d’auto-corre´lation de l’aimantation dans un cas QSS proche
de l’e´quilibre. Au vu des e´chelles temporelles en jeu, il est raisonnable de conside´rer
l’aimantation comme un processus delta-correle´.
3.3.4 Premie`re application au HMF
Nous venons de voir que l’aimantation, bien que de´terministe, exhibe des proprie´-
te´s statistiques inte´ressantes sur des e´chelles temporelles me´soscopiques. De´composons
l’aimantation comme suit
M(t) =M0 + ξ(t). (3.3.19)
Il est important de noter que les proprie´te´s statistiques de ξ vont de´pendre de N . Plus
particulie`rement, posons
〈ξ(t)〉 = 0 (3.3.20)
〈ξ(t)ξ(t′)〉 = C(N)δ(t− t′) (3.3.21)
La quantite´ C(N) de´crit donc l’amplitude des fluctuations temporelles de l’aimantation.
Sa loi d’e´chelle avec N sera discute´e un peu plus tard. Les e´quations du mouvement se
re´e´crivent alors
q˙i = pi (3.3.22)
p˙i = − (M0 + ξ(t)) sin(q − φ(t)). (3.3.23)
En convention Itoˆ, l’e´quation de Fokker-Planck associe´e au syste`me de Langevin ainsi
de´fini s’e´crit
∂f
∂t
+ p
∂f
∂q
− ∂
∂p
[
M0 sin(q − φ)f(q, p, t)
]
=
C(N)
2
∂2
∂p2
[
sin2(q − φ)f(q, p, t)
]
. (3.3.24)
Faisons a` pre´sent l’hypothe`se que f se factorise comme f(q, p, t) = f˜(p, t)g(q, t). Cette
hypothe`se est tre`s forte, mais motive´e par le fait que les QSS que nous e´tudions sont
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proches de l’e´quilibre. En effet, la distribution d’e´quilibre e´tant se´parable, nous nous
attendons a` ce que ce soit aussi le cas pour celle du QSS, du moins sur une e´chelle
de temps me´soscopique. Notons que cette approche est diffe´rente de celle de Joyce, ce
dernier s’appuyant justement sur le crite`re de se´parabilite´ (3.2.5) afin de distinguer le
QSS de l’e´quilibre. Sans perte de ge´ne´ralite´, conside´rons que g(q) est une distribution
centre´e sur φ.
Inte´grons l’e´quation de Fokker-Planck (3.3.24) sur q. Sous les deux hypothe`ses e´non-
ce´es ci-dessus, nous obtenons une simple e´quation de diffusion
∂f˜
∂t
=
C(N)
2
〈
sin2(q − φ(t))〉
g
∂2f˜
∂p2
= D(t)∂
2f˜
∂p2
. (3.3.25)
Il est facile de ve´rifier que cette e´quation ne de´pend pas du choix de convention multi-
plicative adopte´ lors de l’e´criture de l’e´quation de Fokker-Planck. Sans pre´cision sup-
ple´mentaire sur le support de f˜ , cette e´quation de diffusion pre´dit que l’impulsion de
toute particule tendra asymptotiquement vers l’infini. Notons que ceci est cohe´rent
avec le fait d’avoir une excitation parame´trique dans (3.3.23) dans laquelle toutes les
fre´quences sont repre´sente´es.
Le syste`me re´el ne se comporte e´videmment pas de la sorte. Aussi allons-nous res-
treindre cette e´quation de diffusion a` un domaine d’impulsions de´limite´ par les positions
angulaires moyennes des se´paratrices. De plus, nous admettrons que cette mode´lisation
ne concerne que la population de particules s’e´chappant pour la premie`re fois de la
se´paratrice.
Avant d’arriver au but, qui est de pre´dire l’e´volution temporelle de nℓ, remar-
quons que le temps caracte´ristique de la dynamique temporelle est totalement contenu
dans l’expression du coefficient de diffusion D, qui reste a` e´valuer. Penchons-nous
tout d’abord sur C(N). Cette grandeur caracte´rise l’amplitude des fluctuations tem-
porelles de l’aimantation autour de la valeur M0 du QSS
3. L’expe´rience montre que
C(N) ∝ 1/N (figure 3.13), tout comme les fluctuations d’ensemble, bien que ce soient
la` deux phe´nome`nes bien diffe´rents.
Afin d’obtenir une e´valuation plus fine qu’un simple scaling des fluctuations, il est
possible d’approximer ces dernie`res par leur valeur d’e´quilibre, calcule´e dans l’ensemble
microcanonique, ce dernier e´tant l’ensemble naturel des simulations nume´riques. Mo-
tive´s par le fait d’avoir M0 ∼ 〈M〉µ = 〈M〉c pendant le QSS, nous reprenons le calcul
explicite´ au paragraphe 1.5.2. En omettant la notation 〈·〉µ par souci de clarte´, l’e´qua-
tion (1.5.13) se re´e´crit
〈
δ2M
〉
µ
=
1
N
[
∂
∂β
log
β2M2
ψ′′(βM, β)
− 2
β
− 2 (∂βM)
2
β−2 + 2M∂βM
]
+ o
(
1
N
)
, (3.3.26)
ou` nous rappelons que ψ′′ est donne´e par
ψ′′(v, β) =
1
β
+
(
I1(v)
I0(v)
)2
− I0(v) + I2(v)
2I0(v)
. (3.3.27)
3. La figure 3.9 montre qu’en re´alite´, la valeur moyenne locale de l’aimantation durant le QSS
augmente avec le temps. Nous ne´gligeons implicitement cette variation temporelle, celle-ci n’apportant
que des corrections ne´gligeables au re´sultat final.
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Figure 3.13 – Trace´ des fluctuations de l’aimantation autour de sa valeur QSS pour
diffe´rentes valeurs de N . Nous trouvons bien C(N) ∼ σ2 ∝ N−1.
De meˆme, nous pouvons e´valuer
〈
sin2(q − φ)〉
g
en utilisant sa moyenne canonique (qui
co¨ıncide avec son homologue microcanonique). Il vient
〈
sin2(q − φ)〉
c
=
∫
sin2 q eβM cos qdq∫
eβM cos qdq
,
et finalement 〈
sin2(q − φ)〉
g
≃ I1(βM)
βMI0(βM)
, (3.3.28)
ou` M est e´gal a` sa valeur canonique. Finalement, nous acce´dons a` l’expression du
coefficient de diffusion dans l’approximation du QSS proche de l’e´quilibre :
D ≃ I1(βM)
βMI0(βM)
〈
δ2M
〉
µ
. (3.3.29)
Toute l’information sur la dynamique temporelle est contenue dans ce coefficient de
diffusion. En remarquant que D ∝ N−1, en vertu de l’e´quation de diffusion (3.3.25), le
temps caracte´ristique d’e´volution de la distribution d’impulsions f˜ diverge comme N ,
ce qui pre´sage de´ja` du re´sultat attendu.
3.3.5 Re´sultats
Nous souhaitions initialement pre´dire l’e´volution du nombre nℓ de particules pie´ge´es.
Or l’e´quation (3.3.25) de´crit la dynamique des particules en impulsion, apre`s moyenne
sur les positions. De´finissons deux frontie`res dans l’espace des impulsions par p = ±λ.
En choisissant λ = 4
√
M/π, nous obtenons l’impulsion moyenne de la se´paratrice
sur [−π, π]. La quantite´ nℓ s’approxime alors bien par
nℓ(t, t0) ≃ nℓ(t0, t0)
∫ λ
−λ
f˜(p)dp. (3.3.30)
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Il s’agit finalement de re´soudre un proble`me de diffusion aux conditions de bords ab-
sorbantes : les particules diffusent librement dans l’intervalle ]−λ, λ[, et sont absorbe´es
lorsqu’elles arrivent aux bords.
Re´solvons a` pre´sent l’e´quation (3.3.25) en partant d’une condition initiale a` t = t0
donne´e par f˜0(p) = f˜(p, t = t0). Apre`s une se´paration des variables p et t, on obtient
nℓ(t, t0)
nℓ(t0, t0)
=
∞∑
n=0
2(−1)n+1cn
(2n+ 1)π
exp
(
−(2n+ 1)
2π2
4λ2
Dt
)
, (3.3.31)
les coefficients cn e´tant obtenus en effectuant le produit scalaire 〈f˜ , f˜0〉,
cn =
∫ λ
−λ f˜0(p) cos
(
(2n+1)pπ
2λ
)
dp∫ λ
−λ f˜0(p)dp
. (3.3.32)
L’essentiel ici est de remarquer que toute la de´pendance en N de nℓ est donne´e
par le coefficient de diffusion D, qui conditionne la vitesse de de´croissance des modes
pre´sents dans (3.3.31). Nous pouvons a` pre´sent faire le lien avec le temps τδ(N), qui,
rappelons-le, est le temps ne´cessaire au syste`me pour e´vacuer une fraction 1− δ d’une
quantite´ initiale de particules pre´sentes dans la se´paratrice. D’apre`s (3.3.31), il vient
δ ∝ eτδ(N)/N , c’est-a`-dire
τδ(N) ∝ −N log δ (3.3.33)
La figure 3.14 compare les pre´dictions de la loi d’e´chelle (3.3.33) avec les simulations
nume´riques. On constate que le temps mis par le syste`me pour e´vacuer une fraction
1− δ de particules croˆıt line´airement en N , et ve´rifie relativement bien la de´pendance
logarithmique avec le seuil δ. De plus, malgre´ les hypothe`ses faites sur la distribu-
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Figure 3.14 – (A` gauche) Trace´ de τδ(N) en fonction de N . On retrouve un comporte-
ment line´aire, inde´pendamment de la valeur seuil de δ. (A` droite) De´pendance de τδ en
fonction du seuil choisi. L’accord avec la pre´diction the´orique (3.3.33) est acceptable.
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tion f(q, p, t) lors de l’inte´gration de l’e´quation de Fokker-Planck, l’expression (3.3.31)
approxime tre`s bien le comportement mesure´ nume´riquement, comme en atteste la fi-
gure 3.15, qui compare le re´sultat d’une diffusion libre avec le QSS issu d’un waterbag
d’e´nergie U = 0.55.
2 3 4 5 6 7
0
0.2
0.4
0.6
0.8
1
Time t
n
le
ft/N
 
 
HMF (N=1000)
HMF (N=5000)
Random walks
1 2 3 4 5
0.4
0.5
0.6
M
log10 t
0
0.5
1
n
le
ft/N
Figure 3.15 – (A` gauche) Comparaison dans le cas faisceau froid entre les diffusions
libres de particules dont l’expression (3.3.31) est solution (pointille´s) et les mesures
nume´riques sur nℓ (traits pleins), pour N = 1000 et N = 5000 particules. (A` droite) Le
trait plein oscillant repre´sente l’aimantation en fonction du temps en partant d’un wa-
terbag homoge`ne a` e´nergie U = 0.55. Cette dernie`re converge lentement vers sa valeur
d’e´quilibre, atteinte lorsque nℓ s’annule (trait noir plein). Le trait pointille´ repre´sente
la pre´diction donne´e par (3.3.31).
3.3.6 Remarques sur l’e´quilibre
Une fois que le syste`me a atteint l’aimantation pre´dite par le calcul canonique, les
fluctuations ne cessent pas, et nous continuons d’observer des particules qui s’e´chappent
de la se´paratrice. La figure 3.16 repre´sente le temps moyen de premier passage a` tra-
vers la se´paratrice en fonction de la position initiale des particules, pour un e´quilibre
d’e´nergie U = 0.55 < Uc. Comme l’on pouvait le pressentir, les particules du centre de
la re´sonance apparaissent comme e´tant les plus lentes a` s’en e´chapper.
Dans le cas ou` U > Uc, l’aimantation d’e´quilibre est nulle. Ainsi, il n’existe pas
de se´paratrice, et toutes les particules se de´placent librement le long de tores d’im-
pulsion constante. La distribution angulaire e´tant homoge`ne a` l’e´quilibre, l’e´tude de la
relaxation d’une particule test dans un bain est alors faisable. L’e´volution de la distri-
bution f1(q, p, t = 0) = δ(q − q0)δ(p− p0) obe´it a` l’e´quation de Fokker-Planck [48, 73]
∂f1
∂t
=
∂
∂p
[
D(p)
(
∂f1
∂p
− 1
f0
∂f0
∂p
f1
)]
, (3.3.34)
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Figure 3.16 – En couleur, le temps moyen de premier passage a` travers la se´paratrice
en fonction de la position initiale dans le demi-espace des phases a` une particule su-
pe´rieur pour une situation d’e´quilibre d’e´nergie U = 0.55. La courbe blanche indique
l’emplacement de la se´paratrice supe´rieure.
ou` f0 est la distribution d’e´quilibre. et ou` le coefficient de diffusion s’exprime comme
D(p) =
π2
N
f0(p)[
1 + ǫπP ∫ f ′0
u−pdu
]
+ π4f ′0(p)2
(3.3.35)
Nous retrouvons dans D(p) le comportement en 1/N qui fournit encore une fois le
temps caracte´ristique de relaxation, bien qu’il ne corresponde pas ici au temps de vie
d’un quelconque e´tat quasistationnaire. Il est possible de ge´ne´raliser cette approche
pour des distributions stationnaires diffe´rentes de l’e´quilibre, en utilisant a` bon escient
le formalisme action-angle introduit au paragraphe 1.3.2.
Chavanis, en re´fe´rence [73], va plus loin en de´veloppant un formalisme action-angle
prenant en compte les effets collectifs. L’e´quation cine´tique a` laquelle il aboutit de´crit
le comportement global de distributions de particules hors de l’e´quilibre, et non plus
seulement la relaxation de distributions test. Nous introduirons certains concepts si-
milaires au Chapitre 4, mais nous nous heurterons bien vite a` une difficulte´ technique
de taille : le coefficient de diffusion intervenant dans cette e´tude n’est pas calculable
analytiquement, notamment a` cause de l’absence d’information sur la distribution QSS.
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Chapitre 4
Un QSS particulier...
[Un e´tat quasistationnaire a` la dure´e de vie intrigante]
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4.1 Introduction
Au cours du chapitre pre´ce´dent, nous avons de´crit la marche vers l’e´quilibre du
mode`le HMF en nous appuyant sur le cas paradigmatique que repre´sente le faisceau
froid. L’existence de se´paratrices “macroscopiques”1 a permis de comprendre comment
s’effectue la thermalisation, en introduisant un nouvel indicateur, base´ sur le nombre
de particules pie´ge´es dans le puits de potentiel. La destruction des structures cohe´-
rentes pre´sentes dans cette zone de l’espace des phases a` une particule s’ave`re eˆtre
1. C’est-a`-dire que la fraction de particules pie´ge´es est de l’ordre de 1.
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indispensable afin que la distribution de particules converge finalement vers l’e´quilibre
attendu. Nous avons retrouve´, par une mode´lisation stochastique de l’aimantation, que
les e´tats quasistationnaires ainsi de´crits subsistaient sur des dure´es dont la loi d’e´chelle
est proportionnelle au nombre de particules N .
Cependant, comme nous l’avons vu au paragraphe 3.1, la condition initiale waterbag
spatialement homoge`ne a` U = 0.69 initie un QSS pour lequel, sur l’intervalle de N
conside´re´, le temps mis par le syste`me pour s’e´chapper du QSS semble augmenter
proportionnellement a` Nα, ou` α = 1.7. Cette loi d’e´chelle, bien qu’approximative, est
tre`s bien encadre´e nume´riquement, au sens ou` l’exposant α est mesure´ a` 0.1 pre`s [49,
50]. Cette loi d’e´chelle est la source de vifs de´bats au sein de la communaute´ depuis
une dizaine d’anne´es, et c’est pourquoi nous allons de´dier un chapitre entier a` ce cas
particulier, en l’abordant dans le meˆme esprit de mode´lisation stochastique que ce qui
a e´te´ fait au Chapitre 3.
Rappelons d’abord la distribution initiale de particules conside´re´e ici :
fWB(q, p) =
1
2π∆p
Θ(∆p− |p|)Θ (π − |q|) , (4.1.1)
avec U = 0.69, ce qui revient a` fixer la largeur en impulsion a` ∆p ≃ 1.07. A` nombre
de particules N fini, en vertu du the´ore`me central limite, la re´partition uniforme de
particules sur le cercle donne lieu a` une aimantation initiale M ∼ N−1/2, dont l’ordre
de grandeur est conserve´ durant le QSS a` cause du caracte`re Vlasov-stable de la dis-
tribution (4.1.1). Nume´riquement, les fluctuations temporelles suivent de nouveau une
loi d’e´chelle en N−1/2, et sont du meˆme ordre de grandeur que l’aimantation. Par
conse´quent, la notion de pie´geage n’a plus de sens, le temps mis par les particules a`
l’inte´rieur des se´paratrices pour en sortir e´tant cette fois-ci tre`s faible par rapport au
temps de vie du QSS. De plus, la fraction de particules pie´ge´es a` un instant donne´
n’est pas significative, et de´croˆıt avec le nombre de particules comme N−1/4. Face a`
l’absence de structures cohe´rentes dont la persistance est conditionne´e par l’existence
de se´paratrices “macroscopiques” (M = O(1)), nous devons trouver un nouvel indica-
teur permettant non seulement d’estimer la loi d’e´chelle du temps de vie d’un tel QSS,
mais aussi d’en comprendre la phe´nome´nologie.
Une e´tude ge´ome´trique tre`s inte´ressante de l’espace des phases a` une particule est
a` souligner : Bachelard et al., en re´fe´rence [74] ont mis en e´vidence une transition de
phase hors d’e´quilibre entre diffe´rentes topologies d’espaces de phases a` une particule
durant les QSS a` partir de conditions initiales “waterbag”. La figure 4.1, extraite de
cette re´fe´rence, montre que la structure de l’espace des phases a` une particule peut
admettre ou non des se´paratrices macroscopiques en fonction de l’aimantation initiale
choisie, a` e´nergie donne´e. Les auteurs de´montrent ainsi que l’existence de se´paratrices
macroscopiques n’est pas garantie pour un vaste ensemble de conditions initiales, qui
peuvent donner lieu a` des amas de particules localise´s au voisinage des bords horizon-
taux de la distribution. La strate´gie que nous allons adopter re´side dans l’e´tude de la
visite de l’espace des phases a` une particule par les pendules du HMF. Nous allons dans
un premier temps motiver cette approche en interpre´tant, du point de vue de l’analyse
fonctionnelle des syste`mes dynamiques, l’e´mergence et la destruction des e´tats QSS.
Nous pre´senterons ensuite la me´thode d’e´tude du cas particulier (4.1.1), base´e sur la
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Figure 4.1 – Diagramme de phase de la topologie de l’espace des phases pour une
condition initiale waterbag, en fonction de l’e´nergie U et de l’aimantation initiale M0.
La courbe en pointille´s de la figure du haut repre´sente la pre´diction par la the´orie de
Lynden-Bell, tandis que la courbe pleine reproduit le seuil de transition observe´ nume´-
riquement. Les insets montrent les sections de Poincare´ de l’espace des phases a` une
particule obtenues graˆce a` des particules test. Deux cas de figure se pre´sentent alors :
soit le HMF persiste dans un e´tat d’aimantation microscopique o(1) et pre´sente deux
clusters de particules situe´s au voisinage des bords de la distribution, soit l’aimanta-
tion relaxe vers une valeur macroscopique O(1), et permet la persistance de structures
cohe´rentes dont la dure´e de vie est line´aire en N . Pour plus de de´tails, voir [74].
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phe´nome´nologie du transport stochastique des particules durant le QSS. Nous conclu-
rons finalement graˆce au calcul d’un temps de premier passage, qui reproduit avec
succe`s les observations nume´riques.
4.2 Re´flexion sur l’ergodicite´
4.2.1 Ergodicite´ et postulat fondamental
Nous allons illustrer dans ce paragraphe le concept d’hypothe`se ergodique au sens
ou` les physiciens l’emploient. Pour ce faire, conside´rons un oscillateur harmonique a`
une dimension. Notons Γ = S2π×R l’espace des phases de cet oscillateur. La trajectoire
temporelle de ce dernier est donne´e par
q(t) = q0 cos (ωt+ φ) , (4.2.1)
p(t) = −ωq0 sin (ωt+ φ) , (4.2.2)
ou` q0 est l’amplitude du mouvement et φ la phase a` l’origine. L’e´nergie ε du syste`me est
entie`rement de´finie par ses conditions initiales, et sa dynamique est bien e´videmment
conservative. Nous avons en effet a` tout instant
ε =
1
2
(
p2 + ω2q2
)
=
1
2
ω2q20. (4.2.3)
En utilisant la pe´riodicite´ du mouvement, la moyenne temporelle d’une observable
quelconque f s’e´crit
〈f〉t =
ω
2π
∫ 2π/ω
0
f(t)dt. (4.2.4)
Prenons par exemple comme observables q et q2. Les moyennes temporelles de ces
dernie`res se calculent donc facilement selon
〈q〉t =
ω
2π
∫ 2π/ω
0
q0 cos (ωt+ φ) dt = 0, (4.2.5)
〈
q2
〉
t
=
ω
2π
∫ 2π/ω
0
q20 cos
2 (ωt+ φ) dt =
q20
2
. (4.2.6)
De fac¸on ge´ne´rale, l’hypothe`se ergodique consiste a` postuler l’e´galite´ des moyennes
temporelles et des moyennes d’ensemble, souvent calcule´es dans l’ensemble microca-
nonique, selon une mesure uniforme sur l’espace des phases accessible, ce qui traduit
mathe´matiquement le ce´le`bre postulat : a` l’e´quilibre, tous les micro-e´tats accessibles
sont e´quiprobables.
Formellement, ce postulat revient a` de´finir une mesure associant la meˆme probabilite´
a` tous les e´le´ments d’hypersurface d’e´nergie constante ε. En notant µ une telle mesure,
nous avons
dµ =
δ
(
ε− 1
2
ω2q20
)
dqdp∫∫
δ
(
ε− 1
2
ω2q20
)
dqdp
. (4.2.7)
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Effectuons le changement de variables (q, p)→ (q0, φ). Il vient
q = q0 cosφ, (4.2.8)
p = −ωq0 sinφ, (4.2.9)
ce qui fournit par ailleurs
dqdp = ωq0dq0dφ, (4.2.10)
Ce changement de variable nous permet de calculer exactement la normalisation de la
mesure microcanonique. En effet,∫∫
δ
[
ε− 1
2
(
p2 + ω2q2
)]
dpdq =
∫∫
δ
(
ε− 1
2
ω2q20
)
ωq0dq0dφ
= 2π
√
2ε
Finalement, l’expression de la moyenne microcanonique d’une observable f(q, p) s’e´crit
〈f〉µ =
(
2π
√
2ε
)−1 ∫
f
(√
2ε/ω, φ
)√
2εdφ =
1
2π
∫ 2π
0
f(φ)dφ. (4.2.11)
Reprenons les deux observables q et q2. Leurs moyennes d’ensemble s’e´crivent donc
〈q〉µ =
1
2π
∫ 2π
0
q0 cos (ωt+ φ) dφ = 0 (4.2.12)
〈
q2
〉
µ
=
1
2π
∫ 2π
0
q20 cos
2 (ωt+ φ) dφ =
q20
2
. (4.2.13)
Nous retrouvons bien la` les valeurs temporelles donne´es par les e´quations (4.2.5) et (4.2.6).
Intuitivement, mesurer la moyenne d’une observable f pour l’oscillateur harmonique au
cours du temps donne le meˆme re´sultat qu’une moyenne sur un ensemble d’oscillateurs
a` un instant donne´, ve´rifiant une re´partition uniforme des phases.
Ainsi, en physique statistique, la notion d’e´quilibre correspond a` un concept “en-
sembliste”. Il n’y a pas de de´finition mathe´matiquement claire de ce qu’est l’e´quilibre
macroscopique au sens strict. Notons de plus que si l’on suppose que l’espace des phases
est a` volume fini, c’est-a`-dire que∫
δ (ε−H(x)) dµ(x) <∞, (4.2.14)
ou` µ est ici simplement la mesure de Lebesgue, alors le the´ore`me de re´currence de
Poincare´ [75] dit que le flot hamiltonien, a` partir de presque toutes les conditions
initiales, va repasser une infinite´ de fois et aussi pre`s que l’on veut de la configuration
initiale, et c’est trivialement le cas de l’oscillateur harmonique (4.2.1)-(4.2.2).
Comment comprendre alors l’e´volution vers l’e´quilibre de syste`mes a` l’aune de ce
the´ore`me, sachant que ces derniers, si l’on attend suffisamment longtemps, vont revenir
a` leur e´tat initial, a priori diffe´rent de l’e´quilibre ? Notons tout d’abord que le temps
de re´currence peut eˆtre astronomique. L’exemple le plus ce´le`bre concerne le temps de
re´currence d’un litre de gaz parfait, estime´ a` plusieurs ordres de grandeur au-dessus de
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l’aˆge de l’univers... De plus, d’un point de vue statistique, si l’on conside`re un ensemble
de re´alisations du meˆme syste`me, a` e´nergie donne´e, il importe peu de savoir qu’un
syste`me particulier retrouve une configuration proche de son e´tat initial, les autres
re´alisations de ce dernier n’observant pas la re´currence au meˆme instant.
Un mode`le a` la dynamique simple, e´labore´ en 1956 par Mark Kac [76, 77], permet
de mettre en e´vidence nume´riquement ces temps de re´currence, habituellement inac-
cessibles pour des syste`mes hamiltoniens dont le nombre de degre´s de´passe quelques
dizaines.
Afin d’e´tudier la relaxation d’un syste`me vers l’e´quilibre, nous devons faire le lien
avec le flot hamiltonien de ce dernier. Nous allons voir que la relaxation vers l’e´quilibre
microcanonique est conditionne´e par une proprie´te´ particulie`re, plus forte que la simple
ergodicite´.
4.2.2 E´quation de Liouville
Conside´rons a` pre´sent un syste`me hamiltonien H a` N degre´s de liberte´ de´fini par
ses coordonne´es ge´ne´ralise´es qi et leur moments conjugue´s pi. Nous noterons de fac¸on
ge´ne´rale x = (q,p) le vecteur de Γ a` 2N composantes.
Conside´rons une densite´ d’e´tats ρ(x, t) sur Γ. En notant v = x˙, la conservation
locale de la densite´ de probabilite´ s’e´crit
∂ρ
∂t
+ div (ρv) = 0. (4.2.15)
De plus, remarquons que
div v =
N∑
i=1
[
∂q˙i
∂qi
+
∂p˙i
∂pi
]
= 0, (4.2.16)
en vertu des e´quations du mouvement de Hamilton. En effet,
N∑
i=1
[
∂q˙i
∂qi
+
∂p˙i
∂pi
]
=
N∑
i=1
[
∂2H
∂qi∂pi
− ∂
2H
∂pi∂qi
]
= 0. (4.2.17)
Or comme div ρv = ρ div v + v · gradρ, nous obtenons finalement
∂ρ
∂t
+
N∑
i=1
[
∂ρ
∂qi
q˙i +
∂ρ
∂pi
p˙i
]
= 0. (4.2.18)
Ceci n’est ni plus ni moins que l’e´quation de Liouville, qui, sous une forme plus compacte
s’e´crit simplement
∂ρ
∂t
+ {ρ,H} = 0. (4.2.19)
Conside´rons le cas d’une densite´ ρ qui ne soit fonction que de quantite´s conserve´es
par la dynamique hamiltonienne. Formellement, posons
ρ ≡ ρ (I1, I2, ..., Iℓ) , (4.2.20)
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avec les invariants Ik ve´rifiant
dIk
dt
= {Ik,H} = 0. (4.2.21)
En de´veloppant le crochet de Poisson de l’e´quation de Liouville (4.2.19), nous obtenons
{ρ,H} =
N∑
i=1
ℓ∑
k=1
∂ρ
∂Ik
[
∂Ik
∂qi
q˙i +
∂Ik
∂pi
p˙i
]
= 0, (4.2.22)
ou` nous avons utilise´ l’e´galite´ (4.2.21) pour conclure. Nous de´duisons de (4.2.22) qu’une
telle densite´ ρ ve´rifie
dρ
dt
=
∂ρ
∂t
= 0. (4.2.23)
La densite´ microcanonique, qui ne de´pend que de l’e´nergie du syste`me (ρµ ≡ ρ(ε)),
tombe bien e´videmment dans cette cate´gorie, et nous comprenons qu’il s’agit la` d’une
solution stationnaire de l’e´quation de Liouville.
4.2.3 Syste`mes me´langeants
Comme nous venons de le voir, la distribution microcanonique n’est pas l’unique
solution stationnaire de l’e´quation de Liouville. Cependant, le the´ore`me de Riesz-
Markov [78] nous garantit l’existence d’une unique mesure invariante par le flot ha-
miltonien et ve´rifiant la localisation sur une hypersurface d’e´nergie donne´e. En effet,
la mesure de Lebesgue par exemple, bien qu’uniforme et invariante, ne ve´rifie pas la
proprie´te´ de localisation.
L’unicite´ de la distribution microcanonique comme seul point fixe de l’e´quation
de Liouville et satisfaisant la localisation en e´nergie e´tant e´tablie, rien ne nous in-
terdit de pre´parer initialement un ensemble de re´alisations (a` e´nergie donne´e) d’un
meˆme syste`me selon une distribution non uniforme. Reprenons l’exemple de l’oscil-
lateur harmonique pre´sente´ au paragraphe (4.2.1). Bien que ce syste`me pre´sente la
proprie´te´ d’eˆtre ergodique, une distribution initiale quelconque ne converge pas vers la
distribution uniforme, synonyme d’e´quilibre microcanonique. En effet, la diffe´rence de
phase entre deux oscillateurs quelconques reste constante au cours du temps. La dis-
tribution ρ correspondante est une solution stationnaire de l’e´quation de Liouville. Les
moyennes sur l’espace des phases restent e´gales aux moyennes temporelles 2, mais l’en-
semble statistique d’oscillateurs ne se rapprochera jamais vers la situation d’e´quilibre
microcanonique, pour laquelle les phases sont uniforme´ment distribue´es.
Les syste`mes dits “me´langeants” ont par contre la particularite´ de faire e´voluer
n’importe quelle distribution initiale ρ vers la densite´ uniforme dans l’espace des phases.
Formellement, quelle que soit la densite´ d’e´tats initiale ρ, la mesure d’une observable f
quelconque ve´rifie ∫
ρ (x, t) f (x) dµ →
t→∞
∫
f (x) δ (ε−H(x)) dµ∫
δ (ε−H(x)) dµ (4.2.24)
2. a` condition d’opter pour la de´finition ade´quate pour la moyenne sur l’espace des phases, a` savoir
〈f〉 = ∫ f(x)δ(ε−H(x))dµ/ ∫ δ(ε−H(x))dµ.
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La pre´diction microcanonique se re´ve`le donc eˆtre ve´rifie´e dans la limite asympto-
tique t → ∞ pour ces syste`mes. La proprie´te´ de me´lange permet donc d’affirmer
qu’un syste`me va e´voluer vers l’e´quilibre si on le laisse dans un e´tat hors d’e´quilibre
a` un instant donne´. Gardons cependant a` l’esprit que les “e´tats” dont il est question
ici ne sont nullement de simples configurations sur l’espace des phases a` une particule,
mais des distributions sur l’espace des phases complet !
4.2.4 Interpre´tation des e´tats QSS
Dans le cas du mode`le HMF, de`s lors que nous effectuons une simulation nume´rique,
nous e´tudions de fait une re´alisation temporelle de la dynamique, sur un intervalle de
temps bien e´videmment fini. En attendant suffisamment longtemps, nous observerions,
en vertu du the´ore`me de re´currence de Poincare´, un retour du syste`me proche de sa
condition initiale. Si nous ajoutons l’hypothe`se ergodique, alors les mesures de champ
moyen ve´rifieraient, en notant Γ l’espace des phases,
lim
T→∞
1
T
∫ T
0
M(t)dt =
1
µ (Γ)
∫
M(x)δ (ε−H (x)) dµ. (4.2.25)
La trajectoire du flot hamiltonien va “remplir” de fac¸on uniforme l’hypersurface d’e´ner-
gie ε. Le fait d’observer apre`s un re´gime transitoire, correspondant au QSS, une dis-
tribution f(q, p) donne´e par (1.3.23) refle`te simplement le fait que cette distribution
est une solution stationnaire de l’e´quation de Vlasov (voir section 1.4.2), au meˆme
titre que l’e´tat QSS aurait pu l’eˆtre. Notons que la moyenne d’ensemble du membre de
droite de l’e´quation (4.2.25) fait intervenir ces e´tats dits hors d’e´quilibre, avec un poids
statistique e´gal a` celui d’une configuration d’e´quilibre microcanonique.
Dans la limite ou` N → ∞, remarquons que l’hypothe`se principale du the´ore`me
de re´currence de Poincare´, donne´e par l’e´quation (4.2.14), est invalide´e pour certaines
conditions initiales. En effet, si l’on choisit une configuration initiale solution station-
naire de Vlasov, le champ moyen M(t) ne de´pendra pas du temps dans la limite
N → ∞. L’infinite´ de pendules constituant le HMF se retrouvent donc de´couple´s,
et l’espace des phases devient totalement se´parable : chaque sous-espace S2π×R est de
mesure non-nulle et invariant, ce qui empeˆche le syste`me d’eˆtre ergodique 3. Le couplage
entre les oscillateurs apparaˆıt la` eˆtre un ingre´dient fondamental pour l’ergodicite´.
Ainsi, la dynamique temporelle macroscopique observe´e pour une re´alisation parti-
culie`re du HMF gagnerait a` eˆtre de´crite en e´tudiant l’exploration de l’espace des phases
accessible au syste`me. Nous allons par la suite nous restreindre a` la projection de Γ sur
l’espace des phases a` une particule S2π × R, et tenter de comprendre concre`tement ce
qui limite temporellement l’e´volution du flot hamiltonien vers un e´tat topologiquement
e´loigne´ du QSS.
3. Une de´finition e´quivalente d’un syste`me ergodique consiste a` dire que les seuls ensembles inva-
riants sont de mesure nulle ou unite´.
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4.3 Mode´lisation stochastique des trajectoires
Apre`s cette bre`ve incursion dans le domaine de l’analyse fonctionnelle, revenons au
proble`me initial, qui est de comprendre le re´sultat fourni par les mesures nume´riques
du temps de vie du QSS re´sultant du waterbag spatialement homoge`ne (4.1.1), a` sa-
voir un temps de relaxation proportionnel a` N1.7. Parmi les approches de´ja` tente´es
dans la litte´rature, la plus aboutie consiste a` de´river une the´orie cine´tique en variables
action-angle, adapte´es au caracte`re stationnaire vis a` vis de l’e´quation de Vlasov de la
distribution QSS. Apre`s avoir pre´sente´ succintement cette the´orie et mis en e´vidence
l’impossibilite´ de l’utiliser telle quelle afin de re´soudre le proble`me du temps de vie, nous
de´crirons en de´tail notre mode´lisation, base´e la` encore sur une approche stochastique.
4.3.1 De´veloppement perturbatif
Nous nous proposons dans ce paragraphe de rappeler les fondements sur lesquels
repose la the´orie cine´tique que l’on retrouve dans les re´fe´rences [36, 73, 79]. L’e´tat
QSS e´tudie´ est Vlasov-stable, ainsi, dans la limite N → ∞, le champ moyen M(t)
ne de´pend plus du temps, et la dynamique du mode`le est inte´grable 4. Il est alors
judicieux d’effectuer une transformation canonique pour se placer en variables action-
angle. Posons pour cela le hamiltonien inte´grable
H0 =
N∑
i=1
[
p2i
2
−M cos qi
]
=
N∑
i=1
hi. (4.3.1)
Le champ moyen M est ici constant, et correspondrait a` la moyenne temporelle de
l’aimantation dans le cas d’un QSS. Cet hamiltonien fournit la dynamique inte´grable
de N pendules d’e´nergie hi, pouvant eˆtre repre´sente´s en variables action-angle, dont
nous rappelons la de´finition ici, en fonction de l’e´nergie h d’un seul oscillateur :
J =
1
2π
∮ √
2 (h+M cos q)dq, (4.3.2)
θ =
dh
dJ
∫
dq√
2 (h+M cos q)
. (4.3.3)
Les e´quations du mouvement s’e´crivent alors simplement
dJi
dt
= 0 et
dθi
dt
=
dh
dJ
. (4.3.4)
L’action de chaque particule est donc comple`tement de´termine´e par sa position initiale
dans l’espace des phases. Posons a` pre´sent le potentiel d’interaction
HI = − 1
2N
N∑
i,j=1
cos (qi − qj) +
N∑
i=1
M cos qi. (4.3.5)
4. Insistons sur le fait que la dynamique n’est en ge´ne´ral pas inte´grable, meˆme a` N → ∞, cette
limite n’assurant aucunement a` elle seule l’absence de variations temporelles de M(t).
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Remarquons que nous retrouvons bienH = H0+HI . Ainsi, les e´quations du mouvement
du syste`me re´el a` N fini sont donne´es par
dJi
dt
= − ∂
∂θ
(H0 +HI) et dθi
dt
=
∂
∂J
(H0 +HI) . (4.3.6)
Posons le de´veloppement perturbatif
J = J (0) + J (1) + ... et θ = θ0 + θ(1) + ... (4.3.7)
A` l’ordre ze´ro, nous retrouvons les e´quations du mouvement non perturbe´, ou` seul H0
intervient, a` savoir
J
(0)
i (t) = J
(0)
i (0) et θ
(0)
i (t) = θ
(0)
i (0) +
∂H0
∂Ji
∣∣
J
(0)
i
t. (4.3.8)
Au premier ordre, nous obtenons
dJ
(1)
i
dt
= −∂HI
∂θi
et
dθ
(1)
i
dt
=
∂2H0
∂J2
J
(1)
i +
∂HI
∂Ji
. (4.3.9)
En posant Ωi = ∂H0/∂Ji|J(0)i , et en injectant les orbites non perturbe´es (4.3.8) dans les
e´quations sur les premiers ordres de J et θ, il vient, apre`s inte´gration
J
(1)
i = −
∂χ
∂θi
et θ
(1)
i =
∂χ
∂Ji
, (4.3.10)
ou` la fonction χ est de´finie par
χ = − 1
2N
N∑
i,j=1
∑
k,k′
V˜k,k′
i (kΩi − k′Ωj)e
i
(
kθ
(0)
i −k′θ
(0)
j
)
+M
N∑
i=1
∑
k
V˜k,0
ikΩi
eikθ
(0)
i , (4.3.11)
elle-meˆme fonction des coefficients de Fourier des potentiels
V˜k,k′ (J, J
′) = − 1
8Nπ2
∫∫
cos [q (J, θ)− q (J ′, θ′)] e−i(kθ−k′θ′)dθdθ′. (4.3.12)
Au second ordre, afin d’obtenir des expressions utilisables analytiquement, nous devons
moyenner les expressions de J
(2)
i sur les variables angulaires θ
(0)
i , suppose´es de distri-
bution uniforme pendant le QSS. L’e´limination des sommes sur les particules peut se
transformer avantageusement en une inte´grale sur la distribution des actions a` l’ordre
ze´ro J
(0)
i , qui e´chantillonnaient initialement la distribution f0(J) du QSS. Ces moyennes
excluent donc les particules dont la variation d’action J se produit sur un intervalle de
temps plus faible que 1/Ω(J). Pour le mode`le HMF, il s’agit d’exclure les particules
dont l’action est faible, ces dernie`res subissant des de´viations de leurs orbites inte´-
grables sur des e´chelles de temps bien plus faibles que celles des particules proches des
bords, par la simple action des se´paratrices. Nous reviendrons la`-dessus lors de l’e´tude
nume´rique de leurs proprie´te´s de diffusion.
Apre`s quelques calculs [57], nous obtenons, a` l’ordre 1/N , en notant 〈·〉 la moyenne
sur la distribution quasistationnaire {J (0), θ(0)}, les expressions des de´placements moyens
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〈∆J〉 = 〈J(t2)−J(t1)〉 et quadratiques moyens 〈(∆J)2〉 pendant un intervalle de temps
∆t = t2 − t1.〈
∆J
∆t
〉
= 4Nπ2
∫
f0(J
′)
∑
k,k′
(
k
∂
∂J
− k′ ∂
∂J ′
){ ∣∣∣V˜k,k′(J, J ′)∣∣∣2
× kδ(kΩ(J)− k′Ω(J ′))
}
dJ ′. (4.3.13)
L’incre´ment quadratique s’e´crit quant a` lui, dans la limite 5 ∆t→∞〈
(∆J)2
∆t
〉
= 8Nπ2
∫
f0(J
′)
∑
k,k′
k2
∣∣∣V˜k,k′∣∣∣2 δ(kΩ(J)− k′Ω(J ′)) dJdJ ′. (4.3.14)
En suivant l’esprit de ce qui a e´te´ fait au chapitre pre´ce´dent, nous pourrions e´crire
l’e´quation de Fokker-Planck associe´e a` la dynamique des particules d’action e´leve´e, et
en de´duire des temps de diffusion. Malheureusement, cette taˆche, bien que formellement
facile, nous oppose une difficulte´ de taille : nous ne connaissons rien de la distribution
QSS f0, et les coefficients Vk,k′ s’ave`rent extreˆmement lourds a` calculer. Presse´s par le
temps et voulant obtenir une loi d’e´chelle en N de fac¸on efficace, nous allons adopter
une autre strate´gie, sans pour autant abandonner la piste d’une mode´lisation effective
par Fokker-Planck.
4.3.2 Principe ge´ne´ral
Plutoˆt que de faire le de´veloppement perturbatif pre´sente´ au paragraphe pre´ce´dent,
nous allons mode´liser directement la variation temporelle de l’action des particules a`
partir des donne´es simule´es. Nous exposons dans ce paragraphe la me´thode ge´ne´rale
de mesure nume´rique.
Supposons que nous ayons acce`s a` une mesure temporelle X(t), dont l’e´volution
peut eˆtre de´crite par l’e´quation de Langevin suivante :
dX
dt
= g(X(t)) + h(X(t))ξ(t), (4.3.15)
ou` les fonctions g et h ne de´pendent pas explicitement du temps, et ou` ξ est un bruit
blanc gaussien. Si ξ est delta-corre´le´, la dynamique de l’observable X est Markovienne ;
en d’autres termes, l’e´volution de X(t) ne de´pend pas de son e´volution passe´e, mais
seulement de sa position actuelle.
Pour chaque instant t, la position du syste`me a` t+ τ est donne´e par
X(t+ τ) =
∫ t+τ
t
g(X(s))ds+
∫ t+τ
t
h(X(s))ξ(s)ds. (4.3.16)
Le premier terme, correspondant a` l’e´volution de´terministe, est corrige´ par une fluc-
tuation d’origine stochastique. Dans la limite τ → 0, les trajectoires issues du point x
5. Gardons a` l’esprit que cette limite s’effectue sur une e´chelle de temps me´soscopique.
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a` l’instant t sont donc distribue´es selon une loi Normale centre´e sur g(x) et de variance
h2(x). Ainsi
g(x) = lim
τ→0
1
τ
〈X(t+ τ)− x〉X(t)=x , (4.3.17)
h2(x) = lim
τ→0
1
τ
〈
(X(t+ τ)− x)2〉
X(t)=x
, (4.3.18)
ou` les moyennes, note´es par 〈·〉 sont des moyennes d’ensemble. D’un point de vue
nume´rique, les trajectoires X(t) sont en fait des suites de points discrets, et la limite
τ → 0 s’obtient donc en pratique par extrapolation.
4.3.3 Mesure nume´rique du coefficient de diffusion
Dans notre cas, nous disposons de l’e´volution de l’action de chaque particule dis-
cre´tise´e en temps, par intervalles re´guliers de dure´e ∆t. Un exemple de trajectoire est
donne´ en figure 4.2. Nous pouvons alors e´tudier la distribution de la probabilite´ de saut
d’action entre les instants t et t + ∆t, que nous trouvons eˆtre localement gaussienne.
En effet, pour chaque particule, l’expression de la probabilite´ de saut pendant ∆t entre
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Figure 4.2 – A` gauche, le trace´ de l’e´volution temporelle de l’action d’une particule
pendant un QSS waterbag. Les traits horizontaux de´limitent la discre´tisation en action
selon laquelle ont e´te´ calcule´es les probabilite´s de saut pour un incre´ment temporel
choisi. A` droite, les cercles noirs repre´sentent les sauts d’action mesure´s expe´rimen-
talement, alors que les courbes en trait plein montrent le caracte`re gaussien de ces
sauts.
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les actions J(t) et J(t+∆t) obe´it a` la loi
P (X = J(t+∆t)|J(t)) ∝ exp
[
(X − J(t))2
2σ2(J(t))
]
. (4.3.19)
Il est alors raisonnable d’approximer l’e´volution de l’action des particules par l’e´qua-
tion de Langevin suivante :
dJ
dt
= −dVeff
dJ
+
√
C(N)D(J)ξ(t), (4.3.20)
ou` ξ(t) est un processus stochastique gaussien de variance unite´. Le facteur de norma-
lisation
√
C(N)D(J) rend compte de deux choses :
La premie`re, a` travers le coefficient C(N), a` l’instar du QSS “proche de l’e´quilibre”
e´tudie´ lors du paragraphe 3.3.4, de´crit les fluctuations d’ordre 1/N dues a` l’aimantation.
Le second coefficient, D(J), mode´lise la de´pendance en action de la diffusion. En
effet, nous remarquons que les particules ayant une action assez e´leve´e subissent peu
l’effet des fluctuations temporelles de l’aimantation, et conservent une action proche
de leur action initiale, contrairement aux particules moins e´nerge´tiques, qui voient
leur action fluctuer de fac¸on non ne´gligeable au cours du temps. La prise en compte
de cette localite´ dans la diffusion est l’ingre´dient capital de la suite de l’e´tude.
Ce dernier n’e´tait pas pre´sent dans la description du QSS proche de l’e´quilibre, pour
lequel la loi d’e´chelle e´mergeait simplement de la de´pendance en N des fluctuations
de l’aimantation. Nous allons voir que dans le cas plus proble´matique du waterbag a`
U = 0.69, il est ne´cessaire de prendre en compte la localite´ des proprie´te´s de diffusion
des particules dans l’espace des phases afin d’expliquer la loi d’e´chelle en N1.7. Le terme
V ′eff(J) de´crit quant a` lui le mouvement de´terministe e´ventuel des trajectoires d’action.
En pratique, il est ne´gligeable, re´duisant la mode´lisation a` de la diffusion “libre”, bien
qu’anisotrope en action.
La proce´dure de mesure nume´rique des parame`tres V ′eff et D(J) s’articule comme
suit. Premie`rement, il faut se´lectionner un intervalle temporel durant lequel l’aiman-
tation fluctue autour d’une valeur M0 constante. Apre`s avoir choisi une discre´tisation
en action, nous mesurons alors les probabilite´s de saut P (X|J(t)), repre´sentant la pro-
babilite´ pour une particule situe´e a` J a` l’instant t, de passer a` l’action X apre`s un
intervalle de temps ∆t. De´finissons alors les deux quantite´s suivantes :
〈δJ〉 (J,∆t) =
∫
XP (X|J(t))dX, (4.3.21)
〈
δJ2
〉
(J,∆t) =
∫
(X − 〈δJ〉)2 P (X|J(t))dX, (4.3.22)
qui repre´sentent respectivement la de´rive et la diffusivite´ des particules. Pour cette
dernie`re, nous noterons plus sche´matiquement,〈
δJ2
〉
(J,∆t) =
〈
(J(t+∆t)− J(t))2〉∣∣
J(t)=J
, (4.3.23)
ou` la moyenne est bien une moyenne d’ensemble en vertu de la de´finition (4.3.22).
L’e´volution temporelle de 〈δJ2〉 avec ∆t n’est pas triviale. Nous avons vu apparaˆıtre
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trois re´gimes temporels diffe´rents : pour les valeurs de ∆t faibles, 〈δJ2〉 rend compte des
variations rapides du champ moyen, qui n’est pas assimilable a` un processus ale´atoire a`
cette e´chelle temporelle. Lorsque ∆t est au contraire suffisamment grand, typiquement
de l’ordre de M−1/2, l’incre´ment quadratique sature et ne pre´sente plus de variation
avec ∆t. Entre ces deux re´gimes, lorsque 〈δJ2〉 croˆıt line´airement avec ∆t, la dynamique
est alors diffusive, et nous de´finirons le coefficient de diffusionD(J) comme le coefficient
directeur de la droite 〈δJ2〉(∆t).
4.3.4 Le cas proble´matique “1.7”
Nous allons a` pre´sent faire le lien entre le coefficient de diffusion D(J) et la loi
d’e´chelle du temps de vie du QSS en question.
Rappelons qu’a` partir de la distribution initiale (4.1.1) d’e´nergie U = 0.69, l’ai-
mantation se stabilise assez rapidement autour d’une valeur faible M0, et les particules
se distinguent alors en deux groupes. Les particules d’action importante, qui ont trop
d’inertie pour eˆtre influence´es par les fluctuations de l’aimantation, et les particules cen-
trales, qui subissent pie´geages et de´pie´geages intempestifs car M0 est du meˆme ordre
que les fluctuations de champ moyen δM .
Afin que la distribution de particules dans l’espace des phases projete´ atteigne la
pre´diction (1.3.23), il est ne´cessaire de peupler l’inte´rieur des se´paratrices en particules,
et nous postulons que le temps de vie du QSS suit la meˆme loi d’e´chelle que le temps
mis par les particules d’action e´leve´e pour visiter l’espace des phases.
Au Chapitre 3, le temps de vie des QSS e´tait domine´ par le temps mis par le syste`me
pour de´peupler les structures cohe´rentes pre´sentes a` l’inte´rieur des se´paratrices. Dans
le cas pre´sente´ ici, il s’agit d’estimer le temps associe´ au phe´nome`ne inverse, a` savoir
le temps mis pour peupler l’inte´rieur des se´paratrices par la diffusion de particules
d’e´nergie e´leve´e.
Afin d’estimer ce temps, nous pouvons commencer par e´crire l’e´quation de Fokker-
Planck associe´e a` la dynamique de Langevin (4.3.20),
∂P
∂t
=
C(N)
2
∂
∂J
[
D(J)
∂P
∂J
]
(4.3.24)
ou` la convention pour le bruit multiplicatif est celle de Strato (α = 1 dans l’e´qua-
tion (3.3.17)). Nous avons fait ce choix afin d’avoir une e´quation compatible avec
l’e´quation quasiline´aire (3.3.34) vue pre´ce´demment [36, 73]. Proce´dons aux change-
ments d’e´chelles suivants :
tˆ = J∗t, (4.3.25)
Jˆ = J/J∗, (4.3.26)
Pˆ = J∗P, (4.3.27)
ou` J∗ est de´fini par (1.3.29). L’e´quation de Fokker-Planck (4.3.24) devient
∂Pˆ
∂tˆ
=
C(N)
2J∗3
∂
∂Jˆ
[
D(J∗Jˆ)
∂Pˆ
∂Jˆ
]
. (4.3.28)
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En appliquant la proce´dure nume´rique de´crite au paragraphe (4.3.3), nous avons obtenu
les coefficients de diffusion pour des nombres de particules allant de 2000 a` 20000. Les
re´sultats illustre´s en figure 4.3 montrent des coefficients de diffusion a` l’allure non
monotone, exhibant deux “bosses” localise´es de part et d’autre de la se´paratrice. Le
Figure 4.3 – Trace´ du coefficient de diffusion mesure´ selon la proce´dure pre´sente´e au
paragraphe 4.3.3, dans le cas waterbag U = 0.69 pour diffe´rents nombres de particules.
Il est remarquable de voir que le coefficient de diffusion n’e´volue pas de fac¸on monotone
avec le nombre de particules. Alors qu’il augmente avecN dans une zone d’action proche
de la se´paratrice, il diminue en revanche loin de cette dernie`re. L’inset montre le point
de croisement des diffe´rentes courbes en e´chelle J/J∗.
second constat issu de la figure 4.3 est que le coefficient de diffusion D de´pend encore
du nombre de particules, alors que nous avons sciemment isole´ la contribution de ce
dernier dans le facteur C(N) de`s la mode´lisation Langevin (4.3.20). En re´alite´, la
de´pendance en N de D(J) est implicitement donne´e par la variation de J∗ avec le
nombre de particules. En effet, nous avons, pour N dans l’intervalle 103 − 2.104,
J∗ =
8
√
M0
π
∝ N−1/4, (4.3.29)
ce qui explique la translation globale des courbes vers les valeurs faibles d’action lorsque
le nombre de particules augmente. Enfin, de fac¸on plus subtile, notons que le coefficient
de diffusion n’e´volue pas de fac¸on monotone avec le nombre de particules. En effet, pour
des valeurs d’action proches de la se´paratrice, ce dernier augmente, alors qu’il diminue
avec N lorsque l’on se place loin de la se´paratrice. Afin de quantifier cet effet, supposons
que la de´pendance en J du coefficient de diffusion peut, graˆce a` l’introduction d’une
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fonction inconnue β, se mettre sous la forme
D(J) ∝ J∗β(J), (4.3.30)
ce qui fait apparaˆıtre explicitement J∗. La figure 4.4 montre la mesure nume´rique de
la fonction β. Cette dernie`re croˆıt de fac¸on monotone avec la variable d’action. Ainsi,
pour les valeurs de J assez faibles, D(J) ∝ J∗−2, c’est-a`-dire que D(J) ∝ N1/2 dans
cette zone d’action la`. Ce comportement est bien entendu visible sur le trace´ direct de
D en figure 4.3, la valeur maximale de ce dernier se trouvant proche de la se´paratrice,
et augmentant avec N . Les particules se trouvant a` une action faible subissent dou-
blement les fluctuations temporelles de l’aimantation. En effet, ces fluctuations e´tant
du meˆme ordre que la valeur moyenne M0, les particules au voisinage de la se´paratrice
subissent non seulement de la diffusion, mais des pie´geages-de´pie´geages intempestifs,
ce qui augmente fatalement la valeur du coefficient de diffusion localement observe´. En
Figure 4.4 – Pour chaque valeur d’action J , la de´pendance de D(J) en J∗ est correc-
tement approxime´e par la loi d’e´chelle (4.3.30). La fonction β est ici trace´e nume´rique-
ment (cercles noirs), chaque point re´sultant d’un fit sur N = 2.103, 5.103, 104 et 2.104
particules. La courbe en trait plein rouge correspond au meilleur fit en tangente hyper-
bolique trouve´. L’inset quant a` lui montre l’e´volution d’un temps de vie (identifie´ au
temps moyen de premier passage a` un coefficient multiplicatif pre`s) calcule´ en utilisant
le fit dans la formule (4.3.37).
ce qui concerne les valeurs d’action plus e´leve´es, β → 3, et le coefficient de diffusion
ve´rifie D(J) ∝ N−3/4 dans cette re´gion d’action : les particules loin de la se´paratrice J∗
subissent de fac¸on tre`s faible les fluctuations de l’aimantation. Il est en re´alite´ possible
de “pre´dire” ce comportement.
Reprenons l’e´quation du mouvement d’une particule, ou` nous explicitons les fluc-
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tuations de l’aimantation autour de sa valeur moyenne M0
d2qi
dt2
+ (M0 + δM(t)) sin(qi − φ(t)) = 0. (4.3.31)
Effectuons ensuite la transformation d’e´chelle t → tˆ = √M0t, 1/
√
M0 e´tant la seule
e´chelle de temps du proble`me. En introduisant l’impulsion transforme´e pˆ = p/
√
M0,
l’e´quation du mouvement dans cette nouvelle e´chelle de temps s’e´crit
dpˆi
dtˆ
+
(
1 +
δM(t)
M0
)
sin(qi − φ) = 0. (4.3.32)
Les frontie`res des se´paratrices moyennes dans ces nouvelles unite´s sont donne´es par
pˆ∗ = ±2 cos q
2
. (4.3.33)
Sous cette transformation, l’espace des phases peut a` nouveau eˆtre vu comme consti-
tue´ d’une re´sonance macroscopique (son extension en pˆ vaut 4), soumise a` des fluc-
tuations dont l’amplitude est donne´e par δM/M = O(1). Pour une particule loin de
la se´paratrice, vu la nouvelle e´quation du mouvement (4.3.32), l’effet des fluctuations
d’aimantation n’a plus aucune raison de de´pendre de la valeur de cette dernie`re, la
seule de´pendance en N restante se trouvant dans la fre´quence caracte´ristique du for-
c¸age induit par la quantite´ δM/M . Ainsi, toujours pour des valeurs e´leve´es d’action,
le coefficient de diffusion D(J) doit simplifier la de´pendance explicite en J∗3 pre´sente
dans l’e´quation de Fokker-Planck transforme´e (4.3.28), ce qui est bien corrobore´ par la
mesure nume´rique de β.
Face a` la de´pendance implicite en N du coefficient de diffusion, nous voyons ici que
la localite´ de ce dernier doit absolument eˆtre prise en compte afin de de´crire les lois
d’e´chelle en N re´gissant le mode`le HMF durant ce type de QSS.
4.3.5 Temps de premier passage
Nous nous e´tions fixe´ comme objectif d’estimer le temps mis par des particules
proches des bords de la distribution de vitesse pendant le QSS pour atteindre le centre
de l’espace des phases. Comme de´montre´ en Annexe C, si l’on note LFP l’ope´rateur de
Fokker-Planck, le temps moyen de premier passage 〈τ〉 est donne´ par
L†FP〈τ〉 = −1, (4.3.34)
ou` le symbole † repre´sente l’ope´rateur adjoint. Il est facile de montrer que dans le cas
de l’e´quation (4.3.24), ce dernier est auto-adjoint :
LFP = C(N)
2
∂
∂J
D(J)
∂
∂J
= L†FP. (4.3.35)
L’e´quation (4.3.34) fournit donc finalement le temps moyen de premier passage pour
une particule partant d’une action J0 d’ordre 1 pour atteindre J
∗ < J0. En supposant
ce temps extreˆmal pour le trajet J → J∗ = 0 (c’est-a`-dire ∂J〈τ〉(J∗ = 0) = 0), il vient
〈τ〉 =
∫ J0
J∗
2J
C(N)D(J)
dJ. (4.3.36)
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En utilisant la repre´sentation (4.3.30) du coefficient de diffusion ainsi que la loi d’e´chelle
pour les fluctuations donne´e par (4.3.29), ce temps s’estime comme
〈τ〉 ∼
∫ J0
J∗
Jexp
[(
1 +
β(J)
4
)
logN
]
dJ. (4.3.37)
En supposant que β soit strictement monotone, la me´thode du col fournit finalement
la loi d’e´chelle escompte´e,
〈τ〉 ∝ N1+β(J0)/4. (4.3.38)
Dans la limite ou` J0 est grand, ce temps de premier passage estime donc le temps
mis par les particules situe´es aux bords de la distribution de vitesse pour atteindre
une action plus faible, de l’ordre de celle de la se´paratrice. Notons qu’il est totalement
domine´ par la valeur du coefficient de diffusion dans sa zone la plus faible. On retrouve
donc, lorsque β(J0) ≃ 2.8, la fameuse loi d’e´chelle
τQSS ∝ N1.7. (4.3.39)
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4.3.6 Comparaison avec la simulation nume´rique
Nous avons ve´rifie´ nume´riquement la formule (4.3.36) en positionnant des parti-
cules test sur un tore d’action donne´, pour diffe´rentes valeurs de N . La distribution
du temps de premier passage se re´ve`le eˆtre invariante par rescaling de la variable
temporelle τ → τ/N1.75, ce qui confirme (4.3.38). Comme en atteste la figure 4.5,
la moyenne de cette distribution concorde parfaitement avec l’estimation provenant de
l’e´quation (4.3.36), ou` nous avons utilise´ les valeurs releve´es nume´riquement pour D(J)
et C(N). La figure 4.6 montre l’e´volution d’un cluster de particules initialement situe´es
Figure 4.5 – A` gauche, nous avons reporte´ le trace´ de la distribution du temps moyen
de premier passage pour un groupe de particules test place´es a` p = 1.35 pour dif-
fe´rentes re´alisations de l’aimantation. Les courbes se superposent bien lorsque l’on
rescale le temps par N1.75. A` droite, nous comparons la pre´diction semi-analytique
fournie par (4.3.36) en trait discontinu avec les mesures nume´riques (cercles noirs).
en p = 1.35. L’aimantation augmente progressivement avec la visite des particules de
l’espace des phases, confirmant notre ide´e d’indicateur de thermalisation.
4.3.7 Note sur l’e´tablissement du QSS
Notons toutefois que le choix de p = 1.35 peut paraˆıtre e´tonnant. En effet, pour une
e´nergie U = 0.69, l’e´quation (3.1.2) donne ∆p ≃ 1.07, ce qui impliquerait que le cluster
de particules test choisi ne de´crive pas les particules du bord du waterbag, ces dernie`res
se trouvant plus proches de p = 0 que ce que nous avons pris. En re´alite´, bien que le
waterbag soit line´airement stable (voir paragraphe 1.4.2), il s’ave`re que la distribution
s’e´largit au bout d’un certain laps de temps, tre`s faible devant le temps de vie du QSS.
Notons que Campa et al. en re´fe´rence [50] ont qualifie´ la nouvelle distribution obtenue
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Figure 4.6 – A` gauche, le trace´ de l’e´volution d’un ensemble de particules test ini-
tialement place´es a` p = 1.35 et e´voluant sous la dynamique de l’aimantation pour
N = 5000 particules. Les couleurs repre´sentent la densite´ de particules, et la courbe
rouge en trait plein la position moyenne de la se´paratrice 4
√
M(t)/π. A` droite, les
distributions en vitesse a` diffe´rents instants, montrant clairement la diffusion du pic
initial vers le centre.
de “semi-elliptique”, approximativement de´crite par
fel(q, p) =
1
π2pel
√
1− p
2
p2el
Θ(pel − |p|), (4.3.40)
ou` pel =
√
8U − 4. Pour U = 0.69, nous trouvons p ≃ 1.23, ce qui est de´ja` supe´rieur a`
la limite p ≃ 1.07 du waterbag initial.
Bien que le temps mis par le syste`me pour acce´der a` un tel e´tat soit faible, il se
pourrait qu’il suive aussi une loi d’e´chelle particulie`re en N . En notant η(t) la fraction
de particules a` l’exte´rieur du waterbag initial a` l’instant t, il est possible d’observer
deux re´gimes. La figure 4.7 rend compte de ce phe´nome`ne, et met aussi en e´vidence
la variation brutale d’aimantation durant les premiers instants d’e´volution graˆce a` la
moyenne continue
M¯(t) =
1
t
∫ t
0
M(s)ds. (4.3.41)
La figure 4.8 montre l’espace des phases pour le waterbag U = 0.69 peu apre`s la phase
de stabilite´ line´aire 6 de la distribution initiale. La fraction de particules se trouvant a`
l’exte´rieur du waterbag initial est de l’ordre de 15%. De plus, les premiers re´sultats sur
l’e´tablissement du QSS semblent indiquer qu’il suit la meˆme dynamique temporelle que
sa destruction. En effet, si l’on trace le temps a` partir duquel η de´passe 10% en fonction
du nombre de particules, nous obtenons la` encore une loi de puissance en N1.75.
6. Stabilite´ line´aire au sens de Vlasov.
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Figure 4.7 – A` gauche, nous avons trace´ la fraction de particules η se trouvant a`
l’exte´rieur des frontie`res initiales du waterbag, ainsi que la moyenne continue M¯ (4.3.41)
de l’aimantation en trait continu rouge, pour une re´alisation a` N = 5000 particules.
A` droite, un zoom en e´chelle log sur l’intervalle de temps durant lequel le waterbag
initial est line´airement stable. A` l’issue de cette phase, et de fac¸on assez brutale, η
augmente, et traduit l’e´largissement en impulsion de la distribution, jusqu’a` atteindre
environ 20% de particules a` l’exte´rieur de frontie`res du waterbag initial.
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Figure 4.8 – Instantane´ de l’espace des phases a` une particule issu du waterbag
U = 0.69 pour N = 5000. Les traits horizontaux blancs de´limitent le waterbag ini-
tial, d’extension 2∆p, ou` ∆p = 1.07 en vertu de l’e´quation (3.1.2). Les courbes en trait
plein repre´sentent les positions extreˆmes de la se´paratrice sur un intervalle de temps
de l’ordre du temps de vie du QSS.
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Figure 4.9 – Trace´ du temps critique τc tel que η > 10% en fonction du nombre de
particules. Bien que ce temps soit faible, il exhibe bel et bien une loi d’e´chelle en N1.75.
4.4 Discussion ge´ne´rale
Nous venons au cours de ces deux derniers chapitres d’e´tudier deux cas d’e´tats
quasistationnaires, chacun exhibant une dynamique de relaxation vers l’e´quilibre lui
e´tant propre, mais compre´hensible en termes d’exploration de l’espace des phases par
les particules.
Dans le premier cas, faisant l’objet du Chapitre 3, l’e´tat QSS e´tait proche de l’e´qui-
libre, et son temps de vie caracte´rise´ par le temps mis par les particules initialement
pie´ge´es dans la se´paratrice pour en sortir.
Le cas plus intrigant du QSS initie´ par une distribution waterbag Vlasov-stable
a lui aussi e´te´ compris en utilisant le meˆme concept. Au lieu d’e´tudier les particules
qui s’e´chappent de la se´paratrice, il fallait plutoˆt se focaliser sur le temps mis par les
particules des ailes de la distribution pour atteindre le centre de l’espace des phases a`
une particule et donc visiter efficacement ce dernier.
Pour des e´nergies U supe´rieures a` l’e´nergie critique, on note l’existence d’e´tats
quasistationnaires dont la dure´e de vie augmente exponentiellement vite avec le nombre
de particules [50]. Nous venons de voir, graˆce au cas “1.7”, que lorsque la se´paratrice
est microscopique, l’e´chelle temporelle de la dynamique est totalement controˆle´e par
les particules de grande e´nergie. Lorsque la distribution des vitesses est trop large, il
devient alors possible qu’elle empie`te sur l’e´quivalent de ce qui serait un tore de KAM,
re´miniscent de la dynamique inte´grable a` e´nergie U > 3/4 et faisant barrie`re a` toute
particule souhaitant rejoindre le centre, expliquant ainsi les temps de thermalisation
exceptionnellement e´leve´s mesure´s pour ces configurations.
Quel lien peut-on alors faire avec la the´orie quasiline´aire [73] ? Que ce soit dans le
cadre de cette the´orie ou de celle expose´e dans ce chapitre, les ingre´dients de la re-
laxation vers l’e´quilibre se trouvent concentre´s dans l’e´valuation pre´cise du coefficient
de diffusion. Nous souhaitons par la suite calculer de fac¸on approximative, mais analy-
tique, le comportement asymptotique de ce coefficient, et comprendre les re´sultats des
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dernie`res simulations nume´riques sur le sujet [80, 81].
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Deuxie`me partie
Transport dans un effondrement de
dents de scie
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Introduction
La queˆte de nouvelles sources d’e´nergie a toujours accompagne´ le de´veloppement
technologique de l’humanite´. La consommation e´nerge´tique moyenne par habitant ne
cesse d’augmenter, exce´dant de´ja` depuis 50 ans le seuil journalier de 2400 kcal, soit
3 GJ/an. L’unite´ utilise´e aujourd’hui pour e´valuer la consommation e´nerge´tique est la
tep, pour tonne e´quivalent pe´trole, 1 tep correspondant a` 42 GJ. Apre`s avoir atteint
un pic en 2002 de 4.47 tep par habitant, la consommation e´nerge´tique franc¸aise a le´ge`-
rement diminue´ cette dernie`re de´cennie pour se retrouver au niveau de celle des anne´es
1990, a` tout de meˆme environ 3.8 tep/an/hab. A` titre de comparaison, la consomma-
tion e´nerge´tique d’un pays e´mergent comme le Maroc s’e´le`ve a` 0.5 tep/an/hab., tandis
que celle des E´tats-Unis culminait a` 7 tep/an/hab. en 2011.
A` ce jour, la totalite´ des re´serves e´nerge´tiques fossiles connues n’exce`de gue`re
1000 Gtep, ce qui, dans un sce´nario de croissance relativement pessimiste, sonne l’e´pui-
sement de ces dernie`res d’ici un sie`cle seulement. En ce qui concerne l’e´nergie nucle´aire,
produite par les re´actions de fission de l’Uranium enrichi, les ressources de cet e´le´ment
sont donne´es pour durer encore environ 100 ans dans le cadre d’une utilisation par
les technologies actuelles. Nous devons a` ce titre la de´couverte de la fission en 1938 a`
Otto Hahn et Lise Meitner, et la conception du premier re´acteur nucle´aire a` Fermi en
1942, dans le cadre du projet Manhattan, ce qui permit a` terme la re´alisation des deux
tristement ce´le`bres premie`res bombes atomiques de l’histoire, largue´es trois anne´es
apre`s sur les villes d’Hiroshima et de Nagasaki. De nos jours, la recherche en fission
nucle´aire est toujours extreˆmement active et pourrait donner lieu a` l’ave`nement de
nouveaux re´acteurs tirant be´ne´fice de ce qui est actuellement conside´re´ comme de´chets
nucle´aires, prolongeant ainsi significativement l’espe´rance de vie de cette technologie,
virtuellement jusqu’a` plusieurs sie`cles. Malgre´ les perspectives d’avenir prometteuses
pour la filie`re fission, le contexte socie´tal s’est particulie`rement assombri suite a` l’ac-
cident de Fukushima en Mars 2011, classe´ par Tokyo sur l’e´chelle internationale INES
des e´ve`nements nucle´aires au meˆme niveau que la catastrophe de Tchernobyl. La queˆte
d’une alternative pre´sentant les meˆmes avantages e´nerge´tiques que la fission nucle´aire
est donc plus que jamais au centre des pre´occupations gouvernementales.
De`s 1920, avant donc le de´but de la fission nucle´aire, en e´tudiant le de´faut de masse
de l’He´lium, Francis William Aston de´couvre qu’il est possible de re´cupe´rer de l’e´nergie
en fabriquant un noyau d’He´lium a` partir d’e´le´ments plus le´gers. Nous devons cependant
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a` Arthur Eddington l’ide´e d’utiliser ce proce´de´ afin d’en extraire de l’e´nergie en vue
de l’utiliser a` nos propres fins. Alors que les premiers re´acteurs de fission nucle´aire
ont tre`s vite e´te´ re´alise´s, il faudra attendre la fin de la Seconde Guerre Mondiale pour
voir e´merger le premier brevet de dispositif de confinement magne´tique (Thomson et
Blackman, 1946). Une configuration similaire, qui se re´ve`lera eˆtre celle encore utilise´e
aujourd’hui, a e´te´ propose´e de`s 1950 par le physicien russe Andrei Shakarov, sous le
nom de toroidalnaya kamera magnitnymi katushkam, pour chambre toro¨ıdale de champ
magne´tique. On se re´fe`re aujourd’hui a` cette structure par le nom“tokamak”, obtenu en
ne gardant que les deux premie`res lettres de chaque mot dans l’expression pre´ce´dente.
Les anne´es 50 sont toutefois marque´es par le secret et l’absence de collaboration
scientifique internationale sur fond de guerre froide, jusqu’en 1958, ou` les diffe´rents
pays protagonistes de´voilent enfin les dispositifs visant a` atteindre l’ignition, c’est-a`-
dire le seuil e´nerge´tique permettant l’auto-entretien des processus de fusion graˆce a`
leurs propres produits de re´action. Parmi ces projets on trouve tokamaks, stellarators
et autres machines a` z-pinches. Aucun de ces dispositifs ne s’ave`re cependant plus per-
formant qu’un autre, jusqu’a` ce qu’en 1968, les russes de l’institut Kurchatov annoncent
avoir atteint une tempe´rature record dans leur dispositif. Il s’agissait alors du tokamak
T3. C’est depuis ce jour que les tokamaks sont conside´re´s comme la technologie la plus
prometteuse qui permettrait d’acce´der a` la fusion par confinement magne´tique. Les an-
ne´es 70 voient la construction de projets de tokamaks europe´ens tels que JET ou TFR.
La France accueille en 1988 le premier tokamak a` bobines supraconductrices, baptise´
Tore Supra. Ce dernier de´tient d’ailleurs le record de dure´e de de´charge, a` plus de 6
minutes, contre quelques secondes tout au plus pour JET. Le projet ITER, toujours en
cours de construction et lui aussi he´berge´ par la France, vise a` de´montrer la faisabilite´
a` l’e´chelle industrielle de la fusion par confinement magne´tique d’ici a` 2020. En cas
de succe`s, le projet DEMO lui succe´dera a` l’horizon 2050. Il s’agira la` d’un re´acteur
ressemblant en principe a` la premie`re version industrielle d’un re´acteur a` fusion.
Dans les e´toiles, la force gravitationnelle suffit a` confiner les noyaux et leur com-
muniquer des vitesses suffisantes pour vaincre la re´pulsion e´lectrostatique, permettant
ainsi la fusion de deux e´le´ments lors d’un choc. Sur Terre, le confinement gravitationnel
est impossible, et il est ne´cessaire d’utiliser d’autres me´thodes si l’on souhaite atteindre
des densite´s volumiques propices aux re´actions nucle´aires. Au milieu du XXe sie`cle, les
physiciens nourrissaient l’espoir de maˆıtriser ces me´thodes a` l’aube des anne´es 2000.
La multiplication des projets expe´rimentaux, de plus en plus aboutis et prometteurs,
n’ont toutefois jamais cesse´ de mettre a` jour les innombrables de´fis technologiques par-
semant le chemin vers la fusion. Concre`tement, sa re´alisation en tokamak ne´cessite
le maintien d’une tempe´rature et d’une densite´ conse´quentes pendant une dure´e suf-
fisamment longue afin que la re´action nucle´aire puisse non seulement s’ope´rer, mais
aussi s’auto-entretenir. Outre la maˆıtrise d’un tel confinement, la physico-chimie de
l’interaction entre le plasma et les bords de l’enceinte du tokamak est a` l’origine d’une
multitude de difficulte´s supple´mentaires. Parmi elles, la possibilite´ pour des e´le´ments
lourds constituant le bord de l’enceinte de s’ablater puis diffuser vers l’inte´rieur du
tokamak, absorbant ainsi l’e´nergie du plasma de´ja` pe´niblement confine´.
C’est dans le contexte du controˆle de la diffusion de telles particules que la seconde
partie de cette the`se s’inscrit. Le premier chapitre introduit la configuration tokamak
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ainsi que le formalisme hamiltonien des lignes de champ magne´tique, et s’attarde a`
de´crire la topologie de celui-ci, notamment dans le cas “stochastique”, correspondant a`
un cas pratique de chaos hamiltonien parfaitement de´terministe.
Le second chapitre vise a` re´soudre un proble`me expe´rimental bien particulier qu’est
le transport d’ions Nickel dans le tokamak JET [82]. Apre`s avoir introduit le contexte
de l’instabilite´“dents de scie”, nous e´tablissons la strate´gie d’e´tude en magne´tohydrody-
namique ide´ale, puis re´solvons nume´riquement le comportement de particules test dans
des conditions mode´lisant l’expe´rience. Nous mettons alors en e´vidence l’importance
de la stochasticite´ des lignes de champ pour le transport du Nickel.
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Chapitre 5
Principe d’un tokamak et description
hamiltonienne des lignes de champ
magne´tique
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5.1 La fusion par confinement magne´tique
5.1.1 Re´actions nucle´aires et crite`re d’ignition
La re´action de fusion nucle´aire est d’autant plus facile a` re´aliser que les e´le´ments
a` fusionner sont le´gers et instables. La courbe d’Aston, donne´e en figure 5.1, montre
l’e´nergie moyenne de liaison par nucle´on en fonction du nume´ro atomique des atomes.
L’hydroge`ne et ses isotopes apparaissent comme le choix naturel pour la re´alisation de
la fusion. Parmi les diffe´rentes re´actions possibles, on recense en particulier
D + T −→ 42He + n + 17.6 MeV, (5.1.1)
D + D −→ 42He + n + 3.3 MeV, (5.1.2)
D + D −→ T + p + 4.0 MeV, (5.1.3)
D + 32He
+ −→ 42He + p + 18.3 MeV. (5.1.4)
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Figure 5.1 – Courbe d’Aston, donnant l’e´nergie de liaison par nucle´on en fonction
du nume´ro atomique. Le fer apparaˆıt comme l’e´le´ment le plus stable, ce qui explique
pourquoi les re´actions de fusion dans les e´toiles ne vont pas au-dela` de cet e´le´ment. Sans
surprise, l’hydroge`ne et ses isotopes apparaissent comme les e´le´ments les plus propices
a` la re´action de fusion. Graphe tire´ de wikimedia commons
Le choix du deute´rium D n’est pas anodin. Cet isotope de l’hydroge`ne, stable, se re-
trouve dans l’eau des oce´ans a` raison d’un atome pour 6420 atomes d’hydroge`ne, et son
processus d’extraction est de´ja` largement utilise´ a` l’e´chelle industrielle [83] pour l’ab-
sorption des neutrons issus des re´actions de fission nucle´aire, ce qui en fait une ressource
virtuellement infinie au regard de la consommation estime´e des futurs re´acteurs.
Les re´actions (5.1.1)-(5.1.4) se distinguent par leurs sections efficaces, donne´es en fi-
gure 5.2. La re´action la plus accessible en termes e´nerge´tiques est la re´action deute´rium-
tritium (5.1.1), qui se trouve aussi pre´senter la section efficace la plus importante. C’est
elle qui a e´te´ retenue pour application industrielle, et a par ailleurs de´ja` e´te´ teste´e avec
succe`s en 1997 dans le tokamak JET [84], ce dernier ayant produit une puissance pic
de 16 MW, soit environ 60% de celle fournie en entre´e. La re´action de fusion (5.1.1)
pre´sente toutefois l’inconve´nient de faire intervenir le tritium, qui, en plus d’eˆtre ex-
treˆmement toxique, n’existe pas a` l’e´tat naturel. Il est cependant possible d’utiliser les
neutrons produits par cette re´action sur du lithium afin de produire le tritium in-situ
graˆce au processus
6
3Li + n −→ T + 42He. (5.1.5)
En dehors du tritium (dont la demi-vie est seulement de 12 ans), la re´action (5.1.1) ne
produit pas de de´chet radioactif, ni de dioxyde de carbone, et ne pre´sente pas non plus
de risque d’emballement.
Pour fusionner, les noyaux doivent entrer en collision avec des vitesses relatives
suffisamment e´leve´es afin de vaincre la re´pulsion e´lectrostatique. Avec une tempe´rature
de 107 K et une densite´ de particules maintenue suffisamment e´leve´e graˆce a` une force
gravitationnelle conse´quente, le centre du Soleil est le sie`ge de re´actions de fusion
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Figure 5.2 – Section efficace des diffe´rentes re´actions de fusion. Les symboles Dx re-
pre´sentent un noyau d’Hydroge`ne, supple´mente´ de l’e´le´ment x, pouvant eˆtre un proton
ou un neutron. Graphe tire´ de www.cea.fr
d’atomes d’hydroge`ne. Or, comme nous l’avons e´voque´ en introduction, sur Terre, a` la
meˆme tempe´rature, nous ne disposons pas de la possibilite´ de de´clencher la fusion de
noyaux d’hydroge`ne par simple confinement gravitationnel. Nous avons par contre deux
autres leviers, que sont la densite´ et le temps de confinement 1. L’ignition, c’est-a`-dire
le seuil a` partir duquel la re´action de fusion peut s’auto-entretenir malgre´ les pertes
e´nerge´tiques, peut se caracte´riser par le crite`re de Lawson [85], de´fini par le produit
nTτ , ou` n est la densite´ de plasma, T la tempe´rature, et τ le temps caracte´ristique de
confinement. L’ordre de grandeur du seuil d’ignition est donne´ par
nTτ > 6× 1021 keV.s.m−3, (5.1.6)
ce qui revient a` confiner une densite´ de 1020 particules par me`tre cube, pendant pre`s
d’une seconde, a` 100 millions de degre´s... Le de´fi technologique est de taille.
5.1.2 La configuration magne´tique “tokamak”
Apre`s un re´gime de chauffage transitoire, le me´lange deute´rium-tritium s’ionise,
et il devient alors possible de controˆler le plasma obtenu par l’application de champs
magne´tiques externes.
L’ide´e la plus simple consiste a` pie´ger les particules charge´es dans un sole´no¨ıde
torique, dans lequel re`gne donc un champ magne´tique toro¨ıdal. Le mouvement des
ions et des e´lectrons est alors guide´ par les lignes de champ magne´tique, les particules
adoptant en plus un mouvement de pre´cession autour de ces dernie`res, caracte´rise´ par
un rayon de Larmor millime´trique. Malheureusement, la de´pendance radiale du champ
1. Ce dernier est de´fini comme le temps caracte´ristique de refroidissement du plasma apre`s coupure
des apports d’e´nergie exte´rieurs.
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magne´tique toro¨ıdal 2, conduit a` des effets de de´rive verticale. En effet, les espe`ces
charge´es, pendant une pre´cession, subissent une variation de leur rayon de Larmor, due
a` la variation locale du champ magne´tique. La fuite des particules vers les parois de
l’enceinte de confinement est alors de l’ordre de la milliseconde, ce qui est trop rapide
pour espe´rer atteindre l’ignition.
Comme nous l’e´voquions en introduction, c’est en 1950 que la configuration tokamak
a e´te´ propose´e pour la premie`re fois, par Andrei Shakarov. L’ide´e est de compenser la
de´rive se´culaire due a` la courbure du syste`me par l’ajout d’un champ magne´tique
polo¨ıdal, donnant ainsi lieu a` une structure de champ he´lico¨ıdale comme montre´ en
figure 5.3. En pratique, cet ajout est re´alise´ dans un premier temps par induction : un
champ e´lectrique toro¨ıdal, cre´e´ par un sole´no¨ıde vertical central, acce´le`re les espe`ces
charge´es et ge´ne`re un courant toro¨ıdal, dont re´sulte finalement le champ polo¨ıdal induit.
La quantite´ de flux magne´tique disponible permettant cette induction e´tant finie, le
maintien du courant toro¨ıdal se fait dans un second temps par chauffage auxiliaire.
Figure 5.3 – Sche´ma de principe montrant la production du champ magne´tique he´li-
co¨ıdal. Figure extraite de [86].
Nous allons a` pre´sent nous pencher sur la description quantitative de la structure
he´lico¨ıdale des lignes de champ magne´tique. Nous verrons que ces dernie`res se de´crivent
de fac¸on naturelle par un formalisme hamiltonien.
2. Par une application imme´diate du the´ore`me d’Ampe`re, on de´duit que le champ magne´tique
toro¨ıdal de´croˆıt en effet de fac¸on inversement proportionnelle a` la distance depuis le centre du tore.
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5.2 Formalisme hamiltonien
5.2.1 Coordonne´es de flux
Nous allons de´finir dans ce paragraphe les coordonne´es dites de flux, permettant
d’acce´der a` la structure de´taille´e du champ magne´tique dans l’enceinte de confinement.
De´finissons tout d’abord le syste`me de coordonne´es toro¨ıdales (r, θ, φ), repre´sente´es en
figure 5.4, ainsi que la base covariante associe´e (er, eθ, eφ). De´finissons de plus la base
Figure 5.4 – Repre´sentation des coordonne´es toro¨ıdales.
contravariante (∇r,∇θ,∇φ), ou` chaque vecteur est orthogonal a` l’isosurface de´finie
par la coordonne´e covariante associe´e.
Soit le potentiel vecteur A dont de´rive le champ magne´tique B. Nous pouvons
l’e´crire en fonction de ses coordonne´es covariantes
A = Ar∇r + Aθ∇θ + Aφ∇φ. (5.2.1)
Introduisons la fonction scalaire G telle que ∂rG = Ar. Le de´veloppement de ∇G sur
la base contravariante s’e´crit alors
∇G = Ar∇r +
∂G
∂θ
∇θ +
∂G
∂φ
∇φ. (5.2.2)
En remplac¸ant le premier terme de l’e´quation (5.2.1) par son expression en fonction
de ∇G, nous obtenons
A =∇G+
(
Aθ − ∂G
∂θ
)
∇θ +
(
Aφ − ∂G
∂φ
)
∇φ. (5.2.3)
Ainsi, en prenant le rotationnel pour remonter au champ magne´tique, le terme ∇G de
l’e´quation (5.2.3) disparaˆıt au profit de l’e´criture avantageuse de B sous la forme
B =∇ψt ×∇θ −∇ψp ×∇φ, (5.2.4)
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ou` nous avons pose´
ψt = Aθ − ∂G
∂θ
et ψp =
∂G
∂φ
− Aφ. (5.2.5)
Cette repre´sentation, aussi appele´e repre´sentation de Clebsch, permet d’e´tudier la to-
pologie du champ magne´tique graˆce un formalisme inde´pendant de la ge´ome´trie du
syste`me. De plus, il est possible de montrer, lorsque la configuration du champ admet
l’existence de surfaces magne´tiques, que les deux fonctions ψt et ψp repre´sentent res-
pectivement les flux toro¨ıdal et polo¨ıdal du champ magne´tique a` travers les sections
idoines [87, 88]. Le flux toro¨ıdal ψt devient alors une coordonne´e a` part entie`re pouvant
se substituer avantageusement a` r. En premie`re approximation, nous avons d’ailleurs
ψt ∼ r2Bφ.
La repre´sentation (5.2.4) permet en outre de mettre en e´vidence la nature hamilto-
nienne intrinse`que des lignes de champ. Ces dernie`res, en coordonne´es de flux, ve´rifient
dψt
B ·∇ψt =
dθ
B ·∇θ =
dφ
B ·∇φ, (5.2.6)
ou` nous avons fait appel a` la base contravariante (∇ψt,∇θ,∇φ). En remplac¸ant B
par sa repre´sentation de Clebsch (5.2.4), nous obtenons les e´quations suivantes :
dψt
dφ
= −∇ψt · (∇ψp ×∇φ)
∇φ · (∇ψt ×∇θ) , (5.2.7)
dθ
dφ
= −∇θ · (∇ψp ×∇φ)
∇φ · (∇ψt ×∇θ) . (5.2.8)
En remplac¸ant le gradient du flux polo¨ıdal par son expression covariante
∇ψp =
∂ψp
∂ψt
∇ψt +
∂ψp
∂θ
∇θ +
∂ψp
∂φ
∇φ, (5.2.9)
les e´quations des trajectoires (5.2.7) et (5.2.8) se mettent finalement sous la forme
dψt
dφ
= −∂ψp
∂θ
, (5.2.10)
dθ
dφ
=
∂ψp
∂ψt
. (5.2.11)
Les lignes de champ, en coordonne´es de flux, de´rivent donc d’un hamiltonien, qui n’est
rien d’autre que le flux polo¨ıdal du champ magne´tique. Nous omettrons alors de`s a`
pre´sent l’indice “t”pour le flux toro¨ıdal, afin de ne pas le confondre avec le flux polo¨ıdal
que nous noterons parfois H = ψp.
Nous allons conside´rer dans la suite une configuration magne´tique axisyme´trique
dite d’e´quilibre, c’est-a`-dire une configuration telle que le hamiltonien H des lignes de
champ ne de´pende que du flux toro¨ıdal. Les e´quations (5.2.10) et (5.2.11) se re´duisent
alors a`
dψ
dφ
= 0 et
dθ
dφ
=
∂H
∂ψ
. (5.2.12)
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Ceci revient a` conside´rer une configuration pour laquelle les lignes de champ s’enroulent
sur des surfaces magne´tiques de´finies par le flux toro¨ıdal ψ les caracte´risant, l’angle
toro¨ıdal φ jouant alors le roˆle du temps dans les e´quations du mouvement (5.2.10)-
(5.2.11). Introduisons de plus le facteur de se´curite´ q, donne´ par
1
q(ψ)
=
∂H
∂ψ
. (5.2.13)
Cette quantite´ caracte´rise alors la densite´ de l’enroulement des lignes de champ sur
les surfaces magne´tiques. Les valeurs de q repre´sentent en fait le nombre de tours
toro¨ıdaux qu’effectue une ligne de champ lors d’une re´volution polo¨ıdale. Dans une
configuration ou` les tores magne´tiques sont de section circulaire, le lien entre q et le
champ magne´tique s’exprime facilement comme le rapport
q(r) =
rBφ
RBθ
. (5.2.14)
En re´alite´, les expe´riences en tokamak ont mis en e´vidence une sensibilite´ certaine
du plasma aux instabilite´s d’origine magne´tohydrodynamique. Le champ magne´tique
re´sultant de telles e´volutions temporelles n’est alors jamais de´crit exactement par le
champ d’e´quilibre, notamment a` cause de la brisure de l’axisyme´trie engendre´e par
le de´placement du plasma. L’e´tude de ces mouvements se fait en introduisant des
perturbations au hamiltonien inte´grable,
H =
∫ ψ
0
dψ′
q (ψ′)
+
∑
m,n
Vmn(ψ) cos (mθ − nφ+ χmn) . (5.2.15)
L’e´tude des lignes de champ magne´tique revient alors a` conside´rer un proble`me de
the´orie classique des perturbations.
5.2.2 Perturbations magne´tiques
Nous allons illustrer ici l’impact des perturbations magne´tiques sur la topologie des
lignes de champ. Conside´rons dans un premier temps que nous perturbions l’e´quilibre
magne´tique par l’ajout d’un seul mode (mn), dont l’amplitude sera note´e Vmn, prise
inde´pendante de ψ pour simplifier. Le hamiltonien des lignes de champ est alors donne´
par
H =
∫
dψ
q(ψ)
+ Vmn cos (mθ − nφ) . (5.2.16)
Les e´quations des lignes de champ de´rivant de cet hamiltonien s’e´crivent donc
dψ
dφ
= mVmn sin (mθ − nφ) (5.2.17)
dθ
dφ
=
1
q(ψ)
. (5.2.18)
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Si l’on se place loin d’une surface rationnelle, de´finie par q(ψ) = m/n, le flux ψ ob-
serve un mouvement oscillant. En effet, en supposant q(ψ) constant pour ce type de
trajectoires, nous pouvons e´crire
θ =
φ
q
+ θ0 et ψ = ψ0 +
Vmnm cos (mθ − nφ)
m/q − n . (5.2.19)
Les surfaces magne´tiques correspondant a` l’e´quilibre et loin des tores re´sonants se
retrouvent donc de´forme´es, mais leur topologie est globalement inchange´e par l’ajout
de la perturbation.
Si l’on se place par contre au voisinage une surface dite rationnelle, le de´nominateur
m/q − n ≃ 0 induit de grandes excursions du flux le long de la trajectoire toro¨ıdale, et
les e´quations du mouvement (5.2.19) ne sont plus valides. Afin de comprendre quan-
titativement l’action de la perturbation sur un tore re´sonant, changeons a` pre´sent de
variables pour nous placer dans le repe`re de la perturbation, en posant Qmn = mθ−nφ.
Il vient
dQmn =
(
m
q(ψ)
− n
)
dφ. (5.2.20)
De´veloppons q au voisinage de ψmn, la surface re´sonante en question. A` condition que
q′, la de´rive´e de q, ne s’annule pas en ce point, l’e´quation (5.2.20) devient alors
dQmn ≃ −mdφ q
′
q2
(ψ − ψmn) . (5.2.21)
En e´liminant dφ graˆce a` l’e´quation (5.2.17), nous obtenons
Vmnm sinQmndQmn = −mq
′
q2
(ψ − ψmn) dψ. (5.2.22)
L’inte´gration de cette e´quation conduit a`
1
2
(ψ − ψmn)2 = κmn + q
2Vmn
q′
cosQmn, (5.2.23)
ou` κmn est une constante d’inte´gration. En d’autres termes, la dynamique des trajec-
toires initialement situe´es sur tores re´sonants se re´e´crit sous la forme d’un pendule
simple, ou` le flux toro¨ıdal joue le roˆle de l’impulsion, et la variable Qmn la position.
Nous pouvons donc de´finir des se´paratrices, localise´es au voisinage de chaque tore
re´sonant. Afin d’e´tablir leurs e´quations en coordonne´es de flux, remarquons que l’e´qua-
tion (5.2.23) fournit la contrainte 3
cosQmn ≤ κmnq
′
Vmnq2
. (5.2.24)
Par conse´quent, si κmn ≥ q2Vmn/q′, toutes les positions Qmn deviennent accessibles au
syste`me. Le seuil critique de´finit la se´paratrice associe´e au mode (mn), et nous acce´dons
a` son e´quation ψ∗ en fonction de Q∗ :
(ψ∗ − ψmn) = ±2m
n
√
Vmn
q′
sin
Q∗
2
. (5.2.25)
3. Nous avons implicitement suppose´ que q′ > 0.
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Figure 5.5 – Trace´ de la projection polo¨ıdale de deux se´paratrices correspondant aux
modes toro¨ıdaux m = 1 et m = 8
Cette formulation permet en outre de comprendre l’apparition d’ˆılots magne´tiques,
dus a` l’existence de ces se´paratrices et dont la largeur en termes de flux toro¨ıdal est
imme´diatement donne´e par
δψ∗mn ∼
4m
n
√
Vmn
q′
(5.2.26)
La figure 5.5 montre la structure de deux se´paratrices, projete´es sur un plan polo¨ı-
dal, et correspondant a` des modes m = 1 et m = 8. A` l’inte´rieur, les surfaces magne´-
tique se re´partissent en tores concentriques. Nous comprenons donc intuitivement qu’en
cas de recouvrement de se´paratrices, les surfaces magne´tiques sont de´truites, rendant
“stochastiques” les orbites proches des surfaces de recouvrement.
D’un point de vue physique, le recouvrement de re´sonances peut eˆtre catastrophique
pour le confinement. En effet, en partant du principe que les e´lectrons du plasma suivent
les lignes de champ, une structure stochastique de ce dernier empeˆcherait par exemple
le tokamak de maintenir une tempe´ratude suffisamment e´leve´e au centre, ce dernier
e´tant le sie`ge d’un transport chaotique vers et depuis les bords, plus froids.
5.3 Equilibre magne´tohydrodynamique
5.3.1 E´quation de Grad-Shafranov
Au cours du paragraphe pre´ce´dent, nous nous sommes appuye´s sur la de´finition
formelle du facteur de se´curite´ q pour de´finir notre hamiltonien d’e´quilibre. Nous allons
ici e´tablir le lien physique avec le plasma en adoptant une approche MHD (Magne´to-
HydroDynamique). Nous devons ce domaine a` Hannes Alfve´n, qui fut le premier a`
conside´rer un plasma sous son aspect fluide.
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En notant ρ la densite´ du plasma, v son champ de vitesses Eule´rien, P sa pression
et j le courant associe´, les e´quations principales de la MHD a` un fluide s’e´crivent
∂ρ
∂t
= − div ρv (5.3.1)
ρ
dv
dt
= −gradP + j×B (5.3.2)
ηj = E+ v ×B. (5.3.3)
Les champs E etB ve´rifient quant a` eux les e´quations de Maxwell. La premie`re e´quation
traduit la conservation locale de la quantite´ de matie`re, la seconde n’est rien d’autre que
l’e´quation d’Euler, prenant en compte la force magne´tique volumique, et la dernie`re
la loi d’Ohm locale. L’hypothe`se principale de la MHD ide´ale est de conside´rer la
re´sistivite´ du plasma comme nulle, c’est-a`-dire η = 0. L’e´quation (5.3.3) s’e´crit alors
simplement E+v×B = 0. Dans le cas du re´gime stationnaire, l’e´quation d’Euler (5.3.2)
fournit
ρ (v · grad)v + gradP = j×B. (5.3.4)
En notant L une longueur caracte´ristique du syste`me, nous avons, en ordre de grandeur,
ρ (v · grad)v ≃ ρv2
L
j×B ≃ B2
µ0L
}
−→ ρ || (v · grad)v||||j×B|| ≃
v2
v2A
, (5.3.5)
ou` vA =
√
B2/µ0ρ est la vitesse d’Alfve´n. En ge´ne´ral, v ≪ vA, ce qui nous ame`ne
finalement a` l’e´quation de Grad-Shafranov :
gradP = j×B. (5.3.6)
Afin d’obtenir une solution de cette e´quation, nous allons nous placer dans un
tokamak a` section circulaire de rayon a et de rayon principal R0. Apre`s quelques cal-
culs [89, 90], cette e´quation se re´e´crit graˆce au flux polo¨ıdal sous la forme
∂2ψp
∂x2
+
1
x
∂ψp
∂x
+
1
x2
∂2ψp
∂θ2
− ε
1 + εx cos θ
(
∂ψp
∂x
cos θ − ∂ψp
∂θ
sin θ
x
)
= −16π3a2R02 (1 + εx cos θ)2 dP
dψp
− 8π
2a2
c2
dI2
dψp
, (5.3.7)
ou` nous avons pose´ x = r/a le rayon normalise´, ε = a/R0 le rapport d’aspect, et I le
courant polo¨ıdal.
5.3.2 Solution perturbative
Dans toute l’e´tude nume´rique qui fera l’objet du Chapitre 6, nous aurons besoin
d’une configuration magne´tique d’e´quilibre, solution de l’e´quation de Grad-Shafranov,
et ide´alement analytique afin de faciliter son imple´mentation nume´rique. Dans cette
optique, nous allons de´velopper perturbativement l’e´quilibre cylindrique, en utilisant
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comme parame`tre de de´veloppement le rapport d’aspect ε. Ainsi, en se limitant au
premier ordre,
ψp(x, θ) = ψ
(0)
p (x) + εψ
(1)
p (x, θ). (5.3.8)
Dans toute la suite, nous n’utiliserons que des variables adimensionne´es. En notant B0
le champ magne´tique toro¨ıdal sur l’axe magne´tique, posons
ψ˜p =
ψp
πa2B0
, p˜ =
8πp
B20
, et I˜ =
2I
cB0R0
. (5.3.9)
Afin d’obtenir une forme close pour ψp, nous de´veloppons la pression et le courant
magne´tique comme
p˜ = p˜1ψ˜p
2
et I˜2 = I˜20 + I˜
2
1 ψ˜p
2
. (5.3.10)
Nous omettrons dans la suite les tildes afin d’alle´ger les notations. Apre`s re´solution
perturbative [90, 91], nous obtenons
ψ(0)p (x) = CJ0(kx), (5.3.11)
ψ(1)p (x, φ) =
cosφ
2
[
C
(
xJ0(kx)− σx
2
k
J1(kx)
)
−DJ1(kx)
]
, (5.3.12)
avec
k2 =
4
ε2
(
p1 + I
2
1
)
, (5.3.13)
σ =
4p1
ε2
, (5.3.14)
D = −σC
k
. (5.3.15)
Nous fixons la constante C en de´finissant la valeur du flux polo¨ıdal en x = 1. De plus,
imposer ψp(x = 1, θ) = 0 revient a` fixer la valeur de k, cette dernie`re devant alors eˆtre
le premier ze´ro de la fonction de bessel J0. Enfin, nous gardons la pression p1 comme
parame`tre libre, de´finissant le re´gime de fonctionnement du tokamak. L’e´quilibre ainsi
de´fini fournit un profil q repre´sente´ en figure 5.6. Enfin, nous pouvons remonter au
champ magne´tique graˆce aux relations suivantes :
Br =
−1
2πr
∂ψp
∂z
,
Bz =
1
2πr
∂ψp
∂r
, (5.3.16)
Bθ =
2I
cr
.
Seulement ici le flux polo¨ıdal est donne´ en variables toro¨ıdales. Afin d’obtenir le champ
d’e´quilibre en coordonne´es cylindriques 4, appliquons la transformation suivante au sys-
te`me (5.3.17), [
dx
dφ
]
=
[
a−1 cosφ a−1 sinφ
−(ax)−1 sinφ (ax)−1 cosφ
] [
dr
dz
]
, (5.3.17)
4. En raison de leur simplicite´, nous utilisons nume´riquement les coordonne´es cylindriques afin
d’inte´grer les trajectoires de particules test.
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Figure 5.6 – A` gauche, trace´ du profil q en fonction de la distance normalise´e a` l’axe
magne´tique. A` droite, la coupe sur un plan polo¨ıdal des tores magne´tiques de´finis par
l’e´quilibre (5.3.6).
Finalement,
Br =
−ε
2(1 + εx cosφ)
(
sinφ
∂ψp
∂x
+
cosφ
x
∂ψp
∂φ
)
,
Bz =
ε
2(1 + εx cosφ)
(
cosφ
∂ψp
∂x
− sinφ
x
∂ψp
∂φ
)
, (5.3.18)
Bθ =
I
1 + εx cosφ
.
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Chapitre 6
E´tude de la diffusion d’ions Nickel dans
JET lors d’un effondrement de dents de scie
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6.1 Remise en question du transport stochastique
6.1.1 Le re´gime dents de scie
L’instabilite´ “dents de scie” ou sawtooth en anglais se pre´sente comme un re´gime de
fonctionnement durant lequel les observables principales telles que la tempe´rature ou
la densite´ e´lectronique pre´sentent des oscillations asyme´triques tre`s prononce´es. Depuis
leur premie`re observation en 1974 [92], ces oscillations ont e´te´ retrouve´es sur tous les
tokamaks en service dans le monde.
Durant une pe´riode d’oscillation, la tempe´rature e´lectronique centrale suit une aug-
mentation lente, e´tale´e sur une dure´e de l’ordre de 100 ms, avant de subir une chute
extreˆmement brutale, appele´e “crash”, ne durant, elle, que 100 µs tout au plus, com-
promettant le confinement des particules. La figure 6.1, issue de [93], montre quelques
cycles de dents de scie obtenus dans le tokamak JET, ou` l’on peut observer la dif-
fusion rapide de tempe´rature du centre vers les bords, te´moignant d’une rupture du
confinement durant le crash.
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A` partir d’un profil de se´curite´ ve´rifiant q(0) > 1, les effets ohmiques dus au cou-
rant e´lectronique augmentent pre´fe´rentiellement la tempe´rature au centre, la densite´
de plasma y e´tant plus importante qu’ailleurs. La re´sistivite´ du plasma diminue alors 1,
ce qui a pour effet d’augmenter encore le courant e´lectronique. Le champ magne´tique
polo¨ıdal augmente aussi, diminuant finalement q au centre (voir l’e´quation (5.2.14)). A`
terme, q(0) < 1, ce qui de´clenche [94] l’instabilite´ kink, correspondant a` la croissance
d’une perturbation de mode polo¨ıdal m = 1, et toro¨ıdal n = 1. Son e´volution non
line´aire conduit a` une re´organisation de la topologie du champ magne´tique, accompa-
gne´e d’une homoge´ne´isation de tempe´rature. Notons que les pre´dictions the´oriques de
Rosenbluth et. al. [94] furent publie´es avant les premie`res mesures expe´rimentales [92].
Figure 6.1 – Observation expe´rimentale de cycles de dents de scie dans le tokamak
JET [93]. Le trace´ du haut repre´sente la tempe´rature e´lectronique centrale, qui oscille
en dents de scie. La figure du bas de´taille la re´partition spatiale de la tempe´rature
durant la phase de crash (la de´croissance brutale).
L’article de Kadomtsev [95] pre´sente un mode`le, dit de reconnexion totale, sans
stochasticite´, base´ sur la re´organisation de la topologie du champ magne´tique pour ex-
1. La re´sistivite´ η diminue avec la tempe´rature comme η ∝ T−3/2 [87].
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pliquer le phe´nome`ne de dents de scie. Expe´rimentalement, ses pre´dictions n’ont jamais
pu eˆtre ve´rifie´es, et le me´canisme pre´cis de l’instabilite´ est aujourd’hui toujours encore
mal compris malgre´ les nombreuses e´tudes expe´rimentales et mode´lisations the´oriques
de´die´es au sujet [96–98].
La question du transport durant un crash de dent de scie est au coeur de nom-
breuses investigations. Il est a` l’heure actuelle largement admis que le transport, dont
les proprie´te´s sont lie´es a` la structure des lignes de champ, est favorise´ par la stochas-
ticite´ de ces dernie`res. En effet, si l’on conside`re en premie`re approximation que les
particules charge´es suivent les lignes de champ, dans le cas ou` les trajectoires de ces
dernie`res de´rivent d’un hamiltonien inte´grable, les particules seront contraintes d’e´vo-
luer au voisinage des surfaces magne´tiques pre´sente´es au Chapitre 5. Si par contre le
hamiltonien n’est pas inte´grable, cas que nous qualifions de “stochastique”, les surfaces
magne´tiques, nous l’avons vu, sont en majorite´ de´truites. Un trace´ de la section de
Poincare´, comme expose´ en figure 6.2, permet de comprendre qualitativement alors
pourquoi le transport est possible. En effectuant plusieurs tours de tokamak, les par-
ticules explorent une large zone spatiale, et non plus seulement le tore magne´tique du
cas inte´grable.
Figure 6.2 – A` gauche, le plot de Poincare´ d’une configuration magne´tique a` tra-
vers une section polo¨ıdale dans une situation “peu” stochastique. On distingue encore
parfaitement la se´paratrice correspondant au mode (11). A` droite, meˆme chose mais
dans un cas ou` le recouvrement entre se´paratrices donne lieu a` un chaos plus prononce´,
permettant aux lignes de champ d’explorer, en quelques tours de tokamak seulement,
une large zone spatiale.
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6.1.2 Expe´rience de´die´e
En 1997, un essai dans le tokamak JET par l’e´quipe de John Wesson [82] caracte´risa
pour la premie`re fois le temps caracte´ristique de diffusion de particules lourdes. L’ex-
pe´rience, qui se voulait tester l’hypothe`se du transport stochastique, consista a` injecter
du Nickel au voisinage de la surface q = 1, et d’en observer la diffusion vers le centre du
tokamak par reconstruction tomographique a` rayons X. La compre´hension du transport
de particules lourdes est capitale afin d’atteindre la fusion. En effet, dans un tokamak
re´el, les bords de la chambre de confinement sont une source privile´gie´e d’impurete´s
telles que le carbone ou le tungste`ne, e´le´ments relativement lourds et susceptibles de
diffuser vers le centre du tokamak, perturbant potentiellement les conditions d’ignition
par absorption d’e´nergie.
Le re´sultat principal de l’article de Wesson est donne´ en figure 6.3, et montre une
diffusion des particules de Nickel vers la partie centrale de l’enceinte de confinement
en un temps de l’ordre de 50 µs. A` la tempe´rature de fonctionnement, donne´e pour
Figure 6.3 – Profil d’e´missivite´ X des particules de Nickel pendant un crash. La figure
provient de [82].
E = 8 keV, un rapide calcul d’ordre de grandeur donne la distance parcourue par les
diffe´rentes particules durant le crash. A` partir de leur vitesse v ≃ √2E/m, pour une
dure´e de crash de 50 µs, les e´lectrons parcourent environ 2 km, tandis que les ions
Nickel, du fait de leur masse bien plus importante, parcourent environ seulement 6 m,
112
6.2. E´TUDE NUME´RIQUE
ce qui est tre`s insuffisant pour pouvoir justifier de plusieurs tours de tokamak et diffuser
vers le centre en suivant les lignes de champ, dont la structure serait stochastique. C’est
donc a` juste titre que Wesson se pose la question de la validite´ du mode`le de transport
stochastique.
Nous allons tenter de re´pondre a` cette question en adoptant une approche MHD
ide´ale. La dure´e du crash e´tant tre`s faible, il est le´gitime de ne´gliger les effets collision-
nels qui n’ont pas le temps de se manifester.
6.2 E´tude nume´rique
6.2.1 Mode`le empirique des dents de scie
A` partir du champ magne´tique d’e´quilibreB0, nous de´finissons le champ magne´tique
total B = B0 +B1, ou` B1 est suppose´ faible devant B0. En pratique, B1/B0 ≃ 10−2.
Graˆce a` la loi d’Ohm E1 + v ×B = 0, la relation de Maxwell-Faraday se re´e´crit a`
l’ordre 1 en perturbation
rotE1 = −∂B
∂t
→ rot (v ×B0) = ∂B1
∂t
. (6.2.1)
En e´crivant ξ le champ de de´placement du plasma tel que ∂ξ/∂t = v, on obtient
B1 = rot (ξ ×B0) , (6.2.2)
E1 = −∂ξ
∂t
×B0. (6.2.3)
On peut donc calculer le champ e´lectromagne´tique perturbe´ a` partir de la “simple”
donne´e du de´placement du plasma. De plus, en conside´rant un de´placement incompres-
sible, c’est-a`-dire ve´rifiant ∇ · ξ = 0, le calcul de E1 et B1 ne ne´cessite plus que la
connaissance de la composante radiale de ξ. C’est pourquoi nous allons de´crire cette
dernie`re par
ξmn(r, t) = ξmn0 (t)f
mn(r) cos(mφ− nθ − ωmnt+ χmn), (6.2.4)
ou` les entiersm et n repre´sentent respectivement les nombres d’onde toro¨ıdaux et polo¨ı-
daux. Les quantite´s ξmn0 et f
mn repre´sentent quant a` elles respectivement la de´pendance
temporelle due a` l’instabilite´ et la de´pendance radiale de la perturbation.
Nous avons choisi de mode´liser la de´pendance temporelle en deux parties, une pour
la phase de croissance de l’instabilite´ (t < tc), l’autre pour le crash (t > tc), les deux
e´tant relie´es de fac¸on continue et de´rivable.
ξmn0 (t) = ξ
mn
0
(
cmn + (1− cmn)e−(t−tc)2/(2σ2mn)
)
∀t ≤ tc, (6.2.5)
ξmn0 (t) = (1− rmn) ξmn0 e−(t−tc)
2/(2σ′2mn) + rmnξ
mn
0 ∀t > tc, (6.2.6)
Le parame`tre libre cmn permet de fixer la valeur initiale du mode en question, tandis
que rmn de´finit la valeur asymptotique du meˆme mode en fin de crash. Enfin, σ
2
mn de´crit
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Figure 6.4 – Trace´ de la de´pendance temporelle des modes pour le mode`le complet.
Les modes non-inte´grables (21), (32) et (43), en plus d’avoir e´te´ choisis tels que leur am-
plitude maximale reste“raisonnable”, ont aussi e´te´ imple´mente´s tels que leur apparition
soit retarde´e par rapport aux modes inte´grables (11) et (22).
le taux de croissance de l’instabilite´. La figure 6.4 repre´sente les diffe´rentes de´pendances
temporelles choisies pour le mode`le complet durant un cycle de dent de scie.
Concernant les de´pendances radiales fmn, nous disposons de la donne´e expe´rimen-
tale obtenue par Igochine pour le tokamak ASDEX en re´fe´rence [99] graˆce a` une re-
construction tomographique. Nous avons utilise´ un fit nume´rique de ces donne´es expe´-
rimentales pour les modes (11) et (22), les seuls re´solus 2. Le mode (21) est quant a` lui
pris gaussien, en raison du choix fait par nos collaborateurs argentins. Une telle forme
reste cohe´rente avec le re´sultat de l’e´quation (6.2.10)
f 11(x) =
1
2
− 1
2
tanh [δ (x− x1)] (6.2.7)
f 22(x) =
{
cos2
[
π
2
(
x−x2
x2
)]
si x ≤ x2
0 sinon.
(6.2.8)
f 21(x) = exp
[
(x− x21)2
2σ221
]
(6.2.9)
Sans information expe´rimentale comple´mentaire, la de´pendance spatiale des autres
modes sera prise selon le calcul dans le cas cylindrique [89, 100].
fmn(r) =
r
R0
(
r
rs
)m−1(
1
q(r)
− n
m
)
Θ
(m
n
− q(r)
)
, (6.2.10)
ou` rs est tel que q(rs) = 1, et ou` Θ repre´sente la distribution de Heaviside. La figure 6.5
repre´sente les de´pendances radiales telles qu’utilise´es dans nos simulations nume´riques.
2. Le mode (33) a lui aussi e´te´ re´solu spatialement, mais son amplitude est anecdotiquement faible
pour eˆtre prise en compte.
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Figure 6.5 – A` gauche, la de´pendance spatiale normalise´e des modes inte´grables (11)
et (22), provenant d’un fit expe´rimental [99], rappele´ par les e´quations (6.2.7) et (6.2.8).
A` droite, les modes stochastiques (21), (32) et (43), donne´s respectivement par les
e´quations (6.2.9) et (6.2.10).
6.2.2 Comparaison inte´grable-stochastique
Nous avons de´veloppe´ un code nume´rique base´ sur un algorithme de type Runge-Kutta
d’ordre quatre, inte´grant les e´quations du mouvement de particules test pendant une
dure´e donne´e. Pour chaque particule, repe´re´e par sa position r(x, θ, φ), nous avons, en
variables adimensionne´es,
d2r˜
dt˜2
= γv˜ × B˜+ 1
γ
E˜1, (6.2.11)
ou` la quantite´ sans dimension γ est de´finie par
γ =
v0
ΩNia
, (6.2.12)
v0 correspondant a` une vitesse caracte´ristique
3, et ΩNi = qNiB0/mNi, la pulsation
cyclotronique du Nickel. La re´fe´rence [101] sugge`re que les particules de Nickel e´taient
charge´es +26 lors du shot en question.
E´tant donne´ le profil q calcule´ graˆce a` la solution perturbative de Grad-Shafranov,
nous avons initialement re´parti, sur un meˆme plan polo¨ıdal, N particules de Nickel a`
des distances comprises entre 0.3 m et 0.5 m de l’axe magne´tique, ce qui correspond a`
les distribuer au voisinage de la surface q = 1. Nous avons fixe´ leurs e´nergies a` 8 keV,
et distribue´ leurs vitesses de fac¸on totalement isotrope.
Le but de cette e´tude nume´rique e´tant de tester l’hypothe`se de transport stochas-
tique, nous avons compare´ la diffusion des particules de Nickel avec et sans modes
inte´grables. Nous donnons les parame`tres de simulation en table (6.1).
La figure 6.6 montre la distribution finale de particules, c’est-a`-dire apre`s environ
200 µs, avec et sans modes inte´grables. Dans ce dernier cas, nous observons que le
3. Nous prenons en pratique la vitesse initiale donnant l’e´nergie souhaite´e.
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Mode ξmnmax/ξ
11
max ωmn/ω11
(11) 1.0 1.0
(22) 0.5 2.0
(21) 0.8 1.5
(32) 0.7 2.5
(43) 0.2 3.5
Table 6.1 – Parame`tres des modes
Nickel n’a que tre`s peu colonise´ le centre du tokamak, contrairement au cas ou` tous les
modes e´taient pre´sents. Dans les deux cas, comme pressenti par Wesson, la distance
Figure 6.6 – Projections polo¨ıdales de la distribution des particules de Nickel. A`
gauche, la configuration initiale. Au centre, la distribution apre`s environ 200µs, re´alise´e
avec les modes (11) et (22) seuls. A` droite, la meˆme chose mais avec le mode`le complet,
c’est-a`-dire prenant en compte les modes (11), (22), (21), (32) et (43).
totale parcourue par les ions Nickel n’exce`de pas quelques me`tres. Le transport de ces
particules vers le centre dans la situation du mode`le complet se fait donc essentiellement
radialement, et non pas le long des lignes de champ.
En notant η la fraction de particules se trouvant a` l’inte´rieur du tore magne´tique
de´fini par q = 1, nous pouvons suivre temporellement l’e´volution de cet indicateur de
transport dans les cas inte´grable comme stochastique. La figure 6.7 montre que dans le
cas inte´grable, η subit une diminution conse´quente aux alentours de 80µs, alors que le
mode`le complet maintient sa fraction de particules au centre relativement constante.
Nous pouvons aussi nous inte´resser a` la distribution en e´nergie cine´tique des parti-
cules. Le panel de gauche de la figure 6.8 montre que le cas stochastique permet aux
particules d’explorer un vaste domaine d’e´nergie par rapport au cas inte´grable. E´tant
donne´ l’e´largissement de la distribution en e´nergie cine´tique observe´e en figure 6.8,
nous pourrions nous demander si les particules ayant rejoint le centre sont celles dont
l’e´nergie cine´tique est e´leve´e. La figure 6.9 met en e´vidence le fait que ce n’est pas le
cas, les particules du centre posse´dant une e´nergie moyenne proche de la valeur initiale.
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Figure 6.7 – Trace´ de la quantite´ η en fonction du temps, qui repre´sente la fraction de
particules a` l’inte´rieur du tore magne´tique q = 1. La courbe rouge repre´sente le mode`le
inte´grable, tandis que la bleue repre´sente le re´sultat du mode`le complet, re´ve´lant une
valeur finale de η plus e´leve´e que dans le cas inte´grable.
Figure 6.8 – A` gauche, la comparaison entre les cas inte´grable (courbe rouge tre`s
pique´e) et stochastique (courbe bleue) de la distribution finale d’e´nergie cine´tique. Le
pic pointille´ repre´sente la distribution initiale, soit un Dirac pique´ a` 8keV. A` droite,
l’e´volution temporelle de la variance de l’e´nergie cine´tique dans le cas stochastique.
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Figure 6.9 – Trace´ de l’e´nergie cine´tique moyenne en fin de crash en fonction de la
distance a` l’axe magne´tique. Les particules les plus e´nerge´tiques ne sont en moyenne
pas au centre.
La de´pendance temporelle que nous avons utilise´e ici est toutefois critiquable,
dans le sens ou` la dure´e de la phase de crash est sans doute trop longue. Les re´fe´-
rences [90, 100] utilisent en effet une de´pendance ou` la chute d’amplitude est bien plus
marque´e. Les de´rive´es temporelles devenant tre`s grandes dans ce cas, il aurait e´te´ pos-
sible de soupc¸onner l’intensite´ du champ e´lectrique 4 comme facteur pre´ponde´rant dans
diffusion du Nickel vers le centre. Notre choix prouve toutefois que la diffusion n’est
pas subordonne´e a` une valeur excessive du champ e´lectrique, mais bien a` la topologie
de ce dernier.
Plac¸ons-nous a` pre´sent dans une situation plus re´aliste, pour laquelle les modes
temporels sont reporte´s en figure 6.10. Les coefficients σ′2mn intervenant dans l’expres-
sion (6.2.6) ont e´te´ divise´s par dix par rapport a` la premie`re simulation. Les nouvelles
de´pendances temporelles sont pre´sente´es en figure 6.6. Afin de suivre plus pre´cise´ment
ce qu’il se passe pour les particules de Nickel, nous allons cette fois en re´partir un cer-
tain nombre sur un cercle centre´ sur l’axe magne´tique de la configuration d’e´quilibre,
et correspondant approximativement a` la section du tore q = 1. La vitesse des parti-
cules est cette fois-ci choisie purement toro¨ıdale. Le re´sultat de la simulation, donne´ en
figure 6.11, montre la de´formation de la condition initiale, puis la perte de cohe´rence
spatiale entre les particules de`s 100 µs, ce qui correspond au crash.
4. L’intensite´ du champ e´lectrique fait intervenir explicitement les variations temporelles des am-
plitudes des modes de perturbation, cf. Annexe D.
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Figure 6.10 – Trace´ de la de´pendance temporelle des modes, avec un parame`tre de
de´croissance plus re´aliste que ce qui est pre´sente´ en figure 6.4.
Figure 6.11 – Succession de distributions instantane´es espace´es de 40 µs. On observe
la de´formation progressive de la distribution initiale, avant d’assister a` son“e´clatement”
peu apre`s 100 µs.
119
CHAPITRE 6. DIFFUSION D’IONS NICKEL
Il est possible de quantifier cette de´corre´lation en introduisant l’exposant de Lyapu-
nov a` temps fini. Si nous conside´rons deux trajectoires proches et se´pare´es par l’e´cart
δx(t), connu a` t = t0, alors
||δx (t0 + T ) || =
√〈
δx(t0),∇φ
†
∇φδx(t0)
〉
, (6.2.13)
ou` ∇φ ve´rifie ˙δx = ∇φδx. L’e´cart maximum entre les deux trajectoires est donc
atteint lorsque la perturbation initiale δx(t0) est choisie selon une direction associe´e
a` la valeur propre maximale λmax de la matrice ∇φ
†
∇φ. Ainsi, en notant δx(t0) la
perturbation dans cette direction,
max
δx(t0)
||δx (t0 + T ) || =
√
λmax||δx(t0)||, (6.2.14)
Finalement, on de´finit l’exposant de Lyapunov a` temps fini au point x par
σTt0(x) =
1
T
log
√
λmax, (6.2.15)
En pratique, nous avons re´parti 3.104 ions Nickel de fac¸on uniforme sur une section
polo¨ıdale du tokamak en leur communiquant une vitesse uniforme et purement toro¨ı-
dale, puis avons calcule´ l’exposant de Lyapunov local apre`s un cycle de dents de scie.
Le re´sultat est rapporte´ en figure 6.12.
Figure 6.12 – Comparaison entre les cas inte´grable (a` gauche) et stochastique (a`
droite) de l’exposant de Lyapunov local (6.2.15) apre`s 200 µs d’e´volution. Le cas sto-
chastique fait apparaˆıtre un chaos de´veloppe´ a` l’inte´rieur de la surface q = 1.
Le cas stochastique met en e´vidence une zone de chaos a` l’inte´rieur de la surface
q = 1, ce qui n’est pas le cas pour la version inte´grable du mode`le.
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6.2.3 Effets d’amplitude
Nous venons de voir que le fait d’ajouter des modes non-inte´grables permettait au
Nickel de diffuser vers le centre du tokamak, conforme´ment aux observations expe´ri-
mentales. Afin de valider l’hypothe`se stochastique, et eˆtre suˆrs que la diffusion obtenue
dans le cas du mode`le complet ne s’explique pas simplement par le fait que le travail
fourni aux particules soit plus important que dans le cas inte´grable, nous avons com-
pare´ la diffusion entre ce dernier cas et un mode`le complet simplifie´, puisque ne contant
plus que le mode (21) en guise de seule source de stochasticite´. La figure 6.13 met en
e´vidence le fait que l’augmentation de l’amplitude du mode (21) a bien plus d’impact
que celle du mode (22) dans le cas inte´grable, ce qui conforte l’hypothe`se de la ne´cessite´
de rendre stochastiques les lignes de champ en vue d’observer une diffusion efficace, le
cas inte´grable, a` e´nergie e´quivalente, n’arrivant jamais a` reproduire les meˆmes re´sultats,
malgre´ une de´pendance temporelle identique pour (21) et (22).
Figure 6.13 – Comparaison entre le cas inte´grable et le cas stochastique de la valeur
finale de η lorsque l’amplitude d’un des modes est amplifie´e. Bien que la de´pendance
temporelles des modes (21) et (22) soit identique, l’effet de l’augmentation d’amplitude
du mode (21) est bien plus visible que pour l’augmentation du (22), confirmant la
ne´cessite´ d’une structure stochastique pour la diffusion du Nickel.
Finalement, bien que les particules de Nickel n’aient pas le temps d’effectuer plu-
sieurs tours de tokamak, nous observons qu’elles diffusent efficacement vers le centre
de l’enceinte de confinement de`s lors que les modes stochastiques sont active´s. Elles
doivent en effet leur mouvement radial au champ e´lectrique E1 ge´ne´re´ par la perturba-
tion magne´tique. Sans ce dernier, la distribution finale des particules reste par ailleurs
relativement proche de la configuration initiale.
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6.2.4 Vitesse de de´rive
Il est commun en physique des plasmas de de´finir la vitesse de de´rive vd comme
vd =
E×B
B2
. (6.2.16)
Dans le cas ou` les champs sont constants et uniformes, cette vitesse de´crit exactement
le mouvement de de´rive du centre-guide, duˆ a` la pre´sence du champ e´lectrique.
Afin de comprendre l’effet de ce champ e´lectrique sur le mouvement des particules
de Nickel, nous avons trace´ les lignes de courant de de´rive dans les deux cas, inte´grable
et stochastique. La figure 6.14, correspondant a` une capture instantane´e de la situation
apre`s environ 80µs d’e´volution, met en e´vidence un point d’accumulation dans le cas
stochastique, alors que les lignes de de´rive gardent un aspect tout a` fait re´gulier dans
le cas inte´grable.
Figure 6.14 – A` gauche, le trace´ des lignes de courant de de´rive dans le cas inte´-
grable, avec en fond la distribution instantane´e de particules de Nickel apre`s environ
80µs de mouvement. Meˆme chose a` droite, au meˆme instant, mais dans le cas du mo-
de`le complet. Notons l’existence d’un point d’accumulation, co¨ıncidant bien avec une
inhomoge´ne´ite´ locale de particules.
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6.3 Conclusion
Au cours de cette e´tude, purement nume´rique, nous avons mis en e´vidence la possi-
bilite´ pour le Nickel de diffuser rapidement vers le centre du tokamak, malgre´ sa masse
conse´quente et donc la faible distance qu’il parcourt durant un crash. Le roˆle joue´ par
la stochasticite´ des lignes de champ prend alors une autre tournure, au sens ou` c’est
la structure du champ e´lectrique induit qui conditionne le transport radial des ions
Nickel.
Dans l’ide´al, il nous faudrait acce´der a` une pre´diction quantitative d’une telle dif-
fusion. Nous allons nous inte´resser dans la suite des travaux a` une caracte´risation des
conditions initiales favorisant le mouvement radial du Nickel, et tenter de de´velop-
per un mode`le de diffusion effectif, faisant finalement le lien entre les perturbations
magne´tiques et les lignes de courant de de´rive en re´sultant.
L’enjeu technologique associe´ a` cette question est de taille. La proble´matique du
transport d’impurete´s ne se cantonne pas au simple de´bat d’ide´es et de mode`les, mais
se re´ve`le d’une importance capitale pour la re´alisation du futur re´acteur ITER. Le
dimensionnement de celui-ci fait que le re´gime de de fonctionnement normal sera pro-
bablement fait de cycles de dents de scie, ce qui laisse pre´sager de la possibilite´ de
transport d’impurete´s vers les zones de l’enceinte de confinement ou` se de´roulera ef-
fectivement la fusion. Plus inquie´tant encore, ces impurete´s pourraient provenir de la
structure meˆme du tokamak. En effet, le divertor, pie`ce centrale du tokamak, consti-
tuant le “plancher” de l’enceinte de confinement, par lequel s’effectue l’extraction de
l’e´nergie de fusion, est sujet a` des contraintes de tempe´rature telles qu’il voit le carbone
dont il est constitue´ s’ablater et diffuser. La voie d’un divertor constitue´ de tungste`ne
est aujourd’hui conside´re´e comme une alternative viable au carbone, mais n’a pas encore
teste´e en condition. Enfin, la compre´hension pre´cise des me´canismes de stochastisation
du champ magne´tique permettrait d’acce´der au de´tail de l’instabilite´ dents de scie, et
peut-eˆtre la controˆler sur ITER.
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Annexe A
Sche´ma nume´rique d’inte´gration du HMF
Nos simulations nume´riques visant principalement a` e´tudier le comportement aux
temps longs du HMF, il nous a semble´ eˆtre d’importance capitale d’utiliser un sche´ma
nume´rique d’inte´gration exempt d’une de´rive se´culaire de l’e´nergie. Les sche´mas nume´-
riques pre´servant la 2-forme dp∧dq sont connus sous le nom de“sche´mas symplectiques”,
et nous en pre´sentons ici un d’ordre 4, utilise´ pour toutes les simulations HMF.
Soit un HamiltonienH se´parable en une partie cine´tique et une partie potentielle, et
notons q et p les coordonne´es ge´ne´ralise´es respectivement d’espace et de vitesse. Nous
poserons
H = T (q) + V (p). (A.1)
L’e´volution des coordonne´es ge´ne´ralise´es z = (q, p) s’e´crit
dz
dt
= {z,H} = (DT +DV) z, (A.2)
ou` {·, ·} repre´sente le crochet de Poisson ({F,G} = FqGp − FpGq), et ou` nous avons
introduit les ope´rateurs DT et DV par line´arite´ du crochet de Poisson (DT = {·, T}).
L’inte´gration formelle de cette e´quation diffe´rentielle fournit
z(t) = exp [t (DT +DV)] z(0). (A.3)
L’ide´e du sche´ma d’inte´gration est d’approximer cette solution formelle en de´composant
l’exponentielle en un produit d’ope´rateurs connus sous la forme
exp [t (DT +DV)] =
n∏
k=1
exp (cktDT) exp (dktDV) + o
(
tn+1
)
, (A.4)
ou` les ensembles de nombres {ck} et {dk} restent a` trouver afin que la diffe´rence entre
l’ope´rateur formel du membre de gauche soit bien approxime´ par le produit du membre
de droite a` la pre´cision tn+1 pre`s. Explicitons l’action de chaque ope´rateur, en remar-
quant que chaque facteur du produit de l’e´quation (A.4) agit sur une seule coordonne´e
de z (soit q, soit p). On a
exp (cktDT) = 1 + ckt{·, T}+ o(t), (A.5)
exp (dktDV) = 1 + dkt{·, V }+ o(t), (A.6)
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D’ou` le produit
exp (cktDT) exp (dktDV)
(
q
p
)
=
(
q + ckt
∂T
∂p
p− dkt∂V∂q
)
(A.7)
Ainsi, connaissant les coefficients {ck} et {dk}, nous obtenons le mapping suivant :
qk = qk−1 + ckt
∂T
∂p
(pk), (A.8)
pk = pk−1 − dkt∂V
∂q
(qk−1), (A.9)
ou` l’on prendra bien soin d’e´valuer la de´rive´e du potentiel V en qk, ceci re´sultant de
l’ordre dans lequel on choisira d’appliquer le produit d’ope´rateurs.
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Annexe B
Relation entre fluctuations microcanoniques
et canoniques
Nous allons e´tablir dans cette annexe un re´sultat permettant de relier les fluctua-
tions d’observables entre deux ensembles statistiques relie´s entre eux par une transfor-
mation de Legendre. Nous suivrons pour ce faire la de´marche propose´e en re´fe´rence [52].
Soit l’observable A. Sa valeur moyenne calcule´e dans un ensemble statistique de´fini
par un ensemble de variables extensives V = {Vi} s’e´crit
〈A|V〉 = 1Ze
∫
A (R)W (R|V) dR, (B.1)
ou` W repre´sente le poids statistique approprie´ a` l’ensemble conside´re´, et ou` nous avons
note´ Ze la fonction de partition “extensive” normalisant la moyenne (B.1). De´finissons
au passage le potentiel thermodynamique associe´ Ψ(V), qui ve´rifie donc
Ze =
∫
W (R|V) dR = exp [−Ψ(V)] . (B.2)
Supposons de plus que ce potentiel soit de´fini a` la limite thermodynamique, c’est-a`-dire
que la limite
lim
N→∞
1
N
Ψ(V) = ψ (v) (B.3)
existe et soit finie. Effectuons a` pre´sent une transformation de Legendre, permettant
d’exprimer les poids statistiques W en fonction de variables intensives X = {Xi}
conjugue´es aux Vi. Nous avons
W (R|X) =
∫
W (R|V) e−X·VdV. (B.4)
La valeur moyenne de l’observable A s’e´crit alors, dans cet ensemble,
〈A|X〉 = 1Zi
∫
〈A|V〉 e−Ψ(V)e−X·VdV, (B.5)
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ou` nous avons de´fini la fonction de partition “intensive”Zi ve´rifiant
Zi = exp [−Ψ(X)] =
∫
e−Ψ(V)e−X·VdV. (B.6)
A` la limite thermodynamique, les arguments des exponentielles e´tant d’ordre N , il
convient d’e´valuer les inte´grales par une me´thode du col. En notantV∗(X) le vecteur de
parame`tres extensifs minimisant le potentiel thermodynamique Ψ(X) = Ψ(V)−X ·V,
la moyenne (B.5) se de´veloppe alors sous la forme
〈A|X〉 ∼
N→∞
eΨ(V
∗)+X·V∗ × (〈A|V∗〉 e−Ψ(V∗)−X·V∗) , (B.7)
ou` la de´pendance implicite en X de V∗ a e´te´ omise afin d’alle´ger les notations. Fina-
lement, a` la limite thermodynamique les moyennes de l’observable A co¨ıncident entre
les ensembles X et V. Dans l’optique de prendre en compte les corrections intervenant
dans le calcul des fluctuations, de´veloppons en se´rie de Taylor la moyenne (B.7).
〈A|X〉 = 〈A|V∗〉+
∑
i
δVi
∂
∂V¯i
〈A|V∗〉+ 1
2
∑
i,j
δViδVj
∂2
∂V¯i∂V¯j
〈A|V∗〉+ ..., (B.8)
ou` δVi = Vi − V¯i, avec V¯i = 〈Vi|X〉. δVi repre´sente donc l’e´cart de la valeur Vi par
rapport a` sa moyenne dans l’ensemble intensif. Cette e´galite´ repre´sente la correction
aux premiers ordres en variables extensives de la distribution de la moyenne intensive.
De plus, remarquons que
〈Vi|X〉 = − ∂
∂Xi
logZi = −∂Ψ(X)
∂Xi
. (B.9)
De la meˆme fac¸on, il vient
〈δViδVj|X〉 = ∂
2Ψ(X)
∂Xi∂Xj
= − ∂V¯i
∂Xj
. (B.10)
En prenant la moyenne intensive de l’e´quation (B.8), les moyennes 〈δVi|X〉 s’annulent
et il reste
〈A|X〉 = 〈A|V∗〉+ 1
2
∑
i,j
〈δViδVj|X〉 ∂
2
∂V¯i∂V¯j
〈A|V∗〉+O
(
1
N
)
. (B.11)
En injectant (B.10) dans (B.11), il vient
〈A|V∗〉 = 〈A|X〉+ 1
2
∑
i,j
∂V¯i
∂Xj
∂2 〈A|X〉
∂V¯i∂V¯j
(B.12)
= 〈A|X〉+ 1
2
∑
i,j
∂
∂Xj
∂Xi
∂V¯j
∂
∂Xi
〈A|X〉 . (B.13)
En appliquant cette formule aux fluctuations, nous obtenons finalement
〈δAδB|V〉 = 〈δAδB|X〉+
∑
i,j
∂Xi
∂V¯j
∂ 〈A|X〉
∂Xi
∂ 〈B|X〉
∂Xj
. (B.14)
128
Dans le cas du mode`le HMF, ou` il est question de relier les fluctuations micro-
canoniques aux fluctuations canoniques (qui sont, elles, aise´ment calculables), nous
obtenons, en remplac¸ant directement A = B =M dans (B.14)
〈
δM2
〉
µ
=
〈
δM2
〉
c
+
∂β
∂ε
[
∂ 〈M〉c
∂β
]2
. (B.15)
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Annexe C
Calcul du temps moyen de premier passage
Nous e´tablissons ici l’e´quation donnant le temps moyen de premier passage pour un
processus stochastique unidimensionnel note´ ξ(t). Supposons ce dernier de´fini sur un
domaine centre´, dont les limites sont ±λ, et posons P (x, t|x0, t0) la probabilite´ pour
une re´alisation partant de x0 a` t0 d’atteindre le point x au temps t. Notons enfin LFP
l’ope´rateur de Fokker-Planck associe´ a` la dynamique. Nous avons donc
∀ x ∈]− λ, λ[, ∂P
∂t
= LFP (x)P, (C.1)
P (x, t|x0, t0) = 0 pour x = ±λ. (C.2)
La probabilite´ W (x0, t) d’observer une re´alisation partant de x0 a` t0 et qui n’a pas
encore atteint les bords a` l’instant t est donne´e par
W (x0, t) =
∫ λ
−λ
P (x, t|x0, t0)dx. (C.3)
La distribution du temps de premier passage w(x0, τ) s’obtient donc par simple de´ri-
vation de la quantite´ pre´ce´dente, a` savoir
w(x0, τ) = −∂W (x0, τe)
∂τ
. (C.4)
Les moments de cette distribution s’expriment facilement,
τn = 〈τn〉 = −
∫ λ
−λ
dx
∫ ∞
t0
τn
∂P
∂τ
(x, τ |x0, t0)dτ, (C.5)
et de plus, on a∫ ∞
t0
τn
∂P
∂τ
(x, τ |x0, t0)dτ =
[
nτn−1
∂2P
∂τ 2
]∞
t0
− n
∫ ∞
t0
τn−1P (x, τ |x0, t0)dτ. (C.6)
En supposant que le terme de bord s’annule, l’application de l’ope´rateur LFP aux deux
membres de l’e´quation (C.6) conduit a`
LFP
[∫ ∞
t0
τn
∂P
∂τ
(x, τ |x0, t0)dτ
]
= −n
∫ ∞
t0
τn−1
∂P
∂τ
(x, τ |x0, t0)dτ. (C.7)
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A` ce stade, la de´pendance en x de LFP rend le calcul impossible a` finir. L’astuce est
de remarquer que P (x, t|x0, t0) = P (x, t0|x0, t0 − t), et donc P obe´it aussi a` l’e´quation
de Kolmogorov adjointe
∂P
∂t
= L†FP (x′)P. (C.8)
En remplac¸ant LFP par son adjoint dans l’e´quation (C.7), on obtient, pour n = 1,
L†FP 〈τ〉 = −1. (C.9)
Il n’y a plus qu’a` remplacer l’ope´rateur de Fokker-Planck adjoint par son expression en
fonction du contexte et re´soudre l’e´quation diffe´rentielle pour aboutir au temps moyen
de premier passage.
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Annexe D
Expression des champs perturbe´s
Le calcul des champs perturbe´s en MHD ide´ale se trouve au Chapitre 9 de la
re´fe´rence [89]. En de´composant le de´placement du plasma ξ dans une base (ex, eη, bˆ)
dont le vecteur unitaire bˆ suit les lignes de champ, nous avons
ξ = ξxex + ηeη + ξ||bˆ. (D.1)
La condition d’incompressibilite´∇ ·ξ = 0 permet d’exprimer la composante η en fonc-
tion du champ d’e´quilibre et de ξx. Pour chaque mode de perturbation, la composante
associe´e s’e´crit
ηmn =
i(
k0
2
)mn
Bx
[
Gmn
∂
∂x
(xξmnx )− 2mεBθξmnx
]
, (D.2)
ou` nous avons pose´
Gmn =
m
x
Bφ + nεBθ, (D.3)
(
k0
2
)mn
= n2ε2 +
m2
x2
. (D.4)
E´tant donne´ notre ge´ome´trie, le champ magne´tique perturbe´ s’e´crit, en notation com-
plexe,
Bmn1 = iξ
mn
x
[
−nεBφ + m
x
Bθ
]
ex −
[
inεBηmn +
∂
∂x
(ξmnx Bθ)
]
eθ
−
[
i
m
x
Bηmn +
1
x
∂
∂x
(xξmnx Bφ)
]
eφ, (D.5)
Le champ e´lectrique s’e´crit finalement, graˆce a` l’e´quation (6.2.3), sous la forme
Emn1 = −
∂ηmn
∂t
Bex − ∂ξ
mn
x
∂t
Bφeθ +
∂ξmnx
∂t
Bθeφ. (D.6)
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