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Counting factorisations of monomials over rings
of integers modulo N
par Jonathan Hickman et James Wright
Re´sume´. Une borne supe´rieure optimale est obtenue pour le nom-
bre de fac¸ons d’exprimer le monoˆmeXn en tant que produit de fac-
teurs line´aires sur Z/pαZ. La de´monstration utilise la re´currence
pour estimer le nombre de solutions d’un certain syste`me de con-
gruences polynoˆmiaux. La me´thode s’applique e´galement a` des
syste`mes de congruences polynomiaux plus ge´ne´raux qui satisfont
une hypothe`se de non de´ge´ne´rescence.
Abstract. A sharp bound is obtained for the number of ways
to express the monomial Xn as a product of linear factors over
Z/pαZ. The proof relies on an induction-on-scale procedure which
is used to estimate the number of solutions to a certain system of
polynomial congruences. The method also applies to more general
systems of polynomial congruences that satisfy a non-degeneracy
hypothesis.
1. Introduction
Let α, n ∈ N and p ∈ N be prime. One purpose of this note is to
provide a precise count for the number of factorisations of the monomial
Xn into linear factors over Z/pαZ. That is, (after normalising) one wishes
to determine the value of
N(~0n; p
α) := p−αn#
{
(x1, . . . , xn) ∈ [Z/pαZ]n : Xn ≡
n∏
j=1
(X−xj) mod pα
}
.
If α = 1, then Fp := Z/pZ is a field and the polynomial ring Fp[X] is a
unique factorisation domain and so there is only one possible factorisation
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Mots-clefs. Factorising polynomials, congruence equations, Igusa conjecture.
The authors would like to thank Julia Brandes and Jordan Ellenberg for interesting discussions
on topics related to this project. They also wish to thank Douglas Howroyd for assisting with
the preparation of the manuscript for publication. This material is based upon work supported
by the National Science Foundation under Grant No. DMS-1440140 while the first author was
in residence at the Mathematical Sciences Research Institute in Berkeley, California, during the
Spring 2017 semester.
2 Jonathan Hickman, James Wright
of Xn. In general, however, there are many different factorisations: for
example,
X2 ≡ (X − 3)(X − 6) mod 9.
Unfortunately, the general statement of the results is slightly involved.
Things become much cleaner, however, if n is assumed to be a triangular
number, and it is instructive to first consider this case. In particular, letting
4r := r(r+1)2 denote the rth triangular number, the following estimate
holds.
Proposition 1.1. If n = 4r for some r ∈ N with r ≥ 2 and p is a
sufficiently large prime, then1
N(~0n; p
α)n αp−αr
holds for all α ∈ N. The result is sharp for all n 6= 3 in the sense that the
reverse inequality also holds for infinitely many α.
When n is not a triangular number, the asymptotics of N(~0n; p
α) are
not readily expressed in a single compact formula. In fact, for n = 2 it
is a simple matter to see that N(~02; p
α) = p−3α/2 when α is even and
N(~02; p
α) = p−(3α+1)/2 when α is odd.
In order to state the general form of Proposition 1.1, first define
en(α, r) := rα+ (n−4r) ·
{ d αr+1e if 4r ≤ n
dαr e − 1 if 4r ≥ n
for 0 ≤ r ≤ n− 1. Let en(α) := min{en(α, r) : r ∈ Rn(α)} where
Rn(α) := {0} ∪
{
1 ≤ r ≤ n− 1 : d αr+1e < dαr e
}
.
and let
[α]δn(4) :=
{
α if n = 4r for some r ≥ 1 and r ∈ Rn(α)
1 otherwise
.
The main theorem is as follows.
Theorem 1.2. If n ∈ N, n 6= 3 and p is a sufficiently large prime, then
(1.1) N(~0n; p
α) ∼n [α]δn(4)p−en(α)
holds for all α ∈ N.
Explicitly, the proof shows that the upper bound in (1.1) holds if p >
n. Curiously, the n = 3 case behaves differently and, in particular, the
asymptotics for N(~03; p
α) depend on the congruence class of p modulo 3:
see Lemma 5.1, below.
1Given a (possibly empty) list of objects L, for real numbers A,B ≥ 0 the notation AL B
or B L A signifies that A ≤ CLB for some constant CL ≥ 0 depending only on the objects in
the list. Furthermore, A ∼L B signifies that AL B L A.
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The definition of the exponent en(α) is somewhat complicated and it is
useful to consider some examples. For instance, when n = 2 it follows that
e2(α, 0) = 2α and e2(α, 1) = α+ dα2 e for all α ∈ N, whilst R2(1) = {0} and
R2(α) = {0, 1} when α ≥ 2. Thus, one deduces that e2(α) = e2(α, 1) and
[α]δ2(4) = 1 for all α ∈ N. Therefore, [α]δ2(4)p−e2(α) = p−3α/2 when α is
even and [α]δ2(4)p−e2(α) = p−(3α+1)/2 when α is odd and so (1.1) yields
N(~02; p
α) ∼ p−3α/2 or p−(3α+1)/2,
depending on whether α is even or odd, respectively. As noted earlier, these
asymptotics are in fact an equality.
It is also instructive to understand how Theorem 1.2 relates to Proposi-
tion 1.1. First note that, by a simple computation,
en(α, r − 1)− en(α, r) ≥ 0 for 4r ≤ n,
en(α, r + 1)− en(α, r) ≥ 1 for 4r ≥ n
and, consequently, en(α) ≥ min{en(α, r−n ), en(α, r+n )} with equality if r−n , r+n ∈
Rn(α) where
r−n := max{r ≥ 0 : 4r ≤ n} and r+n := min{r ≥ 0 : 4r ≥ n}.
In general, either en(α, r
−
n ) or en(α, r
+
n ) can achieve the minimum: compare,
for instance, the case n = 5, α = 3k with n = 5, α = 3k + 1 for any k ∈ N.
However, if n = 4r is triangular, then r−n = r+n = r and so
en(α) ≥ en(α, r) = rα with equality if r ∈ Rn(α).
Note that the right-hand exponent is precisely that appearing in Proposi-
tion 1.1. It is easy to verify that{
r ∈ N : d αr+1e 6< dαr e} =
⋃
k∈N
{
r ∈ N : d αr+1e = dαr e = k
}
=
⋃
k∈N
{
r ∈ N : α ≤ kr ≤ α+ r − k}
and so if α is sufficiently large (in particular, if α > (n − 1)2), then
Rn(α) = {0, 1, . . . , n − 1} and one has en(α) = min{en(α, r−n ), en(α, r+n )}
with en(α) = αr if n = 4r. On the other hand, if α = 1, then Rn(1) = {0}
for all n ∈ N and so en(1) = en(1, 0) = n, which is consistent with the
unique factorisation property.
Observe that Theorem 1.2 can be recast as an estimation of the number
of solutions to a certain system of congruence equations. In particular, by
the classical Newton–Girard formulæ (see, for instance, [18, (2.11′)]), if
p > n, then N(~0n; p
α) is precisely the normalised number of solutions in
[Z/pαZ]n to the system
Pk(X1, . . . , Xn) ≡ 0 mod pα for 1 ≤ k ≤ n
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where Pk is the kth power sum, given by
Pk(X1, . . . , Xn) := X
k
1 + · · ·+Xkn.
At this point some contextual remarks are in order.
Remark 1.3.
1) Rather than restrict to monomials, given an n-tuple ~y = (y1, . . . , yn) ∈
[Z/pαZ]n, one could estimate the normalised count N(~y; pα) of the
number of factorisations
n∏
j=1
(X − yj) ≡
n∏
j=1
(X − xj) mod pα.
For p > n, this is equivalent to counting solutions to the system
Pk(X1, . . . , Xn) ≡ Pk(y1, . . . , yn) mod pα for 1 ≤ k ≤ n.
If the components of ~y are well-separated in the p-adic sense, then
N(~y; pα) can be bounded (in fact, explicitly determined) via Hensel
lifting, as observed in [11] (see also [20], which treats very general
systems of congruences under much stronger ‘non-degeneracy’ hy-
potheses). Theorem 1.2 corresponds to the case ~y = ~0n, which is a
highly degenerate situation where there is no p-adic separation be-
tween the components of ~y, and therefore acts as a counterpoint to
the observations of [11].
2) The problem of counting factorisations of polynomials arose naturally
in a recent study of the so-called Fourier restriction phenomenon for
curves over Z/NZ [11] (see also [5] and [10] for related questions).
Fixing a polynomial curve γ : Z/NZ→ [Z/NZ]n, the Fourier restric-
tion problem involves the estimation of weighted exponential sums
(1.2) EG(~y ) :=
∑
x∈Z/NZ
G(x)e2piiγ(x)·~y/N
defined for any coefficient function G : Z/NZ → C. In [11] a conjec-
tural upper bound for N(~y; pα) is stated and a proof is given under
additional hypotheses on ~y (see item 1). Moreover, good control over
N(~y; pα) is shown to imply favourable estimates for (1.2) in the pro-
totypical case where γ(x) := (x, x2, . . . , xn). The precise estimate
of Theorem 1.2 does not appear to be directly applicable to Fourier
restriction theory, but it is likely that the methods of proof will be
useful in future studies. Furthermore, the problem of counting fac-
torisations of monomials over Z/NZ is arguably of some inherent
interest.
3) Generalising the above notation, let N(~0n;N) denote the normalised
number of factorisations of Xn modulo N for N ∈ N. By the Chinese
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remainder theorem, N(~0n;N) is a multiplicative function of N . If all
the prime factors p of N satisfy p > n, then Theorem 1.2 implies that
for all ε > 0 there exists a constant Cε,n such that
(1.3) N(~0n;N) ≤ Cε,nN ε
∏
p|N
p−en(ordp(N))
where the product is over all prime factors of N and the integer
ordp(N) is the multiplicity of the prime divisor p (so that N =∏
p|N p
ordp(N)). Indeed, Theorem 1.2 immediately yields (1.3) with
Cε,nN
ε replaced with
Cω(N)n
∏
p|N
ordp(N) ≤ Cω(N)n
(
logN
ω(N)
)ω(N)
where ω(N) :=
∑
p|N 1 is the number of distinct prime divisors of N .
Note that, as a simple and well-known consequence of Tchebychev’s
theorem on the size of the prime counting function,
ω(N) logN
log logN
.
By combining these observations, and considering the cases ω(N) ≥
ε · logN/ log logN and ω(N) < ε · logN/ log logN separately, one
readily deduces (1.3).
4) The authors have not attempted to optimise the values of the implied
constants in Theorem 1.2 (that is, neither the size of the dimensional
constant in (1.1), nor the lower bound on p). It is likely that im-
provements would follow from a more thorough analysis of systems
of power sums over finite fields.
Theorem 1.2 is a consequence of a more general result concerning non-
degenerate systems of congruences.2
Definition 1.4. Anm-tuple of homogeneous polynomials ~f = (f1, . . . , fm) ∈
Z[X1, . . . , Xn] with 1 ≤ m ≤ n is said to be non-degenerate over Fp for a
prime p if for each 1 ≤ r ≤ m one has
rank
∂(f1, . . . , fr)
∂(X1, . . . , Xn)
(x) = r
whenever x ∈ Pn−1(Fp) satisfies fk(x) = 0 for all 1 ≤ k ≤ r.
Here Fp denotes the algebraic closure of the p-field Fp and Pn−1(Fp) the
(n−1)-dimensional projective space over Fp. Any f ∈ Z[X1, . . . Xn] can be
2The notion of non-degeneracy discussed here is distinct from that appearing above in Remark
1.3 1).
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considered a polynomial over Fp by reducing the coefficients modulo p; if f
is homogeneous, then it can also be considered a polynomial over Pn−1(Fp).
For 1 ≤ m ≤ n let ~f = (f1, . . . , fm) ∈ Z[X1, . . . , Xn]m be an m-tuple
of polynomial mappings, where each fk is homogeneous of degree dk and
1 ≤ d1 ≤ · · · ≤ dm and suppose that ~f is non-degenerate over Fp for some
prime p. For α ∈ N one wishes to estimate
N (~f ; pα) := p−αn#
{
~x ∈ [Z/pαZ]n : fk(~x ) ≡ 0 mod pα for 1 ≤ k ≤ m
}
.
In order to state the results, let σr :=
∑r
k=1 dk for 0 ≤ r ≤ m (here σ0 := 0)
and
αr :=

∞ for r = 0
d αdr e for 1 ≤ r ≤ m
0 for r = m+ 1
.
Define
e(~f ;α, r) := rα+ (n− σr) ·
{
αr+1 if σr ≤ n
αr − 1 if σr ≥ n
and e(~f ;α) := min{e(~f ;α, r) : r ∈ R(~f ;α)} where
R(~f ;α) :=
{
0 ≤ r ≤ min{m,n− 1} : αr+1 < αr
}
and
[α]δ(
~f ;σ) :=
{
α if n = σr for some r ≥ 1 and r ∈ R(~f ;σ)
1 otherwise
.
The general version of Theorem 1.2 is as follows.
Theorem 1.5. With the above setup, if p is a sufficiently large prime,
depending on n and deg ~f , then
(1.4) N (~f, pα)
n,deg ~f
[α]δ(
~f ;σ)p−e(~f ;α)
holds for all α ∈ N.
In many instances this theorem can also be shown to be sharp in the
sense of Theorem 1.2; see the discussion in §3 for more details.
It is shown in §4 that the n-tuple of power sums (P1, . . . , Pn) is non-
degenerate over Fp for all primes p > n. In this case dk = k and σr = 4r,
so that the exponent e(~f ;α) in Theorem 1.5 reduces to the exponent en(α)
appearing in Theorem 1.2. Thus, the upper bound in (1.1) is a consequence
of (1.4).
The notion of non-degeneracy introduced above is very strong and it is
natural to ask whether sharp bounds for N (~f ; pα) can be established under
weakened hypotheses. If one does not impose any kind of non-degeneracy
condition, then this is a very difficult problem. Indeed, the simple case of
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a single homogeneous polynomial in two variables was only recently under-
stood [21]; the problem for a single homogeneous polynomial in n variables
remains open and is closely related to certain long-standing conjectures of
Igusa (see [12] and also [8]). Denef and Sperber [7] (see also [3, 4]) consid-
ered the case of a single homogeneous polynomial f in n variables under
the hypothesis that f is non-degenerate with respect to its Newton diagram
(see [7] for the relevant definitions). Although related, the present notion of
non-degeneracy is somewhat different; for instance, f(x, y, z) = (x−y)2+xz
is non-degenerate in the sense of Definition 1.4 but it is not non-degenerate
with respect to its Newton diagram. On the other hand, f(x, y, z) = xyz
is non-degenerate with respect to its Newton diagram yet it fails to satisfy
the condition in Definition 1.4.
The introduction is concluded with a brief sketch of the methods used
to prove Theorem 1.5. The problem can be lifted to the p-adic setting
and reformulated as an estimate of the Haar measure of certain sub-level
sets defined over Znp . An induction-on-scale procedure is then applied to
determine the size of these sub-level sets. The base case and inductive step
for this induction-on-scale can be loosely summarised as follows:
• The base case corresponds to studying the system
(1.5) fk( ~X) ≡ 0 mod p for 1 ≤ k ≤ m.
Upper and lower bounds on the number of solutions of such systems
can be obtained by appealing to classical results from algebraic ge-
ometry, such as the Lang–Weil bound [17].
• To establish the inductive step one must verify certain transversality
conditions which naturally arise in the analysis. This involves show-
ing that certain configurations of hyperplanes in Fnp are in general po-
sition. Thus, the induction-on-scale effectively reduces a non-linear
problem over rings with zero divisors to a linear algebra problem over
finite fields.
This article is organised as follows: §2 and §3 contain the proof of The-
orem 1.5. In particular, certain algebraic preliminaries are discussed in §2
whilst §3 contains the main details of the aforementioned induction argu-
ment. In §4 Theorem 1.5 is shown to imply the upper bound in Theorem
1.2. In §5 there is a detailed discussion of the lower bound in Theorem 1.2
and the n = 3 case. The paper concludes with an appendix which provides
details of various facts from algebraic geometry and commutative algebra
used to analyse the system (1.5).
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2. Algebraic Preliminaries
Throughout this section let 1 ≤ m ≤ n and ~f := (f1, . . . , fm) ∈ Z[X1, . . . , Xn]
be a system of homogeneous polynomials satisfying the non-degeneracy hy-
pothesis over Fp. The proofs of Theorem 1.2 and Theorem 1.5 will require
estimates for the number of solutions to each of the partial systems of
congruences
(2.1) fj( ~X ) ≡ 0 mod p for 1 ≤ j ≤ r
for 1 ≤ r ≤ m.
Lemma 2.1. If r = m = n, then the system (2.1) has a unique (trivial)
solution.
Proof. If ~x ∈ Fnp satisfies fj(~x ) ≡ 0 mod p, then, by Euler’s formula for
homogeneous polynomials, 〈∇fj(~x ), ~x〉 = 0. Hence, the only solution to
(2.1) for r = n is ~x = ~0, since the non-degeneracy hypothesis implies that
{∇fj(~x ) : 1 ≤ j ≤ n} forms a basis of Fnp whenever ~x 6= ~0. 
Counting the number of solutions to (2.1) when r < n is more involved
and is achieved by appealing to standard estimates from algebraic geometry.
For this, it will be convenient to work over projective space. In particular,
for 1 ≤ r ≤ m define
Vr := {x ∈ Pn−1(Fp) : fj(x) = 0 for 1 ≤ j ≤ r}
and let Vr(Fp) denotes the set of Fp-rational points of Vr; here a point x ∈
Pn−1(Fp) is Fp-rational if it can be expressed in homogeneous coordinates
as x = [x1 : · · · : xn] with x1, . . . , xn ∈ Fp.
Lemma 2.2 (Schwarz–Zippel-type bound). For 1 ≤ r ≤ min{m,n − 1}
one has
|Vr(Fp)| ≤
( r∏
j=1
deg fj
) · |Pn−r−1(Fp)|.
This lemma is a direct application of a well-known Schwarz–Zippel-type
bound3 which applies to general projective varieties over Fp: see, for in-
stance, [16, Corollary 2.2]. To apply the Schwarz–Zippel bound one must
demonstrate that each Vr is a projective variety of dimension n − r − 1;
since Vr is defined by r homogeneous polynomial equations, given the non-
degeneracy hypothesis it is intuitively clear that dimVr = n− 1− r should
hold. However, the notion of dimension used here is of a precise algebraic-
geometric nature and the verification of the condition dimVr = n − 1 − r
is postponed until the appendix.
3The terminology comes from comparison with the classical Schwarz-Zippel bound, which
essentially corresponds to the case m = 1.
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To establish the lower bound in Theorem 1.2 and the sharpness of the
estimates in Theorem 1.5, one is also required to bound |Vr(Fp)| from below.
Proposition 2.3 (Lang–Weil estimate). For 1 ≤ r ≤ min{m,n − 2} one
has
(2.2)
∣∣|Vr(Fp)| − |Pn−r−1(Fp)|∣∣deg ~f,n,r pn−r−3/2.
Proposition 2.3 is a direct application of the classical estimate of Lang–
Weil [17]. In order to apply the Lang–Weil theorem, one must verify that
the variety Vr is absolutely irreducible
4 when 1 ≤ r ≤ n − 2; establishing
this property requires some algebraic geometry and the proof is discussed
in detail in the appendix. It is remarked that one may obtain stronger
estimates by applying the deep work of Deligne [6]; here the Lang–Weil
inequality is preferred due to its relative simplicity (in particular, there
exist fairly elementary proofs of the Lang–Weil theorem: see [19, 2]).
Finally, it is remarked that for the prototypical example of (P1, . . . , Pn)
an upper bound on the number of solutions in Fnp can be obtained using
very elementary methods.
Lemma 2.4. For 1 ≤ r ≤ n one has
N (P1, . . . , Pr; p) ≤ n!p−r.
Proof. Clearly one may write
N (P1, . . . , Pr; p) =
∑
~y=(0,...,0,yr+1,...,yn)∈Fnp
N (~P − ~y; p)
where ~P := (P1, . . . , Pn). Observe that N (~P − ~y; p) is a normalised count
of n-tuples of roots of a fixed univariate polynomial over Fnp . One therefore
immediately deduces that N (~P − ~y; p) ≤ n!p−n and, since the above sum
is over pn−r choices of ~y, this concludes the proof. 
3. The proof of Theorem 1.5
The key observation in the proof of Theorem 1.5 is the following formula,
which effectively reduces the problem to estimating the size of varieties over
finite fields.
Proposition 3.1. Let n ∈ N and p be prime. If ~f = (f1, . . . , fm) is non-
degenerate over Fp, then
(3.1) N (~f ; pα) ∼
deg ~f
∑
r∈R(~f ;α)
cn(α, r)·
(N (f1, . . . , fr; p)−p−n)·p−e(~f ;α,r)+r
where cn(α, r) = αr − αr+1 if σr = n and 1 otherwise.
4See the appendix for the relevant definitions.
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Assuming this proposition, Theorem 1.5 readily follows from the esti-
mates discussed in the previous section.
Proof (of Theorem 1.5). The Schwarz–Zippel-type bound (or, in the case
of power sums, Lemma 2.4) from the previous section imply that
N (f1, . . . , fr; p)deg ~f,n,r p−r for 1 ≤ r ≤ min{m,n− 1},
whilst Lemma 2.1 shows that N (f1, . . . , fn; p) = p−n. Applying these esti-
mates to the formula (3.1), one immediately deduces that
N (~f ; pα)
deg ~f,n
[α]δ(
~f ;σ)p−e(~f ;α),
as required 
If p is sufficiently large depending on n and deg ~f , then Proposition 3.1
can be used to deduce effective lower bounds for N (~f ; pα). A difficulty
arises here due to the fact that the Lang–Weil estimate for N (f1, . . . , fr; p)
is only available when 1 ≤ r ≤ n − 2. This causes complications if the
minimum of e(~f ;α, r) occurs when r = n − 1 ∈ R(~f ;α). In practice, this
issue rarely manifests itself: in the prototypical case of the power sum
system ~f = ~P it only affects the n = 3 case, which can be understood
completely via a direct counting argument (see §5).
To make the above discussion more concrete, suppose that ~f = (f1, . . . , fn)
is non-degenerate over Fp and the degrees dk of the fk satisfy d1 < · · · < dn.
If α is sufficiently large, depending on deg ~f , then α1 > · · · > αn and so
R(~f ;α) = {0, 1, . . . , n − 1}. As in the discussion following Theorem 1.2,
one deduces that e(~f ;α) = min{e(~f ;α, r−n ), e(~f ;α, r+n )} where
r−n := max{r ≥ 0 : σr ≤ n} and r+n := min{r ≥ 0 : σr ≥ n}.
The Lang–Weil estimate (2.2) together with (3.1) therefore imply a sharp
lower bound for N (~f ; pα) whenever 1 ≤ r+n ≤ n−2. In the case ~f = ~P is the
power sum mapping, the condition r+n ≤ n− 2 holds for all n ≥ 5. On the
other hand, the n = 1, 2 cases trivially admit sharp lower bounds whilst
the remaining n = 3, 4 cases can be analysed via slightly more involved
arguments (however, when n = 3 some anomalies arise: see §5).
The issue of the minimum of e(~f ;α, r) occurring when r = n − 1 ∈
R(~f ;α) does not arise if the number of polynomial equations m satisfies
m ≤ n− 2. An important case is given by m = 1 and n ≥ 3, which treats a
single non-degenerate (homogeneous) polynomial f of, say, degree d. Here
α1 = dαd e ≥ 1 so that R(f ;α) = {0, 1}. If d ≤ n, then it is easy to see
that e(f ;α) = e(f ;α, 1) = α. On the other hand, if n ≤ d and one writes
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α = (α1 − 1)d+ j for some 1 ≤ j ≤ d, then
e(f ;α) =
{
e(f ;α, 1) = (n/d)α+ j(1− n/d) if j ≤ n ≤ d
e(f ;α, 0) = nα1 if n ≤ j ≤ d .
Hence Proposition 3.1 shows that, for p sufficiently large depending on d,
N (f ; pα) ∼d

p−α if d < n
αp−α if d = n
p−((n/d)α−j(n/d−1)) if j ≤ n < d
p−nα1 if n < d and n ≤ j ≤ d
.
This provides a precise count of the number of roots of f over Z/pαZ.
Proof (of Proposition 3.1). The solution count N (~f ; pα) can be expressed
as the Haar measure of a set over the p-adics via a simple lifting procedure.
In particular, for f ∈ Z[X1, . . . , Xn] and l ∈ N0 define the p-adic sub-level
set
S(f, p−l) :=
{
~z ∈ Znp : |f(~z )| ≤ p−l
}
,
where | · | is the usual p-adic absolute value on Zp. It then follows that
(3.2) N (~f ; pα) = µ
( m⋂
k=1
S(fk, p
−α)
)
,
where µ denotes the (normalised) Haar measure on the compact abelian
group Znp . The space Znp is foliated into countably many concentric annuli5
Anp−l :=
{
~z ∈ Znp : |~z | := max{|z1|, . . . , |zn|} = p−l
}
so that
µ
( m⋂
k=1
S(fk, p
−α)
)
=
∑
l≥0
µ|An
p−l
( m⋂
k=1
S(fk, p
−α)
)
=
∑
l≥0
p−lnµ|An1
( m⋂
k=1
S(fk, p
−α+ldk)
)
.(3.3)
Recall that αr for 1 ≤ r ≤ m + 1 forms a sequence of non-increasing,
non-negative integers. One may therefore write
(3.4) µ
( m⋂
k=1
S(fk, p
−α)
)
=
m∑
r=0
Mr =
∑
r∈R(~f ;α)
Mr
where each Mr is of exactly the same form as the expression appearing on
the right-hand side of (3.3) but with the summation in l restricted to the
5The basic decomposition found in the work [7] of Denef and Sperber is a foliation with
respect to p-adic rectangles or boxes instead of concentric annuli. The notion of non-degeneracy
with respect to its Newton diagram emerges naturally from such a decomposition whereas the
present notion of non-degeneracy arises naturally from a concentric annuli decomposition.
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range αr+1 ≤ l < αr. If m ≤ n − 1, then R(~f ;α) is precisely the set of
indices 0 ≤ r ≤ m for which the corresponding range of summation in Mr
is non-empty. If m = n, then using Lemma 2.1 it is not difficult to see that
Mn = 0, and thus the second equality in (3.4) is justified.
If αr+1 ≤ l and r + 1 ≤ k ≤ m, then α − ldk ≤ 0 and, consequently,
S(fk, p
−α+ldk) = Znp . On the other hand, if l < αr and 1 ≤ k ≤ r, then
α− ldk ≥ 1. Combining these observations,
M0 =
∑
α1≤l
p−ln ∼ p−e(~f ;α,0)
and
Mr =
∑
αr+1≤l<αr
p−lnµ|An1
( r⋂
k=1
S(fk, p
−α+ldk)
)
for 1 ≤ r ≤ m, where each of the exponents α− ldk appearing in the above
expression is at least 1.
Lemma 3.2. The identity
(3.5) µ|An1
( r⋂
k=1
S(fk, p
−lk)
)
=
(N (f1, . . . , fr; p)− p−n) · p−∑rk=1 lk+r
holds for all 1 ≤ r ≤ m and l1 ≥ · · · ≥ lr ≥ 1.
Temporarily assuming this lemma and letting 1 ≤ r ≤ m with r ∈
R(~f ;α), one obtains the identity
Mr =
(N (f1, . . . , fr; p)− p−n) · p−rα+r ∑
αr+1≤l<αr
p−l(n−σr).
A simple computation shows that∑
αr+1≤l<αr
p−l(n−σr) ∼ cn(α, r) ·
{
p−(n−σr)αr+1 if σr ≤ n
p−(n−σr)(αr−1) if σr ≥ n
where cn(α, r) = αr − αr+1 if σr = n and 1 otherwise. Substituting these
estimates into the formula for Mr, it follows that
(3.6) Mr ∼ cn(α, r) ·
(N (f1, . . . , fr; p)− p−n) · p−e(~f ;α,r)+r
holds for the exponent e(~f ;α, r) from the introduction. Combining (3.2),
(3.4) and (3.6), one obtains the desired formula. 
Proof (of Lemma 3.2). The proof proceeds by inducting on l1. If l1 = 1,
then l1 = · · · = lr = 1 and the left-hand side of (3.5) can be written as
p−n#
{
~z ∈ Fnp\{~0} : fk(~z ) ≡ 0 mod p for 1 ≤ k ≤ r
}
= N (f1, . . . , fr; p)−p−n,
as required.
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Now suppose l1 ≥ 2 and that the estimate is valid for all smaller values
of l1. The left-hand side of (3.5) can be expressed as
(3.7)
∑
~u∈[Z/pl1−1Z]n:|~u|=1
p−(l1−1)nµ
( r⋂
k=1
S(fk(~u+ p
l1−1 · ), p−lk)
)
.
For 1 ≤ k ≤ r one has
(3.8) fk(~u+ p
l1−1~z ) ≡ fk(~u ) + pl1−1∇fk(~u ) · ~z mod plk ,
which follows from Taylor’s theorem and the fact that 2(l1 − 1) ≥ l1 ≥ lk.
Let 1 ≤ s ≤ r be the largest integer such that l1 = · · · = ls. As a
consequence of the identity (3.8), if 1 ≤ k ≤ s and |fk(~u+pl1−1~z )| ≤ p−lk for
some ~z ∈ Zn−1p , then |fk(~u )| ≤ p−(lk−1). On the other hand, if s+1 ≤ k ≤ r,
then fk(~u+ p
l1−1~z ) ≡ fk(~u ) mod plk for all ~z ∈ Zn−1p . Define
l˜k :=
{
lk − 1 for 1 ≤ k ≤ s
lk for s+ 1 ≤ k ≤ r ,
noting that l˜k ≥ 1 for 1 ≤ k ≤ r. For ~u ∈ Znp with |fk(~u )| ≤ p−l˜1 let Lk,~u
denote the degree 1 polynomial
Lk,~u(~z ) := p
−l˜1fk(~u ) +∇fk(~u ) · ~z.
Combining the above observations, (3.7) can be written as
(3.9)
∑
~u∈[Z/pl˜1Z]n:|~u|=1
|fk(~u )|≤p−l˜k for 1 ≤ k ≤ r
p−l˜1nµ
( s⋂
k=1
S(Lk,~u, p
−1)
)
.
Thus the problem is reduced to estimating the size of intersections of neigh-
bourhoods of certain hyperplanes in Znp .
Lemma 3.3. If ~u ∈ An1 satisfies |fk(~u )| ≤ p−1 for 1 ≤ k ≤ r, then
(3.10) µ
( s⋂
k=1
S(Lk,~u, p
−1)
)
= p−s
for 1 ≤ s ≤ r.
Applying this identity to (3.9) one observes that (3.7) can be written as
p−s−l˜1n#
{
~u ∈ [Z/pl˜1Z]n : |~u | = 1 and fk(~u ) ≡ 0 mod pl˜k for 1 ≤ k ≤ r
}
,
which can then be expressed as the p-adic integral
p−sµ|An1
( r⋂
k=1
S(fk, p
−l˜k)
)
.
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The induction hypothesis, coupled with the identity
s+
r∑
k=1
l˜k =
r∑
k=1
lk,
now implies that
p−sµ|An1
( r⋂
k=1
S(fk, p
−l˜k)
)
=
(N (f1, . . . , fr; p)− p−n) · p−∑rk=1 lk+r
Combining the preceding chain of identities closes the induction and con-
cludes the proof of Lemma 3.2. 
It remains to prove Lemma 3.3.
Proof (of Lemma 3.3). Given ~u ∈ Znp satisfying the hypotheses of the lemma,
one wishes to study the intersection properties of the sets
S(L~u,k, p
−1) =
{
~z ∈ Znp : |p−l1+1fk(~u) +∇fk(~u) · ~z | ≤ p−1
}
.
The non-degeneracy hypothesis implies that ∇fk(~u ) 6≡ 0 mod p for 1 ≤ k ≤
r, and so each S(L~u,k, p
−1) is a p−1-neighbourhood of a hyperplane in Znp .
The size of the intersection of the S(L~u,k, p
−1) for 1 ≤ k ≤ s is therefore
governed by angles between the normal vectors ∇f1(~u ), . . . ,∇fs(~u ). More
precisely, the non-degeneracy hypothesis implies the existence of some j =
(j1, . . . , jn−s) ∈ {1, . . . , n}n−s such that
|det (∇f1(~u ) . . . ∇fs(~u ) ej1 . . . ejn−s) | = 1,
where the ej are the standard basis vectors. Expressing the left-hand side
of (3.10) as ∫
Znp
s∏
k=1
χB(0,p−1)(p
−l1+1fk(~u) +∇fk(~u ) · ~z) dµ(~z ),
it follows from the p-adic change of variables formula (see, for instance, [13,
§7.5]), that
µ
( s⋂
k=1
S(Lk,~u, p
−1)
)
=
∫
Zsp
s∏
k=1
χB(0,p−1)(yj) dµ(~y ) = p
−s,
as required. 
4. Applying Theorem 1.5 to count factorisations of monomials
In order to apply Theorem 1.5 to the problem of factorising monomials,
one must verify that the system of power sums satisfies the non-degeneracy
hypothesis.
Lemma 4.1. If Pk ∈ Z[X1, . . . , Xn] denotes the k-th power sum, then
~P := (P1, . . . , Pn) is non-degenerate over Fp for all primes p > n.
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Proof. Fixing 1 ≤ r ≤ n, suppose that ~z ∈ Fnp satisfies
Pk(~z ) = 0 for 1 ≤ k ≤ r
and that the vectors ∇P1(~z ), . . . ,∇Pr(~z ) are linearly dependent in Fnp . If
k = (k1, . . . , kr) ∈ Nr with 1 ≤ k1 < · · · < kr ≤ n, then it follows that
(4.1) det
(∇kP1(~z ) . . . ∇kPr(~z )) = 0,
where ∇k : Z[X1, . . . , Xn] 7→ Z[X1, . . . , Xn]r is the differential operator
∇kf := (∂xk1f, . . . , ∂xkr f).
The determinant in (4.1) is given by
r!
∏
1≤i<j≤r
(zki − zkj )
where, by the hypothesis p > n, r! 6≡ 0 mod p. Combining these obser-
vations, it follows that the z1, . . . , zn assume at most r − 1 values in Fnp .
In particular, there exists a partition A1, . . . , At of {1, . . . , n} into at most
r−1 non-empty sets and a collection of distinct elements xi ∈ Fp such that
zk = xi whenever k ∈ Ai.
Thus, if ai = #Ai, then (x1, . . . , xt) ∈ Ftp is a solution to the square system
(4.2)
t∑
i=1
aiX
k
i = 0 for 1 ≤ k ≤ t.
For any non-empty S ⊆ {1, . . . , t} it follows that 1 ≤ ∑i∈S ai ≤ n and
so p -
∑
i∈S ai. It is shown in Proposition 4.2 below that, under these
hypotheses, only the trivial solution satisfies a system of the form (4.2),
and one therefore deduces that zk = 0 for 1 ≤ k ≤ n. This shows the
system ~P = (P1, . . . , Pn) is non-degenerate over Fp. 
The above argument relied upon the following proposition.
Proposition 4.2. Let R be an integral domain, ~a = (a1, . . . , an) ∈ Rn and
define the weighted power sums
P~a,k(X1, . . . , Xn) :=
n∑
i=1
aiX
k
i for 1 ≤ k ≤ n.
If
∑
i∈S ai 6= 0 for all non-empty S ⊆ {1, . . . , n}, then the system
(4.3) P~a,k(X1, . . . , Xn) = 0 for 1 ≤ k ≤ n
has a unique (trivial) solution in Rn.
The proposition is a consequence of the following identity (see [14, The-
orem 4.3] for an alternative approach).
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Lemma 4.3 (Weighted Newton–Girard formula). If R is commutative ring
(with identity) and ~a = (a1, . . . , an) ∈ Rn, then
(4.4)( n∑
i=1
ai
)
en(X1, . . . , Xn) =
n∑
k=1
(−1)k−1en−k(X1, . . . , Xn)P~a,k(X1, . . . , Xn),
where the ek ∈ R[X1, . . . , Xn] are the elementary symmetric polynomials in
n variables.
Proof. Observe that
en−k(X1, . . . , Xn) = Xien−(k+1)(X1, . . . Xˆi . . . , Xn)+en−k(X1, . . . Xˆi . . . , Xn)
for 1 ≤ i, k ≤ n, where the notation Xˆi is used to signify the omission of
the Xi variable. Here e−1 is interpreted as the zero polynomial (and e0
is the constant polynomial 1). Using this identity, one may express the
right-hand side of (4.4) as
n∑
i=1
ai
n∑
k=1
(−1)k−1(Xk+1i en−(k+1)(X1, . . . Xˆi . . . , Xn)+Xki en−k(X1, . . . Xˆi . . . , Xn)).
Each sum in the k index is telescoping and it is easy to see that the above
expression reduces to
n∑
i=1
aiXien−1(X1, . . . Xˆi . . . , Xn) =
( n∑
i=1
ai
)
en(X1, . . . , Xn),
as required. 
The proposition is now immediate.
Proof (of Proposition 4.2). The proof is by induction on n, the case n = 1
being vacuous. Suppose that ~x = (x1, . . . , xn) ∈ Rn is a solution to (4.3).
By Lemma 4.3 one has ( n∑
i=1
ai
)
x1 . . . xn = 0
and, since by hypothesis
∑n
i=1 ai 6= 0 and R is an integral domain, one
deduces that xi = 0 for some 1 ≤ i ≤ n. Without loss of generality suppose
that xn = 0. Then (x1, . . . , xn−1) ∈ Rn−1 is a solution to the system
P~a′,k(X1, . . . , Xn−1) = 0 for 1 ≤ k ≤ n− 1
where the coefficient vector ~a′ := (a1, . . . , an−1) automatically satisfies the
hypothesis of the proposition. Thus, by the induction hypothesis, xi = 0
for 1 ≤ i ≤ n− 1, as required. 
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5. Lower bounds in Theorem 1.2
As already noted, the upper bounds in Theorem 1.2 follow from Theorem
1.5. A slightly more refined analysis is needed to complete the proof of the
asymptotic formula (1.1) in Theorem 1.2 for all degrees n 6= 3. In particular,
it is now shown that for all sufficiently large primes p the inequality
(5.1) N(~0n; p
α)n [α]δn(4)p−en(α)
holds for all α ∈ N and n 6= 3. As by-product of analysis, the sharp result
in the n = 3 case may also be derived, which curiously has additional
dependence on both the parity of α and the congruence class of p modulo
3.
Recall the key formula
(5.2) N(~0n; p
α) ∼n
∑
r∈Rn(α)
cn(α, r) ·
(N (P1, . . . , Pr; p)− p−n) · p−en(α,r)+r
established in Proposition 3.1. First suppose that n = 4r′ for some r′ ≥ 2
and that r′ ∈ Rn(α) so that [α]δn(4) = α. In this case, cn(α, r′) ∼n α and
cn(α, r) = 1 for all other values of r. If n 6= 3, then r′ ≤ n − 2 and so the
Lang–Weil bound (2.2) yields
(5.3) N (P1, . . . , Pr; p)n p−r.
for r = r′. The lower bound (5.1) now follows by combining (5.3) with
(5.2). Thus, provided n 6= 3, one may assume without loss of generality
that [α]δn(4) = 1 and cn(α, r) = 1 for all α and r.
Focusing on the n 6= 3 case, it now suffices to show that for n 6= 3 the
estimate
(5.4) N(~0n; p
α)n p−en(α)
holds for all α ∈ N. By (5.2), this would follow if one could demonstrate
that there exists some r ∈ Rn(α) for which en(α) = en(α, r) and (5.3)
holds.
Low degree case. For any value of n ∈ N it is immediate that
(5.5) N (∅; p) = 1 and N (P1; p) = p−1.
From these identities it follows that (5.1) holds, establishing Theorem 1.2
for n = 1, 2.
High degree case. Here (5.4) is established for degrees n ≥ 4. Recall that
the Lang–Weil estimate (2.2) implies that (5.3) holds for all 1 ≤ r ≤ n− 2
and, trivially, (5.3) is also valid for r = n. Thus, if either n− 1 /∈ Rn(α) or
there exists some 1 ≤ r ≤ n−2 with r ∈ Rn(α) and en(α, n−1) ≥ en(α, r),
then the desired lower bound (5.4) immediately follows.
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These observations allow one to easily treat the n = 4 case. It is useful
to first compute the relevant exponents:
e4(α, 0) = 4α, e4(α, 1) = α+ 3dα2 e,
e4(α, 2) = 2α+ dα3 e, e4(α, 3) = 3α− 2dα3 e+ 2.
Since e4(α, 2) ≤ e4(α, 3), the lower bound (5.4) holds whenever 2 ∈ R4(α)
or 3 /∈ R4(α). This leaves only α = 4, but since e4(4, 1) = e4(4, 3) = 10,
the result also holds in this case.
A similar, but more involved, argument allows one to treat n ≥ 5. Let
n ≥ 5 and suppose, aiming for a contradiction, that n−1 ∈ Rn(α) and that
there exists no value of r ∈ Rn(α) with 1 ≤ r ≤ n − 2 and en(α, n − 1) ≥
en(α, r). Recall from the introduction that
en(α, r + 1)− en(α, r) ≥ 1 for 4r ≥ n.
It therefore follows that r /∈ Rn(α) for r+n ≤ r ≤ n− 2 and so
k :=
⌈ α
r+n
⌉
=
⌈ α
n− 1
⌉
.
In particular,
(5.6) α = (k − 1)(n− 1) + j = (k − 1)r+n + j′
for some 1 ≤ j ≤ n− 1 and 1 ≤ j′ ≤ r+n .
If k = 1, then d αn−1e = 1 = dαne, contradicting the assumption that
n− 1 ∈ Rn(α). If j′ = r+n , then
α
r+n
=
⌈ α
r+n
⌉
<
⌈ α
r+n − 1
⌉
and so r+n − 1 ∈ Rn(α). Furthermore,
en(α, r
+
n )− en(α, r+n − 1) = α+ (n−4r+n )(d αr+n e − 1)− (n−4r+n−1)d
α
r+n
e
= α− r+n · d αr+n e+ (4r+n − n) = 4r+n − n ≥ 0,
which implies that en(α, n− 1) ≥ en(α, r+n − 1), a contradiction.
The above observations show that k ≥ 2 and 1 ≤ j′ ≤ r+n − 1 and so
(5.6) yields
(k − 1)(n− 1− r+n ) = j′ − j ≤ r+n − 2.
Write n = 4r+n−1 + sn for some 1 ≤ sn ≤ r+n so that
(k − 1)(r+n (r+n − 3) + 2(sn − 1)) ≤ 2r+n − 4.
If k ≥ 3 and sn ≥ 2, then r+n must satisfy
(x− 2)2 = x2 − 4x+ 4 ≤ 0
which forces r+n = 2 and hence n = 3, but this contradicts the assumption
n ≥ 5. Furthermore, if k ≥ 3 and sn = 1, then r+n must satisfy x2−4x+2 ≤
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n r+n sn tn
5 3 2 0
6 3 3 2
7 4 1 0
8 4 2 2
9 4 3 4
10 4 4 6
Figure 1. If n ≥ 5, then tn ≤ 0 holds only for n = 5 and
n = 7.
0. This implies that r+n ∈ {2, 3} and so 3 ≤ n ≤ 6; of these values of n,
only n = 4 satisfies sn = 1, again contradicting the assumption that n ≥ 5.
From the preceding analysis one deduces that k = 2 and that n must
satisfy the inequality
(5.7) tn := (r
+
n )
2 − 5r+n + 2(sn + 1) ≤ 0.
Again using the basic estimate sn ≥ 1, it follows that r+n ≤ 4 and so
5 ≤ n ≤ 10. Furthermore, an explicit computation (see Figure 1) now
shows that 5 and 7 are the only values of n for which (5.7) holds. For
both n = 5 and n = 7 the inequality (5.7) is saturated. Consequently, j
must assume the extreme value j = 1 and so α = n. Finally, by direct
computation one may show that 2 ∈ R5(5), 3 ∈ R7(7) and
e5(5, 2) = 14 ≤ e5(5, 4) = 15, e7(7, 3) = 23 ≤ e7(7, 6) = 28,
which is the desired contradiction.
Intermediate degree (n = 3) case. It remains to examine the situation
when n = 3, which is a little more complicated.
Given ~a = (a1, . . . , ar) ∈ Z define f~a(x) :=
∑r
j=1 ajx
j . For any n ∈ N
the basic properties of character sums imply that
N (P1, . . . , Pr; p) = p−n−r
∑
a1 (p)
· · ·
∑
ar (p)
(∑
x (p)
e2piif~a(x)/p
)n
= p−r + p−r
∑
~a (p) :~a 6≡~0 mod p
(
p−1
∑
x (p)
e2piif~a(x)/p
)n
,
where the sums in x and the aj in the first line are each over a complete
set of residues modulo p. If r = 2 and p is odd, then the above expression
involves classical Gauss sums which can be evaluated using the formula
(5.8)
p−1
∑
x (p)
e2pii(ax
2+bx)/p = εp(a|p)p−1/2e−2pii(4a)−1b2/p for a 6≡ 0 mod p.
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Here εp = 1 whenever p ≡ 1 mod 4 and εp = i otherwise, and (a|p) is the
Legendre symbol. Indeed, by completing the square in the phase, (5.8) is
a direct consequence of Gauss’ classical formula for quadratic Gauss sums
(see, for instance, [1, §9.10]). Writing N (P1, P2; p) = p−2 + E, it follows
from the above identity that
E = εnpp
−(n+4)/2 ∑
a (p) : a6≡0 mod p
(a|p)n
∑
b (p)
e−2piin(4a)
−1b2/p.
The sum in b can also be evaluated and, applying elementary properties of
quadratic residues (in particular, the completely multiplicative property of
the Legendre symbol), one obtains
E = εn+1p (−n|p)p−(n+3)/2
∑
a (p):a6≡0 mod p
(a|p)n−1.
Recall that there are precisely (p − 1)/2 non-zero quadratic residues and
(p− 1)/2 quadratic non-residues modulo p. Thus,∑
a (p):a6≡0 mod p
(a|p)n−1 = (1 + (−1)n−1) · p− 1
2
and, consequently,
(5.9) E =
{
0 if n is even
εn+1p (−n|p)p−(n+3)/2(p− 1) if n is odd .
The above formula can be used to treat the n = 3 case, which behaves
in a distinctly different manner from that of every other degree. Here the
relevant exponents are given by
e3(α, 0) = 3α, e3(α, 1) = α+ 2dα
2
e, e3(α, 2) = 2α.
If 2 /∈ R3(α) (that is, α ∈ {1, 2, 4}), then the bound
(5.10) N(~03; p
α) [α]δ3(4)p−e3(α)
follows immediately from the trivial identities stated in (5.5) (note that, in
this case, [α]δn(4) = 1). If 2 ∈ R3(α), then the analysis is more complex.
The identity (5.9) implies that6
N (P1, P2; p) =
{
2p−2 − p−3 if −3 is a quadratic residue modulo p
p−3 otherwise .
By the law of quadratic reciprocity, −3 is a quadratic residue modulo p if
and only if p ≡ 1 mod 3. Thus, if 2 ∈ R3(α) and p ≡ 1 mod 3, then (5.10)
once again holds. Now suppose that 2 ∈ R3(α) and p 6≡ 1 mod 3. If α is
even, then e3(α, 1) = e3(α, 2) = 2α and so
N(~03; p
α) ∼ p−e3(α),
6Here it is assumed that p > 3 so that (−3|p) 6= 0.
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by (5.2), which differs by a logarithm from what one would expect based
on the bounds for n 6= 3. If α is odd, then e3(α, 1) = e3(α, 2) + 1 and so
N(~03; p
α) ∼ p−e3(α)−1
again by (5.2), which differs by a factor of p−1 (up to a logarithmic factor)
from what one would expect based on the bounds for n 6= 3. The situation
for n = 3 is therefore summarised as follows.
Lemma 5.1. If p is a sufficiently large prime, then
N(~03; p
α) ∼ [α]δ3(4)·κ(p)p−e3(α)−λ(α)·(1−κ(p))
holds for all α ∈ N where
λ(α) :=
{
1 if α > 1 is odd
0 otherwise
and κ(p) :=
{
1 if p ≡ 1 mod 3
0 otherwise
.
Thus, Lemma 5.1 and Theorem 1.2 provide a precise count of the number
of factorisations of Xn over Z/pαZ for all degrees n, provided the prime p
is sufficiently large.
Appendix A. Irreducibility of projective varieties defined by
non-degenerate systems
Recall that the Lang–Weil theorem [17] was used to derive Proposition
2.3, which formed the base case of the induction argument used to prove
Theorem 1.5. To justify the application of the Lang–Weil bound, one must
verify that certain projective varieties defined by the homogenous polyno-
mials fk are absolutely irreducible: that is, they are irreducible as varieties
over Pn−1(Fp).
Lemma A.1. Suppose 1 ≤ m ≤ n− 2 and ~f := (f1, . . . , fm) is a system of
homogeneous polynomials that satisfies the non-degeneracy hypothesis. The
projective variety
(A.1) V := {x ∈ Pn−1(Fp) : fj(x) = 0 for 1 ≤ j ≤ m }
is irreducible.
As a consequence of the proof of Lemma A.1, one can also verify the di-
mension condition needed for the application of the Schwarz–Zippel bound
in Lemma 2.2.
Corollary A.2. Suppose 1 ≤ m ≤ n− 1 and ~f := (f1, . . . , fm) is a system
of homogeneous polynomials that satisfies the non-degeneracy hypothesis.
If V is as in (A.1), then dimV = n− 1−m.
Before stating the proof of Lemma A.1 and Corollary A.2, it is useful to
review some of the basic concepts from commutative algebra and algebraic
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geometry which appear in the argument. All the facts and definitions pre-
sented below are standard and can be found in many textbooks (see, for
instance, [15]).
Let K be an algebraically closed field and R be a commutative, Noether-
ian ring (for instance, R = K[X1, . . . , Xn]).
• A projective variety V ⊆ Pn−1(K) is the zero-locus of a set f1, . . . , fr ∈
K[X1, . . . , Xn] of homogeneous polynomials (note that here a vari-
ety is not required to be irreducible). If, in particular, V = {x ∈
Pn−1(K) : f(x) = 0} is the zero-locus of a single non-constant ho-
mogeneous polynomial f ∈ K[X1, . . . , Xn], then V is said to be a
projective hypersurface.
• The ideal I(V ) of a variety V ⊆ Pn−1(K) is the collection of all poly-
nomials in K[X1, . . . , Xn] which vanish on V . Fixing homogeneous
polynomials f1, . . . , fr ∈ K[X1, . . . , Xn] and defining
V := {x ∈ Pn−1(K) : fj(x) = 0 for all 1 ≤ j ≤ r},
if I := 〈f1, . . . , fr〉 denotes the homogeneous ideal generated by the
f1, . . . , fr, then Hilbert’s Nullstellensatz states that
I(V ) =
√
I.
Here, for any ideal I R, the radical ideal
√
I is defined by√
I := {f ∈ R : fm ∈ I for some m ∈ N }
• A projective variety V ⊆ Pn−1(K) is irreducible if the following holds:
if V = V1 ∪ V2 for V1, V2 ⊆ Pn−1 projective varieties, then V1 = V
or V2 = V . This condition is equivalent to the primality of the ideal
I(V ).
• A chain of prime ideals of the form p0 ⊂ p1 ⊂ · · · ⊂ pk is said to have
length k (here each pj  R is a prime ideal and the inclusions are
strict). The Krull dimension of a ring R, which is denoted by dimR,
is the supremum of all lengths of chains of prime ideals in R. As a key
example, dimK[X1, . . . , Xn] = n; in fact the length of any maximal
chain of prime ideals in K[X1, . . . , Xn] is n (see, for instance, [15,
Chapter II, Proposition 3.4]).
• Given a prime ideal pR define the height of p to be the supremum
of all lengths of prime ideals of R contained in p. The height of an
arbitrary (that is, not necessarily prime) proper ideal I R, which is
denoted height(I), is then defined to be the infimum of the heights
of all prime ideals which contain I. Since any prime ideal containing
I automatically contains
√
I, it follows that height(
√
I) = height(I).
The generalised Krull principal ideal theorem (see, for instance, [15,
Chapter V, Theorem 3.4]) asserts that if I = 〈f1, . . . , fr〉 is generated
by r elements, then height(I) ≤ r.
Factorisations of monomials 23
• The dimension dimV of a projective variety V is given by dimV :=
dimK[V ]− 1 where K[V ] is the co-ordinate ring
K[V ] := K[X1, . . . , Xn]/I(V )
(see, for instance, [15, Chapter II, Proposition 4.4]). As a conse-
quence of the correspondence theorem for prime ideals, it follows
that dimV ≤ dimK[X1, . . . , Xn] − 1 − height(I(V )). In fact, since
the length of any maximal chain of prime ideals in K[X1, . . . , Xn] is n
(see, for instance, [15, Chapter II Proposition 3.4]), it is not difficult
to see that equality holds; that is,
(A.2) dimV = n− 1− height(I(V )).
• A projective variety V ⊆ Pn(K) is a set-theoretic complete intersec-
tion if it is the intersection of n− dimV projective hypersurfaces.
Proof (of Lemma A.1). For 0 ≤ r ≤ m let Ir := 〈f1, . . . , fr〉, where it
is understood that I0 := {0}. It will be shown, using induction, that
I0 ⊂ · · · ⊂ Im (with strict inclusion) and that each Ir is a prime ideal.
Letting V0 := Pn−1(Fp) and
Vr := {x ∈ Pn−1(Fp) : fj(x) = 0 for 1 ≤ j ≤ r }
for 1 ≤ r ≤ m, it then immediately follows that the varieties Vr are all irre-
ducible. It is remarked that it is useful to establish the stronger condition
that the Ir are prime in order to facilitate the induction.
The case r = 0 (corresponding to the trivial ideal {0}) is vacuous. Fix
1 ≤ r ≤ m and assume, by way of induction hypothesis, that I0 ⊂ · · · ⊂
Ir−1 and that each Ii is prime for 0 ≤ i ≤ r − 1.
To show Ir−1 ⊂ Ir is a proper subset, it suffices to show that fr /∈
〈f1, . . . , fr−1〉. Aiming for a contradiction, suppose that
fr =
r−1∑
j=1
hjfj
for some hj ∈ Fp[X1, . . . , Xn]. Differentiating the above equation,
∂fr
∂Xk
=
r−1∑
j=1
∂hj
∂Xk
fj + hj
∂fj
∂Xk
and thus, if x ∈ Z(f1, . . . , fr), then it follows that
∂fr
∂Xk
(x) =
r−1∑
j=1
hj(x)
∂fj
∂Xk
(x).
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However, this identity contradicts the non-degeneracy hypothesis (which
implies that the vectors
(∂fj
∂ ~X
(x)
)r
j=1
are linearly independent) and so Vr ⊂
Vr−1, as claimed.
To prove that Ir is prime it suffices to show:
i) Ir is radical;
ii) Vr is irreducible.
7
The first step towards proving either of these statements is to show that
height(Ir) = r. Recall from the induction hypothesis that {0} = I0 ⊂ · · · ⊂
Ir−1 forms a strictly increasing chain of prime ideals with Ir−1 ⊂ Ir, which
implies that height(Ir) ≥ r. Therefore, combining this with the generalised
Krull principal ideal theorem, height(Ir) = r, as required.
One may now show that Ir is a radical ideal via a criterion of Serre (see,
for instance, [9, Chapter 18]). Let Jr be the ideal generated by the r × r
minors of the Jacobian matrix
∂ ~f
∂ ~X
=
∂(f1, . . . , fr)
∂(X1, . . . , Xn)
taken modulo Ir; that is, Jr is the ideal of the ring K[X1, . . . , Xn]/Ir
generated by the minors of ∂ ~f/∂ ~X viewed as elements of K[X1, . . . , Xn]/Ir.
Combining [9, Proposition 18.13] and [9, Proposition 18.15 a)], to show Ir is
radical it suffices to show that height(Jr) ≥ 1. This is equivalent to showing
height(Ir + Jr)/Ir ≥ 1 where Jr is the ideal of K[X1, . . . , Xn] generated by
the minors of ∂ ~f/∂ ~X. The non-degeneracy condition implies that
V(Ir) ∩ V(Jr) =
{
x ∈ Pn−1(Fp) : f(x) = 0 for all f ∈ Ir + Jr
}
= ∅
and thus, by the Nullstellensatz,
√
Ir + Jr = 〈X1, . . . , Xn〉 and hence height(Ir+
Jr) = n. Since 〈X1, . . . , Xn〉 is a maximal ideal of K[X1, . . . , Xn], it follows
from the discussion preceding (A.2) that any maximal chain of prime ideals
containing Ir + Jr has length n. From this, it follows that
height(Ir + Jr)/Ir = n− r ≥ 2,
and so Ir is radical.
It remains to demonstrate the irreducibility of V := Vr; for this it suffices
to show the following two conditions hold:
i) V is (Zariski) connected;
ii) V is smooth as a projective variety.
Indeed, any regular point of V lies in precisely 1 irreducible component (see,
for instance, [15, Chapter VI, Proposition 1.13]). Thus, if V is smooth, then
the irreducible components partition V into disjoint Zariski-closed subsets.
7Of course, the irreducibility of Vr is the only property that one is really after here, but the
stronger condition that Ir is prime is needed to run the induction argument.
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If V is also connected, then V must have a single irreducible component,
and so V is irreducible.
By the Nullstellensatz, height(I(V )) = height(Ir) = r and so, recalling
(A.2), it follows that dimV = n − 1 − r ≥ 1. Since V is, by definition,
the intersection of r projective hypersurfaces, V is therefore a set-theoretic
complete intersection. The Hartshorne connectedness theorem [15, Chapter
VI, Theorem 4.2] now implies that V is connected.
Finally, one may verify that V is smooth using the the Jacobian criterion
(see, for instance, [15, Chapter VI, Proposition 1.5]8). This states that for
every point x ∈ V one has
(A.3) rank
∂(f1, . . . , fr)
∂(X1, . . . , Xn)
(x) ≤ n− 1− dimx V,
where dimx V is equal to the maximum of the dimensions of the irreducible
components of V that contain x and, moreover, if equality holds in (A.3),
then V is smooth at x. Note that n− 1− dimV = n− 1− (n− 1− r) = r,
which is precisely the rank of the Jacobian matrix, and so one wishes to
show that dimx V = dimV . To see this, it suffices to prove for any given
x ∈ V that all the irreducible components of V that contain x have the
same dimension. Indeed, in this case, since V is connected, it follows that
all the irreducible components of V must have the same dimension, and
this must then be equal to dimV (since dimV is equal to the maximum
of the dimensions of the irreducible components by the Nullstellensatz (see
[15, Chapter II Proposition 3.11])).
Fixing x ∈ V , consider the prime ideal px := {f ∈ K[V ] : f(x) = 0}
(recall K[V ] denotes the co-ordinate ring of V ). The localisation K[V ]px is
Cohen–Macaulay by [9, Proposition 18.8] (see also [15, Chapter VI, Corol-
lary 3.15]) and therefore all the minimal primes of K[V ]px have the same
dimension d by [9, Proposition 18.11]. Let W be an irreducible compo-
nent of V containing x. Thus, by the Nullstellensatz (see [15, Chapter II
Proposition 3.11]), W corresponds to a minimal prime ideal qK[V ] with
q ⊆ px. The localisation qpx is a minimal prime of K[V ]px (see [15, Chap-
ter III, Proposition 3.6 and Proposition 4.14]) and K[V ]px/qpx
∼= K[V ]/q
(see [15, Chapter III, Rule 4.15]). Combining these observations, dimW =
dimK[V ]/q = d and so all irreducible components W containing x have
the same dimension, as required.

The above argument also yields Corollary A.2.
Proof (of Corollary A.2). The proof of Lemma A.1 implies that dimVr =
n − 1 − r for 1 ≤ r ≤ min{m,n − 2}, and it remains only to verify the
8The reference [15] only gives the affine Jacobian criterion, rather than the projective version
used here. Both results, however, can be obtained via a similar method of proof.
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case r = m = n − 1. The first part of the argument used to establish the
inductive step shows height(In−1) = n− 1 and therefore one deduces that
dimVn−1 = 0, as required. 
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