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Este trabajo presenta un estudio de las funciones impulso respuestas del modelo de 
Vectores Autorregresivos Markov Switching aplicado a datos de la economía colombiana. 
Para tal fin, se trabaja el modelo MS-VAR(p) siguiendo la metodología propuesta por 
Krolzig (1997) y Droumaguet (2012). Se estiman los parámetros del modelo y las funciones 
impulso respuesta utilizando metodologías de estimación Bayesiana.  Los resultados 
confirman la existencia de asimetrías en el ciclo económico colombiano, así mismo valida 
que el análisis del modelo de vectores autorregresivos tradicionales es insuficiente para 
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Abstract  
This paper presents a study of the impulse responses functions of the Markov Switching 
Vector Autoregressive model applied to Colombian economy. For this purpose, MS-VAR 
(p) models are estimated following the methodology proposed by Krolzig (1997) and 
Droumaguet (2012). The parameters and impulse response functions are estimated using 
Bayesian estimation methodologies. The results confirm the existence of asymmetries in 
the Colombian economic cycle, likewise, this work validates that the analysis of traditional 
vectors autoregressive models is insufficient to study the relationship between the variables 
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Introducción 
El análisis de la política monetaria y sus canales de transmisión resaltan el papel que juega 
la tasa de interés como el instrumento más utilizado para transmitir los efectos de política 
monetaria sobre la actividad económica. Estudios realizados por Taylor (1995), Christiano, 
Et. Al. (1996) y Clarida, Et. Al. (1999), muestran que de los canales de transmisión 
monetaria, el canal de la tasa de interés es el más significativo. Jalil y Lavan (2011) agrupan 
una serie de trabajos que evidencian la importancia de este canal en la economía 
colombiana.  
 
El estudio de los canales de transmisión empieza con los trabajos pioneros de Sims (1980), 
Blanchard y Watson (1984), Bernanke y Blinder (1992) y Sims (1992), la característica 
común de estos trabajos es el uso de los modelos de Vectores Autorregresivos (VAR) para 
evaluar el impacto de la política monetaria sobre las variables macroeconómicas de una 
economía.  
 
El modelo VAR ha sido ampliamente utilizado debido a su simplicidad, sin embargo, este 
ha sido criticado por varios autores. Kim y Roubini (2000) argumentan que estos modelos 
se consideran ad hoc en el sentido que no incorporan relaciones causales teóricamente 
fundamentadas. McCallum (1999), sostiene que estos modelos no sirven para estudiar los 
efectos de la política monetaria, pues es necesario imponer restricciones de carácter 
estructural en las ecuaciones del modelo. Diebold y Rudebusch (1996) resaltan que los 
modelos lineales como los VAR no son capaces de modelar todas las características de 
las series macroeconómicas, además destacan que modelos estadísticos no lineales, 
como los modelos de cambio de régimen, son consistentes con los diferentes modelos 
macroeconómicos.  
 
Es importante tener en cuenta que las fluctuaciones macroeconómicas agregadas se 
caracterizan por períodos sucesivos de un alto crecimiento, seguidos por períodos 
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consecutivos de baja actividad, según Hansen y Prescott (1999) los ciclos económicos son 
asimétricos en la medida que las recesiones son más profundas que los booms. Este 
hecho estilizado trae la necesidad de modelar las series económicas con modelos que 
incorporen asimetrías en el ciclo económico. 
 
Las preguntas sobre las asimetrías datan desde los inicios del estudio del ciclo económico 
(Mitchel 1927; Keynes 1936; Friedman 1964). Para explicar los efectos asimétricos de la 
política monetaria la teoría económica propone mecanismos basados en ajustes 
asimétricos de los precios, imperfecciones en los mercados financieros y rigideces reales. 
Esta teoría creó la necesidad de remplazar las representaciones lineales, incapaces 
capturar las asimetrías, por no lineales, las cuales son capaces de modelar relaciones 
económicas más complejas. Desde el punto de vista empírico, estos hechos han sido 
estudiados con modelos como los umbrales autoregresivos (Tsay 1989; Tong 1990; 
Terasvirta 1995) o los modelos Markov Switching (Hamilton 1989; Krolzig 1997; Diebold y 
Rudebusch 1996; Kim y Nelson 1998 y 1999b). 
 
Diferentes estudios han mostrado efectos asimétricos para variables macroeconómicas en 
Colombia.  Melo y Misas (1997) encuentran evidencia de cambios de régimen para la 
inflación, Misas y Ramírez (2007) hallan asimetrías en el ciclo del PIB durante el siglo XX. 
Otros trabajos como el de Salamanca (2010) analizan la existencia de ciclos asimétricos 
en Colombia, Venezuela y otros países de la región. Sin embargo, no existe ningún estudio 
que analice las asimetrías de los choques de política económica en las variables 
macroeconómicas en Colombia. El presente trabajo intenta cubrir este espacio utilizando 
la herramienta de Vectores Autoregresivos con Cadenas de Markov (MS-VAR)1. 
 
Este trabajo tiene como objetivo principal estimar la dinámica de los choques de política 
monetaria derivados de un modelo VAR con cambio de régimen (MS-VAR), verificar si los 
choques asimétricos son importantes para explicar la dinámica de algunas variables 
                                               
1 En este trabajo, un modelo VAR estructural hace referencia a una representación lineal 
multivariante de un vector de variables observadas. La diferencia con el modelo VAR tradicional es 
que los economistas usan este concepto para aclarar que del modelo VAR tradicional se obtienen 
las funciones impulso respuesta de las variables mediante la imposición de suposiciones teóricas 
sobre el comportamiento de éstas variables. Siguiendo a Sims (1980), en este trabajo se utilizan 
restricciones de corto plazo, las cuales aplican la descomposición de Choleski para obtener los 
choques estructurales del modelo.  
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económicas, y con base en los resultados realizar recomendaciones de política.  Para 
lograr cubrir estos objetivos la presente investigación se encuentra dividida en 4 partes, la 
primera es la presente introducción; en la segunda sección se presenta la metodología a 
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Modelos Markov Switching VAR (MS-VAR(p)) 
MS-VAR son modelos no lineales, ligados a los modelos de vectores autorregresivos 
lineales y los modelos de cadenas ocultas de Markov. Krolzig (1997) analiza estos modelos 
en detalle desde su origen hasta su estimación.  
1.1 Modelo con cambios de régimen en el intercepto, los coeficientes 
autorregresivos y matriz de varianzas y covarianzas (MSIAH – VAR)  
Sea 𝑦𝑇 = (𝑦1, … , 𝑦𝑇)′ una serie temporal de T observaciones, donde cada 𝑦𝑡 es un vector 
N-variable para 𝑡 𝜖 {1, … , 𝑇}. Se considera un modelo paramétrico de Markov en el cual el 
proceso estocástico 𝑦𝑇 depende de las realizaciones de un proceso estocástico discreto 
oculto 𝑠𝑡 con espacio de estados finitos {1, … , 𝑀} (ver Hamilton, 1989). Condicionado en el 
estado (𝑠𝑡) y las series de tiempo hasta el tiempo t – 1 (𝑦𝑡−1), 𝜖𝑡 sigue una distribución 
normal idéntica e independiente. Específicamente, se tiene que: 
𝑦𝑡 = 𝜇𝑠𝑡 + 𝐴𝑠𝑡
(1)
𝑦𝑡−1 + ⋯ + 𝐴𝑠𝑡
(𝑝)
𝑦𝑡−𝑝 + 𝜖𝑡    (1) 
𝜖𝑡|𝑠𝑡~𝑖. 𝑖. 𝒩(0, Σ𝑠𝑡)                                             (2) 
para 𝑡 𝜖 {1, … , 𝑇}.  
Se fija un vector inicial de valores 𝑦0 = (𝑦𝑝−1, … , 𝑦0)′ para las primeras p observaciones de 
la base de datos. 
Se supone que la variable 𝑠𝑡 es una cadena de Markov aperiódica irreducible con 
Pr(𝑠0 = 𝑖|𝑃) = 𝜋𝑖, donde 𝜋𝑖 = (𝜋1, … , 𝜋𝑀)′ es la distribución ergódica del proceso Markov 
Switching (MS). Sus propiedades son descritas por la matriz de probabilidades de 










]                         (3) 
en el que un elemento, 𝑝𝑖𝑗, denota la probabilidad de transición del estado i al estado j, 
𝑝𝑖𝑗 = 𝑃(𝑠𝑡+1 = 𝑗|𝑠𝑡 = 𝑖). La suma de los elementos de cada fila de la matriz P suman la 
unidad,  ∑ 𝑝𝑖𝑗
𝑀
𝑗=1 = 1. Las ecuaciones (1) - (3) representan un modelo con cambios de 
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régimen en el intercepto (I), los coeficientes autorregresivos (A) y matriz de varianzas y 
covarianzas (H), con M estados y p rezagos (MSIAH(M)-VAR(p)). 
1.1.1 Verosimilitud, prior y posterior 
En esta sección se presenta algunas de las propiedades del modelo MSIAH(M)-VAR(p) en 
términos de su verosimilitud. También se describe la distribución a  priori y a posteriori que 
se utilizan para realizar la estimación bayesiana.  
 Función de verosimilitud2 
Siguiendo a  Frühwirth-Schnatter (2006), se define un vector  𝜃  de tamaño k, vector que 
recoge los parámetros de la matriz de probabilidades de transición 𝑃  y todos los 
parámetros estado dependientes del proceso VAR,  𝜃𝑠𝑡: 𝜇𝑠𝑡 , 𝐴𝑠𝑡
(𝑖)
, Σ𝑠𝑡, para 𝑠𝑡  𝜖 {1, … , 𝑀} e 
𝑖 𝜖 {1, … , 𝑝}. La función de verosimilitud es igual a la distribución de muestreo conjunta 
𝑝(𝑆𝑇 , 𝑦𝑇|𝜃) para todo el conjunto de información (𝑆𝑇 , 𝑦𝑇) dado el vector de parámetros  𝜃, 
donde 𝑆𝑇 = (𝑠0, 𝑠1, … , 𝑠𝑇). Asi la verosimilitud se puede escribir como: 
𝑝(𝑆𝑇 , 𝑦𝑇|𝜃) = 𝑝(𝑆𝑇|𝑦𝑇 , 𝜃)𝑝(𝑆𝑇|𝑃)         (4) 
 
Con parámetros 𝜃 = (𝜃1, … , 𝜃𝑀 , 𝑃). 
Se asume una función de distribución condicional Normal para  𝜖𝑡, donde 𝑡 = 1, … , 𝑇, dados 
los estados,𝑠𝑇,  con una media igual a un vector de ceros y una matriz de varianzas y 
covarianzas Σ𝑠𝑡: 
𝑝(𝜖𝑇|𝑆𝑇 , 𝜃) = ∏ 𝑝(𝜖𝑡|
𝑇
𝑡=1









     (5) 
La anterior expresión parte del supuesto que el proceso de Markov sigue:  
                                               
2 Bajo un enfoque clásico, la estimación del modelo MSIAH(M)-VAR(P) consiste en maximizar la 
función de verosimilitud utilizando el algoritmo EM (ver Krolzig, 1997; Kim y Nelson, 1999b). Este 
algoritmo no se detallará en el presente trabajo, pues el análisis impulso respuesta del modelo MS-
VAR requieren la simulación de la historia de los regímenes, por lo tanto, la inferencia Bayesiana 
resulta ser un enfoque más conveniente para este propósito (véase Frühwirth-Schnatter, 2006). Sin 
embargo, se deja una breve descripción del método en el apéndice A.  
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       (6) 
donde 𝑁𝑖𝑗(𝑆𝑇) = #{𝑠𝑡−1 = 𝑗, 𝑠𝑡 = 𝑖}, es el número de transiciones del estado i al estado j, 
⋁𝑖, 𝑗 ∈ {1, … , 𝑀}. 
Otra forma de ver la función de verosimilitud (4) es representarla como un producto de 
factores M + 1. Los primeros M factores dependen de los parámetros estado-
específicos,𝜃𝑠𝑡, y el restante depende de la matriz de probabilidades de transición, P: 












       (7)  
 Distribución prior.  
Se asume que la distribución a priori para los parámetros de cada estado y la matriz de 
probabilidades de transición son independientes. Agregar una distribución a priori permite 
al investigador incorporar conocimientos previos acerca de los parámetros estado 
específico del modelo, 𝜃𝑠𝑡 , asumiendo que estos son independientes a los estados. La 
factorización de la verosimilitud (4) se mantiene conforme a la elección de una distribución 
a priori dada por:  
𝑝(𝜃) = ∏ 𝑝(𝜃𝑖)
𝑀
𝑖=1
𝑝(𝑃)               (8) 
Para el modelo MSIAH-VAR (p), se asume la siguiente especificación3. Cada fila de la 
matriz de probabilidades de transición, P, a priori sigue una distribución de Dirichlet M-
variable4, con unos vectores de parámetros M × 1, 𝑒𝑚, para 𝑚 𝜖 {1, … , 𝑀}. Agrupando los 
                                               
3Siguiendo a Droumaguet (2012), se asume que los estados de una economía son persistentes en 
el tiempo y no hay estados absorbentes, para más detalle consultar Kim y Nelson (1999a). 
4Para lograr que cada fila de la matriz de probabilidad de transición P sume 1, se fija una distribución 
a priori Dirichlet M-variable, con parámetros establecidos en 1 para todas las probabilidades de 
transición, a excepción de los elementos diagonales 𝑝𝑖𝑗, para 𝑖 = 1, … , 𝑀, la cual se establece en un 
valor igual a 10. La distribución de Dirichlet se elige como la generalización multivariante de la 
distribución beta y es capaz de dibujar probabilidades de transición para un número de regímenes 
superior a dos. 
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vectores de parámetros en un vector 𝑀2x 1,  𝑒 = (𝑒1
′ , … , 𝑒𝑀
′ )′. Además, los parámetros 













      (9) 
 
para 𝑠𝑡 = 1, … , 𝑀. Por cada 𝑠𝑡 𝜖 {1, … , 𝑀}.  
Siguiendo a Droumaguet (2012), se utilizará la prior de Litterman descrita inicialmente por 
Doan et al. (1983) y Litterman (1986). Bajo esta especificación  𝛽𝑠𝑡 sigue una distribución 
a priori normal (𝑁 + 𝑝𝑁2)-variable, con un vector de medias igual a 𝜇𝛽 = 0 y una matriz de 
varianzas y covarianzas diagonal  𝑉𝛽. Los elementos en la diagonal de la matriz de 
varianzas y covarianzas 𝑉𝛽, están determinados por un conjunto de hiperparametros 
(𝜆1, 𝜆2, 𝜆3, 𝑐)′, los cuales siguen las siguientes expresiones: 
(𝜍𝑖𝜆3)




exp (𝑐𝑘 − 𝑐)
)
2















para 𝑖, 𝑗 = 1, … , 𝑁  siendo  𝑖 ≠ 𝑗 y  𝑘 = 1, … , 𝑝.  
La varianza de la distribución prior se obtiene con las varianzas de los residuos de los 
modelos autorregresivos de orden 17 de cada una de las variables (𝜍𝑖), para 𝑖 = 1, … , 𝑁. 
Esta distribución prior es la misma para todos los estados. El valor del hiperparámetro 
responsable de la reducción de los términos constantes, 𝜆3, se establece en 0.033, 
siguiendo a Robertson y Tallman (1999). El hiperparámetro global de contracción para los 
parámetros autoregresivos, 𝜆1, se establece en 0.3 como en Adolfson et al. (2007). El valor 
del hiperparámetro 𝑐 se establece en -0.13412, siguiendo el patrón de Robertson y Tallman 
(1999). Finalmente, el valor de 𝜆2 se establece en 1, para evitar que los parámetros fuera 
de la diagonal de las matrices autorregresivas sean mucho más pequeños que los 
parámetros diagonales. 
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Finalmente, la prior para la matriz de covarianza,Σ𝑠𝑡, se establecen como una distribución 
Whishart invertida como es estándar para las matrices de covarianza, el tratamiento de la 
prior sobre Σ𝑠𝑡 sigue los lineamientos de Koop y Korobilis (2010). Los parámetros de la 
distribución son la escala y los grados de libertad, estos últimos fijos en N + 1. 
Para resumir, la prior (8) toma la forma: 
𝑝(𝜃) = ∏ 𝑝(𝑃𝑖)
𝑀
𝑖=1
𝑝(𝛽𝑖)𝑝(Σ𝑖),               (10) 
donde cada una de las distribuciones prior se suponen: 
𝑃𝑖~𝒟𝑀(1′𝑀 + 9𝐼𝑀.𝑖) 
𝛽𝑖~𝒩(𝜇𝛽 , 𝑉𝛽) 
Σ𝑖~𝐼𝒲(𝐼𝑁, 𝑁 + 1) 
 
Para 𝑖 = 1, … , 𝑀 y 𝑗, 𝑘 = 1, … , 𝑁, donde 𝑗 ≠ 𝑘. 1𝑀 es un vector Mx1 de unos y  𝐼𝑀.𝑖 es 𝑖
𝑡ℎ fila 
de una matriz de identidad 𝐼𝑀. 
 Distribución posterior  
La estructura de la función de verosimilitud (7) y la distribución prior (10) forma la 
distribución posterior, la cual es proporcional al producto de las dos densidades. La forma 
de la distribución posterior, 𝑝(𝜃|𝑆𝑇 , 𝑦𝑇), es la siguiente: 
𝑝(𝜃|𝑆𝑇 , 𝑦𝑇) ∝ ∏ 𝑝(𝜃𝑖|𝑆𝑇 , 𝑦𝑇)
𝑀
𝑖=1
𝑝(𝑷|𝑆𝑇 , 𝑦𝑇)        (11) 
Descomponiendo la densidad posterior con la matriz de probabilidades de transición: 






    (12) 
y la densidad posterior de los parámetros estado dependientes: 
𝑝(𝜃𝑖|𝑆𝑇 , 𝑦𝑇) ∝ ∏ 𝑝(𝑦𝑡|𝑦𝑡−1, 𝜃𝑖)
𝑡:𝑆𝑡=1
𝑝(𝜃𝑖)   (13) 
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La forma no estándar de la densidad posterior se trata con métodos numéricos, más 
específicamente, un algoritmo de Cadenas de Markov Monte Carlo (MCMC) (ver Casella 
y George, 1992). El algoritmo que se implementará es el muestreador de Gibbs, el cual se 
detalla a continuación. 
1.1.2 Muestreador de Gibbs 
A continuación se presenta la metodología  MCMC para el muestreo de las distribuciones 
condicionales del modelo MSIAH-VAR. Se presenta cada paso, los cuales describen la 
distribución condicional de los elementos del vector de parámetro particionados. El vector 
de parámetros se divide en cuatro bloques:  
 El vector de los estados latentes de la economía, 𝑆𝑇 
 Las probabilidades de transición, P, 
 Las matrices de covarianza dependientes del régimen,  Σ𝑠𝑡 
 El vector de constantes dependientes del régimen y los parámetros 
autorregresivos, 𝛽𝑠𝑡 
Para cada bloque de parámetros se describe el método de iteración, en donde los símbolos 
𝑙 y 𝑙 − 1 hacen referencia a la iteración del método MCMC. Para la primera iteración se 
utiliza como parámetros iniciales los resultados provenientes del algoritmo de 
maximización de las expectativas (Krolzig, 1997). 
 Muestras del vector de estados  
 
La primera muestra corresponde al vector de estados. Siendo una variable latente, no hay 
restricciones a priori sobre 𝑆𝑇. Para obtener las muestras se usa el filtro de Hamilton 
(1989)5, a partir de éste se obtienen las probabilidades Pr(𝑠𝑡 = 𝑖|𝑦𝑇 , 𝜃
(𝑙−1)), para 𝑡 = 1, … , 𝑇 
e 𝑖 = 1, … , 𝑀, luego se extrae 𝑆(𝑙), para la iteración 𝑙(𝑡ℎ) del algoritmo.  
Los pasos del algoritmo de actualización de estados son: 
1. Filtro BLHK: para más detalles de este filtro se puede consultar a Krolzig (1997). 
Este algoritmo realiza el proceso de filtrado y suavizado para las probabilidades del 
                                               
5 Un detalle de los filtros se encuentra en la Sección 11.2 de Frühwirth-Schnatter (2006) 
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]     (14) 
El filtro, introducido por Hamilton (1989), es un algoritmo iterativo que calcula las 
probabilidades filtradas, o el pronóstico óptimo 𝜉𝑡+1|𝑡 del valor de 𝜉𝑡+1 con base en 
la información establecida en el tiempo t. El estado inicial 𝜉1|0 se inicializa con el 
vector ergódico de probabilidades 𝜉̅ = 𝜋, donde 𝜋 satisface la ecuación 𝑃𝜋 = 𝜋. 





   (15) 
donde ⨀  denota la multiplicación de la matriz por elemento a elemento y 𝜂𝑡 es la 
colección de densidades M, definidas como: 
𝜂𝑡 = [
Pr(𝑦𝑡|𝑠𝑡 = 1, 𝑦𝑡−1, 𝜃
(𝑙−1))
⋮
Pr(𝑦𝑡|𝑠𝑡 = 𝑀, 𝑦𝑡−1, 𝜃
(𝑙−1))
]      (16) 
Para hacer inferencia sobre los regímenes no observados y calcular las 
probabilidades suavizadas, se utiliza la información de la muestra completa, es 
decir, en el siguiente paso se incorpora la información de la muestra previamente 
rechazada 𝒚𝑡+1,…,𝑇 = (𝑦´𝑡+1, … , 𝑦′𝑇)′ para la inferencia de 𝜉𝑡. Este paso es una 
recursión hacia atrás, para 𝑗 = 1, … , 𝑀. El proceso se resume en la siguiente 
ecuación: 
𝜉𝑇−𝑗|𝑇 = [𝑃(𝜉𝑇−𝑗+1|𝑇 ⊘ 𝜉𝑇−𝑗+1|𝑇−𝑗)]⨀𝜉𝑇−𝑗|𝑇−𝑗    (17) 
donde ⊘ denota la división de la matriz de elemento a elemento. 
2. Usando la probabilidad suavizada 𝜉𝑇|𝑇 como la distribución condicional para 
𝑆𝑇|𝑦𝑇 , 𝜃
(𝑙−1), se toman muestras de 𝑆𝑇. 
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3. Las distribuciones condicionales para 𝑠𝑡|𝑠𝑡+1, 𝑦𝑇 , 𝜃
(𝑙−1) con 𝑡 = 𝑇 − 1, 𝑇 − 2, … ,0 
estan dadas por: 
𝜉𝑡|𝑡+1|𝑠𝑡+1, 𝑦𝑇 , 𝜃




(𝑙−1) se extraen para todos los períodos, 𝑡 = 1, … , 𝑇. 
 Muestras de la matriz de probabilidades de transición  
 
En el segundo paso del proceso MCMC,  de la distribución posterior  se muestrea la matriz 




Los pasos del algoritmo Metropolis-Hastings para la matriz de transición son6: 
1. 𝑆0~𝜋. El estado inicial se extrae de la distribución ergódica de P. 
2. 𝑃𝑗~𝒟𝑀(𝑛1,𝑗 + 𝑏1,𝑗, … , 𝑛𝑀,𝑗 + 𝑏𝑀,𝑗) para 𝑗 = 1, … , 𝑀. 𝑛𝑖,𝑗 corresponde al número de 
transiciones del estado i al estado j, contadas desde S. Las filas para la matriz de 
probabilidades de transición candidatas se muestrean a partir de una distribución 
de Dirichlet. 
3. 𝑃𝑛𝑒𝑤, es la nueva matriz de probabilidades de transición. 
4. Se acepta 𝑃𝑛𝑒𝑤   si 𝑢 <
𝜋𝑛𝑒𝑤
𝜋𝑙−1
, donde 𝑢~𝒰[0,1]. 𝜋𝑛𝑒𝑤 y 𝜋𝑙−1 son los vectores de las 
probabilidades ergódicas resultantes de la matriz de probabilidades de transición 
𝑃𝑛𝑒𝑤 y 𝑃𝑙−1respectivamente. 
 Muestra de la matriz de covarianzas  
 
En el tercer paso del muestreador de Gibbs, las posteriores para las matrices de varianzas 
                                               
6 Se supone que la matriz de probabilidades es irreducible, no existen estados absorbentes, se 
permite que todos los elementos de 𝑃𝑗 tomen valores en el intervalo (0, 1) y su suma debe dar como 
resultado uno (para más detalles consultar Frühwirth-Schnatter(2006)) 
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y covarianza del modelo, Σ𝑠𝑡, se extraen de una distribución inversa de Wishart, como se 
describe en Koop y Korobilis (2010). 
A continuación se presenta los pasos del algoritmo para obtener las muestras de las 
matrices de varianzas y covarianza estado – dependientes: 
1. Σ𝑖|𝑦𝑇 , 𝑆𝑇 , 𝑃, 𝛽~𝐼𝒲(𝑆?̅?, ?̅?𝑖), para los regímenes 𝑖 = 1, … , 𝑀. Se realiza la muestra de 
Σ𝑖  con la distribución posterior condicional-Wishart siguiendo: 
𝑆?̅? = 𝑆 + ∑ (𝑦𝑡 − 𝐴𝑖





) (𝑦𝑡 − 𝐴𝑖








      (19) 
y 
?̅?𝑖 = 𝑇𝑖 + 𝑣      (20) 
 Muestras del vector de parámetros autorregresivos  
El procedimiento consiste en estimar todos los coeficientes de regresión simultáneamente 
apilándolos en 𝛽 = (𝛽0, 𝛽1, … , 𝛽𝑀), donde 𝛽0 es un parámetro de regresión común para 
cada régimen. El modelo de regresión está escrito como: 
𝑦𝑡 = 𝑍𝑡𝛽0 + 𝑍𝑡𝐷𝑖,1𝛽1 + ⋯ + 𝑍𝑡𝐷𝑖,𝑀𝛽𝑀 + 𝑡          (21) 
𝑡~𝑖. 𝑖. 𝒩(0, Σ𝑆𝑡) 
M variables dicotomicas 𝐷𝑖,𝑆𝑡 se utilizan. Toman el valor 1 cuando el régimen ocurre y 0 en 
otro caso. También se debe realizar una transformación de los regresores 𝑍𝑡, estos serán 
de la siguiente forma: 
𝑍𝑡 = 𝑑𝑖𝑎𝑔(𝑧1,0,𝑡, … 𝑧𝑁,0,𝑡,𝑧1,1,𝑡, … 𝑧𝑁,1,𝑡, … , 𝑧1,𝑀,𝑡 , … 𝑧𝑁,𝑀,𝑡)     (22) 
Donde 𝑧𝑛,𝑠𝑡,𝑡 corresponde al vector fila de 1 + Np variables independientes para la ecuación 
n, en el estado 𝑠𝑡 y en el tiempo t. Es decir, 𝑧𝑛,𝑠𝑡,𝑡 es un vector que contiene la 𝑡
𝑡ℎ 
observación del vector explicativo de la 𝑚𝑡ℎ  variable en el estado 𝑠𝑡. Observe que si 
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fijamos 𝑧𝑛,𝑠𝑡,𝑡 = (1, 𝑦′𝑡−1, … , 𝑦′𝑡−𝑝)′ para 𝑚 = 1, … , 𝑀 en cualquier estado se obtienen un 
modelo VAR tradicional7. 
A continuación se presenta los pasos del algoritmo para obtener las muestras de los 
parámetros autorregresivos:   
1. Para todo 𝑍𝑡,𝑠 se impone la restriccion de que 𝑧𝑛,𝑠𝑡,𝑡 sea igual a cero. 
2. 𝛽|𝑦𝑇 , 𝑆𝑇 , 𝑃, 𝜎, 𝑅~𝒩(𝛽, 𝑉𝛽). Se obtiene una muestra de 𝛽 de la distribucion posterior 
condicional, dados los siguientes parámetros: 
𝑉𝛽 = (𝑉𝛽







        (23) 
y 





)         (24) 
 
1.1.3 Función Impulso Respuesta (FIR) 
Antes de presentar la metodología de la función de impulso respuesta generalizada (GIRF) 
se presenta una revisión de la literatura para identificar el estado del arte de esta 
metodología.  
Una herramienta del estudio de la macroeconomía es la función impulso respuesta 
generalizada, esta herramienta permite estudiar el comportamiento de un sistema de 
variables cuando son golpeadas por choques externos. En el caso de los modelos no 
lineales el desarrollo de esta herramienta ha sido ampliamente estudiado en los modelos 
TAR. En estos últimos modelos los impulsos respuesta estudian tres tipos de 
características; (i) el estado del sistema en el cual el shock ocurre (ii) el tamaño del shock 
y (iii) el signo del shock (Potter 1995; Weise 1999; Van Dijk y Franses 2007). 
                                               
7 Para más detalle consultar a Koop y Korobilis (2010) 
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Por otro lado, el desarrollo de los GIRF en los modelos MS-VAR es más reciente. Para 
este tipo de modelos la investigación se ha desarrollado en dos frentes. El primer camino 
consiste en calcular las funciones impulso respuestas bajo especificaciones muy simples 
y su objetivo era analizar el comportamiento de las variables ante cambios en régimen 
(Krolzig y Toro 2001; Atist, Krolzig y Toro (2004)).  
La segunda rama de estudio inicia con el trabajo de Ehrmann, Ellison y Valla (2003). En 
su trabajo los autores proponen un análisis de la función impulso respuesta condicionado 
en el régimen, asumiendo que no hay cambio de régimen después del choque. Dada la 
simplicidad, esta ha sido una de las metodologías más usadas en la literatura, sin embargo, 
no se diferencia de las funciones impulso respuesta de los modelos lineales. Es importante 
aclarar que, a pesar de examinar asimetrías, estas funciones impulsos respuesta se 
comportan como los tradicionales,  en el sentido que depende del tamaño y signo del 
choque. 
Debido a que los modelos MSIAH-VAR pertenecen a la familia de modelos no lineales y 
dado que en estos modelos existe una variable latente que representa el estado de la 
economía en el sistema, el análisis de la función impulso respuesta está sujeto a algunas 
limitaciones dentro del enfoque clásico. En los trabajos realizados por en Ehrmann et al. 
(2003) y Krolzig (2006), donde derivan las funciones impulso respuestas de los modelos 
MS-VAR, no resolvieron el problema de los intervalos de confianza, lo que dificulta la 
inferencia estadística de las FIR. Para resolver estos problemas se propone un enfoque 
bayesiano.  
Rubio Et. Al. (2005) desarrollaron una primera aproximación de la GIRF bayesiana para un 
modelo MSIAH-VAR8. Más adelante Droumaguet (2012) propone una metodología 
Bayesiana para la estimación de las funciones impulso respuesta. La metodología 
propuesta por Droumaguet (2012) trae varias ventajas: 
 Se puede derivar la función impulso respuestas simulando los cambios de régimen 
a lo largo del horizonte de propagación.  
 Resuelve el problema de los intervalos de confianza, porque por medio de los 
métodos de simulación bayesianos se obtienen as densidades de los parámetros.  
                                               
8 Véa Sims y Zha (2006) para una aplicación. 
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 Se puede realizar la selección del mejor modelo usando las densidades marginales 
derivadas de las especificaciones posteriores.  
 Las técnicas Bayesianas permiten la estimación de modelos con mayor dimensión. 
 Droumaguet (2012) propone una FIR para un modelo MSIAH-VAR con 
probabilidades de transición fijas que cumplen con los requerimientos de Koop, 
Pesaran & Potter (1996)9. 
Dadas las ventajas y la sencillez de la metodología, el presente trabajo utilizará la 
metodología desarrollada por Droumaguet (2012). 
1.1.4 Función Impulso Respuesta Generalizada 
El análisis de la función impulso respuesta consiste en un experimento contra factual, se 
asigna un choque a una variable del sistema y se estudia la propagación de éste sobre 
todas las variables del sistema a lo largo del tiempo. Para eliminar cualquier correlación 
instantánea entre el shock -y hacerlos interpretables en la teoría económica- se 
ortogonalizan los impulso respuesta. En econometría se habla de identificación estructural, 
donde existen unos residuales de forma reducida, 𝑢𝑡,  que se convierten en residuos 
estructurales, 𝜖𝑡, usando una transformación que involucra a una matriz, 𝐵𝑠𝑡, definida 
como: 
𝐵𝑠𝑡𝐵′𝑠𝑡 = Σ𝑠𝑡         (25)  
 
Para realizar la ortogonalización de la función impulso respuesta dados por la ecuación 
(25), este documento se concentra en la popular descomposición de Cholesky de Σ𝑢𝑠𝑡
, ya 
                                               
9 Las especificaciones de Koop, Pesaran & Potter (1996) son: 
 La dinámica del modelo no lineal y los parámetros son conocidos. 
 Un shock 𝜖𝑡 = [𝐼𝑁](.,𝑘) ocurre en el momento t. Y de otra forma 𝜖𝑡+ℎ = 0(𝑁,1)  ℎ ∈ {1, … , 𝐻} 
 Dependencia en las condiciones iniciales: una submuestra 𝑦𝑡−𝑝,𝑡−1
𝑎  𝑎 ∈ {1, … , 𝐴} es obtenida 
de los datos como condición inicial, para las cuales se asocia unas probabilidades de los 
regímenes 𝑃(𝑠𝑡
𝑎 = 𝑗|𝑦1:𝑡
𝑎 ; Θ). Para evaluar las asimetrías, las condiciones iniciales pueden 
ser obtenidas por regímenes considerados, es decir en las sub muestras seleccionadas 
usar una regla tal que 𝑗 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖∈{1,…,𝑆}𝑃(𝑠𝑡
𝑎 = 𝑖|𝑦1:𝑡
𝑎 ; Θ). 
 Dependencia en el futuro: B secuencias de los choques futuros e𝑡+ℎ
𝑏 (ℎ ∈ {1, … , 𝐻}, 𝑏 ∈
{1, … , 𝐵}) golpean el sistema en cada momento t. La dependencia en futuros regímenes 
implica, que si los regímenes son modelados por una cadena de Markov, B secuencias 
w𝑡+ℎ
𝑏 (ℎ ∈ {1, … , 𝐻}, 𝑏 ∈ {1, … , 𝐵}) 𝑖𝑖𝑑 𝑈(1,0) son usados para extraer las muestras.  
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que permite estimar modelos de formas reducidas que son más convenientes de manejar 
en términos computacionales (Droumaguet, 2012).  
A continuación, se definen las funciones impulso respuesta y las especificidades de su 
uso dentro de un modelo MSIAH-VAR. 
 Función impulso respuesta para MSIAH-VAR  
Si bien el marco conceptual para las funciones impulso respuesta para los modelos de 
vectores autorregresivos están bien descritos en la literatura (Véase Lütkepohl, 2008), en 
el caso de los modelos MSIAH-VAR está menos cubierto. Un buen punto de partida para 
describir las funciones impulso respuestas es el trabajo de Koop et al. (1996)10.  
Formalmente, para un horizonte de tiempo h, un impulso respuesta generalizado  está 
dado por una perturbación ∇𝜖 que impacta al sistema en el tiempo t, y se escribe como: 
𝐺𝐼𝑅∇𝜖(ℎ) = 𝐸[𝑦𝑡+ℎ|𝐒, 𝐲, ∇𝜖 + 𝜖𝑡] − 𝐸[𝑦𝑡+ℎ|𝐒, 𝐲, 𝜖𝑡]     (26) 
 
donde la respuesta 𝐺𝐼𝑅∇𝜖(ℎ) depende de la historia del régimen S, 𝐒 = (s1, s2, … , s𝑇)′, es 
decir, se analiza la respuesta dependiendo en qué estado está el sistema en el momento 
del impacto.  
 La propuesta Bayesiana11 
Basados en Droumaguet (2012), el procedimiento para obtener las densidades posterior 
de la función impulso respuesta de los modelos MSIAH-VAR es sencilla. A continuación, 
se describe la forma de obtener la función usando las simulaciones del modelo obtenidas 
por el muestreador de Gibbs. 
                                               
10 Las funciones impulso respuesta tradicionales y generalizadas difieren en que las últimas tratan 
la función de impulso respuesta como una variable aleatoria. Una respuesta de impulso 
generalizada se mide como la diferencia entre las expectativas condicionales del modelo después 
de un choque y la expectativa condicional del modelo sin ningún choque. 
11 Las funciones impulso respuesta Bayesianos para modelos VAR se describen en Ni et al. 
(2007). 
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Se define la función de impulso respuesta para el modelo de vectores autorregresivos 
Markov-Switching 𝐼𝑅(∇𝜖,s0,𝑡), como la respuesta del sistema en el horizonte t ante un choque 
∇𝜖, impactando al sistema que está en el régimen s0 en el tiempo 𝑡: 
𝐼𝑅(∇𝜖,s0,𝑡=0) = 𝐵𝑠0∇𝜖       (27) 





     (28) 
 
 ℎ = 1,2, …. Nótese que 𝐼𝑅(∇𝜖,s0,𝑡=ℎ) en la ecuación (28), aunque no está marcado 
explícitamente en la notación, también depende de s1, … , sℎ. 
Se define 𝜃 ∈ Θ ⊂ ℝ𝑘 como el vector de tamaño k que contiene  los parámetros de la matriz 
de probabilidades de transición P, y los parámetros estado-dependientes del proceso VAR, 
𝜃𝑠𝑡: 𝜇𝑠𝑡 , 𝐴𝑠𝑡
(𝑖)
, Σ𝑠𝑡, con 𝑠𝑡 𝜖 {1, … , 𝑀} e 𝑖 𝜖 {1, … , 𝑝}. La función impulso respuesta (27)-(28) es 
una función de los parámetros del modelo, 𝜃, y el choque inicial, ∇𝜖. Este hecho se puede 
denotar como: 
𝑰𝑹(𝜃; ∇𝜖) = (𝐼𝑅(∇𝜖,s0,𝑡=0), 𝐼𝑅(∇𝜖,s0,𝑡=1), … , 𝐼𝑅(∇𝜖,s0,𝑡=ℎ))
′
       (29) 
La expresión (29) agrupa un conjunto de funciones impulso respuesta en el período 𝑡 =
0,1, … , ℎ.  Finalmente, se supone un vector  𝑆+ = (𝑠1, … , 𝑠ℎ)′, como el vector columna h × 
1 de realizaciones del proceso oculto de Markov para los períodos 𝑡 = 1,2, … , ℎ. 
  Distribución posterior para la función impulso respuesta 
La densidad condicional posterior de la función impulso respuesta, dado el conjunto de 
información, el estado inicial de la economía y el choque inicial, se define como: 
𝑝(𝑰𝑹(𝜃; ∇𝜖)|𝑠0; 𝑦𝑇)    (30) 
Observe que 𝑰𝑹(𝜃; ∇𝜖) depende de un vector del choque inicial, ∇𝜖, el estado en el período 
𝑡 = 0, 𝑠0, los parámetros del modelo, 𝜃, y los estados pronosticados de la economía, 𝑆
+. 
Sin embargo, siguiendo el lineamiento de Droumaguet (2012), El análisis de la función 
impulso respuesta para los modelos MSIAH-VAR es condicionar la IRF únicamente en 𝑠0. 
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Por lo tanto, la densidad posterior de la IRF debe construirse integrando los estados 
futuros, 𝑆+. Con esta consideración, la función impulso respuesta queda definida por la 
siguiente ecuación: 
𝑝(𝑰𝑹(𝜃; ∇𝜖)|∇𝜖 , 𝑠0; 𝑦𝑇) = ∫ 𝑝(𝑰𝑹(𝜃; ∇𝜖)| 𝑆
+, 𝑠0; 𝑦𝑇) 𝑝(𝑆
+| 𝑠0; 𝜃)𝑑𝑆
+ (31) 
 Simulación de los estados futuros de la economía, 𝑆+  
Sea 𝜃(𝑙) una muestra extraída de la distribución posterior 𝑝(𝜃|𝑦𝑇). La distribución de los 
estados futuros,𝑆+ = (𝑠1, … , 𝑠ℎ), condicionada a la realización inicial del proceso oculto de 
Markov, 𝑠0, y los parámetros del modelo, 𝜃
(𝑙), tiene la forma: 
𝑝(𝑆+| 𝑠0; 𝜃) = 𝑝(𝑠ℎ| 𝑠ℎ−1, 𝜃
(𝑙))𝑝(𝑠ℎ−1| 𝑠ℎ−2, 𝜃
(𝑙)) … 𝑝(𝑠2| 𝑠1, 𝜃
(𝑙))𝑝(𝑠1| 𝑠0, 𝜃
(𝑙))      (32) 
Cada una de las distribuciones utilizadas en el lado derecho de la ecuación anterior es la 
𝑚𝑡ℎ fila de la matriz de probabilidades de transición dadas por 𝑠𝑗−1 = 𝑚: 
𝑝(𝑠𝑗| 𝑠𝑗−1 = 𝑚, 𝜃
(𝑠)) = 𝑃𝑚
(𝑠)          (33) 
 Simulación de la densidad posterior dadas por la expresión (31)  
Dada la muestra extraída de la distribución posterior de los parámetros, 𝜃(𝑙), se calculan 
las muestras de la distribución asociada a la FIR, para obtener la expresión (31) se siguen 
los siguientes pasos: 
 
1. Dado 𝑠0 = 𝑚, se realiza una muestra 𝑠𝑗 recursivamente para 𝑗 = 1, … , ℎ  para 
𝑝 (𝑠𝑗| 𝑠𝑗−1
(𝑙)
, 𝜃(𝑙)), se obtienen las muestras obteniendo las simulaciones {𝑠1
(𝑙), … , 𝑠ℎ
(𝑙)
}. 
2. Dadas ∇𝜖, , 𝜃
(𝑙) y 𝑠1
(𝑙), … , 𝑠ℎ
(𝑙)
, se calcular: 𝐼𝑅(∇𝜖,s0,𝑡)para 𝑡 = 0,1, … , ℎ, obteniendo una 
muestra extraída de la distribución posterior para la expresión (31) 
{𝐼𝑅(𝜃; ∇𝜖)
(l)} 
Repitiendo el proceso del muestreador de Gibbs, se calcula la distribución posterior de la 
función impulso respuesta. Este proceso resulta útil por: 
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1. Integración sobre los regímenes: Se tiene en cuenta la simulación de los regímenes 
para la función impulso respuesta. 
2. Intervalos de confianza para las funciones impulso respuestas: el resultado de las 
simulaciones son muestras posteriores de la función impulso respuesta. Esto hace 
factible  la inferencia sobre las FIR.  
3. Selección de modelos: bajo la estimación bayesiana, a través de la estimación de 
densidades marginales, se permite discriminar adecuadamente entre modelos con 
diferentes regímenes y diferentes rezagos. La densidad marginal de los datos se 
calcula con el método de la media armónica modificada (MHM) de Geweke (1999). 
4. Reducción bayesiana: Finalmente, la estimación bayesiana, al incluir una 
distribución prior, puede ayudar a eludir la maldición de la dimensionalidad.  
Es importante mencionar, la estimación bayesiana a través del muestreo MCMC tiene el 
precio de alta carga computacional, también es importante mencionar la dependencia del 
resultado en la distribución prior utilizada. Este último  tema no se trabaja en el artículo y 
podría ser tema de investigación en futuros trabajos.  
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Aplicación del Modelo a Variables Económicas 
Colombianas 
Esta sección tiene como objetivo aplicar la metodología presentada a variables 
macroeconómicas colombianas, buscando específicamente la identificación de las 
funciones impulso respuesta. El efecto de la política monetaria sobre la actividad 
económica es un tema que ha sido ampliamente abordado en los últimos años (Christiano 
Et. Al, (2001), Canzoneri y Henderson (1991), Mishkin F (1995) y Rabin A.A. and Jeager 
L.B. (1997)).  
La política monetaria en Colombia se conduce bajo un esquema de inflación objetivo y su 
fin primordial es disminuir y estabilizar las tasas de inflación, buscando la estabilidad del 
producto alrededor de su tendencia de largo plazo. Para cumplir con estos objetivos el 
banco central toma decisiones asociadas a la tasa de interés de política monetaria, estas 
medidas se ven limitadas por los efectos que tienen las tasas de interés en la dinámica de 
la inflación. Por lo tanto, un adecuado estudio del impacto de las tasas de interés en la 
dinámica del PIB y la inflación se hace necesario para la eficiente toma de decisiones en 
política monetaria.   
Taylor (1995), Christiano, Et. Al. (1996) y Clarida, Et. Al. (1999), muestran que el impacto 
que tienen las tasas de interés impacta significativamente al PIB y la Inflación. Jalil y Lavan 
(2011) compilan una serie de trabajos que validan este mismo hecho en la economía 
colombiana.   
La herramienta estadística más utilizada dentro de estos trabajos son los modelos VAR, 
esto implica que los autores asumen a priori características lineales en las series de tiempo 
utilizadas. Este hecho es cuestionable, al menos en el caso Colombiano, pues se ha 
demostrado efectos asimétricos en sus datos macroeconómicos (Melo y Misas (1997), 
Misas y Ramírez (2007), Zarate et al (2013)  y Salamanca (2010)). Este último encuentra 
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no-linealidad en el crecimiento real de la economía colombiana, halla la presencia de 
estados caracterizados por escenarios de crecimiento moderado y recesiones, estas 
características implican que es necesario modelar las series económicas con modelos no 
lineales. 
2.1      Base de datos 
Se trabajará con una base de datos que tiene periodicidad trimestral desde enero de 2000 
hasta Julio de 2017. La base contiene datos el crecimiento del Producto Interno Bruto 
(PIB), la inflación anual sin alimentos y la Tasa de Interés de depósitos a término fijo de 90 
días. Con estos datos se estimarán modelos VAR y MSIAH-VAR, el ordenamiento de las 
series sigue los lineamientos de Eichenbaum y Evans (1995) y Christiano, Et. Al. (2005)12.   
 
Este conjunto de datos hace parte de los principales indicadores económicos   colombianos 
para la toma de decisiones de política monetaria. Esta información es usada por el banco 
central para contextualizar los pronósticos y fijar las metas de inflación. Algunos hechos 
históricos  relevantes para entender el comportamiento de los datos son: durante los años 
noventa se dio el proceso de apertura y liberalización comercial y financiera, estos hechos 
afectaron el desempeño macroeconómico y posiblemente modificaron la relación entre las 
variaciones del producto y la inflación; con la independencia del banco central en 1991 se 
empezaron establecer metas de inflación, desde entonces se empezó con proceso de 
reducción de la inflación, la cual se  redujo de 32.4% en 1990 a  valores cerca del 3% en 
los últimos años; adicionalmente, en este periodo de tiempo Colombia se ha enfrentado a 
dos crisis económicas muy importantes, la de 1991 y 2008. 
 
Figura 2-1: Inflación anual sin alimentos. Periodo Enero 2000 – Julio 2017.  
 
                                               
12 Los modelos se estimarán con el siguiente ordenamiento (Ordenadas desde la variable más 
endógena a la más exógena): IPC, PIB  y Tasa de Interés de los CDT 90 días, con ese ordenamiento 
se evita el “acertijo de los precios” (Eichenbaum y Evans (1995)). Es decir, se evita el resultado de 
otros modelos VAR, donde los precios se incrementarían significativamente luego de un alza en la 
tasa de interés. 
 










Figura 2-2: Producto interno bruto. Periodo Enero 2000 – Julio 2017.  
 
Fuente: Banco de la Republica 
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Figura 2-3: Tasa de Interés de depósitos a término fijo 90 días. Periodo Enero 2000 – Julio 
2017. 
 
 Fuente: Banco de la Republica 
 
Tabla 2-1: Estadísticas básicas del crecimiento inflación anual sin alimentos, producto 
interno bruto y tasa de interés de depósitos a término fijo. Periodo 2001 – 2017 
 Media Mediana Desviación estándar Mínimo  Máximo 
Inflación  4.49 4.88 1.50 2.14 6.96 
PIB  4.03 3.97 2.00 0.35 7.96 
DTF 6.09 6.08 2.13 3.02 11.25 
 
En el periodo analizado se observa que el promedio histórico de la inflación anual sin 
alimentos es cercana a 4.5%, este dato se ubica por encima de la meta de inflación del 
Banco de la República. El crecimiento medio del PIB es cercano al 4.03%, este valor se 
puede entender como el PIB potencial, valores por encima de este crearían presiones 
inflacionarias de demanda y por debajo de este desalentaría el crecimiento de precios de 
la economía. Finalmente, el valor medio de la DTF es cercano al 6.1%, este valor indicaría 
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que a tasa de interés real de la economía es cercano al 1.5%, valores por debajo de éste 
alentarían el crecimiento en precios y por encima frenaría la aceleración de la inflación13. 
2.2 Evidencia a favor de modelos con cambio de régimen  
La primera pregunta que surge del análisis de los datos es sí dentro del periodo de tiempo 
establecido, las variables económicas han presentado algún tipo de cambio estructural. En 
el marco Bayesiano (elegido para este estudio), los cambios estructurales se modelan a 
través del modelo MSIAH-VAR.  Bajo este contexto las pruebas de no linealidad se reducen 
a comparar modelos que exhiben las características presentadas en el modelo MSIAH-
VAR con un modelo lineal VAR. De esta forma se pretende comparar las densidades 
marginales de los datos de cada modelo. El procedimiento a aplicar es el siguiente: 
Paso 1: Se especifica los modelos VAR y MSIAH-VAR. Se elige el orden del 
proceso VAR, 𝑝 𝜖 {1, … , 𝑝𝑚𝑎𝑥}, y el número de estados, 𝑀 𝜖 {1, … , 𝑀𝑚𝑎𝑥}, para el 
proceso MSIAH-VAR usando las densidades marginales de los datos. 
 
Paso 2: Se compara los modelos lineales contra los modelos no lineales. Se 
compara el modelo VAR lineal frente al MSIAH-VAR no lineal utilizando los 
“Posterior Odds Ratios” de acuerdo con la escala propuesta por Kass y Raftery 
(1995). 
Tabla 2-2: Selección de modelos – determinación del número de régimen y rezagos 
Rezagos 1 2 3 4 5 6 
VAR -1839 -1837 -1814 -1797 -1780 -1763 
2 regímenes -1496 -1691 -1883 -2084 -2321 -2513 
3 regímenes -1572 -1846 -2138 -2461 -2862 N.A. 
 
 
La Tabla 2-2 muestra la densidad marginal a posteriori de datos para los diferentes 
modelos, esta estadística se calcula usando la media armónica modificada (Frühwirth-
Schnatter (2006)).  Se estiman modelos VAR (p) y MSIAH (m) -VAR (p) asumiendo 
                                               
13 Realizando la prueba de Dickey Fuller Aumentada se observó que la Inflación sin alimentos, el 
crecimiento del PIB y la tasa DTF son variables estacionarias. 
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diferentes números de regímenes, 𝑚 = 2,3 y diferentes longitudes de rezagos 𝑝 = 1,2, … ,6.  
Para los modelos VAR, cada uno de los algoritmos de Gibbs es inicializado usando las 
estimaciones derivadas del método de mínimos cuadrados ordinarios del modelo 
correspondiente. Para los modelos MSIAH-VAR, cada algoritmo de Gibbs es inicializado 
usando las estimaciones del algoritmo “Expectation Maximization” del modelo 
correspondiente14. Luego sigue un periodo de calentamiento de 1.000 iteraciones y, 
después de la convergencia de la muestra, se realiza 10.000 iteraciones para obtener la 
distribución posterior. El modelo de mejor rendimiento en general es el MSIAH (2) -VAR 
(1) con 2 regímenes y 1 rezagos para los coeficientes autor regresivos. Se observa que 
cuando más rezagos hay para el modelo VAR mejor son sus resultados, sin embargo, esto 
hecho se revierte después del rezago 13, a partir de este punto el modelo no mejora. Los 
mejores modelos MSIAH-VAR son el MSIAH (2) -VAR (1)  y MSIAH (3) -VAR (1), mientras 
que el mejor modelo VAR es el modelo VAR(13)15. 
 
 
Tabla 2-3: Comparación de la especificación de VAR con la especificación de MS-VAR a 
través de la Proporción de probabilidad posterior 
Hipótesis ln 𝑝(𝑦𝑇| ℳ𝑗)   ln ℬ𝑗0 
ℋ0: Modelo lineal     
VAR(13) -1715 0 
ℋ1: Modelo no lineal con cambio de régimen en 
todos los paramentos del modelo 
  
MSIAH(2)-VAR(1) -1496 125.0 
 
La Tabla 2-3 presenta los resultados de las pruebas del mejor modelo VAR lineal frente al 
mejor modelo MSIAH-VAR. Expresado en logaritmos, los posterior odds ratio, indican un 
resultado a favor del modelo MSIAH(2)-VAR(1) igual a 125, que en la escala de 
                                               
14 Véase el apéndice 1. Algoritmo EM 
15 El mejor modelo VAR resulta ser uno con rezago 13, el valor de la media armónica modificada es 
de -1715. 
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interpretación de Kass y Raftery (1995) corresponde a una evidencia muy fuerte a favor 
del modelo con propiedades de cambio de régimen. 
El mejor modelo VAR, el VAR(13), resulta ser mejor que la mayoría de los modelos MSIAH-
VAR. Los únicos modelos no lineales que logran ser mejores que el modelo lineal son el 
modelo MSIAH (2) -VAR (1), MSIAH (3) -VAR (1) y MSIAH (2) -VAR (2).  
Tabla 2-4: Comparación de la especificación de MSIAH(2)-VAR(1) con la especificación 
de MSIAH(3)-VAR(1) de la Proporción de probabilidad posterior 
Hipótesis ln 𝑝(𝑦𝑇| ℳ𝑗) ln ℬ𝑗0 
H0: Modelo no lineal con cambio de régimen en 
todos los parámetros del modelo     
MSIAH(3)-VAR(1) -1572 0 
H1: Modelo no lineal con cambio de régimen en 
todos los parámetros del modelo 
  
MSIAH(2)-VAR(1) -1496 76.0 
 
El resto del documento se concentra en el estudio del modelo MSIAH(2)-VAR(1), pues 
según el análisis de las densidades marginales y la escala de Kass y Raftery (1995), este 
modelo resulta ser mejor que los demás. Por adicionar otro ejemplo, al comparar el modelo 
MSIAH(3)-VAR(1) contra el modelo MSIAH(2)-VAR(1), los “Posterior Odds Ratios” indican 
un resultado a favor del último, por un valor igual a 76, este valor en la escala de 
interpretación de Kass y Raftery (1995) señala una evidencia fuerte a favor del modelo 
MSIAH(2)-VAR(1). 
 
La siguiente subsección examina de cerca las probabilidades posteriores de los regímenes 
para el MSIAH (2) -VAR (1) e intenta caracterizar los regímenes observando sus 
características. 
2.3 Análisis de los Regímenes del modelo seleccionado MS-VAR 
La primera salida de la muestra de Gibbs que es interesante observar son las 
probabilidades del régimen. Después de la selección del modelo, se inicia una estimación 
más grande para la muestra de Gibbs, con 10000- iteraciones de inicio y 50000-iteraciones 
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para calcular las densidades posteriores. En la Figura 2-4 se muestra las probabilidades 
estimadas del régimen uno derivadas del modelo seleccionado MSIAH (2) -VAR (1). 
Figura 2-4: Probabilidades estimadas para la variable latente asociada al régimen 1 del 
modelo MSIAH (2) - VAR (1). 
 
Como indica la línea de tiempo de la Figura 2-4, probabilidades cercanas a 1 para el 
régimen 1 coincide con los escenarios en los que la economía colombiana no presenta 
escenarios de desaceleración en el crecimiento económico. Esto indica que los regímenes 
estudiados se pueden entender como periodos de crecimiento económico sostenido 
(Estado 1) y desaceleración económica (Estado 2). 
Tabla 2-5: Moda de las matrices de covarianza posterior Σ𝑠𝑡 para los cuatro regímenes 
estimados del modelo MSIAH (2) -VAR (1). 
    Inflación 
Crecimiento 
del PIB DTF 
Régimen 1 
Inflación 8.6E-06     
Crecimiento del PIB 4.4E-06 1.1E-02   
DTF 4.6E-07 7.1E-05 2.7E-05 
Régimen 2 
Inflación 9.1E-06     
Crecimiento del PIB 1.1E-05 1.2E-02   
DTF 2.3E-06 3.5E-04 2.8E-05 
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La tabla 2-5 muestra las matrices de varianzas y covarianzas derivadas de los modelos en 
cada uno de los regímenes. Se observa que en general el régimen 1 es menos volátil que 
el régimen 2. Este resultado se esperaba, pues cuando hay ambientes de desaceleración 
económica la volatilidad es más alta. 
Tabla 2-6: Moda de la matriz posterior de probabilidades de transición P para el modelo 
MSIAH (2) - VAR (1)16. 
  Régimen 1 Régimen 2 
Régimen 1 0.9249 0.0751 
Régimen 2 0.0732 0.9268 
 
La Tabla 2-6 muestra que los regímenes 1 y 2 son muy persistentes, las probabilidades de 
permanecer en el mismo régimen son de 0.9207 para el régimen 1 y 0.9216 en el régimen 
2. Se observa que pasar de un régimen al otro es poco probable, para ambos regímenes 
la probabilidad de pasar de un estado a otro es cercana al 0.08. A continuación, se calculan 
los impulsos respuestas bayesianos para los diferentes regímenes con el fin de 
caracterizar su dinámica. 
2.4 Análisis de la función impulso respuesta 
 
A partir de la simulación MCMC del modelo MSIAH (2) -VAR (1) y utilizando la 
descomposición de Cholesky como esquema de identificación, las respuestas de impulso 
𝐼𝑅(∇𝜖,s0,𝑡=0) se calculan como se describe en la descripción del método utilizado. Se realiza 
el análisis para un horizonte de 24 períodos después de que se elige el impulso. Los 
choques afectan a un sistema que está en el régimen s0, en el tiempo 0. La dimensión del 
vector es N = 3, por lo que tres choques estructurales diferentes pueden afectar el sistema. 
La variable latente puede tomar dos valores, por lo que hay dos posibles regímenes de 
                                               
16 Cuando la n-ésima potencia de la matriz posterior tiende a infinito se obtiene la siguiente matriz: 
  Régimen 1 Régimen 2 
Régimen 1 0.4936 0.5064 
Régimen 2 0.4936 0.5064 
Esto nos indica que la matriz posterior de probabilidades de transición no tiene estados absorbentes. 
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inicio. Todas las respuestas están representadas en las Figuras 2-5 y 2-6. A continuación, 
se presentan las respuestas de estos dos regímenes. 
Figura 2-5: Régimen 1, Crecimiento económico – Impulsos Respuestas a una desviación 
estructural estándar. Se presentan los cuantiles 10%, 40%, 50%, 60% y 90% de los 
impulso respuestas posteriores. 
 
Figura 2-6: Régimen 2, Desaceleración económica - Respuestas de impulso a una 
desviación estructural estándar. Se presentan los cuantiles 10%, 40%, 50%, 60% y 90% 
de los impulso respuestas posteriores.  
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A continuación, se presenta algunas de las características económicas de los choques 
presentados:  
 Los choques tienen la misma dinámica en ambos estados. Por lo que la 
interpretación económica se sostiene en ambos estados de la economía. 
 Cuando se analiza el impacto de una variable sobre si misma se encuentra que la 
que más persistencia tiene es la inflación, cuando hay un choque en inflación la 
persistencia del impacto dura cerca de 8 periodos. La persistencia para la DTF dura 
entre 7 y 8 periodos, mientras que para el PIB es de tan solo 7 periodos. 
 La inflación tiene un efecto positivo sobre la DTF, este efecto tiene una persistencia 
de 3 trimestres. Este resultado esta soportados en la política de meta de inflación 
del Banco de la Republica, pues el Banco al velar por la estabilidad de precios, 
tienen como instrumento de política monetaria el modificar las tasas de interés.  
 La inflación tiene un efecto positivo sobre el PIB, este efecto tiene una persistencia 
de 15 trimestres.  B. Friedman (1995) afirma que la política monetaria sólo afecta 
las variables reales en el corto plazo, debido a la existencia de rigideces de precios, 
pero que en largo plazo esos efectos desaparecen ya que la dinámica de la 
economía flexibiliza los precios. Este comentario soporta el hallazgo encontrado. 
 Los resultados indican que el PIB tienen un efecto nulo sobre las tasas de interés 
de la economía. Este resultado puede ser soportado en que el objetivo del banco 
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central es velar por la estabilidad de precios, un choque en el PIB no debería afectar 
las tasas de interés a menos de que comprometa la meta de inflación del Banco de 
la Republica. 
 El PIB tienen un efecto positivo sobre la tasa de inflación y su persistencia es de 8 
periodos.  De acuerdo con la teoría ortodoxa de la economía, en el corto plazo, la 
inflación depende de la brecha entre producto efectivo y el producto potencial de 
largo plazo, bajo esta teoría existe una tasa óptima de crecimiento del producto, y 
si el crecimiento está por encima de este valor, entonces, se producen presiones 
inflacionarias. En este sentido un choque en el PIB produce presión al alza en las 
tasas de crecimiento de la inflación. 
 Un choque de la DTF tiene efecto nulo sobre la inflación y el crecimiento del PIB. 
Este resultado se obtiene por construcción debido a la descomposición de 
Cholesky. 
Otro resultado interesante de estos análisis impulso respuesta resulta al comparar las 
funciones encontradas con el comportamiento que tienen una función impulso respuesta 
de un modelo VAR tradicional. Se observa que los impulsos respuesta de un modelo VAR 
tradicional, en algunas ocasiones, difieren en magnitud y en forma respecto a las IRF del 
modelo MS-VAR.  En particular, cuando hay un choque de inflación la respuesta que tiene 
el PIB bajo un modelo VAR tradicional es prácticamente nula. En otros casos la media del 
impulso respuesta del modelo MS-VAR nunca es similar a la del modelo VAR lineal, lo que 
indica que el análisis o recomendaciones de política derivados serian diferentes.  
Además de la interpretación económica de las IRF, se observa una característica 
destacable, las formas de las respuestas de impulso para ambos regímenes son similares 
en ambos estados. Esto tiene como origen la baja persistencia de estos regímenes. Con 
las probabilidades medias posteriores de permanecer en el mismo régimen para el próximo 
período de 0.92, las simulaciones de transición entre estados están destinadas a ser 
testigos de pocos cambios en los regímenes sobre la propagación del choque. Esta es una 
característica interesante que no se observaría en las respuestas de impulso dependientes 
del régimen. 
En temas de recomendaciones de política monetaria, los resultados encontrados implican: 
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 Los efectos de la política monetario medidos con modelos de vectores 
autorregresivos lineales podrían estar mal identificados. Existen efectos no lineales 
en las series analizadas, por lo cual los resultados esperados de la política 
monetaria podrían no ser los esperados si se analizan con el modelo VAR 
tradicional.  
 El impulso que tiene la DTF frente a un choque del PIB es nulo si se analiza bajo 
el MSIAH-VAR. Caso contrario sucede si el impulso respuesta se analiza con un 
modelo VAR, pues en este último modelo, un choque del positivo del PIB implica 
una subida en tasas de interés.  El modelo MSIAH-VAR revela que el Banco de la 
Republica no debería intervenir si ve cambios en el PIB a menos de que su meta 
de inflación se vea comprometida.  
Conclusiones y recomendaciones 
3.1 Conclusiones 
Este trabajo define y defiende el uso de respuestas de impulso bayesianas cuando se trata 
del uso de modelos MS-VAR. El enfoque trabajado tiene cuatro ventajas. Primero las IRF 
bayesianas tienen en cuenta la posibilidad de cambios de régimen sobre la propagación 
del choque considerado. Segundo, la inferencia Bayesiana produce densidades 
posteriores en lugar de estimaciones puntuales, esto hace que la inferencia sobre la 
credibilidad de las respuestas pueda realizarse desde las densidades posteriores. Tercero, 
el uso de técnicas bayesianas permite la selección entre modelos lineales y no lineales 
mediante la comparación de su densidad marginal.  En cuarto lugar, los métodos 
Bayesianos ayudan a eludir la llamada maldición de la dimensionalidad, y permite estimar 
modelos dimensionales más grandes, ya sea con más rezagos en los parámetros 
autorregresivos, o con más regímenes. 
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Se debe reconocer como indica Droumaguet (2012), que esta metodología presenta tres 
limitaciones. En primer lugar, los modelos MSIAH-VAR poseen múltiples regímenes, esto 
implica que el número de IRF pueden aumentar, lo que puede llevar a un análisis empírico 
engorroso. En segundo lugar, la compleja dinámica que interviene en la propagación de 
los choques puede conducir a grandes bandas de error, por lo cual se puede perder 
interpretación económica en el análisis. En tercer lugar, este análisis está restringido a un 
esquema de identificación estructural específico, la descomposición de Cholesky. El 
muestreador de Gibbs no opera con otros esquemas de identificación.  
 
Esta metodología se aplicó a un conjunto de datos de la economía Colombiana de 
periodicidad trimestral, entre 2000 - 1 hasta 2017 - II. Esta base de datos contiene 
información sobre el crecimiento del Producto Interno Bruto, la inflación anual sin alimentos 
y la Tasa de Interés de depósitos a término fijo 90 días.  
 
La aplicación de las IRF con modelos MSIAH-VAR dejo importantes hallazgos en temas 
económicos. Primero se logró mostrar que las series económicas analizadas presentan 
comportamientos no lineales que se pueden modelar con el modelo MSIAH-VAR. Los 
impulsos respuestas derivados son diferentes a los del modelo lineal, por lo cual los 
análisis de políticas con base en estos últimos estarían limitados, pues se encontraron  
características no lineales en las series analizadas. Tercero, los impulsos respuestas en 
los estados analizados, presentan características similares, por lo cual las 
recomendaciones de política económicas tendrían la misma interpretación en ambos 
escenarios.  
3.2 Recomendaciones 
La siguiente es una lista de posibles investigaciones relacionadas al análisis impulso 
respuesta de los modelos MSIAH-VAR y sus aplicaciones: 
 Estudiar diferentes esquemas de identificación para los choques estructurales en 
los modelos MSIAH-VAR. 
 Ningún estudio analizado aborda el tema de descomposición de varianza asociado 
a los modelos MSIAH-VAR. Este tópico tiene un importante espacio de crecimiento 
y sus aplicaciones podrían complementar y enriquecer el estudio aquí presentado.  
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 Este modelo abre una línea de investigación para la estimación de modelos de 
equilibro general dinámicos y estocásticos con cambio de régimen. Mas 
específicamente, la estimación de estos modelos para datos de la economía 
colombiana. Un buen inicio para esta investigación es el estudio del artículo de 
Farmer Et. Al. (2009). 
 Análisis de la dependencia de la distribución prior en el modelo MSIAH-VAR. 
 Comparación de las funciones impulso respuesta de un modelo de umbrales versus 
un modelo de cambio de régimen con cadenas de Markov.  
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A. Anexo: Implementación Método “Expectation Maximization” 
A.1. Inicialización 
Los parámetros a ser inicializados son matrices de coeficientes autorregresivos, 𝐴1𝑖, … , 𝐴𝑝𝑖 
para cada régimen 𝑖 ∈ {1, … , 𝑀}, la matriz de transición 𝑃 y el estado inicial 𝜉1|0. 
Para el intercepto y los términos autor regresivos se calculan los parámetros mediante una 
regresión de mínimos cuadrados ordinarios (MCO). De los estimadores MCO se calculan 
los residuales para que sean usados en la parte “Expectation Step”. 
La matriz de probabilidades de transición 𝑃 son inicializadas con un valor arbitrario sobre 
la diagonal. Fuera de la diagonal se establecen valores iguales de tal forma que los valores 
por fila sumen uno. 
A.2. Expectation Step 
El filtro BLHK, tal como lo describe Krolzig (1997), desarrolla el filtro y el suavizado sobre 






A.3. Filtrado  
El filtro introducido por Hamilton (1989) es un algoritmo iterativo que calcula el pronóstico 
optimo del valor de 𝜉𝑡+1 con base en la información disponible en t consistente con los 
valores observados 𝑦𝑡. 
Hamilton (1994) sugiere que el estado inicial 𝜉1|0  sea inicializado usando el vector de 
probabilidades ergódica 𝜉̅ = 𝜋, donde 𝜋 satisface 𝑃𝜋 = 𝜋. 
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Donde 𝜂𝑡  es la colección de M densidades, definida como: 
𝜂𝑡 = [
Pr(𝑦𝑡|𝑠𝑡 = 1, 𝑦𝑡−1)
⋮
Pr(𝑦𝑡|𝑠𝑡 = 𝑀, 𝑦𝑡−1)
]  
A.4. Suavizado  
Se usa el total de la información para hacer inferencia acerca de los regímenes no 
observados incorporando la información que el paso anterior no se tuvo en cuenta, es decir 
𝑌𝑡+1…𝑇 = (𝑦
′
𝑡+1, … , 𝑦
′
𝑇)′ en la inferencia acerca de 𝜉𝑡. 
Este paso consiste en una recursión hacia atrás para 𝑗 = 1, … , 𝑇 − 1. La iteración consiste 
en la siguiente ecuación: 
𝜉𝑇−𝑗|𝑇 = [𝑃(𝜉𝑇−𝑗+1|𝑇 ⊘ 𝜉𝑇−𝑗+1|𝑇−𝑗)]⨀𝜉𝑇−𝑗|𝑇−𝑗 
A.5. Matriz de probabilidades de transición  
La matriz de probabilidades de transición es estimada a través del filtro, y las 
probabilidades suavizadas (𝜉𝑡|𝑡 y 𝜉𝑡|𝑇) calculando en el paso “expectation step”. El vector 
(𝑀2𝑥1) de probabilidades de transición ?̃? se obtiene como: 
1. Se calcula el vector de probabilidades conjunta Pr(𝑠𝑡+1 = 𝑗, 𝑠𝑡 = 𝑖|𝑦𝑇) para 
todo 𝑠𝑡, 𝑠𝑡+1 = 1, . . , 𝑀, dadas por el vector (𝑀









2. Se suma sobre todo el periodo de tiempo T: 





3. Se define 
𝜉(1) = (1′𝑀⨂𝐼𝑀)𝜉
(2) 
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4. El vector de probabilidades de transición ?̃? es obtenido como: 
?̃? = 𝜉(2) ⊘ (1′𝑀⨂𝜉
(1)) 
5. Finalmente, se ajusta ?̃? en una matriz MxM para obtener la matriz de probabilidad 
P. 
A.6. Ecuación de la Normal  
El “expectation step” trabaja con la siguiente función de verosimilitud: 
𝐿 (𝜆|𝑌𝑇) ≔ 𝑝(𝑌𝑇|𝑌0; 𝜆) 













La densidad condicional 𝑝(𝑦𝑡|𝜉𝑡 , 𝑌𝑡−1, 𝜃) se compone de varias distribuciones normales.  
Krolzig (1997) muestra que por medio de la estimación por mínimos cuadrados 
generalizados se obtienen máximos para la función de verosimilitud. 
A.7. Criterios de convergencia.  
Después de la inicialización, el algoritmo repite los pasos “expectation step” y de 
maximización, hasta la convergencia.se utiliza como medida para la convergencia entre 
las iteraciones 𝑗𝑡ℎ y 𝑗 + 1𝑡ℎ  la siguiente expresión: 
 El cambio porcentual absoluto en el logaritmo del valor de verosimilitud, calculado 
como: 
∆1= 100 ∙ |




 Se alcanza la convergencia cuando el criterio se juzga lo suficientemente pequeño, es 
decir, ∆1< 𝛿  
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Para no entrar en iteraciones infinitas, se implementa un parámetro para el número máximo 
de iteraciones permitidas antes de la convergencia. Si el método EM no ha convergido 
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B. Anexo: Simulaciones Modelo MSIAH(2)-VAR(1) 
B.1. Simulación de los Coeficientes Autor regresivos 
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Figura B. 2: Simulación coeficiente del rezago del PIB en la ecuación de inflación  
 
Figura B. 3: Simulación coeficiente del rezago de la DTF en la ecuación de inflación  
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Figura B. 4: Simulación coeficiente constante en la ecuación de inflación  
 
Figura B. 5: Simulación coeficiente del rezago de la inflación en la ecuación del PIB 
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Figura B. 6: Simulación coeficiente del rezago del PIB en la ecuación del PIB  
 
Figura B. 7: Simulación coeficiente del rezago de la DTF en la ecuación del PIB  
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Figura B. 8: Simulación coeficiente constante en la ecuación del PIB  
 
Figura B. 9: Simulación coeficiente del rezago de la inflación en la ecuación de la DTF 
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Figura B. 10: Simulación coeficiente del rezago del PIB en la ecuación de la DTF  
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Figura B. 11: Simulación coeficiente del rezago de la DTF en la ecuación de la DTF
 
Figura B. 12: Simulación coeficiente constante en la ecuación de la DTF 
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B.2. Simulaciones Coeficientes de la Matriz de Varianzas y Covarianzas 
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Figura B. 14: Simulación covarianza de la inflación y el PIB 
 
Figura B. 15: Simulación covarianza de la inflación y la DTF 
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Figura B. 17: Simulación covarianza del PIB y la DTF  
 
Figura B. 18: Simulación varianza del DTF  
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C.  Anexo: Modelo VAR(p)  
El modelo VAR(p) es el siguiente: 
𝑦𝑡 = 𝛿 + 𝜙1𝑦𝑡−1 + ⋯ + 𝜙𝑝𝑦𝑡−𝑝 + 𝑡 
Con  𝑡~ 𝑁(0, 𝛴𝜀) 
Matricialmente se puede ver como:  
𝒚 = (𝑿 ⊗ 𝐼𝑘)𝜷 + 𝜺 
Donde  𝑦𝑡denota el vector de k variables incluidas en el VAR para el período t; t=1,2,1…,T. 
Los 𝜙𝑖 son matrices (KxK) de coeficientes fijos, 𝛿 = (𝛿1, … , 𝛿𝑘)
′ es un vector fijo (Kx1) que 
contiene los interceptos. Finalmente, el vector columna  𝑡 de orden (Kx1) denota el término 
de error, tal que, E( 𝑡)=0, E( 𝑡 𝑡
′)= y E( 𝑠 𝑡
′)=0 para s≠t. 
En la notación matricial 𝐲 = vec(𝑦1, … , 𝑦𝑇) vetor de (KpX1), 𝑋 = [𝑋1
′, 𝑋2
′, … , 𝑋𝑇
′], con; el 
producto Kronecker, representa al vector de  parámetros generados por el operador y  el 
vector columna de dimensión k que denota el término de error.  
Un proceso es estable si: 
Det (𝐼𝑘𝑝 − 𝝓𝑧) ≠0 para |z|<1 







𝟎 𝟎 ⋯ Ik 𝟎
) 
Un ejemplo para un VAR(2), con k=2 y p=2 se tiene: 




2𝑦2,𝑡−1 + 1𝑡(1) 




2𝑦2,𝑡−1 + 2𝑡 (2) 
Donde el vector de parámetros a estimar es: 
















−1/2 𝑥 𝑒𝑥𝑝 [−
1
2
(𝑦 − (𝑋 ⊗ 𝐼𝑘)𝛽)
′(𝐼𝑇 ⊗ 𝛴𝜀
−1)(𝑦 − (𝑋 ⊗ 𝐼𝑘)𝛽)] 
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El estimador máximo verosímil de 𝛽  bajo el supuesto de que 𝑡se distribuye normal 
multivariante (0,𝛴𝜀), en cuyo caso coincide con el de mínimos cuadrados, está dado por: 











El inconveniente con el VAR frecuentista es que es necesario estimar un número 
considerable de parámetros, más aún cuando se cuenta con un gran número de variables 
y rezagos. Esto suele producir errores estándar grandes de los coeficientes estimados, lo 
cual puede deberse a que los coeficientes realmente son cero o que los datos pueden no 
ser suficientes para estimar de manera precisa los coeficientes. 
Frecuentemente se recurre a hacer restricciones sobre los parámetros con el fin de 
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D. Anexo: Modelo VAR(p) Bayesiano  
La solución al problema de “sobreparametrización” que se presenta en el ajuste de los 
modelos VAR clásico; aunque tienen un buen ajuste, no cuenta con pronósticos muy 
acertados. Son los modelos VAR bayesianos, en los cuales a priori se ponen restricciones 
sobre las matrices de coeficientes. 
Lo que se busca en este método es asignar menos peso a los rezagos más distantes, a 
menos de que se tenga un conocimiento previo de que los datos se comportan de otra 
manera. El conocimiento a priori sobre los parámetros se involucra en la escogencia de las 
distribuciones y de los parámetros (hiperparámetros) de los mismos. Esta información junto 
con la información muestral es usada para producir la estimación final de los parámetros. 
Es usual asumir que el vector de parámetros β sigue una distribución a priori normal 
multivariada con media conocida 𝛽∗ y matriz de varianzas-covarianzas 𝑉𝛽, en 










 (𝛽 − 𝛽∗)𝑉𝛽
−1(𝛽 − 𝛽∗)] 
Combinando la distribución a priori de β y la función de verosimilitud, se obtiene la densidad 
posterior, esta densidad resulta ser normal, tal como se muestra a continuación: 





(𝛽 −  ?̅?)] 
Donde la media posterior es: 
?̅? = [𝑉𝛽




−1𝛽∗ + (𝑋′  ⊗ 𝛴𝜀
−1)𝑦] 






Esto implica que la estimación puntual de esta matriz se puede interpretar como el 
promedio ponderado de la matriz de varianzas- covarianzas a priori y la frecuentista. 
Además, se mantiene en hecho de que a mayor incertidumbre en las priors, hay mayor 
cercanía entre las estimaciones bayesianas y las clásicas y a mayor certidumbre ocurre lo 
contrario. 
Por simplicidad computacional, en este trabajo se supone que 𝛴𝜀 es fija y conocida
17. Y se 
usará la prior de Litterman (Minnesota) para especificar los valores de la media prior 𝛽∗ y 
                                               
17Vease Canova (2007). 
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la varianza prior 𝑉𝛽. Bajo esta especificación 𝛽
∗ estará concentrado hacia cero y la varianza 











   𝑠𝑖 𝑖 ≠ 𝑗
 
 
donde 𝑣𝑖,𝑗(𝑙)  es la varianza prior del (i, j)− ésimo elemento de 𝜙𝑙 ,  𝜆 es la desviación 
estándar prior  de los elementos de la diagonal de la matriz de primeros rezagos del modelo 
VAR; 𝜃 es una constante en el intervalo (0, 1) , que controla la incertidumbre sobre los 
parámetros de primer rezago. 
 
Para rezagos propios de orden mayor a uno, la incertidumbre disminuye a una velocidad 
dada por 𝜆 𝑙⁄ . 𝜎𝑖𝑖
2 es el elemento i− ésimo de la diagonal de 𝛴𝜀.Los términos determinísticos 
tienen varianza prior difusa. En la práctica, se reemplaza 𝜎𝑖𝑖
2 por el elemento i− ésimo de 
la diagonal del estimador Máximo 
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E. Anexo: Impulso respuesta modelo frecuentista18 
Figura E. 1:Respuesta de la Inflación ante un choque de la DTF 
 





                                               
18 Intervalos de confianza al 95% 
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Figura E. 3:Respuesta de la DTF ante un choque de la DTF 
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Figura E. 5:Respuesta del PIB ante un choque de la Inflación 
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Figura E. 7:Respuesta de la Inflación ante un choque del PIB 
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F. Anexo: Códigos en R  
Los resultados aquí presentados fueron desarrollados usando el software estadístico R (R 
Development Core Team, 2017). Se utilizaron códigos presentados por Droumaguet, 
Warne, & Woźniak (2016) y funciones desarrolladas por la librería MSBVAR. Los códigos 
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