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Introduction
Contexte
De nos jours, la goniométrie est présente dans diverses applications aussi bien dans le domaine
civil que militaire, tel que l’aéronautique, l’astronomie, la guerre électronique, la géophysique,
la recherche scientifique ou encore la recherche de personnes en détresse. Elle permet d’estimer
la direction d’arrivée d’ondes de différentes natures, comme les ondes acoustiques, électriques,
sismiques ou électromagnétiques, émises par l’homme ou par des sources naturelles. La mesure
de signaux électromagnétiques est l’utilisation la plus répandue. On emploie généralement le
terme de radiogoniométrie pour la désigner. Apparue au début du XXème siècle, la première ap-
plication fût la radionavigation permettant de déterminer la position des navires et des avions à
partir d’une station sol. Les systèmes de homing consistant à se diriger vers les sources d’émis-
sion à partir des radiogoniomètres intégrés directement sur des porteurs tels que des véhicules,
des avions ou voire même des personnes, sont apparus durant la seconde guerre mondiale. De-
puis, on utilise la radiogoniométrie aussi comme outil de radiolocalisation, par exemple pour la
recherche d’émetteurs ennemis en zone de combat ou la localisation de sources d’interférences
pour des systèmes dédiés à la surveillance du spectre.
Du début du siècle dernier à aujourd’hui, les capacités de détection et d’estimation des radiogo-
niomètres n’ont cessé de croître en raison des grandes avancées technologiques dans le domaine
de l’électronique ainsi que des progrès sur les techniques de traitement d’antennes. L’apparition
des récepteurs numériques a permis d’implémenter des traitements de plus en plus performants
permettant de repousser les capacités des radiogoniomètres. Cependant, tous ces systèmes de
localisation ont une architecture générale commune dont l’un des éléments clefs est l’antenne.
Elle permet de définir les limites théoriques des performances d’estimation, de la couverture du
spectre radiofréquence et de la couverture spatiale angulaire.
La majeure partie des antennes, disponibles sur le marché industriel, ne couvrent qu’une partie
de l’espace, créant ainsi des zones aveugles dans lesquelles les systèmes ne peuvent localiser
une source d’émission. Quelques antennes permettant de couvrir le demi-espace 3D en pré-
sence d’un porteur, voire l’ensemble de l’espace 3D, à partir d’une mesure multicomposante du
champ électromagnétique ont récemment été proposées. Cependant, cette approche étant utili-
sée principalement pour réduire la taille des systèmes antennaires, seules les antennes HF sont
adressées. De récents travaux de recherche ont permis d’étudier et de développer des prototypes
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d’antennes vectorielles couvrant les bandes UHF et VHF. Cependant, elles ne couvrent qu’une
bande étroite du spectre électromagnétique. Or, de nos jours, de nombreux systèmes de com-
munication utilisent plusieurs bandes de fréquences distinctes en raison de la forte occupation
spectrale. Par conséquent, la localisation des sources d’émission provenant de ces communica-
tions doit faire appel à des antennes multibandes voire large bande.
Objectif et démarche de l’étude
L’objectif de ces travaux est d’étudier et de développer une antenne vectorielle compacte UHF
multibande appliquée à la radiogoniométrie 3D sous contraintes de faible encombrement et de
complexité minimale. Le nombre de capteurs devra être le plus faible possible. L’originalité de
ce travail porte sur la couverture fréquentielle multibande d’antennes vectorielles de radiogo-
niométrie UHF, qui à ce jour, n’a pas encore été adressée. Elle intervient sur plusieurs aspects
de l’étude :
− l’élaboration d’une méthodologie de conception et de caractérisation d’antennes vecto-
rielles appliquées à la radiogoniométrie 3D ;
− la proposition d’une topologie d’antennes vectorielles performante adaptées aux appli-
cations multibandes ;
− le choix et le développement d’éléments rayonnants UHF multibandes.
La démarche mise en œuvre lors de ces travaux consiste à rechercher le meilleur compromis
entre la taille (encombrement, complexité, répartition et nombre d’éléments rayonnants) et les
performances (précision angulaire, couverture spatiale et fréquentielle) de l’antenne de radio-
goniométrie.
Pour cela, nous confrontons, dans un premier temps, deux techniques de traitement de gonio-
métrie adaptées aux antennes vectorielles. Afin de comparer de façon générique ces techniques,
nous établissons des critères de performances adaptés à la radiogoniométrie 3D à partir d’an-
tennes vectorielles. La comparaison de ces algorithmes appliqués à une antenne UHF mono-
bande, nous amène à écarter une approche originale basée sur les harmoniques sphériques qui
se révèle inappropriée aux environnements électromagnétiques variables (interaction de l’an-
tenne avec son environnement). En revanche, cette comparaison nous permet de retenir une
technique de goniométrie standard (MUSIC) que nous implémentons pour la suite de l’étude.
Dans un second temps, la maîtrise des paramètres influant sur les performances de l’antenne,
nous permet de développer une méthodologie de conception visant à intégrer, dans un espace
limité, des capteurs multibandes. Un compromis entre encombrement, nombres d’éléments et
précision angulaire est alors identifié. Des capteurs électriques et magnétiques UHF bibandes
sont étudiés, conçus et caractérisés afin d’être intégrés ensemble selon une méthodologie précise
pour constituer une antenne vectorielle bibande originale. Les performances de cette antenne
sont ensuite évaluées et analysées par simulation numérique puis validées expérimentalement.
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Enfin, après avoir démontré la faisabilité d’une antenne vectorielle de radiogoniométrie 3D
bibande, compacte et performante, nous proposons une topologie d’antennes étendue à trois
bandes de fréquences. Pour ce faire, de nouveaux capteurs monobandes électriques et magné-
tiques sont développés et intégrés aux éléments bibandes. Cette antenne est ensuite évaluée
au travers de simulations numériques. Une analyse critique des résultats obtenus nous permet
d’envisager des axes de recherche prometteurs pour améliorer les performances de l’antenne
tribande proposée.
Plan de l’étude
Ce mémoire de thèse se décompose en cinq chapitres :
Le premier chapitre est consacré aux rappels des principes généraux relatifs à la radiogonio-
métrie en introduisant l’architecture générale d’un radiogoniomètre numérique, les techniques
de traitement de radiogoniométrie les plus connues et les caractéristiques principales permettant
d’évaluer les performances d’un tel dispositif. Enfin, un état de l’art des antennes de radiogonio-
métrie disponibles sur le marché industriel est ensuite réalisé, avant d’introduire plus en détail
les motivations et l’objectif de ce travail de thèse.
Le second chapitre a pour objectif de présenter le principe de radiogoniométrie basé sur la me-
sure multicomposante du champ électromagnétique. Pour cela, deux techniques de traitement,
adaptées à cette approche, sont introduites. La première est une approche innovante basée sur
la représentation du champ rayonné en mode sphérique tandis que la seconde est l’algorithme
bien connu, MUSIC. Pour chacune d’entre elles, l’influence des critères physiques des antennes
vectorielles sur les performances d’estimation est analysée.
Le troisième chapitre concerne le choix de la technique de traitement de radiogoniométrie
la plus adaptée à notre besoin, parmi les deux méthodes implémentées. Pour cela, une pre-
mière antenne vectorielle monobande, à seulement trois capteurs colocalisés, est développée et
caractérisée à partir de ces deux algorithmes. Les précisions d’estimation obtenues sont com-
parées afin de déterminer laquelle de ces deux méthodes d’estimation est la plus performante.
Un prototype de cette antenne est fabriqué puis mesuré dans le but de valider expérimenta-
lement performances simulées. Une seconde topologie d’antenne, composée cette fois-ci de
capteurs spatialement répartis, est ensuite proposée pour améliorer les performances d’estima-
tion obtenues à l’aide du traitement sélectionné. Cette étude permet, en parallèle, d’élaborer une
méthodologie de conception d’antennes vectorielles appliquées à la radiogoniométrie 3D, qui
sera utilisée pour la suite de l’étude.
Le quatrième chapitre est consacré à l’étude et au développement d’une antenne vectorielle
multibande tout en optimisant les performances d’estimation. Dans un premier temps, seule
une couverture bibande UHF est adressée. L’antenne que nous proposons est composée de six
éléments spatialement répartis dans le plan azimutal afin de réduire l’encombrement et faciliter
son intégration sur porteur. Elle utilise des capteurs ayant des structures rayonnantes communes
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aux deux bandes de fréquences afin de réduire le nombre d’éléments. Les performances telles
que la précision d’estimation et la sensibilité de ce système antennaire sont évaluées à l’aide de
simulations numériques avant d’être validées expérimentalement sur un prototype.
Le cinquième chapitre s’intéresse à l’extension de la couverture fréquentielle à partir de cette
topologie d’antennes. Pour illustrer cela, une troisième bande est ajoutée. De nouveaux capteurs
ont été développés et intégrés à l’antenne UHF bibande précédemment proposée. Les perfor-
mances d’estimation sont évaluées via des simulations numériques dans les trois bandes de fré-
quences afin de vérifier la non dégradation de ces dernières suite à l’extension de la couverture
fréquentielle.
Enfin, les différentes étapes clefs, les principes développés et les résultats obtenus au cours de
ces travaux sont rappelés dans une conclusion générale. Des axes d’amélioration ainsi que des
futurs axes de recherche sont proposés.
Chapitre I
Contexte du travail de thèse
Dans cette première partie, le contexte du travail de thèse est présenté en introduisant les prin-
cipes généraux relatifs à la radiogoniométrie. L’architecture d’un radiogoniomètre numérique
ainsi que les techniques de traitement de goniométrie les plus connues sont présentées. Leurs
principales caractéristiques sont décrites et un état de l’art des antennes de goniométrie dis-
ponibles sur le marché est réalisé. Enfin, les motivations et l’objectif du travail de thèse sont
détaillés.
1 La radiogoniométrie
1.1 Définition et applications
La goniométrie est un processus d’estimation permettant d’estimer la direction d’arrivée d’une
onde émise par une source rayonnante. L’onde peut être acoustique, électrique, sismique ou
électromagnétique (EM). Elle est mesurée par un ensemble de capteurs permettant d’extraire les
propriétés du champ incident, utiles à l’estimation de direction d’arrivée. Dans le cas d’une onde
EM, on parle de radiogoniométrie. Un radiogoniomètre désigne le système complet permettant
l’estimation.
La radiogoniométrie, apparue au début du XXème siècle avec l’utilisation d’antennes directives,
est en constante évolution. En 1909, E. Bellini et A. Tosi ont breveté la première antenne de
goniométrie électromécanique compacte, composée de deux boucles croisée [1] (cf. figure I.1).
Les premières techniques de goniométrie automatique permettant de mesurer les angles d’arri-
vée instantanément, sont arrivée un peu plus tard, en 1926, avec la technique Watson-Watt [2].
D’abord basée sur l’utilisation de deux antennes cadres croisées, elle fût étendue à l’utilisation
d’antennes de type Adcock [3].
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Figure I.1 – Antenne Bellini-Tosi.
Durant la seconde guerre mondiale, la radiogoniométrie a rapidement évoluée avec le déve-
loppement de radiogoniomètres, par le contre-espionnage allemand, permettant de localiser les
postes radio clandestins utilisés par la Résistance dans les pays occupés. Elle fût aussi utilisée
par l’armée américaine pour la localisation des sous-marins hostiles utilisant des communica-
tions en bande HF. C’est aussi durant cette période, que furent développés les premiers dispo-
sitifs de homing qui consiste à utiliser la mesure angulaire réalisée à partir de radiogoniomètres
intégrés sur des avions, navires où personnes pour se diriger vers les sources d’émission.
Depuis, les progrès technologiques en électronique sur les récepteurs et les antennes, ont per-
mis d’accroître les capacités des radiogoniomètres ainsi que celles des techniques de traite-
ments avec l’arrivée de l’électronique numérique. Offrant toujours plus de fonctionnalités, ces
systèmes sont de plus en plus répandus.
De nos jours, on retrouve la radiogoniométrie dans diverses applications aussi bien civiles que
militaires, que l’on peut classer en deux catégories :
La première est la radionavigation qui est l’une des plus anciennes applications. Elle est utilisée
principalement pour la navigation aérienne et navale. Elle utilise la radiogoniométrie afin de
déterminer la position des appareils ou navires en localisant des sources d’émission de position
connue (radiobalises ou radiophares). Aujourd’hui, on la retrouve en navigation aérienne avec
les systèmes VOR (VHF Omnidirectional Range). Le ”homing” est un cas particulier de ce type
d’application.
La seconde est la radiolocalisation, où l’on retrouve les applications de :
− guerre électronique permettant de détecter et de localiser les émetteurs ennemis pour
évaluer leur force et leur position. A des fins de brouillage EM, cette localisation peut
être utilisée pour trier les cibles à brouiller ;
− surveillance du spectre permettant de vérifier l’occupation spectrale, pour détecter et lo-
caliser des émissions non autorisées dans des bandes de fréquences nécessitant certaines
autorisations ou pour détecter, identifier et supprimer d’éventuelles sources d’interfé-
rences ;
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− sauvetage (SAR : Search And Rescue) permettant de secourir des personnes en détresse.
Pour cela, les équipes de sauvetage localisent des balises de détresse afin de déterminer la
position des personnes à secourir. Les applications SAR doivent permettre la recherche
dans différents milieux : en mer, en zone rurale ou urbaine, en montagne ou en zone de
combat ;
− suivi de certaines espèces animales, dans un but scientifique, afin de mieux comprendre
leurs déplacements pour mieux les protéger, contre le braconnage par exemple. Les
émetteurs utilisés pour permettre leur localisation sont généralement des balises AR-
GOS ;
− radio-astronomie pour augmenter la résolution des observations astronomiques, en met-
tant en réseau plusieurs télescopes optiques ou radiotélescopes comme par exemple le
VLTI (Very Large Telescope Interferometer) au Chili combinant quatre télescopes VLT ;
− course d’orientation, aussi appelée ”chasse au renard”, dans laquelle les concurrents
doivent retrouver une balise, émettant sur une fréquence radioamateur, cachée volontai-
rement.
Ces applications couvrent ainsi une large plage du spectre EM, de la bande HF avec la locali-
sation des détecteurs de victime d’avalanche, à la bande EHF avec les applications radar et de
radio-astronomie.
1.2 Architecture générale d’un radiogoniomètre numérique
De nos jours, la plupart des radiogoniomètres sont numériques, permettant d’appliquer des tech-
niques de traitement d’antennes de plus en plus performantes. La figure I.2 illustre l’architecture
générale d’un radiogoniomètre numérique.
Figure I.2 – Architecture générale d’un radiogoniomètre numérique.
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Ces dispositifs peuvent donc être décomposés en quatre sous-systèmes :
− une antenne ;
− un récepteur ;
− une unité de traitement ;
− une interface homme/machine.
1.2.a L’antenne
L’antenne de radiogoniométrie est le premier élément de la chaîne de réception d’un radiogo-
niomètre. Elle correspond généralement à un ensemble de capteurs permettant d’échantillonner
le champ EM indicent. En radiogoniométrie, ces capteurs sont des antennes de réception. La
topologie du système antennaire (en particulier sa taille et son encombrement) est liée aux tech-
niques de traitement utilisées ainsi qu’aux fréquences opérationnelles.
1.2.b Le récepteur
Le récepteur est composé d’un certain nombre de voies de réception correspondant au nombre
de sorties d’antennes si aucune commutation ou multiplexage n’est réalisé en amont. Sur cha-
cune de ces voies, un traitement analogique des échantillons mesurés est appliqué. On peut y
retrouver un contrôle automatique du gain pour amplifier les faibles signaux ou atténuer les
fortes puissances en entrée et un filtrage pour réduire le bruit dans la chaîne de réception et les
éventuelles interférences hors des bandes d’intérêt. Les caractéristiques de mesure (fréquence,
bande passante, amplification, ...) sont définies à l’aide de commandes envoyées par l’unité
de traitement. Des indicateurs contenant l’état du récepteur peuvent être renvoyés vers l’unité
de traitement. Ensuite, les observations sont numérisées par l’intermédiaire d’un convertisseur
analogique/numérique (CAN) et envoyées vers l’unité de traitement.
1.2.c L’unité de traitement
L’unité de traitement utilise les signaux numériques transmis par le récepteur pour estimer la
direction d’arrivée du champ EM incident à partir d’un traitement de goniométrie implémenté
sur un FPGA (Field Programmable Gate Array) ou sur un DSP (Digital Signal Processing). Une
boucle d’asservissement peut être utilisée pour permettre, suite à plusieurs mesures, de raffiner
l’estimation de direction d’arrivée.
1.2.d L’interface homme/machine
Enfin l’interface homme/machine permet à l’opérateur d’analyser les résultats de l’estimation
de direction d’arrivée ainsi que de contrôler les caractéristiques de mesure en envoyant diverses
commandes à l’unité de traitement.
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1.3 Techniques de traitement de goniomètrie
Les techniques de traitements de goniométrie sont utilisées pour extraire l’information de direc-
tion d’arrivée à partir des observations traitées et numérisées en sortie du récepteur. L’ensemble
de ses traitements est basé sur l’hypothèse que l’onde incidente est localement plane. Dans cette
partie, nous allons présenter les principales techniques de traitement, à savoir :
− la goniométrie d’amplitude [4, 5] ;
− la goniométrie Watson-Watt [4] ;
− la goniométrie par interférométrie [4] ;
− la goniométrie à super-résolution et à haute-résolution [6].
1.3.a Goniométrie d’amplitude
La goniométrie d’amplitude [4, 5] utilise directement le diagramme de l’antenne pour repérer le
maximum d’amplitude par calcul ou par formation de faisceaux, le minimum d’amplitude lors
de l’utilisation d’antennes cadres ou encore en comparant l’amplitude entre deux antennes dont
les diagrammes se recouvrent. La recherche du minimum d’amplitude à partir d’une antenne
à cadre tournante est l’approche la plus ancienne. Un dipôle électrique est utilisé pour lever
l’ambiguïté de 180◦ en formant un diagramme en cardioïde par sommation (cf. figure I.3).
Figure I.3 – Diagramme en cardioïde d’une antenne à cadre avec un dipôle électrique.
La formation de faisceaux est une technique plus récente issue des traitements radar. Elle utilise
un ensemble de capteurs spatialement répartis. Les sorties d’antennes sont pondérées en phase
(cf figure I.4) puis sommées. Cette pondération est fonction du déphasage progressif d’une
antenne à une autre, qui dépend de la direction d’arrivée et de la distance entre capteurs. Les
pondérations permettent ainsi de remettre en phase les signaux et d’obtenir un diagramme avec
un maximum dans la direction d’arrivée.
Avec cette technique, la précision d’estimation dépend de la largeur du lobe principal et du
nombre d’échantillons mesurés. Plus le nombre de capteurs est élevé, plus le faisceau est étroit
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et meilleure est la précision. On peut jouer aussi sur la distance entre capteurs cependant cela
augmente l’amplitude des lobes secondaires risquant de provoquer des estimations ambiguës.
Ainsi, pour assurer de bonnes performances, le système antennaire doit comporter suffisamment
de capteurs ce qui augmente l’encombrement du dispositif. C’est pourquoi, on retrouve cette
technique pour des applications radar, là où les fréquences sont plus élevées.
Figure I.4 – Principe de la formation de faisceaux.
1.3.b Goniométrie Watson-Watt
La goniométrie Watson-Watt [4] consiste à échantillonner l’onde EM incidente à partir de deux
capteurs orthogonaux ayant respectivement un diagramme en cos(φ) et un diagramme en sin(φ),
et générant ainsi deux signaux dont le rapport d’amplitude est proche de tan(φ). Les premières
antennes utilisant cette technique étaient composées de deux antennes cadres orthogonales. De-
puis, d’autres antennes telles que l’antenne Adcock [3] ont été utilisées.
Une antenne Adcock est une antenne circulaire de diamètre d, composée de dipôles verticaux
équidistants. Avec l’antenne Adcock à huit éléments (cf figure I.5), il est possible de recom-
poser les deux signaux orthogonaux en sortie d’antennes S v et S h associés respectivement au
diagramme en cos(φ) et au diagramme en sin(φ) :




























avec S désignant l’amplitude du signal reçu, λ la longueur d’onde à la fréquence de réception, θ
l’angle en site de l’onde incidente (θ = 90◦ dans le plan de Oxy) et γ l’écart angulaire entre deux
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dipôles constituant l’antenne Adcock à huit éléments. La direction d’arrivée φ peut ensuite être







Figure I.5 – Antenne Adcock à huit éléments.
1.3.c Goniométrie par interférométrie
La goniométrie par interférométrie [4] est considérée comme une technique plus performante
comparée à celles citées précédemment. A la différence des deux techniques précédentes, le
traitement n’est pas entièrement analogique. Des calculs numériques, plus ou moins complexes,
sont nécessaires suivant la topologie de l’antenne utilisée. Elle n’a donc pu être mise en œuvre
qu’à partir de l’arrivée des microprocesseurs.
L’interférométrie est basée sur la mesure des différences de phase entre les signaux en sortie
des capteurs illuminés par une onde EM plane. Prenons l’exemple d’une antenne composée de
seulement deux capteurs espacés d’une distance d (cf. figure I.6).
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Figure I.6 – Principe de mesure par interférométrie.





cos(φ) sin(θ) + 2kπ (I.3)
Dans le cas d’une antenne composée de M capteurs, on obtient un vecteur de déphasages
∆ϕM,1 = [δϕ(1), . . . , δϕ(M)]
T . Pour calculer l’angle en azimut φ et l’angle en site θ, on uti-
lise la technique du minimum des modules qui consiste à comparer le vecteur de déphasages
mesurés ∆ϕm avec ceux calculés ∆ϕc pour chaque direction d’arrivée. Connaissant la géomé-
trie de l’antenne et la fréquence du signal incident, ce dernier peut être calculé analytiquement
ou bien peut être extrait d’un processus d’étalonnage de l’antenne. Cet étalonnage, préalable-
ment exécuté, permet de déterminer pour chaque direction d’arrivée le vecteur de déphasages
correspondant. Ainsi, l’estimation revient à minimiser la fonction Q(φ, θ) pour φ ∈ [0; 2π] et
θ ∈ [0; π/2] définie par :






L’avantage de l’interférométrie est qu’elle peut s’appliquer à différentes géométries d’antennes.
Cependant, une estimation non ambiguë de la direction d’arrivée nécessite un minimum de 3
capteurs avec une distance inter-éléments inférieure à λ/2.
1.3.d Goniométrie à super-résolution et à haute-résolution
Les traitements à super-résolution et à haute-résolution [6] regroupent toutes les techniques per-
mettant d’obtenir une meilleure résolution angulaire que celles obtenues à l’aide des techniques
classiques monosource telles que Watson-Watt ou l’interférométrie.
La technique à super-résolution la plus connue est la technique Capon [7], aussi appelée MVDR
(Minimum Variance Distortionless Response), intialement développée à la fin des années 1960
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pour analyser des données sismiques. Ce traitement est basé sur le calcul de la puissance du
signal en sortie d’un filtre spatial adapté permettant, tout en conservant un gain unitaire dans la
direction d’arrivée recherchée, de réduire la contribution des sources de bruit et interférences






avec d(φ, θ) ∈ CM, correspondant à la réponse en amplitude et en phase en sortie des M capteurs
et RXX la matrice de covariance des observations. Les travaux de Capon [7] ont démontré que
cette technique permet d’atteindre une résolution quatre fois supérieure aux méthodes conven-
tionnelles.
D’autres techniques, dites de haute-résolution ont été introduites au début des années 1980.
Celles le plus souvent référencées dans la littérature sont la méthode MUSIC (MUltiple SIgnal
Classification) proposée par R.O. Schmidt [8] et E. Ferrara [9], et la méthode ESPRIT, pro-
posée par Roy et al. [10] qui utilise deux sous-réseaux d’antennes identiques. Ces techniques
permettent une estimation simultanée de plusieurs sources décorrélées avec des traitements ba-
sés sur la décomposition en sous-espace à partir de la matrice de covariance RXX .
1.4 Caractéristiques d’un radiogoniomètre
Le choix d’un radiogoniomètre est effectué selon le type d’application mais aussi des divers
paramètres caractérisant ses performances d’estimation. Dans cette partie, ses principales ca-
ractéristiques sont présentées.
Pour faciliter la compréhension, le système de coordonnées utilisé dans ce travail de thèse pour
caractériser la direction d’arrivée d’une onde EM incidente, est défini en figure I.7, avec k(φ, θ)
correspondant au vecteur d’onde dans la direction φ en azimut et θ en site.
Figure I.7 – Système de coordonnées Oxyz en présence du vecteur d’onde k dans la direction
(φ,θ).
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1.4.a La précision angulaire
La précision d’estimation est une des caractéristiques importantes d’un radiogoniomètre. Elle
quantifie la précision instrumentale de la mesure angulaire. En effet, elle dépend des imperfec-
tions de conception, des effets de propagation (multitrajets, interférences,...) ou encore du bruit
présent dans les voies de réception.








|φ − φˆ|2 (I.6)
où φ représente l’angle d’arrivée réel, φˆ l’angle d’arrivée estimé et L le nombre d’estimation.
Dans le cas d’une direction d’arrivée estimée dans l’ensemble de l’espace tridimensionnel (3D),
l’erreur d’estimation est exprimée en termes de distance angulaire. Elle représente la distance
minimale entre deux coordonnées sphériques comme illustré sur la figure I.8.
Figure I.8 – Représentation graphique de la distance angulaire ∆a entre deux coordonnées sphé-
riques (φ,θ) et (φˆ,θˆ).
D’après [11], la distance angulaire peut s’écrire :
∆a(φ, θ) = cos−1(cos(θ) cos(θˆ) + sin(θ) sin(θˆ) cos(φ − φˆ)) (I.7)
avec (φ,θ) correspondant aux angles réels en azimut et en site et (φˆ,θˆ) à ceux estimés. Ainsi,








Il existe aussi des outils mathématiques tels que la borne de Cramer Rao (BCR) [12] permettant
d’évaluer la valeur minimale théorique de la précision atteignable avec un estimateur non biaisé
et sur une base d’observation suivant une distribution statistique connue. Elle fournit ainsi une
borne inférieure telle que :
∆RMS(φ) = var{φˆ} ≥ BCR(φ, φ) et ∆RMS(θ) = var{θˆ} ≥ BCR(θ, θ) (I.9)
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La borne de Cramer Rao est calculée à partir de la matrice d’information de Fisher FI :[
BCR(φ, φ) BCR(φ, θ)




FI(φ, φ) FI(φ, θ)
FI(θ, φ) FI(θ, θ)
]−1
(I.10)
On notera par la suite que BCR(φ, φ) = BCR(φ) et BCR(θ, θ) = BCR(θ).
Dans le cas général où l’on cherche à estimer les paramètres α à partir de N observations
XN(α) = [X1(α), X2(α), . . . , XN(α)] ayant une densité de probabilité f (X/α), FI s’exprime :













ln f (Xi/α) (I.12)
1.4.b La sensibilité
La sensibilité correspond à la densité de puissance minimale incidente Psensi(dBW.m−2) permettant
d’estimer la direction d’arrivée (φ, θ) d’une onde EM pour une précision d’estimation donnée.
Elle peut aussi être exprimée en fonction de l’amplitude du champ électrique correspondant (en
V.m−1). Connaissant la sensibilité et la puissance d’émission de la source, la portée théorique
du radiogoniomètre, c’est-à-dire la distance maximale à laquelle une source peut être localisée
précisément, peut être calculée. Pour cela, on utilise l’équation de Friis [13] issue du modèle de
transmission en espace libre entre deux antennes, donné en figure I.9.
Figure I.9 – Modèle de transmission en espace libre entre deux antennes situées en champ
lointain.
avec :
− Pe : la puissance d’émission ;
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− Ge : le gain de l’antenne d’émission ;
− r : la distance entre l’antenne d’émission et l’antenne de réception ;
− Pr : la densité de puissance incidente sur l’antenne de réception ;
− Gr(φ, θ) : le gain de l’antenne de réception dans la direction (φ, θ) ;
− Pant(φ, θ) : la puissance en sortie de l’antenne de réception ;
− Pa(φ, θ) : la puissance en sortie de la voie de réception.
Pour que ce modèle puisse être utilisé, l’antenne de réception doit être située dans la zone de
Fraunhofer (zone champ lointain) dans laquelle on considère un front d’onde localement plane.
Cette zone se situe à une distance appelée distance de Fraunhofer rFhf, qui dépend de la fré-

























La sensibilité est généralement associée à un rapport signal à bruit (RSB), exprimé en décibel
(dB) et définissant le rapport entre la puissance du signal mesuré Pa(φ, θ) et la puissance de
bruit en sortie de voie Pn :






La puissance de bruit Pn est considérée spatialement invariante. Elle correspond au niveau de
bruit mesuré en sortie de chaque voie de réception et s’écrit :
Pn = kBT0FB∆ f (I.18)
avec :
− kB : la constante de Boltzman (kB = 1.380648810−23JK−1) ;
− T0 : la température ambiante en degré Kelvin (T0 = 300K) ;
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− FBlin : le facteur de bruit de la chaîne de réception ;
− ∆ f : la bande passante (en Hz) du canal de réception.
Exprimée en décibel, cela revient à :
Pn(dBm) = 10 log(kBT0) + 30dB + 10 log(FB) + 10 log(∆ f )
Pn(dBm) = −174dBm.Hz−1 + FB(dB) + 10 log(∆ f )
(I.19)
A partir de (I.19), la figure I.10 donne la représentation spectrale du RSB pour une puissance
de signal mesurée en dBm PadBm(φ, θ).
Figure I.10 – Représentation spectrale du RSB.
Pour simplifier les calculs, on considère, pour la suite des travaux, que les voies de réception
sont identiques avec le même puissance de bruit en sortie.
1.4.c Risque d’ambiguïtés angulaires
Une ambiguïté angulaire se produit lorsque deux directions d’arrivée différentes, suffisamment
espacées, engendrent deux vecteurs de direction d(φ1, θ1) et d(φ2, θ2) linéairement dépendants.
On parle alors d’ambiguïté de type I [8, 14]. Une ambiguïté de type II se produit seulement en
présence de plusieurs champs incidents [8, 15]. Dans ces travaux, nous traitons que les ambi-
guïtés de type I.
L’apparition d’ambiguïtés peut être causée par la topologie de l’antenne utilisée. En effet, la
grande majorité des antennes de goniométrie utilisent des capteurs répartis à différentes posi-
tions dans l’espace pour échantillonner spatialement le champ EM incident. Si leur position
relative ne respecte pas le théorème de Nyquist sur l’échantillonnage spatial, permettant d’évi-
ter un sous-échantillonnage du champ, l’estimation de direction devient ambiguë. Cependant,
même en respectant cette condition d’échantillonnage, des ambiguïtés peuvent être provoquées
par une modification des vecteurs de direction suite à des perturbations de rayonnement liées à
l’environnement de l’antenne ou à des interactions entre capteurs.
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Pour évaluer le risque d’apparition de ces ambiguïtés, une analyse prenant en compte tous ces
paramètres doit être réalisée. Elle consiste à vérifier, pour chaque direction d’arrivée définie
par φ1 et θ1, que le vecteur de direction d(φ1, θ1) est indépendant à tous les autres vecteurs de
direction possibles dans l’espace couvert par l’antenne. Pour cela, on utilise l’angle entre chacun
des vecteurs comme critère d’évaluation [16] :
α(φ1, θ1, φ, θ) = cos
−1




α ∈ [0; π/2] représente l’angle (modulo π/2) entre deux vecteurs de direction d(φ1, θ1) et d(φ, θ).
Plus l’angle α(φ1, θ1, φ, θ) est faible, plus le risque d’ambiguïtés pour la direction d’arrivée φ1
et θ1 est élevé. Une ambiguïté totale correspond à α = 0◦. Pour les antennes ayant des distances
entre capteurs relativement restreintes, nous considérons arbitrairement que les ambiguïtés ap-
paraissent pour des directions espacées d’au moins 15◦ de la direction d’arrivée réelle.
1.4.d Robustesse face aux multitrajets
La propagation des ondes EM entre la source d’émission et le radiogoniomètre, dans un envi-
ronnement opérationnel, peut être altérée par des phénomènes de réflexion, de réfraction ou de
diffraction en présence d’obstacles (collines, montages, bâtiments,...). Ces phénomènes créent
ainsi des signaux à trajets multiples, statistiquement corrélés, qui viennent se rajouter à la me-
sure du signal direct, générant des distorsions d’amplitude et de phase. Ils dégradent ainsi les
performances d’estimation du radiogoniomètre. Des techniques de traitement ont donc été pro-
posées afin de renforcer la précision d’estimation dans des environnements à trajets multiples,
telles que la technique du lissage spatial proposée par Evans et al. [17], adaptée ensuite par Shan
et al. aux traitements par formation de faisceaux [18] et aux techniques de décomposition en
sous-espace [19].
1.4.e Couverture angulaire
La couverture angulaire est directement liée au choix du système antennaire et plus particuliè-
rement au diagramme de rayonnement de chaque capteur. Elle définit la zone angulaire dans
laquelle un radiogoniomètre est capable estimer la direction d’arrivée d’une onde incidente tout
en assurant une bonne précision. On introduit la notion de :
− radiogoniométrie 2D pour désigner l’estimation d’un seul des deux paramètres direc-
tionnels, φ ou θ ;
− radiogoniométrie 2D 12 pour désigner l’estimation des deux paramètres directionnels, φ
et θ, dans une zone limitée de l’espace ;
− radiogoniométrie 3D pour désigner l’estimation des deux paramètres directionnels, φ et
θ, dans l’ensemble de l’espace tridimensionnel.
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1.4.f Couverture fréquentielle
La bande de fréquences d’un radiogoniomètre définit la partie du spectre EM dans laquelle on
cherche à localiser des sources d’émission. Ainsi, pour étendre la capacité de détection et de
localisation des radiogoniomètres, on fait appel à des capteurs mutlibandes voire large bande.
En effet, les capteurs classiques, telles que les antennes résonnantes, restreignent l’estimation à
une petit partie du spectre EM en raison de leur faible bande passante.
Les capteurs multibandes sont des antennes ayant les mêmes caractéristiques électriques et
radiatives dans deux ou plusieurs bandes de fréquences séparées. Les largeurs de bande sont
ainsi définies selon la stabilité des diagrammes de rayonnement et l’adaptation d’impédance en
entrée de l’antenne qui doit minimiser le coefficient de réflexion.
Un capteur large bande est, par définition [13], une antenne ayant un rayonnement indépendant
de la fréquence sur au moins une octave.
Les capteurs multibandes sont beaucoup plus sélectifs que les capteurs large bande, ne laissant
passer que les bandes d’intérêt. Ils jouent un rôle de filtrage et permettent donc de limiter l’im-
pact des interférences hors bande sur les performances d’estimation d’un radiogoniomètre. De
plus, pouvant être composés de plusieurs structures rayonnantes, il est plus aisée d’adapter, si
nécessaire, les caractéristiques de rayonnement par bande de fréquences. Le tableau I.1 liste les




- Sélectivité : filtrage des
interférences hors des bandes
d’intérêt ;
- Adaptabilité : possibilité de
modifier les caractéristiques
radiatives d’une bande à une
autre.
- Nombre de bandes de
fréquences limitées ;
- Caractéristiques plus sensibles
aux imprécisions de fabrication.
Capteurs large
bande
- Couverture d’une large bande de
fréquences, augmentant la
diversité des applications ;
- Caractéristiques moins sensibles
aux imprécisions de fabrication.
- Adaptation d’impédance difficile
à maîtriser ;
- Pas de sélectivité : nécessité de
filtrer les bandes d’intérêt ;
- Non adaptative.
Table I.1 – Avantages et inconvénients des capteurs multibandes et des capteurs large-bande
Pour couvrir une large bande du spectre EM ou deux bandes fortement séparées, on divise
généralement l’antenne en plusieurs sous-systèmes antennaires couvrant chacun une partie du
spectre. Le choix de la (des) bande(s) de fréquence modifie ainsi l’encombrement de l’antenne
de goniométrie.
En plus de tous ces paramètres, les caractéristiques physiques de l’antenne peuvent être déter-
minantes dans le choix d’un radiogoniomètre. Deux critères sont généralement pris en compte :
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l’encombrement pour des raisons tactiques ou opérationnelles (intégration sur porteur) et le
nombre de capteurs dimensionnant le récepteur (nombre de voies de réception). Ces para-
mètres physiques impactent directement les performances d’estimation, précédemment citées.
Par conséquent, un compromis entre la compacité du système antennaire et la précision d’esti-
mation est généralement appliqué. Cependant, un autre critère, non négligeable, qui influence
aussi bien les performances que les caractéristiques physiques de l’antenne doit être pris en
compte. Il s’agit du choix de la technique de traitement de goniométrie appliquée.
1.5 État de l’art des antennes de radiogoniométrie
Pour finaliser la présentation des principes généraux relatifs à la radiogoniométrie, un état de
l’art des antennes disponibles sur le marché industriel est réalisé. Le but de ce recensement
est d’identifier la diversité des offres en fonction de la couverture fréquentielle, du nombre de
capteurs, de la couverture angulaire et de l’encombrement (dimensions, poids).
Les antennes de radiogoniométrie peuvent être classées en deux catégories : les antennes sta-
tionnaires, c’est-à-dire les antennes permettant d’estimer la direction d’arrivée d’ondes EM
depuis une position fixe dans l’espace et les antennes mobiles. Les figures I.11 et I.12 illustrent
respectivement un échantillon des nombreuses antennes de radiogoniométrie stationnaires et
mobiles que l’on retrouve sur le marché industriel.
Les antennes stationnaires sont des dispositifs qui peuvent être directement déployés au sol,
comme par exemple avec une mise en réseau de plusieurs capteurs DF-A0049 (cf. antenne (d),
figure I.11), ou installés sur des mâts, comme pour l’antenne ADD050SR ou DF-A0031 (cf.
antennes (a) et (b), figure I.11), afin de s’affranchir au maximum de la réflexion des ondes sur
le sol. Elles permettent généralement de couvrir de larges bandes de fréquences pouvant être
supérieures à deux décades. Lorsque ces bandes sont trop importantes, les systèmes antennaires
sont divisés en sous-systèmes couvrant chacun une partie de la bande. En ce qui concerne la
couverture angulaire, la majeure partie de ces antennes permet seulement une couverture 2D
(estimation de l’angle en azimut seulement). On peut retrouver ces antennes stationnaires à
proximité des aéroports pour la surveillance des bandes de fréquences aéronautiques où des
côtes pour la surveillance maritime.
Les antennes mobiles sont quant à elles intégrées directement sur des porteurs tels que le toit
d’une voiture, le fuselage d’un avion ou d’un hélicoptère en vue d’applications de homing.
Comme pour les antennes stationnaires, les antennes mobiles disponibles sur le marché indus-
triel ne permettent d’effectuer que de la radiogoniométrie 2D, voire 2D
1
2 , et les larges bandes
de fréquences opérationnelles sont divisées en sous-bandes. De plus, des antennes actives sont
généralement utilisées afin de réduire la taille des capteurs et d’améliorer la compacité pour
faciliter leur intégration sur porteur. La perte d’efficacité de l’antenne, engendrée par cette mi-
niaturisation, peut être compensée par une amplification des signaux mesurés. L’inconvénient
de cette approche est que la puissance maximale pouvant être mesurée est limitée par la com-
pression des amplificateurs utilisés.
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Figure I.11 – Échantillons d’antennes de radiogoniométrie stationnaires : (a) [20], (b) [21], (c)
[22], (d) [23], (e) [24] et (f) [25].
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Figure I.12 – Échantillons d’antennes de radiogoniométrie mobiles : (a) [26], (b) [27], (c) [28],
(d) [29], (e) [30], (f) [31], (g) [32] et (h) [33].
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Afin d’analyser et de comparer l’encombrement de ces différentes antennes, nous les avons
triées en fonction de leur diamètre exprimé en longueur d’onde maximale, c’est-à-dire la lon-
gueur d’onde à la fréquence opérationnelle minimale (cf. figure I.13).
Figure I.13 – Encombrement des antennes de radiogoniométrie recensées.
Il ressort de cette comparaison que les antennes mobiles sont plus compactes que les antennes
stationnaires pour des fréquences basses identiques avec respectivement des diamètres mini-
mum de λ/10 et λ/5. En effet, afin de permettre l’intégration de ces dispositifs sur des porteurs
mobiles, il est nécessaire d’assurer un faible encombrement. Cependant, lorsque les fréquences
opérationnelles sont plus élevées, la contrainte de compacité peut être relâchée en raison de la
faible taille des antennes, comme pour les antennes ADD253, ADD070M et ADD170 possédant
un diamètre allant de λ à 2λ (cf. figure I.13).
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2 Motivations et objectif du travail de thèse
De nos jours, comme l’a montré l’état de l’art présenté précédemment, la plupart des antennes
de radiogoniométrie permettent une estimation de la direction d’arrivée pour une couverture
de 360◦ en azimut (radiogoniométrie 2D). Très peu de systèmes antennaires proposent une
estimation dans l’ensemble de l’espace 3D.
2.1 Couverture angulaire des radiogoniomètres et antennes associées
Lorsqu’il s’agit d’une estimation sol-sol, c’est-à-dire d’une source émettant depuis le sol vers
un radiogoniomètre situé au sol, on peut se satisfaire, en négligeant le relief du terrain, de cette
couverture en azimut à site unique (θ = 90◦). En revanche pour des estimations sol-air ou air-
sol, lorsque le radiogoniomètre est proche de la source d’émission (cf. figure I.14a et figure
I.14b), l’angle en site θ doit être pris en compte afin de permettre une estimation précise.
(a) Estimation sol-air (b) Estimation air-sol
Figure I.14 – Illustration d’une estimation (a) sol-air et (b) air-sol.
En utilisant les antennes de goniométrie 2D actuellement disponibles (cf. figure I.11 et figure
I.12), un cône de silence apparaît en raison des diagrammes de rayonnement des capteurs qui
sont optimisés pour des applications de radiogoniométrie 2D, c’est-à-dire omnidirectionnel en
azimut et nul aux angles en site faibles. Dans le cas d’une estimation sol-air, depuis un radiogo-
niomètre monté sur hélicoptère, ce cône correspond à une zone angulaire située sous l’appareil,
dans laquelle le système ne peut estimer la direction d’arrivée d’une onde EM incidente (cf.
figure I.15).
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Figure I.15 – Cône de silence aux angles en site faibles avec une antenne de radiogoniométrie
2D.
De récentes études ont proposé des systèmes antennaires utilisant chacun que cinq capteurs
directifs positionnés sur une surface planaire. La première antenne, citée dans [34] et issue du
projet RNRT LUTECE (Localisation d’Urgence de TÉléphone CEllulaire) [35], est constituée
d’antennes patch bibandes. La seconde fût proposée dans le cadre du projet européen (STREP)
STARRS (Sensor for Terrestrial and Airborne Radio-transmitter Rescue Search) [36]. Elle est
composée d’antennes patch tribandes [37]. Ces deux projets ont pour objectif de localiser les
téléphones cellulaires, depuis un hélicoptère (estimation sol-air), de personnes en détresse afin
de leur apporter assistance plus rapidement. Ainsi, pour assurer une localisation rapide et donc
précise, les antennes sont conçues pour estimer la direction d’arrivée d’ondes émises dans les
bandes GSM (Global System for Mobile communications) aussi bien en azimut qu’en site. La
figure I.16 donne les caractéristiques de ces antennes.
Figure I.16 – Antennes de radiogoniométrie STARRS et LUTECE.
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Ces antennes étant positionnées sous l’hélicoptère, les capteurs directifs pointent vers θ = 0◦.
Elles permettent donc d’estimer les directions d’arrivée pour de faibles angles en site. Néan-
moins, l’estimation dans cette zone angulaire est réalisée au détriment des angles en site élevés.
En effet, l’ouverture des antennes patch de ±60◦ restreint l’estimation à cette zone empêchant
la bonne estimation pour des ondes incident à site proche de θ = 90◦ (cf. figure I.17).




Pour s’affranchir de ces zones aveugles, l’antenne de goniométrie doit couvrir l’ensemble de
l’espace 3D (ou demi-espace 3D en présence d’un porteur) (cf figure I.18).
Figure I.18 – Suppression des zones aveugles avec une antenne de radiogoniométrie 3D.
Dans les années 1960, une équipe de recherche de l’Université du Michigan a proposé une
première antenne de goniométrie 3D couvrant la bande UHF [600MHz-3000MHz] en utilisant
des capteurs directifs répartis sur une surface hémisphérique [38, 39] (cf. figure I.19).
Motivations et objectif du travail de thèse 27
Figure I.19 – Antennes de radiogoniométrie à surface hémisphérique.
Deux types de capteurs ont été étudiés : des antennes spirales et des antennes log-coniques.
L’analyse des performances a montré une bonne précision d’estimation de ±5◦. Elle permet
donc de couvrir l’ensemble du demi-espace 3D (cf figure I.18). Cependant, 17 capteurs sont
utilisés pour permettre une couverture du demi-espace 3D, ce qui rend le système antennaire
encombrant et complexe à utiliser.
2.2 Couverture de l’espace 3D à partir d’antennes vectorielles
Au début des années 1990, une autre approche basée sur l’utilisation d’antennes polarisées
encore appelées antennes vectorielles, a permis de développer des systèmes antennaires plus
compacts couvrant l’ensemble de l’espace 3D, comme l’antenne SuperCart (cf. figure I.20)
brevetée en 1994 [40].
Figure I.20 – Antenne vectorielle de radiogoniométrie 3D SuperCart.
Suite à ces travaux, d’autres conceptions d’antennes basées sur ce principe et appliquées à la
radiogoniométrie 3D ont été brevetées [41, 42]. Le brevet [42] déposé en 2013 par la filiale
ELTA de la société IAI (Israel Aerospace Industries), a permis de mettre sur le marché, une
antenne vectorielle permettant de couvrir l’ensemble de l’espace 3D [43] (cf. figure I.21).
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Figure I.21 – Antenne vectorielle de radiogoniométrie 3D ELK-7065.
Cette antenne est composée de six capteurs mesurant les trois composantes du champ électrique
et les trois composantes du champ magnétique. Chaque capteur électrique est imbriqué dans un
capteur magnétique réalisé par une antenne à fente comme illustré sur la topologie de l’antenne
indiquée en figure I.22.
Figure I.22 – Topologie de l’antenne vectorielle de radiogoniométrie 3D ELK-7065.
Cependant, parmi toutes ces antennes proposées, seules les fréquences inférieures à 30MHz sont
adressées. Si l’on regarde les applications présentes dans cette partie du spectre (cf. Tableau I.2),
on constate que ces antennes ne couvrent qu’une petite partie des applications existantes.
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Bande de fréquences Services / Applications
1MHz - 30MHz Détecteur de victimes d’avalanche (émission des
balises) - Système RFID - Radiodiffusion grandes
ondes, ondes moyennes et courtes
30MHz - 88MHz Télédiffusion analogique et numérique - Radioama-
teurs - Réseaux professionnels - Radiolocalisation aé-
ronautique
88MHz - 108MHz Radiodiffusion (bande FM)
108MHz - 136MHz Trafic aéronautiques
136MHz - 400MHz Télédiffusion analogique et numérique - Radiomessa-
gerie ERMES - Trafic maritime - Trafic amateurs -
Réseaux professionnels - PMR (Personal Mobile Ra-
dio)
400MHz - 470MHz Balise ARGOS - Balise COSPAS-SARTSAT - Trafic
amateur - Réseaux cellulaire TETRA et TETRAPOL
- Système de commande RFID automobile - Réseaux
professionnels - PMR
470MHz - 860MHz Télédiffusion analogique et numérique
860MHz - 890MHz Émission à faible portée : alarme, télécommande, do-
motique, RFID
890MHz - 960MHz Téléphonie mobile GSM 900
960MHz - 1710MHz Radiodiffusion numérique - Réseaux privés
1710MHz - 1880MHz Téléphonie mobile GSM 1800
1880MHz - 1900MHz Téléphonie sans fil DECT
1920MHz - 2170MHz Téléphonie mobile UMTS
2400MHz - 2500MHz Bluetooth - Réseaux Wi-Fi
>3000MHz Radars - WiMAX - Stations terriennes
Table I.2 – Applications principales dans les bandes HF, VHF et UHF
La majeure partie des applications, dans lesquelles la radiogoniométrie peut avoir un intérêt, se
trouve dans les bandes VHF et UHF. On y trouve :
− la surveillance des bandes aéronautique ;
− la surveillance des bandes maritime ;
− la localisation de personnes en détresse à l’aide de leur téléphone mobile ou PMR ;
− la localisation de balises COSPAS-SARSAT, 121.5MHz, 243MHz ou de balises AR-
GOS.
Lo Monte et al [44, 45] ont donc proposé deux antennes vectorielles UHF fonctionnant à 3GHz
et composée de six capteurs mesurant l’ensemble des composantes du champ EM incident. Les
capteurs ont une répartition linéaire pour la première antenne et circulaire pour la seconde. Les
performances d’estimation ne sont pas présentées, néanmoins en [45], les auteurs constatent
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qu’un étalonnage des diagrammes de l’antenne est nécessaire pour obtenir une bonne précision
d’estimation. Des variantes n’utilisant que trois composantes du champ EM (une électrique et
deux magnétiques) ont été proposées par Slater et al. [46] pour estimer la direction d’arrivée
d’ondes EM émises dans la bande UHF à 420MHz, évaluée seulement dans le cadre de la
radiogoniométrie 2D, et par [47] dans la bande VHF [90MHz-150MHz].
2.3 Objectif du travail de thèse
On constate que la plupart des antennes de radiogoniométrie 3D permettent d’estimer seulement
la direction d’arrivée d’ondes émisent à des fréquences inférieures à 30MHz. Quelques antennes
couvrant la bande VHF et UHF ont été proposées mais elles sont restreintes à des applications
bande étroite. Or, en raison de la forte occupation spectrale, de nombreux services utilisent deux
ou plusieurs bandes de fréquences distinctes, comme la télédiffusion ou la téléphonie mobile.
Ainsi pour localiser ces sources d’émission, il est nécessaire de couvrir plusieurs bandes de
fréquences.
L’objectif de ce travail de thèse est donc d’étudier et de développer une antenne vectorielle UHF
multibande compacte appliquée à la radiogoniométrie 3D. La décision de partir sur une antenne
multibande, plutôt qu’une antenne large bande, a été prise en raison de la sélectivité spectrale de
ce type d’antennes qui permet de filtrer les éventuelles interférences hors des bandes d’intérêt.
Les bandes de fréquences à couvrir sont les bandes GSM, [890MHz-960MHz] et [1710MHz-
1880MHz], ainsi que les fréquences COSPAS-SARSAT et une partie des fréquences ARGOS
incluses dans la bande [400MHz-430MHz]. Ces fréquences ont été choisies pour permettre
la localisation de téléphones GSM (cf. projets LUTECE [35] et STARRS [36]) et de balises
de détresse en vue d’application SAR. Cependant, le principe pourra être étendu à d’autres
fréquences et par conséquent à d’autres applications.
Chapitre II
Antennes vectorielles et techniques de
traitement de goniométrie adaptées
L’objectif de ce chapitre est de décrire le principe de goniométrie à partir d’antennes vecto-
rielles. Dans une première partie, le fonctionnement d’une antenne vectorielle est présenté en
introduisant son architecture de base composée de six éléments rayonnants colocalisés, trois
dipôles électriques et trois dipôles magnétiques. Les principales caractéristiques sont ensuite
détaillées et les techniques de développement d’antennes multibandes sont présentées.
Dans une seconde partie, en repartant du modèle d’observation général, un modèle spécifique
aux antennes vectorielles composées de six éléments est introduit en utilisant les propriétés
des dipôles élémentaires. Deux techniques de traitement de goniométrie adaptées à ces an-
tennes sont ensuite présentées. La première est une approche récemment proposée, basée sur la
décomposition en harmoniques sphériques du rayonnement de chaque élément de l’antenne et
permettant de recomposer le champ EM incident à partir des observations mesurées. La seconde
est la méthode dite de haute-résolution, MUSIC, basée sur la décomposition en sous espaces.
Pour chacune de ces techniques, on précise l’impact des critères physiques de l’antenne sur les
performances d’estimation.
Enfin, les antennes vectorielles à composantes limitées sont abordées. Une topologie d’an-
tennes, composée de seulement trois éléments positionnés sur un support métallique, est pro-
posée. Elle est constituée d’un capteur électrique et de deux capteurs magnétiques, et permet
de couvrir l’ensemble du demi-espace 3D tout en conservant une taille compacte. L’adapta-
tion des deux techniques de traitement à cette nouvelle architecture d’antennes est présentée
ainsi que l’impact de la limitation du nombre de composantes mesurées sur les performances
d’estimation.
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1 Les antennes vectorielles
Toute onde EM qui se propage dans un milieu isotrope, homogène et sans perte, suit un axe
privilégié que l’on nomme vecteur d’onde, noté k(φ, θ). A très grande distance de la source
d’émission, ces champs peuvent être décomposés en deux vecteurs : un champ vectoriel élec-
trique, noté E, et un champ vectoriel magnétique, noté H, orthogonaux entre eux et orthogonaux
à la direction de propagation. Le mode de propagation est le mode transverse EM (mode TEM).
Pour caractériser les propriétés d’une onde incidente polarisée, il est nécessaire de mesurer l’en-
semble des composantes du champ EM. On fait donc appel à des antennes dites vectorielles.
1.1 Principe général
Une antenne vectorielle est un dispositif multiéléments permettant d’émettre (pour une antenne
en émission) ou de capter (pour une antenne en réception) plusieurs composantes d’un champ
EM. Dans sa géométrie de base, elle est composée de six éléments colocalisés : trois dipôles
électriques orthogonaux rayonnant/mesurant les trois composantes du champ E et trois dipôles
magnétiques orthogonaux rayonnant/mesurant les trois composantes du champ H. En pratique,
les composantes magnétiques peuvent être rayonnées/captées par des boucles de courant élec-
trique de faibles dimensions (< λ/10) [13]. La figure II.1 illustre la composition de cette topo-
logie d’antennes.
Figure II.1 – Topologie d’antennes vectorielles à six éléments colocalisés :
{Ex,Ey,Ez,Hx,Hy,Hz}.
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Les dipôles sont désignés suivant la composante du champ EM mesurée. L’antenne vectorielle
à six éléments colocalisés est donc composée de trois dipôles électriques nommés Ex, Ey et Ez
et de trois dipôles magnétiques nommés Hx, Hy et Hz.
1.2 Caractéristiques d’une antenne vectorielle
Une antenne vectorielle étant une antenne multiéléments, ses caractéristiques dépendent de
celles de chacun de ses éléments rayonnants, à savoir leur :
− largeur de bande ;
− diagramme de rayonnement ;
− directivité et leur gain (pour une antenne en émission) ;
− surface effective (pour une antenne en réception) ;
− polarisation.
1.2.a Largeur de bande
La largeur de bande définit la bande du spectre EM dans laquelle on considère que le fonction-
nement de l’antenne est optimal. Dans notre étude, elle dépend de deux critères : l’adaptation
d’impédance en entrée de l’antenne et la stabilité des diagrammes de rayonnement.
Une bonne adaptation permet de maximiser l’efficacité d’une antenne en minimisant les pertes
par désadaptation. Elle est caractérisée à l’aide du module du coefficient de réflexion que l’on
exprime à partir du paramètres S11 :
S11 = 20 log




avec Zc l’impédance caractéristique de la ligne de transmission connectée au port de l’antenne,
et Za l’impédance d’antennes vue à son entrée. On considère généralement que la largeur de
bande est définie pour un S11 < −10dB.
La stabilité de rayonnement permet quant à elle de vérifier que le mode de rayonnement est
identique dans la bande passante et que la bonne adaptation d’impédance n’est pas dû à la
résonance d’un mode supérieur.
1.2.b Diagramme de rayonnement
Le diagramme de rayonnement d’une antenne caractérise la distribution spatiale du champ
EM rayonné dans l’ensemble de l’espace 3D. Cette caractérisation est réalisée à une distance
constante de la source d’émission, notée r et considérée en champ lointain (r >> λ). Dans cette
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zone, aussi appelée zone de Fraunhofer, l’onde EM sphérique est considérée comme locale-
ment plane, c’est-à-dire que le front d’onde est équi-phase et équi-amplitude. Le diagramme de
rayonnement varie donc seulement en fonction des coordonnées angulaires φ et θ correspondant
respectivement aux angles en azimut et en site (cf. figure I.7).
Pour représenter la distribution spatiale d’un champ EM rayonné par une antenne, on peut utili-
ser l’amplitude du champ électrique E exprimée en V.m−1 où encore la fonction caractéristique





Cependant, on préfère généralement utiliser l’intensité de rayonnement car cette grandeur phy-
sique permet d’introduire les notions de directivité et de gain d’antennes que nous présenterons





Re {E ∧ H∗}︸           ︷︷           ︸
pv
.r2 (II.3)
où pv indique la moyenne temporelle du vecteur de Poynting, ∧ l’opérateur produit vectoriel et
∗ l’opérateur transposé conjugué.
Des représentations bidimensionnelles des diagrammes de rayonnement peuvent être utilisées
pour afficher la distribution du champ dans des plans d’intérêt orthogonaux, notés plan E et plan
H. Ces appellations font référence à l’orientation des champs E et H dans ces plans de coupe.
Le diagramme de rayonnement est une caractéristique importante pour une antenne vectorielle
appliquée à la radiogoniométrie car il permet de définir la couverture angulaire dans laquelle
l’estimation de direction d’arrivée peut être réalisée. Elle possède autant de diagrammes de
rayonnement que d’éléments rayonnants. De plus, cette caractérisation permet d’analyser l’im-
pact du positionnement des éléments les uns par rapport aux autres en observant les éventuelles
perturbations de rayonnement engendrées.
1.2.c Directivité et Gain
Une antenne ayant une distribution spatiale du champ rayonné uniforme est appelée antenne
isotrope. Ce type d’antennes est purement théorique et n’existe pas en pratique. En effet, selon
la fréquence et la géométrie de l’élément rayonnant, elle concentre plus ou moins la puissance
rayonnée selon des directions privilégiées. Réciproquement, pour une antenne en réception, cela
revient à capter plus ou moins de puissance dans certaines directions.
Pour évaluer la répartition de puissance rayonnée par une antenne, on utilise la directivité, notée
D(φ, θ). Elle correspond au rapport entre l’intensité de rayonnement U(φ, θ) et l’intensité de
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L’intensité de rayonnement Uiso correspond à la puissance rayonnée totale Pt, intégrée sur la
sphère d’observation de rayon r :




La directivité est généralement exprimée en dBi, la lettre i faisant référence à l’antenne isotrope.
La notion de directivité étant associée à un rapport de puissance donné par :
DdBi(φ, θ) = 10 log[D(φ, θ)] (II.6)
Le gain peut aussi être utilisé pour évaluer la répartition de la densité de puissance rayonnée
dans l’espace 3D. Cependant, contrairement à la directivité, il inclut les pertes de rayonnement
(pertes par effet Joule et diélectriques) à l’intérieur de l’antenne. Ainsi le gain correspond au
rapport entre l’intensité de rayonnement U(φ, θ) dans chaque direction de l’espace 3D et l’in-
tensité de rayonnement d’une antenne isotrope Uiso pour une même puissance fournie P f :




Comme pour la directivité, le gain est communément exprimé en dBi. Le gain maximal est
une grandeur généralement fournie. Elle correspond au gain dans une direction de l’espace
particulière (φ0, θ0), pour laquelle l’intensité de rayonnement de l’antenne est maximale.









La surface effective, notée Aeff(φ, θ), permet de relier la puissance Pant(φ, θ) disponible à la sortie
de l’antenne, à la densité de puissance incidente Pr, avec :
Pant(φ, θ) = Aeff(φ, θ)Pr (II.9)
Il est démontré qu’à partir du théorème de réciprocité, la surface effective peut être exprimée en
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1.2.e Polarisation
Les ondes EM génèrent des champs dits vectoriels ou polarisés. La polarisation décrit l’évo-
lution temporelle de l’orientation et de l’amplitude du champ électrique E dans le milieu de
propagation pour une antenne en émission (regardant dans la direction de propagation, dos à
l’antenne vers r → ∞). Elle dépend de la géométrie de l’antenne d’émission, des signaux appli-
qués à son entrée et du canal de propagation. En champ lointain, l’évaluation de la polarisation
de E permet de caractériser l’ensemble du champ EM en raison de l’orthogonalité entre E et H.
Pour évaluer la polarisation d’une onde EM, il faut se placer dans le plan de polarisation 0uv,
orthogonal à la direction de propagation (cf figure II.2).
Figure II.2 – Plan de polarisation Ouv.
A partir de ce repère bidimensionnel, le champ E est défini par deux composantes u et v variant
temporellement :
E(t) = E0 cos(γ) cos(ωt − k.r) × uˆ + E0 sin(γ) cos(ωt − k.r + η) × vˆ (II.11)
où E0 correspond à la norme du champ E, γ ∈ [0 ;π/2] est l’angle auxiliaire de polarisation, η
∈ [−π ;π] représente la différence de phase entre les composantes u et v de E et enfin, ω = 2π f
correspond à la pulsation de l’onde.
Dans le cas général, la polarisation est elliptique. Néanmoins, on observe deux cas particuliers :
− la polarisation linéaire (verticale et horizontale) ;
− la polarisation circulaire (gauche et droite).
Les éléments rayonnants d’une antenne vectorielle sont linéairement polarisés dans le but de ne
rayonner/capter qu’une seule composante du champ EM. Ainsi, on obtient deux polarisations
que l’on définit dans une repère où z est orienté selon l’axe vertical (cf. figure I.7) :
− la polarisation linéaire verticale dans le plan Ouv avec Eu = 0 et Ev , 0, équivalent à
une polarisation transverse magnétique selon l’axe z (TMz) ;
− la polarisation linéaire horizontale dans le plan Ouv avec Eu , 0 et Ev = 0, équivalent à
une polarisation transverse électrique selon l’axe z (TEz).
Cependant, en pratique il est difficile de faire rayonner ou de capter un champ EM exactement
dans la polarisation souhaitée. Une partie de la puissance, plus ou moins importante selon les
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antennes utilisées, se retrouve sur des composantes associées à la polarisation orthogonale. Par
conséquent, on peut décomposer le champ suivant deux polarisations orthogonales :
− la polarisation principale, aussi appelée co-polarisation qui correspond à la polarisation
souhaitée ;
− la polarisation croisée, aussi appelée cross-polarisation qui correspond à la polarisation
orthogonale.
Pour évaluer la pureté de polarisation, on peut utiliser le paramètre de discrimination de polari-
sation croisée XPD :





avec Eco le champ électrique rayonné/incident en co-polarisation et Ecross le champ électrique
rayonné/incident en polarisation croisée.
1.3 Les antennes multibandes
Pour émettre/capter un champ EM à partir d’une antenne vectorielle à plusieurs fréquences,
l’une des solutions est d’utiliser des éléments multibandes. La couverture fréquentielle d’une
antenne polarisée est définie par l’adaptation d’impédance et les caractéristiques radiatives de
chacun de ces éléments. Par conséquent, les techniques classiques de conception d’antennes
multibandes peuvent être appliquées sur chacun d’entre eux.
On classe les antennes multibandes en deux catégories [49] :
− les antennes ayant une structure rayonnante commune pour l’ensemble des bandes et
donc qu’un seul port ;
− les antennes ayant une enveloppe commune de plusieurs structures rayonnantes et donc
un port par bande de fréquences couverte.
Plusieurs techniques de conception permettent de faire résonner une antenne à plusieurs fré-
quences comme par exemple l’utilisation de fentes [50, 51, 52], ou encore plus récemment l’uti-
lisation d’algorithmes génétiques [53, 54, 55] permettant d’adapter la géométrie de l’antenne
avec des critères d’optimisation tels que le coefficient de réflexion à l’entrée de l’antenne [55].
Cependant, les antennes développées à partir de ces techniques correspondent la majeure partie
du temps à des antennes multimodales et ne prennent donc pas en considération la stabilité du
diagramme de rayonnement dans les bandes d’intérêt. La raison est que le type d’applications
visées n’impose pas de contrainte particulière sur les caractéristiques radiatives ce qui n’est pas
le cas des applications de radiogoniométrie.
En effet, comme présentée dans le chapitre précédent, la diversité d’amplitude et/ou de phase
entre capteurs est utilisée pour estimer de direction d’arrivée des ondes EM incidentes. La
stabilité et donc la maîtrise des diagrammes rayonnement de chaque élément sur l’ensemble
des bandes de fréquences permet de garantir de bonne performances d’estimation. Ainsi, l’uti-
lisation de capteurs monomodes sur l’ensemble des bandes d’intérêt sont privilégiés pour la
conception d’antennes de radiogoniométrie.
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Nous introduisons donc deux approches de conception d’antennes multibandes monomodes sur
l’ensemble des bandes adressées, à savoir :
− la combinaison de plusieurs éléments rayonnants ;
− l’utilisation de trappes.
1.3.a Combinaison de plusieurs éléments rayonnants
L’approche la plus naturelle pour concevoir une antenne multibande est de combiner des élé-
ments résonnants monobandes couvrant chacun une partie ou l’ensemble d’une des bandes d’in-
térêt [56, 57, 58, 59]. La figure II.3 représente la combinaison de deux antennes patch formant
une antenne bibande.
Figure II.3 – Antenne patch bibande.
Les deux antennes patch ont chacune leur propre fréquence de résonance, f1 et f2 avec f1 < f2.
L’excitation est réalisée par seul un port connecté au patch 1. L’alimentation du second patch
est quant à elle réalisée par couplage à travers le substrat.
Les antennes multibandes basées sur la combinaison de plusieurs éléments peuvent être excitées
individuellement, impliquant un nombre de ports proportionnel au nombre de bandes couvertes,
ou par couplage en excitant qu’un seul des éléments comme pour l’antenne patch bibande pré-
sentée.
Les avantages de cette approche sont la stabilité du rayonnement en raison de l’utilisation d’élé-
ments résonnants séparés et l’adaptabilité en ayant la possibilité d’ajouter ou de supprimer des
éléments rayonnants pour dimensionner la couverture fréquentielle. En revanche, la proximité
des structures rayonnantes augmente le risque des perturbations de rayonnement et du couplage
inter-éléments.
1.3.b Utilisation de trappes
Ce principe est l’un des plus ancien. Breveté par M. Morgan en 1941 [60], il a depuis été
largement appliqué aux antennes multibandes [61, 62, 63, 64]. La figure II.4 illustre un dipôle
demi-onde bibande utilisant cette approche.
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Figure II.4 – Dipôle bibande à base de trappes.
Deux trappes, correspondant à des cellules LC parallèles sont utilisées. Elle joue un rôle de filtre








avec respectivement, L et C, les valeurs de la self et de la capacité constituant les trappes.
Aux fréquences hors de la bande des filtres LC, l’ensemble du dipôle 2(l1 + l2) est traversé
par un courant, produisant ainsi la résonance du mode fondamental à f1 ≈ c/[4(l1 + l2)], où c
correspond à la célérité de la lumière dans le vide. La seconde résonance se produit à f2 = f0 =
c/(4l2), lorsque les trappes empêchent les courants de circuler sur les extrémités du dipôle de
longueur l1, laissant ainsi seulement rayonner la structure de longueur 2l2, contenue entre les
deux trappes.
L’avantage de cette approche est l’utilisation d’une structure résonnante commune à l’ensemble
des bandes couvertes empêchant ainsi les éventuelles perturbations de rayonnement et le cou-
plage inter-éléments. De plus, le rapport entre la fréquence f1 et la fréquence f2 peut être fa-
cilement ajusté en modifiant la position des trappes. Cependant, l’utilisation de cellules LC
augmente les pertes en haute fréquence et dégrade ainsi l’efficacité de l’antenne.
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2 Modélisation des observations à partir d’antennes vecto-
rielles
Après avoir introduit le modèle d’observation général, la réponse d’une antenne vectorielle
mesurant les six composantes du champ EM est présentée. Pour cela, les capteurs électriques et
magnétiques la constituant sont considérés comme des dipôles élémentaires non couplés.
2.1 Modèle d’observation général
L’expression du modèle d’observation, en présence de K ondes incidentes, représentant les
échantillons mesurés à l’instant n, notés Xn, est la suivante :
Xn = D(φ, θ, γ, η).Sn +Wn (II.14)
avec :
− D(φ, θ, γ, η) ∈ CM,K , la matrice des K vecteurs de direction d(φ, θ, γ, η) ∈ CM , où
d(φk, θk, γk, ηk) représente la réponse en sortie des M capteurs de la kème onde incidente :
D = [d(φ1, θ1, γ1, η1), d(φ2, θ2, γ2, η2), . . . , d(φK, θK, γK, ηK)] (II.15)
Ces vecteurs tiennent compte de la direction d’arrivée des K ondes incidentes, chacune
définie par l’angle en azimut φ et l’angle en site θ ainsi que de leur polarisation, relative
au repère de l’antenne de radiogoniométrie, définie par l’angle γ et le déphasage η ;
− Sn ∈ CK , les enveloppes complexes des K signaux incidents à l’instant n, s’écrivant
S n,k = |sn,k|e jψn,k où |sn,k| et ψn,k correspondent respectivement au module et à la phase du
signal S n,k.
− Wn ∈ CM , un vecteur de bruit complexe suivant une loi gaussienne centrée et de variance
Iσ2, représentant le bruit propre au récepteur.
Ainsi sur N observations, on obtient la matrice d’observation X, avec X ∈ CM,N tel que :
X = [X1, X2, . . . , XN] (II.16)
2.2 Le dipôle élémentaire
Un dipôle élémentaire, appelé dipôle de Hertz, est un conducteur rectiligne de longueur l, très
petite (l << λ), traversé par un courant uniforme noté I0. Cet élément est purement théorique
et est généralement utilisé pour simplifier le calcul du rayonnement d’antennes réalistes. En
effet, toute antenne peut être décomposée en une multitude de dipôles élémentaires pondérés et
déphasés différemment selon leur position relative par rapport aux autres. La figure II.5 illustre
le dipôle élémentaire dans un système de coordonnées cartésiennes Oxyz.
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Figure II.5 – Dipôle élémentaire orienté selon l’axe z dans un système de coordonnées carté-
siennes Oxyz.
En champ lointain, c’est-à-dire pour une distance d’observation r >> λ, le mode de propaga-
tion est considéré comme transverse électromagnétique (TEM). Le champ électrique E et le
champ magnétique H sont donc orthogonaux entre eux et orthogonaux au vecteur d’onde, noté
k(φ, θ). A partir de la représentation du dipôle élémentaire donnée en figure II.5 et selon [13],









avec µ la perméabilité du milieu de propagation et k = 2π/λ le nombre d’onde. L’impédance








où ε correspond à la permittivité du milieu de propagation. Dans le vide ε = ε0 =
8.8510−12F.m−1 et µ = µ0 = 4π10−7H.m−1 ce qui implique que l’impédance d’onde vaut
ζ = 120π ≈ 377Ω.
A partir de (II.17), l’amplitude du diagramme de rayonnement associée au champ E rayonné
est :
||E|| = ωµ I0l
4π
sinθ (II.20)
De (II.20), on en déduit la fonction caractéristique normalisée, représentée en figure II.6 :
Fc(φ, θ) = sinθ (II.21)
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(a) Plan E (b) Plan H
Figure II.6 – Fonction caractéristique normalisée Fc(φ, θ) du dipôle élémentaire dans le plan E
et le plan H.
Le diagramme de rayonnement du dipôle élémentaire est donc bidirectionnel dans le plan E et
omnidirectionnel dans le plan H. Sa directivité est donnée par D(φ, θ) = 1.5 sin2 θ.
2.3 Modèle d’observation de l’antenne vectorielle mesurant les six com-
posantes du champ EM
A partir de la géométrie de l’antenne vectorielle mesurant les six composantes du champ EM
incident et en considérant que ces capteurs sont des dipôles élémentaires, le vecteur de direction
associé à une onde incidente, d(φ, θ, γ, η), est exprimé à partir de la réponse en sortie des trois
capteurs électriques Ex, Ey et Ez, représentée par {aEi}i=x,y,z, et des trois capteurs magnétiques
Hx, Hy et Hz, représentée par {aHi}i=x,y,z. Ces réponses dépendent de la direction d’arrivée de
l’onde incidente définie par les angles φ et θ ainsi que de sa polarisation définie dans le repère
de l’antenne vectorielle et représentée par l’angle γ et le déphasage η :
d(φ, θ, γ, η) =

aEx(φ, θ, γ, η)
aEy(φ, θ, γ, η)
aEz(φ, θ, γ, η)
aHx(φ, θ, γ, η)
aHy(φ, θ, γ, η)
aHz(φ, θ, γ, η)

(II.22)
L’expression de d(φ, θ, γ, η) peut être décomposée en trois parties. La première est la matrice
G(φ, θ) qui correspond aux fonctions caractéristiques normalisées de chaque dipôle élémentaire
suivant la diversité de polarisation qui leur est appliquée dans le système de coordonnées Oxyz.
Composée de M = 6 lignes désignant le nombre de dipôles et de 2 colonnes, elle définit les
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deux composantes de la fonction caractéristique, Fc.θˆ et Fc.φˆ, pour chaque élément rayonnant :
G(φ, θ) =

cosφ cos θ − sinφ
sinφ cos θ cosφ
− sin θ 0
− sinφ − cos φ cos θ
cos φ − sinφ cos θ
0 sin θ

︸          ︷︷          ︸
Fc.θˆ
︸          ︷︷          ︸
Fc.φˆ
(II.23)
La seconde partie caractérise la polarisation de l’onde EM incidente. A partir de (II.11), elle est







Enfin, la troisième et dernière partie introduit la notion de diversité spatiale en définissant un
vecteur de phase, noté T(φ, θ), qui vient s’ajouter aux composantes du champ mesurées dans le











Ces phases spatiales dépendent des positions relatives des trois dipôles électriques et des trois
dipôles magnétiques, définies respectivement par {rEi}i=x,y,z et {rHi}i=x,y,z, et de la direction d’ar-
rivée de l’onde incidente. Ainsi, le vecteur de direction d(φ, θ, γ, η) s’écrit :
aEx(φ, θ, γ, η)
aEy(φ, θ, γ, η)
aEz(φ, θ, γ, η)
aHx(φ, θ, γ, η)
aHy(φ, θ, γ, η)
aHz(φ, θ, γ, η)




cos φ cos θ − sinφ
sinφ cos θ cos φ
− sin θ 0
− sinφ − cosφ cos θ
cosφ − sinφ cos θ
0 sin θ

















︸           ︷︷           ︸
T(φ,θ)
(II.26)
L’opérateur ⊙ correspond au produit d’Hadamard (produit élément par élément). En combinant




(G(φ1, θ1)p(γ1, η1) ⊙ T(φ1, θ1))T
(G(φ2, θ2)p(γ2, η2) ⊙ T(φ2, θ2))T
...
(G(φK, θK)p(γK , ηK) ⊙ T(φK , θK))T

T
︸                                              ︷︷                                              ︸
D(φ,θ,γ,η)
.Sn +Wn (II.27)
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2.4 Rapport signal à bruit
Il est difficile de rattacher une même valeur de RSB à une puissance de bruit Pn = σ2 à par-
tir d’une antenne vectorielle. En effet, le RSB varie en fonction de la direction d’arrivée et est
différent en sortie de chaque capteur en raison de la diversité de polarisation qui leur est appli-
quée. Prenons l’exemple d’une antenne composée de deux capteurs mesurant chacun la même
densité de puissance Pr au travers de deux voies de réception identiques. La figure II.7 illustre
le principe de cette mesure.
Figure II.7 – Illustration d’une mesure de champ EM partir de deux capteurs.
Si les capteurs possèdent un gain identique dans la direction de propagation Gr1(φ, θ) =
Gr2(φ, θ), la puissance en sortie de chaque voie est alors Pa1(φ, θ) = Pa2(φ, θ). On obtient ainsi
un RSB identique en sortie des deux voies.
Dans le cas où les capteurs possèdent un gain différent dans la direction d’arrivée de l’onde
incidente, Gr1(φ, θ) , Gr2(φ, θ), les puissances mesurées en sortie sont Pa1(φ, θ) , Pa2(φ, θ)
générant ainsi un RSB différent sur chacune des deux voies de réception. Par conséquent, on ne
peut pas définir un RSB commun à toutes les voies avec une antenne vectorielle.
Nous mettons donc en place une autre approche qui consiste à calculer le rapport entre la densité
de puissance incidente Pr et la puissance de bruit Pn propre au récepteur :






Dans la suite de l’étude, on parlera alors de RPB, exprimé en dB.m−2, au lieu de RSB pour quan-
tifier la puissance de bruit par rapport à la densité de puissance incidente qui est spatialement
invariante et identique quelque soit le capteur utilisé.
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Au cours de ces travaux, nous considérons que l’ensemble des voies de réception sont identiques
avec :
− un FB=10dB, correspondant au facteur de bruit des récepteurs modernes, généralement
compris entre 8dB et 10dB ;
− une bande passante ∆ f=200kHz, correspondant à la largeur d’un canal de communica-
tion GSM.
Par conséquent, la puissance de bruit sera constante et selon (I.19), sera fixée à Pn = −111dBm.
Seule la densité de puissance incidente permettra de faire varier le RPB.
3 Techniques de traitement adaptées aux antennes vecto-
rielles
L’échantillonnage du champ EM, à partir d’antennes vectorielles, est effectué à l’aide de cap-
teurs ayant des polarisations différentes, éventuellement répartis dans l’espace. Les techniques à
haute-résolution sont les plus adaptées à l’utilisation d’antennes vectorielles car elles permettent
de prendre en compte l’ensemble des caractéristiques des signaux mesurés (phase et amplitude)
pour estimer la direction d’arrivée mais aussi parce qu’elles n’imposent pas de restrictions par-
ticulières sur la topologie de l’antenne contrairement à d’autres traitements. En effet, comme
nous avons pu le constater précédemment, les techniques de traitement classiques telles que la
goniométrie de phase ou la goniométrie d’amplitude, imposent des contraintes sur l’architecture
des antennes utilisées. Dans le cas de l’interférométrie, un ensemble de capteurs spatialement
répartis est nécessaire pour échantillonner spatialement l’onde incidente, tandis que la technique
Watson-Watt nécessite des capteurs orthogonaux.
R.O. Schmidt [8] et E. Ferrara [9] ont été les premiers à étendre l’algorithme MUSIC à l’utili-
sation de la diversité de polarisation. Depuis, d’autres variantes ont été proposées [65, 66, 67].
L’algorithme ESPRIT ainsi que des variantes ont été introduits plus tardivement, au début des
années 1990 [68, 69, 70, 71, 72, 73, 74]. Cependant, l’estimation de direction d’arrivée à partir
d’une antenne vectorielle mesurant les six composantes du champ EM fût initialement proposée
par J.Li [72] et A. Nehorai et E. Paldi [75].
Dans cette partie, deux techniques de traitement de goniométrie adaptées aux antennes vecto-
rielles sont présentées. La première technique est basée sur l’estimation par produit vectoriel
[75] à partir d’une nouvelle approche permettant la recomposition du champ EM incident suite
à une représentation du rayonnement de l’antenne en modes sphériques [76]. La seconde est
l’algorithme de haute-résolution bien connu, MUSIC (MUltiple SIgnal Classification) [8].
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3.1 Estimateur par produit vectoriel basée sur une approche par décom-
position en harmoniques sphériques - DHS
L’un des premiers algorithmes basés sur l’utilisation d’une seule antenne vectorielle mesurant
les six composantes du champ EM fût proposé par A. Nehorai et E. Paldi [75]. Il consiste à
calculer le produit vectoriel entre le champ E et le champ H, s’inspirant du calcul du vecteur




Re {E ∧ H∗} (II.29)
En réception, le vecteur de Poynting correspondant à la puissance active par unité de surface
captée par l’antenne dans la direction du champ incident. Par conséquent, à partir de (II.29), on





θ = cos−1 pv. zˆ (II.31)
Cette approche, bien que rapide et simple d’utilisation, est basée sur l’hypothèse que les trois
capteurs électriques et les trois capteurs magnétiques sont idéaux. Or, l’efficacité de l’antenne
et l’effet de couplage inter-éléments modifient la réponse de chacun des capteurs de l’antenne
vectorielle. L’estimation des composantes du champ incident à partir des mesures sur les sorties
de l’antenne donne alors des résultats erronés.
Une nouvelle approche a donc été proposée [76] afin d’inclure ces interactions dans le proces-
sus d’estimation. Cette méthode permet de recomposer le champ EM incident à partir d’une
représentation en modes sphériques du champ EM rayonné de chaque éléments de l’antenne en
présence des autres.
3.1.a Représentation du champ EM en modes sphériques
De manière générale, un champ EM se propageant dans un milieu libre homogène peut être
décomposé en un champ TE résultant d’un potentiel vecteur magnétique A et en un champ
TM résultant d’un potentiel vecteur électrique F selon la direction de propagation rˆ [77]. Les
harmoniques sphériques répondent aux équations de Helmholtz, à savoir :
∇2F + k2F = 0
∇2 A + k2A = 0 (II.32)
Elles peuvent donc être exprimées par F et A pour le mode TEr et TMr, selon l’axe préférentiel













p,q correspondent respectivement aux harmoniques sphériques entrant dans une
sphère d’observation S R de rayon R (r < R) et aux harmoniques sphériques sortantes (r >
R), avec q ∈ Q∗ étant l’index en azimut et p ∈ [−q, ..., q] l’indice en site des harmoniques
sphériques.
















q (cosθ) désigne les fonctions de Legendre, h
(2)
q (kr) la fonction de Hankel sphérique du 2ème
type et jq(kr) la fonction de Bessel sphérique. En fonction du mode de propagation, un coeffi-
cient de normalisation est appliqué. ψ{a},0p,q et ψ
{ f },0
p,q correspondent respectivement aux coefficients
de normalisation du mode TMr et du mode TEr avec :





(2q + 1)(q − |p|)!






(2q + 1)(q − |p|)!
q(|p| + 1)(q + |p|)!′ (II.37)
avec µ, ε et σ représentant respectivement, la perméabilité, la permittivité et la conductivité du
milieu de propagation. Les ondes (eTEr/TMr,−p,q , h
TEr/TMr,−





respectivement aux champs électriques et magnétiques associés aux harmoniques sphériques
entrantes et sortantes, sont calculées à partir des relations entre le champ EM et les potentiels
vecteur A et F en coordonnées sphériques, dans les deux modes de propagation :
Mode TEr :
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p,q représentent les amplitudes des harmoniques entrantes et sor-
tantes dans les deux modes de propagation. A partir de (II.38) et (II.39), et d’après [76, 78],
























[E.(hTMr,−p,q ∧ rˆ) + H.(eTMr,−p,q ∧ rˆ)]dS
(II.41)
Si le champ EM se propage en mode TEMr, les composantes en rˆ du champ E et du champ H
s’annulent. L’expression des ondes (e±p,q, h
±
p,q), définie en (II.38), devient alors :


























hTEMr±p,q (r, φ, θ) =































3.1.b Opérateur de rayonnement C+
On note a+ et a− les vecteurs d’excitation et de réception (antenne en émission ou en réception)
d’une antenne positionnée au centre d’un repère cartésien Oxyz. Le champ EM rayonné par
l’antenne en émission peut être théoriquement décomposé en une infinité d’harmoniques sphé-
riques. Néanmoins, les éléments rayonnants de l’antenne étant inclus dans une zone limitée
autour du centre du repère, seul un nombre fini d’harmoniques rayonnent : sTEr/TMr,+p,q = 0 pour
p > Ns, Ns étant l’ordre des harmoniques significatives contribuant au rayonnement. Ainsi le
nombre total d’harmoniques, dans les deux modes TEr et TMr confondus, est de Nh = 2(2Ns+1).




















La linéarité des équations de Maxwell permet de mettre en place un opérateur C+ ∈ CNh,M
reliant le vecteur d’excitation a+ ∈ CM aux amplitudes des harmoniques sphériques sortantes
S+ ∈ CNh :
S+ = C+a+ (II.44)
Pour déterminer C+, les amplitudes des harmoniques sphériques sortantes sont calculées en
excitant un à un les éléments de l’antenne et en positionnant une charge adaptée en sortie des
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M − 1 autres ports (ai = 1 et am = 0 pour m , i). La ième colonne de la matrice C+ correspond






















































3.1.c Opérateur de rayonnement C−
De la même manière, comme l’antenne en réception est limitée en taille, elle ne peut mesurer




















Les courants induits sur les M ports de l’antenne peuvent être représentés par un vecteur d’am-
plitude a− ∈ CM . Par linéarité, un opérateur C− ∈ CM,Nh reliant les amplitudes des Nh premières
harmoniques sphériques entrantes S− ∈ CNh aux sorties d’antennes a− est mis en place :
a− = C−S− (II.47)
Cette équation est la base de l’approche proposée. En effet, en déterminant la matrice C− est
en inversant ce système linéaire, il est possible de déterminer les amplitudes des harmoniques
sphériques entrantes avec lesquelles on détermine le champ EM incident en O.
3.1.d Recomposition du champ EM
Il est démontré dans [76] qu’à partir du théorème de réaction, l’opérateur C− peut être déterminé
à partir de C+ :
C− = −C+T (II.48)
C+ peut être calculé à partir d’outils de simulation EM ou de mesures de diagrammes de rayon-
nement. Par conséquent, il permet de prendre en compte les différentes surfaces effectives des
capteurs ainsi que le couplage inter-éléments dans le calcul du champ EM incident.
A partir de (II.48) et en inversant le système linéaire (II.47), les amplitudes des harmoniques
sphériques entrantes S− peuvent être déduites des sorties d’antennes a− et de C+. En utilisant
(II.40), le champ EM incident est ensuite recomposé au centre de l’antenne, en pondérant les
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ondes électriques et magnétiques associées aux harmoniques sphériques entrantes en O, notées


















































Les composantes des vecteurs eTEr/TMr,0,−p,q et h
TEr/TMr,0,−
p,q correspondent aux ondes électriques
e
TEr/TMr,−
p,q et magnétiques h
TEr/TMr,−
p,q associées aux harmoniques sphériques entrantes en O.
3.1.e Impact de la répartition spatiale des capteurs de l’antenne sur les perfor-
mances d’estimation
K.T. Wong a proposé une approche basée sur l’estimateur par produit vectoriel à partir d’une
antenne vectorielle composée de six éléments spatialement répartis [79]. L’utilisation de la tech-
nique DHS permet de prendre en compte la répartition spatiale des éléments, à partir de l’opéra-
teur C+, en plus des couplages inter-éléments. Ainsi, le champ EM est directement recomposé
au centre de l’antenne, à condition que le nombre de capteurs soit suffisant. En effet, plus la
taille de l’antenne augmente, plus l’ordre des modes sphériques rayonnants Ns est élevé. Pour
résoudre le système linéaire (II.47) de M équations à Nh inconnues, la condition M ≥ Nh doit
être respectée. Ainsi, si M ≤ Nh, le champ EM (E0, H0) recomposé à partir de a− est erroné.
Quatre topologies ont été choisies arbitrairement pour faire l’objet d’une étude paramétrique.
Nous avons simulé leur précision d’estimation en utilisant cette approche et en augmentant la
distance de séparation, notée d, dans le but d’analyser les effets de la taille de l’antenne sur les
performances. La figure II.8 montre les quatre architectures d’antennes analysées, composées
de dipôles élémentaires, non couplés.
(a) (b) (c) (d)
Figure II.8 – Topologies des antennes vectorielles simulées, composées de trois dipôles élec-
triques élémentaires orthogonaux et de trois dipôles magnétiques élémentaires orthogonaux.
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Pour chaque topologie, l’erreur d’estimation est calculée dans l’ensemble de l’espace 3D. La
figure II.13 donne l’erreur maximale obtenue en fonction de la distance d, normalisée par la
longueur d’onde λ.
Figure II.9 – Distance angulaire maximale de l’erreur d’estimation ∆a(φ, θ) en fonction de d/λ
pour quatre topologies A,B,C et D.
Parmi ces quatre topologies d’antennes, les résultats de simulation montrent que la topologie
A est la plus performante, permettant d’atteindre une meilleure précision d’estimation que les
trois autres. Cependant, on constate que quelque soit l’antenne, plus la distance d augmente,
plus l’erreur d’estimation est importante. Ces erreurs sont causées par la non prise en compte
de la composante spatiale avec la méthode DHS (limitation au mode sphérique fondamental,
M = 6)
Pour analyser la cause de ces erreurs, nous traçons la répartition d’amplitude normalisée des




p,q , contribuant au
rayonnement du champ E et du champ H et calculée à partir des composantes de C+ associées
























La figure II.10 et la figure II.11 donnent respectivement NTErp,q et N
TMr
p,q . On constate que dans les
deux modes, les répartitions d’amplitude sont identiques en raison de la séparation équidistance
et symétrique des capteurs électriques et magnétiques (cf. figure II.8a).
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Figure II.10 – Répartition des amplitudes des harmoniques sphériques contribuant au rayonne-
ment du champ E pour d = 0 (bleu), d = 0.1λ (vert) et d = 0.2λ (rouge).
Figure II.11 – Répartition des amplitudes des harmoniques sphériques contribuant au rayonne-
ment du champ H pour d = 0 (bleu), d = 0.1λ (vert) et d = 0.2λ (rouge).
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Le nombre maximal d’harmoniques pouvant être prises en compte lors de la recomposition du
champ EM en O est de Nh = M. Dans le cas de l’antenne vectorielle à six éléments, cette limite
est de Nh = 6 ce qui signifie que les harmoniques incluses dans la recomposition du champ sont
d’ordre 1 (mode fondamental). Cependant, l’ordre maximal Ns des modes sphériques contri-
buant significativement au rayonnement, augmente en fonction de d (cf. figure II.10 et figure
II.11), et ceci indépendamment de la topologie d’antennes. On constate donc que les antennes
ne comportent pas suffisamment de capteurs pour considérer les harmoniques d’ordre supé-
rieur à 1 qui, dans le cas étudié, se propagent en raison de la répartition spatiale appliquée aux
éléments rayonnants. Par conséquent, l’information apportée par ces harmoniques d’ordre su-
périeur est négligée, provoquant une mauvaise recomposition du champ en O et donc une erreur
d’estimation.
Afin d’évaluer quelle topologie d’antennes est la plus performante en termes de précision d’esti-
mation, on utilise généralement la borne de Cramer Rao définie en (I.10). Cependant, cette borne
n’est applicable que pour des estimateurs non biaisés. Or, on constate que si le nombre d’har-
moniques est supérieur à celui des capteurs, l’estimateur par produit vectoriel devient biaisé (cf.
figure II.13) empêchant l’utilisation de la borne de Cramer Rao.
Ainsi, sans aller jusqu’à l’estimation de la précision angulaire qui peut être coûteuse en temps
de calcul, un critère, noté ηe, basé sur la connaissance de la matrice C+, a été établi. Il résulte
de la décomposition en valeurs singulières de C+ donnée ci-après :
C+ = UΣV =
[











où ui et vi correspondent respectivement aux ième vecteurs singuliers gauche et droite et
σ1 > σ2 > . . . > σM sont les valeurs singulières de M+. Il consiste à calculer le rapport entre
la moyenne des valeurs singulières de M+, qui représente la quantité de puissance moyenne
rayonné par les M premières harmoniques sphériques et la valeur de conditionnement de M+






Σ¯ est la moyenne des valeurs singulières de M+ et cond(Σ) son conditionnement. Un critère de






La figure II.12 montre le critère ηeN pour les quatre topologies d’antennes précédemment simu-
lées (cf. figure II.8), en prenant comme référence, l’antenne à six éléments colocalisés.
Le critère obtenu pour chaque configuration d’antennes est cohérent avec les erreurs d’estima-
tion maximales (cf. figure II.13). Plus la distance augmente, plus la précision d’estimation est
dégradée. Malgré cette dégradation de performances, on constate que la topologie A reste celle
qui offre la meilleure précision d’estimation.
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Figure II.12 – Critère d’efficacité d’estimation relative à l’antenne composée de six éléments
colocalisés en fonction de d/λ pour quatre topologies A,B,C et D.
Cette étude préliminaire montre que les estimations sont plus précises avec une antenne à élé-
ments colocalisés ce qui, dans le cadre de notre étude, est intéressant afin de réponse aux critères
de compacité. Cependant, cette approche n’a pas encore été évaluée avec des antennes réalistes
en présence de couplage mutuel et d’éventuelles perturbations de rayonnement. Il est donc né-
cessaire de vérifier les bonnes performances de cette méthode avant de confirmer son intérêt.
3.2 Technique de traitement haute-résolution - MUSIC
Une des techniques de goniométrie largement utilisée est la méthode haute-résolution MUSIC.
Elle fût introduite aux antennes polarisées dans les années 1980 par R.O. Schmidt [8] et E.
Ferrara [9]. Depuis, de nombreuses études ont permis de proposer plusieurs variantes comme
on a pu le voir précédemment. L’optimisation des techniques de traitement est hors du champ de
recherche de cette thèse. Par conséquent, nous n’aborderons dans ces travaux que l’algorithme
classique [8]. MUSIC est une méthode basée sur la décomposition en sous espaces de la matrice
de covariance des observations et l’estimation du nombre de sources.
3.2.a Matrice de covariance des observations
Notée RXX, la matrice de covariance est donnée par :
RXX = E[XX
∗] (II.55)
On considère K sources EM dont les enveloppes complexes sont définies dans le vecteur S =
[S 1,S 2,. . .,S K]. En repartant de (II.14) et en considérant que ces sources sont des processus
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déterministes centrés et statistiquement décorrélés, la matrice de RXX peut s’écrire :
RXX = E[DSnSn
∗D∗] + E[WnWn
∗] = DRSS D
∗ + RWW (II.56)
Les matrices RSS et RWW correspondent respectivement à la matrice de covariance des K sources
d’émission et à la matrice de covariance des composantes du bruit associées aux M capteurs.
En pratique, la matrice RXX est inconnue et doit donc être déterminée à partir de plusieurs
observations bruités. Dans le cas le plus courant, on estime RXX à partir de N observations,









La qualité de l’estimation dépend du nombre d’observation. Ainsi, plus N sera élevé, plus pré-
cise sera l’estimation de RXX.
3.2.b Détermination des sous espaces signal et bruit
Une décomposition en valeurs singulières est ensuite effectuée sur RXX dans le but d’établir
une base orthonormée du sous espace signal et du sous espace bruit. Pour cela, on estime le
nombre de sources, en analysant la décroissance des valeurs singulières. Le bruit étant spatiale-
ment non-cohérent, les plus faibles valeurs singulières sont associées au sous espace bruit. Par
conséquent, les K plus grandes valeurs singulières déterminent le nombre de sources et leurs
vecteurs singuliers correspondant, une base orthonormée du sous espace signal, notée ES. De
même, pour les M − K plus faibles valeurs singulières, les vecteurs singuliers associés déter-
minent une base orthonormée du sous espace bruit, notée EW . Ainsi, on constate qu’avec cette
algorithme on ne pourra détecter un maximum de M − 1 sources.
La présence d’un faible RPB peut engendrer des difficultés pour déterminer le nombre de
sources K en raison de la diminution de l’écart d’amplitude entre la plus faible valeur sin-
gulière associée à ES et celle la plus élevée associée à EW . Dans notre étude, nous considérons
le nombre de sources est connu et est égale à K = 1.
3.2.c Fonction MUSIC à partir d’une antenne non polarisée
Les K sources sont supposées décorrélées. Par conséquent, EW est orthogonale aux K vec-
teurs de direction associés, inclus dans D(φ, θ). L’estimation des paramètres φk et θk liés aux
directions d’arrivée des K signaux mesurés est basée sur cette orthogonalité. Dans le cas d’une
antenne non polarisée, cela revient à déterminer les K extrema de la fonction MUSIC :












( f (φ, θ))
}
(II.59)
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3.2.d Fonction MUSIC à partir d’une antenne vectorielle
Pour une antenne vectorielle, les paramètres liés à la polarisation des ondes EM, à savoir γk et
ηk, doivent être pris en compte lors de la recherche des K extrema. Par conséquent, la fonction
MUSIC devient :
f (φ, θ, γ, η) =
1
D(φ, θ, γ, η)E∗
W
EW D
∗(φ, θ, γ, η)
(II.60)
et




( f (φ, θ, γ, η))
}
(II.61)
Par conséquent, l’utilisation d’une antenne polarisée permet, en plus d’estimer la direction d’ar-
rivée, d’estimer la polarisation d’une onde EM. En contre partie, le coût calculatoire augmente
en passant d’une estimation de 2 paramètres (φ, θ) à une estimation de 4 paramètres (φ, θ, γ, η).
Néanmoins, de récentes études proposent des solutions pour réduire les temps de calculs comme
l’approche par représentation quaternion du modèle d’observation [67, 80] qui permet de ré-
duire au minimum d’un facteur deux la demande en ressource mémoire et les coûts de calcul.
Dans le cadre de cette thèse, on s’intéresse aux ondes incidentes en polarisation TMz. Les
paramètres γ et η sont donc fixés à γ = π/2 et η = 0. La figure II.13 illustre un exemple de
fonction MUSIC pour une polarisation donnée TMz et pour une onde incidente de direction
φ = 90◦ et θ = 45◦.
Figure II.13 – Exemple de fonction MUSIC f (φ, θ, π2 , 0) à partir d’une antenne vectorielle à six
dipôles élémentaires colocalisés pour φ = 90◦ et θ = 45◦.
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3.2.e Impact de la répartition spatiale des éléments de l’antenne sur les perfor-
mances d’estimation
La diversité spatiale peut être combinée à la diversité de polarisation rajoutant ainsi le vecteur
de phase spatiale, noté T(φ, θ). Ce vecteur de phase apporte une information supplémentaire sur
la direction d’arrivée ce qui permet d’augmenter la précision d’estimation [45, 81, 82].
Pour illustrer cette amélioration, nous avons calculé la borne de Cramer Rao en polarisation
TMz de la topologie A, précédemment étudiée (cf. figure II.8), avec d = 0 et d = 0.25λ.
Stoica et Nehorai [83, 84] ont défini la borne de Cramer Rao pour tout estimateur non biaisé.
En repartant de cette expression et en supposant un très grand nombre d’observations (N →∞),
on calcule la borne des paramètres φ et θ, BCR(φ) et BCR(θ), à partir du modèle d’observation



























La figure II.14 donne, pour la topologie A à éléments colocalisés et à éléments répartis avec
d = 0.25λ, les valeurs maximales de BCR(φ) et BCR(θ) obtenues dans l’ensemble du demi-
espace 3D pour différentes valeurs de RPB, allant de 15dB.m−2 à 55dB.m−2. Le détail du calcul
est donné en annexe A.1.
Figure II.14 – BCR(φ) et BCR(θ) d’une antenne vectorielle à six éléments en polarisation TMz,
colocalisés et décolalisée selon une répartition circulaire dans le plan Oxy de rayon d = 0.25λ.
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On constate qu’avec des capteurs colocalisés, {BCR(φ)}max = {BCR(θ)}max. Cependant, lors-
qu’ils sont spatialement répartis dans le plan Oxy, la précision d’estimation du paramètre φ
s’améliore. A précision égale, le RPB est plus faible de 4dB. En revanche, la précision de θ
reste inchangée en raison d’une répartition spatiale seulement dans le plan azimutal. Pour amé-
liorer l’estimation en azimut et en site, il faut appliquer une répartition tridimensionnelle des
capteurs.
En revanche, comme pour les antennes non polarisées, l’augmentation de la distance entre élé-
ments augmente le risque d’ambiguïtés. Ainsi, chaque topologie d’antennes vectorielles à élé-
ments spatialement répartis, développées au cours de ces travaux, feront l’objet d’une étude
paramétrique permettant de déterminer la distance maximale entre capteurs pouvant être appli-
quée sans générer d’ambiguïtés angulaires.
3.2.f Analyse du risque d’ambiguïtés en radiogoniométrie 3D
Pour illustrer le processus d’analyse du risque d’ambiguïtés, nous prenons l’exemple d’une
antenne composée de six dipôles verticaux répartis sur un cercle de 0.5λ de diamètre.
Dans le cas de l’estimation d’un seul des deux paramètres, φ par exemple, l’analyse est basée sur
le calcul du spectre d’ambiguïtés 2D, comme proposé dans [14, 85]. En remplaçant le vecteur
de direction d(φ, θ) par d(φ) dans (I.20), l’angle α devient :






A partir de (II.63), on calcule la fonction de dépendance dans la direction φ1, notée Γφ1(φ), avec
φ ∈ [0; 2π] :
Γφ1(φ) = α(φ1, φ) (II.64)
Le spectre d’ambiguïtés 2D représente l’ensemble des fonctions Γφ1(φ) pour φ ∈ [0; 2π] comme
illustré sur la figure II.15. Le risque d’ambiguïtés, dans la direction φ1, correspond à l’écart
minimal, noté αmin, entre Γφ1(φ1) et le premier minimum de Γφ1(φ). αmin(φ1) = 0
◦ signifie qu’au
minimum un des vecteurs d(φ), avec φ , φ1, est linéairement dépendant de d(φ1) et par consé-
quent que l’estimation de φ1 est ambiguë. A l’inverse, αmin(φ1) = 90◦ signifie une orthogonalité
parfaite et donc un risque d’ambiguïtés nul.
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Figure II.15 – Construction du spectre d’ambiguïtés 2D à partir de la fonction de dépendance
Γφ(φ).
Dans le cas d’une estimation de φ et θ, dans l’ensemble de l’espace, une analyse 3D du risque
d’ambiguïtés est nécessaire. Une récente étude [86] propose une approche consistant à calculer
les spectres 2D Γφ pour chaque angle en site et à les mettre bout à bout pour former le spectre
3D. Cependant, cette approche fournit des résultats lourds et difficilement interprétables. Nous
proposons donc une autre approche calculant directement les fonctions de dépendance tridi-
mensionnelles :
Γφ1,θ1(φ, θ) = α(φ1, θ1, φ, θ) (II.65)
Nous formons ensuite le spectre d’ambiguïtés 3D en ne conservant que le risque d’ambiguïtés
αmin(φ, θ) pour chaque direction d’arrivée de l’espace. Les antennes ayant généralement des dis-
tances entre capteurs relativement petites, nous considérons arbitrairement que les ambiguïtés
apparaissent pour des angles espacés d’au moins 15◦. Ainsi tous les angles αmin(φ, θ) dont la
direction (φ, θ) est proche de 15◦ de la direction d’arrivée (φ1, θ1) ne sont pas considérés comme
des ambiguïtés. La figure II.16 illustre ce processus d’analyse 3D. Sur les spectres présentés,
l’axe radiale correspond aux angles θ et l’axe circulaire représente les angles φ.
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Figure II.16 – Illustration de l’extraction des αminimal des fonctions d’ambiguïtés pour établir
le spectre d’ambiguïtés 3D, exemple à (φ = 30◦, θ = 90◦) et (φ = 270◦, θ = 45◦).
4 Antennes vectorielles à composantes limitées
Lorsque les antennes de goniométrie sont intégrées sur ou proche d’un porteur ayant des sur-
faces conductrices, la mesure des six composantes du champ EM peut être altérée. Afin de
s’affranchir des éventuelles perturbations causées par la présence d’une structure porteuse, une
plaque métallique est utilisée comme support d’antennes. Elle permet d’atténuer le rayonne-
ment en dessous du support, là où se situe le porteur. Cependant, l’utilisation d’un tel support
limite le nombre de composantes du champ EM pouvant être mesurées.
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4.1 Antennes vectorielles à trois composantes
En positionnant l’antenne vectorielle sur un support métallique dans le plan Oxy, les éléments
rayonnants Ex, Ey et Hz sont court-circuités empêchant ainsi la mesure des composantes du
champ associées. L’antenne est donc constituée de seulement trois éléments : Ez, Hx et Hy, qui
peuvent être considérés comme un monopôle pour le capteur électrique Ez et de deux demi-
boucles électriques pour les capteurs magnétiques Hx et Hy. Cependant, des études ont montré
que la mesure de seulement trois composantes du champ EM était suffisante pour estimer la
direction d’arrivée d’une onde EM incidente [47, 87, 88, 89, 90, 91]. Des réalisations d’an-
tennes à seulement trois éléments, appliquées à la goniométrie sont présentées dans [46, 47].
La figure II.17 illustre l’antenne à trois éléments colocalisés, positionnés sur une plaque métal-
lique circulaire, constituée d’un monopôle électrique mesurant la composante en z du champ
électrique et noté Ez et de deux demi-boucles électriques mesurant les composantes x et y du
champ magnétique et notées respectivement Hx et Hy.
Figure II.17 – Topologie de l’antenne à trois éléments colocalisés sur un support métallique
circulaire.
A partir de cette antenne, le vecteur de direction d(φ, θ, γ, η) devient :
aEz(φ, θ, γ, η)
aHx(φ, θ, γ, η)
aHy(φ, θ, γ, η)
 =

− sin θ 0
− sinφ − cosφ cos θ












En développant (II.66) pour une polarisation verticale et horizontale, c’est-à-dire TMz (η = 0 et




− cos φ cos θ
− sinφ cos θ






 ⊙ T(φ, θ) (II.68)
dTEz(φ, θ) et dTMz(φ, θ) désignent respectivement le vecteur de direction de l’antenne vectorielle
à trois éléments Ez, Hx et Hy en polarisation TEz et TMz.
En polarisation TEz (II.67), seules les deux composantes du champ magnétique varient en fonc-
tion de φ et θ. La composante du champ électrique mesurée Ez est nulle quelque soit la direction
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d’arrivée. La variation de Hx et Hy en site est identique ce qui empêche l’estimation de θ (ra-
diogoniométrie 2D).
En polarisation TMz (II.68), on observe une diversité d’amplitude sur les trois composantes du
champ EM en fonction de φ et θ. L’amplitude de la composante électrique varie en fonction de
θ et celles des deux composantes magnétiques en fonction de φ. Ainsi, l’angle en azimut est
déterminé par le rapport entre les deux composantes x et y du champ magnétique et l’angle en
site est déterminé par le rapport entre le champ électrique mesuré et le champ magnétique total
calculé à partir des deux composantes horizontales, dans l’hypothèse d’un champ incident ayant
le caractère d’une onde plane.
On en conclut que la réduction du nombre de composantes limite, pour une couverture angulaire
3D, l’estimation de direction d’arrivée aux signaux ayant une polarisation TMz.
4.2 Adaptation de la technique DHS
L’ajout d’un support métallique modifie la répartition des modes sphériques. Par conséquent,
le traitement doit être adapté et l’opérateur C+ ajusté à cette nouvelle antenne en sélectionnant
judicieusement les harmoniques sphériques significatives, contribuant au rayonnement des trois
capteurs. Nous avons donc calculé les répartitions d’amplitudes NTEr et NTMr , selon la relation
(II.51), sans et avec un support de taille infinie (cf. figure II.18 et figure II.19).
Figure II.18 – Répartition des amplitudes des harmoniques sphériques contribuant au rayonne-
ment du champ E avec (vert) et sans (bleu) support métallique.
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Figure II.19 – Répartition des amplitudes des harmoniques sphériques contribuant au rayonne-
ment du champ H avec (vert) et sans (bleu) support métallique.




1,1 rayonnent. Le mode sphé-
rique rayonné est celui du 1er ordre (mode fondamental Ns = 1). En revanche, en présence d’un
support métallique de taille infinie, des harmoniques d’ordre supérieur contribuent au rayonne-
ment du champ électromagnétique. Ces harmoniques permettent, en combinant le champ EM
qui leur est associé à celui du mode fondamental, d’annuler le champ rayonné en dessous du
support métallique. Par conséquent, ces modes ne sont pas nécessaires pour la recomposition
du champ EM incident dans la partie supérieure au support. Ainsi l’opérateur C+ est ajusté en





L’estimation par vecteur de Poynting n’est plus possible avec cette antenne à trois éléments en
raison de la suppression des composantes Ex, Ey et Hz. Nous estimons donc directement la di-
rection d’arrivée à partir de la réponse du vecteur de direction dTMz(φ, θ) (II.68), en considérant












+ π si Hx et Ez sont en opposition de phase
θ = sin−1
 |Ez|√(H2x + H2y )ζ

(II.69)
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4.3 Adaptation de la technique MUSIC
L’impact sur le traitement MUSIC est minime. Seul le vecteur de direction est remplacé par
celui de l’antenne à trois éléments, en polarisation TMz (II.68), donnant la fonction MUSIC
suivante :







4.4 Impact sur la précision d’estimation
La réduction du nombre de composantes limite le nombre d’échantillons mesurés et par consé-
quent modifie les performances d’estimation. Pour analyser et quantifier cette dégradation, nous
calculons la borne de Cramer Rao des deux paramètres φ et θ, avec et sans réduction du nombre
de composantes, en remplaçant dans (II.62), d(φ, θ) par dTMz(φ, θ). Le détail du calcul est donné
en annexe A.2.
La figure II.20 donne la valeur maximale de BCR(φ) et BCR(θ), pour une antenne à six élé-
ments colocalisés, {Ex, Ey, Ez,Hx,Hy,Hz}, et pour une antenne à trois éléments colocalisés,
{Ez,Hx,Hy}, en polarisation TMz. La borne est évaluée dans l’ensemble du demi-espace 3D,
excepté à θ = 90◦ pour l’antenne à trois éléments en raison d’une singularité de la borne de Cra-
mer Rao, causée par une variation locale nulle du champ électrique mesuré (cf. annexe A.2).
Figure II.20 – BCR(φ) et BCR(θ) maximales dans le demi-espace 3D, à partir d’une antenne
vectorielle à six éléments colocalisés et à trois éléments colocalisés, en polarisation TMz.
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En polarisation TMz, la précision d’estimation de l’angle φ est identique pour les deux antennes.
En effet, à partir de (II.68), on constate que la composante Hz est nulle. Ainsi, sa suppression
ne modifie en rien les performances d’estimation. Cependant, on observe une dégradation de la
précision d’estimation de l’angle θ. A précision égale, le RPB est supérieur de 22.5dB à celui
de l’antenne à six éléments. Cela équivaut à une dégradation de 22.5dB sur la sensibilité. Les
capteurs étant colocalisés, ce critère peut être appliqué à la technique DHS.
Cette augmentation de l’erreur est causée par le manque de variation en site des composantes
du vecteur dTMz(φ, θ) lorsque θ → 90◦. D’après (II.68), dans le cas de capteurs colocalisés,
seule l’amplitude de la composante mesurée du champ électrique varie en fonction de θ. Pour
analyser sa variation en θ, nous calculons la puissance normalisée PNa , exprimée en décibel, en
sortie du monopôle électrique dans le plan E (Oxz) :





avec dTMz,i correspondant à la ième composante du vecteur dTMz . La figure II.21 donne PNa (θ).
Figure II.21 – Puissance normalisée en sortie du monopôle électrique dans le plan E (Oxz).
La puissance en sortie du monopôle électrique varie en sin2 θ. Ainsi, de θ = 60◦ à θ = 90◦, la
dynamique de puissance est de 1.25dB contre 11.3dB entre θ = 10◦ et θ = 40◦ (cf. figure II.21).
Par conséquent, l’estimation sera plus sensible aux variations d’amplitude causées par le bruit
pour des angles en site proches de θ = 90◦ que pour des angles en site plus faibles.
Pour vérifier ces résultats, nous simulons l’estimation de direction d’arrivée avec les deux tech-
niques de traitement précédemment introduites, à partir des deux topologies d’antennes, avec
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des capteurs non couplés positionnés sur un support métallique infini. Quatre directions d’arri-
vée sont choisies arbitrairement pour ces simulations : (φ = 55◦,θ = 20◦), (φ = 95◦,θ = 40◦),
(φ = 130◦,θ = 60◦) et (φ = 45◦,θ = 80◦). L’estimation est réalisée pour un RPB=40dB.m−2,
pour N=100 observations par estimation et L = 20 estimations par direction d’arrivée afin de
calculer une erreur angulaire RMS. Les tableaux II.1 et II.2 donnent respectivement les erreurs
d’estimation en site, en azimut et la distance angulaire de l’erreur pour chaque direction d’arri-
vée avec l’approche DHS et l’algorithme MUSIC.
φ θ ∆θRMS(φ, θ) ∆φRMS(φ, θ) ∆aRMS(φ, θ) ∆aRMS(φ, θ) Ref
55◦ 20◦ 0.57◦ 0.57◦ 0.79◦ 0.92◦
95◦ 40◦ 0.83◦ 0.87◦ 1◦ 0.95◦
130◦ 60◦ 2.03◦ 0.71◦ 2.12◦ 0.95◦
45◦ 80◦ 5.49◦ 0.70◦ 5.53◦ 0.75◦
Table II.1 – Erreur d’estimation RMS en azimut ∆φRMS(φ, θ), en site ∆θRMS(φ, θ) et la distance
angulaire de l’erreur angulaire ∆aRMS(φ, θ) de l’antenne théorique à trois éléments avec le trai-
tement DHS et RPB=40dB.m−2, N = 100 et L = 20.
φ θ ∆θRMS(φ, θ) ∆φRMS(φ, θ) ∆aRMS(φ, θ) ∆aRMS(φ, θ) Ref
55◦ 20◦ 0.89◦ 0.80◦ 0.93◦ 0.87◦
95◦ 40◦ 0.81◦ 0.67◦ 0.99◦ 0.77◦
130◦ 60◦ 1.77◦ 0.74◦ 0.86◦ 0.87◦
45◦ 80◦ 5.39◦ 0.60◦ 5.40◦ 0.94◦
Table II.2 – Erreur d’estimation RMS en azimut ∆φRMS(φ, θ), en site ∆θRMS(φ, θ) et la distance
angulaire de l’erreur RMS ∆aRMS(φ, θ) de l’antenne théorique à trois éléments avec le traitement
MUSIC et RPB=40dB.m−2, N = 100 et L = 20.
Avec un nombre réduit de capteurs, une dégradation de la précision d’estimation est observée,
quelque soit le traitement utilisé, pour des directions d’arrivée ayant un angle en site proche
de θ = 90◦. La distance angulaire de l’erreur d’estimation RMS est de ∆aRMS(φ, θ) = 5.53◦
avec l’approche DHS et ∆aRMS(φ, θ) = 5.4◦ avec l’algorithmeMUSIC. En comparant les erreurs
obtenues en site et en azimut, on constate que seule l’estimation de l’angle θ est dégradée.
Ces résultats confirment les performances obtenues par le calcul de la borne de Cramer Rao
et montrent que les performances obtenues avec les deux techniques, DHS et MUSIC, sont
équivalentes.
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5 Conclusion du chapitre
Dans ce chapitre, le principe général des antennes vectorielles ainsi que les principales tech-
niques de conception d’antennes multibandes ont été rappelés. Unmodèle d’observation général
a ensuite été introduit et développé pour le cas spécifique d’une antenne vectorielle composée
de six dipôles élémentaires.
Deux techniques de traitement adaptées à ce modèle ont ensuite été présentées.
La première, nommée DHS, est basée sur l’estimation par calcul du vecteur de Poynting. Elle
permet de recomposer le champ EM incident à partir des observations mesurées, à l’aide de
la décomposition en harmoniques sphériques du rayonnement de chaque capteur. L’intérêt de
cette technique est qu’elle permet de prendre en compte les éventuels effets de couplage inter-
capteurs et qu’elle est adaptée à l’utilisation d’antennes compactes. En effet, une étude para-
métrique en fonction de la taille de l’antenne et de la répartition des éléments, a montré que
cette approche offre une meilleure précision d’estimation pour des solutions d’antennes com-
pactes en raison de la limitation des modes sphériques pouvant être pris en compte. En présence
d’une répartition spatiale des éléments, cet estimateur devient biaisé. Nous avons donc établi un
critère, permettant d’évaluer l’efficacité des antennes vectorielles utilisant cette approche.
La deuxième technique à être présentée est l’algorithme MUSIC. Son principe de fonctionne-
ment, basé sur la décomposition en sous espaces, a été rappelé. Des études ont montré que la
combinaison de la diversité de polarisation avec la diversité spatiale permettait d’améliorer les
performances d’estimation [45, 81, 82]. Nous avons validé cette amélioration en implémentant
la borne de Cramer Rao des deux paramètres φ et θ pour deux topologies d’antennes vectorielles
à six éléments colocalisés et spatialement répartis. Contrairement à la méthode DHS, nous avons
constaté que plus la taille de l’antenne est importante, meilleure est la précision d’estimation (si
aucune ambiguïté angulaire n’est présente). En plus de l’estimation de direction d’arrivée, cet
algorithme peut être utilisé pour estimer la polarisation des ondes incidentes. Cependant, dans
ce cas, le coût de calcul et la demande en ressources mémoire augmentent fortement [80].
Les antennes vectorielles à composantes limitées ont ensuite été introduites en vue de réduire
les perturbations de rayonnement causées par un éventuel porteur. Une architecture composée
de seulement trois éléments, un monopôle électrique et deux demi-boucles électriques a été
proposée. Cette réduction du nombre de composantes restreint l’estimation, pour une couverture
angulaire 3D, aux ondes polarisées TMz. De plus, le traitement DHS doivent être adapté pour
sélectionner judicieusement les harmoniques sphériques contribuant au rayonnement de chaque
capteur. En revanche, très peu de modifications sont à prévoir pour l’algorithme MUSIC. La
précision d’estimation avant et après réduction du nombre de composantes est évaluée par le
calcul des bornes de Cramer Rao et par des simulations théoriques avec ces deux techniques
de traitement. Les résultats montrent une dégradation des performances pour des directions
proches de θ = 90◦ en raison du manque de dynamique sur le champ électrique mesuré dans
cette zone angulaire. Cette dégradation est observée pour les deux techniques, qui fournissent
une précision d’estimation similaire, de l’ordre de 5◦ avec un RPB=40dB.m−2.
68 Antennes vectorielles et techniques de traitement de goniométrie adaptées
Chapitre III
Choix du traitement d’antennes
vectorielles à composantes limitées
En vue de valider les concepts théoriques précédemment présentés, une première topologie
d’antennes, basée sur l’antenne vectorielle à trois composantes, est proposée dans ce chapitre.
Elle est composée d’un capteur électrique et de deux capteurs magnétiques permettant d’estimer
la direction d’arrivée d’ondes transverses magnétiques dans l’ensemble du demi-espace 3D.
Dans un premier temps, les capteurs sont colocalisés afin de réduire l’encombrement de l’an-
tenne. Sa précision d’estimation est évaluée par simulation numérique au travers des deux tech-
niques de traitement précédemment présentées, à savoir la technique DHS et MUSIC. Les ré-
sultats fournis par ces deux algorithmes sont analysés puis comparés. Un prototype est ensuite
réalisé pour valider expérimentalement l’approche par simulation. Des mesures sont donc effec-
tuées en chambre anéchoïque et les performances obtenues sont comparées à celles simulées.
A l’issue de cette premier étude, l’algorithme de goniométrie fournissant la meilleure précision
d’estimation, parmi les deux techniques implémentées, est sélectionné pour la suite de l’étude.
Dans un second temps, la diversité spatiale est rajoutée à la diversité de polarisation en sépa-
rant spatialement les éléments rayonnants de l’antenne dans le but d’améliorer les performances
d’estimation. Une analyse du risque d’ambiguïtés détermine les nouvelles dimensions de l’an-
tenne. Cette amélioration est quantifiée par simulation numérique. Deux supports d’antennes de
taille différente sont modélisés afin d’analyser l’impact du porteur sur la précision d’estimation.
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1 Développement d’une antenne vectorielle à trois capteurs
colocalisés
Nous avons tout d’abord développé une première antenne vectorielle, que nous nommons an-
tenne Cloc, afin de valider les concepts théoriques étudiés dans le chapitre précédent. Cette
antenne est basée sur la mesure de seulement trois composantes du champ EM. Elle est compo-
sée de trois capteurs colocalisés : un capteur, noté Ez, mesurant la composante en z du champ
électrique et deux capteurs, notés Hx et Hy, mesurant respectivement la composante en x et y du
champ magnétique. Nous avons dimensionné cette antenne pour une fréquence opérationnelle
de 2800MHz, fréquence arbitrairement fixée, avec une impédance d’entrée de 50Ω. La figure
III.1 donne une vue d’ensemble de l’antenne Cloc.
Figure III.1 – Vue d’ensemble de l’antenne Cloc - trois éléments rayonnants colocalisés : deux
demi-boucles chargées et un monopôle.
1.1 Dimensions de l’antenne
Les capteurs électrique et magnétiques sont des structures planaires, imprimées sur un substrat
epoxy FR4 double face d’une épaisseur de 1.5mm, ayant une permittivité εr = 3.55 et des pertes
diélectriques tanδ = 0.02. Le tableau III.1 et la figure III.2 donnent les dimensions de l’antenne
Cloc.
a 6.74mm c1 3mm d1 0.8mm e 11mm g 13.4mm i 60mm
b 20mm c2 3mm d2 2mm f 36.5mm h 25mm
Table III.1 – Dimensions de l’antenne Cloc.
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Figure III.2 – Antenne Cloc à trois éléments rayonnants colocalisés.
Cette antenne est positionnée sur un support octogonal métallique (non représenté sur la figure
III.2) d’un diamètre de 2.8λ, avec λ étant la longueur d’onde, soit 300mm.
1.2 Les capteurs électrique et magnétiques
L’antenne est constituée d’un capteur électrique orienté le long de l’axe z et de deux capteurs
magnétiques orthogonaux orientés le long de l’axe x et y. Ces trois capteurs sont colocalisés au
centre du support octogonal. Par conséquent, ils sont connectés entre eux en un point, appelé
point de connexion sur la figure III.1. Cette connexion doit être prise en compte lors du déve-
loppement des éléments rayonnants car leurs propriétés électriques et radiatives vont dépendre
de celles des deux autres capteurs.
1.2.a Les capteurs magnétiques
Les capteurs magnétiques sont des demi-boucles chargées à double accès. L’utilisation de ses
antennes est justifiée par leurs faibles encombrement mais aussi par la conservation d’une di-
rectivité symétrique [92] réduisant ainsi les coefficients des harmoniques d’ordre supérieur re-
latives au mode fondamental. La figure III.3 montre un schéma de fonctionnement de l’antenne
demi-boucle à double accès.
La particularité de cette antenne est sa double excitation en opposition de phase, une à chaque
extrémité, dont l’intérêt principal est de favoriser un fonctionnement monomodal avec une dis-
tribution uniforme des courants pour garantir la symétrie du rayonnement. Deux effets capacitifs
sont aussi présents sur chaque extrémité de l’antenne. Le premier, réalisé au travers d’une ca-
pacité série, permet d’adapter l’impédance d’entrée de l’antenne tandis que le second, réalisé
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Figure III.3 – Schéma de fonctionnement du capteur magnétique.
par couplage entre le plan de masse sous l’antenne et la structure rayonnante, a pour effet de
charger la demi-boucle de façon à régler sa fréquence de résonance.
La figure III.4 donne le schéma de réalisation du capteur magnétique.
(a) Vue de côté (b) Vue de face
Figure III.4 – Schéma de réalisation du capteur magnétique.
Dans notre cas, il s’agit d’une antenne planaire, imprimée sur un substrat en epoxy FR4 double
face. Une moitié de la demi-boucle est imprimée sur la face avant du diélectrique, comme
illustré en figure III.4b, tandis que l’autre moitié est positionnée sur la face arrière de façon
symétrique. Deux via-holes (trous de raccordement) permettent de connecter les deux structures
rayonnantes imprimées sur chaque face du substrat. La double excitation en opposition de phase
est réalisée aux deux extrémités, au travers de deux connecteurs SMA notés E1 et E2. Les deux
effets capacitifs sont ajoutés sur chacune des extrémités de l’antenne. Le premier est réalisé au
travers du couplage entre une pastille conductrice B, connectée à la structure rayonnante D, et
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une plaque métallique notée C. Le second est réalisé entre la plaque A connectée à E1 et la
structure rayonnante de la demi-boucle D.
1.2.b Le capteur électrique
La figure III.5 montre le schéma de fonctionnement du capteur électrique.
Figure III.5 – Schéma de fonctionnement du capteur électrique.
D’une longueur théorique de λ/4, il s’agit d’un simple monopôle électrique. En vue de fabri-
quer un prototype, un toit capacitif est ajouté pour ajuster la longueur électrique de la structure
rayonnante si nécessaire. La figure III.6 donne le schéma de réalisation pour l’antenne Cloc.
Figure III.6 – Schéma du capteur électrique.
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Sur ce schéma, le toit capacitif est défini par I et la structure rayonnante principale par G. La
connexion entre le capteur électrique et les deux demi-boucles modifie l’adaptation d’impé-
dance en sur-couplant l’impédance d’entrée. Pour compenser cette désadaptation, un effet ca-
pacitif parallèle positionné en entrée du monopôle, est appliqué par couplage entre le disque de
cuivre F et le plan de masse C. Le monopôle est imprimé sur un substrat en epoxy FR4 double
face. Par conséquent, des via-holes (trous de raccordement) sont présents pour permettre de
connecter les deux faces de la structure rayonnante.
1.3 Couplage entre capteurs
Le couplage entre capteurs est caractérisé en simulant les paramètres S sur chaque sortie de
l’antenne vectorielle. Le tableau III.2 donne les coefficients de couplage entre les capteurs de
l’antenne Cloc simulés à 2800MHz.
Capteur Ez Capteur Hx Capteur Hy
Capteur Ez X -7.7 -7.7
Capteur Hx -7.7 X -14.7
Capteur Hy -7.7 -14.7 X
Table III.2 – Couplage en dB entre les capteurs de l’antenne Cloc à 2800MHz
On constate que le capteur électrique est fortement couplé aux capteurs magnétiques avec un
couplage de -7.7dB. Ce couplage, qui aura une répercussion sur l’efficacité de l’antenne, est
causé par la connexion des capteurs entre eux (cf. figure III.1).
1.4 Diagrammes de rayonnement
Le diagramme de rayonnement de chaque capteur est évalué dans l’ensemble de l’espace au
travers de simulations numériques. La figure III.7 donne le gain simulé de chaque capteur de
l’antenne Cloc en polarisation TMz, relative au repère de l’antenne vectorielle (cf. figure III.1),
à 2800MHz.
Le diagramme de rayonnement du capteur électrique est omnidirectionnel en azimut. Cepen-
dant, contrairement au rayonnement d’un monopôle élémentaire théorique, on observe un gain
nul (inférieur à -25dBi) à θ = 20◦ ∀φ, créant ainsi deux lobes secondaires en site. L’origine
de cette forte atténuation est liée à la présence du support métallique. Des ondes EM se pro-
pagent sur sa surface créant ainsi une diffraction par discontinuité d’impédance sur ses bords.
Le champ diffracté, combiné à celui rayonné par le capteur électrique, vient générer des inter-
férences destructives annulant le gain dans certaines directions. En plus de cet effet indésirable,
le support octogonal provoque une augmentation du gain de l’ordre de 1.5dB tous les 45◦ en
azimut à environ θ = 65◦.
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(a) Gain simulé du capteur Ez (b) Gain simulé du capteur Hx
(c) Gain simulé du capteur Hy
Figure III.7 – Gain simulé du capteur électrique Ez et des capteur magnétiques Hx et Hy de
l’antenne Cloc en polarisation TMz à 2800MHz.
En ce qui concerne le rayonnement des capteurs magnétiques, on observe des diagrammes sy-
métriques en raison de la colocalisation des éléments mais aussi de la double excitation en
opposition de phase des deux demi-boucles. On obtient donc un diagramme bidirectionnel en
azimut. En site, on retrouve les effets de bord du support à θ = 90◦ et θ = 20◦ créant trois
lobes. Le gain maximal simulé à 2800MHz pour chaque capteur de l’antenne Cloc, en prenant
en compte l’adaptations d’impédance, est :
− pour le capteur Ez : -1.7dBi ;
− pour le capteur Hx : 7.7dBi ;
− pour le capteur Hy : 7.7dBi.
Le gain du capteur électrique est faible à cause du fort couplage observé précédemment, entre le
monopôle et les deux demi-boucles (cf. tab III.2), conduisant à une dissipation de la puissance
fournie dans les charges connectées à chaque extrémité des capteurs magnétiques.
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2 Simulation des performances d’estimation de l’antenne
Cloc
Pour démontrer la faisabilité d’estimer la direction d’arrivée d’ondes TMz dans le demi-espace
3D, à partir de la mesure de seulement trois composantes du champ EM, nous évaluons la pré-
cision d’estimation de l’antenne Cloc à l’aide des deux techniques de traitement précédemment
présentées que sont les algorithmes DHS et MUSIC.
2.1 Conditions de l’estimation
L’estimation de direction d’arrivée est réalisée à partir de simulations numériques. La réception
d’une onde plane indicente en polarisation TMz, générant une densité de puissance Pr, est simu-
lée dans chaque direction d’arrivée pour φ ∈ [0◦ - 360◦] avec une résolution angulaire de ∆φ =5◦
et θ ∈ [0◦ - 90◦] avec une résolution angulaire de ∆θ =5◦. Pour chaque onde incidente, le vec-
teur de direction d(φ, θ) correspondant en est extrait. Un bruit gaussien décorrélé, de puissance
Pn, est ajouté aux échantillons simulés en sortie des capteurs, N fois, donnant ainsi un vecteur
d’observation X ∈ CM,N . Ce vecteur est ensuite injecté dans l’algorithme de traitement. Dans
ces simulations, la puissance de bruit est fixée à -111dBm correspondant à un facteur de bruit
FB=10dB dans une bande passante ∆ f=200kHz. Ces caractéristiques de réception sont définies
en vue de comparer les performances obtenues avec celles de l’antenne développée par la suite,
fonctionnant aux fréquences GSM. L’estimation de chaque direction d’arrivée est réitérée L fois
dans le but de calculer une précision RMS.
Cette étude a pour but de valider la topologie d’antennes mais aussi de comparer les perfor-
mances des deux techniques DHS et MUSIC. Par conséquent, l’antenne Cloc est évaluée à
l’aide de ces deux algorithmes. Le tableau III.3 récapitule les conditions d’estimation définies
pour l’évaluation de la précision d’estimation de l’antenne Cloc.
Algorithme MUSIC & DHS
Couverture angulaire φ ∈ [0◦ ; 360◦]
θ ∈ [0◦ ; 90◦]
Résolution angulaire ∆φ = 5◦
∆θ = 5◦
Puissance de bruit Pn -111dBm
Nombre d’observation N 100
Nombre d’estimation L 20
Table III.3 – Récapitulatif des conditions d’estimation pour la caractérisation par simulation
des performances de l’antenne Cloc
Pour prendre en compte les distorsions d’amplitude et de phase en sortie des capteurs, causées
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par d’éventuelles perturbations de rayonnement liées à l’environnement proche de l’antenne, un
étalonnage doit être réalisé. Plusieurs approches peuvent être utilisées [30, 93, 94, 95]. Néan-
moins, la qualité de ces processus influe sur la précision d’estimation. C’est pourquoi, afin de
ne caractériser que les performances liées à l’antenne et non celles liées à la méthode de ca-
libration, nous décidons d’effectuer un étalonnage en utilisant directement les diagrammes de
rayonnement simulés des capteurs. De ces diagrammes, on en déduit les vecteurs de direction
d(φ, θ) de référence utilisés dans MUSIC ou les coefficients des harmoniques sphériques sor-
tantes pour la technique DHS.
2.2 Risque d’ambiguïtés
Avant d’évaluer la précision d’estimation, il est nécessaire de vérifier le risque d’ambiguïtés de
l’estimation de direction d’arrivée dans l’ensemble du demi-espace 3D à partir d’une antenne
à trois éléments colocalisés. Le spectre d’ambiguïtés 3D de l’antenne Cloc est donc évalué par
calcul analytique dans le cas d’une antenne théorique composée de dipôles élémentaires sans
effet de couplage et par simulation numérique dans le cas de l’antenne réaliste présentée dans
cette étude. L’intérêt de confronter ces deux spectres est d’analyser l’impact d’une antenne
réaliste (effets de couplage, perturbations de rayonnement, ...) sur le risque d’ambiguïtés. La
figure III.8 donne les spectres d’ambiguïtés correspondant.
(a) (b)
Figure III.8 – Spectres d’ambiguïtés 3D de l’antenne Cloc pour d = 0 obtenus par (a) calcul
analytique et par (b) simulation numérique.
Sur le spectre théorique (cf. figure III.8a), on remarque une ambiguïté totale (αmin=0◦) à θ = 0◦.
Cette ambiguïté est causée par la singularité de l’estimation de l’angle φ à θ = 0◦. Cependant,
l’angle en azimut influe très peu sur la direction d’arrivée dans cette zone angulaire. On peut
donc négliger cette ambiguïté qui n’impactera pas la précision d’estimation. Dans le reste de
l’espace, aucune ambiguïté n’est observée.
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En prenant en compte les diagrammes de rayonnement simulés, on constate que le risque d’am-
biguïtés est plus important (cf. figure III.8b). L’atténuation du champ EM à θ = 20◦, causée
par les effets de bord du support métallique (cf. figure III.7), provoque une ambiguïté angulaire
quelque soit φ. Cette ambiguïté pourra être confirmée par la suite avec le calcul de la précision
d’estimation.
2.3 Précision d’estimation avec la technique de traitement MUSIC
L’évaluation de la précision d’estimation est tout d’abord effectuée à l’aide de l’algorithme
MUSIC et à partir des diagrammes de rayonnement issus des simulations EM. Elle est carac-
térisée pour deux densités de puissance incidente, arbitrairement fixées à Pr = -95dBW.m
−2
et Pr = -100dBW.m
−2 et correspondant respectivement à un RPB=46dB.m−2 et 41dB.m−2. La
figure III.17a donne l’erreur d’estimation RMS ∆aRMS obtenue à partir des conditions données
dans le tableau III.3. Les angles en site θ correspondent à l’axe radial tandis que l’axe circulaire
représente les angles en azimut φ.
(a) (b)
Figure III.9 – Erreur RMS ∆aRMS(φ, θ) simulée de l’antenne Cloc obtenue à l’aide de MUSIC
avec (a) Pr = -95dBW.m
−2 et (b) Pr = -100dBW.m
−2.
Pour une densité de puissance Pr = -95dBW.m
−2, l’estimation de direction d’arrivée est précise
dans l’ensemble de l’espace (∆aRMS < 2.5◦), excepté à θ = 20◦ ∀ φ où l’on observe une erreur
RMS de 30◦ provoquée par les ambiguïtés angulaires présentes dans ces directions (cf. figure
III.8). Lorsque l’amplitude du champ incident décroît, par exemple pour Pr = -100dBW.m
−2, on
remarque que la précision d’estimation commence à se détériorer pour les angles en site proches
de θ = 90◦ sur l’ensemble des azimuts. En analysant séparément l’erreur angulaire en φ et θ (cf.
figure III.10), on constate que cette dégradation est principalement présente sur l’estimation
de l’angle en site. ∆θ(φ, θ) augmente en raison de la faible dynamique du champ électrique
mesuré pour des angles θ proches de 90◦, comme observé précédemment (cf. chapitre II), mais
aussi en raison de l’atténuation du champ EM provoquée par le support métallique. En effet, les
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(a) (b)
Figure III.10 – Erreur angulaire RMS simulée de l’antenne Cloc obtenue à l’aide de MUSIC
avec Pr = -100dBW.m
−2 en (a) azimut (∆φ(φ, θ)) et (b) en site (∆θ(φ, θ)).
diagrammes de rayonnement de chaque capteur (cf. figure III.7) montrent un affaiblissement du
gain dans ces directions ce qui réduit le RSB sur chaque voie de réception et par conséquent
augmente l’erreur d’estimation.
2.4 Précision d’estimation avec la technique de traitement DHS
La précision d’estimation est ensuite évaluée avec l’algorithme DHS (cf. figure III.11), en
conservant les diagrammes de rayonnement simulés. Pour ces simulations, l’échelle de l’er-
reur est augmentée pour mieux visualiser les zones angulaires dans lesquelles l’estimation est
perturbée.
(a) (b)
Figure III.11 – Erreur RMS ∆aRMS(φ, θ) simulée de l’antenne Cloc obtenue à l’aide de l’algo-
rithme DHS avec (a) Pr = -95dBW.m
−2 et (b) Pr = -100dBW.m
−2.
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Comme avec MUSIC, on retrouve une erreur importante à θ = 20◦ en raison des ambiguïtés an-
gulaires présentes dans ces directions. Cependant, pour le reste du demi-espace 3D, l’estimation
est plus dégradée avec des erreurs RMS pouvant aller jusqu’à 25◦ contre 2.5◦ avec MUSIC, soit
une dégradation de précision d’un facteur 10. Cette différence est directement liée au principe
de fonctionnement de l’algorithme DHS. Pour analyser ces erreurs, nous traçons la répartition
d’amplitude des harmoniques sphériques contribuant au rayonnement du champ E et H de l’an-
tenne Cloc à partir de (II.51). Nous comparons ces répartitions d’amplitude à celles obtenues
avec une antenne théorique idéale, composée de capteurs élémentaires non couplés, positionnés
sur un support de taille infinie (cf. figure III.12 et figure III.13).
En présence des perturbations de rayonnement liées aux diffractions du champ sur le bord du
support métallique, une partie de la puissance normalement portée par les harmoniques fon-
damentales se retrouve sur des harmoniques sphériques d’ordre supérieur. Ainsi, en plus de
celles observées dans le cas de l’antenne idéale, contribuant à l’annulation du champ en des-
sous du support (cf. figure II.18 et figure II.19), des harmoniques sphériques d’ordre supérieur,
initialement non rayonnées, se propagent. Pour les prendre en compte, un nombre suffisant de
capteurs doit être utilisé [76]. Cependant, dans le cas de l’antenne Cloc, l’utilisation de seule-
ment trois d’éléments rayonnants limite la couverture des harmoniques sphériques au mode
fondamental. Ainsi, malgré l’utilisation des diagrammes de rayonnement issus de simulations
EM pour effectuer la décomposition en harmoniques sphériques, les variations du rayonnement
en comparaison avec ceux de dipôles élémentaires, ne peuvent être calibrées. C’est pourquoi,
on retrouve des erreurs d’estimation là où les diagrammes de rayonnement sont altérés par le
support métallique. On distingue nettement les effets de l’augmentation du gain tous les 45◦ à
environ θ = 65◦ (cf. figure III.7) sur l’erreur d’estimation en raison de la forme octogonale du
support. En faisant varier la densité de puissance incidente (cf. figure III.14b), on constate que
ces erreurs maximales sont du même ordre de grandeur ce qui démontre qu’elles sont indépen-
dantes du RPB en sortie de l’antenne.
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Figure III.12 – Répartition des amplitudes des harmoniques sphériques contribuant au rayon-
nement du champ E de l’antenne idéale (bleu) et de l’antenne Cloc.
Figure III.13 – Répartition des amplitudes des harmoniques sphériques contribuant au rayon-
nement du champ H de l’antenne idéale (bleu) et de l’antenne Cloc.
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En séparant l’erreur en φ et en θ, on remarque que la précision est principalement dégradée
en θ (cf. III.14) avec une erreur RMS maximale de 7.3◦ en azimut et 25◦ en site. L’estimation
en 2D (azimut seulement) est plus précise en raison de la symétrie entre les diagrammes de
rayonnement des capteurs Hx et Hy qui est conservée.
(a) (b)
Figure III.14 – Erreur angulaire RMS simulée de l’antenne Cloc obtenue à l’aide de l’algo-
rithme DHS avec Pr = -95dBW.m
−2 en (a) azimut (∆φ(φ, θ)) et en (b) site (∆θ(φ, θ)).
Pour améliorer la précision de θ, il faudrait augmenter le nombre de capteurs pour prendre
en compte un plus grand nombre d’harmoniques sphériques. Cependant, l’augmentation du
nombre d’éléments peut engendrer des couplages inter-capteurs. Il faut donc trouver un com-
promis entre le nombre d’éléments rayonnants et le couplage EM.
3 Mesure des performances d’estimation de l’antenne Cloc
Afin de valider expérimentalement les performances obtenues par simulation, un prototype de
l’antenne Cloc est réalisé pour mesurer sa précision d’estimation à l’aide des deux techniques
de traitement.
3.1 Réalisation d’un prototype
Un prototype est fabriqué en utilisant les dimensions fournies en figure III.2 et dans le tableau
III.1. Comme en simulation, les substrats utilisés sont du FR4 epoxy sur lequel les structures
rayonnantes sont imprimées et du ROGER 4003C comme support. La figure III.15 donne un
aperçu du prototype réalisé.
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Figure III.15 – Prototype de l’antenne Cloc.
Pour valider cette réalisation, nous avons mesuré, dans une chambre anéchoïque du LAAS-
CNRS décrite en annexe B, le gain de chaque capteur de l’antenne Cloc à 2800MHz que nous
avons ensuite comparé à ceux simulés. La figure III.16 donne les diagrammes de rayonnement
simulés et mesurés pour seulement φ ∈ [315◦ - 45◦] et θ ∈ [0◦ - 90◦] en raison de la symétrie par
rotation présente dans la géométrie de l’antenne.
Les diagrammes de rayonnement obtenus en mesure sont similaires à ceux obtenus en simu-
lation. On note seulement une légère modification du rayonnement du capteur électrique Ez.
L’augmentation du gain à θ = 65◦ causée par la forme octogonale du support est plus uniforme
en azimut avec le prototype qu’en simulation. Les valeurs maximales de gain pour chaque cap-
teur dans cette zone de l’espace 3D, obtenues en simulation et en mesure, sont données dans le
tableau III.4. On constate qu’elles sont très proches ce qui permet de valider les caractéristiques
simulées de l’antenne Cloc.




Table III.4 – Gain maximal simulé et mesuré de chaque capteur de l’antenne Cloc en polarisa-
tion TMz à 2800MHz dans l’espace φ ∈ [315◦ - 45◦] et θ ∈ [0◦ - 90◦].
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(a) Gain simulé du capteur Ez (b) Gain mesuré du capteur Ez
(c) Gain simulé du capteur Hx (d) Gain mesuré du capteur Hx
(e) Gain simulé du capteur Hy (f) Gain mesuré du capteur Hy
Figure III.16 – Gain simulé et mesuré du capteur électrique Ez et des capteur magnétiques Hx
et Hy de l’antenne Cloc en polarisation TMz à 2800MHz.
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3.2 Conditions d’estimation
La précision d’estimation est évaluée au travers des mesures réalisées dans la chambre ané-
choïque du LAAS-CNRS. Ces mesures ont pour but de valider les performances obtenues par
simulation numérique. Ainsi les mêmes conditions d’estimation sont utilisées. Seule la résolu-
tion angulaire en site est réduite à ∆θ = 2◦ en raison de la réduction de l’espace dans lequel les
performances sont mesurées. Le tableau III.5 récapitule ces conditions.
Algorithme MUSIC & DHS
Couverture angulaire φ ∈ [−45◦ ; 45◦]
θ ∈ [0◦ ; 90◦]
Résolution angulaire ∆φ = 5◦
∆θ = 2◦
Puissance de bruit Pn -111dBm
Nombre d’observation N 100
Nombre d’estimation L 20
Table III.5 – Récapitulatif des conditions d’estimation pour la caractérisation par mesure des
performances de l’antenne Cloc
L’étalonnage du prototype est réalisé par la mesure du gain de chaque capteur aux fréquences
d’estimation pour prendre en compte les perturbations de rayonnement dans le traitement MU-
SIC. Pour la méthode DHS, les diagrammes de rayonnement dans l’ensemble de l’espace
n’ayant pas été mesurés, on ne peut pas en déduire les harmoniques sphériques correspon-
dantes. Par conséquent, nous utilisons les diagrammes simulés comme données de calibration
pour la technique DHS.
3.3 Précision d’estimation avec la technique de traitement MUSIC
L’estimation est d’abord réalisée à l’aide de l’algorithme MUSIC. La figure III.17 donne la
précision simulée et mesurée de l’antenne Cloc pour Pr = -95dBW.m
−2 afin de comparer les
résultats obtenus.
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(a) (b)
Figure III.17 – Erreur RMS ∆aRMS(φ, θ) de l’antenne Cloc pour Pr = -95dBW.m
−2 obtenue à
l’aide de l’algorithme MUSIC en (a) simulation et (b) en mesure.
Les erreurs angulaires présentes en simulation à φ = 315◦, 0◦ et 45◦ pour θ ≈ 90◦, sont am-
plifiées en mesure, provoquant un biais maximal de 5◦ dans ces directions. Cette augmentation
est due aux défauts de réalisation du prototype qui réduisent la robustesse de l’estimation. Pour
le reste de l’espace, on retrouve bien les ambiguïtés angulaires à θ = 20◦ provoquées par la
présence du support métallique. Malgré ces défauts de réalisation, la mesure permet de valider
les performances d’estimation obtenues à l’aide de MUSIC par simulation.
3.4 Précision d’estimation avec la technique de traitement DHS
La précision mesurée est ensuite évaluée à l’aide de l’algorithme DHS. La figure III.18 donne
la précision obtenue en simulation et en mesure pour Pr = -95dBW.m
−2.
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(a) (b)
Figure III.18 – Erreur RMS ∆aRMS(φ, θ) de l’antenne Cloc pour Pr = -95dBW.m
−2 obtenue à
l’aide de l’algorithme DHS (a) en simulation et (b) en mesure.
La précision mesurée est cohérente avec celle simulée. On retrouve les erreurs d’estimation
causées par les déformations du diagramme de rayonnement du capteur électrique. Ces erreurs
sont moins importantes en mesure car la variation du gain provoquée par la forme octogonale
du support métallique est moins prononcée (cf. figure III.16). Comme sur les résultats obtenus
avec MUSIC, on observe une augmentation de l’erreur angulaire pour les directions proches de
θ = 90◦ à cause de certaines imprécisions lors de la réalisation du prototype.
Cette première étude a permis de démontrer la faisabilité d’estimer la direction d’arrivée d’une
onde polarisée TMz dans l’ensemble de l’espace 3D à partir de seulement trois composantes du
champ EM. Les deux techniques de traitement, l’algorithme DHS et MUSIC, ont été utilisées
pour caractériser la précision d’estimation de l’antenne Cloc. Cette caractérisation a montré que
l’algorithme DHS était trop sensible aux variations de rayonnement et qu’avec seulement trois
capteurs, l’erreur RMS peut atteindre 25◦ quelque soit le RPB en sortie de l’antenne. Toutes
modifications des diagrammes de rayonnement entraînent de fortes erreurs d’estimation liées à
la perte d’information portée par les harmoniques sphériques d’ordre supérieur, qui ne sont pas
prises en compte. Une solution consisterait à augmenter le nombre de capteurs, cependant on
perdrait l’intérêt de la colocalisation des éléments. Par conséquent, cette technique est écartée
pour le reste de l’étude. Le traitement MUSIC est quant à lui plus robuste grâce à la prise en
compte de l’ensemble des variations du rayonnement permettant d’obtenir des erreurs d’esti-
mation RMS inférieures à 2.5◦ dans la quasi-totalité du demi-espace. Néanmoins, des effets de
bord du support métallique créent des ambiguïtés angulaires θ = 20◦ ∀ φ.
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4 Répartition spatiale des capteurs
De récentes études ont démontré l’amélioration des performances d’estimation en combinant la
diversité de polarisation avec la diversité spatiale [45, 81]. En répartissant spatialement les élé-
ments rayonnants, une phase spatiale en sortie des capteurs, comme indiqué dans l’expression
analytique du vecteur de direction en (II.68), apporte une information supplémentaire sur la
direction d’arrivée des ondes incidentes permettant ainsi d’améliorer la précision d’estimation.
Nous allons utiliser cette approche pour améliorer les performances d’estimation obtenues avec
l’antenne Cloc.
4.1 Topologie proposée
Une nouvelle antenne composée de trois capteurs spatialement répartis, que nous appelons an-
tenne Dloc, est donc proposée. Basée sur l’antenne Cloc, ces éléments rayonnants, notés Ez, Hx
et Hy, mesurent respectivement la composante en z du champ électrique et les composantes en
x et y du champ magnétique. La figure III.19 illustre la topologie de l’antenne Dloc.
Figure III.19 – Topologie de l’antenne Dloc composée de trois capteurs spatialement distribués,
notés Ez, Hx et Hy.
La contrainte de séparer les capteurs suivant une répartition planaire (éléments répartis sur le
plan xy) est imposée afin de réduire la complexité et l’encombrement de l’antenne. Les éléments
sont équidistants, séparés du centre de l’antenne, d’une distance notée d.
4.2 Analyse du risque d’ambiguïtés théorique
Une ambiguïté angulaire se produit si deux directions d’arrivée, suffisamment séparées dans
l’espace, génèrent deux vecteurs de direction d(φ, θ) colinéaires. Dans le cas d’une répartition
spatiale des capteurs, la taille de l’antenne est un critère important qui influe sur l’apparition des
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ambiguïtés [5, 14, 16, 96]. Plus les déphasages entre les éléments de l’antenne sont importants,
c’est-à-dire plus d est grand, plus le risque d’ambiguïtés est élevé. On note dAMB, la distance
limite pour laquelle il n’y a aucune ambiguïté causée par la séparation spatiale des capteurs.
Afin d’évaluer dAMB pour l’antenne Dloc, nous calculons le spectre d’ambiguïtés 3D théorique
pour quatre distances d ∈ [0 ; 0.3λ] avec un pas de 0.1λ (cf. figure III.20). Cette analyse ne prend
en compte que les effets de la diversité spatiale et de la diversité de polarisation. Les hypothèses
définies sont les suivantes : les capteurs électrique et magnétiques sont considérés comme des
dipôles élémentaires découplés et aucun support métallique n’est utilisé.
(a) (b)
(c) (d)
Figure III.20 – Spectres d’ambiguïtés 3D théoriques de l’antenne Dloc pour (a) d = 0, (b)
d = 0.1λ, (c) d = 0.2λ et (d) d = 0.3λ.
Comme pour l’antenne Cloc, on observe une ambiguïté angulaire à θ = 0◦ causée par la sin-
gularité de l’estimation de l’angle en azimut présente dans cette direction. Pour le reste du
demi-espace 3D, aucune ambiguïté n’est détectée jusqu’à d = 0.2λ, où deux zones ambiguës
apparaissent, à savoir φ = 0◦ et φ = 180◦. En analysant plus finement le risque d’ambiguïtés
pour d ∈ [0.1λ − 0.2λ], on obtient dAMB = 0.17λ. Ainsi pour éviter toute estimation ambiguë
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liée à la diversité spatiale des éléments de l’antenne, le critère suivant doit être respecté :
d < 0.17λ (III.1)
Une large distance d permet d’améliorer la précision d’estimation [45, 81, 82]. Cependant, on
constate qu’à partir de d = 0.17λ des ambiguïtés angulaires apparaissent. Nous avons donc fait
un compromis entre le risque d’ambiguïtés et l’amélioration des performances d’estimation en
fixant d = 0.14λ. Ce compromis permet de définir un seuil de protection face aux ambiguïtés
qui peut varier en fonction du RPB et des erreurs de modélisation de l’antenne.
4.3 Calcul de la borne de Cramer Rao
Afin d’évaluer l’amélioration apportée par la répartition spatiale des capteurs, nous comparons
la borne de Cramer Rao pour l’antenne Cloc (d = 0) et l’antenne Dloc (d = 0.14λ). La figure
III.21 donne les bornes maximales calculées pour l’angle φ et θ dans l’ensemble du demi-espace
3D pour un RPB allant de 15dB.m−2 à 55dB.m−2.
Figure III.21 – BCR(φ) et BCR(θ) maximales obtenues dans l’ensemble du demi-espace 3D, à
partir de l’antenne Cloc (d = 0) et de l’antenne Dloc (d = 0.14λ), en polarisation TMz.
La comparaison de la précision théorique entre ces deux antennes, montre une amélioration
de la précision d’estimation, surtout en θ, avec l’antenne Dloc qu’avec l’antenne Cloc. Pour
une même précision, l’antenne Dloc permet de diminuer de 2dB le RPB pour l’estimation de
θ. L’amélioration apportée par cette répartition spatiale sur l’estimation de φ, est quant à elle
faible.
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4.4 Dimensions de l’antenne
Les capteurs de l’antenne Dloc sont de même nature que ceux de l’antenne Cloc à savoir un
monopôle pour le capteur électrique et deux demi-boucles chargées pour les capteurs magné-
tiques. Les dimensions des éléments ont été réajustées pour une fréquence de résonance de
2400MHz. L’effet capacitif à l’entrée du monopôle a été supprimé. Le tableau III.6 et la figure
III.22 donnent les dimensions de l’antenne Dloc.
Figure III.22 – Antenne Dloc à trois éléments rayonnants spatialement répartis.
a 6.74mm c1 4mm d1 2.2mm e 23.5mm g 100mm
b 19mm c2 3.5mm d2 2.2mm f 25mm r 35mm
Table III.6 – Dimensions de l’antenne Dloc.
Comme pour l’antenne Cloc, cette antenne est positionnée sur un support octogonal métallique
(non représenté sur la figure III.22) d’un diamètre de 2.8λ, avec λ étant la longueur d’onde, soit
350mm.
4.5 Couplage entre capteurs
Le tableau III.7 donne les coefficients de couplage entre les capteurs de l’antenne Dloc simulés
à 2400MHz.
Ces résultats nous montrent que la répartition spatiale des éléments rayonnants permet de ré-
duire le couplage inter-capteurs en comparaison à l’antenne Cloc (cf. tab III.2) avec un coeffi-
cient maximal de -15.5dB au lieu de -7.7dB.
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Capteur Ez Capteur Hx Capteur Hy
Capteur Ez X -20.8 -15.5
Capteur Hx -20.8 X -35.6
Capteur Hy -15.5 -35.6 X
Table III.7 – Couplage en dB entre les capteurs de l’antenne Dloc à 2400MHz
4.6 Diagrammes de rayonnement
La figure III.23 donne le gain simulé de chaque capteur de l’antenne Dloc, en polarisation TMz
à 2400MHz.
(a) Gain simulé du capteur Ez (b) Gain simulé du capteur Hx
(c) Gain simulé du capteur Hy
Figure III.23 – Gain simulé du capteur électrique Ez et des capteur magnétiques Hx et Hy de
l’antenne Dloc en polarisation TMz à 2400MHz.
Les diagrammes de rayonnement des capteurs sont dissymétriques en raison des perturbations
de rayonnement causées par la présence des autres éléments ainsi que de leur position relative
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par rapport au bord du support. Néanmoins, les diagrammes restent équivalent à ceux de dipôles
électriques et magnétiques. Pour le capteur électrique, comme pour l’antenne Cloc, on observe
deux lobes secondaires en site en raison des effets de bord du support. Le gain maximal simulé
à 2400MHz pour chaque capteur de l’antenne Dloc est :
− pour le capteur Ez : 6.1dBi ;
− pour le capteur Hx : 2.9dBi ;
− pour le capteur Hy : 2dBi.
Les capteurs n’étant plus connectés entre eux (découplés), on observe une augmentation du
gain du capteur Ez et une diminution de l’ordre de 3dB du gain des capteurs magnétiques.
Cette diminution est causée par de la charge en sortie des demi-boucles qui est augmentée d’un
facteur deux par rapport à l’antenne Cloc où les deux capteurs magnétiques sont connectées
(deux charges identiques en parallèles).
5 Simulation des performances d’estimation de l’antenne
Dloc
Suite à la caractérisation de l’antenne Cloc, le technique de traitement DHS fût écartée de
l’étude. Ainsi, les performances d’estimation de l’antenne Dloc sont évaluées qu’à partir de
l’algorithme MUSIC.
5.1 Conditions de l’estimation
Le processus d’étalonnage ainsi que les conditions d’estimation utilisées pour la caractérisa-
tion de l’antenne Dloc sont identiques à celles de l’antenne Cloc dans le but de comparer leur
performance. Elles sont rappelées dans le tableau III.8.
Algorithme MUSIC
Couverture angulaire φ ∈ [0◦ ; 360◦]
θ ∈ [0◦ ; 90◦]
Résolution angulaire ∆φ = 5◦
∆θ = 5◦
Puissance de bruit Pn -111dBm
Nombre d’observation N 100
Nombre d’estimation L 20
Table III.8 – Récapitulatif des conditions d’estimation pour la caractérisation par simulation
des performances de l’antenne Dloc
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5.2 Risque d’ambiguïtés
Le spectre d’ambiguïtés de l’antenne Dloc est évalué par calcul analytique et par simulation
numérique afin de détecter d’éventuelles ambiguïtés angulaires liées à des perturbations de
rayonnement causées par l’interaction entre éléments et par le support métallique. La figure
III.8 donne les spectres d’ambiguïtés 3D obtenus.
(a) (b)
Figure III.24 – Spectres d’ambiguïtés 3D de l’antenne Dloc pour d = 0.14λ obtenu (a) par
calcul analytique et (b) par simulation numérique.
Sur le spectre théorique (cf. figure III.24a), excepté la singularité de l’estimation en azimut à
θ = 0◦, aucune ambiguïté n’est détectée. Seule une augmentation du risque, liée à la diversité
spatiale, apparaît à φ = 15◦ et φ = 195◦ pour θ = 90◦ (plan de délocalisation des capteurs).
Sur le spectre d’ambiguïtés 3D (cf. figure III.24b), calculé à partir des diagrammes de rayonne-
ment simulés, on retrouve ces zones angulaires où le risque d’ambiguïtés est plus élevé. Cepen-
dant, on remarque que les ambiguïtés à θ = 20◦ ∀ φ, visibles sur le spectre de l’antenne Cloc (cf.
figure III.8b), ont été levées. Cette suppression d’ambiguïtés est dû à la phase spatiale générée
par la délocalisation des capteurs qui apporte une information supplémentaire sur la direction
d’arrivée.
5.3 Précision d’estimation avec la technique de traitement MUSIC
Pour valider la suppression de l’ambiguïté, la précision de l’estimation est calculée par si-
mulation numérique dans l’ensemble du demi-espace 3D, à l’aide de l’algorithme MUSIC.
Comme pour l’antenne Cloc, deux densités de puissance sont paramétrées : Pr = -95dBW.m
−2
et -100dBW.m−2 correspondant respectivement à un RPB=46dB.m−2 et 41dB.m−2. La figure
III.25 donne l’erreur RMS ∆aRMS obtenue à partir des conditions données dans le tableau III.8.
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Les angles en site θ correspondent à l’axe radial tandis que l’axe circulaire représente les angles
en azimut φ.
(a) (b)
Figure III.25 – Erreur RMS ∆aRMS(φ, θ) simulée de l’antenne Dloc obtenue à l’aide de MUSIC
avec (a) Pr = -95dBW.m
−2 et (b) Pr = -100dBW.m
−2.
Le calcul numérique de la précision d’estimation ne fait ressortir aucune ambiguïté angulaire
à θ = 20◦. On en conclut que la combinaison de la diversité de polarisation avec la diversité
spatiale permet de lever les ambiguïtés causées par les perturbations de rayonnement en ap-
portant une information supplémentaire sur la direction d’arrivée. On remarque cependant que
la dissymétrie des diagrammes de rayonnement ont affaibli la robustesse de l’estimation dans
certaines directions. Néanmoins, l’estimation reste précise avec une erreur angulaire maximale
de 5◦ RMS pour Pr = -95dBW.m
−2. Lorsque l’amplitude du signal incident diminue, l’erreur
d’estimation augmente pour les angles en site proche de θ = 90◦ (cf. III.25b), comme pour
l’antenne Cloc.
5.4 Précision d’estimation avec la technique de traitement MUSIC sur un
large support
Nous avons vu précédemment que le support métallique avait une influence sur les performances
d’estimation. Pour des systèmes de goniométrie mobiles, les antennes sont généralement posi-
tionnées sur de large structure comme le fuselage d’hélicoptère ou d’avion ou encore le toit
d’une voiture. Nous avons donc simulé de nouveau la précision d’estimation de l’antenne Dloc
à l’aide de MUSIC, mais cette fois-ci avec un support métallique plus large, de forme carré et
de taille 800x800mm. Les erreurs d’estimation RMS obtenues avec cette nouvelle installation
sont données en figure III.26 pour Pr = -95dBW.m
−2.
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Figure III.26 – Erreur RMS ∆aRMS(φ, θ) simulée de l’antenne Dloc sur un support métallique
800x800mm pour Pr = -95dBW.m
−2 obtenue à l’aide de MUSIC.
Les erreurs angulaires augmentent sur une grande partie des angles en azimut. Comme pour les
simulations précédentes, ces erreurs apparaissent pour des angles en site proches de θ = 90◦
en raison de la diffraction du champ sur le support qui, par combinaison, atténue la champ
mesuré. Ces erreurs d’estimation restent néanmoins acceptables avec une valeur maximale de
5.5◦ pour un RPB=46dB.m−2. Nous pouvons donc conclure que la taille du support influe sur
les performances d’estimation.
Il aurait été intéressant d’analyser plus en détail la géométrie et la taille du support pour réduire
au maximum ces erreurs. Cependant, pour la suite de l’étude, nous décidons de concentrer
notre travail sur l’optimisation de l’antenne plutôt que celle du support. Ainsi, nous conservons
ce support et utilisons ces résultats comme référence.
6 Conclusion du chapitre
Dans ce chapitre, une première antenne vectorielle à trois éléments colocalisés, sur un support
métallique de 2.8λ, a été développée. Elle est composée d’un monopôle mesurant la compo-
sante en z du champ électrique et deux demi-boucles chargées mesurant la composante en x
et en y du champ magnétique. Ses performances d’estimation ont été caractérisées au travers
de simulations numériques et à l’aide des deux techniques de traitement, MUSIC et DHS. Les
résultats obtenus ont montré, que malgré des ambiguïtés provoquées par des perturbations de
rayonnement liées à la présence du support métallique, MUSIC offre une meilleure précision
d’estimation dans l’ensemble du demi-espace 3D. L’algorithme DHS est trop sensible aux va-
riations de rayonnement et ne permet pas d’atteindre une précision inférieure à 20◦, avec seule-
ment trois capteurs, quelque soit le RPB en sortie de l’antenne. Dans la suite de l’étude, nous
utiliserons donc seulement l’algorithme MUSIC. La réalisation et la mesure d’un prototype de
cette première antenne a permis de valider expérimentalement ces résultats numériques.
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Dans une seconde partie, la diversité spatiale a été rajoutée à la diversité de polarisation en
répartissant spatialement les capteurs de l’antenne dans le but de lever les ambiguïtés et d’amé-
liorer la précision d’estimation. Cette répartition est limitée à une répartition planaire afin de
conserver une antenne compacte pouvant être facilement intégrée sur un porteur. Une analyse
du risque d’ambiguïtés a permis de fixer une distance maximale de séparation de 0.17λ. Un
compromis entre l’amélioration apportée par la diversité spatiale et le risque d’ambiguïtés a
donc été trouvé en fixant une distance de séparation de 0.14λ. La caractérisation par simulation
numérique a permis de valider la suppression des ambiguïtés. On note cependant une légère
augmentation de l’erreur d’estimation dans une zone proche de θ = 90◦, avec erreur de 5◦ RMS,
causée par la dissymétrie des diagrammes de rayonnement.
Cette première étude, nous a aussi permis d’établir une méthodologie de conception d’an-
tennes vectorielles de radiogoniométrie 3D, basée sur l’utilisation d’outils de simulations EM,
et d’autres outils comme le calcul de la borne de Cramer Rao et l’analyse du risque d’ambiguïtés
3D.
Enfin une simulation avec un plus large support, de 6.4λ de côté, a montré une modification de la
répartition de l’erreur dans le demi-espace 3D. L’erreur maximale reste autour de 5◦ RMS mais
ces erreurs s’étendent sur une plus large partie des angles en azimut. Il aurait été intéressant
d’optimiser la géométrie du support. Cependant, pour la suite de l’étude, nous décidons de
focaliser notre travail sur l’optimisation de l’antenne plutôt que celle du support.
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Chapitre IV
Développement d’une antenne vectorielle
de goniométrie UHF bibande
Les chapitres précédents ont permis de proposer une méthodologie de conception d’antennes
vectorielles appliquées à la radiogoniométrie 3D, en identifiant les paramètres physiques qui
influent sur les performances d’estimation. Deux antennes monobandes composées de seule-
ment trois éléments rayonnants ont été développées. La caractérisation de leurs performances,
à l’aide de l’algorithme MUSIC, a démontré non seulement que la mesure de trois composantes
du champ EM était suffisante pour estimer la direction d’arrivée d’une onde incidente TMz
dans l’ensemble du demi-espace 3D mais aussi que l’utilisation de la diversité spatiale était
nécessaire pour lever les ambiguïtés angulaires causées par les perturbations de rayonnement.
Malgré les performances encourageantes, obtenues avec ces deux premières antennes, des limi-
tations ont été mises en évidence :
− La première est la présence de zones angulaires sensibles dans lesquelles des erreurs
d’estimation apparaissent en raison d’une faible dynamique sur le champ E mesuré ;
− La seconde limitation est la couverture fréquentielle monobande. Les antennes de radio-
goniométrie sont généralement multibandes ou large bande dans le but de détecter et de
localiser un très grand nombre de sources EM.
Le but ce chapitre est de démontrer la faisabilité d’une antenne vectorielle multibande appliquée
à la radiogoniométrie 3D en proposant une topologie d’antennes originale, permettant d’amé-
liorer les performances d’estimation obtenues précédemment. Seule une couverture bibande est
adressée. L’extension à un plus grand nombre de bandes fera l’objet du chapitre suivant.
De nouveaux capteurs bibandes électriques et magnétiques sont développés à l’aide d’outils de
simulation EM. Ils sont ensuite utilisés pour concevoir une antenne vectorielle réaliste, en appli-
quant la méthode de conception précédemment mise en place. Les deux bandes de fréquences
GSM sont adressées dans le but de localiser des téléphones cellulaires en vue d’applications
SAR. Enfin, après la caractérisation des performances d’estimation de cette antenne au travers
de simulations numériques, un prototype est réalisé et caractérisé afin de valider expérimenta-
lement ces résultats.
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1 Topologie d’antennes vectorielles bibandes
Dans cette section, une topologie originale d’antennes vectorielles permettant une couverture
fréquentielle bibande est proposée tout en optimisant les performances de radiogoniométrie ob-
tenues avec l’antenne à trois capteurs monobandes. Pour restreindre l’encombrement et faciliter
l’intégration de l’antenne sur un éventuel porteur, la répartition spatiale des éléments est limitée
à une répartition planaire.
1.1 Description de la topologie
En repartant de la topologie d’antennes vectorielles monobandes à trois éléments répartis, deux
approches peuvent être envisagées pour élargir la couverture fréquentielle à deux bandes de
fréquences, nommées bande A et bande B, avec les fréquences ∈ B inférieures aux fréquences ∈
A. La première approche, notée F1, repose sur la combinaison de deux antennes monobandes,
tandis que la seconde, notée F2, consiste à remplacer les éléments rayonnants par des capteurs
bibandes.
1.1.a F1 : Combinaison d’antennes monobandes
L’approche F1 consiste à combiner deux antennes monobandes (cf. figure IV.1), nommées an-
tennes A et B, couvrant respectivement la bande A et la bande B. Ces deux antennes utilisent
l’architecture de l’antenne à trois éléments répartis précédemment étudiée.
Figure IV.1 – Topologie de l’antenne vectorielle bibande suivant F1 : trois capteurs couvrant la
bande A (Antenne A) et trois capteurs couvrant la bande B (Antenne B).
L’architecture d’antennes proposée est composée de six capteurs spatialement répartis : deux
capteurs électriques, notés ENz , mesurant la composante z du champ électrique et quatre cap-
teurs magnétiques, notés HNx et H
N
y , mesurant respectivement les composantes x et y du champ
magnétique. L’indice N correspond à l’indice de la bande de fréquences (A ou B). Chacune des
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deux antennes est circulaire de rayon dN , avec des éléments équi-répartis (un capteur tous les
120◦).
L’intérêt de cette approche est qu’elle utilise une antenne par bande de fréquences ce qui permet
de conserver une répartition spatiale suffisamment large pour assurer des performances d’esti-
mation optimales. En effet, la caractérisation de l’antenne monobande à trois éléments ainsi
que d’autres études [45, 81, 82] ont permis de mettre en évidence l’amélioration de la préci-
sion d’estimation en combinant la diversité de polarisation et la diversité spatiale. En revanche,
deux inconvénients ressortent de cette approche. Le premier est l’influence de l’antenne B sur le
rayonnement de l’antenne A. Sa présence va générer des perturbations de rayonnement risquant
de dégrader la précision d’estimation. Le second est l’augmentation du nombre de capteurs sans
pour autant améliorer les performances. En effet, l’antenne est composée de six capteurs, cepen-
dant, seulement trois d’entre eux sont utilisés pour l’estimation de direction d’arrivée par bande
de fréquences. Ainsi, comme pour l’antenne précédemment étudiée, le manque de dynamique
sur les signaux en sortie des capteurs électriques dégradera les performances d’estimation pour
des angles en site proche de θ = 90◦.
1.1.b F2 : Utilisation de capteurs bibandes
L’appproche F2 propose de remplacer les éléments monobandes par des capteurs bibandes. La
figure IV.2 illustre la topologie de l’antenne vectorielle suivant F2.
Figure IV.2 – Topologie de l’antenne vectorielle bibande suivant F2 : trois capteurs couvrant la
bande A et B (Antenne AB).
Cette topologie est composée de seulement trois capteurs bibandes spatialement répartis : un
capteur électrique, noté EABz , mesurant la composante z du champ électrique et deux capteurs
magnétiques, notés HABx et H
AB
y , mesurant respectivement les composantes x et y du champ
magnétique. Comme cette approche utilise des structures rayonnantes communes pour couvrir
les bandes A et B, les trois capteurs sont équidistants et positionnés sur un cercle de rayon dA.
Les fréquences de la bande A étant supérieures à celles de la bande B, la distance maximale
de délocalisation des éléments rayonnants est limitée par l’apparition d’ambiguïtés angulaires
dans la bande A, fixée à dAMB = 0.17λAmin, où λ
A
min
correspond à la longueur d’onde minimale de
la bande A. Par conséquent, dans la bande B, la distance électrique entre capteurs est réduite,
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diminuant ainsi l’amélioration apportée par la répartition spatiale des éléments. Le principal
avantage de cette architecture est l’utilisation de seulement trois capteurs pour assurer la cou-
verture bibande. Elle permet de conserver un faible encombrement et de réduire le nombre de
voies de réception nécessaire pour l’acquisition des signaux.
Ces deux approches F1 et F2 permettent d’adresser une couverture fréquentielle bibande avec
pour chacune des avantages et inconvénients. Néanmoins, étant basées sur la topologie de l’an-
tenne à trois éléments répartis, elles ne permettent pas d’optimiser la précision d’estimation
dans les zones angulaires proches de θ = 90◦, limitée par le manque de dynamique sur le champ
électrique mesuré. Pour remédier à cela, l’une des solutions est d’augmenter le nombre de cap-
teurs électriques. Cette augmentation va permettre d’obtenir plusieurs échantillons mesurés à
différentes positions rajoutant ainsi une phase spatiale en sortie des capteurs pouvant être utili-
sée pour renforcer l’estimation. De plus plusieurs mesures de la même composante du champ
va permettre de réduire l’impact du bruit dans le canal de réception sur la précision de mesure.
1.1.c Topologie d’antennes vectorielles bibandes optimisée
Une nouvelle topologie d’antennes vectorielles bibandes est proposée afin d’optimiser les per-
formances d’estimation dans les zones sensibles, identifiées suite à l’étude des antennes mo-
nobandes. Le nombre de capteurs est donc augmenté pour améliorer la précision de mesure du
champ EM incident. Pour minimiser l’encombrement et la complexité de l’antenne, la couver-
ture bibande est adressée en se basant sur l’approche F2. La figure IV.3 illustre la topologie de
l’antenne bibande proposée.
Figure IV.3 – Topologie de l’antenne vectorielle bibande à six capteurs spatialement répartis.
Cette architecture d’antennes est composée de six capteurs bibandes spatialement répartis :
trois capteurs électriques, notés EABz , mesurant la composante z du champ électrique et trois
capteurs magnétiques, notés HABxy , mesurant les composantes en x et y du champ magnétique.
Ces capteurs électriques et magnétiques sont respectivement équidistants et équi-répartis tous




. Parmi plusieurs architectures d’antennes possibles,
nous avons choisi cette topologie parce qu’elle offre plusieurs avantages :
− Les capteurs électriques et magnétiques adjacents peuvent être découplés en fixant





. En effet, avec ce rapport de distance, les sources de courant magnétique
sont positionnées sur l’axe des capteurs électriques adjacents. De fait, les sources de
courant électrique, orientées selon z, se trouve dans un nul du champ EM rayonné par
ces éléments. La figure IV.4 représente la répartition des sources de courant électrique
Je et magnétique Jm suivant la topologie proposée ;




− L’ajout de deux capteurs électriques spatialement répartis permet d’améliorer la préci-
sion de mesure du champ électrique pour les angles en site proches de θ = 90◦. De plus,
la phase spatiale entre les sorties de chacun de ces éléments apportent une information
supplémentaire sur la direction d’arrivée qui peut être utilisée pour renforcer l’estima-
tion ;
− La symétrie par rotation présente dans cette architecture permet de conserver des per-
formances de radiogoniométrie identiques tous les 120◦ en azimut dans l’ensemble du
demi-espace 3D.
1.2 Analyse du risque d’ambiguïtés
L’augmentation du nombre de capteurs modifie la répartition spatiale des éléments. Par consé-
quent, une analyse du risque d’ambiguïtés doit être réalisée afin de déterminer la distance maxi-
male de délocalisation des éléments rayonnants, notée dAMB, pouvant être appliquée sans géné-
rer d’ambiguïtés angulaires. Une première analyse théorique est réalisée en prenant en compte
les hypothèses suivantes :
− les capteurs électriques et magnétiques sont respectivement considérés comme des di-
pôles élémentaires électriques et magnétiques ;
− les capteurs sont découplés ;
− aucun support métallique n’est utilisé.
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étant respectivement les vecteurs de position du ième capteur électrique et
magnétique dans le repère cartésien Oxyz.
Pour cette analyse, le rapport de distance entre les capteurs électriques et magnétiques est fixé
à dABE /d
AB




H normalisées par la longueur d’onde λ. Le risque d’ambiguïtés
est évalué pour dAB
E
∈ [0 ; λ] avec une incrémentation spatiale ∆d = 0.25λ. Les figures IV.5a à
IV.5e donnent les spectres d’ambiguïtés 3D calculés pour ces cinq distances : dABE = 0, 0.25λ,
0.5λ, 0.75λ et λ. Les angles en site θ correspondent à l’axe radial tandis que l’axe circulaire
représente les angles en azimut φ. Le pas angulaire en azimut ∆φ et en site ∆θ est de 5◦.
Sur l’ensemble des spectres, nous retrouvons une ambiguïté totale (α = 0◦) à θ = 0◦, causée par
la singularité de l’estimation de l’angle φ présente à cet angle en site, quelque soit dAB
E
. Dans le
reste du demi-espace 3D, les ambiguïtés n’apparaissent qu’à partir dABE = 0.75λ à θ = 45
◦ pour
φ ∈ [30◦,90◦,150◦,210◦,270◦,330◦].
Cependant, les capteurs étant spatialement répartis dans le plan azimutalOxy, les premières am-
biguïtés angulaires liées à la délocalisation des capteurs doivent apparaître à θ = 90◦. En effet,
la dynamique des phases relatives entre capteurs sont plus importantes à θ = 90◦ augmentant
ainsi le risque d’ambiguïtés. Une seconde analyse a donc été réalisée avec une incrémentation
spatiale plus fine, ∆d = 0.01λ pour dAB
E
∈ [0.5λ ;0.75λ]. On obtient ainsi une distance maximale :
dAMB = 0.57λ (IV.2)
La figure IV.5f donne le spectre d’ambiguïtés 3D correspondant, où l’on observe les ambiguïtés
à θ = 90◦ pour φr ∈ [30◦,90◦,150◦,210◦,270◦,330◦].
Cette analyse a démontré que l’augmentation du nombre de capteurs, pour cette architecture
d’antennes, permet d’élargir la répartition spatiale des éléments rayonnants. Ainsi, avec cette
nouvelle topologie d’antennes, la distance maximale de séparation entre capteurs est passée de
dAMB = 0.17λ pour l’antenne Dloc, à dAMB = 0.57λ pour l’antenne vectorielle bibande (en haute
fréquence). L’augmentation de cette distance va permettre de faciliter l’intégration des capteurs
mais aussi d’accroître la dynamique de la phase spatiale observée à leur sortie, améliorant ainsi
la précision d’estimation.
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2 Conception des capteurs bibandes
Afin de démontrer la faisabilité de cette solution antennaire, nous développons des capteurs
électriques et magnétiques bibandes couvrant les deux plages de fréquences GSM, à savoir
[1710MHz-1880MHz] et [890MHz-960MHz].
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Pour assurer cette couverture fréquentielle, notre choix aurait pu se porter sur l’utilisation d’an-
tennes large bande couvrant l’ensemble de la bande [890MHz-1880MHz]. Cependant, pour des
raisons de sélectivité fréquentielle permettant de filtrer les fréquences hors des bandes d’intérêt,
nous avons fait le choix d’utiliser des capteurs multibandes.
En vue d’une installation sur des larges surfaces métalliques (ex : fuselage d’avion ou d’hélico-
père, coffre de voiture, ...), ces capteurs sont positionnés sur une plaque métallique pour prendre
en compte l’effet d’un éventuel porteur. Elle permet de réduire la taille des éléments rayonnants
grâce au théorème des images [13] mais aussi de simplifier la connectique en isolant les câbles
RF du rayonnement de l’antenne. Dans la phase de conception des capteurs, ce support est
considéré comme conducteur parfait de taille infinie.
Pour concevoir ces capteurs, de simple monopôles quart d’onde ou demi-boucles peuvent être
utilisés. Cependant, afin de garantir une large bande passante, nous faisons appel à des va-
riantes :
− le monopôle replié pour le capteur électrique [13] ;
− la demi-boucle chargée pour le capteur magnétique [92].
2.1 Développement du capteur électrique UHF bibande
Le capteur électrique bibande, noté EABz , est réalisé en se basant sur le principe du dipôle re-
plié détaillé en annexe C. Contrairement au cas théorique, la présence d’un support métallique
nous permet d’utiliser un monopôle au lieu d’un dipôle, réduisant ainsi par deux la hauteur de
l’antenne.
2.1.a Principe de fonctionnement du monopôle replié
La figure IV.6 illustre le schéma du monopôle replié. D’une hauteur théorique h = λ/4, il est
composé de deux brins connectés entre eux à leur extrémité. Le premier est excité à sa base
tandis que le second est ramené au potentiel de référence (support métallique) afin d’élargir la
bande passante [13].
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Figure IV.6 – Schéma du monopôle replié.
Pour illustrer le fonctionnement de ce capteur, nous avons développé un monopôle replié ré-
sonnant à 900MHz (cf. figure IV.7), dont les dimensions sont données dans le tableau IV.1. Les
deux brins sont symétriques (w1 = w2). La structure est imprimée sur un substrat en epoxy FR4
d’une épaisseur de 0.8mm, d’une permittivité εr = 4.4 et des pertes diélectriques tanδ = 0.02.
La figure IV.8 illustre la distribution des courants surfaciques sur le monopôle replié à la fré-
quence de résonnante 900MHz.
Figure IV.7 – Monopôle replié mono-
bande à brins symétriques résonnant à
900MHz.
Figure IV.8 – Courants surfaciques sur le
monopôle replié monobande à brins sy-
métriques résonnant à 900MHz.
On constate que la distribution des courants est symétrique sur les deux brins. Le courant est
maximal à la base des deux brins et est minimal à leur extrémité permettant ainsi de décom-
poser cette antenne en une combinaison de deux monopôles colocalisés. L’impédance d’entrée
théorique de cette antenne est Za = 4Zm, avec Zm étant l’impédance d’entrée d’un monopôle
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h 65mm w1 5mm
s 15mm w2 5mm
Table IV.1 – Dimensions du monopôle replié à brins symétriques résonnant à 900MHz
classique de longueur équivalente. Pour un monopôle replié d’une longueur λ/4, on obtient
ainsi Za = 146Ω (Zm = 37Ω). La figure IV.9 donne l’impédance simulée Za à l’entrée du mono-
pôle replié à brins symétriques.
Figure IV.9 – Impédance Za du monopôle replié à brins symétriques, résonnant à 900MHz.
On observe une impédance d’entrée Za = 101.5 − j44Ω. Étant donné que l’antenne à une hau-
teur h = 65mm (≈ λ/5), l’impédance est légèrement inférieure à 146Ω. Cette impédance élevée
peut s’avérer très utile dans certaines applications. Par exemple, dans le cas d’antennes à ré-
flecteur, comme les antennes Yagi, le brin excité voit généralement son impédance d’entrée
diminuer. Utiliser cette antenne comme source d’excitation permettrait de compenser cette di-
minution d’impédance. Cependant, il est souvent nécessaire d’adapter l’impédance de l’antenne
à l’impédance de charge, généralement fixée à 50Ω.
Avec le monopôle replié, cette adaptation d’impédance peut être réalisée en appliquant une
dissymétrie sur les largeurs de brins, w1 , w2, pour une distance de séparation s données. Za
peut être exprimée ainsi [13] :
Za = (1 + c)




La figure IV.10 représente une vue d’ensemble du monopôle replié à brins dissymétriques pour
une adaptation sur 50Ω. Les dimensions du monopôle sont indiquées dans le tableau IV.2
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Figure IV.10 – Monopôle replié mono-
bande 900MHz à brins dissymétriques.
h 70mm w1 25mm
s 15mm w2 1mm
Table IV.2 – Dimensions du monopôle re-
plié 900MHz à brins dissymétriques
La hauteur a dû être rajustée à h = 70mm en raison d’une légère augmentation de la fréquence
de résonance. Cette augmentation est causée par l’élargissement de la surface rayonnante qui
diminue l’effet selfique du monopôle.
A partir de (IV.3), on obtient une impédance théorique Za = 61Ω. La figure IV.11 donne l’im-
pédance d’entrée Za simulée à l’entrée du monopôle à brins dissymétriques.
Figure IV.11 – Impédance Za du monopôle replié à brins dissymétriques, résonnant à 900MHz.
Comme souhaité, l’impédance d’entrée est adaptée sur 50Ω à 900MHz, avec Za = 45.2− j14.4Ω.
En traçant le coefficient de réflexion S11 à l’entrée de chacun des deux monopôles, avec et sans
brins symétriques, nous constatons l’amélioration de l’adaptation d’impédance avec un S11<-
10dB à 900MHz (cf. figure IV.12).
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Figure IV.12 – Coefficient de réflexion S11 du monopôle replié à brins symétriques (vert) et
dissymétriques (bleu), résonnant à 900MHz.
2.1.b Monopôle replié UHF bibande
La couverture fréquentielle des capteurs électriques doit inclure au minimum les deux bandes
de fréquences GSM, nommées bandes A et B avec :
− Bande A = [1710MHz-1880MHz] ;
− Bande B = [890MHz-960MHz].
En repartant du monopôle replié, présenté en figure IV.10, une seconde résonance est ajoutée
par l’intermédiaire d’une trappe. La figure IV.13 montre le modèle du monopôle replié bibande
à trappe couvrant les bandes A et B.
Figure IV.13 – Capteur électrique UHF bibande.
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Ce monopôle peut être décomposé en deux structures : une structure inférieure, notée S A, et
la structure totale, notée S B. Ces deux structures sont des monopôles repliés, de même largeur,
ayant chacun une fréquence de résonance propre, désignées respectivement par f A0 et f
B
0 . La
base du monopôle est modifiée dans le but d’adapter l’impédance du mode sur 50Ω à f A0 . Cette
adaptation sera abordée plus en détail par la suite.
Les deux modes résonnants sont découplés par l’intermédiaire d’une trappe positionnée sur le
brin principal, entre S A et le reste de la structure. Cette trappe est composée d’une cellule LC







avec respectivement, L et C, les valeurs de la self et de la capacité constituant la trappe. Les
fréquences de résonance souhaitées sont f A0 = 1795MHz et f
B
0 = 925MHz. La cellule LC
doit donc être dimensionnée pour f0 = 1795MHz. Cependant, un effet capacitif, parallèle à la
trappe et causé par le couplage entre les deux parties du brin principal (supérieure et inférieure),









où Cp représente l’effet capacitif parasite. Ainsi, la valeur f0 donnée par (IV.4) doit être aug-
mentée pour obtenir f
′
0 = 1795MHz. Une étude empirique a permis de définir les valeurs de self
et de capacité L = 5.6nH et C = 1.2pF, correspondant à une fréquence f
′
0 = 1940MHz.
La figure IV.14 et le tableau IV.3 fournissent les dimensions pour ce capteur bibande couvrant
les bandes [890MHz-960MHz] et [1710MHz-1880MHz].
Figure IV.14 – Capteur électrique bibande couvrant les bandes [890MHz-960MHz] et
[1710MHz-1880MHz].
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a 53mm c 1.5mm e 8.4mm g 27.2mm i 1mm w2 1mm
b 60mm d 1mm f 18.6mm h 55mm w1 25mm
Table IV.3 – Dimensions du capteur électrique bibande couvrant les bandes [890MHz-960MHz]
et [1710MHz-1880MHz]
On constate que la hauteur des deux structures S A et S B sont respectivement λA/4.7 et λB/5.8.
La hauteur de la structure S B est inférieure à λB/4 en raison de l’effet selfique apporté par la
cellule LC qui vient augmenter la longueur électrique.
La figure IV.15 illustre le découplage des deux modes résonnants de cette antenne, dans la bande
A et B, en affichant la distribution des courants surfaciques.
Dans la bande A (cf. figure IV.15d à IV.15f), la trappe filtre les courants, ne laissant rayonner
que la structure S A. On constate la présence de courants induits sur le partie supérieure du
brin secondaire (brin le plus fin) de la structure S B. Leur effet devrait légérement modifier le
rayonnement de l’antenne. Dans la bande B (cf. figure IV.15a à IV.15c), la trappe laisse passer
les courants. Elle apporte seulement un effet selfique ce qui augmente la longueur électrique de
l’antenne. Ainsi, l’ensemble de la structure S B rayonne.
Conception des capteurs bibandes 113
(a) f = 890MHz (b) f = 925MHz
(c) f = 960MHz (d) f = 1710MHz
(e) f = 1795MHz (f) f = 1880MHz
Figure IV.15 – Distribution des courants surfaciques sur le monopôle replié bibande dans les
bandes A et B.
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2.1.c Adaptation d’impédance
Ce capteur électrique bibande doit être adapté sur 50Ω, dans les deux bandes de fréquences, pour
garantir des performances optimales en évitant toutes pertes par désadaptation. Pour ce faire,
l’approche par dissymétrie des brins est utilisée. Comme calculé précédemment, les largeurs
sont fixées à w1 = 1mm et w2 = 25mm. Toutefois, un effet capacitif entre le support métallique
et la base du monopôle repliés modifie l’adaptation de l’impédance d’entrée dans la bande A.
Pour réduire cet effet, la hauteur e (cf. figure IV.14) doit être suffisamment élevée. Trois valeurs
ont été simulées afin de déterminer la hauteur optimale : e = 1mm, 4.2mm et 8.4mm. La figure
IV.16 montre le coefficient de réflexion S11 simulé à l’entrée du monopôle pour chaque hauteur
e.
Figure IV.16 – Coefficient de réflexion S11 simulé à l’entrée du capteur électrique bibande pour
e = 1mm, 4.2mm et 8.4mm avec le gabarit spécifié (gris).
La bande passante est définie pour un coefficient de réflexion S11 inférieur à -10dB, correspon-
dant à une perte de puissance par désadaptation de 10%. On remarque que plus la hauteur e
diminue, plus l’impédance d’entrée est désadaptée. Par conséquent, la hauteur choisie est donc
e = 8.4mm fournissant des bandes passante ∆ f / f0 de :
− 18% pour la bande A : [1570MHz-1880MHz] ;
− 16.5% pour la bande B : [830MHz-980MHz].
2.1.d Diagrammes de rayonnement
Les diagrammes de rayonnement sont évalués dans les deux bandes de fréquences couvertes
par le capteur électrique. La figure IV.17 donne le gain du capteur électrique bibande simulé en
polarisation TMn selon l’axe du monopôle, noté n, à 925MHz et 1795MHz. Sur ces diagrammes,
les angles θ sont représentés sur l’axe radial et les angles φ sur l’axe circulaire.
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(a) Gain à 925MHz en polarisation TMn (b) Gain à 1795MHz en polarisation TMn
Figure IV.17 – Gain simulé du capteur électrique bibande en co-polarisation à (a) 925MHz et
(b) 1795MHz.
La valeur du gain maximal du capteur électrique est de 4.9dBi à 925MHz et 5.6dBi à 1795MHz.
Le mode de rayonnement correspond au mode fondamental des deux monopôles repliés S A et
S B. On retrouve donc un diagramme torique autour de l’axe n. On remarque cependant que les
courants induits sur la partie supérieure du brin secondaire de la structure S B, dans la bande A
(cf. figure IV.15d à IV.15f), contribuent au rayonnement de l’antenne malgré leur faible inten-
sité. Le diagramme résultant est ainsi légèrement dissymétrique.
La figure IV.18 donne le gain simulé en polarisation croisée.
(a) Gain à 925MHz en polarisation TEn (b) Gain à 1795MHz en polarisation TEn
Figure IV.18 – Gain simulé du capteur électrique bibande en polarisation croisée à (a) 925MHz
et (b) 1795MHz.
La polarisation croisée est faible avec un gain maximal de -20dBi et -11dBi à 925MHz et
1795MHz respectivement. En raison de la largeur du monopôle, la pureté de polarisation se dé-
grade lorsque la fréquence augmente. Le capteur est donc insensible aux signaux en polarisation
TEn. La discrimination de polarisation croisée correspondante est donnée en annexe D.1.
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2.2 Développement du capteur magnétique UHF bibande
Le capteur magnétique bibande, noté HABxy , est basé sur le principe de la demi-boucle chargée à
double accès présentée dans le chapitre III. La double résonance est réalisée par combinaison
de deux demi-boucles chargées formant une structure commune.
2.2.a Demi-boucle chargée UHF bibande à double accès
Comme pour le capteur électrique, la demi-boucle bibande doit couvrir les bandes A et B avec
une impédance d’entrée de 50Ω. Sa conception est divisée en trois étapes :
− la conception d’une demi-boucle B, couvrant la bande B ;
− la conception d’une demi-boucle A, couvrant la bande A ;
− la combinaison des demi-boules A et B dans une structure commune.
Dans toutes ses étapes de conception, le substrat utilisé est du ROGERS 4003C d’une épaisseur
de 1.524mm, avec εr = 3.55 et tanδ = 0.0027.
Etape 1 : Conception d’une demi-boucle B
La première étape consiste à concevoir une demi-boucle monobande, appelée demi-boucle B,
couvrant la bande [890MHz-960MHz]. La figure IV.19 illustre cette antenne.
Figure IV.19 – Demi-boucle B monobande.
Le principe d’excitation est le même que celui utilisé pour les capteurs magnétiques présentés
dans le chapitre III. On retrouve deux excitations en opposition de phase à chaque extrémité
de la demi-boucle. Deux effets capacitifs sont utilisés : une capacité de couplage Cc permettant
l’adaptation d’impédance et une capacité d’accord Ca fixant, pour une longueur de demi-boucle
donnée, la fréquence de résonance. Cc est réalisée directement par l’intermédiaire d’un conden-
sateur céramique d’une valeur de 3pF tandis que Ca est créée par couplage entre la base de la
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demi-boucle et le support métallique. Ces capacités sont fixées de manière empirique à l’aide
d’outils de simulations EM. La figure IV.20 et le tableau IV.4 donnent les dimensions de la
demi-boucle B.
(a) Vue de côté (b) Vue de face
Figure IV.20 – Demi-boucle B couvrant la bande [890MHz-960MHz]
a 1.524mm c 2mm e 3.4mm g 0.5mm i 0.5mm k 0.5mm
b 20mm d 10.7mm f 10mm h 21.4mm j 0.5mm l 60mm
Table IV.4 – Dimensions de la demi-boucle B couvrant la bande [890MHz-960MHz]
Contrairement aux capteurs magnétiques précédents, les structures rayonnantes sont volu-
miques et non plus planaires. Cette approche mécanique permet d’obtenir un degré de liberté
supplémentaire pour ajuster la fréquence de résonance de la demi-boucle, en augmentant ou en
diminuant la self équivalente par l’intermédiaire de la largeurW (cf. figure IV.19).
La figure IV.21 montre le coefficient de réflexion S11 obtenu sur l’un des accès de la demi-
boucle B tandis que le second est chargé sur 50Ω. La structure étant symétrique, on retrouve les
mêmes caractéristiques sur les deux accès. On constate que la demi-boucle B couvre la bande
de fréquences spécifiée avec une bande de [815MHz-1035MHz] (∆ f / f0 = 23%).
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Figure IV.21 – Coefficient de réflexion S11 de la demi-boucle B avec le gabarit spécifié (gris).
Etape 2 : Conception d’une demi-boucle A
La seconde étape de la conception du capteur magnétique bibande, consiste à concevoir une
demi-boucle, appelée demi-boucle A, couvrant cette fois-ci la bande [1710MHz-1880MHz]. Le
principe de conception est identique à celui de la demi-boucle B fournissant ainsi une structure
rayonnante similaire. La figure IV.22 illustre la structure de la demi-boucle A.
Figure IV.22 – Demi-boucle A monobande.
Contrairement à la demi-boucle B, une capacité est positionnée au centre de la structure rayon-
nante, notée C f , d’une valeur de 0.9pF. L’intérêt principal de cette capacité n’apparaît que dans
la troisième étape de conception qui consiste à regrouper les demi-boucles A et B. Néanmoins,
elle doit être prise en compte dans cette étape car elle contribue à la résonance de la structure en
réduisant la longueur électrique. En vue de combiner les demi-boucles A et B, les mêmes effets
capacitifs Ca et Cc sont appliqués. La figure IV.23 et le tableau IV.5 donnent les dimensions de
la demi-boucle A.
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(a) Vue de côté (b) Vue de face
Figure IV.23 – Dimensions de la demi-boucle A couvrant la bande [1710MHz-1880MHz]
a 1.524mm c 3.7mm e 2mm g 0.5mm i 0.5mm k 0.5mm m 2.4mm
b 20mm d 8.5mm f 8mm h 17mm j 0.5mm l 60mm
Table IV.5 – Demi-boucle A couvrant la bande [1710MHz-1880MHz]
La figure IV.24 donne le coefficient de réflexion S11 simulé à l’entrée de la demi-boucle A.
Figure IV.24 – Coefficient de réflexion S11 de la demi-boucle A avec le gabarit spécifié (gris).
Pour un coefficient de réflexion S11 inférieur à -10dB, on note une bande passante ∆ f =
325MHz (∆ f / f0 = 19%), couvrant la plage de fréquence [1560MHz-1885MHz].
Etape 3 : Combinaison des demi-boucle A et B
Cette dernière étape consiste à imbriquer les deux demi-boucles monobandes, A et B, pour ne
former plus qu’une seule structure rayonnante bibande. La figure IV.25 illustre le résultat de
cette combinaison.
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Figure IV.25 – Capteur magnétique UHF bibande.
La capacité C f , positionnée au centre de la demi-boucle A, permet de découpler les deux modes
résonnants propres à chacune des deux demi-boucles. La figure IV.26 montre le découplage des
deux modes résonnants en affichant la distribution des courants surfaciques dans les bandes A
et B.
On observe bien le découplage des deux modes résonnants. Dans la bande A (cf. figure IV.26d
à IV.26f), la demi-boucle A résonne avec un courant relativement uniforme tout le long de la
structure. Cette répartition de courant correspond au mode fondamental d’une demi-boucle. On
remarque cependant des courants induits par couplage sur la demi-boucle B. Ces courants para-
sites, présents sur les bords de la structure basse fréquence (cf. figure IV.27), sont en opposition
de phase avec les courants traversant la demi-boucle A. Ainsi, ils créent des interférences des-
tructives avec le champ rayonné. L’affaiblissement du rayonnement provoqué ces interférences
sera quantifié dans la suite de l’étude.
Dans la bande B (cf. figure IV.26a à IV.26e), le courant relativement uniforme circule seulement
sur la demi-boucles B faisant ainsi rayonner le mode fondamental. On retrouve un couplage
entre les deux structures. Cependant, la demi-boucle A étant imbriquée dans la demi-boucle B,
ces courants induits ne contribuent pas au rayonnement en champ lointain.
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(a) f = 890MHz (b) f = 925MHz
(c) f = 960MHz (d) f = 1710MHz
(e) f = 1795MHz (f) f = 1880MHz
Figure IV.26 – Distribution des courants surfaciques sur la demi-boucle bibande dans les bandes
A et B.
Figure IV.27 – Courants induits sur la demi-boucle B en bande A.
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2.2.b Adaptation d’impédance
Le couplage EM entre les structures, présent dans la bande A, modifie la fréquence de résonance
f A0 . Par conséquent, la capacité C f a dû être réajustée à 1.1pF afin de compenser ce décalage. La
figure IV.28 donne le coefficient de réflexion S11 simulé du capteur magnétique UHF bibande.
Les deux résonances permettent, pour un coefficient de réflexion inférieur à -10dB, de couvrir
une bande passante de :
− ∆ f / f0 = 17% pour la bande B : [807MHz-960MHz] ;
− ∆ f / f0 = 10% pour la bande A : [1700MHz-1890MHz].
La demi-boucle A étant imbriquée dans la demi-boucle B, le champ EM est conditionné en
haute fréquence ce qui augmente le facteur de qualité de l’antenne et par conséquent diminue
sa bande passante. C’est pourquoi, pour la bande A, on passe de ∆ f / f0 = 19% (demi-boucle A
seule) à ∆ f / f0 = 10% (demi-boucle A et B imbriquées). Malgré cette diminution de la bande
passante, le capteur magnétique bibande couvrent les deux bandes de fréquences GSM.
Figure IV.28 – Coefficient de réflexion S11 du capteur magnétique bibande avec le gabarit spé-
cifié (gris).
2.2.c Diagrammes de rayonnement
Les diagrammes de rayonnement du capteur magnétique sont simulés dans les deux bandes de
fréquences A et B de −90◦ à 90◦ en azimut en raison du support de taille infinie. La figure IV.29
donne le gain simulé en polarisation TMn, selon l’axe de la demi-boucle bibande, noté n, à
925MHz et 1795MHz. Les angles φ sont représentés sur l’axe circulaire, tandis que les angles
θ correspondent à l’axe radial.
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(a) Gain à 925MHz en polarisa-
tion TMn
(b) Gain à 1795MHz en polarisa-
tion TMn
Figure IV.29 – Gain simulé du capteur magnétique bibande en co-polarisation à (a) 925MHz et
(b) 1795MHz.
Chaque demi-boucle fonctionne dans son mode fondamental. Le rayonnement obtenu est ainsi
bidirectionnel en site et omnidirectionnel en azimut. La répartition des courants surfaciques
dans la bande A (cf. figure IV.26d à IV.26f) montre un couplage entre les demi-boucles A et
B, induisant des courants parasites sur les surfaces verticales de la demi-boucle B (cf. figure
IV.27). Ces courants sont en opposition de phase à ceux traversant la demi-boucle A. Par consé-
quent, ils contribuent au rayonnement en champ lointain dans la bande A, en atténuant le champ
EM rayonné. Néanmoins, cette atténuation reste faible avec une diminution maximale sur la
directivité de 1.5dB.
Le gain de ce capteur magnétique est faible avec une valeur maximale de -6.9dBi à 925MHz
et -3dBi à 1795MHz. Cette perte d’efficacité est causée par la forte dissipation des courants
dans les deux charges 50Ω connectées à chaque extrémité de la demi-boucle. Ces pertes vont
cependant permettre d’atteindre une bande passante suffisamment large tout en conservant un
capteur compact (λ/15 sur λ/30 à 925MHz et λ/10 sur λ/20 à 1795MHz). En effet, dans le
cas d’une antenne sans perte, il est difficile d’atteindre cette largeur de bande avec une antenne
électrique petite [97]. De plus, l’excitation par double accès permet de conserver un diagramme
de rayonnement symétrique [92]. Par conséquent, nous avons décidé de conserver ce principe
d’excitation malgré cette perte d’efficacité qui pourra être compensée en positionnant un LNA
(Low Noise Amplifier) en sortie du capteur.
La figure IV.30 donne le gain simulé en polarisation croisée.
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(a) Gain à 925MHz en polarisa-
tion TEn
(b) Gain à 1795MHz en polarisa-
tion TEn
Figure IV.30 – Gain simulé du capteur magnétique bibande en polarisation croisée à (a)
925MHz et (b) 1795MHz.
On constate que la polarisation croisée est faible avec un gain maximal de -45dBi et -30dBi à
respectivement 925MHz et 1795MHz. La capteur magnétique n’est donc pas sensible aux si-
gnaux en polarisation TEn. La discrimination de polarisation croisée correspondante est donnée
en annexe D.2.
3 Conception d’une antenne vectorielle UHF bibande
A partir de la nouvelle topologie d’antennes de radiogoniométrie ainsi que des capteurs précé-
demment proposés, une antenne vectorielle UHF bibande est développée. Le support métallique
utilisé pour cette antenne est une plaque métallique de 800x800mm. Les bandes de fréquences
opérationnelles de cette antenne de goniométrie sont les deux bandes GSM :
− Bande A = [1710MHz-1880MHz] ;
− Bande B = [890MHz-960MHz].
3.1 Intégration des capteurs électriques et magnétiques
Les capteurs électriques et magnétiques UHF bibandes, développés dans cette étude, ont été
assemblés suivant la topologie proposée en figure IV.3. La figure IV.31 montre une vue d’en-
semble de l’antenne vectorielle UHF bibande modélisée avec le logiciel de simulation HFSS.
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Figure IV.31 – Antenne vectorielle UHF bibande.
On retrouve donc trois monopôles repliés pour mesurer le champ électrique suivant l’axe z et
trois demi-boucles chargées pour mesurer le champ magnétique suivant les axes x et y.
D’après l’analyse du risque d’ambiguïtés théorique, réalisée précédemment, la distance de sé-
paration des capteurs électriques dAB
E




= 2, doit être infé-
rieure à dAMB = 0.57λ. Dans le cadre d’une antenne multibande, cette distance est définie à la
fréquence la plus élevée :
dAMB = 0.57λmin (IV.6)
où λmin est la longueur d’onde minimale parmi les fréquences couvertes par l’antenne. Nous
avons donc fixé dAB
E
= 0.53λmin impliquant une distance de séparation des capteurs magné-
tiques dAB
H
= 0.265λmin. La fréquence maximale de fonctionnement des deux bandes GSM étant
1880MHz, les distances fixées pour cette antenne sont dABE = 85mm et d
AB
H = 42.5mm.
3.2 Calcul de la borne de Cramer Rao
Pour évaluer l’amélioration de la précision d’estimation à partir de cette architecture d’antennes,
nous calculons la borne de Cramer Rao théorique en utilisant des capteurs élémentaires non
couplés, et nous la comparons à celle obtenue avec la topologie de l’antenne à trois éléments
répartis, étudiée dans le chapitre précédent (cf. figure III.21). Le détail du calcul est donné en
annexe A.3.
Le calcul est réalisé aux fréquences les plus faibles afin d’être dans le pire cas, c’est-à-dire
dans le cas où les distances dABE et d
AB
H sont électriquement les plus faibles. On se place donc à
890MHz, ce qui implique que la distance est de dAB
E
= 0.25λ.
La figure IV.32 donne les bornes maximales calculées pour l’angle φ et θ dans l’ensemble du
demi-espace 3D, excepté à θ = 90◦ en raison de la singularité, pour un RPB allant de 15dB.m−2
à 55dB.m−2 et pour d = 0.25λ.
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Figure IV.32 – BCR(φ) et BCR(θ) maximales obtenues dans l’ensemble du demi-espace 3D,
à partir de l’antenne Dloc (d = 0.14λ) et de l’antenne vectorielle bibande (d = 0.25λ), en
polarisation TMz.
On observe une nette amélioration apportée par la nouvelle topologie d’antennes sur l’estima-
tion des angles en azimut et en site. L’ajout de trois capteurs supplémentaires (une demi-boucle
et deux dipôles) spatialement répartis, permet pour une même précision d’estimation, de dimi-
nuer le RPB de 7dB pour le paramètre φ et de 9dB pour θ.
3.3 Caractéristiques de l’antenne vectorielle UHF bibande
Les caractéristiques de chacun des capteurs électriques et magnétiques de l’antenne vectorielle
bibande ont été évaluées par le biais de simulation EM. Ces caractéristiques sont les suivantes :
− l’adaptation d’impédance ;
− le couplage entre capteurs ;
− les diagrammes de rayonnement.
3.3.a Adaptation d’impédance
La proximité des capteurs modifie légèrement leur fréquence de résonance. Pour compenser
ce léger décalage, la self L incluse dans la trappe des monopôles repliés ainsi que la capacité
de découplage C f , qui influent sur la fréquence de résonance des éléments rayonnants, ont été
réajustées respectivement à 4.7nH et 1.2pF.
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L’adaptation d’impédance est simulée à l’entrée du capteur électrique EAB
z1 et du capteur ma-
gnétique HAB
xy1 en chargeant les autres éléments sur 50Ω. Les impédances d’entrée des quatre
autres capteurs rayonnants sont similaires en raison de la symétrie par rotation présente dans la
géométrie de l’antenne. La figure IV.33 donne le coefficient de réflexion S11 simulé en sortie de
EAB
z1 et de H
AB
xy1.
Figure IV.33 – Coefficient de réflexion S11 du capteur électrique EABz1 et du capteur magnétique
HAB
xy1 avec le gabarit spécifié (gris).
On constate que la couverture fréquentielle visée est adressée par l’antenne vectorielle bibande
que nous avons développée. Les bandes de fréquences couvertes sont :
− pour les capteurs électriques, [830MHz-1050MHz] (∆ f / f0 = 23%) et [1625MHz-
1904MHz] (∆ f / f0 = 16%) ;
− pour les capteurs magnétiques, [815MHz-980MHz] (∆ f / f0 = 18%) et [1702MHz-
1890MHz] (∆ f / f0 = 10%).
3.3.b Couplage entre capteurs
Les tableaux IV.6 et IV.7 donnent respectivement les coefficients de couplage dans les bandes A
et B.




















z1 X -16.8 -16.8 -37.3 -23.1 -25.9 -28.1 -23.1 -26
EAB
z2 -16.8 X -16.7 -25.8 -27.8 -37.7 -23.2 -26.3 -28.2
EAB
z3 -16.8 -16.7 X -25.8 -27.9 -26.3 -28.1 -37.8 -23.3
HAB
xy1a -37.3 -25.8 -25.8 X X -50.6 -43.9 -50.9 -43.6
HAB
xy1b -23.1 -27.8 -27.9 X X -44.2 -29.3 -44.2 -29.2
HAB
xy2a -25.9 -37.7 -26.3 -50.6 -44.2 X X -50.9 -44
HAB
xy2b -28.1 -23.2 -28.1 -43.9 -29.3 X X -44.5 -29.4
HAB
xy3a -23.1 -26.3 -37.8 -50.9 -44.2 -50.9 -44.5 X X
HAB
xy3b -26 -28.2 -23.3 -43.6 -29.2 -44 -29.4 X X




















z1 X -12.1 -12.1 -29.3 -26.3 -35.2 -33.7 -35.4 -33.6
EAB
z2 -12.1 X -12.1 -35.2 -33.5 -29.3 -26.4 -35.9 -33.5
EAB
z3 -12.1 -12.1 X -34.9 -33.6 -35.6 -33.4 -29.3 -26.4
HAB
xy1a -29.3 -35.2 -34.9 X X -42.8 -43.2 -42.8 -43.2
HAB
xy1b -26.3 -33.5 -33.6 X X -43.1 -38.6 -43.1 -38.6
HAB
xy2a -35.2 -29.3 -35.6 -42.8 -43.1 X X -42.9 -42.2
HAB
xy2b -33.7 -26.4 -33.4 -43.2 -38.6 X X -43.3 -38.3
HAB
xy3a -35.4 -35.9 -29.3 -42.8 -43.1 -42.9 -43.3 X X
HAB
xy3b -33.6 -33.5 -26.4 -43.2 -38.6 -42.2 -38.3 X X
Table IV.7 – Couplage en dB entre les capteurs de l’antenne vectorielle bibande à 925MHz
On remarque que l’interaction entre les capteurs est faible dans les deux bandes de fréquences.
Comme prédit, cette topologie permet de réduire fortement le couplage entre les capteurs élec-
triques et magnétiques avec un couplage maximal de -26.3dB et -23.1dB à respectivement
925MHz et 1795MHz. Le couplage le plus important, d’une valeur de -12.1dB, se produit
dans la bande B entre les capteurs électriques, là où la distance dAB
E
est électriquement plus pe-
tite. Cette distance étant limitée par l’apparition des ambiguïtés angulaires, l’écartement entre
capteurs ne peut être augmenté. Par conséquent, pour réduire l’effet du couplage sur les per-
formances d’estimation, on peut faire appel à des techniques permettant de le compenser, qui
consistent à calculer (par simulation ou mesure) et à inverser la matrice de couplage inter-
capteurs [93, 94, 98, 99]. Pour cette antenne vectorielle, nous considérons que le couplage est
suffisamment faible.
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3.3.c Diagrammes de rayonnement
L’antenne vectorielle bibande est positionnée dans le repère défini en figure IV.34.
Figure IV.34 – Repère de l’antenne vectorielle bibande.
Les diagrammes de rayonnement sont caractérisés pour les deux bandes de fréquences GSM.
La figure IV.35 affiche le gain simulé en polarisation TMz (composante θˆ) des capteurs EABz1 et
HAB
xy1. Le rayonnement des quatre autres capteurs sont similaires en raison de la symétrie par
rotation de la géométrie de l’antenne. Ils sont donnés en annexe E.1.
Les diagrammes sont modifiés par la présence des cinq autres éléments rayonnants. Cela en-
traîne une modification du gain dans chaque bande de fréquences :
− Gain maximal dans la bande A : -1.2dBi pour HAB
xy1 et 7.4dBi pour E
AB
z1 ;
− Gain maximal dans la bande B : -5.4dBi pour HAB
xy1 et 6.2dBi pour E
AB
z1 .
Ces perturbations apparaissent aussi bien dans le plan horizontal (plan H) que vertical (plan E).
La figure IV.36 donne la directivité normalisée des capteurs EAB
z1 et H
AB
xy1 dans ces deux plans à
925MHz et 1795MHz où l’on observe mieux ces perturbations de rayonnement.
En présence des autres capteurs chargés sur 50Ω, l’omnidirectionnalité de EAB
z1 est perturbée en
raison du champ diffusé par les structures adjacentes, principalement par EAB
z2 et E
AB
z3 . Ce champ
combiné au rayonnement de EAB
z1 , produit des effets constructifs et destructifs sur le champ total
rayonné. Par conséquent, la directivité est atténué dans certaines directions (cf. plan H figure
IV.36a et IV.36c). Ces défauts d’omnidirectionnalité sont de l’ordre de −4dB dans les deux
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(a) Gain simulé de EAB
z1 à 925MHz (b) Gain simulé de H
AB
xy1 à 925MHz
(c) Gain simulé de EAB
z1 à 1795MHz (d) Gain simulé de H
AB
xy1 à 1795MHz
Figure IV.35 – Gain simulé du capteur électrique EAB
z1 et du capteur magnétique H
AB
xy1 en polari-
sation TMz à 925MHz et 1795MHz.
bandes de fréquences. Le même phénomène est observé sur les capteurs magnétiques (cf. figure
IV.36b et IV.36d) dissymétrisant ainsi le rayonnement bidirectionnel dans la plan H.
Dans le plan E, les diagrammes sont dissymétriques en raison de la position relative des capteurs
par rapport au bord du support métallique. De plus, on observe des fluctuations sur la directi-
vité résultant de la diffraction des ondes de surface sur le bord du support. Ces perturbations
de rayonnement sont prises en compte dans le processus d’étalonnage. Néanmoins, elles gé-
nèrent des distorsions d’amplitude et de phase provoquant des zones angulaires sensibles dans
lesquelles la précision d’estimation peut être dégradée.
Pour réduire ces effets, il aurait été intéressant de modifier la géométrie du bord de la plaque
métallique, en y ajoutant par exemple une jupe [100], ou en filtrant les ondes de surface à l’aide
de surface haute impédance [101, 102, 103]. Cependant, pour des raisons de coût de fabrication
et par manque de temps, nous avons décidé de ne pas optimiser le support.
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(a) Directivité normalisée de EAB
z1 à
925MHz
(b) Directivité normalisée de HAB
xy1 à
925MHz
(c) Directivité normalisée de EAB
z1 à
1795MHz
(d) Directivité normalisée de HAB
xy1 à
1795MHz
Figure IV.36 – Directivité normalisée du capteur électrique EAB
z1 et du capteur magnétique H
AB
xy1
dans le plan H (ligne pleine) et E (ligne hachée) à 925MHz et 1795MHz.
3.4 Performances d’estimation de l’antenne vectorielle UHF bibande
Les performances d’estimation de cette antenne vectorielle bibande sont évaluées à partir de si-
mulations EM dans le demi-espace 3D. Ces performances portent en particulier sur la précision
d’estimation et sur la sensibilité de l’antenne.
3.4.a Conditions d’estimation
L’estimation de direction d’arrivée est réalisée à partir de simulation EM. Pour chaque direction
d’arrivée, la réception d’une onde plane indicente en polarisation TMz, générant une densité de
puissance Pr, est simulée dans le but d’en extraire le vecteur de direction d(φ, θ) correspondant.
Les simulations sont réalisées pour φ ∈ [−60◦ - 60◦] avec une résolution angulaire de ∆φ =1◦
et θ ∈ [0◦ - 90◦] avec une résolution angulaire de ∆θ =5◦. La géométrie de l’antenne ayant une
symétrie par rotation de 120◦, on suppose que les performances d’estimation sont identiques sur
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les 240◦ en azimut restants. Sur chaque vecteur d(φ, θ) est ajouté un bruit gaussien décorrélé,
de puissance Pn, donnant ainsi le vecteur d’observation X. Pn est fixé pour un facteur de bruit
de FB=10dB (généralement compris entre 8dB et 10dB dans les récepteurs modernes) dans une
bande passante ∆ f=200kHz, correspondant à la largeur d’un canal de communication GSM.
Cette opération est répétée N fois afin d’obtenir plusieurs observations pour chaque onde inci-
dente. L’algorithme MUSIC est ensuite appliqué sur ces observations pour estimer la direction
d’arrivée. L’estimation de chaque direction d’arrivée est réitérée L fois dans le but de calculer
une précision RMS.
Les performances doivent être évaluées dans les deux bandes de fréquences GSM. Cependant,
en vue d’une validation expérimentale, la bande A a été décalée autour de 1000MHz. En effet,
les moyens disponible au LAAS-CNRS ne permettent pas de caractériser une antenne en des-
sous de 1000MHz. La chambre anéchoïque n’est pas spécifiée pour des fréquences inférieures
à cette fréquence. La caractérisation des performances est donc effectuée à deux fréquences,
1000MHz et 1800MHz.
Le tableau IV.8 récapitule les conditions d’estimation utilisées pour caractériser les perfor-
mances de l’antenne vectorielle bibande.
Algorithme MUSIC
Couverture angulaire φ ∈ [−60◦ ; 60◦]
θ ∈ [0◦ ; 90◦]
Résolution angulaire ∆φ = 1◦
∆θ = 5◦
Puissance de bruit Pn -111dBm
Nombre d’observation N 100
Nombre d’estimation L 20
Table IV.8 – Récapitulatif des conditions d’estimation pour la caractérisation par simulation des
performances de l’antenne vectorielle UHF bibande
Pour prendre en compte les distorsions d’amplitude et de phase sur les sorties des capteurs,
causées par d’éventuelles perturbations de rayonnement, un étalonnage du vecteur de direc-
tion d(φ, θ) est réalisé en utilisant directement les diagrammes de rayonnement simulés des six
capteurs dans les deux bandes de fréquences. De ces diagrammes, on en déduit les vecteur de
direction de l’antenne d(φ, θ) de référence utilisé dans MUSIC.
3.4.b Risque d’ambiguïtés
L’apparition d’ambiguïtés dépend de la diversité spatiale des capteurs ainsi que de leur dia-
gramme de rayonnement. Les perturbations de rayonnement précédemment observées vont
donc avoir un impact sur le spectre d’ambiguïtés en apportant des distorsions d’amplitude et
de phase sur le vecteur de direction d(φ, θ). Malgré un étalonnage idéal, à savoir une mesure du
diagramme de chaque capteurs positionnés sur le support, ces défauts peuvent provoqués des
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ambiguïtés qui ne peuvent être levées sans modifier la structure de l’antenne. Nous avons donc
réévalué les spectres d’ambiguïtés 3D de l’antenne vectorielle bibande en utilisant cette fois-ci
les vecteurs de direction d(φ, θ) calculés à partir de simulations EM. La figure IV.37 donne les
spectres d’ambiguïtés 3D simulés.
(a) (b)
Figure IV.37 – Spectres d’ambiguïtés 3D simulés de l’antenne bibande à (a) 1000MHz et (b)
1800MHz.
On remarque que la prise en compte des perturbations de rayonnement, incluant la présence du
support métallique, altère fortement le spectre d’ambiguïtés. Les ondulations des diagrammes
causées par la diffraction du champ EM sur le bord du support, pour θ > 45◦, modifie la réponse
de l’antenne ce qui augmente le risque d’ambiguïtés aussi bien à 1000MHz qu’à 1800MHz.
Néanmoins, excepté la singularité à θ = 0◦, aucune ambiguïté (α = 0◦) n’est détectée.
3.4.c Précision d’estimation
L’étude de l’antenne monobande à trois capteurs spatialement répartis, a permis de quantifier la
sensibilité de cette antenne à Psensi = -95dBW.m
−2 soit un RPB = 46dB.m−2. Le calcul de la
borne de Cramer Rao (cf. figure IV.32) a montré une amélioration de 9dB sur l’estimation de θ
avec la nouvelle topologie d’antennes à six éléments. Par conséquent, pour évaluer sa précision
d’estimation, nous fixons une densité de puissance incidente Pr = -105dBW.m
−2, correspondant
à un RPB = 36dB.m−2. La puissance d’émission des téléphones mobiles sur le territoire national
français est limitée à 1W dans la bande A et 2W dans la bande B. Ainsi, à partir de (I.16) et
en supposant que le gain de l’antenne d’émission est de 0dBi, cette densité de puissance est
équivalente à une portée théorique de 50km dans la bande A et 71km dans la bande B ce qui
permet de donner une idée des valeurs numériques opérationnelles.
La figure IV.38 donne l’erreur d’estimation RMS ∆aRMS obtenue à 1000MHz et 1800MHz à
partir des conditions données dans le tableau IV.8. Les angles en site θ correspondent à l’axe
radial tandis que l’axe circulaire représente les angles en azimut φ.
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(a) (b)
Figure IV.38 – Erreur RMS ∆aRMS(φ, θ) simulée de l’antenne vectorielle bibande pour Pr =
-105dBW.m−2 à (a) 1000MHz et (b) 1800MHz.
On constate que dans l’ensemble de l’espace simulé, l’estimation est précise avec une erreur
RMS maximale de 2.3◦ à 1000MHz et 1800MHz. Ces erreurs sont localisées. On les retrouve à
θ proche de 90◦ et pour :
− φ proche de 30◦ et 330◦ à 1000MHz ;
− φ proche de 0◦, 60◦ et 300◦ à 1800MHz.
En séparant l’erreur RMS en azimut φ et en site θ (cf. figure IV.39 et figure IV.40), on remarque
que seule l’estimation de l’angle θ est perturbée. L’estimation de l’angle φ est très précise avec
une erreur RMS maximale de 1.1◦ à 1000MHz et 1.3◦ à 1800MHz. Elles apparaissent pour des
angles θ faibles, là où le RSB sur les trois sorties des capteurs électriques diminue, dégradant
ainsi la précision de mesure du vecteur d’observation X.
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(a) (b)
Figure IV.39 – Erreur angulaire RMS pour Pr = -105dBW.m
−2 à 1000MHz (a) ∆φRMS(φ, θ) et
(b) ∆θRMS(φ, θ).
(a) (b)
Figure IV.40 – Erreur angulaire RMS pour Pr = -105dBW.m
−2 à 1800MHz (a) φ ∆φRMS(φ, θ)
et (b) θ ∆θRMS(φ, θ).
Les capteurs de l’antenne vectorielle bibande ont été délocalisés dans le but de ramener une
phase spatiale sur chaque sortie de l’antenne, comme indiqué dans (IV.1). Ces phases varient
en fonction de la direction d’arrivée de l’onde incidente, apportant ainsi une information sup-
plémentaire pour l’estimation des angles φ et θ. Ainsi, en identifiant les zones angulaires ayant
la plus faible variation de phase selon φ ou θ, on peut prédire les directions dans lesquelles les
erreurs d’estimation seront les plus importantes.
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Comme seul l’angle d’arrivée en site est perturbé et que cet angle est estimé à partir de la mesure
du champ électrique, nous avons quantifié la variation de phase selon θ en sortie des capteurs
électriques. On note trois phases relatives :
δϕ1(φ, θ) = ϕEABz1 (φ, θ) − ϕEABz2 (φ, θ)
δϕ2(φ, θ) = ϕEABz1 (φ, θ) − ϕEABz3 (φ, θ)
δϕ3(φ, θ) = ϕEABz3 (φ, θ) − ϕEABz2 (φ, θ)
(IV.7)
avec ϕEABzi (φ, θ) correspondant à la phase en sortie du ième capteur électrique. La moyenne de
ces phases relatives, notée ∆ϕ(φ, θ), est caractérisée dans l’ensemble des directions définies par







avec ME étant le nombre de capteurs électriques. A partir de (IV.8), la variation de la phase
relative moyenne est calculée selon θ compris dans [0; 90◦] :
d∆ϕ(φ, θn) = |∆ϕ(φ, θn) − ∆ϕ(φ, θn+1)| (IV.9)
La figure IV.41 donne d∆ϕ(φ, θ) obtenue avec l’antenne vectorielle bibande simulée à 1000MHz
et 1800MHz.
(a) (b)
Figure IV.41 – Simulation de la variation de phase relative moyenne d∆ϕ(φ, θ) selon θ en sortie
des capteurs EAB
zi
à (a) 1000MHz et (b) 1800MHz.
Les résultats obtenus montrent la cohérence entre les zones angulaires ayant une faible variation
de phase et celles ayant une dégradation de la précision. Ainsi, au travers de cette analyse, les
zones où l’estimation est perturbée peuvent être clairement identifiées.
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3.4.d Sensibilité
La sensibilité de l’antenne vectorielle bibande est évaluée dans le plan E où se situe les er-
reurs RMS maximales relevées précédemment, c’est-à-dire φ = 30◦ à 1000MHz et φ = 0◦ à
1800MHz. L’estimation de direction d’arrivée est réalisée pour quatre densités de puissance
incidente : Pr = -100dBW.m
−2, -105dBW.m−2, -110dBW.m−2 et -115dBW.m−2 correspondant
respectivement à RPB = 41dB.m−2, 36dB.m−2, 31dB.m−2 et 26dB.m−2. La sensibilité est définie
par la densité de puissance minimale, générant une erreur maximale de l’ordre de 5◦ RMS.
La figure IV.42 et la figure IV.43 donnent respectivement l’erreur RMS obtenue à 1000MHz et
1800MHz pour les quatre densité de puissance précédemment définies. La résolution angulaire
pour cette analyse est réduite à ∆θ = 1◦.
Figure IV.42 – Erreur RMS ∆aRMS simulée pour RPB = 41dB.m
−2, 36dB.m−2, 31dB.m−2 et
26dB.m−2, N=100 and L=20, à 1000MHz dans le plan E à φ = 30◦.
Plus la densité de puissance incidente Pr diminue, plus la largeur de la zone angulaire où l’esti-
mation est perturbée augmente. Cela implique aussi une augmentation de l’erreur RMS ∆aRMS
maximale comme indiqué dans le tableau IV.9. L’analyse de la variation de phase selon θ a
démontré que d∆ϕ(φ, θ) augmente lorsque θ diminue. Ainsi, ces zones angulaires se situent
à faible θ. Pour réduire ces erreurs d’estimation, il faudrait augmenter la diversité spatiale en
augmentant la distance entre les éléments rayonnants ou bien augmenter le nombre de capteurs.
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Figure IV.43 – Erreur RMS ∆aRMS simulée pour RPB = 41dB.m
−2, 36dB.m−2, 31dB.m−2 et
26dB.m−2, N=100 and L=20, à 1800MHz dans le plan E à φ = 0◦.
Pr RPB ∆aRMS max à 1000MHz ∆aRMS max à 1800MHz
-100dBW.m−2 41dB.m−2 1.3◦ 1.2◦
-105dBW.m−2 36dB.m−2 2.6◦ 2◦
-110dBW.m−2 31dB.m−2 4.4◦ 4.9◦
-115dBW.m−2 26dB.m−2 12.5◦ 10.3◦
Table IV.9 – Récapitulatif des ∆aRMS(φ, θ) maximales dans le plan E pour φ = 30◦ à 1000MHz
et φ = 0◦ à 1800MHz en fonction de Pr
On déduit de cette analyse que la sensibilité de l’antenne vectorielle de radiogoniométrie UHF
bibande est de -110dBW.m−2 à 1000MHz et 1800MHz. En utilisant la limite de puissance
d’émission des téléphones mobiles sur le territoire national de 1W pour la bande A et 2W pour
la bande B, et en supposant que le gain de l’antenne d’émission est de 0dBi, on obtient une
portée théorique de 126km à 1000MHz et 89km à 1800MHz.
3.4.e Comparaison des performances de l’antenne bibande et de l’antenne mono-
bande
Afin de confirmer l’amélioration des performances d’estimation obtenues avec cette nouvelle
topologie d’antennes, nous les comparons avec celles de l’antenne vectorielle monobande à trois
éléments délocalisés sur un support de 800x800mm, étudiée dans le chapitre précédent. Pour
cela, la différence de fréquence d’utilisation doit être prise en compte. En effet, la sensibilité
d’une antenne est liée à sa surface effective qui dépend de son gain mais aussi de la fréquence
de mesure comme indiqué dans (II.10).
Ainsi, en connaissant le gain de l’antenne et la puissance de bruit aux fréquences f0 et f1, la
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sensibilité à f1 peut être calculée à partir de la sensibilité mesurée à f0 :
Pr( f1) = Pr( f0)
λ2( f0)G( f0)Pn( f1)
λ2( f1)G( f1)Pn( f0)
(IV.10)
Comme nous supposons un bruit blanc gaussien (Pn constante quelque soit la fréquence) et
que nous utilisons des capteurs résonnants (approximation d’un gain constant à la fréquence de
résonance), nous pouvons simplifier (IV.10) par la relation :




Dans ces conditions, pour une même densité de puissance incidente, à gain équivalent, une
antenne fonctionnant à une fréquence plus basse, captera plus d’énergie par angle solide et par
conséquent, fournira une puissance plus importante à sa sortie.
Nous calculons les sensibilités équivalentes de l’antenne vectorielle UHF bibande, obtenues à
1000MHz et 1800MHz, ramenée à 2400MHz à partir de (IV.11). Les résultats sont fournis dans
le tableau IV.10.
Fréquence Psensi simulée Psensi convertie Psensi référence Différence
1000MHz -110dBW.m−2 -102.5dBW.m−2 -95dBW.m−2 -7.5dB
1800MHz -110dBW.m−2 -107.5dBW.m−2 -95dBW.m−2 -12.5dB
Table IV.10 – Conversion de la sensibilité de l’antenne vectorielle UHF bibande à 2400MHz et
comparaison avec celle de l’antenne Dloc de -95dBW.m−2.
Pour l’antenne vectorielle à six éléments, on obtient une sensibilité convertie à 2400MHz de
−107.5dBW.m−2 pour la bande A et de −102.5dBW.m−2 pour la bande B. Cette différence de
5dB est justifiée par le gain des demi-boucles chargées qui est plus important à 1800MHz mais
aussi de l’augmentation de la diversité de phase en sortie des capteurs, due à une plus large
répartition des éléments rayonnants, dans la bande A. La sensibilité de l’antenne à trois éléments
est de -95dBW.m−2. Ainsi, l’antenne vectorielle UHF bibande améliore la sensibilité de 12.5dB
et 7.5dB pour la bande A et B respectivement.
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4 Mesure des performances de l’antenne vectorielle UHF bi-
bande
Une antenne vectorielle bibande couvrant les fréquences GSM, basée sur une topologie à six
éléments, a été développée et ses performances ont été évaluées par le biais de simulations EM et
de l’algorithme MUSIC. Malgré la présence de certaines zones angulaires sensibles, clairement
identifiées, cette étude a mis en évidence les bonnes performances d’estimation obtenues avec
cette antenne.
Dans le but de valider expérimentalement les performances obtenues par simulation, un proto-
type de cette antenne vectorielle est réalisé et mesuré en chambre anéchoïque au LAAS-CNRS.
4.1 Réalisation du prototype
Les capteurs de l’antenne vectorielle sont conçus en repartant des dimensions indiquées dans
les tableaux IV.3, IV.4 et IV.5 et les figures IV.14, IV.20 et IV.23. La figure IV.44 montre la
réalisation du capteur électrique bibande et du capteur magnétique bibande.
(a) (b)
Figure IV.44 – Réalisation d’un capteur UHF bibande (a) électrique et (b) magnétique.
Sur le monopôle replié, la trappe notée LC est réalisée par une capacité et une self céramique
mises en parallèle. Un emplacement pour une seconde trappe a été prévu dans le but d’accentuer
l’isolation des deux modes résonnants si nécessaire. Cependant, les résultats ont montré qu’une
seule cellule LC était suffissante. Par conséquent, elle est remplacée par une résistance nulle
(R0 = 0Ω). Pour la demi-boucle, les capacitésCc et C f sont réalisées par des capacités variables
pour ajuster l’adaptation d’impédance ainsi que la fréquence de résonance de la demi-boucle A.
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Ces capteurs sont ensuite assemblés sur un support métallique de 800x800mm, suivant la to-
pologie d’antennes définie en figure IV.3. L’écartement des éléments rayonnants est fixé à
dAB
E
= 85mm (0.53λ à 1880MHz) et dAB
H
= 42.5mm (0.265λ à 1880MHz). La figure IV.45
donne une vue d’ensemble de la réalisation de l’antenne vectorielle UHF bibande.
Figure IV.45 – Réalisation de l’antenne vectorielle UHF bibande.
La mesure des sorties de l’antenne est effectuée dans une chambre anéchoïque par l’intermé-
diaire d’un analyseur de réseau Anritsu 37397D comme indiqué dans la description des moyens
de test fournie en annexe B. Pour ne pas perturber l’environnement lors des expérimentations et
garantir la stabilité des mesures, un répartiteur, composé de commutateurs contrôlable depuis
l’extérieur de la chambre est développé. La figure IV.46 illustre ce répartiteur.
Il est composé de quatre commutateurs : deux commutateurs TTL 4 entrées/1 sortie, d’un com-
mutateur TTL 2 entrées/1 sortie et d’un commutateur mécanique 2 entrées/1 sorties dont la
sortie est connectée à l’entrée de l’analyseur de réseau. La documentation technique de ces
commutateurs est donnée en annexe F.
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Figure IV.46 – Réalisation du répartiteur.
Mesure des performances de l’antenne vectorielle UHF bibande 143
4.2 Caractéristiques de l’antenne vectorielle UHF bibande
Afin de valider la réalisation du prototype, les caractéristiques de l’antenne vectorielle bibande,
à savoir sa couverture fréquentielle et ses diagrammes de rayonnement, ont été évaluées par
mesure et comparées à celles obtenues par simulation.
4.2.a Adaptation d’impédance
L’adaptation d’impédance est mesurée à l’entrée de chaque capteur. Le but est de vérifier que
la fréquence de résonance de chaque élément rayonnant est correctement accordée et que les
bandes GSM sont couvertes. La figure IV.47 et la figure IV.48 donnent respectivement le coef-
ficient de réflexion S11 simulé et mesuré à l’entrée du capteur EABz1 et du capteur H
AB
x1 .
Figure IV.47 – Coefficient de réflexion S11
simulé et mesuré à l’entrée du capteur élec-
trique EAB
z1 avec le gabarit spécifié (gris).
Figure IV.48 – Coefficient de réflexion S11
simulé et mesuré à l’entrée du capteur ma-
gnétique HAB
x1 avec le gabarit spécifié (gris).
On note une légère augmentation de la fréquence de résonance dans la bande A du capteur
électrique. Cependant, la largeur de bande étant initialement plus large que souhaitée, la bande
visée est toujours couverte par ce monopôle repliée. Par ailleurs, le coefficient de réflexion S11
mesuré en entrée du capteur magnétique coïncide parfaitement avec celui simulé. Les bandes
passantes mesurées sont donc :
− [850MHz-1068MHz] et [1706MHz-2075MHz] pour les capteurs électriques ;
− [820MHz-963MHz] et [1702MHz-1890MHz] pour les capteurs magnétiques.
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4.2.b Diagrammes de rayonnement
Les diagrammes de rayonnement de chaque capteur dans les bandes de fréquences A et B ont
été mesurés. En raison de la symétrie par rotation présente dans la topologie de l’antenne, le
rayonnement est caractérisé seulement pour φ ∈ [−60◦ - 60◦] avec un pas ∆φ = 1◦ et pour θ ∈




rayonnement des quatre autres capteurs sont fournis en annexe E.2.
(a) Gain mesuré de EAB
z1 à 1000MHz (b) Gain mesuré de H
AB
xy1 à 1000MHz
(c) Gain mesuré de EAB
z1 à 1800MHz (d) Gain mesuré de H
AB
xy1 à 1800MHz
Figure IV.49 – Gain mesuré du capteur électrique EAB




Les diagrammes de rayonnement mesurés sont en accord avec ceux simulés (voir figure IV.35).
Comme en simulation, les ondulations des diagrammes dues à la proximité des six capteurs
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mais aussi causées par la diffraction des ondes de surface sur le bord du support métallique de
l’antenne, sont présents sur le rayonnement de chaque capteur. Le gain maximal mesuré est :
− dans la bande A : -1.2dBi pour HAB
xy1 et 6.6dBi pour E
AB
z1 ;
− dans la bande B : -3.5dBi pour HAB
xy1 et 5.7dBi pour E
AB
z1 .
Ces valeurs confirment les gains prédits par simulation EM.
4.3 Performances d’estimation de l’antenne vectorielle UHF bibande
Les performances d’estimation de direction d’arrivée sont mesurées dans le but de valider ex-
périmentalement les résultats de simulation.
4.3.a Conditions d’estimation
Les mesures sont effectuées en chambre anéchoïque. Une antenne cornet, de gain connu, est
utilisé à l’émission. L’antenne vectorielle sous test est positionnée sur un axe rotatif (cf. figure
IV.50) afin de contrôler la direction d’arrivée de l’onde EM émis par l’antenne cornet.
Figure IV.50 – Installation du prototype de l’antenne vectorielle UHF bibande dans la chambre
anéchoïque.
Le répartiteur est connecté sur les sorties des six capteurs et sur l’entrée de l’analyseur de ré-
seau. Le but est de mesurer les signaux incidents en amplitude et en phase pour chaque direction
d’arrivée à estimer. Par post-traitement, un bruit gaussien est rajouté sur ces échantillons mesu-
rés pour modifier le RPB en sortie d’antenne. L’algorithme MUSIC est utilisé pour extraire une
précision d’estimation de ces mesures.
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L’étalonnage du système antennaire est réalisé par l’intermédiaire des diagrammes de rayonne-
ment mesurés de chaque capteur. La présence du répartiteur modifie la réponse en phase et en
amplitude des signaux mesurés. Par conséquent, ces distorsions doivent être prises en compte
dans le traitement d’antennes (cf. annexe B.2).
Les mesures sont réalisées pour φ ∈ [−60◦ - 60◦] avec une résolution angulaire de ∆φ =1◦ et
θ ∈ [0◦ - 90◦] avec une résolution angulaire de ∆θ =5◦. La géométrie de l’antenne ayant une
symétrie par rotation de 120◦, on suppose que les performances d’estimation sont identiques sur
les 240◦ en azimut restants. Le tableau IV.8 récapitule les conditions d’estimation utilisées pour
caractériser les performances de l’antenne vectorielle bibande.
Algorithme MUSIC
Couverture angulaire φ ∈ [−60◦ ; 60◦]
θ ∈ [0◦ ; 90◦]
Résolution angulaire ∆φ = 1◦
∆θ = 5◦
Puissance de bruit Pn -111dBm
Nombre d’observation N 100
Nombre d’estimation L 20
Table IV.11 – Récapitulatif des conditions d’estimation pour la caractérisation par mesure des
performances de l’antenne vectorielle UHF bibande
4.3.b Précision d’estimation
La précision d’estimation est évaluée pour la même densité de puissance incidente qu’en simu-
lation, c’est-à-dire Pr = -105dBW.m
−2, correspondant à un RPB = 36dB.m−2. La figure IV.51
donne l’erreur d’estimation RMS ∆aRMS obtenue à 1000MHz et 1800MHz à partir des condi-
tions données dans le tableau IV.11. Les angles en site θ correspondent à l’axe radial tandis que
l’axe circulaire représente les angles en azimut φ.
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(a) f = 1000MHz (b) f = 1800MHz
Figure IV.51 – Précision RMS mesurée du capteur bibande pour Pr = -105dBW.m
−2
Les erreurs d’estimation mesurées sont cohérentes avec celles obtenues à partir des simulations
numériques. Néanmoins, on remarque une augmentation de l’erreur à 1800MHz à θ = 80◦
et φ = 315◦. L’erreur maximale RMS mesurée est de 2.1◦ et 4.7◦ à 1000MHz et 1800MHz
respectivement. De plus, quelques variations sur les zones angulaires sensibles sont observées.
Avec ce prototype, elles se situent à θ proche de 90◦ et : à φ proche de 350◦ et de 30◦ à 1000MHz
et à φ proche de 315◦, 0◦ et 60◦ à 1800MHz.
Pour analyser ces résultats, nous calculons la diversité de phase d∆ϕ(φ, θ) en sortie des capteurs
électriques. La figure IV.52 donne d∆ϕ(φ, θ) mesurée de l’antenne.
(a) d∆ϕ(φ, θ) mesuré à 1000MHz (b) d∆ϕ(φ, θ) mesuré à 1800MHz
Figure IV.52 – Mesure de la variation de phase d∆ϕ(φ, θ) selon θ en la sortie des capteurs EABzi
à (a) 1000MHz et (b) 1800MHz.
En comparant d∆ϕ(φ, θ) mesurée avec la variation de phase simulée (figure IV.41), on constate
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de légères différences en raison d’une modification du rayonnement liée à la précision de réa-
lisation de l’antenne (position et orientation des capteurs, ondulation de la surface du support
métallique, etc...) :
− à 1000MHz, d∆ϕ(φ, θ) augmente pour θ proche de 90◦ et φ proche de 330◦ tandis qu’à
φ proche de 30◦ la faible variation de phase est toujours présente. Cette modification fait
apparaître une nouvelle zone angulaire sensible, à θ proche de 90◦ et φ proche de 350◦,
dans laquelle la diversité de phase est faible (voir figure IV.52a) ;
− à 1800MHz, l’erreur d’estimation RMS maximale est décalée à φ proche de 315◦ en
raison d’une diminution de d∆ϕ(φ, θ) dans cette direction (voir figure IV.52b).
Malgré ces décalages, les résultats obtenus en mesure sont cohérents avec les performances
simulées et permettent de valider la bonne précision d’estimation de l’antenne vectorielle UHF
bibande.
4.3.c Sensibilité
La sensibilité de l’antenne vectorielle bibande est mesurée dans les mêmes plans E que
ceux choisis en simulation à savoir φ = 30◦ à 1000MHz et φ = 0◦ à 1800MHz. L’esti-
mation des directions d’arrivée est réalisée pour quatre densités de puissance incidente Pr =
-100dBW.m−2, -105dBW.m−2, -110dBW.m−2 et -115dBW.m−2 correspondant respectivement à
RPB = 41dB.m−2, 36dB.m−2, 31dB.m−2 et 26dB.m−2. Comme en simulation, le seuil de sensi-
bilité est fixée à 5◦ RMS.
La figure IV.53a et la figure IV.53b donnent respectivement l’erreur RMS obtenue à 1000MHz et
1800MHz pour les quatre densité de puissance précédemment définies. La résolution angulaire
pour cette analyse est réduite à ∆θ = 5◦.
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(a) ∆aRMS simulée et mesurée dans le plan E à φ = 30◦ à 1000MHz
(b) ∆aRMS simulée et mesurée dans le plan E à φ = 0◦ à 1800MHz
Figure IV.53 – ∆aRMS maximale simulée (ligne solide) et mesurée (ligne en pointillé) pour
RPB = 41dB.m−2, 36dB.m−2, 31dB.m−2 et 26dB.m−2, N=100 and L=20
Dans les deux bandes de fréquences, on retrouve des résultats cohérents avec ceux obtenus
en simulation. La précision d’estimation est perturbée dans les mêmes zones angulaires. Le
tableau IV.12 donne les erreurs d’estimation RMS maximales pour chaque densité de puissance
à 1000MHz et 1800MHz. La sensibilité mesurée est proche de -110dBW.m−2 à 1000MHz et à
1800MHz ce qui valide les performances simulées.
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Pr RPB ∆aRMS max à 1000MHz ∆aRMS max à 1800MHz
-100dBW.m−2 41dB.m−2 0.9◦ 1.1◦
-105dBW.m−2 36dB.m−2 1.8◦ 2.4◦
-110dBW.m−2 31dB.m−2 4◦ 5.8◦
-115dBW.m−2 26dB.m−2 8.6◦ 12.9◦
Table IV.12 – Récapitulatif des ∆aRMS(φ, θ) maximale dans le plan E pour φ = 30◦ à 1000MHz
et φ = 0◦ à 1800MHz en fonction de Pr
5 Conclusion du chapitre
Dans ce chapitre, une nouvelle topologie d’antennes vectorielles de radiogoniométrie permet-
tant d’estimer la direction d’arrivée d’ondes TMz dans l’ensemble du demi-espace 3D est pro-
posée. Elle est composée de seulement trois capteurs électriques et trois capteurs magnétiques,
spatialement répartis, couvrant chacun deux bandes de fréquences. En plus de la couverture bi-
bande, cette architecture d’antennes assure un faible couplage entre les capteurs électriques et
magnétiques, permet d’améliorer la précision de mesure du champ électrique et d’augmenter la
diversité de phase en sortie des capteurs pour améliorer l’estimation de θ.
Une antenne basée sur cette topologie a ensuite été étudiée et développée. La mesure du champ
EM est effectuée par trois monopôles répliés et trois demi-boucles chargées. Ces capteurs
sont dimensionnés pour couvrir les deux bandes de fréquences GSM [890MHz-960MHz] et
[1710MHz-1880MHz]. L’antenne a un faible encombrement avec un diamètre de λ/4 et une
hauteur λ/5.5 à 890MHz. La caractérisation des performances d’estimation de cette antenne, au
travers de simulations EM, montre une amélioration de la précision d’estimation avec un gain
de 7.5dB sur la sensibilité par rapport à l’antenne vectorielle monobande à trois éléments délo-
calisés, étudiée dans le chapitre précédent. Par ailleurs, une analyse de la diversité de phase en
sortie des capteurs électriques a permis d’identifier clairement la position des zones angulaires
sensibles qui sont causées par la diminution des phases relatives entre capteurs.
Enfin, un prototype a été réalisé et mesuré en vue de valider expérimentalement les résultats
obtenus. Des imprécisions dans la réalisation de l’antenne engendrent de légères différences
entre simulation et mesure. Néanmoins, la précision d’estimation ainsi que la sensibilité mesu-
rée sont cohérentes avec les résultats de simulation. Les performances d’estimation de l’antenne
vectorielle UHF bibande, obtenues avec l’algorithme MUSIC, sont récapitulées dans le tableau
IV.13.
Fréquence Psensi pour ∆aRMS max = 5◦ RPB Portée théorique - (Pe,Ge)
925MHz -110dBW.m−2 31dB.m−2 126km - (2W,0dBi)
1795MHz -110dBW.m−2 31dB.m−2 89km - (1W,0dBi)
Table IV.13 – Tableau récapitulatif des performances mesurées de l’antenne vectorielle UFH
bibande
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Cette étude a ainsi permis de proposer, pour la première fois, une antenne vectorielle de ra-
diogoniométrie 3D UHF bibande, compacte et performante. Les bonnes performances d’esti-
mation obtenues au cours de ces travaux démontrent la faisabilité d’un tel système antennaire.
Maintenant, que nous disposons d’une topologie d’antennes performante, nous allons adresser
l’extension de la couverture fréquentielle à un plus grand nombre de bandes.
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Chapitre V
Extension de la couverture fréquentielle au
multibande
Après avoir démontré la faisabilité d’une antenne vectorielle de radiogoniométrie 3D UHF bi-
bande, compacte et performante, nous allons maintenant adresser l’extension de la couverture
fréquentielle. Le but est de montrer la capacité de cette topologie d’antennes à s’adapter aux
applications multibandes. Pour ce faire, une troisième bande de fréquences est ajoutée aux cap-
teurs bibandes précédemment étudiés.
Dans ce chapitre, une topologie d’antennes vectorielles tribandes est donc proposée. De
nouveaux capteurs électriques et magnétiques couvrant la bande de fréquences [400MHz-
430MHz], incluant certaines fréquences ARGOS et les fréquences COSPAS-SARSAT, sont
étudiés, développés et intégrés aux capteurs GSM existants. Après l’évaluation des caractéris-
tiques de cette antenne, sa précisions d’estimation et sa sensibilité sont déterminées dans les
trois bandes de fréquences au travers de simulations EM et à l’aide de l’algorithme MUSIC.
Cette caractérisation permet non seulement d’obtenir les performances dans la nouvelle bande
de fréquences mais aussi d’évaluer l’impact de ces nouveaux capteurs sur l’estimation dans les
bandes GSM.
1 Topologie d’antennes vectorielles tribandes
Une topologie d’antennes vectorielles tribandes est proposée. Comme pour l’antenne bibande,
seule une répartition planaire des éléments est autorisée pour réduire l’encombrement du sys-
tème antennaire. L’approche proposée peut être étendue à un plus grand nombre de bandes.
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1.1 Description de la topologie
Dans notre étude, nous souhaitons ajouter une troisième bande, appelée bande C, permettant la
localisation de balises ARGOS et COSPAS-SARSAT (400MHz-430MHz). Une des solutions
pour intégrer cette nouvelle bande de fréquences est de remplacer les capteurs bibandes par des
capteurs tribandes. Cependant, la répartition spatiale des éléments doit être suffisamment large
pour assurer une bonne précision d’estimation [45, 81, 82] mais aussi limitée pour éviter tout
risque d’ambiguïtés. Par conséquent, si l’écart entre les bandes de fréquences est trop important,
l’estimation doit être réalisée par l’intermédiaire de capteurs séparés pour conserver de bonnes
performances d’estimation dans l’ensemble de la couverture fréquentielle.
La bandeC étant séparée de deux octaves de la bande la plus haute (bande A), elle sera couverte
par une nouvelle antenne composée de six capteurs monobandes, appelée antenne C, qui sera
combinée à l’antenne bibande existante, appelée antenne AB (cf. figure V.1).
Figure V.1 – Topologie de l’antenne vectorielle tribande composée de six capteurs monobandes
et de six capteurs bibandes.
L’antenne C est basée sur la même topologie offrant ainsi les même avantages que ceux définis
précédemment à savoir : un faible couplage entre les capteurs électriques et magnétiques, une
meilleure estimation de l’angle en site et une symétrie par rotation permettant de conserver des
performances équivalente tous les 120◦ en azimut.
L’antenne tribande est donc composée de six capteurs ENz mesurant le champ électrique selon
l’axe z et de six capteurs HNxy mesurant le champ magnétique selon l’axe x et x, avec N étant l’in-
dice lié à la bande de fréquences (AB ouC). Les distances de séparation des capteurs électriques
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1.2 Analyse du risque d’ambiguïtés
L’analyse du risque d’ambiguïtés de l’antenne C est identique à celle réalisée sur l’antenne AB.
En effet, les hypothèses définies pour cette analyse ne prennent pas en compte les interactions
entre capteurs. Ainsi, comme l’antenne est basée sur la même topologie, le vecteur de direction
d utilisé pour l’analyse du risque d’ambiguïtés théorique de l’antenne C est identique à celui de








avec dABAMB et d
C
AMB correspondant respectivement aux distances maximales de l’antenne AB et
C, et λABmin et λ
C
min étant respectivement la longueur d’onde minimale parmi les bandes A, B et la
bande C.
2 Développement des capteurs monobandes
De nouveaux capteurs couvrant la bande [400MHz-430MHz] doivent donc être combinés avec
les capteurs bibandes GSM suivant la topologie définie en figure V.1 pour étendre la couverture
fréquentielle. Pour les capteurs magnétiques, nous décidons de conserver le principe des demi-
boucles à charges capacitives et à double accès en raison de leur faible taille et de leur large
bande malgré la dégradation de l’efficacité. En revanche, pour les capteurs électriques, nous
optons pour l’utilisation d’antennes PIFA (Planar Inverted-F Antenna) qui sont des antennes
compactes tout en fournissant une large bande de fréquences. Comme pour les éléments haute
fréquence, l’impédance d’entrée de ces nouveaux capteurs doit être de 50Ω.
2.1 Développement des capteurs électriques
Des monopôles quart d’onde peuvent être utilisés pour mesurer le champ électrique comme
démontré précédemment. Cependant, dans le bas de la bande UHF, la taille des capteurs élec-
triques devient trop importante rendant leur intégration complexe et risquant de perturber le
rayonnement des éléments haute fréquence. Nous nous sommes donc tournés vers des antennes
à faible signature EM, limitant ainsi le champ diffusé par ces antennes. Notre choix s’est porté
sur les antennes PIFA.
2.1.a Principe de l’antenne PIFA
Pour réduire la taille d’un monopôle quart d’onde, une technique consiste à courber ce dernier le
long du plan de masse donnant ainsi une antenne en forme de L (cf. figure V.2), communément
appelée antenne ILA pour ”Inverted-L Antenna” [13].
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Figure V.2 – Antenne ILA : ”Inverted-L antenna”.
Comme pour un monopôle, le mode fondamental est obtenu pour une longueur d’antenne :




Le courant traversant la structure peut être décomposé en deux contributions. La première est
notée iv et correspond au courant circulant sur le brin vertical de longueur h tandis que la se-
conde, appelée ih, correspond au courant sur le brin horizontal de longueur l. La distance h est
faible devant la longueur d’onde. Ainsi, l’image du courant ih sur le plan de masse est −ih. Cette
opposition de phase annule le rayonnement du brin horizontal laissant ainsi seulement rayon-
ner le brin vertical traversé par iv. Le diagramme de rayonnement d’une antenne ILA est donc









On constate, qu’avec une hauteur h petite devant la longueur d’onde, la résistance de rayonne-
ment est faible. Pour l’augmenter, on fait appel à une autre variante qui consiste à positionner
un court-circuit, à une distance s de la source d’excitation [13]. L’antenne résultante, en forme
de F (cf. figure V.3), est appelée antenne IFA pour ”Inverted-F Antenna”.
Figure V.3 – Antenne IFA : ”Inverted-F antenna”.
L’ajout d’un court-circuit génère un second courant iv en phase avec celui du brin excité ce
qui permet de renforcer le champ EM rayonné et par conséquent d’augmenter la résistance de
rayonnement. La fréquence de résonance est fixée par :




La boucle, formée par les deux brins verticaux et le brin horizontal d’une longueur s, rajoute
un effet selfique sur l’impédance d’entrée de l’antenne, compensant ainsi l’effet capacitif créé
entre le brin d’une longueur l et le plan de masse. L’impédance d’entrée de l’antenne IFA peut
donc être adaptée en ajustant l’écartement s.
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Pour une polarisation TM, selon la normale du plan de masse, ces antennes offrent une faible
signature EM car la plus grande partie de leur structure conductrice est orthogonale au champ
électrique. Cependant, leur bande passante est étroite ne dépassant généralement pas les 5%.
Pour couvrir des bandes passantes plus larges, on utilise une variante de l’antenne IFA, utilisant
des surfaces conductrices planaires à la place des brins conducteurs. Cette variante, appelée
antenne PIFA pour ”Planar Inverted-F Antenna”, est illustrée en figure V.4.
Figure V.4 – Antenne PIFA : ”Planar Inverted-F antenna”.
L’antenne PIFA est composée d’une large surface conductrice d’une longueur s + l et d’une
largeur u. On peut la considérer comme une antenne patch quart d’onde en raison du court-
circuit présent à son extrémité qui est réalisé par une plaque de largeur w. La longueur d’onde
du mode fondamental est :
λ = 4(l + u − w) (V.5)
En réduisant la largeur w, on augmente l’effet selfique ramené par la plaque du court-circuit.
Ainsi la fréquence de résonance est réduite tout en conservant une antenne compacte. L’im-
pédance d’entrée est réglée par l’écartement s entre la source et l’extrémité court-circuitée.
Concernant la bande passante, les antennes PIFA couvre généralement une bande de l’ordre de
8% [13]. Néanmoins, il est possible de l’élargir en intervenant sur différentes caractéristiques
physiques de l’antenne : sa hauteur h [105], la géométrie de la plaque supérieure horizontale ou
du plan de masse [106] et la géométrie de la plaque d’excitation [107].
2.1.b Antenne PIFA UHF
A l’aide du logiciel de simulation EM HFSS, nous avons développé une antenne PIFA couvrant
la bande [400MHz-430MHz]. La figure V.9 donne une vue d’ensemble de la structure. Pour le
développement de cette antenne, nous avons dans un premier temps, considéré que le plan de
masse est infini.
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Figure V.5 – Antenne PIFA couvrant la bande [400MHz-430MHz].
La source d’excitation est positionnée en A. Deux plaques fines, d’une épaisseur de 5mm, sont
utilisées en B et en C pour court-circuiter la plaque supérieure sur deux de ses angles. Nous
décidons de diviser la plaque de court-circuit en deux pour réduire les surfaces coplanaires au
champ électrique en polarisation TM en vue de diminuer au maximum la signature EM du
capteur. Les dimensions de cette antenne sont indiquées en figure V.6 et dans le tableau V.1.
(a) Vue de côté (b) Vue de face
Figure V.6 – PIFA couvrant la bande [400MHz-430MHz]
Table V.1 – Dimensions de l’antenne PIFA couvrant la bande [400MHz-430MHz]
a 135mm c 46mm e 5mm g 16mm i 38.5mm k 1.5mm
b 81mm d 80mm f 5mm h 48mm j 38.5mm
2.1.c Adaptation d’impédance
La largeur de bande de l’antenne PIFA est évaluée en analysant l’adaptation d’impédance à son
entrée. La figure V.11 donne le coefficient de réflexion S11 à l’entrée de l’antenne PIFA résultant
de cette simulation.
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Figure V.7 – Coefficient de réflexion S11 simulé à l’entrée du capteur électrique monobande
avec le gabarit spécifié (gris).
L’antenne PIFA résonne à f0 = 410MHz avec une bande de 38MHz, [392MHz-430MHz] (soit
∆ f / f0 = 9.2%). Ce capteur électrique satisfait donc le critère de couverture fréquentielle.
2.1.d Diagramme de rayonnement
La figure V.8 donne le gain simulé de l’antenne à PIFA à 415MHz en polarisation TMn et TEn,
selon la normale à l’antenne PIFA, notée n.
(a) Gain en polarisation TMn (b) Gain en polarisation TEn
Figure V.8 – Gain simulé du capteur électrique à 415MHz (a) en co-polarisation et (b) en
polarisation croisée.
Le rayonnement est similaire à celui du mode fondamental d’un monopôle quart d’onde. Ce-
pendant, on constate que le gain à θ = 0◦ n’est pas nul. La raison est qu’il existe une composante
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en polarisation croisée, rayonnée par la plaque horizontale de la PIFA (cf. figure V.8b). En ef-
fet, avec une hauteur h = λ/15, l’image du courant sur la surface du plan de masse n’est pas
parfaitement en opposition de phase avec le courant ih (≈ 155◦ au lieu de 180◦), ce qui dégrade
la pureté de polarisation à θ = 0◦. Néanmoins, on conserve un diagramme omnidirectionnel
en azimut et bidirectionnel en site avec un gain maximal est de 4.9dBi. La discrimination de
polarisation croisée correspondante est donnée en annexe D.3.
2.2 Développement des capteurs magnétiques
Pour les capteurs magnétiques, nous conservons des demi-boucles chargées à double accès en
raison de leurs faibles dimensions. Le principe de conception est donc le même que celui utilisé
pour les capteurs magnétiques de l’antenne vectorielle bibande, excepté que pour cette nouvelle
antenne, l’élément rayonnant est monobande. La figure V.9 donne une vue de l’antenne demi-
boucle chargée à double accès couvrant la bande [400MHz-430MHz].
Figure V.9 – Antenne demi-boucle chargée couvrant la bande [400MHz-430MHz].
Nous retrouvons les deux effets capacitifs, notés Cc et Ca, permettant respectivement d’ajuster
l’adaptation d’impédance et la fréquence de résonance de la demi-boucle.Cc est réalisé par une
capacité de 4.4pF tandis que Ca est généré par couplage entre le plan de masse et la base de la
demi-boucle. Le substrat utilisé est pour cette antenne le ROGERS 4003C d’une épaisseur de
1.524mm, avec εr = 3.55 et tanδ = 0.0027. Les dimensions de ce capteur sont fournies sur la
figure V.10 et dans le tableau V.2.
Table V.2 – Dimensions de la demi-boucle chargée couvrant la bande [400MHz-430MHz]
a 68mm c 6mm e 10mm g 4mm i 1.524mm
b 20mm d 10mm f 40mm h 20mm
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(a) Vue de côté (b) Vue de face
Figure V.10 – Demi-boucle chargée couvrant la bande [400MHz-430MHz]
2.2.a Adaptation d’impédance
La figure V.11 donne le coefficient de réflexion S11 simulé sur l’un des deux accès de la demi-
boucle chargée. La structure étant symétrique, on retrouve les mêmes caractéristiques élec-
triques sur les deux entrées de l’antenne.
Figure V.11 – Coefficient de réflexion S11 simulé à l’entrée du capteur magnétique monobande
avec le gabarit spécifié (gris).
La demi-boucle résonne à f0 = 420MHz avec une bande de fréquences de 53MHz, [395MHz-
458MHz] (soit ∆ f / f0 = 12.6%). Elle permet donc de couvrir les fréquences souhaitées.
2.2.b Diagramme de rayonnement
Le diagramme de rayonnement de la demi-boucle courant la bande [400MHz-430MHz] est
évalué dans le demi-espace 3D de −90◦ à 90◦ en azimut en raison du support infini. La figure
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V.12 donne le gain simulé à 415MHz, en polarisation TMn, selon l’axe de la demi-boucle, noté
n. Les angles φ sont représentés sur l’axe circulaire et les angles θ correspondent à l’axe radial.
(a) Gain en polarisation TMn (b) Gain en polarisation TEn
Figure V.12 – Gain simulé du capteur magnétique à 415MHz (a) en co-polarisation et (b) en
polarisation croisée.
Le rayonnement correspond au rayonnement du mode fondamental d’une demi-boucle avec un
diagramme bidirectionnel en azimut et omnidirectionnel en site. Le gain maximal est de -9.9dBi.
Comme observé précédemment, l’efficacité de ce capteur est faible en raison de la puissance
dissipée dans les charges connectées sur chacun de ses deux accès. Cependant, elle permet de
conserver un diagramme de rayonnement symétrique [92] avec un faible niveau de polarisation
croisée et une bande passante suffisamment large tout en conservant une taille compacte. La
discrimination de polarisation croisée correspondante est donnée en annexe D.4.
3 Développement d’une antenne vectorielle de goniométrie
UHF tribande
Pour étendre la couverture fréquentielle et ainsi proposée une antenne vectorielle UHF tribande,
ces nouveaux capteurs sont intégrés dans l’antenne bibande existante (cf. figure IV.31) suivant
la topologie définie en figure V.1. La plaque métallique de 800x800mm est conservée comme
support d’antenne. Les bandes de fréquences opérationnelles de cette antenne tribande sont :
− Bande A = [1710MHz-1880MHz] ;
− Bande B = [890MHz-960MHz] ;
− Bande C = [400MHz-430MHz].
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3.1 Intégration des capteurs électriques et magnétiques
L’analyse du risque d’ambiguïtés théorique, réalisée dans le chapitre IV, permet de déterminer
la distance de séparation maximale des capteurs électriques dC
E





= 2, à dAMB = 0.57λmin, avec λmin étant la longueur minimale couverte dans la bande C.
Pour des raisons d’encombrement, nous décidons de réduire les distances en basse fréquence à
dC
E
= 0.34λmin impliquant une distance dCH = 0.17λmin.
La fréquence maximale de fonctionnement de la bande C est de 430MHz. Par conséquent, les
capteurs électriques et magnétiques sont respectivement délocalisés du centre de l’antenne à
une distance dC
E
= 235mm et dC
H
= 117.5mm. La figure V.13 donne une vue d’ensemble de
l’antenne vectorielle tribande après l’ajout des éléments rayonnants monobandes sur l’antenne
bibande.
Figure V.13 – Antenne vectorielle UHF tribande.
3.2 Caractéristiques de l’antenne vectorielle UHF tribande
Les caractéristiques de chacun des capteurs électriques et magnétiques de l’antenne vectorielle
tribande ont été évaluées par le biais de simulation EM. Ces caractéristiques sont :
− l’adaptation d’impédance ;
− le couplage entre capteurs ;
− les diagrammes de rayonnement.
3.2.a Adaptation d’impédance






xy1 en chargeant les huit autres avec une impédance 50Ω. Ces
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derniers ont des impédances d’entrée voisines en raison de la symétrie par rotation présente dans
la géométrie de l’antenne. La figure V.14 et la figure V.15 donnent respectivement le coefficient
de réflexion S11 simulé en sortie des éléments ECz1, H
C





Figure V.14 – Coefficient de réflexion S11 du
capteur électrique EC
z1 et du capteur magné-
tique HC
xy1.
Figure V.15 – Coefficient de réflexion S11 du
capteur électrique EAB
z1 et du capteur magné-
tique HAB
xy1.
On observe bien les trois fréquences de résonance permettant chacune de couvrir les bandes :
− [401MHz-444MHz] pour les capteurs électriques ECz ;
− [395MHz-448MHz] pour les capteurs magnétiques HCxy ;
− [823MHz-1042MHz] et [1665MHz-1950MHz] pour les capteurs électriques EABz ;
− [806MHz-980MHz] et [1707MHz-1900MHz] pour les capteurs magnétiques HABxy .
Les capteurs basse fréquence sont suffisamment éloignés des capteurs GSM pour ne pas avoir
d’effet sur leur résonance respectives.
3.2.b Couplage entre capteurs
Le couplage entre capteurs est simulé dans les trois bandes de fréquence : entre les éléments ECz




xy pour les bandes A et B. Les tableaux
V.3, V.4 et V.5 donnent respectivement les coefficients de couplage dans les bandes C, B et A.
Avec l’antenne tribande, les coefficients de couplage sont légèrement plus importants dans les
bandes A et B qu’avec l’antenne bibande (cf. tableaux V.5 et V.4). On obtient un couplage maxi-
mal de -10.7dB entre les capteurs électriques à 925MHz. Concernant la bande C, le couplage
est faible et ne dépasse pas les -15dB.




















z1 X -15.3 -15.3 -36.1 -34.8 -44.6 -37.6 -44.7 -37.6
EC
z2 -15.3 X -15.6 -43.1 -36.9 -35.6 -34.3 -41.7 -35.7
EC
z3 -15.3 -15.6 X -43.1 -36.9 -35.6 -34.3 -41.7 -35.7
HC
xy1a -36.1 -43.1 -43 X X -53.1 -51.6 -53.1 -51.5
HC
xy1b -34.8 -36.9 -36.8 X X -51.5 -49.7 -51.6 -49.7
HC
xy2a -44.6 -35.6 -41.5 -53.1 -51.5 X X -53.3 -51.9
HC
xy2b -37.6 -34.3 -35.7 -51.6 -49.7 X X -51.9 -49.6
HC
xy3a -44.7 -41.7 -35.6 -53.1 -51.6 -53.3 -51.9 X X
HC
xy3b -37.6 -35.7 -34.3 -51.5 -49.7 -51.9 -49.6 X X




















z1 X -10.7 -10.7 -28.5 -25.5 -34.2 -33.1 -34.6 -32.9
EAB
z2 -10.7 X -10.9 -34.5 -33.1 -28.5 -25.5 -34.7 -32.9
EAB
z3 -10.7 -10.9 X -34.5 -33.2 -34.8 -33.1 -28.5 -25.5
HAB
xy1a -28.5 -34.5 -34.5 X X -41.8 -42.3 -41.8 -42.3
HAB
xy1b -25.5 -33.1 -33.2 X X -42.3 -37.9 -42.3 -37.9
HAB
xy2a -34.2 -28.5 -34.8 -41.8 -42.3 X X -41.9 -42.4
HAB
xy2b -33.1 -25.5 -33.1 -42.3 -37.9 X X -42.4 -37.9
HAB
xy3a -34.6 -34.7 -28.5 -41.8 -42.3 -41.9 -42.4 X X
HAB
xy3b -32.9 -32.9 -25.5 -42.3 -37.9 -42.4 -37.9 X X




















z1 X -15.2 -15.2 -33.6 -21.4 -27.8 -26.7 -24.8 -24.6
EAB
z2 -15.2 X -15.1 -24.5 -26.6 -33.7 -21.3 -24.8 -26.6
EAB
z3 -15.2 -15.1 X -24.5 -26.7 -24.8 -26.6 -33.6 -21.2
HAB
xy1a -33.6 -24.5 -24.5 X X -51.7 -40.1 -51.9 -40.1
HAB
xy1b -21.4 -26.6 -26.7 X X -40.3 -28.7 -40.2 -28.7
HAB
xy2a -27.8 -33.7 -24.8 -51.7 -40.3 X X -51.9 -40.2
HAB
xy2b -26.7 -21.3 -26.6 -40.1 -28.7 X X -40.2 -28.7
HAB
xy3a -24.8 -24.8 -33.6 -51.9 -40.2 -51.9 -40.2 X X
HAB
xy3b -24.6 -26.6 -21.2 -40.1 -28.7 -40.2 -28.7 X X
Table V.5 – Couplage en dB entre les capteurs de l’antenne tribande à 1795MHz
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3.2.c Diagrammes de rayonnement
Le repère défini pour le calcul des diagrammes de rayonnement de l’antenne vectorielle tri-
bande est identique à celui de l’antenne bibande. Le rayonnement est caractérisé dans les trois
bandes de fréquences [400MHz-430MHz], [890MHz-960MHz] et [1710MHz-1880MHz]. La







rayonnement des huit autres capteurs sont donnés en annexe E.3.
Le gain maximal pour chaque bande de fréquences est :
− dans la bande A : -0.4dBi pour HAB
xy1 et 7.3dBi pour E
AB
z1 ;
− dans la bande B : -5.8dBi pour HAB
xy1 et 5.3dBi pour E
AB
z1 ;
− dans la bande C : -8.2dBi pour HC
xy1 et 4.1dBi pour E
C
z1.




xy1, qui est liée à la diffraction du champ sur le bord du support métallique.
En comparant leur diagrammes de rayonnement à ceux de l’antenne bibande, donnés en figure
IV.35, on constate que les éléments basse fréquence contribuent au rayonnement des capteurs
GSM bibandes, particulièrement dans la bande A, où les diagrammes sont modifiés. A 415MHz,
l’omnidirectionnalité du capteur électrique EC
z1 est perturbé par la présence des deux autres an-
tennes PIFA. Ces perturbations se traduisent par une atténuation du gain de l’ordre de 4dB
dans les directions des deux capteurs électriques perturbateurs à savoir 135◦ et 225◦. Cepen-
dant, aucune ondulation sur la directivité des capteurs n’est observée car la plaque n’est pas
suffisamment grande à ces fréquences pour provoquer des ondes de surface sur le support mé-








les plans E et H à 415MHz, 925MHz et 1795MHz sur lesquelles on distingue ces perturbations
de rayonnement.
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(a) Gain simulé de EC
z1 à 415MHz (b) Gain simulé de H
C
xy1 à 415MHz
(c) Gain simulé de EAB
z1 à 925MHz (d) Gain simulé de H
AB
xy1 à 925MHz
(e) Gain simulé de EAB
z1 à 1795MHz (f) Gain simulé de H
AB
xy1 à 1795MHz
Figure V.16 – Gain simulé des capteurs électriques EAB
z1 et E
C




xy1 en polarisation TMz à 415MHz, 925MHz et 1795MHz.
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(a) Directivité normalisée de
EC
z1 à 415MHz
(b) Directivité normalisée de
HC
xy1 at 415MHz
(c) Directivité normalisée de
EAB
z1 at 925MHz
(d) Directivité normalisée de
HAB
xy1 at 925MHz
(e) Directivité normalisée de
EAB
z1 at 1795MHz
(f) Directivité normalisée de
HAB
xy1 at 1795MHz
Figure V.17 – Directivité normalisée (b) de l’antenne PIFA EC
z1 et (c) de la demi-boucle chargée
HC
xy1 simulée dans le plan E (ligne en pointillé) et dans le plan H (ligne solide) à 415MHz
et directivité normalisée (c),(e) du monopôle replié EAB
z1 et (d),(f) de la demi-boucle chargée
HAB
xy1 simulée dans le plan E (ligne en pointillé) et dans le plan H (ligne solide) à 925MHz et
1795MHz.
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4 Performances d’estimation de l’antenne vectorielle UHF
tribande
4.1 Conditions d’estimation
L’approche par simulation ayant été validée dans le chapitre précédent, l’évaluation des perfor-
mances est effectuée au travers de simulations numériques. Elles sont évaluées dans les trois
bandes de fréquences à 415MHz, 925MHz et 1795MHz. Dans le but de comparer les résultats
obtenus avec les performances de l’antenne vectorielle bibande, les estimations de direction
d’arrivée sont effectuées dans les mêmes conditions qui sont rappelées dans le tableau V.6.
Algorithme MUSIC
Couverture angulaire φ ∈ [−60◦ - ; 60◦]
θ ∈ [0◦ ; 90◦]
Résolution angulaire ∆φ = 1◦
∆θ = 5◦
Puissance de bruit Pn -111dBm
Nombre d’observation N 100
Nombre d’estimation L 20
Table V.6 – Récapitulatif des conditions d’estimation pour la caractérisation par simulation des
performances de l’antenne vectorielle tribande
4.2 Risque d’ambiguïtés
La caractérisation du rayonnement de chaque capteur (cf. figure V.16) a montré que les éléments
rayonnants basse fréquence, ECz et H
C
xy, contribuent au rayonnement de l’antenne bibande. Ainsi,
le risque d’ambiguïtés dans la bande A et B, calculé précédemment (cf figure IV.37), est modifié
par les distorsions d’amplitude et de phase engendrées par la combinaison de l’antenne C avec
l’antenne AB. Il est donc nécessaire de vérifier que l’extension de la couverture fréquentielle ne
génère pas d’ambiguïtés angulaires dans l’estimation de la direction d’arrivée.
Les spectres d’ambiguïtés 3D sont donc évalués à partir des vecteurs de direction d(φ, θ) calcu-
lés par simulations numériques afin d’inclure l’ensemble des perturbations de rayonnement. La
figure V.18 donne les spectres d’ambiguïtés 3D simulés à 415MHz, 925MHz et 1795MHz.
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(a) (b)
(c)
Figure V.18 – Spectres d’ambiguïtés 3D simulés de l’antenne tribande à (a) 415MHz, (b)
925MHz et (c) 1795MHz.
On remarque que la prise en compte des perturbations de rayonnement, incluant la présence du
support métallique et la présence de capteurs basse fréquence, modifie le spectre en augmentant
le risque d’ambiguïtés dans les bandes A et B en comparaison de ceux obtenus avec l’antenne
AB seule (cf. figure IV.37). Le risque est plus élevé pour de faibles angles en site en raison
des fluctuations du rayonnement dans cette zone angulaire causée par la diffraction du champ
électrique sur le bord de la plaque métallique. Cependant, à 415MHz, comme dans les bandes
A et B, aucune ambiguïté (α = 0◦) n’est détectée.
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4.3 Précision d’estimation
La précision d’estimation est évaluée par le calcul de l’erreur angulaire RMS obtenue pour
chaque direction d’arrivée estimée. La densité de puissance incidente est fixée à Pr =
-105dBW.m−2, correspondant à un RPB = 36dB.m−2 dans les trois bandes de fréquence. La
figure V.19 donne l’erreur RMS estimée à 415MHz de l’antenne vectorielle tribande.
Figure V.19 – Erreur RMS ∆aRMS(φ, θ) pour Pr = -105dBW.m
−2 simulée à 415MHz de l’an-
tenne vectorielle tribande.
A cette fréquence, malgré la faible efficacité des capteurs magnétiques HCxy, l’estimation est très
précise, avec une erreur RMS ∆aRMS = 1◦. Cette erreur maximale est inférieure à celles obtenues
dans les bandes GSM en raison d’une surface effective plus importante.
Pour les bandes A et B, nous estimons les erreurs d’estimation RMS que nous comparons ensuite
à celles obtenues avec l’antenne vectorielle bibande. La figure V.20 et la figure V.21 donnent
respectivement les erreurs RMS à 925MHz et 1795MHz pour l’antenne bibande et tribande.
Pour les deux antennes, les zones angulaires dans lesquelles la précision d’estimation est dégra-
dée sont les mêmes pour θ proche de 90◦ et :
− φ proche de 0◦, 45◦ et 315◦ à 925MHz ;
− φ proche de 0◦, 60◦ et 300◦ à 1795MHz.
A 925MHz, la présence des capteurs basse fréquence élargit les zones perturbées augmen-
tant ainsi le nombre de directions d’arrivée dont l’estimation est erronée (cf. figure V.20). A
1795MHz, ces capteurs modifient les diagrammes de rayonnement, ce qui supprime les erreurs
à θ proche de 90◦ et φ proche de 35◦ et 325◦. Pour comprendre ces modifications, nous traçons la
variation de phase relative d∆ϕ(φ, θ) en sortie des capteurs électriques à 925MHz et 1795MHz
pour l’antenne bibande et tribande (cf. figure V.22 et figure V.23).
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(a) ∆aRMS(φ, θ) de l’antenne bibande (b) ∆aRMS(φ, θ) de l’antenne tribande
Figure V.20 – Erreur RMS ∆aRMS(φ, θ) simulée pour Pr = -105dBW.m
−2 à 925MHz de l’an-
tenne vectorielle (a) bibande et (b) tribande.
(a) ∆aRMS de l’antenne bibande (b) ∆aRMS de l’antenne tribande
Figure V.21 – Erreur RMS ∆aRMS simulée pour Pr = -105dBW.m
−2 à 1795MHz de l’antenne
vectorielle (a) bibande et (b) tribande.
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(a) d∆ϕ(φ, θ) de l’antenne bibande (b) d∆ϕ(φ, θ) de l’antenne tribande
Figure V.22 – Simulation de la variation de phase différentielle moyenne d∆ϕ(φ, θ) selon θ en
sortie des capteurs EAB
zi
à 925MHz de l’antenne vectorielle (a) bibande et (b) tribande.
(a) d∆ϕ(φ, θ) de l’antenne bibande (b) d∆ϕ(φ, θ) de l’antenne tribande
Figure V.23 – Simulation de la variation de phase différentielle moyenne d∆ϕ(φ, θ) selon θ en
sortie des capteurs EAB
zi
à 1795MHz de l’antenne vectorielle (a) bibande et (b) tribande.
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Nous constatons qu’à 925MHz, l’élargissement des zones perturbées est causé par une diminu-
tion plus importante de d∆ϕ(φ, θ) avec l’antenne tribande tandis qu’à 1795MHz, la présence des
éléments ECz modifie le rayonnement des capteurs E
AB
z ce qui augmente d∆ϕ(φ, θ) à θ proche de
90◦ et φ proche de 35◦ et 325◦.
La variation de phase obtenue avec l’antenne bibande, dans la bande B (cf. figure V.22a), est
atténuée à θ proche de 45◦ et φ proche de 55◦ et 305◦. Cependant, aucun erreur d’estimation
n’est observée dans ces directions contrairement aux zones à faibles diversité de phase, proche
de θ = 90◦. Ceci est dû à l’atténuation du gain à θ = 90◦ (cf. figure V.16 et figure V.17) causée
par la diffraction du champ électrique sur le bord du support métallique qui réduit le RPB dans
cette région de l’espace.
Cette diminution du gain est accentuée en présence des capteurs basse fréquence ce qui aug-
mente l’erreur d’estimation RMS maximale. Le tableau V.7 donne les erreurs RMS maximales
simulées à 415MHz, 925MHz et 1795MHz avec et sans les éléments rayonnants basse fré-
quence.




Table V.7 – Tableau comparatif des ∆aRMS(φ, θ) maximales simulées obtenues avec l’antenne
vectorielle bibande et l’antenne vectorielle tribande avec Pr = -105dBW.m
−2
Cette caractérisation montre que l’augmentation de la couverture fréquentielle peut engendrer
une diminution de la précision d’estimation en générant d’éventuelles perturbations de rayon-
nement. Il reste cependant à quantifier son impact sur la sensibilité de l’antenne.
4.4 Sensibilité
La sensibilité est évaluée dans les trois bandes de fréquence. Pour la bande A et B, l’erreur
angulaire est calculée dans le plan E où la précision d’estimation est la plus faible, à savoir :
− Az = 40◦ à 415MHz ;
− Az = 0◦ à 925MHz ;
− Az = 0◦ à 1795MHz.
Pour chaque angle en site, la direction d’arrivée est estimée pour quatre densités de puissance
incidentes produisant chacune un RPB différent comme indiqué dans le tableau V.8. Pour la
bande C, ses densités sont réduites en raison de l’écart de fréquence avec les bandes A et B
augmentant la surface effective de l’antenne et ainsi sa sensibilité. La figure V.24 donne l’erreur
RMS pour chaque densité de puissance incidente à 415MHz.
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Table V.8 – Densités de puissance incidentes Pr pour le calcul de sensibilité à 415MHz,
925MHz et 1795MHz.
Figure V.24 – Erreur RMS ∆aRMS avec l’antenne tribande, simulée pour RPB = 26dB.m
−2,
21dB.m−2, 16dB.m−2 et 11dB.m−2, N=100 and L=20, à 415MHz dans le plan E à φ = 40◦.
Le tableau V.9 donne l’erreur RMS maximale associée à chaque densité de puissance incidente
à 415MHz.
La sensibilité est de -120dBW.m−2 pour une précision d’estimation de l’ordre de 5◦. A partir
de (I.16) et en supposant qu’une balise COSPAS-SARSAT émette une puissance de 5W avec
un gain de 0dBi, on en déduit une portée théorique de 630km. Ainsi, on peut conclure que la
portée dans la bande C correspond à l’horizon radio.
La figure V.25 et la figure V.26 donnent respectivement l’erreur RMS obtenue avec l’antenne
bibande et l’antenne tribande pour chaque densité de puissance à 925MHz et 1795MHz à φ =
0◦.
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Pr RPB Antenne tribande





Table V.9 – ∆aRMS(φ, θ) maximale dans le plan E pour φ = 40◦ à 415MHz en fonction de Pr
pour l’antenne tribande
Figure V.25 – Erreur RMS ∆aRMS avec l’antenne bibande (ligne en pointillé) et l’antenne tri-
bande (ligne solide), simulée pour RPB = 41dB.m−2, 36dB.m−2, 31dB.m−2 et 26dB.m−2, N=100
and L=20, à 925MHz dans le plan E à φ = 0◦.
Figure V.26 – Erreur RMS ∆aRMS avec l’antenne bibande (ligne en pointillé) et l’antenne tri-
bande (ligne solide), simulée pour RPB = 41dB.m−2, 36dB.m−2, 31dB.m−2 et 26dB.m−2, N=100
and L=20, à 1795MHz dans le plan E à φ = 0◦.
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En comparant les sensibilités obtenues, à 925MHz et 1795MHz, de l’antenne tribande avec
celles de l’antenne bibande, nous observons une dégradation de la sensibilité aux deux fré-
quences de l’ordre de 5dB. Les tableaux V.10 et V.11 donnent respectivement les erreurs d’esti-
mation maximales obtenues, à 925MHz et 1795MHz, à partir de l’antenne avec et sans couver-
ture de la bande C.
Pr RPB Antenne bibande Antenne tribande
∆aRMS max à 925MHz ∆aRMS max à 925MHz
-100dBW.m−2 41dB.m−2 1.6◦ 2.1◦
-105dBW.m−2 36dB.m−2 3.6◦ 4.7◦
-110dBW.m−2 31dB.m−2 5.8◦ 10.2◦
-115dBW.m−2 26dB.m−2 11.5◦ 15.8◦
Table V.10 – Tableau comparatif des ∆aRMS(φ, θ) maximales dans le plan E pour φ = 0◦ à
925MHz en fonction de Pr entre l’antenne bibande et l’antenne tribande
Pr RPB Antenne bibande Antenne tribande
∆aRMS max à 1795MHz ∆aRMS max à 1795MHz
-100dBW.m−2 41dB.m−2 1.6◦ 1.9◦
-105dBW.m−2 36dB.m−2 2.9◦ 4.1◦
-110dBW.m−2 31dB.m−2 5.6◦ 8.2◦
-115dBW.m−2 26dB.m−2 11.3◦ 15.2◦
Table V.11 – Tableau comparatif des ∆aRMS(φ, θ) maximales dans le plan E pour φ = 0◦ à
1795MHz en fonction de Pr entre l’antenne bibande et l’antenne tribande
On obtient une densité de puissance Pr = -105dBW.m
−2, pour l’antenne tribande, dans la bande
A et la bande B pour une précision d’estimation de l’ordre de 5◦, contre une sensibilité de
-110dBW.m−2 avec l’antenne bibande. En utilisant la limite de puissance d’émission des télé-
phones mobiles sur le territoire national, à savoir, 1W pour la bande A et 2W pour la bande B,
et en supposant que le gain de l’antenne d’émission est de 0dBi, on obtient une portée de 71km
à 925MHz et 50km à 1795MHz pour l’antenne tribande contre une portée de 126km à 925MHz
et 89km à 1795MHz pour l’antenne bibande.
La présence des capteurs basse fréquence interagissent sur les performances de l’antenne bi-
bande. La précision d’estimation ainsi que la sensibilité se dégradent. Néanmoins, ces perturba-
tions sont minimisées grâce à l’utilisation d’éléments rayonnants compacts qui sont l’antenne
PIFA et la demi-boucle chargée, possédant une faible signature EM. Il est possible de la ré-
duire d’avantage en modifiant le mode de structure et le mode d’antenne qui leur sont associés
[108, 109].
Malgré cette légère dégradation des performances, cette antenne tribande permet de valider la
méthodologie présentée dans ce travail qui fournit des premiers résultats très encourageants. Des
améliorations pourraient être apportées comme par exemple l’optimisation de la conception des
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capteurs basse fréquence pour réduire leur impact sur les performances haute fréquence, l’opti-
misation du traitement de goniométrie ou encore l’utilisation de capteurs actifs pour diminuer
l’encombrement.
5 Conclusion du chapitre
Dans ce chapitre, l’extension de la couverture fréquentielle a été abordée en adressant une
antenne vectorielle de radiogoniométrie tribande permettant d’estimer la direction d’arrivée
d’ondes transverses magnétiques dans l’ensemble du demi-espace 3D. Pour cela, une troisième
bande de fréquences a été ajoutée à l’antenne bibande étudiée dans le chapitre précédent. En
repartant de la même architecture d’antennes, de nouveaux capteurs monobandes ont été inté-
grés aux éléments rayonnants bibandes, pour couvrir la bande [400MHz-430MHz], incluant les
fréquences ARGOS et COSPAS-SARSAT. En raison de leur compacité, des antennes PIFA et
des demi-boucles chargées sont respectivement utilisées pour la mesure du champ électrique
et magnétique dans cette bande de fréquences afin réduire les éventuelles perturbations sur le
rayonnement des éléments GSM. Ainsi, nous avons développé une antenne tribande compacte
d’un rayon de λ/3.2 et d’une hauteur de λ/12.5 à 400MHz.
Les performances d’estimation de cette antenne vectorielle UHF, obtenues avec l’algorithme
MUSIC, sont récapitulées dans le tableau V.12.
Fréquence Psensi pour ∆aRMS max = 5◦ RPB Portée théorique - (Pe,Ge)
415MHz -120dBW.m−2 21dB.m−2 Horizon radio - (5W,0dBi)
925MHz -105dBW.m−2 36dB.m−2 71km - (2W,0dBi)
1795MHz -105dBW.m−2 36dB.m−2 50km - (1W,0dBi)
Table V.12 – Tableau récapitulatif des performances simulées de l’antenne vectorielle UFH
tribande
Dans les bandes GSM, les erreurs d’estimation sont plus importantes en présence des capteurs
basse fréquence en raison des perturbations de rayonnement engendrées par leur présence. Ainsi
la sensibilité est dégradée de 5dB dans les deux bandes de fréquences. Pour réduire cette dé-
gradation, une minimisation de la signature EM des capteurs monobandes est nécessaire. Néan-
moins, malgré ces perturbations, l’antenne présente de bonnes performances d’estimation. Cette




L’objectif de ces trois années de thèse a été d’étudier et de développer une antenne vectorielle
UHF multibande, à faible encombrement, appliquée à la radiogoniométrie 3D.
Ce travail de recherche, présenté dans ce manuscrit, a été décomposé suivant quatre axes :
− l’implémentation et la sélection de techniques de traitement de goniométrie adaptées à
l’utilisation d’antennes vectorielles pour une couverture spatiale 3D ;
− l’élaboration d’une méthodologie de conception d’antennes vectorielles appliquées à la
radiogoniométrie 3D sous contraintes de faible encombrement et de complexité mini-
male ;
− l’étude et le développement d’une antenne vectorielle UHF bibande compacte de radio-
goniométrie permettant de couvrir l’ensemble du demi-espace 3D ;
− l’extension du nombre de bandes de fréquences couvertes par cette antenne.
Ces axes de recherche ont été établis suite à la limitation des antennes de radiogoniométrie dis-
ponibles sur le marché, en termes de couverture angulaire, que nous avons mise en évidence au
travers d’un état de l’art. De récentes études ont montré l’intérêt des antennes vectorielles pour
assurer une couverture de l’ensemble de l’espace 3D, tout en conservant un faible encombre-
ment. Cependant, à ce jour, aucune antenne permettant de couvrir plusieurs bandes du spectre
UHF n’a encore été proposée, limitant ainsi la localisation des systèmes de communication
multibandes.
Dans une première partie, nous avons sélectionné et implémenté deux techniques de radio-
goniométrie adaptées à l’utilisation d’antennes vectorielles parmi plusieurs proposées dans la
littérature. La première, que nous nommons technique DHS, fait appel à la décomposition en
harmoniques sphériques du rayonnement de chaque capteur du système antennaire, pour per-
mettre la reconstitution du champ EM incident à partir des observations mesurées. Nous l’avons
sélectionné parce qu’elle permet de prendre en compte les éventuelles effets de couplage entre
capteurs mais aussi car elle est appropriée à l’utilisation d’antennes compactes. La seconde
technique à avoir été choisie est l’algorithme MUSIC car il s’agit aujourd’hui d’un standard
parmi les techniques de traitement d’antennes.
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Pour ces deux techniques, nous avons identifié les critères physiques des antennes vectorielles
qui influent sur les performances d’estimation. Pour cela, nous avons analysé l’impact de la
taille des antennes ainsi que le nombre de capteurs utilisés. Cette étude a montré que pour la
technique DHS, l’estimation est plus performante avec des capteurs colocalisés contrairement à
MUSIC qui offre une meilleure précision d’estimation avec des capteurs spatialement répartis.
En revanche, quelque soit la technique de traitement appliquée, la réduction du nombre de
capteurs dégrade les performances d’estimation dans certaines zones de l’espace.
Dans une seconde partie, nous avons confronté ces deux techniques à travers l’étude d’une
antenne vectorielle monobande réelle composée de seulement trois capteurs colocalisés et po-
sitionnée sur un support métallique. Cette comparaison a montré que malgré l’utilisation d’élé-
ments colocalisés, l’algorithme MUSIC permet d’obtenir de meilleures performances que la
technique DHS en raison du faible nombre de capteurs qui empêche cette dernière de prendre
en compte l’ensemble des perturbations de rayonnement, principalement causées par le support
de l’antenne. Pour améliorer la précision d’estimation, un plus grand nombre de capteurs est
nécessaire allant ainsi à l’encontre du critère de compacité que nous nous sommes fixé. Par
conséquent, ce traitement est écarté de l’étude et notre choix s’est porté sur l’algorithme MU-
SIC qui, via l’utilisation de matrices d’étalonnage, permet de prendre en compte l’ensemble des
distorsions du champ EM.
Néanmoins, les perturbations de rayonnement causées par le support métallique génèrent des
ambiguïtés angulaires dans certaines directions de l’espace ce qui nous a contraint à répar-
tir spatialement les capteurs. En effet, les phases spatiales engendrées par cette délocalisation
apportent une information supplémentaire sur la direction direction pouvant être utilisée pour
optimiser l’estimation.
A partir de cette étude, nous avons établi une méthodologie de conception d’antennes vecto-
rielles de radiogoniométrie 3D, visant à proposer une répartition optimale des capteurs. Elle est
basée sur l’utilisation d’outils de simulations EM ainsi que d’autres outils que nous avons im-
plémentés au cours de ces travaux, à savoir la borne de Cramer Rao pour chacune des topologies
d’antennes étudiées et l’analyse du risque d’ambiguïtés 3D.
Dans une troisième partie, nous avons proposé une topologie originale d’antennes vectorielles
appliquées à la radiogoniométrie, permettant d’optimiser les performances d’estimation des an-
tennes monobandes étudiées dans la première partie, et permettant d’adresser, pour la première
fois, une couverture fréquentielle bibande, en adressant les bandes GSM [890MHz-960MHz] et
[1710MHz-1880MHz]. Cette antenne est composée de six éléments, trois capteurs électriques
et trois capteurs magnétiques. Pour le développement de ces capprovoquées dans le canal de
propagationteurs, notre choix s’est porté sur l’utilisation de monopôles repliés ainsi que de
demi-boucles chargées en raison de leur bande passante suffisamment large pour la couverture
visée. La double résonance de ces éléments a été réalisée par l’intermédiaire de trappes et par
la combinaison de structures résonnantes. Développés individuellement, nous les avons ensuite
assemblés pour former une antenne compacte, de rayon λ/4 et de hauteur λ/5.5 à 890MHz, po-
sitionnée sur un support métallique planaire. La mesure de ses performances d’estimation sur
un prototype, a permis de démontrer la capacité de cette antenne à estimer la direction d’arrivée
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dans l’ensemble du demi espace 3D avec une sensibilité de -110dBW.m−2 (85µV.m−1) pour une
précision de 5◦ RMS, dans les deux bandes de fréquences.
Enfin, dans une quatrième partie, une troisième bande de fréquence, [400MHz-430MHz], a
été ajoutée afin d’illustrer l’adaptabilité de cette topologie d’antennes aux applications multi-
bandes. La difficulté rencontrée lors de cette dernière étape fût le rajout de nouveaux capteurs
sans dégrader les performances de l’antenne existante. Nous avons donc utilisé des capteurs à
faible encombrement et à faible signature EM, à savoir des antennes PIFA et des demi-boucles
chargées afin de minimiser au maximum leur impact sur la mesure du champ EM par les
éléments haute fréquence. Cependant, malgré ces choix technologiques, la simulation EM de
cette antenne tribande a montré une dégradation de 5dB sur la sensibilité en haute fréquence.
La sensibilité à 415MHz est quant à elle de -120dBW.m−2 (28µV.m−1) pour une précision de 5◦
RMS.
Perspectives
Cette étude démontre la faisabilité d’une antenne vectorielle UHF bibande de radiogonio-
métrie 3D, à travers la conception et la caractérisation d’une antenne compacte couvrant les
deux bandes GSM. Suite aux bonnes performances d’estimation obtenues avec cette antenne,
nous avons abordée l’extension de la couverture fréquentielle en proposant une antenne vecto-
rielle tribande. Dans la continuité de ces travaux, quelques perspectives et axes d’amélioration
peuvent être envisagés :
− Optimiser les capteurs : réduire leur signature EM pour diminuer le couplage inter-
capteurs et développer de capteur actifs pour améliorer l’efficacité de l’antenne et réduire
son encombrement ;
− Optimiser le support de l’antenne en adaptant sa géométrie et sa taille ou en utilisant des
surfaces haute impédance pour filtrer les ondes de surfaces et réduire ainsi les effets de
bord ;
− Évaluer les performances d’estimation de l’antenne proposée dans des contextes : mul-
tisources, multitrajets et multipolarisations ;
− Évaluer les performances d’estimation de l’antenne proposée en présence d’un porteur ;
− Évaluer l’apport d’une répartition spatiale 3D des capteurs ;
− Ajouter des capteurs permettant de mesurer les composantes manquantes, à savoir
les composantes électriques horizontales et la composante magnétique verticale, afin
d’adresser l’estimation de direction d’arrivée de signaux polarisés TE ;
− Optimiser le traitement d’antennes pour permettre l’estimation de polarisation en plus de
l’estimation de direction d’arrivée. En effet, dans cette étude, la polarisation des ondes







Expression des bornes de Cramer Rao
On considère que l’antenne est éclairée par une seule onde incidente. Le modèle d’observation,
défini pour un échantillonnage à l’instant n, est :
Xn = d(φ, θ, γ, η).S n +Wn (A.1)
où :
− d(φ, θ, γ, η) ∈ CM est le vecteur de direction, représentant la réponse de l’antenne en
amplitude et en phase à la sortie des M capteurs ;
− S n ∈ C est l’enveloppe complexe du signal incident à l’instant n, s’écrivant S n = |sn|e jψn
où |sn| et ψn correspondent respectivement au module et à la phase du signal S n ;
− Wn ∈ CM est un vecteur de bruit complexe suivant une loi gaussienne centrée et de
variance Iσ2, représentant le bruit propre au récepteur.
Sur N observations, on obtient la matrice d’observation X, avec X ∈ CM,N telle que :
X = [X1, X2, . . . , XN] (A.2)
La borne de Cramer Rao (BCR) est définie par la matrice d’information de Fisher (FI), telle
que : [
BCR(φ, φ) BCR(φ, θ)




FI(φ, φ) FI(φ, θ)




FI(αi, α j) = E
[(
∂ ln f (X/α)
∂αi
) (




La densité de probabilité de ce processus aléatoire est exprimée par la relation suivante :
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Ainsi, la fonction du logarithme de vraisemblance correspondante est :
ln f = −N
2






[Xn − dS n]∗[Xn − dS n] (A.6)
A partir de (A.6), la matrice d’information de Fisher peut s’écrire :













































































Dans ce manuscrit, on note BCR(φ) = BCR(φ, φ) et BCR(θ) = BCR(θ, θ).
Comme démontré dans [83], on en déduit les bornes de Cramer Rao associées aux paramètres



























avec Rss = E[S ∗nS n]. L’opérateur ⊙ désigne le produit éléments par éléments.
L’utilisation d’antennes vectorielles nous amène à décomposer le vecteur de direction en deux
vecteurs : un vecteur, noté G(φ, θ), représentant la fonction caractéristique de l’antenne pour une
polarisation donnée et un vecteur, noté T(φ, θ), correspondant aux phases spatiales générées par
la diversité spatiale appliquée aux capteurs.
d(φ, θ) = G(φ, θ) ⊙ T(φ, θ) (A.9)
Par conséquent, les dérivées partielles du vecteur de direction d(φ, θ) peuvent être exprimées













⊙ T(φ, θ) + G(φ, θ) ⊙ ∂T
∂θ
(A.10)
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Seule l’implémentation de la borne de Cramer Rao en polarisation TMz est abordée dans ces
travaux.
1 BCR de l’antenne à six capteurs mesurant six composantes
L’antenne vectorielle à six capteurs est composée de trois dipôles électriques orthogonaux et de
trois dipôles magnétiques orthogonaux permettant de mesurer les six composantes du champ
EM. Les expressions des vecteurs G(φ, θ) et T(φ, θ) ainsi que celles de leurs dérivées partielles,
utilisées pour le calcul de la borne de Cramer Rao, sont les suivantes :
G(φ, θ) =













− sinφ cos θ











− cosφ sin θ

































































uφ(φ, θ) = [ky sin θ cosφ − kx sin θ sinφ]










i=x,y,z désignent respectivement les vecteurs de position des capteur élec-
triques et des capteurs magnétiques.
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2 BCR de l’antenne à trois capteurs mesurant trois compo-
santes
L’antenne vectorielle à trois capteurs est composée de seulement un dipôle mesurant la com-
posante selon z du champ électrique et de deux dipôles orthogonaux mesurant les composantes
selon x et y du champ magnétique. Les expressions des vecteurs G(φ, θ) et T(φ, θ) ainsi que




















































uφ(φ, θ) = [ky sin θ cosφ − kx sin θ sinφ]
uθ(φ, θ) = [kx cos θ cosφ + ky cos θ sinφ + kz cos θ]
(A.25)
où rEz désigne le vecteur de position du capteur électrique et rHx et rHy désignent respectivement
le vecteur de position du capteur mesurant la composante selon x du champ magnétique et celui
mesurant la composante selon y.
3 BCR de l’antenne à six capteurs trois composantes
L’antenne vectorielle à six capteurs est composée de trois dipôles mesurant la composante selon
z du champ électrique et de trois dipôles mesurant les composantes selon x et y du champ
magnétique.Les expressions des vecteurs G(φ, θ) et T(φ, θ) ainsi que celles de leurs dérivées
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uφ(φ, θ) = [ky sin θ cosφ − kx sin θ sinφ]
uθ(φ, θ) = [kx cos θ cosφ + ky cos θ sinφ + kz cos θ]
(A.32)
La position de capteur est définie par :





















































où d est la distance entre les éléments rayonnants électriques et le centre de l’antenne.
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Annexe B
Les moyens de mesure
1 La chambre anéchoïque
L’ensemble des mesures effectuées au cours de ces travaux ont été réalisées dans la chambre
anéchoïque du LAAS-CNRS. Une chambre anéchoïque est une salle d’expérimentation dont les
parois sont recouvertes d’absorbants permettant d’atténuer les réflexions des ondes électroma-
gnétiques et ainsi reproduire les conditions d’un rayonnement en espace libre sans perturbation
électromagnétique. La chambre du LAAS-CNRS est spécifiée pour fonctionner dans la bande
de fréquences [1GHz-40GHz]. La figure B.1 donne un schéma descriptif de la chambre.
Figure B.1 – Schéma de la chambre anéchoïque du LAAS-CNRS.
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Deux positionneurs, distants de 3 mètres, sont situés aux extrémités de la chambre. Le premier
(cf. figure B.2), utilisé pour fixer une antenne de référence, est motorisé sur 360◦ autour de l’axe
x afin d’adapter la polarisation de la mesure. Le second (cf. figure B.3) est quant à lui motorisé
sur 360◦ autour de deux axes, l’axe x et l’axe z, permettant ainsi de faire varier l’angle en azimut
et l’angle en site de l’antenne sous test.
Figure B.2 – Positionneur de l’antenne de
référence.
Figure B.3 – Positionneur de l’antenne
sous test.
Les deux antennes sont connectées sur les ports d’un analyseur de réseau, modèle Anritsu
37397D, permettant de calculer l’atténuation entre le signal émis et le signal reçu au travers
du coefficient de transmission S 21. Connaissant les caractéristiques de l’antenne de référence
(le coefficient de réflexion S 11, le gain), la distance séparant les deux antennes et à partir de
l’équation de Friis (I.14), on en déduit le gain de l’antenne sous test. Pour nos expérimenta-
tions, l’antenne de référence utilisée est l’antenne cornet Dorado GH1-12N.
Au cours de nos travaux, les antennes mesurées sont des antennes multicapteurs. Ainsi, afin
d’éviter de perturber l’environnement lors de nos mesures, nous avons conçu un répartiteur 6
vers 1 (cf figure B.4) permettant de sélectionner, depuis l’extérieur de la chambre, le capteur à
mesurer.
Figure B.4 – Répartiteur 6 vers 1.
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2 Etalonnage du répartiteur
Le répartiteur est composé de quatre commutateurs dont les caractéristiques techniques sont
données en annexe F : deux commutateurs TTL 4 entrées/1 sortie, un commutateur TTL 2
entrées/1 sortie et un commutateur mécanique 2 entrées/1 sorties. La présence de ce répartiteur
modifie la réponse en amplitude et en phase des signaux en sortie d’antennes (pertes d’insertion,
déphasages). Il est donc nécessaire de prendre en compte ces effets afin d’améliorer la précision
de mesure. Ce processus doit être réalisé pour chaque voie du répartiteur et pour chaque capteur.
Afin de faciliter la compréhension de la méthode d’étalonnage qui est présentée dans cette par-
tie, nous considérons le cas d’un seul capteur et par conséquent, d’une seule voie de réception.
Le paramètre mesuré par l’analyseur de réseau, lors de ces expérimentations, est le coefficient
de transmission St21 =
b2
a1
entre la source et la sortie du répartiteur (cf. figure B.5).
Figure B.5 – Schéma de mesure avec répartiteur.




fonction de St21. Pour ce faire, on représente la chaîne de transmission par un quadripôle ayant
une matrice de transfert notée Tt. Cette matrice se décompose en une matrice de transfert Tr
associée au répartiteur et une matrice de transfert Ta associée au canal de transmission avec le
capteur sous test inclus. La figure B.6 donne le schéma équivalent.
Figure B.6 – Schéma équivalent de la chaîne de transmission et de réception.
avec :  b1a1
 =




 Tr11 Tr12Tr21 Tr22

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L’approche que nous utilisons nécessite la connaissant du coefficient de réflexion à l’entrée du
capteur, noté Sa11, et les paramètres S du répartiteur définis par :
SR =
 Sr11 Sr12Sr21 Sr22
 (B.3)




































Principe du dipôle replié
Le dipôle replié est constitué de deux brins parallèles, joints mutuellement par leurs extrémités.
La figure C.1 donne une représentation de ce dipôle.
Figure C.1 – Le dipôle replié.
La distance d, faible devant la longueur d’onde (d < 0.05λ), correspond à la distance de sépa-
ration entre les deux brins du dipôle. La hauteur de l’antenne est quant à elle notée h.
Comme pour le doublet demi-onde, l’excitation est située au centre de l’un des deux brins.
Le mode fondamental du dipôle replié peut être vu comme la superposition de deux modes
résonnants : un mode pair et un mode impair. La figure C.2 illustre le modèle d’excitation
décomposé suivant ces deux modes.
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Figure C.2 – Modèle d’excitation du dipôle replié : (a) mode pair (b) mode impair.
Le mode pair correspond à deux dipôles colocalisés, alimentés par deux sources de tension en
phase V/2 aux bornes ab et bc (cf. figure C.2.a). Le courant total traversant l’antenne est la
somme des courants sur chacun des deux brins du dipôle, exprimés par :
Ip = V/2Zd (C.1)
où Zd est l’impédance d’un dipôle ordinaire de même longueur.
Dans le mode impair, les deux brins peuvent être considérés comme deux lignes de transmission
court-circuitées et alimentées par deux sources de tension en opposition de phase, V/2 aux
bornes ab et −V/2 aux bornes bc (cf. figure C.2.b). L’impédance du mode impair est donc :
Zi = Z0
[
ZL + jZ0 tan(βh/2)
Z0 + jZL tan(βh/2)
]
(C.2)
Z0 correspond à l’impédance caractéristique des lignes de transmission, ZL à l’impédance de
charge et β au nombre d’onde (β = 2π
λ
). Comme les deux lignes sont court-circuitées (ZL = 0),
l’impédance peut s’écrire :
Zi = jZ0 tan(βh/2) (C.3)




= − j V
2Z0 tan(βh/2)
(C.4)
La distance d étant très faible (d < 0.05λ), le rayonnement des deux brins en mode impair
s’annule mutuellement en champ lointain.
La superposition de ces deux modes donne à une source de tension V entre les bornes ab et 0
entre les bornes cd, générant ainsi un courant total I, tel que :
I = Ip/2 + Ii (C.5)
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En combinant (C.1) et (C.4) dans (C.5), l’impédance totale à l’entrée du dipôle replié Za peut





Pour un dipôle replié d’une hauteur h = λ/2, Zi = ∞. Ainsi, on obtient :
Za = 4Zd (C.7)
L’impédance d’entrée du dipôle replié est donc quatre fois plus élevée que celle du dipôle clas-
sique pour une hauteur h = λ/2 : Zd = 73Ω ce qui implique que Za ≈= 300Ω.
Il est possible d’adapter l’impédance selon les besoins en créant une dissymétrie entre les lar-
geurs des deux brins constituant l’antenne comme illustré en figure C.3 avec un dipôle replié à
deux largeurs, w1 et w2. Avec cette configuration, Za devient :
Za = (1 + c)
2Zd (C.8)




Figure C.3 – Dipôle replié à deux largeurs.
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Annexe D
Discrimination de polarisation croisée des
capteurs UHF
1 Discrimination de polarisation croisée des capteurs UHF
bibandes
La figure D.1 donne les paramètres de discrimination de polarisation croisée du monopôle replié
UHF bibande, simulés dans les bandes [890MHz-960MHz] et [1710MHz-1880MHz].
(a) XPD à 925MHz (b) XPD à 1795MHz
Figure D.1 – Discrimination de polarisation croisée XPD du monopôle replié bibande obtenue
par simulation.
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La figure D.2 donne les paramètres de discrimination de polarisation croisée de la demi-
boucle chargée à double accès UHF bibande, simulés dans les bandes [890MHz-960MHz] et
[1710MHz-1880MHz].
(a) XPD à 925MHz (b) XPD à 1795MHz
Figure D.2 – Discrimination de polarisation croisée XPD de la demi-boucle chargée bibande
obtenue par simulation.
2 Discrimination de polarisation croisée des capteurs UHF
monobandes
La figure D.3 donne le paramètre de discrimination de polarisation croisée de l’antenne PIFA
UHF, simulé dans la bande [400MHz-430MHz].
Figure D.3 – Discrimination de polarisation croisée XPD de l’antenne PIFA obtenue par simu-
lation à 415MHz.
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La figure D.4 donne le paramètre de discrimination de polarisation croisée de la demi-boucle
chargée à double accès UHF, simulé dans la bande [400MHz-430MHz].
Figure D.4 – Discrimination de polarisation croisée XPD de la demi-boucle chargée obtenue
par simulation à 415MHz.
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Annexe E
Diagrammes de rayonnement des antennes
vectorielles UHF
1 Diagrammes simulés de l’antenne UHF bibande




TMz à 925MHz et 1795MHz respectivement.
(a) Gain simulé de EAB
z2 (b) Gain simulé de E
AB
z3
Figure E.1 – Gain simulé des capteurs EAB
z2 et E
AB
z3 en polarisation TMz à 925MHz.
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(a) Gain simulé de EAB
z2 (b) Gain simulé de E
AB
z3
Figure E.2 – Gain simulé des capteurs EAB
z2 et E
AB
z3 en polarisation TMz à 1795MHz.




TMz à 925MHz et 1795MHz respectivement.
(a) Gain simulé de HAB
xy2 (b) Gain simulé de H
AB
xy3
Figure E.3 – Gain simulés des capteurs HAB
xy2 et H
AB
xy3 en polarisation TMz à 925MHz.
Diagrammes mesurés de l’antenne UHF bibande 205
(a) Gain simulé de HAB
xy2 (b) Gain simulé de H
AB
xy3
Figure E.4 – Gain simulés des capteurs HAB
xy2 et H
AB
xy3 en polarisation TMz à 1795MHz.
2 Diagrammes mesurés de l’antenne UHF bibande




TMz à 1000MHz et 1800MHz respectivement.
(a) Gain mesuré de EAB
z2 (b) Gain mesuré de E
AB
z3
Figure E.5 – Gain mesurés des capteurs EAB
z2 et E
AB
z3 en polarisation TMz à 1000MHz.
206 Diagrammes de rayonnement des antennes vectorielles UHF
(a) Gain mesuré de EAB
z2 (b) Gain mesuré de E
AB
z3
Figure E.6 – Gain mesurés des capteurs EAB
z2 et E
AB
z3 en polarisation TMz à 1800MHz.




TMz à 1000MHz et 1800MHz respectivement.
(a) Gain mesuré de HAB
xy2 (b) Gain mesuré de H
AB
xy3
Figure E.7 – Gain mesurés des capteurs HAB
xy2 et H
AB
xy3 en polarisation TMz à 1000MHz.
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(a) Gain mesuré de HAB
xy2 (b) Gain mesuré de H
AB
xy3
Figure E.8 – Gain mesurés des capteurs HAB
xy2 et H
AB
xy3 en polarisation TMz à 1800MHz.
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3 Diagrammes simulés de l’antenne UHF tribande
La figure E.9 donne le gain simulé des capteurs EC
z2 et E
C
z3 en polarisation TMz à 415MHz et le
gain simulé des capteurs EAB
z2 et E
AB
z3 en polarisation TMz à 925MHz et 1795MHz.
(a) Gain simulé de EC
z2 à 415MHz (b) Gain simulé de E
C
z3 à 415MHz
(c) Gain simulé de EAB
z2 à 925MHz (d) Gain simulé de E
AB
z3 à 925MHz
(e) Gain simulé de EAB
z2 à 1795MHz (f) Gain simulé de E
AB
z3 à 1795MHz







z3 en polarisation TMz.
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La figure E.10 donne le gain simulé des capteurs HC
xy2 et H
C
xy3 en polarisation TMz à 415MHz et
le gain simulé des capteurs HAB
xy2 et H
AB
xy3 en polarisation TMz à 925MHz et 1795MHz.
(a) Gain simulé de HC
z2 à 415MHz (b) Gain simulé de H
C
z3 à 415MHz
(c) Gain simulé de HAB
z2 à 925MHz (d) Gain simulé de H
AB
z3 à 925MHz
(e) Gain simulé de HAB
z2 à 1795MHz (f) Gain simulé de H
AB
z3 à 1795MHz







xy3 en polarisation TMz.
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Titre : Étude d’une antenne vectorielle UHF multibande appliquée à la goniométrie 3D
Re´sume´ : De nos jours, il existe de nombreuses antennes de radiogoniométrie UHF large bande ou multibandes, néanmoins très
peu d’entre elles permettent une couverture angulaire 3D. A notre connaissance, la première antenne de radiogoniométrie 3D fût
étudiée dans les années 1960, par une équipe de l’université du Michigan. Composée de 17 capteurs positionnés sur une surface
hémisphérique, sa taille et son nombre d’éléments en font un dispositif encombrant et complexe à utiliser. De récentes études ont
proposé une autre approche basée sur la mesure multicomposante du champ électromagnétique, permettant de réduire la taille
des antennes et le nombre d’éléments tout en conservant une couverture angulaire 3D. Cependant, à ce jours, seul des systèmes
HF (3MHz-30MHz) ou bande étroite ont été abordés.
Cette thèse porte donc sur l’étude et le développement d’une antenne vectorielle UHF multibande appliquée à la radiogonio-
métrie 3D pour des ondes transverses magnétiques. Tout d’abord, deux techniques de goniométrie adaptées à cette approche
sont confrontées : une nouvelle technique basée sur la décomposition en harmonique sphérique du rayonnement de l’antenne
qui permet de recomposer le champ électromagnétique reçu à partir d’échantillons mesurés et un algorithme bien connu, MU-
SIC. Une méthodologie de conception est proposée, en identifiant les critères physiques des antennes vectorielles qui influent
sur leurs performances à savoir la précision d’estimation, la sensibilité, le nombre d’éléments et l’encombrement. Cette mé-
thode est utilisée pour développer et réaliser une première antenne vectorielle monobande. La caractérisation de cette antenne
réaliste permet d’écarter la première technique de traitement dont les performances sont trop sensibles aux perturbations de
rayonnement. Une antenne vectorielle bibande compacte, d’un rayon de λ/4 et d’une hauteur de λ/5.5 à la fréquence la plus
basse, composée de seulement six éléments rayonnants couvrant chacun les bandes de fréquences GSM [890MHz-960MHz] et
[1710MHZ-1880MHz] est ensuite développée en se basant sur cette méthode de conception. Les capteurs électriques et ma-
gnétiques constituant l’antenne sont étudiés séparément puis assemblés selon une répartition spatiale planaire pour restreindre
l’encombrement. Les structures rayonnantes sont communes pour les deux bandes de fréquences ce qui permet réduire le nombre
d’éléments ainsi que les éventuelles perturbations de rayonnement. Après la caractérisation de l’antenne bibande au travers de
simulations numériques, un prototype est réalisé et ses performances d’estimation sont mesurées en chambre anéchoïque afin de
valider l’approche par simulation. La sensibilité obtenue est de -110dBW.m−2 (85µV.m−1) pour une précision de 5◦ RMS. Enfin
l’étude est élargie au cas général d’antennes multibandes en illustrant le processus d’extension de la couverture fréquentielle par
l’ajout d’une troisième bande, [400MHz-430MHz]. Six nouveaux éléments sont donc développés et intégrés aux capteurs GSM
existants afin d’obtenir une antenne tribande d’un rayon de λ/3.2 et d’une hauteur de λ/12.5 à 400MHz. Malgré une légère aug-
mentation de l’erreur d’estimation, causée par la présence de ces nouveaux éléments, la caractérisation de cette nouvelle antenne
tribande montre de bonnes performances d’estimation avec une sensibilité de -105dBW.m−2 (155µV.m−1) pour une précision de
5◦ RMS.
Mot cle´s : Antenne vectorielle, antenne multibande, radiogoniométrie 3D, diversité de polarisation, diversité spatiale.
Title : Study of a multiband UHF vector sensor applied to the 3D direction finding
Abstract : Nowadays, a lot of wideband or multiband direction finding antennas operating in the UHF band exist. Nevertheless,
only few of them allow to estimate the direction of arrival in the full 3D space. At the author’s knowledge, the first 3D direction
finding antenna was studied in the 1960s, at the University of Michigan. Composed of 17 sensors, located on a large hemisphe-
rical surface, this antenna is bulky and complex to use. Recently, some studies have proposed another approach based on the
multicomponent measurement of the electromagnetic field that allows to decrease the antennas size and the number of radiating
elements without reducing the 3D angular coverage. However, only HF (3-30MHz) or narrowband systems have been reported.
The objective of this PhD is to study and to develop an UHF multiband vector sensor applied to the estimation of the direction of
arrival of transverse magnetic waves in the full 3D space. Firstly, two signal processing techniques adapted to this approach are
compared : a new technique based on the spherical harmonic decomposition of the antenna radiation which allows to recompose
the received electromagnetic field from the measured samples and a well-known high resolution algorithm called MUSIC. A
design methodology allowing to identify the physical criteria of vector sensors related to the antenna performances such as
the estimation accuracy, the sensitivity, the number of elements and the antenna size is proposed. This method is used for
developing and designing a first single-band vector sensor. The results obtained from numerical simulations allow to rule out the
first signal processing technique which is too sensitive to the radiation perturbations. Then, a compact dual-band vector sensor
operating in the GSM frequency band, [890MHz-960MHz] and [1710MHZ-1880MHz], is developed by using the same design
methodology. The antenna size is λ/4 in radius and λ/5.5 in height at the lowest frequency. The electric and magnetic elements
which compose the vector sensors are designed separately and then combined according to a planar spatial distribution to retain
a compact antenna size. The same radiating structures are used for operating in the two frequency bands in order to reduce the
number of elements and the eventual radiation perturbations. After the performances assessment through numerical simulations
in each band, a prototype is manufactured and its estimation performances are measured for a validation purpose. The sensitivity
is -110dBW.m−2 (85µV.m−1) for a 5◦ RMS angular accuracy. Finally, the study is extended to the general case of multiband
antennas by adding a third band, [400MHz-430MHz]. New elements are developed and incorporated into the dual-band GSM
sensors to obtain a tri-band vector sensor. The size of this new antenna is λ/3.2 in radius and λ/12.5 in height at 400MHz.
Despite a slight increase of the angular errors in the estimation of the direction of arrival caused by the presence of the new
antenna elements, the characterization of the tri-band sensor performances by simulation show a good accuracy with a sensitivity
valued at -105dBW.m−2 (155µV.m−1) for a 5◦ RMS angular accuracy.
Key words : Vector sensor, multiband antenna, 3D direction finding, polarization diversity, spatial diversity.
