Abstract. In this paper a technique to protect the Method of Moments solution of the E-Field Integral Equation (EFIE) for the scattering by conducting body from effects of its internal resonances, is presented. This method is based on the evaluation of the numerical null space K of the discretized EFIE operator. In order to verify its effectiveness, results for the plane wave scattering from a perfect conducting cube are presented. It is shown that the proposed method is able to give the correct value of the RCS even in presence of the interior resonances.
Introduction
It is a well-established result that the Method of Moments (MoM) solution of the E-Field Integral Equation (EFIE) for the electromagnetic scattering from a closed metallic surface S is affected by so called "problem of internal resonances" [1, 2] , i.e., a set of discrete frequencies exists such that the MoM results are plagued by instability. In the years, a lot of approaches have been developed to overcome this problem. Some of them are based on alternative boundary integral equation models like Magnetic (MFIE) or Combined Field Integral Equation (CFIE) [1] [2] [3] . Moreover, formulations based on forcing the scattered field to be zero at interior points of S as the Extended Boundary Conditions and the Augmented Boundary Conditions, or employed the Auxiliary Sources Method have been also proposed [4, 5] . Very recently, attempts to obtain a modified form of the EFIE by composing the underlying operator with itself [6] or using Calderon Identities [7] have been exploited. Anyway, considering the widespread use of the EFIE in its standard form in conjunction with the MoM, we focus our attention on the possibility of developing an effective and stable procedure to overcome the problem of the internal resonances, that potentially may be accomplished into an external "plug-in module" to retrofit the existing computer codes. In electromagnetic literature this task is fulfilled by the Orthogonalization Procedure (OP) [8] [9] [10] . From a theoretical point of wiev, the OP is equivalent to invert the MoM Impedance Matrix by the Singular Value Decomposition (SVD) setting the reciprocal of the smallest singular value σ n equal to zero [8] [9] [10] . Notwithstanding, there exists, in principle, no real reason for which just switching off the reciprocal of σ n is enough to correct the pathological behavior of the EFIE at resonance. Starting from these considerations, in this paper we propose an approach to overcome the problem of the internal resonances based on the evaluation of the Numerical Null Space K of the discretized EFIE operator. The work is organized as follows. In Section 2, we recall the basic theory on the EFIE and its operatorial properties. In Section 3, a procedure for the stabilization of MoM computation, based on the evaluation of K, is presented. Differences between our technique and the OP are also discussed. In Section 4, results for the broadside radar cross section (RCS) of a perfectly conducting metallic cube are reported. Finally, we draw our conclusions.
Theory
In the context of linear analysis, when X and Y are Banach spaces over the field C of complex numbers, a linear continuous operator T : X → Y is said to be a semi-Fredholm operator if dim(K) = κ < ∞ and R(T ) is closed in Y , where K = {x ∈ X : T x = 0} is the null space of T and R(T ) = {y ∈ Y : ∃x ∈ X s.t. T x = y} is its range space. Furthermore, T is said to be a Fredholm operator if both T and its adjoint T * : Y * → X * are semi-Fredholm operator, where X * and Y * indicates the dual spaces of X and Y , respectively [2, 11] . In practice, the result of interest for our purposes is that any Fredholm operator T has a finite dimensional null space K. Let us consider the EFIE integral equation
where S denotes the surface describing the obstacle geometry, G(r, r , ω) is the dyadic Green's function of the electromagnetic environment (the free space for this case), J(r , ω) is the equivalent surface density current, E tan inc (r, ω) is the tangential incident electric field on S, and ω is the angular frequency. Equation (1) can be formulated in the abstract language of linear analysis in terms of the operator equation as
in which T is the linear (integral) operator
and x = J(r , ω) and y = E tan inc (r, ω). As well known, (1) is not uniquely solvable if the associate homogeneous equation
admits non trivial solutions i.e., the EFIE operator T is degenerate or, that is equivalent, not injective. It can be proved that the EFIE is a Fredholm operator [11] , so we are allowed to conclude that its null space K has a finite dimension κ, regardless that T is one-to-one or not. The last condition is essential, since it grants for the absolute existence of both i) a closed subspace H ⊆ X such that the restriction T H of T to H is continuously invertible and ii) an operatorT : Y → X such thatT y = T
−1
H y, for any y ∈ Y . So, even if T fails to be invertible in a standard sense, because it is not one-to-one, one can still Galley Proof 27/11/2009; 16:03 File: jae1065.tex; BOKCTP/llx p. 3
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define a generalized inverse, or pseudo-inverseT of T through the local operator T H [12] . Of course, there is a question to reply: how to calculate the pseudo-inverse of T ? The natural way would be to determinate the closed subspace H and then to invert the operator T H . But how can this be accomplished effectively? The answer is provided by the results stated above, which indicate that solving the linear operator equation T x = y by means of the pseudo-inverseT is equivalent to find the minimum norm least squares solutionx of the linear least squares problem [12] min T x − y
Actually, as a necessary remark, we recall that the existence and the uniqueness of the least squares minimum norm solutionx follows directly from: i) the existence of a set Q q of least squares solutions for the class of Fredholm operators and ii) the observation that the strict convexity of X and Y suffices to yield the existence of a unique elementx ∈ Q q having minimum norm. In fact the EFIE acts not just between arbitrary Banach spaces, but between Hilbert spaces, which are strictly convex [11, 12] .
Stabilization of computation

Discretized EFIE as a linear least squares problem and its solution
The standard numerical procedure to solve the EFIE operator equation (1) is based on the Method of Moments (MoM) [1] . It reduces (1) to a matrix equation of the form
where Z(r, r , ω), V(r, ω) and I(r , ω) are the impedance matrix, the excitation vector, and the expansion coefficients for the equivalent current density J(r , ω) flowing on the metallic object S, respectively. Relation (6) cannot be solved in a "classical sense" at the resonant frequency ω r because, following the behavior of its infinite dimensional operatorial counterpart, the matrix operator Z(r, r , ω r ) would not result to be injective -i.e., det (Z(r, r , ω r )) = 0. Accordingly, the only way to solve (6) is to calculate its minimum norm least squares solution I(r , ω r ) by solving the succeeding linear least squares problem
For this purpose, two different basic approaches, dependent on the characteristics of the matrix operator involved in Eq. (7), are developed in the literature. The first approach is applied when the matrix operator is found to be ill-conditioned and having an ill-determined numerical rank, i.e., its singular value spectrum {σ} (the graph of its singular values ordered from the largest to the smallest one) is almost a "continuous line", where no abrupt discontinuities can be observed. In this case all the techniques exploited to compute the minimum norm least squares solution can be basically related to the Tikhonov regularization [13] . The second approach is applied whenever the matrix operator is ill conditioned but has a well defined numerical rank. In this latter case some singular values of the matrix operator exist, which are very small, but can be still distinguished by the others, due to the presence of a clear-cut gap in the tail of {σ}. At these smallest singular values it is linked a set of right singular vectors spans the numerical null space K of the matrix operator involved in (7) [14] . In this case, all the techniques exploited to compute the minimum norm least squares solution can be basically related to the Truncated Singular Value Decomposition (TSVD) [14] . Accordingly, it is necessary to analyze carefully the behavior of the singular value spectrum {σ} of the matrix operator Z(r, r , ω r ) in order to select
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the right approach to solve Eq. (7). Since the null space K of EFIE is finite dimensional at resonance being it a Fredholm operator, it is expected that Z(r, r , ω r ) will have a spectrum {σ} characterized by a well-defined gap in {σ} i.e. Z(r, r , ω r ) holds a numerical null space K having a dimension k equal to the number of singular values contained in the tail of {σ}. On the basis of this last result the minimum norm least squares problem (7) can be solved using the TSVD as follows [14] : let be
the Singular Value Decomposition (SVD) of Z(r, r , ω r ), where u j , w j and σ j are the j-th left singular vector, the j-th right singular vector, and the j-th singular value of the matrix operator Z(r, r , ω), respectively and n is its dimension. Hence, the minimum norm least squares solution of Eq. (6) (also known as Truncated Singular Value Decomposition solution or TSVD solution) can be written as
We point out that I(r , ω r ) is orthogonal to the K space. This can be easily demonstrated taking into account that, because of the lack of injectivity of the matrix operator Z(r, r , ω r ), the homogeneous matrix equation
admits an infinity of non trivial solutions. As a consequence, the general solution of Eq. (6) can be expressed as a sum of two terms
(with α i ∈ C arbitrary complex constants). The right term of the Eq. (11) lies in the subspace spanned by the last k right singular vectors of Z(r, r , ω r ) i.e. the numerical null space K = span{w i } i=n i=(n−k)+1 , whereas I(r , ω r ) is orthogonal to K by construction [14] .
Truncated singular value decomposition solution vs orthogonalization procedure solution
Following [8] [9] [10] , the MoM solution of Eq. (6), I(r , ω r ), evaluated at the resonance ω r , can be defined as a sum of two components
whereİ(r , ω r ) is the correct current,Î(r , ω r ) is the resonant modal current and α ∈ C is a suitable complex constant. The numerical instability that plagues I(r , ω r ) is due to the presence of the resonant term αÎ(r , ω r ). Consequently, the stabilization is obtained by the OP discardingÎ(r , ω r ) from of I(r , ω r ), i.e., retaining only the termİ(r , ω r ) [8] [9] [10] that iṡ I(r , ω r ) = I(r , ω r ) − αÎ(r , ω r )
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i.e., orthogonalizing I(r , ω r ) toÎ(r , ω r ) (the symbol ( , ) indicates the inner product). As it is clearly stated in [8] [9] [10] Î(r , ω r ) coincides with the right singular vector w n paired to the smallest singular value σ n of Z(r, r , ω r ). Accordingly,İ(r , ω r ) is orthogonal only to the one-dimensional subspace spanned by the last right singular vector w n . We can conclude thatİ(r , ω r ) (the OP solution) and I(r , ω r ) (the TSVD solution) agree only in the special case k = 1, whereas they disagree otherwise. In fact, for k > 1, the solution computed by the orthogonalization procedure still retains k − 1 components belonging to K. This fact causes the permanence of the numerical instability inİ(r , ω r ), as it will be shown in the section devoted to numerical results.
Stabilization on the frequency band ∆ corrupted by interior resonance
From a computational point of view [1, [8] [9] [10] , the EFIE is plagued by instability not only at the resonance ω r but rather on a band of frequencies ∆ in a neighborhood of it. Hence, the stabilized MoM solution on ∆ can be obtained by solving Eq. (6) using the TSVD. Nevertheless, this approach turn out to be computationally expensive due to the number of SVDs exploited by the TSVD procedure, that is equal to the number of frequency samples ω i ∈ ∆, i ∈ 1, 2, . . . , N, employed to evaluate I(r , ω) on ∆ by the MoM. However, computational time can be saved proceeding as follows: first of all the numerical null space K of Z(r, r , ω) is computed at ω = ω r (this computation involve only one SVD evaluation). Next, the stabilized solution I(r , ω) on ∆ can be obtained by applying the projective operator P [12] 
(where I is the identity operator) on I(r , ω). As the next section will show, the effectiveness of the proposed approach is confirmed by the fact that the subspace angle [14] between K and the K i , the true numerical null space computed at ω = ω i (with
is very small implying that these two subspaces are very close to each other.
Numerical rsults
In this section we present the results obtained for the plane wave scattering from a perfectly conducting metallic cube of sides a = b = c = 1 m on a band of frequencies ranging from 50 MHz to 270 MHz. Figure 1 shows the broadside radar cross section computed by the MoM, on this band. It can be observed that the spurious resonances affect the RCS curve at f 1 = 213.16 MHz and f 2 = 247.85 MHz (these frequencies coincide with the first and the second interior resonances of the metallic cube regarded as a cavity). Here the RCS reveals two anomalous spikes. In Fig. (2) we report the behavior of the singular value spectrum {σ} of the impedance matrix Z(r, r , ω r ) at the second interior resonance. It can be noticed that the spectrum has a well defined gap between the two smallest singular values σ n−1 , σ n and all the others. From this we can infer that k, the dimension of K, is two. Figure 3 shows the behavior of the norm of I(r , ω), and of the absolute value of the last three right singular coefficients u H j V/σ j on Figure 4 shows the norm of the current on ∆ stabilized by using the TSVD, the projection operator P, and the OP. It can be observed an excellent agreement between the solutions provided by the TSVD and by the P operator, while instability affects the OP result. Also, the effectiveness in the use of K in (15) at the place of the "true numerical null space" K i (the numerical null space K evaluated by the SVD for each ω i ) is validated by result reported in Fig. 5 where the subspace angle between them is about 0. This result enhance the closeness between these two subspaces. Finally, Fig. 6 compares the behavior of the RCS on ∆, computed by our stabilization method and by the OP [8] [9] [10] . The instability of the OP solution is clearly evident.
Conclusions
In this paper, we have proposed a technique to overcome the effects of the internal resonances plaguing the EFIE. It is based on the computation of the numerical null space K of the associate discretized operator Z(r, r , ω) at resonance. The stabilized current on the band of frequencies ∆ is obtained applying a suitable projective operator P on I(r , ω) exploiting K. We have substantiated this approach by means of a theoretical survey inquiring the general properties of Fredholm operators and of discrete linear least squares problems. We point out that a minimum norm least squares solution approach to stabilization of the EFIE has been developed in [15] . However [15] , lacks any kind of theoretical analysis devoted i) to elucidate the property of finite dimensionality of the null space K of the EFIE at resonance, and ii) to classify the linear least squares problem arising from discretization of the EFIE operator on the basis of behavior of the spectrum {σ}, in order to establish the right resolving procedure. This work covers these theoretical aspects and extend the numerical results. In conclusion, we notice that even if the use of the SVD for computing K can be time consuming for large problems, an alternative approach involving a lower computational effort is possible, although do not exploited in the present work, as indicated in [14] .
