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ON SMALL-TIME LOCAL CONTROLLABILITY
SABER JAFARPOUR∗
Abstract. In this paper we study small-time local controllability of real analytic control systems
under small perturbations of their vector fields. Consider a real analytic control system X which is
small-time locally controllable and whose reachable sets grow with the polynomial rate of order N
with respect to time. We will prove a general theorem which states that any real analytic control
system whose vector fields are perturbations of the vector fields of X with terms of order higher
than N is again small-time locally controllable. In particular, we show that this result connects two
long-standing open conjectures about small-time local controllability of systems.
Key words. Small-time local controllability, control variations, reachable sets, real analytic
systems.
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1. Introduction. Controllability of systems is one of the central concepts in
mathematical control theory. For linear control systems, the notion of controllability
has been first studied by Kalman and his coworkers [17]. Using the state-space ap-
proach, it can be shown that the well-known Kalman rank condition completely char-
acterizes controllability of linear systems [18]. For nonlinear system, various notions
of controllability have been defined and studied in the literature [40]. While different
setting have been proposed for studying nonlinear control systems [44], [5], [16], it
turns out that the geometric control theory is one of the most suitable frameworks for
studying local controllability of systems. In geometric control theory, a control system
is defined as a parametrized family of vector fields on a manifold, where the parameters
are the controls and the manifold is the state space of the system [16]. For studying
the local properties of a control system, without loss of generality one can assume that
the state space of the system is an Euclidean space Rn. Also, for the sake of simplic-
ity, we assume that the control set of the system is the compact convex set [−1, 1]m.
Therefore, a control system can be considered as a family X = {X0, X1, . . . , Xm} of
vector fields on Rn. A trajectory for the control system X is an absolutely continuous
curve x : [0, T ]→ Rn such that
x˙(t) = X0(x(t)) +
m∑
i=1
ui(t)Xi(x(t)), for almost every t ∈ [0, T ],
for some measurable controls u1, u2, . . . , um : [0, T ]→ [−1, 1]. For x0 ∈ Rn and time
t ∈ R≥0, the reachable set of X form x0, for time less than t, which is denoted by
RX (< t, x0), is the set of points in state space R
n which can be reached by traveling
along the trajectories of the vector fields in X for positive times less than t. More
precisely, we have
RX (< t, x0) = {x(T ) | x : [0, T ]→ Rn is a trajectory of X , x(0) = x0, T < t}.
While this definition of reachable sets using measurable controls is widely used and
studied in the literature (cf. [39], [41], [22]), some authors consider other classes of con-
trols such as piecewise-constant controls [12] and bang-bang controls [25] for studying
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control systems and their reachable sets. One can show that, in general, the reachable
sets defined using these different classes of controls are not the same. The connections
between some of these reachable sets have been studied in the literature [12], [41], [25].
Among different notions of controllability proposed in the literature, small-time
local controllability is arguably the most fundamental one. A control system is small-
time locally controllable form a point x0 if, for all times t > 0, the reachable set
RX (< t, x0) contains a neighbourhood of x0 (a more rigorous definition will be given
later in the paper). It is clear from the definition that, by having the reachable sets,
one can completely characterize small-time local controllability of the system. How-
ever, a complete analytic description of reachable sets of a control system requires
solving a family of nonlinear differential equations, which is generally very difficult,
if not impossible. In the past few decades, many different approaches have been de-
veloped for studying reachable sets of a control system. The essence of most of these
approaches can be explained using the fundamental result of Nagano [30], which con-
nects the diffeomorphism invariant properties of a system to the Lie algebra of the
vector fields of the of the system (cf. [19] for a beautiful alternative approach to study
small-time local controllability). Using these approaches, small-time local control-
lability has been studied throughly in the literature and many sufficient conditions
(cf. [25], [38], [39], [41], [13]) as well as some necessary conditions (cf. [36], [41], [20],
[24]) have been developed. However, to our knowledge, many basic questions about
properties of small-time locally controllable systems are still unanswered. Moreover,
except for some specific classes of systems (cf. [42], [32], [4]), the characterization of
small-time local controllability for nonlinear systems is far from complete.
Another notion of controllability, which has a close connection with small-time
local controllability, is local accessibility. A control system is locally accessible from
x0 if the reachable sets of X starting from x0 has nonempty interiors for all positive
times. It is clear that if a system is small-time locally controllable from x0, then it is
accesible from x0. However, the converse may not be true [8, Example 7.1]. In 1972,
Sussmann and Jurdjevic characterized the local accessibility of a real analytic control
system using the Lie brackets of the vector fields of the system at the point x0 [42,
Corollary 4.7]. Sussmann and Jurdjevic’s condition implies that, for a given real
analytic control system, locally accessibility of the control system at the point x0 can
be checked using only “finite” number of differentiations of vector fields of the system
at x0. This interesting observation raises the following important question about the
nature of small-time local controllability: Is it possible to characterize small-time local
controllability of a given real analytic system using finite number of differentiations
of vector fields of the system at the point x0? More precisely, this question can be
formulated as the following conjecture (see [1]).
Conjecture 1. Given a real analytic control system X = {X0, X1, . . . , Xm} on
Rn which is small-time locally controllable from x0, there exists N ∈ N such that, if
Y = {Y0, Y1, . . . , Ym} is another real analytic system with the property that, for every
i ∈ {0, 1, 2, . . . ,m} we have
DrXi(x0) = D
rYi(x0), ∀r = (r1, . . . , rn) ∈ Zn≥0,
m∑
i=0
ri ≤ N,
then Y is small-time locally controllable from x0.
The above conjecture has the following nice interpretation based on the perturbation
of vector fields of controllable system: For a real analytic control system X which is
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small-time locally controllable from x0, there exists N ∈ N such that, if one perturbs
the vector fields of X around x0 by terms of order higher than N , the resulting
perturbed system is again small-time locally controllable from x0.
One of the useful notions for studying small-time local controllability is a control
variation. Control variations can be used as a suitable tool for approximating the
reachable sets of control systems (a rigorous defintion of control variations is given
in Section 5). Control variations can be considered as higher-order tangent vectors
which shows the admissible directions in the reachable set of a control system, i.e.,
for small times, one can travel in these directions [22, Theorem 2.4]. Therefore, by
constructing a suitable family of control variations which generates all the directions
in Rn and using a generalized open mapping theorem, one can show that the system
is small-time locally controllable [22, Corollary 2.5]. In the control literature, many
different families of control variations have been introduced for studying small-time
local controllability of systems (cf. [26], [41], [11], [22], [7], [4]). Control variations
can also be used for studying the rate of growth of the reachable sets of a control
system with respect to time. In fact, the order of a control variation gives us some
information about how fast one can travel in the reachable set in that direction. More
specifically, if one can get all direction in Rn using families of control variations of
order less than equal to N then, there exists a positive constant C > 0 such that
the closed ball B(x0, Ct
N ) is contained in the reachable set RX (< t, x0) for small
t > 0 [22, Corollary 2.5].
It turns out that this polynomial growth condition for reachable sets of a system
has a close connection with the regularity of the time-optimal map of the system [6].
One can show that, if the control system X is small-time locally controllable, then the
time-optimal map of X is locally continuous [33] (cf. [6, Theorem 2.2], where this local
result has been extended to a larger domain called escape domain). Similarly, one
can show that the polynomial growth condition for a control system X is equivalent
to local Ho¨lder continuity of the time-optimal map of X [31], [6, Theorem 2.5].
As mentioned above, finding suitable families of control variations which generate
the space Rn guarantees small-time local controllability of a control system from x0.
This raises the following question: Given a small-time locally controllable system,
does there exists a family of control variations which can be used to prove small-time
local controllability of the system. It is not surprising to see that this question has a
close connection with the rate of growth of reachable sets of the system with respect to
time. Motivated by the above question, one can propose the the following conjecture
(see [1]).
Conjecture 2. Let X be a real analytic control system which is small-time lo-
cally controllable from x0. Then there exist N ∈ N and T,C > 0 such that
B(x0, Ct
N ) ⊆ RX (< t, x0), ∀t ≤ T.
One can easily check that, if the Conjecture 2 is true then, for every small-time
locally controllable system, one can find a family of control variations for the control
system X which generates all the directions in Rn. As mentioned in [1], the results
in [32] show that both Conjecture 1 and Conjecture 2 hold for the case n = 2. However,
to the best of our knowledge, these two conjectures are still open for the general case,
where n ≥ 3.
Suppose that one can prove small-time local controllability of a control system
X using a family of control variations. Then, by [22, Corollary 2.5], there exists an
4 SABER JAFARPOUR
N ∈ N and C, T > 0 such that we have
B(x0, Ct
N ) ⊆ RX (< t, x0), ∀t ≤ T.
It is interesting to investigate the validity of Conjecture 1 for this control system.
One can easily show that, if the family of control variations used for proving small-
time local controllability of X are the classical ones constructed using the iterated
Lie brackets of vector fields of the system (e.g., the control variations in [41]), then
Conjecture 1 holds for the control system X . However, there exist control systems
which are small-time locally controllable from x0, but one cannot check their small-
time local controllability using classical control variations constructed by the iterated
family of Lie brackets [21, 22]. Example 3, adapted from [21], shows that one may
need a more complicated family of variations to prove small-time local controllability
of a control system.
Example 3. Consider the control system X on R4, defined by
x˙1 = u(t),
x˙2 = x1,
x˙3 = x
3
1,
x˙4 = x
2
3 − x72,
where u : R→ [−1, 1] is measurable. We want to study small-time local controllability
of X from 0 ∈ R4. Using suitable families of control variations with finite number of
switching, one can show that
{
± ∂
∂x1
,± ∂
∂x2
,± ∂
∂x3
, ∂
∂x4
}
are the admissible directions
in the reachable set of the systems X [21], [41]. In order to prove small-time local
controllability of X , one needs to find a control variation which generates the direction
− ∂
∂x4
. It can be shown that there is no family of control variations with finite number
of switching which generates the direction − ∂
∂x4
[21, Claim 2]. However, by defining
families of control variations with an increasing number of switching, which are called
fast switching variations, one can show that X is small-time locally controllable from
0 ∈ R4 [21, Claim 1] (see [21] and [22] for the beautiful and detailed construction of
these control variations). Now consider the control system Y on R4 defined by
y˙1 = u(t) + y
58
1 ,
y˙2 = y1,
y˙3 = y
3
1 ,
y˙4 = y
2
3 − y72 ,
where u : R→ [−1, 1] is measurable. Note that X and Y have the same Taylor poly-
nomial of order 57 at 0 ∈ R4. Using the classical finite switching control variations,
it is easy to show that
{
± ∂
∂y1
,± ∂
∂y2
,± ∂
∂y3
, ∂
∂y4
}
are the admissible directions in the
reachable set Y. However, using the same fast switching variations as for the system
X , it is very complicated to study whether − ∂
∂y4
is an admissible direction for the
reachable sets of the control system Y at point 0 ∈ R4.
In general, the families of control variations that are used to prove small-time local
controllability of a system might be even more complicated than the fast switching
control variations in Example 3. Therefore, for small-time locally controllable systems,
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studying Conjecture 1 using the form of families of control variations does not seem
to be conclusive.
Consider a real analytic system X which is small-time locally controllable from
x0 and suppose that there exist C, T > 0 such that B(x0, Ct
N ) ⊆ RX (< t, x0), for
every t ≤ T . Let Y be another real analytic system with the property that its vector
fields have the same Taylor polynomial of order N around x0 as the vector fields of
X . Thus, the control system Y can be considered as an Nth order perturbation of
the control system X around x0. Our main result in this paper proves that, not only
is Y small-time locally controllable from x0, but also its reachable sets grow with
polynomial rate of order N or higher with respect to time. More precisely, we show
that there exist T , α > 0 such that we have
B(x0, αt
N ) ⊆ RY(< t, x0), ∀t ≤ T .
In particular, using the above result, we can show that if Conjecture 2 holds then
Conjecture 1 should also hold. The proof of the main theorem is based on using suit-
able class of control variations for studying small-time local controllability of systems.
This general class of control variations is defined in [22] and [11]. One can show that
this class of control variations completely characterizes the control systems whose
reachable sets grow with polynomial rate. Using this characterization, we prove the
main result of the paper in three steps.
In the first step, we study the effect of perturbations of vector fields of the control
system X on its reachable sets. This is done in section 6 by constructing a suitable
multi-valued map F tX ,Y from B(x0,
C
2 t
N ) (which is inside int(RX (< t, x0))) to the
set RY(< t, x0). Using the normal reachability of real analytic control system X ,
one can show that every point in the set int(RX (< t, x0)) is reachable from x0 by
switching between constant vector fields of X [12, Theorem 5.5]. The idea is to
use these switching times to do the transition between the reachable sets of control
system X and Y. More precisely, the map F tX ,Y can be defined as composition of
two mappings ηtX and ξ
t
Y . The first mapping η
t
X maps a point in B(x0,
C
2 t
N ) to
its associated switching times for the control system X and the second mapping ξtY
maps the switching times to its associated point in the reachable set of the system
Y. The definition of the map ξtY is straightforward using the flows of vector fields of
Y. However, since a point in the reachable set of X might have more than one set of
switching times, there are different ways for defining the map ηtX . In section 6, using
the properties of the real analytic system X , the map ηtX is defined such that it is
finite-valued and satisfies nice regularity conditions.
In the second step, we prove some regularity properties of the set-valued mapping
t⇒ F tX ,Y . This is done in Theorem 30 where it has been shown that, for small t, the
distance between a point in the domain of F tX ,Y and its image grows with polynomial
rate of order N + 1 or higher with respect to time. The heart of the proof is the
estimates introduced in Definition 16 for the flows of time-varying vector fields and
the Corollary 18. It is worth mentioning that the role of the real analyticity of vector
fields is crucial in the proof of this result.
In the final step, we construct a family of control variations for the control system
Y. We start by considering a specific family of control variations for the control
system X which generates the space Rn. Then, we apply a single-valued selection of
the mapping F tX ,Y to this family of of control variations to get a family of control
variations for the control system Y. Using the regularity of the map t ⇒ F tX ,Y , we
show that this family of control variations for the control system Y generates Rn.
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This implies that the control system Y is small-time locally controllable from x0.
This paper is organized as follows. In section 2 we study functions and vector
fields on Rn. In section 3 we review an operator approach for studying time-varying
vector fields and their flows, known as chronological calculus. This operator approach
has been first introduced in [2] using the Whitney compact-open topology on the
space C∞(Rn). In this paper, we present an extension of this framework to the
space of real analytic functions with Cω-topology [14]. In section 4 we define Cν-
control systems and their reachable sets. We also define the notions of small-time
local controllability, growth rate condition, and normal reachability, and we state a
classical result connecting the normal reachability and small-time local controllability
for real analytic control systems. In section 5 the notion of control variations is defined
and a characterization of the growth rate condition is presented based on the control
variations of the system. In section 6 we consider two real analytic control systems X
and Y whose vector fields have the same Taylor polynomials of order N around point
x0. We construct a mapping F
t
X ,Y between the reachable sets of the control system
X and Y. In Theorem 30, we study the regularity of this map. Finally, in section 7,
the main result of this paper is stated and proved.
1.1. Notations and conventions. In this paper, the set of integers is denoted
by Z and the set of positive integers is denoted by N. We denote the n-dimensional
Euclidean space by Rn and the Euclidean norm of a vector v in Rn is denoted by ‖v‖.
The n-sphere Sn is defined as
S
n = {(x1, x2, . . . , xn) ∈ Rn+1 | x21 + x22 + . . .+ x2n+1 = 1}
and we use the notation
R
n
≥0 = {(x1, x2, . . . , xn) ∈ Rn | xi ≥ 0, ∀i ∈ {1, 2, . . . , n}}.
The interval [−1, 1] is defined by [−1, 1] = {x ∈ R | −1 ≤ x ≤ 1} and we denote
[−1, 1]n = [−1, 1]× [−1, 1]× . . .× [−1, 1]︸ ︷︷ ︸
n times
.
For a nonempty subset S ⊆ Rn, the interior of S in Rn is denoted by int(S) and
the closure of S in Rn is denoted by S. A multi-index of order m is an element
r = (r1, r2, . . . , rm) ∈ Zm≥0. For all multi-indices r and s of order m, every x =
(x1, x2, . . . , xm) ∈ Rm, and f : Rm → Rn, we define
|r| = r1 + r2 + . . .+ rm,
r! = (r1!)(r2!) . . . (rm!),
xr = xr11 x
r2
2 . . . x
rm
m ,
Drf(x) =
∂|r|f
∂xr11 ∂x
r2
2 . . . ∂x
rm
m
.
The space of all decreasing sequences {ai}i∈N such that ai ∈ R>0 and limn→∞ an = 0
is denoted by c↓0. Let x ∈ Rn and r ∈ R>0. Then the open ball centered at x with
radius r is denoted by B(x, r). i.e., we have
B(x, r) = {y ∈ Rn | ‖y − x‖ < r} .
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The closed ball centered at x with radius r is denoted by B(x, r). i.e., we have
B(x, r) = {y ∈ Rn | ‖y − x‖ ≤ r} .
In this paper, whenever we use the letter ν, we mean that ν ∈ N ∪ {∞, ω}. Let
U ⊆ Rm be an open set. The mapping f : U → Rn is a Cν-mapping if, for every
multi-index r ∈ Zm≥0 with property that |r| ≤ ν, the mapping Drf is continuous. Let
k ∈ N, (V, ‖.‖V ) be a normed vector space, and f : R → V and g : R → V be two
curves on V . Then we write
f(x) = g(x) +O(xk)
if there exists α ∈ R such that we have limx→0 ‖f(x)−g(x)‖V|x|k = α. Let U and V be
two sets and F : U ⇒ V be a multi-valued mapping. Then a selection of F is the
single-valued mapping f : U → V with the property that
f(x) ∈ F (x), ∀x ∈ U.
2. Functions and vector fields. In this section, we study functions and vector
fields on the Euclidean space Rn. We first define the class of real analytic mappings.
Definition 4 (Taylor series and real analytic mappings). Let Ω ⊆ Rn be
an open set, x0 ∈ Ω, and f : Ω→ Rl be a C∞-mapping at x0. Then the Taylor series
of f at x0 is the power series
(1)
∑
r∈Zm
≥0
1
r!
[Drf(x0)] (x− x0)r.
A C∞-mapping f : Ω → Rl is real analytic or of class Cω if, for every x0 ∈ Ω,
there exists ρ > 0 such that the Taylor series (1) of f at x0 converges to f(x) for all
‖x − x0‖ < ρ. A mapping f : Ω → Rl is real analytic on Ω if, for every x ∈ Ω, it is
real analytic at x.
Definition 5 (Functions and vector fields). A Cν-vector field on Rn is a
Cν-mapping V : Rn → Rn ×Rn such that pr1(V (x)) = x.1 A Cν-function on Rn is a
Cν-mapping f : Rn → R.
Since, for a vector field V : Rn → Rn × Rn, we have pr1(V (x)) = x, it is common to
use the identification V ≃ pr2 ◦V . In the rest of this paper, for the sake of simplicity,
we consider a vector field as a mapping V : Rn → Rn. If V : Rn → Rn is a vector
field on Rn, then in the standard coordinate chart on Rn, we write
V = (V 1, V 2, . . . , V n)⊤,
where, for every i ∈ {1, 2, . . . , n}, the Cν -function V i : Rn → R is the ith component
of the vector field V . The space of all Cν-functions on Rn is denoted by Cν(Rn)
and the space of all Cν-vector fields on Rn is denoted by Γν(Rn). It is easy to see
that both Cν(Rn) and Γν(Rn) are vector spaces over R. Given x0 ∈ Rn, we define
the functional evx0 : C
ν(Rn) → R by evx0(f) = f(x0), for every f ∈ Cν(Rn). In
mathematical control theory, it is common to work with time-varying vector fields.
Therefore, it is essential to give a rigorous definition of them in this paper.
1Note that this is a special case of the more general definition of the vector fields on a manifold
M . Let M be a manifold with the tangent bundle pi : TM →M . Then a Cν -mapping V : M → TM
is a vector field of class Cν on M , if we have pi ◦V (x) = x, for every x ∈M . Using the identifications
TRn ≃ Rn × Rn, it is easy to see that this definition of vector fields is equivalent to Definition 5
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Definition 6 (Time-varying vector fields). Let T ⊆ R be an interval. The
map X : T×Rn → Rn is a time-varying vector field of class Cν if the following hold:
(i) For every t ∈ T, the map Xt : Rn → Rn defined by
Xt(x) = X(t, x), ∀x ∈ Rn,
is a vector field of class Cν .
(ii) For every x ∈ Rn, the curve Xx : T→ Rn defined by
Xx(t) = X(t, x), ∀t ∈ T,
is essentially bounded.
Let X : R× Rn → Rn be a time-varying vector field. Then, by the fundamental
theorem of ordinary differential equations [9, Theorem 2.3], for every x0 ∈ Rn, there
exist an interval Tx0 and an absolutely continuous curve t 7→ exp(tX)(x0) such that
the following initial value problem holds.
d
dt
(exp(tX)(x0)) = X(t, exp(tX)(x0)), for almost every t ∈ Tx0
exp(0X)(x0) = x0.
The map t 7→ exp(tX)(x0) is called the integral curve of the time-varying vector field
X passing through x0.
Definition 7 (Complete vector fields). A vector field is complete if, for every
x0 ∈ R, the integral field of X passing through x0 is defined for all t ∈ R.
In the rest of this paper, for the sake of simplicity, we assume that all the vector
fields are complete. Note that this assumption is not restrictive for our analysis in
this paper. The reason is that we only study local properties of control systems with
compact control sets [9, Chapter 2, Theorem 1.1].
Definition 8 (Flows of time-varying vector fields). Let X : R × Rn → Rn
be a complete time-varying Cν-vector field. Then the flow of X is the map exp(X) :
R× Rn → Rn defined by
exp(X)(t, x) = exp(tX)(x), ∀(t, x) ∈ R× Rn.
3. Operator approach for time-varying vector fields. In this section, we
introduce an operator calculus which allows us to translate the nonlinear finite-
dimensional systems into linear infinite-dimensional systems. This operator approach,
which is known as chronological calculus, was originally developed by Agrachev and
Gamkrelidze in [2]. In this framework, a C∞-vector field is considered as a derivation
of the algebra C∞(Rn) and a C∞-diffeomorphism is considered as a unital algebra
isomorphism on C∞(Rn). These characterizations lead to the identification of the
nonlinear dynamical system governing the flow of a time-varying vector field with
a linear differential equation an infinite-dimensional space. Using this identification
and the Whitney compact-open topology on the space of C∞(Rn), an asymptotic
expansion for the flow of a time-varying real analytic vector field is developed and
its convergence has been studied in [2]. In [15] and [14], this framework has been
extended in two directions. First, the real analytic vector fields are considered as
derivations on Cω(Rn) and real analytic diffeomorphisms are considered as unital al-
gebra homomorphism on Cω(Rn). Moreover, the space Cω(Rn) is endowed with the
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Cω-topology and the convergence of the asymptotic expansion for the flow of a time-
varying real analytic vector field is studied in this new topology [14]. In the sequel,
we adopt the approach of [15] for studying time-varying real analytic vector fields and
their flows.
Definition 9 (Vector fields are derivations). Let V : Rn → Rn be a real
analytic vector field. Then we define the derivation V̂ : Cω(Rn)→ Cω(Rn) by
V̂ (f) = LV f,
where LV f is the Lie derivative of the function f in direction of the vector field V .
Definition 10 (Diffeomorphisms are algebra homomorphism). Let φ :
Rn → Rn be a real analytic diffeomorphism. Then we define the unital algebra homo-
morphism φ̂ : Cω(Rn)→ Cω(Rn) by
φ̂(f) = f ◦φ.
By the above definitions, one can consider real analytic vector fields and real analytic
diffeomorphisms on Rn as linear operators on Cω(Rn). The space of linear mappings
from Cω(Rn) to Cω(Rn) is denoted by LCω(Rn) and it is clear that we have Γν(Rn) ⊂
LCω(Rn). Thus, for every real analytic vector field X : Rn → Rn and every real
analytic mapping φ : Rn → Rn, we have
φ̂, V̂ ∈ LCω(Rn).
Using the operator characterization of vector fields, a time-varying Cν -vector field
X : T × Rn → Rn can be considered as a curve t 7→ X̂t on the space LCω(Rn).
Therefore, for studying properties of time-varying vector fields in this framework, we
need to define a suitable topology on the vector space LCω(Rn).
Definition 11 (Topological vector space). Let E be a vector space over R
and τ be a topology on E such that, with respect to τ , both addition and scalar multi-
plication are continuous. The pair (E, τ) is called a topological vector space. A subset
B ⊆ E is bounded if, for every neighbourhood Uof 0 in E, there exists α ∈ R such
that B ⊂ αU .
A locally convex topological vector space (E, τ) is topological vector spaces whose
topology τ is generated using a family of seminorms.
Definition 12 (Locally convex space). A topological vector space (E, τ) is lo-
cally convex if the topology τ is generated by a family of seminorms {pi}i∈Λ on E.
It is interesting to note that, in the locally convex spaces, bounded sets have the
following nice characterization [35, Theorem 1.37].
Theorem 13 (Seminorm characterization of bounded sets). Let E be a
locally convex space which is generated by the family of seminorms {pi}i∈Λ. A set
B ⊆ E is bounded if and only if, for every i ∈ Λ, there exists Ni ∈ R>0 such that
pi(v) ≤ Ni, ∀v ∈ B.
We are now ready to define a locally convex topology on the vector spaces Cω(Rn)
and LCω(Rn) using families of seminorms.
Definition 14 (Real analytic seminorms). Let K ⊂ Rn be a compact set and
a ∈ c↓0.
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(i) We define the seminorm ρωK,a : C
ω(Rn)→ R≥0 as
ρωK,a(f) = sup
{
a0a1 . . . a|r|
|r|!
∥∥∥D(r)f(x)∥∥∥ ∣∣∣∣ x ∈ K, |r| ∈ Z≥0} .
The topology on Cω(Rn) generated by the family of seminorms ρωK,a is denoted
by the Cω-topology.
(ii) Let f ∈ Cω(Rn). We define the seminorm ρωK,a,f : LCω(Rn)→ R≥0 as
ρωK,a,f(X) = sup
{
a0a1 . . . a|r|
|r|!
∥∥∥D(r) (Xf) (x)∥∥∥ ∣∣∣∣ x ∈ K, |r| ∈ Z≥0}
The topology on LCω(Rn) generated by the family of seminorms
{
ρωK,a,f
}
is
denoted by Cω-topology.
Note that one can define another locally convex topology on Cω(Rn) by inducing
the Whitney compact-open topology and using the subspace relation [3, §2.2], [27,
§6]. It turns out that the Cω-topology on the space Cω(Rn) is finer than the subspace
topology induced from the Whitney topology on C∞(Rn) [15, Chapter 5]. The Cω-
topology and its properties has been studied throughly in [29], [10], and [27]. The
Cω-topology on the space of real analytic functions has been first defined and studied
using advanced tools in analysis in [29]. The above seminorm characterization of the
Cω-topology has been introduced and proved in [43] (see [10] for a detailed study of
the Cω-topology on the space Cω(Rn) ).
Using the Cω-topology on the vector space LCω(Rn), we can study properties of
time-varying vector fields as curves on LCω(Rn).
Definition 15 (Essentially bounded curves). Let T ⊆ R be an interval. A
measurable curve λ : T → LCω(Rn) is essentially bounded if, for every compact set
K ⊂ Rn, every a ∈ c↓0, and every f ∈ Cω(Rn), there exists M > 0 such that
ρωK,a,f(λ(t)) < M, for almost every t ∈ T.
The set of essentially bounded curves with domain T on LCω(Rn) is denoted
by L∞(T; LCω(Rn)). Let S ⊆ LCω(Rn). We define the subset L∞(T;S) ⊆
L∞(T; LCω(Rn)) as
L∞(T;S) = {λ ∈ L∞(T; LCω(Rn)) | λ(t) ∈ S, for almost every t ∈ T} .
Let X : T× Rn → Rn be a time-varying real analytic vector field. Then we say that
X is essentially bounded if t 7→ X̂t is an essentially bounded curve on LCω(Rn). By
considering X as a curve t 7→ X̂t on the space LCω(Rn), one can also translate the
nonlinear differential equation governing the flow of X :
d
dt
exp(tX)(x0) = X(t, exp(tX)(x0)), for almost every t ∈ R
exp(0X)(x0) = x0,
into the following linear differential equation:
d
dt
êxp(tX) = êxp(tX) ◦ X̂t, for almost every t ∈ R
êxp(0X) = id,
(2)
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where êxp(tX) is the unital algebra homomorphism associated to exp(tX) (see Def-
inition 9). Note that equation (2) is a linear differential equation on the infinite
dimensional locally convex space LCω(Rn). One can study the sequence of Picard’s
iterations for this infinite dimensional linear differential equation (2) [9, Chapter 1,
§3], [28].
Definition 16 (Sequence of iterations for flows). Let X be an essentially
bounded time-varying vector field of class Cω. We define the curve t 7→ êxp0(tX)
on LCω(Rn) as:
êxp0(tX) = id, ∀t ∈ [0, T ′].
Then, for every k ∈ N, we define the curve t 7→ êxpk(tX) on LCω(Rn) inductively as
(3) êxpk(tX) = id +
∫ t
0
êxpk−1(τX) ◦ X̂(τ)dτ, ∀t ∈ [0, T ′].
It is worth mentioning that, for linear differential equations on infinite dimensional
locally convex spaces, there does not exist a general result for convergence of the
sequence of Picard’s iterations [28]. However, for the differential equation (2), one can
prove the following estimates for the seminorms of the sequence of iterations of the
flows in Definition 16 [14, Theorem 3.8.1]. The following theorem can be considered
as extension of the estimates in [3, §2.4.4] to the Cω-topology.
Theorem 17 (Estimates for iterations). Let B be a bounded set in Γω(Rn).
Then the following statements hold:
(i) there exists TB such that, for every X ∈ L∞([0, TB];B) and every k ∈ N, the
map t 7→ êxpk(tX) is defined on [0, TB],
(ii) for every compact set K ⊆ Rn, every f ∈ Cω(Rn), and every a ∈ c↓0, there
exist positive constants M,Mf > 0 such that, for every X ∈ L∞([0, TB];B),
we have
ρωK,a,f (êxpk(tX)− êxpk−1(tX)) ≤ (Mt)k+1Mf , ∀t ∈ [0, TB], ∀k ∈ N.
Using the estimate in Theorem 17, one can get an estimate for the flow of a vector
field X using the sequence of iterations in Definition 16.
Corollary 18. Let B be a bounded set in LCω(Rn). Then there exist M,L > 0
and T ≤ TB such that, for every X ∈ L∞([0, T ];B) and every i ∈ {1, 2, . . . , n}, we
have
‖evx0 ◦ êxp(tX)(xi)− evx0 ◦ êxpk(tX)(xi)‖ ≤
Mtk+1
1−MtL, ∀t ∈ [0, T ],
where xi is the ith coordinate function on Rn.
It is worth mentioning that there is also an alternative way for proving this
corollary using the estimates in [3, §2.4.4]. Since this corollary is essential for the
proof of the main results of this paper, we provide a proof for it using Theorem 17
in Appendix A. Using the estimate in Theorem 17 and choosing T < TB such that
MT < 1, one can show the following result on convergence of the iterations (3) [14,
Theorem 3.8.1].
Theorem 19 (Convergence of iterations). Let X be an essentially bounded
time-varying real analytic vector field. Then the sequence {êxpk(tX)}k∈N converges
to êxp(tX) in Cω-topology uniformly for every t ∈ [0, T ].
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4. Control systems. In this section, we define the notion of Cν -control sys-
tem. In the geometric control literature, a control system is usually defined as a
parametrized family of vector fields on Rn.
Definition 20 (Cν-control system). A Cν-control system on Rn is a triple
{F,X ,C}, where
(i) The set X = {X0, X1, . . . , Xm} is a family of vector fields such that Xi ∈
Γν(Rn), for every i ∈ {0, 1, . . . ,m}, and
(ii) the set C is a compact convex set in Rm which is called the control set,
(iii) the mapping F : C→ Γν(Rn) is defined by
F (u1, u2, . . . , um) = X0 +
m∑
i=1
uiXi.
In the rest of this paper, for the sake of simplicity, we assume that C = [−1, 1]m.
Therefore, without any confusion, we denote a Cν-control system on Rn by a family
of Cν-vector fields X = {X0, X1, . . . , Xm}.
Definition 21 (Trajectories, reachable sets and controllability notions).
Let X = {X0, X1, . . . , Xm} be a Cν-control system on Rn and t ∈ R>0, and x0 ∈ Rn.
(i) The absolutely continuous curve x : [0, t] → Rn is a trajectory of X if there
exist measurable controls u1, u2, . . . , um : [0, t]→ [−1, 1] such that
x˙(τ) = X0(x(τ)) +
m∑
i=1
ui(τ)Xi(x(τ)), for almost all τ ∈ [0, t].
(ii) The reachable sets of the Cν-control system X from x0 in times less than t is
the set RX (< t, x0) defined by
RX (< t, x0) = {x(τ) | x : [0, τ ]→ Rn is a trajectory of X , x(0) = x0, τ < t}.
(iii) The Cν-control system X is small-time locally controllable from x0 if, for
every t ∈ R>0, we have
x0 ∈ int (RX (< t, x0)) .
(iv) Let N ∈ Z>0 be a positive integer. Then the Cν-control system X satisfies
growth rate condition of order N at point x0 if there exist C, T > 0 such that,
for every t ∈ (0, T ], we have
B(x0, Ct
N ) ⊂ RX (< t, x0).
It is clear form Definition (21) that, if a control system X satisfies the growth rate
condition of order N at point x0, then it is small-time locally controllable from x0.
While we defined the trajectories of a control systems using measurable controls
u1, u2, . . . , um : [0, t]→ [−1, 1], it is sometimes useful to work with piecewise-constant
controls and their associated vector fields.
Definition 22 (Piecewise-constant vector fields). Let X =
{X0, X1, . . . , Xm} be a Cν-control system and u = (u1, u2, . . . , um) ∈ [−1, 1]m.
Then the vector field of the control system X associated to u is the vector field
Xu ∈ Γν(Rn) defined by
Xu = X0 +
m∑
i=1
uiXi.
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Let p ∈ N , I = (u1,u2, . . . ,up) ∈ ([−1, 1]m)p be a p-tuple of constant controls,
t = (t0, t1, . . . , tp) ∈ Rp>0 be a p-tuple of switching times. We define the piecewise-
constant vector field XI,t by
XI,t =

Xup , t ∈ [0, tp],
Xup−1 , t ∈ (tp, tp−1 + tp],
...
...
Xu1 , t ∈ (t2 + . . . , tp, t1 + . . .+ tp].
It clear that, for every p-tuple I ∈ ([−1, 1]m)p and every p-tuple t ∈ Rn>0 the vector
field XI,t is essentially bounded and the following property holds:
exp(|t|XI,t)(x) = exp(t1Xu1) ◦ exp(t2Xu2) ◦ . . . ◦ exp(tpXup)(x), ∀x ∈ Rn.
Another important notion relevant to small-time local controllability of systems
is normal reachability [12]. Normal reachability has been first introduced and studied
by Sussmann in [37].
Definition 23 (Normal reachability). Let X = {X0, X1, . . . , Xm} be a Cν-
control system on Rn and x1, x0 ∈ Rn. Then the point x1 is normally reachable in
time less than t from x0, if the following conditions hold:
1. there exist p ∈ N, u1,u2, . . . ,up ∈ [−1, 1]m, and (s1, s2, . . . , sp) ∈ Rp>0 such
that s1 + s2 + . . .+ sp < t and
exp(s1Xu1) ◦ exp(s2Xu2) ◦ . . . ◦ exp(spXup)(x0) = x1,
and
2. there exists an open neighbourhood of (s1, s2, . . . , sp) in R
p
>0 such that the
map
(t1, t2, . . . , tp) 7→ exp(t1Xu1) ◦ exp(t2Xu2) ◦ . . . ◦ exp(tpXup)(x0)
is C1 and of rank n on this neighbourhood.
It is clear that, if the point x0 is normally reachable from itself, the system is small-
time locally controllable from x0. However, the converse is only true for general
control systems [12, Example 3.9]. For real analytic systems, the connection between
small-time local controllability and normal reachability has been studied in [12]. In
fact, in [12], it has been shown that for real analytic control systems, small-time local
controllability from x0 implies that, for every time t, every point in the interior of the
reachable set from x0 in times less than t is normally reachable from x0 [12, Theorem
5.5 and Corollary 4.15].
Theorem 24. Let X = {X0, X1, . . . , Xm} be a real analytic control system. If X
is small-time locally controllable from x0 then, for every t > 0, every point in the set
int (RX (< t, x0)) is normally reachable in time less than t form x0.
Suppose that X = {X0, X1, . . . , Xm} is a Cν -control system. Then, in order to
consider perturbations of the control system X , it is reasonable to study the Taylor
polynomials of the vector fields {X0, X1, . . . , Xm}. In order to capture the idea of
a perturbation of vector fields of a control system with Taylor polynomials of order
higher than k, we define the notion of kth contact.
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Definition 25 (kth contact at point x0). Let X = {X0, X1, . . . , Xm} and
Y = {Y0, Y1, . . . , Ym} be two Cν-control systems on Rn and k ≤ v. Then X and
Y have kth contact at point x0 if, for every multi-index r ∈ Zn≥0 with |r| ≤ k, we have
DrXi(x0) = D
rYi(x0), ∀i ∈ {0, 1, . . . ,m}.
Roughly speaking, two control system have kth contact at point x0, if the Taylor
polynomial of their vectors fields around x0 agree up to order k. Using the notion of
kth contact of control systems at a point, we get the following theorem. The proof of
this theorem is given in Appendix B.
Theorem 26. Suppose that p ∈ N, I = (u1,u2, . . . ,up) ∈ ([−1, 1]m)p, t =
(t1, t2, . . . , tp) ∈ Rp≥0, and x0 ∈ Rn. Let X = {X0, X1, . . . , Xm} and Y =
{Y0, Y1, . . . , Ym} be two real analytic control systems which have kth contact at point
x0. Then, for every i ∈ {1, 2, . . . , n} we have
evx0 ◦ êxpk(|t|XI,t)(xi) = evx0 ◦ êxpk(|t|Y I,t)(xi),
where xi is the ith coordinate function on Rn.
5. Control variations. The notion of control variation is one of the funda-
mental tools in studying reachable sets of control systems. Roughly speaking control
variations can be considered as the directions constructed using the trajectories of the
system, along which one can steer the control system. By constructing appropriate
control variations and using a suitable open mapping theorem, one can show that a
control system is small-time locally controllable [22, Theorem 2.4]. The first use of
the notion of control variations for approximating reachable sets of control systems
can be traced back to the original work of Pontryagin and his coworkers for study-
ing the boundary of reachable sets [34]. Since then, many different and technical
notions of variations with various properties have been proposed in the control lit-
erature [26, 7, 22, 11]. In this section we study a general class of control variations
introduced in [11] and [22].
Definition 27 (Control Variations). Let k ∈ N and X be a Cν control system
on Rn. Then a vector v ∈ Rn is called a variation of kth order for the control system
X at point x0 if there exists a parametrized family of points γ : R≥0 → Rn such that,
for every t ∈ R≥0, we have γ(t) ∈ RX (< t, x0) and
(4) γ(t) = x0 + t
kv +O(tk+1).
The set of all variations of kth order for the system X at point x0 is denoted by
KkX (x0). We also define the cone K̂kX (x0) by
K̂kX (x0) =
⋃
α≥0
α
(KkX (x0)) .
Note that in Definition 27 we do not assume any regularity of the parametrized family
of points γ. The next theorem shows how these control variations can be used to
deduce the small-time local controllability of systems. The proof can be found in [22,
Corollary 2.5].
Theorem 28 (High-order Open Mapping Theorem). Suppose that X is a
Cν-control system. If we have K̂kX (x0) = Rn, then the control system X satisfies the
growth rate condition of order k.
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We first show that the control variations in Definition 27 can be used to charac-
terize the growth rate condition of order N .
Lemma 29 (Characterization of growth rate condition). Let X =
{X0, X1, . . . , Xm} be a Cν control system on Rn, x0 ∈ Rn be a point, and
N ∈ N. Then the following conditions are equivalent:
(i) There exists C, T > 0 such that
B(x0, Ct
N ) ⊆ RX (< t, x0), ∀t ∈ [0, T ],
(ii) we have K̂NX (x0) = Rn.
Proof. (i)⇒ (ii): Since the control system X satisfies the growth rate condition
of order N , there exists T > 0 and C > 0 such that, for every t ∈ [0, T ], we have
B(x0, Ct
N ) ⊆ RX (< t, x0). For every v ∈ Sn−1, we define the curve γv : [0, T ] →
B(x0, Ct
N ) as follows:
γv(t) = x0 + Ct
Nv.
Since, for every t ∈ [0, T ], we have B(x0, CtN ) ⊆ RX (< t, x0), we get
γv(t) ∈ RX (< t, x0), ∀t ∈ [0, T ].
Therefore, by Definition 27, the vector v is control variations of orderN for the system
X at point x0. This means that we have KNX (x0) = Sn−1 and this implies that
K̂NX (x0) =
⋃
α≥0
αKNX (x0) = Rn
Therefore (ii) holds.
(ii)⇒ (i): The proof of this part follows from Theorem 28.
Roughly speaking, Lemma 29 states that small-time local controllability of a system
is checkable using variations of order N if and only if the system satisfies the growth
rate condition of order N . Note that this lemma holds for control systems in any
regularity class Cν .
6. Perturbations of real analytic control systems. Let X =
{X0, X1, . . . , Xm} be a real analytic control system which satisfies the growth rate
condition of order N at the point x0 and let Y = {Y0, Y1, . . . , Ym} be another real
analytic control system which has Nth contact at point x0 with control system X .
Note that, since vector fields of Y and X have the same Nth order Taylor polynomials
at point x0, the control system Y can be considered as an Nth order perturbation of
X around x0. In this section, we study the effect of perturbation of vector fields of
the system from X to Y on the reachable sets of the system. Since X satisfies the
growth rate condition of order N , there exists C, T > 0 such that we have
B(x0, Ct
N ) ⊆ RX (< t, x0), ∀t ≤ T.
For every t ∈ [0, T ], we define a perturbation mapping F tX ,Y : B(x0, C2 tN ) ⇒ RY(<
t, x0) which captures the transition from reachable sets of X to the reachable sets of
Y. The multi-valued mapping F tX ,Y is defined as composition of two mappings ξtY
and ηtX as follows:
F tX ,Y(x) = ξ
t
Y ◦η
t
X (x), ∀x ∈ B(x0, C2 tN ).
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The mapping ηtX applies to a point in the closed ball B(x0,
C
2 t
N ) (which is a subset
of the reachable set int(RX (< t, x0))) and gives us the switching times associated
to that point in the B(x0,
C
2 t
N ). Note that, for a point x ∈ int(RX (< t, x0)), there
might exist more than one set of switching times. This implies that there exist many
different ways to define the mapping ηtX . We use the normal reachability of real
analytic control system X to assign the switching times to the points in B(x0, C2 tN )
in such a way that the mapping ηtX has some nice regularity properties. The other
mapping ξtY applies to the set of switching times and gives us the associated point
in the reachable set of the control system Y. It is clear that ξtY is a single-valued
mapping from the switching times to RY(< t, x0). As a result, by composing these
two mappings, we get the multi-valued mapping F tX which maps points in B(x0,
C
2 t
N )
(which is a subset of reachable set int(RX (< t, x0))) to the points in the the reachable
set RY(< t, x0) through their sets of switching times.
We start by constructing the multi-valued mapping ηtX . Since X satisfies the
growth rate condition of order N , we have B(x0, Ct
N ) ⊆ RX (< t, x0). This implies
that
B(x0,
C
2 t
N ) ⊂ B(x0, CtN ) ⊆ int(RX (< t, x0))
By Theorem 24, for every x ∈ B(x0, C2 tN ), there exist px ∈ N, s1, s2, . . . , spx ∈ R>0,
and w1,w2, . . . ,wpx ∈ [−1, 1]m such that s1 + s2 + . . .+ spx < t and
exp(s1Xw1) ◦ exp(s2Xw2) ◦ . . . ◦ exp(spxXwpx )(x0) = x.
Moreover, there exists an open neighbourhood V of (s1, s2, . . . , spx) in R
px
>0 such that
the map ξxX : V → Rn, defined by
ξxX (t1, t2, . . . , tpx) = exp(t1Xw1) ◦ exp(t2Xw2) ◦ . . . ◦ exp(tpxXwpx )(x0)
is C1 and of rank n on V . Without loss of generality we can assume that, for every
(t1, t2, . . . , tpx) ∈ V , we have
t1 + t2 + . . .+ tpx < t.
By [23, Lemma 2.2], there exists a submanifold Mx of V containing (s1, s2, . . . , spx)
such that ξxX (Mx) is an open neighbourhood of x in R
n and ξxX |Mx is a C1-
diffeomorphism. Let Sx be an open neighbourhood of (s1, s2, . . . , spx) in Mx such
that Sx ⊆ Mx. Since B(x0, C2 tN ) is compact and, for every x ∈ B(x0, C2 tN), the set
ξxX (Sx) is open in R
n, there exists x1, x2, . . . , xr ∈ B(x0, C2 tN ) such that
B(x0,
C
2 t
N) ⊆
r⋃
i=1
ξxiX (Sxi).
Now let us define p = px1 + px2 + . . . + pxr and let (u
1,u2, . . . ,up) be the ordered
set obtained by concatenation of the controls w1,w2, . . . ,wpxk for 1 ≤ k ≤ r. Since,
R
pxi ⊆ Rp, for every i ∈ {1, 2, . . . , r}, one can consider Sxi as a submanfiold of Rp.
We define the multi-valued map ηtX : B(x0,
C
2 t
N )⇒
⋃r
i=1 Sxi as
ηtX (x) =
⋃
i∈{1,2,...,r}
{
(ξxiX )
−1
(x)
∣∣∣ x ∈ ξxiX (Sxi)} , ∀x ∈ B(x0, C2 tN ).
Note that, for every x ∈ B(x0, C2 tN ), the number of elements in ηtX (x) is at most r.
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The next step is to construct the single-valued mapping ξtY : R
p → RY(< t, x0).
We define the map ξtY :
⋃r
i=1 Sxi → Rn by
ξtY(t1, t2, . . . , tp) = exp(t1Yj1 ) ◦ exp(t2Yj2) ◦ . . . ◦ exp(tpxYjpx )(x0).
Then the multi-valued map F tX ,Y : B(x0,
C
2 t
N )⇒ Rn is given by
F tX ,Y(x) = ξ
t
Y ◦η
t
X (x).
One can observe that the mapping F tX ,Y is finite-valued and has the following regu-
larity properties.
Theorem 30 (Regularity of the perturbation mapping). Let X be a real
analytic control system and x0 ∈ Rn. Suppose that there exist C, T > 0 and N ∈ N
with the property that
B(x0, Ct
N ) ⊆ RX (< t, x0), ∀t ≤ T.
Let Y be another real analytic control system which has N th contact at point x0 with
the control system X and, for every t ∈ [0, T ], the map F tX ,Y : B(x0, C2 tN ) → RY(<
t, x0) is defined as above. Then the following statements hold:
1. For every t ∈ [0, T ] and every x ∈ B(x0, C2 tN ), there exist a positive integer l ∈
N, a neighbourhood W containing x, and continuous functions f1, f2, . . . , f l :
W → Rn such that{
f1(y)
} ⊆ F tX ,Y(y) ⊆ {f1(y), f2(y), . . . , f l(y)} , ∀y ∈ W.
2. there exist α > 0 and Tmin ∈ (0, T ) such that, for every t ≤ Tmin and every
x ∈ B(x0, C2 tN ), we have
‖y − x‖ ≤ αtN+1, ∀y ∈ F tX ,Y(x).
Proof. Regarding part 1, suppose that, for every i ∈ {1, 2, . . . , r}, the map ξxiX
and the manifold Sxi are defined as above. Since B(x0,
C
2 t
N ) ⊆ ⋃ri=1 ξxiX (Sxi), we
have x ∈ ⋃ri=1 ξxiX (Sxi). Without loss of generality, we can assume that
x ∈ ξx1X (Sx1).
Note that ξx1X (Sx1) is open in R
n. Therefore, there exists a neighbourhood U of x such
that U ⊆ ξx1X (Sx1). On the other hand, since we have B(x0, C2 tN ) ⊆
⋃r
i=1 ξ
xi
X (Sxi),
without loss of generality, we can assume that there exists l ∈ {1, 2, . . . , r} such that
x ∈ ξxiX (Sxi), i ∈ {1, 2, . . . , l},
x 6∈ ξxiX (Sxi), i ∈ {l + 1, l+ 2, . . . , r}.
For every i ∈ {l + 1, l+ 2, . . . , r}, the set ξxiX (Sxi) is closed in Rn. Therefore,
r⋃
i=l+1
ξxiX (Sxi)
is closed in Rn. Moreover, we know that x 6∈ ⋃si=l+1 ξxiX (Sxi). This implies that there
exists a neighbourhood V of x such that
V ∩
(
r⋃
i=l+1
ξxiX (Sxi)
)
= ∅.
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Note that, for every i ∈ {1, 2, . . . , l}, Sxi ⊆Mxi . Therefore, for every i ∈ {1, 2, . . . , l},
we have ξxiX (Sxi) ⊆ ξxiX (Mxi). Since x ∈ ξxiX (Mxi), for every i ∈ {1, 2, . . . , l}, the set⋂l
i=1 ξ
xi
X (Mxi) is nonempty. We set
W =
(
l⋂
i=1
ξxiX (Mxi)
)
∩ V ∩ U.
For every i ∈ {1, 2, . . . , l}, we define the function f i : W → Rn as
f i(y) = ξtY ◦ (ξ
xi
X )
−1
(y), ∀y ∈ W.
Note that, for every i ∈ {1, 2, . . . , l}, the map ξxiX is a C1-diffeomorphism on Mxi .
Therefore, for every i ∈ {1, 2, . . . , l}, the map f i : W → Rn is continuous. Now, it is
clear from the definition of F tX ,Y that we have
F tX ,Y(t, x) =
{
f1(x), f2(x), . . . , f l(x)
}
.
Since W ⊆ V , and V is chosen such that
V ∩
(
r⋃
i=l+1
ξxiX (Sxi)
)
= ∅,
for every i ∈ {l + 1, l+ 2, . . . , r} and every y ∈W , we have
ξtY ◦ (ξ
xi
X )
−1
(y) 6∈ F tX ,Y(y).
Thus, we have
F tX ,Y(y) ⊆
{
f1(y), f2(y), . . . , f l(y)
}
, ∀y ∈ W.
Finally, since W ⊆ U , and U is chosen such that
U ⊆ ξx1X (Sx1),
for every y ∈ W , we have
ξtY ◦ (ξ
x1
X )
−1
(y) ∈ F tX ,Y(y).
Therefore, for every y ∈ W , we have f1(y) ∈ F tX ,Y(y). This completes the proof of
the part 1.
Regarding part 2, define the set B ⊆ Γω(Rn) by
B = {Xu | u ∈ [−1, 1]m}
⋃
{Yu | u ∈ [−1, 1]m} .
Note that, for every u ∈ [−1, 1]m, every compact set K, every Cω-function f , and
every a ∈ c↓0, we have
ρωK,a,f (Xu) = ρ
ω
K,a,f(X0 +
m∑
i=1
uiXi) ≤ (m+ 1)max{ρωK,a,f(Xi) | i ∈ {0, 1, . . . ,m}}.
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Similarly, for every u ∈ [−1, 1]m, every compact set K, every Cω-function f , and
every a ∈ c↓0, we have
ρωK,a,f(Yu) = ρ
ω
K,a,f(Y0 +
m∑
i=1
uiYi) ≤ (m+ 1)max{ρωK,a,f(Yi) | i ∈ {0, 1, . . . ,m}}.
For every i ∈ {0, 1, . . . ,m} we define Li = max{ρωK,a,f(Xi), ρωa,K,f (Yi)}. Thus, if we
define the constant L ∈ R>0 by
L = (m+ 1)max{Li | i ∈ {0, 1, . . . ,m}},
then we have
ρωK,a,f(v) ≤ L, ∀v ∈ B.
By Theorem 13, this implies that the set B is bounded in Γω(Rn). Using Corollary
18, there exist M,L > 0 and T < TB such that, for every t ∈ (0, T ] and every real
analytic vector field Z ∈ L∞([0, T ];B), we have
∥∥evx0 ◦ exp(tZ)(xi)− evx0 ◦ expN (tZ)(xi)∥∥ ≤ (Mt)N+11−Mt L,
We set α =
√
nMN+1L and Tmin = min{T , T } Let t ∈ [0, Tmin] and x ∈ B(x0, C2 tN ).
If y ∈ F tX ,Y(x), then there exist I = (u1,u2, . . . ,up) ∈ ([−1, 1]m)p and t =
(t1, t2, . . . , tp) ∈ Rp≥0 such that |t| < t and
x = exp(t1Xu1) ◦ exp(t2Xu2) ◦ . . . ◦ exp(tpXup)(x0) = exp(|t|XI,t),
y = exp(t1Yu1) ◦ exp(t2Yu2) ◦ . . . ◦ exp(tpYup)(x0) = exp(|t|Y I,t).
Note that, for every k ∈ Zn≥0 with the property that |k| ≤ N , we have
DkXi(x0) = D
kYi(x0), i ∈ {1, . . . ,m}.
By Theorem 26, this implies that we have
evx0 ◦ expN (|t|XI,t)(xi) = evx0 ◦ expN (|t|Y I,t)(xi).
Thus we have∥∥evx0 ◦ exp(|t|XI,t)(xi)− evx0 ◦ exp(|t|Y I,t)(xi)∥∥
≤ ∥∥evx0 ◦ exp(|t|XI,t)(xi)− evx0 ◦ expN (|t|XI,t)(xi)∥∥
+
∥∥evx0 ◦ exp(|t|Y I,t)(xi)− evx0 ◦ expN (|t|Y I,t)(xi)∥∥ .
Since XI,t, Y I,t ∈ L∞([0, |t|];B), we have
∥∥evx0 ◦ exp(|t|XI,t)(xi)− evx0 ◦ expN (|t|XI,t)(xi)∥∥ ≤ (Mt)N+11−Mt L,∥∥evx0 ◦ exp(|t|Y I,t)(xi)− evx0 ◦ expN (|t|Y I,t)(xi)∥∥ ≤ (Mt)N+11−Mt L.
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Thus, we have∥∥evx0 ◦ exp(|t|XI,t)(xi)− evx0 ◦ exp(|t|Y I,t)(xi)∥∥
≤ 2(Mt)
N+1
1−Mt L, ∀i ∈ {1, 2, . . . , n}.
Therefore, we have
∥∥exp(|t|XI,t)(x0)− exp(|t|Y I,t)(x0)∥∥ ≤ 2√n (Mt)N+1
1−Mt L.
Note that, by our choice of t1, t2, . . . , tp ∈ R>0, we have
y = exp(|t|Y I,t)(x0),
x = exp(|t|XI,t)(x0).
Note that, by the defintion, we have α =
√
nMN+1L and Mt ≤ MT ≤ 12 . This
implies that
‖y − x‖ ≤ αtN+1.
Since α does not depend on t, the above inequality holds for every t ∈ [0, Tmin]. This
completes the proof of the theorem.
Part 1 of Theorem 30 can be considered as a regularity result for the finite-valued
mapping x ⇒ F tX ,Y(x) and part 2 of Theorem 30 can be considered as a regularity
result for the finite-valued mapping t ⇒ F tX ,Y(x). It is interesting to notice that the
condition “control systems X and Y have Nth contact at point x0” is not required for
the construction of the mapping F tX ,Y and also for the proof of part 1 of Theorem 30.
In fact, one can construct F tX ,Y and prove the part 1 of Theorem 30, for any arbitrary
real analytic control system Y. However, this condition is essential for the proof of
part 2 of Theorem 30.
7. The main theorem. In this section we prove the main result of this paper,
which can be considered as a robustness of the growth rate condition of order N with
respect to perturbations of order higher than N . Roughly speaking it states that,
given a real analytic system X which satisfies the growth rate condition of order N
at point x0, if we perturb the vector fields of X around x0 by terms of order higher
than N , then the resulting system again satisfies the growth rate condition of order
N .
Theorem 31. Let X = {X0, X1, . . . , Xm} and Y = {Y0, Y1, . . . , Ym} be two real
analytic control systems on Rn. Suppose that the following conditions hold:
(i) the control system X satisfies the growth rate condition of order N at point
x0 ∈ Rn, and
(ii) control systems X and Y has N th contact at point x0.
Then Y satisfies the growth rate condition of order N at point x0 ∈ Rn.
Proof. Since X satisfies the growth rate condition of order N , there exist T,C > 0
such that, for every t ∈ [0, T ], we have
B(x0, Ct
N ) ∈ RX (< t, x0).
ON SMALL-TIME LOCAL CONTROLLABILITY 21
We first show that, for every v ∈ Sn−1, the vector v is a control variation of Nth order
for the control system Y at point x0. For every v ∈ Sn, consider the parametrized
family of points γv : [0, T ]→ Rn defined by
γv(t) = x0 +
C
2 t
Nv.
It is clear that, for every t ∈ [0, T ], we have γv(t) ∈ B(x0, C2 tN ). Suppose that, for
every t ∈ [0, T ], the single-valued mapping f tX ,Y : B(x0, C2 tN ) → RY(< t, x0) is a
selection of the multi-valued mapping F tX ,Y . Then, for every v ∈ Sn−1, we define the
curves µv : [0, T ]→ Rn by
µv(t) = f
t
X ,Y(γv(t)).
Note that, for every t ∈ [0, T ], we have γv(t) ∈ B(x0, C2 tN ). Therefore, the map
µv(t) is well-defined. Moreover, by definition of f
t
X ,Y , for every t ∈ [0, T ], we have
µv(t) ∈ RY(< t, x0).
Lemma 32. For every v ∈ Sn−1, the map µv : [0, T ] → RY(< t, x0) satisfies the
following property:
µv(t) = x0 +
C
2 t
Nv +O(tN+1).
Proof. By Theorem 30 part 2, there exist α > 0 and 0 < Tmin < T such that, for
every t ≤ Tmin and every x ∈ B(x0, C2 tN ), we have
‖f tX ,Y(x)− x‖ ≤ αtN+1.
However, by definition, for every t ∈ [0, Tmin], we have γv(t) ∈ B(x0, C2 tN ). Therefore,
for every t ∈ [0, Tmin], we get
‖f tX ,Y(γv(t))− γv(t)‖ ≤ αtN+1.
This implies that
f tX ,Y(γv(t)) = γv(t) +O(tN+1), ∀t ∈ [0, Tmin],
which means that
µi(t) = x0 +
C
2 t
Nv +O(tN+1), ∀t ∈ [0, Tmin].
This completes the proof of the lemma.
Thus, using Lemma 32 and Definition 27, one can easily see that, for every v ∈ Sn−1,
the vector v is a control variation of Nth order for the control system Y. Thus, we
have KNY (x0) = Sn−1. This implies that K̂NY =
⋃
α≥0 αKNY (x0) = Rn. Therefore, by
Lemma 29, the control system Y satisfies the growth rate condition of order N . This
completes the proof of the theorem.
As a direct consequence of Theorem 31, one can have the following connection
between Conjecture 1 and Conjecture 2.
Corollary 33. If Conjecture 2 is true, then Conjecture 1 holds.
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Appendix A. Proof of Corollary 18.
In this appendix, we present a proof of the Corollary 18 using the Cω-topology on
the space LCω(Rn). As mentioned in Section 2, it is also possible to give a proof of this
corollary using the estimates in [3, §2.4.4] for time-varying real analytic vector fields
as curves on the space Γ∞(Rn) (see [3, §2.4.4 and Appendix A.2]). Note that, in [3,
§2.4.4], the space Γ∞(Rn) is equipped with the Whitney compact-open topology [3,
§2.2].
Proof. By Theorem 17, for every i ∈ {1, 2, . . . , n}, every compact set K ⊂ Rn
containing x0, and every a ∈ c↓0, there exist M,Mxi > 0 such that
(5) ρωK,a,xi(êxpk(tX)− êxpk−1(tX)) ≤ (Mt)k+1Mxi .
Note that, for every φ ∈ LCω(Rn) and every i ∈ {1, 2, . . . , n}, we have evx0 ◦φ(xi) =
φ(xi)(x0). Therefore, we get
‖evx0 ◦φ(xi)‖ ≤ sup{φ(xi)(y) | y ∈ K} ≤ ρωK,a,xi(φ).
Now, by setting maxi{Mxi} = L and using the estimate (5), we get
‖evx0 ◦ êxpk+1(tX)(xi)− evx0 ◦ êxpk(tX)(xi)‖ ≤ (Mt)k+1L, ∀i ∈ {1, 2, . . . , n}.
Therefore, if we choose T ≤ TB such that MT < 1, we have
‖evx0 ◦ êxp(tX)(xi)− evx0 ◦ êxpk(tX)(xi)‖
≤
∞∑
r=k
‖evx0 ◦ êxpr+1(tX)(xi)− evx0 ◦ êxpr(tX)(xi)‖
≤
∞∑
r=k
(Mt)r+1L =
(Mt)k+1
1−Mt L, ∀t ∈ [0, T ].
Appendix B. Proof of Theorem 26.
Proof. By definition of XI,t and Y I,t, it suffices to show that, for every t ∈ R>0,
every u = (u1, u2, . . . , um) ∈ [−1, 1]m, and every i ∈ {1, 2, . . . , n}, we have
evx0 ◦ êxpk(tXu)(x
i) = evx0 ◦ êxpk(tYu)(x
i).
In order to prove the above equality, we first note that, by Definition 16, the following
relation between the vector field Xu and the linear mapping êxpk(tXu) holds:
êxpk(tXu) = id +
∫ t
0
X̂udτ + . . .+
∫ t
0
∫ τk
0
. . .
∫ τ2
0
X̂u ◦ . . . ◦ X̂u︸ ︷︷ ︸
k times
dτ1dτ2 . . . dτk.
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By applying the coordinate function xi to the above equality, we get
êxpk(tXu)(x
i)
= xi +
∫ t
0
X̂u(x
i)dτ + . . .+
∫ t
0
∫ τk
0
. . .
∫ τ2
0
X̂u ◦ . . . ◦ X̂u︸ ︷︷ ︸
k times
(xi)dτ1dτ2 . . . dτk.
Note that, for the integrants in the right hand side of the above equality, we have
X̂u(x
i) = X iu = X
i
0 +
m∑
j=1
ujX
i
j ,
X̂u ◦ X̂u(x
i) =
n∑
j=1
Xju
∂X iu
∂xj
=
n∑
j=1
(Xj0 +
m∑
l=1
ulX
j
l )
(
∂X i0
∂xj
+
m∑
l=1
ul
∂X il
∂xj
)
,
...
X̂u ◦ . . . ◦ X̂u︸ ︷︷ ︸
k times
(xi) =
n∑
j2=1
Xj2u
∂
∂xj2
 n∑
j3=1
Xj3u
∂
∂xj3
. . . n∑
jk=1
Xjku
∂X iu
∂xjk
 .
From the above equalities, it is clear that, for every l ∈ {1, 2, . . . , k}, the term
X̂u ◦ . . . ◦ X̂u︸ ︷︷ ︸
l times
(xi)
only contains partial derivatives of the vector fields {X0, X1, . . . , Xm} of order less
than or equal to l. Since real analytic control systems X and Y have kth contact at
point x0, we have
DrXj(x0) = D
rYj(x0), ∀r ∈ Zn≥0, such that |r| ≤ k ∀j ∈ {0, 1, . . . ,m}.
This implies that, for every l ∈ {1, 2, . . . , k} and every i ∈ {1, 2, . . . , n}, we have
evx0 ◦ X̂u ◦ . . . ◦ X̂u︸ ︷︷ ︸
l times
(xi) = evx0 ◦ Ŷu ◦ . . . ◦ Ŷu︸ ︷︷ ︸
l times
(xi)
Therefore, for every i ∈ {1, 2, . . . , n}, we get
evx0 ◦ êxpk(tXu)(x
i)
= xi0 +
∫ t
0
evx0 ◦ X̂u(x
i)dτ + . . .+
∫ t
0
∫ τk
0
. . .
∫ τ2
0
evx0 ◦ X̂u ◦ . . . ◦ X̂u︸ ︷︷ ︸
k times
(xi)dτ1dτ2 . . . dτk
= xi0 +
∫ t
0
evx0 ◦ Ŷu(x
i)dτ + . . .+
∫ t
0
∫ τk
0
. . .
∫ τ2
0
evx0 ◦ Ŷu ◦ . . . ◦ Ŷu︸ ︷︷ ︸
k times
(xi)dτ1dτ2 . . . dτk
= evx0 ◦ êxpk(tYu)(x
i).
This completes the proof of the theorem.
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