Solving the equation numerically and performing a careful error analysis we show that the solution u(t; x) need not be nondecreasing in t 0 for xed x > 0, if a 1 is nonnegative, nonincreasing, and convex. The same result is shown to hold under the assumption that a 1 is completely positive. This answers a question that remained unsolved in J. Pr u , Math. Ann., 279 (1987), p. 330]. In the case where a 1 is convex, piecewise linear, the solution is shown to be almost everywhere equal to a function which is discontinuous across in nitely many parallel lines.
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1. Introduction. We consider the equation 1 t = 0 the boundary of the medium is suddenly moved to the right by one unit. The resulting displacement eld satis es Eq. (1.1). Thus, the Rayleigh problem describes the propagation of a jump discontinuity at the boundary x = 0 into the material. The regularity of the solution u(t; x) across the wavefront depends on the strength of the singularity of a 1 at the origin. There is quite a large literature on this subject, see e.g. 8], 22], and 24]. In the case where ?_ a 1 (0+) < 1, the solution is discontinuous across the line x = ct, where c = p a 1 + a 1 (0). If ?_ a 1 (0+) = 1 but a 1 (0) < 1, then the solution is at least continuous across the wavefront and the actual degree of smoothing depends on whether the singularity of ?_ a 1 is weaker or stronger than logarithmic. In the case where a 1 (0+) = 1, the wave propagates with in nite speed and the solution is smooth in the region t > 0, x 0. In 18], it is pointed out that if a 1 (0+) = 1 and if for xed v > 0 there exists a constant > 0 such that j<â 1 (v + i!)j j=â 1 (v + i!)j for all ! 2 R, then u 2 C 1 in the region t 0, x > 0.
Away from the wavefront the solution u(t; x) is continuous. This holds independently of the strength of the singularity of a 1 at the origin, provided a 1 is otherwise smooth enough, i.e., nonnegative, nonincreasing, and log-convex 22]. In this paper, we show that if a 1 is convex and piecewise linear with jumps (in the rst derivative) at the points t 1 ; : : : ; t n , n 1, then the solution u(t; x) is almost everywhere equal to a function w(t; x) which is discontinuous across the (in nitely many) lines t = x c + k 1 t 1 + : : : + k n t n , where k i = 0; 1; : : : for i = 1; : : : ; n. We also give a formula for the magnitudes of the jumps.
The positivity of u t (t; x) means that the wave propagates to the right. Physically this seems the natural thing to expect. Moreover, one may conjecture that the displacement at x > 0 increases to one as t ! 1. However, it may be possible that behind the wavefront the displacement u(t; x) at x returns towards the original state on some time interval. Thus u t (t; x) would be negative for these t-values. This would mean that there existed some kind of oscillation behind the wavefront.
Pr u has shown 22] that the solution u(t; x) of (1.1) is nondecreasing in t 0 for xed x > 0, if a 1 is nonnegative, nonincreasing, and log-convex. In this paper, we show that convexity of a 1 is not enough for the solution of (1.1) to be nondecreasing in t 0 for xed x > 0. The same result is shown to hold under the assumption that a 1 is completely positive.
Our proofs will be based on a numerical approach. Eq. (1.1) is solved using Let t e > 0 and ! n = n 2 te . Using a Fourier series expansion of e ?vt w(t; x) in the interval 0 t t e , Durbin derived the approximation formula (2:5) w(t; x) = w N?1 (t; x) + R w (v; t; t e ; N; x) ? D w (v; t; t e ; x); where the approximate value for w(t; x) is given by (2:6) 
The discretization error can be written as In the following theorem, we show analytically that if a 1 is a convex, piecewise linear function, then the function w(t; x) is discontinuous across in nitely many parallel lines. Remember that the function w(t; x) was de ned to be the right-hand side of (2.3) and is thus almost everywhere equal to the solution u(t; x) of (1.1).
Theorem 1. Let a 0 = 0, a 1 0, and
1 ; 0 t < t 1 , 2 ; t 1 t < t 2 , : : : n ; t n?1 t < t n , 0; t t n , where n 1 and the numbers 1 < 2 < : : : < n < 0. Let Proof. Because _ a 1 (t) = b 1 (t), t > 0, we have This shows that the function w(t; x) is discontinuous across the lines (3.4). In order to determine the magnitudes of the jumps, let t 0 0 and nd the combinations k 1i ; : : : ; k ni , i = 1; : : : ; L, of nonnegative integers k 1 ; : : : ; k n which satisfy the equation (3:14) k 1i t 1 + : : : + k ni t n = t 0 : By (3.13), the magnitude of the jump across the line t = x c + t 0 is 
This concludes the proof of the theorem (except for Lemma 1 which we prove below).
The jump in (3.15) is clearly positive. The magnitude depends on the numbers 1 and n and on the di erences i ? i?1 , i = 2; 3; : : :; n. The lines across which w(t; x) is discontinuous are determined by the points t 1 ; t 2 ; : : : ; t n . If we relax the assumptions so that a 1 need not be convex, then we can construct 19] a piecewise linear function a 1 such that the function w(t; x) has as a function of t a jump whose magnitude is negative. Consequently, the solution u(t; x) of (1.1) is not nondecreasing in t for the value of x in question.
In the following lemma, we estimate the truncation error R w1 which will be needed in Theorem 2. As an immediate consequence of this estimate, we get the continuity of w 1 needed in the previous theorem. Lemma 1. Assume that the kernel a(t) is as in Theorem 1. Let 0 < x x 1
and let x 1 be small enough. In addition, let T = (N ? 1) we need an assumption b 1 1. This restricts x to the interval 0 < x 8c 3(f ) 2 = x 1 .
Under this assumption we have Divide the integral (3.10) into two parts, i.e., over v; v + iT] and v + iT; v + i1), respectively. The rst integral is clearly continuous in t and x. Estimate the integrand of the second integral as in (3.22) and use Lebesgue's Dominated Convergence Theorem to obtain the continuity of the second integral.
In the next theorem, we show that the convexity of a 1 is not enough to imply that the solution of (1.1) is nondecreasing in t for xed x. We give two alternative proofs, the rst one using our numerical approach and the second one purely analytically (thanks for the second proof are due to an anonymous reviewer). Theorem 2. There exist a kernel a(t) satisfying Hypothesis 2 and a value of x > 0 such that the solution u(t; x) of (1.1) is not nondecreasing in t for that value of x. Proof 1. Assume the opposite: for every kernel a(t) satisfying Hypothesis 2 and for every xed x > 0 the solution u(t; x) of (1.1) is nondecreasing in t. Then the complex inversion formula holds in the sense that 1 2 (u(t+; x) + u(t?; x)) = w(t; x) for all t > 0. This, in turn, implies that w(t; x) is nondecreasing in t. (e ?v + 1) M for ! 0. Since M < 1, we choose v 1 so that the function w(t; x) can be divided into two functions w = w 0 + w 1 according to (3.8) , (3.9) , and (3.10). For xed x > 0, the function w 0 (t; x) is piecewise constant and nondecreasing as a function of t. If x is small enough, then w 1 (t; x) is continuous and consequently nondecreasing in t (since w is nondecreasing). Thus w 1 (t; x) w 1 (0; x) = 0 for all t 0. Moreover, by an Abelian theorem, By (2.7), the discretization error satis es D w1 = 0 (it follows from the counterassumption that w 1 0). Let the parameters take the values v = 1, t = 0:001, and N = 2 14 . Then the requirements in Lemma 1 concerning the values of x and T are satis ed and we can estimate the truncation error by (3.16). Formula (2.22) is applied for w 1 in order to estimate the round-o error S w1 . Fig. 2 . The function w(t; 1) is discontinuous at the points t = 1 p 2 + k, k = 0; 1; 2; : : :. Fig. 1 illustrates the numerical approximation for the function w 1 (t; 1) including the error estimates. From the picture it can be seen (and the numerical values con rm this conclusion) that the numerical approximation di ers from zero at the discretization point t = 2. It follows from the error estimates that the function w 1 satis es w 1 (2; 1) < 0. This is of course a contradiction to w 1 0. Thus, the counterassumption is wrong and the solution u(t; x) of (1.1) is not nondecreasing in t for xed x = 1.
Proof 2. Assume the opposite: for every kernel a(t) satisfying Hypothesis 2 and for every xed x > 0 the solution u(t; x) of (1.1) is nondecreasing in t. In this section we make the following In the next theorem, we show that the complete positivity of a 1 is not enough to imply that the solution of (1.1) is nondecreasing in t for xed x. Thus, Theorem 3 is an analogue to Theorem 2 with Hypothesis 2 replaced by Hypothesis 3. Theorem 3 gives an answer to a question that remained unsolved in 22, p. 330]. Theorem 3. There exist a kernel a(t) satisfying Hypothesis 3 and a value of x > 0 such that the solution u(t; x) of (1.1) is not nondecreasing in t for that value of x.
Proof. Assume the opposite: for every kernel a(t) satisfying Hypothesis 3 and for every xed x > 0 the solution u(t; x) of (1.1) is nondecreasing in t. Then the complex inversion formula holds in the sense that 1 2 (u(t+; x)+u(t?; x)) = w(t; x) for all t > 0. This, in turn, implies that w(t; x) is nondecreasing in t.
Let a 0 = 0, a 1 = 1, and let a 1 satisfy the equation where j rj jr app j. Numerically it can be shown that =â 1 (v + i! n ) 0 for all n = 0; 1; : : :; N ? 1, if v = 1. Thus, choosing v = 1, the error w can be estimated by (2.17).
The truncation error R w is estimated as follows. Denote Under the counterassumption, w(t; x) is nondecreasing in t so that w(t; x) w(0; x) = 0 for t 0 and lim t!1 w(t; x) = lim !0 ŵ( ; x) = 1. The discretization error (2.7) can thus be estimated by (4:19) jD w j The round-o error S w is estimated by (2.22) . Fig. 3 illustrates the numerical solution w N?1 (t; 1) of (1.1) with error estimates. The parameters were chosen as v = 1, t = 1=500, and N = 2 15 . From the picture it can be seen (the numerical values con rm this conclusion) that the numerical solution is decreasing on the interval t 2 9 5 ; 11 5 ]. The error estimates allow us to conclude that the function w satis es w ( 9 5 ; 1) > w( 11 5 ; 1), which is a contradiction. Thus, the solution u(t; x) of (1.1) is not nondecreasing in t for xed x = 1.
Let us show that the function a 1 which was used as a counterexample in the proof of the previous theorem is not nonincreasing. If a 1 were nonincreasing, then r would be completely positive 5, Theorem 2.2] so that the solution r of (4:20) r (t) + (r r )(t) = r(t); t > 0; > 0; would be nonnegative for all t > 0. The resolvent r is nonnegative. Therefore, we have r (t) = r(t) ? (r r )(t) r(t) for all t > 0. Since r(t) = 0 for t 1, so r (t) = 0 for t 1. Then as a consequence of (4.20) we have (r r )(t) = 0 for t 1, thus, in fact r (t) = 0 for almost all t 2 (0; 1), because r is positive on this interval. But in that case according to (4.20) we have r(t) = 0 for almost all t 2 (0; 1), which is a contradiction. Thus, a 1 is not nonincreasing.
If a 1 were convex, then after a certain point t t r the function a 1 would be increasing and lim t!1 a 1 (t) = 1, which contradicts (a 1 r)(t) = 1, t > 0. Thus, the function a 1 is neither convex nor log-convex. This shows that Hypothesis 3 does not imply Hypothesis 2. In Hypothesis 3, we have a 1 (0+) = 1 so that Hypothesis 2 does not imply Hypothesis 3, either. Consequently, neither of Theorems 2 or 3 implies the other.
