In video surveillance, pedestrian attributes are defined as semantic descriptors like gender, clothing or accessories. In this paper, we propose a CNN-based pedestrian attribute-assisted person re-identification framework. First we perform the attribute learning by a part-specific CNN to model attribute patterns related to different body parts and fuse them with low-level robust Local Maximal Occurrence (LOMO) features to address the problem of the large variation of visual appearance and location of attributes due to different body poses and camera views. Our experiments on three public benchmarks show that the proposed method improves the state of the art on attribute recognition. Then we merge the learned attribute CNN embedding with another identification CNN embedding in a triplet structure to perform the person re-identification task.
Introduction
With the increase of the number of surveillance cameras and public security demand, the video surveillance analysis tasks including object detection, object tracking or abnormal event detection become important research topics developing methods to effectively process these large amounts of data. In this paper, 5 we focus on person re-identification by pedestrian attributes.
Recently, visual attributes recieved a lot of attention and have been used for object recognition [? ] , action recognition [? ] , face recognition [? ] etc.
Pedestrian attributes are defined as semantic mid-level descriptions of persons, such as gender, accessories, clothing and so on. The advantage of attributes 10 is that they are more robust to visual changes related to the viewing angle, body pose or lighting for instance, and that they can be used for zero-shot identification (querying by an attribute-based description instead of an image).
Since biometric features like faces are often not visible or of too low resolution to be helpful in surveillance, pedestrian attributes could be considered as soft-15 biometrics and provide helpful information for many surveillance applications like person detection [? ] , person retrieval [? ] , or abnormal event detection.
For example, a description like "a male in black shirt with a back bag" can be effectively used in person retrieval applications.
The main challenges for pedestrian attribute recognition are the large visual 20 variation and large spatial shifts due to the descriptions being on a high semantic level. For instance, the same type of clothes (e.g. shorts) can have very divers appearances. The large spatial shifts w.r.t the detected pedestrian bounding boxes are caused by different body poses and camera views, and a finer body part detection or segmentation is challenging in surveillance-type videos. 25 Furthermore, in realistic settings, illumination changes and occlusion make the problem even more challenging.
Person re-identification consists in matching a query person among a large set of people detected in multiple non overlapping camera views. The challenges for automatic re-identification approaches from images are essentially the same 30 2 as for pedestrian attribute recognition i.e. a large variation in viewpoint, pose, illumination and background. This paper is an extension of our preliminary work on attribute learning [? ] .
In this paper, we present a CNN-based pedestrian attribute assisted person reidentification framework. In the first step, the attribute learning is performed. 35 In order to deal with the large spatial shift of attributes, we propose to use a specific Convolution Neural Network (CNN) architecture with 1D convolution layers operating on several horizontal parts of the input feature maps to learn different feature representations and model the displacements of different body parts. For an even larger spatial invariance, our approach extracts LOMO fea-40 tures, which have been specifically designed for viewpoint-invariant pedestrian re-identification. These low-level handcrafted features are fused with the highlevel learned CNN features at a late training and processing stage to get a more robust feature representation modelling the diverse appearances of attributes.
Our experiments show that the proposed method improves the state of the art 45 on pedestrian attribute recognition on three public benchmarks.
In the second step, the learned attribute embedding is used for person reidentification. The framework fuses two neural networks. One is our attribute recognition network pre-trained with attribute labels, the other is a CNN pretrained with person identity labels. Then we integrate these two neural networks 50 into a triplet architecture to learn the optimal fusion parameters. To this end, an improved triplet loss with hard example selection is used. We experimentally show that the fusion leads to a better re-identification performance, and our approach achieves state-of-the-art results.
Related work 55

Pedestrian Attribute Recognition
There are many approaches for attribute recognition like clothing description and human attributes. Particularly, pedestrian attribute recognition from surveillance videos has attracted much attention, where attributes correspond 3 to mid-level semantic descriptions (gender, hair type, closthing, accessories etc We implemented also a specific CNN architecture operating on different image regions related to the pedestrian body parts and using 1D horizontal convolutions on these part-based feature maps. We experimentally show that our system works well for both larger and smaller datasets thanks to a pre-105 training stage. The detected attributes are further used to assist the person re-identification task.
Person re-identification
Existing person re-identification approaches generally build a robust feature representation or learn a distance metric. The features used for re-identification Some other related methods also use attributes to perform person re-identification with CNNs, but the ways of integrating these attributes are different, for example using a weighted combination, simple concatenation, multi-task learning ] proposed a three-stage procedure that pre-trains a CNN with attribute labels of an independent dataset, then fine-tunes the network with identity labels and finally fine-tunes the network with the learned attribute feature embedding on the combined dataset. The main difference of these approaches to ours is 165 the way of making use of attributes to assist in the re-identification task. In summary, two CNN embeddings are learned based on attribute and identity annotation. Then, an improved triplet loss is used to learn the fusion. We will experimentally show the performance improvement brought by this fusion achieving state-of-art results on a public person re-identification benchmark. 
Proposed Methods
In this section, we first describe our attribute recognition method and further introduce the attribute and identity-based re-identification framework.
CNN based pedestrian attribute recognition
The architecture of the proposed attribute recognition approach is shown in Fig. ? ?. The framework consists of two branches. One branch is a Convolutional Neural Network extracting higher-level discriminative features by several succeeding convolution and pooling operations that become specific to To carry out this fusion, the output vectors of the two branches are concatenated and given to a neural network of two fully-connected layers (fc2+fc3) effectively performing the final attribute classification. We will explain these steps in more detail in the following.
Part-based CNN
We first propose to extract deep feature hierarchies by a CNN model providing a higher level of abstraction and a larger discrimination power since the features are directly learned from data. As illustrated in Fig These 1D convolutions allow to extract high-level discriminative patterns for different horizontal stripes of the input image. In the last convolution layer, the number of channels is increased to 150, and these feature maps are given to a fully-connected layer (fc1) to generate an output vector of dimension 500. All 210 the convolution layers in our model are followed by batch normalization and ReLU activation functions.
LOMO extraction
Recently, pedestrian re-identification methods using LOMO features proposed by [? ] have achieved state-of-the-art performance, and here we apply 215 these low-level features on the related task of attribute recognition in order to extract relevant cues from pedestrian images and to complement the CNN features by providing a higher viewpoint invariance. In the LOMO feature extraction method, the Retinex algorithm is integrated to produce a colour image that is consistent with human perception. To construct the features, two scales 
Training
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To train the parameters of the proposed CNN, the weights are initialised at random and updated using stochastic gradient descent minimising the global loss function (Eq. ??) on the given training set. Since most attributes are not mutually exclusive, i.e pedestrians can have several properties at the same time, the attribute recognition is a multi-label classification problem. Thus, the multi-240 label version of the sigmoid cross entropy is used as the overall loss function:
where L is the number of labels (attributes), N is the number of training examples, and y il , x il are respectively the l th label and classifier output for the 245 i th image. Usually, in the training set, the two classes are highly unbalanced.
That is, for most attributes, the positive label appears generally less frequently than the negative one. To handle this issue, we added a weight w to the loss function: w = −log 2 (p l ) , where p l is the positive proportion of attribute l in the dataset.
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As we will show in our experiments, for smaller training dataset (like VI-PeR). It is beneficial to pre-train the CNN with a (possibly larger) pedestrian re-identification dataset in a triplet architecture on the re-identification task.
Since pedestrian attribute recognition and re-identification are two similar tasks, the visual features learned from re-identification can be useful for recognising 255 attributes. Thus, after this pre-training, we transfer the re-identification knowledge to attribute recognition by fine-tuning the pre-trained convolution layers on the actual small attribute datasets. Figure ? ? illustrates this transfer learning approach.
Person re-identification consists in matching images of the same individuals 260 across multiple camera views. In order to achieve this, we need to learn a distance function that has large values for images from different people and small values for images from the same person. A CNN with triplet architecture [? ] can learn such a similarity function by effectively learning a projection on a 
with m being a constant margin. The network gets updated when the negative image is nearer than the positive image to the reference image. During training, for a given triplet, the loss function pushes the negative example away from the reference in the output feature space and pulls the positive example closer 275 to it. Thus, by presenting many different triplet combinations, the network effectively learns a no-linear projection to a feature space that better represents the semantic similarity of pedestrians.
From the re-identification data, the network learns informative features that distinguish individuals, and the semantic attributes that we want to recognise 280 can be considered such identify features at a higher level. Therefore, this prelearned knowledge can be effectively transferred to this problem. In the next section, we will also show that, inversely, attribute information can support the re-identification task.
Person re-identification 285
We propose a new CNN-based approach for pedestrian re-identification, that effectively combines automatically learned visual features with semantic attributes. To this end, we make use of our attribute recognition neural network i.e. appearance consistency and attribute consistency, the combination with The overall framework is shown in figure ? ?. The framework is composed 300 of two neural networks that are pre-trained. The first is a CNN that is trained in a supervised way to classify identities on a separate training set. Then we remove the output classification layers of the network and keep the other parts of the network which are related to feature selection. The second part is our attribute recognition network that is trained as described in section ??. After 305 training, we also remove the output layers and keep all the other layers up to the first fully-connected layer (fc1).
The output vectors from the hidden layers of the two CNNs represent highlevel features related to attributes and pedestrian identities respectively. As we will show experimentally, the information extracted by the two CNNs is 310 complementary, thus using both leads to an overall performance improvement.
In order to combine the extracted features effectively, we propose to integrate both output vectors in a new neural network that automatically learns these fusion parameters on the re-identification task in a triplet architecture. this leads to a fully neural architecture that can be trained and fine-tuned as a whole 315 to maximise the re-identification performance. We will explain these steps in more detail in the following.
Supervised identification CNN
The identification network consists of 5 convolutional layers and 4 maxpooling layers. The details are presented in Table. ??. The first convolutional ReLU activation function are applied after the convolutional layers and fully connected layers. As mentioned earlier, this CNN is pre-trained in a supervised way, using images and identity labels from a separate training dataset. To this end, we minimise the following softmax corss-entropy loss on the given 330 14 classification task:
Where N is the number of identities. y is the one-hot identity label. x is the input of the last fully connected layer. W and b are weight and bias term of the last fully connected layer. P (y j = 1|x) is the probability predicted that the input x corresponds to identity j. The intuition of this is that this learned 335 feature representation can be used for learning similarities between arbitrary pedestrian images and thus be transferred to the task of re-identification.
Fusion by Triplet architecture
The pre-trained attribute CNN and identification CNN are combined and trained in a triplet architecture similar to the one explained in section ??. Here, To further enhance the loss function, as an extention of [? ], we add a term including distance between the anchor example and the positive example. The loss function is defined as follows:
The first part of the loss is a comparison of two distances which defines a relative relationship in the feature space. The second part corresponds to an absolute distance in feature space. Combining these two constraints leads to a more efficient learning of the resulting manifold that better represents the 365 semantic similarities.
Using this loss function, we train the additional fully-connected layer for the fusion, and, at the same time we fine-tune the other part of the network, i.e. the weights are updated at a lower rate. Since pedestrian attributes are difficult to annotate, especially for large re-identification dataset. Unlike other 370 approaches[? ? ? ? ], the advantage of our method is that the attributes do not need to be annotated on the re-identification dataset. We can make use of a separate attributes dataset with annotated attributes and transfer this information to a re-identification dataset by fine-tuning. We evaluated our approach on three public benchmarks: PETA, APiS and VIPeR (see Fig. ??) . We repeat the process 10 times and report the average result.
During training, we perform data augmentation by randomly flipping and shifting the images slightly.
Parameters setting
All weights of the neural network are initialised from a Gaussian distribution 405 with 0 mean and 0.01 standard deviation, and the biases are set to 0. The learning rate is set to 0.01. We used dropout [? ] for the fully-connected layers with a rate of 0.6.
For tests on APiS and VIPeR, a dimension of 500 is used for the layers fc1 and fc2 as well as for the PCA projected LOMO feature, and the batch size is 410 set to 50. Since the PETA dataset has more data, for tests on PETA, the fc1 layer, fc2 layer and PCA projected LOMO features are set to 1000 dimension and the batch size is set to 100.
The neural network is learned with random initialisation for tests on PETA call and accuracy on both datasets. We can conclude that these two kinds of features are complementary and the fusion make the framework more robust.
In Table ? ?, we can see that the pre-training on person re-identification data increases the accuracy by 1.4% points , the recall by 4.4% points and the AUC score by 3.4% points. This shows that the capacity to discriminate 445 people learned from person re-identification can assist the attribute learning.
In Section ??, we further show that, inversely, the attributes can assist and improve the person re-identification task.
Comparison with the state-of-the-art methods
The comparison with the state of the art on PETA is shown in Table ? ?. In The results on the APiS dataset are shown in Table ? ?. Our method outperforms the Adaboost approach with fusion features and interaction models by a margin of 6% and 2.3% points respectively in recall at FPR=0.1 and AUC. The Adaboost fusion and interaction methods use simple low-level features like color 470 histograms, LBP features. The improvement of our approach is mainly due to the richer feature presentation of CNN and the horizontal local maximum extraction mechanism of LOMO. For the AUC, DeepMar achieves a slightly better result (0.5% points) which could be explained by its pre-training on the large ImageNet dataset.
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Finally, the results on the VIPeR dataset are shown in Table ? ?. Our approach achieves a 9.8% point improvement in accuracy and 4.1% points on recall at FPR=0.2 compared to the CNN-based state-of-the-art approach mlcnn-p.
For most of the attributes, our method obtains a better score.
In summary, our approach outperforms the state-of-the-art (including CNN-480 based methods) on two datasets and is on par with the best method on the third one. This demonstrates the robustness of the combined feature representation w.r.t to the high intra-class variation and the discriminative power of the pro-23 posed part-based CNN architecture. rest for training and validation, with 20 training/test splits (provided by [? ] ).
We use one camera view as the probe set, and the other as the gallery set.
For the gallery, we randomly sample one image for each identity. For the probe 495 set, we use all the images, computing the CMC curve for each of them, and then average over them. This evaluation process is repeated for 20 times and the mean value is reported as the final result.
Training setting
The training is performed in two stages. In the first step, we pre-train the 500 two subnets of the framework. Since the CUHK03 dataset does not have attributes annotations, the attribute network is pre-trained on the PETA dataset as described in section ??. The identification network is pre-trained with the CUHK03 dataset with 1160 identities in the training set. In the second stage, we remove the output layers of the two subnetworks, and then add a fully-505 connected layer for the fusion. We train the new fusion layer and fine-tune the rest of the network with lower learning rate.
For the pre-training of the identity network, the learning rate is set to 0.005 and the batch size is set to 100. For the fusion phase, the initial learning rate is set 0.005, and we fine-tune the other part with initial learning rate of 0.0005.
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The learning rate is then reduced by a factor of 0.7 each 2000 iterations. The weights are initialised from zero-mean Gaussian distribution with a standard deviation of 0.01. We used dropout[? ] for the fully-connected layers with a rate of 0.7. We generated 50 tuples in each iteration. In each tuple, we randomly 25 select one reference image and one positive image from the same person but from 515 a different camera view, and 5 negatives images from different persons. In the loss function, the coefficient for the absolute part α is set to 0.02 and the margin is set to 1.
In both training phases, we perform data augmentation by randomly flipping the images and by cropping the center regions with random perturbation. All 520 the inputs are resized to a resolution of 128×48. Table 7 : Re-identification result on CUHK03 ("detected").
Results
Method
We compare our proposed re-identification approach on the CUHK03(detected) dataset with state-of-art methods Our method achieves the best results on rank 1, rank 5 and rank 10 accuracies. The hard example selection helps the training 525 to converge slightly faster. Fusing the identity with the attributes can improve the results by 5.3, 4.2 points on rank 1 and rank 5. This shows that the identity and attribute information can be complementary for re-identification task and the robustness of the attribute features.
Conclusion
530
In this paper, we have proposed a pedestrian attribute-assisted person reidentification framework. In our approach, the attribute learning is performed 26 by merging low-level and high-level features learned by a body part-based CNN.
By fusing these two kinds of features, the resulting model is robust to spatial variations due to pose or view point changes and incorporates rich feature repres-535 entations that are able to model the divers appearance of pedestrian attributes.
Our attribute recognition model outperforms the state of the art on three public benchmarks. Further, to improve person re-identification, our model uses an improved triplet loss to fuse pedestrian identities and an attribute embedding.
We have shown that making use of attributes enhances the re-identification per-540 formance. Our final re-identification method achieves the state-of-the-art result on the challenging CUHK03 benchmark.
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