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Abstract
A two-level atom coupled to the quantized radiation field is studied. In the
physical relevant situation, the coupling function modeling the interaction between
the two component behaves like |k|−1/2, as the photon momentum tends to zero.
This behavior is referred to as critical, as it constitutes a borderline case. Previous
results on non-existence state that, in the general case, neither a ground state nor
a resonance exists. Hasler and Herbst have shown [10], however, that a ground
state does exist if the absence of self-interactions is assumed. Bach, Ballesteros,
Ko¨nenberg, and Menrath have then explicitly constructed the ground state this
specific case [2] using the multiscale analysis known as Pizzo’s Method [13]. Building
on this result, the existence of resonances is considered. In the present paper, using
multiscale analysis, a resonance eigenvalue of the complex deformed Hamiltonian
is constructed. Neumann series expansions are used in the analysis and a suitable
Feshbach-Schur map controls the exponential decay of the terms in the series.
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1 Introduction
The spin-boson model describes the system of a two-level atom coupled to the quantized
radiation field. It is modeled by a Hamiltonian Hg acting on the Hilbert space
H = C2 ⊗F (1.1)
where C2 corresponds to the two-level atom and F denotes the bosonic Fock space corre-
sponding to the photon field. When studied separately, the components can be described
by the Hamiltonians Hat and Hph acting on C
2 and F , respectively. The model addition-
ally includes the interaction between these two parts. It is represented by a symmetric
operator that acts on the tensor product of the two Hilbert spaces and, therefore, mixes
both components. The Hamiltonian Hg is self-adjoint and of the perturbative form
Hg = Hat ⊗ 1F + 1C2 ⊗Hph + gW = H0 + gW, (1.2)
with 1 denoting identity and gW being the coupling term, which is interpreted as a
perturbation of the operator H0. The (small) constant g > 0 scales the influence of
this perturbation. There are several variations of this model including different assump-
tions on the coupling function involved in W , in particular, its behavior in the infrared
limit |k| → 0. It may also be further generalized to an N -level atom for some N > 2.
In the specific model studied here, the coupling function involved in the operator W is
characterized by a dependence on the momentum k that behaves like C|k|− 12 , as k tends
to zero. Although prescribed by physical principles, this behavior is often referred to as
critical as it constitues a borderline case. Previous results on non-existence (see [1]) state
that the generalized model without any kind of infrared cutoff or regularization does not
possess a ground state or resonances. However, specifying the part of the coupling function
acting on C2 to have no diagonal entries has been shown in [10] to be the key assumption
for the existence of a ground state for the spin-boson model in the critical case. Thus, we
assume the part of W acting on C2 to be off-diagonal. Several results for the spin-boson
model have been established using a modified, slightly more regular function that behaves
as C|k|− 12+µ, as k → 0, for some small µ > 0 (see e.g. [7]). Note that, in this case, addi-
tional assumptions on the coupling function are not needed. Naturally, the study of the
mathematical aspects of this and similar models describing non-relativistic matter such
as atoms and molecules coupled to the quantized radiation field, known as non-relativistic
quantum electrodynamics, is strongly motivated by physics. One important application
of the spin-boson model in particular is found in quantum computing, where the two-level
atom in the spin-boson model is interpreted as a qubit (see e.g. [8, Section 7.1]).
Generally speaking, the study of the spin-boson model is an analysis of the spectrum
of the operator Hg given in (1.2) with the eigenvalues of the Hamiltonian being interpreted
as the energy levels of the system while the corresponding eigenvectors are interpreted as
the states of the system with this energy. If the coupling constant is equal to zero, the
unperturbed system described by H0 is an atom and the radiation field which are not
interacting with each other. The spectrum of H0 is then given by sums a+ b with a being
a spectral value of Hat and b being a spectral value of Hph. The resulting spectrum is
sketched in the following image.
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Figure 1: The spectrum of H0
Both e0 and e1 are eigenvalues of H0 with the corresponding eigenvectors given by the
tensor product of the eigenvector corresponding to either the ground state or the excited
state of the atom and the Fock vacuum, which is the eigenvector corresponding to the
ground state of the photon field. When studying Hg, for some g > 0, the fate of these
two eigenvalues is of particular interest. From the physics point of view, it corresponds to
the questions whether the coupled system itself possesses a ground state and whether the
excited states of the unperturbed system turn into so-called metastable states when the
atom and the radiation field are coupled to one another. In the case that an affirmative
answer is given to the latter question, the corresponding eigenvalue is called a resonance.
One may then further study the life-time of these states making a connection to Fermi’s
golden rule (see e.g. [17]). As the two-level atom in the spin-boson model can be interpreted
as a qubit, comparing the expected life-time of the metastable state to the minimal time
necessary to perform computations is a question of interest in this context. Naturally,
there are also other physical factors to be taken into account. Here, the spin-boson model
is used, too, to approach certain questions from a theoretical point of view (see e.g. [8]).
For the model studied here, the existence of a unique ground state has already been
established by Bach, Ballesteros, Ko¨nenberg, and Menrath in [2] using a multiscale anal-
ysis approach known as Pizzo’s method (see [13]). The existence of a resonance is the
topic of this paper. There are several different definitions fo a resonance (see e.g. [15]).
In this paper, a resonance is defined for the following analysis to be an eigenvalue of
a complex deformation Hg(θ) of the Hamiltonian Hg. Note that, with the eigenvalue of
the unperturbed operator immersed in the continuum, the classical perturbation theory
developed for isolated eigenvalues is not applicable. Additionally, when the perturbation
is included, the value in the midst of the spectrum can no longer be identified. Here,
applying complex deformation to the unperturbed Hamiltonian allows us to tilt the two
rays by a small angle ϑ = Im(θ) into the lower half of the complex plane, thus exposing
the eigenvalue at the tip of a continuum (see Fig. 2).
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Figure 2: The spectrum of H0(θ)
Note that the spectrum now also includes complex values and that the self-adjointness
of the Hamiltonian is lost in the process. A method to cope with the absence of the
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spectral theorem and functional calculus is Neumann series expansion, which is used at
many points throughout the analysis. There are different ways to study the spectrum
of Hg(θ). One possible approach is renormalization group analysis (see e.g. [4], [5], [9])
based on the isospectral Feshbach-Schur map, which has also been used to establish the
results in [10]. The approach chosen here, however, is based on the proof for the existence
of a ground state given in [2], i.e., multiscale analysis. It is achieved by introducing a
sequence of so-called infrared-regularized Hamiltonians H
(n)
g (θ) including an infrared cutoff
which becomes smaller, as n increases. This tool allows to artificially introduce gaps in
the spectrum isolating the eigenvalue in question. The effect on the spectrum of the
unperturbed Hamiltonian is sketched in the following image.
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Figure 3: The spectrum of H
(0)
0 (θ)
Note that the infrared cutoff generates a small neighborhood around e1 that does
not include any other spectral values. The gaps, therefore, make it possible to define
projections P (n) to the corresponding eigenspace using operator-valued integrals which
can inductively be shown to be rank-one. The existence of the eigenvalue is then derived
from the convergence of the sequence of projections (P (n)⊗PΩ(n,∞))n, where PΩ(n,∞) is the
projection to the vacuum vector of the appropriate Fock space such that the resulting
projection acts on H, as well as the convergence of the sequence of eigenvalues (E(n)g )n of
the infrared-regularized Hamiltonians. In the ground state case, the construction of both
the energies and the projections can be done directly, i.e., non-inductively (see [2]) with
the main tools being standard results from functional analysis like the spectral theorem.
The convergence of the projections is then established using that the model possesses a
symmetry which can explicitly be employed in the form of the equation
P (n)σ1P
(n) = 0, (1.3)
originally due to [11]. This is a direct cosequence of the off-diagonal coupling and allows
eliminating certain singular terms arising during the analysis. Note, however, that this
direct approach can not be applied when studying resonances. As the infrared-regularized
Hamiltonians are not self-adjoint as a result of the complex dilation, the resolvents need to
be constructed inductively using repeated Neumann series expansion. Due to the critical
coupling function involved, this results in an exponential growth in the bound for the
norm of the resolvents that has to be balanced out in order to allow the construction.
To approach this difficulty, an inductive argument similar to [3] is used. Here, the main
tool in establishing the existence of the projections and their convergence is a suitable
Feshbach-Schur map which provides stronger bounds in the Neumann series expansions.
This allows to construct a resonance eigenvalue and, therefore, show its existence, which
is the main result of this paper.
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Figure 4: The ground state and the resonance eigenvalue in the complex plane
Note that Eres = Eres(g) and that the distance between the unperturbed eigenvalue e1
and the resonance Eres can be estimated in terms of the coupling constant.
1.1 The Model
A two-level atom coupled to the quantized radiation field is considered. It is assumed that
the ground state energy of the atom is given by 0 and that the energy corresponding to
the excited state of the atom equals 2 such that the Hamiltonian of the two-level atom
acting on C2 is given by
Hat :=
(
2 0
0 0
)
. (1.4)
Note that this choice of eigenvalues of Hat is somewhat arbitrary, as one may choose
any other two real numbers to represent the states of the atom by rescaling the energy.
The Hilbert space corresponding to the radiation field is the boson Fock space associated
with L2(R3), which is given by
F = F[L2(R3)] = ∞⊕
n=0
Fn, with F0 = C, Fn = ⊗nsL2(R3) (1.5)
Here, L2(R3) denotes the space of square-integrable functions on R3 and ⊗ns the n-fold
symmetrized tensor product. Further, let Ω ∈ F denote the vacuum vector. Note that
the property of polarization is not reflected in the choice of the Hilbert space and that,
therefore, referring to the quanta of the field as photons is not completely accurate. The
Hamiltonian of the radiation field is given by
Hph(ω) = dΓ(ω) =
∫
R3
ω(k) a∗(k) a(k) d3k, (1.6)
with ω(k) = |k|, and a∗(k), a(k) denoting the creation and annihilation operators repre-
senting the canonical commutation relations (”CCR”)[
a(f), a∗(g)
]
= 〈f, g〉L21F ,
[
a(f), a(g)
]
=
[
a∗(f), a∗(g)
]
= 0, a(k)Ω = 0. (1.7)
on F . Note that (1.7) is to be understood in the sense of operator-valued distributions.
In (1.6), we used Nelson’s notation for the second quantization. The Hilbert space of the
atom-photon system is now given by
H = C2 ⊗F . (1.8)
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Finally, the coupling term is defined as
gW = Φ(G) =
∫
R3
[G(k)⊗ a∗(k) +G∗(k)⊗ a(k)] d3k, (1.9)
where the function G is given by
G(k) = g
f(k)√
ω(k)
(
0 b
b¯ 0
)
. (1.10)
Here, g denotes the coupling constant, b 6= 0 is a complex number and f is chosen to be
an entire function with rapid decay on the real axis that satisfies |f(eiak)| = |f(e−iak)| for
all a ∈ R, e.g. f(k) = exp(− k2
Λ2
), with some fixed Λ > 0 denoting the ultraviolet-cutoff.
Note that the matrix involved in the coupling function is off-diagonal and, in the case
that b = reiβ, for some β ∈ [0, 2pi) and r > 0, similar to the first Pauli matrix
σ1 =
(
0 1
1 0
)
(1.11)
with the similarity transformation given by a rotation. Since the matrix defining the atom
Hamiltonian is diagonal, this transformation does not affect the rest of the model. In the
case that |b| = r 6= 1, the additional factor r may be absorbed into g, thus allowing to
write (1.10) as
G(k) = g
f(k)√
ω(k)
σ1. (1.12)
With the matrix occurring in the coupling term identified, we omit σ1 and refer to the
remaining real-valued function as G. Taking small values of k, observe that
G(k) = g
f(k)√
ω(k)
∼ c|k|−1/2, as k → 0, (1.13)
i.e., the model includes a critical coupling function. Putting the parts for the atom, the
radiation field, and the interaction together yields the Hamiltonian for the model which
is given by
Hg =
(
2 0
0 0
)
⊗ 1F + 1C2 ⊗Hph(ω) + Φ(G). (1.14)
Note that both a(G) and a∗(G) are Hph-bounded with relative bound zero and that the
interaction, therefore, is an infinitisimal perturbation in the sense of Kato. This implies
that Hg is a closed operator and, since gW is symmetric, the Kato-Rellich theorem also
implies that Hg is also self-adjoint on its domain dom(1C2⊗Hph) (see [12, p. 191] and [14,
Theorem X.12]), where
dom(Hph) =
{
Φ ∈ F
∣∣∣ ∞∑
j=1
∫
R3j
( j∑
m=1
|km|
)2
|Φj(k1, . . . , kj)|2dk1 . . . dkj <∞
}
. (1.15)
When studying resonances, a complex deformation of this operator is considered which is
introduced in Section 2.1. It is given by
Hg(θ) := Hat ⊗ 1F + 1C2 ⊗
(
e−θHph
)
+ gWθ, (1.16)
where θ = iϑ for some sufficiently small ϑ ∈ R. The coupling function occuring in the
transformed coupling term Wθ is denoted as Gθ.
5
1.2 Main Result and Outine of its Proof
The main result of this paper is the existence of a resonance in the model presented
previously. It can be formulated as follows:
Theorem 1.1 (Existence of Resonances). Let ϑ be small enough to satisfy the assump-
tions of Lemma 2.2, i.e., (3.153) holds, and choose the parameters ρ0, γ, g > 0 sufficiently
small such that (3.154), (3.155) and (3.156) are satisfied. Then there exists an eigen-
value Eres ∈ D(2, Cg) of Hg(θ).
The main part of the proof consists of an inductive argument, which is carried out
in Sections 3.1, 3.2, and 3.3. Theorem 1.1 is a then a direct result of Theorem 3.16. The
location of the eigenvalue in the lower half of the complex plane is ensured by an argument
similar to [17] and [6]), thus implying that the eigenvalue is indeed a resonance. Note
that non-degenracy is not discussed here. We plan, however, to investigate this question
further in the future. When considering resonances, note that the initial situation seems
fairly similar to proving the existence of a ground state once the Hamiltonian has been
transformed using the complex dilatation as one has to identify an eigenvalue at the tip
of a continuum. Recalling (1.16), however, the transformed Hamiltonian Hg(θ) considered
here is no longer self-adjoint due to it possessing complex spectral values. For this reason,
the numbers used to approximate the resonance are not necessarily real and, although
the general approach can be transferred from the ground state case (see [2]), the infrared-
regularized operators, as well as their respective resonance energies and the corresponding
projections need to be constructed inductively in the multiscale analysis.
We start by considering the infrared cutoff scale and the resulting sequence of infrared-
regularized Hamiltonians. For n ∈ N0 set
ρn = ρ0 · γn, (1.17)
where the parameters ρ0, γ ∈ (0, 1) are to be chosen appropriately later on. The se-
quence (ρn)n∈N0 is now used to define a sequence of balls Bn = B(0, ρn) centered about
the origin of R3 with respective radius ρn. Cutting the energies below ρn from the disper-
sion and the coupling function by
ω(n)(k) := 1R3\Bn(k)ω(k), G
(n)
θ (k) = 1R3\Bn(k)Gθ(k), (1.18)
and inserting these functions into the transformed Hamiltonian now yields
H
(n)
ph := Hph
(
ω(n)
)
, (1.19)
W
(n)
θ := σ1 ⊗
∫
R3
(
G
(n)
θ a
∗(k) +G(n)
θ¯
a(k)
)
d3k, (1.20)
H(n)g (θ) := Hat ⊗ 1F + 1C2 ⊗
(
e−θH(n)ph
)
+ gW
(n)
θ , (1.21)
where the infrared cutoff scale (n) is explicitly displayed in the superscript. For the fol-
lowing considerations, the θ-dependence in (1.21) is omitted in the notation, unless it is
explicitly used. The operators H
(n)
g act on the Hilbert spaces
H(n) := C2 ⊗F (n), F (n) := F [L2(R3 \Bn)]. (1.22)
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Note that including the infrared cutoff neither changes the general properties of the op-
erators established at the end of Section 2.1 nor requires a different argument to obtain
them. In particular, for every n ∈ N0, H(n)ph is self-adjoint, H(n)0 is normal and H(n)g is
closed and an infinitisimal perturbation of H
(n)
0 . As H
(n)
g and H
(n+1)
g do not act on the
same Hilbert space, we introduce
H˜(n)g := H
(n)
g ⊗ 1F(n) + 1H(n) ⊗H(n,n+1)ph . (1.23)
Here, the operator
H
(n,n+1)
ph := Hph(1Bn\Bn+1ω) (1.24)
acts on the Hilbert space
H(n) ⊗F (n,n+1), F (n,n+1) = F [L2(Bn \Bn+1)]. (1.25)
Using that there are isomorphisms such that
F (n+1) ∼= F (n) ⊗F (n,n+1), H(n+1) ∼= H(n) ⊗F (n,n+1), (1.26)
one can conclude that H˜
(n)
g acts on H(n+1) (see [3, Section 6.2.1]). This allows to compare
the operators at successive energy scales. We define the operators W
(n,n+1)
θ analoguosly.
Next, the desired eigenvalue is established for the infrared-regularized Hamiltonians.
We use an argument similar to [3]. First, the operator H
(0)
g including a fixed initial infrared
cutoff ρ0 is considered, which serves as the induction basis. Its resolvent is constructed
from (H
(0)
0 − z)−1 using a Neumann series expansion (Lemma 3.1). This allows to define
a projection P (0) by
P (0) :=
−1
2pii
∫
γ
(0)
−1
dz
H
(0)
g − z
(1.27)
with γ
(0)
−1 being the curve along a circle of suitable radius chosen on the scale of ρ0 centered
at E(−1) := 2. Here, E(−1) denotes the eigenvalue of the unperturbed Hamiltonian H(0)0
which is taken as an initial value for the construction. Considering
Ψ(0) := P (0)Ψ(−1), Ψ(−1) =
((1
0
)
⊗ Ω0
)
(1.28)
with Ψ(−1) being the eigenvector corresponding to E(−1), we calculate ‖Ψ(−1) − Ψ(0)‖
by comparing the projections P (0) and P (−1). Here, P (−1) denotes the projection to the
eigenspace of H
(0)
0 corresponding to E
(−1). As∥∥P (−1) − P (0)∥∥ < 1, (1.29)
the existence of an eigenvalue E
(0)
g of H
(0)
g in the interior of γ
(0)
−1 is implied and it follows
that P (0) is a rank-one projection. By the choice of the radius of γ
(0)
−1 as well as g and
γ, it is possible to shift the center of the contour from E(−1) to E(0) and to consider the
next operator. Note, however, that this construction can not be inductively continued
without adjustments due to the critical coupling function involved. As a consequence of
the inductive approach, neither the resolvent nor the eigenvalue can be stated without the
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result of the previous step. With Neumann series expansion needed in every single step to
show invertibility, the factors obtained from the convergent geometric series accumulate
in the norm bound, implying exponential growth of one of the terms involved in the
estimate. When considering the resolvents directly, i.e., without additional tools, this
either forces an adjustment of the coupling constant in every single step finally leading
to the assumption g = 0, or the iteration is stopped after a finite number of steps due to
the divergence of the Neumann series.
The key part of the induction step is showing the existence of the resolvent of H
(n+1)
g .
The above difficulty is addressed by considering a suitable Feshbach-Schur map and using
Neumann series expansion to establish the existence of the inverse of the Feshbach-Schur
map of H
(n+1)
g rather than the original operator. The existence of the resolvent is then
implied by isospectrality (see e.g. [4, Theorem IV.1]). By considering the Feshbach-Schur
map, a stronger bound is obtained that allows to compensate the exponential growth
and establish the invertibility for the induction step. Rewriting both (H
(n+1)
g − z)−1
and (H˜
(n)
g − z)−1 using the formulae for the Feshbach-Schur map, the difference of the
resolvents is estimated (Theorem 3.9). As the term is equal to the integrand when con-
sidering the difference of the corresponding projections, one can directly derive a norm
bound (Corollary 3.10), which yields the desired exponential decay and allows to iden-
tify P (n+1) as rank-one. Thus, the existence of an eigenvalue E
(n+1)
g of H
(n+1)
g in the com-
plex vicinity of E
(n)
g is implied. In the next step, the distance between E
(n+1)
g and E
(n)
g
is estimated, yielding another exponential bound (Theorem 3.11). The induction step is
completed by showing a norm bound for (H
(n+1)
g − z)−1P (n+1) (Theorem 3.13). Here, the
projection to the complement of the eigenspace involved in the term allows to also extend
the estimate into the safety zone around the eigenvalue considered previously.
With these estimates at hand, the infrared-limit can be constructed (Corollary 3.15).
Making use of the exponential bounds shown earlier, the convergence of the sequence of
resonance energies (E
(n)
g )n as well as the convergence of (P
(n)
∞ )n may be deduced. Here,
the projections P
(n)
∞ are defined for n ∈ N0 by
P (n)∞ := P
(n) ⊗ Ω(n,∞) (1.30)
with Ω(n,∞) being the Fock vacuum in F [L2(Bn)]. Applying a similar argument as for the
ground state in [2], one finds that limn→∞ P
(n)
∞ projects to an eigenspace of Hg(θ) and
that the corresponding eigenvalue Eres is given by limn→∞E
(n)
g (Theorem 3.16).
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2 Properties of the Model
In this section, the main tools for the analysis are presented. The complex dilation used
is introduced and a suitable Feshbach-Schur map is considered. We start by noting the
following lemma (see e.g. [2, Lemma 2.1]), which is frequently used throughout the analysis
and constitutes the basis of many estimates in the following sections.
Lemma 2.1. Let ρ > 0 and G ∈ L2(R3) such that G√
ω
∈ L2(R3), then∥∥∥Φ(G)(Hph(1supp(G)ω) + ρ)− 12∥∥∥ ≤ 2(∥∥∥ G√
ω
∥∥∥
L2
+ ρ−
1
2‖G‖L2
)
=: 2‖G‖ρ, (2.1)
with Φ(G) being the coupling term defined in (1.9) and 1A denoting the characteristic
function of a set A ⊂ R3.
Proof. Start by taking ψ ∈ dom(Hph(1supp(G)ω)) and noting
‖Φ(G)ψ‖ ≤ ‖a(G)ψ‖+ ‖a∗(G)ψ‖. (2.2)
Using the Cauchy-Schwarz inequality, the first term can be estimated by
∥∥∥∫ G∗(k)a(k)ψd3k∥∥∥2 ≤ (∫ 1supp(G)(k)|G(k)| · ‖a(k)ψ‖ d3k)2
≤
(∫
1supp(G)(k)|G(k)|
√
ω(k)√
ω(k)
‖a(k)ψ‖ d3k
)2
≤
(∫ |G(k)|2
ω(k)
d3k
)(∫ (
1supp(G)(k)
)2
ω(k)‖a(k)ψ‖2 d3k
)
=
∥∥∥ G√
ω
∥∥∥2
L2
(∫ (
1supp(G)(k)
)2
ω(k)‖a(k)ψ‖2 d3k
)
, (2.3)
where the last term on the right side can be identified as ‖(Hph(1supp(G)ω)) 12ψ‖2 as
‖a(k)ψ‖2 = 〈a(k)ψ, a(k)ψ〉 = 〈ψ, a(k)∗a(k)ψ〉, (2.4)
by the definition of the creation and annihilation operators, which, together with the
dispersion and the continuity of the inner product, allows to make the connection to the
photon field Hamiltonian. The estimate for ‖a∗(G)ψ‖ now follows using the canonical
commutation relations and the inequality already in place
‖a(G)∗ψ‖2 = 〈ψ, a(G)a(G)∗ψ〉 = 〈ψ, ([a(G), a(G)∗]+ a(G)∗a(G))ψ〉
≤ ‖G‖2L2 · ‖ψ‖2 +
∥∥∥ G√
ω
∥∥∥2
L2
· ∥∥H1/2ph ψ∥∥. (2.5)
Taking ψ = (Hph+ρ)
− 1
2φ now yields the claim since −ρ < 0 is an element of the resolvent
set of Hph.
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2.1 Dilation Analyticity
In this section, the complex deformation is introduced and applied to the Hamiltonian,
leading to a new operator Hg(θ) which may be generalized to complex θ with sufficiently
small imaginary part using analytic continuation. The properties of the new operator are
then briefly discussed, establishing all results needed for considering the resonances in the
following chapter. To obtain a unitary operator acting on H, start by taking θ ∈ R and
define a unitary linear operator by
uθ : L
2(R3)→ L2(R3), (uθφ)(k) = e− 32 θφ(e−θk). (2.6)
Next, uθ is lifted to an operator Uθ : F → F acting on the Fock space by second quanti-
zation
Uθ = Γ(uθ) = 1C ⊕
∞⊕
n=1
(
uθ ⊗ · · · ⊗ uθ
)
. (2.7)
Now identify Uθ = 1C2 ⊗ Uθ to obtain an operator acting on the Hilbert space of the
system. It acts on an element of H by the following relations (see e.g. [4, Section I.5])
Uθ
((
a
b
)
⊗ Ω
)
=
(
a
b
)
⊗ Ω, (2.8)
Uθ(M ⊗ a#(φ))U∗θ = M ⊗ a#(uθφ), (2.9)
where Ω ∈ F denotes the Fock vacuum, a, b ∈ C, M ∈ C2×2 and a# ∈ {a, a∗}. Note that,
since uθ is unitary, the transformation Uθ conserves the canonical commutation relations
on F . It also satisfies UθΩ = Ω which implies that Uθ is unitary (see e.g. [16]). We now
use Uθ to transform Hg. Considering the unperturbed operator first, using linearity yields
UθH0U
∗
θ = Hat + e
−θHph (2.10)
The key to the transformation of the last operator lies in the structure of the coupling
term. It allows a direct computation using (2.9), leading to
gWθ : = gUθWU
∗
θ = gσ1 ⊗ a∗
(
e−
3
2
θf(e−θk)√|e−θk|
)
+ gσ1 ⊗ a
(
e−
3
2
θf(e−θk)√|e−θk|
)
= gσ1 ⊗
∫
R3
(
e−
3
2
θf(e−θk)√|e−θk| a∗(k) + e
− 3
2
θf(e−θk)√|e−θk| a(k)
)
d3k
= gσ1 ⊗
∫
R3
(
e−θf(e−θk)√|k| a∗(k) + e−θ¯f(e−θ¯k)√|k| a(k)
)
d3k. (2.11)
Note that the transformation done in the last step is allowed since θ ∈ R and thus θ = θ¯.
This seemingly small modification ensures that the involved functions are analytic and,
therefore, is the key to continuing the operator to complex numbers with a sufficiently
small imaginary part.
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Lemma 2.2 (Analytic Continuation). Consider the operators
Wθ := σ1 ⊗
∫
R3
(
e−θf(e−θk)√|k| a∗(k) + e−θ¯f(e−θ¯k)√|k| a(k)
)
d3k, (2.12)
Hg(θ) := Hat ⊗ 1F + 1C2 ⊗
(
e−θHph
)
+ gWθ, (2.13)
and let θ ∈ C with |θ| < pi
6
. Then (Wθ)θ∈D(0,pi
6
) is an analytic family of type A and Hg(θ)
posesses an analytic continuation into the complex plane.
The proof requires a tool from complex analysis. It is noted in the following lemma (see [3,
Lemma A.4]).
Lemma 2.3. Let F : M → C be an analytic function defined in a complex neighbor-
hood M of the closed disk D(0, r) for some r > 0 and γ(0, r) denote the curve de-
scribing the circle with radius r around 0. Then, for s < r, θ ∈ D(0, s) and h such
that θ + h ∈ D(0, s), it is∣∣∣F (θ + h)− F (θ)
h
− F ′(θ)
∣∣∣ ≤ |h|r
(r − s)3 maxz∈γ(0,r) |F (z)|. (2.14)
Proof. Since F is analytic, one may use Cauchy’s integral formula to write
F (θ + h)− F (θ)
h
− F ′(θ) = 1
2pii
∫
γ(0,r)
(
F (z)
h(z − θ) −
F (z)
h(z − (θ + h)) −
F (z)
(z − θ)2
)
dz
=
1
2pii
∫
γ(0,r)
hF (z)
(z − θ)2(z − (θ + h)) dz, (2.15)
which yields the desired result by estimating the absolute value as∣∣∣ 1
2pii
∫
γ(0,r)
hF (z)
(z − θ)2(z − (θ + h)) dz
∣∣∣ ≤ 1
2pi
· 2pir · |h| max
z∈γ(0,r)
∣∣∣ F (z)
(z − θ)2(z − (θ + h))
∣∣∣
=
|h|r
(r − s)3 maxz∈γ(0,r) |F (z)|. (2.16)
With this tool in place, the analytic continuation can be established.
Proof of Lemma 2.2. Following the proof of Theorem 4.3 and 4.4 in [3], the first step is
to show that θ 7→ Wθ(Hph + ρ)− 12 is analytic for ρ > 0 and sufficiently small θ. The fact
that dom(Wθ), by definition, does not depend on the parameter θ then implies the claim
that (Wθ)θ is an analytic family of type A. Setting
Gθ(k) :=
e−θf(e−θk)√|k| , (2.17)
note that both Gθ and Gθ¯ are analytic functions of θ for fixed k. Let G
′
θ and Gθ¯
′
, respec-
tively, denote the derivative with respect to θ and consider the operator
W ′θ := σ1 ⊗
∫
R3
(
G′θa
∗(k) +Gθ¯
′
a(k)
)
d3k, (2.18)
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which results from inserting G′θ instead of Gθ in (2.12). Using W
′
θ as formal derivative,
Lemma 2.1 allows reducing the term to a statement about the functions involved∥∥∥(Wθ+h −Wθ
h
−W ′θ
)
ψ
∥∥∥ ≤ ∥∥∥Gθ+h −Gθ
h
−G′θ
∥∥∥
ρ
· ∥∥(Hph + ρ)− 12ψ∥∥. (2.19)
Lemma 2.3 now implies the existence of a positive constant C˜ 6= C˜(k, θ) such that∥∥∥(Wθ+h −Wθ
h
−W ′θ
)
ψ
∥∥∥ ≤ C˜ · |h| · ∥∥(Hph + ρ)− 12ψ∥∥. (2.20)
This establishes the analyticiy of Wθ(Hph + ρ)
− 1
2 as a Banach space-valued map. The
second part of the Lemma can be shown analogously. Here we use the formal deriva-
tive H ′g(θ) = −e−θHph + gW ′(θ), yielding∥∥∥(Hg(θ + h)−Hg(θ)
h
−H ′g(θ)
)
ψ
∥∥∥ (2.21)
=
∥∥∥(Hat −Hat
h
)
ψ
∥∥∥+ ∣∣∣e−(θ+h) − eθ
h
+ e−θ
∣∣∣ · ∥∥Hphψ∥∥+ g · ∥∥∥(Wθ+h −Wθ
h
−W ′θ
)
ψ
∥∥∥.
Note that the first term vanishes and the third term has already been treated in (2.20).
For the second term, observe that∣∣∣e−(θ+h) − eθ
h
+ e−θ
∣∣∣ · ∥∥Hphψ∥∥ ≤ |h| · η(h) · ∥∥Hphψ∥∥, (2.22)
where η(h)→ 0 as h→ 0. Since ρ > 0, it is ‖Hphψ‖ ≤ ‖(Hph + ρ)ψ‖ and we estimate∥∥(Hph + ρ)− 12ψ∥∥ ≤ 1
2
(∥∥(Hph + ρ)ψ∥∥+ ‖ψ‖). (2.23)
These inequalities can be used to obtain a relative bound in terms of (Hph + ρ). Also
including Hat on the right-hand side now yields∥∥∥(Hg(θ + h)−Hg(θ)
h
−H ′g(θ)
)
ψ
∥∥∥ ≤ |h| · (C1∥∥(H0(0) + ρ)ψ∥∥+ C2‖ψ‖) (2.24)
which is the desired bound in terms of H0(0). The constants C1, C2 > 0 result from
combining the bounds from the previous estimates. This implies that Hg(θ)(H0(0) + ρ)
−1
is analytic as a Banach space-valued map D(0, s)→ B(H) as well as the desired analytic
continuation into the complex plane.
From now on, set θ = iϑ with ϑ ∈ R sufficiently small to satisfy the assumptions of
the previous lemma and define the operators
H0(θ) := Hat ⊗ 1F + 1C2 ⊗ (e−θHph), (2.25)
Hg(θ) := Hat ⊗ 1F + 1C2 ⊗ (e−θHph) + gWθ. (2.26)
The section is concluded with a discussion of the properties of H0(θ) and Hg(θ).
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Lemma 2.4. Let H0(θ), Hg(θ) as defined in (2.25) and (2.26) respectively.
(i) H0(θ) is normal, i.e.,
[
H0(θ), H0(θ)
∗] = 0.
(ii) Let z ∈ σ(Hg(θ)). Then there exists some R > 0 and a constant C > 0 such
that z ∈ D(2, R) implies that z ∈ {a+ b|a ∈ σ(H0(θ)), b ∈ D(0, Cg)}.
(iii) Hg(θ) is closed.
Proof. (i) Note that H0(θ) is a closed operator on C
2⊗dom(Hph). Since both Hat and Hph
are self-adjoint, the adjoint H0(θ)
∗ is also a closed operator acting on C2⊗dom(Hph) and
it is given by
H0(θ)
∗ = Hat + eθHph (2.27)
This implies that [
H0(θ), H0(θ)
∗] = 0. (2.28)
(ii) Recalling that Hg(θ) = H0(θ) + gWθ, consider z /∈ σ
(
H0(θ)
)
and write
(
Hg(θ)− z
)−1
=
(
H0(θ)− z
)−1 ∞∑
j=0
[−gWθ(H0(θ)− z)−1]j (2.29)
using a formal Neumann series expansion, which converges if g‖Wθ
(
H0(θ)− z
)−1‖ < 1.
Expanding the term yields
g · ∥∥Wθ(H0(θ)− z)−1∥∥ = g · ∥∥∥Wθ(Hph + 1)− 12∥∥∥ · ∥∥∥(Hph + 1) 12
H0(θ)− z
∥∥∥, (2.30)
where we use fractions as an alternative notation to write the commuting operators. By
Lemma 2.1, it is ∥∥Wθ(Hph + 1)− 12∥∥ ≤ 2(∥∥∥ Gθ√
ω
∥∥∥
L2
+ ‖Gθ‖L2
)
. (2.31)
For the second term note that H0(θ) is normal following the analysis in (i), and one may,
therefore, use the functional calculus to write∥∥∥(Hph + 1) 12
H0(θ)− z
∥∥∥ ≤ sup
r≥0
∣∣(r + 1) 12 (Hat + e−θr − z)−1∣∣
≤ max
{
sup
r≥0
∣∣∣ r + 1
2 + e−θr − z
∣∣∣, sup
r≥0
∣∣∣ r + 1
e−θr − z
∣∣∣} (2.32)
Here, the maximum is attained for the first term. Expanding the numerator by adding
and subtracting (2− z) implies for the supremum that
sup
r≥0
∣∣∣ r + 1
2 + e−θr − z
∣∣∣ ≤ 1 + |2− z|
dist
(
z, σ(H0(θ))
) + 1 (2.33)
The term |2 − z| is bounded since z is taken from a circle around 2 with radius R > 0.
This implies the existence of a constant C ′ > 0 such that∥∥∥(Hph + 1) 12
H0(θ)− z
∥∥∥ ≤ C ′ 1
dist
(
z, σ(H0(θ))
) . (2.34)
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Both estimates together yield the existence of a constant C > 0 such that
g · ∥∥Wθ(Hph + 1)− 12∥∥ · ∥∥∥(Hph + 1) 12
H0(θ)− z
∥∥∥ ≤ Cg 1
dist
(
z, σ(H0(θ))
) , (2.35)
which is smaller than one if g is chosen small enough. This ensures the convergence of the
Neumann series and yields the claim of (ii) when the explicit bounds are inserted.
(iii) In (ii) it was established that ε = ‖gWθ
(
H0(θ)−z
)−1‖ < 1. This implies that gWθ
is relatively bounded by H0(θ) with relative bound ε < 1. Having already established that
H0(θ) is closed in (i), the same must hold for Hg(θ) = H0(θ) + gWθ (see [12, p. 191]).
2.2 Application of the Feshbach-Schur Map
In this section, a suitable Feshbach-Schur map is applied to the transformed Hamilto-
nian (2.26) to obtain an effective Hamiltonian acting only on the Fock space. Recall that
the complex dilated and analytically continued Hamiltonian is given by
Hg(θ) =
(
2 0
0 0
)
⊗ 1F +
(
1 0
0 1
)
⊗ (e−θHph) + g
(
0 1
1 0
)
⊗ (a∗(Gθ) + a(Gθ)) (2.36)
on C2 ⊗ F and denote Φθ = a∗(Gθ) + a(Gθ). Next, consider the following projections
acting on C2 by
P↑ :=
(
1 0
0 0
)
, P↓ :=
(
0 0
0 1
)
, (2.37)
and define a projection acting on H by
P := P↑ ⊗ 1F . (2.38)
By definition, P maps to the excited state of the atom. We show that the operator
FP(Hg(θ)−z) = P(Hg(θ)−z)P−P(Hg(θ)−z)P(P(Hg(θ)−z)P)−1P(Hg(θ)−z)P , (2.39)
is well-defined for z in a small complex vicinity of 2. First, the terms appearing in (2.39)
are explicitly calculated. As P(gWθ)P = 0, we have that
P(Hg − z)P = P↑ ⊗ (2 + e−θHph − z). (2.40)
Next, consider the second term in (2.39). The expressions including both P and P yield
P(Hg − z)P = gP↑σ1 ⊗ Φθ, P(Hg − z)P = gσ1P↑ ⊗ Φθ. (2.41)
The last expression to be considered is given by
P(Hg − z)P = P↓ ⊗ (e−θHph − z). (2.42)
Note that the inverse of this operator is involved in (2.39). Let z ∈ D(2, Cg) for some
constant C > 0. Since Hph is self-adjoint, one can apply the spectral theorem to obtain∥∥(e−θHph − z)−1∥∥ = sup
r≥0
1
|e−θr − z| ≤
1
δ
. (2.43)
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Here, the constant δ is the result of a geometric argument. The setting is sketched in the
following image.
ϑ
Im(z)
Re(z)
2
Cg
δ
Figure 5: The basis for the geometric estimate
Since the radius of the disk is proportional to the coupling constant, one can always
achieve δ > 0 by restricting g. The distance can be calculated explicitly, yielding
sin(ϑ) =
Cg + δ
2
⇔ δ = 2 sin(ϑ)− Cg. (2.44)
For the following estimates, we include the leading order in ϑ into the calculation and
rewrite the bound as ϑd for some suitable constant d > 0. It now follows that∥∥(P(Hg(θ)− z)P)−1P∥∥ = ∥∥P↓ ⊗ (e−θHph − z)−1∥∥ <∞. (2.45)
The next term to consider is
P(P(Hg(θ)− z)P)−1P(Hg(θ)− z)P = P↓ ⊗ (e−θHph − z)−1(gσ1P↑ ⊗ Φθ). (2.46)
The norm is estimated by
g · ∥∥σ1P↑ ⊗ (e−θHph − z)−1Φθ)∥∥
≤ g · ∥∥(e−θHph − z)−1(Hph + 1)∥∥ · ∥∥(Hph + 1)− 12∥∥ · ∥∥(Hph + 1)− 12Φθ∥∥. (2.47)
Note that the operator (e−θHph−z) is not self-adjoint and, therefore, it does not possess a
square root. For this reason, the identity is inserted such that Lemma 2.1 can be applied.
Rewriting the first term of (2.47) similar to [3, Lemma 6.17], it can be estimated by∥∥∥ Hph + 1
e−θHph − z
∥∥∥ = ∥∥∥eθ + eθz + 1
e−θHph − z
∥∥∥ ≤ 1 + sup
r≥0
|z|+ 1
|e−θr − z|
≤ 1 + 2 + Cg + 1
ϑd
, (2.48)
using the spectral theorem for Hph and (2.43). The remaining terms in (2.47) can be esti-
mated directly using the spectral theorem for Hph and Lemma 2.1, respectively. Therefore,
‖P(P(Hg(θ)− z)P)−1P(Hg(θ)− z)P‖ <∞. (2.49)
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Applying the same line of argument to the operator
P(Hg(θ)− z)P(P(Hg(θ)− z)P)−1P = g(P↑σ1 ⊗ Φθ)(P↓ ⊗ (e−θHph − z)−1) (2.50)
also yields a finite bound for its norm. The last expression to consider is the second term
on the right side of (2.39). It is given by
P(Hg(θ)−z)P(P(Hg(θ)−z)P)−1P(Hg(θ)−z)P = g2P↑⊗(Φθ(e−θHph−z)−1Φθ). (2.51)
Here, we rewrite the norm as
g2 · ‖P↑ ⊗
(
Φθ
(
e−θHph − z
)−1
Φθ
)‖
≤ g2 · ‖Φθ
(
Hph + 1
)− 1
2
∥∥ · ∥∥(Hph + 1)(e−θHph − z)−1∥∥ · ∥∥(Hph + 1)− 12Φθ∥∥, (2.52)
which is bounded due to the estimates already derived. Notice in particular that both
terms (Hph + 1)
− 1
2 are needed here, whereas only one was explicitly required for the
previous bounds. This implies that the operator defined in (2.39) can be written as
FP
(
Hg(θ)− z
)
= P↑ ⊗
(
2− z + e−θHph − g2Φθ(e−θHph − z)−1Φθ
)
(2.53)
and that it is indeed well-defined for z ∈ D(2, Cg). The effective Hamiltonian acting on F
is then given by
Heff = 2− z + e−θHph − g2Φθ(e−θHph − z)−1Φθ. (2.54)
Lastly, we rewrite the operator. The form aimed at is
Heff = F0 − g2W = F0 − g2
∑
m+n=2
Wm,n, (2.55)
where the operators Wm,n are given by
Wm,n =
∫
a∗(k1) . . . a∗(km) wm,n
[
z,Hph, k1, . . . , km, k˜1, . . . , k˜n
]
a(k˜1) . . . a(k˜n) d
mk dnk˜.
(2.56)
First, writing out Φθ(e
−θHph − z)−1Φθ leads to∫ (
Gθ(k1)a
∗(k1) +Gθ(k1)a(k1)
)
(e−θHph − z)−1
(
Gθ(k2)a
∗(k2) +Gθ(k2)a(k2)
)
dk1dk2.
(2.57)
Expanding the integrand now yields three terms corresponding to the Wm,n respectively.
Next, we use the canonical commutation relations (1.7) and the pull-through formulae for
the field Hamiltonian (see e.g. [10, Lemma 52]) to move the operators to the right positions.
Since the other terms may be treated similarly, the calculation is only carried out for the
term corresponding to W1,1. The first part obtained from expanding the integrand in (2.57)
is given by ∫
a∗(k1) Gθ(k1) Gθ(k2) (e
−θHph − z)−1 a(k2) dk1dk2, (2.58)
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which is already of the desired form. For the second part, moving the operator a∗(k2) from
the right to the left and then swapping a(k1) and (e
−θHph − z)−1 leads to∫
Gθ(k1)a(k1)(e
−θHph − z)−1Gθ(k2)a∗(k2) dk1dk2
=
∫
a∗(k2)Gθ(k2)Gθ(k1)
(
e−θHph + e−θω(k1) + e−θω(k2)− z
)−1
a(k1) dk1dk2
+
∫
Gθ(k)Gθ(k)
(
e−θHph + e−θω(k)− z
)−1
dk, (2.59)
where the additional term results from applying the relation [a∗(k2), a(k1)] = δ(k2 − k1)1F
and explicitly solving one of the integrals. Since it does not include any creation nor anni-
hilation operators, it is denoted as W0,0 and is added to F0. This yields the representation
Heff =: Hg0,g(z) = Hg0,0(z)− g2(W2,0 +W1,1 +W0,2), (2.60)
where the term Hg0,0(z) corresponds to F0 given by
Hg0,0 := F0 = 2− z + e−θHph − g20W0,0 (2.61)
and the operators W2,0, W1,1 and W0,2 are given in the desired ordering by
W2,0 =
∫
a∗(k1)a∗(k2)
[
Gθ(k1)Gθ(k2)
e−θHph + e−θω(k2)
]
dk1dk2, (2.62)
W1,1 =
∫
a∗(k)
[
Gθ(k)Gθ(k˜)
( 1
e−θHph + e−θω(k) + e−θω(k˜)− z
+
1
e−θHph − z
)]
a(k) dkdk˜, (2.63)
W0,2 =
∫ [
Gθ(k˜1) Gθ(k˜2)
e−θHph + e−θω(k˜1)
]
a(k˜1)a(k˜2) dk˜1dk˜2, (2.64)
with the corresponding wm,n highlighted by the large square brackets. Note that an ad-
ditional parameter g0 was introduced with F0 in (2.61). This allows to separate the in-
teraction terms including creation and annihilation operators from the term W0,0 when
needed. However, if not stated otherwise, g0 = g is assumed.
Remark 2.5. Note that the key symmetry identified in [2] also applies here. Consider
the operator S = σ3 ⊗ (−1)Nph with σ3 denoting the third Pauli matrix and Nph denoting
the photon number operator on F . Similar to [2], one finds that [S,Hg(θ)] = 0 using
that the matrix occuring in the coupling function is off-diagonal. Denoting Sph = (−1)Nph,
one also observes [Sph, Hg0,g] = 0. Note that, as the off-digonal form of the matrix was
used multiple times identifying the individual terms of Hg0,g, the symmetry enters here
implicitly in the form of the specific Feshbach-Schur map considered.
17
3 Existence of Resonances
In this section, the main result of this paper is shown. We recall it once more:
Theorem 1.1 (Existence of Resonances). Let ϑ be small enough to satisfy the assump-
tions of Lemma 2.2, i.e., (3.153) holds, and choose the parameters ρ0, γ, g > 0 sufficiently
small such that (3.154), (3.155) and (3.156) are satisfied. Then there exists an eigen-
value Eres ∈ D(2, Cg) of Hg(θ).
Since the proof is based on Pizzo’s method, constructing a sequence of infrared-
regularized Hamiltonians as well as their respective eigenvalues and the projections to the
corresponding eigenspaces constitutes the core of the proof. They are established using an
inductive argument similar to [3]. The respective parts are carried out in Sections 3.1, 3.2
and 3.3. The proof of Theorem 1.1 is then carried out in Section 3.4.
3.1 Induction Basis: Eigenvalue of H
(0)
g
In this section, we consider an initial fixed infrared cutoff ρ0 and show that the corre-
sponding operator H
(0)
g posesses a single, non-degenerate eigenvalue E(0) in the complex
vicinity of 2 using an argument similar to [3, Section 5]. Since the analyticity required
by Lemma 2.2 does not allow for a sharp ultraviolet cutoff in the coupling function, the
operator H
(0)
g already includes a part of the interaction. The resolvent of the operator,
therefore, is constructed by Neumann series expansion, which is the content of Lemma 3.1.
Note that Lemma 2.4 stays valid when the infrared cutoff is included. We then consider
the projection P (0) and show that it is rank-one by comparing it to the projection P (−1)
mapping to the eigenspace of the unperturbed operator. This implies the existence of a
single, simple eigenvalue, thus establishing the induction basis. The section is concluded
with some general estimates for the norm of the corresponding eigenvector as well as the
projection itself as a basis for further calculations. The following subsets of the complex
plane are used in the analysis. Recalling that θ = iϑ here, define
A :=
([
2− ρ0
4
, 2 + ρ0
4
]
+ i
[− sin(ϑ)
4
ρ0,
sin(ϑ)
4
ρ0
])− e−iϑ[0,∞), (3.1)
A0 := A \D
(
2, sin(ϑ)
16
ρ0
)
. (3.2)
The set A describes a rectangle centered about E(−1) = 2 in the complex plane and the
tail that it sweeps out when moving it continuously in the direction −e−iϑ. For the set A0,
the eigenvalue E(−1) and a small neighborhood of it are excluded. The setup is sketched
in the following image.
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Re(z)ϑ
Im(z)
sin(ϑ)
4
ρ0
2
ρ0
4
Figure 6: The set A in the complex plane
The next step is the construction of the resolvent. Note that the bound for the coupling
constant assumed in the lemma explicitly depends on ρ0.
Lemma 3.1. Let g be small enough such that Cg < sin(ϑ)
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with the constant C introduced
in Lemma 2.4 and assume that
g <
1
6
[
8
sin(ϑ)
√
2ρ0
(∥∥∥ Gθ√
ω
∥∥∥
L2
+
1√
ρ0
‖Gθ‖L2
)]−1
. (3.3)
Then the resolvent of H
(0)
g exists for all z ∈ A0 and obeys the bound∥∥(H(0)g − z)−1∥∥ ≤ 65 1|2− z| . (3.4)
Proof. First, the resolvent of H
(0)
g is expanded, which yields(
H(0)g − z
)−1
=
∞∑
j=0
(
H
(0)
0 − z
)−1[−gW (0)θ (H(0)0 − z)−1]j (3.5)
using a formal Neumann series expansion. Expanding the term by inserting the identity
between the two operator involved yields
g · ∥∥W (0)θ (H(0)0 − z)−1∥∥ = g · ∥∥W (0)θ (H(0)ph + ρ0)− 12∥∥ · ∥∥∥
(
H
(0)
ph + ρ0
) 1
2
H
(0)
0 − z
∥∥∥, (3.6)
where the commuting operators are once more written as fractions. The first term may
be estimated using Lemma 2.1, giving the bound∥∥W (0)θ (H(0)ph + ρ0)− 12∥∥ ≤ 2(∥∥∥ Gθ√ω∥∥∥L2 + ρ− 120 ‖Gθ‖L2). (3.7)
For the second term note that H
(0)
0 is normal and one may, therefore, write∥∥∥(H(0)ph + ρ0) 12
H
(0)
0 − z
∥∥∥ ≤ sup
r≥ρ0
∣∣(r + ρ0) 12 (Hat + e−iϑr − z)−1∣∣
= max
{
sup
r≥ρ0
(r + ρ0)
1
2
|2 + e−iϑr − z| , supr≥ρ0
(r + ρ0)
1
2
|e−iϑr − z|
}
. (3.8)
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To estimate this term, explicit bounds for |2 + e−iϑr− z| and |e−iϑr− z| in terms of r
are needed. Keeping the picture of A0 in the complex plane in mind, note that the terms
in question are given by the distance between some z in the set and some r located in the
ray e−iϑ[ρ0,∞) or 2 + e−iϑ[ρ0,∞) respectively. We denote the right and the left bottom
corner of the rectangle by z1 and z2, i.e., we consider the complex numbers given by
z1 := 2 +
ρ0
4
− i sin(ϑ)
4
, z2 := 2− ρ04 − i sin(ϑ)4 . (3.9)
Before the estimates are considered, the setup is sketched in the following image.
A0
z2 z1
{
2 + e−iϑr
∣∣r ≥ ρ0}{e−iϑr∣∣r ≥ ρ0}
ϑ
Im(z)
Re(z)
2
Figure 7: The basis for the geometric argument
For z ∈ A0 and r ≥ ρ0, direct calculation yields
|2 + e−iϑr − z| ≥ |2 + e−iϑr − z1| ≥ sin(ϑ)
4
(r + ρ0). (3.10)
The estimate for the second term appearing in the maximum in (3.8) is derived similarly,
implying
|e−iϑr − z| ≥ | − ir sin(ϑ)− Im(z2)| ≥ sin(ϑ)
4
(r + ρ0). (3.11)
This leads to the bound
max
{
sup
r≥ρ0
(r + ρ0)
1
2
|2 + e−iϑr − z| , supr≥ρ0
(r + ρ0)
1
2
|e−iϑr − z|
}
≤ 4
sin(ϑ)
√
2ρ0
. (3.12)
One may, therefore, assemble a bound for (3.6) from (3.7) and (3.12), which yields a finite
multiple of the coupling constant. Since g is assumed to satisfy (3.3), this bound is smaller
than 1
6
, thus implying the convergence of the Neumann series. The explicit formula given
in the lemma now follows by calculating the value of the geometric series and applying
the spectral theorem to the normal operator H
(0)
0 .
With the resolvent of H
(0)
g well-defined, we define the first projection
P (0) :=
−1
2pii
∫
γ
(0)
−1
dz
H
(0)
g − z
, (3.13)
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where γ
(0)
−1 is the circle with radius r
(0) := sin(ϑ)
8
ρ0 and center E
(−1) = 2. Consider-
ing Ψ(0) := P (0)Ψ(−1), where Ψ(−1) is the eigenvector corresponding to the eigenvalue E(−1)
of H
(0)
0 , now yields a vector in the eigenspace of H
(0)
g . Note that∥∥Ψ(0) −Ψ(−1)∥∥ = ∥∥(P (0) − P (−1))Ψ(−1)∥∥ ≤ ∥∥(P (0) − P (−1))∥∥ · ∥∥Ψ(−1)∥∥. (3.14)
By the the second resolvent identity, the bounds from the previous lemma and the spectral
theorem, the difference of the projections can be estimated as∥∥(P (0) − P (−1))∥∥ = ∥∥∥−1
2pii
∫
γ
(0)
−1
((
H(0)g − z
)−1 − (H(0)0 − z)−1)dz∥∥∥
=
1
2pi
∥∥∥∫
γ
(0)
−1
((
H(0)g − z
)−1(−gW (0)θ )(H(0)0 − z)−1)dz∥∥∥
≤ 1
2pi
2pi
sin(ϑ)
8
ρ0 sup
z∈γ(0)−1
{∥∥(H(0)g − z)−1∥∥ · ∥∥− gW (0)θ (H(0)0 − z)−1∥∥}
≤ 1
6
( 1
1− 1
6
)sin(ϑ)
8
ρ0 sup
z∈γ(0)−1
{∥∥(H(0)0 − z)−1∥∥} = 15 . (3.15)
Note that the power of ρ0 exactly cancels out, which is a consequence of considering
the critical coupling function. If the model was slightly more regular, i.e., the coupling
function behaved like |k|−1/2+µ as k → 0 for some µ > 0, one would gain a positive power
of ρ0 here. The above calculation implies, in particular, that the distance between the
projections is strictly less than one, thus allowing to identify P (0) as a rank-one projection.
Applying (3.15) to the eigenvectors yields
1− 1
5
≤ ∥∥Ψ(0)∥∥ ≤ 1 + 1
5
, (3.16)
i.e., Ψ(0) is not zero. Together, these results establish that there is a unique eigenvalue E
(0)
g
of H
(0)
g corresponding to the eigenvector Ψ(0) which is located in the interior of γ
(0)
−1 . In fact,
one can localize it to D(2, sin(ϑ)
16
ρ0) since the rest of the interior of the curve is included in
the resolvent set of H
(0)
g . Starting from the eigenvalue equation
H(0)g Ψ
(0) = E(0)g Ψ
(0), (3.17)
the value of E
(0)
g can explicitly be written as
E(0)g =
〈
Ψ(−1)
∣∣H(0)g Ψ(0)〉〈
Ψ(−1)
∣∣Ψ(0)〉 . (3.18)
This completes the induction basis. The section is concluded with another estimate which
is key to the following inductive argument as it allows to drop the additional restriction
of having a minimal distance between z and the energy considered.
Lemma 3.2. Let z ∈ A and assume that the parameters satisfy the assumptions of
Lemma 3.1. Then the following norm bound holds∥∥(H(0)g − z)−1P (0)∥∥ ≤ 43 1sin(ϑ)
2
ρ0 + |z − E(0)g |
. (3.19)
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Proof. In the case |z− 2| > sin(ϑ)
2
ρ0, the norm in question can directly be calculated using
Lemma 3.1 and the bound obtained for the norm of the projection (3.16). This yields∥∥(H(0)g − z)−1P (0)∥∥ ≤ 65 1sin(ϑ)
16
ρ0
· 11
5
≤ 66
25
2
sin(ϑ)
16
ρ0 +
1
2
(|z − 2|+ |2− E(0)g |)
≤ 43 1
sin(ϑ)
2
ρ0 + |z − E(0)g |
, (3.20)
which is exactly (3.19). The values for z left to consider lie in the closed circle of ra-
dius sin(ϑ)
16
ρ0 around 2. As P (0) maps to the complement of the eigenspace corresponding
to E
(0)
g and the eigenvalue is the only spectral point in A, the complex-valued function
D
(
2, sin(ϑ)
16
ρ0
) 7→ a(z) := 〈ψ, (H(0)g − z)−1P (0)φ〉 ∈ C (3.21)
is analytic for fixed ψ, φ ∈ H(0). One may, therefore, apply the maximum modulus principle
and find that the maximal value of |a(z)| is attained for some z satisfying |z| = sin(ϑ)
16
ρ0.
Applying the Cauchy-Schwarz inequality yields
max
|z|≤ sin(ϑ)
16
ρ0
|a(z)| ≤ ‖ψ‖ · 6
5
1
sin(ϑ)
16
ρ0
· 11
5
‖φ‖, (3.22)
as Lemma 3.12 now is applicable and calculating the norm of the operator becomes
similar to the first case. In particular, a similar calculation to (3.20) now yields (3.19)
for |z − 2| ≤ sin(ϑ)
2
ρ0, which implies the claim of the lemma.
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3.2 Induction Hypothesis
Fix some n ∈ N0. For the induction hypothesis assume the existence of the following
objects for any index m ≤ n. First, suppose that there are simple eigenvalues E(m)g of H(m)g
that satisfy
|E(m)g − E(m−1)g | ≤ 9
√
piCf · gρm−1. (3.23)
Here, it is Cf := max|k|≤ρ0 |f(k)| with f introduced in (1.10). Next, assume that there are
subsets Am of the complex plane given by
Am := A \
{
E(m)g + r − is
∣∣∣r ∈ R, s ∈ ( sin(ϑ)4 ρm,∞)} (3.24)
with E
(m)
g being the only spectral point of H
(m)
g in the interior of Am such that the
operator (H
(m)
g − z) is invertible for z ∈ Am \ E(m)g . The set A is taken from (3.1) and
the sides of the rectangle parallel to the imaginary axis are cut such that the distance
between E
(m)
g and the lower edge matches the scale of ρm.
Re(z)
Im(z)
sin(ϑ)
4
ρm
2
E
(m)
g
ϑ
ρ0
4
Figure 8: The set Am in the complex plane
Further, assume the existence of a projection P (m) for m ≤ n given by
P (m) :=
−1
2pii
∫
γ
(m)
m
1
H
(m)
g − z
dz, (3.25)
where γ
(m)
m is the curve describing the circle with radius r(m) :=
sin(ϑ)
8
ρm around E
(m)
g in
the complex plane. The projections are rank-one and to satisfy the following estimate∥∥P (m) − P (m−1)∥∥ ≤ 100
sin(ϑ)
(
ρm−1
) 1
4 . (3.26)
Finally, suppose that for z ∈ Am the following norm bound holds true∥∥(H(m)g − z)−1P (m)∥∥ ≤ Cmsin(ϑ)
2
ρm + |z − E(m)g |
, (3.27)
where C0 = 43 can be taken from Lemma 3.2 and the constant for m ≥ 1 is given by
Cm := 43 ·
( 1120
sin(ϑ)
+
600
ϑd · sin(ϑ)
)m
. (3.28)
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3.3 Induction Step: Construction of the Next Eigenvalue
The task for the induction step is the construction of the eigenvalue E
(n+1)
g of H
(n+1)
g ,
the set An+1 and the projection P (n+1) as well as establishing (3.23),(3.26), and (3.27)
for m = n+ 1. As a key tool we recall the Feshbach-Schur map introduced in Section 2.2
and its isospectrality. The approach taken here is similar to the one used in [3]. The cal-
culations, however, are a lot more explicit due to the form of the spin-boson Hamiltonian.
Throughout this section, choose g such that the assumptions of Lemma 3.1 are satisfied.
First, the invertibility of H
(n+1)
g is considered and the resolvent is constructed using Neu-
mann series expansion. Since H
(n)
g and H
(n+1)
g do not act on the same domain, H˜
(n)
g is
considered as an intermediate step. Further, define
A˜n := A \
{
E(n)g + r − is
∣∣∣r ∈ R, s ∈ ( sin(ϑ)2 ρn+1,∞)}, (3.29)
which is a subset of An if γ < 12 . Here, the sides of the rectangle parallel to the
imaginary axis have been cut such that the distance between E
(n)
g and the lower edge
matches the scale of ρn+1. It can be visualized as follows:
Re(z)
Im(z)
sin(ϑ)
2
ρn+1
2
E
(n)
g
ϑ
ρ0
4
Figure 9: The set A˜n in the complex plane
For the analysis, choose the parameters ρ0 and γ from (1.17) such that
ρ0 <
(sin(ϑ)
100
)4
, γ <
(1
5
)4
=
1
625
. (3.30)
This implies that
100
sin(ϑ)
(
ρm
) 1
4 ≤ 1
5
·
(1
5
)m
. (3.31)
which, together with (3.26) yields the estimate
1− 1
5
− 1
5
m−1∑
j=0
(1
5
)j
≤ ∥∥P (m)∥∥ ≤ 1 + 1
5
+
1
5
m−1∑
j=0
(1
5
)j
. (3.32)
when the bounds for the parameters are inserted. Since the sums in (3.32) may be esti-
mated by a geometric series, P (m) can be bounded in norm by 3
2
uniformly in m.
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Construction of the Resolvent
We start by establishing a similar bound to (3.27) for (H˜
(n)
g − z) with z ∈ A˜n.
Lemma 3.3. Let z ∈ A˜n. Then the following norm bound holds true∥∥(H˜(n)g − z)−1P˜ (n)∥∥ ≤ 4sin(ϑ) Cnsin(ϑ)
2
ρn+1 + |z − E(n)g |
. (3.33)
Proof. Note that E
(n)
g is the only eigenvalue of H
(n)
g in An and, therefore, in A˜n. Due to
the form of H˜
(n)
g , the value E
(n)
g is also the only eigenvalue of H˜
(n)
g in A˜n and one may
write
P˜ (n) = P (n) ⊗ PΩ(n,n+1) (3.34)
with PΩ(n,n+1) denoting the projection to the Fock vacuum in F (n,n+1). Rewriting
P˜ (n) = P (n) ⊗ 1(n,n+1) + P (n) ⊗ P⊥Ω(n,n+1) . (3.35)
and inserting the result into the term to be estimated now yields(
H˜(n)g − z
)−1
P˜ (n) =
(
H(n)g ⊗ 1(n,n+1) + eθ1(n) ⊗H(n,n+1)ph − z
)−1
P (n) ⊗ 1(n,n+1)
+
(
E(n)g ⊗ 1(n,n+1) + eθ1(n) ⊗H(n,n+1)ph − z
)−1
P (n) ⊗ P⊥Ω(n,n+1) . (3.36)
The norm can now be calculated by applying the spectral theorem to H
(n,n+1)
ph , allowing
to reduce the operators acting on H(n+1) to operators acting on H(n) due to the different
Hilbert spaces involved. This leads to∥∥(H(n)g ⊗ 1(n,n+1) + eθ1(n) ⊗H(n,n+1)ph − z)−1P (n) ⊗ 1(n,n+1)
+
(
E(n)g ⊗ 1(n,n+1) + eθ1(n) ⊗H(n,n+1)ph − z
)−1
P (n) ⊗ P⊥Ω(n,n+1)
∥∥
= sup
r∈σ
(
H
(n,n+1)
ph
) ∥∥(H(n)g + eθr − z)−1P (n)∥∥+ sup
r≥ρn+1
∥∥(E(n)g + e−θr − z)−1P (n)∥∥ (3.37)
With ‖(H(n)g − z)−1P (n)‖ estimated by (3.27) in the induction hypothesis and Equa-
tion (3.32) allowing to estimate the norm of the projection, it follows that
sup
r∈σ
(
H
(n,n+1)
ph
) ∥∥(H(n)g + eθr − z)−1P (n)∥∥ ≤ sup
r∈σ
(
H
(n,n+1)
ph
) Cnsin(ϑ)
2
ρn + |z − (E(n)g + e−θr)|
,
sup
r≥ρn+1
∥∥(E(n)g + e−θr − z)−1P (n)∥∥ ≤ sup
r≥ρn+1
3
2
∣∣(E(n)g + e−θr − z)−1∣∣. (3.38)
Finally, inserting (3.38) into (3.37), one can rewrite the term to obtain the form given
in (3.33). Recall that ρn+1 < ρn, and note that the definition of A˜n given in (3.29) leads
to the estimate ∣∣E(n)g + e−θr − z∣∣ ≥ sin(ϑ)2 ρn+1 ∀z ∈ A˜n, r ≥ ρn+1, (3.39)
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which is also visible from Figure 9. We use another geometric estimate to put |E(n)g − z|
and |E(n)g − (z− e−θr)| into relation. Choosing some δ > 0, let ln,0 and ln,δ denote the sets
ln,0 :=
{
E(n)g − te−θ
∣∣t ∈ R}, ln,δ := {E(n)g + δeipi2−θ − te−θ∣∣t ∈ R}, (3.40)
respectively. Here, ln,0 describes a line going through the point E
(n)
g in the complex plane
with slope e−θ and ln,δ denotes its upward parallel translation by the distance δ. This
construction can now be used to split the set A˜n into two disjoint subsets
A˜′n :=
(⋃
δ≥0
ln,δ
)
∩ {z ∈ A˜n∣∣Re(z) ≥ Re(E(n)g )}, A˜′′n := A˜n \ A˜′n, (3.41)
which are visualized in the following image.
A˜′′n
Im(z)
2
ϑ
E
(n)
g
A˜′n
Re(z)
ln,δ
ln,0
Figure 10: The sets defined in (3.40) and (3.41)
Note that the choice of the subsets implies that
|E(n)g − (z − e−θr)| ≥ |E(n)g − z|, ∀r ≥ ρn+1, z ∈ A˜′′n, (3.42)
which yields the desired relation between the two terms in the case that z is taken from A˜′′n
and, therefore, motivates the decomposition. When considering A˜′n, let z1 ∈ ln,δ denote
the point that satisfies Im(z1) = Im(E
(n)
g )− sin(ϑ)4 ρn+1, i.e., the intersection of ln,δ and the
line along the lower edge of the rectangle included in A˜n, and z2 ∈ lnδ denote the point
that satisfies Im(z2) = Im(E
(n)
g ), i.e. the intersection of ln,δ and a parallel of the real axis
that goes through the point E
(n)
g . Further note z3 ∈ ln,δ to be the point with the shortest
distance to E
(n)
g . They can be added into the sketch as follows:
A˜′′n
Im(z)
2
ϑ
E
(n)
g
A˜′n
Re(z)
ln,δ
z3
z2
z1
Figure 11: The basis for the geometric argument
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The distance between E
(n)
g and the remainig values of z can now be estimated by
sup
z∈A˜′n
|z − E(n)g |2 ≤ |z1 − E(n)g |2 = δ2 + |z3 − z1|2 = δ2 +
(|z3 − z2|+ |z2 − z1|)2
= δ2 +
( δ
tan(ϑ)
+
ρn+1
2
)2
. (3.43)
Recalling (3.39), one can now choose δ = ρn+1
2
sin(ϑ), which leads to
|E(n)g − z|
|E(n)g − (z − e−θr)|
≤
((
ρn+1
2
sin(ϑ)
)2
+
(ρn+1 sin(ϑ)
2 tan(ϑ)
+ ρn+1
2
)2(
sin(ϑ)
2
ρn+1
)2
) 1
2
=
(
1 +
(cos(ϑ)
sin(ϑ)
+
1
sin(ϑ)
)2) 1
2 ≤ 2
sin(ϑ)
. (3.44)
This can be rearranged to yield
1
|E(n)g − (z − e−θr)|
≤ 2
sin(ϑ)
1
|E(n)g − z|
. (3.45)
Together with (3.39) it implies that
1
|E(n)g − (z − e−θr)|
≤ 4
sin(ϑ)
1
sin(ϑ)
2
ρn+1 + |z − E(n)g |
∀r ≥ ρn+1, z ∈ A˜n, (3.46)
which can directly be inserted for for the second term in (3.38). Since 1
sin(ϑ)
, Cn ≥ 1 by
assumption, the bound given in the claim of the lemma follows.
Note that (3.27) is applied for both z and (z − e−θr), which motivates the shape of
the sets given in (3.24). With this result in place, the invertibility of H
(n+1)
g is considered
next. Building on the results of Section 2.2, the calculations can be transferred to the
infrared-regularized Hamiltonians as the infrared cutoff does not affect the part of Hg
acting on C2. Note, however, that the component of the projection P defined in (2.38)
acting on the Fock space needs to be adjusted to match the space considered. To avoid
confusion with the projections mapping to the eigenspaces, any index corresponding to
the underlying space is omitted and the projection is still denoted as P . Considering the
Feshbach-Schur map of H
(n)
g now yields
H(n)g0,g(z) = 2− z + e−θH(n)ph − g20
∫
G
(n)
θ (k)G
(n)
θ
(k)
e−θH(n)ph + e−θω(k)− z
dk − g2(W (n)2,0 +W (n)1,1 +W (n)0,2 ),
(3.47)
with the operators appearing in the integrals defining W
(n)
2,0 , W
(n)
1,1 , and W
(n)
0,2 , respectively,
involving the same infrared cutoffs as the integral for W
(n)
0,0 explicitly given in (3.47).
Recall that G
(n)
θ denotes 1R3\BnGθ such that the characteristic function may be separated
from the coupling function when needed. The operator H
(n)
g0,g(z) is studied in detail in the
following lemma. Note that the results may be derived for any m < n in the same way.
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Lemma 3.4. Let z ∈ A˜n\
{
E
(n)
g
}
with
∣∣z − E(n)g ∣∣ ≥ sin(ϑ)16 ρn+1. Then the operator H(n)g0,g(z)
is well-defined and it is∥∥gΦ(n)θ (e−θH(n)ph − z)−1∥∥ ≤ g · CFS(∥∥∥ G√ω∥∥∥L2 + ‖G‖L2) (3.48)∥∥(e−θH(n)ph − z)−1gΦ(n)θ ∥∥ ≤ g · CFS(∥∥∥ G√ω∥∥∥L2 + ‖G‖L2), (3.49)
where Φ
(n)
θ = a
∗(G(n)θ ) + a(G
(n)
θ¯
). The constant can be chosen as
CFS = 2 + 7(ϑd)
−1. (3.50)
Proof. When considering H
(n)
g0,g(z), one can choose the same approach as used in Sec-
tion 2.2. As a first step, the existence of the term P(P(H(n)g − z)P)−1 is shown. Its norm
can be estimated by∥∥P(P(H(n)g − z)P)−1∥∥ = ∥∥(e−θH(n)ph − z)−1∥∥ = sup
r≥ρn
1
|e−θr − z| ≤
1
δ
, (3.51)
using another geometric estimate. Note, however, that δ is not the same as in Section 2.2.
Here, the constant is estimated by calculating the distance between two parallel lines
instead. The setup is sketched in the following image.
Im(z)
2
ϑ
E
(n)
g
Re(z)
z1
{
e−θr
∣∣r ≥ ρn+1} δ
A˜n
Figure 12: The basis for the geometric estimate
The distance between the set {e−θr|r ≥ ρn+1} and the lower edge of A˜n can now be
explicitly stated as
δ = sin(ϑ)
[
2− ρ0
4
− cos(ϑ)
(
Im
(
E(n)g
)
+
sin(ϑ)
2
ρn+1
)]
. (3.52)
Note the two lines are parallel and that δ, therefore, allows for an estimate that is uniform
in both z and r. As done in Section 2.2, the leading order in ϑ is explicitly written out
and the bound is replaced by ϑd for a suitable constant d. Recall that ρn is defined on an
exponential scale and that the energy differences, by the induction hypothesis, are of the
same magnitude. One can, therefore, estimate Im(E
(n)
g ) by a convergent geometric series
and give a constant d that is uniform in m ≤ n. The next terms to be considered are the
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ones given in (3.48) and (3.49), respectively. As the proofs are similar, only the first one
is carried out explicitly here. First, expanding the term noted in (3.48) leads to∥∥P(H(n)g − z)P(P(H(n)g − z)P)−1P∥∥ = g · ∥∥σ1P↑Φ(n)θ (e−θH(n)ph − z)−1∥∥
≤ g · ∥∥Φ(n)θ (H(n)ph + 1)− 12∥∥ · ∥∥(H(n)ph + 1)− 12∥∥ · ∥∥(e−θH(n)ph − z)−1(H(n)ph + 1)∥∥. (3.53)
The three factors on the right side of (3.53) are now considered separately. First, Lemma 2.1
yields the bound ∥∥Φ(n)θ (H(n)ph + 1)− 12∥∥ ≤ 2(∥∥∥ Gθ√ω∥∥∥L2 + ‖Gθ‖L2). (3.54)
Recalling that H
(n)
ph is self-adjoint, the second term in (3.53) is estimated using the spectral
theorem. It follows that ∥∥(H(n)ph + 1)− 12∥∥ = sup
r≥ρn
1√
r + 1
≤ 1. (3.55)
The remaining factor in (3.53) can be rewritten just as done in Section 2.2, yielding
∥∥∥ H(n)ph + 1
e−θH(n)ph − z
∥∥∥ = ∥∥∥eθ + eθz + 1
e−θH(n)ph − z
∥∥∥ ≤ 1 + sup
r≥ρn
|z|+ 1
|e−θr − z|
≤ 1 + sup
r≥ρn
|z|
|e−θr − z| +
1
ϑd
. (3.56)
Note, however, that |z| is not bounded due to the definition of the set A˜n. The tool to
bound the quotient is, once more, a geometric estimate. Recall Figure 9. When consider-
ing z ∈ A˜n with Re(z) ≤ 0, note that
|z| ≤ |e−θr − z|, ∀r ≥ ρn, (3.57)
as subtracting e−θ from these values of z increases the distance to the origin since
Re(z − e−θr) = Re(z)− r cos(ϑ) < Re(z),
Im(z − e−θr) = Im(z) + r sin(ϑ) > Im(z) (3.58)
i.e., the absolute value of both the real and the imaginary part increases for the values of z
considered. This implies (3.57) and the quotient in the middle of the right side of (3.56)
can be estimated by 1. Conversely, if Re(z) > 0, note that the point yielding the maximal
absolute value of |z| is the top right corner of the rectangle marked as z1 in Figure 12. It
can be estimated by
|z1| =
√(
2 +
ρ0
4
)2
+
(sin(ϑ)
4
ρ0
)2
≤
√(9
4
)2
+
(1
8
)2
≤ 5
2
(3.59)
using the restrictions on the parameters, i.e., ϑ < pi
6
and ρ0 < 1. Inserting the result
into (3.56) now implies that
1 + sup
r≥ρn
|z|
|e−θr − z| +
1
ϑd
≤ 1 + 7
2
1
ϑd
, (3.60)
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as the denominator of the quotient can be estimated geometrically when |z| is bounded
and 5
2
(ϑd)−1 ≥ 1 by the assumptions for the parameters. This yields the value of CFS
given in the claim of the lemma. Finally, consider∥∥P(H(n)g − z)P(P(H(n)g − z)P)−1P(H(n)g − z)P∥∥
= g2 · ∥∥Φ(n)θ (e−θH(n)ph − z)−1Φ(n)θ ∥∥
≤ g2 · ∥∥Φ(n)θ (H(n)ph + 1)− 12∥∥ · ∥∥(H(n)ph + 1)− 12 (e−θH(n)ph − z)(H(n)ph + 1)− 12∥∥
· ∥∥(H(n)ph + 1)− 12Φ(n)θ ∥∥ (3.61)
which can be treated using the same estimates as before and also yields a finite bound,
thus implying that H
(n)
g0,g(z) is well-defined for the values of z considered.
Note that the same calculations may also be applied to H˜
(n)
g , leading to an operator
of a similar form acting on F (n+1) which involves H(n+1)ph instead of H(n)ph , but still includes
the nth infrared cutoff in the terms involving the coupling function. In particular, the
bounds given in Lemma 3.4 also apply to H˜
(n)
g due to the estimates still holding if H
(n)
ph
is replaced by H
(n+1)
ph . For the following computations, the operator FP(H˜
(n)
g ) is denoted
as H˜
(n)
g0,g. It is given by
H˜(n)g0,g(z) = 2−z+e−θH(n+1)ph −g20
∫
G
(n)
θ (k)G
(n)
θ
(k)
e−θH(n+1)ph + e−θω(k)− z
dk−g2(W˜ (n)2,0 +W˜ (n)1,1 +W˜ (n)0,2 ).
(3.62)
Here, W˜
(n)
m1,m2 reflects the notation of H˜
(n)
g0,g and marks that the operators involve H
(n+1)
ph
and, therefore, act on F (n+1), but that the interaction term only includes the nth infrared
cutoff. Finally, the resolvent of H
(n+1)
g is considered. By isospectrality and the above
considerations, the desired result is obtained by studying the invertibility of H
(n+1)
g0,g (z).
For convenience, the norm bounds needed for the convergence of the Neumann series are
split into two separate lemmas which are then assembled in the proof of Theorem 3.8. We
prepare the calculations with another lemma.
Lemma 3.5. Let H
(n)
g0,g(z) and H˜
(n)
g0,g(z) be as defined in (3.47) and (3.62), respectively,
and consider z ∈ A˜n\
{
E
(n)
g
}
with
∣∣z − E(n)g ∣∣ ≥ sin(ϑ)16 ρn+1. Then the following norm bounds
hold true ∥∥H(n)g0,g(z)−1∥∥ ≤ 25 Cnsin(ϑ)
2
ρn+1 + |z − E(n)g |
, (3.63)
∥∥H˜(n)g0,g(z)−1∥∥ ≤ 28sin(ϑ) Cnsin(ϑ)
2
ρn+1 + |z − E(n)g |
. (3.64)
Proof. From the isospectrality of the Feshbach map it follows that
H(n)g0,g(z)
−1 = P(H(n)g − z)−1P , H˜(n)g0,g(z)−1 = P(H˜(n)g − z)−1P , (3.65)
where the projection P is of the form (2.38) with the identity operator involved adjusted
to match the space considered. To avoid confusion with the projections to the eigenspaces,
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the infrared cutoff is not explicitly included here. With (2.38) implying ‖P‖ = 1 for both
cases considered, the bounds (3.63) and (3.64) can be derived by estimating the norm of
the respective resolvent. Since the proofs are similar, the calculations are only carried out
for the first bound. As z is restricted such that it respects a minimal distance to E
(n)
g , one
may calculate ∥∥(H(n)g − z)−1∥∥ = ∥∥(H(n)g − z)−1(P (n) + P (n))∥∥
≤ ∥∥(H(n)g − z)−1P (n)∥∥+ ∥∥(H(n)g − z)−1P˜ (n)∥∥
≤ Cn
sin(ϑ)
2
ρn+1 + |z − E(n)g |
+
∥∥∥ Pn
E
(n)
g − z
∥∥∥, (3.66)
using (3.27) from the induction hypothesis and the fact that E
(n)
g is an eigenvalue of H
(n)
g .
Note that E
(n)
g is also an eigenvalue of H˜
(n)
g . When considering H˜
(n)
g , Lemma 3.3 is used
instead of (3.27). The result can be rewritten and estimated further, leading to
Cn
sin(ϑ)
2
ρn+1 + |z − E(n)g |
+
∥∥∥ Pn
E
(n)
g − z
∥∥∥
≤ Cn
sin(ϑ)
2
ρn + |z − E(n)g |
+
3
2
2
|E(n)g − z|+ sin(ϑ)16 ρn+1
≤
(
Cn + 24
) 1
sin(ϑ)
2
ρn+1 + |z − E(n)g |
, (3.67)
which yields the desired bounds as both Cn and
1
sin(ϑ)
are greater than one.
With this estimate in place, one may now begin to establish the bounds needed for
the Neumann series expansion.
Lemma 3.6. Let W
(n,n+1)
m1,m2 with m1,m2 ∈ {0, 1, 2} such that m1 + m2 = 2 denote
the interaction terms involving the coupling function restricted to ρn+1 ≤ |k| ≤ ρn
and H
(n,n+1)
ph = 1
(n) ⊗ H(n,n+1)ph denote the part of the photon field Hamiltonian acting
on F (n,n+1) respectively. Then for ε > 0 and φ ∈ F (n+1), the following norm bounds hold∥∥W˜ (n,n+1)m1,m2 φ∥∥ ≤ Cm1,m2ϑd
∫
{ρn+1≤|k|≤ρn}
( 1
ω(k)
+
1
ε
)∣∣Gθ(k)∣∣2 d3k ∥∥(H(n,n+1)ph + ε)φ∥∥ (3.68)∥∥(W˜ (n,n+1)2,0 + W˜ (n,n+1)1,1 + W˜ (n,n+1)0,2 )(H(n,n+1)ph + ε)−1∥∥
≤ C
ϑd
∫
{ρn+1≤|k|≤ρn}
( 1
ω(k)
+
1
ε
)∣∣Gθ(k)∣∣2 d3k, (3.69)
where the constants Cm1,m2 , C > 0 neither depend on n nor θ. In particular, one may
chose the constant in (3.69) as C = 10.
Proof. To derive the second inequality, the estimates for W
(n,n+1)
2,0 , W
(n,n+1)
1,1 and W
(n,n+1)
0,2
need to be developed first. First, we consider W
(n,n+1)
0,2 . By continuity and the Cauchy-
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Schwarz inequality, the term may be written as∥∥W (n,n+1)0,2 φ∥∥2 = ∫ 〈w(n,n+1)0,2 a(k1)a(k2)φ∣∣w(n,n+1)0,2 a(k3)a(k4)φ〉 dk1dk2dk3dk4
≤
∫ (∥∥w(n,n+1)0,2 a(k1)a(k2)φ∥∥ · ∥∥w(n,n+1)0,2 a(k3)a(k4)φ∥∥) dk1dk2dk3dk4
≤
(∫ ∥∥w(n,n+1)0,2 ∥∥ · ∥∥a(k1)a(k2)φ∥∥ dk1dk2)2, (3.70)
with dkj denoting d
3kj for readability. Since w0,2 is a function of H
(n+1)
ph , the spectral
theorem and an argument similar to the one used in the proof of Lemma 2.1 lead to(∫
sup
r≥ρn+1
∣∣w(n,n+1)0,2 ∣∣ · ∥∥a(k1)a(k2)φ∥∥ dk1dk2)2 (3.71)
≤
(∫
sup
r≥ρn+1
∣∣w(n,n+1)0,2 (r)∣∣2 dk1dk2ω(k1)ω(k2)
)(∫
ω(n,n+1)(k1)ω
(n,n+1)(k2)
∥∥a(k1)a(k2)φ∥∥ dk1dk2),
with ω(n,n+1) denoting 1Bn\Bn+1ω. The second term can now be identified as ‖H(n,n+1)ph φ‖2.
Inserting the definition of w0,2 then yields for the first term∫
sup
r≥ρn+1
∣∣w(n,n+1)0,2 (r)∣∣2 dk1dk2ω(k1)ω(k2) ≤ sups≥ρn+1 1|e−θs− z|2
(∫ ∣∣G(n,n+1)
θ¯
(k)
∣∣2
ω(k)
dk
)2
. (3.72)
Here, the term |e−θs−z| can once more be estimated geometrically by the bound ϑd using
the same argument as in Lemma 3.4. Reassembling the two terms now leads to∥∥W (n,n+1)0,2 φ∥∥ ≤ 1ϑd
∫
1
ω(k)
∣∣G(n,n+1)
θ¯
(k)
∣∣2 dk ∥∥H(n,n+1)ph φ∥∥
≤ 1
ϑd
∫ ( 1
ω(k)
+
1
ε
)∣∣G(n,n+1)
θ¯
(k)
∣∣2 dk ∥∥(H(n,n+1)ph + ε)φ∥∥, (3.73)
with the last inequality holding for any ε > 0, yielding the desired norm bound and the
constant C0,2 = 1. The next term to be considered is W
(n,n+1)
1,1 . We rewrite the term as∥∥W (n,n+1)1,1 φ∥∥2 = ∫ 〈a∗(k1)w(n,n+1)1,1 a(k2)∣∣a∗(k3)w(n,n+1)1,1 a(k4)〉 dk1dk2dk3dk4
=
∫ 〈
φ
∣∣a∗(k2)(w(n,n+1)1,1 )∗a(k1)a∗(k3)w(n,n+1)1,1 a(k4)〉 dk1dk2dk3dk4
=
∫ 〈
φ
∣∣a∗(k3)a∗(k2)(w(n,n+1)1,1 )∗w(n,n+1)1,1 a(k1)a(k4)〉 dk1dk2dk3dk4
+
∫ 〈
φ
∣∣a∗(k2)(w(n,n+1)1,1 )∗w(n,n+1)1,1 a(k4)〉 dk1dk2dk4 (3.74)
Note that it is w
(n,n+1)
1,1 = w
(n,n+1)
1,1 [H
(n+1)
ph +ω(k1)] after applying the pull-through formulae
in the last step. Similarly, it is (w
(n,n+1)
1,1 )
∗ = (w(n,n+1)1,1 [H
(n+1)
ph + ω(k3)])
∗. Let I1 and I2
denote the first and second summand of the above result respectively. First, it is
I1 =
∫ 〈
φ
∣∣a∗(k3)a∗(k2)(w(n,n+1)1,1 )∗w(n,n+1)1,1 a(k1)a(k4)〉 dk1dk2dk3dk4
=
∫ 〈
w
(n,n+1)
1,1 a(k2)a(k3)φ
∣∣w(n,n+1)1,1 a(k1)a(k4)〉 dk1dk2dk3dk4, (3.75)
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which can be treated similarly to W
(n,n+1)
0,2 , yielding
I1 ≤ 4
(ϑd)2
∫ ∣∣1n,n+1(k1)Gθ¯(k1)1n,n+1(k2)Gθ(k2)∣∣2
ω(k1)ω(k2)
dk1dk2
∥∥H(n,n+1)ph φ∥∥2
≤ 4
(ϑd)2
(∫
{ρn+1≤|k|≤ρn}
( 1
ω(k)
+
1
ε
)∣∣Gθ(k)∣∣2dk)2 ∥∥(H(n,n+1)ph + ε)φ∥∥2. (3.76)
The next term to be considered is I2. The argument can be applied similarly, however,
note that w
(n,n+1)
1,1 = w
(n,n+1)
1,1 [H
(n+1)
ph , k1, k2, k1, k4], i.e. both terms involving Gθ¯ depend
on k1. Applying the Cauchy-Schwarz inequality yields
I2 =
∫ 〈
φ
∣∣a∗(k2)(w(n,n+1)1,1 )∗w(n,n+1)1,1 a(k4)〉 dk1dk2dk4
≤
∫ ∥∥w(n,n+1)1,1 a(k2)φ∥∥ · ∥∥w(n,n+1)1,1 a(k4)∥∥ dk1dk2dk4. (3.77)
Inserting the definition of w1,1 and applying a similar argument as previously leads to
I2 ≤ 4
(ϑd)2
(∫
{ρn+1≤|k|≤ρn}
∣∣Gθ(k)∣∣2
ε
dk
)(∫
{ρn+1≤|k|≤ρn}
∣∣Gθ(k)∣∣2
ω(k)
dk
) ∥∥(H(n,n+1)ph + ε)φ∥∥2
≤ 4
(ϑd)2
(∫
{ρn+1≤|k|≤ρn}
( 1
ω(k)
+
1
ε
)∣∣Gθ(k)∣∣2 d3k)2∥∥(H(n,n+1)ph + ε)φ∥∥2. (3.78)
The final estimate for W
(n,n+1)
1,1 now follows from∥∥W (n,n+1)1,1 ∥∥ ≤√I1 + I2 ≤√I1 +√I2 (3.79)
and adding the different bounds established above, yielding C1,1 = 4. The last term to be
considered is W
(n,n+1)
2,0 . Taking the same approach as previously, one arrives at∥∥W (n,n+1)2,0 φ∥∥2 = ∫ 〈a∗(k1)a∗(k2)w(n,n+1)2,0 ∣∣a∗(k3)a∗(k4)w(n,n+1)2,0 〉 dk1dk2dk3dk4 (3.80)
=
∫ 〈
φ
∣∣(w(n,n+1)2,0 )∗a(k2)a(k1)a∗(k3)a∗(k4)w(n,n+1)2,0 φ〉 dk1dk2dk3dk4.
Applying the canonical commutation relations to rearrange the operators leads to
a(k2)a(k1)a
∗(k3)a∗(k4) = a∗(k3)a∗(k4)a(k2)a(k1)
+ δ(k2 − k4)a∗(k3)a(k1) + δ(k3 − k1)a∗(k4)a(k2)
+ δ(k2 − k3)a∗(k4)a(k1) + δ(k1 − k4)a∗(k3)a(k2)
+ δ(k1 − k3)δ(k2 − k4) + δ(k1 − k4)δ(k2 − k3). (3.81)
The result can now be inserted back into the integral, yielding a total of seven terms.
The first of them, including two creation and annihilation operators each, can be treated
similarly to the one occurring for W
(n,n+1)
0,2 and in I1. The following four terms, each
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including only one creation and one annihilation operator, yield similar calculations as
done for I2. Considering one of the remaining terms leads to the estimate
I3 :=
∫ 〈
φ
∣∣(w(n,n+1)2,0 )∗δ(k1 − k3)δ(k2 − k4)w(n,n+1)2,0 φ〉 dk1dk2dk3dk4
≤ 1
(ϑd)2
(∫
{ρn+1≤|k|≤ρn}
∣∣Gθ(k)∣∣2 dk)2 ‖φ‖2. (3.82)
The second term can be treated similarly and yields the same bound. Taking the square
root and expanding the term now leads to√
I3 ≤ 1
ϑd
(∫
{ρn+1≤|k|≤ρn}
∣∣Gθ(k)∣∣2 dk) ‖φ‖
≤ 1
ϑd
(∫
{ρn+1≤|k|≤ρn}
1
ε
∣∣Gθ(k)∣∣2 dk) ‖εφ‖
≤ 1
ϑd
(∫
{ρn+1≤|k|≤ρn}
( 1
ω
+
1
ε
)∣∣Gθ(k)∣∣2 dk) ∥∥(H(n+1)ph + ε)φ∥∥. (3.83)
The bound for ‖W (n,n+1)2,0 φ‖ now follows by adding the bounds for the different terms,
leading to C2,0 = 5 and completing the proof of (i). Expanding∥∥(W˜ (n,n+1)2,0 + W˜ (n,n+1)1,1 + W˜ (n,n+1)0,2 )∥∥ ≤ ∥∥W˜ (n,n+1)2,0 φ∥∥+ ∥∥W˜ (n,n+1)1,1 φ∥∥+ ∥∥W˜ (n,n+1)0,2 ∥∥ (3.84)
and choosing φ =
(
H
(n,n+1)
ph + ε
)−1
ψ as done for the proof of Lemma 2.1 now yields (3.69)
with C = 10 by adding the constants.
Lemma 3.7. Let z ∈ A˜n and |z − E(n)g | ≥ sin(ϑ)16 ρn+1. Then the norm bound∥∥(H(n,n+1)ph + ρn+1)H˜(n)g0,g(z)−1∥∥ ≤ 100 Cnsin(ϑ) (3.85)
holds. Here, the constant Cn is the same as in (3.27).
Proof. Recall that H˜
(n)
g0,g(z) is given by (3.62) and note that
H
(n+1)
ph = H
(n)
ph ⊗ 1(n,n+1) + 1(n) ⊗H(n,n+1)ph . (3.86)
The identity operators are omitted in the following calculations, i.e., (3.86) is written
as H
(n+1)
ph = H
(n)
ph + H
(n,n+1)
ph . Observe that applying the spectral theorem for H
(n,n+1)
ph to
the term to be estimated leads to∥∥(H(n,n+1)ph + ρn+1)H˜(n)g0,g(z)−1∥∥
=
∥∥(H(n,n+1)ph + ρn+1)[2− z + e−θ(H(n)ph +H(n,n+1)ph )− g20W0,0(H(n)ph +H(n,n+1)ph )
− g2(W˜ (n)2,0 (H(n)ph +H(n,n+1)ph )+ W˜ (n)1,1 (H(n)ph +H(n,n+1)ph )+ W˜ (n)0,2 (H(n)ph +H(n,n+1)ph ))]−1∥∥
= sup
r∈σ
(
H
(n,n+1)
ph
) ∥∥(r + ρn+1)[2− z + e−θ(H(n)ph + r)− g20W0,0(H(n)ph + r)
− g2(W˜ (n)2,0 (H(n)ph + r)+ W˜ (n)1,1 (H(n)ph + r)+ W˜ (n)0,2 (H(n)ph + r))]−1∥∥
= sup
r∈σ
(
H
(n,n+1)
ph
) ∥∥(r + ρn+1)H(n)g0,g(z − e−θr)∥∥. (3.87)
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The result can directly be estimated using Lemma 3.5. By the definition of the operator,
it is σ
(
H
(n,n+1)
ph
) ⊂ {0} ∪ [ρn+1,∞) such that the term can be split up, leading to
sup
r∈σ
(
H
(n,n+1)
ph
) ∥∥(r + ρn+1)H(n)g0,g(z − e−θr)−1∥∥
= max
{
ρn+1
∥∥H(n)g0,g(z)−1∥∥, sup
r≥ρn+1
(r + ρn+1)
∥∥H(n)g0,g(z − e−θr)∥∥}
≤ max
{45 Cn
sin(ϑ)
, sup
r≥ρn+1
(r + ρn+1)
25 Cn
sin(ϑ)
2
ρn+1 + |E(n)g − z + e−θr|
}
(3.88)
using the restrictions on z from the assumptions of the lemma. For the second entry, a geo-
metric argument is used to obtain the desired bound. Recall the shape of A˜n from Figure 9
and note that the term can be interpreted as the distance between the line {e−θr|r ≥ ρn+1}
and the set consisting of the possible values for z −E(n)g . By the definition of the set A˜n,
it is
Im
(
z − E(n)g
) ≥ Im(E(n)g )− sin(ϑ)2 ρn+1 − Im(E(n)g ) = −sin(ϑ)2 ρn+1, (3.89)
which suggests a similar approach to Lemma 3.1 in the induction hypothesis. Choose
a value z0 ∈ A˜ such that the minimum in (3.89) is attained, i.e., Im(z0) = − sin(ϑ)2 ρn+1.
Estimating the distance to the line {e−θr|r ≥ ρn+1} now leads to
|z − E(n)g − e−θr| ≥
∣∣∣− sin(ϑ)
2
ρn+1 + r sin(ϑ)
∣∣∣ ≥ sin(ϑ)
4
(r + ρn+1) (3.90)
by only considering the imaginary part. This implies that
(r + ρn+1) · 25 Cnsin(ϑ)
2
ρn+1 +
sin(ϑ)
4
(ρn+1 + r)
≤ 100 Cn
sin(ϑ)
(3.91)
holds uniformly in r ≥ ρn+1 when the estimate is applied to the second term in (3.88).
The bound can now be assembled to yield∥∥(H(n,n+1)ph + ρn+1)H˜(n)g0,g(z)−1∥∥ ≤ max{45 Cnsin(ϑ) , 100 Cnsin(ϑ) } = 100 Cnsin(ϑ) , (3.92)
which is exactly (3.85) and, therefore, completes the proof.
As the next step, the existence of H
(n+1)
g0,g (z)
−1 is considered using a Neumann series
expansion. Here, the results of Lemmas 3.6 and 3.7 can be assembled to show convergence
and, therefore, establish the existence of the resolvent of H
(n+1)
g by the isospectrality of
the Feshbach-Schur map.
Theorem 3.8. Let z ∈ A˜n\
{
E
(n)
g
}
with
∣∣z−E(n)g ∣∣ ≥ sin(ϑ)16 ρn+1 and choose the parameters
g, ρ0 and γ such that
ρ0 ≤
( 1
43
)4
, γ <
( 1120
sin(ϑ)
+
600
ϑd · sin(ϑ)
)4
, g2 · 4100C
2
fpi
sin(ϑ)γϑd
<
1
2
, (3.93)
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which implies the relation ρ
1
4
nCn < 1. Then the norm bound∥∥H(n+1)g0,g (z)−1∥∥ ≤ 2 ∥∥H˜(n)g0,g(z)−1∥∥ (3.94)
holds and z lies in the resolvent set of H
(n+1)
g .
Proof. With the invertibility of H˜
(n)
g0,g(z) already established, we use Neumann series ex-
pansion to write
H(n+1)g0,g (z)
−1 =
∞∑
j=1
H˜(n)g0,g(z)
−1
[(
g20W˜
(n,n+1)
0,0 + g
2
(
W˜
(n,n+1)
2,0 + W˜
(n,n+1)
1,1
+ W˜
(n,n+1)
0,2
))
H˜(n)g0,g(z)
−1
]j
(3.95)
with the series converging when the norm of the operator in square brackets is less than
one. Expanding part of the term yields
g2 · ∥∥(W˜ (n,n+1)2,0 + W˜ (n,n+1)1,1 + W˜ (n,n+1)0,2 )H˜(n)g0,g(z)−1∥∥ (3.96)
≤ g2 · ∥∥(W˜ (n,n+1)2,0 + W˜ (n,n+1)1,1 + W˜ (n,n+1)0,2 )(H(n,n+1)ph + ε)−1∥∥ · ∥∥(H(n,n+1)ph + ε)H˜(n)g0,g(z)−1∥∥
Here, Lemmas 3.6 and 3.7 can be applied. Note that the choice ε = ρn+1 yields the best
estimate for the first term such that it can be estimated by
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ϑd
∫
{ρn+1≤|k|≤ρn}
( 1
ω(k)
+
1
ε
)∣∣Gθ(k)∣∣2 d3k ≤ 20
ϑdρn+1
∫
{ρn+1≤|k|≤ρn}
∣∣Gθ(k)∣∣2 d3k. (3.97)
Next, the definition of Gθ is inserted and the integrand is estimated once more. The
integral can then be calculated using spherical coordinates, leading to∫
{ρn+1≤|k|≤ρn}
∣∣Gθ(k)∣∣2 d3k = 2pi C2f (ρ2n − ρ2n+1) ≤ 2pi C2f ρ2n. (3.98)
Here, Cf denotes the maximal value of |f(k)| for k ∈ B(0, ρ0). In particular, the estimate
for f is uniform in n and, therefore, yields a constant that is independent of the infrared
cutoff. The constants can now be assembled, implying
g2 · ∥∥(W˜ (n,n+1)2,0 + W˜ (n,n+1)1,1 + W˜ (n,n+1)0,2 )H˜(n)g0,g(z)−1∥∥ ≤ g2 · 4000C2fpisin(ϑ)γϑd · Cn · ρn. (3.99)
The last term to be estimated is the one involving W
(n,n+1)
0,0 . It can be expanded in the
same way. Here, the bound follows from Lemma 3.7, the spectral theorem as well as the
constants and intermediate results from the previous calculation, leading to
∥∥W (n,n+1)0,0 (H(n,n+1)ph + ρn+1)−1∥∥ ≤ ∫ sup
s≥ρn+1
1Bn\Bn+1(k)
∣∣Gθ(k)Gθ(k)∣∣
|e−θs− z| dk · supr≥ρn+1
1
r + ρn+1
≤ 4piC
2
f
ϑd
1
2
ρ2n ·
1
2ρn+1
=
piC2f
γϑd
· ρn. (3.100)
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Collecting all the constants now yields
g2 · ∥∥(W (n,n+1)0,0 + W˜ (n,n+1)2,0 + W˜ (n,n+1)1,1 + W˜ (n,n+1)0,2 )H˜(n)g0,g(z)−1∥∥
≤ g2 · 4100piC
2
f
sin(ϑ)γϑd
· Cn ρn < 1
2
· ρ
3
4
n <
1
2
. (3.101)
by choosing g0 = g and inserting (3.93). In total, the calculations establish an exponential
decay in the form of a positive power of ρn that allows to balance out the exponential
growth of the constant Cn for increasing n. This implies the convergence of the Neumann
series as well as the bound ∥∥H(n+1)g0,g (z)−1∥∥ ≤ 2 ∥∥H˜(n)g0,g(z)−1∥∥ (3.102)
by applying the above estimate and calculating the value of the convergent geometric
series. The existence of (H
(n+1)
g −z)−1 now follows from the isospectrality of the Feshbach-
Schur map.
Theorem 3.8 is crucial to the induction as it allows for a single restriction on the
coupling constant for any n ∈ N, thus avoiding an adjustment that depends on the
infrared cutoff. As (H
(n+1)
g − z)−1 is well-defined for z ∈ γ(n+1)n , the existence of the
projection P (n+1) follows.
Estimating the Difference of the Projections
As the difference of P˜ (n) and P (n+1) can be stated as an operator-valued integral, we start
by estimating the integrand.
Theorem 3.9. Let z ∈ A˜n \
{
E
(n)
g
}
with
∣∣z − E(n)g ∣∣ ≥ sin(ϑ)16 ρn+1 and assume that (3.93)
holds. Further, choose the coupling constant g such that
g <
[
CFS
(∥∥∥ G√
ω
∥∥∥
L2
+ ‖G‖L2
)]−1
. (3.103)
Then the following norm bound holds true∥∥(H(n+1)g −z)−1−(H(n)g −z)−1∥∥ ≤ g · 600√pi
γ
(
sin(ϑ)
)2 CFS Cf ·ρ− 34n + 400
γ
(
sin(ϑ)
)2 ·ρ− 12n . (3.104)
Proof. The existence of the operator is ensured by Theorem 3.8. With H
(n+1)
g0,g (z) and its
norm already calculated, one can now use the isospectrality of the Feshbach-Schur map
to transfer the results to the actual resolvent, leading to(
H(n+1)g − z
)−1 − (H(n)g − z)−1
=
[P − P(e−θH(n+1)ph − z)−1gσ1P↑ ⊗ Φ(n+1)θ ]H(n+1)g0,g (z)−1[P − gP↑σ1 ⊗ Φ(n+1)θ (e−θH(n+1)ph − z)−1P]
− [P − P(e−θH(n+1)ph − z)−1gσ1P↑ ⊗ Φ(n)θ ]H˜(n)g0,g(z)−1[P − gP↑σ1 ⊗ Φ(n)θ (e−θH(n+1)ph − z)−1P]. (3.105)
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Note that the summand appearing at the end of the respective terms cancels out due to
it equalling (e−θH(n+1)ph − z)−1 for both operators. Note that the first terms that result
from expanding the brackets can be written as
PH(n+1)g0,g (z)−1P − PH˜(n)g0,g(z)−1P = P
[
H(n+1)g0,g (z)
−1 − H˜(n)g0,g(z)−1
]P . (3.106)
where the operator in its middle is given by the difference of the inverses of the Feshbach-
Schur map of H
(n+1)
g and H˜
(n)
g respectively. This form is also aimed for when treating the
other terms. We rewrite
− PH(n+1)g0,g (z)−1gP↑σ1 ⊗ Φ(n+1)θ
(
e−θH(n+1)ph − z
)−1P
+ PH˜(n)g0,g(z)−1gP↑σ1 ⊗ Φ(n)θ
(
e−θH(n+1)ph − z
)−1P
= −P[H(n+1)g0,g (z)−1 − H˜(n)g0,g(z)−1]gP↑σ1 ⊗ Φ(n+1)θ (e−θH(n+1)ph − z)−1P
− PH˜(n)g0,g(z)−1gP↑σ1 ⊗
[
Φ
(n+1)
θ − Φ(n)θ
](
e−θH(n+1)ph − z
)−1P . (3.107)
Similarly, it follows that
− P(e−θH(n+1)ph − z)−1gσ1P↑ ⊗ Φ(n+1)θ H(n+1)g0,g (z)−1P
+ P(e−θH(n+1)ph − z)−1gσ1P↑ ⊗ Φ(n)θ H˜(n)g0,g(z)−1P
= −P(e−θH(n+1)ph − z)−1gσ1P↑ ⊗ Φ(n+1)θ [H(n+1)g0,g (z)−1 − H˜(n)g0,g(z)−1]P
− P(e−θH(n+1)ph − z)−1gσ1P↑ ⊗ [Φ(n+1)θ − Φ(n)θ ]H(n+1)g0,g (z)−1P . (3.108)
The remaining terms can be treated in the same way, leading to
P(e−θH(n+1)ph − z)−1gσ1P↑ ⊗ Φ(n+1)θ H(n+1)g0,g (z)−1gP↑σ1 ⊗ Φ(n+1)θ (e−θH(n+1)ph − z)−1P
− P(e−θH(n+1)ph − z)−1gσ1P↑ ⊗ Φ(n)θ H˜(n)g0,g(z)−1gP↑σ1 ⊗ Φ(n)θ (e−θH(n+1)ph − z)−1P
= P(e−θH(n+1)ph − z)−1gσ1P↑ ⊗ Φ(n)θ [H(n+1)g0,g (z)−1 − H˜(n)g0,g(z)−1]
gP↑σ1 ⊗ Φ(n+1)θ
(
e−θH(n+1)ph − z
)−1P
+ P(e−θH(n+1)ph − z)−1gσ1P↑ ⊗ [Φ(n+1)θ − Φ(n)θ ]H(n+1)g0,g (z)−1
gP↑σ1 ⊗ Φ(n+1)θ
(
e−θH(n+1)ph − z
)−1P
− P(e−θH(n+1)ph − z)−1gσ1P↑ ⊗ Φ(n)θ H˜(n)g0,g(z)−1
gP↑σ1 ⊗
[
Φ
(n+1)
θ − Φ(n)θ
](
e−θH(n+1)ph − z
)−1P . (3.109)
The first term of each result can now be regrouped to yield[P − P(e−θH(n+1)ph − z)−1gσ1P↑ ⊗ Φ(n)θ ][H(n+1)g0,g (z)−1 − H˜(n)g0,g(z)−1)]
· [P − gP↑σ1 ⊗ Φ(n+1)θ (e−θH(n+1)ph − z)−1P], (3.110)
which is the form that has been aimed for. Note that all the remaining terms now, too,
involve differences. The estimate for the operators including [Φ
(n+1)
θ − Φ(n)θ ] is explicitly
carried out for one of them here and can be done similarly for the three remaining terms
of the same form. First, we split up the term as∥∥PH˜(n)g0,g(z)−1gP↑σ1 ⊗ [Φ(n+1)θ − Φ(n)θ ](e−θH(n+1)ph − z)−1P∥∥
≤ g · ∥∥H˜(n)g0,g(z)−1∥∥ · ∥∥[Φ(n+1)θ − Φ(n)θ ](e−θH(n+1)ph − z)−1∥∥, (3.111)
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recalling that it is ‖P‖ = ‖P‖ = 1 and ‖σ1‖ = 1. The individual factors can now be
estimated by Lemma 3.5 and similar calculations to Lemma 3.4. Note, however, that the
function considered here is 1Bn\Bn+1Gθ and that the integrals, therefore, can be calcu-
lated similarly to Theorem 3.8, yielding a positive power of ρn. For the terms involv-
ing ‖H(n+1)g0,g (z)−1‖, Theorem 3.8 is used instead of Lemma 3.5. The constants are now
assembled to yield
g · ∥∥H˜(n)g0,g(z)−1∥∥ · ∥∥[Φ(n+1)θ − Φ(n)θ ](e−θH(n+1)ph − z)−1∥∥
< g · 100
√
pi
γ
(
sin(ϑ)
)2 CFS Cf · ρ− 34n , (3.112)
when the restrictions on z and the parameters are inserted. Note that Lemma 3.4 needs
to be applied twice for the terms obtained from (3.109), yielding an additional constant.
Since these terms also include an additional power of g, (3.103) allows estimating this
contribution by one. The last term to be estimated is given by∥∥[P − P(e−θH(n+1)ph − z)−1gσ1P↑ ⊗ Φ(n)θ ][H(n+1)g0,g (z)−1 − H˜(n)g0,g(z)−1]
· [P − gP↑σ1 ⊗ Φ(n+1)θ (e−θH(n+1)ph − z)−1P]∥∥
≤ (1 + g∥∥(e−θH(n+1)ph − z)−1Φ(n)θ ∥∥) · ∥∥(H(n+1)g0,g (z)−1 − H˜(n)g0,g(z)−1∥∥
· (1 + g∥∥(e−θH(n+1)ph − z)−1Φ(n+1)θ ∥∥). (3.113)
Here, the estimate for the first term follows directly from Lemma 3.4, yielding
g · ∥∥(e−θH(n+1)ph − z)−1Φ(n)θ ∥∥ ≤ g · CFS(∥∥∥ G√ω∥∥∥L2 + ‖G‖L2) < 1 (3.114)
together with the assumptions of the theorem. The same relation can be applied for the
term involving Φ
(n+1)
θ , allowing to estimate both brackets in (3.113) by two respectively.
The last term can be rewritten using the second resolvent identity since both operators
appearing in the difference are of the form (A− z)−1 for suitable operators A. This yields∥∥H(n+1)g0,g (z)−1 − H˜(n)g0,g(z)−1∥∥ ≤ ∥∥H(n+1)g0,g (z)−1∥∥ · ∥∥[H(n+1)g0,g (z)− H˜(n)g0,g(z)]H˜(n)g0,g(z)−1∥∥,
(3.115)
which implies that the desired bound can be assembled from (3.94), (3.64) and (3.101).
This implies that ∥∥H(n+1)g0,g (z)−1 − H˜(n)g0,g(z)−1∥∥ < 100
γ
(
sin(ϑ)
)2 · ρ− 12n , (3.116)
which yields a bound for (3.113) when multiplied by four. The bounds can now be assem-
bled to yield the constants given in the claim of the theorem.
With the difference of the resolvents estimated, one can directly proceed to treat the
projections defined from them.
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Corollary 3.10 (Establishing (3.26) for the induction step). Under the assumptions of
Theorem 3.9, choose the coupling constant such that it additionally satisfies
g <
[3
2
√
piCFSCf
]−1
(3.117)
then the following norm bound holds∥∥P (n+1) − P˜ (n)∥∥ ≤ 100
sin(ϑ)
ρ
1
4
n . (3.118)
Further, P (n+1) is a rank-one projection.
Proof. Recall that γ
(n+1)
n denotes the curve along the circle with radius r(n+1) =
sin(ϑ)
8
ρn+1
centered at E
(n)
g . It now follows that
∥∥P (n+1) − P˜ (n)∥∥ = 1
2pi
∣∣∣∣∣
∣∣∣∣∣
∫
γ
(n+1)
n
[
1
H
(n+1)
g − z
− 1
H˜
(n)
g − z
]
dz
∣∣∣∣∣
∣∣∣∣∣
≤ 1
2pi
· 2pir(n+1)∥∥(H(n+1)g − z)−1 − (H(n)g − z)−1∥∥, (3.119)
which yields the desired estimate by applying Theorem 3.10. This yields the bound
r(n+1) · ∥∥(H(n+1)g − z)−1 − (H(n)g − z)−1∥∥ ≤ 100sin(ϑ)ρ 14n (3.120)
when (3.117) is inserted. This implies, in particular, that (3.32) holds for m = n + 1.
Using (3.30), it now follows that∥∥P (n+1) − P˜ (n)∥∥ ≤ 1
5
·
(1
5
)n
< 1, (3.121)
which implies that P (n+1) is a rank-one projection.
Difference of the Eigenvalues
As a direct consequence of Corollary 3.10, the existence of an eigenvalue En+1g of H
(n+1)
g
in the complex vicinity of E
(n)
g is implied. Note that the distance of these two numbers is,
by construction, smaller than sin(ϑ)
16
ρn+1. The bound can be improved to also include the
coupling constant. This is the content of the following theorem.
Theorem 3.11 (Establishing (3.23) for the induction step). Let g, ρ0, γ > 0 such that the
parameters satisfy the assumptions of Theorem 3.9. Then the following bound holds true∣∣E(n+1)g − E(n)g ∣∣ ≤ 9√piCf · gρn (3.122)
Proof. Remembering that P (n+1) and P˜ (n) project to the eigenspaces corresponding to E
(n+1)
g
and E
(n)
g , respectively, consider
P (n+1)
(
H(n+1)g − H˜(n)g
)
P˜ (n) =
(
E(n+1)g − E(n)g
)
P (n+1)P˜ (n), (3.123)
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which leads to an expression of the energy difference in terms of the operators already
studied. Applying the norm and rearranging the terms leads to∣∣E(n+1)g − E(n)g ∣∣ ≤ 1∥∥P (n+1)P˜ (n)∥∥∥∥P (n+1)gΦ(n,n+1)θ P˜ (n)∥∥. (3.124)
Estimating the right-hand side now yields the desired bound. For the first factor note∥∥P (n+1)P˜ (n)∥∥ = ∥∥P˜ (n) − P (n+1)P˜ (n)∥∥ ≥ ∥∥P˜ (n)∥∥− ∥∥P (n+1)P˜ (n)∥∥, (3.125)
where the second term may be rewritten as
P (n+1)P˜ (n) =
(
P˜ (n) + P˜ (n) − P (n+1))P˜ (n) = (P˜ (n) − P (n+1))P˜ (n). (3.126)
Using Corollary 3.10, this leads to the estimate∥∥P (n+1)P˜ (n)∥∥ ≤ ∥∥P˜ (n) − P (n+1)∥∥ · ∥∥P˜ (n)∥∥ ≤ 1
5
(1
5
)n
· 3
2
< 1. (3.127)
Here, (3.30) was used to calculate an explicit bound. This yields
1∥∥P (n+1)P˜ (n)∥∥ ≤ 132 − 1 = 2 (3.128)
The only term left to estimate is∥∥P (n+1)gΦ(n,n+1)θ P˜ (n)∥∥ = g · ∥∥P (n+1)σ1P (n) ⊗ a∗(G(n,n+1)PΩ(n,n+1)∥∥. (3.129)
Here, both P (n+1) and P (n) can be bounded in norm by 3
2
and it is ‖σ1‖ = 1. Applying the
relation a(G(n,n+1))Ω(n,n+1) = 0 following from the definition of the annihilation operator
now yields ∥∥a∗(G(n,n+1))PΩ(n,n+1)∥∥ ≤ √4piCf · ρn (3.130)
recalling that Cf = maxz∈D(0,ρ0) |f(z)|. This implies the desired bound when the constants
are assembled.
Closing the Induction Step
The only point left to consider is establishing (3.27) for the induction step to close the
argument. As a first step, the norm of the resolvent of H
(n+1)
g is considered following an
argument similar to [3, Theorem 6.29].
Lemma 3.12. Let z ∈ A˜n \
{
E
(n)
g
}
with
∣∣z − E(n)g ∣∣ ≥ sin(ϑ)16 ρn+1 and assume that the
parameters satisfy the assumptions of Theorem 3.9. Then the following norm bound holds
true ∥∥(H(n+1)g − z)−1∥∥ ≤ ( 224sin(ϑ) + 120ϑd · sin(ϑ)) Cnsin(ϑ)
2
ρn+1 + |z − E(n)g |
. (3.131)
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Proof. By the isospectrality of the Feshbach map and Theorem 3.8, the resolvent of H
(n+1)
g
exists for the values of z considered. Recall that it is(
H(n+1)g − z
)−1
=
[P − P(e−θH(n+1)ph − z)−1gσ1P↑ ⊗ Φ(n+1)θ ]H(n+1)g0,g (z)−1
· [P − gP↑σ1 ⊗ Φ(n+1)θ (e−θH(n+1)ph − z)−1P]+ (e−θH(n+1)ph − z)−1. (3.132)
Considering the norm now leads to∥∥(H(n+1)g − z)−1∥∥ ≤ (1 + g∥∥(e−θH(n+1)ph − z)−1Φ(n+1)θ ∥∥) · ∥∥H(n+1)g0,g (z)−1∥∥
· (1 + g∥∥Φ(n+1)θ (e−θH(n+1)ph − z)−1∥∥)+ ∥∥(e−θH(n+1)ph − z)−1∥∥. (3.133)
Here, the first summand can be treated similarly to Theorem 3.9, by applying Lemma 3.4
and the restrictions on g for the terms in the brackets as well as Theorems 3.8 and 3.5.
This leaves only the last term of (3.133) to consider. First, it follows from the spectral
theorem that ∥∥(e−θH(n+1)ph − z)−1∥∥ = sup
r∈σ
(
H
(n+1)
ph
) 1|e−θr − z| . (3.134)
Recall that σ(H
(n+1)
ph ) ⊆ {0}∪ [ρn+1,∞). Once more, the term is interpreted geometrically
to obtain the desired bound. As opposed to Lemma 3.4, which only required a finite bound
on the norm, the estimate here needs to yield a term that can be rewritten to the match
the claim of the lemma. First, consider z such that Re(z) > 0. For this subeset of A˜n, the
absolute value of z is bounded. It can be estimated by 5
2
(recall Figure 12 and Lemma 3.4).
Bounding |e−θr − z| by ϑd again, it follows that
|z|
|e−θr − z| ≤
5
2
1
ϑd
, Re(z) > 0, (3.135)
which can be rearranged to yield
1
|e−θr − z| ≤
5
2ϑd
1
|z| =
5
2ϑd
1
|z − 0| , Re(z) > 0. (3.136)
Note that the estimate now explicitly includes the distance from z to the origin. For the
values of z satisfying Re(z) ≤ 0, the absolute value |z| can not be bounded. Here, the same
estimate as in Lemma 3.4 is used. Taking all values of z permitted by the assumptions of
the lemma into account, the bound
1
|e−θr − z| ≤ min
{ 5
2ϑd
1
|z| ,
1
ϑd
}
≤ 5
2ϑd
1
|z| (3.137)
follows. The term introduced in (3.135) and (3.136) now yields the tool to rewrite the
result in the desired form. Consider two points z1 and z2 in the complex plane and a real
number λ > 1. Then the set of points z ∈ C satisfying the equation λ|z − z1| = |z − z2| is
a circle with radius λ
λ2−1 |z1 − z2| centered at z1 + 1λ2−1(z1 − z2). When the equality sign is
replaced by an inequality sign and the z ∈ C satisfying λ|z − z1| ≥ |z − z2| are considered,
the solution set is given by the complex plane without the interior of the circle. Observe
dist
(
0, A˜n
) ≥ sin(ϑ) (3.138)
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which follows from (3.52) and the assumptions on the parameters. Next, consider λ = 3
sin(ϑ)
and note that it is ( λ
λ2 − 1 +
1
λ2 − 1
)
· ∣∣E(n)g ∣∣ < sin(ϑ). (3.139)
Since E
(n)
g is included in the rectangle [2− ρ04 , 2 + ρ04 ] + i[− sin(ϑ)4 ρ0, sin(ϑ)4 ρ0] ⊂ A, its ab-
solute value was estimated by 5
2
(recall Figure 12 and Lemma 3.4). Considering z1 = 0
and z2 = E
(n)
g now yields that
D
(
z1 +
1
λ2−1(z1 − z2), λλ2−1 |z1 − z2|
) ∩ A˜n = ∅. (3.140)
Recall that the complement of the open disk occuring in (3.139) yields exactly the values
of z such that the inequality
λ|z − z1| ≥ |z − z2| (3.141)
is satisfied. Inserting the values for λ, z1 and z2 considered, it follows that
3
sin(ϑ)
|z − 0| ≥ |z − En|, z ∈ A˜n. (3.142)
This can be rearranged to yield
1
|z − 0| ≤
3
sin(ϑ)
1
|z − E(n)g |
, (3.143)
which can be rewritten to the desired form using the restrictions on z. This leads to
1
|z − E(n)g |
≤ 2
sin(ϑ)
16
ρn+1 + |z − E(n)g |
≤ 16
sin(ϑ)
2
ρn+1 + |z − E(n)g |
. (3.144)
Inserting the results into (3.134) now yields∥∥(e−θH(n+1)ph − z)−1∥∥ ≤ 120ϑd · sin(ϑ) 1sin(ϑ)
2
ρn+1 + |z − E(n)g |
, (3.145)
recalling that the minimum in (3.137) was estimated against the term that can be rewrit-
ten. The desired estimate now follows by adding the bounds for the two terms in (3.133).
Building on Lemma 3.12, one may now close the argument by estimating ‖H(n+1)g P (n+1)‖.
The approach is similar to Lemma 3.2. Note that considering the projection to the com-
plement of the eigenspace allows dropping the restrictions on z.
Theorem 3.13 (Establishing (3.27) for the induction step). Let z ∈ An+1 and assume
that the parameters satisfy the assumptions of Theorem 3.9. Further, choose the coupling
constant small enough such that
g <
sin(ϑ)
72
√
piCf
· γ (3.146)
is satisfied. Then it is∥∥(H(n+1)g − z)−1P (n+1)∥∥ ≤ Cn+1sin(ϑ)
2
ρn+1 + |z − E(n+1)g |
, (3.147)
where the constant Cn+1 is given as in (3.27).
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Proof. For
∣∣z − E(n)g ∣∣ > sin(ϑ)16 ρn+1, the norm in question can directly be calculated using
Lemma 3.12 and the bound obtained for the norm of the projections (3.32) which, due
to Corollary 3.10 also holds true for P (n+1). This leads to
∥∥P (n+1)∥∥ ≤ 5
2
and, therefore,
yields∥∥(H(n+1)g − z)−1P (n+1)∥∥ ≤ ( 560sin(ϑ) + 300ϑd · sin(ϑ)) Cnsin(ϑ)
2
ρn+1 + |z − E(n)g |
. (3.148)
The values for z left to consider lie in the closed circle of radius sin(ϑ)
16
ρn+1 around E
(n)
g .
As P (n+1) maps to the complement of the eigenspace corresponding to E
(n+1)
g and the
eigenvalue is the only spectral point in A˜n, the function
a(z) :=
〈
ψ,
(
H(n+1)g − z
)−1
P (n+1)φ
〉
(3.149)
is analytic when regarded as a function of z with fixed ψ, φ ∈ H(n+1). One can, therefore,
apply the maximum modulus principle and find that the maximal value of |a(z)| is to be
found for some z satisfying |z| = sin(ϑ)
16
ρn+1. Applying the Cauchy-Schwarz inequality to
the right side of (3.149) implies the estimate
max
|z|≤ sin(ϑ)
16
ρn+1
|a(z)| ≤
( 560
sin(ϑ)
+
300
ϑd · sin(ϑ)
) Cn
sin(ϑ)
2
ρn+1 + |z − E(n)g |
· ‖ψ‖ · ‖φ‖, (3.150)
as Lemma 3.12 now is applicable and calculating the norm of the operator becomes similar
to the first case. The only point left to consider is rewriting the |E(n)g − z| term to match
the form required to complete the induction step. Note that (3.146) implies that
∣∣E(n+1)g − E(n)g ∣∣ ≤ sin(ϑ)8 ρn+1 < sin(ϑ)2 ρn+1. (3.151)
By (3.28), this implies that∥∥(H(n+1)g − z)−1P (n+1)∥∥ ≤ Cn+1sin(ϑ)
2
ρn+1 + |z − E(n+1)g |
, (3.152)
which establishes (3.27) for m = n+ 1. Note that it follows from (3.151) that An+1 ⊂ A˜n.
Theorem 3.13 closes the argument and, therefore, completes the induction step. The
result of the inductive argument can be summarized as follows:
Theorem 3.14. Choose ρ0, γ and g such that the assumptions of Corollary 3.10, The-
orem 3.11 and Theorem 3.13 are satisfied. Then, for every m ∈ N0, there exists an
eigenvalue of H
(m)
g which is the only spectral point of the operator in the set Am and
a rank-one projection to the corresponding eigenspace given by (3.25). Further, the esti-
mates (3.23), (3.27), and (3.26) are valid for every m ∈ N0.
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Discussion of the Bounds for the Parameters
To conclude the section, the restrictions on the parameters needed for the inductive ar-
gument are collected to provide an overview of the assumptions necessary for considering
the infrared limit. First, recall Section 2.1, in particular Lemma 2.2. Here, imposing a
restriction on the parameter ϑ is necessary to ensure the analytic continuation of the
Hamiltonian. The bound is given by
ϑ <
pi
6
. (3.153)
Next, consider the infrared cutoff scale and recall that ρn = ρ0γ
n. By definition, it
is ρ0, γ ∈ (0, 1). At the beginnig of the induction step, however, one needs to choose γ < 12
to ensure that A˜n ⊂ An. The main restrictions on the parameters stem from (3.30), which
allows to bound the projections P (n) by 3
2
in norm, and (3.93), which sets up the relation
between ρn and the constants Cn and, therefore, is crucial to estimating the norm of the
difference of the projections. Note that the restrictions can easily be satisfied simultane-
ously by choosing the smaller value. This leads to
ρ0 < min
{(sin(ϑ)
100
)4
,
( 1
43
)4}
, (3.154)
γ < min
{(1
5
)4
,
( 1120
sin(ϑ)
+
600
ϑd · sin(ϑ)
)4}
. (3.155)
In particular, it is ρ0 = ρ0(ϑ) and γ = γ(ϑ), i.e., both parameters depend on ϑ and can
only be chosen after the first parameter has been fixed. Finally, consider the bounds on
the coupling constant. Here, the first bound (3.3) originated form the induction basis and
ensures the convergence of the first Neumann series expansion. Also, recall that another
restriction on g is included in (3.93), which is necessary to establish the convergence of
the Neumann series expansion in the induction step. In (3.103) and (3.117), the cou-
pling constant is adjusted again to compensate the constants occuring in connection with
considering the Feshbach-Schur map. This is another crucial ingredient to establishing
the bound on the difference of the projections, but is also used in obtaining a bound
on ‖(H(n+1)g − z)−1‖ and, therefore, necessary to close the argument. At this point, it is
also required to consider (3.146), since it ensures that An+1 ⊂ A˜n, which is required to
complete the induction step. Note that, in total, five restrictions are imposed on g. They
can, again, be satisfied simultaneously by considering the smallest value, yielding
g < min
{
1
6
[ 8
sin(ϑ)
√
2ρ0
(∥∥∥ Gθ√
ω
∥∥∥
L2
+
1√
ρ0
‖Gθ‖L2
)]−1
,
1
4
√
sin(ϑ)γϑd
4100C2fpi
,
[
CFS
(∥∥∥ Gθ√
ω
∥∥∥
L2
+ ‖Gθ‖L2
)]−1
,
[3
2
√
piCFSCf
]−1
,
sin(ϑ)γ
72
√
piCf
}
. (3.156)
Note that g = g(ϑ, ρ0, γ)such that the bound for the coupling constant can be calculated
from the other parameters considered. Further, observe that the restrictions on g also
include many of the characteristics of the model studied, which are reflected in the norm
bounds of f , Gθ and
Gθ√
ω
, but also in the terms obtained from the geometric arguments,
e.g., the constant CFS.
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3.4 Proof of Theorem 1.1: Existence of Resonances for the Non-
Regularized Hamiltonian
Recall that the aim of this chapter is to prove Theorem 1.1, which states that Hg(θ)
posesses a resonance in the complex vicinity of 2. In the following section, the tools pre-
viously collected are assembled to establish this result. Recall the sequence of projections
given by
P (n)∞ := P
(n) ⊗ PΩ(n,∞) (3.157)
where PΩ(n,∞) is the projection to the Fock vacuum in F [L2(Bn)] and note that they are
all defined on H. The following result is a direct consequence of the inductive argument
completed in the previous sections.
Corollary 3.15. Let m ∈ N0 and E(m)g , P (m) be as constructed in Sections 3.1, 3.2
and 3.3 satisfying the bounds (3.23) and (3.26) respectively. Then the sequence of ener-
gies (E
(n)
g )n converges to a complex number Eres and the sequence of projections (P
(n)
∞ )
defined in (3.157) converges to a rank-one projection which is denoted by Pres.
Proof. From the exponential bound given in (3.23) it follows directly that E
(n)
g is a Cauchy
sequence, thus implying the convergence due to the completeness of C. The same argument
may be applied to the sequence of projections using the exponential bound given in (3.26),
as the inequality involves the part of the operators that does not consist of projections to
a vacuum vector. With the convergence established, one can find an index n0 ∈ N0 such
that ‖P (n0)∞ − Pres‖ < 1. As P (n) and, therefore, P (n)∞ , too, is rank-one for all n ∈ N0, one
can conclude that Pres is also rank-one.
With these results established, the next step is to show that the limit Pres of the
projections maps to an eigenspace of Hg(θ). Note that the corresponding eigenvalue is
given by the limit of the energies Eres and that the proof only uses the closedness of
the Hamiltonian on top of the convergences established in the previous corollary. The
argument used is based on [2, Theorem 3.6].
Theorem 3.16. Let Eres and Pres as established in Corollary 3.15 and suppose that the
parameters satisfy (3.153), (3.154), (3.155) as well as (3.156). Then the range of Pres is
contained in the domain of Hg(θ) and Eres is an eigenvalue of Hg(θ) satisfying
Hg(θ)Pres = EresPres. (3.158)
Proof. First introduce the following functions
ω(n,∞) = 1Bnω, G
(n,∞) = 1BnGθ, (3.159)
which are defined on the ball with radius ρn centered at the origin. Similar to the operators
including the infrared cutoff, one can introduce the operators
H
(n,∞)
ph := Hph
(
ω(n,∞)
)
, W
(n,∞)
θ := σ1 ⊗
(
a
(
G
(n,∞)
θ¯
)
+ a∗
(
G
(n,∞)
θ
))
, (3.160)
which act on F [L2(Bn)]. Since there are isomorphisms such that
F [L2(R3 \Bn)]⊗F [L2(Bn)] ∼= F [L2(R3)], H(n) ⊗F [L2(Bn)] ∼= H, (3.161)
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one may interpret them as the counterparts to the infrared-regularized operators. Recall-
ing that P∞n = P
(n) ⊗ PΩ(n,∞) , it follows that(
1F(n) ⊗H(n,∞)ph
)
P (n)∞ = 0, (3.162)
as P
(n)
∞ maps the part taken from F [L2(Bn)] of any vector ψ ∈ H to the Fock vacuum and
applying H
(n,∞)
ph maps the resulting multiple of the vacuum vector to zero. It also follows∥∥W (n,∞)θ P (n)∞ ∥∥ ≤ 32 ∥∥G(n,∞)θ ∥∥L2 , (3.163)
by using that a(G
(n,∞)
θ )Ω
(n,∞) = 0 and estimating the remaining term. As the support
of G
(n,∞)
θ gets smaller when n increases, the right side of the inequality tends to zero when
considering n→∞. Recall that
lim
n→∞
E(n)g = Eres, lim
n→∞
P (n)∞ = Pres (3.164)
by Corollary 3.15, such that the results can be put together to yield
lim
n→∞
E(n)g P
n
∞ = EresPres. (3.165)
Using (3.162) and (3.163), on the other hand, it follows that
lim
n→∞
Hg(θ)P
(n)
∞ = EresPres, (3.166)
as the components of Hg(θ) have been studied seperately above. Recall that the limit of
the sequence (P
(n)
∞ )n is a rank-one projection from Corollary 3.15 and note the vectors con-
structed through Ψ(n) = P
(n)
∞ Ψ(−1) with Ψ(−1) taken from (1.28). Since they are nonzero by
construction, one finds that Ψ := PresΨ
(−1) 6= 0. This allows to identify limn→∞Ψ(n) = Ψ
using the definition of the sequence and the convergence of the projections. This leads to
EresΨ = lim
n→∞
Hg(θ)Ψ
(n), (3.167)
which is similar to (3.166) with the operators on both sides being applied to the vec-
tor Ψ(−1). As Hg(θ) is a closed operator following the argument of Lemma 2.4 (iii),
the graph set of Hg(θ) is closed. Therefore, as the graph contains (Ψ
(n), Hg(θ)Ψ
(n)) for
all n, it has to contain the limit (Ψ, Hg(θ)Ψ) as well which implies that Ψ is an element
of dom(Hg(θ)). This yields
Hg(θ)Ψ = EresΨ. (3.168)
Using that Pres is rank-one, one can conclude that
ran(Pres) ⊆ dom(Hg(θ)) (3.169)
which, by linearity, establishes the claim of the theorem.
With the existence of the eigenvalue established and it being identified as the limit of
the eigenvalues of the infrared-regularized Hamiltonians, one can use (3.23) to localize Eres
in the complex vicinity of E(−1) = 2. Due to the estimate additionally including the
coupling constant, it is, in fact, Eres ∈ D(2, Cg) for a suitable constant C > 0, thus
establishing the claim of Theorem 1.1.
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