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ON THE LIFESPAN OF THREE-DIMENSIONAL GRAVITY WATER WAVES
WITH VORTICITY
DANIEL GINSBERG
Abstract. We prove a long-term regularity result for three-dimensional gravity water waves with
small initial data but nonzero initial vorticity. We consider solutions whose vorticity vanishes on
the free boundary and use this to derive a system for the evolution of the free boundary which
reduces to the Zakharov/Craig-Sulem formulation in the irrotational case. We are able to continue
the solution until a time determined by the size of the initial vorticity in such a way that if the
vorticity is zero, one recovers a lifespan T ∼ ε−N where N can be taken arbitrarily large if the
initial data is taken to be arbitrarily smooth.
1. Introduction
The motion of an inviscid incompressible fluid occupying a region D = ∪0≤t≤T {t}×Dt, Dt ⊂ R3 is
described by the fluid velocity v = (v1, v2, v3) and a non-negative function p known as the pressure.
If the fluid body is subject to the force of gravity, then the equations of motion are given by Euler’s
equations: (
∂t + v
k∂k)vi = −∂ip− e3 in Dt, where ∂i = ∂
∂xi
, (1.1)
and conservation of mass:
div v = ∂iv
i = 0, in Dt. (1.2)
Here, we are using the Einstein summation convention and summing over repeated upper and lower
indices and writing vi = δijvj. We have also chosen units so that the acceleration due to gravity is
one and are writing e3 = (0, 0, 1). Fluid particles on the boundary move with the velocity of the
fluid, so that:
v · n = κ, (1.3)
where κ is the normal velocity of ∂Dt and n is the unit normal to ∂Dt. We assume that Dt is given
by Dt = {(x1, x2, y) : x1, x2 ∈ R2, y ≤ h(t, x1, x2)} for some function h, in which case (1.3) can be
re-written as:
∂th+ v
1∂1h+ v
2∂2h = v
3 on ∂Dt. (1.4)
If the fluid body moves in vaccuum and there is no surface tension on the boundary then the
pressure satisfies:
p = 0 on ∂Dt. (1.5)
Given h0 : R
2 → R, set D0 = {(x1, x2, y)|y ≤ h0(x1, x2)}. If v0 : D0 → R3 is a vector field
satisfying the constraint div v0 = 0, we want to find a function h and a vector field v so that with
Dt = {(x1, x2, y)|y ≤ h(t, x1, x2)}, v satisfyies (1.1)-(1.2) and the initial conditions:
h(0, x1, x2) = h0(x1, x2), v = v0 on {0} × D0. (1.6)
This problem is ill-posed unless the following “Taylor sign condition” holds (see [1]):
−∇np(x, t) ≥ δ0 > 0 on ∂Dt, where ∇n = ni∇i, (1.7)
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where n denotes the unit normal to ∂Dt. This condition ensures that the pressure is positive in the
interior of the fluid and prevents the Rayleigh-Taylor instability from occuring.
In the irrotational case (ω ≡ curl v = 0), the velocity v is given by v = ∇ψ for a harmonic
function ψ : Dt → R, and the motion of the fluid is determined entirely by h and ϕ = ψ
∣∣
∂Dt
.
This, and related problems have been studied extensively by several authors in the case that the
fluid domain Dt is diffeomorphic to the half-space. See for example [2], [3], [4], [5], as well as [6]
for a recent overview of these problems. Let us single out the works [7], [8], in which the authors
independently proved that in the irrotational case, (1.1)-(1.5) is globally well-posed for sufficiently
small and well-localized initial data.
In the case that ω 6= 0, Lindblad-Christodoulou [9] used the Taylor sign condition (1.7) to prove
energy estimates for the system (1.1)-(1.5) in the case that Dt is a bounded domain, and later
Lindblad [10] proved that this problem is locally well-posed in Sobolev spaces using a Nash-Moser
iteration. The same result was later shown by Coutand-Shkoller [11] using a tangential smoothing
operator as well as by [12] who used a more geometric approach which also applies on an unbounded
domain.
Relatively little is known about the long-term behavior of solutions to the problem (1.1)-(1.5)
with nonzero vorticity. We recall that in the case without free boundary and without gravity:
∂t + v
k∂kvi + ∂ip = 0 in R
3, (1.8)
div v = 0 in R3, (1.9)
non-trivial vorticity is the obstacle to obtaining a global-in-time solution. By [13], if there are
constants M0, T∗ so that if T < T∗ and v ∈ C([0, T ];Hs(R3)) ∩ C1([0, T ];Hs−1(R3)) solves (1.8)-
(1.9) and the a priori estimate: ∫ T
0
||ω(s)||L∞(R3) ds ≤M0, (1.10)
holds, then the solution can be extended to v ∈ C([0, T ∗];Hs(R3)) ∩ C1([0, T ∗];Hs(R3)). It then
follows from the fact that:
(∂t + v
k∂k)ω = ω · ∂v (1.11)
and this result that if ω = 0 at t = 0, sufficiently regular solutions to (1.8)-(1.9) can be extended
to T = ∞. See also [14] for an extension to the case of a fixed domain with Neumann boundary
condition and [15] for an extension to the free-boundary problem on a bounded domain.
In [16], the authors consider the Euler-Maxwell one-fluid system with nontrivial vorticity but
without free boundary in three dimensions. They prove that there is a norm || · || so that if
|| curl v(0, ·)|| ≤ δ for sufficiently small δ, then one can continue the solution up to T ∼ δ−1. In
particular, this provides a proof of global existence when curl v(0, ·) = 0 for the Euler-Maxwell
system.
Returning to the free boundary problem, to the best of our knowledge, the only papers that
address the issue of the long-time behavior of solutions in the prescence of nontrivial vorticity are
[17],[18] and [19]. In [17] Ifrim-Tataru prove that in two space dimensions (with one-dimensional
boundary), solutions with constant vorticity can be continued up to T ∼ ε−2 if the initial data
is of size ε. This is in constrast to the lifespan T ∼ ε−1 which is guaranteed by the local well-
posedness theory. See also [18] in which Bieri-Miao-Shahshahani-Wu prove a similar result for a
self-gravitating liquid occupying a bounded region. In [19], the authors consider the problem in
arbitrary dimension and prove that the solution can be continued so long as the mean curvature of
the boundary and ||∇v||L∞(Dt) are bounded.
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For our result, we we will measure the regularity of ω in the norm:
||ω(t)||2Hrw(Dt) =
∑
k≤r
∫
Dt
(1 + |x|2 + y2)2|∂kx,yω(t, x, y)|2 dxdy, (1.12)
and we will be considering solutions of Euler’s equation with ω · n|∂Dt = 0. Our main theorem is
an analog of the result in [16]:
Theorem 1.1. Fix N1 ≥ 6 and N ≫ 1. Define N0 = 2NN1. There are constants 0 < ε∗1 ≪ ε∗0 ≪ 1
satisfying the following property. Suppose that v0, h0 satisfy:
||v0||HN0 (D0) + ||h0||HN0 (R2) ≤ ε0 ≤ ε∗0, (1.13)
and that the Taylor sign condition (1.7) holds at t = 0. Suppose in addition that ω0 = curl v0
satisfies the bound:
||ω0||HN1w (D0) ≤ ε1 ≤ ε
∗
1. (1.14)
Let (v, h) be the solution to (1.1)-(1.5) with initial data v0, h0. Let Tω be the largest time so that
(ω ·n)|∂Dt = 0 for 0 ≤ t ≤ Tω. Then the problem (1.1)-(1.3) has a unique solution (v, h) with initial
data (v0, h0) with v(t) ∈ HN0(Dt), h(t) ∈ HN0(R2) for 0 ≤ t ≤ T ′ε0,ε1, where:
T ′ε0,ε1 = CN min
(
ε0
ε
1/3
1
,
1
εN0
, Tω
)
, (1.15)
for a constant CN depending only on N and ||(−∇np0)−1||L∞(∂D0).
Here, p0 is determined from v0, h0 by solving:
∆p0 = −(∂ivj0)(∂jvi0), in D0, (1.16)
p0 = 0, on ∂D0. (1.17)
One simple way to ensure that the condition (ω · n)|∂Dt = 0 holds for all time is to assume that
ω0|∂D0 = 0, since by the transport equation (1.11) it then follows that ω|∂Dt = 0 for t > 0 as well
(see Lemma 5.79). We therefore have the following corollary:
Corollary 1.1. With the same hypotheses as Theorem 1.1, suppose in addition that ω0|∂D0 = 0.
Then the solution (v, h) can be continued until:
Tε0,ε1 = CN min
(
1
ε
1/3
1
,
1
εN0
)
. (1.18)
In particular, if ω0 = 0, this gives a proof that the solution can be continued until T ∼ ε−N0 .
See also [20] for a similar lifespan bound for irrotational water waves on a periodic domain. Let
us make a few remarks. The assumption that (ω · n)|∂Dt for t ≥ 0 is crucial here; as we will see in
Section 3, this allows us to derive an equation for the evolution of the variables on the boundary
which we will need in order to prove dispersive estimates.
Next, by the results [8], [7], comparing to the result in [16], one would expect to be able to
take Tε0,ε1 ∼ ε0ε1 which would in turn give a new proof of global existence in the irrotational case.
The difference between that work and this one is that solutions to the linearization of the system
(1.1)-(1.2) with zero vorticity decay at a rate 1/t, while in [16], solutions to the linearized system
decay at a rate 1/t1+β for small β.
We also remark that at the heuristic level the vorticity satisfies an equation of the formW ′ =W 2
which has lifespan ∼ 1/W0 and not ∼ 1/W 1/30 . We hope to address both of these issues in future
work.
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1.1. Outline of the proof. As in other works on the global behavior of solutions to dispersive
equations, the result follows from a bootstrap argument, consisting of energy estimates to control
the L2-based norms and dispersive estimates to control the L∞-based norms. We start with the
energy estimates.
The system (1.1)-(1.3) has the following conserved quantity:
E0(t) =
∫
Dt
|v(t)|2dxdy +
∫
R2
|h(t)|2 dS. (1.19)
Here, we are writing Dt = {(x, y)|x ∈ R2, y ≤ h(t, x))}. In the case ω = 0, one can use that
the system (1.1)-(1.3) reduces to a Hamiltonian system on the boundary (see (3.1)-(3.2)) and this
leads to higher-order energy estimates. Since we are considering the case ω 6= 0, we prove energy
estimates for the system (1.1)-(1.3) directly. These energy estimates are based on the estimates in
[9], and we extend their approach to the case of an unbounded domain. (See also [21] where similar
estimates were proved for the compressible Euler equations with free boundary in an unbounded
domain)
The energies are of the form:
Er(t) =
∫
Dt
Q(Drv,Drv) dxdy +
∫
∂Dt
|D r−2θ|2(−∇np)−1 dS +
∫
Dt
|Dr−1ω|2 dxdy (1.20)
where D is the covariant derivative in Dt, D is the covariant derivative on ∂Dt and θ is the second
fundamental form of ∂Dt; writing n for the unit normal to ∂Dt and Πji = δji −ninj for the projection
to the tangent space at the boundary, it is given by:
θij = Π
k
iΠ
ℓ
jDknℓ. (1.21)
Here Q is a quadratic form which is the usual norm Q(β, β) = |β|2 away from the boundary and
which is the norm of the projection to the tangent space at the boundary when restricted to the
boundary, Q(β, β) = |Πβ|2. See Section 5 for a precise definition. These energies appear to lose
control over normal derivatives of v near the boundary, but it follows from the elliptic estimates
in section 4 (see, in particular Lemma 5.2) that Er controls ||v||2Hr(Dt). In Theorem 5.1, we prove
that:
d
dt
Er(t) . A(t)
(
Er(t) +A(t)P (Er−1(t), ..., E0(t))
)
, (1.22)
where P is a homogeneous polynomial with positive coefficients and A is given by:
A(t) = ||Dv(t)||L∞(Dt) + ||θ(t)||W 2,∞(∂Dt) + ||Dp(t)||L∞(Dt) + ||D2p(t)||L∞(∂Dt) + ||DDtp||L∞(∂Dt).
(1.23)
We now turn to the more difficult task of proving dispersive estimates, and for this we will need
to change variables. In Dt, we write:
v = ∇x,yψ + vω, ∆x,yψ = 0, (1.24)
with ∇nψ = v · n on ∂Dt and where curl vω = ω. We also write ϕ = ψ|∂Dt . It will be important
that the energies Er control norms of ϕ, h and vω. To see why this is the case, note that θij =
(1 + |∇h|2)−1/2∇i∇jh for i, j = 1, 2 and that ||h||2L2(R2) is bounded by the conserved energy, from
which it follows that ||h||2Hr(R2) . Er. To control ϕ, we start with the observation that:∫
∂Dt
ϕNϕdS = ||∇x,yψ||2L2(Dt) ≤ ||v||2L2(Dt), (1.25)
where N is the Dirichlet-to-Neumann map. The left hand side controls ||Λ1/2ϕ||L2(∂Dt) where
Λ = |∇|. To control higher derivatives, we could repeat this argument with ϕ replaced by ∇rϕ but
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this would require controlling the commutator [N ,∇r] which is nontrivial. Instead it will suffice
for our purposes to use a slightly weaker version of the trace inequality (4.26) and estimate:
||∇xψ||2Hr−1(∂Dt) . ||∇x,yψ||2Hr(Dt) . ||v||2Hr(Dt) + ||vω||2Hr(Dt) . Er, (1.26)
where the estimate for ||vω||Hr(Dt) follows from the elliptic estimates in Section 4, since curl vω =
ω and vω · n|∂Dt = 0. See Proposition 5.2. To highest order, the left-hand side here controls
||∇xϕ||Hr−1(R2).
With the L2 estimates out of the way, we now want to prove L∞ estimates for ϕ, h. In section
3, we derive a system satisfied by ϕ and h. This system is well-known in the case that ω = 0
(see e.g. [22]) but the formulation that we use appears to be new in the case ω 6= 0. To motivate
this formulation, we recall the basic idea behind the “good unknown” introduced in [23]. We write
V i = vi
∣∣
∂Dt
, i = 1, 2 and B = v3
∣∣
∂Dt
as well as U = V +∇hB. 1 After restricting Euler’s equation
(1.1) to ∂Dt and using the boundary condition (1.5), V and B satisfy the following equations:
DˆtV = −a∇h, (1.27)
DˆtB = a− 1, (1.28)
where a = (∂yp)|∂Dt and Dˆt = ∂t + V 1∂1 + V 2∂2. In particular, we have:
Dˆt(V +∇hB) = −∇h− Dˆt∇h. (1.29)
In the case ω = 0, V = ∂xψ
∣∣
∂Dt
and B = ∂yψ
∣∣
∂Dt
, so by the chain rule, we have:
∇xϕ(x) = (∇xψ)(x, h(x)) +∇xh(x)(∇yψ)(x, h(x)) = V +∇hB, (1.30)
with ϕ(x) = ψ(x, h(x)). Plugging this into (1.29) gives an evolution equation for ∇ϕ. It turns out
that in the irrotational case, after making this substitution (1.29), is of the form:
∂t∇ϕ = ∇F (ϕ, h), (1.31)
for a nonlinearity F (ϕ, h) which also depends on the derivatives of ϕ, h. This leads to an equation
for ∂tϕ.
When ω 6= 0, we write v = ∇x,yψ + vω in Dt and let V iω = viω|∂Dt for i = 1, 2 and Bω = v3ω|∂Dt .
Repeating the above calculation leads to an equation of the form:
∂t∇ϕ+ ∂t(Vω +∇hBω) = ∇F (ϕ, h) +G(ϕ, h, Vω , Bω), (1.32)
with the same F as above. Writing Uω = Vω +∇hBω, the crucial observation is that:
curl2 Uω = ∂1U
2
ω − ∂1U2ω = ω · n on R2. (1.33)
See Theorem 3.1. In particular, if ω · n = 0 it follows that Uω = ∇aω for a function aω. Making
this substitution in (1.32), it turns out that G is a gradient, G = ∇H(ϕ, h, Vω , Bω) for some other
nonlinearity H, and the system becomes:
∂t(∇ϕ+∇aω) = ∇
(
F (ϕ, h) +H(ϕ, h, Vω , Bω)
)
, (1.34)
which gives an evolution equation for ϕω = ϕ + aω. Setting u = h + iΛ
1/2ϕω and writing w =
(Vω, Bω) (1.34) and (1.4) lead to an equation of the form:
(∂t + iΛ)u = N(u) + L(w) +N1(u,w) +N2(w,w), (1.35)
where N,N1, N2 are a nonlinear operators and L is linear. See Proposition 3.1 for the precise form
of the right-hand side.
1The good unknown used in [23] is actually given by U = V + T∇hB where T is Bony’s paraproduct but it will
suffice to use this simpler definition for our purposes.
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The nonlinearity N is the same one that occurs in [8], and can be handed using simple modifi-
cations of the arguments there. Specifically, we start with the Duhamel representation of system
(1.35):
eitΛ
1/2
u(t) = u0 +
∫ t
0
eisΛ
1/2
N(u) ds +
∫ t
0
eisΛ
1/2
(
L(w) +N1(u,w) +N2(w,w)
)
ds (1.36)
≡ u0 + f1(u) + f2(u,w). (1.37)
We follow [8] and define:
||u||X = (1 + t)||u||W 4,∞(R2) + (1 + t)−δ
(||u||HN0 (R2) + ||ΛιxeitΛ1/2u||L2(R2)), (1.38)
where here ι, δ are sufficiently small constants.
Minor changes to the arguments in [8] (which we outline in Section 7) show that:
(1 + t)||e−itΛ1/2f1(u)||W 4,∞(R2) . ||u(t)||2X + (1 + t)2+δ||ω(t)||HN1w (Dt), (1.39)
(1 + t)−δ||Λιxf1(u)||L2(R2) . ||u(t)||2X + (1 + t)||ω(t)||HN1w (Dt). (1.40)
Next, in Section 6, we establish bounds of the above form for f2:
(1 + t)||e−itΛ1/2f2(u,w)||W 4,∞(R2) . ||u(t)||2X + (1 + t)2+δ||ω(t)||HN1w (Dt), (1.41)
(1 + t)−δ||Λιxf2(u,w)||L2(R2) . ||u(t)||2X + (1 + t)||ω(t)||HN1w (Dt). (1.42)
The proof of (1.41)-(1.42) requires bounding norms of w = (Vω, Bω) on the boundary in terms of
ω in the interior, for which we use the elliptic estimates in Section 4. These estimates combined
with the above the above energy estimates and a continuity argument show that the solution can
be continued until T ∼ Tε0,ε1 .
2. Proof of the main theorem
We begin by decomposing our initial velocity v0 into its irrotational and rotational parts. Given
h0 : R
2 → R, set D0 = {(x1, x2, y)|y ≤ h0(x1, x2)}. We now write v0 = ∇x,yψ0+vω0 , where ∆ψ0 = 0
in D0, ∇nψ0 = v0 ·n on ∂D0, and where curl vω0 = ω0 ≡ curl v0. We also write V iω0 = viω0 |∂D0 , i = 1, 2
and Bω0 = v
3
ω0 |∂D0 . In Section 3, we prove that if ω0|∂D0 = 0, then Vω0 + ∇h0Bω0 = ∇aω0 for a
function aω0 . We then write ϕ0 = ψ0|∂D0 as well as ϕω0 = ϕ0 + aω0 and u0 = h0 + iΛ1/2ϕω0 , where
Λ = |∇|.
We now fix N1 ≥ 6, N ≫ 1 and set N0 = 2NN1. With the above notation and with || · ||HN1w
defined by (1.12), we suppose that v0, ω0, h0 satisfy:
ω0 · n0|∂D0 = 0, (2.1)
||v0||L∞(Dt) + ||v0||HN0 (D0) + ||h0||HN0 (D0) + ||u0||W 4,∞(R2) + ||Λιxu0||L2(R2) ≤
1
2
ε0, (2.2)
||ω0||HN1w (D0) ≤
1
2
ε1 ≪ ε0, (2.3)
(2.4)
for sufficiently small ε0 and ι, where n0 is the unit normal to ∂D0.
We now define p0 : D0 → R by:
∆p0 = −(∂ivj0)(∂jvi0) in D0, (2.5)
p0 = 0 on ∂D0. (2.6)
In order for the initial value problem (1.1)-(1.6) to be well-posed, we need to ensure that (−∇n0p0) ≥
δ0 > 0 for some δ0. In the irrotational case, this condition holds automatically, essentially because
then ∆p0 = −(∂v)2 ≤ 0 (see [24]). When curl v0 6= 0 we instead have the following result:
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Lemma 2.1. Suppose that ||ω0||L∞(D0) ≤ 12 ||v0||L∞(D0). Then, with p0 defined by (2.6), there is a
constant c0 > 0 so that:
(−∇n0p0) ≥ 2c0 > 0 on ∂D0. (2.7)
Proof. We follow the argument in [24]. We fix a function f : ∂D0 → R and let F denote its
harmonic extension to D0. By Green’s identity:∫
∂D0
f∇n0(p0 + y)− (p0 + y)∇n0f =
∫
D0
∆(p0 + y)F. (2.8)
We now note that ∆p0 = −(∂ivj0)(∂jvi0) = −(∂ivj0)(∂ivj0) + (∂ivj0)δiℓ(curl v0)jℓ. By assumption
we have that ||∂v0 − curlω||L∞(Dt) ≥ 12 ||∂v0||L∞(Dt) and so in particular we have that ∆p0 < 0.
Therefore by (2.8) and the fact that p0 = 0 on ∂D0, we have:∫
∂D0
fDn(p0 + y)− yDnf > 0. (2.9)
The rest of the proof of Lemma 4.1 from [24] now goes through without change. 
We will use the following local well-posedness result, which follows from Theorem B in [12] and
the above lemma:
Proposition 2.1. Let h0 ∈ HN0(R2), D0 = {(x1, x2, y)|y ≤ h0(x1, x2)} v0 ∈ HN0(D0). Suppose
that ||ω0||L∞(D0) ≤ 12 ||v0||L∞(D0). Then there is a T = T (v0, h0) > 0, a function h : [0, T ]×R2 → R
and a vector field v = v(t) defined on Dt ≡ {(x, y)|y ≤ h(t, x)} for 0 ≤ t ≤ T , so that v
∣∣
t=0
=
v0,Dt
∣∣
t=0
= D0, (v,Dt) satisfy (1.1)-(1.5) and v(t, ·) ∈ HN0(Dt), h(t, ·) ∈ HN0(R2) for t ≤ T .
We now want to extend the time T in this theorem to T ′ε0,ε1 defined in (1.15), provided that the
vorticity ω vanishes on ∂Dt. We suppose that u, v satisfy the following bootstrap assumptions for
t ≥ 0:
||u(t)||W 4,∞(R2) ≤
ε0
1 + t
(2.10)
||v(t)||HN0 (Dt) + ||h(t)||HN0 (R2) + ||ΛιxeitΛ
1/2
u(t)||L2(R2) ≤ ε0(1 + t)δ, (2.11)
||ω(t)||
H
N1
w (Dt)
≤ ε1(1 + t)δ, (2.12)
and that ω · n|∂Dt = 0, where here ι > 0 is a small constant. In Section 5.4 we show that:
||Λ1/2ϕω||HN0−1(R2) . ||v(t)||HN0 (Dt) + ||h(t)||HN0 (∂Dt) +O(ε20), (2.13)
if (2.10)-(2.11) hold. In particular, the assumption (2.11) implies an estimate for ||u||HN0−1(R2), a
fact which is used several times in the proofs of the following theorems.
Recalling the definitions in (1.37), and that we are writing w = (Vω, Bω), we have:
Proposition 2.2. If the bootstrap assumptions (2.10)-(2.12) hold for sufficiently small ε0, ε1 and
ω · n|∂Dt = 0 for 0 ≤ t ≤ T , then:
||e−itΛ1/2f1(u)||W 4,∞(R2) + ||e−itΛ
1/2
f2(u,w)||W 4,∞(R2) .
ε20
1 + t
+ ε1(1 + t)
1+2δ , (2.14)
||Λι(xf1(u))||L2(R2) + ||Λι(xf2(u,w))||L2(R2) . ε20(1 + t)δ + ε1(1 + t)2+2δ , (2.15)
for 0 ≤ t ≤ T .
The term f1 can be estimated by simple modifications of the estimates in and we outline this
approach in Section 7. The estimates for f2 can be found in Sections 6.1-6.3.
We now need some estimates to control the size of ω, which we prove in Section 5.5:
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Proposition 2.3. If the assumptions (2.10)-(2.12) hold, then there is a constant CN so that:
||ω(t)||2
H
N1
w (Dt)
≤ ||ω(0)||2
H
N1
w (D0)
+ CN
(
ε0(1 + t)
1/N
)(
ε1(1 + t)
1+δ
)
ε21(1 + t)
2δ . (2.16)
In particular, if:
2CN t ≤ T1 ≡ min
(
1
ε
1/3
1
,
1
εN0
)
, (2.17)
this implies that:
||ω(t)||2HNw (Dt) ≤
3
4
ε21(1 + t)
2δ . (2.18)
The last ingredient we need is an energy estimate for the entire system, which we prove in Section
5:
Proposition 2.4. If ||v0||HN0 (D0) + ||ω0||HN0−1(D0) ≤ ε0/2 and the bootstrap assumptions (2.10)-
(2.12) hold, then with c0 as in Lemma 2.1, there is a constant C
E
N0
= CEN0(c0) so that:
||v(t)||2HN0 (Dt) + ||h(t)||
2
HN0 (R2) ≤
ε20
4
+ CEN0
(
ε0 + ε1(1 + t)
2+δ
)
ε20(1 + t)
2δ. (2.19)
In particular, if t is such that:
2CEN0t ≤ T2 ≡
1
ε
1/3
1
, (2.20)
this implies that:
||v(t)||2HN0 (Dt) + ||h(t)||
2
HN0 (Dt)
≤ ε
2
0
4
+ ε30(1 + t)
2δ. (2.21)
Setting Tε0,ε1 = min(T1, T2), a standard continuity argument then gives Theorem 1.1.
3. Derivation of the equations on the boundary
We will use the equations (1.1)-(1.5) directly to prove energy estimates. However, to prove the
dispersive estimates in Proposition 2.2, we will need to use equations for h and v
∣∣
∂Dt
. In the
irrotational case, vi = ∂iψ for a harmonic function ψ satisfying ∇nψ = v · n on ∂Dt. Letting
ϕ = ψ|∂Dt , one can show that h, ϕ satisfy the system:
∂th = G(h)ϕ, (3.1)
∂tϕ = −h− 1
2
|∇ϕ|2 + (G(h)ϕ +∇h · ∇ϕ)
2
2(1 + |∇h|2) , (3.2)
where G(h) is the rescaled Dirichlet-to-Neumann map (see (3.7)) and we are writing ∇ = (∂1, ∂2).
This system is derived from the fact that when ω = 0, Euler’s equations become:
∂i
(
∂tψ + |∂ψ|2 + p+ y
)
= 0, in Dt. (3.3)
See e.g. [22] or [25] for a derivation.
This no longer works when ω 6= 0 and so another approach is needed. Our derivation of the
equations on the boundary is partially based on the ideas in [23] (see in particular Section4.1 there).
We define:
V i = vi|∂Dt for i = 1, 2, B = v3|∂Dt . (3.4)
In what follows we will write ∂i =
∂
∂xi
for i = 0, 1, 2, 3 with the convention that x0 = t. We will
also occasionally write ∂y = ∂3. We will also write ∇ for the derivative of quantites defined on
R
2 ∼ ∂Dt and ∂ when differentiating quantities defined on Dt. We now collect a few well-known
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and elementary identities. Given f : Dt → R, write F (x) = f(x, h(x)) = f |∂Dt(x). Then, by the
chain rule:
∂iF = (∂if)|∂Dt +∇ih(∂yf)|∂Dt , i = 0, 1, 2 (3.5)
If f is harmonic on Dt then additionally:
(∂yf)|∂Dt =
1
1 + |∇h|2
(
G(h)F +∇h · ∇F
)
, (3.6)
where G(h) is the rescaled Dirichlet-to-Neumann operator:
G(h)F =
√
1 + |∇h|2∇nf |∂Dt . (3.7)
We also recall that the boundary condition (1.3) can be written:
∂th+ V
1∇1h+ V 2∇2h = B. (3.8)
As a consequence, writing Dˆt = ∂t + V
1∂1 + V
2∂2, we have:
DˆtF = (Dtf)|∂Dt. (3.9)
Next, in Dt we define ψ ∈ L6(Dt) ∩ H˙1(Dt) to be the harmonic extension of v · n to Dt, that is,
ψ satisfies:
∆ψ = 0 in Dt, ∇nψ = n · v on ∂Dt. (3.10)
The function ψ is unique since div v = 0 in Dt.
It then follows that vω ≡ v − ∂ψ satisfies:
curl vω = ω, div vω = 0, on Dt, n · vω = 0 on ∂Dt. (3.11)
We will write:
ϕ = ψ|∂Dt , V iω = viω|∂Dt , i = 1, 2, Bω = v3ω|∂Dt . (3.12)
The following derivation is inspired by the approach of [23] and [19]. The main result of this
section is the following:
Theorem 3.1. With the above notation:
(1) Writing Uω = Vω +∇hBω, we have ∇1U2ω −∇2U1ω = ω|∂Dt · n, In particular, Uω = ∇aω for
a function aω : R
2 → R.
(2) The variables ϕ, h, Vω and Bω satisfy the system:
∂th = G(h)ϕ, (3.13)
∂t(ϕ+ aω) = −h− 1
2
|∇ϕ|2 + 1
2
(G(h)ϕ +∇h · ∇ϕ)2
1 + |∇h|2 +Rω, (3.14)
where:
Rω = −1
2
|Vω|2 −∇ϕ · Vω − 1
2
(
Vω · ∇h
)2
+ (G(h)ϕ)Vω · ∇h (3.15)
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Proof. By (3.5):
∇1U2ω −∇2U1ω = ∇1V 2ω −∇2V 1ω + (∇2h)∇1Bω − (∇1h)∇2Bω (3.16)
= (∂1v
2
ω)|∂Dt − (∂2v1ω)|∂Dt + (∇1h)(∂3v2ω)|∂Dt − (∇2h)(∂3v1ω)|∂Dt (3.17)
+ (∇2h)(∂1v3ω)|∂Dt − (∇1h)(∂2v3ω)|∂Dt + (∇2h)(∇1h)(∂3v3ω)|∂Dt − (∇1h)(∇2h)(∂3v3ω)|∂Dt
(3.18)
= (∂1v
2
ω − ∂2v1ω)|∂Dt −
(
(∇1h)(∂2v3ω − ∂3v2ω)|∂Dt + (∇2h)(∂3v1ω − ∂1v3ω)|∂Dt
)
(3.19)
= ω3|∂Dt − (∇ih)ωi|∂Dt , (3.20)
which gives the first result.
We now derive (3.13) -(3.14). Differentiating (3.8) and using the fact that [Dˆt,∇] = −∇V k∇k
gives:
Dˆt∂ih = ∇iB −∇iV k∇kh (3.21)
Writing a = (∂yp)
∣∣
∂Dt
, restricting Euler’s equations (1.1) to the boundary and using that p = 0 on
∂Dt gives:
DˆtVi = −a∇ih, i = 1, 2 (3.22)
DˆtB = a− 1. (3.23)
Therefore:
Dˆt(∇ϕ+ Uω) = Dˆt(V +∇hB) = −∇h+ (Dˆt∇h)B (3.24)
= −∇h+ (∇B −∇V k∇kh)B (3.25)
= −∇h+ 1
2
∇|B|2 −∇V k∇khB. (3.26)
We will write fb = f
∣∣
∂Dt
for the restriction to the boundary. Expanding out the definition of
Dˆt and recalling by convention, sums over repeated upper and lower indices run over only the first
two indices gives that:
Dˆt(∇ϕ+ Uω) = ∂t(∇ϕ+ Uω) + (∂kψ)b∇k∇ϕ+ (∂kψ)b∇kUω + V kω∇k∇ϕ+ V kω∇kUω (3.27)
Combining this with (3.26) and expanding (∂kψ)b = ∇kϕ−∇kh(∂yψ)b, we have:
∂t(∇ϕ+ Uω) = −∇h+ 1
2
∇|B|2 −∇V k∇khB −
(∇kϕ− (∂yψ)b∇kh)∇k∇ϕ (3.28)
−∇kϕ∇kUω + (∂yψ)b∇kh∇kUω − V kω∇k∇ϕ− V kω∇kUω. (3.29)
Expanding V,B in terms of ψ and vω and using (3.5):
∇V k∇khB = ∇(∂kψ)b∇kh(∂yψ)b +∇V kω∇khBω +∇(∂kψ)b∇khBω +∇V kω∇kh(∇yψ)b (3.30)
= (∇∇kϕ)∇kh(∂yψ)b +∇V kω∇khBω +∇(∇kϕ)∇khBω (3.31)
−∇(∇kh(∂yψ)b)∇khBω −∇(∇kh(∂yψ)b)∇kh(∂yψ)b +∇V kω∇kh(∂yψ)b (3.32)
ON THE LIFESPAN OF THREE-DIMENSIONAL GRAVITY WATER WAVES WITH VORTICITY 11
We insert this expression into the previous one to get:
∂t(∇ϕ+ Uω) = A(ϕ, h) + 1
2
∇|Bω|2 +∇((∂yψ)bBω) (3.33)
−∇V kω∇khBω − V kω∇kUω (3.34)
−∇∇kϕ(∇khBω)−∇kϕ∇kUω − V kω∇k∇ϕ (3.35)
+ (∂yψ)b∇kh∇kUω +∇(∇kh(∂yψ)b)∇khBω −∇V kω∇kh(∂yψ)b, (3.36)
where A is given by:
A = −∇h+ 1
2
∇(∂yψ)2b −
1
2
∇|∇ϕ|2 + (∂yψ)b∇kh∇k∇ϕ (3.37)
−
(
∇(∇kϕ)∇kh+∇(∇kh(∂yψ)b)
)
(∂yψ)b (3.38)
= −∇h+ 1
2
∇(∂yψ)2b −
1
2
∇|∇ϕ|2 −∇(∇kh(∂yψ)b)(∂yψ)b, (3.39)
using (3.5) in the last step. Applying (3.6) shows that:
A = ∇
(
− h− 1
2
|∇ϕ|2 + (G(h)ϕ +∇h · ∇ϕ)
2
2(1 + |∇h|2)
)
(3.40)
We now want to show that all of the other terms in (3.36) are also gradients.
To handle the terms on the second row of (3.36), we note that by the definition of Uω:
∇V kω∇khBω + V kω∇kUω = ∇V kω (δkℓU ℓω) + V kω∇kUω −∇V kω (δkℓV ℓω)
= ∇(δkℓV kω U ℓω)−
1
2
∇|Vω|2 (3.41)
where we used the fact that curlUω = 0 in the last step.
To deal with the terms on the third row of (3.36) we note that:
∇kϕ∇kUω + V kω∇k∇ϕ+∇∇kϕ∇khBω = ∇kϕ∇kUω +∇k∇ϕ(V kω +∇khBω) = ∇(∇kϕUkω).
(3.42)
Finally, to handle the terms on the last line of (3.36), we again use that curlUω = 0 and expand
out Uω = Vω +∇hBω and write the result as:
(∂yψ)b
(∇kh∇iUkω +∇i∇kh∇khBω −∇iV kω∇kh)+ |∇h|2Bω∇i(∂yψ)b (3.43)
= (∂yψ)b
(∇kh∇iV kω +∇kh∇i(∇khBω) +∇i∇kh∇khBω −∇iV kω∇kh)+ |∇h|2Bω∇i(∂yψ)b
(3.44)
= ∇i
(|∇h|2(∂yψ)bBω). (3.45)
Combining the results of (3.41)-(3.45), we see that (3.36) becomes:
∂t(∇ϕ+∇aω) = A(ϕ, h)
+
1
2
∇|Bω|2 + 1
2
∇|Vω|2 −∇
(
Vω · Uω) +∇((1 + |∇h|2)(∂yψ)bBω)−∇(∇ϕ · Uω) (3.46)
Now we note that since vω · n = 0, we have Bω = V kω∇kh which further implies Uω = Vω +
∇h(Vω · ∇h). The second line of (3.46) then becomes the gradient of:
− 1
2
(∇h · Vω)2 − 1
2
(Vω)
2 +
(
(1 + |∇h|2)(∂yψ)b −∇ϕ · ∇h
)
(∇h · Vω)−∇ϕ · Vω
= −1
2
(∇h · Vω)2 − 1
2
(Vω)
2 + (G(h)ϕ)(Vω · ∇h)−∇ϕ · Vω (3.47)
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Next, we note that the vorticity does not enter into h (3.8) when we write v in terms of ψ, vω .
Indeed, recalling that vω · n = 0 on ∂Dt and using (3.8) gives:
∂th = −(∂ψ)b · ∇h− Vω · ∇h+ (∂yψ)b +Bω (3.48)
=
√
1 + |∇h|2((∂ψ)b · n+ (vω)b · n) (3.49)
= G(h)ϕ, (3.50)
where in the last step we used that ∆ψ = 0 in Dt.
Combining the result of the above calculation with (3.50) completes the proof. 
It is a little awkward to work in terms of aω, since it depends on the vorticity in the interior in
a complicated way, and moreover we only control ∇aω, not aω itself. For this reason we set:
ϕω = ϕ+ aω. (3.51)
The above system becomes:
∂th = G(h)ϕω −G(h)aω , (3.52)
∂tϕω = −h− |∇ϕω|2 + (G(h)ϕω +∇h · ∇ϕω)
2
1 + |∇h|2 + R˜ω, (3.53)
where:
R˜ω = −1
2
|∇aω|2+∇ϕω·∇aω+(1+|∇h|2)−1
(
(G(h)aω+∇h·∇aω)2−2(G(h)aω+∇h·∇aω)(G(h)ϕω+∇h·∇ϕω)
)
− 1
2
|Vω|2 −∇ϕω · Vω − 1
2
(
Vω · ∇h
)2
+ (G(h)ϕω)Vω · ∇h+∇aω · Vω − (G(h)aω)Vω · ∇h) (3.54)
We now recall that ∇aω = Vω+∇hBω and that Bω = ∇h ·Vω. Writing G(h)aω = G(h)Λ−1R ·∇aω,
we note that Vω enters linearly into these equations, since:
∂th = G(h)ϕω −G(h)(Λ−1R · Vω)−G(h)(Λ−1R · (∇h · Vω)). (3.55)
We also note that Vω, Bω enter no more than quadratically into the remaining terms.
Using these identities, can further re-write:
R˜ω = −|Vω · ∇h|2 + (∇ϕω · ∇h)(Vω · ∇h) +G(h)
[
ϕω − Λ−1R · Vω − Λ−1R · (∇hBω)
]
(Vω · ∇h)
+ (1+ |∇h|2)−1
((
G(h)[Λ−1R ·Vω]+∇h ·Vω
)2
− (G(h)Λ−1R ·Vω+∇h ·Vω)(G(h)ϕω +∇h ·∇ϕω)
)
+ more nonlinear terms (3.56)
We now expand out G(h) in powers of h. We recall the following expansion of G(h) in powers
of h:
G(h) = Λ +G2(h) +G3(h) +G4(h), (3.57)
with:
G2(h) = −∇ · (h∇) + Λ(hΛ), (3.58)
G3(h) = Λ(h
2Λ2) + Λ2(h2Λ)− 2(hΛ(hΛ)), (3.59)
and where G4(h) ≡ G(h)−Λ−G1(h)−G2(h) vanishes to order 3 when h = 0. See [26] for a formal
derivation of this expansion, and e.g. Appendix F of [8] for rigorous estimates for G4. Here, we are
using the notation:
Λsf = F−1(|ξ|sFf), s ∈ R, (3.60)
where F is the Fourier transform on R2.
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In particular, keeping track of just the terms which are linear or quadratic, the above equations
become:
∂th = Λϕω −R · Vω −∇ · (h∇ϕω)− Λ(hΛϕω) + Λ(hR · Vω) +∇ · (hVω) + ... (3.61)
∂tϕω = −h− |∇ϕω|2 + (Λϕω)2 + |R · Vω|2 + (R · Vω)Λϕω + ... (3.62)
We now set:
u = h+ iΛ1/2ϕω (3.63)
With this definition, we can recover h, ϕω from u:
h = Re u, ϕω = Λ
−1/2 Imu. (3.64)
In what follows, we will write uR = Reu and uI = Imu. We will also write Ri for the Riesz
transform:
F(Rif)(ξ) = ξi|ξ|(Ff)(ξ), i = 1, 2. (3.65)
Proposition 3.1. With the above definitions, we have:
(∂t + iΛ
1/2)u = N(u) + L(Vω) +N1(u, Vω) +N2(u, Vω) +N3(u, Vω), (3.66)
where N(u) = B(u) + T (u) +R(u) and:
B(u) = ΛuR(Λ
1/2uI) +∇ · (uR(Λ−1/2∇uI)) + iΛ1/2
(
|Λ−1/2∇uI |2 + |Λ1/2uI |2
)
(3.67)
T (u) = −1
2
Λ(u2RΛ
3/2uI) + Λ
2(u2RΛ
1/2uI)− 2Λ(uRΛ(uRΛ1/2uI)) + iΛ1/2
(
Λ1/2uI
(
uRΛ
3/2uI − Λ(uRΛ1/2uI)
))
(3.68)
L(Vω) = −R · Vω, (3.69)
N1(u, Vω) = Λ
1/2(R · VωΛ1/2uI)−∇ · (uRVω) + Λ(uRR · Vω) (3.70)
N2(Vω, Vω) = Λ
1/2(R · Vω)2, (3.71)
and where R(u) (resp. N3(u, Vω)) vanish to order 4 (resp. 3) when h = 0, and where N3(u, Vω) is
quadratic in Vω and its derivatives.
For later use, we record the Duhamel form of these equations:
eitΛ
1/2
u(t)− u0 = g1(t) + g2(t) + g3(t) + g4(t) + g5(t), (3.72)
where:
g1(t) =
∫ t
0
eisΛ
1/2
N(u) ds, (3.73)
g2(t) =
∫ t
0
eisΛ
1/2
L(w) ds, g3(t) =
∫ t
0
eisΛ
1/2
N1(u,w) ds, (3.74)
g4(t) =
∫ t
0
eisΛ
1/2
N2(w,w) ds, g5(t) =
∫ t
0
eisΛ
1/2
N3(u,w) ds, (3.75)
4. Elliptic estimates and the regularity of the free boundary
Much of the material in the following sections is based heavily on the estimates and ideas in [9].
In [9], the authors consider the free boundary problem for a bounded fluid region, but extending
their approach to the case of an unbounded domain is straightforward.
It is convenient to work in terms of Lagrangian coordinates, which we now define. We let Ω
denote the lower half-plane in R3. In this section, we will use the convention that points in Dt are
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denoted by x and points in Ω are denoted by y. The Lagrangian coordinates x(t) : Ω → Dt are
then defined by:
d
dt
xi(t, y) = vi(t, x(t, y)) y ∈ Ω, (4.1)
x(0, y) = y. (4.2)
In these coordinates, the material derivative Dt = ∂t + v
k∂k becomes the usual time derivative:
Dt =
∂
∂t
∣∣∣∣
y=const.
=
∂
∂t
∣∣∣∣
x=const.
+ vk
∂
∂xk
. (4.3)
The Lagrangian coordinates x induce a time dependent (co)metric g on Ω:
gab = δij
dxi
dya
dxj
dyb
, gab = δij
dya
dxi
dyb
dxj
(4.4)
We use the convention that indices a, b, c... denote quantities expressed in Lagrangian coordinates
and indices i, j, k, .. denote quantities expressed in the x coordinates. We let D denote the covariant
derivative on Ω with respect to the metric g. We write Γabc for the Christoffel symbols:
Γcab =
1
2
gcd
(
∂
∂ya
gbd +
∂
∂yb
gad − ∂
∂yd
gab
)
, (4.5)
and the covariant derivative of a (0, r) tensor β is then:
Daβa1···ar = ∂yaβa1···ar − Γdaa1βda2···ar − · · ·Γaarβa1···ar−1d. (4.6)
We let d = d(t, p) = distg(p, ∂Ω) denote the geodesic distance with respect to the metric g from
p ∈ Ω to ∂Ω, and we define the unit normal to ∂Ω by:
na = ∂ad, n
a = gabnb. (4.7)
We will also write ni for the normal expressed in Eulerian coordinates:
ni =
∂ya
∂xi
na, n
i = δijnj (4.8)
We let ι0 = ι0(t) denote the injectivity radius of ∂Dt By definition, this is the largest number ι0
so that the map:
(x, ι)→ x+ ιn(x), x ∈ ∂Dt (4.9)
is injective from ∂Dt × (−ι0, ι0)→ {x ∈ Dt : d(t, p) < ι0}.
The (co)metric on ∂Ω is given by:
γab = gab − nanb, γba = δba − nanb, (4.10)
and the second fundamental form of ∂Ω is:
θab = γ
c
aγ
d
b∇cnd. (4.11)
We note that on ∂Ω, if D denotes the covariant derivative on ∂Ω with respect to the metric γ,
then:
D aβa1···ar = γ
b
aγ
b1
a1 · · · γbrarDbβb1···br . (4.12)
In particular this implies that if q is a function on Ω with q = 0 on ∂Ω then γbaDbq = 0 on ∂Ω.
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4.1. The extension of the normal to the interior. Since d is the geodesic distance, we have
DDdDd = 0 and so DDd = θ˜, where θ˜ is the second fundamental form for the surfaces {d = const}.
We will also write θ for the second fundamental form of ∂Ω; if na is the unit normal vector to ∂Ω,
then:
θab = (δ
c
a − nanc)(δdb − nbnd)Dcnd. (4.13)
We now define an extension of the normal to a neighborhood of the boundary. We fix d0 with
ι0/16 ≤ d0 ≤ ι0/2 and let η ∈ C∞(R) be a function with η(s) = 1 when |s| ≤ 1/2, η(s) = 0 when
|s| ≥ 3/4, 0 ≤ η(s) ≤ 1 and |η′| ≤ 4. We then define:
n˜a(p) = η
(
d(p)
d0
)
Dad(x, y). (4.14)
Close to the boundary, we have n˜a = Dad and away from the boundary, n˜a = 0. We will not need
the following lemma explicitly but it is useful to note that we can control the regularity of n˜. See
Lemma 3.10 in [9] for the proof.
Lemma 4.1. With the above definitions, for each y ∈ ∂Ω, if d ≤ ι0/2:
|Dn˜(q, d)| ≤ 2|θ(q)|, |Dtn˜(q, d)| ≤ 6||h||L∞(Ω), (4.15)
where hab =
1
2Dtgab.
We now extend γ to the interior Ω. Abusing notation, we will write:
γab = gab − n˜an˜b, γba = δacγbc γab = gacgbdγcd. (4.16)
On ∂Ω, γab (resp. γ
ab) is just the metric (resp. cometric) on ∂Ω induced by g, and γab is the
projection to T (∂Ω). Away from ∂Dt, γab = gab and γab is the identity map. The estimates in
Lemma 4.1 then imply (see Lemma 3.11 in [9]):
Lemma 4.2. With the above definitions, we have:
|Dγ| ≤ C
(
||θ||L∞(Ω) +
1
ι0
)
, |Dtγ| ≤ C||h||L∞(∂Ω) (4.17)
4.2. Elliptic estimates. For notational convenience, in this section we write x3 = y. We will
use multi-index notation and write I = (i1, . . . , ir). We will write D
r for the operator which has
components:
DrI = Di1 · · ·Dir , (4.18)
If ij = 1, 2 for each j = 1, ..., r, we will also write ∇r for the operator:
∇rI = ∇i1 · · · ∇ir . (4.19)
We will also write:
γIJ = γ
i1
j1
· · · γirjr , (4.20)
Let β be a (0, r + 1) tensor with βi1···iri = D
r
i1···ir
αi for some (0, 1)-tensor α. We write:
(div β)I = δ
ijDjβI = D
r
I(δ
ijDjαi), (4.21)
(curl β)ij = DiβIj −DjβIi = DrI(Diαj −Djαi). (4.22)
We will also write:
(Πβ)I = γ
J
I βJ , (4.23)
(n · β)I = niβIi (4.24)
We will rely heavily on the following pointwise estimate in Dt, which is originally from [9]:
Lemma 4.3. If β is as above, then:
|Dβ|2 ≤ C(δijγkℓγIJ(DkβIi)(DℓβJj) + |div β|2 + | curl β|2), in Dt, (4.25)
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We will also use the following L2 estimates:
Lemma 4.4. With the above notation, if |θ|+ 1ι0 ≤ K then:
||β||p
Lp(∂Ω)
≤ C(||Dβ||Lp(Ω) +K||β||Lp(Ω)), 1 < p <∞, (4.26)
||β||2L2(∂Ω) ≤ C||Πβ||2L2(∂Ω) + C
(||div β||L2(Ω) + || curlβ||L2(Ω) +K||β||L2(Ω))||β||L2(Ω), (4.27)
||β||2L2(∂Ω) ≤ C||n · β||2L2(∂Ω) + C
(||div β||L2(Ω) + || curlβ||L2(Ω) +K||β||L2(Ω))||β||L2(Ω), (4.28)
and
||Dβ||2L2(Ω) ≤ C||Dβ||L2(∂Ω)||β||L2(∂Ω) + C
(||div β||L2(Ω) + || curl β||L2(Ω))2, (4.29)
||Dβ||2L2(Ω) ≤ C||ΠDβ||L2(∂Ω)||Πn · β||L2(∂Ω) + C
(||div β||L2(Ω) + || curl β||L2(Ω) +K||β||L2(Ω))2,
(4.30)
||Dβ||2L2(Ω) ≤ C||Πn · ∇β||L2(∂Ω)||Πβ||L2(∂Ω) + C
(||div β||L2(Ω) + || curl β||L2(Ω) +K||β||L2(Ω))2.
(4.31)
Proof. Other than (4.26) for p 6= 2, all of the above inequalities are in Lemma 5.6 in [9]. To prove
(4.26) for p 6= 2 we can argue in essentially the same way as the p = 2 case; by Stokes’ theorem:
||β||pLp(∂Ω) =
∫
∂Ω
n˜in˜
i|β|p dS =
∫
Ω
(Din˜
i)|β|p + p∇β · β|β|p−2. (4.32)
By Lemma 4.1, the first term is bounded by K||β||pLp(Ω). To bound the second term, we just
note that by Holder’s inequality and Young’s inequality, it is bounded by ||∇β||Lp(Ω)||β||p−1Lp(Ω) .
||∇β||pLp(Ω) + ||β||pLp(Ω).

The estimates (4.25) will be used to show that the energy (defined in (5.8)) controls all derivatives
of v. The estimates in (4.4) will be used to show that the energies control v on the boundary, and
we will also use them with α = ∇q for a function q to control solutions of the Dirichlet problem. We
will assume in many of the following estimates that K ≤ 1. This is only for notational convenience
and is not essential to the arguments; many of the estimates will involve constants which can be
bounded in terms of 1+K and so this assumption allows us to ignore the unimportant dependence
on K. We will make it clear when this assumption is used. Versions of these estimates with more
explicit dependence on K can be found in [9].
First, we show that derivatives of q can be controlled by projected derivatives of q on the boundary
and derivatives of ∆q:
Proposition 4.1. If K ≤ 1 then for r ≥ 1:
||Drq||L2(∂Ω) + ||Drq||L2(Ω) ≤ C
(
||ΠDrq||L2(∂Ω) +
∑
s≤r−1
||Ds∆q||L2(Ω) + ||Dq||L2(Ω)
)
, (4.33)
and for any δ > 0:
||Drq||L2(Ω) + ||Dr−1q||L2(∂Ω) ≤ δ||ΠDrq||L2(∂Ω) +C(1/δ)
∑
s≤r−2
||Ds∆q||L2(Ω) + ||Dq||L2(Ω). (4.34)
Proof. By (4.27) with β = Drq:
||Drq||2L2(∂Ω) ≤ ||ΠDrq||2L2(∂Ω) + C
(||Dr−1∆q||L2(Ω) +K||Drq||L2(Ω))||Drq||L2(Ω), (4.35)
and by (4.30) with β = Dr−1q:
||Drq||2L2(Ω) ≤ C||ΠDrq||L2(∂Ω)||Dr−1q||L2(∂Ω) + C
(||Dr−1∆q||L2(Ω) +K||Dr−1q||L2(∂Ω))2. (4.36)
Combining these inequalities and using induction gives (4.33) and (4.34). 
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We will use this proposition in two ways. First, in our energy estimates we will directly control
||ΠDrp||L2(Ω) if the Taylor sign condition (1.7) holds and since ∆p = −(∂ivj)(∂jvi), we control this
as well. We will also use this estimate to control derivatives Dtp on ∂Dt, and we will rely on the
observation that ΠDrq is lower order if q = 0 on ∂Ω. This is clear when r = 0, 1, and for r = 2 we
have:
ΠjiΠ
ℓ
kDjDℓq = Π
j
iDj
(
ΠℓkDℓq
)−ΠjiDj(Πℓk)Dℓq, (4.37)
and when q = 0 on ∂Ω, the first term is zero and the second term is −(ΠjiDjnk)nℓ∇ℓq, so that
Π∇2q = θDnq. We also record the r = 3 case for later use:
ΠD3q = D 3q − 2θ ⊗ (θ ·D q) + (D θ)DNq + 3θ ⊗ (DDNq). (4.38)
It will not be important in our argument exactly which indices appear where.
One can use the following heuristic argument from [9] to see what the higher-order version of
the formula is. If d(x) = dist(x, ∂Ω) then q/d is smooth up to the boundary, and:
ΠDrq = ΠDr
(
d
q
d
)
=
r∑
s=0
Π(Dsd)⊗Dr−s
(
q
d
)
. (4.39)
Restricting this formula to the boundary, we see that the s = 0, 1 terms drop out and that q/d ∼
∇nq. Further, if we knew that all the derivatives falling on d were purely tangential, then arguing
as above we could replace Dsd with Ds−2θ. We therefore write Di = (Π
j
i + nin
j)Dj and further
note that ninjDjDkd = 0 because d is the geodesic distance. Each time we make this subsitution,
some derivatives will fall onto the factors of N we have introduced and this generates more factors
of θ, but at the same time less derivatives land on the function q. This suggests that we should
expect:
ΠDrq ∼
r−2∑
s=0
D sθ ⊗Dr−sDnq (4.40)
Also note that the s = r − 2 term of the expansion (4.40) is (D r−2θ)Dnq and so if the lower order
terms and |Dq|−1 are bounded, this gives an estimate for θ in terms of q.
The rigorous version of these observations is:
Proposition 4.2. Let q : Dt → R be a function. If ||θ||L∞(∂Ω) ≤ 1, then for m = 0, 1:
||ΠDrq||2L2(∂Ω) ≤ ||D rq||L2(∂Ω) + 2||D r−2θ||L2(∂Ω) ||Dnq||L∞(∂Ω) (4.41)
+ C
(
||θ||L∞(∂Ω) +
∑
k≤r−2−m
||D kθ||L2(∂Ω)
) ∑
k≤r−2+m
||Dkq||L2(∂Ω) + C
r−1∑
k=1
||Dr−kq||L2(∂Ω)
(4.42)
and if |Dnq| > δ0 > 0:
||D r−2θ||L2(∂Ω) ≤ Cδ−10
(
||ΠDrq||L2(∂Ω) +
r−1∑
k=1
||Dr−kq||L2(∂Ω)
)
+ Cδ−10
(
||θ||L∞(∂Ω) +
∑
k≤r−3
||D r−3θ||L2(∂Ω)
) ∑
k≤r−1
||Dkq||L2(∂Ω) (4.43)
Combining these two propositions, we have:
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Corollary 4.1. If K ≤ 1 and q : Dt → R is a function with q = 0 on ∂Ω, then for r ≥ 3:
||Dr−1q||L2(∂Ω) ≤ C
(
||D r−3θ||L2(∂Ω)||Dnq||L∞(∂Ω) + ||Dr−2∆q||L2(Ω)
+ C(||θ||L2(∂Ω), ..., ||D r−4θ||L2(∂Ω))
(
||Dnq||L∞(∂Ω) +
∑
s≤r−3
||Ds∆q||L2(Ω) + ||Dq||L2(Ω)
)
, (4.44)
and for r > 3:
||Dr−1q||L2(∂Ω)+||Dq||L∞(∂Ω) ≤ C||Dr−2∆q||L2(Ω)+C(||θ||L2(∂Ω), ..., ||D r−3θ||L2(∂Ω))
∑
s≤r−3
||Ds∆q||L2(Ω).
(4.45)
4.3. Estimates for vω. Unlike the previous section, in this section we will work on Dt. We will
therefore write:
γij =
∂ya
∂xi
∂yb
∂xj
γab, (4.46)
and similarly for γji ,Di, etc. In Section D, we use some of the ideas from [27] to show that
vω = curlβ, where β satisfies:
∆β = ω in Dt, (4.47)
γji βj = 0, j = 1, 2, 3, on ∂Dt, (4.48)
Dn(β · n) +Hβ · n = 0 on ∂Dt. (4.49)
Taking the divergence of (4.47) and noting that D · β|∂Dt = γD ·D(γ · β) +Dn(β · n)+Hβ · n = 0,
it follows that div β = 0 in Dt if β. We have the basic elliptic estimate:
Lemma 4.5. With β as defined above:
||β||L6(Dt) + ||Dβ||L2(Dt) + || curlβ||L2(Dt) . ||ω||L6/5(Dt). (4.50)
Proof. First, by the Sobolev inequality (A.2), ||β||L6(Dt) . ||Dβ||L2(Dt). We next show that
||Dβ||L2(Dt) . || curl β||L2(Dt). Note that:∫
Dt
δijδkℓDiβkDjβℓ =
∫
Dt
δijδkℓDiβkDℓβj +
∫
Dt
δijδkℓDiβk curlβjℓ. (4.51)
Integrating by parts, the first term is:∫
∂Dt
δijnkDiβkβj −
∫
Dt
δijδkℓ(DℓDiβk)βj (4.52)
The interior term vanishes since div β = 0. To handle the boundary term, we note that since
γ · β = 0 on ∂Dt:
nkβiDiβk = n
kni(βℓnℓ)Diβk = n
i(βℓnℓ)Dn(n
kβk)−ni(βℓnℓ)Hnkβk =
(
div β−γijDi(γkℓ βℓ)
)
(βℓnℓ) = 0,
(4.53)
where we have used that div β = 0. Returning to (4.51), we have:
||Dβ||2L2(Dt) . ||Dβ||L2(Dt)|| curl β||L2(Dt), (4.54)
which implies the bound for ||Dβ||L2(Dt).
Finally we show that || curl β||L2(Dt) . ||ω||L6/5(Dt). Integrating by parts:∫
Dt
| curlβ|2 =
∫
∂Dt
(n× β) curlβ −
∫
Dt
β curl2 β. (4.55)
Since the tangential components of β vanish on ∂Dt, it follows that n × β = 0. The interior term
is bounded by ||β||L6(Dt)||ω||L6/5(Dt), which completes the proof. 
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The above estimates combined with the elliptic estimates in the previous section will allow us to
bound ||vω||Hr(Dt). In the proof of the dispersive estimates, we will also need to bound ||Vω||Lp(∂Dt)
for 1 < p < 2. Recall that in the interior, we have Vω = curlβ with ∆β = ω. In the flat case (h = 0),
a simple calculation using the Newtonian potential shows that for any z ∈ {(z1, z2, z3)|z3 ≤ 0}, we
have |vω(z)| = | curl β(z)| . 11+|z|2 ||(1 + |z|2)ω||L1(Dt). Restricting this to z = (x, 0) ∈ ∂Dt gives
that Vω ∈ Lp(∂Dt) for p > 1. To handle the case with h 6= 0, in Proposition D.1, we follow the
approach of [28] [29] to construct a Green’s function for Dt which satisfies the same estimates as
the Newton potential, and this can be used to prove estimates for ||Vω||Lp(∂Dt) for 1 < p.
Proposition 4.3. If ||h||W 4,∞(R2) + ||h||HN1 (R2) ≤ 1, then for 2 ≤ p <∞, 0 ≤ r ≤ N1 − 2:
||∇rVω||Lp(R2) + ||Drvω||L2(Dt) . ||ω||HN1w (Dt), (4.56)
and for 1 < p ≤ 2:
||Vω||Lp(R2) . ||ω||HN1w (Dt) (4.57)
The assumption on the size of h is for notational convenience and can be avoided. We remark
that by the interpolation inequality (A.3), if the bootstrap assumptions (2.10)-(2.12) hold then we
have:
||h||HN1 (R2) . ε0(1 + t)σ + ε1(1 + t)δ, (4.58)
where σ = N1+1N0−1(1 + δ) and so this quantity is less than one until t ∼ Tε0,ε1 . We will be forced to
take t . Tε0,ε1 at other points anyways, so this is not a serious restriction.
Proof. First, by (3.5), ∇rVω = (Drvω)|∂Dt −∇rh(Dyvω)|∂Dt +(∇h)r(Dryvω)|∂Dt + ... , up to similar
terms. We show how to prove the estimates for the first term, as the other terms can be handled
similarly. We consider the cases 1 < p < 2 and p ≥ 2 separately.
When p ≥ 2, by Holder’s, Young’s and Sobolev’s inequalities, it suffices to control ||DkVω||L2(Dt)
for 0 ≤ k ≤ r + 2. Since vω · n = 0 on ∂Dt, repeatedly applying the trace inequality (4.27) gives:
||Dkvω||2L2(∂Dt) ≤ C
(
||Dkω||2L2(Dt) + (1 +K)||vω||2L2(Dt)
)
. (4.59)
The constant here depends on bounds for ||θ||L∞(∂Dt) as well as ||θ||Hk−2(∂Dt) and by assumption
these are both bounded. By the estimate (4.50), we have ||vω||L2(Dt) . ||ω||L6/5(Dt) and by Holder’s
inequality, we have ||ω||L6/5(Dt) . ||ω||HN1w (Dt). Since k ≤ r + 2 ≤ N1 we bound the first term here
as well.
The estimate (4.57) follows from (D.12).

5. Energy Estimates
The system (1.1)-(1.3) has a conserved energy:
E0(t) =
1
2
∫
Dt
|v(t, x, y)|2dxdy+1
2
∫
R2
|h(t, x)|2 dx = 1
2
∫
R2
∫ h(t,x)
−∞
|v(t, x, y)|2 dxdy+1
2
∫
R2
|h(t, x)|2 dx.
(5.1)
We have:
d
dt
E0(t) =
∫
Dt
vi∂tvi dxdy +
1
2
∫
R2
∂th|v|2 dx+
∫
R2
h∂thdx (5.2)
= −
∫
Dt
vi(vk∂kvi + ∂i(p+ y)) dxdy +
1
2
∫
R2
∂th|v|2 dx+
∫
R2
h∂thdx (5.3)
= −1
2
∫
∂Dt
nkv
k|v|2 dS −
∫
∂Dt
niv
ihdS +
1
2
∫
R2
∂th|v|2 dx+
∫
R2
h∂thdx, (5.4)
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where we used that div v = 0 in Dt and that p = 0 on ∂Dt. Using (1.4) the first and third, and
second and fourth terms here cancel.
To get higher-order energies, in the irrotational case (ω = 0) one can use the system (3.1)-(3.2)
directly to prove energy estimates. See [8] or [23] for this approach. In the case ω 6= 0, the
corresponding system (3.13)-(3.14) is more complicated to work with and we instead choose to
model our approach on [9] and prove energy estimates for Euler’s equation (1.1) -(1.3) directly.
The advantage is that the estimates can be proved using elementary techniques, relying only on
integration by parts and simple geometric facts (such as (4.40), (4.27)).
We define the projection γ as in (4.16). We will write:
γij =
∂xi
∂ya
∂xj
∂yb
γab, (5.5)
for γ expressed in the x-coordinates. We also write:
γi1···irj1···jr = γi1j1 · · · γirjr (5.6)
For (0, r)−tensors α, β, we define:
Q(α, β) = γi1···irj1···jrαi1···irβj1···jr . (5.7)
The energies are:
Er(t) =
∫
Dt
δijQ(Drvi,D
rvj) dV +
∫
∂Dt
Q(Drp,Drp)|Dp| dS +
∫
Dt
|Dr−1ω|2 dV. (5.8)
We will see that since p = 0 on ∂Dt, Q(Drp,Drp) = Q(D r−2θ,D r−2θ)|Dnp|2 to highest order
(see the discussion after (4.37) and the estimate (5.39)). In particular since θ ∼ ∇2h, bounds for
Er imply bounds for h. Moreover, in Theorem 5.2, we will see that ||u||2
HN0−1
. EN0 to highest
order (recall that u is defined in 3.63).
We will prove the energy estimates in the following sections assuming the following a priori
bounds:
|θ(t)|+ 1
ι0(t)
≤ K on ∂Dt, (5.9)
−∇np(t) ≥ δ0 > 0 on ∂Dt, (5.10)
|D2p(t)|+ |DnDtp(t)| ≤ L on ∂Dt, (5.11)
|Dv(t)|+ |D2p(t)| ≤M on Dt. (5.12)
Recall that we are writing ι0(t) for the injectivity radius of ∂Dt. We will assume in the estimates
that K ≤ 1. This is only for notational convenience and is not essential to the arguments; many
of the estimates will involve coefficients that can be bounded in terms of 1 +K and this allows us
to ignore the unimportant dependence on K. We also remark that 1ι0 ≤ ||θ||L∞(∂Dt) and so the
definition of K is somewhat overcomplicated. We choose to keep track of both terms because it
turns out that if one is interested in proving energy estimates which depend on as few derivatives
of v as possible in L∞, it is difficult to control the time evolution of ι0. For this reason, in [9], the
authors introduce another radius which they denote ι1 (see Definition 3.5 there) which can be used
to control ι0. For our purposes this distinction will not be important, because we will eventually
need to assume bounds for more derivatives of v in any case, but if one is interested in studying
this problem with less regular data it is useful to keep track of both terms.
The main result of this section is the following energy estimate:
Proposition 5.1. Suppose that the a priori assumptions (5.9)-(5.12) hold. There are continuous
functions Cr = Cr(δ
−1
0 ) and homogeneous polynomials Pr with positive coefficients so that for r ≥ 0:∣∣∣ d
dt
Er(t)
∣∣∣ ≤ Cr(δ−10 )(K + L+M)(Er(t) + (K + L+M)Pr(E∗r−1(t),K,L,M)), (5.13)
ON THE LIFESPAN OF THREE-DIMENSIONAL GRAVITY WATER WAVES WITH VORTICITY 21
with E∗r−1 =
∑
s≤r−1 Es.
We prove this in the next two subsections. Next, we relate the energy Er and the a priori
assumptions (5.9)-(5.12) to the dispersive variable u and the vorticity.
Lemma 5.1. If the bootstrap assumptions (2.10)-(2.12) hold, then with:
A(t) = ||θ(t)||L∞(∂Dt)+
1
ι0(t)
+ ||D2p||L∞(∂Dt)+ ||DDtp||L∞(∂Dt)+ ||Dv(t)||L∞(Dt)+ ||Dp(t)||L∞(Dt),
(5.14)
and
B(t) = ||h(t)||W 4,∞(R2) + ||ϕ(t)||W 4,∞(R2) + ||ω(t)||HN1w (Dt), (5.15)
we have:
A(t) . B(t)
(
1 + B(t)
√
E∗3 (t)
)
, (5.16)
where E∗3 =
∑
s≤3 Es. Furthermore, if 0 ≤ t ≤ Tε0,ε1 with Tε0,ε1 defined by (1.15), then:
−∇np(t) ≥ 1
2
(−∇np(0)) on ∂Dt. (5.17)
We remark that one could replace ||ω||
H
N1
w (Dt)
in (5.16) with an L∞-based norm with fewer
derivatives by using a Schauder estimate, but this will suffice for our purposes. We also note
that the fact that
√E3 shows up on the right-hand side of (5.16) is because we need to control
||DDtp||L∞(∂Dt). We bound this by Sobolev embedding and then the elliptic estimates in Section
4. Since ∆Dtp is cubic (see (5.31)), this can be bounded by B2
√E∗3 .
Recall that ϕ = ψ|∂Dt where ∇nψ = n · v on ∂Dt. Since by Lemma 5.2, the energies control
derivatives of v on ∂Dt as well as derivatives of θ, we have the following estimate, which is proved
in Section 5.4.
Proposition 5.2. With ϕω defined by (3.51), if ||h||W 4,∞(R2) ≪ 1, then for any r ≥ 1:
||h||2Hr(R2) + ||Λ1/2ϕω||2L2(R2) + ||∇ϕω||2Hr−1(R2) ≤ CEr +AP (Er−1∗ ,A), (5.18)
where Er∗ =
∑
s≤r Es and A defined by (5.14).
We will then see that the energy estimates (5.13) and this lemma imply:
Proposition 5.3. If the bootstrap assumptions (2.10)-(2.12) hold, then:
||ω(t)||2
H
N1
w (Dt)
≤ ||ω0||2
H
N1
w (D0)
+CN
∫ t
0
(
||u(s)||WN1+2,∞(R2) + ||ω(s)||HN1w (Ds)
)
||ω(s)||2
H
N1
w (Ds)
ds.
(5.19)
We will need to take N1 ≥ 6 to prove the dispersive estimates and since we only control ||u||W 4,∞ ,
the result is that ||u||WN1+2,∞(R2) decays slightly slower than the critical rate of 1/t, and this is why
we are only able to follow the solution until T ∼ ε−N0 .
Assuming these results for the moment, we can now provide the proofs of Theorem 2.4 and 2.3:
Proof of Theorem 2.4. By Gro¨nwall’s inequality and induction, if δ is sufficiently small then the
estimate (5.13) combined with (5.16) implies that there is a constant CEN0 with:
EN0(t) ≤ EN0(0) + CEN0
∫ t
0
( ε0
1 + s
+ ε1(1 + s)
δ
)
ε20(1 + s)
2δ ds (5.20)
≤ EN0(0) + CEN0(ε30(1 + t)2δ + ε1ε20(1 + t)1+3δ). (5.21)
Using (5.39) and the fact that θ ∼ ∇2h completes the proof. 
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Proof of Theorem 2.3. By the interpolation inequality (A.3) combined with the estimate (5.18) for
||u||HN0 ,
||u||WN1+2,∞(R2) .
ε0
(1 + t)1−σ′
, (5.22)
with σ′ = N1+2N0−1(1 + δ), provided the assumptions (2.10)-(2.12) hold. Recalling that N0 = 2NN1,
this implies:
||u||WN1,∞(R2) .
ε0
(1 + t)1−1/N
. (5.23)
Combining this with (5.19) and using the assumptions (2.10)-(2.12), we have:
||ω(t)||2
H
N1
w (Dt)
≤ ||ω(0)||2
H
N1
w (D0)
+ CN1
∫ t
0
(
ε0(1 + s)
−1+σ + ε1(1 + s)
1+δ
)
ε21(1 + s)
2δ ds (5.24)
≤ 1
4
ε21 + CN1
(
ε0(1 + t)
σ
)(
ε1(1 + t)
δ
)
ε21(1 + t)
2δ, (5.25)
as required. 
As in [9], before proving the energy estimates (5.13), it is convenient to first prove that Er controls
norms of v, p and the second fundamental form θ.
5.1. Quantities controlled by Er. We start with the equations for ω and p. Taking the curl of
(1.1) shows that ω satisfies:
Dtωij = ωikD
kvj. (5.26)
Taking the divergence of (1.1) and using (1.2) gives that p satisfies:
∆p = −(Divj)(Djvi) = −Di(vjDjvi), (5.27)
where we used that div v = 0. We will also need to use the equation for Dtp. We apply Dt to both
sides of (5.27), and the right-hand side is:
−Dt(Di(vjDjvi)) = −Di
(
Dt(v
jDjv
i)
)
+Dk
(
vkDi(v
jDjv
i)
)
, (5.28)
while:
Dt∆p = DiDtD
ip−DivkDkDip = ∆Dtp−Di
(
vkDkD
ip
)−Dk(DivkDip). (5.29)
In particular, rearranging the indices this shows that:
∆Dtp = Di
(
vkDkD
ip−DkviDkp−Dt(vjDjvi) + viDk(vjDjvk)
)
. (5.30)
We shall need that the right-hand side of (5.30) is the divergence of a vector field, but for most
of out applications it is more useful to use (1.2) and re-write this in the following slightly more
attractive way:
∆Dtp = 4 tr
(
(Dv) ·D2p)+ 2 tr ((Dv)3)− (∆v) ·Dp, (5.31)
where we are writing ((Dv) · D2p)ij = DivkDkDjp and ((Dv)3)ij = DivkDkvℓDℓvj . The next
lemma follows from these observations, the interpolation inequalities (A.6)-(A.7), and the fact that
[Dt, ∂i] = −(∂ivj)∂j .
Lemma 5.2. If K ≤ 1 then there are constants Cr > 0 so that:
||DtDrv +Dr+1p||L2(Dt) + ||DtDr−1ω||L2(Dt) + ||∆Dr−1p||L2(Dt) ≤ Cr||Dv||L∞(Dt)
r∑
k=0
||Dkv||L2(Dt),
(5.32)
||Π(DtDrp+ (Drv) ·Dp−DrDtp)||L2(∂Dt) ≤ Cr r−2∑
s=1
||Π((D1+sv) · (Dr−sp))||L2(∂Dt) (5.33)
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and
||Dr−2∆Dtp− (Dr−2∆v) ·Dp||L2(Dt)
≤ Cr
(||Dv||2L∞(Dt) + ||Dp||L∞(Dt))( r∑
s=1
||Dsv||2L2(Dt) + ||Dsp||L2(Dt)
)
+Cr||Dv||2L∞(Dt)
r−1∑
s=1
||Dsv||L2(Dt) (5.34)
The elliptic estimates in Section 4 give us the following coercive estimates. These are essentially
from [9]; the only difference here is that these estimates hold when V olDt =∞.
Lemma 5.3. Suppose that K ≤ 1. Then there are constants Cr with:
||Drv||2L2(Dt) ≤ CrEr, (5.35)
||ΠDrp||2L2(∂Dt) ≤ ||Dp||L∞(∂Dt)Er. (5.36)
In addition, for r ≥ 1:
||Drp||2L2(Dt) + ||Drp||2L2(∂Dt) ≤ Cr
(||Dp||L∞(∂Dt) + ||Dv||2L∞(Dt))2E∗r , (5.37)
with E∗r =
∑
k≤r Ek, and:
||ΠDrDtp||2L2(∂Dt) + ||Dr−1Dtp||2L2(∂Dt) + ||DrDtp||2L2(Dt)
≤ Cr
(||Dp||L∞(Dt) + ||Dv||2L∞(Dt) + ||DnDtp||L∞(∂Dt)||θ||L∞(Dt))Er(t)
+ P
(
E∗r−1, ||Dp||L∞(Dt), ||Dv||2L∞(Dt), ||D2p||L∞(∂Dt)
)
. (5.38)
Furthermore, if −∇np ≥ δ0 > 0, then:
||D r−2θ||2L2(∂Dt) ≤ ||(Dnp)−1||L∞(∂Dt)
(
Er + P (E∗r−1, ||Dv||L∞(Dt), ||Dp||L∞(Dt), ||D2p||L∞(∂Dt))
)
(5.39)
where P is a homogeneous polynomial with positive coefficients.
Proof. The estimate (5.35) follows from (4.25) and (5.36) follows from the defintion of the boundary
term in the energy. To prove (5.37), we apply (4.33), (5.32) and (5.36), which gives (5.37) with an
extra term ||Dp||L2(Dt) on the right-hand side. To control this, we integrate by parts twice and use
(5.27): ∫
Dt
|Dp|2 = −
∫
Dt
p∆p =
∫
Dt
pDi(v
jDjv
i) =
∫
Dt
Dip(v
jDjv
i). (5.40)
Bounding the right hand side by ||Dv||L∞(Dt)||Dp||L2(Dt)||v||L2(Dt) and dividing both sides by
||Dp||L2(Dt) gives the result.
Similarly, applying (5.34), (4.33) and (4.42) gives (5.38) with an extra term ||DDtp||L2(Dt) on the
right-hand side. This can be handled by using the fact that Dtp = 0 on ∂Dt, the equation (5.30)
and integrating by parts twice:∫
Dt
|DDtp|2 = −
∫
Dt
Dtp(DiX
i) =
∫
Dt
(DiDtp)X
i, (5.41)
where Xi = v
kDkDip−DkviDkp−Dt(vjDjvi)+ viDk(vjDjvk). The result now follows after using
(5.37) and (5.35) to control ||X||L2(Dt).
The estimate (5.39) follows from (4.43) and the estimates we have just proved. 
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5.2. Proof of Theorem 5.1. We start by applying Proposition 5.11 from [9] with α = −Drp, β =
Dr−1v and ν = |Dp|−1, which gives:
d
dt
Er ≤ C
√
Er
(||Π(DtDrp+ (Dkp)Druk)||L2(∂Dt) + ||DtDru+Dr+1p||L2(Dt)) (5.42)
+ CKEr + C
(|| curlDr−1v||L2(Dt) + ||∆Dr−1p||L2(Dt) (5.43)
+K(||Dr−1v||L2(Dt) + ||Drp||L2(Dt)
)2
. (5.44)
By Lemma 5.3, every term except the first one above is bounded by the right-hand side of (5.13).
By (5.33) and (5.38), it suffices to prove the following bound:
r−2∑
s=1
||Π((D1+su)·(Dr−sp))||2L2(∂Dt) ≤ C(K+L+M)
(
Er+(K+L+M)P (E0, .., Er−1,K,L,M), (5.45)
for a polynomial P . We write (Πr−sDr−sp)J = γ
I
JD
r−s
I and (Π
s+1Dsv)Ji = γ
I
Jγ
i
jDJvj . Then:
||Π((Ds+1v) · (Dr−sp))||L2(∂Dt) ≤ || |Πs+1Dsv| |Πr−sDr−sp| ||L2(∂Dt)
+ || |ΠsNkDsvk| |Πr−sNkDr−s−1Dkp||L2(∂Dt) (5.46)
We now apply the interplation inequality (A.6) which shows that see that each of these terms is
bounded by a constant depending on K times (writing Lp = Lp(∂Dt)):(
||D2v||L∞ +
r−3∑
ℓ=2
||Dℓv||L2
)
||∇r−1p||L2 +
(
||D3p||L∞ +
r−2∑
ℓ=3
||Dℓp||L2
)
||∇r−2v||L2 (5.47)
+(1 + ||θ||L∞)r−4(||θ||L∞ + ||D r−3θ||L2)
(
||D2v||L∞ +
r−3∑
ℓ=2
||Dℓv||L2
)(
||D3v||L∞ +
r−2∑
ℓ=3
||Dℓp||L2
)
,
(5.48)
and using Lemma 5.2, this can be bounded by the right-hand side of (5.45).
5.3. Proof of Lemma 5.1. To control ||θ||L∞(∂Dt)+ 1ι0 we start by noting that 1ι0 ≤ C||θ||L∞(∂Dt)
and that by the elementary formula θij = (1+|∇h|2)−1/2∇i∇jh, we have ||θ||L∞(∂Dt) ≤ C||h||C2(R2).
We note that ∆|D2ψ|2 = |D3ψ|2 ≥ 0, so writing v = Dψ + vω, applying the maximum principle to
control ||D2ψ||L∞(Dt) ≤ ||D2ψ||L∞(∂Dt) and the estimate (4.56), we have:
||Dv||L∞(Dt) ≤ ||D2ψ||L∞(Dt) + ||Dvω||L∞(Dt) . ||D2ψ||L∞(∂Dt) + ||ω||HN1w (Dt). (5.49)
To control D2ψ on ∂Dt, we can either use (3.5) and (3.6) or just use the pointwise inequality
(4.25) on ∂Dt which shows that |D2ψ| . |∆ψ|+ |ΠD2ψ|. By the projection formula (4.37) we have
|ΠD2ψ| ≤ |D 2ψ|+ |θ|(|DNψ|+ |Dψ|) . |D 2ϕ|+ |θ|(|Nϕ|+ |Dϕ|) where D denotes the covariant
derivative on ∂Dt. By the estimate for the Dirichlet-to-Neumann map (C.3), this proves the bound
for ||Dv||L∞(∂Dt).
The estimates for ||D2p||L∞(∂Dt) follow from the pointwise estimate (4.25), the fact that ∆p =
−(Dv) · (Dv) and the bounds we just proved. To bound ||DDtp||L∞(∂Dt), we apply Sobolev embed-
ding (A.4) on ∂Dt and the elliptic estimate (4.34) it suffices to bound:
||ΠD3Dtp||L2(∂Dt) + ||ΠD2Dtp||L2(∂Dt) +
∑
s≤2
||Ds∆Dtp||L2(Dt) + ||DDtp||L2(Dt). (5.50)
Using the identity (5.41) gives:
||DDtp||L2(Dt) ≤ C
(
||D2p||L∞(Dt)||v||L2(Dt) + ||Dv||L∞(Dt)||Dp||L2(Dt) + ||Dv||2L∞(Dt)||Dv||L2(Dt)
)
,
(5.51)
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and using the estimates we have just proved and Lemma 5.2 gives that ||DDtp||L2(Dt) is bounded
by the right-hand side of (5.16). To control ||ΠD3Dtp||L2(∂Dt) + ||ΠD2Dtp||L2(∂Dt), we use the
formulas (4.37), (4.38) and the estimates we have just proved.
To get a lower bound for∇Np on ∂Dt, we start by noting that since p = 0 on ∂Dt and (DtN i)Ni =
0, so that DtDNp = DNDtp on ∂Dt. Since p = 0 on ∂Dt and (DtN i)Ni = 0 it follows that
Dt∂Np = (DtN
i)∂ip+ ∂NDtp = ∂NDtp. Applying Sobolev embedding on ∂Dt, the estimate (5.38),
and the bootstrap assumptions (2.10)-(2.12), we have:
|∇Np(t)| ≥ |∇Np(0)|−
∫ t
0
|∇NDtp(s)| ds ≥ |∇Np(0)|−C
∫ t
0
ε30
(1 + s)2
(1+s)δ+ε31(1+s)
3δ ds. (5.52)
The second term is bounded by 12 |∇Np(0)| so long as t ≤ C(|∇Np(0)|−1)ε
−1/3
1 and ε0 is taken
sufficiently small.
5.4. Proof of Proposition 5.2. We now show how the energies in the previous section control
Sobolev norms of ϕ, h. Recall that u = h+ iΛ1/2ϕω, where ϕω = ϕ+ aω and ∇aω = Vω +∇hBω.
We begin by noting that by the definition of ϕω = ϕ+ aω, the fact that ∇aω = Vω +∇hBω, and
the fact that Bω = −∇h · Vω (since vω ·N = 0) it suffices to prove the following estimate:
||h||2Hr(R2) + ||Λ1/2ϕ||2L2(R2) + ||∇ϕ||2Hr−1(R2) + ||Λ1/2aω||2L2(R2) + ||Vω||2HN−1(R2) . EN +AP (EN−1).
(5.53)
We start with bounds for h. By the elementary formula:
θij =
1√
1 + |∇h|2∇i∇jh (5.54)
we have ∇rh ∼ ∇r−2θ + O(∇r−1h, ...,∇h). We can therefore bound ||h||HN (R2) by the right-hand
side of (5.18) provided we also control ||∇h||L2(R2) + ||h||L2(R2). Note that ||h||L2(R2) ≤ E0 where
E0 is the conserved energy (defined in (5.1)), and a bound for ||∇h||L2(R2) follows from this and
the bound for ||∇2h||L2(R2).
We now bound ϕ. First, we have:
−
∫
∂Dt
ϕNϕ = −
∫
∂Dt
ψDNψ = −
∫
Dt
ψ∆ψ +
∫
Dt
|∇ψ|2 ≤ ||v||2L2(Dt) + ||vω||2L2(Dt). (5.55)
The left-hand side is:
||N 1/2ϕ||2L2(R2) ∼ ||Λ1/2ϕ||2L2(R2), (5.56)
which follows from the remarks after Proposition 2.2 in [8].
To control Λ1/2aω, we note that by the fractional integration estimate (C.1), ||Λ1/2aω||L2(R2) =
||Λ−1/2Λaω||L2(R2) . ||Λaω||L4/3(R2) and by the fact that the Riesz transform is bounded on L4/3 it
follows that ||Λ1/2aω||L2(R2) . ||∇aω||L4/3(R2). Since ∇aω = Vω +∇hBω, we have
||Λ1/2aω||L2(R2) . ||(1 + |x|2)1/2Vω||L2(R2) + ||∇h||L∞(R2)||(1 + |x|2)1/2Bω||L2(R2) (5.57)
and by (4.56), this is bounded by the right-hand side of (5.18).
To control the higher norms of ϕ and Vω, we use the following:
Lemma 5.4. Under the hypotheses of Proposition 5.2, we have:
||∇rϕ||2L2(R2) + ||∇r−1Vω||2L2(R2) . Er +AP (Er−1∗ ), (5.58)
where Er−1∗ =
∑
s≤r−1 Er−1 and A is defined by (5.14).
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Proof. The estimates for Vω follow from (4.56). To bound ∇rϕ, we start with the fact that:
||Dψ||L2(Dt) . ||v||L2(Dt) + ||vω||L2(Dt), (5.59)
By the chain rule, we have:
||∇ϕ||L2(R2) ≤ ||Dψ||L2(∂Dt) + ||∇hDyψ||L2(∂Dt). (5.60)
Bounds for the second term will follow in a similar way to the bounds for the first term so we just
show how to bound the first term. By the inequality (4.27):
||Dψ||2L2(∂Dt) ≤ ||DNψ||2L2(Dt) + ||∆ψ||2L2(Dt) +K||Dψ||2L2(Dt) (5.61)
≤ ||v ·N ||L2(∂Dt) +K||Dψ||L2(Dt), (5.62)
and so the trace inequality (4.26) and the estimate (5.59) imply:
||Dϕ||L2(R2) . ||Dv||L2(Dt) + ||v||L2(Dt) + ||vω||L2(Dt), (5.63)
where the implicit constant depends only on K. The first two terms are bounded by E1 + E0 and
the last term can be bounded by ||ω||
H
N1
w (Dt)
by (4.3). To explain the strategy for higher-order
derivatives we first consider what happens when r = 2. Using (4.27) again:
||D2ψ||L2(∂Dt) . ||DNDψ||L2(∂Dt) +K||Dψ||L2(Dt). (5.64)
By the estimate (4.27):
||DNDψ||L2(∂Dt) . ||ΠDNDψ||L2(∂Dt)+||divDNDψ||L2(Dt)+|| curlDNDψ||L2(Dt)+K||DNψ||L2(Dt).
(5.65)
Note that:
ΠijDNDiψ = Π
i
jDiDNψ − (ΠijDiNk)Dkψ. (5.66)
The first term is D (v · N) and the second term is −θkiDkψ. Also both divDNDψ and curlDNψ
are lower order. The first is because to highest order it is DN∆ψ = 0 and the second because
curlDψ = 0.
Therefore we have:
||D2ψ||L2(∂Dt) . ||D (v ·N)||L2(∂Dt) +K||Dψ||L2(∂Dt) + ||Dψ||L2(Dt). (5.67)
Using the trace inequality to bound the first term and the above argument to bound the lower-order
norms of ψ gives that:
||D2ψ||L2(∂Dt) . ||D2v||L2(Dt)||Dv||L2(Dt) + ||v||L2(Dt) + ||vω||L2(Dt), (5.68)
where the implicit constant depends only on K.
We now prove a higher-order version of this. Repeatedly applying the chain rule (3.5), to highest
order we have:
∇rϕ ∼ ∇rψ +∇rh(Dyψ) + ... (5.69)
where the missing terms are all bounded pointwise by
∑
k≤r−1 |Dkx,yψ| times a polynomial in∑
k≤r−1 |∇kh|. We now want to replace ∇rψ with ∇r−1∇Nψ ∼ D r−1(v · N) and lower order
terms. By the inequality (4.27):
||∇rψ||L2(∂Dt) . ||∇N∇r−1ψ||L2(∂Dt) + ||∇r−1ψ||L2(Dt), (5.70)
with implicit constant depending on K. Next, with β = ∇r−1ψ, we apply the estimate (4.27) and
have:
||∇n∇r−1ψ||L2(∂Dt)
. ||Π∇n∇r−1ψ||L2(∂Dt) + ||div∇n∇r−2ψ||L2(Dt) + || curl∇n∇r−2ψ||L2(Dt) + ||∇n∇r−2ψ||L2(Dt).
(5.71)
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The interior terms are all lower order by the same observation as above, and so we just need to
deal with the boundary term. We note that:
ΠIJ∇n∇r−1I ψ = ΠIJ∇r−1I ∇nψ −
∑
K,L
ΠIJ(∇Knk)(∇r−sL ∇ψ) (5.72)
where the sum is over all multi-indices K,L with K + L = I and |K| ≤ |I| − 1.
Since ∇nψ = n · v on ∂Dt, using (4.2) to replace ΠIJ∇r−1I ∇nψ with D
r−1∇nψ and applying
Lemma 5.2 to control D
r−1
(n · v) by the energy shows that the first term in (5.72) is controlled by
the energy. The worst term appearing in the sum in (5.72) from the point of view of the regularity
of θ is the case K = I. This involves r − 1 projected derivatives of n and by Proposition 4.11 of
[9] and the definition θ = Π∇N , this can be bounded by ||Dr−2θ||L2(∂Dt) to highest order. We can
now use induction and interpolation (A.6) to deal with the lower-order terms.
Having now bounded ϕ, let us see how to control Vω and Bω. First, since vω · n = 0 on ∂Dt, we
have Bω = Vω · ∇h and so it is enough to bound Vω. Since Vω = vω|∂Dt = (v −∇ψ)|∂Dt , estimates
for Vω follow from the above estimates for ψ and the estimates in Lemma 5.3.

5.5. Proof of Proposition 5.3. A short calculation using the fact that [Dt,D] = −DvkDk,
Dt(1 + |z|2)2 = 4|z|2z · v and the equation for the vorticity (5.26) shows that:
DtD
m((1 + |z|2)2ω) = (1 + |z|2)2
(
Dm+1v · ω +Dv ·Dmω
)
+R, (5.73)
where R is a sum of terms which can be bounded pointwise by (1+|z|2)2∑ma=1 |Dav(z)||Dm−aω(z)|.
We next write v = Dψ + vω and the result as:
Dt((1 + |z|2)2Dmω) = (1 + |z|2)2
(
Dm+2ψ · ω +D2ψ ·Dmω +Dm+1vω · ω +Dvω ·Dmω
)
+R.
(5.74)
Taking m ≤ N0 By the Reynolds transport theorem, the above calculation and Sobolev embedding,
we have:
d
dt
||Dmω(t)||2L2w (5.75)
.
∫
Dt
(1 + |z|2)2(|Dm+2ψ||ω|+ |D2ψ||Dmω|+ |Dm+1vω||ω|+ |Dvω||Dmω|+R)|Dmω| dz
(5.76)
.
(
||D2ψ||Wm,∞(Dt) + ||Dm+1vω||L2(Dt) + ||vω||L∞(Dt)
)
||ω||2
H
N1
w (Dt)
(5.77)
To control the first term, we use the maximum principle as in the proof of Lemma 5.1, which
gives that ||D2ψ||Wm,∞(Dt) ≤ ||D2ψ||Wm,∞(∂Dt). Using (3.5) and (3.6) repeatedly shows that
||Dsψ||L∞(∂Dt) . ||Dϕ||W s−1,∞(R2) + ||h||W s,∞(R2) . ||u||W s+1,∞(R2), up to lower order terms.
To control the other two terms from (5.77), we use (4.56):
||vω||L∞(Dt) + ||Dm+1vω||L2(Dt) . ||ω||HN1w (Dt), (5.78)
which proves (5.19).
We also note the following, which is used in the proof of Corollary 1.1:
Lemma 5.5. If ω0|∂D0 = 0 and
∫ T
0 ||∂v||L∞(∂Ds) <∞, for some T > 0, then ω|∂Dt = 0 for t ≤ T .
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Proof. Changing to Lagrangian coordinates and letting µγ denote the volume element on ∂Ω with
respect to the metric γ, we have:
d
dt
∫
∂Dt
|ω(t)|2 dS = d
dt
∫
Ω
|ω(t)|2dµγ =
∫
Ω
Dtω(t) · ω(t) + |ω(t)|2Dtdµγ . (5.79)
By Lemma 3.9 in [9], we have Dtdµγ = (tr h = hnn)dµγ where h =
1
2Dtg with g the metric in
Lagrangian coordinates (defined in (4.4)) and hnn = h(n, n)|. A simple calculation using (4.4) and
the fact that Dt
d
dyx
i = ddyV
i gives that |Dtdµγ | ≤ C||∂v||L∞(∂Ω)dµγ , so by (5.26), (5.79) gives:
d
dt
||ω(t)||2L2(∂Dt) ≤ C||∂v||L∞(∂Dt)||ω(t)||2L2(∂Dt). (5.80)
Multiplying both sides by the integrating factor e−C
∫ t
0
||∂v(s)||L∞(∂Ds) ds and integrating gives that:
||ω(t)||2L2(∂Dt) ≤ C exp
(∫ t
0
||∂v(s)||L∞(∂Ds)
)
||ω(0)||2L2∂D0), (5.81)
from which the result follows. 
6. Dispersive estimates for terms involving the vorticity
We now prove the estimates for the terms g2, ..., g5 from (3.72). We recall that Rj denotes the
Riesz transform and Λs denotes fractional differentiation on R2. We will also ignore the difference
between Reu, Imu and just write u. Then the terms we want to estimate are:
g2(t) =
∫ t
0
eisΛ
1/2
R · Vω(s) ds, (6.1)
g3(t) =
∫ t
0
eisΛ
1/2
Λ1/2
(
(R · Vω)(Λ1/2u)
)−∇ · (uVω)+ Λ(uR · Vω), (6.2)
g4(t) =
∫ t
0
eisΛ
1/2
Λ1/2(R · Vω)2 ds. (6.3)
In the next three sections, we prove:
Proposition 6.1. If (2.10) holds with ε0 ≪ 1, then:
||∇ke−itΛ1/2gI(t)||L∞(R2) .
∫ t
0
(
1 + ||ω(s)||
H
N1
w (Ds)
+ ||u(s)||W k+3,∞(R2)
)
||ω(s)||
H
N1
w (Ds)
ds, (6.4)
for k ≤ N1 + 4, and
||ΛιxgI(t)||L2(R2)
.
∫ t
0
(1 + s)
(
1 + ||ω(s)||
H
N1
w (Ds)
+ ||u(s)||W 4,∞(R2) + ||u(s)||HN0 (R2)
)
||ω(s)||
H
N1
w (Ds)
ds, (6.5)
for I = 2, 3, 4.
Assuming this holds for the moment, we show how it implies the estimates for f2 in (2.14)-(2.15).
If the assumptions (2.10)- (2.12) hold, then using Lemma A.3, (6.4) implies:
||∇ke−itΛ1/2gI(t)||L∞(R2) . (1 + t)1+δε1 + (1 + t)−1+σε0ε1 + (1 + t)2δε21 (6.6)
where σ ≤ 1N . Since ε1 ≪ ε0, this implies the second inequality in (2.14).
Similarly, we have:
||Λι(xgI(t))||L2(R2) . (1 + t)2+δε1 + (1 + t)2+2δε0ε1 + (1 + t)2+2δε21, (6.7)
which implies the second inequality in (2.15).
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6.1. Estimates for g2.
Lemma 6.1. If v satisfies (2.10),(2.11) with ε0 ≪ 1, then:
||∇ke−itΛ1/2g2(t)||L∞(R2) .
∫ t
0
||ω(s)||
H
N1
w (Ds)
ds, k ≤ N1 − 2 (6.8)
||Λιxg2(t)||L2(R2) .
∫ t
0
(1 + s)||ω(s)||
H
N1
w (Ds)
ds. (6.9)
Proof. By Sobolev embedding, we have:
||∇kei(t−s)Λ1/2ΛιR · Vω(s)||L∞(R2) . ||R · Vω(s)||H3/2+k(R2) . ||Vω(s)||H2+k(R2). (6.10)
By (4.3), ||Vω(s)||H2+k(R2) . ||ω(t)||HN1w (Ds), which implies (6.8). Note that this estimate loses more
than half a derivative, but we are avoiding the use of fractional derivatives in Dt.
By Plancherel’s theorem, ||ΛιxeitΛ1/2g2||L2 = |||ξ|ι∂ξ(eit|ξ|1/2 gˆ2)||L2 . We have:
∂ξe
it|ξ|1/2 gˆ2 = ∂ξ
(∫ t
0
eis|ξ|
1/2 ξ
|ξ| · Vˆω(s, ξ) ds
)
(6.11)
=
∫ t
0
s
ξ
|ξ|3/2 e
is|ξ|1/2Vˆω(s, ξ) ds +
∫ t
0
eis|ξ|
1/2
∂ξ
(
ξ
|ξ|
)
Vˆω(s, ξ) ds +
∫ t
0
eis|ξ|
1/2
∂ξVˆω(s, ξ) ds
(6.12)
≡
∫ t
0
sgˆ12(s, ξ) ds +
∫ t
0
gˆ22(s, ξ) ds +
∫ t
0
gˆ32(s, ξ) ds. (6.13)
By the fractional integration lemma (C.1), we have:
||Λιg12 ||L2 . ||Λ−1/2+ιVω||L2 . ||Vω||Lp1 , (6.14)
where p1 = 2(2 − ι)/3.
Similarly, bounding ||ξ|ι∂ξ(|ξ|−1ξ)| . |ξ|−1+ι and taking p2 = 2/(2 − ι) > 1, we have that:
||Λιg22 ||L2 .
∫ t
0
||Λ−1+ιVω(s)||L2 .
∫ t
0
||Vω(s)||Lp2 ds .
∫ t
0
||ω(s)||
H
N1
w (Ds)
ds, (6.15)
by (4.57).
To control Λιg32 , we write Λ
ι = Λι−1Λ = −Λι−1R · ∇. Using fractional integration again, we
have:
||Λι(xVω)||L2 . ||Λ−1+ι∇(xVω)||L2 . ||∇(xVω)||Lp2 , (6.16)
Combining the above estimates and using Proposition 4.3 gives (6.9). 
6.2. Estimates for g3. We now bound the term involving both u and vω. This is:
g3(t) =
∫ t
0
eisΛ
1/2
N1(u,w) ds =
∑
I=1,2,3
∫ t
0
eisΛ
1/2
gI3(s) ds, (6.17)
with:
g13 = Λ
1/2
(
(R · Vω)(Λ1/2u)
)
, (6.18)
g23 = −∇ · (uVω), (6.19)
g33 = Λ(uR · Vω) (6.20)
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Lemma 6.2. If (2.10)-(2.12) hold with ε0 ≪ 1, then:
||∇ke−itΛ1/2g3(t)||L∞(R2) .
∫ t
0
||ω(s)||
H
N1
w (Ds)
||u(s)||W k+3,∞(R2) ds (6.21)
||Λι(xg3(t))||L2 .
∫ t
0
(1 + s)||ω(s)||
H
N1
w (Ds)
(
||u(s)||W 4,∞ + ||u(s)||HN0
)
ds (6.22)
Proof. The estimates for each of the terms gI3 , I = 1, 2, 3 are similar, so we just show how to bound
g13 . Applying Sobolev embedding and using the fact that the Riesz transform maps L
2 → L2, we
have:
||∇kΛ1/2(R · VωΛ1/2u)||L∞ . ||(R · Vω)(Λ1/2u)||Hk+2 . ||Vω||Hk+2 ||u||W k+3,∞ , (6.23)
say. By (4.3) this is bounded by the right-hand side of (6.21).
To prove the bound for xg3, we write:
∂ξ gˆ
1
3 =
∫
R2
∂ξ
(
eis|ξ|
1/2 |ξ|1/2 (ξ − η)ℓ|ξ − η| |η|
1/2Vˆ ℓω(ξ − η)uˆ(η)
)
dη (6.24)
=
∫
R2
eis|ξ|
1/2 |η|1/2
(
is
(ξ − η)ℓ
|ξ − η| + |ξ|
1/2m0(ξ − η) +m1(ξ)(ξ − η)ℓ|ξ − η|
)
Vˆ ℓω(ξ − η)uˆ(η)
)
dη (6.25)
+
∫
R2
eis|ξ|
1/2 |ξ|1/2 (ξ − η)ℓ|ξ − η| |η|
1/2∂ξVˆ
ℓ
ω(ξ − η)uˆ(η) dη, (6.26)
with m0(ξ, η) = ∂ξ
(
ξ−η
|ξ−η|
)
and m1(ξ) = ∂ξ |ξ|1/2.
In physical space, after applying Λι the first term in (6.25) is:
iseisΛ
1/2
Λι
(
(R · Vω)(Λ1/2u)
)
, (6.27)
and using the fractional product rule (C.2), this is bounded by the right-hand side of (6.22).
The second term in (6.25) contributes:
eisΛ
1/2
Λ1/2+ι
(
(m0(∇)Vω)(Λ1/2u)
)
. (6.28)
Since |m0(ξ − η)| . |ξ − η|, we bound the result in L2 by:
||Λ−1Vω||Lp1 ||Λι+1eisΛ1/2u||Lp2 + ||Λ−1/2+ιVω||L4 ||Λ1/2eisΛ
1/2
u||L4 (6.29)
where 1/p1 + 1/p2 = 1/2. We then take p1 so large that ||Λ−1Vω||Lp1 . ||Vω||L4/3 (see (C.1)), say,
and since p2 > 2 we bound ||Λι+1u||Lp2 . ||u||HN0 + ||u||W 4,∞ . Again using (C.1), the second term
can be bounded by ||Vω||L2(||u||W 4,∞ + ||u||HN0 ). Using (4.3) to control the factors of Vω, the result
is bounded by the right-hand side of (6.22).
The third term in (6.25) is:
eisΛ
1/2
m1(∇)
(
(R · Vω)(Λ1/2u)
)
, (6.30)
and recall |m1(ξ)| . |ξ|−1/2. With 1 < p < 2 so that ||Λ−1/2+ιF ||L2 . ||F ||Lp , we therefore have:
||Λ−1/2+ι
(
(R · Vω)(Λ1/2u)
)
||L2 . ||(R · Vω)(Λ1/2u)||Lp . ||Vω||Lp ||u||W 4,∞ . (6.31)
The estimate for (6.26) can be performed similarly to how we controlled g32 in the previous section.

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6.3. Estimates for g4. We now bound the term which is quadratic in the vorticity:
g4(t) =
∫ t
0
eisΛ
1/2
N(w,w) ds =
∫ t
0
eisΛ
1/2
Λ1/2+ι(R · Vω(s))2 ds (6.32)
We prove:
Lemma 6.3. If v satisfies (2.10)-(2.12) with ε0 ≪ 1, then:
||∇ke−itΛ1/2g4(t)||L∞(R2) .
∫ t
0
||ω(s)||2
H
N1
w (Ds)
ds, (6.33)
||Λιxg4(t)||L2(R2) .
∫ t
0
(1 + s)||ω(s)||2
H
N1
w (Ds)
ds (6.34)
Proof. The argument is nearly identical to the proof of the estimates for g3. We start with:
||∇kΛ1/2(R · Vω)2||H2(R2) . ||Vω||2H3+k(R2), (6.35)
which implies (6.33).
A calculation similar to the one in the proof of (6.22) shows that in order to bound xg2, we need
to control the time integral of:
s||Λι(R·Vω)2||L2+||Λ−1/2+ι(R·Vω)2||L2+||Λ1/2+ι
(
(Λ−1Vω)R·Vω
)||L2+||Λ1/2+ι((R·(xVω)(R·Vω))||L2
(6.36)
Using (C.2) and (C.1) as in the proof of the previous lemma, it is straightforward to bound each
of these terms by (1 + s)||(1 + |x|2)1/2Vω||H2(R2). 
6.4. Estimates for g5. Recall that g5 contains all terms of order three or higher which involve Vω.
There are two such types of terms: the terms coming from the first line of (3.56), and the terms
of degree 2 and higher from expanding the rescaled Dirichlet-to-Neumann map G(h) in powers
of h and inserting this into (3.56). In either case, the vorticity enters at most quadratically. We
illustrate how to handle the term corresponding to the first term on the right-hand side of (3.56),
which is:
R1 = −
∫ t
0
ei(s−t)Λ
1/2 |Vω · Λ−1/2∇u|2. (6.37)
Using Sobolev embedding and e.g. the Hormander-Mikhlin multiplier theorem, it is straightforward
to estimate:
||∇kR1||L∞(R2) . ||R1||Hk+2(R2) .
∫ t
0
||Vω(s)||2W 1+ǫ,k+2(R2)||u(s)||2W (1+ǫ)′,k+3(R2), (6.38)
for arbitrary ǫ > 0. Using the interpolation inequality (A.3) and Young’s inequality |ab| . |a|p+ |b|q
for 1/p + 1/q = 1, this shows that:
||∇kR1||L∞(R2) .
( ε20
(1 + t)σ′
)(
ε21(1 + t)
2+2δ
)
. ε20
1
1 + t
+ ε21(1 + t)
3+3δ (6.39)
where σ′ ≪ 1. To estimate the terms coming from the expansion of G(h), one can argue as above,
but using additionally the estimates from Appendix F of [8].
The estimates for Λιxg5 are similar to the above and the estimates we have already proved.
7. Estimates for the dispersive terms
In this section we bound the term g1 defined in (3.72). We can actually proceed nearly exactly as
in [8] to handle these terms. The only differences here are that (1) after performing the normal forms
transformation (integration by parts in time), there are additional terms involving the vorticity that
need to be bounded and (2) we want to control ||Λιxg1||L2(R2) instead of ||xg1||L2(R2).
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Recall the definitions of the bilinear, trilinear and higher-order terms B(u), T (u), R(u) from
Proposition 3.1. As in [8], after integrating by parts in time, B(u) can be written as a sum of terms
whose Fourier transforms are given by:∫
R2
µ(ξ, η)eitϕαβ (ξ,η)fˆ−α(t, ξ−η)fˆ−β(t, η) dη−
∫ t
0
∫
R2
µ(ξ, η)eisϕαβ (ξ,η)∂s
(
fˆ−α(s, ξ−η)fˆ−β(s, η)
)
dη
= A1 +A2 (7.1)
where α, β ∈ {+,−}, ϕ±± = |ξ|1/2 ± |ξ − η|1/2 ± |η|1/2, f+ = f, f− = f with f = eitΛ1/2u, and µ is
a bilinear multiplier which is in the class B1, defined in Appendix C of [8]. The first term here can
be estimated exactly as in Section 5 of [8] which gives:
||∇ke−itΛ1/2F−1A1||L∞(R2) .
ε20
1 + t
(7.2)
To control A2, it is enough to consider the case that ∂s falls on the second factor. Using the
equation (3.72), this generates two types of terms: those involving just fˆ and those involving Vω.
The first type of term can be dealt with just as in [8]. There are a large number of terms involving
Vω however they can all be dealt with similarly to the estimates from the previous section. This
is because none of the above estimates involve any special cancellations are are just performed by
applying Sobolev embedding, Holder’s inequality and various simple facts from Harmonic analysis.
We just need to use Theorem C.1 from [8] in place of Holder’s inequality. For example, the term
coming from g2 in (3.72) is:
A3 =
∫ t
0
∫
R2
eisϕαβ(ξ,η)µ(ξ, η)
η
|η| fˆ−α(s, ξ − η)e
−βis|η|1/2 V̂ω(s, η) dηds, (7.3)
Applying Sobolev embedding ||q||L∞(R2) . ||q||W 1,p(R2) for p > 10, say, Theorem C.1 from [8] gives:
||∇ke−itΛ1/2F−1A3||L∞(R2) .
∫ t
0
||∇ke−itΛ1/2F−1Bµ(u, Vω)||W 1,p(R2)
.
∫ t
0
||u(s)||W k+1,2p(R2)||Vω(s)||W k+1,2p(R2). (7.4)
Applying the bootstrap assumptions (2.10)-(2.11) and the interpolation inequality (A.3), we get:
||∇ke−itΛ1/2F−1A3||L∞(R2) .
∫ t
0
ε0
(1 + s)1−σ
ε1(1 + s)
δ ds . ε0ε1(1 + t)
1+δ . (7.5)
The estimates for ||Λιxg1||L2(R2) can be proven in a similar manner as above by following the
outline in [8]. The only difference is that one needs to use the assumption ||Λι(xeitΛ1/2u)||L2 ≤
(1 + t)δ in place of the assumption ||eitΛ1/2u)||L2 ≤ (1 + t)δ in [8]. Summing up and noting that Vω
enters no more than quadratically into any of the above terms, we get:
Proposition 7.1. If (2.10)-(2.12) hold for ε0 ≪ 1 and ε1 ≪ ε0, then:
||∇ke−itΛ1/2g1||L∞(R2) .
ε20
1 + t
+ ε1(1 + t)
1+2δ (7.6)
for k ≤ N1 + 4, and
||Λι(xg1)||L2(R2) . ε20(1 + t)δ + ε0ε1(1 + t)1+2δ (7.7)
8. Acknowledgments
The author wishes to thank Hans Lindblad for suggesting this problem and Pierre Germain for
many helpful discussions and suggestions.
ON THE LIFESPAN OF THREE-DIMENSIONAL GRAVITY WATER WAVES WITH VORTICITY 33
Appendix A. Interpolation and Sobolev inequalities
In this section we will assume that ∂Dt is given by the graph of a function, ∂Dt = {(x, h(t, x)), x ∈
R
2}, and further that we have a bound for the second fundamental form and injectivity radius of
∂Dt, as well as a bound for |∇h|:
|θ|+ 1
ι0
+ |∇h| ≤ K. (A.1)
Note that θ ∼ ∇2h. We then have the following Sobolev inequalities:
Lemma A.1. If ||u||L6(Dt) + ||Du||L2(Dt) <∞, then:
||u||L6(Dt) ≤ C(K)||Du||L2(Dt). (A.2)
If u ∈W k,p(Dt) then for k > 3p :
||u||L∞(Dt) ≤ C(K)||u||W k,p(Dt), (A.3)
and if u ∈W k,p(∂Dt), then for k > 2p :
||u||L∞(∂Dt) ≤ C(K)||u||W k,p(∂Dt), (A.4)
These estimates all follow from the estimates in the appendix of [9]. The estimates there are
all stated for the case of a bounded domain but it is clear that the proof goes through for an
unbounded domain.
We will also need interpolation estimates on ∂Dt and Dt:
Lemma A.2. Let 2 ≤ p ≤ s ≤ q ≤ ∞ and 0 ≤ k ≤ m. Suppose that:
m
s
=
k
p
+
m− k
q
(A.5)
If α is a (0, r) tensor then with a = km ,
||∇kα||Ls(∂Dt) ≤ C||α||1−aLq(∂Dt)||∇mα||aLp(∂Dt) (A.6)
and if |θ|+ 1ι0 ≤ K, then:
k∑
j=0
||Djα||Ls(Dt) ≤ C(K)||α||1−aLq(Dt)
( m∑
j=0
||Djα||Lp(Dt)
)a
. (A.7)
Finally, we will use the following interpolation inequality which is Lemma 5.1 in [8]:
Lemma A.3. If 2 ≤ p ≤ ∞, k ≤ N0 + 2p − 1, then:
||∇ku||Lp(R2) . (1 + t)−1+
2
p
+σ((1 + t)||u(t)||W 4,∞(R2) + (1 + t)−δ||u(t)||HN0 (R2)), (A.8)
where σ = σ(k, p,N0, δ) =
k
N0+
2
p
−1
(δ − 2p + 1).
Appendix B. Schauder estimates
The following result is well-known (see e.g. Theorem 7.3 in [30]):
Proposition B.1. If f = F on ∂Dt and ∂Dt is given by the graph of h : R2 → R, then for k ≥ 2:
||f ||Ck,α(Dt) ≤ C(||h||Ck,α(R2))
(||∆f ||Ck−2,α(Dt) + ||F ||Ck−2,α(∂Dt) + ||f ||L∞(Dt)). (B.1)
We will also need standard Lp estimates (see e.g. Theorem 15.2 in [30]):
Proposition B.2. If f ∈W 2,p(Dt), f = F on ∂Dt and ∂Dt is given by the graph of h : R2 → R, ,
then:
||f ||W k,p(Dt) ≤ C(||h||Ck(R2))
(||∆f ||W k−2,p(Dt) + ||F ||W k−1/p(∂Dt) + ||f ||Lp(Dt)). (B.2)
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Appendix C. Estimates from harmonic analysis
We collect a few results that we will use frequently.
Lemma C.1. • If 1 < p ≤ q <∞ and α = 2p − 2q then:
||Λ−αf ||Lq . ||f ||Lp (C.1)
• If 1 < p <∞ and s ≥ 0, then for any 1 < p1, p2, q1, q2 <∞ with 1/p1+1/p2 = 1/q1+1/q2 =
1/p,
||Λs(fg)||p . ||Λsf ||p1 ||g||p2 + ||f ||q1 ||Λsg||q2 . (C.2)
The estimate (C.1) is known as the Hardy-Littlewood fractional integration lemma; for a proof,
see [31]. For a proof of (C.2), see [32].
We will also use the following estimate for the Dirichlet-to-Neumann map, which is Proposition
2.2 from [8]. As mentioned there, this is not optimal (both in terms of the regularity assumed of h
and the number of derivatives of ϕ on the right-hand side) but this will suffice for our purposes.
Proposition C.1. If ϕ : ∂Ω→ R where ∂Ω is the graph of a function h with h ∈W 4,∞(R2) then:
||Nϕ||W 2,∞(R2) . ||∇ϕ||W 3,∞(R2) + ||Λ1/2ϕ||L∞(R2), (C.3)
with implicit constant depending on ||h||W 4,∞(R2).
Appendix D. Elliptic systems
We follow the approach of [27] and [33]. First, we define the space Y to be closure of C∞(Dt)
with respect to the norm:
||u||Y ≡ ||u||L6(Dt) + ||Du||L2(Dt). (D.1)
We note that by the Sobolev inequality (A.2), Y is actually a Hilbert space with inner product:
(u, v)Y ≡
∫
Dt
Du ·Dv. (D.2)
The goal of this section is to construct a solution β to the system:
div β = 0, in Dt, (D.3)
curlβ = α, in Dt, (D.4)
β ·N = 0 on ∂Dt, (D.5)
where α ∈ L6/5(Dt). Suppose for the moment that the following system has a unique weak solution
β′:
∆β′ = α in Dt, (D.6)
γijβ
′
i = 0 on ∂Dt, (D.7)
DNβ
′
N = −Hβ′N , on ∂Dt, (D.8)
whereDN = N
jDj ,H is the mean curvature of ∂Dt,H = tr θ and β′N = N iβ′i. We now recall that by
the definition of the second fundamental form we have div β′|∂Dt = trDβ′|∂Dt = div∂Dt(Πβ′)+HβN .
Taking the divergence of (D.6) and applying this formula shows that β′ satisfies:
∆div β′ = 0 in Dt, (D.9)
div β′ = 0 on ∂Dt, (D.10)
so that div β′ = 0 in Dt. In particular this implies that ∆β′ = curl2 β′. If we then set β = curlβ′,
it follows that β satisfies (D.3) and (D.4). To see that β satisfies (D.5), we just note that N · curlβ
only inolves tangential derivatives of γ · β′ and thus this vanishes if (D.7) holds. We also remark
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that this choice of β is actually unique; if β1, β2 satisfy (D.3)-(D.5) it follows that β1 − β2 = Dφ
for some harmonic function φ which satisfies a Neumann problem with zero boundary data and is
thus a constant.
We now prove that (D.6)-(D.8) has a unique weak solution:
Proposition D.1. Let α ∈ L6/5(Dt) and suppose that H, the mean curvature, satisfies:
||H||L3(∂Dt) + ||∇H||L3/2(∂Dt) ≪ 1. (D.11)
Then the problem (D.6)-(D.8) has a unique solution β′ ∈ H1(Dt). Furthermore, with β = curlβ′,
under the above hypotheses we have:
|β(z)| . 1
(1 + |z|)2
∫
Dt
(1 + |z′|)|α(z′)| dz′ (D.12)
Proof. We let C∞tan(Dt) denote the collection of smooth one-forms α on Dt so that γji αj is compactly
supported in Dt, and we let Y0 denote the closure of C∞tan(Dt) with respect to the norm ||u||Y =
||u||L6(Dt) + ||Du||L2(Dt). We define the bilinear form:
B[u, ϕ] ≡
∫
Dt
δikδjℓ(Diuj)(Dkϕℓ) +
∫
∂Dt
HuNϕN , (D.13)
for u, ϕ ∈ Y0 and with wN = N iwi. We want to find u ∈ Y0 so that:
B[u, ϕ] =
∫
Dt
δijαiϕj , (D.14)
for all ϕ ∈ Y0. The map ϕ 7→
∫
Dt
α · ϕ is a continuous linear map on Y since α ∈ L6/5(Dt), and so
by the Lax-Milgram theorem if suffices to prove that B is bounded and coercive.
Fix a smooth cutoff function χ = χ(x, y) so that χ ≡ 1 when |y − h(x)| ≤ ρ and χ ≡ 0 when
|y − h(x)| ≥ 2ρ for some fixed ρ > 0. Let H˜ = χH, and note that by Stokes’ theorem we have:
||
√
H˜w||2L2(∂Dt) =
∫
Dt
Dk
(
NkH˜|w|2
)
dxdy =
∫
Dt
Dk
(
NkH˜
)
|w|2 dxdy + 2
∫
Dt
H˜NkDkw · w dxdy
. ||∇H˜||L3/2(Dt)||w||2L6(Dt) + ||H˜ ||L3(Dt)||∇w||L2(Dt)||w||L6(Dt) . ǫ∗||w||2Y , (D.15)
where we used that ||∇H˜||L3/2(Dt) . ||∇H||L3/2(Dt) and ||H˜ ||L3(Dt) . ||H||L3(Dt). In particular this
shows that the bilinear form B is bounded on Y and also, for sufficiently small ǫ∗, that it is coercive
on Y .
We now prove the decay estimate (D.12). For this, we will construct a Green’s function G for the
problem (D.6)-(D.8), following the approach of [28] and [33]. We fix ρ > 0 and let Gρ = Gρ(z, z
′)
denote the weak solution to the problem (D.6)-(D.8) with αi =
1
|ρ|3
χBρ(z′)(z), i = 1, 2, 3, where
Bρ(z
′) denotes the ball of radius ρ centered at z′ and χ is the cutoff function supported on this
ball. Following the argument in section 4 of [28], one can prove that
||Gρ(z, ·)||W 1,p(Bdz (z)) ≤ C(dy), (D.16)
for some p with p ∈ (1, 3/2) and where dz denotes the distance from z to ∂Dt. The constant
here depends on ||h||C1(R2). Taking a diagonal subsequence, for each z we get a function G(z, ·) ∈
W 1,p(Bdz (z)) with Gρ(z, ·) → G(z, ·) weakly in W 1,p(Bdz(z)). We would like to conclude the
following two estimates:
|G(z, z′)| ≤ C|z − z′|−1, |DzG(z, z′)| ≤ C|z − z′|−2, (D.17)
where C = C(||h||W 1,∞(R2)). These estimates follows as in Section 5 of [33] and Theorem 3.13
in [34], provided that the system (D.6)-(D.8) satisfies the condition “(LH)” in [34]. However this
follows from Corollary 4.9 there provided that the system (D.6)-(D.8) is sufficiently close to a
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diagonal system. Since we are assuming that ||h||W 4,∞(R2) is small, this follows after straightening
the boundary. We can now prove (D.12). We can assume |z| ≥ 1. If |z′| ≤ 12 |z|, then |z− z′| ≥ 12 |z|
so that: ∣∣ ∫
Dt
DzG(z, z
′)α(z′) dz′
∣∣ . ∫
Dt
1
|z − z′|2 |α(z
′)| dz′ 1|z|2 ||α||L1(Dt). (D.18)
When |z′| ≥ 12 |z|, we instead estimate::∣∣ ∫
Dt
DzG(z, z
′)α(z′) dz′
∣∣ . ∫
Dt
1
|z′|2 |α(z−z
′)| dz′ .
∫
Dt
1
|z|2 |α(z−z
′)| dz′ . 1|z|2 ||α||L1(Dt), (D.19)
as required. 
Remark. For the applications we have in mind, the assumption ||H||L3(∂Dt) ≪ 1 is not a serious
restriction because we will actually have ||H||L3(∂Dt) ≤ ε0. On the other hand, the assumption
||∇H||L3/2(∂Dt) ≪ 1 only holds until t ∼ ε
−1/δ
0 ∼ ε−N0 . This condition is already forced on us by
essentially the result of Proposition 5.3, ‘and so this is not a serious restriction for our purposes.
We note that it may be possible to remove this assumption by arguing as in section 5.2 of [27], but
the arguments there are somewhat involved.
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