Abstract-We consider linear fixed point equations and their approximations by projection on a low dimensional subspace. We derive new bounds on the approximation error of the solution, which are expressed in terms of low dimensional matrices and can be computed by simulation. When the fixed point mapping is a contraction, as is typically the case in Markovian decision processes (MDP), one of our bounds is always sharper than the standard worst case bounds, and another one is often sharper. Our bounds also apply to the non-contraction case, including policy evaluation in MDP with nonstandard projections that enhance exploration. There are no error bounds currently available for this case to our knowledge.
I. INTRODUCTION
For a given n × n matrix A and vector b ∈ ℜ n , let x * and x be solutions of the two linear fixed point equations,
respectively, where Π denotes projection on a k-dimensional subspace S with respect to certain weighted Euclidean norm · ξ . We assume that x * andx exist, and that the matrix I − ΠA is invertible so thatx is unique.
Our objective in solving the projected equation x = Π(Ax+ b) is to approximate the solution of the original equation x = Ax + b using k-dimensional computations and storage. Implicit here is the assumption that n is very large, so that n-dimensional vector-matrix operations are practically impossible, while k << n. This approach is common in approximate dynamic programming, and has been central in much of recent research on the subject (see e.g., [1] , [2] , [3] , [4] , [5] ). In particular, in the context of MDP and policy iteration algorithms, the evaluation of the cost vector of a fixed policy requires solution of the equation x = Ax + b, where A is a stochastic or substochastic matrix. Simulation-based approximate policy evaluation methods, based on temporal differences (TD), such as TD(λ ), LSTD(λ ), and LSPE(λ ), have been successfully used to approximate the policy cost vector by solving a projected equation x = Π(Ax + b) with low-order computation and storage (see e.g., [1] , [2] , [3] , [4] , [5] ). More specifically, in this context, x * corresponds to the cost function of the policy to be evaluated, the equation In our recent paper [6] , we have extended TD-type methods to the case where A is an arbitrary matrix, subject only to the restriction that I − ΠA is invertible. In the present work, we derive bounds on the distance/error between x * andx. Our bounds apply to the general context where A is arbitrary, but are new even when specialized to the MDP context.
In the MDP context, where ΠA is usually a contraction, there are two commonly used error bounds that compare the norms of x * −x and x * − Πx * . The first bound (see e.g., [3] , [2] ) holds if ΠA = α < 1 with respect to some norm · , and has the form
The second bound (see e.g., [7] , [5] ) holds in the usual case where ΠA is a contraction with respect to the Euclidean norm · ξ , with ξ being the invariant distribution of the Markov chain underlying the problem, i.e., ΠA ξ = α < 1. It is derived using the Pythagorean theorem x * −x 2 ξ = x * − Πx * 2 ξ + x − Πx * 2 ξ , and it is much sharper than the first bound:
The bounds (2), (3) are determined by the modulus of contraction α, and apply only when ΠA is a contraction mapping. We develop in this paper new error bounds, which are sharper when ΠA is a contraction, including important MDP cases, and also apply when ΠA is not a contraction. The case of non-contraction mappings is relevant not only for approximating solutions of general linear equations using the TD methods, but is also relevant for MDP applications. For example, when evaluating a policy, it is often desirable to occasionally deviate from that policy, and to explore states and controls that do not frequently occur under that policy. Such extra exploration mechanisms result in a projected equation in which the weights in the projection norm no longer correspond to the invariant distribution of the Markov chain associated with the policy to be evaluated, and correspondingly, ΠA is generally no longer a contraction mapping.
Our starting point is the observation that the two terms involved in the bounds (2) and (3) satisfy the following equation with or without contraction assumptions: 1
We may view the bounds (2), (3) as relaxed versions of this equation. In particular, we may obtain the bound (2) by writing
and by upper-bounding each term in the expansion separately: (ΠA) n ≤ α n . We may obtain the bound (3) by writing (I − ΠA)
and by upper-bounding the norm of ΠA(I −ΠA) −1 (x * −Πx * ) by α x * −x ξ and rearranging terms. 2 We will develop a different bounding approach, so that α will not be in the denominator of the bound. To this end, we will express (I − ΠA) −1 in the form
and aim at bounding the term (I − ΠA) −1 ΠA(x * − Πx * ) directly (this term is in fact Πx * −x, the bias ofx from Πx * ). In doing so, we will obtain bounds that not only can be sharper than the preceding bounds for the contraction case, but also carry over to the non-contraction case. We will derive two bounds, which involve the spectral radii of small-size matrices, and provide a "data/problemdependent" error analysis, in contrast to the fixed error bounds (2), (3); see Theorems 1 and 2. The bounds are independent of the parametrization of the subspace S, and can be computed with low-dimensional operations and simulation, if this is desirable. One of the bounds is sharper than the other, but involves more complex computations. We also derive some additional bounds that provide insight into the character of the approximation error, but are qualitative in nature; they can be found in our full paper [8] .
Most of our bounds have the general form
where B(A, ξ , S) is a constant that depends on A, ξ , and S (but not on b). Like the bounds (2), (3), we may view x * − Πx * ξ as the baseline error, i.e., the minimum error in estimating x * by a vector in the approximation subspace S. We may view B(A, ξ , S) as an upper bound to the amplification ratio
which is due to solving the projected equation x = Π(Ax + b) instead of projecting x * on S, or equivalently, view B 2 (A, ξ , S) − 1 as an upper bound to the "bias-todistance" ratio
2 From Eqs. (4)- (5) and the orthogonality of (x * − Πx * ) to the subspace S, we have We present our main results in the next section. In Section III, we address the application of the new error bounds to the approximate policy evaluation in MDP and to the far more general problem of approximate solution of large systems of linear equations. Overall, the present paper is a summary of our full paper [8] , in which readers can find more details that have been omitted here, including proofs and additional related analysis.
II. MAIN RESULTS
We will introduce the main theorems and explain the underlying ideas. Let Φ be an n × k matrix whose columns form a basis of S. Let Ξ be a diagonal matrix with the components of ξ on the diagonal. Define k × k matrices B, M, and F by
(we will show later that the inverse in the definition of F exists). Notice that the projection matrix Π can be expressed
Throughout the paper, x * denotes some solution of the equation x = Ax + b; we implicitly assume that such a solution exists. When reference is made tox, we implicitly assume that I − ΠA is invertible, and thatx is the unique solution of the equation
Theorem 1: The approximation error x * −x satisfies
where G 1 is the k × k matrix
Furthermore,
so the bound (9) is invariant to the choice of basis vectors of S (i.e., Φ).
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The idea in deriving Theorem 1 is to combine Eqs. (4)- (5) with the bound
and to show that
. An important fact is that G 1 can be obtained by simulation, using low dimensional calculations. Indeed, the matrices B and M define the solutionx, so the bound is obtained together with the approximating solution without extra computation overhead.
While the bound of Theorem 1 can be conveniently computed, it is less sharp than the bound of the subsequent Theorem 2, and under certain circumstances less sharp than the bound (3). In Theorem 1, A ξ is needed, and this can be a drawback, particularly for the non-contraction case. In Theorem 2, A ξ is no longer needed; A is absorbed into the matrix to be estimated. Furthermore, Theorem 2 takes into account that x * − Πx * is perpendicular to the subspace S; this considerably sharpens the bound. On the other hand, the sharpened bound of Theorem 2 involves a k × k matrix R (defined below) in addition to B and M, which may not be straightforward to estimate in some cases, as will be commented later.
Theorem 2:
The approximation error x * −x satisfies
where G 2 is the k × k matrix
and R is the k × k matrix
the bound (11) is invariant to the choice of basis vectors of S (i.e., Φ).
The idea in deriving Theorem 2 is to combine Eqs. (4)- (5) with the bound
Incorporating the matrix I − Π in the definition of G 2 is crucial for improving the bound of Theorem 1.
Estimating the matrix R, although not always as straightforward as estimating B and M, can be done for a number of applications. A primary exception is when A itself is an infinite sum of powers of matrices, which is the case of the TD(λ ) method with λ > 0. We refer to the full paper [8] for the details.
A. Key Arguments for Proofs
Due to space limitation, we omit the proofs and only point out the main proof arguments. We shall need two technical lemmas. The first lemma introduces an expression of the matrix (I − ΠA) −1 that will be used to derive our error bounds. The second lemma establishes the relation between the norm of an n × n matrix that is a product of n × k and k × n matrices, and the spectral radius of a certain product of k × k matrices. 
Theorems 1 and 2 can now be proved by combining Lemmas 1 and 2, the relation (4), and the proof ideas described immediately after the statements of the theorems.
Note also that since B and M are low-dimensional matrices, the first part of Lemma 1 is useful for verifying the existence of the inverse of I − ΠA using the data.
B. Comparison of Error Bounds
The error bounds of Theorems 1 and 2 apply to the general case where ΠA is not necessarily a contraction mapping, while the worst case error bounds (2) and (3) only apply when ΠA is a contraction. We will thus compare them for the contraction case. Nevertheless, our discussion will illuminate the strengths and weaknesses of the new bounds for both contraction and non-contraction cases.
It can be shown that the error bound of Theorem 2 is always the sharpest.
Proposition 1: Assume that ΠA ξ ≤ α < 1. Then, the error bound of Theorem 2 is always no worse than the error bound (3), i.e.,
where G 2 is given by Eq. (12).
It can also be shown that for both contraction and noncontraction cases, the bound of Theorem 2 is tight, in the sense that for any A and S, there exists a worst case choice of b for which the bound holds with equality.
Let us compare now the error bound of Theorem 1 with the bounds (2) and (3) from the worst case viewpoint. Since Theorem 1 is effectively equivalent to
we see that the bound of Theorem 1 is never worse than the bound (2), because we have bounded the norm of the matrix (I − ΠA) −1 Π as a whole, instead of bounding each term ThC2.5
in its expansion separately as in the case in the bound (2). However, the bound of Theorem 1 can be degraded by two over-relaxations: (i) The residual vector x * − Πx * is special, in that it satisfies Π(x * − Πx * ) = 0, but the bound does not use this fact. (ii) When ΠA is zero or near zero, the bound cannot fully utilize this fact. The effect of (i) can be quite significant when A has a dominant real eigenvalue β with an eigenvector x that lies in the approximation subspace S. In such a case, the bound reduces essentially to the bound (2), since
This happens because the analysis has not taken into account that the residual vector (x * − Πx * ) cannot be an eigenvector that is contained in S.
The relaxation related to (ii) may not look obvious in the current analysis; it does, however, in an alternative equivalent form of the analysis, by noticing that
and the norm of the matrix on the right has been bounded by Π + ΠA(I − ΠA) −1 Π ξ A ξ in Theorem 1. When ΠA = 0 the matrix of Eq. (16) is zero but its bound is not, because the matrices Π and A are split in the bounding procedure. Accordingly, the spectral radius σ (G 1 ) becomes Π 2 ξ = 1. Similarly, over-relaxation occurs when ΠA is not zero but is near zero.
The two shortcomings of the bound of Theorem 1 arise in the MDP applications that we will discuss, as well as in noncontraction cases. On the other hand, there are cases where Theorem 1 provides sharper bounds than the fixed error bound (3), and cases where Theorem 1 gives computable bounds while the bound (3) is qualitative (for example, when the modulus of contraction of ΠA is unknown). In [8] , we use the same line of analysis to derive strengthened versions of Theorem 1, which in part address the shortcomings just discussed.
The advantage that the bound of Theorem 1 holds over the one of Theorem 2 is that it is rather easy to compute: as mentioned earlier, the bound is obtained together with the approximating solutionx without extra computation overhead. By contrast, the bound of Theorem 2 involves the matrix R, which can be hard to estimate for certain applications.
We now address another way of applying Theorems 1 and 2. It is motivated by the preceding discussion on the over-relaxation (i) in the bound of Theorem 1, and it will be particularly useful for obtaining sharper bounds from Theorem 1 when the approximation subspace nearly contains eigenvectors of A associated with eigenvalues that are close to 1. The idea is to approximate the projection of x * on a smaller subspace excluding the troublesome eigenspace and to transfer the corresponding error bound, hopefully a better bound, to the original subspace. We give a formal statement in the following proposition; see Figure 2 for an illustration. For a subspace V , let Π V denote the projection on V .
Proposition 2: Let V and W be two orthogonal subspaces. Assume that Π V x * is known and I − Π W A is invertible. Let B(A, ξ ,W ) correspond to either the error bound of Theorem 1 or that of Theorem 2 with S = W . Then
When V is an eigenspace of A, AΠ V x * ∈ V , so Π Wb = Π W b by the mutual orthogonality of V and W , and Π V x * is not needed in the projected equation forx w . Then, we may not need to compute Π V x * . An example is policy evaluation in MDP where V is the span of the constant vector of all ones. Then, Π V x * is constant over all states and can be neglected in the process of policy iteration.
Proposition 2 also holds with Π V x * replaced by any vector v ∈ V . In particular, we have III. APPLICATIONS We consider two applications of Theorems 1 and 2. The first one is cost function approximation in MDP with TDtype methods. This includes single policy evaluation with discounted and undiscounted cost criteria, as well as the optimal cost approximation for optimal stopping problems. The second application is approximately solving large general systems of linear equations. We also illustrate with figures various issues discussed in Section II-B on the comparison of the bounds.
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A. Cost Function Approximation for MDP
For policy evaluation in MDP, x * is the cost function of the policy to be evaluated. Let P be the transition matrix of the Markov chain induced by the policy. The original linear equation that we want to solve is the Bellman equation, or optimality equation, satisfied by x * . It takes the form
where g is the per-stage cost vector, and α ∈ [0, 1] is the discount factor: α ∈ [0, 1) corresponds to the discounted cost criterion, while α = 1 corresponds to either the total cost criterion or the average cost criterion (in the latter case g is the per-stage cost minus the average cost). For simplicity of discussion, we assume that the Markov chain is irreducible.
With the TD(λ ) method, we solve a projected form of the multistep Bellman equation
where the matrix A and the vector b are defined for a pair of values (α, λ ) by 1) . Notice that the case λ = 0 corresponds to A = αP, b = g. We note that for TD(λ ) with λ > 0, we do not yet have an efficient simulation-based method for estimating the bound of Theorem 2; we have calculated the bound using common matrix algebra, and we plot it just for comparison.
Discounted Problems: Consider the discounted case: α < 1. For λ ∈ [0, 1], with ξ being the invariant distribution of the Markov chain, the modulus of contraction of P (α,λ ) with respect to · ξ is
Let e denote the constant vector of all ones. Like P, the matrix P (α,λ ) has e as an eigenvector associated with the dominant eigenvalue
(1−λ )α 1−λ α . If the approximation subspace S contains or nearly contains e, the bound of Theorem 1 can degrade to the worst case error bound given by (2), as remarked in Section II-B. In such a case, in order to have a sharper bound for the approximation of Πx * , we can estimate separately the projection of x * on e and the projection of x * on another subspace S = (S ⊕e)∩e ⊥ , which is the orthogonal complement of e in S ⊕ e (see Figure 3) , and redefinex as the sum of the two estimates. When the first projection can be estimated with no bias, the error bound for the second projection carries over to the combined estimatex. This is true generally, not only for e, but for any eigenspace of P replacing e, as discussed in Section II-B, Prop. 2. In the case here, with ξ being the invariant distribution of the Markov chain, the projection of x * on e can be calculated asymptotically exactly through simulation. It can be seen that the projection of x * on e equals
from which,
In addition, basis vectors of S can also be generated from Φ by using simulation (we estimate the "mean feature," ξ Φ, and subtract it from the rows of Φ; see e.g., [9] ), along with the approximation of the matrices B and M and without incurring much computation overhead. Figure 4 illustrates the error bounds, and shows how the use of S may improve them. It can be observed that the bound of Theorem 2 has consistently performed best, as indicated by the analysis. Figure 5 compares the bounds for the case where the projection norm is the standard unweighted Euclidean norm. The standard bounds and the bound of Theorem 1 need the value A , while the bound of Theorem 2 does not. For comparison of these bounds, we compute P using the knowledge of P, bound A by (1−λ ) αP 1−λ αP , and plug the latter in the standard bounds and the bound of Theorem 1. The value αP , which corresponds to A for λ = 0, is shown in the titles of Figure 5 . With the norm being different from · ξ , the mapping ΠA is not necessarily a contraction for small values of λ , even though in this example it is.
Note that the availability of computable error bounds for non-contraction mappings facilitates the design of policy evaluation algorithms with improved exploration. In particular, we can use the LSTD algorithm [10] to evaluate the cost or the Q-factor of a policy using special sampling methods that enhance exploration, and use the bound of Theorem 1 to estimate the corresponding amplification ratio. 3 Alternatively, we may use the bound of Theorem 2 in conjunction with TD(0)-type algorithms. For TD(0), as we show in [8] , the matrix R can be estimated in cases where (2) and (3), respectively. The Markov chain is the same in (a) and (b), and in (c) and (d). In (c) and (d), the Markov chain has a "noisy" block structure with two blocks, thus P has a relatively large subdominant eigenvalue; S is chosen to contain e and a vector close to an eigenvector associated with that subdominant eigenvalue. The subspace S is derived from S by orthogonalization, as shown in Figure 3 . the projection norm is determined by an exploration policy, and where the projection norm is given explicitly with the desirable weights.
Average Cost and Stochastic Shortest Path (SSP) Problems:
In the average cost case (similarly for SSP), x * is the differential cost or bias vector and it is orthogonal to e. Let us assume that S is orthogonal to e, to simplify the discussion. Let ξ be the invariant distribution of the Markov chain. The error bound corresponding to the bound (3), as given by Tsitsiklis and Van Roy [7] , is
where α λ < 1 and α λ → 0 as λ → 1. Here, α λ can be viewed as the modulus of contraction of some mapping that is a damped version of ΠA, while α λ → 0 reflects the fact that the matrix ΠA converges to the zero matrix (as A converges to eξ ) as λ → 1. Note that the factor in the bound converges to 1, as λ → 1. This bound is qualitative, as usually the value of α λ is unknown. Figure 6 shows the bounds of Theorems 1 and 2. Notice that as λ → 1, the bound of Theorem 1 converges to √ 2 instead of 1. This is due to the over-relaxation in the analysis for the case where ΠA is near zero, as remarked in Section II-B. Notice also in Figure 6 (b) that the bound of Theorem 1 is affected by the relation of S to the eigenspace of A associated with eigenvalues that are close to 1, similar to the discounted case. By contrast, the bound of Theorem 2 performs well.
Optimal Stopping Problems: In optimal stopping problems, we have an uncontrolled Markov chain with transition matrix P, and we seek an optimal policy to stop the process so that we minimize the expected total (discounted or undiscounted) cost. With x * being the optimal cost function, the Bellman equation is
where g is the vector of one-stage cost associated with continuation and c is the vector of one-stage cost associated with stopping. This is a nonlinear equation. Let ξ be the invariant distribution of the Markov chain. Algorithms analogous to TD(0) [11] , [12] , [13] solve the projected Bellman equation, which is also nonlinear,
There are error bounds analogous to the bound (3) and based on the contraction property of the mapping ΠP min{c, ·} [11] , [14] .
To apply our error bounds, we shall form a linear equation based on the approximating solutionx, which satisfies
Let Ix be an n × n diagonal matrix with its i-th diagonal entry defined by
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We consider the linear equation
and we view Eq. (17) as its projected form, i.e., we consider the following projected equation equivalent to Eq. (17):
Letx be the solution of Eq. (18). Ifx = x * , thenx =x = x * , so the differencex −x provides some information about the approximation quality x * −x. We can apply the new error bounds with A = αPIx to boundx −x, oncex is computed, and consequently the matrices and vectors in Eq. (18) are available. The matrices in the bounds can be estimated similar to those in [13] . Thus the new error bounds can provide supplementary information about the approximation quality, in addition to the error bounds based on the contraction property [11] , [14] .
B. Large General Systems of Linear Equations
For solving large general systems of linear equations using the projected equation approach [6] , the bound of Theorem 2 can be computed in a straightforward way (except in the case of TD(λ ) with λ > 0), as shown in [8] . Theorem 2 is not only much sharper than Theorem 1 for this case, but also more convenient, because it does not require the knowledge of A ξ . Note that we can write linear equations of the form Lx = q as x = Ax + b, with A = I + cL and b = −cq for any scalar c, and we can choose c to optimize the corresponding error bound.
IV. CONCLUSION
We have considered the projected equation approximation approach, and we have presented new data-dependent computable error bounds that hold for both contraction and noncontraction mappings. Their applicability for non-contraction mappings is not only useful for approximating solutions of general linear equations, but is also useful in the context of MDP for designing exploration mechanisms. Furthermore, in the context of MDP, these bounds can be used in performance bounds for approximate policy iteration, such as the ones of [15] .
One potential use of our bounds is to suggest changes in the projected equation in order to reduce the amplification ratio. For example, extensive computational experience with TD(λ ) methods suggests that the simulation noise tends to increase as λ increases, so there is motivation to use small values of λ as long as the amplification ratio is close to 1. Unfortunately, the bounds (2), (3) are too conservative to provide useful information about the amplification ratio, and our bounds can provide quantitative guidance as well as valuable insight in this regard. Furthermore, our bounds can be similarly used in the general non-contraction context, in conjunction with simulation-based TD(λ )-like algorithms that have been developed in our recent paper [6] . There may be other potential uses of our bounds, for example in suggesting changes to the choice of approximation subspace, thereby affecting both the baseline error and the amplification ratio, but this is a subject for future research. 
