Normalization of RNA-sequencing data is essential for accurate downstream inference, but the assumptions upon which most methods are based do not hold in the single-cell setting. Consequently, applying existing normalization methods to single-cell RNA-seq data introduces artifacts that bias downstream analyses. To address this, we introduce SCnorm for accurate and efficient normalization of scRNA-seq data.
sample, whereas between-sample normalization methods adjust for sample-specific features such as sequencing depth to allow for comparisons of a gene's expression across samples 1 . In this work, we present a method for between-sample normalization, although we note that the R implementation, R/SCnorm, also allows for adjustment of genespecific features (Supplementary Section S1).
A number of methods are available for between-sample normalization in bulk RNA-seq experiments 2, 3 . Although the details differ slightly among approaches, each attempts to identify genes that are relatively stable across cells, then uses those genes to calculate global scale factors (one for each sample applied commonly across genes in the sample) to adjust each gene's read counts in each sample for sequencing depth. Although these methods demonstrate excellent performance for bulk RNA-seq, the abundance of zeros and increased technical variability present in scRNA-seq data compromise their performance in the single-cell setting 4 . Recent methods have been developed specifically for scRNA-seq normalization that accommodate both an abundance of zeros and increased technical variability 5, 6 , however, like many bulk methods, they too calculate global scale factors.
Although existing methods for scRNA-seq normalization show considerable improvement over bulk approaches, they are unable to accommodate a major bias that to date has been unobserved in scRNA-seq data. Specifically, scRNA-seq data show systematic variation in the relationship between read counts and sequencing depth (referred to hereinafter as the count-depth relationship) that is not accommodated by a single scale factor common to all genes in a cell. For highly expressed genes, counts increase directly with increases in depth, similar to most genes in a bulk RNA-seq experiment. That is not the case for moderate and lowly expressed genes, where counts typically increase at a slower rate than expected with increases in depth ( Fig. 1 and   Supplementary Figure S1 ). Global scale factors adjust for a count-depth relationship that is assumed common across genes. When this is not the case, normalization via global scale factors leads to over-correction for lowly and moderately expressed genes and, in some cases, under-normalization of highly expressed genes ( Fig. 1) . As a result, normalization methods that rely on global scale factors are not appropriate for scRNAseq.
To address this, we propose SCnorm for robust normalization of scRNA-seq data.
Briefly, SCnorm uses quantile regression to estimate the dependence of read counts on sequencing depth for every gene. Genes with similar dependence are then grouped, and a second quantile regression is used to estimate scale factors within each group. Withingroup adjustment for sequencing depth is then performed using the estimated scale factors to provide normalized estimates of expression. Although SCnorm does not require spike-ins, performance may be improved if good spike-ins are available (Supplementary Section S2).
SCnorm was evaluated and compared with MR 3 , transcripts-per-million (TPM) 7 , scran 5 , SCDE 8 , and BASiCS 6 . Because BASiCS requires spike-ins, results are only shown for data sets where spike-ins are available. In the simulation study, we assessed the ability with which normalized estimates of expression could be used to estimate foldchange as well as the sensitivity and specificity for identifying differentially expressed (DE) genes. The simulations vary with respect to assumptions and extent of DE, which should help to ensure a reasonably realistic evaluation of the operating characteristics of SCnorm.
In SIM I, two scenarios were considered where the number of groups of genes having different count-depth relationships (K) is set to 1 and 4, respectively. When K = 1, the relationship between expression and sequencing depth is similar across all genes, as in bulk RNA-seq. Each simulated data set contains two conditions, the second condition having approximately four times as many reads; 20% of the genes are defined to be DE where overall the DE is balanced (10% up-regulated and 10% down-regulated on average). Prior to normalization, counts in the second condition will appear 4 times higher on average given the increased sequencing depth. However, if normalization for depth is effective, fold-change estimates should be near one, and only simulated DE genes should appear DE. Supplementary Figure S2a shows that when K = 1, with the exception of TPM, fold-change estimates are consistently robust among methods, and all normalization methods provide data that results in high sensitivity and specificity for identifying DE genes ( Supplementary Fig. S2b ). However, when K = 4, only SCnorm maintains good operating characteristics, whereas global scale factor based approaches overestimate fold-changes for low to moderately expressed genes due to overcorrection of sequencing depth ( Supplementary Fig. S2c, d) .
In SIM II, counts are generated as in Lun et al. Supplementary Figure 3 shows that SCnorm is similar to scran with respect to fold change estimation; it also retains relatively high sensitivity and specificity for identifying DE genes ( Supplementary Fig. S4 ).
To further evaluate SCnorm, we conducted an experiment that, similar to the simulations, sequenced cells at very different depths. Specifically, we used the Fluidigm C1 system to capture 92 H1 human embryonic stem cells (hESCs). Each cell's fragmented, indexed cDNA was then split into two groups prior to pooling for sequencing. In the first group (referred to as H1-1M), indexed cDNA from cells was pooled at 96 cells per lane and in the second (H1-4M) cDNA from cells was pooled at 24 cells per lane, resulting in approximately 1 million and 4 million mapped reads per cell in the two groups, respectively. Prior to normalization, counts in the second group will appear four times higher on average given the increased sequencing depth. However, if normalization for depth is effective, fold-change estimates should be near one, and all genes should appear to be EE since the cells between the two groups are identical. To evaluate the extent to which biases introduced during normalization affect the identification of DE genes, we applied MAST (FDR = 0.05) to identify DE genes between the H1-1M and H1-4M conditions. Normalization with SCnorm resulted in the identification of 50 genes, whereas MR, TPM, scran, SCDE, and BASiCS resulted in 530, 315, 553, 401, and 1147 DE genes, respectively, being identified. The majority of DE calls made using data normalized from these latter approaches are lowly expressed genes ( Fig. 2 (b) ), which appear to be over-normalized ( Fig. 2 (a) ). Similar results were obtained when the experiment was repeated using H9 cells ( Supplementary Fig. S5 ).
The performance of SCnorm was also evaluated on a number of case study data 6 sets. For these evaluations, a data set was considered well normalized if the relationship between counts and depth was removed following normalization for all genes. Figure 3 and Supplementary Figures S6-S12 demonstrate that SCnorm provides for robust normalization of scRNA-seq data when the count-depth relationship is common across genes, as in a bulk RNA-seq experiment (or a deeply sequenced scRNA-seq experiment); and that SCnorm outperforms other approaches when this relationship varies systematically, as in a typical scRNA-seq experiment.
The scRNA-seq technology offers unprecedented opportunity to address biological questions, but accurate data normalization is required to ensure meaningful results. Our approach allows investigators to accurately normalize data for sequencing depth, and consequently to improve downstream inference.
Figure 1:
For each gene, median quantile regression was used to estimate the countdepth relationship before normalization and after normalization via MR for the H1 bulk RNA-seq data set (panels (a) -(d)) and the DEC scRNA-seq data set (panels (e)-(h)). Panel (a) shows log-expression vs. log-depth and estimated regression fits for three genes having low, moderate, and high expression defined as median expression among nonzero un-normalized measurements in the 10 th -20 th quantile, 40 th -50 th quantile, and 80 th -90 th quantile, respectively. Panel (b) shows densities of slopes within each of ten equally sized gene groups where a gene's group membership is determined by its median expression among non-zero un-normalized measurements. Panels Figure S6 ).
ONLINE METHODS
Filter. Genes without at least 10 cells having non-zero expression were removed prior to all analyses. They are not shown in plots.
SCnorm. SCnorm requires estimates of expression, but is not specific to one approach.
Estimates may be obtained via RSEM 7 , HTSeq 9 , or any method providing counts per feature. Let Y g,j denote the log non-zero expression count for gene g in cell j for g = 1,…, m and j = 1,…, n; X j denote log sequencing depth for cell j. Motivation for considering non-zero counts is provided in Supplementary Section S4.
The number of groups for which the count-depth relationship varies substantially, K, is chosen sequentially. SCnorm begins with = 1. For each gene, the gene-specific relationship between log expression and log sequencing depth is represented by %,' using median quantile regression with a first degree polynomial: *., %,. | . = %,* + %,' . . The overall relationship between log expression and log sequencing depth for all genes in the = 1 group is also estimated via quantile regression. Since the median might not best represent the full set of genes within the group, and since multiple genes allow for estimation of somewhat subtle effects, in this step SCnorm considers multiple quantiles t and multiple degrees d: 
The specific values of 7 and 7 , 7 * and 7 * , are those that minimize To determine if = 1 is sufficient, the gene-specific relationship between log normalized expression and log sequencing depth is represented by the slope of a median quantile regression using a first degree polynomial as detailed above. = 1 is considered sufficient if the modes of the slopes within each of 10 equally sized gene groups (where a gene's group membership is determined by its median expression among non-zero unnormalized measurements) are all less than 0.1. Any mode exceeding 0.1 is taken as evidence that the normalization provided with = 1 is not sufficient to adjust for the count-depth relationship for all genes and, consequently, K is increased by one and the count-depth relationship is estimated within each of the K groups using equation (1) . For each increase, the K-medoids algorithm is used to cluster genes into groups based on %,' ;
if a cluster has fewer than 100 genes, it is joined with the nearest cluster.
When multiple biological conditions are present, SCnorm is applied within each condition and the normalized counts are then re-scaled across conditions. During rescaling, all genes are split into quartiles based on median expression among non-zero un-normalized measurements. Within each group and condition, each gene is scaled by a common scale factor defined as the median of the gene specific fold-changes between each gene's condition-specific mean and the gene-specific mean across conditions, where means are calculated over non-zero counts. Motivation for considering non-zero counts during re-scaling is discussed in Supplementary Section S4.
SCnorm.SI. SCnorm does not require spike-ins, since we find that the performance of spike-ins in scRNA-seq is often compromised (Supplementary Fig. S13-S14) , and many labs do not use them for normalization 10 For a given gene, counts were simulated on the log scale as %,' log . + %,* + %,. and then exponentiated, where %,. ~0, L % . Two biological conditions were simulated: one condition with 90 cells simulated from sequencing depths ranging from 500,000 to 1.5 million reads (X j was sampled uniformly between 500,000 and 1.5 million) and a second condition with 90 cells simulated with depths ranging from 2 to 6 million reads (X j was sampled uniformly between 2 and 6 million). For a randomly selected set of cells, counts were set to zero, where the proportion set to zero was defined to match the proportion observed empirically. Each simulated dataset contained 1200 Figure S15 shows that basic summary statistics are well preserved between the simulated and case study data. Empty capture sites or sites having more than one cell captured were first noted and those samples were later excluded from further library processing for RNA-seq. Immediately after capture and imaging, reverse transcription and cDNA amplification were performed in the C1 system using the SMARTer PCR cDNA Synthesis kit (Clontech) and the 
