Abstract
Introduction
Support Vector Machines (SVM) [16, 9] have achieved enormous success in the last decade. This success is mainly attributed to four factors: superior generalization capacity, globally optimal solution from a convex optimization problem, ability to handle non-linear problems using the so-called "kernel trick", and the sparseness of the solution which makes it possible to have specialized fast algorithms such as the sequential minimal optimization [14, 11] . SVMs were first proposed for binary classification problems and then subsequently extended to other problems like regression, clustering [12] , ranking [3] , etc. This paper extends SVM for the case of censored targets in survival analysis.
Survival analysis is a well-established field in statistics concerned time-to-event data. In the standard case, the event is death or failure, but the topic is much broader. It is applied not only in clinical research, but also in reliability engineering and financial insurance, etc. Classical examples of survival time measurements may include the time a kidney graft remains functional, the time a patient with colorectal cancer survives once the tumor has been removed by surgery, and so forth. All these times, named survival time, are triggered by an initial event followed by a subsequent event, such as from a kidney graft to graft failure, or from a surgical procedure to death.
There is one major difference between survival data and other types of numerical data: the time to the event occurring is not necessarily observed in all cases. Such nonobserved events are quite different from missing data items. Suppose that some components are studied over a fixed period of observation -some of them fail but most of them do not fail in the observation period. For those components that do fail, their failure times (target values) are known precisely. For those components that do not fail, we can only say that their survival times are longer than the observation period. Such a target value is referred to as right censored, meaning we only know a lower bound on the failure time. Similarly there can be situations where only an upper bound on the failure time is known resulting in left censored observations. More generally, there could be observations for which both an upper and a lower bound are known. Such intervals are the most general type of observations since the other types of observations -fixed target, left censored, right censored -are special cases of it.
To the best of our knowledge, SVMs have not formulated for general interval targets. In this paper we develop a formulation, called SVCR, to learn from censored targets. SVCR inherits the strengths of SVM approaches such as a globally optimal solution, fast training speed, and strong generalization capacity. An extended version of this paper [15] has more details and more extensive experiments.
Censored Data
In supervised learning, we are given a set of labeled instances (observations) as training data, where an instance consists of a data vector (explanatory variables, attributes) plus a target (response variable). Depending on the type of target we obtain different problems. Point Targets: This is the case of standard regression where each vector x i ∈ R m has a point target y i ∈ R. Binary Class Labels: The binary class labels are usually denoted by y i ∈ {±1} while the attributes are still as in regression, that is, x i ∈ R m . Interval Targets: These are instances for which we have both an upper and a lower bound on the target. The tuple (x i , l i , u i ) with x i ∈ R m , l i ∈ R, u i ∈ R, l i < u i denotes an interval target. Survival Times: An uncensored observation in survival analysis is the same as a point target defined above, while a right censored observation is written as (x i , l i , +∞) whose survival time is greater than l i ∈ R. Finally, although not typical, for the sake of completeness, left censored observations are written as (x i , −∞, u i ) whose target is at most
The definition of interval targets provides a general description of the above observations. Suppose there is a dataset (x i , l i , u i ) n i=1 of n observations with interval targets where l i < u i . The aim is to learn a function f : R m → R so that the function values approximate the target values. In the following sections, we discuss performance measures for learning from such a dataset.
Average Absolute Error
Ideally, the regression function f : R m → R should give the best guess on the target value of an instance x by f (x) after learning from the training data. To evaluate the performance on intervals, the following definition of average absolute error (AAE) -which measures the absolute error outside the target interval -can be used:
Swapped Pairs and Rank Score
The Receiver Operating Characteristic (ROC) [17] is a popular performance metric to measure the quality of ordering for classification tasks. In this section an ROC-like metric is introduced for the censored data which is also closely related to the so called concordance index [6] , a performance measure defined for models of survival analysis.
Given a dataset of n instances, there are n 2 = n(n − 1)/2 distinct pairs of instances. If we have a perfect ordering function f , then it would predict f (x i ) < f (x j ) whenever u i ≤ l j . However, in practice, a function learned from limited data does make mistakes. If the actual censored targets satisfy u i ≤ l j but f (x j ) < f (x i ) then we call the pair (i, j) a swapped pair.
Not all the censored targets can be compared. To illustrate the definition of comparable pairs, let us consider a pair of instances, (x i , l i , u i ) and (x j , l j , u j ). The pair can be compared when u i ≤ l j (or u j ≤ l i ). To preserve the order of x i and x j , the optimal function f should satisfy
there exists an overlapping region between the two interval targets. We call such pairs incomparable pairs since there is no meaningful order of the targets for such pairs. We quantify the quality of an ordering function f by calculating the fraction of comparable pairs of samples that are correctly ordered by the function f , thus:
If the function f orders every pair of comparable samples in the right order (according to the actual targets) then RankScore = 1. If it reverses every pair of samples, then RankScore = 0. Finally, for random ordering RankScore would be around 0.5. The RankScore as in (2) is also closely related to Gehan's generalization [4] of the Wilcoxon-Mann-Whitney statistic [13] and thus an AUClike metric for our scenario of censored data.
A Support Vector Formulation
Consider a censored dataset
as defined in Section 2. In this setting, we need the predicted value for x i to be within the interval (l i , u i ). As long as the output f (x i ) is between l i and u i , there is no penalty. We penalize if the output is more than u i or if it is less than l i . Thus, the loss function for this case becomes:
The loss is exactly the absolute error defined in (1). Note that when l i = −∞ or u i = +∞, this loss function becomes one sided. Let us partition the index set {1, 2, . . . n} into three disjoint sets as follows:
Note that there is no overlap between I r and I l , since no target takes infinity on both sides.
The set I u contains the indices of those instances which have both a finite lower bound and a finite upper bound, while I r and I l contain the indices of the instances that are right censored and left censored, respectively. We further define two index sets
where L contains the indices of those instances whose targets have a finite lower bound while U contains the indices of those having a finite upper bound.
We now propose the following formulation for the censored regression task:
As can be seen from the formulation (5), it is making use of all the information available in the dataset. By introducing Lagrangian multipliers α * i ≥ 0 for the inequalities in (5b) and α i ≥ 0 for the inequalities in (5c), the dual of the above formulation can be shown to be:
where
The dot product x ⊤ i x j can be replaced by a kernel function to obtain a non-linear function mapping. At the optimal solution, with the dummy variables, the function value of x is represented by
Note that usually a small fraction of {α i − α * i } is non-zero.
Algorithm Complexity
The support vector formulation leads to a standard quadratic programming problem. The problem size is equal to |U| + |L|. Fast and scalable algorithms of convex programming, such as SMO [14, 11] , can be easily adapted for the solution. Empirically we show the algorithm complexity is about O(n 2.1 ). As is the case for linear SVM, the training cost can be further reduced to be linear in n [10, 8] .
Connections to other Support Vector methods
The standard Support Vector Regression (SVR) and Classification (SVC) formulations are just special cases of (5). It is easy to see that, given a regression dataset (x i , y i ) n i=1 , by converting each sample to (x i , y i − ε, y i + ε) where ε > 0 comes from the ε-insensitive loss, (5) reduces to SVR. Similarly, in case of classification, a sample (x i , +1) is converted to (x i , 1, ∞) and a negative sample is converted into (x i , −∞, −1); it is easy to see that these samples, when plugged into (5), give rise to SVC constraints.
Experiments
In this section we present the experiments that were performed to validate the proposed method. We briefly describe the competing methods below; further details and results can be found in [15] .
• Support Vector Regression (SVR): This classical method is used as a baseline. Since SVR can handle only uncensored point targets, all the censored data were ignored; only those observations for which the failure times were known exactly were used.
• Constraint Classification approach (CC-SVM) [5] : In this approach, two binary classification constraints are added for each comparable pair to maintain the order; the resulting classifier is then used as a ranking function. Note that there is a quadratic blow-up in the number of constraints added. Also, this approach can only rank the instances but cannot predict the failure times.
• Gaussian Process Preference Learning (GP-PL) [2] defines an appropriate likelihood function on the target values and puts a Gaussian process prior. The resulting convex optimization can be efficiently solved. Like CC-SVM, this method also can give only a ranking but cannot predict survival times.
• Classical Parametric Models (CPM): These models assume that the overall survival of a population follows one of a family of parametric distributions, such as the Weibull, exponential, normal etc. These unconditional models can be turned into regression models (conditional models) by replacing one of the free parameters with a (suitably transformed) linear predictor. The linear predictor is simply the inner product of a column vector w of unknown regression coefficients and the vector x i of observed attributes for the item of interest. The linear predictor is usually transformed to satisfy constraints on the parameter of the unconditional survival distribution.
Simulated Censoring
We selected four large regression datasets (x i , y i ) n i=1 with y i ∈ R. 1 For each dataset, one thousand observations were drawn uniformly at random for training and the remaining observations were used as the test set.
All Left Censored
From the one thousand training instances, we randomly selected a fraction η of instances. Different values of η that we used were 0.5, 0.75, 0.9, 0.95, 0.99 and 0.995. For these selected instances, we changed the targets to be left censored. That is, each instance (x i , y i ) was changed so that the new instance was (x i , −∞, y i ). Thus, instead of having a fixed target, these instances were changed so that their targets were at most y i instead of being fixed at y i .
For all the methods, parameters were chosen by twofold cross-validation on the training data. Parameters that minimized the average RankScore over the two folds were selected. For SVCR and SVR we obtained both the RankScore and the average absolute error on the entire test data. However, GP-PL and CC-SVM cannot produce the actual target output; they can only give an ordering. Thus we also compared RankScores of the different methods. The entire experiment was repeated ten times. Figure 1 shows the results with a linear kernel. As the fraction η increases, RankScore decreases for all the methods. However, the drop in RankScore for SVCR is much less than for the other methods. The boxplots for SVR look much shorter for η = 0.995 than η = 0.95 in some of the plots. This is because, at η = 0.995, there is very little information available for the SVR, and the RankScore corresponds almost to random guessing (RankScore = 0.5). Thus the resulting variance in RankScore for very high η is much smaller. We note that it is unreasonable to expect SVCR to do very well in terms of average absolute error (AAE) in this case. This is because, for all the censored samples, the output of SVCR is required to be at most y i , which biases the prediction greatly. Thus the predictions given by the SVCR tend to be much less than the actual value for fixed targets.
Half Left Censored
The experiment setup in this case was very similar to that in Section 4.1.1, but instead of censoring all the η fraction of instances to the left, half of them were censored to the left and the other half were censored to the right. Thus half of the instances (x i , y i ) were converted to (x i , y i , +∞) and the other half were converted to (x i , −∞, y i ). The other settings in this experiment were the same as in Section 4.1.1. However, the number of comparable pairs in this setup became larger. This is because a left censored and a right censored observation might be comparable, but two left censored observations can never be compared. Due to lack of space we only present results with a polynomial kernel of degree two in this section. Since running CC-SVM in this case was computationally prohibitive, we do not have results for that method. Also, in this case, unlike in Section 4.1.1, predictions are not biased towards one side. Figure 2 shows the AAE for SVR and SVCR (GP-PL is left out as it only gives a ranking). As the value of η increases, the AAE of SVR is significantly higher than the AAE of SVCR, as one would expect. Table 1 gives the RankScores in this setup. One can see that our method has an advantage over the other methods. We conclude this section noting that SVCR has higher performance potential (over other methods) when there are significantly many one-sided censored examples (which would mean less information for the other methods).
SVCR Versus Classical Models
In this section we study how the SVCR method compares with the classical parametric models (CPM). While the experiments in Section 4.1 used simulated censoring, in this section we performed the experiments on survival datasets. These datasets are typical datasets that are used in the survival analysis literature. We compared our method with several parametric survival distributions: the Weibull, exponential, normal, logistic, log-normal, and log-logistic models.
The five datasets that we used were Lung, Heart, Nwtco, Veteran 2 and botdata [1] . In each of these datasets, missing values, if any, were replaced by the mean of the attribute. Each of these datasets was divided into two folds of equal size. Two training runs were then performed. The first run used the first fold as training data and the second fold as unseen test data. Training consisted of model selection and parameter estimation. Model selection was performed by exhaustively trying out all CPM models for different parametric survival distributions (one of Weibull, exponential, nor-2 These four datasets can be found in the R package "Survival". mal, logistic, log-normal, or log-logistic). The model with the lowest AAE was selected, as determined by five-fold cross-validation on the training data. The winning model was then retrained on the entire training data, and the fitted model was used to predict survival times for the unseen test data. The whole process was repeated a second time with the role of training and test data reversed. Similarly SVCR was trained using one fold and was tested on the other fold. The parameter C of SVCR was chosen by fivefold cross-validation. The value of C that resulted in the lowest AAE by cross-validation was then chosen. SVCR was then trained on the entire fold and was tested on the unseen test data.
Results are shown in Table 2 . It can be seen that SVCR wins in almost every case in terms of AAE. In terms of RankScore, the results are not in favor of any one method. We attribute this to the fact that cross-validation was done on AAE in the first place for both the methods. We believe that better RankScores can be achieved if the crossvalidation is done using RankScore as the criterion or if the objective of SVCR is modified to minimize the RankScore directly.
Runtime and Scalability
Instances were chosen randomly from the California housing regression dataset. They were used for SVCR without any modification. Appropriate datasets were generated by comparing the target values for GP-PL and CC-SVM. For each sample size, the algorithms were run on five different randomly chosen training sets of that size. The user times were noted for each run and the numbers were averaged to get a final run time for each sample size. A polynomial kernel with degree two was used in each case. SVMLight [7] was used for training the CC-SVM. Figure 3 shows the run times plotted on a log-log plot. The three lines shown in the plot were obtained by linear regression on the points plotted for the respective methods. It is quite evident that SVCR has an advantage over other methods. The number of samples shown on the x-axis is the size of the training set before modifying them for CC-SVM. Thus the higher slope of the CC-SVM curve is attributed to the blow-up in the problem size. We do not show the runtime of SVR as it is the same as that of SVCR. 
Conclusion
We studied different approaches that can be applied to the survival time prediction/ranking; We proposed a new formulation to handle censored data overcoming some of the problems with the previous approaches. Experiments showed significant performance gains in the presence of higher levels of censoring. SVCR also competes with the parametric models. SVCR was shown to be scalable and has favorable run time compared to other methods. We recommend that SVCR be widely used in survival analysis.
