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ABSTRACT
We propose a novel audio watermarking system that is robust to the
distortion due to the indoor acoustic propagation channel between
the loudspeaker and the receiving microphone. The system utilizes
a set of new algorithms that effectively mitigate the impact of room
reverberation and interfering sound sources without using derever-
beration procedures. The decoder has low-latency and it operates
asynchronously, which alleviates the need for explicit synchroniza-
tion with the encoder. It is also robust to standard audio processing
operations in legacy watermarking systems, e.g., compression and
volume change. The effectiveness of the system is established with
a real-time system under general room conditions.
Index Terms— audio watermarking, asynchronous decoder, re-
verberation, spread-spectrum, second-screen.
1. INTRODUCTION
In most existing audio watermarking scenarios in the literature, the
audio signal stays in the digital domain between the encoder and the
decoder. This is a typical situation in digital right management of
audio distribution, where the watermarking decoder is invoked prior
to media playback [1, 2]. Recently, there has been growing inter-
est in audio watermarking that survives indoor acoustic propagation,
e.g., for second-screen applications [3]. In this scenario, the water-
marked audio is played through a consumer loudspeaker after the
encoder, propagates through an indoor acoustic channel, picked by a
consumer microphone (usually in another device) before passing to
the watermark decoder. This scenario poses a set of new challenges
that were not encountered in legacy audio watermarking:
• Room reverberation, which introduces time and frequency
smearing of the audio content [4].
• Time/frequency drift between the encoder and decoder due to
different system clocks.
The relevant work in the literature has treated these two chal-
lenges rather separately, and frequently at the cost of less robustness
to standard audio processing operations. For example, few audio
watermarking systems have been designed to withstand desynchro-
nization between the encoder and decoder [5, 6, 7, 8, 9, 10]. This
robustness could be achieved through using features that are robust
to local time-scale variations [5], or deploying a special synchro-
nization mechanism (through time-warping like procedure) at the
decoder [8, 9]. On the other hand, some earlier works have focused
on the reverberation impact while assuming perfect synchronization
[10, 11]. In [10], a special filter bank with a long symbol interval is
used, and the watermark is embedded in the specific time-frequency
cells that are robust to expected operations. The synchronization has
not been explicitly addressed, rather general guidelines from wire-
less communication systems were described. In this work, we de-
velop an end-to-end audio watermarking system that addresses these
challenges under practical computation and latency constraints.
In particular, we develop a novel audio watermarking system
that is robust to both reverberation and desynchronization as well as
standard audio processing operations. The encoder embeds a spread-
spectrum watermark in successive short blocks of the host audio,
and the watermark at each block is modulated with a binary ±1 se-
quence to improve the detection and suppress host signal correlation.
The encoder resembles standard audio watermarking systems, there-
fore, it inherits their good properties, e.g., imperceptibility of the
watermark, and robustness to standard signal processing operation
such as audio coding and filtering. The decoder applies a modu-
lated self-correlation of successive blocks rather than the standard
matched filter that uses cross-correlation with the embedded water-
mark (which requires perfect synchronization and knowledge of the
acoustic channel at the decoder). Although self-correlation is not
the optimal detector from detection theory perspective, it effectively
and blindly mitigates the impact of both reverberation and desyn-
chronization at a low-cost in both computation and latency, which
enables real-time embedded implementation. The degradation in the
detection performance is shown to be small for practical use cases.
The following notations are used throughout the paper. A bold
lower-case letter denotes a column vector. vk denotes the k-th el-
ement of v. x and x˜ denote respectively, host and watermarked
signal at the encoder, while y denotes the watermarked signal at the
decoder. 〈., .〉 denotes the inner product. Additional notations are
introduced when needed.
2. BACKGROUND
2.1. Spread-Spectrum Watermarking
In the following, we assume that the watermark is embedded in se-
lected DCT coefficients of audio blocks. Spread-Spectrum water-
marking procedure has the general form [1, 12, 13]
x˜ = x + ηw (1)
where η is the watermark strength (which controls the audibility of
the watermark). If y is the received signal in the DCT domain, then
the standard spread-spectrum decoder uses cross correlation of the
form
ρ = 〈y,w〉 (2)
In the additive noise case y = x + ηw + n (where n is the noise
component), and
〈y,w〉 = 〈x,w〉+ 〈n,w〉+ η‖w‖2 (3)
If the watermark is not correlated with the signal nor the noise, then
both 〈x,w〉 and 〈x,n〉 vanish and ρ becomes proportional to the
watermark energy. At the detector, ρ is compared by a predetermined
threshold, γ. If ρ ≥ γ, then the watermark is detected at the decoder;
otherwise, it is not detected.
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2.2. Acoustic Channel Model
The acoustic propagation channel has few sources of distortions:
clock drift between the encoder and the decoder, sampling rate dif-
ference, loudspeaker behavior, room reverberation, and analog-to-
digital and digital-to-analog distortion. The microphone impact is
usually ignored because of its flat response over the frequencies of
interest. The clock drift is measured in parts-per-million (ppm), and
consumer-grade system clocks can have up to few hundreds ppm er-
ror. If the clock drift is 100 ppm, then at 48 kHz sampling frequency,
the effective sampling frequency is 48000±4.8 Hz, which results in
a time shift of up to 4.8 samples every second, and also a slight fre-
quency shift. If an explicit synchronization procedure is used, then
this clock drift must be estimated and corrected (through PLL-like
systems [14]). The operating sampling rate difference could be mit-
igated by standardizing the sampling frequency at which the water-
mark is embedded or detected. The other distortions can be broadly
modeled as a slowly time-varying channel with additive noise simi-
lar to fading channels in wireless communication:
y(t) =
∑
τ
h(t)(τ)x˜(t− τ) + n(t) (4)
where {h(t)(τ)} is the time-varying impulse response, and n(t) is
the additive noise. In the frequency-domain, we have
y(t)(ωk) = h
(t)(ωk)x˜
(t)(ωk) + n
(t)(ωk) (5)
where y(t)(ωk) is the frequency response of y at audio frame t, and
similarly for x(t)(ωk) and n(t)(ωk). If the channel change is slow
compared to the watermark length, then in vector-form, each DCT
block can be represented as [15]
y = x˜α+ n (6)
where  denotes element-wise vector multiplication, and α is the
channel representation in the DCT domain. If αk changes amplitude
and sign with the frequency index k (which is the typical case), then
spread-spectrum based audio watermark detection would fail. To
see this, consider the cross-correlation factor in this case (assuming
perfect synchronization)
〈y,w〉 ≈ 〈xα,w〉+ η 〈w α,w〉
≈ η
∑
k
αk |wk|2 (7)
If the sign of αk changes with k, then the cross-correlation becomes
close to the noise level, and detection fails. In this case, the optimal
detector requires knowledge of the channel at the receiver, which is
the common approach in wireless communication. The estimation is
performed by transmitting a known pilot signal at the start of each
frame, which is used for system identification at the receiver. The
channel estimation procedure requires perfect synchronization, and
it is an expensive procedure in both computation and latency.
3. WATERMARKING SYSTEM
3.1. Watermark Design
If H is a full-rank symmetric matrix of size κ, then its eigenvectors
{vi} are real and constitute a set of orthonormal basis for Rκ [16].
Let the watermark w be chosen as one of the eigenvectors, e.g., v1
(without loss of generality). The host signal block, x in (1), can be
expressed as
x =
∑
l
al vl (8)
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Fig. 1. The ROC metric of ‘traditional SS watermark’ and ‘eigen
watermark’. Each data point is averaged over 1000+ audio pieces
that embedded with the watermark with simulated reverberation ef-
fect added to the watermarked audio source.
where al = 〈x,vl〉. In this case, the cross-correlation between the
host signal and the watermark becomes 〈x,w〉 = a1. This consti-
tutes the detection noise floor in the noiseless case (i.e., when n = 0
in (3)). To completely remove this noise floor in the noiseless case,
the host signal is slightly modified to remove the projection compo-
nent of the host signal onto the watermark subspace. If we choose
w = v1, then the watermark embedding equation in (1) is modified
to
x˜ = x− 〈x,v1〉v1 + ηv1
= x¯ + ηv1 (where, x¯ , x− 〈x,v1〉v1)
(9)
In Fig. 1, we show that Eigen Watermarking significantly improves
the ROC of the detector and has a good operation point against the
simulated reverberation effect.
In order for the embedding algorithm to be robust to standard
audio processing operations, e.g., filtering and compression, the em-
bedding is restricted to mid-range DCT coefficients, i.e., in the range
kL to kH . Henceforth, the inner product definition is
〈a,b〉 ,
kH∑
k=kL
akbk (10)
3.2. Self-Correlation
The central idea of the proposed system is using self-correlation at
the detector, rather than cross-correlation as in standard watermark-
ing detectors. As noted in (7), the cross-correlation with watermark
template requires perfect synchronization and perfect knowledge of
the acoustic channel, otherwise it will be smeared by the alternating
sign of the channel response. This stringent requirement is relaxed
if self-correlation is used as described in this section.
Let ya and yb be two adjacent DCT blocks of the received sig-
nal, then self-correlation is defined as
ψ , 〈ya,yb〉 (11)
The notation self-correlation is used rather than autocorrelation to
emphasize it is always between different blocks. If each block cor-
responds to an embedded watermarked block as in (1) after passing
through the acoustic channel in (6), then
ψ = 〈x˜a α+ na, x˜b α+ nb〉
≈
∑
k
α2kx
a
kx
b
k +
∑
k
α2kw
a
kw
b
k +
∑
k
nakn
b
k (12)
where we assumed that the channel behavior does not change for ad-
jacent blocks, and in the approximation we invoked the assumption
of the absence of correlation between the watermark, signal, and ad-
ditive noise. If the additive noise is zero-mean (which is usually the
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Fig. 2. Illustration of the bi-layered watermark encoding structure
with Nr = 2, Ns = 6
case), then the last term in (12) vanishes. If adjacent audio blocks
are weakly correlated, then the first term in (12) is much weaker
than the watermark component (which is the second term in (12)),
and this would improve detection. However, this component might
become significant if a music chord is present in the host signal, and
that increases the noise floor.
Note that, by employing self-correlation the impact of acoustic
channel is neutralized ( by making the channel contribution nonneg-
ative) at the cost of higher noise floor due to the host signal self-
correlation. The noise-floor is significantly reduced through the sign
modulation scheme that is described in the following section.
3.3. Sign-Modulation Method
The second central component in the proposed watermarking system
is the sign-modulation of adjacent blocks in the host signal. A sec-
ond encoding utilizes a sequence of ±1 to modify the binary phase
of the watermark in each block. The entire encoded audio sequence
can be expressed as
x˜ =
Nr⊕
n=1
Ns⊕
i=1
(
xn,i + β sn,i gn,i w
i
)
(13)
where
⊕
denotes block concatenation, Ns denotes the number of
segments of basic watermark building blocks, Nr denotes the num-
ber of repeats of the set of segments, xn,i is the i-th audio block
of the n-th segment of the host audio, β is the encoding strength,
gn,i ,
√〈xn,i, xn,i〉 is the segment normalization factor, and si,n
is an±1 random sequence. Note that, the watermark strength at each
block is proportional to the signal strength, i.e., ηn,i = βgn,i, and
mutually orthogonal watermarks {wi}1≤i≤Ns are inserted at each
block. An illustration of this encoding process is shown in Fig. 2.
Note that, each block within the segment is modulated by a random
sign that will be incorporated at the decoder. Different keys could
be used for the generation of the watermark and the sign sequence to
allow for increased accuracy or multiple access watermarking.
The decoder modifies the self-correlation procedure in (11) to
accommodate multilayered embedding in (13). The multilayered
self-correlation has the form
ρ(t) =
Ns∑
i=1
Nr−1∑
n=1
Nr∑
m=n+1
sm,i sn,i 〈ym,i, yn,i〉
hm,i hn,i
(14)
where ρ(t) is the watermark decoding score, yn,i is the i-th block of
the n-th audio segment at the receiver, hm,i ≡
√〈ym,i, ym,i〉, is a
normalization factor for the segment audio, ym,i, from the receiver.
Note that, with this sign modulation arrangement in the encoder
and the decoder, the watermark component in (12) is invariant, while
the signal component is effectively suppressed. Assuming for now
that we have perfect synchronization, we will describe how ρ in (14)
behaves under signal and null hypotheses. Let
ψm,n,i , sm,i sn,i 〈ym,i, yn,i〉
= sm,i sn,i 〈x¯m,i α+ n, x¯n,i α+ n〉
+ β2 s2m,i s
2
n,i gm,i gn,i〈wi α, wi α〉
+ β sm,i s
2
n,i gn,i 〈x¯m,i α+ n, wi α〉
+ β s2m,i sn,i gm,i 〈wi α, x¯n,i α+ n〉
(15)
Note that, fractional delay of the block boundaries can be repre-
sented as part of the channel. Under the null hypothesis (i.e., no
watermark),H0, i.e., when β = 0, we get the noise signature
ρ0(t) =
Ns∑
i=1
Nr−1∑
n=1
Nr∑
m=n+1
sm,i sn,i 〈x¯m,i α+ n, x¯n,i α+ n〉
hm,ihn,i
(16)
Under the signal hypothesis (i.e., watermark exists), and after invok-
ing the assumption of non-correlation between signal/watermark/noise,
we get the signal signature (note that, s2m,i = s
2
n,i = 1)
ρ1(t) = ρ0(t) +
Ns∑
i=1
Nr−1∑
n=1
Nr∑
m=n+1
β2 〈wi α,wi α〉
(hm,ihn,i/gm,ign,i)
(17)
An illustration of the modulated self-correlation behavior under both
hypotheses is illustrated in Fig. 3.
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Fig. 3. Illustration of modulated self-correlation score, ρ(t), under
signal/null hypotheses
The difficulty of decoding with self-correlation is that the mean
under H1, and the variance under both hypotheses are dependent
on the unknown channel parameters α. Nevertheless, as illustrated
in Fig. 4, there is more than 10 dB difference in the mean under
both hypotheses, which provides flexibility to choose the detection
threshold with good overall performance. In our system, the detec-
tion threshold is set to be significantly higher than the noise floor
over a long period of time. Hence, the detection threshold itself is a
function of the acoustic channel.
The above discussion assumed synchronization was achieved
prior to self-correlation. In the worst case, synchronization could
be achieved at a sample-level by brute-force computation of ρ(t)
(where fractional delay is absorbed in the channel response). Nev-
ertheless, it was found that the modulated self-correlation mecha-
nism tolerates imperfect alignment (roughly ±50% of the length of
eigenvector length) with acceptable detection rate. For example, if
we take the eigenvector to be 10 ms long, then ±5 ms misalignment
can be tolerated. This is due to the blind detection procedure that pa-
rameterizes the detection parameters with the channel, and tolerable
misalignments can be modeled as part of the channel. The tradeoff
between complexity and performance could be further exploited by
incorporated only a subset of segments (out of Nr) and blocks (out
of Ns) in (14).
3.4. System Overview
The overall detection procedure proceeds as follows (where ρ(t) is
computed as in the previous section):
1. Calculate the noise-mean throughout the noise region,
ρ¯0 ≡ 1
∆n
tn+∆n∑
t=tn
ρ(t) (18)
Detection Score
Fig. 4. Histogram of the detection score in (14) under null and
signal hypotheses (with and without reverberation), averaged over
20,000 audio streams.
2. Calculate the channel dependent noise variance,
σ20 ≡ 1
∆n
tn+∆n−1∑
t=tn
|ρ(t)− ρ¯0|2 (19)
3. Set the detection threshold, γ, at the desired point on the ROC
curve, e.g., γ = 3σ0.
4. Calculate the modulated self-correlation factor with the
noise-mean correction,
ρ¯(t) ≡ 1
∆s
∆s−1∑
τ=0
(
ρ(t+ τ)− ρ¯0
)
(20)
5. The detector operates as
ε(t) =
{
0, for ρ¯(t) < γ,
1, for ρ¯(t) ≥ γ, (21)
Note that, the frequency of computing ρ¯(t) and ε(t) is deter-
mined by the available computation resources.
4. EXPERIMENTAL RESULTS
The proposed algorithm was implemented in python for a real-time
demo with consumer-grade loudspeakers and microphones. We did
extensive evaluation to compute the Receiver Operating Characteris-
tic (ROC) curve (which fully captures the detector performance [17])
under different room environments and audio processing attacks. For
false accept rate calculation, we scan through a non-watermarked
audio of duration ∼ 41 min every 5 milliseconds. For the detec-
tion part, the watermark is inserted every 4 seconds in the same host
audio, i.e., ∼ 600 watermarks.
The system was first evaluated versus standard audio processing
operations, e.g., lowpass filtering, highpass filtering, and mp3 com-
pression. It showed the standard robust performance of spread spec-
trum systems [13]. The subjective quality of the watermarked audio
was evaluated by 10 expert listeners and was shown to be indistin-
guishable from original audio. Both the encoder and the decoder
run in real-time, and the latency is only due to audio block buffering
delay.
Next, we evaluate the robustness of the proposed system to room
reverberation. The ROC curve is computed under 12 different room
conditions, and the results are averaged for different sizes of the em-
bedded watermark, which is also proportional to the overall system
latency. Multiple watermarks with different duration are simultane-
ously inserted in the host audio. This has a minor impact because the
watermarks are mutually orthogonal. In evaluating the ROC curve,
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Fig. 5. (a.) The ROC with reverberation versus different watermark
length where we set Ns = 2; (b.) The ROC with reverberation
and clock drift (in ppm), the watermark length is fixed to 1 sec with
Ns = 2.
we applied measured reverberation filters to the watermarked audio
prior to the detector. Fig. 5a shows the ROC for different watermark
performance versus watermark length (with no clock drift between
the encoder and the decoder). In the figure, we zoomed in the hori-
zontal axis of the ROC curve, because of the almost perfect behavior
when the watermark duration is longer than 0.8 second.
Finally, we evaluated the combined impact of clock drift and re-
verberation. In this experiment, both the encoder and the decoder
run at the same sampling frequency, but the decoder clock is per-
turbed by different ppm values, and the decoder is run without clock
correction. The resulting ROC behavior is shown in Fig. 5b, where
we also zoomed in the horizontal axis to clarify the behavior. As
noted from the figure, the performance is robust to clock drift up to
∼ 300 ppm, when the watermark duration is 1 second.
5. CONCLUSION
With the complicated indoor acoustic channel, there are two choices
for successful audio watermarking. The first choice is to estimate
and equalize the channel prior to applying a standard detector. The
second choice is to restructure the detector to neutralize the chan-
nel impact without explicit channel estimation. The first choice is
optimal from performance perspective, but it is expensive in com-
putation and latency. The second choice, which we adopted in this
work, is more appropriate for real-time embedded system despite its
suboptimal detector. The suboptimal performance could always be
enhanced by using a longer or stronger watermark. The proposed
novel detector utilizes modulated self-correlation between adjacent
audio blocks, which effectively neutralizes the indoor channel im-
pact and eliminates the need for explicit channel estimation. The
experimental results showed the robustness of the system when the
watermark duration is greater than 0.8 second under general rever-
beration conditions, and with clock drift up to 300 ppm.
In a future work, we describe a dynamic programming algo-
rithm to prune the synchronization search by an order of magni-
tude with negligible impact on the detection performance. Future
work also includes deploying microphone arrays [18] to improve
self-correlation, and reduce the reverberation impact.
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