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ABSTRACT
Over the past few years a new type of general circulation model (GCM) has 
emerged that is known as the multiscale modeling framework (MMF). The Colorado 
State University (CSU) MMF represents a coupling between the Community At­
mosphere Model (CAM) GCM and the System of Atmospheric Modeling (SAM) 
cloud resolving model (CRM). Within this MMF the embedded CRM replaces the 
traditionally used parameterized moist physics in CAM to represent subgrid-scale 
(SGS) convection. However, due to substantial increases of computational burden 
associated with the MMF, the embedded CRM is typically run with a horizontal grid 
size of 4 km. With a horizontal grid size of 4 km, a low-order closure CRM cannot 
adequately represent shallow convective processes, such as trade-wind cumulus or 
stratocumulus.
A computationally inexpensive parameterization of turbulence and clouds is pre­
sented in this dissertation. An extensive a priori test is performed to determine which 
functional form of an assumed PDF is best suited for coarse-grid CRMs for both deep 
shallow and deep convection.
The diagnostic approach to determine the input moments needed for the assumed 
PDFs uses the subgrid-scale (SGS) turbulent kinetic energy (TKE) as the basis for 
the parameterization. The term known as the turbulent length scale (L) is examined, 
as it is needed to parameterize the dissipation of turbulence and therefore is needed 
to better balance the budgets of SGS TKE. A new formulation of this term is added 
to the model code which appears to be able to partition resolved and SGS TKE fairly 
accurately.
Results from “offline” tests of the simple diagnostic closure within SAM shows 
that the cloud and turbulence properties of shallow convection can be adequately 
represented when compared to large eddy simulation (LES) benchmark simulations. 
Results are greatly improved when compared to the standard version of SAM. The
preliminary test of the scheme within the embedded CRM of the MMF shows promis­
ing results with the simulation of shallow convection. Overall, this scheme represents 
a new type of flexible turbulence and cloud parameterization that is computationally 
efficient.
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CHAPTER 1
INTRODUCTION
The need for improved representation of clouds in climate models has been a prob­
lem long recognized (Arakawa 2004). The importance of realistic cloud representation 
rests in the fact that clouds have prominent, yet highly uncertain, feedbacks on the 
climate system (e.g., Hartmann et al. 1986; Cess 1976; Wetherald and Manabe 1989). 
Recently a method known as a Multiscale Modeling Framework (MMF), in which a 
Cloud-Resolving Model (CRM) is placed within each grid column of a Global Climate 
Model (GCM), has proven to be a promising approach for a better understanding of 
clouds’ role in climate (Randall et al. 2003; Khairoutdinov et al. 2005; Grabowski 
and Smolarkiewicz 1999). The MMF differs from a traditional GCM in that the goal 
is to resolve most convective processes, whereas a conventional GCM estimates the 
unresolved cloud processes from the resolved large-scale fields using a simple set of 
rules.
The MMF has many strengths over conventional GCMs. For instance, the MMF 
allows for microphysics, aerosols, turbulence, and radiation to interact on the cloud 
scale, whereas in traditional GCMs these physical processes do not typically interact 
directly with each other. Several recent studies indicate that the MMF improves the 
diurnal cycle of precipitation over summertime continents quite dramatically when 
compared to standard GCMs (Khairoutdinov et al. 2005; Pritchard and Sommerville
2009). In addition, the MMF is able to produce a more realistic and quite vigorous 
Madden-Julian Oscillation (MJO), which is often poorly simulated by climate models 
(Khairoutdinov et al. 2005). Demott et al. (2007) show that the MMF can greatly 
improve the simulation of more intense rainfall events when compared to conventional 
GCMs.
While the MMF shows great promise towards the goal of improving the repre­
2sentation of clouds in climate models (Randall et al. 2003), the method comes with 
great computational cost and hence there are limitations associated with this ap­
proach. For example, with current computational abilities, the embedded 2D CRM in 
the Colorado State University's (CSU) Superparameterized-Community Atmospheric 
Model (SP-CAM; Khairoutdinov et al. 2005) is limited to a horizontal grid size of 
4 km and domain size of 128 to 256 km. This is considered to be a coarse grid for 
a CRM and is perhaps adequate to resolve deep convective processes and mesoscale 
convective systems, but certainly not shallow convection, cumulus clouds, or boundary 
layer turbulence, for example (Fig. 1.1). Even with these rather rigid constraints, 
the MMF is nearly a factor of 200 times more expensive than the conventional 
CAM. However, the MMF is still about two orders of magnitude computationally 
cheaper than global cloud-resolving models (GCRMs; Tomita et al. 2005; Miura et 
al. 2005) and therefore represents a nice “compromise” in terms of both complexity 
and computational expense compared to conventional GCMs and GCRMs.
Shallow convective clouds, such as trade-wind cumulus, significantly affect the 
global radiation budget and play important roles in the energy and hydrological 
cycles of the atmosphere (Slingo 1990). On shorter time scales, Khairoutdinov and 
Randall (2006) showed that cold pools formed by the evaporation of precipitation from 
shallow convection over land are important for the development of deep convection. 
Incorporation of shallow cumulus cloud effects into numerical models has been a 
significant challenge since these clouds have characteristic horizontal scales that are 
much smaller than the horizontal size in many types of numerical models, including 
GCMs, mesoscale models, and even CRMs (see Fig. 1.1). Shallow cumulus clouds, 
such as trade-wind cumulus, are ubiquitous across tropical and many subtropical 
oceans (Medeiros and Stevens 2010) and therefore proper representation of these 
clouds are crucial for accurate simulations of the general circulation and computation 
of radiation, water, and energy budgets. While stratocumulus cover a much smaller 
portion of the global ocean compared to cumulus, they are significant modulators of 
the earth’s radiation budget and increase the overall albedo (Hartmann et al. 1992) 
and therefore must also be properly represented in GCMs.
Results from the CSU MMF consistently show that low clouds are underrep­
3resented and/or misrepresented (Khairoutdinov et al. 2008; DeMott et al. 2010; 
Marchand et al. 2010). This can be seen in Fig. 3 of Marchand et al. (2010), 
where boundary layer clouds are severely underrepresented over the oceans. This 
underrepresentation occurs in regions where both cumulus and stratocumulus are 
observed to be plentiful. In addition, the MMF has been shown to under-predict the 
occurrence of trade cumulus clouds while over-predicting their optical depth (for those 
cumulus clouds that are predicted) when compared to retrievals from space-borne 
passive images or against active-sensor instruments such as the NASA CloudSat 
cloud radar (Zhang et al. 2008; Marchand et al. 2009; Marchand and Ackerman
2010). These deficiencies can be attributed to the inadequate horizontal and vertical 
grid spacing used in the embedded CRMs. Until advances are made in computational 
power, it remains unfeasible for a CRM embedded in a MMF to have a grid spacing 
fine enough to resolve shallow convection with CRM domain sizes of 128 to 256 km. 
Therefore, improved subgrid-scale (SGS) cloud and turbulence parameterizations are 
needed in these embedded coarse-grid CRMs, with an important emphasis on keeping 
these schemes computationally economical.
This dissertation describes my efforts to implement an improved and computation­
ally efficient SGS condensation and turbulence scheme into the embedded CRM of the 
MMF with aim of improving shallow convective processes. This CRM is the System 
for Atmospheric Modeling (SAM; Khairoutdinov and Randall 2003). Ideally, such a 
scheme should be general enough to simulate a variety of convective clouds without 
any cloud-regime specific adjustments. First, I will demonstrate the inadequacies 
of using a coarse-grid model to simulate shallow cumulus clouds to serve as the 
motivation for this study.
1.1 Illustration of the Problem
To illustrate the challenges that are associated with coarse-grid CRMs and their 
representation of shallow boundary layer clouds, Figs. 1.2 and 1.3 will be used. Fig­
ure 1.2(a) displays the instantaneous horizontal distribution of the cloud condensate 
mixing ratio field z =  600 m (near cloud base) for a large-eddy simulation (LES) 
with a horizontal grid size of 100 m for a trade-wind cumulus case. In a LES, the
4large-energy-containing eddies are resolved and so are the associated cloud circulations 
belonging to the shallow convection. In a LES only the small unresolved eddies are 
parameterized. However, these small eddies contribute only a minute portion to the 
total transports of heat and moisture and their effects are generally considered to be 
much less important than those of the resolved large eddies (Moeng 1984).
Figure 1.2(b) displays the same field as Fig. 1.2(a), however, a coarse horizontal 
grid of 3.2-km is overlaid (solid black lines). This grid represents the size of the 
horizontal grid spacing typically used by the embedded CRM in the MMF. With a
3.2-km horizontal grid, the clouds have sizes that are much smaller than the coarse- 
grid spacing and, hence, their circulations are subgrid-scale (SGS). Therefore, in 
such CRMs, the large-energy-containing eddies typically must be parameterized for 
shallow convection. This presents a particular challenge for CRMs when simulating 
shallow clouds, such as those seen in Fig. 1.2, where the cloud forming processes 
belong entirely to the subgrid-scale. This is not such an issue for deep convection, 
however, in which the cloud circulations reside on the mesoscale and can be resolved 
with grid spacings of 1 to 4 km.
The box-averaged fields computed from the 3.2-km2 horizontal subdomains (shown 
in Fig. 1.2(b)) can be seen in Fig. 1.3(a). This figure represents the cloud condensate 
mixing ratio field one would obtain from a “perfect” CRM (hence, this can be used as 
a benchmark to verify coarse-grid CRM simulations). Clearly, the result is a rather 
horizontally homogeneous field with little horizontal variance, which is indicative of 
the subgrid-scale nature of these types of clouds for such a coarse grid size. However, 
whereas Fig. 1.2(a) corresponds to a horizontally-averaged cloud fraction of 0.067, 
Fig. 1.3(a) implies a cloud fraction of 1.0. Therefore, even with this “perfect” CRM 
result it is clear that some sort of statistical tool is needed for the CRM to provide the 
SGS cloud fraction, which is important for the computation of radiation, turbulence, 
and precipitation processes.
While Fig. 1.3(a) represents a “perfect” CRM, Fig. 1.3(b) displays the horizontal 
distribution of clouds at the same level (z =  600 m) for a CRM simulation with 
A x= A y =  3.2-km and no SGS cloud parameterization. Clearly, there are substantial 
differences between this result and the “perfect” (or benchmark) CRM. The most ob­
5vious issue relates to the distribution of clouds. While my benchmark CRM indicates 
a cloud field that is ubiquitous (i.e., all grid boxes contain clouds), the coarse-grid 
CRM only predicts clouds in two grid boxes. In addition, there are magnitude issues 
associated with the cloud mixing ratios. For instance, the horizontally-averaged cloud 
condensate mixing ratio from Fig. 1.3(b) is more than a factor of ten higher than that 
from Fig. 1.2(a), while cloud fraction is underestimated by a factor of two. Examining 
the local values, however, yields more alarming results. The two grid boxes that 
contain clouds in Fig. 1.3(b) represent liquid water mixing ratios of 264 mg/kg and 
344 mg/kg (which are more characteristic of values found in stratocumulus clouds). 
This is nearly 60 times the amount of the maximum liquid water mixing ratio found in 
the box averaged field from LES, of 6 mg/kg. A chief reason for this misrepresentation 
of clouds is inadequate turbulence representation in the CRM simulation, as the clouds 
formed in this simulation are a result of unrealistically large and resolved eddies and 
not SGS circulations and processes. Therefore, these clouds are not being formed in 
a physically correct manner.
This example is in agreement with many previous studies that show the under 
occurrence of cumulus clouds in the MMF when compared to observations; yet, when 
these clouds do occur they are typically much too “bright” or optically thick. In 
essence, cumulus clouds in these coarse-grid CRMs are represented as scattered sheets 
of stratocumulus clouds (Cheng and Xu 2008). This simple example demonstrates 
the urgent need for better representation of shallow clouds in coarse-grid explicit 
convection resolving models.
1.2 Research Goals and Objectives
Historically, boundary layer clouds have been parameterized in coarse-grid CRMs 
using a variety of methods. Among them are higher-order turbulence closure mod­
els (e.g., Bougeault 1982a,b; Krueger 1988; Redelsperger and Sommeria 1986) and 
low-order closure models (e.g., Bechtold et al. 1992; Khairoutdinov et al. 2003). 
Higher-order turbulence models refers to a hierarchy of models that predict the 
turbulence moments that are needed to close the governing equations. For example, 
a third-order turbulence closure model will predict the turbulent moments up to the
6third-order and closes the fourth-order moments diagnostically. A low-order closure 
model predicts the first-order moments (i.e., grid box means) and closes the second- 
order turbulence moments in the governing equations using closure assumptions, 
such as downgradient diffusion. Higher-order turbulence closure models are typically 
much more computationally expensive than low-order closure models because of the 
additional prognostic equations that are implemented into the code.
The SGS condensation scheme is also crucial for the accurate representation 
of cumulus clouds. Low-order closure models (such as SAM; Khairoutdinov and 
Randall 2003) often use the so-called “all-or-nothing” condensation approach, in 
which a grid box must be entirely saturated for clouds to exist. In addition, for 
this approach, a grid box is assumed to be either entirely cloudy or entirely clear, 
corresponding to a binary cloud fraction representation. If the model is run at 
LES grid sizes (~100 m), then this type of scheme can be valid because it resolves 
individual clouds as in Fig. 1.2(a). However, for CRM grid boxes (where horizontal 
grid size is on the order of 1 to 4 km) then the “all-or-nothing” approach clearly 
can be limiting, especially when attempting to simulate regimes characterized by low 
cloud fraction. Higher-order closure models (Sommeria and Deardorff 1977) often 
use a SGS condensation scheme based on assumed joint Gaussian distributions of 
the conserved thermodynamic variables. However, one must question the validity 
of such a distribution in a regime such as trade-wind cumulus, in which conserved 
thermodynamic variable statistics are known to be highly skewed (Bougeault 1981a).
A high-order or low-order turbulence model or a mass flux scheme alone is either 
too computationally expensive or not general enough and therefore requires case- 
specific adjustments for particular cloud regimes. However, the three basic closures 
mentioned have been combined into a single scheme in an attempt to create a unified 
parameterization. An example is that of Lappen and Randall (2001a), in which 
a variety of cloud regimes were simulated with a single parameterization. Their 
parameterization combines the mass-flux and higher-order closure approaches, in 
which the higher-order moments are predicted and the boundary layer circulations 
are decomposed into updraft and downdraft plumes using a double delta function. 
The scheme was tested on a dry convective boundary layer, a stratocumulus-topped
7layer, and a trade-wind cumulus layer. The results for the first two cases agreed well 
with observations. However, the trade-wind cumulus case produced cloud fractions 
and cloud condensate mixing ratios that were three times higher than the amount 
found in LES or observations.
Golaz et al. (2002a) developed a high-order turbulence closure model model 
that assumes the shape of triple-joint probability density function (PDF) of vertical 
velocity, liquid water potential temperature (6l), and total water mixing ratio (qt). 
The buoyancy flux, liquid water mixing ratio, and cloud fraction can be easily diag­
nosed once the probability density function (PDF; P (w ,6i,qt)) is known. However, a 
functional form of the PDF must be assumed (known as the “assumed PDF method” ) 
since explicitly predicting the PDF is too computationally demanding. Therefore, 
one must choose a PDF family to use. Golaz et al. (2002b) chose a family of 
double Gaussian PDFs. Their decision was based on a study by Larson et al. (2002) 
that evaluated the performance of several families of joint PDFs given perfect input 
moments, and found that cloudy boundary layer PDFs more closely resembled double 
Gaussians than double delta functions or single Gaussians. The model by Golaz et al. 
(2002a) predicts several second- and third-order moments that are needed as inputs 
for the assumed PDF. Cheng and Xu (2006, 2008) also developed a model similar to 
that of Golaz et al. (2002a), although it has a bit more complexity.
Several advantages of the assumed PDF method are listed in Golaz et al. (2002a). 
Among the most important is consistency. SGS cloud properties (cloud fraction and 
liquid water), SGS higher-order moments, and SGS buoyancy fluxes are computed 
from the same PDF. The assumed PDF parameterization is also flexible, meaning 
that the family of PDFs used can be changed without rewriting the parameterization 
completely. Finally, the assumed PDF parameterization can be general, depending 
on the family of PDFs selected, so a single scheme can be applied to all cloud regimes. 
It is important that any subgrid-scale condensation scheme to be implemented in an 
MMF be able to simulate all boundary layer cloud regimes. Therefore, a goal of 
my dissertation research is to implement an assumed PDF parameterization to serve 
as the condensation scheme of a coarse-grid CRM. However, my implementation is 
inherently different than that of the model of Golaz et al. (2002) and Cheng and Xu
8(2006, 2008) as I seek to avoid predicting most of the moments needed and use instead 
a more diagnostic approach, in order to curtail the computational expense associated 
with predicting all of the higher-order moments. Depending on the functional form 
of the PDF selected, as many as four to nine higher-order moments (of which the 
standard configuration of SAM does not currently compute) are needed to construct 
the PDF.
The embedded CRM in the MMF should benefit from use of the assumed PDF 
method because SGS condensation would be allowed. Currently, SAM uses the “all- 
or-nothing” approach for the condensation scheme. By using an assumed PDF, SGS 
cloud condensate mixing ratios and cloud fractions can be computed. In addition, the 
SGS liquid water flux can also be computed from the PDF, which allows for a better 
representation of the SGS buoyancy flux and, hence, SGS turbulent kinetic energy 
itself. Along with the subgrid-scale cloudiness in coarse-grid CRMs, it is crucial that 
the SGS TKE be properly represented for physical representation of shallow cumulus 
regimes. As illustrated in Fig. 1.2, shallow clouds in coarse-grid CRMs are formed 
as a result of unphysically large resolved-scale circulations and (while not shown) the 
under-representation of SGS turbulence. If a PDF parameterization is implemented 
into SAM, will the partitioning between resolved and SGS TKE be improved? Or are 
other factors contributing to this problem?
Cheng et al. (2010) showed that low-order closure coarse-grid CRMs tend to 
underestimate the SGS TKE for several boundary layer regimes (Fig. 5 of Cheng 
et al. 2010). In addition, the resolvable TKE is typically unrealistically large for 
these types of coarse-grid CRMs and this results in shallow cloud circulations that 
are projected on the resolved scales. Cheng et al. (2010) performed sensitivity tests 
in which the SGS TKE was prescribed by the “true” values of SGS TKE diagnosed 
from the LES (for the particular horizontal grid size they utilized for the simulation) 
and found that the mean state converged to that of LES for both trade-wind cumulus 
and maritime stratocumulus regimes. The results of Cheng et al. (2010) suggest that 
typically-used downgradient diffusion for low-order closure models appears to function 
well if the right amount of SGS TKE can be predicted. Their results suggest promise 
for the diagnostic approach to determine the higher-order moments needed for the
9input moments of the assumed PDF that this dissertation will address. Therefore, I 
seek to determine if the representation of SGS TKE can be improved by implementing 
a more realistic turbulence length scale and better representation of the buoyancy flux. 
The hope is that if the SGS TKE can be predicted accurately, then the second-order 
and third-order input moments for the assumed PDF can be diagnosed adequately. 
Bechtold et al. (1995) found good results when diagnosing the scalar variances needed 
for their SGS condensation scheme based on the vertical gradients of these variables. 
However, their scheme did not take into account any skewness parameter.
As explained in their review paper, Mellor and Yamada (1974) found that a 
major problem in numerical models likely relates to the definition of the turbulent 
length scale. The turbulent length scale, L, (also referred to as the mixing length or 
the eddy length scale) represents the size of the large energy-containing eddies in a 
turbulent flow. This length is needed in a turbulence closure to compute the eddy 
diffusivity (which is proportional to the turbulent velocity scale times the turbulent 
length scale) and the SGS dissipation rate in the SGS TKE equation (defined as 
e ~  e3/2/L ). Therefore, accurate representation of the turbulent length scale in 
CRMs is crucial to model the SGS TKE (Teixeria et al. 2004) and is important 
for partitioning between SGS and resolved kinetic energy. In the parameterization 
presented in this dissertation, accurate representation of the SGS TKE is of upmost 
importance because a diagnostic approach is utilized to determine the input moments 
for the assumed PDF method. As will be shown later, the SGS TKE equation serves 
as the “backbone” for the parameterization.
Often times CRMs specify a value for L (usually set proportional to the vertical 
grid spacing, Az, or the grid volume, ^ A x A y A z ), while other CRMs diagnose 
L using various traditionally used formulations (Blackadar 1962; Bougeault 1986, 
Krueger 1988, Xu and Krueger 1991). Considering that boundary layer turbulence 
changes significantly in time and space, the length scale should be diagnosed instead 
of specified. Clouds are another complication. Many CRMs tend to set a constant 
value for L above the well-mixed or subcloud layer. However, is it feasible to assign 
the same value of L to a deep convective cloud that would be assigned to shallow 
trade-wind cumulus? LES models typically set L equal to A z and this is appropriate
10
since this type of model has grid spacings that are well within the inertial subrange 
of turbulence. Coarse-grid CRMs, however, have horizontal grid spacings that are 
typically well outside the inertial subrange of turbulence and the value of L should be 
independent of the grid spacing. This is because an increase of the grid size does not 
always mean that SGS eddies are larger or that more processes are SGS, compared 
to a finer grid mesh (to be shown). Currently, SAM sets L proportional to A z . As 
will be shown in the coming chapters, this often leads to an underestimate of L and, 
hence, incorrect partitioning of energy as SGS TKE is dissipated too efficiently.
Previous studies have shown varying degrees of model sensitivity to the selection 
of the turbulent length scale, when coupled with a higher-order closure model. These 
sensitivities appear to be mostly regime dependent. For instance, Moeng and Randall 
(1984) had problems attempting to model a stratocumulus-topped boundary layer 
with a third-order closure due to spurious oscillations which developed at the top of 
the boundary layer. Bougeault (1986) determined that these oscillations were due to 
the length scale, which was set to a value much too high at the cloud top and resulted 
in dissipation rates that were too small. On the other hand, Krueger and Bergeron 
(1994) used a third-order closure to model the trade cumulus boundary layer. Profiles 
of various shapes for L were tested and it was found that L had little influence on 
the horizontally-averaged statistics, however, the effect of changing L did influence 
cloud distribution and size. Low-order closure models, however, appear to be more 
sensitive to the selection of the length scale.
Many formulations of L have been proposed and used in CRMs. However, it is 
not completely known how case specific each of these formulations is. Nor is it known 
how adequate these formulations are for complex regimes such as deep convection 
with mesoscale organization where the properties of the boundary layer are highly 
heterogeneous both spatially and temporally. While there are complex formulations 
designed for boundary-layer and mesoscale models (e.g., Therry and Lacarrere, 1983; 
Bougeault and Lacarrere 1989), it is thought that there is no such thing as a mixing 
length formulation that is robust and flexible enough to allow for realistic simulations 
of a variety of boundary layer and cloud regimes.
Therefore, the overarching purpose of this dissertation is to develop an improved
11
representation of SGS turbulence and clouds in the embedded coarse-grid CRMs 
utilized within the MMF. This goal will be achieved by implementing a new diagnostic 
higher-order closure, which allows me to determine the input moments needed for 
the assumed PDF, to serve as the SGS condensation scheme as well as an improved 
formulation of the turbulence length scale. Results will be presented for idealized cases 
tested in a coarse-grid CRM and then will be tested within a “superparameterized” 
GCM. This dissertation will seek to address such questions as: what is the minimum 
complexity required for a SGS turbulence model used in coarse-grid CRMs? What 
functional form of an assumed PDF is most appropriate for cumulus layers? What is 
the proper representation of the turbulence length scale to be used in these coarse-grid 
CRMs? Also, how are MMF simulations impacted when the embedded CRM includes 
better representation of boundary layer clouds? The issue of computational expense 
will also be addressed in this dissertation. Can the traditionally-used higher-order 
closure be avoided for a more efficient (yet still accurate) scheme?
Modeling is performed at a variety of scales in this dissertation research. First, the 
large-energy-containing eddies are explicitly simulated in the LES simulations. These 
simulations will serve as benchmarks and as parameterization development tools for 
my CRM simulations. Second, CRM simulations are performed for these same LES 
cases. Using my new schemes, the goal is to accurately represent the features resolved 
in the LES in these coarse-grid CRMs. Whereas LES resolves the large eddies that are 
responsible for the majority of the energy transport, in CRMs these eddies must be 
parameterized. Therefore, CRMs are very sensitive to the selection of the SGS model, 
as will be shown. The next step is to perform GCM simulations using the prototype 
MMF. MMF seeks to incorporate the effects of the scales of motion typically resolved 
by CRMs, such as deep convection. The goal of running the MMF using my schemes 
is to incorporate better representation of both deep and shallow convection into the 
GCM. Therefore, physically representing scales of motion ranging from the planetary 
waves to the shallow convective processes (Fig. 1.1) into one simulation that seeks to 
minimize computational expense is the goal.
This dissertation is organized as follows: Chapter 2 presents the methodology 
of the dissertation research. In that chapter, the models utilized throughout the
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dissertation research are described (including the LES, CRM, climate model, and 
superparameterized climate model) along with a description of the LES benchmark 
cases that are used extensively in this document. Chapter 2 concludes with a brief 
discussion of how LES helps aide parameterization development efforts. Chapter 3 
provides detailed results of a priori tests of various assumed PDFs used as SGS 
condensation and turbulence parameterizations for coarse-grid CRMs and presents 
the published work of Bogenschutz et al. (2010). Following this is Chapter 4, which 
provides a discussion of the turbulence length scale problem in coarse-grid CRMs 
and describes the new formulation for it. Chapter 5 serves as a preface to the a 
posteriori results. In this chapter, the technical details of the closure, as implemented 
into SAM, are discussed. The first part of the results are described in Chapter 6, 
where modeling results using the closure are presented for idealized coarse-grid CRM 
simulations of cloudy convection (also known as “offline” tests). The second part 
of the modeling results are presented in Chapter 7. In this chapter, the closure is 
implemented into the CRM that is embedded in the MMF. Here, preliminary results 
from a seasonal simulation using the closure are presented for the MMF. Finally, in 
Chapter 8, I conclude with a summary and discussion.
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(b) LES w/ cloud-resolving model grid overlaid
Figure 1.2. Cloud condensate fields (mg/kg) for a trade cumulus regime near 
cloud base (z =  600 m) generated by a large-eddy-simulation with a horizontal grid 
size of 100 m (LES, 1.2(a)). Fig. 1.2(b) displays the same field but with a coarse 
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Figure 1.3. Same as Fig. 1.2 but the box averaged filtered cloud condensate field 
from the LES for a 3.2-km grid is shown in Fig. 1.3(a), while the fields from an actual 
CRM simulation with a horizontal grid of 3.2-km are shown in Fig. 1.3(b). All panels 




This chapter is divided into three main sections that provide important infor­
mation for the dissertation. The first section gives an overview of the models used 
in this dissertation. These models include the large-eddy-simulation (LES) model, 
cloud-resolving model (CRM), general circulation model (GCM), and the multiscale 
modeling framework (MMF). The second section discusses the LES benchmark sim­
ulations that are used for this study. Finally, the third section provides a short 
discussion of how I use LES to develop better parameterizations for CRMs.
2.1 Model Descriptions
This section describes the various models used for the research in this dissertation. 
First, the LES and CRM will be described, followed by a discussion of the GCM used. 
Finally, I will describe the coupling between the CRM and GCM. This coupling is 
commonly referred to as the Multi-Scale Modeling Framework (MMF).
2.1.1 C loud R esolving M odel
The LES and CRM used in this study are the System for Atmospheric Modeling 
(SAM), developed by Marat Khairoutdinov at Colorado State University (CSU). A 
thorough description of the model, including formulation of model equations and 
microphysics, can be found in Khairoutdinov and Randall (2003). The prognostic 
thermodynamical variables for SAM are the liquid water/ice moist static energy, total 
nonprecipitating water (vapor +  cloud water +  cloud ice), and total precipitating 
water (rain +  snow +  graupel). Cloud condensate (cloud water +  cloud ice) is 
diagnosed using the “all-or-nothing” approach, thus a grid box is assumed to be either 
completely cloudy or completely clear. Another implication of this scheme is that grid 
boxes must be entirely saturated before clouds are formed. The subgrid-scale model
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for SAM includes two options: a 1.5-order closure using a prognostic equation for the 
SGS TKE or a simple Smagorinsky-type closure. Periodic lateral boundary conditions 
are employed with a rigid lid at the model’s top. Surface fluxes are computed using 
Monin-Obukhov similarity. SAM has the option for either single moment or double 
moment microphysics.
SAM is a simple CRM, meaning that it is a low-order closure (LOC) model and 
utilizes simple condensation and microphysics schemes. This makes it a computa­
tionally inexpensive model and one that is ideal to implement within the Multi-Scale 
Modeling Framework (MMF). The model was also coded with the intention that bet­
ter microphysical and turbulence packages could be easily implemented for coarse-grid 
simulations.
2.1.1.1 Dynam ics
For the prognostic model equations are
d  = _  1 d X j(pUiUj+ Tij) — ^  p + & B + €ij3f (Uj -  Ugj) + i i u '  (2-1)
d  =  pUi =  0, (2 /2)
dhL _  1 d u , ^  ^ 1 d ( T D , r D  ^ , dhL , dhL ^  ^
~dt =  -  PpdX, {PUjlL +  FhLi) -  PdZ (LcPr +  L‘ P“ ) + H T  rad + H T , s ,  (2'3)
dqt -  1 d t~ | 77 \ d9p , d9t (0
d t  =  - pdXi (PUi9t + Fqti] -  ~§tmc + s:  (2.4)
%  =  - {pUi9p +  F ^  -  1 d  P  + Ps + Pg) +  ^  . (2.5)
dt p dxi ' pdz dt mic
The above represents the anelastic momentum and scalar conservation and continuity 
equations. Equations 2.1-2.5 are written in tensor notion such that ui (i =  1, 2, 3) are 
the resolved wind components defined along the Cartesian x , y , and z directions. 
p represents the air density, p is the pressure, and hL is the liquid/ice water static 
energy (hL =  cpT  +  gz — Lc (qc +  qr) — Ls (qi +  qs +  qg)). The total nonprecipitating 
water mixing ratio is the sum of the water vapor, cloud water, and cloud ice mixing 
ratios and is defined as qt =  qv +  qc +  qi. qp is the total precipitating water and is 
the sum of the rain, snow, and graupel mixing ratios, defined as qp =  qr +  qs +  qg. 
B  represents the buoyancy, defined as B g (T /T  +  0-608qV — 9n — 9p — P /P), Ug 
is a prescribed geostrophic wind, and f  is the Coriolis parameter. g represents the
18
gravitational acceleration, cp the specific heat at constant pressure, Lc and Ls are 
the latent heat of evaporation and sublimation, Tj is the subgrid-scale stress tensor, 
while FhL, Fqt, and Fqp are the subgrid-scale scalar fluxes. Pr, Ps, and Pg are the 
rain, snow, and graupel precipitation SGS fluxes, respectively. In SAM all SGS fluxes 
are closed via downgriadient diffusion. The subscripts “rad” denotes tendency due 
to radiative heating, “mic” denotes tendency of precipitating water due to conversion 
of cloud water and/or ice and due to evaporation, while “l.s.” denotes the prescribed 
large-scale tendency.
The variables in SAM are staggered on an Arakawa-C grid. The advection scheme 
employs a positively definite monotonic advection with a nonoscillatory option (Smo- 
larkiewicz and Grabowski 1990). A third-order Adams Bashforth timestep scheme is 
used to advance the equations forward in time.
2.1.1.2 Physics
In equations 2.4 and 2.5 the tendency of precipitating water (denoted by “mic” ) 
can be expanded out to
where AUTO denotes the tendency of rain water due to autoconversion, AGGR  
denotes the tendency of ice due to aggregation, ACCR  denotes accretion rate, and 
E V A P  denotes the evaporation rate. All of the experiments in this dissertation use 
single moment microphysics, thus the conversion rates among the hydrometeors are 
parameterized assuming that a number concentration Nm of any precipitating water 
type m is distributed with hydrometeor size according to Marshall and Palmer (1948). 
Partitioning among the hydrometeors is a function of only the temperature and the 
total cloud condensate (cloud water +  cloud ice) is diagnosed from the prognostic 
thermodynamical variables along with assuming the so-called “all-or-nothing” ap­
proach, so that no excess of water vapor with respect to the water vapor saturation 
mixing ratio is allowed.
Radiation in SAM is either specified or interactive. The interactive longwave and 
shortwave radiation scheme is adopted from the National Center for Atmospheric 





puted for each grid column with the cloud radiative and optical properties calculated 
using the simulated cloud water (qc) and cloud ice (qi) mixing ratios (Kiehl et al. 
1998).
2.1.1.3 Turbulence
As already mentioned, the SGS model for SAM supplies the option of either 1.5 
TKE closure or a simple Smagorinsky option. 1.5 TKE closure means that the SGS 
TKE (e) is predicted via the following tendency equation
de __de g —r~r dul du e 1 duip e3/2
rs  — - u j + $i3 =  \ui@v) — uiuj o  t ,  tt ck — . (2.7) dt dxj 0v \ ' j dxj dxj p dxi L
The term on the left hand side of equation 2.7 represents the storage or tendency of
TKE. On the right hand side of equation 2.7 the first term describes the advection
of TKE, the second term is the buoyancy production or consumption term (i.e., the
buoyancy flux), the third term is the mechanical or shear production or loss term,
the fourth term is the turbulent transport of TKE, the fifth term is the pressure
correlation term, and the sixth term is the dissipation of TKE. While many of the
terms in equation 2.7 have to be parameterized, one of the major advantages of using
this type of closure is that it takes into account the sources and sinks of turbulence
and is able to represent nonlocal mixing. If the 1.5-closure option is used the eddy
coefficients are computed as K H — 0.1L^e, where L is the SGS turbulent length
scale. These eddy coefficients are needed for the downgradient diffusion closure for
the transport terms in the governing equations.
The Smagorinsky option, however, is computationally cheaper as it avoids the need
to timestep and advect e . The Smagorinsky model in SAM relates the SGS TKE to
eddy coefficients, namely the eddy viscosity K H. Therefore, if the Smagorinsky TKE
closure option is used K H is computed as:
K h — L2 xW - k  x max [0, S -  N 2] (2.8)
V Cee
where Ck and Cee are eddy coefficients, S is a measure of the shear production, and
N 2 the local moist Brunt-Vasailla frequency. The SGS TKE is then computed as
' K h )2
H ' (2.9)
Ck L /
In this dissertation all of my LES simulations utilize the Smagorinsky closure while
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my CRM simulations use the 1.5 TKE closure. The reason for using Smagorinsky for 
LES is that these types of simulations have grid meshes that lie within the inertial 
subrange of turbulence and hence the large eddies that are responsible for a majority 
of the mixing are explicitly represented. Therefore, LES should be insensitive to the 
SGS closure scheme. However, CRMs often must parameterize the effects of these 
large eddies and thus, the 1.5 TKE closure is used since it better represents nonlocal 
mixing.
2.1.2 Clim ate M odel
The climate model used in this study is the Community Atmosphere Model 
(CAM). The CAM was developed by the National Center for Atmospheric Research 
(NCAR) Climate and Global Dynamics (CGD) Division with the goal of providing 
a comprehensive, three-dimensional (3D) global atmospheric model to university and 
NCAR scientists for use in the analysis and understanding of global climate (Collins 
et al. 2004). Previously, this model was known as the Community Climate Model 
(CCM).
2.1.2.1 Dynam ics
In this study, the CAM is run with the semi-Lagrangian dynamical core, which 
is a two-time-level semi-implicit spectral transform (Williamson and Olson 1994). 
This dynamical core in CAM 3.0 is evolved from the three-time-level CCM2 semi- 
Lagrangian version and this core scales very nicely when running on large number of 
computer processors. The details of this dynamical core can be found in the above 
referenced paper and also the CAM users guide.
2.1.2.2 Physics
Due to the coarse grid box sizes used in the CAM (typically ~100-km), it is 
impossible to explicitly represent convection and therefore it must be treated with 
parameterizations. Deep convection is parameterized with the scheme of Zhang and 
McFarlane (1995). In general, this scheme is based on the plume ensemble approach. 
Here, it is assumed that an ensemble of convective scale updrafts exists wherever the 
atmosphere is conditionally unstable in the lower troposphere. This moist convection
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occurs only where there is convective available potential energy (CAPE), in which 
parcel ascent from the subcloud layer destroys the CAPE at a rate using a specified 
adjustment time scale. The updraft ensembles are comprised of plumes sufficiently 
buoyant to penetrate the unstable layer. In the unstable layer all plumes have the 
same upward mass flux at the bottom of the convective layer. For shallow and middle 
tropospheric moist convection the scheme of Hack et al. (1993) is used.
To parameterize cloud fraction, a diagnostic approach is used that depends on 
relative humidity, atmospheric stability, and convective mass fluxes. This scheme 
handles three types of cloud: low-level marine stratus, convective cloud, and layered 
cloud. Therefore, these definitions are case-specific and require CAM to be able to dis­
tinguish between these various regimes. Marine stratocumulus clouds are diagnosed
using the relationship of Klein and Hartmann (1993):
Cst =  min {1, max [0, (6700 -  Qa) x 0.057 -  0.5573]} . (2.10)
Convective cloud fraction is related to the updraft mass flux in deep and shallow
cumulus schemes and is based on the functional form by Xu and Krueger (1991)
Cshallow kl,shallowln (1.° +  k2Mc ,shallow ) (2.11)
Cdeep kl,deepln (1.0 +  k2Mc,deep) (2.12)
where the kl terms are adjustable parameters, k2 is a constant, and Mc is the 
convective mass flux.
For the remaining cloud types, the cloud fraction is diagnosed based on the relative 
humidity as
(  RH — RH„ )2
Cc =  1 (2.13)\ 1 RHmin /
where the threshold relative humidity (RHmin) is set according to the pressure (p).
2.1.2.3 Turbulence
In CAM, the momentum fluxes are closed using downgradient diffusion:
d
Fu,v =  - p K m—  (u, v ) , (2.14)
dz
while the fluxes of heat and moisture are closed using downgradient diffusion with 
the addition of a nonlocal term:
d
Fq,H =  PK q,H d^ (Qi s) +  P^qHYq,H. (2.15)
In the above equation Yq, H represents the nonlocal contribution to the fluxes, which 
follows that of Holtslag and Moeng (1991) as
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w w :/ C■)
Y =  a----- (2.16)wL h
where a is a constant, w C s is the surface flux of the transported scalar, h is 
the boundary layer depth, wm is a turbulent velocity scale, and w* is the convective 
velocity scale.
In the atmospheric boundary layer the eddy diffusivities (K m>q>H) are computed
as:
/  z \ 2
Kc =  kwmz 1^ -  ^  (2.17)
where k is the Von Karman constant.
In the free atmosphere, the turbulent diffusivities are computed as
Kc =  L2SFc (Ri) (2.18)
where L is the turbulent length scale set as
l  =  kc + 1  <2-19)
where Ac is an asymptotic length scale. S in equation 2.18 is the local vertical gradient 
of shear, Ri is the Richardson number and Fc is a stability function.
2.1.3 M ultiscale M odeling Framework
As described in the previous section, the CAM is typically run with horizontal grid 
spacings on the order of 100-km. Due to this coarse grid box size, cumulus parameter­
ization is needed. Global cloud-resolving models (GCRMs) represent a hierarchy of 
models on the opposite side of the computational spectrum (Tomita et al. 2005; Miura 
et al. 2005) from GCMs. These types of models are typically run with horizontal 
grid spacings of 4 to 10 km, thereby avoiding the need for cumulus parameterization 
as deep convection is explicitly, although marginally, resolved (although it should 
be noted that these grid sizes are still inadequate to resolve shallow convection). A 
nice compromise between these two extremes is the multiscale modeling framework 
(MMF), where a two-dimensional (2D) cloud resolving model is placed within each 
grid cell of a general circulation model (Grabowski et al. 2001).
The MMF used in this study represents a coupling between the SAM and the CAM 
(Randall et al. 2003, Khairoutdinov et al. 2005). This model will be referred to as 
the SPCAM (meaning “superparameterized-CAM” ). For all SPCAM runs presented 
in this dissertation, the semi-Lagrangian dyanamical core is used for the CAM. The
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time step for the CAM is 900 s, while the time step used for the CRM component is 20 
s. In this study, the embedded CRM is always run with horizontal resolution of 4 km, 
which is coarser than the spacing of 1-2 km that is typically used in CRM simulations 
of deep convection. The CRM has 28 vertical levels, which are all colocated with the 
CAM’s grid levels. Horizontal grid spacing for the CAM is 2.8° in both the latitudinal 
and longitudinal directions.
The coupling between the CRM and CAM is fairly simple. At the beginning of 
each SPCAM simulation, the CRM in each grid column of CAM is initialized by the 
CAM sounding. Small random perturbations are added to the CRM temperature 
fields near the surface to initialize turbulence. However, no noise is added at later 
times. The CRM is called upon on each CAM time step and the CRM fields are 
reinitialized with fields saved at the end of the previous CRM call. Therefore, 
the CRM is continuously integrating the equations for the duration of the CAM 
simulation. However, the CRM is forced at each CAM time step by large-scale 
tendencies which are computed as:
where $  denotes any CRM prognostic variable, excepting precipitating water. The 
$ L.S. represents the corresponding variable computed by the CAM as the result of the 
large-scale processes since the CRM call at the previous CAM time step. $ n is the
time step. The CRM returns the large-scale tendencies due to the CRM processes as
where $  is the horizontal mean of the CRM fields at the end of the CRM call. 
Therefore, equation 2.20 tells us that in the absence of cloud processes or convection 
resolved by the CRM domain that $ n+1 =  $  at the end of the CRM call, producing 
zero tendencies due to subgrid-scale processes. As already mentioned, SAM is im­
plemented into the GCM as a 2D CRM. Due to the fact that momentum transport 
associated with 2D cloud dynamics is typically unrealistic there is no feedback to the 
large-scale wind from the 2D CRM.
The radiative transfer in the SPCAM is done interactively within the CRM
(2.20)
horizontally averaged CRM variable at the end of the CRM call for the previous CAM
(2.21)
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domain, independently and for each grid column, assuming a 0-or-1 cloud fraction 
for each grid point. Radiative transfer is computed every 15 minutes using the time- 
averaged CRM fields. The surface models are currently coupled to the atmosphere 
model on the CAM grid only. Therefore, the land surface fluxes are not computed at 
the scales that are resolved in the CRM.
The SPCAM has a substantially higher computational cost than the conventional 
CAM. For example, the SPCAM is approximately two orders of magnitude slower 
than the host CAM with conventional parameterization. However, the computational 
cost of the SPCAM is still at least two orders of magnitude faster than global-CRMs.
2.2 LES Benchmarks
To aide in the parameterization development/testing process I utilize six high 
resolution LES simulations. My goal is for a unified parameterization, therefore it is 
ideal to select cases that represent a variety of convective regimes. The cases, which 
are described in detail within this section, are those of a clear convective boundary 
layer, two trade-wind cumulus regimes, a transition from stratocumulus to cumulus, 
continental cumulus, and deep convection.
It is important to note that this study neglects comparing LES and CRM simula­
tions to observational data. The reason for this is that most of these LES simulations 
have already been included in intercomparison studies (such as Global Energy and 
Water Cycle Experiment Cloud System Study, or GCSS) in which many LES codes 
were compared to observations. These include my clear convective boundary layer 
case, trade-wind cumulus cases, and continental cumulus cases. Although not explic­
itly demonstrated in this dissertation, the LES presented for those cases agrees well 
with observations and the LES mean presented in those studies. Observations for the 
transition case and deep convection cases can be found in Klein et al. (1995) and 
Khairoutdinov et al. (2009), respectively.
2.2.1 Clear C onvective B oundary Layer
The simulation of the clear convective boundary layer uses data form the Wangara 
field experiment, day 33 (Deardorff 1974). In this case there are clear skies and 
little horizontal heat and moisture advection. My LES is initialized with profiles of
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horizontal winds, potential temperature, and water vapor specific humidity that were 
measured on August 16, 1967 at 0900 local standard time (LST). The simulation lasts 
for 8 hours to capture the turbulence and boundary layer evolution. The surface and 
sensible and latent heat fluxes are prescribed as functions of time as
w'6' (t) =  0.18cos f ^  K m s_l (2.22)
v ; V 36000 )  y ;
w qt(t) =  1.3 x 10_4w'6  m s_ l , (2.23)
where t is in seconds from midnight LST on August 16, 1967. My LES simulation is
run with 100 m horizontal grid spacing, 40 m vertical grid spacing, and a two second
timestep. To initialize the simulation, random perturbations of [-0.1 K, 0.1 K] are
added to the 6l profile below the inversion. While it is adequate to run a case of this
sort in a horizontal domain size of 6.4 km, I select a domain size of 51.2 km. I chose
a larger domain to obtain more robust statistics for larger grid spacings, to aide in
the parameterization process. The initial profiles can be found in Fig. 2.1.
2.2.2 N onprecipitating Trade-W ind Cumulus
It is very important that trade-wind cumulus be properly represented in atmo­
spheric GCMs as their effects are important both locally and for the large scale 
circulation. On the large scale, the convective mixing of moisture and heat that are 
associated with these clouds acts to increase surface evaporation and this moisture 
is transported downstream by the Hadley circulation to fuel deep convection in the 
intertropical convergence zone (ITCZ; Nitta 1975; Yanai et al. 1976). Locally, trade 
cumulus are crucial for maintaining the trade-wind inversion against the large-scale 
subsidence in the descending branch of the subtropical Hadley circulation. Deeper Cu 
activity found near the ITCZ is suppressed by subsidence in the trade-wind regime. In 
addition, the presence of trade cumulus accounts for a much larger area of the global 
oceans compared to marine stratocumulus and thus representation of trade-wind 
cumulus appears to be the major source of model differences in predictions of climate 
change (Medeiros et al. 2007).
My study includes two trade cumulus simulations. The first trade-wind cumulus 
simulation is derived from the Barbados Oceanographic and Meterological Exper­
iment (BOMEX), which took place on June 22-30, 1969 (Holland and Rasmusson
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1973). The BOMEX case was included in the Global Energy and Water Experiment 
(GEWEX) Cloud Study System (GCSS). A complete specification of the case and 
comparison of results among various LES can be found in Siebesma (2003).
My LES simulation uses a 100 m horizontal grid spacing, 40 m vertical grid 
spacing, and a two second timestep. The simulation is run for 6 hours. The domain 
size is 25.6 km in the horizontal direction and the vertical grid utilizes 75 grid 
points. The initial temperature profile consists of the three layers typically found 
in trade-wind cumuli: a mixed layer from the surface up to 500 m, a conditionally 
unstable layer from 500 to 1500 m, and a stable layer between 1500 and 2000 m. To 
initiate turbulence, random perturbations in the range of [-0.1 K,0.1 K] and [-0.025 
g kg-1 , 0.025 g kg-1] are added to the 0l and qt profiles below 1500 m.
The mean profiles of the thermodynamic and wind variables are:
298.7 0 < z < 520
298.7 +  (302.4 -  298.7) ) I48-52 y  520 < z < 1480
302.4 +  (308.2 -  302.4) (2__— 48_) 1480 < z < 2000 ( . )
308.2 +  3.65 X 10-3 (z -  2000) z >  2000,
{17.0+ (16.3 -  17.0))520) 0 < z < 520lfU  + (10.7 -  lfi.3) (148052520) 520 < z < 148010.7 + (4.2 -  10.7) (20-4080) 1480 < z < 2000 ( ' >
4.2 -  1.2 X 10-3 (z -  2000) z >  2000,
-  =  {  -8-75 0 < z  < 700
U \ -8 .75 +  1.8 X 10-3 (z -  700) z >  700, ( )
v  =  0. (2.27)
The initial TKE profile is given by:
e =  1.0------—  (m2s-2). (2.28)
3000v ; ;
The large-scale forcing is prescribed and includes radiative cooling, moisture advec- 
tion, and warming from subsidence. The large-scale forcing for subsidence is given
by :
( -0.0065 (j50_) z < 1500
wLs =  | -0.0065 +  0.0065 1500 < z  < 2100 (2.29)
1 0 z > 2100.
Horizontal advection is given by:
( -1 .2  X 10-8 z < 300 
ADVH,qt =  | -1 .2  X 10-8 +  1.2 X 1.2 x 10-8 (gQ-___) 300 < z  < 500 (2.30)
1 0 z > 500.
The radiative cooling rates are given by:
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F  I -2 .0  z < 1500
-  —  ^  \ - 2-0 +  2-0 ( 25O0- I 00) 1500 < z  < 2500 (2-31)
0 z > 2500.
The surface sensible and latent heat fluxes are held constant as w 9', =  8 x 10 3 K m
s 1 and w qt s =  5.2 x 10 5 m s 1. The surface momentum fluxes are parameterized
as
u
w u s =  —u* _2 (2.32)
V u +  v
and
where u* =  0.28 m s 1 and is constant. The mean values are taken from the lowest
w v s =  - u„ _=, (2.33)
v  u2 +  v 
model level above the surface. The surface pressure is initialized as 1015 hPa.
2.2.3 Precipitating Trade-W ind Cumulus
The second simulation of trade cumulus is of precipitating trade-wind cumulus.
This simulation is based on mean conditions during the Rain in Cumulus over the
Ocean (RICO) field campaign, which took place in the winter of 2004-2005. RICO
is similar to BOMEX, however, the conditionally unstable layer is somewhat deeper,
which allows for the development of slightly deeper clouds. During the field campaign,
many of the trade-wind cumulus produced light precipitation. An intercomparision
case tests whether models can reproduce the observed light rainfall (which was about
0.3 mm day-1) and the mean turbulent properties of the boundary layer. The results
of this intercomparison case have yet to be published, but preliminary results from the
various LES can be found at the case website (http://www.kmni.nl/samenw/rico).
I include the RICO case to determine if the partly cloudy boundary layer can be
accurately represented when the microphysics scheme is turned on.
The initial profiles of the mean quantities are given by:
W =  /  297.9 0 < z < 740
91 \ 297.9 +  (317.0 -  297.9) (^^— io) z > 740 (2.34)
16.0+ (13.8 -  16.0) (7i0) 0 < z < 740 
qt =   ^ 13.8+ (2.4 -  13.8) ( 32z6- -47°40) 740 < z  < 3260 (2.35)
2.4 +  (1.8 -  2.4) (iOO— Oo) z >  3260
u =  - 9 .9 +  2.0 x 10-3 x z(ms-1) (2.36)
v =  -3 .8(m s-1). (2.37)
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The initial TKE profile is given by:
e =  1
The surface fluxes are parameterized as:
w e [s =  —Ch\u \(el — ehs)K m s-1 (2 .39)
w'qts =  —Cq\U\(9t — 9s)kg kg s (2.40)
w u s =  —Cmu\U\m2s-2 (2.41)
w v s =  —Cmv\U\m2s-2 . (2.42)
The mean values are taken from the first level above the surface and \U\ =VU2 +  v2.
The constants are defined as Ch =  0.001094, Cq =  0.001133, and Cm =  0.001229. 9ls 
represents the sea surface potential temperature and 9s the saturation mixing ration 
at the surface. The surface pressure is initialized as 1015.4 hPa.
Similar to BOMEX, the large-scale forcing is prescribed. The subsidence profile 
is given by
( —0.005 ( )  z < 2260 
wLS =  < —0.005 z > 2260 (2.43)
( 0 z > 2100.
The horizontal advection and radiative cooling terms are combined to a constant
value independent of height as
ADVnfil — . (2.44)
pcp dz 86400
The horizontal advection of 9[t is given by
-1 .0  +  1.345 U,zst) ^  2980
ADVH,qt 1 0.34 5 2980 z > 2980. (2.45)
2.2.4 Stratocum ulus to  Cumulus Transition
Although marine stratocumulus occupy a smaller portion of the globe compared to 
trade cumulus, these types of clouds are globally important from both radiative and 
dynamical standpoints. Stratocumulus (Sc) can significantly modulate the earth’s 
radiation budget by increasing the overall albedo (Hartmann et al. 1992). Satellites 
show that the net cloud forcing by Sc can be locally as large as -100 W m-2 during 
the Northern Hemisphere summer (Ramanathan 1989; Harrison et al. 1990). Both 
the stratocumulus and trade-wind cumulus topped boundary layers modify the large 
scale circulation by maintaining the trade-wind inversion. However, the physical 
mechanisms are different for these two regimes. In the stratocumulus regime, all cloud
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layer motions occur under saturated conditions and the entire Sc layer is turbulent. 
In the trade cumulus (Cu) regime, subsiding motions are unsaturated and turbulence 
only occurs in clouds while the region between the clouds are quiescent. Tiedtke 
(1988) showed that both Sc and Cu can significantly modify the tropical general 
circulation.
The turbulence and convective dynamics of Sc are driven by radiative cooling of 
air parcels near cloud top (Lilly 1968). This process drives the entrainment of warmer, 
drier air into the cloud top and causes the droplets to evaporate, creating even more 
turbulence. Randall (1980) proposed that this can lead to the break-up of the cloud 
deck and a transition to a more trade-wind cumulus regime where the boundary 
layer and cloud layer are decoupled (Brost et al. 1982). To properly represent the 
stratocumulus layer such processes as entrainment, surface latent and sensible heat 
flux, drizzle, and solar absorption of the cloud layer must be properly represented. 
Unfortunately, entrainment is arguably the most important process and requires very 
fine vertical grid spacing (Bretherton et al. 1995) to be accurately represented. This 
requirement is oftentimes not met, as GCMs typically have very coarse vertical grid 
spacings.
Here, I include a challenging 7 day simulation of a transition from stratocumulus to 
cumulus (TRANS) to determine if my closure can adequately represent this process. 
The initial soundings are based on observations taken on the Ocean Weather Ship N 
(30 °N, 140°W; Klein et al. 1995). I modified the profiles to make them more similar 
to those used by Krueger et al. (1995), who performed a Lagrangian simulation 
using a July climatological boundary-layer trajectory over the northeastern Pacific 
southwest of California. This simulation employs interactive radiation and sea surface 
temperatures (SSTs) warming linearly from 290 to 305 K throughout the 7 day 
simulation. The standard simulation is in a 3.2 km x 3.2 km domain with a 50 m 
horizontal grid size. However, in order to test a wider range of grid sizes for various 
parameterization schemes, I chose to run a 25.6 km x 25.6 km domain case with a 
50 m horizontal grid size. A stretched grid is used in the vertical that utilizes 145 
vertical levels.
The initial reference state temperature profile is
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To(z) =  302.4 -  6.4 x 10“ 3z, (2.46) 
and the reference water vapor mixing ratio profile is
qvo(z) =  4.38 -  0.614 x 10“ 3z. (2.47)
Time averaged profiles can be found in Fig. 5 of Krueger et al. (1995). For the
first day, a stratocumulus regime is evident with large cloud fractions and a strong
inversion near 750 m. Near 48 hour there is some separation between the cloud and
subcloud layer circulations. It is then that the cumulus-under-stratocumulus regime
exists. By the end of the 7 day simulation, however, the profiles of cloud fraction,
liquid water static energy, and qw are representative of a trade cumulus regime. The
initial profiles and large scale forcing can be found in Fig. 2.2. The large-scale forcing
is applied continuously (and is constant) throughout the entire 7 day simulation. It
is mainly the effect of the warming SSTs that drives the transition.
2.2.5 Continental Cumulus
The three moist convective simulations introduced so far are for clouds over the 
ocean, where surface forcing is assumed to be either constant or slow changing. 
However, it is also important to test the the parameterization when clouds are strongly 
forced by the diurnal variation of surface sensible and latent heat fluxes. For this case 
I choose a simulation of cloudy convection over land. My LES simulation of conti­
nental cumulus is idealized and based on observations taken at the Southern Great 
Plains (SGP) Atmospheric Radiation Measurement (ARM) site on June 21, 1997. 
The simulation is based on the sixth GCSS boundary layer clouds intercomparison 
workshop that focused on a case of daytime, nonprecipitating cumulus clouds over 
land, developing on top of an initially clear convective boundary layer. A complete 
specification of the case can be found in Brown et al. (2002).
My simulation is initialized at 0530 LST with profiles of potential temperature, 
total water mixing ratio, and horizontal winds derived from observed soundings at the 
ARM site. Surface sensible and latent heat fluxes are time varying and derived from 
observations to force the simulation and radiative forcing is imposed as a function of 
height. My LES simulations utilize a 67 m horizontal grid spacing, a 40 m vertical 
grid spacing, and a 2 second time step. A horizontal domain size of approximately 18 
km is utilized and the simulation contains 135 vertical levels. The simulation length
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is 14.5 hours.
The initial horizontal wind is u =  10 m s_1 and v =  0 m s_1 at all levels. The 
initial SGS TKE is set to
and the surface pressure is initially 970 hPa. Turbulence is initiated with random 
temperature perturbations in the lowest 200 m with amplitude of [-0.1, 0.1] K. Surface 
fluxes are prescribed. The initial profiles and surface forcing can be found in Fig. 2.3.
2.2.6 Deep C onvection
A Large-Eddy Simulation (LES) was executed in an attempt to apply LES resolu­
tion to simulate deep tropical convection in a domain comparable to that of a typical 
horizontal grid cell in a GCM (Khairoutdinov et al. 2009). This simulation (hereafter 
referred to as the “Giga-LES” ) is unique in that the domain is large enough to simulate 
deep convection and mesoscale organization, yet has a resolution fine enough to resolve 
the shallow convective circulations and boundary layer turbulence. Typically LES is 
applied to simulations of the atmospheric boundary layer and low-level shallow clouds 
with relatively small horizontal domains of just a few kilometers in size. On the other 
hand, CRMs have been primarily used for the study and simulation of deep convective 
clouds with horizontal domains on the order of several hundreds of kilometers and 
with horizontal grid spacings of 1 ~  2 km. However, clouds of different types 
often co-exist in close proximity and interact in complicated ways which may not be 
properly represented with a 2 km horizontal grid spacing. The Giga-LES represents 
a simulation where these various cloud types and circulations can be resolved and 
therefore serves as a so-called “virtual field campaign.” Fig. 4 from Khairoutdinov 
et al. (2009) displays a snapshot of the simulated cloud scene over the horizontal 
domain and illustrates the various scales of motion and cloud types that are captured 
within the Giga-LES.
The Giga-LES is an idealized simulation using GATE Phase III mean conditions, 
with a sheared profile in the zonal wind. The thermodynamic sounding exhibits 
a substantial amount of convective available potential energy (CAPE) and a small 
amount of convective inhibition (1200 J kg_1 and 3 J kg—1, respectively). The zonal
(2.48)
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mean wind is easterly in the lower troposphere, with the maximum wind at 4 km of 
13 m s- l . Large-scale advective and radiative tendencies of temperature and water 
vapor are applied continuously and uniformly in the horizontal. The sea surface 
temperature was fixed at 299.88 K and the domain-averaged horizontal wind profile 
is relaxed to the prescribed profile with a 2-hour timescale, although no nudging is 
applied to any thermodynamic fields.
The domain size is 204.8 km by 204.8 km in the horizontal, with the model top 
reaching approximately 27 km. The horizontal grid size is 100 m in each direction 
with the vertical grid spacing ranging from 50 m in the boundary layer to 300 m in the 
free atmosphere. Therefore, the Giga-LES utilizes a grid of 2048x2048x256 (or more 
than a billion) points. Periodic lateral boundary conditions are applied and small 
random temperature noise is used at the lowest grid levels to initiate turbulence. The 
Giga-LES used a time step of 2 seconds and simulated a 24 hour period.
Unlike most of the previous case examples mentioned, the Giga-LES is not part 
of an intercomparison study, as it is a unique simulation. However, the results from 
Khairoutdinov et al. (2009) suggest good comparison with aircraft observations taken 
from Greater Atlantic Tropical Experiment (GATE), namely the vertical velocity 
statistics. This suggests that it is reasonable to use Giga-LES as a benchmark 
simulation to test coarse-grid CRMs. Moeng et al. (2009) examined the boundary 
layer properties of this simulation as well as an evaluation of SGS models commonly 
used in CRMs. The motivation for using the Giga-LES in this study is to improve 
SGS representation in CRMs.
2.3 SGS Schemes for CRMs
LES is useful because it allows us to test SGS parameterizations for CRMs. The 
testing of schemes from LES output for CRM type grid spacing is often referred to 
as a priori testing. Testing these schemes within CRM simulations is referred to as a 
posteriori testing. This dissertation will involve testing parameterization schemes in 
CRMs both a priori and a posteriori.
An example of an easy a priori test for a SGS model is that of downgradient 
diffusion. Consider the following SGS model for the vertical flux of moisture
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w qw =  —0.1L/edQw, (2.49)
where L is the SGS turbulent length scale, e is the SGS turbulent kinetic energy 
(TKE), and qw the total water mixing ratio. Let us assume for this easy example 
that L is specified as the vertical grid spacing A z (an assumption I show in Chapter 4 
that is not the best for CRMs). In order to test the model of equation 2.49 for a given 
CRM grid size, I then need to compute the input values of qW and e from LES. I also 
need to compute the output of w qw for the particular CRM grid size (taken to be 
“truth” ) in order to verify my a priori test. To compute these input/output terms 
(Qw, e =  0.5(uI2 +  v 2 +  w 2), and w q'w), a filter must be selected to separate between 
the CRM-resolvable and CRM-SGS components. Therefore, the next task I need to 
address is selecting which filter to use to compute these input/output terms.
Several filters exist and the role of these filters are to separate the filter scale 
(FS) from the subfilter scale (SFS) or SGS for the particular CRM grid size I wish 
to analyze (it should be noted that strictly speaking, SGS is not exactly the same 
as SFS. SFS consists of motions that are larger than the filter width or the grid 
resolution, however, I use the terms SFS and SGS interchangeably). If c is a variable 
of the benchmark simulation then C is the filter-scale and c the subfilter-scale (here 
c =  C +  c ).
The easiest filter is that of a box filter (or box averaging), in which the SGS 
component c is computed as
___ i n
cm =  - V ( c n  — c)m (2.50)
n V
1 n
c = ~ Y ,  cn (2.51)
n V
where c is any variable, n is the number of LES grid points in the analysis grid box 
size, and c is the averaged c, from LES, over the particular analysis grid box being 
considered.
Another filter is that of a running mean operator (used in Cheng et al. 2010, for 
example) which is defined by
1 n
ck ~Z ^ ' ak+i- (2.52)2n i=-n
where the new smoothed sequence, ck is generated from any sequence of numbers ak,
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where ak can be any variable. The scale removed by the filter is determined by n, 
which is the half range of the running mean. If n =  5 then scales less than 1000 m 
are then filtered out of the given grid size (if the grid size in the LES is 100 m). The 
running mean filter can provide a smoother field than that of the box average filter.
The last filter option I will examine is a low-pass Gaussian filter (used in Moeng 
et al. 2010, for example). Here the FS and SFS fields are computed as
In equation 2.55 k is the 2D horizontal wavenumber and A j is the filter width. Some 
advantages of a Gaussian filter is that it behaves similarly to a top-hot or box filter and 
unlike the sharp cutoff filter, this is a smooth filter that does not generate numerical 
oscillations near the cutoff scale in physical space. For the purpose of this dissertation
I select the box filter. However, I did test the Gaussian filter for filter widths of 1 km, 
4 km, and 10 km and there was little difference seen in the results when Gaussian 
filtering was used compared to box averaging (for both the a priori tests performed in 
Chapters 3 and 4). I only noticed differences in these filters when I chose to analyze 
a small grid box size, such as 200 m. However, I do not filter at that scale in this 
dissertation.
Once the SFS values of e and w Qw are determined, along with the FS value of 9w 
for a particular grid box size (if box filtering is used) or filter width (if a Gaussian 
filter is used), then the model of equation 2.49 can be tested a priori. For the a priori 
test the SFS value of w c[w determined from LES is considered the “truth” to verify 
the model.
This dissertation tests several different schemes a priori. These include testing 
various assumed PDFs as SGS condensation and turbulence parameterizations in 
Chapter 3 and testing various definitions of the turbulent length scale L in Chapter 4, 
where I test the model of equation 2.49. The various LES cases mentioned in the 
previous section provide the basis for my a priori testing. However, an a priori test 
can only give us insight as to how a scheme will perform given a SGS and resolved
(2.53)
(2.54)c (x ,y ) =  clx .y) — c(x ,y ), 
where the Gaussian filter function is defined as
G (k) =  e-K2A2f /24. (2.55)
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flow distribution. A particular challenge in CRMs is accurately partitioning between 
the SGS and resolved kinetic energy.
An a posteriori test is one where I apply the selected assumed PDF and the 
turbulent length scale formulation (both of which were tested/formulated in the a 
priori test) into CRM simulations. In these tests the SGS and resolved fields are 
allowed to interact. These results are presented in Chapters 6 and 7. In a posteriori 
testing, the LES can be used as a “benchmark” to determine how well my schemes in 
the CRM match the high resolution simulation. Therefore, LES can be used as a tool 










Figure 2.1. Initial profiles for Wangara case for temperature (Fig. 2.1(a)) and 
momentum (Fig. 2.1(b)).
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Initial Profiles for Transition Case
(a)
Large-Scale Forcing Profiles for Transition Case
(c)
Initial Profiles for Transition Case
(b)
Large-Scale Forcing Profiles for Transition Case
(d)
Figure 2.2. Initial profiles of temperature (Fig. 2.2(a)), momentum (Fig. 2.2(b)), 
thermodynamic large scale forcing (Fig. 2.2(c)), and momentum forcing (Fig. 2.2(d)) 








Initial Profiles for ARM Initial Profiles for ARM
(K)
(a) (b)
Sensible and Latent Heat Fluxes for ARM
(c)
Figure 2.3. Initial profiles for temperature (Fig. 2.3(a)), moisture (Fig. 2.3(b)) and 
surface forcing (Fig. 2.3(c)) for the continental cumulus case.
CHAPTER 3
ASSUMED PROBABILITY DENSITY 
FUNCTIONS FOR SHALLOW 
AND DEEP CONVECTION
This chapter presents results from an extensive assessment of PDF families includ­
ing a Single Delta Function (SDF), a Double Delta Function (DDF), a Single Gaussian 
(SG), and three double Gaussian based PDFs for three different cloud regimes and 
a variety of grid box sizes. I aim to select a PDF that can parameterize unresolved 
turbulence and clouds for 2D and 3D coarse-grid CRMs and that can be incorporated 
into the MMF with minimal computational expense.
This study is an extension of Larson et al. (2002). Larson et al. (2002) tested the 
assumed PDFs against aircraft observations and LES results from simulated boundary 
layer clouds (shallow cumulus and stratocumulus). They concluded that the Lewellen- 
Yoh PDF had the best fits for cloud fraction, liquid water mixing ratio, and liquid 
water flux. I evaluate assumed PDFs for deep convection and a transition case from 
stratocumulus to cumulus. In addition, our results include a broader range of grid 
sizes and more robust statistics. The PDFs are tested for grid box sizes ranging 
from 0.4 km to 204.8 km, therefore testing the PDFs for grid sizes characteristic for 
CRMs, mesoscale models, and GCMs. Two other unique aspects of this study are 
that the PDFs are tested to determine how sensitive they are to errors introduced to 
the input moments and are evaluated for the higher-order moments that are typically 
needed to close model equations (e.g., w'4, w'20'v, 9t6'v, 0'10v'). The main focus of 
the Larson et al. (2002) study was an evaluation of PDF performance compared to 
aircraft observations, whereas mine focuses on evaluation with LES data.
The format of this chapter is as follows. The first section describes the assumed 
PDFs used and how they are evaluated with respect to the high resolution benchmark
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cases. The next section presents results, followed by a section of discussion and 
conclusions. This chapter presents the published work of Bogenschutz et al. (2010).
3.1 Evaluation of PDFs
3.1.1 D escription o f  PD Fs
Five 3D joint PDFs of P(w, 0l, qt) were analyzed for this study to determine which 
would be most suitable to use in coarse-grid CRM turbulence parameterizations. 
These five PDFs are the Double Delta Function, Single Gaussian, Lewellen-Yoh (LY; 
Lewellen and Yoh 1993), Analytic Double Gaussian (ADG) 1 and ADG2. In addition, 
SAM’s existing Single Delta Function (SDF) or “all-or-nothing” condensation scheme 
will also be subject to our evaluation. Table 3.1 contains a summary of the input 
moments required for each PDF. Larson et al. (2002) provided complete formulations 
for each PDF, so only a brief description and review of PDF performance in previous 
studies will be given here.
In general, a DDF PDF is similar to a mass-flux scheme which only consists 
of updraft and downdraft plumes and with no subplume variability. While the DDF 
requires the least number of input moments and is the simplest of the proposed PDFs 
that permits nonzero skewness, the DDF has been found to be unsatisfactory. Larson 
et al. (2002) concluded that atmospheric PDFs resemble double Gaussians more than 
DDFs. The DDF tends to misrepresent the tail of the distribution of shallow cumulus, 
which leads to an underestimation of cloud properties such as cloud fraction and ql.
On the other hand, the SG does not permit skewness or bimodality but, unlike the 
DDF, it does represent the scalar variances of 61'2 and qt2. The SG PDF is arguably 
the least complex family, due to the fact that it does not require w'3 or any other 
third-order moments, as an input. As already stated, trade wind Cu have cloud and 
turbulence properties that are highly skewed. While the SG would be an acceptable 
PDF to apply to a stratocumulus layer, due to the highly Gaussian nature of that 
regime and low complexity of the PDF, it would likely fail for a regime characterized 
by low cloud fraction. I desire a PDF that is able to diagnose a variety of cloud type 
regimes without regime-specific adjustments.
The LY PDF is based on a double Gaussian function. It is the most complex
41
of the PDFs tested in this study and it requires the most input moments. This 
PDF is determined by the means, variances, and covariances of w, Ol, and qt, plus 
w 3, O[3, and qt3. In addition, the PDF parameters for the LY family cannot be 
obtained analytically. They require a numerical root finder and hence LY is a more 
computationally expensive PDF. However, Larson et al. (2002) found that the LY 
PDF had the best fits of the PDFs tested.
Both of the ADG PDFs are based on the double Gaussian shape. However, they 
each have fewer input parameters compared to the LY PDF. Namely, the ADG 
PDFs do not require qt3 or Ol3. In addition, the ADG PDF parameters can be 
found analytically, as the name suggests. This quality is desirable, should the PDF 
parameterization be implemented into a MMF. However, both ADG PDFs make fairly 
rigid assumptions, when compared to LY, in defining the widths of the two plumes for 
w and the within plume correlations. For instance, ADG1 assumes the widths of each 
Gaussian PDF for vertical velocity are equal and set constant. This assumption is 
alleviated somewhat in the ADG2 PDF, where the widths of the individual Gaussians 
in w are found using the formulas of Luhar et al. (1996). The definition of the widths 
for w is the only difference between ADG1 and 2. Both of these PDFs assume the 
within plume correlations of vertical velocity and the thermodynamic scalars are zero. 
Despite these simplifying assumptions, Larson et al. (2002) found that both of the 
ADG PDFs provided good results, they tend to fit low-cloudiness cumulus layers 
better than the single Gaussian PDF.
3.1.2 Analysis o f  PD Fs
During model integration, various statistical moments were computed for a range 
of horizontal grid sizes. A total of 31 moments were computed, which includes all 
the second- and third-order moments needed for input into the PDFs. Also included 
were important quantities such as cloud fraction, qi, and w ql , as well as terms that 
higher-order closure models need to close their equations, such as w 2 ql , Ol ql, and qtql . 
All of the mentioned quantities can be used to test the diagnosed output from each 
of the assumed PDFs. Simple box averaging is used to compute the input moments 




where 0i is any variable from LES, n is the number of LES grid points in the analysis 
grid box size, and 0 is the averaged 0 over the particular analysis grid box being 
considered.
The computation of the moments and diagnostics for various grid sizes (ranging 
from 0.4 km to 204.8 km, depending on the case) allows us to test the assumed PDF 
method for a variety of horizontal grid sizes. These grid sizes range from typical 
spacing used in CRMs (0.4 to 3.2 km), mesoscale models (6.4 to 12.8 km), and 
large scale or GCMs (25.6 km and higher). For the purpose of this study, I am 
most interested in assessing the performance of the assumed PDF method for a grid 
size typically used by the embedded CRM in the MMF (3.2 km or even 6.4 km). 
However, it is useful to assess the performance of the assumed PDFs for larger grid 
sizes for potential application of the parameterization in mesoscale models or directly
For the first portion of the study, I focus our analysis on variables related to cloud 
structure: C  (cloud fraction) , and 9n (nonprecipitable cloud condensate mixing ratio,
where e =  Rd/Rv, Rd is the gas constant for dry air, Rv is the gas constant of water 
vapor, Lv is the latent heat of vaporization, cp is the heat capacity of air, eo is a 
reference temperature, p is the pressure, and po is a constant reference pressure.
w 9t are inputs to the PDFs (i.e., are either diagnosed or predicted by the host 
model), the choice of the selected PDF family will determine how accurately w ffv is 
diagnosed, based soley on how well w 9' is diagnosed. Accurate representation of w q_1 
is very important for turbulence parameterizations given that (g/eo)w'e'v is the most
in GCMs.
from which both 91 and 9i can be diagnosed). I also analyze results for the liquid water
flux (w' 9l), which is a key term in the computation of buoyancy flux (g/eo)w'e'v. I 
use:
The derivation of equation 3.3 can be found in Randall (1980). Since w el and
43
important source term for TKE in cloudy layers.
The later portion of the study (for the BOMEX case) focuses on the evaluation 
of PDFs for diagnosing some higher-order moments that are typically needed to close 
the second- and third-order moment prognostic equations. These terms include w'4, 
w '% , qtffv, and 9ldv'.
It is extremely important to note that this analysis of the assumed PDFs is 
being conducted assuming “perfect moments.” The purpose of this study is to 
determine which PDF has the most potential of successfully being implemented as 
a parameterization in the best case scenario. However, I also test to determine the 
sensitivity of the PDFs to errors introduced into the perfect input moments.
3.2 Results
3.2.1 B O M E X  simulation o f  trade cumulus
Spatially and temporally averaged profiles of cloud fraction, liquid water mixing 
ratio, and liquid water flux, from the entire 6 hour simulation, for the PDFs for the
3.2 km analysis grid size are shown in Fig. 3.1. The moderately-complex ADG1 does a 
good job of representing the trade cumulus in this case. While this PDF overestimates 
ql at cloud base, the horizontally and temporally averaged profiles of cloud fraction 
and w ql strongly resemble the averaged profiles of the 100-m benchmark case. SG 
appears to diagnose the cloud fraction quite well. However, it grossly underestimates 
ql and w qLl above cloud base. DDF misrepresents the cloud base height and also 
underestimates all quantities.
The most complex PDF, LY, is the only one to accurately diagnose the cloud 
base and cloud top levels. However, cloud fraction values at cloud base are negatively 
biased and LY inaccurately diagnoses the height of the maximum ql. ADG2 does 
not fare quite as well as ADG1 and LY, with overestimations of C  and ql at nearly 
every level, especially at cloud base, and an underestimation of w qLl. The SAM SDF 
“all-or-nothing” approach performs the poorest, diagnosing only clear skies. As shown 
in Fig. 3.1(c), all PDFs underestimate the liquid water flux to some degree. While 
not shown, profiles for the 6.4 km grid exhibit little difference compared to 3.2 km 
analysis grid profiles.
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The correlation coefficient, RMSE, and mean bias (computed with respect to grid 
averaged quantities derived from the 100 m benchmark case) for the various grid 
sizes are shown in Fig. 3.2 for ql. RMSE tells us the typical magnitude of errors (the 
difference between “forecast” and “observation” are squared then averaged), while 
mean bias is an indicator of the the “direction” of the errors (the differences between 
“forecast” and “observation” are simply averaged). For the double Gaussian based 
PDFs (LY, ADG1 and ADG2) I see correlation scores that are relatively insensitive 
to grid spacing, with LY scoring the highest. However, for SG and DDF, there is 
a significant drop in correlation scores with increasing grid size due to the fact that 
DDF fails to diagnose any clouds for the coarse grid sizes and SG only diagnoses qi 
at cloud base, with extreme under-representation in the midcloud layer where clouds 
tend to be less numerous. The SAM SDF fails to diagnose any clouds for grid sizes 
larger than 0.4 km. While ADG2 suffers from relatively high error and bias for the 
intermediate grid sizes, ADG1 and LY perform the best.
Correlation statistics for the liquid water flux (Fig. 3.3) show even less sensitivity 
to the grid size for the three double-Gaussian-based PDFs. This is especially true for 
ADG1, and while ADG1 does exhibit higher error for the fine grid sizes, it also has 
the lowest error and bias for the important intermediate grid box sizes of 3.2 and 6.4 
km. The less complex PDFs exhibit strong negative biases for cloud fraction, ql, and 
w ql. Overall, it appears that both LY and ADG1 are the best performing PDFs for 
this shallow cumulus regime and the lack of sensitivity to grid size for these PDFs 
suggest that they may provide the basis for a unified parameterization when applied 
to a range of grid box sizes.
Examples of projected PDFs from SG and ADG1 in midcloud layer for the 25.6 
km grid size are shown in Fig. 3.4 for the 100 m benchmark and for assumed PDFs 
in Figs. 3.5 and 3.6. This example illustrates how the SG typically underestimates 
the cloud fields for this regime, due to the lack of skewness in the PDF. On the 
other hand, the ADG1 PDF has tails in all three fields that are representative of 
the cumulus portion of the PDF. For this particular example, the SG PDF under­
estimated ql by a factor of 10, whereas ADG1 compared nicely to the benchmark 
simulation. An examination of the ADG2 PDF (not shown) highlights the differences
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between this PDF and ADG1. ADG2 tends to diagnose widths and amplitudes of the 
cumulus PDF that are too large for trade wind cumulus layers, thus resulting in an 
overrepresentation of cloud fraction and ql. The ADG1 assumes that the widths for 
the w plumes are equal, which apparently is a better approximation than that used 
in ADG2 for trade cumulus.
3.2.2 Transition from  Stratocum ulus to  Cumulus
This section will focus on the third day, when the intermediate boundary-layer 
regime, characterized by cumulus-under-stratocumulus cloud type, is present. The 
horizontally and temporally averaged profiles for day 3 can be found in Fig. 3.7 
for the 3.2-km analysis grid. Evident from the cloud fraction profile is a layer of 
cumulus near the 500-m level, which lies beneath the partly cloudy stratocumulus 
layer. Here most PDFs diagnose the cloud base for the underlying cumulus to be too 
low. The exceptions are LY, which accurately diagnoses cloud base level, and DDF, 
which diagnoses cloud base too high. SAM single delta function does not diagnose 
the cumulus layer at all. All of the more complex PDFs, as well as Single Gaussian, 
exhibit a slight positive bias in the cumulus layer for qi and cloud fraction.
In the transitioning stratocumulus layer, all PDFs have a positive bias to some 
degree for ql and C  at the level of maximum cloud fraction, with the exception being 
the SAM single delta function. Similar analysis of the first 2 days (not shown), when 
the stratocumulus layer has a larger cloud fraction, shows accurate diagnoses by all 
PDFs and with no bias. By the end of the simulation, the regime has transitioned to 
one that resembles the BOMEX trade cumulus simulation and the PDF results are 
very similar to that regime.
Figure 3.8 shows the correlation coefficient, RMSE, and mean bias for the liquid 
water flux across the range of grid sizes. Similar analysis of C  and ql, while not 
displayed, shows that LY has a slight advantage over ADG1 and 2 PDFs. However, 
for w ql LY clearly suffers from higher errors and lower correlation scores for most 
grid sizes when compared to the less complex ADG1 and 2. While ADG1 and 2 show 
similar skill scores in representing w'q[ , it appears that ADG1 is slightly better for 
the 1.6 to 3.2 km grid sizes, while ADG2 is less biased and exhibits lower errors for
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the coarse grid sizes. Although these statistics are only for the third day, analysis for 
days 1 and 2 (when the Sc regime is present) also exhibits higher errors from the LY 
PDF compared to ADG1 and 2 for w ql .
3.2.3 Results from  Giga-LES
3.2.3.1 PD Fs from  Coarse C R M  Grid Sizes
Evolution of the horizontally averaged profiles of nonprecipitating cloud conden­
sate (qn) from the Giga-LES can be viewed in Fig. 3.9(a). After an hour of simulated 
time, the simulation is still in the spin-up process and shallow clouds are present 
above a very shallow mixed layer. Around hour 3 very light rain begins to reach 
the surface. After the fifth hour the shallow convection becomes more organized and 
is quickly followed by explosive growth of deep convection around the seventh hour, 
after convection reaches the freezing level (approximately 5 km). Following this event 
the convection and precipitation continues in a quasisteady state.
Khairoutdinov et al. (2009) gives a complete description of the Giga-LES. How­
ever, one feature to point out from Fig. 3.9 is the tri-modal vertical distribution of 
clouds. Upper level cloud condensate maxima at hours 7, 14, and 20 are preceded 
by maxima of shallow cloud condensate and afterwards promote large amounts of 
midlevel cloudiness.
Figure 3.9 displays the time evolution of the horizontally averaged profiles of qn 
for the 100-m grid size benchmark case, a diagnosis using the ADG1 applied at a
3.2-km analysis grid size, and a diagnosis for the SAM SDF. The averaged qn field for 
the ADG1 is nicely correlated with the 100-m benchmark case. Especially important 
is the ability for the ADG1 to capture the tri-modal vertical distribution of cloud 
condensate. However, the qn field does have a slight positive bias for the ADG1.
The averaged qn fields from the LY, ADG2, and SG diagnoses also resemble the 
ADG1 field, although they are not shown. The SAM SDF does not diagnose any 
low clouds (Fig. 3.9(c)), while the DDF diagnoses cloud base too high. In addition, 
DDF does not diagnose the shallow clouds that are present before the onset of deep 
convection. Khairoutdinov and Randall (2006) show that the precipitation and cold 
pools associated with these clouds are important to the formation and distribution of 
deep convection. An examination of the evolution of the horizontally averaged profiles
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for qn for the 6.4-km grid (not shown) shows very little differences in the vertical 
structure for the double gaussian based PDFs, compared to the 3.2-km analysis grid 
size.
Horizontally and temporally averaged profiles for the 3.2 km grid of cloud fraction, 
qn, and SGS w q[ for the last 12 hours of the simulation can be found in Fig. 3.10. 
Focusing first on diagnosed profiles of qn, it is evident that the simpler PDFs are 
the outliers. Whereas SG and DDF are consistently positively biased, especially near 
the stratified layer at 10 km, the SAM SDF has a strong negative bias for the low 
clouds. The double Gaussian PDFs more realistically diagnose qn compared to the 
benchmark, with ADG1 and LY matching the best.
Focusing on the lowest 5 km in Fig. 3.10(b) I see that for the 3.2-km grid, SG 
exhibits a negative bias for w qLl as it did for BOMEX and the Sc to Cu transitions, 
while the SAM SDF is unable to realistically diagnose this term. Meanwhile, the 
remainder of the PDFs are able to satisfactorily represent the liquid water flux for 
the low clouds of this complex regime.
Figure 3.10(c) shows the cloud fraction profiles for the last 12 hours of simulation 
for all levels, while Fig. 3.10(d) focuses on the lowest 5 km to evaluate performance for 
the low clouds. The cloud fraction profiles, for all PDFs, generally show good resem­
blance with the LES profile for the upper tropospheric stratiform clouds associated 
with deep convection (10 km and above). Again, this result is not surprising since this 
layer is characterized by high cloud fraction and low skewness. However, results for 
the low clouds show considerable spread in the individual PDF performance. Here, 
all of the spatially and temporally averaged PDF profiles resemble the profiles of 
the benchmark simulation. However, most are positively biased. The exceptions 
are the ADG1 and LY PDFs. It has been shown (Khairoutdinov et al. 2009) that 
coarse-resolution simulations of the Giga-LES case produce positive biases for the low 
clouds that are comparable to our results of SG and ADG2. Therefore, this highlights 
the strengths of the ADG1 and LY PDFs, which can diagnose cloud fraction with a
3.2-km grid size with little bias. The reason for the overestimation in ADG2 is due to 
the fact that this PDF tends to overestimate the amplitude and width of the cloudy 
part of the PDF.
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Figures 3.11 and 3.12 show PDF projections for the Giga-LES for a 25.6-km grid 
at approximately 1 km altitude for the SG and ADG1. The selected subdomain 
for this case includes a deep convective core as well as shallow cumulus. The PDF 
computed from the benchmark simulation is shown in Fig. 3.13. This regime is very 
different from the BOMEX case. In the Giga-LES it is possible to have contributions 
from several different-sized circulations: those related to shallow convection and/or 
those related to the mesoscale. Because the selected grid box displayed in Fig. 3.13 
is an example of such a case, this helps to explain the overestimation seen in most of 
the simpler PDFs.
In this case the deep convective core is represented accurately by the ADG1 PDF 
(Fig. 3.12(a)). The deep convective core is represented by the plume with large w, 
low 0l, and large qt. However, this leaves the shallow convection and clear plumes 
of the grid box to be represented basically by a Single Gaussian PDF. The “shallow 
cumulus” portion of the PDF could lead to overrepresentation of ql and cloud fraction 
and therefore is sensitive to the widths that PDF families determine and/or specify 
for each plume (which is the case for ADG2). However, the case is even worse for the 
SG which must represent all of these plumes with just one Gaussian. For this example 
the benchmark LES case gives cloud fraction of 0.45, with the ADG1 diagnosing a 
value of 0.49 and the SG diagnosing a value of 0.72. Once again, ADG1 is able to 
distinguish the long tails in the distributions, whereas SG cannot. ADG2 diagnoses 
a cloud fraction of 0.53.
3.2.3.2 H orizontal G rid Size D ependence
Figure 3.14 displays the cloud fraction statistics for each PDF family for horizontal 
grid sizes ranging from 0.8 km to 204.8 km (unlike the previous two cases with a 
minimum grid size of 0.4 km, the moments were saved during model simulation for 
Giga-LES and the minimum grid size was fixed at 0.8 km). These statistics are 
for the lowest 5 km only, in order to emphasize the low and congestus clouds. All 
PDFs exhibit fairly high correlations for the small and intermediate grid sizes. The 
exception is the SAM Single SDF, for which the skill scores drop off dramatically with 
increasing grid size. In terms of correlation, the three double Gaussian based PDFs
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resemble the 100-m benchmark case more so than the less complex PDFs. However, 
SG and DDF provide better skill scores for the range of grid sizes compared to the 
other two cloud regimes, due to the fact that these PDFs are able to capture the the 
effects of the deep convective cores which tend to have larger cloud fractions (and 
hence lower skewness of the cloud properties) compared to a shallow Cu regime such 
as BOMEX.
One notable feature of Fig. 3.14(c) is the continued trend of ADG1 to be the 
least biased PDF in terms of cloud fraction (statistics for ql are quite similar). In 
fact, for the larger grid sizes the ADG1 actually has a slight negative bias, which is 
inconsistent with the positive biases of the other PDFs. As already mentioned, it is 
characteristic for a coarse-grid CRM to have strong positive bias for cloud fraction 
of the low clouds for a deep convective regime; therefore it would not be desirable 
to select a PDF family that would also act to reinforce that bias. Clearly, either LY 
or ADG1 PDF would be the best suited families to avoid a positive bias in the low 
clouds.
While the three double-Gaussian-based PDFs have the lowest errors for the im­
portant intermediate grid sizes (Fig. 3.14(b)), it is actually the DDF which exhibits 
the lowest errors for the largest grid sizes. Interestingly enough, the DDF also has 
the lowest correlation at this grid size. This can be explained by the fact that, even 
at the coarsest of grid spacings, the ADG1 and ADG2 PDFs are still diagnosing good 
variations in the low cloud field that occur prior to and after the deep convective 
cycles. However, both of these PDFs are diagnosing the cloud base too low at these 
coarse grid sizes (not shown), leading to a higher root mean squared error (RMSE). 
On the other hand, DDF does not diagnose the tri-modal vertical distribution of 
clouds. Overall, however, the drop in correlations for all PDFs for the 204.8 km 
reflects a decrease in skill of diagnosing the tri-modal vertical distribution of clouds.
The correlations for w ql show very interesting behavior (Fig 3.15). Here, I see 
minimum correlations for a majority of the PDFs at the 0.8 km grid spacing, with 
increasing scores up to the 6.4 km grid. The exceptions here are the SG and LY 
PDFs. A similar trend is shown in the RMSEs for which relatively high errors are 
exhibited by a majority of the PDFs for fine grid sizes, with LY and SG once again the
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exceptions. In general, all of the PDFs tend to best diagnose w 9l at the intermediate 
grid spacings (3.2 km to 12.8 km), which is promising for application to CRMs.
An interesting question regarding the PDF diagnosis of w 9l is why the LY and 
SG appear to represent this quantity much better than the other PDFs for fine grid 
spacings. It appears that at the finest grid sizes the DDF and ADG PDFs tend to 
diagnose the boundary layer maximum of the liquid water flux at a lower level than 
the 100-m benchmark case, whereas LY and SG accurately diagnose this maximum 
level. For the 3.2 km grid and larger sizes, all PDFs diagnose the maximum value of 
w 9l at the same height as the benchmark run. It is quite interesting, however, that a 
low complexity PDF and high complexity PDF produce the same caliber of results at 
the fine grid spacings, while the rest (mostly high complexity PDFs) do not perform 
quite as well.
Examination of the biases and RMSEs (Figs. 3.15(c) and 3.15(b) respectively) 
shows that LY, despite low errors for the fine grid sizes, suffers from very high 
biases and hence errors for the coarse grid sizes. Consistent with findings from the 
other cases, ADG1 is the least biased PDF for the range of grid sizes, while the less 
complex PDFs tend to be negatively biased and the more complex PDFs positively 
biased. DDF and both ADG1 and 2 suffer from high RMSE for the fine grid spacings, 
however, the mean bias scores indicate these PDFs do not have systematic bias (i.e., 
errors are more “randomly” distributed). In general, for the Giga-LES case, the PDF 
families tend be more sensitive to grid spacing when diagnosing w 9l , compared to the 
cloud fraction statistics. Most obvious is sensitivity for LY, which experiences high 
systematic biases for the coarse grid spacings. High errors associated with w q_1 do not 
bode well for a turbulence parameterization, which relies on accurate expressions of 
w 9l for good representation of turbulence in cloudy layers. For the Giga-LES case, no 
family exhibits particularly consistent results across the range of grid sizes, although 
ADG1 appears to be the best for coarse CRM size grid sizes (3.2 km or 6.4 km).
3.2.3.3 Sensitivity to Errors
A series of simple tests are performed to determine how sensitive the PDFs are to 
the introduction of errors in the input moments. The errors are introduced by simply
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multiplying the “perfect” second- and third-order moments by 0.5. Thus, the shape of 
the profiles for the moments remains the same and only the magnitude changes. Per­
haps a more rigorous test would be to introduce random errors throughout the profile; 
however, the motivation behind simply changing the magnitude is that preliminary 
tests of diagnosing the statistical moments by the proposed parameterization generally 
leads to high correlation with the “perfect” moments but the tests contain magnitude 
errors (often times turbulence models underdiagnose these input moments). While 
future research eventually aims to reduce this problem, there are still likely to be 
some discrepancies and is worth while to test how the PDFs perform under such 
circumstances. I consider a decrease by a factor of two in the moments to hopefully 
be an extreme case for the errors in the diagnosed moments, and hence the worst case 
scenario.
These tests are performed by computing each assumed PDF with an individual 
moment that has been given an error (while the other input moments are kept 
“perfect” ), to test the sensitivity to errors in individual moments. The process is 
repeated until each input moment has been given an error. In addition, I also perform 
tests with two or three input moments given errors. Finally, I perform one test in 
which all second- and third-order moments are given errors. Here, I focus discussion 
on the case for which all second- and third-order input moments are given errors, 
with brief discussions on the other tests that follow.
Figure 3.16 displays how the pattern RMSE in diagnosing w ql for each of the 
PDFs changes when errors are applied to all “perfect” second- and third-order mo­
ments (Taylor 2001). Fig. 3.16 is for the 3.2 km analysis grid size and for the lowest 
5-km of the model domain for the last 12 hours of the simulation. The benchmark 
simulation, or the “observation,” is displayed by the black point. As expected, the 
tendency is for all PDFs to lose skill when errors are introduced to the input moments. 
LY PDF appears to be the most sensitive PDF when errors are applied to the input 
moments, although it is interesting to note that the change in correlation scores 
are small for all PDFs. Rather, the introduction of errors results in relatively large 
systematic negative biases (not represented in Fig. 3.16) and RMSE in w ql . The 
change in RMSE is most pronounced for the LY PDF, however.
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Given the fact that LY requires more input moments than both ADG PDFs, it is 
not surprising this PDF is more sensitive to errors. In another test, I kept the input 
moments of Ol3 and qt3 “perfect” while the remaining second- and third-order moments 
were applied errors. This helps to somewhat reduce the RMSE in the LY PDF relative 
to when all input moments have errors. However, should LY be implemented into a 
CRM, it is subject to errors in both O'3 and qt3 which could result in higher errors 
associated with w ql , relative to the other double Gaussian based PDFs.
There are other important features from the sensitivity tests that are not illus­
trated. They include:
1. All PDFs appear to be most sensitive to errors applied to w qt (and to a lesser 
degree w Ol).
2. In general, C  and qn appear to be not quite as sensitive to errors in the input 
moments, relative to the sensitivity of w q' . Even with all input moments halved, 
all PDFs can still reasonably represent the tri-modal vertical distribution of 
clouds for 3.2 km and 6.4 km analysis grid sizes.
3. The tri-modal vertical distribution of clouds, however, for the coarsest grid 
sizes (51.2 km to 204.8 km) is completely absent for most PDFs when errors 
are applied. It appears that most of this contribution arises from errors in the 
vertical fluxes.
4. Errors applied to w'3 appear to effect PDFs mostly at the coarsest grid sizes 
and are only moderately sensitive at the fine and intermediate grid sizes. PDFs 
appear to be more sensitive to errors in w 2 across the range of the grid box 
sizes.
5. A similar test is performed to that shown in Fig. 3.16, except with doubling the 
second- and third-order input moments. Correlation scores for C , qn, and w'q[ 
for all PDFs are more sensitive than when input moments are halved. However, 
turbulence models typically underestimate these higher-order moments, not 
overestimate. Therefore, this scenario is less likely.
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The most important finding of this study is the fact that all PDFs are most
sensitive to errors in w 9'l and w'qt. Therefore, a model utilizing the assumed PDF 
method should adequately represent these two terms. Most CRMs use eddy diffusivity 
(K-model) to estimate these SGS fluxes. However, Moeng et al. (2009) suggest 
that this downgradient diffusion model is inadequate for representing these terms for 
coarse grid sizes in the boundary layer and the lower portion of the cloud layer for 
deep convection.
3.2.4 H igher-O rder M om ents
As previously mentioned, one of the advantages of the assumed PDF method is 
the ability to close higher-order moments in an internally consistent manner. Here, 
validation of the higher-order moments against those derived from the high resolution
benchmark simulations are performed. I focus on validation of w'4, 9l9'v, qt9'v, and
w 29’v as these moments are typically needed to close model equations.
The higher-order moments consisting of any combination of the variables w, qt, 
and 9l can be closed by integrating over the PDF using the expression:
w 19lmqtn =  J  J  J (w  -  w )l(9l -  9l)m(qt -  qt)n x P(w , 9l, qt)dwd9ldqt. (3.4) 
Here a represents the amplitude of plume 1, determined by the family of PDF selected. 
The expression obtained for w 4 would then be:
w 4 =  a | > 1  -  w)4 +  6 (w1 -  w )2 a2W 1 +  3aW1] 
+  (1 -  a) [(w2 -  w)4 +  6 (w2 -  w)2 aW2 +  3a4w2] .
(3.5)
To diagnose 9l9'v, qt9'v, and w 29'v the following expression is utilized:
Rd/cp
x  9V =  x '9i + 1— — 9°x'qt +  e° . . - X'ql. (3.6)Cp \ p J e°
where x  represents either 9l, qt, or w interchangeably. Lastly, in order to close the
Lv ( p _ , y d/cp 9
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terms w 29l and w 2qt, which are needed to close equation 3.6 for w 29'v, the following
expression is derived from equation 3.4:
w 2x' =  a [(w1 -  w) +  ah ]  (X1 -  X) 
+  (1 -  a) [(w2 -  w)2 +  al ^  (X2 -  X)
(3.7)
where x  represents either 9l or qt. The other terms needed, 9lql , qtql , and w 2ql for 
equation 3.6 are found using expressions detailed in Larson et al. (2002). I focus our 
evaluation on the last 6 hours of the BOMEX simulation and for the 3.2 km grid.
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Figure 3.17 displays results for these higher-order moments. Horizontally and 
temporally averaged profiles of w 4 can be found in Fig. 3.17(a) for each PDF, as 
compared with the 100-m benchmark simulation. Because the Single Gaussian family 
is a nonskewed PDF, w'4 is identically zero. DDF,on the other hand, diagnoses w'4 
with high correlation. However, it tends to be positively biased. This is especially 
true in the mixed layer (approximately below 500 m) where diagnosed magnitudes of 
w 4 are about an order of magnitude too high. ADG1 and ADG2 are the PDFs which 
perform the best at diagnosing w 4, with near zero bias and RMSE in the subcloud 
layer. Only in the upper cloud layer is there a slight negative bias. LY has a strong 
positive bias in the mixed layer but has the best representation in the cloud layer. 
Examination of the 6.4 km grid shows very similar results for all PDFs.
Figures 3.17(c) and 3.17(d) display the results for qt0'v and 0[6'v, respectively. The 
general behavior for the three PDFs here are similar for both of these moments. 
SG results are quite correlated with the terms derived from the 100 m benchmark 
simulation, but suffer from high biases. On the other hand, whereas ADG2 has small 
biases, it tends to be negatively correlated in the cloud layer for both terms. LY 
also suffers from some correlation issues in the cloud layer for both moments, with 
satisfactory representation near the cloud layer top. ADG1 is the only PDF family 
which exhibits high correlations and low biases for all levels. This further highlights 
the advantages of implementing this PDF family into a parameterization. These 
terms are zero for the DDF at every point, due to the fact that scalar variances and 
0[qt do not exist for this PDF.
The last moment examined, w'29'v, is shown in Fig. 3.17(b). Here results for 
ADG1 and ADG2, while not as desirable as the previous results, still show fairly 
good correlation with the 100 m benchmark. The major discrepancy here is that 
both PDFs diagnose the maximum value of w 20'v in the middle of the cloud layer, 
inconsistent with the benchmark simulation where the maximum value is at the top of 
the cloud layer. LY diagnoses this level even lower, in the lower cloud base. However, 
both ADG PDFs exhibit high skill in representing this moment within the boundary 
layer. The SG and DDF profiles are not shown because their representations were 
an order of magnitude too high. It should also be noted that the skill of both ADG1
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and ADG2 for diagnosing all four of these higher-order moments changes little when 
diagnosed for the 6.4 km grid (not shown).
3.3 Summary and Discussion
I extensively evaluated several PDFs to determine which are most suitable for 
use in coarse-grid CRMs. For this purpose, three large-eddy simulations were used 
as benchmarks in this study. The first simulated shallow cumulus convection based 
on BOMEX, the second simulated a transition from stratocumulus to cumulus, and 
the third, deep convection based on GATE Phase III. The latter simulation includes 
mesoscale organization of convection, whereas the former do not. I estimated the 
joint PDFs of vertical velocity (w), liquid water potential temperature (Ol), and total 
water mixing ratio (qt) using moments obtained from the benchmark simulations 
for horizontal grid sizes as small as 200 m to as large as 204.8 km. From each 
PDF, I diagnosed the cloud fraction, liquid water mixing ratio, and liquid water 
flux. I evaluated the performance of each PDF by comparing these quantities to the 
corresponding quantities obtained from the benchmark simulations.
Based on these three simulations, I found that the lower complexity PDFs (Sin­
gle Delta Function, Double Delta Function, and Single Gaussian) tend to produce 
inconsistent results. That is, they produce fairly good results for cloud regimes that 
are characterized by low skewness of the cloud properties (e.g., stratocumulus) but 
poor results when the SGS cloud properties are more skewed (e.g., trade cumulus). 
Because their performance depends on SGS skewness, which increases with grid size, 
these PDFs are sensitive to changes in grid size, with the performance degrading as 
the grid size increases. For instance, the SAM SDF fails to diagnose any low clouds 
for intermediate (3.2 and 6.4 km) or coarse (12.8 km and higher) grid box sizes for 
the BOMEX and GATE cases, and fails to realistically diagnose w ql for all cases. 
The DDF fails to adequately represent shallow convection as it underestimates cloud 
fraction and qn), but it does a satisfactory job in representing deep convective cores. 
SG suffers from a strong negative bias in diagnosing wlq[ for all three simulations, even 
though it has a fairly good representation of qn and cloud fraction for deep convection. 
Overall, the lower complexity PDFs tend to perform better for deep convection than
56
for shallow convection for grid sizes of 12.8 km or less, due to the low skewness of 
SGS cloud properties in deep convection that is at least partly resolved. The lower 
complexity PDFs are also adequate for regimes characterized by high cloud fraction, 
such as stratocumulus or upper level stratiform clouds.
The three double Gaussian PDFs (Analytic Double Gaussian 1 and 2 and Lewellen- 
Yoh) are PDFs of higher complexity, and tend to produce more consistent results 
than the lower complexity PDFs. That is, they produce fairly good results for 
low or high skewness of the cloud properties. These PDFs exhibit high skill for 
most horizontal grid sizes for the three cloud regimes examined. However, ADG2 
suffers from consistently high positive biases of 9n, leaving LY and ADG1 as the two 
best performing PDFs. LY tends to slightly better represent 9n and cloud fraction, 
especially for shallow convection, but ADG1 has a better representation of w q_1 (and 
hence the buoyancy flux). A positive bias of cloud fraction for the low clouds in 
the deep convective regime is characteristic of coarse-grid CRMs that employ a low 
complexity PDF for deep convection (Khairoutdinov et al. 2009), but both ADG1 
and LY avoid this.
I also studied the sensitivity of the PDFs when errors are introduced to the input 
moments. Most of the PDFs are still able to reasonably represent cloud fraction, 
9n, and w q_1 even under our “worst case scenario” of including errors into the input 
moments. However, it does appear that LY is slightly more sensitive to errors than the 
other double Gaussian based PDFs, likely because it requires more input moments. 
It is important to note that all PDFs are most sensitive to errors in the SGS vertical 
fluxes, w el and w Qt , and therefore a host model utilizing the assumed PDF method 
should be able to adequately parameterize these moments.
I also diagnosed various higher-order moments (w'4, el ffv, 4t&v, and w 2e'v). These 
higher-order moments are typically needed to close the equations for the second- and 
third-order moments that in turn are needed to specify the double-Gaussian PDFs. 
ADG1 diagnoses the higher-order moments most accurately, while ADG2 and LY also 
produce satisfactory results.
Our general conclusions are not radically different than those of Larson et al. 
(2002). They showed that the more complex PDFs provided better estimates of
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cloud fraction, ql, and w'q[ for the cases they examined, while SG and DDF tend 
to provide more unrealistic estimates. Our results confirm their findings, but over a 
wider range of grid sizes. The BOMEX case is the only simulation used in our study 
and in the Larson et al. (2002) study. Our results are generally comparable, with 
differences likely arising from the more robust statistics in our study due to the larger 
domain sizes of our simulations.
Larson et al. (2002) concluded that the Lewellen-Yoh PDF provided the best 
matches to aircraft data and LES results. Had our study of PDF performance only 
included shallow boundary layer clouds (e.g., BOMEX and the transition case), as 
Larson et al. (2002) did, then I would likely arrive at the same conclusion. However, 
I found that ADG1 is less sensitive than LY to input moment errors, and that ADG1 
exhibits better skill in diagnosing higher-order moments. Also of concern are the 
sometimes higher errors for LY in diagnosing w ql , such as those seen in coarse grid 
box sizes for deep convection and, to a lesser degree, in the transition case (however, 
it should be noted that LY does have the best representation of w ql for the fine 
grid sizes for deep convection). This result is not unique to our study, as Larson 
et al. (2002) also found high errors for w ql diagnosed from the LY family in their 
stratocumulus case (Fig. 7 of their paper). As already stated, the importance of 
accurate representation of w ql within cumulus layers is crucial for any turbulence 
parameterization.
Although LY may provide somewhat better fits for shallow convection cloud 
properties (such as the locations of cloud top and cloud base), there appears to be 
little difference in skill for deep convection when compared to ADG1. In addition, 
ADG1 appears to be better at diagnosing w ql for most cases and grid sizes examined. 
ADG1 is also a less complex PDF than LY because it does not require Ol3 or qt3 as 
inputs, nor does it require a numerical root finder. Golaz et al. (2002a) took this 
into consideration when selecting ADG1 for their single column model. Therefore, I 
conclude that while both LY and ADG1 have their strengths and weaknesses, it does 
not appear that either one is decisively better than the other. Due to the the reduced 
computational cost associated with ADG1, it appears that this PDF family is ideal 
for implementation into a coarse-grid CRM that is embedded into a MMF.
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Table 3.1. Summary of input moments for each assumed PDF 
Assumed PDF Required Input Moments
Single Delta Function (SDF) O, qt
Double Delta Function (DDF) w, w 2, w 3, Ol, qt, w'qt, w Ol
Single Gaussian (SG) w, w '2, Ol, O'2, qt, qt2, w'qt, w Ol, qtOl
Lewellen-Yoh (LY) w, w 2, w 3, Ol, Ol2, Ol3, qt , q 2, qt3, w'qt, w Ol, qtO\
Analytic Double Gaussian 1 and 2 w, w 2, w 3, Ol, Ol2, qt, qt2, w'qt, w Ol, qtOl
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Figure 3.1. Horizontally and temporally averaged output profiles from the various 
PDFs of cloud fraction (Fig. 3.1(a)), liquid water mixing ratio (Fig. 3.1(b)), and liquid 
water flux (Fig. 3.1(c)) for the 3.2 km analysis grid (i.e. input moments averaged on 
a 3.2 km grid) over the 6 hour simulation for the 25.6 km domain BOMEX case.
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Liquid Water Mixing Ratio
(a) Correlation
(b) Normalized RMSE (c) Bias
Figure 3.2. Correlation (Fig. 3.2(a)), RMSE (Fig. 3.2(b)), and bias (Fig. 3.2(c)) 
for liquid water mixing ratio for the BOMEX simulation for hours 3-6 for all levels. 












(b) Normalized RMSE (c) Bias
Figure 3.3. Statistics for liquid water flux for the BOMEX simulation for hours 3-6 


















Figure 3.4. PDF projections computed from the 100 m benchmark BOMEX 









Figure 3.5. Examples of PDF projection (Single Gaussian) from trade cumulus 














(a) Analytic Double Gaussian 1
Figure 3.6. Examples of PDF projection (Analytic Double Gaussian 1) from trade 
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(b) Normalized RMSE (c) Bias
Figure 3.8. Statistics for liquid water flux for day 3 of the Sc to Cu transition 
simulation. Color scheme same as Fig. 3.1.
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(a) 100 m Benchmark
2 4 6 a 10 12 14 16 16 20 22
tim e  (h r)
(b) 3.2 km analysis grid, Analy. Double Gaussian 1
2 4 6 8 10 12 14 16 16 20 22
tim e  {h r)
(c) 3.2 km analysis grid, Single Delta Function
Figure 3.9. Time evolution of the mean profiles of nonprecipitating condensed 
water for 100 m benchmark simulation (top) and diagnosed for a 3.2-km analysis 
grid (middle and bottom) for deep convection.
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Figure 3.10. Same as Fig. 3.1 from the last 12 hours of the Giga-LES model 
simulation for qn (Fig. 3.10(a)), SGS liquid water flux (Fig. 3.10(c)), cloud fraction 







Figure 3.11. Assumed PDF projection (Single Gaussian) for a 25.6 km analysis grid 

















(a) Analytic Double Gaussian 1
Figure 3.12. Assumed PDF projection (Analytic Double Gaussian 1) for a 25.6 km 
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Figure 3.14. Statistics for cloud fraction for the Giga-LES, for the lowest 5 km and 
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Liquid Water Flux
(b) Normalized RMSE (c) Bias
Figure 3.15. Statistics for liquid water flux for the Giga-LES, for the lowest 5 km 
and last 12 hours of model simulation.
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0
Figure 3.16. Taylor diagram displaying the sensitivity of the various PDFs to errors 
applied to the input moments for w ql . Stars represent the statistics for each PDF 
after errors are applied, while the filled circles represent statistics of PDFs with no 
errors. Black points indicate the Giga-LES 100 m benchmark. This plot is for the 
3.2 km grid with errors applied to all of the second- and third-order input moments. 
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Figure 3.17. Higher-order moments diagnosed from BOMEX simulation for the 3.2 
km grid and for hours 3-6 of the simulation.
CHAPTER 4
THE TURBULENT LENGTH SCALE 
PROBLEM IN CLOUD RESOLVING 
MODELS
This chapter focuses on the quantity known as the turbulence length scale (also
commonly referred to as the mixing length or the eddy length), L, which is a measure
of the size of the large-energy-containing eddies in a turbulent flow. In 1.5-order
closure models, such as SAM, L is needed to parameterize the dissipation rate (e ~
e3/2/L ) in the SGS TKE (e) equation (see equation 2.7). The length scale is also
needed to estimate the eddy viscosity (K H), which is often needed to model the
vertical SGS fluxes of heat and moisture using downgradient diffusion as
____  dC
W  C  =  - K h —  , (4.1)
where K H ~  0.1L/e and C  is a conserved temperature or moisture variable.
In this chapter I seek to address several questions. First, there is generally a lack 
of guidance as to what the length scale should be, especially in clouds. Therefore, 
from LES results I determined what the true value for L should be for coarse-grid 
CRMs. Second, I evaluated how several traditionally used formulations of L perform, 
both a priori and a posteriori. Third, I formulated a better diagnosis of the length 
scale based on the LES results.
The main goal for a better formulation of the length scale is to better model the 
SGS TKE equation, so that e has a better representation (Teixeria et al. 2004). 
It is characteristic of low-order closure coarse-grid CRMs to dissipate SGS TKE 
too efficiently (Cheng et al. 2010). In addition, the study of Cheng et al. (2010) 
demonstrates that if the right amount of SGS TKE is predicted in coarse-grid CRMs, 
then downgradient closures (such as equation 4.1) appear to function well for cloudy 
convection. Therefore, simply by predicting more accurate values of SGS TKE, it
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may be possible to better estimate the input moments of w Q\ and w'qt needed for 
the assumed PDF in a computationally efficient manner. The length scale and SGS 
TKE are also needed to model the remainder of the input moments for the PDF 
diagnostically (as will be shown in Chapter 5). While the sensitivity study of Cheng 
et al. (2010) provided the CRM with “true” SGS TKE values diagnosed from LES, 
here I attempt to predict the correct amount of SGS TKE by changing the definition 
of the length scale used in SAM (in addition to including a better representation of 
the buoyancy flux, to be explained in Chapter 5).
To help illustrate the need for improved representation of L in coarse-grid CRMs, 
Figs. 4.1(a) and 4.1(b) display the horizontally and temporally averaged total and 
SGS TKE profiles (for a simulation using 1.5 TKE closure), respectively, for grid 
sizes ranging from 800 m to 25.6 km, as computed by 2D CRM simulations of the 
RICO case (precipitating shallow cumulus). The dotted black line in Fig. 4.1(b) 
denotes the SGS TKE diagnosed from LES for a 3.2-km analysis grid. In this case 
the dotted black line is my “truth” for the simulation using a 3.2-km grid size (the 
diagnosed values for grid sizes larger than 3.2 km are exactly equal to this dotted line, 
while the diagnosed values for grid sizes smaller than 3.2 km are very similar). When 
the grid size increases, fewer circulations are resolved and hence the SGS contribution 
should increase. For a CRM grid size of 3.2 km, nearly all the kinetic energy is SGS 
for this shallow cumulus regime. However, according to Fig. 4.1, it is obvious that 
there is an incorrect partitioning between SGS and resolved kinetic energy for all of 
the 2D-CRM simulations, with too little SGS TKE predicted and hence too much 
energy being projected onto the resolved scales.
Figure 4.1(d) displays the simulated SGS transports of energy (w'h'L, where hL 
is the moist liquid/ice static energy, which is the prognostic thermodynamic variable 
in SAM) for grid sizes ranging from 800 m to 25.6 km. The dotted line indicates 
the diagnosed SGS transport of energy for 3.2 km from LES (this diagnosed value 
is very similar or exactly equal for the other grid sizes), again used as “truth” for a 
simulation using this grid size. For a regime such as RICO, nearly all of the transport 
of energy is SGS for A x =  3.2-km grid size. However, the CRM simulations appear 
to be driven by the resolved-scale motions with only a small contribution to w h'L
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from the subgrid scales. From this, one may infer that the cloud circulations in the 
CRM simulations are driven by unrealistically large resolved eddies, when in fact the 
cloud forming processes/circulations should be SGS. This was also demonstrated in 
Fig. 1.2.
In these CRM simulations, the turbulence length scale is set equal to the vertical 
grid spacing (L =  Az) for unstable grid boxes (where the moist Brunt Vaisala 
frequency is < 0) and in stable grid boxes (where the moist Brunt Vaisala frequency 
is > 0) L is allowed to be set to a minimum of L =  0.1Az, based on the strength of 
the local stability of the grid box. However, this definition for the length scale often 
leads to an incorrect partitioning of the SGS and resolved kinetic energy, as just 
demostrated. Furthermore, turbulence often changes significantly in time and space 
and this supports the idea that the length scale should be allowed to vary in time and 
space. Setting L proportional to the vertical grid spacing is only applicable for LES 
(where the grid size lies within the inertial subrange of turbulence), where the large 
eddies are resolved. For CRMs, where the large turbulent eddies are usually only 
marginally resolved or completely parameterized, this is inappropriate. Therefore, I 
seek a better representation of L , with the goal of improving the partition between 
SGS and resolved kinetic energy.
This chapter is organized as follows. First, I begin with a review of several 
popular formulations for the turbulence length scale. Second, I wish to determine 
from LES data what the proper length scale should be. The next section describes 
my new length scale formulation for boundary layers and cloud layers. I then test 
the new formulation, as well as other established formulations, for L a priori with 
LES data. This is followed by a limited test of the new length scale in 2D CRM 
simulations (a posteriori tests), with a comparison to simulations using traditionally 
used formulations for the length scale. Additional comparisons of a posteriori length 
scale tests will be presented in Chapter 6, once SGS condensation and turbulence 
closure schemes have been added to the model.
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4.1 Formulations of the Mixing Length
One of the purposes of this study is to evaluate the performance of traditionally 
used formulations of the turbulence length scale (L). Here, I evaluate three formula­
tions that are typically used in coarse-grid CRMs:
1. Blackadar’s formulation (1962) (LBl).
2. Bougeault’s parcel displacement formulation (1986) (LBo).
3. Length scale as a function of the vertical grid spacing, or what is currently 
implemented in SAM (L^z).
Blackadar’s (1962) formulation is given by:
1 1 1  ,  ^___ = ____ |____ ; (4.2)
L Bl kz L—
which is a function of the turbulence intensity and height above ground in the lowest 
model layers. Here, k =  0.4 and represents the von Karman constant. Equation (4.2) 
is simply an asymptotic curve and this is likely the most popular formulation used 
for L , although it has been known to lead to problems near strong inversion layers, 
due to an underestimation of dissipation rates (Moeng and Randall 1984). Here, L — 
is defined as
e1/2zdz
L-  =  0-1 J°° -  1/2, . (4.3)
J° e / dz
Bougeault’s (1986) formulation, on the other hand, constructed LBo from an upward 
free path (Lup(z)) and a downward free path (Ldown(z)), where Lup(z) >  0 represents 
the distance a parcel at altitude z can be carried by buoyancy until it exhausts its 
initial kinetic energy. Likewise, Ldown(z) >  0 is the distance that a parcel can travel 
downwards under the influence of buoyancy. The initial kinetic energy of the parcel 
is approximated as the local turbulent kinetic energy, so it follows that
/ z+Lup a __ __
=  (z )[Uv (z) -  9V(z )]dz =  e(z) 
rz g  _  _  (4.4)
Y ( z  )[Uv(z) -  Uv(z )]dz =  e(z).
z Ldown v
Here, L must be represented by an average of Lup and Ldown. For this study a 
geometric average of the two lengths is taken, such that:
LBo \JLupLdown - (4.5)
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Equation (4.5) ensures that LBo becomes small if either Lup or Ldown becomes small. 
This formulation is attractive because of its nonlocal nature and because of the phys­
ical merits. However, this length scale formulation is known to provide unrealistically 
low values of Lup in cumulus layers (Golaz et al. 2002a).
Finally, I test a formulation where L is simply set to the vertical grid spacing 
(LAz =  A z ).
4.2 The Appropriate Length Scale
Now I aim to determine what the proper length scale should be for a variety of 
cloud and boundary layer regimes. For this step, LES data is used and the methods 
are described here. From the LES benchmarks, the appropriate length scale for 
coarse-grid CRMs can be determined based on the traditionally used dissipation rate 
parameterization:
e3/2
e =  ck ~ L ’ (4.6)
where e is the SGS TKE, e is the SGS dissipation rate of TKE, and ck is a constant 
(usually set ~2). The basis of this parameterization is that although viscous dissi­
pation is carried out by the smallest eddies, its value is determined by the rate of 
energy cascade from the energy-containing eddies. Therefore, the dissipation can be 
expressed in terms of the large-eddy properties. For a simulation with a larger grid 
size D, I require that this same model will hold:
, , 7 )
where e is e from the LES averaged over a grid size D, e(D) is the SGS TKE for 
grid size D , and L (D ) is the length scale for grid size D . Rearranging, I obtain the 
expression:
-3/2
L(D) =  cfc e(D^ . (4.8)
e
My LES simulations used a simple Smagorinsky closure. This is valid since LES 
should be relatively insensitive to the SGS model because only the small eddies in the 
inertial subrange are parameterized. Therefore the dissipation rate can be computed 




e =  -U iU j------ + 5m =  (ui&v). (4.9)
dxj 0V
The resolved SGS TKE for a coarse grid size D  is simply computed from the LES as
e(D) =  0.5(ui2(D)), (4.10)
where u 2 (D) simply represents the sum variance of the three wind components for a 
grid size D. In addition, I add the averaged SGS TKE for LES to the contribution:
e(D) =  e(D) +  e. (4.11)
4.3 The Appropriate Mixing Length
In this section the proper turbulence length scales for various grid sizes and 
cloud regimes are presented, with the goal of providing guidance for a new general 
formulation of the turbulent length scale. Here, I separate the presentation for the 
boundary (or subcloud) layers and for the cloud layers.
4.3.1 Boundary Layers
The horizontally and temporally averaged turbulence length scales for the clear 
convective boundary layer (CBL), trade cumulus mixed layer, stable boundary layer, 
and stratocumulus mixed layer can be found in Figure 4.2. Each case includes a 
range of analysis grid sizes. As the grid size increases, the SGS TKE increases as 
the SGS eddies become larger and hence the length scale becomes larger. However, 
this increase is not linear. In each of the regimes, with the exception of perhaps the 
stratocumulus mixed layer, the length scale converges to a limiting value for each case 
for grid sizes larger than 3.2 km (Fig. 4.2). This simply demonstrates that all of the 
energy is SGS for grid sizes larger than 3.2 km (hence the circulations are completely 
SGS), for these regimes, and invalidates the argument of setting the length scale 
proportional to the grid mesh (^ A x A y A z )  or the vertical grid spacing.
There are a few important mechanisms which define the profile shape of the mixing 
length for each case. For each regime, the wall (surface) limits the size of the eddies 
and there is an increase in the mixing length with height until, at least, midboundary 
layer. Stable layers near the inversion of the mixed layers also affect the shapes 
of the profiles. For the CBL and the Sc mixed layers (Fig. 4.2(c)), the eddies are 
largest near 0.5zi before the stable layer begins to limit their size. The Sc mixed
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layer is characterized by a much stronger stable layer at the top of the boundary 
layer, compared to that of the CBL, and therefore eddies are more strongly limited in 
size. Bougeault (1986) showed that it is very important for a length scale formulation 
to take into account this very stable layer to prevent spurious oscillations of various 
turbulence quantities at the top of the stratocumulus topped boundary layer.
The trade cumulus mixed layer (Fig. 4.2(b)) is characterized by an asymptotic 
increase of the mixing length near the surface and a somewhat linear increase from 
0.2zi to 0.8zi. The profiles for the mixed layer of the continental cumulus case strongly 
resemble those of the trade wind cumulus case, although with slightly larger length 
scale values (not shown). It is important to mention that for all of these cases the 
statistics are very robust. Although Fig. 4.2 represents profiles averaged over at least 
a couple hours, the profiles do not change much even if one “snapshot” is shown 
for each case (given the simulation is in steady state when sampled). This is not 
surprising, since most turbulence and cloud statistics are robust for these LES, given 
a steady state, and merely suggests that the length scale can be formulated as a 
function of the mean or resolved model variables.
The GATE deep convection simulation, however, is a special case (Fig. 4.3). Here, 
turbulence is highly heterogenous in the horizontal within the boundary layer (Moeng 
et al. 2009), due to the presence of cold pools generated by the evaporation of 
precipitation. These cold pools are fed by downdrafts from precipitating convective 
systems. The cold pools spread outward as density currents and then slowly recover 
to undisturbed conditions due to the surface fluxes. These cold pools are usually 
much windier than their surroundings and in a coarse-grid CRM, such as one with
3.2-km horizontal grid size, some of this kinetic energy is SGS. Therefore, this leads 
to very large values of SGS TKE near the surface within the cold pools and this in 
turn results in a large length scale diagnosed by the formulation presented in the 
previous section. The large values of SGS TKE in the cold pools, however, are shear 
induced as opposed to buoyantly generated.
Outside of the cold pools, or inside the unmodified boundary layer, the value for 
the length scale is relatively horizontally homogeneous. Figure 4.3(a) shows profiles of 
the characteristic turbulent length scale for the boundary layer that is conditionally
83
sampled for points in the unmodified boundary layer (cold pool points are filtered 
out if the grid box temperature is more than 1 K colder and 2 g/kg drier than the 
horizontal averages of 9 and qt, respectively). For grid sizes less than 6.4 km, the 
length scale increases with height rather linearly, instead of asymptotically, within 
this maritime boundary layer. For this regime, the length scale increases greatly 
between grid sizes of 6.4 km and 12.8 km. This is due to two factors. The first is the 
difficulty of sampling purely undisturbed grid boxes with a grid size as coarse as 12.8 
km. The second reason relates to the fact that there is a scale separation between
6.4 km and 12.8 km. For a 6.4-km grid size, the deep convective cores are resolved 
(albeit, perhaps marginally) but for a 12.8-km grid size the deep convection becomes 
mostly a subgrid-scale circulation. Therefore, there is a large increase in SGS TKE 
between 6.4-km and 12.8-km analysis grid sizes.
4.3.2 C loudy Layers
Guidance for the representation of the turbulent length scale in cloudy layers 
has been lacking. Above the turbulent mixed layer turbulence is intermittent or 
nonexistent between clouds and at these points the length scale may be set to an 
arbitrary value. Inside the clouds, however, turbulence is significant and it remains 
unclear how the specification of L should be handled. Oftentimes a constant value of 
L is prescribed for these cloud layers. Here, I aim to determine what the appropriate 
mixing length should be for convective clouds.
Figure 4.4 displays a snapshot of the appropriate turbulence length scale field 
near z=1000 m for the deep convective GATE case, with the clouds outlined by 
the magenta lines. Here, there is a strong relationship between the the turbulence 
length scale in clouds and a rather “undefined” (meaning excessively large) length 
scale outside of the clouds. This “undefined” length scale is a result of areas that 
are characterized by very small values of SGS TKE but also near-zero values for the 
dissipation rate, thus causing the ratio of e3/2/t to “blow up,” in essence. However, 
focusing on regions within the clouds, one can see that the value for the mixing length 
is not constant and variability does exist. This suggests the need for a functional form 
of the length scale within the clouds, which this section seeks to address. Conditional
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sampling within clouds is conducted for the BOMEX, GCSS ARM, day 1 of the 
transition case (stratocumulus), and GATE cases to determine similarity relationships 
for the mixing length within the clouds. First, I investigate the relationship of the 
within-cloud mixing length to cloud width; then the relationship of the within-cloud 
mixing length to cloud depth.
My analysis includes a large number of clouds, both shallow and deep convective 
clouds. First, normalizing the within-cloud turbulence length scale by cloud width 
led to a rather random distribution and hence little self-similarity. Furthermore, for 
shallow convection it is not appropriate to relate the length scale to the widths of the 
resolved clouds for coarse grid boxes. For instance, averaging of the cloud properties 
from LES onto a 3.2-km analysis grid leads to a rather horizontally homogeneous 
distribution of the cloud field (as shown in Fig. 1.2(b)). In other words, all of the
3.2-km analysis grid boxes contain SGS clouds and this makes it difficult to determine 
cloud width. Surely, the entire horizontal domain cannot be assumed to be the cloud 
width for shallow convection. Therefore, the approach of relating the within-cloud 
length scale to cloud width was abandoned. However, by normalizing the within- 
cloud mixing length by the local (meaning by each grid column) cloud depth I find a 
relationship that proves to be very useful in the formulation process.
Figure 4.5 shows the within-cloud turbulence length normalized by cloud depth 
for a variety of analysis grid sizes for the GATE case. Similar relationships are evident 
for the shallow convective cases. Figure 4.5 includes a variety of cloud types: shallow 
cumulus, cumulus congestus, and deep cumulonimbus clouds. From the filtered (box 
averaged) LES cloud fields, the cloud-layer bottom is defined as the first level where 
qn(k) >  0 and qn(k — 1) =  0. Cloud top is defined as the level where buoyancy 
flux is minimum while qn >  0. The difference between cloud-layer top and cloud- 
layer bottom for the particular column defines the cloud depth. The within-cloud 
turbulence length scale is then sampled at various heights throughout the cloud and 
then normalized by cloud-layer depth.
Referring to Fig. 4.5, it is evident that there is a relationship between turbulence 
length scale and cloud-layer depth that is simple to understand; deeper and more 
active clouds have larger mixing lengths. From cloud-layer base to approximately
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0.8z* the turbulence length scale is, to a good approximation, constant (especially 
true for grid sizes 0.8 km to 3.2 km). Near cloud-layer top, where clouds tend to 
be more turbulent, the mixing length increases somewhat. There is also a decrease 
in the mixing length directly at cloud top, due to stability effects from radiational 
cooling. This is most pronounced in the the stratocumulus layer, which is shown in 
Figure 4.2(c). Also obvious from Fig. 4.5 is the fact that as horizontal grid spacing 
increases, so does the normalized length scale. Similar to the analysis in the boundary 
layer, as grid size increases so does the SGS TKE. This suggests that a functional form 
for the length scale within cloud layers should be a function of both cloud-layer depth 
and the SGS TKE. Physically, relating the length scale to the depth of cloud-layer 
gives a good estimate of the size of the cloud circulation and hence the large-energy- 
containing eddies. Stability at the top of the clouds is also very important, especially 
for the stratocumulus regime.
4.4 The New Formulation
In this section the new formulation for the turbulence length scale is presented. 
First, I present the formulation for the boundary (or subcloud) layer, followed by the 
formulation for the cloud layer.
4.4.1 Form ulation in the B oundary Layer
The new formulation is based on the finding that the turbulence length scale in 
the boundary layer is highly correlated with the distance from the surface, strength of 
the turbulence, boundary layer depth, and local thermal stability. These points have 
been incorporated into traditional formulations. However, all scales fail to adequately 
represent the “true” mixing length and each have their limitations, as I will show. 
Within the turbulent boundary layer, the new length scale definition is set equal to 
an asymptote, similar to that of Blackadar (1962). However, it is weighted more 
strongly by the strength of the turbulence. This reflects the behavior that as the grid 
size increases, the SGS TKE increases and so does the mixing length. The effects of 
thermal stability are also included to reduce the length scale where the local stability 
is large. The new formulation given by (4.12) is empirically determined from LES 
data and essentially represents a geometric average between the strength of the SGS
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TKE (as suggested by Texieria et al. 2004) and an asymptote length scale, with 
a contribution due to stability effects. The geometric average assures that in close 
proximity to the surface, the length scale will be small. This is not guaranteed in 
the formulation of Texieria et al. (2004) (where L <x T\Je) because SGS TKE is often 
very large near the surface due to large variances of the horizontal winds due to deep 
convective downdrafts. The new formulation is:
L =  3.3 +  ~ D  + 0 . 0 1 < ^ d z)T\Jekz T\Jeub e
-1/2
(4.12)
Db =  0.1. J° , ( „ > ,  ...... , (4-13)
Above, t represents a timescale empirically set as 400 s (Texieria et al. 2004). D b is a 
measure of the boundary layer depth, which is different than L ^  used in the Blackadar 
formulation as it only includes integration up a model column until a cloud is detected 
(Xu and Krueger 1991)
j z (qc>°) e 1/2zdz
j°z(9c>°) e 1/2dz ’
where z(qC >  0) is the first vertical grid level where a cloud is detected (where 
z(qC(k) >  0) but no clouds are detected below k). Finally, in equation 4.12 8 is 
defined as:
8 =  {  1 if d0v/dz >  0 
\ 0 if d0v/dz <  0 
Now, focusing on the timescale defined in (4.12), a more judicious method to de­
termine t may be to set it proportional to an eddy turnover timescale, such as 
t =  i z i/w*, rather than to a constant. Here, zi is the boundary layer depth, w* 
is the convective velocity scale, and i  is a proportionality coefficient. The convective 
velocity scale is defined as ' gz_i
0v
where {^ w'0'vJ is the surface buoyancy flux. However, following the arguments of 
Teixeria et al. (2004), there is evidence to suggest that setting t as a constant may 
not be physically unrealistic in a convective boundary layer. For instance, if I assume 
that t <x zi/w* is the correct value then it can be shown that substitution in (4.14) 
yields




where f3 =  g/0v.
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Considering a simplified boundary layer with a constant lapse rate r  and a con­
stant surface heat flux, mixed layer scaling akin to Duan and Stevens (2002) leads 
to
------  \ 1/2
, (4.16)
where t is time. This leads to
f t  V /3
r  a  ( s r )  . ( « 7)
Equation (4.17) shows that for this situation the time scale is independent of the 
buoyancy flux with a rather weak dependence on time and the lapse rate. Therefore, 
using a constant r  may not lead to much worse results than relating r  to an eddy 
turnover time scale. However, perhaps this is not the case for situations where the 
surface heat flux is highly heterogeneous in the horizontal (such as deep convection). 
This issue was investigated, and it appears setting r  to a constant does not affect 
the results too much. The main advantage of setting r  to a constant is to avoid the 
need to determine accurate values of zi, which can be difficult in GCM simulations 
utilizing coarse vertical resolutions with only a few grid levels within the boundary 
layer.
4.4.2 Form ulation for Clouds
Based on similarity analysis, it is determined that the length scale in cloud layers 
is strongly related to cloud-layer depth and the SGS TKE. Therefore, the formulation 
within clouds is




where D c is the cloud depth, defined simply as
D c ztop zbase> (4 + 9)
where ztop represents the height of cloud-layer top and zbase represents the height of
cloud-layer base. 5 is a trigger to reduce L if thermal stability is strong near cloud 
top:
5 1 if d9v/dz >  0 0 if d9v/dz <  0{
In (4.18), r  is another timescale that is needed. Unlike equation ( 4.12), I do not 
assume that rc in the clouds is a constant. Therefore, I set rc equal to an eddy 
turnover timescale within the cloud. That is
88
t =  — , (4.20)
w*
where w* is the convective velocity scale for the cloud ensemble which is defined by 
Khairoutdinov and Randall (2002) as
3 o r  9 r Zt0 ------2.5 = — pw 9'vdz. (4.21)
0v p* J 'base
In equation ( 4.21) p* is the mean air density scale defined as
1 P'top
p* =  — pdz. (4.22)
z* " 'base
Although not tested for grid boxes smaller than 800 m in width, the length scale 
should be able to adjust when the shallow clouds are marginally or wholly resolved 
as the SGS TKE factors (e) will be considerably smaller. For deep convection, the 
cloud circulations are resolved for coarse-grid sizes of 0.8 km to 3.2 km. However, 
deep convective clouds are made up of large sized eddies that provide significant 
contributions to the moisture and heat transports (Moeng et al. 2010). These eddies 
are often not resolved by coarse-grid CRMs. It appears that my formulation can 
adequately account for the size of these eddies, as the convective velocity scale will 
be larger for deep convective clouds compared to shallow clouds therefore acting to 
reduce the ratio presented in (4.20). In other words, the combined effects of SGS 
TKE, convective velocity scale, and depth of the cloud appear to be able to produce 
appropriate values of L for a given regime and grid size.
Equation (4.18) also takes into account local stability, which may limit the size of 
the eddies, and is particularly true for the stratocumulus regime. Above the mixed 
layer, in noncloudy (and hence nonturbulent) regions the definition of the length 
scale is irrelevant. For those grid cells the length scale simply remains the value set 
by (4.12). The formulation described for the clouds is nonlocal and ensures that the 
largest eddies in a grid column are represented by this length scale definition. Separate 
formulations are provided for the subcloud and cloud layers. Physically, this reflects 
the behavior that boundary layer circulations and cloud-layer circulations are often 
partially decoupled. An exception is that of the stratocumulus regime, although it 
appears that the in-cloud formulation has similar representation to the boundary-layer 
formulation for this regime.
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4.5 Testing Mixing Lengths a Priori
In this section I test various formulations for the turbulent length scale against 
those derived from LES data, or an a priori analysis. In the first section I examine 
how the length scale formulations compare to the “true” length scale for shallow 
convection. I evaluate the errors, biases, and correlation for each length scale defi­
nition for both the mixed layer and the cloud layer. These are important statistics 
to analyze because the magnitude of the length scale controls how much TKE is 
dissipated, given by e <x e3/2/L . Obviously, a length scale that is too small will act 
to dissipate too much energy. The correlation coefficient is important to examine 
because it indicates how well each formulation can represent variations of the local 
value. For this portion of the analysis I evaluate for the clear convective boundary 
layer, trade cumulus regime, and stratocumulus regime.
The second section of the a priori study involves testing the length scales in the 
simple downgradient diffusion model of (4.1). The purpose of this test is to gauge the 
performance of this simple model, which is common for CRMs, when various length 
scale definitions are used. For this portion of the study I evaluate the deep convective 
regime for which there is mesoscale organization. I choose to examine this regime for 
this portion of the study because I can assess how well each length scale definition 
can diagnose the mesoscale variability of w'9[ and w qt.
4.5.1 Tests in a Simple SGS M odel
To evaluate the length scale for deep convection I take a different approach than 
for the shallow cumulus cases. Here, I use the length scale to compute the SGS 
vertical fluxes of heat and moisture (w'9[ and w'qt, respectively) and evaluate these 
transports with those retrieved from the LES benchmark, for A x=A y=3.2  km. For 
deep convection, where mesoscale organization is present, I am not only interested 
in how the new length scale effects the horizontally averaged values of w 9\ and w' qt, 
but also the spatial distribution.
The model I use to compute the transports of heat and moisture is the simple 
downgradient diffusion model of (4.1). Here, I test how each given length scale 
definition represents the vertical fluxes of heat and moisture when there is a given
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resolvable and SGS distribution of variables. The only thing that changes in this 
test is the length scale definition. Here, I test the new length scale definition, the 
Bougeault length scale (LBo), the Blackadar length scale (LBi), and the length scale 
which is set equal to the vertical grid spacing (L^z). The analysis below presents 
statistics computed from five output times that are equally distributed throughout 
the last 6 hours of the Giga-LES simulation.
First, I examine the correlation scores for the tests of the simple downgradient 
diffusion model for a 3.2-km analysis grid size. Figure 4.6 displays the spatial corre­
lations coefficients at each model level for both w qw and w 0'1. Here the distribution 
using L =  A z serves as my “control” experiment as it is the length scale currently 
implemented in SAM. The correlation scores for both w qw and w Q'l are improved 
upon when both L =  LBo and the new formulation are utilized, relative to when 
Laz is used. Curiously, correlation scores decline slightly, relative to results from 
the control experiment, when the Blackadar length scale is used. However, the best 
improvement is found when the new length scale definition is utilized. This is true 
both in the boundary layer and within the deep convective cloud layers. For both 
the vertical fluxes of heat and moisture, there is substantial improvement within the 
boundary layer (approximately below 400 m) when the new length scale definition is 
utilized, especially for w 0'1.
Figure 4.7 displays the horizontally averaged values of w qw that are produced from 
each model. The black line denotes that of w qw retrieved from LES for a 3.2-km 
horizontal grid size. While the local value of these SGS fluxes are important for 
this regime, because that is what the governing equations need, this analysis merely 
suggests that the new length scale definition is able diagnose the correct magnitude of 
the SGS flux. Meanwhile, the model utilizing LBi grossly overestimates the magnitude 
of the flux for w q'w, while the remainder of the length scales tested have a negative 
bias for these SGS flux terms.
To examine both the spatial distribution and the magnitude of the flux terms, 
Figs. 4.8 displays a snapshot of the retrieved w qw flux near z = 1  km and for a
3.2-km analysis horizontal grid from LES. Figs. 4.9 and 4.10 present snapshots for each 
model result utilizing different expressions for the turbulence length scale. Clearly,
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the fluxes based on the new formulation for the length scale are the most correlated 
with the fluxes retrieved from the benchmark and are the least biased. In addition, 
the locations and magnitudes of the local maximum values are nicely represented for 
the formulation using the new length scale. The model utilizing the Bougeault length 
scale also exhibits high correlation with the benchmark but tends to underestimate 
w qw across the entire grid. Simply “tuning” this length scale, however, does not fully 
solve the bias problem, as the maxima centers of w qw still remain underestimated.
Neither of the models utilizing the Blackadar length scale nor L^Z are as correlated 
as the two aforementioned models and each suffers from bias problems. The Blackadar 
length scale tends to overestimate the flux w'qw across the grid, yet fails to represent 
the maximum values adequately (it tends to “smear” the distribution). A shortcoming 
for each of these models (including the new length scale) is the inability to represent 
small areas of negative w qw that are present in the retrieved values for the benchmark. 
It has been shown that a new two-part scheme proposed by Moeng et al. (2010) can 
reasonably represent these small areas of negative w qw and w Q\ values.
In conclusion, it appears that the new length scale definition resembles the appro­
priate length scale more so than the traditional formulations do. This is true both in 
magnitude and correlation. In addition, for a priori tests of the new length scale in a 
simple SGS flux model applied to deep convection, it is shown that the representations 
of w Q\ and w qt are greatly improved compared to fluxes obtained when other length 
scale formulations are used. Both the spatial correlations and magnitudes of w Q\ 
and w qt are improved. This is attributed to better representation of the nonlocal 
turbulence structure in the vertical provided by the new definition of the length scale.
While these tests are promising, a priori testing can only give insight on how a 
particular model will perform with a given resolved/SGS distribution of TKE and 
scalars. For instance, the downgradient diffusion model tested in this section assumes 
that the SGS TKE can be predicted accurately. However, the prediction of SGS TKE 
depends on the definition of the turbulent length scale when 1.5-order closure is used. 
Therefore, to examine how the new length scale is able to partition between resolved 
and SGS energy I need to perform a posteriori tests, in which interactions between 
the resolved and subgrid-scales are permitted.
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4.6 Testing Mixing Lengths a Posteriori
Whereas the previous section focused on a priori analyses to test the length scales, 
this section examines how the length scale performs in coarse-grid CRMs when the 
resolved and SGS scales are allowed to interact. However, in this section I only 
present limited results for a few cases and save more analyses for Chapter 6. The 
reason is that in this chapter I wish to present results for SAM simulations where only 
the length scale definition has been changed in the model. Therefore, in this section 
tests are performed without SGS condensation, but with the default “all-or-nothing” 
condensation scheme. This presents me with some difficulties in assessing length scale 
performance.
These challenges with the analysis arise due to the fact that the main goal of 
implementing a better turbulent length scale is to improve the partitioning between 
SGS and resolved energy. Taking shallow convection as an example (such as the 
BOMEX or RICO cases), if the partitioning is done correctly between the resolvable 
and SGS energy, then the results of Chapter 3 indicate that the “all-or-nothing” 
condensation scheme will result in a gross underestimation of clouds (see the yellow 
line in Fig. 3.1 for grid sizes of 3.2 km). This is because the SGS-controlled 
circulations do not allow for the entire grid box to become saturated, which is required 
for the “all-or-nothing” condensation approach to produce clouds. This leads to an 
inaccurate representation of the particular shallow cumulus regime I wish to analyze. 
A more useful analysis is an evaluation of how the length scales perform when SGS 
condensation is allowed. However, implications of correct and incorrect partitioning 
of SGS and resolved energy and usage of the “all-or-nothing” condensation scheme 
will be addressed in this section.
Therefore, this section will present limited results for the various length scale 
formulations for only a few cases: clear convection, shallow precipitating convection, 
and deep convection. This can be regarded as a test of how length scales would 
perform in a low-order closure model with a simple condensation scheme. This section 
will mostly focus on how the vertical fluxes of heat and moisture are affected by the 
change in length scale and how their resolvable and SGS contributions are partitioned. 
In Chapter 6 I will assess how these length scales perform with SGS condensation and
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the new turbulence closure. That chapter will focus on more detailed results, such as 
boundary layer structure, cloud properties, and partitioning between resolvable and 
SGS energy.
It is also important to comment that from the a priori testing section, it was found 
that the Bougeault length scale (LBo) is consistently negatively biased. Obviously, 
a length scale that is set too low will not correctly partition the SGS and resolved 
energy correctly. For the purposes of a fair test, I therefore “tune” LBo in an attempt 
alleviate this bias. As I will show, however, a tuneable constant does not necessarily 
fix the negative bias for the Bougeault length scale in the cloud layer.
All CRM simulations analyzed in this section are 2D. The Wangara and RICO 
cases have fixed horizontal domain sizes of 102.4 km, while the deep convection case 
has a horizontal domain size of 204.8 km.
4.6.1 Clear C onvection
A test of clear convection can provide insight regarding how the length scale will 
perform in a regime without complicating factors such as clouds or precipitation. 
Here, I present results for this case where only the length scale has changed and 
examine the vertical fluxes of heat (w'h'L) and moisture (w'qw) as well as the profiles 
for the eddy length scale. While the addition of an improved length scale (including 
the Bougeault, Blackadar, and Bogenschutz length scales) does lead to improved 
representation of the boundary layer structure compared to when L^z is used, I save 
more of that analysis for Chapter 6 for the continental cumulus case, after improved 
representation of the nonlocal buoyancy flux (w 0’v) is implemented into the model.
Fig. 4.11 displays the SGS vertical flux contributions for heat and moisture when 
a 3.2-km horizontal grid spacing is used. These profiles represent the last 4 hours 
of simulation and are normalized by the boundary layer depth (zi) diagnosed from 
the LES. Boundary layer depth is diagnosed as the height of the minimum buoyancy 
flux. The solid black line in this figure denotes the resolvable+SGS contribution 
from these fluxes from LES. However, all of the contribution from w h'L and w'qw 
for a 3.2 km grid size for a CRM should be SGS for this type of regime (as found 
by analysis, not shown). Obvious from Fig. 4.11 is that setting L =  L^z leads to a
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gross under-representation of the SGS fluxes. However, these SGS fluxes are better 
represented when either the Blackadar, Bougeault, and Bogenschutz length scale are 
used.
It appears that the new Bogenschutz length scale has the best representation of 
SGS fluxes w'h'L and w qw. For w h'L, it appears that the new length scale formulation 
can best diagnose the magnitude of entrainment (indicated by the negative values of 
w hL) at the boundary layer top. Usage of the Blackadar length scale also results 
in a good representation of entrainment. However, the boundary layer top is usually 
predicted to be too low. The tuned Bougeault length scale results in entrainment 
rates that are too small. The representations of w qw are not quite as nice as 
the representations of w h'L, as usage of all length scale definitions results in an 
underestimation of this flux. However, the Bogenschutz length scale does appear to 
produce the best representation.
To better understand performance by the various length scales, I examine the 
horizontally averaged length scales over the last 4 hours. These can be found in 
Fig. 4.12. As already mentioned, the Bougeault length scale was tuned so that its 
maximum value would mimic the maximum value of the Bogenschutz length scale. 
Had the length scale not been tuned, the contributions for both w hL and w qw from 
this length scale would closely resemble the SGS fluxes as computed when the length 
scale is set to Az. However, Fig. 4.12 shows the reason for the entrainment rates 
that are much too small for the Bougeault length scale. While the Bogenschutz and 
Bougeault length scales have similar shapes and magnitudes up to about zi =  0.4, 
their shapes diverge above that as the Bougeault length scale becomes much too 
sensitive to the overlying inversion. This is in agreement with my a priori analysis 
of this length scale. Additional tests were performed with a tuneable coefficient that 
made the Bougeault length scale even larger (by a factor of two compared to the 
curve shown in Fig. 4.12) and results near the boundary layer top were not improved 
very much because of the sensitivity to the inversion.
The deficiencies in the Blackadar length scale, on the other hand, result from the 
fact that the eddy length is too small. I did not bother to tune this length scale to 
a higher value, although if I had, it probably would lead to better results. However,
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as I will show in the next case, usage of the Blacakdar length scale leads to a length 
scale that is much too large for shallow convection. Nonetheless, Fig. 4.12 shows that 
the Blackadar length scale is unable to detect the inversion, as expected.
4.6.2 Shallow Cumulus C onvection
The next case I focus on is the precipitating shallow cumulus regime of RICO. As 
mentioned in the introduction to this section, testing the length scales in this regime 
introduces the complications of combining better SGS and resolved TKE partitioning 
with a simple “all-or-nothing” condensation scheme. Therefore, here I take a cursory 
look at how the length scales partition between SGS and resolved contributions of 
w hlL; I take a more detailed look in Chapter 6.
Here, I look at averaged SGS and and resolved profiles of w h'L for 2D simulations 
utilizing horizontal grid sizes of 800 m to 25.6 km. The vertical grid spacing is 100 
m, compared to A z =  40 m used in LES. The purpose of this test is to determine 
if the partitioning problem evident in Fig. 4.1, at the beginning of this chapter, 
can be sufficiently resolved. Due to the deficiencies in diagnosing clouds in this 
experiment, I am only interested in seeing if these fluxes have significant origins from 
the subgrid-scales. In addition, the SGS liquid water flux (wlq[) is not explicitly 
accounted for in these simulations for the parameterization of the buoyancy flux. 
Therefore, SGS TKE will likely not be generated efficiently enough as w q[ is one of 
the most important source terms of TKE in the partly cloudy boundary layer. As 
already described in Fig. 4.1, coarse-grid CRM simulations utilizing L =  A z results 
in cloud circulations that are driven by the resolved flow. However, as indicated by 
the dotted black line in Fig. 4.1(d), all of the w h'L contribution should be SGS.
First, I examine the performance of the simulation using the Blackadar length 
scale, shown in Fig. 4.13. By comparing the total contribution and SGS contribution 
of w h'L produced by this length scale, it is evident that the entire flux is SGS. 
However, the profile is very unrealistic due to the incorrect asymptote shape provided 
by this type of length scale. Fig. 4.14 displays the same analysis, but for the 
Bougeault length scale. Here, the profiles are more realistic profiles for the resolved 
contribution of the flux when compared to those produced by the Blackadar length
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scale. However, the SGS contribution, while certainly larger than when L =  L^z is 
used, still contributes only a fraction to the total flux. This suggests that the kinetic 
energy is not being partitioned correctly. In the simulations in which the Bougeault 
length scale is utilized, cloud fields resemble those produced by the simulations where 
L =  Laz in which the occurrence of low clouds is underpredicted yet the clouds that 
do form contain too much liquid water. The reason is because the length scale is 
grossly underdiagnosed in the cloud layer, leading to unrealistically strong resolved 
eddies and clouds that are generated by the resolved dynamics.
Now I examine the same results of the simulations that utilize the Bogenschutz 
length scale, shown in Fig. 4.15. More realistic profiles are exhibited for the total 
flux of w hL and it appears that most of this contribution is from SGS motions. A 
few shallow clouds are still generated from the “all-or-nothing” condensation scheme, 
despite being driven mostly by the SGS model (except in the simulation for which 
a horizontal grid size of 25.6 km is utilized). While these clouds are too shallow, 
compared to LES results, the simulations allow me to examine how each length scale 
formulation diagnoses L in clouds. It should also be noted that simulations using 
the Bogenschutz length scale appear to be somewhat less sensitive to changes in 
the horizontal grid size, when compared to simulations using the Bougeault length 
scale. This is because the simulations using the Bogenschutz length scale have 
less dependence on the model dynamics since the SGS model has more influence 
in simulating the cloud circulations.
Fig. 4.16 shows the horizontally averaged profiles of L for simulations using a
3.2-km horizontal grid size. While the Blackadar formulation appears to result 
in an underestimation of L in the convective boundary layer, it provides a large 
overestimation of L for this particular regime. This suggests that the Blackadar 
length scale is not universally applicable. The Bougeault length scale, on the other 
hand, provides a nice representation for L in the lower portion of the boundary layer, 
yet produces a length scale that appears too small in the cloud layer. This is the chief 
reason why the SGS/resolved energy is not partitioned correctly in the cloud layer 
when the Bougeault length scale is used. The new length scale formulation, however, 
is able to produce a nice representation in both the boundary layer and cloud layer.
97
The shape of the profile naturally decreases with height as the clouds become less 
numerous with height.
4.6.3 Deep C onvection
Now I focus my attention on the analyses of deep convection simulations. Here, 
I examine the horizontally averaged profiles of total and SGS w h'L and w qw to 
verify whether the a priori performed in the last section holds true. The simulations 
analyzed in this section utilize a 3.2-km horizontal grid size and 64 vertical levels 
(compared to 256 levels in the benchmark simulation), with a minimum A z =  150 m 
in the boundary layer and a maximum Az =  500 m at model top. Again, the only 
thing modified in the SAM code for these simulations is the turbulence length scale.
The horizontally averaged profiles for the total and SGS w h'L can be found in 
Fig. 4.17. Profiles shown are averaged over the last 12 hours of the simulation. 
It is clear that all simulations, excepting for the simulation utilizing the Blackadar 
length scale, have good representations of the total w h'L. However, examination 
of the SGS contributions to w h'L show that simulation utilizing the Bogenschutz 
length scale has the best representation, although a bit overestimated and with some 
apparent shape errors in the averaged profile. This, once again, is related to the 
inability of this simulation to accurately represent clouds using the “all-or-nothing” 
condensation approach, especially at the low levels where shallow/small clouds are 
especially prevalent (see Fig. 3.9). However, the ability for the new length scale 
definition to partition between the resolved and SGS energy for this deep convective 
regime is promising. While simulations utilizing L =  A z or the Bougeault length 
scale provide nice representations of the total w h'L, they both underestimate the 
SGS contribution. The simulation utilizing the Blackadar formulation provides an 
unrealistic overestimate of w h'L.
Similar plots for the total and SGS w qt are found in Fig. 4.18. There is similar 
behavior to that shown with the plots of w h'L. It is clear that all simulations, except­
ing for the simulation utilizing the Blackadar length scale, have good representations 
of the total w qw. The simulation using the Bougeault length scale provides the best 
representation. However, the examination of the SGS contribution of w qw shows that
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the simulation utilizing the Bogenschutz length scale has the best match with w qw 
retrieved from LES for a 3.2 km grid size. This is in agreement with the a priori 
analysis. While simulations utilizing L =  Az and Bougeault length scale provide 
nice representation of the total w'q'w, they both underestimate the SGS contribution, 
while Blackadar’s formulation overestimates the flux.
4.7 Summary and Discussion
This chapter focused on the quantity known as the turbulence length scale, which 
represents the size of the large-energy-containing eddies in a turbulent flow. This 
quantity is needed to parameterize dissipation (e) in the SGS TKE equation and is 
also needed to parameterize eddy viscosity needed for downgradient eddy diffusion. 
The first step in this research was to determine from LES what the true length 
scale should be. This provided the basis and guidance for a new formulation that is 
empirically determined from LES data and has separate definitions for the boundary 
layer and clouds. Maybe the most important finding is that the length scale is much 
larger than typically specified/diagnosed in CRMs (with exception of Krueger 1988, 
for example). For instance, setting L a  A z  will likely result in length scale values 
that are too small and results in SGS/resolved TKE partitioning that is incorrect. 
The same is also true for the Bougeault length scale.
The new formulation is unique in that it relates the length scale to the depth of 
the cloud within the column considered, as well as to the strength of the SGS TKE 
and a nonlocal SGS convective velocity scale. Physically, this can be explained by the 
knowledge that cloud circulations for shallow cumulus are often SGS for coarse-grid 
models and therefore the cloud depth provides an easy-to-determine measure of the 
largest unresolved eddies within a particular grid box. Deep convective clouds, while 
resolved for a grid size of 3.2 km, often contain many smaller-sized circulations 
and eddies that are not explicitly resolved but still contribute significant transport. 
However, the size of these eddies can be estimated by the relationship of D/w* that 
is included in the formulation. It appears that with the contributing effects of SGS 
TKE, the convective velocity scale, and depth of the cloud, the new formulation can 
adequately estimate reasonable values for the length scale.
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I also tested a few traditionally used definitions that are used to diagnose L in 
coarse-grid cloud resolving models. These include setting L to the vertical grid spac­
ing, the Blackadar asymptote formulation, and the Bougeault particle-displacement 
formulation. In a priori testing I showed that the new length scale formulation is best 
able to fit L that is diagnosed from LES. The Bougeault parcel scale tends to provide 
values for L that are too small in cumulus layers and the Blackadar formulation 
tends to overestimate the length scale. A simple test of a downgradient diffusion 
model for deep convection was tested to parameterize SGS w q'w and w h'L using the 
various formulations of the length scale. Here, I showed that the downgradient model 
using the new formulation is most correlated with the SGS fluxes retrieved from the 
benchmark simulation and also matches best in terms of the magnitude. It appears 
that the new formulation is the most flexible and least case-dependent length scale, 
when compared to the formulations of Bougeault and Blackadar.
The limited a posteriori testing yielded results that were consistent with those 
found in the a priori tests. It appears that the new formulation is best able to 
partition between resolved and SGS energy for the three cases examined. As expected, 
the Bougeault length scale provided a length scale that is too sensitive to overlying 
stable layers and generally provided under estimation of L in shallow cumulus layers. 
This is true even when the Bougeault length scale was tuned in an attempt to match 
the new formulation.
Besides the comparisons of the length scales, there are important implications to 
these a posteriori results. Mainly, that simulations using combinations of an improved 
length scale formulation and “all-or-nothing” condensation scheme can inherently 
make the model look “worse” than if the simulation is performed with a simple 
length scale based on the vertical grid spacing. For a shallow cumulus regime such 
as RICO and for grid spacings as coarse as the ones tested in my CRM simulations, 
the cloud circulations should be SGS. By implementing a better length scale, the 
partitioning between resolved and SGS energy is improved. However, because most 
of the circulations and cloud forming processes are kept SGS, this prevents these 
very coarse grid boxes from becoming entirely saturated (which is essential for the 
“all-or-nothing” condensation scheme to produce clouds). When the resolved and
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SGS energy are partitioned incorrectly (as it is when L^z and LBo are utilized), the 
cloud circulations remain largely resolved for these coarse horizontal grid sizes, hence 
allowing grid boxes to become entirely saturated.
Therefore, the new length scale definition should only be used in conjunction with 
a SGS condensation scheme. With SGS condensation, the entire grid box need not be 
saturated for clouds to form and clouds can be produced with better physical context. 
For low-order closure models that utilize an “all-or-nothing” condensation scheme, 
the usage of better formulations for L may prohibit clouds from forming all-together. 
This in no way suggests that setting L =  L^z leads to correct or better results. 
While shallow-type clouds may form in coarse-grid CRMs that use a combination of 
“all-or-nothing” condensation and L =  L^z, they are not formed on physical grounds 
and are purely a result of cancellation of errors. As I will show in Chapter 6, using 
a combination of SGS condensation and better representation of L leads to a much 
more physically based model. However, as it stands, shallow clouds that form in 
coarse-grid CRM simulations are being produced for the wrong reasons.
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Figure 4.1. Total and SGS TKE (top row) and total and SGS vertical flux of energy 
(bottom row) for the RICO case (precipitating cumulus). Colored profiles shown 
are from SAM run at various horizontal grid spacings, with A z =100 m. The solid 
black lines denote LES simulations (Ax=Ay=100 m and Az=40 m), used as the 
“benchmark” for figs. (a) and (c). The dotted black line in 4.1(b) and 4.1(d) denote 
the SGS TKE and energy fluxes, respectively, diagnosed for a 3.2-km grid from LES, 
used as the “benchmark” for (b) and (d). All profiles are averaged over the last 4 
hours of the 24 hour simulations.
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Figure 4.2. Appropriate turbulent length scales for various boundary layer regimes 
and analysis grid sizes (various colored lines), diagnosed from large eddy simulations. 




Characteristic Turbulent Length Scale
(a) Characteristic Length Scale
Figure 4.3. The appropriate turbulent length scale, diagnosed from LES for a 3.2-km 
analysis grid, in the boundary layer of deep convection
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Turbulent Length Scale at 975 m for 3200 m grid








Figure 4.4. Appropriate turbulence length scale snapshot near z =1000 m for the 
GATE case (log scale) for a 3.2-km analysis grid size. Magenta line outlines the edges 
of the clouds
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T u rb u le n t Leng th  S c a le  in C lo u d s
Figure 4.5. Appropriate turbulent length scale, diagnosed from LES, for a range of 





Vertical Flux of Liquid Water Potential Temperature
Correlation Coefficient
(b) w d'i
Figure 4.6. Spatial correlation coefficients of retrieved w qw and w'9[ from LES 
for A x=A y=3.2 km and those obtained from downgradient diffusion models using 




Figure 4.7. Horizontally averaged profiles for w q'w from those retrieved from LES 
(black line) for a 3.2 km analysis grid and those obtained from downgradient diffusion 








F igure 4.8. w qw (W /m 2) fields computed from LES benchmark and for a 3.2 km






F igure 4.9. w qw (W /m 2) fields computed from a downgradient diffusion model





F igure 4.10. w qw (W /m 2) fields computed from a downgradient diffusion model
using Bogenschutz length scale for a 3.2 km analysis grid size.
111
Liquid W ater Potential Tem perature Flux (SGS)
(a) w h'L (SGS)
Flux o f Total W ater (SGS)
(b) w qw (SGS)
Figure 4.11. Temporally and horizontally averaged profiles for the SGS contribution 
(except for LES, labeled 100 m, which represents the total contribution) for the 
vertical fluxes of hL and qw. Profiles are averaged over the last 4 hours and are 




Characteristic Turbulent Length Scale
(b) LES retrieved length scale
Figure 4.12. Temporally and horizontally averaged profiles for the eddy length 
from the various simulations. Profiles are averaged over the last 4 hours and 
are normalized with respect to the boundary layer depth z  from the benchmark 
simulation. Green line denotes simulation where L=Bougeault, cyan line denotes 
simulation where L=Blackadar, red line denotes simulation where L=Bogenschutz, 
and blue line denotes simulation where L = A z . Panel on the right denotes the LES 
retrieved length scale.
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(a) w' h'L (resolved+SGS)
(b) w'h’L (SGS)
Figure 4.13. Temporally and horizontally averaged profiles for the vertical fluxes 
of heat (hL) for RICO case of precipitating shallow convection from the last 4 hours 
of simulation, using the Blackadar length scale. Figure 4.13(a) displays the total 
(resolved+SGS) contribution, while Fig. 4.13(b) displays the SGS contribution . 
Dotted black line denotes the SGS contribution diagnosed from the LES for a 3.2 
km grid size.
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(a) w' h'L (resolved+SGS)
(b) w h'L (SGS)





(a) w hL (resolved+SGS)
(W/m2)
(b) w h'L (SGS)
Figure 4.15. Same as Figure 4.13, except for the Bogenschutz length scale.
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Eddy Length
Figure 4.16. Temporally and horizontally averaged profiles for the eddy length from 
the various simulations for the RICO case. Profiles are averaged over the last 4 hours 
of simulation and for simulations using a 3.2 km grid spacing. Green line denotes 
simulation where L=Bougeault, cyan line denotes simulation where L=Blackadar, 
red line denotes simulation where L=Bogenschutz, and blue line denotes simulation 
where L= A z .
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Liquid Water Potential Temperature Flux (resolved+SGS)
(a) w' h'L (resolved+SGS)
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(b) w' h'L (SGS)
Figure 4.17. Temporally and horizontally averaged profiles for the vertical fluxes of 
hL for GATE case of deep convection from the last 12 hours of simulation. Fig. 4.17(a) 
displays the total (resolved+SGS) contribution, while Fig. 4.17(b) displays the SGS 
contribution. Dotted black line is SGS w qw as retrieved for a 3.2 km analysis grid 
size from LES.
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(W/m2)
(b) w qw (SGS)
Figure 4.18. Temporally and horizontally averaged profiles for the vertical fluxes 
of moisture for GATE case of deep convection from the last 12 hours of simulation. 
Fig. 4.18(a) displays the total (resolved+SGS) contribution, while Fig. 4.18(b) dis­
plays the SGS contribution. Dotted black line is SGS w qw as retrieved for a 3.2 km 
analysis grid size from LES.
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CHAPTER 5
CLOSURE DESCRIPTION
Based on results found in previous chapters, here I describe the closure added to 
SAM. This chapter first discusses the diagnostic expressions used for the implemen­
tation of the PDF into SAM, followed by the changes added to the predictive SGS 
TKE equation. I wrap up with a brief description of an optional scheme developed 
by Moeng et al. (2010) that may be applicable and complementary to use with my 
schemes.
5.1 Assumed PDFs Into SAM
The Analytic Double Gaussian 1 (ADG1) PDF has been selected for implementa­
tion into SAM. This requires SAM to estimate the following SGS moments before 
the PDF can be constructed: O'2, qt2, w'2, w Q\, w qt, q\Q\, and w'3. Determin­
ing these moments accurately presents the main challenge of implementing such a 
scheme. The models of Golaz et al. (2002a,b) and Cheng et al. (2006,2008) used 
predictive equations to find these moments. However, such an approach comes with 
additional computational expense as it would require the addition of at least seven 
prognostic equations to the SAM code. This expense stems from the need to advect 
the higher-order moments as well as parameterizing the various terms that comprise 
these equations. In addition, there is an increase in memory storage as the individual 
moments must be kept track of for time-stepping purposes. A complete description 
of the ADG1 PDF can be found in Appendix A.
In this study, a nontraditional approach is taken to answer the question: If 
diagnostic expressions are used to parameterize the needed second- and third-order 
moments, can realistic turbulence and cloud property results be obtained? The hope 
is that if the SGS and resolved TKE can be partitioned correctly for coarse-grid 
CRMs, then perhaps the required second- and third-order moments can be represented
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adequately. The work of Cheng et al. (2010) suggests that there is optimism for 
achieving this goal. Chapter 6 will answer the question of whether or not diagnostic 
expressions can represent the input moments adequately. This section will focus on 
the description of the expressions used to parameterize these moments.
5.1.1 Tem perature Variable
In the a priori analysis of Chapter 3, the PDFs I presented represent the triple 
joint probability density function between P  (9l,qt,w). However, as mentioned in 
Chapter 2, the prognostic conserved temperature variable in SAM is the liquid/ice 
static energy hL. This quantity is analogous to 6l, so for easy implementation and 
consistency our triple joint PDF is now constructed between P  (hL,qt,w) in SAM. 
Tests were performed with the PDF as a function of both P  (9l, qt , w) and P  (hL, qt, w). 
Differences were negligible, as expected.
Therefore, the input moments needed to construct the PDF now become h'L, q 2, 
w'2, w h'L, w qt , qth'L, and w'3.
The liquid/ice water static energy is defined as
hL =  cpT  +  gz -  Lv (qi +  qpi) -  Ls q  +  qpi) , (5.1)
where ql is the nonprecipitating liquid water mixing ratio, qpl is the precipitating
liquid water, qi is the nonprecipitating ice mixing ratio, and qpi is the precipitating
ice. However, SAM uses a version of hL where equation 5.1 is divided through by cp.
This allows for hL to be described in units of Kelvin. Therefore, throughout the rest
of this dissertation, hL actually refers to hL/cp.
5.1.2 Vertical Fluxes o f  Heat and M oisture
It is important that the SGS vertical fluxes of heat and moisture are represented 
accurately. The reasons are two-fold. First, in Chapter 3 I showed that the PDFs 
are most sensitive to errors in these moments for deep convection. Secondly, unlike 
many of the other input moments, w hL and w qt are needed to close the governing 
model equations in SAM and are therefore very important for the dynamics of the 
model. Currently SAM uses the traditional downgradient diffusion model of (4.1) to 
close these terms.
These simple downgradient diffusion models have been the basis of much research,
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both past and present, and with conflicting results. For example, the study of Moeng
et al. (2009) suggests that w'hL and w qt cannot be adequately represented for deep 
convective regimes using downgradient diffusion. However, the work of Cheng et 
al. (2010) suggests that if the right amount of SGS TKE can be predicted, then 
downgradient schemes appear to function well for boundary layer cloud regimes. In 
their study, they actually prescribed the proper SGS TKE amount (derived from LES 
data) to see how the coarse-grid CRMs would respond. In addition, Teixiera et al. 
(2001) found that by simply modifying the turbulent length scale, the clear convective 
boundary layer could be represented accurately using a simple downgradient diffusion 
closure for the vertical transports of heat.
Although the a priori test performed in Moeng et al. (2009) of a downgradient
diffusion model suggests that w hL and w qt cannot be adequately represented, their 
test was performed using a length scale set to the vertical grid spacing (L =  Az). In 
Chapter 4 I show that with an improved formulation for the turbulence length better 
results can be achieved from downgradient diffusion, compared to when L =  A z . 
However, since past reviews for these downgradient diffusion models are decidedly
mixed, I decide to test two models within the CRM for w'h'L and w qt: one which is 
based on downgradient diffusion and another which includes nonlocal terms.
Next, I present the two models I initially tested within the implementation of 
SAM. The goal is to find the model that can best represent a range of boundary layer 
conditions with minimum complexity.
5.1.2.1 M odel 1
To derive the nonlocal model, I first examine the full prognostic equations for
w hL and w qt that assume horizontal homogeneity:
dwqt _ d w q t dw 2qt dqt ~ ^ d w g - 7— 1 'dp
S T  =  -w ~ z ----------I T  -  w s z  -  w q’ d z  +  e„ q’ ° ’ -  P0q‘ d z  -  (5;2)
dw'h'L _ d w  h'L dw'2h'L dhL -r n -d w  g 1 n,dp
—  =  - w ~ z ---------- I T  -  w -  w h L JZ  + ¥0 h'° ’ -  P0 d z  -  e-"‘L ■ <5-3)
The terms on the right hand size of (5.2) and (5.3) are, from left to right: advection, 
turbulent transport, gradient production, buoyant production, pressure correlation, 
and dissipation. If a steady state is assumed and only the buoyancy and turbulent
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transport terms are retained, then the following diagnostic expressions are obtained:
w'h'L =  - K h d Z  -  C iTdw_h  +  C2Tg hLd'v
dz dz Q° (5.4)
-T -r _  v  9qi n  dw 2qt g 
w qt - K h d z  -  ClT^ r  +  C2Tz° q A -
The buoyancy production/consumption and turbulent transport terms are retained 
because they are the most important source/sink terms in the convective boundary 
layer (Moeng and Wyngaard 1989). Several of the terms in (5.4) are difficult to 
close in traditional closure models. However, these terms are easy to close if the
model utilizes an assumed PDF. For instance, the transport terms (wl2h2L and w 2qt)
as well as buoyancy production (hL0'v and qtQ'v) can be computed accurately from 
the Analytic Double Gaussian 1 PDF, assuming the input moments to the PDF are 
represented well (this was shown in Chapter 3).
In (5.4), K h represents the eddy diffusivity for heat and t is an eddy turnover 
time scale, which is defined as:
L , ^
T =  ~j=- (5.5) v  e
In the above expressions T is damped in areas of static stability to prevent it from 
becoming too large in areas of little turbulence (Canuto et al. 2001). This damping 
is prescribed as:
T* =  A°NT5 <5'6)
where N 2 is the moist Brunt Vaisala frequency. A° =  0.04 if N 2 >  0 and A° =  0 if
N 2 < 0. In (5.4), C 1 and C2 represent tunable constants.
While the model of (5.4) does lead to somewhat better representation in the 
boundary layer for certain regimes (compared to traditional downgradient diffusion), 
it does introduce the need for case specific adjustments through the tunable constants 
of C1 and C2. After extensive testing, it was determined that the model (5.4) cannot 
be run stably with the same values for Ci and C2 for all cases. As already stated, 
one of the goals of this study is to eliminate the need for case-specific adjustments. 
Therefore, I test another, less complicated model, which is described below.
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5.1.2.2 M odel 2
This model is based on the traditionally used downgradient diffusion model, with
slight differences. Consider the classical downgradient diffusion model:
dC
~8z (5.7)w C  — - K h —
k h — —0.1L^e
where C  is a scalar (such as hL and qt). I find better results can be obtained if one 
sets K h as a function of the damped return-to-isotropy timescale, tv. Therefore the 
new K htv is
K Ht — 0 . 1t v e. (5.8)
Using the expression for the undamped tv in (5.5), one can see that in the absence
of stability (5.8) is identical to K H in (5.7). Therefore, K Htv only differs from K H in
grid boxes that are stable. I find that the use of tv in downgradient diffusion tends
to spin the turbulence up and dissipate it more realistically than when (5.7) is used.
From my testing experience, it appears that the downgradient diffusion model of
(5.8) provides more consistent results than the nonlocal model of (5.4), without the
need for any case specific adjustments. While the nonlocal model can provide slightly
better representation of w h'L and w q'w in subcloud mixed layers, it appears that if L 
(the turbulence length scale) is represented well enough and the partitioning between 
SGS and resolved TKE is accurate then the local downgradient model can perform 
rather well. This is in agreement with the results of Cheng et al. (2010) and Teixeria 
et al. (2004). With that said, the downgradient model I use is not entirely local, as 
the length scale (L) is defined nonlocally.
In summary my model to parameterize w h'L and w qw is
dC
~dZ (5.9)
K htv =  0.1 tv e
w C  =  —K Htv^ ^~
5.1.3 Scalar Variances and Covariances
For the scalar variances and covariances, I base my parameterization on that 
described in Redelsperger et al. (1986). Their parameterization is
dqw dq.
qw =  <5-10) 




QWhL =  C2L2d * L d i  +  ^ ) . (5.12)
In (5.10) through (5.12) C\ and C2 are constants and 0  and ^  represent thermal 
stability weighting functions. The role of the thermal stability weighting functions is 
to decrease the SGS kinetic energy and ratio of vertical to horizontal exchanges of heat 
and moisture when thermal stability increases. In other words, these stability func­
tions help to prevent the SGS fluxes and variances from becoming too large in areas 
of high static stability. However, the use of the new length scale definition described 
in the previous chapter appears to alleviate this problem and thus I abandoned using 
the thermal stability weighting functions as described in Redelsperger et al. (1986). I 
also relate the above expressions in terms of the damped return-to-isotropy timescale 
(tv). Therefore, my expressions become
q w = c i s ™  ^  (5-13)






where Sm =  tv K h .
5.1.4 Vertical V elocity  Variance
For the variance of vertical velocity (w 2), Redelsperger et al. (1986) use the 
expression
w = 3 5 - 1 5  C ^ 2 (  ^ ) -  <5-16)
Here Cm =  4. The above expression relates w 2 to a portion of the SGS TKE and 
a downgradient component. Similar to the expressions for scalar variances and the 
covariances, I modify (5.16) to make it a function of the damped returned to isotropy 
timescale. Therefore my expression becomes
5.1.5 Third-O rder M om ent o f  Vertical V elocity
The final input moment required to construct the ADG1 PDF is the third-order 
moment of vertical velocity (w 3), which is needed to compute the vertical velocity
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skewness. Like the vertical fluxes of heat and moisture, w 3 is an important term to 
accurately parameterize because it determines the width of the two Gaussian plumes 
and hence has a large influence on the cloud liquid water and cloud fraction that 
are diagnosed from the PDF. Three different methods to close w 3 were tested. The 
most complex was a prognostic equation while the least complex was an expression 
based on downgradient diffusion. An algebraic expression represents the method of 
moderate complexity that was tested.
First, the simplest expression I tested to close w 3 is pure downgradient diffusion, 
represented as
—  d w 2
w'3 =  - K m ^ .  (5.18)
However, this method was deemed insufficient and led to unrealistic values of w 3 
near the surface. In addition, the downgradient expression for w 3 generally led to 
values that were negatively biased in the cloud layer and resulted in PDFs that were 
generally Gaussian in regimes characterized by high vertical velocity skewness.
The most complex expression I tested to close w 3 was a prognostic equation of 
the form (Bougeault 1981, Golaz et al. 2002a)
dw'3 =  w dw'3 dw 4 I V dw 2 w dw \ 39wj 2 ¥  3 w'2dp ' (519) dt =  -w ^ z  dz 1 ~dz d z 1  0Tw 0v — pOw d z — ewww■ (519)
where the pressure correlation term is parameterized using
3---- '2 dP Cs —  f  — dw 39 ^ A  , - or., ----- w 2—  = ----------w 3 — C 11 —2w 3—— I —  w 20v , (5.20)
o dz t \ dz 0fjQ KJ ^  1 www  uo
and the dissipation is parameterized as
t-www =  — (Kw +  Vs) V 2zw'3, (5.21)
where the C  and v terms are constants. In tests using the prognostic equations
the higher-order moments of w 4 and w 20'v can be closed via the ADG1 PDF. The 
expressions for these terms can be found in Chapter 3 in (3.5) and (3.7), respectively.
While (5.19) led to fairly good representations of w 3 for a variety of boundary 
layer and cloud regimes, it does increase the computational cost of the model. In 
addition, the inclusion of a predictive equation for w 3 often limits how large the 
temporal time step for the model can be to preserve numerical stability. The study 
of Golaz et al. (2002a) found it necessary to use a nested time step for w 3, that 
was smaller than the host model time step. Therefore, I test a diagnostic algebraic
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expression of w 3 to determine if similar quality results can be obtained.
This diagnostic expression is based on a truncated expression of the prognostic
equation in (5.19) and is a function of several of the second-order moments (w 2, w'hL, 
h'L, and e). For this I follow the formulation of Canuto et al. (2001), which appears 
to provide similar (and perhaps even better) quality results in representing w 3 in the 
boundary layer and cumulus layers compared to the predictive approach. Therefore, 
I select this expression for inclusion into the closure. The expression for w 3 is an 
analytic formulation that is both relatively simple and avoids the quasinormal (QN) 
approximation for the fourth-order moments. The details of this formulation can be 
found in Appendix B, with results from several cases found in Chapter 6.
5.1.6 Placem ent o f  Variables on Grid
SAM utilizes the Arakawa-C grid, in which the prognostic thermodynamic vari­
ables are centrally located and vertical velocity is offset half of a grid cell in the 
vertical, relative to the thermodynamic points. The new second- and third-order 
moments computed for the PDF are located at the thermodynamic points or at the 
vertical velocity points.
The following arrangement on the grid is used for the second- and third-order 
moments:
1. C olocated  with vertical velocity: w 3, h\2, q 2, w q w, wh'L, Qw h'L
2. C olocated  with therm odynam ics: w 2, e
For the computation of the ADG1 PDF, all input moments are averaged to the 
thermodynamic points before the PDF is constructed.
5.2 Output from PDF
5.2.1 B uoyancy Flux
The buoyancy flux (w Q’v) in standard SAM is related to the local moist Brunt-
Vaisalla frequency. Outside of clouds this is defined as:
N 2 =  ( g \ d  [hL +  0-61Tcpqt +  (L -  cpT ) qp] 
v T / dz cp
Inside clouds, this term is defined as:
N2 =  ( g \ d  \hL +  (L -  cpT) (qt -  Qp)
\ T J d z [  cp +  L (dqs/dT)
(5.23)
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The buoyancy flux is then computed as w 0'v — - K MN 2.
The liquid water flux is one of the most important source terms for TKE in 
partly cloudy boundary layers. However, the above expressions do not account for 
this because the SGS model in SAM does not provide any information on SGS 
condensation. The lack of representation of the SGS condensation is one of the 
primary reasons standard SAM underpredicts the magnitude of SGS TKE. In the new
PDF-SAM, the liquid water flux (w'qt) can be diagnosed from the PDF, therefore I 
can close the buoyancy flux as a function of w ql). Traditionally this is done as:
1 — e. T (  P \ Rd/cp 1 Tv I Po \ 1 n
Vo
( ? )cp \ p / eo
w'ql (5.24)w Q'v — w 0[ +--------- o dow qt +
eo
The above expression has been used in several models, such as the model of Golaz et 
al. (2002a,b) and Randall (1980). However, due to the fact that my model uses hL
as a prognostic variable, I need to derive a new expression for w'h 'v, where hv is the
virtual static energy, as function of w'h'L, w'qt, and w ql . In addition, the ice phase
is considered in my model so the ice flux w qi should also be considered. 
Therefore, the new expression I use for the buoyancy flux is:






5.2.2 Im proving the 1.5 closure T K E  Equation
Recall that the SGS TKE equation in SAM is as follows:
de __de i v g —^T77\ -r -rd u i duj e 1 duip
dt - U j dXj + Si3T, yu A )  -  u u jdX j -  ~8xj -  p~dX~ -  e' (5.26)
The closure added to SAM improves two terms of the SGS TKE equation. The first 
is the improvement made by parameterizing the buoyancy flux in terms of the liquid 
water flux by (5.25). The SGS liquid water flux will act as a primary source term for 
SGS TKE in partly cloudy boundary layers. The second relates to the last term on 
the right hand side of (5.26), which describes the viscous dissipation. Although the 
formulation of this term is not modified, here the length scale described in Chapter 4 
is used to dissipate SGS TKE. The new length scale will act to better balance the 
SGS TKE equation. Both of these modifications to the SGS TKE equation are crucial 
for the success of the new diagnostic PDF approach described in this chapter.
It is important to note that other terms in (5.26) are also effected by the new
e eo o
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closure. For instance, the shear production term is effected by use of the new length 
scale (L ) through downgradient diffusion. In addition, the pressure and transport 
terms in (5.26) are also closed using downgradient diffusion, where the new length 
scale is used. A future version of the model could use the diagnostic expression of 
Canuto et al. (2004) to potentially close w'e more realistically.
5.3 Turbulence Scheme Option
Recently, a new two-part scheme to model the SGS fluxes of heat and moisture 
and momentum transport for deep convective regimes was proposed by Moeng et al. 
(2010). This scheme is of interest because it is also a computationally inexpensive 
parameterization and it appears this approach is very complementary to the schemes 
proposed in this dissertation. In addition, this two-part scheme also seeks to improve 
the representation of momentum fluxes, which my schemes do not address explicitly.
The scheme is derived from the following definition for the vertical flux of a scalar 
c (as an example):
w c  =  wC — w c, (5.27)
where overbars denote filtered variables. By further decomposing the equation 5.27
into three terms the following expression can be obtained
w c = wc c wc c + wc c +  w c wc c  wc c + w c w c (5.28)
Here, Moeng et al. (2010) decided to focus on the first term on the right hand side 
of (5.28). This is known as the Leonard term and involves only resolved variables 
(hence no closure assumptions are needed). After applying a Taylor series expansion 
to the double-tilde term of wc c the authors derived the following expression:
+  higher-order terms, (5.29)wc c —  A 2f
wC + 2 4
d2 (w c) +  d2 (w c)
dxdy dxdy
where A f is the filter width. Utilizing a similar expression for w and C and neglecting 
higher-order terms, Moeng et al. (2010) found that the Leonard vertical scalar flux 
can be approximated as:
—  ~  ~  A 2 rdw dC flwi dc




d  dc +  d  dc 
dx dx dy dy
The authors then add the traditional downgradient diffusion term to the above 
expression, due to the fact that it can properly dissipate kinetic energy. In addition, 
the two-part scheme can be used to model horizontal SGS fluxes as well as vertical
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SGS fluxes. However, in this dissertation I only use this two-part scheme for the
vertical fluxes of heat and moisture. I leave the study of how the model performs
with the two-part scheme when it is applied to SGS momentum and horizontal fluxes
to future work. The following expression is used for the vertical transports of heat and
moisture in the current model (where the first term on the right hand side represents
the expression of (5.9)):
-7 dc L2 [ dw dc dw d c ]
w c =  —Kh^— + IT — + “n- "q-  • (5.31)dz 6 dx dx dy dy
It is important to discuss the implications of (5.31). Clearly the second term on the 
right hand side of the equation involves only the horizontal derivatives of the resolved 
variables. Therefore, should the cloud circulation be mostly or entirely subgrid scale 
(as they should be for shallow convection in coarse grid configurations), then the 
second part of this scheme contributes little or nothing to the vertical flux. Clearly, 
the second term on the right hand side of the equation will only have significant 
contribution for a regime such as deep convection, for which the convective cores are 
resolved by the coarse-grid CRM. Moeng et al. (2010) suggest that about half of the 
vertical transports of heat and moisture are provided by the second term on the right 
hand side of (5.31).
5.4 Summary of Closure
The turbulence closure described in this chapter is relatively simple. The two 
major modifications to the SAM code are the additions of the turbulence length 
scale definition and the assumed PDF to serve as the SGS condensation/turbulence
scheme. To construct the PDF the second-order moments h'2, q 2, q'th'L, w'h'L, w'qt, 
and w 2 are closed using modified expressions for the diagnostic moments described in 
Redelsperger and Sommeria (1986). The eddy viscosity, however, is now a function of 
a damped return-to-isotropy timescale, and the thermal stability weighting functions 
used in Redelsperger and Sommeria (1986) have been abandoned. The third moment 
of vertical velocity (w '3) is closed via the diagnostic algebraic equation proposed by 
Canuto et al. (2001).
Output from the assumed PDF includes SGS cloud fraction, SGS nonprecipitating 
cloud condensate, and the SGS cloud liquid and cloud ice fluxes. Liquid water flux is
130
one of the most important source terms for TKE in the partly cloudy boundary layer. 
Therefore, since the SGS liquid water flux is now computed in SAM, I can relate the 
buoyancy flux in terms of w ql , to allow for more realistic generation of SGS TKE. 
Due to the fact that no additional predictive equations are needed for this closure, 
it becomes a relatively simple code that has the potential to be easily implemented 
into other types of models. The one requirement is that the scheme must be used 
with a prognostic TKE closure. By design, this type of scheme is not compatible with 
a Smagorinsky-Lilly type of diagnostic SGS TKE closure. The scheme described in 
this chapter also seems to be very compatible with other types of computationally 
efficient schemes, such as those described in Moeng et al. (2010) that seek to improve 
representation of SGS momentum and scalar fluxes for deep convection.
Chapter 6 will present results of the closure for simulations of cloudy convection 
within SAM, while Chapter 7 will present results of the closure within a superparam­
eterized GCM.
CHAPTER 6
SIMULATIONS OF CLOUDY 
CONVECTION
Before testing the new closure within the MMF, it is important to test the 
closure “offline” within the cloud resolving modeling context. In this chapter I 
present results for five idealized cases of cloudy convection. The results of the 
new SAM (hereafter referred to as the “PDF-SAM” ) are compared to the standard, 
out-of-the-box, cloud-resolving version of SAM (hereafter referred to as the “standard 
SAM” ) and against LES. Although I cannot directly infer from these results how 
the new closure would perform as a superparameterization within a MMF, these 
tests are necessary to determine whether or not PDF-SAM is capable of physically 
representing the clouds and boundary layer turbulence that are explicitly represented 
in LES simulations. Additionally, it is worth comparing the PDF-SAM and standard 
SAM simulations to assess the potential added benefits of the new closure. Tests of 
the PDF-SAM within the MMF will be presented in Chapter 7.
In this chapter the results of the following idealized cases will be presented: both 
nonprecipitating and precipitating trade-wind cumulus, continental cumulus, a 7 day 
transition from stratocumulus to cumulus, and deep convection. All results shown 
for standard SAM and PDF-SAM are from 2D simulations, as that is the current 
configuration of SAM within the MMF. I will focus on results for the 3.2-km horizontal 
grid spacing as that is the grid size most comparable to what is currently being utilized 
within the MMF. However, other configurations with Ax varying from 800 m to 25.6 
km will be tested for many of the other cases.
The vertical grid spacing (A z) will depend on the case. For the cases simulating 
boundary-layer-clouds, results with a high vertical resolution will generally be shown. 
This is to allow a comparison with the single-column model of Golaz et al. (2002
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a,b) and the model of Cheng and Xu (2006). These models also utilizes the ADG1 
PDF for their SGS condensation/turbulence scheme but use a predictive approach 
to determine the second- and third-order moments needed to construct the PDF. 
However, tests have been performed to examine the sensitivity of both PDF-SAM 
and standard SAM to vertical grid spacing. Results of these tests will be presented.
In addition, results from the PDF-SAM will be shown for two configurations. One 
configuration sets the eddy length to the new formulation described in Chapter 4 
(L=Bogenschutz) and the other configuration sets the eddy length to the Bougeault 
length scale (L=Bougeault). The purpose is to test the sensitivity of PDF-SAM 
to changes in the turbulence length scale, as the assumed PDF method requires 
the SGS/resolved turbulence to be partitioned accurately for correct diagnosis of 
the cloud properties and the buoyancy flux. However, in Chapter 4 I found that 
the Bougeault length scale usually results in values of L that are much too small. 
Therefore, in an attempt for a fair comparison, it should be noted that the Bougeault 
length scale was tuned so that the magnitude of L in the boundary layer is comparable 
to the magnitude of L when the Bogenschutz length scale is used. Using an untuned 
L =Bougeault within PDF-SAM led to results not dissimilar to when L =  Az.
6.1 BOMEX Trade-Wind Cumulus
The case set-up for the nonprecipitating trade-wind cumulus regime, which is 
based on the BOMEX experiment, can be found in Chapter 2. For this case I ran the 
2D-CRMs with a horizontal grid spacing of A x  =3.2 km and examined the sensitivity 
of the PDF-SAM to changes in the vertical grid spacing. The LES has a configuration 
of A x  =  100 m and A z =  40 m.
First, I will focus on a brief analysis of results from PDF-SAM with A z=40 m, 
then study the sensitivity of the model when A z is more coarse. The horizontally and 
temporally averaged profiles from the last 3 hours of the simulation for liquid water 
potential temperature (0l) and total water mixing ratio (qt) can be found in Fig. 6.1. 
Here the mean structure is well represented by both PDF-SAM configurations; both 
represent the mixed layer, the cloud layer, and inversion layers very well. However, 
the standard SAM simulation does contain some discrepancies when compared to the
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LES. For instance, the standard SAM cannot adequately simulate the well mixed 
layer (below 500 m) and the stable layer is modeled a bit too high compared to LES 
because clouds tend to reach a greater height in this model configuration.
Fig. 6.2 displays the temporally and horizontally averaged profiles for the ver­
tical fluxes of heat (w'h'L), moisture (wlqt), and buoyancy. For the total heat flux 
(Fig. 6.2(a)), it appears that both PDF-SAM configurations have decent represen­
tation of this term. While both misplace the level of the most negative heat flux, 
the representation is improved when compared to the standard SAM. Examining the 
representation of the SGS contribution of w'h'L (Fig. 6.2(b)) it can be seen that there 
is much more spread between the three 2D-CRMs. For instance, it is clear that most 
of the total w h'L is contributed by the SGS flux for PDF-SAM using L=Bogenschutz, 
while only a portion of the heat flux is SGS for PDF-SAM using L=Bougeault. For 
standard-SAM, besides near the surface, a negligible portion of this flux is SGS. As 
already mentioned, for a shallow cumulus regime such as trade-wind cumulus and for 
Ax=3.2 km, most or all of the cloud circulation should be SGS. It appears that PDF- 
SAM using L=Bogenschutz is the only configuration that adequately represents this 
behavior which is very important for adequate representation of the cloud properties, 
as will be shown.
The resolved+SGS total water flux (Fig. 6.2(c)) shows that PDF-SAM model 
using L=Bogenschutz appears to have the best representation compared to LES. 
This is especially true in the mixed layer (below 500 m). However, w'qt is underes­
timated slightly in the cloud layer. Both the standard SAM and PDF-SAM using 
L=Bougeault overestimate the total water flux in the mixed layer and cloud layer, 
indicating active moistening of these layers. Profiles for the resolved+SGS buoyancy 
flux show that both PDF-SAM configurations have excellent representations in the 
mixed layer, when compared to the standard SAM. Although not shown, the entire 
contribution of the buoyancy flux in the mixed layer is from the subgrid-scales for 
both PDF-SAM configurations, as it should be. However, in the cloud layer (above 
500 m), the PDF-SAM configurations diverge in their representation of w Q'v. This 
is because only a portion to the buoyancy flux for PDF-SAM using L=Bougeault is 
from the subgrid scales, while the entire flux is contributed from the subgrid scales
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for PDF-SAM using L=Bogenschutz. This indicates an inherent difference in how 
these two configurations “work” in terms of the cloud-forming processes. However, 
it should be noted that both PDF-SAM configurations improve the representation of 
the total buoyancy flux when compared to the standard SAM.
Fig. 6.3 shows the horizontally and temporally averaged profiles of cloud fraction, 
liquid water mixing ratio, and the total and SGS liquid water fluxes. Cloud fraction 
and qi profiles clearly show that both PDF-SAM configurations can more adequately 
represent the levels of cloud base and cloud top compared to the standard SAM. In 
addition, the PDF-SAM profiles of these quantities more resemble the profiles of the 
LES, whereas the standard SAM profiles are quite unrealistic and noisy (especially 
for ql, Fig. 6.3(b)). The average cloud top reaches a much greater height in standard 
SAM, when compared to LES. Cheng et al. (2008) determined that the reason for 
this is a build up of convective available potential energy (CAPE) due to lack of SGS 
transports. When this energy is released the result is clouds that reach a much greater 
vertical extent than those simulated with LES. It appears that both configurations 
of PDF-SAM can alleviate this problem. However, PDF-SAM using L=Bogenschutz 
has better representation of cloud fraction and ql when compared to PDF-SAM using 
L=Bougeault, which tends to grossly overestimate the magnitude of both of these 
quantities. This overestimation by PDF-SAM using L=Bouegeault occurs because 
this configuration cannot adequately partition between SGS and resolved kinetic 
energy in the cloud layer and therefore misrepresents the turbulent moments needed 
for the assumed PDF. Namely, the vertical velocity skewness is grossly underestimated 
for PDF-SAM using L =Bougeault (as will be shown later), leading to a more Gaussian 
distribution of the cloud properties. PDF-SAM using L=Bogenschutz has excellent 
representation for both cloud fraction and ql, with profiles that strongly resemble 
those of LES.
The profiles for the total liquid water flux (Fig. 6.3(c)) show that both PDF-SAM 
configurations improve the representation of this quantity compared to the standard 
SAM. Arguably, the representation of the total w ql is best for PDF-SAM using 
L=Bougeault, albeit with a positive bias. However, the entire contribution of w'q[ 
is from the SGS for PDF-SAM using L=Bogenschutz, while only a portion of the
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liquid water flux is SGS for PDF-SAM using L=Bougeault. Proper representation of 
w ql is important for any turbulence closure as it is a large source term for TKE in 
partly cloudy boundary layers. However, both configurations of PDF-SAM appear to 
reprsent this important source term reasonably well.
It is important to assess how my diagnostic PDF model compares to a model 
that predicts the input moments needed for the SGS condensation scheme. Here, I 
make some comparisons with the predictive single column model (SCM) of Golaz et 
al. (2002). Fig. 3 from Golaz et al. (2002) shows the horizontally and temporally 
averaged profiles of cloud fraction and liquid water mixing ratio from their model (bold 
dotted black line). Overall, it appears that PDF-SAM using L=Bogenschutz has a 
similar representation of these quantities compared to the higher-order predictive 
SCM. In fact, the representation may even be a bit better for PDF-SAM using 
L=Bogenschutz, which appears to better diagnose the levels of cloud base and cloud 
top.
I also compare my closure to the Intermediate Prognostic Higher-Order Closure 
(IPHOC) of Cheng and Xu (2008). IPHOC is a very similar to the Golaz et al. 
(2002a) model, however, is a bit more complex as it contains two additional prognostic 
equations for 0'3 and q't3. Fig. 5 from Cheng and Xu (2008) shows BOMEX results 
from IPHOC with various horizontal grid sizes. Overall, the results do not differ 
drastically between IPHOC and PDF-SAM. This is a very promising result as it 
suggests that PDF-SAM can provide the same results as more complex and expensive 
closures.
6.1.1 Sensitivity to  Vertical Grid Spacing
It is important to assess the sensitivity of PDF-SAM to changes in the vertical 
grid spacing, due to the fact that the embedded CRM in the MMF is typically run 
with very coarse vertical grid spacing. While the results are promising for PDF- 
SAM in a configuration of coarse A x  and fine A z , I would like to determine how 
this configuration performs for a variety of vertical grid spacings. For this test the 
horizontal grid spacing is fixed at 3.2 km (sensitivity tests for changes in A x  are 
presented for the RICO case). The vertical grid spacings tested are 40 m, 100 m, 150
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m, 200 m, 300 m, and 400 m. The vertical domain extends up to 3000 m. Therefore, 
this corresponds to 75, 30, 20, 15, 10, and 8 vertical levels, respectively, for each test.
The horizontally and temporally averaged profiles of cloud fraction for the three 
SAM configurations can be found in Fig. 6.4. Clearly, PDF-SAM using L=Bogenschutz 
configuration is the least sensitive to changes in the vertical grid spacing. For all Az 
configurations the averaged cloud fraction profiles highly resemble the LES, with the 
possible exception of the A z =400 m configuration. Both the standard SAM and 
PDF-SAM using L=Bougeault show considerably more sensitivity to changes in Az. 
Curiously, both of these simulations appear to have better representation of the cloud 
fraction as the vertical grid spacing increases (with exception of the Az=300 m for 
PDF-SAM using L=Bougeault, which is mysteriously worse than Az=400 m). This 
is counter to what should be expected and this behavior will be explained further on 
in the analysis.
Similar sensitivity is seen in the temporally and horizontally averaged profiles 
for the liquid water mixing ratio (Fig. 6.5). Again, PDF-SAM using L=Bogenschutz 
configuration shows the least sensitivity to changes in A z and the profiles are realistic 
for every grid configuration. However, there does exist a trivial positive bias for the 
coarsest vertical grid spacings. On the other hand, the standard SAM and PDF-SAM 
using L= Bougeault exhibit high biases (note the differences in the limits of the x-axis 
for each of the three panels) for each A z configuration, although the biases do decrease 
as the vertical grid resolution becomes more coarse. This behavior was also noted in 
Cheng et al. (2010) for the standard SAM. They note that a large vertical grid spacing 
in the standard SAM tends to produce clouds less frequently for shallow convection.
To explore why the standard SAM and PDF-SAM using L=Bougeault appear to 
provide better results for the coarse vertical grid spacing, I examine the partition 
between SGS and resolved energy. First I examine the resolved+SGS heat flux 
(Fig. 6.6). The three configurations all exhibit profiles that are generally similar. 
However, when I examine the SGS contribution of w h L in Fig. 6.7, it is clear that 
these similarities no longer exist between the 2D-CRM configurations. For all A z 
configurations, PDF-SAM using L=Bogenschutz is able to keep all or most of the 
kinetic energy at the subgrid scales. However, for PDF-SAM using L=Bougeault, as
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A z increases the the subgrid-scale contribution to w hL decreases, which is counter 
to what would logically be expected.
In the PDF-SAM using the L =Bougeault configuration, as A z increases the 
simulation projects a larger portion of the cloud circulations onto the resolved scale 
instead of the subgrid scales. Therefore, simulations for this configuration begin to 
resemble those of standard SAM, in terms of turbulence structure, as A z becomes 
large. I demonstrated that standard SAM is dominated by oscillating “bursts” of 
clouds that contain too much liquid water (both locally and in terms of the horizontal 
averages). For the coarse A z configurations of standard SAM and PDF-SAM using 
L=Bougeault, this behavior is still present (not shown). However, the “bursts” of 
clouds tend to happen less often with a coarse A z configuration, which explains why 
the averaged profiles of qi and cloud fraction appear to “get better” with increasing 
vertical grid spacing. However, this “improvement” is not happening for the right 
reasons. PDF-SAM using L=Bogenschutz configuration, however, avoids this prob­
lem as the cloud circulations are kept subgrid-scale and hence this configuration is 
less sensitive to changes in A z .
The same analysis, but for the liquid water flux (Figs. 6.8 for the total flux and 6.9 
for the SGS contribution), shows that its behavior is very similar to that of the heat 
flux. Here, for most A z configurations, the entire flux is SGS for PDF-SAM using 
L=Bogenschutz. However, for PDF-SAM using L=Bougeault, the SGS contribution 
decreases with increasing vertical grid spacing. Given the analysis in the previous 
figures, this result certainly is not surprising. The large contribution by the SGS liquid 
water flux helps maintain the SGS TKE balance for PDF-SAM using L=Bogenschutz, 
and hence leads to better representation of the turbulent moments needed for the 
assumed PDF. This process breaks down for PDF-SAM using L=Bougeault because 
the SGS liquid water flux is not large enough, due to an overly dissipative SGS TKE 
model in the cloud layer. This suggests that the success of PDF-SAM is tightly 
coupled to the representation of the SGS TKE processes, as originally hypothesized 
in this dissertation.
The horizontally and temporally averaged profiles of the third-order moment of 
vertical velocity (wl3) can be found in Fig. 6.10. In the previous section I found that
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even for fine A z , PDF-SAM using L =Bougeault suffered from a relatively high bias 
for both cloud fraction and ql, even though about half of the turbulent kinetic energy 
and turbulent transports are contributed from the subgrid-scale. A primary reason 
for the high positive bias of cloud fraction and ql is because the skewness is grossly 
underdiagnosed for this model configuration. Skewness is a function of w 3 and from 
Fig. 6.10(c) it was demonstrated that this term is underdiagnosed in the cloud layer 
for PDF-SAM using L=Bouguealt. This forces the cloudy portion of the PDF to be 
much too large and is manifested by cloud fractions and liquid water mixing ratios 
that are much too high. On the other hand, PDF-SAM using L=Bogenschutz can 
adequately diagnose w 3 for most A z configurations, with the exception of the coarsest 
vertical grid size.
A comparison with w 3 predicted by the model of Golaz et al. (2002b) in Fig. 4 
of their paper shows that there is not necessarily any benefit of using a predictive 
approach to find this important higher-order moment. It appears that the diagnostic 
expression of Canuto et al. (2000) used in the PDF-SAM can adequately represent 
w 3. The caveat to this is that the proper amount of SGS energy must be predicted in 
order for the diagnostic expression of w 3 to work, as demonstrated by the differences 
between the two PDF-SAM configurations. Still, this is an encouraging result. Use 
of a predictive approach to determine w 3 often compromises the numerical stability 
of the model and therefore imposes a limit on what the maximum time step can be. 
This problem is avoided in my scheme since a diagnostic approach is utilized.
Generally, it appears that PDF-SAM using L=Bogenschutz is able to represent the 
nonprecipitating trade-cumulus boundary layer with vertical grid spacings as coarse as 
A z=300 m. Even with A z =  400 m, it appears that this configuration can reasonably 
represent cloud structure. Although at this coarse grid spacing it becomes difficult 
for the model to adequately resolve important features such as the mixed layer or the 
inversion layer. Results from this section are encouraging, as a vertical grid spacing of 
300 m within the boundary layer is comparable to (and even more coarse) than what 
is currently used within the MMF in the T42 simulations. The true test, however, is 
testing the PDF-SAM in the MMF. This will be addressed in Chapter 7.
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6.2 RICO Trade-Wind Cumulus
This section presents results from the precipitating trade-wind cumulus case, 
which is based on data from the RICO campaign. The specifics of the case can 
be found in Chapter 2. As already noted, the LES for this case is run with A x — 100 
m and A z  — 40 m, with a vertical domain size of 4000 m. Whereas for the BOMEX 
case I tested the sensitivity of PDF-SAM to changes in A z , here I will test both the 
standard SAM and PDF-SAM to changes in the horizontal grid sizes with Ax ranging 
from 800 m to 25.6 km in a fixed 2D domain of 102.4 km. The vertical grid spacing 
is fixed for each 2D CRM simulation at A z — 100 m, implying 40 vertical levels. All 
horizontally averaged profiles shown are temporally averaged over the last 4 hours of 
the 24-hour simulation.
Fig. 6.11 displays a composite of the results for the horizontally and temporally 
averaged profiles of the liquid water potential temperature, 9l. The black line in 
each of the panels denotes the result from the LES (or what I am taking to be 
“truth” ), while the colored lines denote the CRM results for the various configurations 
of horizontal grid size. Clearly, standard SAM (Fig. 6.11(a)) is sensitive to changes in 
the horizontal grid size for this regime, reflected by the lack of convergence in the mean 
profiles of Qi. On the other hand, PDF-SAM using T—Bogenschutz (Fig. 6.11(b)) 
exhibits significantly more convergence for the mean profiles of Ql and suggests that 
this model configuration is less sensitive to the horizontal grid size, which I will 
investigate further. Meanwhile, PDF-SAM using T—Bougeault (Fig. 6.11(c)) shows 
convergence of the mean profiles of Ql in the mixed layer (below ~  500 m), however, 
it shows much sensitivity to the horizontal grid size in the cloud layer.
I examine the sensitivities of each CRM configuration to the horizontal grid 
spacing, exhibited in the averaged profiles of Ql, by investigating the behaviors of the 
total and SGS contributions to the heat flux (w'h'L) for each configuration of SAM. 
First, I investigate the horizontally and temporally averaged profiles of the total 
(resolved+SGS) w'h'L in Fig. 6.12. Again, this figure suggests that both standard 
SAM and PDF-SAM using T—Bougeault exhibit some degree of sensitivity to the 
horizontal grid size. However, it does appear that PDF-SAM using T—Bougeault 
produces more realistic profiles of the total w hL compared to the standard SAM. This
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is especially true for the coarsest grid sizes (12.8 km and 25.6 km). PDF-SAM using 
L=Bogenschutz produces both the most realistic profiles and the least sensitivity to 
the horizontal grid size. However, for the results of this configuration to be physically 
plausible for this type of regime and the coarse horizontal grid spacings used, most 
or all of this flux should be contributed by the subgrid-scale motions.
Fig. 6.13 displays the SGS contribution to w h'L. In these figures the dotted black 
line denotes the SGS contribution of w h'L diagnosed from LES for a 3.2 km grid size. 
This is what I am taking as “truth” for the configurations using the 3.2 km grid size 
(although the diagnosed profiles of w hL for the other grid sizes are either very similar 
or exactly identical). For the standard SAM simulation (Fig. 6.13), nearly all of the 
w hL shown in the previous figure (except near the surface) is contributed from the 
resolved scales. As already mentioned several times, this is not physically correct 
for coarse-grid simulations of shallow convection. For PDF-SAM using L=Bougeault 
(Fig. 6.12(c)), a substantial amount of the vertical flux of heat is contributed by the 
SGS for the 12.8- and 25.6-km horizontal grid spacings. However, for grid spacings 
finer than this, only about 30-40% of the flux is contributed by the SGS within the 
cloud layer.
These results help to explain why both the standard SAM and PDF-SAM using 
L Bougeault are sensitive to changes in the horizontal grid sizes. The reason is that 
neither of these SAM configurations can accurately partition the resolved and SGS 
kinetic energy. Therefore, if the cloud circulations are being governed or partially 
governed (as is the case for the PDF-SAM using the Bougeault length scale) by the 
resolved scales and hence model dynamics, then of course there will be major sensi­
tivities seen with regard to the horizontal grid size selected. However, in Fig. 6.13(b) 
I show that most, if not all, of the heat flux is being contributed by the subgrid 
scales for the PDF-SAM configuration using the Bogenschutz length scale. For this 
configuration it appears that the cloud circulations and cloud-forming processes are 
being governed by the subgrid-scale model, which is physically correct for coarse-grid 
simulations of shallow convection. Therefore, the simulations for this configuration 
appear to be much less sensitive to the horizontal grid spacing compared to standard 
SAM and PDF-SAM using L= Bougeault.
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Fig. 6 of Cheng et al. (2010) presents the partitioning of the turbulent fluxes of 
heat and moisture for grid spacings of 250 m, 500 m, 1 km, and 2 km for the RICO 
case. In this figure the top row denotes the subgrid-scale contributions to these fluxes 
while the bottom row denotes the resolved contribution. The dotted lines denote the 
predicted values from the CRM the authors used (University of California Los Angeles 
(UCLA) CRM) while the solid line denotes the values determined via LES by a filter. 
This figure demonstrates that for grid sizes 1 km and larger, nearly all of the heat and 
moisture transports are carried out by the subgrid-scale motions, with a small resolved 
component. Even for a grid size of 500 m, the cloud circulations are mostly SGS 
(about 80% of the transports are SGS). The CRM they tested behaves similarly to 
standard-SAM, in which the cloud circulations are projected onto the resolved scales 
regardless of the grid size used. However, PDF-SAM has SGS fluxes that appear to 
match the diagnosed transports in their figure much better than standard-SAM and 
the UCLA CRM.
Now I examine some of the output variables from the assumed PDF, which is 
used as the SGS condensation scheme for the PDF-SAM. The total (resolved+SGS) 
liquid water flux for the three configurations is shown in Fig. 6.14. Due to the fact 
that standard SAM does not compute a SGS w ql quantity (due to lack of SGS 
condensation), I conclude that the entire contribution in Fig. 6.14(a) is from the 
resolved scales. Both configurations of PDF-SAM have very good representations 
of the total w ql . However, it appears that PDF-SAM using L=Bogenschutz is 
less sensitive to changes in the horizontal grid spacing and has an overall better 
representation of the total w ql .
The SGS contributions of w ql for both PDF-SAM configurations is shown in 
Fig. 6.15. Most or all of the liquid water flux is contributed by the SGS condensation 
scheme for the PDF-SAM using L=Bogenschutz. Meanwhile, only a fraction of the 
contribution for horizontal grid sizes less than 12.8 km are from the SGS model 
for the PDF-SAM using the Bougeault length scale. This result largely follows the 
analysis for the BOMEX case and suggests that PDF-SAM using L=Bogenschutz is 
more efficient in maintaining SGS TKE because of the production by the SGS flux 
of liquid water. Therefore, the turbulent moments needed for the assumed PDF are
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better represented, as they are a function of SGS TKE, and this results in better 
cloud representation.
Fig. 6.16 shows the temporally and horizontally averaged profiles of the liquid 
water mixing ratio (ql) for the three SAM configurations. The standard SAM di­
agnoses qi from the “all-or-nothing” approach, while both PDF-SAM simulations 
diagnose qi from the Analytic Double Gaussian 1 PDF. Both the standard SAM and 
PDF-SAM using L=Bougeault show high sensitivity to the horizontal grid spacing 
used. In addition, both of these configurations grossly overestimate the amount of 
liquid water for this regime (it is important to note that each of the panels in Fig. 6.16 
use different limits for the x-axis). The Ax =  3.2 km simulations using the standard 
SAM overdiagnoses ql by a factor of ~5, while the PDF-SAM using L=Bougeault 
configuration overdiagnoses ql by a factor of ~ 3.5-4.
The PDF-SAM configuration using the Bogenschutz length scale, on the other 
hand, also exhibits a positive bias in the averaged profiles of ql. However, this bias 
is much smaller than for the other two configurations. In addition, PDF-SAM using 
L=Bogenschutz appears to be very robust in diagnosing qi for the various horizontal 
grid sizes. The differences between the two PDF-SAM configurations are striking. 
It is interesting to note that the panels for the standard SAM and PDF-SAM using 
L =  Bougeault are very similar. This suggests that for my diagnostic PDF approach 
to work properly, a length scale must be used that partitions between the resolved 
and SGS energy correctly, otherwise the PDF results may resemble those of the 
“all-or-nothing” condensation scheme. Based on previous discussion (especially in 
Chapter 4), this result is not so surprising. Although not shown for this case, the 
vertical velocity skewness for PDF-SAM using L=Bougeault is underrepresented in 
the cloud layer, which is a chief reason for the overestimation of the cloud properties.
The horizontally and temporally averaged profiles for the cloud fraction are shown 
in Fig. 6.17. These results are very similar to those shown for the profiles of the liquid 
water mixing ratio in the previous figure. Both the standard SAM and PDF-SAM 
L=Bougeault overestimate the cloud fraction and both configurations are sensitive 
to changes in the horizontal grid spacing. In addition, both configurations produce 
clouds that are too shallow, with cloud tops about ~500 m too low. While the
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PDF-SAM using the Bogenschutz length scale misdiagnoses the level of maximum 
cloud fraction, there is no large positive bias as seen in the previous two configurations. 
In addition, the mean heights of both cloud base and cloud top are much better 
represented in comparison to the other 2D-CRMs. However, the misplacement of 
the level of maximum cloud fraction in PDF-SAM using L=Bogenschutz suggests 
that there is room for improvement in the current model configuration. Perhaps the 
coupling of PDF-SAM with a double-moment microphysics scheme would help to 
alleviate this problem.
Finally, I show the horizontally and temporally averaged profiles for the precip­
itation rate for the three SAM configurations in Fig. 6.18. The caveat here is that 
the LES was run with single moment microphysics. Observations suggest that the 
surface precipitation rate is 0.3 mm/day for this case. My LES simulation shows 
a modeled surface precipitation rate of 0.4 mm/day, therefore it is with caution 
that I use the LES as “truth” here. However, the results for the three simulations 
generally match the behaviors displayed in the previous analyses: with the standard 
SAM and PDF-SAM using Bougeault length scale exhibiting high sensitivity to A x , 
while the PDF-SAM using the Bogenschutz length scale appears to be much more 
robust. In addition the simulations of PDF-SAM using L=Bogenschutz generally has 
better agreement with LES and the observed surface precipitation rate. This is a 
promising result, suggesting that PDF-SAM can adequately represent the light rain 
that sometimes accompanies these shallow cumulus clouds, which is often difficult for 
models to adequately simulate.
6.3 Transition Case
This section presents results from the 7 day transition case from stratocumulus 
to cumulus. The case set-up is based on observations from the Ocean Weather North 
(OWN) ship and the case description is found in Chapter 2. First, I will present results 
for day 1, to examine how the 2D-CRMs simulate the diurnally evolving maritime 
stratocumulus-topped boundary layer as it moves over slightly warmer water. Second, 
I will present results for the full transition, to determine if PDF-SAM can adequately 
transition from a stratocumulus-topped boundary layer to a trade-wind cumulus
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boundary layer within the 7 day period. This case employs the use of interactive 
shortwave and longwave radiation schemes. For the PDF-SAM configurations, the 
SGS cloud fraction and nonprecipitating cloud condensate are passed to the radiation 
scheme for consistent consideration of the SGS processes.
6.3.1 Stratocum ulus Analysis
For this section, the 2D-CRMs are presented with grid sizes of Ax — 3.2 km and 
A z — 20 m. The LES has a configuration of A x  — 50 m and A z — 20 m. Here, I only 
examine the first day of the transition case, for which diurnally varying stratocumulus 
regime is present. Results are presented for CRM simulations using a fine vertical 
grid spacing (which has been shown by Bretherton et al. (1999) to be essential for 
properly representing the stratocumulus-topped boundary layer). However, in the 
next section I will discuss whether these results still hold when the vertical resolution 
is more coarse in the boundary layer (A z—150 m). The simulation is initialized at 
midnight (local time) and is integrated for 24 hours. Both shortwave and longwave 
interactive radiation schemes are employed in this simulation and this allows for an 
analysis of how each CRM simulates the stratocumulus regime in response to the 
diurnal variations of the incoming solar radiation. SSTs are initialized at 290 K and 
increase linearly to 291.5 K by the end of the first simulated day.
Fig. 6.19 displays the horizontally averaged profiles of liquid water potential 
temperature Ql and total water mixing ratio qt averaged over the first twenty-four 
hours of the transition case. It appears from Fig. 6.19(a) that PDF-SAM using 
T—Bogenschutz best represents the thermodynamic temperature profile. Although 
hard to determine in the figure, the LES curve is nearly identical to that of the 
profile for PDF-SAM using T—Bogenschutz. It is the only CRM simulation that can 
adequately predict the temporally averaged inversion height. This is also mirrored 
in the profiles for total water mixing ratio (Fig. 6.19(b)), however, it appears that 
PDF-SAM using T—Bougeault has better representation in the subcloud layer.
The evolution of the horizontally averaged profiles of cloud fraction for the first 
day of the transition case can be found in Figs. 6.20 through 6.23. The initial cloud 
field is a nocturnal stratocumulus deck that is characterized by high values of cloud
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fraction, liquid water path, and optical thickness. Halfway through the first day, 
interaction with incoming shortwave radiation acts to thin and break-up the cloud 
deck somewhat. The stratocumulus cloud deck then becomes better defined near 
the end of the day as the effects of incoming solar radiation diminish and longwave 
cooling at cloud top dominate. However, the cloud deck is not as thick at the end of 
the first day compared to the beginning of the simulation. This is due to gradually 
rising SST values that are prescribed throughout model integration. Only PDF-SAM 
using L=Bogenschutz can adequately represent this process as both cloud thickness 
and the diurnal variations of the cloud field are simulated reasonably well. However, 
cloud thickness near the beginning of the day is somewhat underestimated and cloud 
fraction is overestimated during the daylight hours. Both standard SAM and PDF- 
SAM using L=Bougeault simulate a cloud deck that is too thick during the middle 
and later portions of the first day. In addition, cloud top height appears to lower 
throughout the daytime hours for standard SAM, which is counter to rising cloud 
deck simulated by LES. This is mostly due to inefficient transports of SGS heat and 
moisture for standard SAM. The reduced cloud cover for standard SAM is indicative 
of the general behavior of this model to simulate scattered patches of stratocumulus.
Fig. 6.24 through 6.27 display the evolution of the temporally and horizontally 
averaged profiles of the vertical velocity variance (resolved+SGS) for the first simu­
lated day of the transition case. The LES benchmark case shows two local maximum 
of w 2 near cloud top (one near the beginning of the simulation and the other near 
the end), both corresponding to the nighttime portions of the simulation and when 
the stratocumulus deck is better defined. The maximum w 2 in cloud during the 
nighttime periods is mostly due to turbulence generated from longwave cooling at 
cloud top. At these times, turbulence is also relatively high in the sub cloud layer and 
the vertical structure of w 2 indicates more of a coupling between the subcloud and 
cloud layer.
Although PDF-SAM using L=Bogenschutz tends to overestimate the vertical 
velocity variance systematically at cloud top, it produces a better match with LES 
compared to the other 2D-CRM simulations. The overestimation during the daytime 
hours is due to overprediction of cloud cover which leads to stronger radiational
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cooling and stronger turbulence. In addition, the coupling between the cloud and 
subcloud layers appears to be well represented for this configuration (i.e., there is 
no minimum in w 2 between the subcloud and cloud layers). Standard SAM grossly 
underestimates w 2, with a rather unrealistic vertical structure, while PDF-SAM using 
L=Bougeault tends to overestimate w 2 in the subcloud layer and underestimate 
this quantity near cloud top. The better representation of w 2 for PDF-SAM using 
L=Bogenschutz indicates a more realistic simulation of the turbulent processes, which 
leads to a better representation of the cloud structure and the dynamical evolution 
of the cloud fields.
Fig. 6.28 displays the horizontally and temporally averaged profiles for variables 
that are diagnosed from the assumed PDF (cloud fraction, liquid water mixing ratio, 
and the liquid water flux) over the 24 hour period. Clearly, the standard SAM 
underdiagnoses both cloud base and cloud top heights, which is in agreement with 
findings from Fig. 6.21. While PDF-SAM using L=Bogenschutz slightly overdiagnoses 
cloud base height, the agreement with LES for both cloud fraction and ql is much 
better than the aforementioned simulation. PDF-SAM using L=Bougeault appears to 
better diagnose cloud base compared to PDF-SAM using L=Bogenschutz. However, 
it also overpredicts cloud fraction and ql somewhat and underdiagnoses cloud top 
height. The overpredictions related to cloud fraction and ql are due to the inability of 
PDF-SAM using L=Bougeault to adequately represent the diurnal variations of the 
cloud field, as the cloud deck during the daytime is typically too thick.
The general nature of these results is mirrored in the profiles for the liquid water 
flux. The standard SAM underestimates the resolved+SGS w ql . While PDF-SAM 
using L =Bogenschutz overdiagnoses cloud base height, the magnitude of the total 
w ql is much more comparable to that of the LES. PDF-SAM using L=Bougeault 
appears to have the best overall representation of the total liquid water flux. However, 
Fig. 6.28(d) shows that the entire contribution to w ql is from the subgrid scales for 
PDF-SAM using L=Bogenschutz. For PDF-SAM using L=Bougeault only a portion 
of the contribution is from the subgrid scales. Therefore, while PDF-SAM using 
L=Bougeault may appear to have a better representation of the total w ql , it appears 
that the liquid water flux generated by PDF-SAM using L=Bogenschutz is more
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physical. The better representation of SGS w ql leads to a better representation of 
the SGS TKE (as shown in Fig. 6.26).
Table 6.1 displays the temporally and horizontally averaged liquid water paths 
for various averaging intervals from the first day of the transition case. The first
4 hours of the simulation are characterized by the thickest stratocumulus clouds in 
LES, since the simulation is initialized at nighttime and with relatively cold SST. 
Therefore, this time period contains the largest integrated liquid water path (LWP), 
which the two PDF-SAM simulations can replicate quite nicely, albeit with some 
negative bias. Standard SAM, however, overestimates the LWP for this time period. 
Starting at hour 16 of the simulation solar radiation thins the stratocumulus deck and 
thus the LWPs decrease. This decrease is represented in the decreased LWPs averaged 
over the full day when compared to those averaged over the first four or 12 hours. 
Again, all simulations provide reasonable estimates for the LWP during the first day. 
However, those presented for standard SAM and PDF-SAM using L=Bougeault are 
overestimated. This is due to the behavior of these two simulations to create cloud 
decks that are too thick near the end of the simulation (see Fig. 6.20).
Fig. 6.29 displays the horizontally and temporally averaged profiles for the fluxes 
of heat, moisture, and virtual potential temperature (i.e., buoyancy flux). Clearly, 
both PDF-SAM simulations can represent the flux of heat more realistically than the 
standard SAM. However, PDF-SAM using L=Bougeault has significant contributions 
from the subgrid scales at the cloud top and near the surface, which is somewhat 
similar behavior to that of the standard SAM. PDF-SAM using L=Bogenschutz 
appears to better partition the resolved and SGS vertical fluxes of heat. The heat 
flux provides an important source of TKE in the cloudy boundary layer and is thus 
important for the maintaince and evolution of the turbulence. PDF-SAM using 
L=Bogenschutz appears to have a better representation of this process.
However, the moisture flux is better represented in the subcloud layer by PDF- 
SAM using L=Bougeault, even though the majority of the flux is contributed by the 
resolved scales (not shown). Standard SAM and, to a much lesser degree, PDF-SAM 
using L=Bogenschutz both underestimate w'qt in the subcloud layer. This indicates 
that mixing is not vigorous enough and helps to explain the discrepancies in the
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profiles of qt, seen in Fig. 6.19(b). However, the overly large resolved w'qt help to 
explain why cloud thickness is too large near the end of the simulation for PDF- 
SAM using L=Bougeault. Due to entrainment rates that are slightly too high at 
cloud top in PDF-SAM using L=Bougeault, this simulation creates excessively large 
resolved w qt in order to maintain clouds and a steady state. However, the sharp 
vertical gradient of w qt found at cloud top is better defined in PDF-SAM using 
L=Bogenschutz. This sharp gradient is required to properly maintain the sharp 
gradient of qt at cloud top and properly represent the evolution of the cloud layer.
The horizontally and temporally averaged profiles of the higher-order moments of 
w 2 and w 3 are shown in Fig. 6.30. These profiles represent resolved+SGS contribu­
tions. However, for the PDF-SAM simulations most, if not all of this, contribution 
is from the subgrid-scale model. These two moments are inputs to the PDF scheme. 
While PDF-SAM using L=Bogenschutz underdiagnoses w 2 in the boundary layer and 
overdiagnoses w 2 in the cloud layer, these profiles resemble the LES results much more 
than the standard SAM do. This is due to better representation of the turbulence 
processes, such as the SGS liquid water flux (w ql). The profiles for PDF-SAM using 
L=Bougeault are not quite as nice as the simulation using L=Bogenschutz, where 
w 2 is overdiagnosed in the boundary layer and underdiagnosed in the cloud layer.
The third-order moment of vertical velocity is not represented quite as nicely, 
compared to w 2, for PDF-SAM using L=Bogenschutz (Fig. 6.30(b)). To diagnose the 
SGS w 3, the diagnostic expression described by Canuto et al. (2004) is used. Here, 
I show that while PDF-SAM using L=Bogenschutz overdiagnoses the magnitude of 
w 3, the overall shape is largely preserved. However, it appears that the PDF-SAM 
using L=Bougeault configuration can better diagnose w 3, both in terms of the shape 
and magnitude of the profile. These results, however, suggest that the diagnostic 
expression for w 3 used in both of my PDF-SAM simulations may be able to better 
represent this higher-order moment compared to predictive expressions. Here, I refer 
to the model results of Golaz et al. (2002b), for their stratocumulus case (Fig. 13 from 
Golaz et al. 2002). Although, it is important to note that they used a different case 
for their stratocumulus simulation (International Satellite Cloud Comparison Project 
(ISCCP) First ISCCP Regional Experiment (FIRE)), therefore a direct comparison
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cannot be made. Thus, I only make a general comparison of model results. Their 
prognostic expression for w 3 returns a value with the wrong sign for this term 
throughout much of the boundary layer. While the PDF-SAM using T—Bogenschutz 
may suffer from some magnitude issues, the overall shape of the profile of w 3 is 
represented better than the quantity predicted by Golaz et al. (2002b). However, 
due to the fact that stratocumulus layers are generally only weakly skewed, the closure 
is generally not sensitive to w 3 for this regime, since the magnitudes diagnosed are 
quite small.
Next, I examine more input moments which are needed for the assumed-PDF. 
These are the scalar variances (h'L and qt2) and scalar covariance (h'Lqt), of which the 
horizontally and temporally averaged profiles can be found in Fig. 6.31. The profiles 
represent resolved+SGS contributions. In LES the variances and covariances peak 
near cloud top due to entrainment and hence the drier/warmer air from inversion 
top mixes with the moister/colder air in the mixed layer. The representation by 
the PDF-SAM using T—Bogenschutz is most comparable to the LES as both the 
standard SAM and PDF-SAM using T—Bougeault overdiagnose these variances and 
covariance at the inversion top. The variances are too large in standard SAM and 
PDF-SAM using T—Bougeault due to artificially large resolved circulations and not 
overly efficient entrainment rates. Thus, (while not shown) most of the variances and 
covariance are contributed from the resolved scales for the standard SAM, while most 
are contributed from the subgrid scales for the PDF-SAM simulations. The rather 
“peaked ” nature of the spikes near cloud top for the 2D-CRMs is due to the relatively 
coarse vertical grid.
The horizontally and temporally averaged profiles for the eddy length and SGS 
TKE can be found in Fig. 6.32. The “tuning” for the Bougeault length scale was left 
the same as it was for the RICO and BOMEX simulations. While it is shown that 
the Bougeault length scale has good representation in the subcloud layer, it produces 
length scale values that are much too low in the cloud layer. This is due to the 
behavior of this formulation. It is much too sensitive to the overlying stable layer 
and follows my a priori analysis in Chapter 4. The Bogenschutz length scale supplies 
more realistic values for T in the cloud layer. However, the magnitude is somewhat
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underestimated in the boundary layer (if Fig. 4.2(c) is used as the benchmark), which 
may explain why the mixing associated with w qt is not as vigorous as it should be. 
Nonetheless, the Bogenschutz length scale demonstrates that it can represent this 
stratocumulus regime fairly well without any tuning.
The averaged profiles for the SGS TKE are shown in Fig. 6.32(c). Here, the black 
dotted line denotes the SGS TKE diagnosed for a 3.2 km grid from LES (what I am 
taking to be “truth” ). Results follow what would be expected for the 2D CRMs: both 
the standard SAM and PDF-SAM using L=Bougeault considerably underestimate the 
SGS TKE, while PDF-SAM using L=Bogenschutz has a more reasonable prediction 
in the cloud layer. However, PDF-SAM using L=Bogenschutz does underpredict 
SGS TKE in the subcloud layer, which is in agreement with the results seen from 
the length scale analysis. The underrepresentation of turbulence in the cloud layer 
for the PDF-SAM configuration using L=Bougeault is responsible for the poorer 
representation of the evolution of the cloud layer compared to the configuration using 
L=Bogenschutz.
Finally, I examine some of the horizontally averaged profiles but separate them for 
the first 12 hours versus the last 12 hours. Fig. 6.33 displays these profiles for the liquid 
water mixing ratio and for the cloud fraction. For both ql and cloud fraction, PDF- 
SAM using L=Bogenschutz can better represent these quantities for both averaging 
periods. The improvement over the other 2D-CRMs for the last 12 hours is especially 
striking. Whereas standard SAM and PDF-SAM using L=Bougeault tend to produce 
cloud decks that are too thick, PDF-SAM using L=Bogenschutz compares much 
better with the LES benchmark. This is an encouraging result and suggests that 
this PDF-SAM configuration can adequately simulate the diurnal evolution of the 
stratocumulus topped boundary layer. Fig. 6.34 displays the profiles of 0l and the 
total w hL averaged over the last 12 hours of the first day of the transition case. Again, 
it is demonstrated that PDF-SAM using L=Bogenschutz can very nicely simulate the 
evolution of the mean state and turbulence in this diurnally affected boundary layer.
In comparison with other PDF-based models, Fig. 12 of Golaz et al. (2002) shows 
the horizontally and temporally averaged profiles of 0l, qt, cloud fraction, and cloud 
water mixing ratio from the SCM of Golaz et al. (2002b) from their stratocumulus
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case. Although their stratocumulus case was based on the FIRE experiment, this 
regime is climatically similar to day 1 of the transition case. This figure shows that 
this SCM tends to produce inversion layers that are too smoothed out (even with A z=  
25 m used in these simulations) and therefore the cloud properties are underestimated 
by about 40% in comparison with LES.
The results for the SAM-IPHOC are shown in Fig. 8 from Cheng and Xu (2008) 
for the Atlantic Stratocumulus Transition Experiment (ASTEX). This regime is quite 
different from the first day of the transition case and the FIRE case because it is 
characterized by a relatively thick cloud deck and an inversion top that is not as 
sharp as the aforementioned cases. Therefore, only a general comparison can be made 
with the results of PDF-SAM. Fig. 8 from their paper shows that SAM-IPHOC can 
represent this regime quite well for horizontal grid sizes of 250 m and 500 m. However, 
for grid sizes of 1 km or more, the inversion top for qt becomes too smoothed out and 
therefore cloud liquid water is underestimated by 25% compared to LES for these 
grid sizes. Therefore, the results for PDF-SAM are rather promising, because with 
grid sizes of 3.2 km, this simple closure can still adequately represent cloud top and 
the associated cloud properties when compared to more complex models.
For this stratocumulus simulation I showed that both PDF-SAM configurations 
can produce very reasonable results. However, since PDF-SAM using L=Bogenschutz 
can provide more realistic treatment of SGS turbulent quantities near cloud top, the 
evolution and dynamics of the cloud layer are in better agreement with LES. Both 
standard SAM and PDF-SAM using L=Bougeault tend to produce cloud decks that 
are too thick near the end of the simulated day, although the problem is worse for stan­
dard SAM. It appears that PDF-SAM using L=Bougeault can better represent certain 
quantities compared to its counterpart configuration (such as the resolved+SGS w'qt 
and w 3). In the a priori analysis of Chapter 4, I showed that the Bougeault length 
scale does have better representation in the subcloud layer for this regime. This should 
not be too surprising since the Bougeault length scale was specifically designed for 
the stratocumulus regime. However, it does appear that the overall results favors the 
PDF-SAM using L=Bogenschutz configuration.
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6.3.2 Full Transition Analysis
For this section, the 2D-CRM results are presented for grid sizes of A x  =  3.2 
km and A z =150 m within the boundary layer. The CRM simulations utilize 50 
vertical levels, stretching to the top of the atmosphere. The LES has a configuration 
of Ax =  A y  =50 m and A z =20 m in the boundary layer, utilizing 145 vertical levels 
to the top of the atmosphere. Thus, this represents a test of the PDF-SAM with a 
coarser vertical grid spacing, and one that is somewhat comparable to that being run 
in the MMF.
Figs. 6.35 through 6.38 show the evolution of the horizontally averaged profiles of 
cloud fraction for the benchmark simulation, standard SAM, and the two PDF-SAM 
configurations (where the only difference is the length scale formulation used). The 
LES benchmark simulation (Fig. 6.35(a)) shows a stratocumulus regime present for 
the first day. Following this there are several days characterized by cumulus rising into 
broken stratocumulus. During this time there is a deepening of the cloud layer and a 
decoupling of the cloud layer from the subcloud layer. Finally, at approximately day 
6 the regime has fully transitioned to a trade-cumulus layer, which is characterized 
by low cloud fraction. The gradual rise in the prescribed sea surface temperature is 
responsible for the transition. Krueger et al. (1995) provide a detailed analysis of the 
turbulent structure of the transition from stratocumulus to cumulus. Here, I see how 
the 2D-CRMs handle this transition.
Only the PDF-SAM using L=Bogenschutz can adequately transition to a purely 
trade cumulus regime at the end of the simulation. The standard SAM produces 
unrealistic results (Fig. 6.36(a)) and is characterized by a coupled stratocumulus 
boundary layer for the first 5 days of the simulation, after which there is finally a 
transition to a broken stratocumulus regime over trade cumulus. The lack of SGS 
transports in the standard SAM is responsible for the stubbornness to transition. The 
PDF-SAM using L=Bougeault provides a more realistic transition than the standard 
SAM, however, it produces cloud fractions that are much too high for a trade cumulus 
regime at the end of the simulation. This is in agreement with the analysis for the 
BOMEX and RICO simulations. While the PDF-SAM using L=Bogenschutz provides 
the best results of the 2D simulations, it does appear to transition to a purely trade
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cumulus regime a bit too early. This is indicated by the cloud fraction values near 
cloud top, which are too low during the fifth and sixth days.
However, it should be mentioned that an unpublished study of Bogenschutz and 
Krueger (2009) found that the specifics of the transition in LES appear sensitive to 
horizontal domain size. Domain sizes tested in the LES were 3.2, 6.4, 12.8, and 25.6 
km. While each of these domain sensitivity tests ultimately transition to a trade 
cumulus boundary by the end of the simulation, the LES using a smaller domain 
size tends to dissipate the stratocumulus deck more slowly and hence transitions 
to a trade cumulus regime take a longer period of time. Simulations with a larger 
horizontal domain tend to transition more abruptly. It is not yet clear why there is 
a dependence on the horizontal domain size, however, all LES (regardless of domain 
size) simulations ultimately do transition to a purely trade cumulus regime by the 
end of the simulation.
Figs. 6.39 through 6.42 display the temporally and horizontally averaged profiles 
for the SGS vertical flux of heat (w'h'L). For the 2D-CRM simulations only the SGS 
contribution is plotted. Fig. 6.39 represents the SGS w hL diagnosed from LES for 
a 3.2 km grid spacing and is therefore used as my “truth” for verifying the SGS 
transports for the CRM simulations. In general, the SGS w h'L computed from PDF- 
SAM using L=Bogenschutz has an excellent match with the LES retrieved fluxes. 
This is true both in terms of the magnitude and temporal evolution and the better 
representation of this turbulent quantity is a chief reason why this configuration 
outperforms the other 2D-CRMs. Standard SAM tends to grossly underestimate the 
SGS flux, with the exception of near the surface and near the cloud top where the SGS 
contribution appears to be too strong and ill-represented for much of the simulation. 
The vertical structure is indicative of a stratocumulus topped boundary layer. The 
underestimate of the SGS heat flux in the subcloud and cloud layers for standard SAM 
is the chief reason why this configuration fails to decouple in a reasonable amount 
of time, as this simulation is less “responsive” to changes in the SSTs which drive 
the transition. PDF-SAM using L=Bougeault appears to have acceptable evolution 
of the SGS w hL, however, magnitudes within the cumulus layers appear to be too 
small.
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Another term that is crucial for the proper representation of the transition is the 
third moment of vertical velocity (w 3), which is needed for the skewness calculation 
in the assumed PDF. Figs. 6.43 through 6.46 display the evolution of the temporally 
and horizontally averaged profiles of w 3. During the first two days, PDF-SAM 
using T—Bogenschutz struggles in diagnosing w 3, as was seen in the analysis for the 
stratocumulus regime. However, w 3 is represented much better by this configuration 
once transition occurs to a more cumulus regime after day 2. The magnitude of 
w 3 in the cloud layer for PDF-SAM using T—Bogenschutz has good agreement with 
LES, although in the subcloud layer w 3 is underestimated. For both standard SAM 
and PDF-SAM using T—Bougeault the magnitude of w 3 is generally underestimated 
in the cloud layer. For PDF-SAM using T—Bougeault underestimation is another 
major reason why cloud fraction and ql are generally too high for the cumulus regime. 
However, it should be noted that the subcloud layer representation of w 3 is best for 
PDF-SAM using T—Bougeault.
In the previous section I showed that PDF-SAM can represent the diurnal evo­
lution of the stratocumulus topped boundary layer very well with a fine vertical 
resolution. With this configuration the vertical grid spacing is 150 m in the boundary 
layer. This is far more coarse than the recommended minimum A z —25 m (Bretherton 
et al. 1999) to adequately resolve the sharp inversion at boundary layer top and 
represent the entrainment processes. So how do the three CRM simulations fare 
when vertical resolution is reduced to Az — 150 m within the boundary layer? 
The evolution of the temporally and horizontally averaged profiles can be found in 
Fig. 6.47 through 6.50 for this set up. While the quality has certainly degraded for 
all simulations, the overall evolution of the cloud field for each CRM configuration 
is acceptable given that A z is six times more coarse than the minimum required 
vertical resolution. However, it appears that PDF-SAM using T—Bogenschutz can 
still provide the best results when compared to LES. Standard SAM and PDF-SAM 
using T—Bougeualt still show tendencies to simulate cloud decks that are too thick 
at the end of the first day.
The rest of the analysis will focus on horizontally and temporally averaged profiles 
from day 3 (where the broken stratocumulus over cumulus regime is present) and day
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6 (where the transitioned trade cumulus regime is present). First I examine the 
horizontally and temporally averaged profiles for cloud fraction from days 3 and 6 
(Fig. 6.51). For the third day, it is obvious that the standard SAM has a profile 
that is characteristic of a stratocumulus regime, while PDF-SAM using L=Bougeault 
also overestimates cloud fraction, although to a lesser degree. PDF-SAM using 
L=Bogenschutz, while underdiagnosing cloud fraction, appears to be able to capture 
the broken stratocumulus over trade cumulus reasonably well. The negative bias 
in the broken stratocumulus cloud fraction appears to be related to the relatively 
coarse vertical grid spacing, which has trouble resolving the thin stratocumulus layer. 
PDF-SAM using L=Bougeault has a cloud base which is too high, suggesting that 
it is not yet diagnosing cumulus clouds under the stratocumulus layer. Results for 
day 6 show similar behavior to those seen in day 3 for cloud fraction (Fig. 6.51(b)). 
During this day, the cloud field has nearly transitioned to one of purely trade cumulus 
characteristics. Here, only PDF-SAM using L=Bogenschutz shows cloud fractions 
resembling those of a trade-cumulus regime, albeit underestimated. This indicates 
that this configuration is a bit too quick to transition to the trade-cumulus regime. 
The horizontally and temporally averaged profiles for the liquid water mixing ratio 
from days 3 and 6 are shown in Fig. 6.52. Results for ql are very similar to those seen 
for the cloud fraction.
Table 6.2 displays the temporally and horizontally averaged liquid water paths for 
each simulated day. Liquid water path (LWP) is an important quantity for compu­
tation of radiation, therefore it is imperative that this quantity be represented well. 
Results in this table generally follow the patterns found in Fig. 6.35, that is standard 
SAM and PDF-SAM using L=Bougeault generally overestimate the liquid water path. 
This bias is most pronounced for standard SAM for the later days where LWP is often 
overestimated by a factor of two or three. PDF-SAM using L=Bogenschutz generally 
has the best representation of the LWP, however, past day 4 there is a negative bias. 
This is in agreement with the finding that this configuration generally transitions to a 
trade cumulus regime faster than LES. However, the general behavior of the transition 
is captured much better with PDF-SAM using L=Bogenschutz than compared to the 
other 2D-CRM configurations.
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Next, I examine the horizontally and temporally averaged profiles of the liquid 
water flux for days 3 and 6 in Fig. 6.53. In this figure both the resolved+SGS w'q[ 
and SGS w'q[ are shown. First, examining the total w ql , it appears that PDF-SAM 
using L =Bougeault has better representation than PDF-SAM using L=Bogenschutz 
for both the third and sixth day. However, the examination the SGS contribution of 
w ql shows PDF-SAM using L=Bogenschutz is likely the most physical configuration. 
Less than half of the liquid water flux is SGS for PDF-SAM using L=Bougeault, 
indicating inadequate partitioning of the SGS/resolved energy. However, it is shown 
that PDF-SAM using L=Bogenschutz does diagnose w ql at levels too low. This is 
in agreement with the a priori analysis in Chapter 3 (Fig. 3.7(c)) where this was 
an undesirable feature of the Analytic Double Gaussian 1 PDF for day 3 of this 
transition. By day 6, however, it appears this problem is somewhat improved.
The horizontally and temporally averaged profiles of the heat flux are shown in 
Fig. 6.54 for days 3 and 7. These results are very similar to those of the liquid water 
flux, where both PDF-SAM using L=Bogenschutz and PDF-SAM using L=Bougeault 
have excellent representation for the total contribution of w h L. The shape of the 
profiles decrease linearly to cloud top, which is characteristic of a transitioning regime 
(Lappen and Randall 2001). When examining the SGS contribution for the two 
PDF-SAM simulations it is obvious that the way each of these two simulations “work” 
is completely different. PDF-SAM using L=Bogenschutz has excellent representation 
of the SGS flux of heat, while both PDF-SAM using L=Bougeault and standard SAM 
grossly underestimate this flux. This is in agreement with the analysis provided in 
Fig. 6.49.
In a comparison to a similar model, I refer to Fig. 12 of Cheng and Xu (2008) 
and examine the profiles of the transports of heat and moisture simulated by the 
intermediate predictive higher-order closure (IPHOC). In this case they simulated 
the ATEX (Atlantic Transitional Experiment) case, which is a 6 hour simulation of 
a transitional regime from stratocumulus to cumulus and is comparable to day 3 of 
the transition simulation shown in this dissertation. Note that their simulation was 
not a time dependent simulation but initialized with conditions corresponding to the 
transitional nature of the case.
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The results of the IPHOC simulation of this transitional case were somewhat 
mixed. The authors found that for horizontal grid sizes of 250, 500, and 1000 m 
IPHOC could correctly predict the appropriate magnitude and structure of qi and 
cloud fraction. However, for horizontal grid sizes of 2 km and 4 km (all simulations 
utilized A z=  40 m) they reported cloud fractions and liquid water mixing ratios 
that were much too high when compared to LES (this is counter to their BOMEX 
simulation where IPHOC shows excellent agreement with LES for all horizontal grid 
sizes tested) and not representative of the cumulus under stratocumulus boundary 
layer. The authors concluded that a spacing of 1 km is the maximum advisable grid 
size to simulate such a regime with IPHOC.
Fig. 12 of Cheng and Xu (2008) can provide some clues as to why there is 
degradation of the transitional regime for ATEX for IPHOC. It appears for this regime 
the SGS/resolved energy cannot be partitioned correctly, as for a 2 km and 4 km grid 
size less than 50% of the transports of heat is SGS. This suggests a dependence on the 
resolved scale circulation for these large grid sizes. Surely, for a regime characterized 
by shallow convection a significant portion (if not all) of the energy should be SGS. 
In fact, Cheng et al. (2010) show that for such a regime, even for a 1 km horizontal 
grid size, nearly 80% of the heat transport is SGS. Deficiencies in their model could 
be related to the choice of length scale used, which is the Bougeault length scale. In 
fact, the shape of the heat flux profiles in Figs. 6.54(c) and Fig. 8 of Cheng and Xu 
(2008) are very similar. The closure of Lappen and Randall (2001) also reported some 
difficulties simulating this regime, as they reported ql and cloud fraction magnitudes 
that were too low. Comparing results of PDF-SAM for day 3, with those of higher 
complexity models that simulate the time independent transition, it appears that my 
low complexity model can actually simulate this type of regime better than more 
expensive closures.
There are also major differences seen in the horizontally and temporally averaged 
profiles for the precipitation rate for days 3 and 6 (Fig. 6.55). Here it is demonstrated 
that PDF-SAM using L=Bogenschutz best matches the precipitation rates produced 
by the LES while the standard SAM and PDF-SAM using L=Bougeault grossly 
overestimate the precipitation rate. This overestimation by these two configurations
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is likely due to the fact that both overdiagnose cloud condensate for days 3 and 6. 
In the simple single moment microphysics scheme used, the auto-conversion rate to 
precipitation is computed as a function of the diagnosed cloud condensate. Only 
PDF-SAM using L=Bogenschutz can adequately predict the low-drizzle rates that 
accompany these trade cumulus.
Fig. 6.56 displays the horizontally and temporally averaged profiles of resolved+SGS 
w 3 for days 3 and 6. In Fig. 6.30(b) it was demonstrated that PDF-SAM using 
L=Bogenschutz experienced some issues in diagnosing the magnitude of the SGS 
w 3, although the general vertical structure of the profile was preserved. For days
3 and 6, it appears that PDF-SAM using L=Bogenschutz has a better handle, in 
terms of diagnosing w 3, compared to the first day. Unlike the first day, when the 
stratocumulus regime is present, the accurate representation of w 3 becomes much 
more important as the cloud field is highly skewed for days 3 and 6. While w 3 is 
still underdiagnosed in the boundary layer, this term is only needed in the context of 
PDF-SAM to compute the vertical velocity skewness for the assumed PDF. Therefore, 
how w 3 is diagnosed outside of the cloud layer is of little importance for this scheme. 
PDF-SAM using L=Bougeault has a good representation of w 3 in the mixed layer, 
however, poorly diagnoses this term in the cloud layer. The standard SAM has a very 
poor representation of w 3 at all levels.
Up to now my study for this transition has been performed with 2D CRMs utilizing 
Ax=3200 m. Figs. 6.57 through 6.60 show the evolution of the horizontally averaged 
profiles of cloud fraction, similar to those shown in Fig. 6.35 but for Ax=12.8 km for 
the 2D CRMs. The results of this analysis are not too surprising as I showed that 
in both standard SAM and PDF-SAM using L=Bougeault the cloud circulations are 
governed by the dynamics of the model and not by the subgrid-scale model. Therefore, 
the results for these two configurations should be quite sensitive to changes in the 
horizontal grid size. Especially for PDF-SAM using L=Bougeault, it is demonstrated 
that the quality of the transition has degraded significantly when Ax=12.8 km com­
pared to when Ax=3.2 km. However, PDF-SAM using L=Bogenschutz is still able 
to adequately represent the transition when Ax=12.8 km is used.
Overall, it appears that PDF-SAM using L=Bogenschutz can adequately transi­
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tion from a stratocumulus to a cumulus regime over the 7 day simulation. However, 
the transition does occur a bit too quickly as the broken stratocumulus over cumulus 
layer seems to completely disappear by day 6. During days 3 through 5, the cloud 
fraction of the broken stratocumulus layer is underrepresented. These deficiencies are 
related to the relatively coarse vertical grid spacing used in the presented simulation, 
which cannot adequately resolve the thin broken stratocumulus layers. However, it 
is demonstrated that PDF-SAM using T—Bogenschutz can adequately respond to 
changes in SSTs and the turbulence and precipitation profiles more closely resem­
ble those of a cumulus under broken stratocumulus regime more so than standard 
SAM and PDF-SAM using T—Bougeault. While the timing is a bit off, the overall 
transition process for this challenging case is the most realistic for PDF-SAM using 
T—Bogenschutz.
6.4 Continental Cumulus
The continental cumulus case is based on observations from the GCSS ARM 
field experiment and the case description found in Chapter 2. For this case, unless 
otherwise noted, the CRMs are presented for grid sizes of A x  — 3.2 km and A z — 80 
m. The LES has a configuration of A x  — 100 m and A z — 40 m.
Compared to the cases of shallow cumulus over ocean, presented in the previous 
sections, this case is interesting because the clouds develop in response to the sensible 
heat flux forcing at the surface. Therefore, this is a unique case where I can test 
the timing of the onset and decay of the cumulus. Can the PDF-SAM adequately 
respond to the surface forcing? This is also a case which is initialized as a stable 
boundary layer, which eventually transitions to a clear convective boundary layer 
after the turbulent eddies form as a response to the surface heating. Thus, this case 
also serves as a test to see if PDF-SAM can adequately transition from a stable 
boundary layer to an unstable well-mixed layer before the onset of clouds. This case 
also serves as a proxy to evaluate if PDF-SAM can adequately represent the clear 
convective boundary layer. In the transition case I demonstrated that the PDF-SAM 
was able to respond to the relatively slow increases in sea surface temperature. Here, 
the change in surface heat flux is much more rapid and this case never achieves a
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steady state solution.
Figs. 6.61 through 6.64 display the time evolution of the horizontally averaged 
profiles of the liquid water mixing ratio. This figure displays the general behavior of 
each configuration of SAM run as a coarse grid CRM for this case. Compared to the 
benchmark simulation, it is clear that both configurations of PDF-SAM (Figs. 6.63(a) 
and 6.64(a)) are about a half hour late in simulating the onset of clouds. While the 
standard SAM (Fig. 6.62(a)) may predict the timing of the onset of clouds slightly 
better than both configurations of PDF-SAM, it is clear that the evolution of clouds 
for the standard SAM is quite unrealistic. PDF-SAM using L=Bogenschutz can 
reasonably predict the decay of clouds, although the timing is off slightly. Still, this 
demonstrates that this particular configuration is the only one to build and decay the 
clouds in a reasonable amount of time. PDF-SAM using L=Bougeault cannot decay 
the clouds properly as the surface heat flux declines. It is important to note that 
both versions of PDF-SAM overdiagnose ql at the onset of cloud growth.
Although not shown, it is important to note that an additional simulation of the 
PDF-SAM was run with the length scale set equal to the vertical grid spacing (L =  
A z ). The results for this simulation were nearly identical to that of the standard SAM. 
This suggests that, should the resolved and SGS kinetic energy not be partitioned 
correctly, then the results for the diagnostic PDF-SAM will converge to that of the 
standard SAM. Another simulation was performed of PDF-SAM using L=Bougeault 
where the length scale was doubled (that is, the already “tuned” length scale was 
doubled). This is to test whether or not a larger length scale can improve results 
for PDF-SAM using L=Bougeault. Although the timing of the decay is certainly 
improved in this simulation, results of the cloud properties during the afternoon 
hours are not significantly effected. As with the trade cumulus cases, the Bougeault 
length scale is too small in the cloud layers.
Most of the results for this section will focus on the time evolution of the hor­
izontally averaged profiles. However, for the purposes of an easy comparison, the 
temporally and horizontally averaged profiles for the assumed PDF output from 1500 
to 1600 local standard time (LST) can be found in Fig. 6.66. Clearly, PDF-SAM 
using L=Bogenschutz can best represent the cloud fraction and liquid water mixing
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ratio, although ql is slightly overdiagnosed at the cloud base. Meanwhile, PDF-SAM 
using L=Bougeault overdiagnoses cloud fraction and liquid water mixing ratio by a 
large amount. This is due to discrepancies in the length scale formulation. Finally, 
it is obvious that the profiles of cloud fraction and liquid water mixing ratio for the 
standard SAM are highly unrealistic. Cloud layer top in the standard SAM reach 
unrealistic heights, likely due to the insufficient SGS transports that help to build up 
too much CAPE and lead to overly active cloud circulations.
The averaged profiles of the total and SGS liquid water flux for the same time 
period can be found in Figs. 6.65(c) and 6.65(d), respectively. Note that w'q[ in 
LES is much larger in this case than in the maritime shallow cumulus cases. This 
is due to more active and turbulent cloud circulations forced by the surface heating. 
Here, PDF-SAM using L=Bogenschutz has the best representation of both the total 
and SGS w ql , although it is slightly overestimated. Meanwhile, PDF-SAM using 
L=Bougeault underestimates w ql in the mid and upper portions of the cloud layer 
while standard SAM leads to unrealistic results for the total liquid water flux.
For comparison with the predictive single column model of Golaz et al. (2002), 
their averaged profiles for 1900 to 2000 Coordinated Universal Time (UTC) can be 
found in their Fig. 8 for the ARM case. For this case their single column model leads 
to consistent negative biases for both the cloud fraction and liquid water mixing 
ratio. They concluded this was because the vertical gradient of the moisture flux was 
negative, which corresponds to a drying of the boundary layer, and hence cumulus 
activity that is too weak. As will be shown in the results of PDF-SAM, the vertical 
gradient of w qt is of correct sign, however, a bit too vigorous which explains why 
PDF-SAM usually results in a slight positive bias of the cloud fraction and liquid 
water mixing ratio. However, the results of these two properties appear to be a 
bit better for PDF-SAM using L=Bogenschutz (Figs 6.65(a) and 6.65(b)) than the 
predictive single column model of Golaz et al. (2002).
The rest of the results will focus on the evolution of the horizontally and tempo­
rally averaged profiles for the selected variables shown. The results for the profiles 
of liquid water potential temperature can be found in Fig. 6.66. Each line represents 
profiles averaged over roughly 1 hour and 50 minutes (in the legend the time corre­
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sponding to the particular color represents the time in which the averaging starts). 
From the benchmark simulation it is shown that by 910 LST the stable boundary 
layer has been mixed out. From 910 LST until about 1440 LST, there is vigorous 
growth of the boundary layer and thereafter surface forcing begins to decline which 
helps to slow the growth of the mixed layer. Clearly, the standard SAM cannot 
adequately represent the growth of the mixed layer, due to insufficient representation 
of the SGS fluxes of heat and moisture. However, both versions of the PDF-SAM 
can reasonably represent the growth of the boundary layer. It should be noted that 
the growth of PDF-SAM using L=Bogenschutz is slightly more realistic, although 
both versions are not as well-mixed as the benchmark simulation at 910 LST. This 
indicates that countergradient transport may not be strong enough, although these 
results are very similar to the models of Lappen and Randall (2001c) and Golaz et 
al. (2002b).
Similar plots, but for the evolution of the total water mixing ratio, can be found 
in Fig. 6.67. Here, similar behaviors are evident for each of the simulations to that 
of the profiles of 0l. However, for the profiles of qt it is clear that the evolution of 
the profiles of PDF-SAM using L =Bogenschutz resembles the benchmark simulation 
far more than the profiles of PDF-SAM using L=Bougeault, in the boundary layer. 
This is especially true in the later hours and is due to cumulus activity that is still 
prevalent in these late hours for PDF-SAM using L=Bougeault, whereas PDF-SAM 
using L=Bogenschutz has better representation of the decay process. However, 
both PDF-SAM configurations exhibit a more realistic growth and evolution of the 
boundary layer compared to that of the standard SAM.
Next, I examine the evolution of the temporally and horizontally averaged profiles 
for the cloud fraction (Fig. 6.68). It is important to note the differences in the 
limits of the x-axis for these figures. Clearly, the profiles for the standard SAM are 
quite unrealistic as clouds reach heights that indicate overly active cloud circulations 
and/or too much CAPE. The evolution of the profiles for the PDF-SAM simulations 
are much more realistic, although there are some important differences, such as the 
magnitude. PDF-SAM using L=Bougeault clearly overestimates cloud fraction by 
a factor of five for the 1250 LST averaged profile. In addition, this configuration
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grossly overestimates cumulus activity at the end of the simulation. This is not to say 
that PDF-SAM using L=Bogenschutz exhibits perfect behavior, as this configuration 
suffers from problems of its own. As already addressed, there are some timing issues 
with the onset of the cumulus clouds, which can be seen in the profiles of cloud 
fraction. However, the evolution of the profiles for PDF-SAM using L=Bogenschutz, 
including the magnitude of the cloud fraction, far more resembles the benchmark 
simulation than the other two configurations.
Similar plots, but for the evolution of the liquid water mixing ratio, can be found 
in Fig. 6.69. As in the previous figure, it is important to note the differences in 
the limits of the x-axis for each plot. These results are very similar to those for 
cloud fraction, and also highlight that PDF-SAM using L=Bogenschutz can best 
diagnose the evolution of ql, despite the large positive bias at the onset of clouds. 
Both L=Bougeault and the standard SAM have troubles decaying the cumulus clouds 
at the end of the simulation.
The evolution of the temporally and horizontally averaged profiles for the re- 
solved+SGS buoyancy flux can be found in Fig. 6.70(a). From the benchmark 
simulation it is clear that as surface heating increases, the buoyancy flux in the 
boundary layer increases and once cumulus activity starts, the buoyancy flux in the 
cloud layer increases. As already stated, the buoyancy flux is the dominant source 
term for turbulence in partly cloudy boundary layers. While the standard SAM has 
somewhat acceptable representation of the buoyancy flux in the boundary layer, it 
should be noted that this entire flux is contributed from the resolved scales, when it 
should be contributed from the subgrid-scales, for a horizontal grid size as coarse as 
A x = 3 . 2  km. In addition, the representation of the buoyancy flux in the cloud layer 
for standard SAM is quite unrealistic.
Although the partitioning is not shown in Fig. 6.70(a), it should be noted that 
while the entire buoyancy flux for PDF-SAM using L=Bougeault is subgrid-scale in 
the boundary layer; only a fraction of the buoyancy flux is subgrid-scale in the cloud 
layer. This can be explained by a length scale which is much too small in the clouds 
for PDF-SAM using L=Bougeault, thereby leading to an inadequate partitioning 
between SGS/resolved kinetic energy. Therefore, the cloud circulation for PDF-SAM
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using T—Bougeault is driven by the resolved scale and hence the model dynamics of 
SAM. However, nearly the entire buoyancy flux is contributed by the subgrid-scale for 
PDF-SAM using T—Bogenschutz, which arguably has the best representation of this 
important term. However there are some discrepancies. For instance, the entrainment 
rate at the top of the boundary layer is usually not strong enough. Also, the buoyancy 
flux within the clouds is typically too small, which is a result of the heat flux being 
a bit too strongly negative in the clouds (not shown). In addition, at cloud top there 
is a suspicious layer where the buoyancy flux is negative. This indicates entrainment 
from drier air above the cloud layer and is compensated by stronger moisture fluxes 
from the surface, as will be shown. Similar behavior is seen in the buoyancy flux 
profiles of the model of Golaz et al. (2002b). Overall, however, the representation of 
the buoyancy flux is satisfactory for PDF-SAM using T—Bogenschutz.
The evolution of the horizontally averaged profiles of the resolved+SGS total water 
flux (w'qt) are shown in Fig. 6.71. This panel, once again, shows that PDF-SAM 
using T—Bogenschutz has the best agreement with LES in terms of the evolution. 
Like the buoyancy flux, most of the total water flux is SGS for PDF-SAM using 
T—Bogenschutz. However, the total water flux for this PDF-SAM configuration is a 
bit too vigorous and for the 1440 UTC averaging time there is a discrepancy with 
the sign of the vertical gradient of w qt when compared to the LES benchmark. This 
indicates a moistening of the cloud layer, as opposed to a drying which is exhibited by 
the LES. The moistening of the cloud layer is likely a response to the overly efficient 
entrainment rates seen in the buoyancy flux (Fig. 6.70) at the top of the cloud layer, 
so that the simulation can maintain a quasisteady solution. This moistening of the 
cloud layer helps to explain why cumulus activity lasts a bit too long in the PDF-SAM 
using the T—Bogenschutz configuration. However, the overall evolution of the w'qt 
profiles is well represented by this simulation. Obvious discrepancies exist for the 
profiles of total w qt for the PDF-SAM using T—Bougeault and standard SAM.
The evolution of the temporally and horizontally averaged profiles of the eddy 
length can be found in Fig. 6.72. Here, I show that both PDF-SAM simulations are 
able to increase the eddy length as convective surface heating increases (and hence, the 
turbulent kinetic energy) and decrease the eddy length as the surface heating weakens
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at the end of the simulation. However, the Bogenschutz length scale formulation is 
able to represent the cloud layer with length scale values that are larger, which helps 
to better partition between the SGS and resolved kinetic energy. The Bougeault 
length scale can adequately represent the subcloud layer, however, values within the 
cloud appear to be much too small.
Fig. 9 from Golaz et al. (2002b) displays the horizontally and temporally averaged 
profiles of the buoyancy flux and total water flux for the predictive single column 
model of Golaz et al. (2002b). The behavior of the buoyancy flux for their model is 
similar to that of the PDF-SAM, where the entrainment at the top of the boundary 
layer is too weak and the entrainment at cloud top is too strong. However, it appears 
that the PDF-SAM can represent the levels of cloud top and cloud base better than 
the single column model of Golaz et al. (2002). In addition, the total water flux for 
their model is displayed. Here, there are discrepancies with the sign of the gradient 
of the vertical flux of w qt, which corresponds to a drying of the subcloud and cloud 
layer for their model. This helps to explain why cumulus activity and the levels of 
cloud base and top are a bit too low. My closure suffers from the opposite problem, 
with a moisture flux that has the correct sign, yet is a bit to aggressive in moistening 
the cloud layer.
Overall, the PDF-SAM using L=Bogenschutz displays that it can adequately 
represent the shallow cumulus over land regime. While the timing of the onset and 
decay of the cumulus activity happens a bit too late, this configuration can better 
represent the cumulus timing than the other configurations of 2D SAM. In addition, 
the cloud structure is best represented by the PDF-SAM using the L=Bogenschutz 
configuration, in spite of the timing issues. It was also demonstrated that the PDF- 
SAM using L =Bogenschutz can produce results comparable to the more expensive 
predictive approach proposed by Golaz et al. (2002b). As with the other cases, I have 
demonstrated that it is imperative that the PDF-SAM be used in conjunction with 
a length scale that can adequately partition between the resolved and SGS TKE. In 
absence of a correct length scale, the results of the PDF-SAM converge to that of the 
standard SAM using the “all-or-nothing” condensation scheme approach.
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6.5 Deep Convection
The deep convective case is based on an idealized GATE simulation and the case 
set-up is found in Chapter 2. This case is inherently different from the previous 
shallow cumulus cases where the cloud circulations were largely subgrid-scale. Here, 
the deep convective circulations are explicitly resolved, even for a grid spacing of 
Ax=3.2 km. However, there is still much that can be improved upon for these 
deep convective simulations. For instance, Khairoutdinov et al. (2009) showed that 
coarse-grid 3D simulations of deep convection are unable to maintain the vertical 
tri-modal distribution of clouds; that is, the shallow cumulus, congestus, and deep 
convection. Moeng et al. (2010) show that a large portion of the vertical fluxes of 
heat and moisture are subgrid-scale for coarse grid sizes of A x  =1 km to 4 km, but 
coarse-grid CRMs of deep convection seem to project all of this energy at the resolved 
scale. Hence, the shallow convection is not represented properly. Now, with the new 
Giga-LES simulation there exists a benchmark simulation of deep convection to test 
parameterizations against.
This section of deep convection will be organized as follows. First I will test the 
sensitivity of the standard SAM run in 2D to varying horizontal and vertical grid 
spacings. This will aide in understanding the behavior of the standard SAM in 2D 
for deep convection and show areas in which the model needs improvement. Second,
I will present results of the PDF-SAM for deep convection in 2D and compare against 
the results of the standard SAM and the Giga-LES.
6.5.1 2D C R M  Simulations
The sensitivity of CRM simulations to changes in A x , A y , and A z for 3D sim­
ulations of maritime deep convection has already been studied by Khairoutdinov et 
al. (2009). Their results suggest that the vertical tri-modal distribution of clouds 
and cloud properties can reasonably be represented for grid spacings up to 1600 m as 
long the full vertical resolution (256 vertical levels) of the LES benchmark simulation 
is preserved. However, the vertical tri-model distribution of clouds begins to break 
down when the vertical grid is reduced to 64 levels, even if A x=  800 m (Fig. 13 from 
Khairoutdinov et al. 2009).
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This section will focus on the same sort of analysis, but for how changes in Ax, A z, 
and the domain size affect the simulations of deep convection for 2D CRM simulations. 
Two domain sizes are tested, the first is 204.8 km (because that is the domain size 
of the original Giga-LES simulation) and the second is 102.4 km (because that is the 
domain size typically used by the embedded CRMs within the MMF). The horizontal 
grid sizes tested are A x=  0.8, 1.6, 3.2, 6.4, 12.8, and 25.6 km. For the vertical grid, 
configurations of 32, 64, 128, and 256 vertical levels are tested. Each combination 
of A x  and A z is tested for each domain size. Therefore, for each domain size there 
are 24 simulation configurations that are run. However, I only present results for 
configurations of 256 and 32 vertical levels and for Ax=0.8 to 6.4 km.
Fig. 6.73 displays the horizontally and temporally averaged profiles for various 
configurations of A x , A z , and two domain sizes for cloud fraction. With exception of 
the LES (black line), all CRM results presented are 2D simulations. Here, I show that 
for the 204.8 domain size (top row, Figs. 6.73(a) and 6.73(b)), even with the full 256 
vertical levels, cloud fraction is grossly overestimated for the low and congestus clouds. 
There appears to be little sensitivity to the horizontal grid size, with exception of the 
simulation utilizing A x=  800 m for the low clouds. However, it appears that coarse 
2D-simulations utilizing the full vertical grid can adequately capture the high clouds. 
This certainly is not true for the configurations utilizing 32 vertical levels, which is 
most comparable to the vertical grid used in the MMF. Here, there is an apparent 
misplacement of the upper level cirrus because of the poor vertical resolution at these 
high levels of the troposphere. In addition, with 32 vertical levels the congestus clouds 
are not represented.
Results for the 102.4 km domain for cloud fraction (Figs. 6.73(c) and 6.73(d)) show 
more sensitivity to horizontal grid size for the full 256 vertical levels configuration. 
In addition, the cloud fraction for the low and congestus clouds exhibit a stronger 
positive bias when compared to the 204.8 km domain case. The 32 level configuration 
also shows an increase in the cloud fraction bias when the domain size is decreased. 
As already stated, 102.4 km is the domain size currently used in the embedded CRMs 
in the MMF. Therefore, Fig. 6.73(d) most closely represents the configuration of the 
embedded CRMs. Although not shown, the results for configurations with 128 and 64
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vertical levels can roughly be interpolated between the results of 256 and 32 vertical 
levels.
Similar plots, but for the nonprecipitating cloud condensate (qn), can be found in 
Fig. 6.74. For both the 204.8 and 102.4 km domain sizes the qn for the congestus clouds 
is grossly over-represented, as well as for the shallow cloud regions. However, the high 
clouds are sightly under-represented. These results hold true for the configurations 
with 32 vertical levels, however, the vertical structure of qn is not very coherent 
for both 204.8 and 102.4 km domain sizes. Obviously, with the “all-or-nothing” 
condensation scheme, it becomes very difficult for a coarse-grid model to adequately 
represent the low cumuliform clouds. This is also true for the cloud fraction.
The horizontally and temporally averaged profiles for the resolved+SGS heat flux 
(w'h'L) are shown in Fig. 6.75. For all configurations, the heat flux is much too small. 
This is especially true for horizontal grid sizes (A x=  3.2 and 6.4 km) and indicates 
that the convection is likely not vigorous enough. This is represented by the fact 
that cloud tops are typically too low compared to LES. In addition, for all of the 
configurations, nearly the entire flux shown is contributed by the resolved scales (not 
shown). The SGS contribution is severely underrepresented, which is likely another 
reason why the total heat flux is underrepresented as well as why the convection 
appears to be too weak or “stunted.” Moeng et al. (2010) show that a substantial 
portion of the total heat flux should be SGS for CRM type grid spacings for this 
regime.
Now, I examine the partitioning between SGS and resolved kinetic energy. The 
diagnosed values of SGS TKE from the 100 m LES for various horizontal grid sizes 
can be found in Fig. 6.76. Here, the dotted black line (the 204.8 km grid size) also 
represents the total kinetic energy for each particular analysis grid size. The solid 
black line is the only curve that represents a model simulation as it represents the 
SGS TKE predicted by the 100 m LES. Obviously, for a LES simulation most of the 
energy should be resolved and the SGS contribution should be minimal. However, 
as the analysis grid size increases the SGS TKE contribution also increases. For a 
horizontal grid spacing of 800 m, nearly 16% of the kinetic energy is SGS, while 
for a 3.2 km analysis grid size nearly 33% of the kinetic energy is SGS for this
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deep convective regime. For grid sizes 3.2 km or less, the shallow cloud circulations 
belong mostly (or entirely) to the subgrid-scale, while the circulations for the deep 
convection remain largely resolved. However, for a grid size of 6.4 km the circulations 
for deep convection are only marginally resolved, while these circulations become 
mostly subgrid-scale for grid sizes 12.8 km and higher.
Fig. 6.77 displays the results of the coarse-grid SAM configurations in predicting 
SGS TKE. It is important to note that the black line in these plots represents the SGS 
TKE predicted for a 100 m grid size and thus should not be taken as “truth” to verify 
the coarse-grid simulations. Each particular horizontal grid size configuration should 
be checked against the respective curves in Fig. 6.76. However, no coarse Ax or Az 
grid configuration can adequately predict the right amount of SGS TKE. In fact, most 
simulation configurations tend to predict even less SGS TKE than the 100 m LES. 
From Fig. 6.76, it is clear that for these coarse horizontal grid size simulations much 
more energy should be partitioned at the subgrid-scales than what these simulations 
produce.
Therefore, it is obvious that the same challenges exist for coarse-grid simulations 
of deep convection that exist for shallow convection; that is, the need for SGS con­
densation and a better representation of the partitioning between SGS and resolved 
kinetic energy. However, the difference between shallow and deep convective regimes 
is that in deep convection there are more scales of motion present. Therefore, many 
sizes of circulations exist and there is no definite or clear “cut-off” grid size where all 
the energy becomes SGS for A x— 0.8 km to A x— 6.4 km. The interaction between the 
resolved and subgrid-scales must be represented fairly accurately by the PDF-SAM 
for this regime to accurately represent cloud structure and cloud processes.
6.5.2 P D F -S A M  Results
First, I will focus on results with CRM configurations of A x—3.2 km and 64 
vertical levels in a domain size of 204.8 km. After this initial analysis I will explore 
PDF-SAM sensitivity to changes in A x , A z , and domain size. In the PDF-SAM 
simulations, the two-part scheme of Moeng et al. (2010) is applied to the vertical 
fluxes of heat and moisture (w h'L and w'qt). It is found that activating this scheme is
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able to produce slightly better profiles for these fluxes versus when it is deactivated. 
As already stated, the scheme of Moeng et al. (2010) is a computationally cheap 
scheme and is a nice compliment to my scheme for deep convection.
The horizontally and temporally averaged profiles of liquid water potential tem­
perature and total water mixing ratio can be found in Fig. 6.78. This figure merely 
demonstrates that the mean structure of 0l and qt can be maintained throughout 
the simulation by all three CRM configurations. This is not surprising since the 
average profiles for these two quantities, as exhibited by the LES, experience little 
drift throughout the simulation.
Fig. 6.79 displays the horizontally and temporally averaged profiles for variables 
that describe cloud structure (cloud fraction and nonprecipitating cloud condensate). 
It is clear that PDF-SAM using L=Bogenschutz is able to represent the cloud struc­
ture far more accurately than standard SAM and PDF-SAM using L=Bougeault. 
This improvement is especially seen in the low clouds (below 5 km) and the repre­
sentation of the congestus clouds (near 5 km). While the averaged profiles of the 
cloud structure for the PDF-SAM using L=Bogenschutz configuration are far more 
coherent compared to LES than the other CRM simulations, biases still exist. For 
instance, there is a positive bias for both the cloud fraction and cloud condensate 
for clouds lower than ~2.5 km. However, this bias is still a factor of two less than 
for standard SAM and PDF-SAM using L=Bougeault. It appears that this positive 
bias is produced because w 3 is underdiagnosed for the shallow cloud layer, leading 
to skewness values in vertical velocity that are too small.
The averaged profiles for PDF-SAM using L=Bougeault appear to converge to 
those of the standard SAM, however, the representation of the congestus clouds are 
slightly improved. The reason for this is an inadequate representation of the subgrid- 
scale turbulence, which will be shown in coming figures. Above z=10 km, the profiles 
for both PDF-SAM configurations for cloud fraction converge to those of the standard 
SAM. This is to be expected as clouds at these levels are produced due to resolved 
scale flows and represent the upper-level cirrus that are formed as a result of the 
deep convective cores. The deficiencies are because of inadequate grid resolutions or 
dimensionality (running in 2D versus 3D) and not necessarily because of subgrid-scale
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schemes.
Fig. 6.80 displays the horizontally and temporally averaged profiles of the parti­
tioning of cloud condensate into liquid and ice mixing ratios. The partitioning for the 
PDF-SAM simulations is done exactly as in standard SAM and is based solely on the 
temperature. Clearly, PDF-SAM using L=Bogenschutz is able to more accurately 
represent both liquid and ice cloud mixing ratios, despite the bias of qi in the low 
clouds. The strong positive bias of the congestus clouds is manifested in both the 
profiles of ql and qi for both PDF-SAM using L=Bougeault and standard SAM near 
z =  5 km. For both these simulations the “base” of the ice condensate is much too 
low, while it is accurately depicted in PDF-SAM using L=Bogenschutz. This is likely 
due to better representations of the SGS transports of heat and moisture, which can 
more efficiently transport heat and moisture through the cloud layer. It is also likely 
due to the better representation of the low clouds, which are not represented properly 
in standard SAM.
Next, I examine the liquid water flux, in which the horizontally and temporally 
averaged profiles can be found in Fig. 6.81. The solid lines denote the total contribu­
tion of w'ql, while the dotted lines denote the SGS contribution. Note that standard 
SAM does not compute a SGS value of the liquid water flux and therefore this curve 
is zero. From Fig. 6.81, it is obvious that both configurations of PDF-SAM improve 
the representation of the total liquid water flux compared to the standard SAM. 
Standard SAM tends to exhibit an unrealistic “doubled peaked” profile at 2 km for 
the shallow clouds and again near 5 km for the congestus clouds. In terms of the SGS 
contribution, it appears that both configurations of PDF-SAM underestimate this 
value when compared to what should be diagnosed in Fig. 3.10. This indicates that 
the partitions of the fluxes of heat and moisture are somewhat underestimated for both 
of these configurations. However, it is clear that PDF-SAM using L=Bogenschutz 
can better diagnose the SGS value of the liquid water flux. For this particular case it 
appears that PDF-SAM using L=Bogenschutz underdiagnoses the SGS w qi by about 
30%. The SGS value of w qi is needed for the parameterization of the buoyancy flux, 
which is needed in the predictive equation for turbulent kinetic energy. In a few 
figures I will present the results for how TKE is modeled for these various CRM
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configurations.
The horizontally and temporally averaged profiles for the vertical fluxes of heat 
and moisture can be found in Fig. 6.82. Similar to the previous plot, the total con­
tributions to these fluxes are denoted by the solid lines, while the SGS contributions 
are denoted by the dotted lines. For the vertical flux of heat (w'h'L), PDF-SAM 
using L=Bogenschutz has the best representation of the total flux, whereas the total 
fluxes of heat for standard SAM and PDF-SAM using L =Bougeault are not vigorous 
enough for both the low and congestus clouds. This helps to explain why the liquid 
clouds tend to reach heights that are too low for both of these configurations. In 
terms of the SGS contribution, PDF-SAM using L=Bogenschutz also has the best 
presentation for this quantity, although underestimated similar to the SGS w' ql . Both 
standard SAM and PDF-SAM using L=Bougeault underestimate the resolved and 
SGS vertical fluxes of heat by a fairly considerable amount.
However, for the vertical flux of moisture (Fig. 6.82(b)), all three 2D SAM config­
urations can adequately represent the total contribution of w'qt. Standard SAM does 
over diagnose this term a bit in the congestus levels. However, when examining the 
SGS contribution, PDF-SAM using L=Bogenschutz has the greatest contribution. 
This is especially true for the levels below 4 km, where the low clouds are the 
most prevalent and subgrid-scale processes dominate. However, the magnitude of 
the SGS flux is still underdiagnosed for this configuration (see Fig. 4.18 for “true” 
representation of SGS w'qt). The standard SAM has nearly zero contribution from 
the subgrid-scales for both the vertical fluxes of heat and moisture, while PDF-SAM 
using L=Bougeault has only marginal contribution.
Now, I examine how the SGS TKE is predicted. The horizontally and temporally 
averaged profiles for the eddy length and the SGS TKE can be found in Fig. 6.83. 
The panel with the eddy lengths displayed helps in understanding why the two PDF- 
SAM configurations produce such different results, as the eddy length computed by 
L=Bougeault appears to produce a value that is much too small. The eddy length 
computed by L=Bogenschutz appears to produce an eddy length that is greatest in 
the deep cloud layer and can also adjust adequately to the thermal stability. In these 
experiments the Bougeault length scale is tuned using the same constant as for the
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shallow convective cases. Tuning the Bougeault length scale further, to allow for 
larger values, does little to improve the results for this configuration.
Due to the fact that the eddy length has large influences in how resolved and SGS 
TKE are partitioned in 1.5 closure, it is not surprising that large differences exist in 
the averaged profiles of SGS TKE (Fig. 6.84(b)). In this figure the dotted black line 
denotes the SGS TKE diagnosed for a 3.2 km grid size from LES (i.e., what I am 
taking to be “truth” ). Here, PDF-SAM using L=Bogenschutz can more accurately 
predict the amount of SGS TKE compared to standard SAM and PDF-SAM using 
L=Bougeault. This accurate depiction of SGS TKE is a result of both the SGS 
liquid water flux, which provides a source for SGS TKE generation, and the eddy 
length scale which helps to maintain the balance of the SGS TKE. Separate tests 
were performed where the SGS liquid water flux was assumed to be zero and where 
the eddy length was set to L =  A z . Both tests yielded results that predicted too 
little SGS TKE, with magnitudes that are similar to standard SAM and PDF-SAM 
using L=Bougeault in Fig. 6.84(b). This suggests that both effects of L and w ql are 
very important for accurate prediction of SGS TKE. It should also be noted that all 
configurations of PDF-SAM inadequately predict the SGS TKE above ~12 km. This 
area of SGS TKE is due to wave activity in stable layers of the LES and therefore is 
not important to represent in the 2D-CRMs.
The horizontally and temporally averaged profiles of the precipitation flux (w qp) 
and the precipitation rate can be found in Fig. 6.84. Here, I find that in the 
cloud layer, PDF-SAM using L =Bogenschutz has a much better presentation of the 
precipitation flux compared to the other two configurations of 2D SAM. Arguably, 
however, the SGS precipitation flux for all three SAM configurations is much too 
small. However, in the lowest 2 km both the precipitation flux and precipitation 
rate are underdiagnosed for PDF-SAM using L=Bogenschutz. It should be noted, 
however, that PDF-SAM using L=Bogenschutz does have a surface precipitation 
rate that matches the LES the best. Large-scale forcing of deep convective regimes 
is mostly responsible for modulating the precipitation rates in these cloud resolving 
model simulations. Therefore, it is not surprising that there is little spread for the 
three simulations given the differences seen in the cloud fields. In addition, it should
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be noted th a t the Giga-LES benchmark utilized single-moment microphysics. It is 
unclear how the results of Giga-LES would be modified by the use of double-moment 
microphysics, as such a test has never been performed.
In addition to examining the last 12 hours of the model simulation, I also look 
at hours 3-5. During this time period the deep convective cores have not yet formed 
but shallow cumulus clouds are present (as can be seen in the evolution of the cloud 
field in Fig. 3.9). The model is still in “spin-up” mode during this time period 
and comparison with LES is not warranted. However, here, I merely take a cursory 
look to determine if during this shallow cumulus period the cloud circulations belong 
primarily to the subgrid-scale, as they should for A x—3.2 km. Fig. 6.85 displays 
the horizontally and temporally averaged vertical fluxes of heat, moisture, and liquid 
water for hours 3-4. This figure merely displays th a t PDF-SAM is able to keep these 
shallow spin-up clouds to the subgrid-scale before the deep convection forms. Once 
deep convection forms, the PDF-SAM then projects the deep convective circulations 
to the resolved scales (and hence to model dynamics) while a portion of the transport 
and kinetic energy is partitioned to the subgrid-scale model. Standard SAM, on the 
other hand, represents these initial spin-up clouds entirely by the resolved scales. It 
is good to know th a t PDF-SAM can reasonably partition the energy based on which 
type of regime is present. This is im portant for a scheme th a t is implemented within 
the MMF as a variety of cloud regimes will be encountered and it is crucial th a t any 
turbulence scheme be flexible enough to partition the energy.
6 .5 .2 .1  R e so lu tio n  S e n s itiv ity
In the previous section I examined the results of PDF-SAM with a vertical grid 
of 64 levels. This is nearly double the amount of vertical levels used in the MMF, 
therefore I now briefly present results for the PDF-SAM when 32 vertical levels are 
utilized. In this section results are presented for standard SAM and PDF-SAM using 
T—Bogenschutz. Both of these CRM simulations utilize A x—3.2 km.
First I examine the horizontally and temporally averaged profiles of cloud fraction 
and nonprecipitating cloud condensate in Fig. 6.86. The quality of the results for both 
standard SAM and PDF-SAM have degraded compared to when 64 vertical levels were
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utilized. However, it is clear th a t PDF-SAM is able to m aintain the basic coherent 
vertical structure of the deep convection, albeit with positive biases in both cloud 
fraction and the nonprecipitating cloud condensate. This increase in the positive bias 
for PDF-SAM, when compared to the configuration using 64 vertical levels, is most 
pronounced in the low and midlevel clouds. Again, the strong negative bias near 14 
km in cloud fraction is due to inadequate vertical resolution to resolve the high level 
clouds. These high-level cirrus clouds, while occupying a large cloud fraction, are 
typically very thin and cannot be properly represented with the very coarse vertical 
grid at these levels (Az >  1 km). One striking difference seen in Fig. 6.86 between 
standard SAM and PDF-SAM is the ability of PDF-SAM to adequately represent the 
depth of the convection. It appears th a t the convection generated by the standard 
SAM is vertically “stunted,” which is likely due to insufficient transports of heat and 
moisture.
The horizontally and temporally averaged profiles of the liquid water flux (w' ql) 
can be found in Fig. 6.87. Again, here, I show th a t the quality of results for the 
PDF-SAM has degraded compared to when 64 vertical levels were utilized, as there 
is a negative bias in the total contribution for the PDF-SAM. In addition, the SGS 
contribution to this term  has decreased. This decrease in the SGS contribution is 
a likely reason for the degradation of the quality of results for PDF-SAM as the 
SGS/resolved energy partition is compromised and the shallow convective circulations 
are not being represented as well.
However, it appears th a t horizontally and temporally averaged profiles of the 
vertical fluxes of heat and moisture are not effected by changes in the vertical grid 
spacing for the PDF-SAM (Fig. 6.88). While the SGS contributions have decreased 
somewhat relative to when 64 vertical levels are utilized, the representation of the 
to tal contributions of both w'h'L and w'qt are excellent. This is especially true when 
compared to the rather poor representation from the standard SAM. While the quality 
of results does decrease for PDF-SAM when fewer vertical levels are used, there is 
still improvement seen when compared to standard SAM, which is promising for 
implementation into MMF. However, the results of this test do suggest a rather 
im portant finding. T hat is, the SGS/resolved energy partition for SPCAM-PDF is
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somewhat dependent on the vertical resolution for deep convection.
In addition, it should be mentioned tha t tests were performed with a configuration 
of 32 vertical levels, A x=3.2 km, and in a 102.4 km domain. While not shown, test 
results were very similar to those of the previous tests with a 204.8 km domain, but 
with slightly higher cloud fractions and liquid water mixing ratios. However, the 
fluxes of heat an moisture are very similar to those shown in Fig. 6.88 for both the 
standard SAM and PDF-SAM.
Finally, PDF-SAM is tested on a variety horizontal grid sizes. For these tests I 
use 64 vertical levels and examine A x =  800 m, 1.6 km, 3.2 km, 6.4 km, and 12.8 km. 
Results for the 3.2 km grid size have already been examined. Here, I will examine 
the partitioning between SGS/resolved kinetic energy as grid size increases and the 
sensitivity to A x  in diagnosing the nonprecipitating cloud condensate.
Referring back to Fig. 6.77, I showed th a t as grid size increases for this regime, 
then so does SGS TKE. Here, I examine if PDF-SAM can adequately predict the 
correct amount of SGS TKE as the horizontal grid size changes. Fig. 6.89 displays 
the horizontally and temporally averaged profiles of SGS TKE for grid sizes rang­
ing from 0.8 km to 6.4 km. Note the differences in the limits of the x-axis for 
each plot to see th a t the diagnosed SGS TKE from LES (dotted black line) gets 
larger as grid size increases. First, focusing on the 800 m grid size, it is clear tha t 
PDF-SAM underpredicts SGS TKE by more than  a factor of two below z=5 km, 
where the shallow clouds are present. Here, PDF-SAM apparently has difficulties in 
partitioning between the resolved/SGS kinetic energy as the shallow clouds for this 
particular A x  are marginally resolved. PDF-SAM does not represent the partition of 
energy correctly. However, PDF-SAM clearly has an advantage over standard SAM, 
which severely underpredicts the correct amount of SGS TKE. Above z=5 km the 
representation of SGS TKE is substantially improved, albeit slightly overestimated. 
At these levels the contribution of the SGS ice-flux (w'qi) becomes im portant, which 
PDF-SAM can represent fairly well.
For the 1.6 and 3.2 km horizontal grid size simulations, the representation of SGS 
TKE below z=5 km is excellent. For these grid sizes the shallow clouds belong to the 
subgrid-scales. In addition, the representation of the SGS TK E for the deep convective
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cores appears to be accurately partitioned for these grid sizes. The predicted SGS 
TKE for the 6.4 km grid size yields acceptable results, however, there is a negative 
bias. At this grid size the deep convective circulation becomes only marginally 
resolved and partially subgrid-scale. It appears tha t PDF-SAM is unable to represent 
the deep convective circulation at the subgrid-scales and prefers the model dynamics 
to explicitly simulate this entire circulation. Therefore, this results in the SGS TKE 
being underestim ated for a 6.4 km grid size, especially above 5 km.
Although not shown, the predicted SGS TKE for a 12.8 km grid size simulation 
looks almost identical to th a t for the 6.4 km grid size. However, the diagnosed 
(or “true”) SGS TKE value for a 12.8 km grid size (again, refer to Fig. 6.77) is 
substantially larger than  the diagnosed value for a 6.4 km grid size. This is because 
for the 12.8 km grid, a large portion of the deep convective circulation is subgrid- 
scale. However, PDF-SAM once again insists the model dynamics represent this deep 
convection and leaves the shallow/congestus clouds to the subgrid-scale model. This 
result is not surprising since the purpose of the schemes th a t consist of PDF-SAM are 
to improve representation of the shallow convection th a t is not resolved in coarse-grid 
CRMs. The intention is not to represent SGS deep convective circulations. However, 
the fact th a t PDF-SAM can reasonably simulate SGS TK E for grid sizes ranging from 
800 m to 6.4 km is promising as these are the grid sizes PDF-SAM will most likely 
be applied to within the MMF, as well as global cloud resolving models.
The horizontally and temporally averaged profiles for the nonprecipitating con­
densate for a variety of horizontal grid sizes can be found in Fig. 6.90. For grid 
sizes ranging from A x=0.8 km to 6.4 km, the PDF-SAM greatly improves the repre­
sentation of qn when compared to th a t of the standard SAM. The strong low cloud 
condensate positive bias is substantially reduced. In addition, the congestus clouds 
are more realistically produced. However, as A x  increases, the low cloud positive bias 
for qn becomes stronger for PDF-SAM. This is due to the fact th a t as A x  gets larger, 
the third moment of vertical velocity (and hence skewness) becomes more and more 
underdiagnosed (not shown). For 0.8 km, 1.6 km, and 3.2 km there is a coherent 
vertical tri-modal distribution of clouds seen in the averaged profiles for PDF-SAM. 
However, for the 6.4 km simulation the congestus clouds are no longer represented
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and the averaged profile exhibits a systematic positive bias. However, this bias is still 
much less than  th a t of the standard SAM.
6.6 Summary and Discussion
In this chapter I performed a thorough test of the PDF-SAM against various LES 
benchmark cases. These cases included several shallow boundary layer cloud regimes 
including nonprecipitating trade-wind cumulus, precipitating trade wind cumulus, a 
transition from stratocum ulus to cumulus, and continental cumulus. Also included 
was a test against deep convection. Two versions of the PDF-SAM were tested, one 
which set the length scale to the new formulation described in Chapter 4 (referred to as 
the Bogenschutz formulation) and the other which set the length scale to the popular 
Bougeault (1986) formulation. As already mentioned, the PDF-SAM represents a 
configuration of SAM th a t is minimal in complexity, meaning th a t it avoids having 
to introduce additional prognostic equations into the model code. This simplicity 
means th a t this scheme is highly portable and can be easily implemented into any 
explicit convection model with minimal coding efforts. The only prerequisite for the 
host model is 1.5-TKE closure.
Overall, I showed th a t the new PDF-SAM using T—Bogenschutz can adequately 
represent the boundary layer cloud regimes examined. Both the overall cloud struc­
ture (such as cloud fraction and liquid water mixing ratio) and the partitioning 
between SGS/resolved kinetic energy can be represented very well. It was found 
th a t this low-complexity PDF-SAM configuration requires the correct amount of 
SGS TK E to be predicted in order to be successful. This was shown in several 
tests where PDF-SAM was executed using T —Bougeault. W ith this length scale 
formulation, even with the “tuned” version used in this study, it is shown T  is likely 
grossly underestim ated in the cloud layer. This leads to an inadequate partitioning 
between SGS/resolved energy and forces the shallow cloud circulations to be driven 
by the dynamics of the model. Due to the behavior of SGS variances and fluxes 
being underrepresented, the results for PDF-SAM using T —Bougeault in the cloud 
layer tend to converge to th a t of the “all-or-nothing” approach. However, results in 
the subcloud layer PDF-SAM using T—Bougeault generally match LES because the
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Bougeault length scale formulation appears to work very well in the trade cumulus 
boundary layer, where the circulation is decoupled from the cloud circulation. In 
addition, it appears th a t the Bougeault length scale works well in the stratocumulus 
mixed layer. PDF-SAM using L=Bogenschutz can better balance the SGS TKE 
equation, due to better representation of the dissipation length scale, and can generate 
SGS TKE more efficiently because the SGS vertical flux of liquid water is accurately 
represented in this configuration.
Results for the PDF-SAM generally focused on a horizontal grid size of 3.2 km, 
because th a t is what is most comparable to grid sizes utilized in the MMF. How­
ever, several tests were performed to test the sensitivity of PDF-SAM to changes 
in both  the horizontal and vertical grid spacings. In the RICO case I tested the 
PDF-SAM on horizontal grid sizes ranging from 0.8 km to 25.6 km. The results 
were very robust and insensitive to changes in A x  for the configuration setting 
using the L =Bogenschutz formulation. This is because this particular length scale 
definition is able to adequately keep the cloud circulation at the subgrid-scale for this 
shallow convective regime. O ther shallow cumulus cases, such as the transition from 
stratocum ulus to cumulus, also exhibited robustness to changes in A x  for PDF-SAM 
using L =Bogenschutz.
The sensitivity of PDF-SAM to changes in the vertical grid spacing tends to be 
greater than  the sensitivity to changes in Ax. However, it was shown th a t PDF-SAM 
using L =Bogenschutz was able to adequately represent the trade-cumulus boundary 
layer for vertical grid spacings from 40 m to 300 m. Even with A z =  400 m, the 
results appear to be somewhat adequate, even though the quality does degrade. The 
transition from stratocum ulus to cumulus can also be represented adequately with a 
reduced vertical resolution compared to LES. However, the transition does occur a bit 
too quickly as the thin broken stratocum ulus layers require fine vertical grid spacing 
to be fully resolved. For the deep convective case, a coarser vertical resolution tends 
to result in higher biases in the low cloud fraction and condensate, however, the total 
turbulence profiles can still be represented reasonably well. The partition between 
SGS and resolved energy does appear to suffer with a coarse grid spacing for deep 
convection. Limitations associated with coarse vertical resolution are not unique to
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the PDF-SAM param eterization, as it is required th a t any param eterization be able 
to resolve im portant features such as tem perature inversions. However, it appears 
th a t in a coarse vertical grid simulation environment the PDF-SAM can still provide 
better results when compared to the standard SAM.
The results for deep convection are also very encouraging. Here, I dem onstrated 
th a t the strong positive bias for qn for the low and congestus clouds th a t is character­
istic of 2D cloud resolving models can be reduced with the use of the PDF-SAM. In 
addition, the representation of precipitation rate, heat flux, and moisture flux are all 
greatly improved when compared to the standard SAM. Simulations were performed 
to test the sensitivity of the PDF-SAM to changes in A x , A z ,  and changes in the 
domain size. W hen 32 vertical levels are used, PDF-SAM does exhibit a positive bias 
in the low cloud fraction and qn. However, the simulations are still improved over the 
standard SAM.
Varying the horizontal grid size leads to fairly robust results for A x=  0.8 km to 
6.4 km and good partitioning of the SGS/resolved kinetic energy. For grid sizes larger 
than  6.4 km, the deep convective cloud circulations become SGS, although PDF-SAM 
still resolves these circulations while only parameterizing the shallow cumulus. This 
leads to inaccurate partitioning of the SGS/resolved kinetic energy for grid sizes larger 
than  6.4 km and a positive bias in the low cloud structure (cloud fraction and qn) 
th a t is stronger than  the A x=  0.8 to 6.4 km simulations. This result is not surprising, 
since PDF-SAM is only expected to parameterize the shallow cloud circulations and 
not the deep convection. In addition, it was never the intention to apply PDF-SAM 
to horizontal grid sizes as coarse as 12.8 km.
PDF-SAM shows great promise in representing a variety of boundary layer cloud 
regimes, as well as deep convection. Results for PDF-SAM were compared to results 
from more complex models, such as those of Golaz et al. (2002) and Cheng and 
Xu (2006,2008) where the the input moments for the assumed PDF are predicted 
via higher-order closure. PDF-SAM can provide results tha t are comparable and 
perhaps even better than  these models. In addition, the computational cost is kept 
to a minimum for PDF-SAM. Simulations with PDF-SAM are typically only a factor 
of 1.10 more expensive than  those of standard SAM. This factor is much less than  the
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increase in computational cost th a t is associated with higher-order closure, double 
moment microphysics, and interactive radiation schemes, for example. The next 
chapter will focus on testing the PDF-SAM within the multiscale modeling framework 
(MMF). It is within the multiscale modeling framework (MMF) th a t PDF-SAM will 
encounter its true test.
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T ab le  6.1. Horizontally and temporally averaged liquid water paths (g m _2) for each 










Initial 4 hrs 53.7 72.1 47.9 48.2
First 12 hrs 51.2 60.3 48.2 49.1
Last 12 hrs 26.8 32.8 27.8 37.9
Full day 39.0 46.4 38.0 43.5
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T ab le  6.2. Horizontally and temporally averaged liquid water paths (g m 2) for each 









Day 1 39.0 50.6 36.2 45.2
Day 2 31.9 55.2 30.2 33.4
Day 3 18.2 40.2 20.4 28.2
Day 4 15.4 39.2 12.3 27.4
Day 5 10.9 29.4 7.2 20.2
Day 6 9.2 25.2 6.9 18.4
Day 7 7.3 19.4 6.4 14.2
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(a) di (b) qt
F ig u re  6.1. Horizontally and temporally averaged profiles of liquid water potential 
tem perature averaged over the last 3 hours of the 2D BOMEX simulation for Ax=3.2 
km and A z=40 m. LES simulation (black line) uses Ax=100 m and A z=40 m.
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Heat Flux (resolved+SGS)
(a) Resolved+SGS w' h'L
Heat Flux (S G S ) Total W ater (resolved+SGS)
(b) SGS w' h'L (c) Resolved+SGS w' qt
F ig u re  6.2. Same as Fig. 6.1 but for the vertical fluxes of heat, moisture. Dashed 
lines denote SGS contributions while solid lines denote to tal contributions. Color 
scheme identical to Fig. 6.1.
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(a) Cloud Fraction (b) ql
Liquid W ater Flux (Resolved+SGS) Liquid W ater Flux (SGS)
(c) Resolved+SGS w ql (d) SGS w q't
F ig u re  6.3. Same as Fig. 6.1 but for cloud fraction, liquid water mixing ratio, and 
the to tal and SGS contributions of the liquid water flux. Dashed lines denote SGS 




Cloud Fraction Cloud Fraction
(b) PDF-SAM, L=Bogenschutz (c) PDF-SAM, L=Bougeault
F ig u re  6.4. Temporally and horizontally averaged profiles of cloud fraction for 
various configurations of the 2D-CRMs with different vertical resolutions, but a fixed 
A x—3.2 km. Profiles are averaged over the last 3 hours of simulation. Black solid 









(b) PDF-SAM, L=Bogenschutz (c) PDF-SAM, L=Bougeault










(b) PDF-SAM, L=Bogenschutz (c) PDF-SAM, L=Bougeault










(b) PDF-SAM, L=Bogenschutz (c) PDF-SAM, L=Bougeault
F ig u re  6.7. Same as Fig. 6.4 but for the SGS heat flux (w'h!L). Dotted black line 









Liquid W ater Flux
(a) Standard SAM 
Liquid W ater Flux Liquid W ater Flux
(b) PDF-SAM, L=Bogenschutz (c) PDF-SAM, L=Bougeault









Liquid W ater Flux (SGS) Liquid W ater Flux (SGS)
(a) PDF-SAM, L=Bogenschutz (b) PDF-SAM, L=Bougeault









Flux of Vertical Velocity Variance (Total)
(a) Standard SAM
Flux of Vertical Velocity Variance (Total) Flux of Vertical Velocity Variance (Total)
(b) PDF-SAM, L=Bogenschutz (c) PDF-SAM, L=Bougeault
F ig u re  6.10. Same as Fig. 6.4 but for the resolved+SGS flux of the vertical velocity 
variance (w 3).
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F ig u re  6.11. Horizontally and temporally averaged profiles of liquid water potential 
tem perature (Oi) averaged over the last 4 hours of the 2D RICO simulation for various 
horizontal grid sizes in a fixed horizontal domain of 102.4 km with A z  — 100 m. LES 
configuration (black line) uses the configuration of A x —A y — 100 m and Az — 40 m 










(b) PDF-SAM, L=Bogenschutz (c) PDF-SAM, L=Bougeault
F ig u re  6.12. Same as Fig. 6.11, except for the resolved+SGS contribution of the 














(b) PDF-SAM, L=Bogenschutz (c) PDF-SAM, L=Bougeault
F ig u re  6.13. Same as Fig. 6.11, except for the SGS contribution of the vertical flux 
of heat (w'h'L). The dotted black line denotes the SGS w h'L diagnosed from LES for 










Liquid W ater Flux
(a) Standard SAM 
Liquid W ater Flux Liquid W ater Flux
(b) PDF-SAM, L=Bogenschutz (c) PDF-SAM, L=Bougeault
F ig u re  6.14. Same as Fig. 6.11, except for the resolved+SGS contribution of the 









Liquid W ater Flux (SGS) Liquid W ater Flux (SGS)
(a) PDF-SAM, L=Bogenschutz (b) PDF-SAM, L=Bougeault
F ig u re  6.15. Same as Fig. 6.11, except for the SGS contribution of the vertical flux 









(b) PDF-SAM, L=Bogenschutz (c) PDF-SAM, L=Bougeault
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Precip Rate Precip Rate
(b) PDF-SAM, L=Bogenschutz (c) PDF-SAM, L=Bougeault
F ig u re  6.18. Same as Fig. 6.11, except for precipitation rate.
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(a) Oi (b) qt
F ig u re  6.19. Horizontally and temporally averaged profiles from the first day case 
of transition from stratocum ulus to cumulus for Ol and qt. The LES simulation in 
these plots (black line) are run with A x =  A y=  50 m and 145 vertical levels. The 























F ig u re  6.20. Evolution of the horizontally averaged profiles of cloud fraction from
































F ig u re  6.21. Evolution of the horizontally averaged profiles of cloud fraction from


















0.2 0.4 0.6 0.8
time (day)
(a) PDF-SAM, L=Bogenschutz
F ig u re  6.22. Evolution of the horizontally averaged profiles of cloud fraction from




















F ig u re  6.23. Evolution of the horizontally averaged profiles of cloud fraction from































0.2 0.4 0.6 0.8
time (day)
(a) Standard SAM
















F ig u re  6.26. Same as Fig. 6.20 but for the vertical velocity variance (resolved+SGS) 























F ig u re  6.27. Same as Fig. 6.20 but for the vertical velocity variance (resolved+SGS) 
for PDF-SAM using L=Bougeault.
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(a) Cloud Fraction (b) Liquid water mixing ratio
Liquid W ater Flux (Resolved+SGS) Liquid W ater Flux (SGS)
(c) Resolved + SGS w'q't (d) SGS w' q't
F ig u re  6.28. Same as Fig. 6.19 but for cloud fraction, liquid water mixing ratio, and 




(a) Resolved+SGS w' h'L
Heat Flux (S G S ) Total W ater (resolved+SGS)
(b) SGS w' h'L (c) Resolved+SGS w'qt
F ig u re  6.29. Same as Fig. 6.19 but for the vertical fluxes of moisture and heat. Solid 









Vertical Velocity Variance Flux of Vertical Velocity Variance
(m3/s3)
(a) Resolved+SGS w 2 (b) Resolved+SGS w'3





Tem perature Variance Moisture Variance
(b) Resolved+SGS h'L (c) Resolved+SGS qt2
F ig u re  6.31. Same as Fig. 6.19 but for the scalar covariance and the variances of 
heat and moisture.
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(a) Eddy Length (b) LES Retrieved Length Scale
SG S  TKE
(c) SGS TKE
F ig u re  6.32. Same as Fig. 6.19 but for the eddy length and the SGS turbulent 
kinetic energy. Fig. 6.32(b) denotes the eddy length scale retrieved from LES. Dotted 
black line in Fig. 6.32(c) denotes the SGS TKE diagnosed from LES for a 3.2 km grid 
spacing.
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(a) First 12 hours (b) Last 12 hours
(c) First 12 hours (d) Last 12 hours
F ig u re  6.33. Temporally and horizontally averaged profiles of liquid water mixing 
ratio (top row) and cloud fraction (bottom  row) for the first 12 hours of day 1 and 













(a) Last 12 hours (b) Last 12 hours
Liquid W ater Potential Tem perature
— 100 m 
------3200 m
------3200 m PDF Bougeault
------3200 m PDF Bogenschutz
F ig u re  6.34. Temporally and horizontally averaged profiles of liquid water potential 














F ig u re  6.35. Evolution of the horizontally averaged profiles of cloud fraction from
the transition from stratocum ulus to cumulus simulation for LES.
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(a) Standard SAM
F ig u re  6.36. Evolution of the horizontally averaged profiles of cloud fraction from
the transition from stratocum ulus to cumulus simulation for standard SAM.
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(a) PDF-SAM, L=Bogenschutz
F ig u re  6.37. Evolution of the horizontally averaged profiles of cloud fraction 




F ig u re  6.38. Evolution of the horizontally averaged profiles of cloud fraction 




1 2 3 4 5 6 
time (day)
(a) Benchmark Retrieved SGS Fluxes
F ig u re  6.39. Same as Fig. 6.20, except for the SGS vertical flux of heat (w'h'L).
Figure 6.57(a) represents the SGS fluxes computed from LES for a 3.2 km grid spacing
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(a) Standard SAM
F ig u re  6.40. Same as Fig. 6.20, except for the SGS vertical flux of heat (w'h'L) for
standard SAM. Figure 6.57(a) represents the SGS fluxes computed from LES for a


























F ig u re  6.41. Same as Fig. 6.20, except for the SGS vertical flux of heat (w'h'L) for
PDF-SAM using L=Bogenschutz. Figure 6.57(a) represents the SGS fluxes computed





















F ig u re  6.42. Same as Fig. 6.20, except for the SGS vertical flux of heat (w ' h'L) for
PDF-SAM using L=Bougeault. Figure 6.57(a) represents the SGS fluxes computed
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F ig u re  6.47. Same as Fig. 6.20, except the 2D CRMs are run with A x=  3200 m and 















F ig u re  6.48. Same as Fig. 6.20, except standard SAM with A x =  3200 m and 50 

























F ig u re  6.49. Same as Fig. 6.20, except for PDF-SAM using L=Bogenschutz with 























F ig u re  6.50. Same as Fig. 6.20, except for PDF-SAM using L=Bougeault with A x=  
3200 m and 50 vertical levels (Az=150 m in the boundary layer), to the top of the 
atmosphere.
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Cloud Fraction Cloud Fraction
(a) Cloud Fraction, day 3 (b) Cloud Fraction, day 6
F ig u re  6.51. Horizontally and temporally averaged profiles of cloud fraction for day 
3 (left) and 7 (right). The LES benchmark simulation is run with Ax =  A y  =  50 









Non-precipitating Cloud Condensate Non-precipitating Cloud Condensate
(a) qi, day 3 (b) ql, day 6
Figure 6.52. Same as Fig. 6.51, except for liquid water mixing ratio.
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Liquid W ater Flux (Resolved+SGS) Liquid W ater Flux (Resolved+SGS)
(a) Resolved+SGS w ql, day 3 (b) Resolved+SGS w q_l, day 6
Liquid W ater Flux (SGS) Liquid W ater Flux (SGS)
(c) SGS w q[, day 3 (d) SGS w ql, day 6
Figure 6.53. Same as Fig. 6.51, except for liquid water flux. Solid lines denote 














Heat Flux (resolved+SGS) Heat Flux (resolved+SGS)
(a) Resolved+SGS w'h'L, day 3 (b) Resolved+SGS w h'L, day 7
Heat Flux (SGS) Heat Flux (SGS)
(c) SGS w'h'L, day 3 (d) SGS w' hL, day 7
Figure 6.54. Same as Fig. 6.51, except for the heat flux. Solid lines denote 








Precip Rate Precip Rate
(a) Precip rate, day 3 (b) Precip rate, day 6








Flux of Vertical Velocity Variance Flux o f Vertical Velocity Variance
(a) Resolved+SGS w'3, day 3 (b) Resolved+SGS w 3, day 6
















Figure 6.57. Evolution of the horizontally averaged profiles of cloud fraction from 
the transition from stratocumulus to cumulus simulation. Benchmark simulation run 
with A x =  Ay =  50 m and 145 vertical levels. The 2D CRMs run with A x=  4000 
m and 28 vertical levels, to the top of the atmosphere. The vertical grid used by the 
two simulations represents the exact vertical grid used in the MMF.
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(a) Standard SAM
Figure 6.58. Evolution of the horizontally averaged profiles of cloud fraction from 
the transition from stratocumulus to cumulus simulation. Benchmark simulation run 
with Ax =  A y  =  50 m and 145 vertical levels. Standard SAM run with A x=  4000 
m and 28 vertical levels, to the top of the atmosphere. The vertical grid used by the 
two simulations represents the exact vertical grid used in the MMF.
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(a) PDF-SAM, L=Bogenschutz
Figure 6.59. Evolution of the horizontally averaged profiles of cloud fraction from 
the transition from stratocumulus to cumulus simulation. Benchmark simulation run 
with Ax =  Ay =  50 m and 145 vertical levels. PDF-SAM with L=Bogenschutz run 
with A x =  4000 m and 28 vertical levels, to the top of the atmosphere. The vertical 
grid used by the two simulations represents the exact vertical grid used in the MMF.
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(a) PDF-SAM, L=Bougeault
Figure 6.60. Evolution of the horizontally averaged profiles of cloud fraction from 
the transition from stratocumulus to cumulus simulation. Benchmark simulation run 
with A x =  A y  =  50 m and 145 vertical levels. PDF-SAM with L=Bougeault run 
with A x=  4000 m and 28 vertical levels, to the top of the atmosphere. The vertical 
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(a) LES
Figure 6.61. Time evolution of the horizontally averaged profiles of the liquid water
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time (LST)
(a) Standard SAM
Figure 6.62. Time evolution of the horizontally averaged profiles of the liquid water








10 12 14 
time (LST)
(a) PDF-SAM, L=Bougeault
Figure 6.63. Time evolution of the horizontally averaged profiles of the liquid 
water mixing ratio for the ARM continental cumulus case for PDF-SAM using 
L=Bougeault.
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(a) PDF-SAM, L=Bogenschutz
Figure 6.64. Time evolution of the horizontally averaged profiles of the liquid
water mixing ratio for the ARM continental cumulus case for PDF-SAM using
L=Bogenschutz.
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(a) Cloud Fraction (b) ql
Liquid W ater Flux (Resolved+SGS) Liquid W ater Flux (SGS)
(c) Resolved+SGS w'ql (d) SGS w' ql
Figure 6.65. Horizontally and temporally averaged profiles of cloud fraction, liquid 
water mixing ratio, and the total and SGS contributions of the liquid water flux. 
Profiles averaged over 15 to 16 LST for the ARM case of cumulus over land. Solid 
lines denote SGS+resolved contribution, while dotted lines denote SGS contribution.
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(a) Benchmark 
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(b) Standard SAM 
Liquid W ater Potential Temperature
(c) PDF-SAM, L=Bougeault (d) PDF-SAM, L=Bogenschutz
Figure 6.66. Time evolution of the horizontally and temporally averaged profiles of 
liquid water potential temperature for the ARM case of cumulus over land. In the 















Total W ater Mixing Ratio Total W ater Mixing Ratio
(a) Benchmark (b) Standard SAM
Total W ater Mixing Ratio Total W ater Mixing Ratio
(c) PDF-SAM, L=Bougeault (d) PDF-SAM, L=Bogenschutz
Figure 6.67. Same as Fig. 6.66, except for total water mixing ratio. Color scheme 














Cloud Fraction Cloud Fraction
(a) Benchmark (b) Standard SAM
Cloud Fraction Cloud Fraction
(c) PDF-SAM, L=Bougeault (d) PDF-SAM, L=Bogenschutz
Figure 6.68. Same as Fig. 6.66, except for cloud fraction. Color scheme same as 














Liquid Water Mixing Ratio Liquid W ater Mixing Ratio
(a) Benchmark (b) Standard SAM
Liquid Water Mixing Ratio Liquid W ater Mixing Ratio
(c) PDF-SAM, L=Bougeault (d) PDF-SAM, L=Bogenschutz
Figure 6.69. Same as Fig. 6.66, except for liquid water mixing ratio. Color scheme 
same as Fig. 6.66(a). Note the difference in the limits of the x-axis for each panel.
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Buoyancy Flux (Resolved+SGS) Buoyancy Flux (Resolved+SGS)
(a) Benchmark (b) Standard SAM
Buoyancy Flux (Resolved+SGS) Buoyancy Flux (Resolved+SGS)
(c) PDF-SAM, L=Bougeault (d) PDF-SAM, L=Bogenschutz
Figure 6.70. Same as Fig. 6.66, except for the resolved+SGS buoyancy flux. Color














Moisture Flux (Resolved+SGS) Moisture Flux (Resolved+SGS)
(a) Benchmark (b) Standard SAM
Moisture Flux (Resolved+SGS) Moisture Flux (Resolved+SGS)
(c) PDF-SAM, L=Bougeault (d) PDF-SAM, L=Bogenschutz
Figure 6.71. Same as Fig. 6.66, except for the resolved+SGS moisture flux. Color








Eddy Length Eddy Length
(a) PDF-SAM, L=Bougeault (b) PDF-SAM, L=Bogenschutz
Figure 6.72. Same as Fig. 6.66, except for the turbulent length scale. Color scheme 
same as Fig. 6.66(a).
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(b) 32 levels, 204.8 km domain
Cloud Fraction





Figure 6.73. Sensitivity of standard SAM to changes in the horizontal and vertical 
grid spacing for simulations of deep convection (idealized GATE case) for a domain 
size of 204.8 km (top row) and 102.4 km (bottom row). Black line represents the 
benchmark 100 m LES and the colored lines represent 2D CRM simulations. All 
profiles are horizontally and temporally averaged over the last 12 hours of model 
simulation. Cloud fraction shown here.
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(a) 256 levels, 204.8 km domain
g/kg
(b) 32 levels, 204.8 km domain
0.1
g/kg
(c) 256 levels, 102.4 km domain (d) 32 levels, 102.4 km domain
Figure 6.74. Same as Fig. 6.74 but for the nonprecipitating cloud condensate. Color














Heat Flux (Resolved+SGS) Heat Flux (Resolved+SGS)
(a) 256 levels, 204.8 km domain 
Heat Flux (Resolved+SGS)
(c) 256 levels, 102.4 km domain
(b) 32 levels, 204.8 km domain 
Heat Flux (Resolved+SGS)
(d) 32 levels, 102.4 km domain
Figure 6.75. Same as Fig. 6.73 but for the vertical flux of heat (w hL). Color scheme
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Figure 6.76. SGS TKE diagnosed from 100 m LES for analysis grid box sizes ranging 
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Figure 6.78. Temporally and horizontally averaged profiles of temperature and 
moisture, over the last 12 hours, for the idealized GATE case of deep convection. 2D 
CRM simulations (colored lines) shown here utilize Ax =  3.2 and 64 vertical levels 
with a domain size of 204.8 km in the horizontal. The LES simulation (black line) 










(a) Cloud Fraction (b) Cloud Condensate









Liquid W ater Condensate Ice Condensate
(a) Liquid Cloud Mixing Ratio (b) Ice Cloud Mixing Ratio
Figure 6.80. Same as Fig. 6.78, except for liquid and ice cloud condensate. Color 
scheme same as that in Fig. 6.78(a).
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Liquid W ater Flux
(a) w'q' (Resolved+SGS)
Figure 6.81. Same as Fig. 6.78, except for liquid water flux. Color scheme same
as that in Fig. 6.78(a). Solid lines denote the total contribution, while dotted lines
denote the subgrid-scale contribution.
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Heat Flux (resolved+SGS) Moisture Flux (resolved+SGS)
(a) w hL (b) w qt
Figure 6.82. Same as Fig. 6.78, except for the vertical fluxes of heat and moisture.
Color scheme same as that in Fig. 6.78(a). Solid lines denote the total contribution,
while dotted lines denote the subgrid-scale contribution.
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(a) L (b) SGS TKE
Figure 6.83. Same as Fig. 6.78, except for the eddy length and SGS TKE. Color 
scheme same as that in Fig. 6.78(a). Dotted line in Fig. 6.84(b) denotes the SGS 
value diagnosed from the LES for a 3.2 km grid size.
267
Precipitation Flux (resolved+SGS) Precip Rate
Figure 6.84. Same as Fig. 6.78, except for the precipitation flux and the precipitation
rate. Color scheme same as that in Fig. 6.78(a). Solid lines denote the total




Moisture Flux (resolved+SGS) Liquid W ater Flux
(b) w'qt (c) w' ql
Figure 6.85. Analysis of the partition of turbulent fluxes of heat, moisture, and 
liquid water during hours 3-4 of the spin-up from GATE. Blue lines denote standard 
SAM, while red lines denote PDF-SAM. Solid lines denote the total contribution of 
the flux, while dotted lines denote the SGS contribution.
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(a) Cloud Fraction (b) Cloud Condensate
Figure 6.86. Temporally and horizontally averaged profiles of cloud fraction and 
nonprecipitating cloud condensate, over the last 12 hours, for the idealized GATE 
case of deep convection. 2D CRM simulations (colored lines) shown here utilize 
A x  =  3.2 and 32 vertical levels with a domain size of 204.8 km in the horizontal. The 
LES simulation (black line) utilizes A x =  Ay =100 m and 256 vertical levels with 
domain size of 204.8 km in both horizontal directions.
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Liquid W ater Flux
(a) w' ql (Resolved+SGS)
Figure 6.87. Same as Fig. 6.86, except for liquid water flux. Color scheme same
as that in Fig. 6.86(a). Solid lines denote the total contribution, while dotted lines








(a) w hL (b) w qt
Figure 6.88. Same as Fig. 6.86, except for the vertical fluxes of heat and moisture.
Color scheme same as that in Fig. 6.86(a). Solid lines denote the total contribution,






(a) Ax= 800 m (b) Ax= 1.6 km
(m2/s2) (m2/s2)
(c) Ax= 3.2 km (d) Ax= 6.4 km
Figure 6.89. Horizontally and temporally averaged profiles of subgrid-scale turbu­
lent kinetic energy for GATE case of deep convection from the last 12 hours. Each 
panel represents CRM simulations with different Ax, but all simulations utilize 64 
vertical levels. Solid lines represent SGS TKE from model simulations while the 
dotted line denotes the amount of SGS TKE diagnosed from LES for the particular 

















(a) Ax= 800 m (b) Ax= 1.6 km
(c) Ax=  3.2 km (d) Ax=  6.4 km
Figure 6.90. Same as Fig. 6.89 except for nonprecipitating cloud condensate.
CHAPTER 7
TESTS IN A MULTISCALE MODEING 
FRAMEWORK
This chapter serves as the capstone of the dissertation. Here, I test the schemes 
described in previous chapters (i.e., the new length scale and the SGS condensa­
tion/turbulence scheme) in the embedded CRM of the multiscale modeling framework 
(MMF). The goal is to evaluate how such a scheme improves a seasonal simulation 
compared to the standard GCM and MMF. As previously discussed, the GCM used 
in this study is the Community Atmosphere Model (CAM) and the MMF represents 
a coupling between the CAM and the SAM. Descriptions of the GCM and MMF can 
be found in Chapter 2.
This chapter is organized as follows: First, there will be a description of the 
experiment, followed by a discussion of the observational datasets used to verify 
model simulations. Results from a seasonal simulation will be presented for the 
parameterized GCM, the MMF, and the MMF with my scheme. Finally, I will close 
this chapter with a summary and discussion.
7.1 Experiment Design
The preliminary evaluation of my scheme will involve a seasonal simulation of 
June, July, and August (JJA) that is initialized in mid-May to allow for a two week 
spin-up of the embedded CRM. The CAM is initialized with fields from standard 
climatology averaged over 1984-2004. For this JJA simulation there are three GCM 
versions evaluated. The first is the standard CAM, which uses the standard parame­
terization for moist convection (this will be referred to simply as “CAM” throughout 
this chapter). The second is the standard superparameterized CAM, which uses the 
low-order closure embedded CRM (simply referred to as “SPCAM” ). Finally, the
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third experiment will be the superparameterized CAM with my schemes included 
(simply referred to as “SPCAM-PDF” for the remainder of the dissertation).
All three experiments use the semi-Lagrangian dynamical core with a T42 grid. 
The T42 grid refers to a ~2.8° horizontal spacing with 30 vertical levels. Although 
not presented in this document, initial and debugging tests were performed with the 
T24 grid, which corresponds to a ~5.6° spacing and with 26 vertical levels. The 
timestep of the GCM is 900 s, while the timestep of the embedded CRM (for the 
superparameterized simulations) is 20 s. Further details on the MMF can be found 
in Chapter 2.
It is important to stress that this experiment only presents results of a preliminary 
evaluation of how this scheme works within the MMF, as only a short three month 
simulation is presented. From this short simulation I only hope to gain insight on 
how such a scheme may perform and leave longer-term simulation evaluation to goals 
that can be addressed in future work. Here, I seek to determine if shallow clouds are 
better represented and if they are produced on more physical grounds compared to 
the standard SPCAM.
7.2 Observational Datasets
To evaluate model performance several observational datasets have been selected. 
To evaluate cloud coverage I select the ISCCP (International Satellite Cloud Cli­
matology Project) data set to determine how well low, middle, and high clouds are 
represented. The CAM and SPCAM have built in ISCCP simulators (Klein and Jakob 
1999; Webb et al. 2001) that produce fields that can be compared directly to the 
observations derived from ISCCP. The difference between the CAM and SPCAM 
ISCCP simulators is that the cloud fields are computed on the GCM grid cells 
for CAM, while the cloud fields are computed on the CRM grid for the SPCAM 
simulations. For the evaluation of the top of atmosphere (TOA) fluxes I select the 
ISCCP Flux Data (ISCCP-FD) as described in Zhang et al. (2004).
For precipitation evaluation I select the CPC Merged Analysis of Precipitation 
(CMAP). This product includes a spatial coverage of 2.5° in both the latitudinal 
and longitudinal direction for a 144x72 grid. Estimates are obtained from five kinds
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of satellite estimates (Global Precipitation Instrument (GPI), Ocean Precipitation 
Instrument (OPI), Satellite Spectrometer Measuring Instrument (SSM/I) scattering, 
SSM/I emission and Missouri State University (MSU)) as well as blended National 
Center for Environmental Prediction (NCEP) and National Center for Atmospheric 
Research (NCAR) reanalysis precipitation values. For sea level pressure, the NCEP 
reanalysis data set is utilized.
7.3 Results
7.3.1 Low Clouds
Figs. 7.1 and 7.2 display the temporally averaged low cloud distribution over 
the JJA seasonal simulation, for each model configuration, compared to the ISCCP 
observational estimates. The cloud cover estimates for all simulations shown are 
obtained using ISCCP simulator software as described in Klein and Jacob (1999). 
This depiction shows differences between the SPCAM and SPCAM-PDF as the overall 
global low cloud distribution is better represented with the SPCAM-PDF. The most 
drastic difference is in the southern hemisphere storm tracks between ~60° S and 
30° S where SPCAM-PDF demonstrates significant improvement over the SPCAM 
in representation of the amount of boundary layer clouds, which are plentiful in this 
region. At these latitudes, CAM overestimates the low cloud amount, whereas SP- 
CAM underestimates the low clouds. However, SPCAM-PDF appear to diagnose the 
correct magnitude and the geographical distribution appears to be very satisfactory. 
In fact SPCAM-PDF is the only simulation to reasonably diagnose the low cloud 
cumulus maximum to the southwest of Australia. However, the stratocumulus clouds 
directly off the west coast of Australia remain underrepresented.
North of 30° S it appears that the occurrence of the trade cumulus clouds (stretch­
ing from the northern portion of the continent of Australia through the southern 
hemisphere Pacific Ocean) is much better represented in SPCAM-PDF. In addition, 
the low cloud maximum in the Arabian Sea (~20° N and 60° E) is better defined 
by SPCAM-PDF compared to SPCAM. This leads to an examination of the marine 
stratocumulus clouds on the western side of Africa and South America, where it 
appears that SPCAM-PDF does not improve the representation of these clouds.
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However, the extent of the shallow clouds along the coastlines appears to be improved. 
For example, whereas SPCAM underdiagnoses the shallow clouds near the southern 
portion of these continents (such as South America), SPCAM-PDF has a better match 
with ISCCP observational estimates.
North of the equator there is similar representation off the California coast for 
SPCAM-PDF, where low cloud amounts appear to be underestimated. However, the 
extent of the shallow clouds is greater throughout the Pacific Ocean for SPCAM-PDF. 
This is because the trade cumulus on the descending branch of the Hadley Cell are 
more realistically represented. It appears that the improvement of the overall global 
distribution of clouds for SPCAM-PDF is due to improved representation of cumulus 
clouds and not stratocumulus clouds.
The representation of stratocumulus, however, appears to remain severely under­
represented in SPCAM-PDF. In fact, the representation appears to be even worse 
for SPCAM-PDF when compared to SPCAM. While marine stratocumulus clouds 
cover an areal extent that is much less than cumulus clouds, their radiative effects are 
very important for the general circulation. Offline tests of PDF-SAM suggest that 
this configuration of SAM can represent these types of clouds very well (Chapter 6), 
however, these clouds are underrepresented in the context of the MMF. Therefore, this 
deficient representation of stratocumulus clouds in SPCAM-PDF certainly warrants 
examination and will be discussed later in this chapter. It appears, however, that the 
underrepresentation is due to inadequate vertical resolution in the lower troposphere 
and not related to deficiencies of the scheme. Further discussion will be provided in 
section 7.3.4.
However, the apparent improved representation of cumulus clouds in the MMF 
is very promising. As shown in this dissertation and in the literature (Cheng and 
Xu 2008; Cheng et al. 2010; Marchand et al. 2010), cumulus clouds in standard 
SAM are actually simulated as scattered sheets of stratocumulus clouds. Hence, the 
cumulus cloud occurrence is underrepresented in SPCAM, while the clouds that do 
form are isolated clouds of high optical depth. This is counter to what is expected 
from cumulus clouds, which is a cloud distribution that is plentiful yet of variable 
and small partial cloudiness. Fig. 7.1 suggests that the occurrence of cumulus clouds
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has better agreement with observations for SPCAM-PDF. As will be shown, because 
SPCAM-PDF has better representation of these clouds, this has a positive effect on 
the radiation budgets.
The zonal averages of the low cloud fraction for each model simulation, compared 
to ISCCP estimates, can be found in Fig. 7.3. Similar to the geographical distribution 
plots, it is easy to see the most dramatic difference exists in the southern hemisphere 
storm tracks between ~60° S and 30° S. At these latitudes SPCAM-PDF has very 
good agreement with the ISCCP estimates, although at 30° to 20° S there is a 
negative bias. This is due to the underestimation of the boundary layer clouds 
off the western coasts of Australia and South America. The representation in the 
northern hemisphere for SPCAM-PDF is generally good, with some negative biases 
seen around 30° N, due to the underestimation of the stratocumulus clouds off the 
California coast.
Many studies have shown that SPCAM typically under-predicts the occurrence of 
low clouds and over-predicts the optical depth for the low clouds that are predicted 
(Zhang et al. 2008; Marchand et al. 2009; Marchand and Ackerman 2010). In 
Chapter 6 I showed that standard SAM often produces cloud condensate mixing 
ratios that are much too high (also demonstrated in the simple example of Fig. 1.2), 
while PDF-SAM produces profiles much more inline with LES.
While Fig. 7.1 demonstrates that SPCAM-PDF can better represent the global 
distribution of low clouds, Fig. 7.4 demonstrates each model’s ability to represent the 
cloud water path (which is related to the optical depth). The best improvements can 
be found over the storm tracks of the southern hemisphere oceans and in the trade 
wind regimes found in the tropics. Still problematic are the overestimations of liquid 
water path along the ITCZ and in the northern sections of the Pacific Ocean where 
low-level stratus are prolific. Here, the results follow those found in the examination 
of the global distributions. Even though representations of the liquid water path along 
the ITCZ and northern portions of the Pacific ocean remain problematic, there does 
appear to be marginal improvements in these areas for SPCAM-PDF when compared 
to SPCAM.
In the previous chapters of this dissertation I extensively showed that low clouds
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in the standard SAM are not formed on physical grounds. The embedded SAM in 
the MMF has a horizontal grid size of 4 km and in Chapter 6 I showed that the cloud 
circulations should be SGS for a variety of shallow cumulus boundary layer cloud 
regimes for a grid size this coarse. However, shallow clouds in the standard SAM 
are formed by generating unrealistically large and resolved-scale cloud circulations. 
In Chapter 6 I showed that the cloud forming processes are more physical for these 
boundary layer cloud regimes in PDF-SAM. Do these results hold when PDF-SAM 
is implemented into the MMF?
Figs. 7.5 through 7.7 display the geographical distribution of the temporally 
averaged ratio of the SGS to total vertical flux of the total water mixing ratio (w qt) 
for both the SPCAM and SPCAM-PDF. Three levels within the boundary layer are 
displayed at 970, 900, and 820 hPa. A higher ratio indicates that the vertical flux of 
w qt is contributed more by SGS processes, whereas a lower ratio indicates that the 
vertical flux of total water is contributed more by the resolved processes. There are 
no observational estimates nor global LES to compare these ratios to. However, for 
CRMs utilizing a 4 km horizontal grid size there should be a large portion of w'qt that 
is contributed from SGS processes for regimes characterized by shallow convection. 
For deep convective regimes (such as the ITCZ) this ratio should be smaller than that 
found in shallow convective areas but it should not be negligible (Moeng et al. 2010).
Figs. 7.5 through 7.7 show evidence that the embedded CRM within SPCAM-PDF 
is perhaps driven on more physical grounds than SPCAM. Here, there are very 
high ratios between the SGS and total contribution of w qt for the trade cumulus 
regions and the southern hemisphere storm tracks for SPCAM-PDF at the three 
levels examined within the boundary layer. In addition, the ratios in the deep 
convective regions are smaller than those found outside of the ITCZ. However, the 
SGS contribution still contributes about 40% to the total flux. This smaller ratio 
exists because the deep convective circulations are explicitly resolved for A x=  4 km. 
Only shallow convection and smaller-sized eddies are parameterized in the CRM at 
the ITCZ. This result is promising as it suggests that SPCAM-PDF has the ability 
of physically partitioning the SGS and resolved energy depending on the regime. 
Again, while no verification exists to compare these results to, it merely suggests that
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the embedded CRM for SPCAM-PDF is physically plausible. On the other hand, 
SPCAM simulation shows very low ratios for SGS to total w'qt at all levels examined 
in the boundary layer. Given the findings in Chapters 4 and 6, this result is certainly 
not surprising.
Select profiles of cloud water mixing ratio (qn) and subsidence (w) can be found 
in Fig. 7.8 for a grid box centered at 16° S and 151° W. This represents a grid 
box in the trade winds and helps to highlight some of the differences between the 
models. Here, I show that SPCAM-PDF exhibits profiles more representative of a 
trade cumulus regime, with strong subsidence to the top of the trade inversion and 
averaged qn values that more resemble those found in trade cumulus. Again, there is 
no verification plotted here and therefore it is impossible to tell which simulation is 
more closely capturing “truth.” One way to verify such profiles is to perform a LES for 
a particular CAM grid column with the prescribed large scale forcing, however, that 
is beyond the scope of this dissertation and will be left to future work. Comparisons 
with the Moderate Resolution Imaging Spectroradiometer (MODIS) observations, 
for example, should also be explored in future work. However, comparison with the 
observational estimates of Fig. 6 in Cheng and Xu (2010) in the trade winds suggest 
that SPCAM-PDF has much better agreement with observations compared to CAM 
and SPCAM. CAM and SPCAM tend to predict much larger values for qn than what 
would be expected for this type of regime, which was also demonstrated in Fig. 7.4. 
MODIS observations for this region (Cheng and Xu 2010) suggest that the maximum 
qn in the cloud layer should be 10 to 20 mg/kg in this region.
Another example is found in the Atlantic Ocean trade winds near 2° S and 36° 
W  (Fig. 7.9). Here, much of the same behavior is exhibited, with strong subsidence 
better represented in the SPCAM-PDF as compared to the SPCAM. It follows that 
the profiles of the cloud structure more closely resemble that of a trade cumulus regime 
for SPCAM-PDF. While CAM adequately represents the subsidence, cloud fraction 
and cloud condensate profiles exhibit magnitudes that are larger than typically found 
in a trade wind cumulus regime (Fig. 7.10).
The better representation of subsidence is due to the ability of SPCAM-PDF to 
better represent trade cumulus clouds that better maintain the trade inversion, while
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SPCAM tends to produce resolved cloud circulations that are too strong. This leads 
to clouds that often reach greater heights than in SPCAM-PDF, because of stronger 
resolved-scale convective circulations, and do not possess characteristics of trade wind 
cumulus. In addition, because SPCAM-PDF can better represent trade cumulus, the 
general circulation is better represented. Hence, the better representation of the 
general circulation can feedback to produce environments that are more favorable 
for accurate simulations of trade wind cumulus clouds. This can be seen in the 
zonal averages of sea level pressure for the three simulations and compared to NCEP 
reanalysis for JJA (Fig. 7.11). Here it appears the distribution of sea level pressure for 
SPCAM-PDF more closely resembles that of the NCEP reanalysis, with somewhat 
stronger subtropical highs and a much better representation of the sea level pressure 
(SLP) pattern of the southern hemispheric subpolar low region.
However, even in regions of the trades where subsidence seems to be properly 
represented for SPCAM, it appears that SPCAM-PDF can still better represent the 
trade cumulus boundary layer. In Fig. 7.9 profiles are examined for 5° S and 151° W. 
Here all three simulations appear to represent the subsidence adequately, however, 
that is where the similarities cease. Clearly, CAM produces cloud properties which are 
typically in access of that characterized by a trade cumulus regime. In this example, 
the prediction of cloud base and cloud top are nearly identical for both SPCAM and 
SPCAM-PDF, however, the magnitude of the averaged cloud water and cloud fraction 
appear to be more representative of a trade cumulus for SPCAM-PDF. Again, direct 
comparison with observations should be explored in future work.
7.3.2 M iddle- and U pper-Level Clouds
The zonal averages of the middle-level cloud fraction for each model simulation can 
be found in Fig. 7.12. Here the results generally follow that found in the plots for the 
geographical distribution. SPCAM has the best representation of the middle-level 
clouds in the southern hemisphere, while SPCAM-PDF has under representation 
from 40° S to 10° S. It could be that an increased amount of low-level clouds for 
SPCAM-PDF may use much of the increased moisture transport from the surface, 
leaving the middle-layer clouds underrepresented. In the northern hemisphere both
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superparameterized configurations exhibit roughly the same zonal averages. Also 
worth mentioning is that both superparameterized simulations are superior to the 
CAM for latitudes greater than 40° in both hemispheres. This behavior is not 
unique to this type of closure, as the middle clouds in a predictive higher-order 
closure implemented into MMF are also severely underestimated (Cheng and Xu 
2010). Middle-level clouds are not as radiatively important as low or high-level clouds, 
however, their absence in SPCAM-PDF does have some influence on the radiation 
budgets in the southern hemisphere (where the negative bias in the middle-level clouds 
is most pronounced), as will be shown. The underestimation of the middle-level clouds 
in multivariate PDF schemes warrants attention in future work.
The zonal averages for the high-level clouds can be found in Fig. 7.13. A known 
problem of the SPCAM is that it produces too much high cloud, both in convective 
and nonconvection regions. For nonconvective regions this problem is illustrated best 
in southern hemisphere storm tracks where SPCAM exhibits a strong positive bias for 
the high clouds. While SPCAM-PDF also exhibits a positive bias in this region, the 
problem appears to be slightly mitigated. In addition, the geographical pattern (not 
shown) in the southern Pacific Ocean is in better agreement with ISCCP observational 
estimates for SPCAM-PDF. As will be shown, the modest improvement in the high- 
level clouds for SPCAM-PDF correlates to improvements when the longwave cloud 
effect is examined. Both superparameterized versions of CAM, however, drastically 
improve the representation of high clouds compared to the standard CAM.
The most glaring feature from the Fig. 7.13 plot is the strong positive bias 
exhibited by the standard CAM for all latitudes. Both superparameterized versions of 
CAM have zonal averages that are much more comparable to ISCCP estimates. This 
highlights the advantage of using explicit convection versus parameterized convection 
within GCMs, as high clouds are often a result of deep convective processes. The 
zonal mean representation for both of the SPCAM simulations are very comparable, 
with SPCAM-PDF showing only a slight improvement over the standard SPCAM. 
However, SPCAM-PDF appears to have better geographical distribution of the high 
clouds, as shown in the previous figure, which is important for the computation of 
interactive longwave radiative.
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7.3.3 R adiation Budgets and Precipitation
The zonal averages for the absorbed shortwave radiation can be found in Fig. 7.14. 
In the northern hemisphere SPCAM-PDF has the best match with the observation 
estimates, while in the southern hemisphere it appears that SPCAM-PDF has absorp­
tion rates that are a bit too high. This is due to the the negative middle cloud bias 
and underrepresentation of stratocumulus clouds in SPCAM-PDF at these latitudes. 
While middle-level clouds do not modulate shortwave radiation as much as high and 
low clouds, the absence of these clouds in SPCAM-PDF does have some effect on the 
radiation budgets in this region. However, the overall representation of this budget 
appears to be improved for SPCAM-PDF, especially in the northern hemisphere where 
incoming solar radiation is greatest in JJA. In addition, the absorbed shortwave radi­
ation is underestimated along the ITCZ for SPCAM, while this problem is alleviated 
quite a bit in SPCAM-PDF. This indicates better representation of deep convection 
in SPCAM-PDF, possibly due to the better representation of the trade wind cumulus 
and hence the general circulation. The absorbed shortwave radiation is overestimated 
off the California coast in both MMF simulations due to underrepresentation of 
stratocumulus clouds.
The zonal averages of the outgoing longwave radiation (OLR) at the top of the 
atmosphere can be found in Fig. 7.15. The ISCCP-FD observational estimates show 
that OLR is greatest over warm deserts and over the tropical ocean areas where 
clouds occur infrequently or are optically thin. The OLR is lowest in polar regions 
and regions of persistent high cloudiness in the tropics, such as along the ITCZ. 
All three simulations represent the overall geographical pattern of OLR fairly well. 
However, it is obvious that the OLR is a bit too strong in the southern hemisphere 
tropics for SPCAM-PDF, which is to be expected considering the negative bias in the 
middle-level clouds and stratocumulus clouds in this region.
Figures 7.16 and 7.17 displays the temporally averaged geographical distribution 
of the longwave cloud effect as compared to the ISCCP-FD dataset (Zhang et al. 
2004). The cloud effect is the difference between clear sky and total fluxes at the top 
of the atmosphere (TOA) and, thus, is a direct measure of the cloud effect on the TOA 
radiation. The geographical distributions of the longwave cloud effect resemble the
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distributions of the high-level cloud amount seen in Fig. 7.13. This is expected since 
the outgoing longwave radiation is mostly affected by deep precipitating clouds and 
high-level clouds. In the southern hemisphere storm tracks both CAM and SPCAM 
grossly overestimate the longwave cloud effect due to an overestimation of the high- 
level clouds. SPCAM-PDF also contains positive biases in this region, however, they 
appear to be mitigated a bit compared to the other simulations. In addition, the global 
spatial pattern for SPCAM-PDF more closely resembles the ISCCP-FD pattern.
Along the ITCZ and north of the ITCZ the behavior of the distribution for 
the longwave cloud effect closely resembles that of the high cloud fraction for each 
simulation. Whereas SPCAM-PDF has positive biases of the cloud effect in certain 
regions (such as along the coast of the United States and in the western Pacific Ocean), 
the spatial pattern appears to resemble that of the ISCCP-FD estimates more so 
than the SPCAM, which appears to be more “diffuse” or “smeared” in these areas. 
Overall, it appears that the longwave cloud effect is improved in the SPCAM-PDF, 
which appears to be related to the slight improvement in the high cloud amount. 
It should also be noted that SGS cloud fraction is passed to the radiation code in 
SPCAM-PDF simulations, which could be contributing to the improved presentation 
of the radiative effects. In SPCAM, the radiation is computed assuming that a grid 
box is either entirely clear or cloudy.
The zonal averages for the longwave cloud forcing for each simulation can be found 
in Fig. 7.18. Once again, the simulations are compared to the estimates provided 
by the ISCCP-FD. In this presentation SPCAM-PDF greatly improves the zonal 
mean presentation of this quantity over SPCAM in the southern hemisphere latitudes. 
In the ITCZ the intermodel comparisons are similar, with each superparameterized 
simulation overestimating the longwave cloud effect because high clouds are over­
predicted here. Compared to the southern hemisphere, differences in the northern 
hemisphere are more subtle between SPCAM and SPCAM-PDF, although it appears 
that SPCAM-PDF has better representation in the higher latitudes.
Figs. 7.19 and 7.20 display the geographical distributions for the shortwave cloud 
effect as compared to estimates obtained from the ISCCP-FD dataset. This cloud 
effect is the difference between clear sky and total shortwave fluxes at TOA and
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the geographical distributions tend to resemble the distributions of optically thick 
clouds. Observational estimates (Fig. 7.19(a)) suggest that the shortwave cloud 
effect is strongest in areas of deep convection (along the ITCZ), in stratocumulus 
populated regions (such as off the California coast), and in the northern sections 
of the Pacific and Atlantic Oceans where optically thick stratus and stratocumulus 
clouds are present. The shortwave cloud effect is low over desert regions and over 
areas of the tropics where trade cumulus are present.
In the northern hemisphere both CAM and SPCAM overestimate the shortwave 
cloud effect in areas where trade cumulus are present (such as the northern hemisphere 
Atlantic Ocean). While SPCAM-PDF has much better estimates of the shortwave 
cloud effect in these areas, there are notable deficiencies off the California coast 
where the stratocumulus are underrepresented. However, it should also be noted 
that SPCAM suffers from the same issues as well. Both SPCAM and SPCAM-PDF 
overestimate the shortwave cloud effect in the eastern Pacific Ocean due to the fact 
that deep convection is overestimated in these areas. However, SPCAM-PDF has 
much better representation of the shortwave cloud effect along the ITCZ, where the 
forcing computed by SPCAM is both too strong and geographically too broad.
In the southern hemisphere, SPCAM-PDF has better representation along the 
trade cumulus regions, where SPCAM and CAM tend to overestimate the shortwave 
cloud effect. However, the shortwave cloud effect for SPCAM-PDF does appear to be 
underestimated in a fairly large portion of the southern hemisphere of the Indian, 
Pacific, and Atlantic Oceans. This is because both SPCAM and SPCAM-PDF 
underestimate stratocumulus clouds in these regions. It also appears the bias in 
shortwave cloud effect for SPCAM-PDF is correlated with the underrepresentation 
of the middle-level clouds, especially off the west coast of Australia. Despite some 
magnitude issues of this quantity for SPCAM-PDF (namely in southern hemisphere 
areas), it appears this simulation has a better global distribution of the shortwave 
cloud effect when compared to ISCCP-FD estimates. In general, the shortwave cloud 
forcing tends to be globally too strong in both CAM and SPCAM because cumulus 
clouds are generally represented as too optically thick in these simulations.
The zonal mean representation of the shortwave cloud effect is shown in Fig. 7.21.
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The underrepresentation of this cloud effect in the southern hemisphere, due to lack 
of middle-level clouds, is obvious in SPCAM-PDF from 30° S to 10°. However, 
in the northern hemisphere it appears that the SPCAM-PDF overall improves the 
presentation when compared to CAM and SPCAM. This is most notable along the 
ITCZ, 30° N, and 50° N where SPCAM and CAM tend to exhibit cloud forcing that 
is too strong. While the representation of the cloud forcing along 30° N appears to 
be much better for SPCAM-PDF, this is to some degree due to cancellation of large 
regional biases. An example is the cancellation of the biases found in the east and 
west Pacific Ocean, respectively. However, the representation of the shortwave cloud 
effect in the Atlantic Ocean around 30° N does appear to be greatly improved for 
SPCAM-PDF when compared to SPCAM and CAM.
The temporally averaged surface precipitation rate distribution over the JJA 
seasonal simulation is shown in Figs. 7.22 and 7.23. Model simulations are compared 
to the merged CMAP precipitation product. It is clear from Fig. 7.22 that the CAM 
grossly underestimates precipitation globally, while producing unrealistically large 
precipitation biases in the Arabian Sea and off the eastern African coast. While 
both SPCAM and SPCAM-PDF produce positive biases in the precipitation field, 
the spatial pattern produced by these simulations more closely resembles that of the 
observational dataset.
The precipitation differences between the two superparameterized simulations are 
most pronounced where the differences in the high clouds are found. That is, the 
southern hemisphere of the Pacific Ocean, the ITCZ at ~160° W, the ITCZ in the 
Atlantic Ocean, off the coast of the eastern United States, and the western Pacific 
Ocean. Also worth pointing out is the fact that the positive precipitation bias off the 
southwest coast of India for SPCAM appears to be reduced in SPCAM-PDF. While 
there are modest improvements for SPCAM-PDF (namely in the central Pacific and 
Atlantic along the ITCZ), overall, there does not appear to be any major differences 
in the precipitation field between SPCAM and SPCAM-PDF. The presentation of 
the zonal averages for this quantity can be found in Fig. 7.24.
Finally, I present some globally averaged statistics for various climatological prop­
erties. Table 7.1 shows the mean properties for the three GCM simulations versus
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the mean properties computed by the observational estimates. These results mostly 
follow what was found in previous analysis and for most variables, SPCAM-PDF 
has the best matches with the observational estimates. This is most true for such 
properties as cloud water path and the TOA shortwave cloud effect. There are a 
few exceptions, however, such as for the TOA outgoing longwave radiation where 
SPCAM-PDF is positively biased.
7.3.4 The Stratocum ulus Problem
The results of this short seasonal simulation suggest that SPCAM-PDF can im­
prove the representation of cumulus clouds compared to SPCAM and CAM. However, 
it appears that SPCAM-PDF does not improve the representation of stratocumulus 
clouds, namely those that predominately occur off the western coasts of continents. 
In fact, it appears that SPCAM-PDF actually degrades the quality of these types of 
clouds when compared to SPCAM. This certainly raises concerns about the SPCAM- 
PDF schemes and warrants investigation as to why this problem is occurring.
One obvious hypothesis is limitations related to the constraints of the vertical grid 
spacing. Many previous studies (i.e., Bretherton et al. 1999; Marchand and Ackerman 
2010) suggest that high vertical resolution is essential for the proper representation 
of stratocumulus clouds, due to the often sharp inversion found at the top of the 
boundary layer that is needed to maintain stratocumulus. In addition, stratocumulus 
clouds typically occupy a much smaller depth when compared to cumulus. Many 
studies, such as that of Golaz et al. (2002b) and Zhu et al. (2005) show that multi­
variate PDF schemes are highly sensitive to small changes in the profiles of 0l and qt 
for stratocumulus clouds. A “smoothed” out inversion top acts to reduce the amount 
of available moisture within the stratocumulus topped boundary layer. In fact, for 
these regimes it appears that a fine vertical grid spacing is more important than 
the horizontal resolution, since even coarse horizontal grid CRMs (with high vertical 
resolution) can still represent the cloud properties of stratocumulus clouds fairly well, 
despite deficient SGS transports (Cheng and Xu 2008, Cheng et al. 2010). This 
relates to the behavior that vertical velocity and cloud properties of stratocumulus 
layers are highly Gaussian, therefore a simple “all-or-nothing” condensation approach
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is somewhat appropriate for this regime.
Marchand and Ackerman (2010) show that LES simulations with A x=  100 m 
and a relatively fine vertical grid spacing of A z  =  50 m cannot simulate most types of 
stratocumulus regimes. They show that a vertical grid spacing of at least 25 m or 12.5 
m is needed to capture the appropriate cloud fraction and liquid water mixing ratio. 
This is especially true for stratocumulus characterized by relatively thin cloud decks, 
such as a DYCOMS (Dynamics of Chemistry of Marine Stratocumulus; Stevens et 
al. 2003) based simulation, which represents a mature stratocumulus regime at the 
tipping point of transition to a broken cloud deck. High sensitivity to A z was also 
found for the ATEX (Atlantic Trade Wind Experiment) case, which represents a 
simulation of a thin stratocumulus layer on top of trade wind cumulus. For these 
two aforementioned cases, Marchand and Ackerman (2010) found that the cloud 
layer tends to dry out almost completely for LES simulations if the grid spacing is 
100 m or more. Marchand and Ackerman (2010), however, found that simulations 
were less sensitive to changes in vertical resolution for stratocumulus layers that were 
relatively thick, such as the ASTEX (Atlantic Stratocumulus Transition Experiment) 
based simulation.
One possible reason for the insensitivity to vertical resolution in the ASTEX case is 
that this regime is characterized by an inversion jump that is not quite as strong as my 
transition case or DYCOMS, for example. The jump in qt at inversion top is only ~2 
g/kg for the ASTEX case, whereas for the second research flight (RF02) of DYCOMS 
and my transition case (day one) the inversion jump is ~6 g/kg. A coarse vertical 
resolution simulation would be less sensitive to stratocumulus regimes with a smaller 
jump at inversion top because inevitable errors (with a coarse vertical resolution) 
in the entrainment rate will yield a smaller reduction in the total available water. 
Although not shown in this dissertation, cursory tests were performed with PDF-SAM 
on the first three hours of the ASTEX case (when stratocumulus is present). Offline 
tests of this case with PDF-SAM with the exact MMF vertical grid yielded good 
results when compared to LES (presented in Cheng and Xu 2008). However, as will 
shortly be presented, these decent results with MMF type grid spacing do not hold 
true for other stratocumulus regimes.
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For the type of stratocumulus regime characterized by dull inversion jumps at 
the top of the boundary layer (~2 g/kg), the stratocumulus regime appears to be 
represented fairly well by SPCAM-PDF. These are regions associated with the stratus 
directly off the coast of South America (near 2° S and 87° W, Fig. 7.25) and in the 
northern Pacific Ocean, for example. In these particular regions, it appears that the 
cloud deck occupies a greater vertical extent and is more stratus in nature than regions 
where the SPCAM-PDF exhibits difficulties. This is in agreement with the results 
from Marchand and Ackerman (2010). Most notable about Fig. 7.25 is the latent 
heat flux profiles, where SPCAM-PDF appears to be more efficient at transporting 
SGS moisture up through the boundary layer. Despite a few differences, however, it 
appears that the overall cloud structure is similar between SPCAM and SPCAM-PDF 
for this particular grid box. Fig. 7.26 displays the profiles for potential temperature 
and specific humidity and shows the rather dull jumps at inversion top for 9 and 
qt (which appear to be nonexistent due to the smoothed out nature that the coarse 
vertical grid produces).
However, Fig. 7.27 displays a stratocumulus layer further off the coast. In this 
region the stratocumulus are typically more thin than the previous case and on the 
verge of transitioning to a more cumulus regime. In addition, the profile jumps at the 
top of the cloud layer are more abrupt. Therefore, this regime has more in common 
with DYCOMS and the first day of the transition case, as presented in Chapter 6, 
and is more difficult for a coarse vertical grid model to simulate (Marchand and 
Ackerman 2010). The profiles for each model simulation show that SPCAM-PDF 
simulates far less cloud water for this regime when compared to the profiles SPCAM 
and CAM. In addition, the cloud fraction also appears to be underrepresented for 
SPCAM-PDF. Probably the most interesting aspect of Fig. 7.27 is the fact that 
SPCAM-PDF appears to be more efficient in transporting moisture in the boundary 
layer. The moisture flux is responsible for the maintenance of clouds while the heat 
flux (not shown) provides a source for TKE. Due to the fact that moisture and heat 
transports (as well as TKE) appear to be more efficient in SPCAM-PDF, it does 
not appear that any deficiencies in turbulence scheme are contributing to the poor 
representation of stratocumulus clouds.
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Examining the averaged profiles of potential temperature and specific humidity 
(Fig. 7.28), it is not hard to see why a cloud resolving model with a coarse vertical 
grid would suffer in representing stratocumulus clouds. Here it is obvious that the 
inversions at the top of the boundary layer, for all simulations, are too “smoothed” 
out and this is directly related to the coarse vertical resolution. For any model to 
accurately simulate the stratocumulus topped boundary layer it is essential that the 
inversion be properly represented, because it is the entrainment and longwave cooling 
rates at the cloud top that drives and maintains the stratocumulus cloud. Stevens 
et al. (2005) show the stratocumulus topped boundary layer cannot be properly 
simulated if entrainment of free-atmosphere air into the cloud layer is not accurately 
represented. A coarse vertical grid compromises how this process is represented and 
often leads to a break-up of the cloud deck. In addition, the smoothed out inversion 
acts to limit the available total water within the cloud layer.
The question remains, however, why SPCAM and CAM still appear to represent 
the stratocumulus layer better than SPCAM-PDF despite deficiencies in the vertical 
resolution. One answer to this could be the inherent moist biases present in both 
of these models. For instance, it was shown in Fig. 7.4 that CAM tends to greatly 
over-parameterize the presence of cloud water. This is also true in areas of trade 
cumulus. In terms of the SPCAM, for the analysis of the transition case presented in 
Chapter 6, I showed that liquid water mixing ratio and cloud fraction are both grossly 
overestimated for standard SAM when thin stratocumulus layers are present in LES 
(Figs. 6.51 and 6.52). The thermodynamic profiles presented in Fig. 7.28 perhaps 
have more in common with profiles of a trade cumulus regime, due to the smoothed 
out inversion, than stratocumulus and it has been shown that standard SAM tends to 
overdiagnose the cloud properties of trade cumulus. In addition, Cheng et al. (2010) 
show that in coarse-horizontal grid stratocumulus simulations, standard SAM tends 
to overdiagnose cloud fraction and qn (often by 50%). They concluded this was due to 
unrealistically large resolved circulations that appear to become stronger when grid 
spacing increases.
In many aspects, decreased cloud cover for a stratocumulus regime is the expected 
result if the large-eddies are correctly parameterized for a CRM with a coarse vertical
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grid spacing. The study of Cheng et al. (2010) shows that CRMs with both coarse 
horizontal and vertical grid spacings often produce the correct (or overpredict) cloud 
amount for stratocumulus regimes, but for the wrong reasons (Fig. 14 from Cheng 
and Xu 2008). On the other hand, simulations with a fine horizontal grid but coarse 
vertical grid tend to drastically under-predict cloud amount. Assuming that a coarse- 
grid PDF-SAM configuration can correctly parameterize the large-eddies, then the 
behavior for this model should follow that of a simulation with LES type of horizontal 
resolution, thereby acting to reduce the cloud amount for stratocumulus regimes when 
the vertical grid is coarse.
Therefore, it is entirely possible that SPCAM could be producing more realistic 
cloud fields in this stratocumulus region, but for the wrong reasons; whereas SPCAM- 
PDF is attempting to simulate the clouds on physical grounds but is compromised by 
the vertical grid. For instance, an analysis of profiles at the same latitude as Figs. 7.27 
and 7.28 but at 120° W (not shown; where cumulus clouds should be present) shows 
that both SPCAM and CAM produce profiles with too much liquid water and cloud 
fraction. The properties are very similar to those shown at 87° W. Additionally, Cheng 
and Xu (2010) studied this same area with output from their MMF and compared 
them to C3M (Cloudsat-CALIPSO) observational estimates (Fig. 6 of their paper). 
They show that for 87° W  and 10° S the proper annual mean of liquid water mixing 
ratio is 61 mg/kg in the cloud layer. This is much lower than the simulated values 
of 200 mg/kg produced by SPCAM and CAM, indicating a problematic moist bias 
present in these models. In fact, even though SPCAM-PDF exhibits a low bias for 
this particular area, the computed liquid water mixing ratio of 31 mg/kg compares 
far better with the C3M estimates. In addition, liquid water mixing ratio estimates 
for the trade cumulus region (near 120° W and 10° S) for SPCAM-PDF are far 
more comparable to the observational estimates presented by Cheng and Xu (2010). 
Thus, the apparent moist bias in qn for SPCAM coupled with the finding that the 
occurrence of stratocumulus clouds are underdiagnosed in this area (Fig. 7.1) agrees 
with offline tests, which found that standard SAM tends to simulate scattered sheets 
of stratocumulus clouds.
Next, I investigate the stratocumulus problem in more detail by performing more
292
“offline” tests. In Chapter 6 I showed that the stratocumulus boundary layer could 
be represented with the PDF-SAM configuration. The results shown for that section 
were for a fairly fine vertical grid spacing (A z=25 m in the boundary layer). Results 
were also examined with a more coarse vertical grid spacing of Az=150 m in the 
boundary layer and the results, while somewhat degraded, show that this regime 
could still be reasonably simulated. However, a vertical resolution of 150 m in the 
boundary layer still contains more vertical grid points than the current configuration 
of the MMF, which contains only five grid points below z =  1000 m. As shown in 
Fig. 6.28, this type of vertical grid in the MMF only allows for 2 grid points in the 
cloud layer. A coarse vertical grid such as this does not permit thin stratocumulus 
clouds to be resolved.
Therefore, I take a look once again at how PDF-SAM and SAM handle simulating 
this challenging stratocumulus regime, but with a grid spacing that is identical to that 
used in the MMF. In this experiment I run the SAM with A x =  4 km and 28 vertical 
levels. In terms of the vertical grid, the levels used in the lowest 2 km are as follows: 
65, 211, 382, 580, 802, 1049, 1320, and 1715 m. The timestep used in this experiment 
is 20 s, with radiation computed every 15 minutes. In other words, this simulation 
is attempting to replicate the CRM used within the MMF, in order to highlight any 
deficiencies that could be occurring.
Figure 7.29 displays the temporally and horizontally averaged profiles for liquid 
water potential temperature, the heat flux, cloud fraction, and liquid water cloud 
condensate for the first twenty-four hours of the transition simulation with 28 vertical 
levels. Clearly, neither SAM nor PDF-SAM can adequately represent the sharp 
inversion at the top of the cloud layer with such a coarse vertical grid spacing. This 
smoothed out inversion is similar to the profiles presented in Fig. 7.28 and more closely 
resembles the profiles of a trade wind cumulus regime. This ill representation strongly 
effects how clouds are simulated within this type of regime and the profiles for the 
heat flux, cloud fraction, and nonprecipitating cloud condensate are not adequately 
represented for either simulation. However, these profiles are quite revealing. Take, 
for instance, the profile for qn (Fig. 7.29(d)). Here it is shown that while both versions 
of SAM simulate the cloud deck much too low (shown by Marchand et al. 2009 to
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be a typical problem in the MMF), standard SAM has a better match with LES in 
terms of the amount of liquid water predicted. The magnitude is nearly identical 
with that of LES, while PDF-SAM only predicts about a quarter of the liquid water 
mixing ratio. This is very similar behavior found in the grid boxes sampled within 
the MMF where SPCAM-PDF is found to be deficient in simulating stratocumulus 
clouds. While this result suggests that standard SAM is giving a “better” answer, 
one must question whether this solution is determined on physical grounds.
An examination of the heat flux, w h L, (Fig. 7.29(b)) shows that the entire 
contribution of the heat flux for PDF-SAM is from the subgrid-scales. The moisture 
flux has similar representation (not shown). There are also major differences relating 
to the magnitude of the total flux of heat. Not only does standard SAM have less 
contribution from the SGS flux of heat, compared to PDF-SAM, but the resolved 
contribution is far greater than the total LES contribution in the subcloud layer. This 
agrees with the finding of Cheng et al. (2010) which found that overtly strong resolved 
scale circulations were responsible for an overproduction of stratocumulus clouds in 
coarse-grid low-order-closure CRMs. In addition, entrainment is unrealistically low 
at cloud top for standard SAM, which helps to maintain more cloud water. While the 
magnitude of the entrainment for PDF-SAM agrees more with LES, the entrainment 
zone covers too large of a vertical area, owing to the coarse vertical grid spacing and 
is another reason why there is less qn diagnosed.
Figs. 7.30 through 7.32 show the evolution of the horizontally and temporally 
averaged cloud fraction profiles for the full transition analysis when only 28 vertical 
levels are used. Despite the inadequacies of PDF-SAM to simulate the stratocumulus 
regime during the first couple of days, this scheme appears to recover nicely and 
simulates the remainder of the transition with much fidelity when compared to the 
standard SAM. During the first two days it is clear that PDF-SAM underestimates 
the cloud cover, due to the inadequate representation of the inversion. The transition 
simulated by the standard SAM exhibits several shortcomings, first the stratocumulus 
regime persists much too long and too close to the surface. The stubbornness of 
the standard SAM to transition to a cumulus regime is due to the insufficient SGS 
transports of heat and moisture. This is a telling demonstration that even though
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standard SAM my provide more cloud amounts and cloud water content during 
stratocumulus simulations, it may not be for the right reasons.
What happens if just one level is added to the cloud layer and hence there is better 
representation of the inversion? In this test I strategically add one level at 700 m. 
The temporally and horizontally averaged profiles for this 29 level test can be found 
in Fig. 7.33. While the level of the inversion is still a bit too low, the changes in the 
overall representation are dramatic. Simply by adding one vertical level into the cloud 
layer, the boundary layer and cloud structure have much better comparison with LES 
compared to the test where 28 levels are used. The results of this test further suggest 
that the lack of stratocumulus clouds in SPCAM-PDF is due to inadequate vertical 
resolution and not so much related to deficiencies of the scheme.
The above test does not suggest that simply adding one vertical level into MMF 
code will solve the stratocumulus problem, as the level added in this test was strate­
gically placed into the cloud layer for this particular case. It does, however, suggest 
that just adding a few vertical levels into the cloud layer where they are needed 
(instead of an expensive high vertical resolution grid globally) may be sufficient for 
better representations of these clouds. This highlights the need for a cloud resolv­
ing model with an adaptive vertical grid that can add/remove vertical levels when 
necessary, such as when they are needed for stratocumulus topped boundary layers. 
Marchand and Ackerman (2010) have developed such a CRM that could be coupled 
with PDF-SAM in the near future. Another efficient approach to this problem, cloud 
be the the so-called “boundary layer reconstruction” (Greinier and Bretherton 2001) 
method. In this approach the boundary layer profiles are reconstructed in a coarse 
vertical grid with the aim of better representation of sharp inversions. In the future, 
both such approaches should be examined and implemented with the MMF.
As noted, cursory offline tests were also performed for the ASTEX case for both 
PDF-SAM and SAM with MMF vertical grid spacing. Both model configurations 
were able to simulate the cloud properties for this regime, even at coarse MMF grid 
spacing, likely owing to the relatively thick cloud layer and the rather dull jumps 
at cloud top for 9i and qt. Offline tests were also performed for DYCOMS-RF02. 
This regime has more in common with that of the stratocumulus regime from the
295
transition case. That is, a relatively thin stratocumulus deck and sharp jumps for 
both 9 and qt at inversion top. Not surprising, results for standard SAM and PDF- 
SAM are very similar for this case compared to the first day of the transition when 
the MMF vertical grid is used. When just a few vertical levels are added in the 
cloud layer, however, the representation of cloud properties are greatly improved for 
SPCAM-PDF. These results help gain confidence in the hypothesis that the poor 
representation of stratocumulus in SPCAM-PDF is likely due to the poor vertical 
grid spacing.
7.4 Summary and Discussion
In this section I presented a preliminary analysis of how the closure presented in 
the previous chapters of this dissertation performs in a seasonal simulation within the 
multiscale modeling framework (MMF). The hypothesis is that the addition of these 
schemes in the embedded CRM of the MMF would improve the representation of low 
clouds. In general, there is great improvement seen in the global distribution of the low 
clouds. However, this improvement appears to be soley due to better representation 
of shallow cumulus clouds, while stratocumulus clouds appear to remain largely 
underrepresented.
The improvement of the cumulus representation in SPCAM-PDF is because this 
configuration contains both a better representation of the turbulence/cloud forming 
processes and includes SGS cloud condensation. As demonstrated in Chapter 6, the 
standard SAM model tends to under produce the occurrence of shallow convection 
while over predicting the cloud water mixing ratio when clouds are predicted. There­
fore, shallow cumulus are represented as scattered sheets of stratocumulus clouds. 
This is attributed by the combination of inadequate turbulence partitioning and use 
of the “all-or-nothing” condensation scheme. SPCAM-PDF appears to produce more 
realistic cumulus cloud fields that are characterized by ubiquitous coverage and of 
variable cloud cover.
The most dramatic improvement of the low clouds is found in the southern 
hemisphere storm tracks, where boundary layer clouds are prolifically observed. The 
improved representation of cumulus in the trade winds is also evident and this leads to
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better representation of radiative properties. SPCAM tends to produce an ITCZ that 
is too “bright” and broad in the central Pacific and the Atlantic Oceans. However, 
it appears th a t SPCAM-PDF can help to mitigate this problem quite a bit. This 
improvement is likely due to a combination of better representation of the trade wind 
cumulus (and hence general circulation) and the better representation of deep con­
vective interactions with shallow cumulus. In addition to marine cumulus, it appears 
th a t low continental cloud amounts are also better represented in SPCAM-PDF.
While the occurrence of low clouds is improved in SPCAM-PDF, it appears these 
clouds are also produced more realistically when compared to SPCAM. This was 
shown in the global distribution of the cloud water path, where it is evident tha t 
both CAM and SPCAM produce clouds th a t are too optically thick, even when their 
occurrence is underpredicted. This results in shortwave cloud forcing which is much 
too high in cumulus populated areas. The better representation of low clouds in 
SPCAM-PDF appears to lead to better presentation of the general circulation and 
better maintenance of the trade inversions through subsidence. Compared to SPCAM, 
there also appears to be modest improvements in the representation of the high clouds, 
especially in the southern hemisphere storm tracks and in areas along the ITCZ. This 
leads to improved representation of the longwave cloud effect.
The representation of stratocum ulus clouds in SPCAM-PDF remains a problem. 
This is most evident along the western side of many continents (Australia, North 
America, South America, and Africa) where stratocum ulus are known to occur in 
plentiful amounts. However, this problem appears to be related to insufficient vertical 
resolution, which is required for proper simulation of these types of clouds. If the 
inversion associated with stratocum ulus cannot be properly simulated, the PDF-SAM 
struggles to produce proper cloud amounts due to the SGS condensation scheme. This 
is even in spite of the finding th a t SPCAM -PDF can more efficiently transport SGS 
heat and moisture in the boundary layer when compared to SPCAM. O ther problems 
associated with SPCAM-PDF appear to be with the representation of middle-level 
clouds.
While the results of this initial test are promising, there certainly needs to be 
more tests performed with PDF-SAM as the embedded cloud resolving model in
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the MMF. Namely, longer simulations need to be performed. There also exists 
new and exciting observational datasets for verification of clouds produced by the 
MMF. These are MODIS and CloudSat-CALIPSO satellites and at some point, 
SPCAM-PDF should be verified against these measurements. However, it remains 
very likely th a t stratocum ulus clouds will continue to be underrepresented in the 
current SPCAM -PDF configuration and therefore longer multiyear simulations are 
not advised until the coarse vertical grid problem is fixed. It appears th a t the adaptive 
vertical grid model being developed by Marchand and Ackerman (2010) could be a 
promising framework to be coupled with PDF-SAM. Their model allows for additional 
vertical levels to be added and removed where the model deems it necessary, such as 
stratocum ulus topped inversions. This would allow for a high vertical resolution only 
in areas where it is crucial so th a t the computational expense is not burdensome. 
Another promising approach to solve this problem is the m ethod of boundary layer 
“reconstruction” as proposed by Grienier and Bretherton (2001).
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T ab le  7.1. Global seasonal (June, July, and August) mean climatological properties 
of the NCAR CAM, CSU MMF, and Mm F-PDF  versus observational estimates.
CAM MMF MMF-PDF Obs
Cloud W ater Path  (g /m 2)
Sea Level Pressure (hPa) 
Precipitation Rate (mm /day)
TOA Albedo (%)
Low Cloud Amount (%)
Middle Cloud Amount (%)
High Cloud Amount (%)
TOA Longwave Cloud Effect (W /m 2) 
TOA Shortwave Cloud Effect (W /m 2) 
TOA Outgoing Longwave Rad. (W /m 2) 
TOA Absorbed Shortwave Rad. (W /m 2)
164.8 94.9 80.0 71.9
1009.8 1010.7 1010.3 1011.2
1.6 2.4 2.5 2.3
39.9 36.4 33.9 32.7
33.8 26.9 30.3 26.5
12.8 20.7 19.2 20.8
31.4 25.6 24.5 20.2
28.0 26.8 23.5 22.9
-65.9 -54.4 -46.7 -42.3
219.9 221.2 225.5 222.6
180.7 190.9 199.3 196.4
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F ig u re  7.1. Seasonal mean of June, July, and August (JJA) of low cloud fraction 
for ISCCP observational estimates and CAM. Note th a t the cloud cover estimates for 
all models were obtained using the ISCCP simulator software as described in Klein 
and Jacob (1999).
300
F ig u re  7.2. Seasonal mean of June, July, and August (JJA) of low cloud fraction 
for ISCCP observational estimates and SPCAM-PDF. Note th a t the cloud cover esti­
mates for all models were obtained using the ISCCP simulator software as described 
in Klein and Jacob (1999).
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ISCCP Low Cloud Amount
F ig u re  7.3. Seasonal zonal averages from JJA  of low clouds compared to observa­
tional ISCCP measurements. Note th a t the cloud cover estimates for all models were 
obtained using the ISCCP simulator software as described in Klein and Jacob (1999). 
Black line denotes ISCCP observational estimates, red line denotes CAM, blue line 






F ig u re  7.4. Same as Fig. 7.3 except for liquid water path. Black line denotes ISCCP 
observational estimates, red line denotes CAM, blue line denotes SPCAM, and green 
line denotes SPCAM-PDF.
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F ig u re  7.5. Seasonal mean of JJA  of the ratio of subgrid-scale and the total 
contribution of the vertical transports of nonprecipitating cloud condensate (w qt) 
at 970 hPa.
304
F ig u re  7.6. Seasonal mean of JJA  of the ratio of subgrid-scale and the total 
contribution of the vertical transports of nonprecipitating cloud condensate (w'qt) 
at 900 hPa.
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F ig u re  7.7. Seasonal mean of JJA  of the ratio of subgrid-scale and the total 




at 16°S and 151 °W
Cloud Mixing Ratio Cloud Fraction
at 16°S and 151 °W at 16°S and 151 °W
F ig u re  7.8. Select profiles for the cloud water mixing ratio and u  near 16° S and
151° W. Profiles represent seasonal averages of JJA . Red line denotes CAM, blue line
denotes SPCAM, and green line denotes SPCAM-PDF.
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Omega 
at 2 S and 36 W
Cloud Mixing Ratio Cloud Fraction
at 2°S and 36°W at 2°S and 36°W
F ig u re  7.9. Select profiles for u , cloud water mixing ratio, and cloud fraction near
2° S and 36° W. Profiles represent seasonal averages of JJA . Red line denotes CAM,
blue line denotes SPCAM, and green line denotes SPCAM-PDF.
308
Omega 
at 2°S and 151 °W
Cloud Mixing Ratio Cloud Fraction
at 2°S and 151 °W at 2°S and 151 °W
F ig u re  7.10. Select profiles for u , cloud water mixing ratio, and cloud fraction near
5° S and 151° W. Profiles represent seasonal averages of JJA . Red line denotes CAM,




F ig u re  7.11. Seasonal zonal averaged from JJA  of sea level pressure compared 
to observational estimates of NCAR/N CEP reanalysis. Black line denotes NCEP 
reanalysis estimates, red line denotes CAM, blue line denotes SPCAM, and green 
line denotes SPCAM-PDF.
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ISSCP Middle Cloud Amount
F ig u re  7.12. Same as Fig. 7.3 except for middle-level clouds. Black line denotes 
ISCCP observational estimates, red line denotes CAM, blue line denotes SPCAM, 
and green line denotes SPCAM-PDF.
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ISSCP High Cloud Amount
F ig u re  7.13. Same as Fig. 7.3 except for high-level clouds. Black line denotes ISCCP 




F ig u re  7.14. Seasonal zonal averages from JJA  of shortwave radiation compared to 
observational ISCCP-FD measurements. Black line denotes ISCCP-FD observational 




F ig u re  7.15. Seasonal zonal averages from JJA  of outgoing longwave radiation 
compared to observational ISCCP-FD measurements. Black line denotes ISCCP-FD 
observational estimates, red line denotes CAM, blue line denotes SPCAM, and green 
line denotes SPCAM-PDF.
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F ig u re  7.16. Seasonal means of the long wave cloud effect at the top of the
atmosphere for June, July, and August.
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F ig u re  7.17. Same as Fig. 7.16 except for longwave cloud effect.
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Longwave Cloud Forcing
F ig u re  7.18. Seasonal zonal averages from JJA  of longwave cloud effect compared to 
observational ISCCP-FD measurements. Black line denotes ISCCP-FD observational 
estimates, red line denotes CAM, blue line denotes SPCAM, and green line denotes 
SPCAM-PDF.
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F ig u re  7.19. Seasonal mean of JJA  of shortwave cloud effect for ISCCP-FD





F ig u re  7.20. Seasonal mean of JJA  of shortwave cloud effect for ISCCP-FD
observational estimates, CAM, SPCAM, and SPCAM-PDF.
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Shortwave Cloud Forcing
F ig u re  7.21. Seasonal zonal averages from JJA  of shortwave cloud effect compared to 
observational ISCCP-FD measurements. Black line denotes ISCCP-FD observational 
estimates, red line denotes CAM, blue line denotes SPCAM, and green line denotes 
SPCAM-PDF.
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F ig u re  7.22. Seasonal mean of JJA  of precipitation rate for CMAP observational
estimates, CAM, SPCAM, and SPCAM-PDF.
321
F ig u re  7.23. Seasonal mean of JJA  of precipitation rate for CMAP observational




F ig u re  7.24. Seasonal zonal averaged from JJA  of precipitation compared to obser­
vational estimates of CMAP precipitation. Black line denotes CMAP observational 
estimates, red line denotes CAM, blue line denotes SPCAM, and green line denotes 
SPCAM-PDF.
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CRM Flux of Total Nonprecipitating Water 
at 2°S and 87°W
Cloud Mixing Ratio 
at 2°S and 87°W
Cloud Fraction 
at 2°S and 87°W
F ig u re  7.25. Select profiles for the flux of total nonprecipitating to tal water (w'qt, 
dotted lines denote SGS contribution and solid lines denote to tal contribution), cloud 
water mixing ratio, and cloud fraction. Profiles represent seasonal averages of JJA  











at 10°S and 87°W
(K)
Specific Humidity 
at 10°S and 87°W
(g/kg)
F ig u re  7.26. Same as Fig. 7.25 but for profiles of potential tem perature and specific
humidity.
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CRM Flux of Total Nonprecipitating Water 
at 10°S and 87°W
Cloud Mixing Ratio 
at 10°S and 87°W
Cloud Fraction 
at 10°S and 87°W
(g/kg) (-)
F ig u re  7.27. Select profiles for the flux of total nonprecipitating to tal water (w qt , 
dotted lines denote SGS contribution and solid lines denote to tal contribution), cloud 
water mixing ratio, and cloud fraction. Profiles represent seasonal averages of JJA  











at 10°S and 87°W
(K)
Specific Humidity 
at 10°S and 87°W
(g/kg)
F ig u re  7.28. Same as Fig. 7.27 but for profiles of potential tem perature and specific
humidity.
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Liquid W ater Potential Temperature Heat Flux (resolved+SGS)
(a) Potential temperature (b) Heat flux
(c) Cloud fraction (d) Liquid water mixing ratio
F ig u re  7.29. Temporally and horizontally averaged profiles from the first day of the 
transition case for LES, SAM, and PDF-SAM. CRM simulations utilize A x =  4 km 
with 28 vertical levels (to the top of the atmosphere) th a t are identical to th a t used 





















F ig u re  7.30. Evolution of the horizontally averaged profiles of cloud fraction from
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(a) Standard SAM
F ig u re  7.31. Evolution of the horizontally averaged profiles of cloud fraction from

































F ig u re  7.32. Evolution of the horizontally averaged profiles of cloud fraction












Liquid W ater Potential Temperature Cloud Fraction
(K)
(a) Potential temperature (b) Cloud fraction
(c) Liquid water mixing ratio
F ig u re  7.33. Same as Fig. 7.29 but with 29 vertical levels.
CHAPTER 8
CONCLUSIONS
The goal of this dissertation was to explore computationally efficient parameteri- 
zations of turbulence and clouds for coarse-grid cloud resolving models (CRMs). Over 
the past decade, new types of GCMs have emerged th a t seek to replace traditionally 
parameterized convection with explicit representation of convection through use of 
CRMs. These models are multiscale modeling frameworks (MMFs), in which a 2D 
cloud resolving model is placed within each grid cell of a general circulation model 
(GCM), and global CRMs (GCRMs). Motivation for this research is highlighted by 
the fact th a t embedded CRMs in the MMF are typically run with horizontal grid 
sizes of 4 km, while GCRMs are typically run with horizontal grid sizes of 4-10 
km. As illustrated by Fig. 1.1, a grid spacing of this size is perhaps adequate to 
resolve deep convective processes. However, shallow convection and boundary layer 
turbulence certainly cannot be resolved with a grid spacing of 4 km. In addition, 
it was determined th a t these low-order closure coarse-grid CRMs do not realistically 
simulate shallow clouds. Therefore, there is an urgent need for better representation 
of these types of clouds for coarse-grid CRMs.
As computational power increases, it will someday become feasible for the em­
bedded CRM in the MMF or GCRMs to be run with horizontal grid sizes of 1 km 
or even 500 m for long-term climate simulations. However, Cheng et al. (2010) 
show th a t even with a grid spacing of 500 m, most of the cloud-forming processes and 
circulations are still subgrid-scale (SGS) for trade wind cumulus clouds. This suggests 
th a t these types of regimes cannot simply be ameliorated by increasing the horizontal 
grid spacing to 1 km or 500 m, as a horizontal grid size of 100 m is required to 
accurately represent cloudy convection with standard low-order closure models (Bryan 
et al. 2003). Therefore, even as the horizontal resolution improves for the embedded
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CRM in the MMF or GCRMs, advanced parameterizations of turbulence and clouds 
will still be required to represent boundary layer clouds with any fidelity. This work 
presents a param eterization tha t appears to have great promise for achieving this goal 
and with minimal computational expense.
The first step of the research presented was to perform several large eddy simu­
lations (LESs) of various boundary layer and cloud regimes. These included a clear 
convective boundary layer, nonprecipitating trade-wind cumulus, precipitating trade- 
wind cumulus, a Lagrangian transition from stratocum ulus to cumulus, continental 
shallow cumulus, and deep convection. The purpose of these LESs are to help aide 
in the param eterization development effort in a two-fold manner. First, they serve as 
tools to help develop and test proposed parameterizations for CRMs a priori. Second, 
they are utilized as benchmarks when testing the param eterization a posteriori. The 
LESs used in this study have horizontal grid spacings ranging from 50 m to 100 m, 
depending on the case.
The condensation scheme used in the standard SAM is based on the “all-or- 
nothing” approach, in which a grid box is assumed to be either entirely saturated 
or unsaturated. This type of condensation scheme is appropriate for LES, where 
shallow cumulus clouds are explicitly resolved. However, for CRMs with horizontal 
grid spacings on the order of ~ 1  to 4 km, a SGS condensation scheme should be 
employed. This is especially true for shallow cumulus clouds, for which the cloud 
properties and vertical velocity statistics are typically highly skewed and the cloud 
fraction is low. Following the research of Golaz et al. (2002a,b) and Larson et al. 
(2001), I selected a triple-joint assumed probability density function (PDF) to serve 
as the basis of the SGS condensation scheme due to the apparent flexibility of some 
PDFs to accurately represent the SGS variability of a wide range of boundary layer 
cloud regimes. The triple-joint PD F is between a conserved tem perature variable, a 
conserved moisture variable, and vertical velocity. The inclusion of vertical velocity 
in the PD F allows the computation of the SGS liquid water flux (w'ql), thus making 
the assumed PD F a turbulence closure scheme as well as a SGS condensation scheme. 
This is because the SGS buoyancy flux (w'6'v), which is an im portant source term  in 
the SGS TKE equation, can be closed as a function of w'q[, which is computed in
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the PDF. Typical low-order closure CRMs neglect the SGS liquid water flux, which 
often leads to underrepresentation of SGS TKE in cloudy boundary layers since TKE 
is not generated efficiently enough.
C hapter 3 focused on an a priori test of various assumed PDFs of varying com­
plexity. These included a single delta function, double delta function, single Gaussian, 
and three PDFs which are based on a double Gaussian form (referred to as Lewellen- 
Yoh and Analytic Double Gaussian 1 and 2). Three cases were examined in this 
analysis: trade-wind cumulus, the transition from stratocum ulus to cumulus, and 
deep convection. The needed input moments to construct the assumed PDFs are 
derived from the LES benchmarks for grid sizes ranging from 0.4 km and up to 204.8 
km for deep convection. In general, the lower complexity PDFs (single delta function, 
double delta function and single gaussian) tend to fit layers th a t are characterized 
by low skewness of the conserved variables very well. However, they fail when the 
conserved variables are highly skewed (such as for trade-wind cumulus).
The three double-Gaussian based PDFs are considered to be of higher complexity 
due to the fact th a t they require more input moments than  the lower complexity 
PDFs. However, Lewellen-Yoh is the most complex PDF since it requires O'3 and q 3 
as input moments and uses an iterative numerical root finder to determine the PDF 
parameters. While Lewellen-Yoh can better diagnose cloud fraction and liquid water 
mixing ratio better than  either Analytic Double Gaussian PDFs, there appears to 
be no advantage in utilizing this PDF for deep convection for typical coarse CRM 
grid sizes (4 km). In addition, skill scores for the liquid water flux suffer for the 
Lewellen-Yoh PD F when compared to the other double Gaussian based PDFs. It is 
crucial th a t any turbulence param eterization accurately represent the liquid water flux 
as it is an im portant source term  of TKE in the partly cloudy boundary layer. Thus, 
it appears th a t the increased complexity of Lewellen-Yoh, when compared to th a t of 
Analytic Double Gaussian 1, may not be worth the cost. This is especially true given 
th a t Analytic Double Gaussian 1 is less sensitive to errors in the input moments 
and can better diagnose higher-order moments th a t are often needed to close the 
governing equations in higher-order closure. Analytic Double Gaussian 2, however, 
tends to overestimate cloud fraction and liquid water mixing ratio. Therefore, I
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selected Analytic Double Gaussian 1 PD F for implementation into the System for 
Atmospheric Modeling (SAM).
In order for the Analytic Double Gaussian 1 PDF to be specified within SAM the 
estimates of input moments of w  2, w 3, h'l, qt2, qth'L, w h'L, and w qt are needed. Some 
have used higher-order closure to estim ate these moments (Cheng and Xu 2006; Golaz 
et al. 2002a,b). However, in an effort to keep computational cost at a minimum (and 
to develop code with higher portability potential) I sought to address whether the 
assumed PD F m ethod can still be applicable should the input moments be diagnosed. 
The m ethod I chose is loosely based on the m ethod by Redelsberger and Sommeria 
(1986). The second-order moments are therefore functions of the SGS TKE and local 
gradients of the resolved variables. Motivation for a diagnostic approach is presented 
in Cheng et al. (2010), which determined th a t simple downgradient eddy diffusion 
(often used to close w h'L and w qt , for example, in low-order cloud resolving models) 
appears to function rather well if the right amount of SGS TKE can be predicted. 
I extend this finding further to assume th a t if the right amount of SGS TKE can 
be predicted, then all the second- and third-order input moments can be diagnosed 
adequately. To close the th ird  moment of vertical velocity (w '3) the expression derived 
by Canuto et al. (2001) is used, which is a function of the vertical gradients of several 
of the second-order moments and SGS TKE.
Therefore, because of the fact th a t my diagnostic second and third moments are 
functions of the SGS TKE (the only second moment predicted by my closure), it there­
fore becomes imperative th a t this quantity is predicted accurately. As dem onstrated 
in this dissertation, the standard SAM turbulence closure severely underpredicts 
the SGS TKE for coarse-grid simulations, leading to an incorrect partitioning of 
resolved/SGS kinetic energy. This is due to two different reasons. First, the standard 
SAM closure tends to dissipate SGS TKE too efficiently because of an inadequate 
definition of the turbulent length scale. Second, the SGS liquid water flux is neglected 
in the computation of the buoyancy flux. The liquid water flux is the most im portant 
source term  for TKE in partly cloudy boundary layers. Because the standard SAM 
closure neglects this term, the proper amount of SGS TKE cannot be generated. For 
boundary layer clouds, such as trade cumulus, the incorrect SGS TKE partitioning
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leads to cloud circulations th a t are projected onto the resolved scale, whereas the 
circulations should be largely subgrid-scale for such a regime. Hence, shallow clouds 
in standard SAM are not only being produced for the wrong reasons but they are 
not represented properly. For instance, shallow cumulus clouds in standard SAM 
are typically represented as scattered sheets of stratocum ulus th a t contain too much 
liquid water. This is dem onstrated in the simple example of Fig. 1.2.
To help remedy the problem of incorrect partitioning between SGS and resolved 
kinetic energy I focused on improving the representation of the turbulent length scale 
(L, also referred to as the mixing length or eddy length). The length scale is crucial 
to determine rates of SGS TK E dissipation and therefore is an im portant term  to 
balance the TKE equation. The standard SAM sets L  ~  Az for CRM simulations. 
However, because turbulence often varies significantly in time and space, this is not 
a valid assumption if the grid size lies outside of the inertial subrange of turbulence. 
In addition, setting L  ~  A z more often than  not leads to dissipation rates of SGS 
TKE th a t are too high. Therefore, Chapter 4 described how I use LES to determine 
what the appropriate length scale should be for coarse grid CRMs. I also described a 
new length scale formulation th a t appears to partition between SGS/resolved kinetic 
energy rather well. In clouds this length scale is set proportional to the depth of the 
cloud and the strength of the SGS TKE. The physical explanation is th a t the depth 
of the cloud provides an easy to determine basis for the largest unresolved eddies in 
a coarse-grid CRM, while the SGS TKE provides a measure of SGS processes.
The addition of the assumed PD F to serve as the basis of a SGS condensa­
tion/turbulence scheme as well as the new formulation of the length scale into SAM 
appears to improve the representation of shallow and deep convective clouds relative 
to the standard SAM. These results were presented in Chapter 6, where the schemes 
were tested in an “offline” version of SAM. Sensitivity to changes in the horizontal 
and vertical grid spacings were examined and it was determined th a t PDF-SAM 
is rather insensitive to these changes. However, it should be mentioned th a t it is 
imperative tha t a length scale be utilized th a t can adequately partition between SGS 
and resolved TK E for the results of PDF-SAM to be physically realistic. This is 
dem onstrated extensively in Chapter 6 where a widely used length scale (Bougeault
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1986) fails to partition the kinetic energy correctly within shallow clouds and leads 
to a cloud circulation th a t is projected onto the resolved scales. However, it should 
be noted th a t the Bougeault length scale appears to perform well in subcloud mixed 
layers and in the stratocum ulus mixed layer.
The PDF-SAM configuration using the new formulation of the length scale appears 
to be able to accurately represent low cloud fraction and liquid water mixing ratio 
values th a t characterize such regimes as the trade cumulus boundary layer. In 
addition, it appears th a t PDF-SAM can simulate the transition from a stratocumulus 
mixed layer to a trade cumulus boundary layer given proper forcing by the sea 
surface tem perature. Standard SAM cannot adequately simulate this transition due 
to inadequate SGS transports and lack of a SGS condensation scheme. Although the 
timing is slightly off, PDF-SAM can also simulate the diurnal variability of cumulus 
over land, as dem onstrated by the ARM continental cumulus case. PDF-SAM can also 
accurately predict the evolution and dynamics of the diurnally affected stratocumulus 
topped boundary layer. While the main goal of PDF-SAM is to improve the repre­
sentation of shallow/boundary layer clouds th a t are im portant for the hydrological 
cycle and radiation budgets in the atmosphere (such as trade cumulus), it appears 
th a t PDF-SAM can also improve the representation of deep convection. For the deep 
convective regime, the positive biases in the low-level cloud fractions and liquid water 
mixing ratio appears to be reduced, although there do appear to be some sensitivities 
associated with the vertical grid spacing. In addition, the representation of the vertical 
fluxes of heat and moisture are also improved as well as the precipitation rate. The 
partitioning of SGS TKE related to changes in the horizontal grid size also appears 
to be reasonable for the deep convective case. Overall, it appears th a t PDF-SAM 
can represent boundary layer clouds comparably to similar (but more complex and 
computationally expensive) PDF-closure models (Golaz et al. 2002b; Cheng and Xu 
2006; Cheng and Xu 2008). PDF-SAM also provides much more realistic simulations 
of boundary layer clouds and turbulence when compared to the standard configuration 
of SAM.
Chapter 7 focused on a preliminary examination of the closure performance within 
the MMF. Here the goal was to determine if PDF-SAM could enhance the rep­
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resentation of low clouds within the superparameterized Community Atmosphere 
Model (SPCAM) for a seasonal simulation of June, July, and August (JJA). The 
implementation of the closure into SAM introduces a SGS condensation scheme 
and a better representation of shallow cloud forming processes. Partial cloudiness 
and the SGS liquid water/ice mixing ratios diagnosed from the PDF are passed to 
the radiation code for consistent consideration of the SGS processes. Radiation in 
SPCAM and SPCAM -PDF is computed every fifteen minutes and on the CRM grid.
Overall, the seasonal simulation of SPCAM-PDF appears to improve upon the 
standard version of SPCAM. The greatest improvement is in the representation of 
low-level cumulus clouds, both tropical (such as trade-cumulus) and subtropical (such 
as in the southern hemisphere storm tracks). These clouds occur more frequently in 
SPCAM-PDF and their properties appear to be better represented. For example, 
cloud water paths retrieved from SPCAM-PDF appear to have better agreement 
with observational data in areas where cumulus clouds are numerous. There is also 
improvement in the radiation budgets; such as the absorbed shortwave radiation, 
outgoing longwave radiation, and the shortwave/longwave cloud effects. The repre­
sentation of the global top of atmosphere albedo and the general circulation are also 
improved. In addition, there appears to be some modest improvement seen in the 
representation of the ITCZ in terms of the aforementioned properties.
While the initial results of the test of SPCAM -PDF are promising, there are still 
some unresolved issues th a t warrant attention. The main issue is the severe underrep­
resentation of stratocum ulus clouds th a t are observed to be prominent off the western 
coasts of the continents. Offline testing of PDF-SAM suggests th a t stratocumulus 
clouds can be represented very well when the vertical grid resolution is sufficiently 
fine. However, it appears th a t the deficient representation of the stratocum ulus in 
SPCAM-PDF relates directly to the coarse vertical grid spacing. In the current 
configuration of SPCAM, typically only 5 vertical levels occupy the stratocumulus 
boundary layer. The accurate representation of the above-stratocumulus gradients 
are crucial for the proper simulation of this particular boundary layer regime. The 
coarse vertical resolution nature of the MMF tends to produce inversions th a t are 
too smooth, which has a negative effect on the SGS condensation scheme associated
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with PDF-SAM. This suggests the need for a cloud resolving model with an adaptive 
vertical grid th a t could add/remove layers where deemed necessary. Such a model 
has been developed for the SAM but has yet to be coupled with the MMF (Marchand 
and Ackerman 2010).
Overall, PDF-SAM shows great promise for advancing the representation of bound­
ary layer clouds and turbulence at a computational cost th a t is affordable. This 
version of PDF-SAM represents the minimum complexity needed to simulate shallow 
convection properly for coarse-grid CRMs. No additional predictive equations were 
added to the SAM code, suggesting th a t as long as the SGS TKE can be predicted 
accurately then predictive higher-order closure may be avoided. Therefore, modifica­
tions made to the SAM code are minimal. It appears this type of closure is highly 
portable and could easily be implemented into other models th a t simulate deep con­
vection explicitly. It is very feasible for a scheme of this type to be implemented into 
mesoscale models, medium-range forecast models, as well as global cloud resolving 
models with minimal modifications to the host model code. The only requirement 
is tha t the host model includes a SGS prognostic TKE closure, which is typically a 
standard option.
Future work could aim to address some potential shortcomings of the closure. For 
instance, taking into account diagnosed cloud fraction from the PDF, a better SGS 
precipitation scheme could be constructed using cloud overlap assumption (Jakob 
and Klein 2000), compared to the maximum overlap assumption currently used. In 
addition, the assumed PD F could potentially be improved upon by parameterizing 
the skewness of tem perature and moisture, instead of the assumptions currently used. 
The th ird  moments of heat and moisture (h'L and qt3) could be estim ated using 
the diagnostic expressions provided by Canuto et al. (2001). Another shortcoming 
of the model is th a t I did not explicitly seek to improve the representation of the 
SGS momentum fluxes (e.g., u w  ) nor the horizontal scalar transports (e.g., u h'L 
or u'qt). Therefore, it may be fruitful to combine the schemes developed in this 
dissertation with the two-part scheme developed by Moeng et al. (2010). Coupling 
with a double-moment microphysics scheme (Morrison et al. 2005), which allows for 
the indirect effect of aerosols, also warrants examination.
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Multiyear simulations need to be performed using SPCAM -PDF to determine how 
longer term  simulations are impacted with the schemes described in this dissertation. 
W ith the launching of Cloud-Sat there exists exciting new observational possibilities 
to evaluate SPCAM against. Observational datasets such as these should be used 
to evaluate SPCAM -PDF in the future. However, probably the most urgent item of 
future work includes the coupling of PDF-SAM with a scheme th a t can better repre­
sent stratocum ulus-topped boundary layers, in light of the coarse vertical resolutions 
used in MMF. Two feasible options exist. The first is the technique of Marchand and 
Ackerman (2010), which is an adaptive vertical grid th a t can add/remove vertical 
layers where they are needed the most. The second is the m ethod of “boundary 
layer reconstruction” (Grienier and Bretherton 2001), which seeks to construct more 
realistic vertical structure without adding any vertical levels to the model code. While 
both of these methods introduce challenges, the aim is th a t the coupling between one 
of these schemes and PDF-SAM will improve the representation of stratocumulus 
clouds within the MMF at a reasonable computational expense.
APPENDIX A
ANALYTIC DOUBLE GAUSSIAN 1 PDF
Here, details of the Analytic Double Gaussian (ADG) 1 PDF are presented. The 
description here is based on th a t of Larson et al. (2002) and describes how this PDF 
is implemented into SAM. This PDF, as the name suggests, is based on the double 
Gaussian form as
Padgi(w ,9'i, qt) =  aGi(w ',el,qt)  +  (1 -  a)G2(w , 0l,q[). (A.1)
Here, G 1 and G2 are the individual Gaussians. Unlike the Lewellen-Yoh PDF, the 
param eters for the ADG 1 can be found analytically. To do this, some assumptions 
have to be made. The first assumption is tha t the subplume variations in w are 
uncorrelated with those in qt and 0i. Letting i =  1 or 2, the individual Gaussians in




1 /  w — (wi — w)
2
x  exp
—2(1 — r\ teli)







qt — (qti —
Oqt i
O8li
@i — (@ii — @i) 
O&li
(A.2)
based on theNow we must define the PDF parameters. The PD F param eters are 
equations of Lewellen and Yoh (1993) and are found by integrating over the 12 relevant 
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This is obtained by assuming th a t the widths of the two Gaussins are equal in w
—T  ——3/2
and integrating over the PDF. Here, S k w = w 3/(w  2 ), represents the skewness of
vertical velocity. In the case of w 2=0 it is assumed th a t the PD F reduces to a single
delta function. The param eters for wi and w 2 are given by:
„ w i — w ( 1  — a )  1/2
wi =  =  v
and
(1 — a i  )1/2 (A.5)
w2 =
w2 — w
( i - a )
1/2
(1 — a l  ) 1/2. (A.6 )
To avoid numerical instabilities in the model a threshold for a must be defined as
0.01 <  a < 0.99. We also have the definitions of d,,, =  a.l l ai 2 w  2 and
=  ° a









Should there be no variability in Qi , then the means of the Gaussians are set equal so 
th a t Qii =  Qi2 =  Qi and the widths of the Gaussians in the Qi direction are set to zero.
Unlike vertical velocity, the widths in the Qi direction are allowed to differ. These 
are found by integrating over the PD F and defined as:
aei i _  3Qi2[1 — aQ2i — (1 — a)Q22] — [Skei — aQi3i — (1 — a)Q32]
Q'2 3a(Qi2 — Qii)
and
a 0;2 _  3Qii [1 — aQ2i — (1 — a)Q22] — [Skdi — aQii — (1 — a)Qli32]
9 'i 3(1 — a)(Qi2 — l ii)
To prevent unrealistic solutions the following condition is set
a i,20 <  < 100 . 




Exact analogous equations are used to find | t i ,2 and a2ti 2.
It is shown th a t the above equations are dependent on the skewness of Qi and 




assumptions must be made. Skgl is simply set to zero for the ADG 1 PD F as it 
is found th a t this value prevents numerical instabilities from being introduced. To 
represent skewness in cumulus layers the following conditions are set for S k qt: When 
\qt2 — Qti\ > 0.4 we set S k qt =  1.2Skw. W hen \qt2 — qt i \ < 0.2 we set S k qt =  0. Between 
these two extremes S k qt is linearly interpolated.
The within-plume correlations are computed by setting rqteli =  rqtgl2 and integrat­
ing over the PDF to obtain an equation for qt9l and hence:
rqtOl \,2 =  [qt0l —a(qtl — qt)(0li — 0l) — (1 — a)(qt2 — qt)(0l2 — 0l)] ^  [a^qtlaell +  (1 — a)aqt2adl2]
(A .12)
with the condition th a t
— 1 <  rqtdli ,2 < 1 (A.13)
because correlations must lie between -1 and 1.
Now th a t we have defined the PDF parameters, we can now diagnose SGS cloud
and turbulence terms. Cloud fraction, liquid water content, and liquid water flux are
all given by:
C  =  a(C  )i +  (1 — a )(C )2 (A.14)
Wl =  a(qi )i +  (1 — a)(q  )2
w ql =  a[(wi — w)(ql) +  (w ql)i] +  (1 — a )[(w  — w)(ql)2 +  (w ql)2].
The individual cloud fraction C  and mean specific liquid water content ql are calcu­
lated by linearizing the variability in 0l and qt :
s
C  =  2 1 +  erf a/2<a.
(A.15)
and
a r 1 /  s  \ 2
(A.16)ql =  sC  +  exp 
\ j 2n ' ( 3 '2 \  a,
Here, erf is the error function and as is the standard deviation of s, which is equal 
to the liquid water content when s is greater than  zero, but can also be negative and 
is conserved under condensation. These two terms are defined as (Lewellen and Yoh 
1993):
_  (T  \ (1 +  P qt)
S =  qt qs( hP) [1+  Pqs(Tl,p)] (A.17)
2 2 2 i 2 2 o
as =  cel ael +  cqt aqt — el ael cqt aqt rqt^ l 
where qs is the saturation mixing ratio with respect to either water or ice or a hybrid
of the two depending on the tem perature, and P is defined as:
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Finally, the flux of liquid water is given by
w'ql =  Cw s
where






A.1 Analytic Double Gaussian 2
As already mentioned, the ADG1 PD F makes fairly rigid assumptions when 
defining the widths in w for the individual plume. ADG2 is exactly the same as 
ADG1 except it allows the widths of the individual Gaussians to vary based on the 
assumptions of Luhar et al. (1996). The following expressions for a, w i , and w2 
represent the only differences in ADG2 , compared to ADG1, and are defined as
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THIRD MOMENT OF VERTICAL 
VELOCITY
The third-order moment of vertical velocity (w 3) is parameterized following th a t of 
Canuto et al. (2001). Canuto et al. (2001) provides expressions for several third-order 
moments, but we are currently only interested in w 3. However, future editions of the 
scheme presented in this dissertation could take advantage of diagnosing Q'3 and qt3 for 
explicit representation of the skewness for tem perature and moisture in the assumed 
PDF. Likewise, the transport of TKE (wV) could also be diagnosed from this scheme.
The expressions provided by Canuto et al. (2001) were originally derived for 
the dry convective boundary layer, however we simply replace potential tem perature 
with liquid water potential tem perature (6l) to make the expressions valid in moist 
convection. The original dynamic equations for the third-order moment can be found 
in Canuto (1992) and these equations entail fourth-order moments th a t can be written 
as
a b'c'd' =  (a! b' c'd' +  a c b'd' +  a d ' b'c'^j F. (B.1)
If function F  is taken to be unity then the above expression reduces to the quasinormal
approximation. This was done in Canuto et al. (1994) but the results of some of their
third-order moments were not satisfactory when compared to LES data. Furthermore,
I wished to find less cumbersome expressions for the third-order moments.
Canuto et al. (2001) points out th a t if F  =  1, then w  3 can become arbitrarily
large. Vertical velocity skewness, however, is typically a small value and in reality
w 3 has finite values. Therefore, with F  =  1, a damping term  is introduced and
represented by a timescale. Here it is
r- =  t [1 +  XoN2r 2] - 1  (B.2)
where
N 2 =  - g a d - . (B.3)
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In the above expressions, a  is the therm al expansion coefficient. r  is a timescale 
defined as r  =  2e/e. A0 =  0.04 if N 2 > 0 and A0 =  0 if N 2 < 0. The expression for 
w 3 is as follows:
w  3 =  ^Qi — 1.2Xi — ^  (c — 1.2Xo +  Q0) , (B.4)
with the functions X  and Q0 defined as




Yofo +  Yi f i  +  72 (1  — Y3N 2^  f 2 1 — (71 +  73) N
Q0 =  u 0 X 0 +  u 1Y0 
Ql =  U0X 1 +  U1 Y1 +  U2-
(B.5)
-1 2
The u  function’s are given by
U0 =  74 ^1 — 7 5 ^ 2)
u 1 =  (2c) -1  u 0 (B.6 )
u 2 =  u 1f 3 +  ^ u 0f 4-
The 7 ’s are constants which depend on the adjustable param eter c. Canuto et al. 
(2001) and previous work found th a t c =  7, although small variations are allowed. 
The 7  constants are given by:
70 =  0.52c-2 (c — 2) -1 
Y1 =  0.87c-2 
72 =  0.5c-1
(B.7)
Y3 =  0.60c-1 (c — 2 )-1
74 =  2.4 (3c +  5) -1
Y5 =  0.6c-1  (3c +  5)- 1 .
Finally, the functions are introduced which incorporate the second-order moments of
w 2, w 9', 9', and e. These are defined as follows:
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All of the above f  functions have the dimensions of velocity cubed. 
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