In the last years, the information stored in biological data-sets grew up exponentially, and new methods and tools have been proposed to interpret and retrieve useful information from such data. Most biological data-sets contain biological sequences (e.g., DNA and protein sequences). Thus, it is much significant to have techniques available capable of mining patterns from such sequences to discover interesting information from them. For instance, singling out for common or similar sub-sequences in sets of bio-sequences is sensible as these are usually associated to similar biological functions expressed by the corresponding macromolecules. The aim of this chapter is to explain how pattern discovery can be applied to deal with such important biological problems, describing also a number of relevant techniques proposed in the literature. A simple formalization of the problem is given and specialized for each of the presented approaches. Such a formalization should ease reading and understanding the illustrated material by providing a simple-to-follow roadmap scheme through the diverse methods for pattern extraction we are going to illustrate.
guanine (G) and thymine (T). DNA is a central constituent of each living being, encoding the information required by an organism to function, and makes each organism transfer genetic information to its descendants. DNA can be viewed as a template to produce additional (duplicate) DNA for the purposes of transmitting genetic material to descendants, but also to produce another kind of important macromolecule, that is, proteins. Proteins are macromolecules made of units, called amino acids. The gene sequence inscribed in DNA is composed of triplets of nucleotides called codons, each coding for a single amino acid. There are twenty amino acids, and the sequence of the amino acids of a specific protein is determined by the sequence of the bases in the gene that encodes that protein. To briefly illustrate protein expression, let's recall that two main processes constitute the Central Dogma of biology:
During transcription, DNA serves as the template for the synthesis of RNA, thus the information encoded in DNA is transcribed into an RNA sequence. Translation consists in mapping the information encoded in the nucleotides of RNA into a defined sequence of amino acids of the synthesized protein. Taken together, the two processes make up:
It is not difficult to understand that both DNA and proteins can be represented and stored by sequences of symbols corresponding, respectively, to bases or amino acids. These biological sequences are usually named biosequences. While the analysis of biological sequences represents a fundamental step in those studies concerning the identification of genetic diseases and the deciphering of biological mechanisms, extracting useful information from databases containing biosequences is a formidable task: the number of stored sequences is growing exponentially, and most of these sequences require interpretation before becoming useful for further studies. In particular, the discovery of regular expressions, that are, common subsequences, among sets of biosequences can often be related to important biological properties, for instance, the presence of similar biological functions in different macromolecules or the appearance of the same disease in different patients. In other words, regularities in sets of biosequences can model the presence of interesting common properties in the biological components associated with them. The problem of pattern discovery might be formalized under several and more general keys (Pal, 2004 ), but we consider its application in the context of biological sequences. According to (Brazma, 1998a) , a possible way to analyze biosequences is grouping them in families of biologically (i.e., evolutionary, structurally or functionally) related ones. For each family, the matter is searching groups of common features that can be purely expressed in terms of the sequences. Such "syntactic" features are named patterns. For example, we can consider a subsequence common to several biosequences or repeated several times in the same sequence to be a pattern. Common patterns in sets of biologically related sequences can be associated, for example, with the presence of conserved regions, usually corresponding to some important biological function of the macromolecules represented by such sequences. In this case, mining interesting patterns can be useful to predict properties of biological components. In other applications, finding frequent patterns repeated in sets of sequences can help in classifying such sequences. As an example, proteins can be grouped into families where those belonging to the same family have common biological functions. Since proteins with similar functions have also similar structures (Lesk, 2004) , it is possible to group in families also the corresponding amino acid sequences. Thus, each family of sequences can be described by regular expressions, corresponding to substrings repeated in all the sequences of the family and representing interesting patterns for that family. If a pattern previously found in a family of sequences is discovered in a new sequence, then that sequence will (most probably) belong to that family. More in general, it might be interesting to mine complex structured patterns. If we refer to interesting patterns as substrings frequently occurring in a set of strings, it can happen that, for example, a pair of substrings occur in most sequences, appearing in each of those sequences always separated by the same number of symbols. In that case, the pair of substrings altogether are to be considered as a unique pattern, whose structure is characterized, intuitively, as two boxes linked by a gap. These are the kinds of patterns that we call structured and are interesting since, again, they are often associated with biological functions expressed in a living being. An example is the prokaryotic transcription regulation regions: the most frequently observed prokaryotic promoter regions are in general composed of two parts positioned approximately 10 and 35 bases upstream from the transcription start. The biological reason for these particular positions is that the two parts are recognized by the same protein. Relevant mining tasks for structured patterns can involve patterns with very complex structures, for instance consisting of several boxes having different lengths, and separated by a varying number of symbols. These kinds of patterns can be particularly meaningful in those studies involving eukaryotic organisms, whose biological components and related processes are much more complex than the prokaryotes ones. Also, allowing a limited number of "errors" (insertions, deletions or symbol substitutions) in repeated patterns is biologically relevant, since (relatively limited) sequence modifications are produced through the evolution of species and individuals. Proteins are still a good example: many protein functional domains are associated with the same function even if they are different in some of the amino acids of the corresponding sequences. Informally, we can say that pattern discovery consists in developing methods and tools to find interesting patterns that are unknown a priori in a sequence or in a given set of sequences. The concept of interestingness deserves some attention, since a pattern can be considered interesting according to different criteria, such as if it is frequent, unexpected, or contextually under-or over-represented. Interesting patterns are also called motifs. In several problems, a pattern is considered interesting if it appears at least q times, where q represents a quorum value associated with the problem. Moreover, in some biological problems, interesting patterns present complex structures, and many constraints are to be considered in the discovery process. The aim here is to consider the problem of discovering interesting patterns in biosequences, presenting an overview of the main methods presented in the literature and their applications, both consolidated or just developed in the past few years. In the following, we present a general formalization of the problem of pattern discovery, and then particularize it during exposition to some specific examined cases, in such a way that the reader will be able to easily categorize the guiding thread of the different described approaches, thus providing an easy-to-use reading key of differences and similarities characterizing them. The first step in our narration is giving the means to fully understand what is pattern discovery and how it can be applied to problems involving sets of sequences. To achieve that, we first introduce and explain some basic notions derived from string matching; then we shall present our formalization of the problem of pattern discovery applied to biosequences. Keeping in mind this formalization, the next step will be to go through a collection of selected works developed and consolidated in the last few years. Finally, we shall point out the emerging directions in the field. The chapter is organized as follows: Section 2 is devoted to providing some guidelines on surveys and collections of works already presented in the literature on the topic of interest, and to introducing some preliminary definitions useful to the illustration; Section 3 is the central part of the chapter, in which we provide a simple yet general formalization of the problem of pattern discovery in biosequences and describe a number of approaches presented in the literature; in Section 4 we underline some emergent approaches and discuss about some interesting future trends; finally, in Section 5 we draw our conclusions.
Background
The variety of biological data, their often high-dimensional nature, the enormous amount of information to manage necessitated approaching several problems in this field by applying data mining and knowledge discovery consolidated methods, suitably adapted to solve biological problems. The application of traditional data mining approaches to bioinformatics is not straightforward: differently from in other application fields, such as business and finance, biological data are characterized by both the absence of explicit features and the presence of numerous exceptions. Thus, inferring knowledge by applying classical data mining methods is highly non trivial, and accurate studies are necessary to attain significant results. In (Liu, 2003) , a number of data mining tools for analyzing biological sequence data are discussed. In particular, a general methodology is described based on: (a) the generation of candidate features from the sequences, where different types of features based on k-grams are presented; (b) the selection of relevant features from the candidates, where signal-to-noise, t-statistics, entropy measures and correlation-based feature selection methods are discussed; (c) the integration of the selected features to build a system to recognize specific properties in sequence data, using machine learning methods. The emphasis of the paper is on the application of this methodology to recognize TIS (Translation Initiation Sites), even if a significant list of other data mining approaches for biomedical applications are reported. In particular, different classification techniques successful in the biomedical context are revised, including decision tree based approaches, Bayesian classifiers, artificial neural networks and support vector machines. Data mining approaches have been proposed to classify biological data. To cite a recent example, in (Elloumi, 2005) a method based on voting strategies and called Disclass is presented to do classification of nucleic sequences. The approach has been applied to the analysis of toll-like receptors (TLR) macromolecules, to the discrimination between exon and intron regions in DNA macromolecules and to the identification of junction regions in DNA macromolecules. Besides classification, the discovery of knowledge by pattern extraction has been also successfully applied in the biological context, and this chapter focuses just on this subject. In general, given a database including a number of records, patterns can be simply defined considering common features characterizing related records. As already pointed out, in biological databases the records are often biosequences, and this chapter focuses on mining patterns in biosequences. Anyway, before starting with the main part of our narration, it is mandatory to point out that also other kinds of patterns may be usefully considered in bioinformatics contexts. As an example, one of the current trends is the study of biological networks, useful to represent interactions among molecules, such as protein-interaction, protein-DNA interaction, and metabolic reactions, or functional relationships derived from genomic data (e.g., microarray data). Biological networks may be modelled by using graphs and computational methods can be used to mine graph patterns, that are, similar sub-graphs common to different graphs. Graph patterns are useful, for example, to discover common biological modules in biological multiple networks, or to search for similarities among networks modelling different kinds of interactions among molecules. In (Hu, 2005) an algorithm for efficiently mining graph patterns is presented and applied to biological networks derived from microarray datasets, discovering numerous functionally homogenous clusters and making functional predictions for 169 uncharacterized yeast genes. Other interesting and recent references about this subject are (Koyuturk, 2006) and (Berg, 2004) , describing approaches to discover graph patterns in biological networks. In particular, in (Koyuturk, 2006) , an algorithm for detecting frequently occurring patterns and modules in biological networks is proposed, using a graph simplification technique based on ortholog contraction, useful to make the problem computationally tractable and scalable to many networks. The authors apply their method to extract frequently occurring patterns in metabolic pathways and protein interaction networks from commonly used biological databases. In (Berg, 2004) topological motifs, i.e., graph patterns occurring repeatedly at different positions in the network, are considered. The authors establish a statistical model for the occurrence of such motifs, from which they derive a scoring function for their statistical significance. Based on this scoring function, they develop an algorithm for searching for topological motifs; the procedure is called graph alignment, because of its analogies to sequence alignment techniques. The algorithm is applied to the gene regulation network of Escherichia coli. At this point, we have provided some reviews of possible data mining and mining patterns applications in the biological contexts, and we are ready to focus on the main subject of this chapter, that is, mining patterns in biosequences. A survey on approaches and algorithms used for the automatic discovery of patterns in biosequences is presented in (Brazma, 1998a) . In that work, a formulation of the problem of automatically discovering patterns from a set of sequences is given, where patterns with the expressive power in the class of regular languages are considered among those frequently used in molecular bioinformatics. That paper focuses on families, which are, groups of biologically related sequences, and two different but related problems of learning family descriptions thereof are described. The first problem considered is how to find a classifier function for a family of biosequences; this is a function that takes a sequence as an argument, and returns true over the members of the family, and false over non-members. The second problem is how to extract a description of conserved features in (i.e., characterizing) the family, expressed by a conservation function. Several solution spaces are discussed, illustrating different ways of defining such functions w.r.t. different biological problems, and the issue of ranking the solution space of discovered patterns is also discussed. Then, an in-depth review of algorithms used to find classification or conservation functions for sets of biosequences is given. The perspective put forward in (Brazma, 1998a) highlights how the problem of pattern discovery in biosequences can be related to problems studied in the field of machine learning, which is certainly interesting. However, here we deal with a different matter, focusing on the more structural properties characterizing sequences and their repetitions. Also, we point out approaches developed in the last few years to discover new classes of patterns having complex structures, whose identification is important in several biological problems, such as the individuation of regulatory regions of prokaryotes organisms and similar issues. In (Rigoutsos, 2000) , a detailed discussion of several applications of pattern discovery in computational biology is reported. The authors present the problem of pattern discovery in terms of determining interesting combinations of events which are contained in a database D. They observe that one of the possible ways to recast the notion of what is interesting in terms of the number of times some combination of events appears. Thus, given an interestingness threshold k, a combination of events is to be considered interesting if and only if it appears at least k times in the processed input database. The authors present a number of algorithmic approaches related to this problem, and several explored applications of pattern discovery in the context of biological problems. For more on this, the reader is referred also to (Wang, 1999; Vilo, 2002) . In the remaining part of this section, we shall focus on introducing some preliminary notions useful in the foregoing.
String, suffix and don't care
As already stated, one of the most common ways to model biological components such as DNA and proteins is by sequences of symbols, where the set of symbols exploited for the representation changes according to both the specific components and the specific problems to analyze. Some basic concepts are recalled next. Given a finite set of characters denoted by Σ and called alphabet, a string s of size (a.k.a., length) n over Σ is an ordered list of characters s=a 1 a 2 … a n such that a i ∈Σ, for each i, 1≤ i ≤ n. The length n of s is denoted by |s|. In the following, the terms "string" and "sequence" are used interchangeably. By a little abuse of notation, the cardinality of Σ is denoted by |Σ|. A substring of s, starting from position i and ending at position j, is a list of consecutive characters a i a i+1 ... a j of s and is denoted by s [i…j] , where 1≤ i ≤ j ≤ n. The suffix s k of a string s is the substring s [k…n] of s.
Example1
Consider the alphabet Σ={a, b}. The size of Σ is |Σ|=2. Then s=abbbababba is a string of length |s|=10 over Σ. The substring s [2…5] of s is bbba. The suffix s 7 of s is abba.
Given two strings s' and s'' of size n' and n'', respectively, with n''≤ n', we say that s'' occurs in s' if s' [i…j] = s'' for some indexes i and j, 1≤ i<j≤ n' such that n''=j-i+1. We also say that s' matches s''. Each substring of s' with this property represents an exact occurrence or, simply, an occurrence of s'' in s'.
Example 2
Consider the strings s'=AKKTATAK and s''=KTAT on the alphabet Σ={A, K, T}. Observe that, for i=3 and j=6, s' [i…j] = s''. Thus, s' [3…6] represents an occurrence of s'' in s'.
In addition to the characters from Σ, called solid characters, we introduce a new special character denoted by '·' and called a don't care symbol. The don't care is a symbol not occurring in Σ and matching all the symbols in Σ. As an example, consider the strings s'=bcabc and s''=baabc. Then, both of them match the string s=b · abc.
Distance between strings and approximate occurrences It is often useful to define some notion of distance between two strings. The most common notions found in the literature are those of the Hamming and the Levenshtein distances, which are recalled next. Let s' and s'' be two strings over the same alphabet Σ. The Hamming distance between s' and s'' is the minimum number of symbol substitutions to be applied on s' to obtain s''. The Levenshtein distance between s' and s'' is the minimum number of edit operations (i.e. symbol substitutions, insertions and deletions) to be applied on s' to obtain s''. For instance, 'ACGTAG' and 'ABGATG' have Hamming distance equal to 3, whereas the Levenshtein distance between 'MISSPELL' and 'MISTELL' is equal to 2. Given a maximum (e.g., Hamming or Levenshtein) allowed distance e (also called error), each substring of s' at a distance d ≤ e from the string s'' represents an approximate occurrence of s'' in s' w.r.t. e (also called an e-occurrence in the following).
Example 3
Consider the strings s'=aaabcaaaad and s''=aadbaa, and suppose that the maximum number of allowed errors is e=2. Thus, with reference to the Hamming distance, the substring s' [2…7] =aabcaa is an approximate occurrence of s'' in s'.
Data structures: tries and suffix trees
We next report a brief description of some data structures commonly adopted to store and manipulate strings. More detailed information can be found in (Apostolico, 1985; Apostolico, 2000; Gusfield, 1997) . The first data structure we consider is the trie. A trie, introduced in (Fredkin, 1960) , is an ordered tree structure. Each edge of the tree has a label representing a symbol. Any two edges out of the same node have distinct labels. Each node is associated with a string. Concatenating all the symbols in the path from the root to a node n, the string corresponding to n is obtained (the empty string for the root). All the descendants of the same node n are associated with strings having a common prefix, represented by the string corresponding to n. Figure 1 shows an example of a trie, where strings associated with nodes are shown in square brackets. A trie can be also considered in a compressed form, obtained by merging single child nodes with their parents. This kind of trie is known in the literature as PATRICIA trie (Morrison, 1968) , from the acronym of Practical Algorithm To Retrieve Information Coded In Alphanumeric. The term compact trie is often used to indicate a trie in the compressed form. Given a string s of n characters on the alphabet Σ, a suffix tree T associated to s can be defined as a trie containing all the n suffixes of s. In a suffix tree, for each leaf i of T, the concatenation of the edge labels on the path from the root to that leaf will spell out the suffix s i of s. Moreover, for any two suffixes s i and s j of s, their longest common prefix share the same subpath in T. Also for suffix trees compact forms can be defined, which can be built in O(n) both in time and space (Apostolico, 1988; Apostolico, 2000; McCreight, 1976; Ukkonen, 1995) , assuming as constant the time needed to traverse a node. Figure 2 shows a suffix tree. In some applications, it can be useful to store in a suffix tree all the suffixes of a set of strings: the resulting tree is called generalized suffix tree.
Formalization and Approaches
As already stated, the aim of this chapter is to provide the basic notions for understanding the different facets that the problem of mining patterns in biosequences can assume, providing also an overview of the main classes of approaches proposed in the last years and related references. As already stated, many biological problems involve the task of finding common substrings in sets of biosequences, representing common features that usually correspond to interesting patterns (motifs). According to the particular problem under examination, the criteria to establish whether a pattern is interesting change, and motifs may have from simple to more complex structure. Furthermore, also the choice of searching for exact or approximate repetitions depends on the analyzed biological problem. Thus, specifying constraints on both the selection criterion and the structure of the patterns, the problem can be particularized to different application contexts. In the following we illustrate a simple formalization of the problem of pattern discovery in biosequences, with the aim of facilitating the reading, relieving it of different notations, and then analyzing a selection of approaches and applications developed in this field. We would like to stress here that this analysis is not exhaustive but, rather, aims at pushing the reader towards further reading.
A formalization of the problem
Before formalizing the problem of pattern discovery in biosequences, we need to introduce some definitions concerning structural properties of sets of strings. Indeed, we shall be interested in defining the problem of mining patterns that may have a significantly complex structure and possibly allowing errors or string repetitions. A possible way to go is to define the concept of extraction constraints of a set of strings on a given sequence, in order to model the way in which the different portions of the pattern succeed to each other while occurring in an input sequence.
Definition 1 (extraction constraints)
Given a string z on the alphabet Σ, the extraction constraints E c can be defined as a seventuple of integers <n, l min , l max , d min , d max , e min , e max >, where 1≤ n, l min , l max ≤ |z| and e min , e max ≥ 0. In particular, n represents a minimum number of substrings (boxes) over the extended alphabet ΣU{·} to be extracted from z; l min and l max denote the minimum and maximum allowed length for boxes, respectively; occurrences of boxes in z may be approximated w.r.t. an error e such that e min ≤ e ≤ e max ; finally, the distance separating a generic pair of consecutive boxes must be less than d max and greater than d min .
Definition 2 (satisfaction) Given a string z over the alphabet Σ, an ordered set of strings P over the alphabet ΣU{·}, and the extraction constraints E c = <n, l min , l max , d min , d max , e min , e max >, P satisfies E c on z iff:
1) The cardinality |P| of P is s.t. then |P| ≥ n; 2) For each string p i in P,
If e i is the number of errors in the considered approximate occurrence of p i in z (according to the given distance measure), then e min ≤ e i ≤ e max .
Example 4
Consider the string z=abbaaabababbbaba on the alphabet Σ={a, b}, the set of strings P=<ab·a, b··a, b·b> and the extraction constraints E c =<2, 3, 4, 1, 2, 1, 2>. It is not difficult to see that P satisfies E c on z, by virtue of the substrings z [1…4] , z [7…10] and z [13…15] of z.
Definition 3 (pattern and box)
Given a string z over the alphabet Σ and the extraction constraints E c = <n, l min , l max , d min , d max , e min , e max >, all the ordered sets P of strings over the alphabet ΣU{·} satisfying E c on z are patterns of z. For each such a P, its position is individuated by the leftmost symbol of the leftmost string of P in z. All the strings included in a pattern P are boxes of P, thus a pattern is an ordered set of boxes satisfying some extraction constraints on an input string. The pattern P will be denoted by P=<b 1 ,…,b k > where k is the number of its boxes.
Example 4(cont'd…) The strings in P are the boxes of the pattern P=<ab·a, b··a, b·b> of z.
Also for patterns it is possible to define the concept of approximate occurrence, meaning that at least one of its boxes occurs in the string in input, not exactly, but with some errors. In the same way, a pattern satisfies some given extraction constraints on a string if the set of its boxes does. The given formalization includes a large set of possible specializations. For instance, considering the extraction constraints in which the number of boxes is equal to one and, fixed the minimum and maximum lengths, all the other parameters are zero, the correspondent patterns to discover are strings with exact occurrences in a given input string. In some cases it can also be useful not to specify all the parameters of the extraction constraints, so as to enlarge the class of patterns considered. In this case, we refer to extended extraction constraints, where at least one of the parameters is not specified and denoted by '-'. As an example, E c = <n, l min , l max , d min , -, e min , e max > denote extraction constraints in which the upper bound for the maximum distance between two adjacent boxes is not specified. Obviously, at least one of the parameters has to be in any case specified.
In many contexts the aim is to mine patterns from a set of biosequences, where the structure of the patterns to analyze can change according to the different analyzed cases, from the simplest to the most complicated ones. The problem is therefore to find all the patterns occurring in the given biosequences, that can be considered interesting according to some predefined criteria. We point out that the simplest criteria to define the concept of interesting corresponds to searching for patterns occurring more than a given number of times in the strings in input.
For convention, if a pattern occurs more than once on one of the input strings, only the leftmost occurrence is considered. Indeed, usually, the reason to search for repeated patterns in sets of biosequences is that such patterns can represent biological features that are common to a relevant number of sequences; therefore, further repetitions in the same string are not significant. Thus, the number of occurrences of a pattern in a set of strings is taken to be the number of strings in which such a pattern occurs at least once.
Definition 4 (list of occurrences)
Given a set S of m strings, a pattern P and some extraction constraints E c , we associate to P a list L S,P,Ec of couples of integer values, each indicating a string of S and the position in such string where the pattern occurs; this list is the list of occurrences of the pattern.
Example 5
Consider the set of string S={abbaab, aabba, abbbbb, abababbab, babaab} The only patterns to be considered in the search are the ones occurring in at least one of the strings in input.
Definition 5 (satisfaction of some extraction constraints by a pattern P on a set of strings) Given a set S of m strings, a pattern P and some extraction constraints E c , P satisfies E c on S iff there is at least one string in S where P satisfies E c .
Now that the reader should have gained a clear vision of several basic concepts, we can continue our discussion by presenting a formalization of the problem of pattern discovery, which aims at including most of its possible instantiations within the biological contexts.
The problem of pattern discovery
Given a set S of m strings, each representing a biosequence and denoted by s i , with 1≤ i ≤ m, some extraction constraints E c and a real value q, the problem of pattern discovery consists of extracting all the triplets <p, L, f q >, where p is a pattern, L its list of occurrences and f q a parameter associated with a value of interest for p, such that:
Example 6
Consider the following instance of the problem of pattern discovery: , aabbaa, aabbbbaa, abaaabbab, babaab}; E c = <1, 3, 3, 0, 0, 0, 0>; q=4; Suppose that f q represents the frequence of occurrences of patterns. The given formalization of the problem of pattern discovery can be useful in analyzing the approaches developed in the last few years towards solving various versions of the problem of mining patterns in biosequences. The next section is devoted to focusing on different ways in which pattern discovery can be applied to solve biological problems.
S={babbaab

An overview of the proposed approaches and applications
We are in the central part of our discussion. In the following, a collection of methods and techniques exploiting pattern discovery to solve biological problems is presented. For all presented approaches, a possible specialization of the general problem of pattern discovery to the specific analyzed case is reported, in order to better focus on the different facets that mining patterns can assume in biological contexts. Notice that the expression of a specific pattern discovery task within our formal framework will not be, in general, unique. For simplicity, in what follows, only one of these specializations is reported. Furthermore, in some few cases, e.g., (Jonassen, 1995) , where the considered pattern classes are rather specific, our formalization turns out to be somehow weaker than needed in order for those approaches to be exactly captured. Indeed, as specified below, to rigorously encode those cases by our formalization scheme, our extraction constraints should be generalized by considering arrays of parameters values in the place of simple values thereof. However, our objective with the proposed formalization is to provide an easy-to-follow roadmap scheme through the diverse approaches to pattern extraction that have been proposed recently, rather than a completely general scheme precisely accounting for all of them. In this respect, a more complex extraction constraint scheme is arguably less suitable to serve our declared purpose than the one we have chosen to adopt. RNA and proteins are encoded as sequences that can be also used to predict structures and functions of the corresponding macromolecules. In particular, the prediction of biological properties of proteins from their amino acid sequences can be made easier by grouping proteins in families, where the members of a family have similar structures. Indeed, if the structures of some members of a family are known, then the structures of the other members, for which only the sequences are known, can be in some cases obtained in an easier way. Protein family databases (Hulo, 2004; Bateman, 2004) are available on-line, and an interesting task is finding common features in a family of functionally related proteins, since this implies that such features are important for the biological functions of that family. In some cases, this problem can be dealt with by aligning the sequences and looking for any conserved (i.e., common) blocks amongst aligned sequences; however, the sequences are not always easy to align since the conserved regions may be very short or repeated within the proteins. In this context, pattern discovery can be a successful solution to individuate common sequence patterns or motifs in groups of protein sequences, that possibly reflect the presence of common ancestry or the conservative evolutionary pressure to maintain functionally important parts of the protein.
In (Jonassen, 1995) x(2,3) ). If j k is equal to i k , e.g., x(2,2) which can be written as x(2), then the wildcard region is fixed. Biologically, considering variable spaces among regions is important. The purpose of (Jonassen, 1995) is to compile, from a set of protein sequences in input, a list of the most significant patterns (according to a non-statistical significance measure) found to be matching at least for the user-defined minimum number of sequences. As already mentioned, our formalization does not allow to precisely capture such an extraction semantics. However, such patterns can be approximately encoded within our framework as follows. Given a set of strings S, the extraction constraints
, for 1≤ k≤ p, and a value f q , Pratt returns in output those patterns satisfying E c and such that f q is greater than a fixed threshold (we remind the reader that f q is, in general, a function value according to which it is possible to discern whether a pattern is interesting for the specific analyzed problem). In particular, the number of components in a pattern is p, that is, the number of identity or ambiguous components; their length is fixed to be equal to 1; the distances between boxes express, in this case, the flexibility of the wildcard regions, thus they are bounded, respectively, by the minimum of the i k s and the maximum of the j k s; the number of errors might be zero, if all components are identity ones, or it is bounded by the maximum number of amino acids that can be specified in the ambiguous component (denoted by [A k ] max ) minus one (if the component A k is ambiguous, then it specifies at least two different amino acids, thus the matching error is at least one); finally, f q is a function of both the number of matched sequences and the pattern itself. Note that, formalizing the problem in this way, the class of patterns satisfying the extraction constrains might be larger than the one extracted by (Jonassen, 1995) . The basic algorithm in Pratt uses the block data structure when exploring the space of a restricted class of patterns. This is a variation of the algorithm in (Neuwald, 1994) , developed in order to allow for more general ambiguous positions and for variable length wildcard regions. The authors show that Pratt is able to retrieve known motifs for PROSITE families and has been also successfully applied to several known protein families.
Let us now to turn our attention to so called tandem repeats. DNA can be subject to different mutational events. Tandem repeats occur when a sequence of two or more nucleotides are converted in two or more copies, each following contiguously the preceding one. As an example, the sequence TCGGCGGCGGA presents three copies of the triplet CGG: such a sequence, obtained by duplication of CGG in three copies, is a tandem repeat. Moreover, since during the copying process further mutations can occurr, also approximate copies of nucleotide sequences have to be considered. In other words, a tandem repeat is a string that involves consecutive (either exact or approximate) occurrences of a substring. Therefore, a tandem repeat is a pattern satisfying the extraction constraints E c = <2, 3, 3, 0, 0, 0, e max > on a DNA sequence. Researches on human genome proved that tandem repeats can be useful in human genetic analysis, for example they can be applied directly to problems of human identification, including parenthood testing (Jeffreys, 1985a; Jeffreys, 1985b) . Furthermore, tandem repeats can be associated with human diseases caused by triplet repeat expansion (Benson, 1997; Kolpakov, 2003) , such as Huntington Chorea or Myotonic Dystrophy. In (Benson, 1999) an algorithm is proposed to find tandem repeats in DNA sequences without the necessity to specify either the pattern or pattern size. The algorithm is based on the detection of k-tuple matches, and uses a probabilistic model of tandem repeats and a collection of statistical criteria based on that model. The program presented in (Benson, 1999) has both a detection and an analysis components. The detection component uses a set of statistically based criteria to find candidate tandem repeats, the analysis component attempts to produce an alignment for each candidate and, if successful, gathers a number of statistics about the alignment and the nucleotide sequence. The program was tested on human genes obtained from GenBank. In (Hauth, 2002) an algorithm to identify two important complex pattern structures, that are, variable length tandem repeats (VLTRs) and multi-period tandem repeats (MPTRs), is presented, and three application examples are given. A VLTR is a simple nested tandem repeat in which the copy number for some pattern is variable rather than constant, an MPTR is formed by the nested concatenation of two or more similar patterns. The repeats considered in (Hauth, 2002) contain substitutions, insertions and deletions, and the three reported examples are a bovine sequence containing a highly conserved VLTR, a human sequence containing an MPTR region and an analysis of yeast chromosome I, in which there are similar regions. The main tasks of the algorithm of (Hauth, 2002) refer to both locating and characterizing regions, similarly to (Benson, 1999) , in that they analyze k-length substrings in a DNA sequence by finding recurring distances between identical substrings. The difference is that (Hauth, 2002) does not use any statistical models to locate interesting periods, but rather a filter coupled with techniques to data mine sequence differences. The work presented in (Gusfield, 2004) focuses on the problem of extracting a vocabulary of tandem repeats of a string, where a vocabulary is defined as a list reporting the start location and the length of different tandem repeat types. The definition of tandem repeats given in (Gusfield, 2004 ) is a bit more general than the previous one reported here, since they consider a tandem repeat to be a string αα, where α is a non-empty string. Thus, two tandem repeats αα and α'α' are of different type iff α≠α'. The authors propose a linear-time and space algorithm to find the vocabulary of an input string, based on a three-phase approach. In particular, during Phase I a subset of the occurrences of tandem repeats is found, then Phase II finds the end locations in the suffix tree of the input string for some of the tandem repeat types. Finally, Phase III traverses parts of the suffix tree from the endpoints found in Phase II, to obtain the complete vocabulary of tandem repeats. In other words, the suffix tree of the input string is decorated with the endpoint of each tandem repeat in its vocabulary, compactly representing all the different tandem repeat types and the locations where they occur in the input string.
Other important applications of pattern discovery are in gene regulation. In fact, the regulation mechanisms of gene expression are not yet fully understood, and the identification of upstream regulatory sequences is not a simple task. In particular, the controls acting on gene expression (i.e., the ability of a gene to produce a biologically active protein) are much more complex in eukaryotes (complex organisms, such as, e.g., mammals) than in prokaryotes organisms (unicellular organisms), due to the presence of nuclear membranes preventing the two phases of transcription and translation to occur simultaneously as in prokaryotes. Gene expression is often regulated by proteins that activate or repress transcription by binding to short, specific DNA sequences. Such cis-acting sites are usually located close to the promoter (RNA polymerase binding site) for the regulated gene. Regulatory regions are thus regions associated with a gene to which proteins bind, regulating that gene expression. Promoter regions in DNA sequences are not always expressed exactly by the same sequence, thus their identification can be difficult. Although promoter regions vary, it is usually possible to find a DNA sequence (called the consensus sequence) encoding common subsequences thereof. For example, the consensus in the bacterium Escherichia coli, based on the study of 263 promoters, is TTGACA followed by 17 uncorrelated base pairs, followed by TATAAT, with the latter, called TATA box, located about 10 bases upstream of the transcription start site. None of the 263 promoter regions exactly match the above consensus sequence. Eukaryotic is more complicated than prokaryotic transcription regulation, since promoter sequences contain one or two boxes recognized by the same protein, but there may be more regulatory sites, appearing sometimes repeated, which are recognized by distinct proteins that interact with one another. In this context, an interesting problem is the discovery of motifs in the upstream regions shared by a given group of genes having common biological function or regulation. In (Brazma, 1998b ) a sequence pattern discovery algorithm is described that searches exhaustively for a priori unknown regular expression patterns that are over-represented in a given set of sequences. The algorithm was applied to discovery patterns both in the complete set of sequences taken upstream of the putative yeast genes and in the regions upstream of the genes with similar expression profiles. The algorithm is able to discover various subclasses of regular expression type patterns of unlimited length common to as few as ten sequences from thousands. In particular, it was able to predict regulatory elements from gene upstream regions in the yeast Saccharomyces cerevisiae. Errors are allowed in the search, represented by wildcard positions. According to our notation, the problem dealt with in (Brazma, 1998b) consists in discovering those patterns satisfying the extraction constraints E c = <2, 1, -, 0, d max , 0, e max >, and such that the concept of interest is related, in this case, to the number of input sequences where the pattern P occurs and also to the specific positions where the errors appear. Those are, in some cases, fixed in the box included in the pattern and restricted to subsets of the alphabet in input (they call such sets of possible symbol substitutions character groups, referring to wildcards of fixed lengths). The paper (Jensen, 2000) also deserves mentioning. It proposes two word-analysis algorithms for the automatic discovery of regulatory sequence elements, applied to the Saccharomyces cerevisiae genome and publicly available DNA array data sets. The approach relies on the functional annotation of genes. The aim is the identification of patterns that are overrepresented in a set of sequences (positive set) compared to a reference set (negative set). In this case, the authors consider four numbers to decide whether a pattern is significantly overrepresented. The first represents the number of sequences in the positive set that contains the pattern; the second is the number of sequences in the negative set that contains the pattern; the last two denote the number of sequences in each of the two sets that do not contain the pattern. Distributions on such numbers are used to compute the significance potential of being overrepresented for a pattern of fixed length, and then analyze all correlations found to have a significance potential of at least 4. Some possible extraction constraints for the problem dealt with in (Jensen, 2000) are E c = <1, 4, k, 0, 0, 0, 0>, observing that, in that algorithm, there is no specified minimal pattern length. In the paper, the authors also claim that, even if also patterns of length 1 are analyzed, patterns shorter than 4 nucleotides are not to be considered significant. In the same paper, two further techniques are presented. The first one consists in a systematic analysis of functional annotation, whereas the second aims at computing the significance of a given pattern using Kolmogorov-Smirnov statistics on DNA array data. The main experimental result presented in (Jensen, 2000) is the discovery of a highly conserved 9-mer occurring in the upstream regions of genes coding for proteasomal subunits, that is, the consensus sequence GGTGGCAAA, and several other putative and known regulatory elements. In particular, for the Cbflp-Met2p-Met28p complex and MCB, patterns similar to AAAATTTT have been picked up by all three methods presented in (Jensen, 2000) , and the pattern GTGACTCA as consensus sequence for Cbflp-Met2p-Met28p and Met31p/Met32p has been found to have significant correlation to methionine biosynthesis. In the context of regulatory processes for promoter regions, other approaches have been proposed, sometimes considering quite complex pattern structures. It can be observed that, the more an organism is complicated in terms of regulatory processes, the more the corresponding patterns to be searched for are characterized by the presence of complex structures. In (Marsan, 2000) the authors address the problem of extracting consensus motifs for DNA binding sites, introducing two exact algorithms to extract conserved patterns from a set of DNA sequences. The patterns they search for have complex structures and are named structured motifs. Structured motifs may be described as an ordered collection of p≥1 boxes, p substitution rates (one for each box) and p-1 intervals of distance (one for each pair of successive boxes in the collection). A suffix tree generalized on a set of N sequences is used for finding such motifs, building first single models of fixed length. For each node occurrence of this first box, considered in turn, a jump is made in the tree down to the descendants situated at lower levels. The second algorithm differs from the first one since it passes through the nodes at the lower levels, grabbing some information the nodes contain and jumping back up to the higher level again. Both algorithms time complexity scales linearly with N 2 n, where n is the average length of the sequences and N their number. An application to the identification of promoter and regulatory consensus sequences in bacterial genomes is also shown. In particular, interesting considerations concerning the achieved results for E. coli set of non-coding sequences between divergent genes might be drawn. In fact, it has been experimentally observed in (Marsan, 2000) that extracting a promoter consensus sequence for the organism E. coli seems much harder than for other organisms, although E. coli is believed to have less promoter sequence families. This may suggest that, for example, the promoter family called σ 70 is more degenerate in E. coli than in the other organisms, and that it may contain more elements. Improvements to the techniques presented in (Marsan, 2000) are illustrated in (Carvalho, 2005) where a new data structure, called box-link, is used to store the information about conserved regions that occur in a well-ordered and regularly spaced manner in the dataset sequences. In (Eskin, 2002) an algorithm to discover composite motifs, named MITRA (MIsmatch TRee Algorithm), is proposed. The algorithm has two steps: in the first step, the problem of finding a larger simple motif (called monad in the paper) by preprocessing input data is considered; the preprocessing concatenates the various parts of the pattern into a set of virtual monads. In the second step, an exhaustive monad discovery algorithm is applied on the set of virtual monads. The authors define a "monad pattern discovery problem", representing patterns as l-mers, that are, continuous strings of length l, and defining the concept of (l,d)-neighborhood of an l-mer P to represent all possible l-mers with up to d mismatches as compared to P. They search for all l-mers that occur with up to d mismatches at least a fixed number of times in an input string. This problem can be easily related to the one described in this chapter, involving sets of sequences, simply using, in the place of the input string, the set of its suffixes. MITRA was evaluated on biological samples, applying it to upstream regions of orthologous genes with known motifs. Also (Terracina, 2005) addresses the problem of extracting frequent structured patterns, considering both exact and approximate repetitions within a set of sequences in input. In particular, the proposed approach allows the discovery of structured motifs composed of r highly conserved regions, separated by constrained spacers. Moreover, approximate repetitions are considered for each conserved region, allowing a maximum number e of errors, where e is a user-specified parameter. The approach exploits compact tries as support index structures and represents structured patterns as cross-links between trie nodes. Moreover, the concept of e-neighbor pattern is introduced allowing the approach to be made independent of the alphabet exploited to express input strings. Tests were reported both on synthetic data and on biological data, exploiting, in the former ones, the non coding regions from the whole genomes of B. subtilis, H. Pylori and E. coli. The work (Fassetti, 2006) represents an extension of (Terracina, 2005) , providing an algorithm for the identification of novel classes of structured motifs, where several kinds of "exceptions" (whose biological relevance recently emerged in the literature) may be tolerated in pattern repetitions, such as skips between boxes, box swaps and box inverse. The papers (Marsan, 2000; Carvalho, 2005; Eskin, 2002; Terracina, 2005; Fassetti, 2006) all deal with a common version of the problem of pattern discovery, where the extraction constraints are of the type E c = <2, 1, l max , d min , d max , e min , e max > and the interest for the patterns is related to the frequency of their occurrences. In (Palopoli, 2005) an approach is presented concerned with the definition and the implementation of a framework allowing for defining and resolving under-specified motif extraction problems where, for instance, the number and the length of boxes can be variable. The method is based on the observation that approaches presented in the literature are often tailored on specific classes of patterns and, as with most algorithms, even slight changes in the pattern class to be dealt with may cause significant problems in their effectiveness. In other words, algorithms are available that are efficient and effective when the class of patterns of interest is quite well defined, but when the class of interest is unknown the problem can shift away from motif extraction to the selection of the right approach to apply. The framework proposed in (Palopoli, 2005) is general in that it covers a wide range of pattern classes, and the computed results can be exploited to guide the selection of specific, efficient, algorithms tailored on the resulting pattern classes. Moreover, it can be exploited as a "fast prototyping" approach to quickly verify the relevance of new pattern classes in specific biological domains. This framework is based on automatically generating logic programs starting from user-defined under-specified extraction problems for locating various kinds of motifs in a set of sequences. According to our formalization, the most general form of extraction constraints E c = <n, l min , l max , d min , d max , e min , e max > can be associated with this approach, since it includes a large number of pattern classes.
Emergent and Future Trends
This is the final part of our narration, and we can discuss some of the approaches recently emerging in this fascinating field. In the works presented in Section 3 the concept of interest for patterns was usually related to the frequency of occurrences, i.e., patterns were interesting if they were over-represented in a given set of sequences. In many biological contexts though, patterns occurring unexpectedly, often or rarely, often called surprising words, can be associated with important biological meanings, e.g., can be representative of elements having patterns repeated surprisingly differently from the rest of population due to some disease or genetic malformation. Distance measures based not only on the frequency of occurrences of a pattern, but also on its expectation, are assuming a fundamental role in these emergent studies. Thus, interesting patterns can be patterns such that the difference between observed and expected counts, usually normalized to some suitable moment, are beyond some preset threshold. The increasing volumes of available biological data makes exhaustive statistical tables become excessively large to guarantee practical accessibility and usefulness. In (Apostolico, 2003) the authors study probabilistic models and scores for which the population of potentially surprising words in a sequence can be described by a table of size at worst linear in the length of that sequence, supporting linear time and space algorithms for their construction. The authors consider as candidate surprising words, only the members of an a priori (i.e., before any score is computed) identified set of representative strings, where the cardinality of that set is linear in the input sequence length. The construction is based on the constraint that the score is monotonic in each class of related strings described by such a score. In the direction of extracting over-represented motifs, the authors of (Apostolico, 2005) introduce and study a characterization of extensible motifs in a sequence which tightly combines the structure of the pattern, as described by its syntactic specification, with the statistical measure of its occurrence count. They show that a prudent combination of saturation conditions (expressed in terms of minimum number of don't care compatible with a given list of occurrences) and monotonicity of probabilistic scores over regions of constant frequency afford significant parsimony in the generation and testing of candidate overrepresented motifs. The approach is validated by tests on protein sequence families reported in the PROSITE database. In both the approaches illustrated in (Apostolico, 2003) and (Apostolico, 2005 ) the concept of interestingness is related to the concept of surprise. The main difference between them is that the former aims at showing how the number of overand under-represented words in a sequence can be bound and computed in efficient time and space, if the scores under consideration grow monotonically, a condition that is met by many scores; the latter presents a novel way to embody both statistical and structural features of patterns in one measure of surprise. If the emergent trends underline the importance of making the search for motifs occurring unexpectedly often or rarely in a given set of sequences in input efficient, further studies are driven towards the characterization of patterns representing outliers for a given population, looking at the structure of the pattern as the key to detect unexpected properties possessed by a single individual, being object of examination, belonging to a large reference collection of categorical data. Moreover, the complexity of biological processes, such as gene regulation and transcription, in eukaryotes organisms, leaves many challenges still open and requires the proposal of new and more efficient techniques to solve particular problems, such as the computation of distances on specific classes of patterns, or of operations on boxes more complex than swaps or skips.
Conclusions
The ever-increasing growth of the amount of biological data that are available and stored in biological databases, significant especially after the completion of human genome sequencing, has stimulated the development of new and efficient techniques to extract useful knowledge from biological data. Indeed, the availability of enormous volumes of data does not provide "per se" any increase in available information. Rather, suitable methods are needed to interpret them. A particular class of biological data is biosequences, denoting DNA or protein sequences, and characterized by the presence of regular expressions associated with the presence of similar biological functions in the different macromolecules. Such regularities can be represented by substrings, that are, patterns, common to a number of sequences, meaning that sequences sharing common patterns are associated with a common biological function in the corresponding biological components. The main aim of this chapter is that of addressing the problem of mining patterns that can be considered interesting, according to some predefined criteria, from a set of biosequences. First, some basic notions and definitions have been provided concerning concepts both derived from string matching and from pattern discovery for sets of sequences. Then, since in many biological problems such as, for example, gene regulation, the structure of the repeated patterns in the sequences can be fixed for the generic case, and maybe also complex and vary with the different analyzed cases, an intuitive formalization of the problem has been given considering structural properties in which parameters related to the structure of the patterns to search for can be specified according to the specific problem. This formalization aimed at guiding the reader in the discussion put forward about a number of approaches to pattern discovery that have been presented in the literature in recent years. The approaches regarded fundamental areas of application of pattern discovery in biosequences, such as protein family characterization, tandem repeats and gene regulation. A further section has been devoted to pointing out emergent approaches, dealing with the extraction of patterns occurring unexpectedly often or rarely and to pointing out possible future developments. As a final remark, it is worth pointing out that mining patterns is central as well w.r.t. many biological applications. It has been applied to solve different problems involving sets of sequences, as an alternative to other existing methods (e.g., sequence alignment) but, especially, as a powerful technique to discover important properties from large data bunches. Biology is an evolving science, and emerging biological data are, in some cases, sets of aggregate objects rather than just biosequences. Therefore, it is anticipated that a very interesting evolution of the problem of pattern discovery presented in this chapter consists in its extension to more structured cases, involving objects that cannot be encoded as simple sequences of symbols.
