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Abstract. We prove the uniform lower bound for the difference λ2 − λ1 between first two eigen-
values of the fractional Schro¨dinger operator (−∆)α/2 + V , which is related to the Feynman-Kac
semigroup of the symmetric α-stable process killed upon leaving open interval (a, b) ∈ R with sym-
metric differentiable single-well potential V in the interval (a, b), α ∈ (1, 2). ”Uniform” means that
the positive constant appearing in our estimate λ2 − λ1 ≥ Cα(b − a)−α is independent of the po-
tential V . In general case of α ∈ (0, 2), we also find uniform lower bound for the difference λ∗ − λ1,
where λ∗ denotes the smallest eigenvalue related to the antisymmetric eigenfunction ϕ∗. We discuss
some properties of the corresponding ground state eigenfunction ϕ1. In particular, we show that
it is symmetric and unimodal in the interval (a, b). One of our key argument used in proving the
spectral gap lower bound is some integral inequality which is known to be a consequence of the
Garsia-Rodemich-Rumsey-Lemma.
1. Introduction and statement of results
The main purpose of this paper is to prove an uniform lower bound for the spectral gap of the
fractional Schro¨dinger operator with symmetric differentiable single-well potential on a bounded
interval of the real line. Such an operator is related to the Feynman-Kac semigroup of the killed
symmetric α-stable process. To obtain this bound we study some basic properties of the first and
second eigenfunction of this operator such as monotonicity and differentiability. Another main argu-
ment used in proving our spectral gap lower bound is some integral inequality which has important
consequences in the embedding theory of Sobolev spaces of fractional order. This inequality is a
consequence of the Garsia-Rodemich-Rumsey-Lemma (abbreviated as GRR-Lemma) [34]. The fact
that this inequality follows from GRR-Lemma was observed by M. Kassmann in [39].
Our work is motivated by the classical results of M. Ashbaugh and R. Benguria obtained in
[3, 4], where the similar spectral problem was studied for the classical Schro¨dinger operator with
the symmetric single-well potential on the interval.
Before we describe our results in details let us recall the basic definitions and facts. Let (Xt)t≥0
be the symmetric α-stable process of order α ∈ (0, 2) in R. This process is a Markov process with
stationary independent increments and the characteristic function of the form E0[exp (iξXt)] =
exp(−t|ξ|α), ξ ∈ R, t > 0. As usual, Ex denotes the expected value of the process starting at x ∈ R.
Let (a, b) ⊂ R, −∞ < a < b < ∞, be an open interval and let τ(a,b) = inf {t ≥ 0 : Xt /∈ (a, b)} be
the first exit time of Xt from (a, b).
The Feynman-Kac semigroup (Tt)t≥0 for the symmetric α-stable process Xt killed upon leaving
(a, b) and for potential V ∈ Vα((a, b)) is defined as
Ttf(x) = E
x
[
exp
(
−
∫ t
0
V (Xs)ds
)
f(Xt); τ(a,b) > t
]
, f ∈ L2((a, b)), t > 0, x ∈ (a, b),(1)
where Vα((a, b)) is a class of functions V : (a, b)→ R specified by the following three conditions:
(i) integrability: V extended to R by putting 0 outside (a, b) is in the Kato class Kα for the
symmetric α-stable process Xt. Formal definition of Kα is given in Section 2.
(ii) symmetry: V (x) = V (b+ a− x) for x ∈ (a, b).
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2 KAMIL KALETA
(iii) differentiability and monotonicity: V
′
exists in (a, b) and V
′
(x) ≤ 0 for x ∈ (a, (a+ b)/2).
In the above definition we use the convention that potentials V are defined on the interval (a, b).
However, very often, it will be useful to see the potential V as a function extended to whole real line
R by putting 0 outside (a, b). Notice also that the assumption (i) is an integrability condition under
which the above Feynman-Kac semigroup is well defined (see [14, 15]). Moreover, it immediately
follows from the assumptions (ii) and (iii) that V is a symmetric function, which is continuous,
bounded from below, nonincreasing in (a, (a + b)/2) and nondecreasing in ((a + b)/2, b). In the
terminology of [3] potentials with a such monotonicity property are called symmetric single-well. We
refer to the potentials from the class Vα((a, b)) as the symmetric differentiable single-well potentials
on the interval (a, b).
The operators Tt are symmetric and form a strongly continuous semigroup on L
2((a, b)). The
infinitesimal generator L of the semigroup (Tt)t≥0 is defined formally by
Lf = lim
t↓0
Ttf − f
t
for such f ∈ L2((a, b)) for which this limit exists in L2((a, b)). The set of all such functions is called
the domain of L and is denoted by D(L). Similarly, we define Lf(x) = limt↓0(Ttf(x)− f(x))/t for
any f ∈ C((a, b)) and x ∈ (a, b) for which the limit exists. It is easy to show that if f ∈ C∞c ((a, b)),
then Lf(x) is well defined and
Lf(x) = −(−∆)α/2f(x)− V (x)f(x), x ∈ (a, b),
where −(−∆)α/2 is the fractional Laplacian of order α (see [16, p. 11-13]). Note that the operator
(−∆)α/2 will not be used in any essential way in proving our eigenvalue gap estimates. We just
want to emphasize the connection between the operators L and (−∆)α/2. By this correspondence,
we refer to the operator −L as the fractional Schro¨dinger operator with the potential V on interval
(a, b).
In recent years Schro¨dinger operators based on non-local pseudodifferential operators have been
intensively studied. One of the most well known result is the so-called Hardy-Lieb-Thirring in-
equality obtained in 2008 by R. Frank, E. Lieb and R. Seiringer [36], which is connected with the
problem of the stability of matter [47]. In the last 30 years many results concerning the fractional
Schro¨dinger operators and relativistic Schro¨dinger operators have been obtained [20, 35, 53, 22, 23,
24, 14, 15, 43, 37, 38, 49]. These results are about functional integration, structure of spectrum,
conditional gauge theorem, estimates of eigenfunctions and intrinsic ultracontractivity. Most of
these results are obtained by using the probabilistic and potential theoretic methods.
The fact that the interval (a, b) is bounded implies that for any t > 0 the operator Tt maps
L2((a, b)) into L∞((a, b)). It follows from the general theory of semigroups that there exists an
orthonormal basis of eigenfunctions {ϕn} in L2((a, b)) and corresponding sequence of eigenvalues
λ1 < λ2 ≤ λ3 ≤ ...→∞
satisfying
Tt ϕn = e
−λnt ϕn,
Lϕn = −λn ϕn, n ≥ 1.
We may and do choose the basis {ϕn} so that ϕn is either symmetric (i.e., ϕn(x) = ϕn(a + b − x)
for x ∈ (a, b)) or antisymmetric (i.e., ϕn(x) = −ϕn(a + b − x) for x ∈ (a, b)). Moreover, each
eigenfunction ϕn is continuous and bounded and all λn have finite multiplicities. Additionally,
λ1 is simple and the corresponding eigenfunction, the so-called ground state eigenfunction, can
be assumed to be strictly positive on (a, b). Our main concern in this paper is the difference
λ2 − λ1 > 0, which is called the spectral gap. All above defined objects depend on the stability
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parameter α ∈ (0, 2), the interval (a, b) and the potential V ∈ Vα((a, b)). However, for simplicity,
we prefer to omit this dependence in our notation.
Let us point out that (−∆)α/2ϕn(x) is well defined for all x ∈ (a, b), n ≥ 1, and we have
−Lϕn(x) = (−∆)α/2ϕn(x) + V (x)ϕn(x) = λnϕn(x), x ∈ (a, b).
By the fact that each ϕn may be extended to whole R by putting 0 outside (a, b), the spectral
problem discussed in this paper can be seen as the eigenproblem for the fractional Schro¨dinger
operator on the interval (a, b) with Dirichlet exterior conditions (that is, outside the interval (a, b)).
Mentioned above spectral problem has been widely studied for classical Schro¨dinger operators
−∆ +V acting on L2(D) with Dirichlet boundary conditions, where D is a bounded domain in Rd,
d ≥ 1. Motivated by problems in mathematical physics concerning the behaviour of free Boson gases,
M. van den Berg [11] made the following conjecture. If D ⊂ Rd is convex such that diam(D) <∞
and V is nonnegative convex potential in D, then
λV2,D − λV1,D >
3pi2
diam(D)2
,(2)
where λV1,D and λ
V
2,D are the first and the second eigenvalue of −∆ + V acting on L2(D) with
Dirichlet boundary conditions. This problem has been widely studied by many authors [50, 52,
28, 10, 51, 48, 1]. In particular, the strict inequality (2) was obtained in 2010 by B. Andrews and
J. Clutterbuck [1]. Let us point out that the this conjecture for intervals on the real line and for
arbitrary nonnegative convex potentials was proved earlier by R. Lavine [46].
The classical result which is the most related to our one was obtained by M. Ashbaugh and R.
Benguria [3, 4]. They studied this problem in one dimension when a domain D is just a bounded
interval and showed the inequality (2) for the different class of symmetric single-well potentials V
that are integrable in D ⊂ R. This class includes the symmetric convex potentials, as well as a
variety of nonconvex (but symmetric) potentials.
The problem of eigenvalue estimates and the spectral gap lower bound has also been studied
for fractional Laplacian −(−∆)α/2 (i.e. V ≡ 0) on bounded domains of Rd with Dirichlet exterior
conditions [26, 29, 6, 7, 8, 32, 44, 30]. In one dimension (when D is an interval) eigenvalue gaps
estimates follow from results in [5] (α = 1) and [25] (α > 1). Moreover, the recent papers [42]
(α = 1), [45] (α ∈ (0, 2)) contain new asymptotic formulas for eigenvalues, which can be used to
find the numerical bounds for eigenvalue gaps.
Now we formulate the main results of this paper. The following variational formula for the gaps
between eigenvalues of L is a rather standard fact. In particular, this formula gives a variational
representation for the spectral gap λ2 − λ1 and will be a starting point of our proofs. In fact, it
is a fractional extension of the classical variational formula for the eigenvalue gaps of the classical
Schro¨dinger operators which can be found for example in [51]. For the version of this formula
for the fractional Laplacian (i.e. V ≡ 0) we refer to [32]. Denote by L2((a, b), ϕ21) the space of
square-integrable functions on the interval (a, b) with measure ϕ21(x)dx.
Proposition 1. Assume that α ∈ (0, 2). Let V ∈ Vα((a, b)), −∞ < a < b < ∞. Then for every
n ≥ 2 we have
λn − λ1 = inf
f∈Fn
A−α
2
∫ b
a
∫ b
a
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy,(3)
where
Fn =
{
f ∈ L2((a, b), ϕ21) :
∫ b
a
f2(x)ϕ21(x)dx = 1,
∫ b
a
f(x)ϕ1(x)ϕi(x)dx = 0, 1 ≤ i ≤ n− 1
}
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and
Aγ = Γ((1− γ)/2)
2γ
√
pi|Γ(γ/2)| .(4)
Moreover, the infimum in (3) is achieved for f = ϕn/ϕ1.
Proposition 1 is a consequence of the standard variational formula for eigenvalues and a special case
of [21, Theorems 2.6 and 2.8]. Its proof is given at the end of Section 2.
Our first main results are the following theorems concerning the properties of eigenfunctions.
The first one is about the monotonicity of ϕ1. We extend some earlier ideas from [7, 9] and [10],
and prove that the ground state eigenfunction is unimodal in the interval (a, b). This property will
be our main argument in proving eigenvalue gap estimates.
Theorem 1. Let α ∈ (0, 2). Let V ∈ Vα((a, b)), −∞ < a < b < ∞. Then ϕ1 is symmetric and
unimodal in (a, b), i.e., ϕ1 is nondecreasing in (a, (a+ b)/2) and nonincreasing in ((a+ b)/2, b).
Theorem 2. Let α ∈ (1, 2). Let V ∈ Vα((a, b)), −∞ < a < b < ∞. Then for all n ≥ 1 the
derivative of ϕn exists in (a, b). Moreover, if [c, d] ⊂ (a, b), then there exists a constant CV,n,α,a,b,c,d
such that for all x ∈ [c, d] we have∣∣∣∣ ddxϕn(x)
∣∣∣∣ ≤ CV,n,α,a,b,c,d ‖ϕn‖∞ .
Let us recall that our orthonormal basis {ϕn} is chosen so that each ϕn is either symmetric or
antisymmetric in (a, b). It follows from the fact that {ϕn} is an orthonormal basis that among ϕn
there are infinitely many antisymmetric functions in (a, b). Denote by λ∗ the smallest eigenvalue
corresponding to the antisymmetric eigenfunction ϕ∗. It is a natural hypothesis that λ∗ = λ2. For
the classical Schro¨dinger operator on the the interval this fact is well known. It is a consequence
of the Courant-Hilbert theorem which states that ϕ2 has exactly two nodal domains (the interval
consists of exactly two subintervals on which the sign of ϕ2 is fixed). In our case this problem is
more complicated. This is due to the fact that no version of the Courant-Hilbert theorem is known
for operators which are non-local. Despite this fact, this hypothesis was proved by R. Ban˜uelos and
T. Kulczycki [6] for α = 1 and V ≡ 0. Very recently, M. Kwas´nicki proved this hypothesis in [45]
for α ∈ (1, 2) and V ≡ 0.
The following lower bound for λ∗ − λ1 is derived by using Theorem 1 only.
Theorem 3. Assume that α ∈ (0, 2). Let V ∈ Vα((a, b)), −∞ < a < b <∞. Let λ∗ be the smallest
eigenvalue corresponding to the antisymmetric eigenfunction ϕ∗. Then we have
λ∗ − λ1 ≥ A−α
(b− a)α .(5)
The next theorem is the main result of this paper.
Theorem 4. Assume that α ∈ (1, 2). Let V ∈ Vα((a, b)), −∞ < a < b <∞. Then we have
λ2 − λ1 ≥ C
(3)
α
(b− a)α ,(6)
where C
(3)
α =
A−α
4
((
α−1
16(α+1)
)2 ∨ ( α−112(α+1))α+1 ∨ (19)α+1α−1).
Since we do not know whether the second eigenfunction is antisymmetric, we also have to consider
the case that it is symmetric in the proof of Theorem 4. Our crucial argument applied to the proof
in this case is the following integral inequality which is known to have important consequences in
the embedding theory of Sobolev spaces of fractional order.
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Proposition 2. Assume that α ∈ (1, 2). Let −∞ < a < b < ∞ and let f be a Lipschitz function
in [a, b]. Then ∫ b
a
∫ b
a
(f(x)− f(y))2
|x− y|1+α dxdy ≥ C
(4)
α
(f(b)− f(a))2
(b− a)α−1(7)
with C
(4)
α =
(
α−1
16(α+1)
)2 ∨ ( α−112(α+1))α+1 ∨ (13)2α+1α−1 .
In [39] M. Kassmann showed that the inequalities of the form (7) are the direct corollary from
the GRR-type inequalities. The constant ((α − 1)/(16(α + 1)))2 is derived from the classical one-
dimensional GRR-lemma [34, Lemma 1.1], while the constant ((α − 1)/(12(α + 1)))α+1 is a con-
sequence of the Kassmann’s proof [39, Proof of Theorem 3]. To obtain the inequality with this
constant he used the multidimensional extension of GRR-Lemma by L. Arnold and P. Imkeller
[2]. Note that there are several improvements of the GRR-lemma in various directions. However,
according to the author’s knowledge these two constants seem to be the best constants known up
to now in the one-dimensional inequality (7). Since our main concern here is to obtain possibly the
best constant in the inequality (7), we propose a completely different proof of the inequality (7)
based on some inductive argument. This direct and much more self-contained procedure allows us
to obtain the constant 3−2(α+1)/(α−1) which is better for α near 2 (approximately for α > 1.736).
We discuss the structure of the constant C
(4)
α in Section 5 (see Remark 2 and Figures 1 and 2).
Remark 1. Let 1 < β < p <∞. Let −∞ < a < b <∞ and let f be a continuous function in [a, b].
More general inequalities of the form∫ b
a
∫ b
a
(f(x)− f(y))p
|x− y|1+β dxdy ≥ C
(5)
β,p
(f(b)− f(a))p
(b− a)β−1(8)
and their multidimensional versions are known to be the direct corollaries from the GRR-type
inequalities. Their direct consequence is that if for some function f the double integral on the left
hand side is finite, then the function f is Ho¨lder continuous with exponent (β − 1)/p. As shown in
[39], these inequalities directly imply the embedding theorems from the so-called Sobolev-Slobodecki
spaces into the spaces of Ho¨lder continuous functions with exponent smaller or equal to (β − 1)/p
(for more details see [39] and references therein). Simple modification of the inductive part of our
proof of Proposition 2 also gives the inequality (8) with constant C
(5)
β,p = 3
−p(β+1)/(β−1) for Lipschitz
continuous functions.
The following counterexample shows that in the case α ∈ (0, 1) the inequality (7) does not hold
with any positive constant. This is a reason why our method of the proof of bound (6) does not
work in this case. The case α = 1 remains open also.
Example 1. Assume that α ∈ (0, 1). Let f be a C∞-class function such that
f(x) =
 0, x < 1/4,∈ [0, 1), 1/4 ≤ x < 1/2,
1, x ≥ 1/2.
(9)
Consider the sequence of functions of the form fn(x) = f(nx), n ≥ 1. Clearly, each fn is a C∞-class
function such that fn(0) = 0, fn(1) = 1. However,∫ 1
0
∫ 1
0
(fn(x)− fn(y))2
|x− y|1+α dxdy → 0 as n→∞.(10)
The justification of the above example is a very special version of similar one in [31, Section 2]
and is given in Section 5.
Note that the constants C
(3)
α and C
(4)
α obtained in Theorem 4 and Proposition 2, respectively, are
not optimal. As we will see below, the inequality (7) is an important argument used in proving the
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bound (6). Indeed, we have C
(3)
α = A−α/4 C(4)α . It follows that by improving the constant C(4)α in
the inequality (7), one can improve the constant C
(3)
α in (6). Notice also that in view of Theorem 3
another way to improve the constant in Theorem 4 is to show that λ∗ = λ2.
A consequence of Theorem 2 is the following fractional version of the weighted Poincare´ inequality.
Corollary 1. Assume that α ∈ (1, 2). Let −∞ < a < b < ∞ and let g : [a, b] → R be continuous,
nonincreasing and strictly positive in [a, b). Let f be a Lipschitz function on the interval [a, b] such
that f(a) = 0. Then∫ b
a
∫ b
a
(f(x)− f(y))2
|x− y|1+α g(x)g(y)dxdy ≥
C
(4)
α
(b− a)α
∫ b
a
f2(x)g2(x)dx,(11)
where C
(4)
α is given in Theorem 2.
The paper is organized as follows. In Section 2 we introduce additional notation and collect
various facts which are used below. In particular, here we justify the variational formulas for
eigenvalue gaps. In Section 3 we prove the properties of eigenfunctions. Section 4 contains the
proof of Theorem 3. In Section 5 we show the crucial inequality in Proposition 2 and justify
Example 1. Here we also discuss the structure of the constant C
(4)
α in Proposition 2. Section 6
contains the proof of main theorem concerning the spectral gap lower bound.
2. Preliminaries
Let α ∈ (0, 2). By Cα,κ we always mean a strictly positive and finite constant depending on α
and parameter κ. We adopt the convention that constants in some proofs may change their value
from one use to another. However, very often, especially in the statements of our results, we write
C
(1)
κ , C
(2)
κ etc to distinguish between constants.
We now summarize the properties of the symmetric α-stable process and some facts from its
potential theory. For further information on the potential theory of stable processes we refer to
[40, 23, 16, 19].
Let X = (Xt)t≥0 be the standard one-dimensional symmetric α-stable process with the Le´vy
measure ν(dx) = A−α|x|−1−αdx, where the constant A−α is given by (4). By Px we denote the
distribution of the process starting at x ∈ R. For each fixed t > 0 the transition density p(t, y− x),
t > 0 , x, y ∈ R, of the process X is a continuous and bounded function on R ×R satisfying the
following estimates
C−1α
(
t
|y − x|1+α ∧ t
−1/α
)
≤ p(t, y − x) ≤ Cα
(
t
|y − x|1+α ∧ t
−1/α
)
.(12)
Denote by
q(t, y − x) = 1√
4pit
exp
(
−|x− y|
2
4t
)
, t > 0, x, y ∈ R,(13)
the transition density of the standard one dimensional Brownian motion (Bt)t≥0 runing at twice
the speed.
It is well known that the symmetric α-stable process (Xt)t≥0 can be represented as
Xt = Bηt ,
where (ηt)t≥0 is an α/2-stable subordinator independent of (Bt)t≥0 (see [16]). Thus
p(t, y − x) =
∫ ∞
0
q(s, y − x)gα/2(t, s)ds,(14)
where gα/2(t, s) is the transition density of ηt.
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It is known that when α < 1, the process X is transient with potential kernel [12]
K(α)(y − x) =
∫ ∞
0
p(t, y − x)dt = Aα|y − x|α−1, x, y ∈ R.
Whenever α ≥ 1 the process is recurrent (pointwise recurrent when α > 1). In this case we can
consider the compensated kernel [13], that is, for α ≥ 1 we put
K(α)(y − x) =
∫ ∞
0
(p(t, y − x)− p(t, x0)) dt,
where x0 = 0 for α > 1, and x0 = 1 for α = 1. In this case
K(α)(x) =
1
pi
log
1
|x|
for α = 1 and
K(α)(x) = (2Γ(α) cos(piα/2))−1|x|α−1, x ∈ R,
for α > 1. Note that K(α)(x) ≤ 0 if α > 1.
We say that the Borel function V : R → R belongs to the Kato class Kα corresponding to the
symmetric α-stable process X if V satisfies either of the two equivalent conditions (see [53] and [15,
(2.5)])
lim
→0
sup
x∈R
∫
|y−x|<
|V (y)||K(α)(y − x)|dy = 0,
lim
t→0
sup
x∈R
Ex
[∫ t
0
|V (Xs)|ds
]
= 0.
For instance, if V (x) = (1 − x2)−β, β > 0, then V ∈ Kα and V ∈ Vα((−1, 1)) provided that
β < α ∧ 1. It can be verified directly that for every α ∈ (0, 2), Kα ⊂ L1loc(R).
We denote by pD(t, x, y) the transition density of the process killed upon exiting an open bounded
set D ⊂ R. It satisfies the relation
pD(t, x, y) = p(t, y − x)−Ex[p(t− τD, y −XτD); τD ≤ t], x, y ∈ D, t > 0,
where τD = inf{t > 0 : Xt /∈ D} is the first exit time from D. For every t > 0, x, y ∈ D, we have
0 < pD(t, x, y) ≤ p(t, y − x).(15)
Let us recall that the semigroup of the process killed upon leaving set D is given by
PDt f(x) = E
x[f(Xt); τD > t] =
∫
D
f(y)pD(t, x, y)dy, f ∈ L2(D), x ∈ D.
The Green operator of an open bounded set D is denoted by GD. We set
GD(x, y) =
∫ ∞
0
pD(t, x, y)dt
and call GD(x, y) the Green function for D. We have
GDf(x) = E
x
[∫ τD
0
f(Xt)dt
]
=
∫
D
GD(x, y)f(y)dy,
for non-negative Borel function f on R.
We now discuss some selected properties of the Feynman-Kac semigroup for the fractional
Schro¨dinger operator with a potential V on bounded intervals of R, which are needed below. For
the rest of this section we assume that D is a bounded interval (a, b) ⊂ R, a < b, and V ∈ Vα((a, b)).
We refer the reader to [14, 15, 22, 23, 27] for more systematic treatment of fractional Schro¨dinger
operators.
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The V -Green operator for (a, b) is defined by
GV(a,b)f(x) =
∫ ∞
0
Ttf(x)dt = E
x
[∫ τ(a,b)
0
e−
∫ t
0 V (Xs)dsf(Xt)dt
]
,
for non-negative Borel functions f on (a, b). The corresponding gauge function is given by (see e.g.
[14, p. 58], [23, 27])
u(a,b)(x) = E
x
[
e−
∫ τ(a,b)
0 V (Xs)ds
]
, x ∈ (a, b).
When it is bounded in (a, b), then ((a, b), V ) is said to be gaugeable. It is easy to check that if
V ≥ 0 on (a, b), then gaugebility holds.
The following perturbation type formula will be an important argument in the proof of differ-
entiability of eigenfunctions. For the potential V such that ((a, b), V ) is gaugable and for bounded
function f we have (see [14, Formula 9])
GV(a,b)f(x) = G(a,b)f(x)−G(a,b)(V GV(a,b)f)(x), x ∈ (a, b).(16)
Since V ∈ Vα((a, b)), inf V > −∞. Observe that when V ≡ 0, then (Tt)t≥0 is an usual semigroup of
the symmetric stable process killed upon leaving (a, b). That is for each t ≥ 0 we have Tt = P (a,b)t .
Generally, for f ≥ 0 we have
Ttf(x) ≤ e− inf V tP (a,b)t f(x), t > 0, x ∈ (a, b).
Using this fact, (12), (15), and the Riesz-Thorin interpolation theorem, it can be shown that for
each t > 0 the operators Tt : L
p((a, b)) → Lq((a, b)), 1 ≤ p ≤ q ≤ ∞, are bounded. Denote by
‖Tt‖p,q the norm of a such operators.
Recall that the class Vα((a, b)) contains the signed potentials V . So we do not exclude the case
that the operators Tt are not sub-Markovian. However, each operator Tt can be transformed to be
sub-Markovian by adding a constant to the potential V . Indeed, if inf V < 0, then we put V0 =
V − inf V . Clearly, V0 ≥ 0, and thus, the corresponding Feynman-Kac semigroup is sub-Markovian.
Denote this semigroup by (T 0t )t≥0. It can be checked directly that its generator is the operator
L0 = L+inf V with purely discrete spectrum of the form {−λ1 + inf V,−λ2 + inf V,−λ3 + inf V, ...}.
However, both operators L and L0 have the same eigenvalue gaps λn − λ1, n ≥ 1. We will use this
translation invariance property of the eigenvalue gaps in the sequel.
We now justify the variational formula in Proposition 1.
Proof of Proposition 1. By using the remark on the translation invariance of the eigenvalue gaps,
we may and do assume that V ≥ 0 and that the corresponding Feynman-Kac semigroup (Tt)t≥0 is
sub-Markovian. For every t > 0 define operators:
T˜tf = e
λ1tϕ−11 Tt(ϕ1f), f ∈ L2((a, b), ϕ21).
It is easy to see that operators T˜t, t > 0, form a semigroup of symmetric Markov operators on
L2((a, b), ϕ21) such that
T˜t
(
ϕn
ϕ1
)
= e−(λn−λ1)t
ϕn
ϕ1
, n ≥ 1.
Let
E˜(f, f) = lim
t→0+
1
t
(f − T˜tf, f)L2((a,b),ϕ21)(17)
for f ∈ L2((a, b), ϕ21). It is known that the form E˜ with its natural domain
D(E˜) =
{
f ∈ L2((a, b), ϕ21) : E˜(f, f) <∞
}
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is the Dirichlet form corresponding to the semigroup (T˜t)t>0 [33, p. 23]. By the standard variational
formula for eigenvalues we have
λn − λ1 = inf
f∈Fn
E˜(f, f), n ≥ 2,
and the infimum is achieved for f = ϕn/ϕ1. Thus to complete the proof of Proposition 1 it is
enough to see that
E˜(f, f) = A−α
2
∫ b
a
∫ b
a
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy.(18)
However, the equality (18) is a special case of more general results in [21, Theorems 2.6 and 2.8]. 
3. Properties of eigenfunctions
For our convenience we work with the symmetric interval (−a, a), 0 < a < ∞, in the proof of
Theorem 1. First we need the following auxiliary lemmas. Let us note that our arguments in the
proofs of Lemma 1, Lemma 2 and Theorem 1 extend some earlier ideas from [7, 9] and [10].
Lemma 1. Assume that α ∈ (0, 2). Let 0 < a < ∞ and let V be a bounded, symmetric and
continuous function on (−a, a) such that V ′(x) exists in (−a, a) except for at most finite points and
V is nonincreasing in (−a, 0). Let n be a natural number and let si, ti, i = 1, ..., n, be arbitrary
positive parameters. For x ∈ [−a, a] we define
Φn(x; s1, ..., sn, t1,..., tn) =
∫ a
−a
...
∫ a
−a
exp
(
−
n∑
i=1
tiV (xi)
)
n∏
i=1
q(si, xi − xi−1)dx1...dxn,
where x0 = x and q is given by (13). Then for every n ≥ 1 and parameters si, ti, i = 1, ..., n,
Φn(x; s1, ..., sn, t1, ..., tn) is nondecreasing on (−a, 0) and nonincreasing on (0, a) as a function of x.
Proof. First note that for every n ≥ 1 and positive parameters si, ti, i = 1, ..., n, Φn(x; s1, ..., sn, t1, ..., tn)
is symmetric and positive on [−a, a]. Without loss of generality we assume that a = 1. We use the
induction. Integrating by parts and using the fact that V is symmetric, we have
√
4pis1
d
dx
Φ1(x; s1, t1) = −
∫ 1
−1
e−t1V (y)
∂
∂y
e
− (y−x)2
4s1 dy
= e
− (1+x)2
4s1 lim
y→−1
e−t1V (y) − e−
(1−x)2
4s1 lim
y→1
e−t1V (y) +
∫ 1
−1
e
− (y−x)2
4s1
d
dy
e−t1V (y)dy
= lim
y→1
e−t1V (y)
(
e
− (1+x)2
4s1 − e−
(1−x)2
4s1
)
+
∫ 1
0
(
e
− (y−x)2
4s1 − e−
(y+x)2
4s1
)
d
dy
e−t1V (y)dy.
(19)
Since
e−
(y−x)2
4s ≥ e− (y+x)
2
4s , x, y, s > 0 ,(20)
and
d
dy
e−tV (y) = −te−tV (y)V ′(y) ≤ 0 , t > 0 ,
for almost all y ∈ (0, 1), the expression on the right hand side of (19) is nonpositive for all x ∈ (0, 1).
Thus, for every s1, t1 > 0 the function Φ1(x; s1, t1) is nonincreasing on (0, 1).
Now suppose that for any positive parameters s1, ...sn−1, t1, ..., tn−1 the function Φn−1 is non-
increasing on (0, 1), that is, ddxΦn−1(x; s1, ..., sn−1, t1, ..., tn−1) ≤ 0 for x ∈ (0, 1). Our claim is
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d
dxΦn(x; s1, ..., sn, t1, ..., tn) ≤ 0 for x ∈ (0, 1) and for every positive parameters s1, ...sn, t1, ..., tn.
We observe that
Φn(x; s1, ..., sn, t1, ..., tn) =
1√
4pis1
∫ 1
−1
e
− (y−x)2
4s1 e−t1V (y)Φn−1(y; s2, ..., sn, t2, ..., tn)dy .
From now on, for more simplicity, we omit the parameters si, ti in our notation. Integrating by
parts, similarly as before, we have
√
4pis1
d
dx
Φn(x) = −
∫ 1
−1
∂
∂y
(
e
− (y−x)2
4s1
)
e−t1V (y)Φn−1(y)dy
= Φn−1(1) lim
y→1
e−t1V (y)
(
e
− (1+x)2
4s1 − e−
(1−x)2
4s1
)
+
∫ 1
−1
e
− (y−x)2
4s1
d
dy
(
e−t1V (y)Φn−1(y)
)
dy.
(21)
Observe that by (20) the first term on the right hand side of (21) is nonpositive. Thus it is enough
to show that for all x ∈ (0, 1) the last integral also is nonpositive. Denote h(y) = e−t1V (y)Φn−1(y).
Recall that V ′(y) ≥ 0 for almost all y ∈ (0, 1). By induction hypothesis and by symmetry, we have
respectively
h′(y) =
d
dy
(
e−t1V (y)Φn−1(y)
)
= −t1V ′(y)e−t1V (y)Φn−1(y) + e−t1V (y) d
dy
Φn−1(y) ≤ 0
and
h′(y) = −h′(−y) ,
for almost all y ∈ (0, 1). This and (20) give for all x ∈ (0, 1), almost all y ∈ (0, 1) and t1, s1 > 0
e
− (y−x)2
4s1 h′(y) + e−
(y+x)2
4s1 h′(−y) = e−
(y−x)2
4s1 h′(y)− e−
(y+x)2
4s1 h′(y) =
(
e
− (y−x)2
4s1 − e−
(y+x)2
4s1
)
h′(y) ≤ 0 .
Integrating this inequality on [0, 1], we get∫ 1
−1
e
− (y−x)2
4s1
d
dy
(
e−t1V (y)Φn−1(y)
)
dy ≤ 0 ,
for x ∈ (0, 1), which ends the proof. 
Lemma 2. Assume that α ∈ (0, 2). Let 0 < a <∞ and V ∈ Vα((−a, a)). For t > 0 denote
gt(x) = E
x
[
exp
(
−
∫ t
0
V (Xs)ds
)
; t < τ(−a,a)
]
, x ∈ (−a, a).
Then for every fixed t > 0 the functions gt(x) is nondecreasing in (−a, 0) and nonincreasing in
(0, a).
Proof. Let Vk(x) = V (x) ∧ k, x ∈ (−a, a), k ≥ 1. First note that for every x ∈ (−a, a) and t > 0∫ t
0
Vk(Xs)ds→
∫ t
0
V (Xs)ds
as k → ∞, Px-almost surely, by the monotone convergence theorem. Thus for all x ∈ (−a, a) and
t > 0 we have
Ex
[
exp
(
−
∫ t
0
V (Xs)ds
)
; t < τ(−a,a)
]
= lim
k→∞
Ex
[
exp
(
−
∫ t
0
Vk(Xs)ds
)
; t < τ(−a,a)
]
as a consequence of the fact that
exp
(
−
∫ t
0
Vk(Xs)ds
)
≤ exp(−(inf V ∧ 1)t), t > 0, k ≥ 1,
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and the bounded convergence theorem. Thus, it suffices to show that for any k ≥ 1
Ex
[
exp
(
−
∫ t
0
Vk(Xs)ds
)
; t < τ(−a,a)
]
is nondecreasing in (−a, 0) and nonincreasing in (0, a) as a function of variable x, for each fixed
t > 0.
Fix now k ≥ 1. By using the fact that Px(Xτ(−a,a) ∈ {−a, a}) = 0 for x ∈ (−a, a) and the paths
are ca`dla`g, the boundedness and continuity of Vk, and the Markov property of the process (Xt)t≥0,
we have
Ex
[
exp
(
−
∫ t
0
Vk(Xs)ds
)
; t < τ(−a,a)
]
= Ex
[
exp
(
−
∫ t
0
Vk(Xs)ds
)
;Xs ∈ (−a, a),∀0 ≤ s ≤ t
]
= lim
n→∞E
x
[
exp
(
− t
2n
2n∑
i=1
Vk(Xit/2n)
)
;Xit/2n ∈ (−a, a), i = 1, 2, ..., 2n
]
= lim
n→∞
∫ a
−a
...
∫ a
−a
2n∏
i=1
exp
(
− t
2n
Vk(xi)
)
p(t/2n, xi − xi−1)dx1...dx2n ,
where x0 = x. Moreover, by the subordination formula (14) and Fubini’s theorem, the last multiple
integral can be rewritten as
∫ ∞
−∞
...
∫ ∞
−∞
(∫ a
−a
...
∫ a
−a
2n∏
i=1
exp
(
− t
2n
Vk(xi)
)
q(si, xi − xi−1)dx1...dx2n
)
×
2n∏
i=1
gα/2(t/2
n, si)ds1...ds2n
=
∫ ∞
−∞
...
∫ ∞
−∞
Φ2n(x; s1, ..., s2n , t/2
n, ..., t/2n)
2n∏
i=1
gα/2(t/2
n, si)ds1...ds2n ,
(22)
where
Φ2n(x; s1, ..., s2n , t1, ..., t2n) :=
∫ a
−a
...
∫ a
−a
2n∏
i=1
exp (−tiVk(xi)) q(si, xi − xi−1)dx1...dx2n ,
with x0 = x. By Lemma 1 we obtain that for every natural n and for any positive parameters ti, si,
i = 1, ..., 2n, the function Φ2n is nondecreasing in (−a, 0) and nonincreasing in (0, a). Letting now
n → ∞ in (22), we conclude that the same is true for Ex
[
exp
(
− ∫ t0 Vk(Xs)ds) ; t < τ(−a,a)], for
any k ≥ 1 and for each fixed t > 0. Thus the proof is complete. 
Proof of Theorem 1. Let 0 < a < ∞ and V ∈ Vα((−a, a)) be fixed. First we show a symmetry.
Recall that ϕ1 is strictly positive in (−a, a) and suppose contrary that ϕ1 is not symmetric. Thus
ϕ̂1(x) := ϕ1(x)+ϕ1(−x) is also an eigenfunction of −L corresponding to the eigenvalue λ1 such that
ϕ̂1 /∈ span(ϕ1). This gives a contradiction, because λ1 has muliplicity one. Thus ϕ1 is symmetric
in (−a, a).
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Let now Pϕ1 : L
2((−a, a)) → L2((−a, a)) be the projection onto span(ϕ1). By the fact that
eλ1tTtPϕ1 = Pϕ1e
λ1tTt = Pϕ1 , we have for t > 2
sup
x∈(−a,a)
∣∣∣(eλ1t Tt − Pϕ1)1(−a,a)(x)∣∣∣ ≤ 2a∥∥∥eλ1t Tt − Pϕ1∥∥∥
1,∞
≤ 2ae2λ1 ‖T1‖2,∞
∥∥∥eλ1(t−2) Tt−2 − Pϕ1∥∥∥
2
‖T1‖1,2 .
Since by the spectral theorem ∥∥∥eλ1t Tt − Pϕ1∥∥∥
2
≤ e−(λ2−λ1)t,
we obtain
ϕ1(x) = lim
t→∞CV e
λ1t Tt1(−a,a)(x) = lim
t→∞CV e
λ1t Ex
[
exp
(
−
∫ t
0
V (Xs)ds
)
; t < τ(−a,a)
]
,
uniformly in x ∈ (−a, a), with CV = (‖ϕ1‖1)−1. Now the assertion of the theorem follows from
Lemma 2. 
We need the following auxiliary lemma. It is a version of [18, Lemma 5.2] and [17, Lemma 10].
Lemma 3. Let α ∈ (1, 2). Let −∞ < a < b <∞ and let f ∈ L1((a, b)) be a function such that for
every interval [c, d] ⊂ (a, b) we have supx∈[c,d] |f(x)| <∞. Then
d
dx
G(a,b)f(x) =
∫ b
a
∂
∂x
G(a,b)(x, y)f(y)dy, x ∈ (a, b),(23)
and for every interval [c, d] ⊂ (a, b) there is a constant Cα,f,a,b,c,d <∞ such that∣∣∣∣ ddxG(a,b)f(x)
∣∣∣∣ ≤ Cα,f,a,b,c,d, x ∈ [c, d].(24)
Proof. Recall that α ∈ (1, 2). By [18, Formula (5)] we have
G(a,b)(x, y) = K
(α)(x− y)−H(x, y), x, y ∈ (a, b), x 6= y,
where K(α)(x− y) = (2Γ(α) cos(piα/2))−1|x− y|α−1 and H(x, y) = Ex
[
K(α)(Xτ(a,b) − y)
]
. In view
of this equality we have
d
dx
G(a,b)f(x) = lim
h→0
∫ b
a
K(α)(x+ h− y)−K(α)(x− y)
h
f(y)dy
− lim
h→0
∫ b
a
H(x+ h, y)−H(x, y)
h
f(y)dy, x ∈ (a, b).
First notice that both partial derivatives ∂∂xK
(α)(x − y), x 6= y, and ∂∂xH(x, y) exist (see (10) in
[18]). For x ∈ (a, b) denote δ(x) = (b− x) ∧ (x− a). From [18, Lemma 3.2] we have ∣∣ ∂∂xH(x, y)∣∣ ≤
Cα,a,bδ(x)
−1. It follows that∣∣∣∣ ∂∂xG(a,b)(x, y)
∣∣∣∣ ≤ ∣∣∣∣ ∂∂xK(α)(x− y)
∣∣∣∣+ ∣∣∣∣ ∂∂xH(x, y)
∣∣∣∣
≤ Cα|x− y|α−2 + Cα,a,bδ(x)−1, x, y ∈ (a, b), x 6= y.
(25)
This inequality and properties of f imply that for each fixed x ∈ (a, b) the integral on the right
hand side of (23) is absolutely convergent. Thus, to obtain (23) it is enough to show that
lim
h→0
∫ b
a
|F (1)h (x, y)||f(y)|dy + limh→0
∫ b
a
|F (2)h (x, y)||f(y)|dy = 0, x ∈ (a, b),(26)
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where
F
(1)
h (x, y) =
K(α)(x+ h− y)−K(α)(x− y)
h
− ∂
∂x
K(α)(x− y),
F
(2)
h (x, y) =
H(x+ h, y)−H(x, y)
h
− ∂
∂x
H(x, y).
Fix now x ∈ (a, b). Let |h| < δ(x)/4. From [18, Lemma 3.2] and Lagrange’s theorem we obtain
|F (2)h (x, y)| ≤ Cα,a,bδ(x)−1.(27)
This estimate and the fact that f ∈ L1((a, b)) give that
lim
h→0
∫ b
a
|F (2)h (x, y)||f(y)|dy = 0
by the dominated convergence theorem.
It suffices to show that
lim
h→0
∫ b
a
|F (1)h (x, y)||f(y)|dy = 0(28)
for each fixed x ∈ (a, b). Let β ∈ (0, 1/2) and∫ b
a
|F (1)h (x, y)||f(y)|dy =
∫
(x−βδ(x),x+βδ(x))
|F (1)h (x, y)||f(y)|dy
+
∫
(a,b)∩(x−βδ(x),x+βδ(x))c
|F (1)h (x, y)||f(y)|dy.
(29)
Fix x ∈ (a, b) and ε > 0. We will show that for sufficiently small |h| the left hand side of (29) is
smaller than ε. Let [c, d] ⊂ (a, b) be such that x ∈ (c, d). Denote M = supx∈[c,d] |f(x)|. Let β be
small enough so that (x−βδ(x), x+βδ(x)) ⊂ [c, d]. It is known (see [18, proof of Lemma 5.2]) that
|F (1)h (x, y)| ≤ Cα
(|x+ h− y|α−2 ∨ |x− y|α−2) , y ∈ (a, b), y 6= x, y 6= x+ h.(30)
Hence for any h ∈ R∫ x+βδ(x)
x−βδ(x)
|F (1)h (x, y)||f(y)|dy ≤MCα
∫ x+βδ(x)
x−βδ(x)
(|x+ h− y|α−2 + |x− y|α−2) dy
≤ 2MCα
∫ βδ(x)
−βδ(x)
|y|α−2dy.
It is clear that there exists β small enough so that the above integral is smaller than ε/2. Let us
fix such β. Clearly, F
(1)
h (x, y)→ 0 as h→ 0 for any x 6= y. By (30)
|F (1)h (x, y)| ≤ Cα(2β−1δ(x)−1 ∨ 1),
for y ∈ (a, b) ∩ (x − βδ(x), x + βδ(x))c and h ∈ (−βδ(x)/2, βδ(x)/2). Since f ∈ L1((a, b)), the
second integral on the right hand side of (29) tends to 0 as h tends to 0 by the bounded convergence
theorem. Hence for |h| sufficiently small the second integral on the right hand side of (29) is smaller
than ε/2. This finishes the proof (28). Thus (23) is proved. The boundedness property (24) is a
simple consequence of the estimate (25) and the properties of f . 
Proof of Theorem 2. Let −∞ < a < b <∞ and V ∈ Vα((a, b)). The starting point of the proof are
the eigenequations
Tt ϕn = e
−λnt ϕn, n ≥ 1.(31)
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Since we do not exclude the case that V is signed potential, it may happen that λn < 0 for finitely
many n. Put
η =
 0, if inf V > 0,1, if inf V = 0,−2 inf V, if inf V < 0.
Denote Vη = V + η. Then Vη > 0 and ((a, b), Vη) is gaugeable (see p. 7). By (31) we clearly have
e−(λn+η)t ϕn(x) = e−ηtTt ϕn(x) = Ex
[
e−
∫ t
0 Vη(Xs)dsϕn(Xt); τ(a,b) > t
]
, x ∈ (a, b).
Using the fact that λn + η > 0, n ≥ 1, and integrating over t the above equations we obtain
ϕn(x) = (λn + η)G
Vη
(a,b)ϕn(x), x ∈ (a, b), n ≥ 1.
Applying now the perturbation formula (16) to this equality we get
ϕn(x) = (λn + η)G(a,b)ϕn(x)−G(a,b)(Vηϕn)(x), x ∈ (a, b), n ≥ 1,
which can be rewritten as
ϕn(x) = (λn + η)
∫ b
a
G(a,b)(x, y)ϕn(y)dy −
∫ b
a
G(a,b)(x, y)Vη(y)ϕn(y)dy.
Since ‖ϕn‖∞ < ∞, Vη ∈ L1((a, b)) and is continuous in (a, b), the assumptions of Lemma 3 are
satisfied. Thus for x ∈ (a, b) we have
d
dx
ϕn(x) = (λn + η)
∫ b
a
∂
∂x
G(a,b)(x, y)ϕn(y)dy −
∫ b
a
∂
∂x
G(a,b)(x, y)Vη(y)ϕn(y)dy.
A direct consequence of Lemma 3 is that also for any interval [c, d] ⊂ (a, b) there is a constant
CV,α,n,a,b,c,d such that for all x ∈ [c, d] we have∣∣∣∣ ddxϕn(x)
∣∣∣∣ ≤ CV,α,n,a,b,c,d.

4. Lower bound for λ∗ − λ1
Proof of Theorem 3. Let 0 < a < ∞. With no loss of generality we provide the arguments for the
symmetric interval (−a, a) only. Let V ∈ Vα((−a, a)). Recall that our orthonormal basis {ϕn} is
chosen so that ϕn are either symmetric or antisymmetric. Let n0 be the smallest natural number
such that ϕn0 is antisymmetric in (−a, a). Thus ϕ∗ = ϕn0 . Let f = ϕ∗/ϕ1 = ϕn0/ϕ1. For every
ε ∈ (0, a) we have∫ a
−a
∫ a
−a
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy ≥
∫ a
ε
∫ a
ε
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy
+
∫ a
ε
∫ −ε
−a
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy
+
∫ −ε
−a
∫ −ε
−a
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy
+
∫ −ε
−a
∫ a
ε
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy.
Simple changes of variables in the last three integrals and the fact that f is antisymmetric give that
the last sum can be transformed to
2
∫ a
ε
∫ a
ε
(
(f(x)− f(y))2
|x− y|1+α +
(f(x) + f(y))2
(x+ y)1+α
)
ϕ1(x)ϕ1(y)dxdy.
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Clearly, this is bigger or equal to
2
∫ a
ε
∫ a
ε
(f(x)− f(y))2 + (f(x) + f(y))2
(x+ y)1+α
ϕ1(x)ϕ1(y)dxdy
= 4
∫ a
ε
∫ a
ε
f2(x) + f2(y)
(x+ y)1+α
ϕ1(x)ϕ1(y)dxdy,
which, by symmetry, is equal to
8
∫ a
ε
∫ a
ε
f2(x)
(x+ y)1+α
ϕ1(x)ϕ1(y)dxdy.
Thus, by Theorem 1, we have∫ a
−a
∫ a
−a
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy ≥ 8
∫ a
ε
∫ a
ε
f2(x)
(x+ y)1+α
ϕ1(x)ϕ1(y)dydx
≥ 8
∫ a
ε
∫ x
ε
f2(x)
(x+ y)1+α
ϕ1(x)ϕ1(y)dydx
≥ 8
∫ a
ε
∫ x
ε
dy
f2(x)
(2x)1+α
ϕ21(x)dx
≥ 4
(2a)α
∫ a
ε
x− ε
x
f2(x)ϕ21(x)dx.
Now, letting ε→ 0, we obtain∫ a
−a
∫ a
−a
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy
≥ 4
(2a)α
∫ a
0
f2(x)ϕ21(x)dx =
2
(2a)α
∫ a
−a
f2(x)ϕ21(x)dx =
2
(2a)α
.
Since f = ϕ∗/ϕ1 is antisymmetric, the assertion of Theorem 3 follows simply from Proposition 1.

5. Crucial inequality
Proof of Proposition 2. For more clarity we divide the proof into the two parts.
(Part 1) In this part we show that in fact it is enough to prove Proposition 2 for a = 0 and b = 1,
i.e., for [a, b] = [0, 1]. First note that if f is a Lipschitz function on an arbitrary interval [a, b],
−∞ < a < b < ∞, then the function f˜(x) := f((b − a)x + a) is a Lipschitz function in [0, 1] such
that f˜(0) = f(a) and f˜(1) = f(b). Suppose that the claimed inequality (7) is true for all Lipschitz
functions on the interval [0, 1] with constant C
(4)
α . Thus, by trivial change of variables, we have∫ b
a
∫ b
a
(f(x)− f(y))2
|x− y|1+α dxdy =
∫ b
a
∫ b
a
(
f˜
(
x−a
b−a
)
− f˜
(
y−a
b−a
))2
|x− y|1+α dxdy
=
1
(b− a)α−1
∫ 1
0
∫ 1
0
(f˜(x)− f˜(y))2
|x− y|1+α dxdy.
Since ∫ 1
0
∫ 1
0
(f˜(x)− f˜(y))2
|x− y|1+α dxdy ≥ C
(4)
α (f˜(1)− f˜(0))2 = C(4)α (f(b)− f(a))2,
the proof of Part 1 is complete.
(Part 2) In this part we prove the proposition for a = 0 and b = 1. By Part 1 this will give our
result for arbitrary −∞ < a < b < ∞. First note that the constant ((α − 1)/(16(α + 1)))2 in the
16 KAMIL KALETA
inequality (7) for (a, b) = (0, 1) can be obtained by taking ψ(x) = |x|2 and p(x) = |x|(α+1)/2 in the
classical GRR-Lemma [34, Lemma 1.1.]. Indeed, from the inequality (1.2) in [34] we clearly get
|f(1)− f(0)| ≤ 16
(∫ 1
0
∫ 1
0
(f(x)− f(y))2
|x− y|1+α dxdy
) 1
2 α+ 1
2
∫ 1
0
u
α−1
2
−1du
≤ 16
(
α+ 1
α− 1
)(∫ 1
0
∫ 1
0
(f(x)− f(y))2
|x− y|1+α dxdy
) 1
2
.
The second constant ((α − 1)/(12(α + 1)))α+1 was derived in a similar manner by M. Kassmann
(see [39, Proof of Theorem 3]) from the multidimensional improvement of the GRR-Lemma in [2].
We now find the third constant of the form 9(−(α+1)/(α−1)) in the inequality (7). We use some
new inductive argument, which is completely independent of the GRR-Lemma. If f(0) = f(1),
then the claimed inequality is trivial. Without loss of generality we may assume that f(0) = 1 and
f(1) > 0. In fact, by the scaling property of the claimed inequality (7), we may and do assume that
f(1) = 1. Let c < 1/3 be a constant. It will be chosen later. The rest of the proof is divided into
the several steps.
(Step 1) Denote{
a1 = 0
b1 = 1
,
{
fa1 = 0
fb1 = 1
,
{
x1 = a1 + c
y1 = b1 − c ,
{
fx1 = fa1 +
1
3
fy1 = fb1 − 13
,
and define
m1 = min {x ∈ (a1, b1) : f(x) = fx1} and M1 = max {x ∈ (a1, b1) : f(x) = fy1} .
Clearly, fy1 − fx1 = 1/3. If m1 /∈ (a1, x1) and M1 /∈ (y1, b1), then we have∫ 1
0
∫ 1
0
(f(x)− f(y))2
|x− y|1+α dxdy ≥
∫ x1
a1
∫ b1
y1
(f(x)− f(y))2
|x− y|1+α dxdy
≥ (fy1 − fx1)
2(b1 − y1)(x1 − a1)
|b1 − a1|1+α =
( c
3
)2
.
If m1 ∈ (a1, x1) or M1 ∈ (y1, b1), we consider the next step.
(Step 2) If m1 ∈ (a1, x1) let us take{
a2 = a1
b2 = x1
,
{
fa2 = fa1
fb2 = fx1
,
{
x2 = a2 + c
2
y2 = b2 − c2 ,
{
fx2 = fa2 +
(
1
3
)2
fy2 = fb2 −
(
1
3
)2 .
If m1 /∈ (a1, x1) and M1 ∈ (y1, b1) let us take{
a2 = y1
b2 = b1
,
{
fa2 = fy1
fb2 = fb1
,
{
x2 = a2 + c
2
y2 = b2 − c2 ,
{
fx2 = fa2 +
(
1
3
)2
fy2 = fb2 −
(
1
3
)2 .
Define
m2 = min {x ∈ (a2, b2) : f(x) = fx2} and M2 = max {x ∈ (a2, b2) : f(x) = fy2} .
Clearly, fy2 − fx2 = 1/32, b2 − a2 = c. When m2 /∈ (a2, x2) and M2 /∈ (y2, b2), we have∫ 1
0
∫ 1
0
(f(x)− f(y))2
|x− y|1+α dxdy ≥
∫ x2
a2
∫ b2
y2
(f(x)− f(y))2
|x− y|1+α dxdy
≥ (fy2 − fx2)
2(b2 − y2)(x2 − a2)
|b2 − a2|1+α =
c4
34c1+α
=
( c
3
)2 1
32cα−1
.
If m2 ∈ (a2, x2) or M2 ∈ (y2, b2), we consider the next step.
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Suppose that after n−1 steps mn−1 ∈ (an−1, xn−1) or Mn−1 ∈ (yn−1, bn−1). Then let us consider
the next step.
(Step n) If mn−1 ∈ (an−1, xn−1) let us take{
an = an−1
bn = xn−1
,
{
fan = fan−1
fbn = fxn−1
,
{
xn = an + c
n
yn = bn − cn ,
{
fxn = fan +
(
1
3
)n
fyn = fbn −
(
1
3
)n .
If mn−1 /∈ (an−1, xn−1) and Mn−1 ∈ (yn−1, bn−1) let us take{
an = yn−1
bn = bn−1
,
{
fan = fyn−1
fbn = fbn−1
,
{
xn = an + c
n
yn = bn − cn ,
{
fxn = fan +
(
1
3
)n
fyn = fbn −
(
1
3
)n .
Define
mn = min {x ∈ (an, bn) : f(x) = fxn} and Mn = max {x ∈ (an, bn) : f(x) = fyn} .
Of course, fyn − fxn = 1/3n, bn − an = cn−1. If mn /∈ (an, xn) and Mn /∈ (yn, bn), then we have∫ 1
0
∫ 1
0
(f(x)− f(y))2
|x− y|1+α dxdy ≥
∫ xn
an
∫ bn
yn
(f(x)− f(y))2
|x− y|1+α dxdy
≥ (fyn − fxn)
2(bn − yn)(xn − an)
|bn − an|1+α =
c2n
32nc(n−1)(1+α)
=
( c
3
)2( 1
32cα−1
)n−1
.
If mn ∈ (an, xn) or Mn ∈ (yn, bn), then we consider the n+ 1 step.
Recalling that α ∈ (1, 2) and choosing c to be 9 −1α−1 , we obtain that(
1
32cα−1
)n
= 1 for all n ≥ 0.
It is enough to see that there exists n0 ≥ 1 such that mn0 /∈ (an0 , xn0) and Mn0 /∈ (yn0 , bn0). Indeed,
in this case we have∫ 1
0
∫ 1
0
(f(x)− f(y))2
|x− y|1+α dxdy ≥
( c
3
)2( 1
32cα−1
)n0−1
=
( c
3
)2
=
(
1
9
)α+1
α−1
.
Suppose contrary that for all n ≥ 1 we have mn ∈ (an, xn) or Mn ∈ (yn, bn). This means that
there exists a decreasing sequence of intervals {(an, bn)}n≥1 such that |bn − an| =
(
1
9
)n−1
α−1 . By the
fact that f is a Lipschitz function on [a, b], there is a constant C such that(
1
3
)n
= |f(Mn)− f(mn)| ≤ C|Mn −mn| ≤ C|bn − an| = C
(
1
9
)n−1
α−1
, n ≥ 1,
which gives a contradiction. Thus the inequality (7) is true for a = 0 and b = 1 with constant
C
(4)
α =
(
1
9
)α+1
α−1 , and the proof of the proposition is complete. 
Remark 2. The three subintervals of the stability parameter α on which the constant C
(4)
α in
Proposition 2 takes the three different forms can be estimated as follows: for α ∈ (1; 1.10492)
we have C
(4)
α =
(
α−1
12(α+1)
)α+1
, for α ∈ (1.10493; 1.73546) we have C(4)α =
(
α−1
16(α+1)
)2
, while for
α ∈ (1.73547; 2) we obtain C(4)α =
(
1
9
)α+1
α−1 (see Figures 1 and 2).
Justification of Example 1. We clearly have∫ 1
0
∫ 1
0
(fn(x)− fn(y))2
|x− y|1+α dxdy ≤
∫ 1
0
∫ 1
2n
0
(fn(x)− fn(y))2
|x− y|1+α dxdy +
∫ 1
2n
0
∫ 1
0
(fn(x)− fn(y))2
|x− y|1+α dxdy.
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a
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c
Figure 1. Graphs of constants in Proposition 2 for α ∈ (1, 2): (a) (19)α+1α−1 ;
(b)
(
α−1
16(α+1)
)2
; (c)
(
α−1
12(α+1)
)α+1
.
 0
 2e-006
 4e-006
 6e-006
 8e-006
 1e-005
 1.2e-005
 1.4e-005
 1  1.02  1.04  1.06  1.08  1.1  1.12
alpha
b
c
Figure 2. Graphs of constants in Proposition 2 for α ∈ (1, 1.12): (b)
(
α−1
16(α+1)
)2
;
(c)
(
α−1
12(α+1)
)α+1
.
By symmetry, the right hand side of the above inequality is equal to
2
∫ 1
0
∫ 1
2n
0
(fn(x)− fn(y))2
|x− y|1+α dxdy.
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Denote the last double integral by Jn. We have
Jn ≤
∫ 2
n
0
∫ 1
n
0
(fn(x)− fn(y))2
|x− y|1+α dxdy +
∫ 1
2
n
∫ 1
n
0
(fn(x)− fn(y))2
|x− y|1+α dxdy = In,1 + In,2.
Recall that fn(x) = f(nx), where f is a C
∞-class function. Observe that for x, y ∈ [0, 2] we have
|fn(x)− fn(y)| ≤ sup
z∈[0,2]
|f ′n(z)||x− y| = n sup
z∈[0,2]
|f ′(z)||x− y| ≤ Cn|x− y|.
By this we obtain
In,1 =
∫ 2
n
0
∫ 1
n
0
(fn(x)− fn(y))2
|x− y|1+α dxdy ≤ C
2n2
∫ 2
n
0
∫ y+ 2
n
y− 2
n
|x− y|1−αdxdy ≤ Cαnα−1.
Similarly,
In,2 ≤
∫ 1
2
n
∫ 1
n
0
1
|x− y|1+αdxdy ≤
1
n
∫ ∞
2
n
∣∣∣∣ 1n − y
∣∣∣∣−1−α dy = Cαnα−1,
which ends the proof. 
Proof of Corollary 1. Let b0 ∈ (a, b] be such that
f2(b0)g
2(b0) = max
x∈(a,b]
f2(x)g2(x)
We have ∫ b
a
∫ b
a
(f(x)− f(y))2
|x− y|1+α g(x)g(y)dxdy ≥ g
2(b0)
∫ b0
a
∫ b0
a
(f(x)− f(y))2
|x− y|1+α dxdy,
which, by Theorem 2, is larger than
C
(4)
α
(b0 − a)α−1 f
2(b0)g
2(b0) ≥ C
(4)
α
(b0 − a)α−1
1
(b− a)
∫ b
a
f2(x)g2(x)dx =
C
(4)
α
(b− a)α
∫ b
a
f2(x)g2(x)dx.

6. Spectral gap estimate
Proof of Theorem 4. With no loss of generality we provide the arguments for the symmetric interval
(−a, a), 0 < a < ∞, only. Let V ∈ Vα((−a, a)). Recall that the orthonormal basis {ϕn} is chosen
so that ϕn are either symmetric or antisymmetric. If ϕ2 is antisymmetric, then Theorem 4 follows
from Theorem 3. Assume now that ϕ2 is symmetric. We directly deduce from Theorem 2 that the
function ϕ2/ϕ1 has a bounded derivative in each interval [a0, b0], −a < a0 < b0 < a. Hence ϕ2/ϕ1
is a Lipschitz function in each interval [a0, b0] ⊂ (−a, a). Thus, by Proposition 1, it is enough to
estimate from below the double integral∫ a
−a
∫ a
−a
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy, with f = ϕ2/ϕ1.
Note that f is symmetric on (−a, a), f changes the sign in (−a, a) and ∫ a−a f2(x)ϕ21(x)dx = 1.
Let a0 = min {x ∈ [0, a) : f(x) = 0}. Consider the following two cases.
(Case 1) Assume that ∫ a
a0
f2(x)ϕ21(x)dx ≥ 1/4.
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We have∫ a
−a
∫ a
−a
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy ≥
∫ a
a0
∫ a
a0
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy
+
∫ −a0
−a
∫ −a0
−a
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy
= 2
∫ a
a0
∫ a
a0
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy.
Let now b0 ∈ [a0, a) be such that f2(b0)ϕ21(b0) = maxx∈(a0,a) f2(x)ϕ21(x). We have∫ a
a0
∫ a
a0
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy ≥ ϕ
2
1(b0)
∫ b0
a0
∫ b0
a0
(f(x)− f(y))2
|x− y|1+α dxdy,
which, by Theorem 2, is larger than
C
(4)
α
(b0 − a0)α−1 f
2(b0)ϕ
2
1(b0) ≥
C
(4)
α
(b0 − a0)α−1
1
(a− a0)
∫ a
a0
f2(x)ϕ21(x)dx ≥
1
4
C
(4)
α
(a− a0)α .
It follows that ∫ a
−a
∫ a
−a
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy ≥
1
2
C
(4)
α
(2a)α
,
which ends the proof in the first case.
(Case 2) Suppose now that ∫ a0
0
f2(x)ϕ21(x)dx ≥ 1/4.
Notice that(∫ a
a0
f(x)ϕ21(x)dx
)2
≤
∫ a
a0
f2(x)ϕ21(x)dx
∫ a
a0
ϕ21(x)dx ≤ ϕ21(a0)(a− a0)
∫ a
a0
f2(x)ϕ21(x)dx(32)
by Schwarz inequality and Theorem 1, and
−
∫ a
a0
f(x)ϕ21(x)dx =
∫ a0
0
f(x)ϕ21(x)dx(33)
by the fact that f is symmetric and
∫ a
−a f(x)ϕ
2
1(x)dx = 0. Observe that without loosing generality
we may and do assume that f ≥ 0 on [0, a0]. Let a∗ ∈ [0, a0) be such that f(a∗) = maxx∈[0,a0) f(x).
Note that
∫ a
0 f
2(x)ϕ21(x)dx = 1/2. By (32) and (33), we have
1/4 ≥
∫ a
a0
f2(x)ϕ21(x)dx ≥
(∫ a
a0
f(x)ϕ21(x)dx
)2
ϕ21(a0)(a− a0)
=
(∫ a0
0 f(x)ϕ
2
1(x)dx
)2
ϕ21(a0)(a− a0)
=
f2(a∗)
(∫ a0
0 f(x)ϕ
2
1(x)dx
)2
f2(a∗)ϕ21(a0)(a− a0)
≥
(∫ a0
0 f
2(x)ϕ21(x)dx
)2
f2(a∗)ϕ21(a0)(a− a0)
,
which implies that
f2(a∗)ϕ21(a0) ≥ 1/(4(a− a0)).(34)
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We have∫ a
−a
∫ a
−a
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy ≥
∫ a0
0
∫ a0
0
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy
+
∫ 0
−a0
∫ 0
−a0
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy
= 2
∫ a0
0
∫ a0
0
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy
≥ 2ϕ21(a0)
∫ a0
a∗
∫ a0
a∗
(f(x)− f(y))2
|x− y|1+α dxdy.
Now, using Theorem 2 and (34), we obtain∫ a
−a
∫ a
−a
(f(x)− f(y))2
|x− y|1+α ϕ1(x)ϕ1(y)dxdy ≥ 2ϕ
2
1(a0)
C
(4)
α
(a0 − a∗)α−1 f
2(a∗) ≥ 1
2
C
(4)
α
(2a)α
,
which completes the proof. 
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