Correlation energies (CEs) for two-electron atom ground states have been computed as a function of the dimensionality of space D. The classical limit D --+ 00 and hyperquantum limit D--+ 1 are qualitatively different and especially easy to solve. In hydrogenic units, the CE for any two-electron atom is found to be roughly 35% smaller than the real-world value in the D--+ 00 limit, and about 70% larger in the D--+ I limit. Between the limits the CE varies almost linearly in 1/D. Accurate approximations to real CEs may therefore be obtained by linear interpolation or extrapolation from the much more easily evaluated dimensional limits. We give two explicit procedures, each of which yields CEs accurate to about I %; this is comparable to the best available configuration interaction calculations. Steps toward the generalization of these procedures to larger atoms are also discussed.
I. INTRODUCTION
Most electronic structure calculations performed today employ the self-consistent field (SCF) method, and therefore omit the correlation energy. I In the SCF approach each electron is assumed to move independently in the average field of the other electrons. Each electron is described by an orbital, or one-electron wave function, and the system as a whole is described by a configuration, or assignment of electrons to orbitals. The correlation energy (CE) is the difference between the exact energy (excluding relativistic effects) and the optimal SCF energy, which is the HartreeFock (HF) limit. The CE is typically a small fraction of the total energy, but of the same order of magnitude as the energies involved in chemical phenomena. Depending on the application, therefore, it mayor may not be safe to ignore it. If the electronic state does not change much, as in the optimization of a molecular geometry, SCF calculations will often suffice. On the other hand, the CE will usUally be a major factor in phenomena where the electronic state does change, such as ionizations and dissociations. 2 The main reason that most calculations are performed at the SCF level is simply that CBs are very difficult to calculate. In the most common procedure, the single configuration of the SCF wave function is combined with a number of others. Although this method of configuration interaction (CI) can in principle yield the full correlation energy, in practice it requires a very large number of configurations to do a good job. This is because the "correlation holes" in the exact wave functions created by the instantaneous electronelectron repulsions are very difficult to model using a basis of SCF wave functions. I Quantitative knowledge of atomic CBs remains surprisingly limited. Although accurate SCF wave functions and energies have been computed for all atoms, 3 approximate CBs are known only as far as argon. CI calculations have been performed for first row atoms (up to Z = 10).4 The errors, due to incompleteness of the basis set, are 3%-5%. For second row atoms (up to Z = 18), CEs have been obtained by utilizing experimental data in conjuction with SCF calculations. 5 The uncertainties, which in this case are due to the relativistic corrections, are 5%-10%. For larger atoms (beyond Z = 18) the only available CEs are based either on extrapolation from values for smaller atoms, 6 or else on approximations such as the electron gas model. 7 The values yielded by these two procedures differ by a factor of 2 or more. 6 .
S
In this paper we examine a new approach to atomic correlation energies which exploits dimensional continuation methods recently applied to two-electron atoms.9-16 The motivating idea is to generalize to spaces of dimensionality D :;l: 3, do calculations wherever they are easy, and then work back to D = 3. Two cases in which many problems can be expected to simplify are D = 1 and the D ..... 00 limit. For Coulomb problems the first of these is more correctly designated the D --+ 1 limit, and is even easier to solve than might be anticipated from the restriction to one degree of freedom. The simplest dimensional variant, however, will generally be the D ..... 00 limit.
In Sec. II we examine the nature of the limits D ..... 00 and D ..... 1, and give explicit results for two-electron atom CBs in these limits. Section III presents the results for other dimensions, as revealed by computer calculation. In Sec. IV we explore the physics underlying the observed behavior, and in Sec. V utilize this to motivate two very simple methods for extracting real-world CBs from the dimensional limits. We also show why these two schemes work so much better than the customary approach used with dimensional continuation, namely the 1/D expansion.9-12 Finally, in Sec. VI we discuss briefly the encouraging prospects for generalization of these methods to larger atoms.
II. DIMENSIONAL LIMITS
We consider the ground state of a two-electron atom of nuclear charge Z in a space of dimensionality D. We assume 
For A >Ao, and in particular for the hydride ion, the minimum energy configuration is asymmetric, with one electron closer to the nucleus than the other; Eq. (3) no longer gives the minimum energy but rather corresponds to a saddle point between two equivalent minima.
In the Hartree-Fock approximation the assumed form for the wave function precludes any explicit 0 dependence. The angle is therefore determined solely by a geometrical factor, the term sin 
whereas the HF solution has been obtained explicitly,20
The CE in theD ..... 1 limit, aE I , is now given by the difference between Eqs. (6) and (7). In this case the CE for the neutral atom (A = 1/2) is about 2.28% of the total energy, considerably larger than the D = 3 value. In fact, the ratio aE II aE 3 falls between 1.70 and 1.72 for almost all two-electronatoms.
c. Dependence on nuclear charge Upon taking the difference of either Eqs. (3) and (4) ing the departure from the classical limit and A measuring the strength of the interelectron repulsion. Also, these parameters collapse the domain of interest to a finite one, 0<8< 1, O<A< 1. Figure 1 gives a contour plot of the CE as a function of 8 and A. (Because of the basic A 2 dependence of the CE, the values have been normalized by A 2. Values are not plotted for combinations of the parameters which yield no bound state, because CBs cannot be defined there.) Figure 1 reveals a variation of the CE with 8 and A which is surprisingly regular, considering the range of physics involved. The variation is monotonic, and in fact quite linear, with respect to each parameter. To large extent the two functional dependencies factor, and we consider them separately.
For any fixed value of the dimensionality, the variation with respect to A of the CE as plotted in Fig. 1 is quite modest. Its magnitude decreases with A, but in general by only about 25% between A = 0 and A = 1. This generalizes the observation that the CBs of real two-electron atoms are all roughly the same as that of helium, though they do increase slightly with nuclear charge. 21 Our main concern in this paper is the variation of the CE with respect to 8. This is more pronounced than that with respect to A, but also more regular. In Fig To quantify the linearity, we consider the vertical deviations of each curve from a straight line drawn between its endpoints. These nonlinearities are plotted in Fig. 3 . They are most pronounced for high D and low Z. This is the domain of weakly bound states adjoining the blank region of spontaneous ionization in Fig. 1 . The focal point for the nonlinear behavior appears to be the symmetry breaking at 8 = 0, A = Ao mentioned above. This transition at Z == 1.23 from a symmetric classical limit structure to an asymmetric one has its most significant effects at large but finite D. This may be seen by considering the expansion of the energy in powers of 8 and A. For small enough 8 the energy is determined by the intercept (the classical limit D -+ 00 ) and slope (the first-order semiclassical correction, or 1/ D term). The symmetry breaking has a very mild effect on the classical limit itself. The effect is proportional to (A-A o )2, which yields a discontinuity in the curvature at Ao. The effect of the symmetry breaking on the semiclassical correction term is much more serious. IS Here it is proportional to (A -Ao) 1/2, which assumes infinite slope at Ao. The effects of this term can be seen clearly in Fig. 3 . As Z is decreased, the initial slopes are increasingly dominated by the square root branch point at Z == 1.23 , and this appears to destroy the otherwise smooth behavior.
IV. ORIGINS OF LINEARITY
We have seen that the deviations from linearity with respect to 1/ D become larger at small Z. On an absolute scale, however, they remain small. In fact, the nonlinearities remain less than 2% of the total correlation energy for all neutral atoms and positive ions (l<D< 00,2<Z< 00). We consider now the origins of this strikingly regular behavior. Fig. 2 on an expanded scale. These are defined as the deviations of the curves from straight lines drawn between their endpoints (the classical limit D_ 00 and the hyperquantum limit D-l ). Nonlinearities are most pronounced at high D and small Z, which is the domain of weakly bound atoms.
The CE for neutral atoms is plotted as a function of 8 in Fig.4( a) , and the exact and HF energies (of which the CE is the difference) in Fig. 4(b) . All three quantities show smooth and monotonic dependence on the dimensionality. As the difference of two much larger quantities, the CE might be expected to magnify any irregularities in the behavior of the total energies. As we have seen, however, the CE is highly linear.
The linearity results from a high degree of cancellation between the nonlinear components of the two total energies. This is made clear in Fig. 5 , where the nonlinearities of the curves in Fig. 4 are plotted. Roughly speaking, the nonlinearities in the exact and HF energies cancel to 1 part in 100. Since these were already only about 1/100 of the total energies, the nonlinearities in the CE are a factor of Hr smaller than the total energy.
A. Perturbation analysis
To understand this cancellation we turn to a perturbation treatment in it At the end of Sec. II, we noted that for any D the exact and HF wave functions agree to zeroth order in A, and the corresponding energies to first order. In this simple observation we have an explanation for most of the cancellation observed in 2 and higher which account for most of the bow in the two total energy curves. This may be seen by comparing the (b) and (c) panels of Figs. 4 and 5, which are identical except for the fact that the first-order term has been subtracted out in the (c) panels.
Comparing now panels (a) and (c), we see thatthere is still some cancellation of nonlinearities to be accounted for, so we tum to higher orders inA. Explicit formulas analogous to Eq. (8) are no longer available, but accurate coefficients are available for several dimensionalities, 15, 18 and with these we can make a limited term-by-term assessment of linearity. This is done in Fig. 6 At order A 2, which is the lowest order for the CE, the coefficients appear to behave quite linearly. At D = 3 there is agreement to the nearest 0.001 between exact and interpolated values for all three energies. At order A. 3, this kind of agreement is found for the CE, but not quite for the exact and HF energies. There is apparently again some cancellation taking place. At higher orders in the perturbation expansion there is no sign of interpolability in the coefficients at all; not even the signs are predicted correctly. Although the linearity of individual coefficients extends at most to third order in A, the first few terms of the expan- sion dominate the behavior, and it may be checked that the coefficient behavior suggested by the limited data in Fig. 6 is quite consistent with the more detailed results of the preceding figures. Therefore the observed linearity in B of the CE may be attributed to that of its A. 2 and A. 3 terms. We do not yet have a complete explanation for the regularity of these lowest-order coefficients, but can make a couple of observations which may help in providing one. First, the two terms in question (second and third order in the energy) are those which arise from the first-order correction to the wave function. In particular, for the CE they arise from the first-order error in the HF wave function (which was exact at zeroth order). Second, we note that at the dynamicallevel these terms constitute the lowest-order effect of the fluctuation potential, which is essentially the difference between the exact (instantaneous) and HF (averaged) forms of the interelectron repulsion. 22 It may be relevant that the fluctuation potential, unlike the Coulomb potentials from which it is derived, is of relatively short range.
B. Symmetry breaking
Examination of the perturbation expansions in A. can also give some insight into the partial breakdown oflinearity in the domain of weakly-bound state (large D and small Z). It was pointed out that this could be attributed at least in part to the effects of the symmetry breaking at Z == 1.23, where the D .... 00 classical limit switches from a symmetric to an asymmetric structure. A sharp transition occurs only at the point (8,A.) = (O,A.o) , but an examination of the perturbation series reveals how the effects are felt elsewhere.
In Fig. 7 (4) and (7). The poor convergence at large D is due to the proximity of this singularity to the origin. If one considers only the dimensiona11imits and the real world (D = 1,3,(0), as we did earlier in this section, then the large-order behavior of the series is not very important. This is because the CE is determined primarily by the lowestorder terms, at least for typical values of the nuclear charge, and these fall outside the asymptotic regime. One can see from Fig. 7 , however, that for large D the asymptotic behavior sets in already at low order. In fact, it gives the second nonvanishing term (A 3) the "wrong" sign. It may be checked that the effect of this is to give CBs at highD and low Z which are slightly larger in magnitude than one might expect, based on values elsewhere. This is precisely what was observed in Fig. 3 .
V. APPLICATIONS
There is important and interesting physics underlying the irregularities we have been discussing, but we repeat that on an absolute scale they remain small. The CE is still a highly linear function of ~ = liD. In this section we utilize this linearity to motivate two simple procedures for obtaining real-world results from the dimensional1imits.
A. Linear Interpolation
The first procedure is linear interpolation (LI) between the D--+ 00 and D ... l1imiting values. This corresponds precisely to neglecting the nonlinearities plotted in Figs. 3 and 5, since these were defined as the vertical deviations from straight lines drawn between the two limits. For the CE this procedure gives
where the four limit values are given in Eqs. (3 )-( 7). Linear interpolation predicts real two-electron atom
CBs to within about 1 %. This does not compare with those obtained from the best Hartr~Fock26 and Hylleraas-Pe- keris 27 calculations, which are several orders of magnitude more accurate. These calculations, however, are atypical.
Only for a handful of systems (e.g., Li, Be, and H 2 ) are CBs known well enough to talk meaningfully about I % accuracy. The very high accuracy achieved for two-electron atoms results from unique features: these systems are the simplest for which a CE can be defined, and benefit from special methods that have been extensively developed. 27 Because the methods discussed in this paper are not limited by these features, we make comparison to generally applicable methods of calculating CBs,28 and in particular to configuration interaction (CI). In Fig. 8 the best available CI energies for two-electron atoms both the interpolated value and the best CI calculation are very close to the true energy. In the case of CI this is the result of great computational effort,35 while in the case of LI it may be regarded as fortuitous. ., D -00 and the hyperquantum limit D ..... 1), we now extrapolate linearly using a value and a slope (the classical limit D-00 and the semiclassical correction term liD). As just described, the method would be simply the liD expansion carried to first order. This method, which will be discussed in detail below, gives fairly poor results because the symmetry breaking imposes a small radius of convergence on the 1/ D term. We now show how this problem can be avoided. In general1/D series are asymptotic. The best approximation to the sum of such a series is obtained by truncating it just before the term of smallest magnitude. If we write the CE formally as a double sum, fl.E = 1: c",,,c5"'A. ", we see that we can obtain two results, depending on which variable is summed first. Because the series is not convergent in 15, the two results will in general be different.
B. Planar extrapolation
The usual method of 1/ D expansions corresponds to summing on A. first. This is because each A expansion is individually convergent, and therefore gets summed to infinte order. Problems arise when this happens, because the full effects of the high-order "tails" of the A. expansions, like that of the 1/ D term in Fig. 7 , are present in the final result. The quantitative effects of this inclusion will be demonstrated below.
By summing on 15 first the tails of the A. expansions are cut out. In fact, for all but the lowest two orders inA., the 1/ D series diverges from the very first term (as is strongly suggested by Fig. 7) , and the best approximation to the sum is zero. Furthermore, numerically determined 1/ D series 36 in-dicate that at lowest order two terms survive, and at the next order only one. Referring to The designation "PE" stands for planar extrapolation, because this truncation corresponds to assuming that the surface plotted in Fig. I may be approximated by a plane determined by the behavior at the origin. In fact, Eq. (10) describes the plane tangent to the true energy surface at the origin. Real-world CEs predicted by such planar extrapolation are compared to CI and LI values in Fig. 8 . Once again the accuracy obtained is comparable to that of CI.
Comparing now the two dimensional continuation methods discussed so far, we see in Fig. 8 that overall they achieve similar accuracy. However, PE has several advantages over LI. First, PE is immediately applicable to the full range of two-electron atoms, whereas LI is presently limited by Eq. (3) to atoms which have symmetric classical limits. Second, the maximum errors are less for PE. And third, PE is simpler; among other things, this means that it may generalize more easily. (The PE values also seem to give an upper bound, but there is no apparent reason for this.)
We caution that not enough terms of the perturbation expansions are known to say for sure what the optimal asymptotic truncation is. We can only say that on the basis of limited data Eq. (10) appears to be it, at least for D = 3.
Actually, adding a term or two from Table IV does not change the qualitative agreement with experiment-in fact some terms even help. The important point is that the adverse e1fects of the high-order tails of the expansions are excluded by this method. We now consider what happens when they are not.
C. 1/ D expansions
The straightforward calculation of the classical limit D-+ 00 and semiclassical correction terms in powers of liD, without regard to convergence until the final summation, gives the usual liD expansion.9-12 Formally, this approach corresponds to reversing the order of summation in the double sum over 8 and A.
The first three partial sums of the liD expansion are plotted in Fig. 9 , along with several reference curves. The one-term sum is just the D--00 limit itself, while the next two partial sums were obtained by adding in tum the firstand second-order semiclassical corrections to that limit. In the figure the optimal asymptotic truncation, which is the partial sum obtained by truncating the series before the term smallest in magnitude, is indicated by a heavier line.
A couple of features of the liD expansion mentioned above are apparent in Fig. 9 . First is its asymptotic character. Depending on the nuclear charge either the first or second partial sum gives the best energy; the third-and higherorder partial sums are uniformly worse. Second is the profound e1fect of the symmetry breaking on the liD term.
Although the square root branch point lies far o1f-sca1e, its e1fects are apparent. Except at high Z, it renders the liD expansion useless for predictive purposes. 13 Roughly speaking, the semiclassical 11 D expansion fails because of refractory behavior associated with the region of small Z and large but finiteD. The success of the two alternative approaches discussed earlier in this section may be attributed to the fact that each avoids this region in its own way. Thus, the linear interpolation method avoids the e1fects of large but finite D by utilizing only the two dimensional limits D __ 00 and D--1. The planar extrapolation method, on the other hand, avoids the e1fects of small Zby truncating the 1/ Z expansion at low order.
VI. DISCUSSION
The stimulus for this work was a review of liD expansions which utilized the two-electron atom as an example.
9
In the usual form, the expansion gave poor results for the total energy, but it was found 1s that rescaling and interpolation using the known D --1 limit greatly improved the accuracy. As we have just seen, the correlation energy serves as a much more stringent test, and even the rescaled 1/D expansion works poorly here. The difficulty lies in the semiclassical portion of the expansion, which becomes singular at A o ::O.81439 because of the transition to an asymmetric classical limit structure.
Nevertheless, the CE is a remarkably well-behaved function. Numerical calculations reveal that it varies almost linearly with 8 = 1/ D over the range 1 <;.D<;. 00. Some char-acteristic irregularities arising from the symmetry breaking can be seen on close examination, especially in the vicinity of the transition (large D and small Z), but these effects are small on an absolute scale. The overall regularity of the behavior suggests that 1/D expansions may not be the most effective way to utilize dimensional continuation. In this paper we have introduced two alternative methods which, like the 1/D expansion, utilize only easily calculated dimensionallimit quantities, but yield far more accurate real-world predictions. The first method (linear interpolation) utilizes only the classical limit D-00 and the hyperquantum limit D-l, thereby avoiding entirely the troublesome semiclassical expansion in powers of 1/D. The even simpler second method (planar extrapolation) utilizes the 1/ D expansion as a starting point, but by asymptotically truncating at each order of 1/Z it excises the undesirable effects of the symmetry-breaking transition. Both methods give CEs accurate to about 1%.
For any system other than a two-electron atom this kind of accuracy would almost certainly exceed that currently available, because methods which are generally applicable to the calculation of CBs converge extremely slowly. Some partial results for larger atoms indicate that the generalization of the methods described in Sec. V will be both accessible and accurate.
37 So far only the D -00 limit (the term which the two methods have in common) has been calculated fully, but it is clear that the 1/ D term can be calculated explicitly as well. The D-00 limit by itself can be used to obtain predictions for D = 3 exact and Hartree-Fock energies which are accurate to a few percent for all atoms. As in the two-electron case, however, there is a high degree of cancellation between the exact and HF errors, so that CBs are predicted much more accurately. Typically they are underestimated by 0-2 e V. For second-row atoms, which are the largest ones for which reasonably accurate reference values are available, one obtains between 90% and 100% of the true CBs.
In extending the methods of this paper to larger atoms, the most formidable problem may eventually be not their derivation, but rather their assessment. This will be more difficult for larger atoms for several reasons. First is the unavailability of calculations except for D = 1,3,00. This will make it hard to quantify linearity. Second is the fact that for large atoms not even D = 3 correlation energies are available. Reasonably accurate ( ± 10%) experimental values are available only through argon, and theoretical values only through neon. Finally, there is the fact that 1/Z expansions like those used in Sec. IV have been calculated only for twoelectron atoms.
The two-electron atom is the simplest many-body system, and as such has always served as a test case for electronic structure methods. It is the natural first step in the application of dimensional continuation methods. The second step, already underway, is the application of these methods to a range of more complex systems which have already been studied by conventional means. This will give some idea of what can be expected in general from dimensional continuation methods. If they prove successful here, then the third step will be their application to systems for which other methods have proven too difficult to apply, or have failed. The simplicity of the new approach makes this a realistic prospect.
