Automatic presentations, also called FA-presentations, were introduced to extend finite model theory to infinite structures whilst retaining the solubility of fundamental decision problems. This paper studies FA-presentable algebras. First, an example is given to show that the class of finitely generated FA-presentable algebras is not closed under forming finitely generated subalgebras, even within the class of algebras with only unary operations. However, it is proven that a finitely generated subalgebra of an FA-presentable algebra with a single unary operation is itself FA-presentable. Furthermore, it is proven that the class of unary FA-presentable algebras is closed under forming finitely generated subalgebras, and that the membership problem for such subalgebras is decidable.
where w i,j ∈ A. Then conv(w 1 , . . . , w n ) is defined to be (w 1,1 , w 2,1 , . . . , w n,1 )(w 1,2 , w 2,2 , . . . , w n,2 ) · · · (w 1,m , w 2,m , . . . , w n,m ), where m = max{m i : i = 1, . . . , n} and with w i,j = $ whenever j > m i .
Observe that the mapping conv maps an n-tuple of words to a word of n-tuples.
Definition 2.2. Let A be a finite alphabet, and let R ⊆ (A * ) n be a relation on A * . Then the relation R is said to be regular if convR = {conv(w 1 , . . . , w n ) : (w 1 , . . . , w n ) ∈ R} is a regular language over (A ∪ {$}) n .
Definition 2.3. Let S = (S, R 1 , . . . , R n ) be a relational structure. Let L be a regular language over a finite alphabet A, and let φ : L → S be a surjective mapping. Then (L, φ) is an automatic presentation or an FA-presentation for S if, for all relations R ∈ {=, R 1 , . . . , R n } of relation Λ(R, φ) = {(w 1 , w 2 , . . . , w r i ) ∈ L r i : R(w 1 φ, . . . , w r φ)},
where r is the arity of R, is regular. If S admits an FA-presentation, it is said to be FA-presentable. If (L, φ) is an FA-presentation for S and the mapping φ is injective (so that every element of the structure has exactly one representative in L), then (L, φ) is said to be injective.
If (L, φ) is an FA-presentation for S and L is a language over a one-letter alphabet, then (L, φ) is a unary FA-presentation for S, and S is said to be unary FA-presentable.
Every FA-presentable structure admits an injective binary FA-presentation; that is, where the language of representatives is over a two-letter alphabet; see [KN95, Corollary 4 .3] and [Blu99, Lemma 3.3] . Therefore the class of binary FA-presentable structures is simply the class of FA-presentable structures. However, there are many structures that admit FA-presentations but not unary FA-presentations: for instance, any finitely generated virtually abelian group is FA-presentable [OT05, Theorem 8], but unary FA-presentable groups must be finite [Blu99, Theorem 7.19 ]. Thus there is a fundamental difference between unary FA-presentable structures and all other FA-presentable structures.
The fact that a tuple of elements (s 1 , . . . , s n ) of a structure S satisfies a first-order formula θ(x 1 , . . . , x n ) is denoted S | = θ(s 1 , . . . , s n ).
Proposition 2.4 ([KN95, Theorem 4.4])
. Let S be a structure with an FA-presentation (L, φ). For every first-order formula θ(x 1 , . . . , x n ) over the structure, the relation Λ(θ, φ) = (w 1 , . . . , w n ) ∈ L n : S | = θ(w 1 φ, . . . , w n φ)
is regular, and an automaton recognizing it can be effectively constructed.
Proposition 2.4 is fundamental to the theory of FA-presentations and will be used without explicit reference throughout the paper.
The following important result shows that in the case of unary FA-presentations for infinite structures, we can assume that the language of representatives is the language of all words over a one letter alphabet:
Theorem 2.5 ([CRT12, Theorem 3.1]). Let S be an infinite relational structure that admits a unary FA-presentation. Then S has an injective unary FA-presentation (a * , ψ).
subalgebras of fa-presentable algebras
This section presents various contrasting results for finitely generated subalgebras of FA-presentable subalgebras. First, a positive result is proven: the class of FA-presentable algebras whose signature consists of a single unary operation is closed under forming finitely generated subalgebras (Proposition 3.2). Then we exhibit an example of a finitely generated FA-presentable algebra that admits a non-FA-presentable finitely generated subalgebra (Example 3.3). Although this example algebra is equipped with a binary operation, we note afterwards how it can be modified into an algebra with only unary operations (Remark 3.7), thus contrasting our previous positive result.
Although this section shows that the class of FA-presentable algebras is not closed under forming finitely generated subalgebras. However, closure under forming finitely generated subalgebras may hold within classes of FApresentable algebras of a particular type. For instance, the following result holds: Proposition 3.2. Let S = (S, σ) be an algebra, where σ is a unary operation. Then every finitely generated subalgebra of S is FA-presentable.
Proof of 3.2. Let X = {x 1 , . . . , x n } be a finite subset of S and let T be the subalgebra of S that X generates. We will inductively define FA-presentations (L i , φ i ) for the subalgebras T i of S generated by X i = {x 1 , . . . , x i }. To avoid having to treat the case i = 1 separately, formally define L 0 to be the empty language, φ 0 to be the empty map and Λ(σ, φ 0 ) to be the empty relation.
So suppose we have an FA-presentation (L i−1 , φ i−1 ) for the subalgebra T i generated by X i−1 , where i ∈ {1, . . . , n}. Notice that the subalgebra generated by X i consists of elements in the set L i−1 φ i−1 ∪ {x i σ k : k ∈ N 0 }. There are three cases to consider:
In this case, let
is a union of regular relations and is thus regular.
2.
The element
3.
The element x i σ k does not lie in L i−1 φ i−1 for any k ∈ N 0 , and all
where i is treated as a symbol a is a new symbol; then L i is regular. Define
In any case, (L i+1 , φ i+1 ) is an FA-presentation for the subalgebra T i . In particular, T = T n is FA-presentable.
3.2
Note, however, that the proof of Proposition 3.2 does not yield an effective algorithm for constructing the subalgebra. If such an algorithm existed, reachability in the configuration graphs of deterministic Turing machines would be soluble.
Example 3.3. The example algebra X will consist of the disjoint union of a semilattice and two copies of the configuration graph of a Turing machine, augmented by extra unary operations.
For each i ∈ N, let M i be a chain of 2 i elements. Let S be the zerounion of all the M i ; the zero of S is denoted 0 S . Notice that S is a semilattice and can either be viewed as a partially-ordered set or a semigroup where the multiplication is the meet operation.
Let T be a deterministic Turing machine that generates sequences of symbols a j 2 , where j ∈ N. More precisely, T starts with an empty tape, performs some computation and arrives in a distinguished state q with its tape contents being a 1 2 , then computes again and reaches state q with its contents being a 2 2 . In general at various points during its computation T has tape contents a j 2 for every j ∈ N, and T enters state q exactly when its tape contents are a j 2 for some j ∈ N. Notice that T runs forever without halting. Suppose Q is the state set and B the tape alphabet of T.
Recall that an instantaneous description, or configuration, of T consists of its state, its tape contents, and the position of its read/write head on its tape. The configuration graph of T is an infinite graph whose vertices are all conceivable configurations of T, with a directed edge from g to g ′ precisely if T, when in configuration g, can make a single computation step and reach configuration g ′ . Note that in general not all configurations are reachable from the initial configuration.
. Schematic diagram of the algebra X. The unary operation α maps each configuration of G ⊤ to the corresponding configuration of G ⊥ ; the operation β maps 'down' within the semilattice; the operation γ maps from 'q ' configurations of G ⊥ to the maximum element of M i , where i is the number of symbols a on the tape; the operation δ mimics the computation step of the Turing machine T; and the operation ζ iterates through G ⊤ in length-pluslexicographic order.
Let G ⊤ and G ⊥ be two copies of the configuration graph of T. The carrier set for the algebra X will be X = S ∪ G ⊤ ∪ G ⊥ . The semilattice S is already equipped with a multiplication •; extend this multiplication to X by defining g •g ′ = g and g •s = s•g = g for g, g ′ ∈ G ⊤ ∪ G ⊥ and s ∈ S. The configuration graph G ⊥ is equipped with a directed edge relation δ. Since T is deterministic, each vertex of the graph has outdegree 1, and so the relation δ can be viewed as a unary operation. Extend δ to X by xδ = x for all x ∈ S∪G ⊤ . We emphasize that δ acts like a computation step by T in the configuration graph G ⊥ , but acts like the identity map on the configuration graph G ⊤ . Now define three new unary operations. First, α sends each configuration in G ⊤ to the corresponding configuration in G ⊥ , and otherwise (for all elements of S ∪ G ⊥ ) acts like the identity map. Second, β sends each element of a chain M i to the element immediately below it in that same M i , sends the minimum element of each M i to 0 S , and otherwise (for all elements of {0 S } ∪ G ⊤ ∪ G ⊥ ) acts like the identity map. Third, γ maps configurations in G ⊥ with state q and tape contents a k to the maximum element of the chain M k , and otherwise (for all other elements of G ⊥ and all elements of S ∪ G ⊤ ) acts like the identity map. We will shortly define yet another unary operation ζ, but we must first set up the FA-presentation. The algebra X will be
Let L be the language {z} ∪ {0, 1} * ∪ {⊤, ⊥}B * QB * , where z is a new symbol not in B or Q. Define φ : L → X as follows:
• If u ∈ {0, 1} k , then uφ is the u-th element (interpreting u as a binary number) from the bottom in M k . (Notice that since M k contains exactly 2 k elements, φ restricts to a bijection between {0, 1} k and M k .)
• If t ∈ {⊤, ⊥}, u, v ∈ B * and q ∈ Q, then (tuqv)φ is the configuration in G t where the state is q, the tape contains uv, and the head points to the first symbol in v.
Let us first show that the definition of FA-presentability is satisfied for the operations •, α, β, γ, and δ. To see that Λ(•, φ) is regular, it is simplest to notice that the Λ( , φ) is regular, where is the order on the semilattice S, since an automaton recognizing Λ( , φ) must simply compare the lengths of two strings over {0, 1} * and compare them as binary numbers, and also always accept if the left-hand input word is z and the right lies in {z} ∪ {0, 1} * . Then, since • is first-order definable in terms of , it follows that Λ(•, φ) is regular.
Next,
is clearly regular. An automaton recognizing Λ(β, φ) need only decrement a binary number by 1, recognize (0 k , z), and recognize the identity relation on {z}∪{⊤, ⊥}B * QB * . Now,
which is easily seen to be regular. The relation Λ(δ, φ) is easily seen to be regular, since each computation of a Turing machine makes only a small localized change to the configuration as represented by words in B * QB * ; see [KN95, p. 374] .
We can now define our last operation ζ. Let ⊑ be the length-plus-lexicographic ordering of words in ⊤B * QB * induced by some order on {⊤} ∪ B ∪ Q. For any element g ∈ G ⊤ , define gζ as follows. Let u be the unique word in ⊤B * QB * with uφ = g. Let u ′ be the word in ⊤B * QB * that succeeds u in the ⊏ ordering. Then gζ is defined to be
is regular since an automaton can recognize the ⊏ relation. Thus (L, φ) is an FA-presentation for the algebra X = (X, •, α, β, γ, δ, ζ). By Lemma 3.4 below, the algebra X is finitely generated. Let g 0 be the initial configuration of T in the configuration graph G ⊥ . Let Y be the subalgebra generated by g 0 . Then Y is not FA-presentable by Lemma 3.5 below.
Lemma 3.4. The algebra X is finitely generated.
Proof of 3.4. Let u be the ⊑-minimal word in ⊤B * QB * . Let T be the set of elements in the subalgebra generated by uφ ∈ G ⊤ ; the aim is to show that T = X.
By repeated application of the operation ζ to uφ, all elements of G ⊤ lie in T . By applying α to elements of G ⊤ , all elements of G ⊥ lie in T . By applying γ to those configurations in G ⊥ where the state is q and the tape contains a k for some k ∈ N, the maximum elements of each chain M i lie in T . By repeatedly applying β to these maximum elements, all elements of the chains M i lie in T , as does 0 S . Hence all elements of X lie in T and so X = T .
3.4
Lemma 3.5. The subalgebra Y is not FA-presentable.
Proof of 3.5. The first step is to show that the subalgebra Y contains the chains M j 2 and no other chains M i .
Recall that Y is generated by g 0 , the initial configuration of T in G ⊥ . The operation δ applied repeatedly to g 0 yields every element reachable from g 0 in the configuration graph G ⊥ . Let H be the set of these reachable elements. By the definition of T, the set H includes configurations with state q and tape contents a j 2 for all j ∈ N. Furthermore, the definition of T ensures that H includes no other configuration with state q . The operation γ applied to H yields the maximum element of every M j 2 (where j ∈ N). The operation β now yields all elements of each M j 2 and also yields 
Notice further that Y 1 is defined by a first order formula and so L 1 = Y 1 φ −1 is regular. Observe that the order relation on the subsemilattice Y 1 is first-order definable in terms of •. Let
Then K 1 consists of representatives in L of the maximum elements in the various sub-chains M j 2 of Y 1 . Since it is defined by a first-order formula, K 1 is regular. Let
then K 2 consists of length-plus-lexicographically minimal words of each length in K 1 . The language K 2 is regular. The relation
is regular. Notice that R 1 relates a word u ∈ K 2 , which represents the maximum element of some chain M j 2 , to all the words v representing elements of that chain. Let n be the number of states in an automaton recognizing conv(R 1 ).
If (u, v) ∈ R 1 , then |v| |u| + n, for otherwise one could pump the subword of v that extends beyond u to obtain infinitely many words representing elements of a single M j 2 , which would entail infinitely many distinct elements of M j 2 (since φ is injective), which is a contradiction.
Let
where # is a new symbol. By the observation in the last paragraph, if (u, v) ∈ R 2 , then |u| |v|. Furthermore, if (u, v), (u ′ , v ′ ) ∈ R 2 and |u| = |u ′ |, then u = u ′ by the definition of R 2 and K 2 . Moreover, no word in conv(R 2 ) contains a letter whose left-hand component is $. Therefore the number of words of length k in conv(R 2 ) is either 0 or, if there is a word u ∈ K 2 of length k − n, the number of possible words v such that (u# n , v) lies in R 2 , which is in turn the number of elements of the chain M j 2 in which uφ lies, which is 2 j 2 . Let z k be the number of words in conv(R 2 ) of length k. By the observation in the last paragraph, whenever z k is non-zero, it is the number of elements in some chain M j 2 . Since conv(R 2 ) is a regular language, the generating function
is a rational function with no singularity at 0. Thus the radius of convergence of its power series expansion must be strictly greater than zero. The aim is to obtain a contradiction by showing that this power series has radius of convergence zero.
By the pumping lemma for regular languages, there are constants p, q such that z p+kq is non-zero for all k ∈ N 0 . So for every k ∈ N 0 , there exists kϑ ∈ N 0 such that z p+kq = 2 (kϑ) 2 . This defines an injection ϑ : N 0 → N 0 . By Lemma 3.6 below, k kϑ for infinitely many values of k ∈ N 0 . So by choosing k to be large enough and also satisfying k kϑ, the value
can be made arbitrarily large. Therefore lim sup
and hence lim sup k→∞ |z k | 1/k = ∞, from which it follows that the radius of convergence of the power series ∞ k=0 z k x k is zero.
3.5
Lemma 3.6. Let ϑ : N 0 → N 0 be an injection. Then there are infinitely many i ∈ N such that i iϑ.
Proof of 3.6. Suppose, with the aim of obtaining a contradiction, that there are only finitely many i ∈ N 0 such that i iϑ. Let I = {i ∈ N : i iϑ}; by supposition, I is finite. Let m = max(I) and n = max(Iϑ). Then m mϑ and mϑ n, so m n. Furthermore, iϑ < i for i / ∈ I, and iϑ n for i ∈ I. Hence iϑ n for all i n. Since m = max(I) and m n, it follows that n + 1 / ∈ I and so (n + 1)ϑ < n + 1. Putting the last two sentences together shows that {0, . . . , n + 1}ϑ ⊆ {0, . . . , n}, which contradicts ϑ being an injection. Thus there are infinitely many i ∈ N 0 such that iϑ i.
3.6
Remark 3.7. In Example 3.3, the algebra X has exactly one binary operation, namely the multiplication •. However, this is not used for the finite generation of X or Y, and is used in only three places in the proof of Lemma 3.5, namely (3.1), (3.2), and (3.3). (In the latter two, it is hidden within the first-order definition of the order on S.) However, we can modify X by removing • and adding two new unary operations λ and µ to obtain a new algebra X ′ , where the subalgebra Y ′ generated by g 0 has the same domain Y as Y and where the Y ′ can be proved to be non-FA-presentable in the same way. Hence, even the class of FA-presentable algebras with only unary operations is not closed under forming finitely generated subalgebras.
The first operation λ sends every element of each chain M i to the maximum element of that chain, and acts like the identity map elsewhere (that is, on {0 S } ∪ G ⊤ ∪ G ⊥ ). The second operation µ sends every element of S to 0 S and acts like the identity map elsewhere (on G ⊤ ∪ G ⊥ ). Notice that
both relations are clearly regular. Thus X ′ = (X, α, β, γ, δ, ζ, λ, µ) is FA-presentable and has only unary operations.
To prove that the subalgebra Y ′ (generated by g 0 ) is not FA-presentable, follow the proof of Lemma 3.5, with the following definitions for Y ′ , K 1 , and R 1 replacing (3.1), (3.2), and (3.3):
Note that these are first order definitions in terms of the new signature in which λ and µ replace •.
diagrams for unary fa-presentations
This section develops a diagrammatic representation for unary FA-presentations. In the following section, we apply this representation to prove results about subalgebras of unary FA-presentable algebras.
Let (a * , φ) be an injective unary FA-presentation for a relational structure S with relations R 1 , . . . , R n ; such an FA-presentation exists by Theorem 2.5. For each i ∈ {1, . . . , n}, let A i be a deterministic r i -tape automaton recognizing Λ(R i , φ), where r i is the arity of R i . Let us examine the structure of the automata A i . For ease of explanation, view A i as a directed graph with no failure states: A i fails if it is in a state and reads a symbol that does not label any outgoing edge from that state.
Define a partial order ≺ on elements of {a, $} r i by (x 1 , . . . , x r 1 ) (x ′ 1 , . . . , x ′ r 1 ) if and only if x ′ i = $ =⇒ x i = $ for all i. Since A i recognizes words in conv((a * ) r i ), it will only successfully read words consisting of a -decreasing sequence of tuples in {a, $} r i . Thus an edge labelled by a tuple b leads to a state all of with outgoing edges are labelled by -preceding tuples.
Since A i is deterministic, while it reads letters of a fixed tuple b ∈ {a, $} r i , it follows a fixed path which, if the string of letters b is long enough, will form
figure 2. Example automaton recognizing Λ(R i , φ) where r i is 2. Edges labelled (a, a) form a path that leads into a uniquely determined loop. 
Consider what this means in terms of the tuple p = (a p 1 , . . . , a p r i ) such that conv( p) = uvw. Since v ′ ∈ b * , it follows that
where 
The power of such diagrams is due to a natural correspondence between pumping as in Pumping rules 1 and 2 and certain simple manipulations of tuples of points in the diagram. Before describing this correspondence, we must set up some notation. We will not distinguish between a point in the grid and the word to which it corresponds. The columns are ordered in the obvious way, with C[x] < C[x ′ ] if and only if x < x ′ . Extend the notation for intervals on N to intervals of contiguous columns. For example, for x, x ′ ∈ N with x x ′ , let C[x, x ′ ) denotes the set of elements in columns C[x] , . . . , C[x ′ − 1], and C(x, ∞) denotes the set of elements in columns C[x + 1], C[x + 2], . . .. For any element u ∈ a * , let c(u) be the index of the column containing u.
Consider the components of an r i -tuple p in Λ(R i , φ), viewed as an r ituple of points in the diagram. If there is a column C[x] that contains none of the components of p, then all the components that lie in C[0, x) are at least D shorter than those lying in C(x, ∞). Hence the word encoding the tuple p can be pumped between these two sets of components in accordance with Pumping rule 1. This corresponds to shifting all those components that lie in C(x, ∞) rightwards by one column. The tuple that results after this rightward shift of some components also lies in Λ(R i , φ). For convenience, define for every n ∈ Z a partial map τ n : a * → a * , where a k τ n is defined to be a k+nD if k + nD 0 and is otherwise undefined. Notice that if n 0, the map τ n is defined everywhere. In terms of the diagram, a k τ n is the element obtained by shifting a k to the right by n columns if n 0 and to the left by −n columns if n < 0. The values of k and n < 0 for which a k τ n are undefined are precisely those where shifting a k to the left by −n columns would carry it beyond the left-hand edge of the diagram.
Example 4.1. In order to illustrate Shift rules 1 and 2, consider a 4-tuple p = (a 2D+1 , a D+2 , a 5D+3 , a 7D+2 ). This corresponds to the following four points in the diagram.
Shift rule 1 (or the corresponding Pumping rule 1) can be applied in exactly three ways here:
3. The column C[6] contains no components of p, so, by Shift rule 1, for any k ∈ N, the fourth component of p can be shifted rightwards by k columns, yielding the tuple (a 2D+1 , a D+2 , a 5D+3 , a (7+k)D+2 ).
Shift rule 2 (or the corresponding Pumping rule 2) can be applied in only one way here: columns C[3] and C[4] contain no component of p, so the third and fourth components can be shifted leftwards by one column, yielding the tuple (a 2D+1 , a D+2 , a 4D+3 , a 6D+2 ).
unary fa-presentable algebras
This section studies finitely generated subalgebras of unary FApresentable algebras. The key result, Theorem 5.1, shows that the language representing elements of such a subalgebra is regular and that there is an algorithm that effectively constructs this language. From this it follows that the class of unary FA-presentable algebras is closed under taking finitely generated subalgebras (Theorem 5.2) and that the membership problem for finitely generated subalgebras is decidable (Theorem 5.3).
Theorem 5.1. Let S be an algebra that admits an injective unary FA-presentation (a * , φ) and let T be a finitely generated subalgebra of S. Let L be the sublanguage of a * consisting of representatives of elements of T. Then L is regular, and an automaton recognizing L can be constructed effectively from a finite set of words representing a generating set for T.
Proof of 5.1. We will first of all show L is regular and then show how it can be constructed effectively.
Regularity. Let r be the maximum arity of any of the operations in the signature of S. (That is, r is the maximum of their arities qua operations, not qua relations.) For x, y ∈ N 0 with x y, define new notation
Since the subalgebra T is finitely generated, it is generated by the elements in L[0, m]φ for some m ∈ N 0 .
Suppose that h, h ′ ∈ N ∪ {0}, where h ′ > h > m, are such that
The immediate aim is to prove that For each i ∈ {1, . . . , n}, let
The aim is to prove by induction on i that p ′ i ∈ L. We will show that, just as p i φ is obtained by an application of some operation to elements from (L[0, h + r] ∪ {p 1 , . . . , p i−1 })φ, so p ′ i φ can be obtained by an application of the same operation to elements of
and so is regular.
Effective construction. Let L 0 be a finite set of words representing a generating set for the subalgebra T. We will inductively construct a sequence of regular sublanguages L i of L for i ∈ N 0 . From some point onwards, every language in this sequence will be L itself. We will be able to detect when L i = L, but we cannot bound in advance the number of terms we must compute before obtaining L. For all i, x, y ∈ N 0 with x y, let
Inductively define the language L i+1 as follows: find the minimal h such that there exists h ′ such that
(Notice that this is (5.1) restated with L i in place of L.) Let h i be h and let h ′ i be minimal among corresponding such h ′ , and let
where
[Notice that h i and h ′ i always exist since because the sets
Observe that h i and h ′ i can be found simply by enumerating sets
By the reasoning in used in the proof of regularity above, each element of (a D(
The language K i+1 consists of representatives of elements obtained by applying the operations of S to elements of L i φ. Since T is a subalgebra, every element of the language K i+1 thus lies in L. Hence L i+1 ⊆ L.
Furthermore, the language K i+1 consists of representatives of elements satisfying a first-order formula. Hence, if L i is regular and given by a finite automaton, a finite automaton recognizing L i+1 can be effectively constructed. Since L 0 is finite, it follows by induction that every L i is regular, and that for any i ∈ N 0 an automaton recognizing L i can be effectively constructed.
Notice further that L i ⊆ L i+1 and that for any u ∈ L, there exists some L i such that u ∈ L i .
By the reasoning in the proof of regularity above, there exist g, h, h ′ ∈ N be such that
Therefore, the algorithm constructing the various L i will at some point construct L n+1 = L. Furthermore, the algorithm can check whether L i is L simply by checking whether L i = L i+1 , for if this holds, then L i φ is closed under all the operations of S and hence must be the domain of the subalgebra T. Thus there is an effective procedure that constructs L.
5.1
Theorem 5.2. The class of unary FA-presentable algebras is closed under taking finitely presented subalgebras.
Proof of 5.2. Let S be an algebra that admits an injective unary FA-presentation (a * , φ) and let T be a finitely generated subalgebra of S. Let L be the sublanguage of a * consisting of representatives of elements of T. By Theorem 5.1, L is regular, whence
for any k-ary relation (or operation) R of S, which shows that (L, φ| L ) is a unary FA-presentation for T.
5.2
Note that Theorem 5.2 does not hold without the hypothesis of finite generation: an arbitrary subsemigroup of a unary FA-presentable semigroup may not even be FA-presentable [CRT12, Example 9.4].
The following theorem deals with the membership problem for finitely generated subalgebras of unary FA-presentable algebras. This problem is not decidable for general FA-presentable algebras, because reachability in the configuration graph of a Turing machine is undecidable.
Theorem 5.3. There is an algorithm that takes a unary FA-presentation (a * , φ) for an algebra S, a finite set X of words in a * , and a word w ∈ a * , and decides whether wφ lies in the subalgebra generated by Xφ.
Proof of 5.3. By Theorem 5.1, there is an algorithm that takes the finite set of words X and constructs the sublanguage L of a * consisting of representatives of elements of the subalgebra T generated by Xφ. To decide whether wφ lies in T, it remains to check whether w lies in L.
5.3
Let S be a finitely generated algebra. Let f 1 , . . . , f k be the operations of S. Let G 0 be a finite generating set for S. Inductively define the following finite sets for all i ∈ N:
