We consider the problem of maximizing a nonmonotone DR-submodular function subject to a cardinality constraint. Diminishing returns (DR) submodularity is a generalization of the diminishing returns property for functions defined over the integer lattice. This generalization can be used to solve many machine learning or combinatorial optimization problems such as optimal budget allocation, revenue maximization, etc. In this work we propose the first polynomial-time approximation algorithms for non-monotone constrained maximization. Our first algorithm achieves an approximation ratio of (1 + 1 2
Introduction
In this paper, we present the first polynomial time approximation algorithm for the problem of maximizing a diminishing returns submodular (DR-submodular) function under a cardinality constraint.
Submodular functions appear in diverse settings, such as machine learning tasks, sensor placement problems, cuts is graphs, facility location, and set covering problems [Nemhauser et al., 1978] . The inherent characteristic behind all these problems is that they all exhibit diminishing returns property. Furthermore, the diminishing returns property can appear in applications where we do not make a binary decision over a set of elements. For example, in the optimal budget allocation problem we are looking for an allocation of a given budget among media channels (like TV, newspapers, websites, etc.) in order to maximize the impact on a set of potential customers. Compared to the binary decision in submodular set function maximization, here we also need to decide about the budget of each media we exploit. Alon et al. [2012] provided a (1 − 1/e)-approximation algorithm for the optimal budget allocation problem. Later, Soma et al. [2014] generalized this problem and proposed a (1−1/e)-approximation algorithm for monotone submodular maximization over the integer lattice. We will consider such a problem in the experiments section, but our objective will be non-monotone as we are proposing the first algorithms for the non-monotone case subject to a cardinality constraint. These more general problems cannot be captured by submodular set functions.
DR-submodularity is a generalization of submodularity to functions defined over the integer lattice, capturing the diminishing returns property. One can use available submodular maximization algorithms to maximize a DR-submodular function; but this will result in a pseudo-polynomial time approximation algorithm.
We introduce a new extension function and use it to construct polynomial-time approximation algorithms. In particular, we propose two polynomial-time approximation algorithms: DR-double greedy and DR-random greedy.
Notation: We use bold-face letters to emphasize on vectors when it is not clear by the context. The l 1 -norm of a vector x ∈ R n is defined as x 1 = n i=1 |x i |. In this paper, N is the ground set and N is the size of N .
Related Work
The problem of optimizing submodular (set) functions has been well studied in the literature. Unlike the problem of minimizing submodular functions (comparable to convex minimization) which can be done efficiently [Schrijver, 2000; Iwata et al., 2001] , maximizing submodular functions is NPhard, since it includes the well known NP-complete Max-Cut problem. Classic work by Nemhauser et al. [1978] showd that the greedy algorithm provides an approximation ratio of 1 − 1 e for maximizing a monotone increasing submodular function under a cardinality constraint. For the nonmonotone case, Buchbinder et al. [2014] provided two algorithms, namely discrete random greedy and continuous double greedy, that together yield an approximation ratio which varies in the range [0.372, 0.5]; depending on the size of ground set (n) and cardinality constraint (k). For the unconstrained case, Buchbinder et al. [2015] provided a ran-domized 1/2-approximation algorithm, improving the previous 2/5-approximation of Feige et al. [2011] and the 0.41-approximation of Gharan and Vondrak [2011] obtained by simulated annealing. A 1/2-hardness result for the unconstrained case is given in [Feige et al., 2011] .
Recently, DR-submodular maximization has received significant attention [Soma and Yoshida, 2015; Soma and Yoshida, 2016; Ene and Nguyen, 2016] . For the constrained DR-submodular maximization, Soma and Yoshida [2016] provided a (1 − 1 e − )-approximation algorithm for cardinality constraints, polymatroid constraints, and knapsack constraints; but they assume monotonicity of the function. Ene and Nguyen [2016] introduced a generic reduction to convert the DR-submodular setting to the submodular setting, but under this reduction the cardinality constraint yields a knapsack constraint in the submodular setting. The problem of maximizing (non-monotone) submodular functions with knapsack constraints has been studied in the literature [Lee et al., 2009; Kulik et al., 2013; Chekuri et al., 2014] . Not only are the approximation ratios all less than what we obtain (in particular 1/5 − , 1/4 − , and 0.325, respectively), but also using the proposed framework, we obtain a submodular problem of size O(N + N i=1 log B i ); while our proposed algorithms work in R N and have running times independent of B. To the best of our knowledge, ours is the first direct result for nonmonotone DR-submodular maximization under a cardinality constraint.
Problem Statement and Preliminaries
Definition 1. A set function f : 2 N → R with a ground set N is submodular if:
An equivalent definition of submodular (set) functions comes from the diminishing returns property, as follows:
and u ∈ Y . This diminishing returns property can be generalized to functions defined over the integer lattice. Definition 2. A function f : Z N + → R which is defined over the integer lattice is said to be DR-submodular if:
for x ≤ y (both in Z N + ), and u ∈ N ; where X u ∈ R N is u-th unit vector with X u (u) = 1 and other coordinates are all zero.
In this paper we consider the problem of maximizing a general non-negative DR-submodular function, not necessarily monotone, subject to a cardinality constraint. This optimization problem can be written as following:
where 0 is the all zeros vector, B ∈ R N is a coordinate-wise limit (i.e., B i is the maximum value coordinate i can take), and k is a given positive integer representing the total number of elements we want to choose in our set (counting repetitive items). We will also consider the case where the constraint is x 1 ≤ k instead of equality.
Continuous Double-Greedy Algorithm
In this section we present our first polynomial time algorithm that handles both versions of cardinality constraint (inequality and equality). Before going to the algorithm, we need to introduce a new extension of DR-submodular functions to the unit hypercube. This extension is inspired by the multilinear extension for set functions [Buchbinder et al., 2014] . In the multilinear extension, each coordinate is independently sampled according to a Bernoulli distribution and the parameters of the distributions are determined by the elements of vector x. For DR-submodular functions, since coordinate i can take all integers from 0 to B i , we use the Binomial distribution whose parameters are determined by vectors B and x. We also add a third vector m which is the deterministic part of each coordinate. This helps us to find the derivative of our extended function, which is done in lemma 1. Definition 3. Let R(B, x) be a random vector in R N where coordinate i follows the distribution:
independent of the other coordinates. We define the extension of a DR-submodular function f : Z N + → R to the unit hypercube as follows:
Lemma 1. For the extension function F defined above, we have:
Proof. Using the probability mass function of the random vector R(B, x) in definition of the extension function F implies that:
(2) We want to differentiate with respect to the u-th coordinate of vector x (i.e., x u ), but let's first consider the term related to i = u that actually includes x u (other terms are constants):
For the third case (0 < y u < B u ), we can use the identities 
Now using these three cases, we only need to multiply the other terms in order to obtain the derivative of the extension function. Meanwhile, we separate positive and negative terms as well:
Comparing the result with equation (2), the negative term is exactly the definition of F except that B u is replaced with B u − 1 and there is a multiplicative term B u ; so we get B u · F (B − X u , x, m). For the positive term we can rename y u − 1 as y u , and again it gives us the definition of F , but now instead of f (m + y) we will have f (m + y + X u ), which gives us B u · F (B − X u , x, m + X u ). This lemma also shows why we introduced a third vector m to our extension function. It allows us to find the derivative of the extension function by calling F twice.
Now we can present the polynomial-time approximation algorithm for problem (1). We will assume that we have an oracle access to the extension function F ; i.e., we can specify B, x, and m and retrieve the value of F (B, x, m) in constant time. This is a standard assumption in the literature because if the oracle is not available, we can always approximate the value of the extension function with sampling the function at polynomially many points while having small error.
Our algorithm 1 is a modification of the continuous double greedy algorithm for non-monotone set functions introduced by Buchbinder et al. [2014] , except that we use our new extension for DR-submodular functions and we also ensure that our final integral output satisfies the l 1 -norm cardinality constraint.
The algorithm starts with initializing two vectors x and y. One of them is set to the all zeros vector, and the other one Algorithm 1 Double-Greedy DR-Submodular Maximization with Cardinality Constraint
for every u ∈ N define: 4:
Let l be a value such that u∈N B u dxu dt (l ) = k.
9:
For the case of x 1 = k, set l * = l .
10:
For the case of x 1 ≤ k, set l * = max{l , 0}.
11:
Set for every u ∈ N the derivatives:
12:
is all ones. If the function was monotone non-decreasing, we would start from the empty set and add elements to our set one-by-one based on greedy choices. A classic result by Nemhauser et al. [1978] proves that this gives an approximation ratio of 1−1/e for monotone set functions; and can be extended to more settings. Once the function is non-monotone, we do not know if starting from the empty set is a good idea or not; so a natural solution is to start from both sides. Then, we check for each coordinate u ∈ N , how much we gain if we increase the value of this coordinate at x or decrease it at y. a u and b u are representatives of these marginal gains. If we were in the unconstrained scenario, we could increase x u at rate au au+bu and decrease y u at rate bu au+bu . Now that we have a cardinality constraint, we have to adjust these rates in order to make sure the constraint is satisfied. a u and b u are the adjusted version of a u and b u ; and l is the point where the constraint is satisfied.
Once the algorithm is finished, we have to convert the fractional solution x 1 = y 1 into an integral solution. We replicate each element x i , B i times to get an extended vectorx of length B 1 . We will prove that x 1 = k; hence applying rounding techniques like pipage rounding [Ageev and Sviridenko, 2004; Calinescu et al., 2011] will give exactly k elements of this extended vector. Then we go back to the original dimension by counting how many elements corresponding to each specific coordinate of x are selected inx, and this gives the integral solution satisfying x 1 = k, while preserving the approximation ratio.
Algorithm analysis
Here are the algorithm invariants which can be easily verified by the description of the algorithm:
• At any time t ∈ [0, 1] we have u∈N B u dxu dt = k (less than or equal to k in the case of inequality constraint).
• For any u ∈ N we have Theorem 2. At the end of the algorithm we have
Proof. Integrating the first invariant from 0 to 1, we will have:
Corollary 1. Since we obtainx by replicating the elements of x, B times, we have x 1 = k in the case of equality constraint; and x 1 ≤ k in the case of inequality constraint. Proof. For the sake of the analysis, we expand x tox as shown in Fig. 1 . To obtainx, we put B i copies of each x i intox. For example, the first element of x is repeated B 1 = 3 times inx in Fig. 1 . Let T (x) be the described transformation, i.e.x = T (x). Now we define a function g(x) and its multilinear extension G(x) as follows: Whenx is a binary vector, to define g(x), we just count the number of ones corresponding to each coordinate of x, and we define g(x) equal to the value of f at the resulting vector. We also define G(x) as the multilinear extension of g to the unit hypercube. Observe that G(T (x)) = F (B, x, 0), since a binomial distribution Binomial(B i , x i ) is equivalent to B i independent Bernoulli distributions Bernoulli(x i ).
With these definitions and extension, one can run the continuous double greedy algorithm of Buchbinder et al. [2014] on function G to get an approximation ratio of (1 + 1 2 n √ (n−k)k ) −1 where n is the dimension ofx, which is B 1 (see [Buchbinder et al., 2014] for proof). Although this is exactly the ratio stated in this theorem, it will give us a pseudopolynomial running time; because we are running it in R B 1 . Here is where our speedup trick comes to play and reduces the running time.
The idea is to use algorithm 1 which works directly on x, but show that the result is the same as in the pseudopolynomial time algorithm. Fact 1. If v and v are two coordinates inx that are related to the same coordinate u in x, andx v =x v , then:
The reason is that the order of coordinates inx does not matter as long as they are related to the same coordinate in x. At the end, we are just counting the number of ones to determine the value of the function.
The previous fact establishes that in the process of running the pseudo-polynomial algorithm, all coordinates related to the same x u will evolve together (although they are not equal in the optimal solution).
Fact 2. If v is one of the coordinates inx that is related to coordinate u in x, then:
The reason is that increasing x u by a small value is equivalent to increasing a set of B u elements (including v) inx all by , and by Fact 1 it is equivalent to increasingx v by B u .
Fact 2 is the intuition behind algorithm 1. Instead of updating B u elements ofx in the pseudo-polynomial algorithm (that we proved they will be equal at all times), we update only one element in x; but we get the same result because that single element will be copied B u times at the end.
Random Greedy Algorithm
In this section, we consider the other version of cardinality constraint with an inequality. In particular, we want to solve this problem:
The difference between this problem and problem (1) is that here we do not insist on choosing exactly k elements and any solution is feasible as long as it does not exceed k elements. Note that algorithm 1 is also able to handle this kind of constraint (See line 10 in algorithm 1), but the algorithm proposed in this section provides (in expectation) a constant factor approximation.
Algorithm 2 Random Greedy DR-Submodular Maximization with Cardinality Constraint
Let r ∈ Z N + be a vector that maximizes u∈N r u f u (x i−1 ) and satisfies x i−1 + r ≤ B and r 1 = k.
5:
Choose a random coordinate e where the probability of choosing coordinate i ∈ N is r i /k.
6:
The algorithm starts with x 0 ∈ R N equal to the all zeros vector. Then at each of k steps, it increments one of the coordinates which is chosen randomly and greedily. Coordinates resulting in the largest marginal gains are considered in the random decision, and those who are far from their limits have higher probability of being chosen. After k steps, the algorithm returns x k .
Remark 1. The running time of algorithm 2 is O(N k). Line 3 takes O(N ) time which should be repeated k times. Remark 2. Even though we are incrementing one coordinate of x in each iteration of the loop, the solution satisfies x 1 ≤ k not x 1 = k. The reason is that we need to add a dummy coordinate (which does not affect the value of function) for the algorithm to run; otherwise there may not be a feasible r in step 4. We delete this dummy coordinate once the algorithm is done. See Reductions 1,2 in Buchbinder et al.
[2014] for more details. Remark 3. There is no limit for the dummy coordinate. In other words, B dummy = ∞ (More precisely, B dummy = 2k is sufficient). Theorem 4. Let x k be the output of algorithm 2 and OP T be the optimal solution of problem (3), then:
Proof. Again we consider a pseudo-polynomial time algorithm that achieves this approximation ratio, and we argue that algorithm 2 is doing the same thing but in polynomial time. Considering the expansion of figure 1, the pseudopolynomial time algorithm performs the algorithm 1 of Buchbinder et al. [2014] in R B 1 space. We only need to define f (x) for binary vectors in R B 1 . We define this by simply counting the number of ones related to each coordinate of x, and then finding the value of f at this vector. Then the algorithm achieves 1/e-approximation ratio (in expectation). Note that the optimal solution is not unique in the space of R B 1 . In fact, the number of optimal solutions is equal to:
but their value is equal to f (OP T ), which is sufficient for the analysis. The pseudo-polynomial algorithm starts with an empty set S 0 = ∅ or equivalentlyx = 0. Then it finds the top k coordinates that have biggest f u (x), where f u (x) is the marginal gain achieved by settingx u = 1. So in each step, it has to find f u (x) for all coordinates that are still zero. The fact below is the intuition behind algorithm 2 that reduces the running time of the pseudo-polynomial algorithm.
Fact 3. If v and v are two coordinates inx that are related to the same coordinate u in x, andx v =x v = 0, then:
The reason is that these two coordinates are added together in the definition of f (x), so adding 1 to any of them will lead to the same result.
Based on this fact, we only need to compute one marginal contribution for each coordinate of x. Also in the process of choosing the top k coordinates inx, we can choose up to B u − x u coordinates related to u, because that is the number of zeros inx related to u. r u describes the number of coordinates related to coordinate u that we choose inx. This also justifies the constraint x i−1 + r ≤ B. Finally we have r u chosen coordinates while each of them is chosen with probability 1/k in the pseudo-polynomial algorithm. So in total, f (x) will have the value of f (x + X u ) with probability r u /k in the next iteration. That is exactly what we do in algorithm 2, so we have:
Experiments
Since this is the first polynomial-time approximation algorithm for this problem, there is no other algorithm in the literature to compare with. Hence we compare our proposed algorithms with the pseudo-polynomial time algorithms one can get by expanding the ground set to a multiset and then running available algorithms for submodular (set function) maximization. We consider an inequality (cardinality) constraint so that both our algorithms be applicable.
Experimental setting
All the experiments are performed on an Intel R Core i7 3.1GHz processor with 8GB of RAM. The algorithms are implemented in MATLAB [2015] . We compare the following algorithms:
• Continuous Double Greedy (DG): We expand the ground set N to a multiset of size B 1 , then we run algorithm 2 of Buchbinder et al. [2014] . This gives us a pseudopolynomial time algorithm.
• Diminishing Returns Double Greedy (DR-DG, Alg. 1).
• Random Greedy (RG): We expand the ground set N to a multiset of size B 1 , then we run algorithm 1 of Buchbinder et al. [2014] . This gives us a pseudo-polynomial time algorithm.
• Diminishing Returns Random Greedy (DR-RG, Alg. 2).
Application: revenue maximization
We consider the problem of revenue maximization on a social network G(V, E) (inspired by the model in [Hartline et al., 2008] ). Each node represents a person and directed edges describe friendship ratings between N = 217 residents living at a residence hall located on the Australian National University campus [Kunegis, 2013] . w ij = 5 means that node i has the most impact on node j (best friends); and w ij = 1 is the lowest impact among friendships. There are 2672 weighted edges in total. By investing x units of cost on a user i ∈ V , we make user i an advocate of our product with probability 1 − (1 − p)
x where p ∈ (0, 1) is a fixed parameter. If S ⊆ V is the set of all advocates, the revenue we get is defined as: which is the effect of our advocates on others (word-of-mouth effect). Since S is a random set, we define f (x) to be the expected value of this revenue:
It can be easily shown that f : Z
|V |
+ → R is a non-monotone DR-submodular function. The goal is to maximize this revenue, while our budget for investing on users is limited (and captured by k). In our simulations, we set p = 10 −2 and we assume a uniform limit for all residents; in particular we set B i = 10 for all 1 ≤ i ≤ N . Table 1 compares our proposed double greedy algorithm (algorithm 1) with the pseudo-polynomial time algorithm achieved by running algorithm 2 of Buchbinder et al. [2014] in R B 1 space. We used ∆t = 0.05 for updating the two vectors x, y during t ∈ [0, 1] in both algorithms. As expected, the results are almost the same; while our algorithm is much faster. The small differences in the objective values are due to the fact that the extension function (definition 3) is obtained by random sampling. The difference diminishes as we increase the number of samples. Table 2 compares our proposed random greedy algorithm (algorithm 2) with the pseudo-polynomial time algorithm achieved by running algorithm 1 of [Buchbinder et al., 2014] in R B 1 space. As we argued earlier, as expected, the results are almost the same; while our running time is significantly smaller. In fact, the running time of the pseudo-polynomial time algorithm would be O( B 1 × k) compared to O(N k) of our proposed algorithm. Here the differences are expected due to the randomness in the algorithms. Figure 2 compares the number of oracle calls for the four algorithms as we change the coordinate limits (B). Again we assume B i = B = B ∞ for all 1 ≤ i ≤ N . We still have N = 217 and we set k = B 1 /2 (where the double greedy algorithm provides the best approximation ratio). When B is equal to one, we basically have a submodular set function maximization problem (each coordinate can be zero or one); hence algorithm 1 is equivalent to DG (red and blue), and algorithm 2 is equivalent to RG (magenta and black). As we increase B, the naive pseudo-polynomial time algorithms make more oracle calls compared to our proposed algorithms. 
Conclusion
In this paper, we proposed two polynomial time approximation algorithms for non-monotone DR-submodular function maximization under a cardinality constraint. One has an approximation ratio which depends on k (from the cardinality constraint), and the other algorithm has a constant approximation ratio (in expectation). We showed the efficiency of our algorithms through an application in revenue maximization. Considering set functions, minimizing supermodular functions is harder than maximizing submodular functions, although both are NP-hard. In fact, Kelner and Nikolova [2007] showed that supermodular minimization is (log n)-hard to approximate. Later, Mittal and Schulz [2013] showed that supermodular minimization is hard to approximate within any constant factor. When the supermodular function has a bounded curvature, Il'ev and Sviridenko et al. [2001; have proposed approximation algorithms where the approximation ratio is a function of the curvature (or equivalently, the steepness). One interesting question is whether these definitions and algorithms can be generalized to supermodular functions defined over the integer lattice.
