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In [Le 82, Le 87, LW 87, LW 88a, Le 891 a hierarchical graph model is discussed that 
allows exploitation of the hierarchical description of the graphs for the efticient solution of 
graph problems. The model is motivated by applications in CAD, and is based on a special 
form of a graph grammar. The above references contain polynomial time solutions for the 
hierarchical versions of many classical graph problems. However, there are also graph 
problems that cannot benefit from the succinctness of the hierarchical description of the 
graphs. In this paper we investigate whether the complexity of the hierarchical version of a 
graph problem can be predicted from the complexity of its nonhierarchical version, We find 
that the correlation between the complexities of the two versions of a graph problem is very 
loose; i.e., such a prediction is not possible in general. This is in contrast with corresponding 
results about other models of succinct graph description [PY 86, Wa 863. Among others we 
resolve the complexities of the hierarchical versions of such natural graph problems as graph 
accessibility, clique, independent set, Hamiltonian circuit, colorability, circuit value, and 
network flow. ‘c 1992 Academic Press. Inc. 
1. INTRODUCTION 
In the past, several models for the succinct description of large graphs have 
been proposed [Ga 82, GW 83, Wa 84, LW 88a]. Each graph model has been 
investigated w.r.t. how the succinctness of the graph description can be exploited to 
speed up the solution of graph problems. While the models of [GW 83, Wa 841 
* A preliminary version of this paper appeared in Proc. of STACS 87 (F. J. Brandenburg et. al., Eds.). 
Springer Lecture Notes on Computer Science, Vol. 247, pp. 10&l 13, 1987. 
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allow effective speedup for practically no interesting graph problem, many natural 
and important graph problems can benefit from the succinctness in the models of 
[Ga 82, LW 88a]. For examples of hierarchical solutions of graph problems see 
also [Le 82, Le 87, LW 87, Le 891. On the other hand also in these models there 
are graph problems for which no significant speedup is possible. 
This paper discusses the hierarchical graph model of [LW 88a]. We investigate 
the question whether the knowledge of the complexity of the nonhierarchical 
version of a graph problem implies some knowledge of the complexity of its 
hierarchical version. In other words, is there some correlation between the non- 
hierarchical and hierarchical complexities of graph problems ? The corresponding 
question can be answered affirmatively in the case of the small circuit model of 
[GW 831. Indeed, [PY 861 shows that if a graph problem 17 is NP-hard in a 
certain strong sense (projection hardness as defined by [SV 81]), then the succinct 
version of Z7 in the small circuit model is NTIME(2P”‘)-hard using the normal 
concept of polynomial reducibility. Since most of the reductions done 
to prove NP-hardness are projections in the sense of [SV 811 this establishes a 
strong correlation between the complexities of the classical and succinct versions of 
a graph problem. 
We show that the same is not true for the model of [LW 88a]. Indeed, we find 
that the complexity of the nonhierarchical version of a graph problem says practi- 
cally nothing about the complexity of its hierarchical version. The results of the 
paper are summarized in Table I. 
The rows and columns in Table1 are labeled with the classes L (deterministic 
logarithmic space), NL (nondeterministic logarithmic space), P, NP, PSPACE, and 
NTIME(2P”1) (nondeterministic exponential time, Pol stands for any polynomial). 
A graph problem is put in the table entry (X, Y) if its nonhierarchical version is log- 
space complete for Y, and its hierarchical version is log-space complete for X. Note 
that the upper right region of the table cannot contain any graph problems, since 
the hierarchical graph model of [LW 88a] properly contains the classical non- 
hierarchical graph model. Furthermore the lower left region of the table cannot 
contain any graph problems, since the at most exponential data compression of the 
hierarchical model of [LW 88a] allows an at most exponential blow-up of the 
complexities. 
The fact that we can fill each of the remaining entries in the table is evidence for 
the absence of a strong correlation between the complexities of the nonhierarchical 
and hierarchical versions of a graph problem. Thus it is unlikely that “generic” 
hierarchical graph algorithms exist that solve large classes of graph problems at 
once. 
Some of the problems we use to fill the table are somewhat artificial and are 
constructed specifically to lit into some table entry. But among the problems we 
consider are also such natural problems as the clique problem, the network flow 
problem, the circuit value problem, the 3-colorability problem, the independent set 
problem, the Hamiltonian circuit problem, and a natural graph layout problem 
previously discussed by [DT 811. 
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In all cases but one the nonhierarchical complexities have been resolved in other 
references. 
The paper is organized as follows: In Section 2 we define the hierarchical graph 
model and the notation used to denote the graph problems discussed in the paper. 
The following sections discuss the graph problems. We divide the graph problems 
considered into natural groups. Section 3 discusses graph problems that are trivial 
nonhierarchically. Section 4 discusses accessibility problems on graphs. Section 5 
considers NP-complete graph problems. Section 6 discusses two special graph 
problems, namely the circuit value problem and the network flow problem. 
The circuit value problem is important for the simulation of large circuits (see 
[Le 861). The complexity of the network flow problem is proved using the results 
on the circuit value problem. In Section 7 we give conclusions. 
2. BASIC DEFINITIONS 
In this section we define the hierarchical graph model. For space reasons we state 
some definitions informally. The formal definitions can be found in [LW 88a]. 
[LW 88b] extends this model to families of uniformly generated graphs. 
DEFINITION 2.1. A hierarchical graph r= (G,, . . . . Gk) consists of k subcells 
G 1, . . . . G,. Each subcell is a graph that contains three kinds of vertices called pins, 
inner vertices, and nonterminals. The pins are the vertices through which the sub- 
cell can be connected to from the outside. The inner vertices cannot be connected 
to from the outside. The nonterminals stand for previously defined subcells. Specifi- 
cally, a nonterminal inside G, has a name and a type. The name is a unique number 
or string, the type is a number from 1, . . . . i - 1. A nonterminal v of type j stands for 
a copy of subcell Gj. The neighbors of v correspond l-to-l to pins of Cj via a map- 
ping that is given as a part of I? A hierarchical graph r is expanded by expanding 
cell Gk recursively. To expand cell Gi we expand all of its subcells G,, . . . . Gi- i 
recursively and replace each nonterminal v of type j with a copy of the expansion 
of subcell Gj. The result of the expansion is denoted with E(T). Figures 1 and 2 
show a hierarchical graph and its expansion. Here in Fig. 1, squares denote pins 
and circles denote nonterminals. Inside a cycle the name and type of the corre- 
sponding nonterminal is given. The one-to-one correspondence between the 
neighbors of a nonterminal v or type j and the pins of Gj is given implicitly by their 
position in the figure. (Note that the number of pins in a subcell is not restricted.) 
Furthermore we can structure E(T) into a tree form, showing the structure of the 
hierarchical composition of E(T) (see Fig. 3). This tree is called the hierarchy tree. 
Each vertex and edge in E(Z) belongs to a node in the hierarchy tree. An edge 
belongs to the node representing the copy of the subcell that contributes the edge. 
A vertex can be contributed by several copies. Here the convention is that the 
vertex belongs to the node that represents the subcell contributing the vertex as 
an inner vertex. Vertices and edges in E(T) are identified by giving the names of 
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G1: G2: 
G3: G4: 
FIG. 1. T=(G,,G2,G3,G4). 
the nodes on the path in the hierarchy tree that leads from the root to the node the 
vertex, resp. the edge, belongs to. Then the vertex, resp. the edge, is identified in the 
corresponding subcell. Thus the identification of a vertex/edge in E(f) may be as 
long as U(n). 
Let n denote the length of an encoding of IY Here we assume graphs to be 
encoded by adjacency lists, and numbers to be encoded in binary. 
Let N be the length of an encoding of E(r). Clearly N = 2O’“‘, and there are 
cases, in which N = 2R(n). 
Note that even though we assume that the G, do not contain multiple edges, 
E(T) may contain multiple edges. As an example take the hierarchical graph r 
described in the proof of Theorem 3.3. The multiplicity of the edge (a, b) in E(T) 
coincides with the number of different paths in G leading from 1 to m. Also 
hierarchical graphs can be directed or undirected, depending on whether the cells 
are directed or undirected graphs. In directed hierarchical graphs the directions on 
the edges incident to nonterminals are irrelevant since these edges disappear during 
the substitution process. 
FIG. 2. E(r). 
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FIG. 3. The hierarchy tree for IY 
If I7 is a graph problem that asks a question about the graph G, we denote with 
nno the problem that given a hierarchical graph r asks the same question about 
E(T). Equivalently we can consider Z7 as the restriction of nHo to hierarchical 
graphs r with k = 1. A natural way of answering &o is to expand r and run a 
(nonhierarchical) solution algorithm for I7 on E(T). Because of the large size of N 
w.r.t. n this can be very ineflicient. We are interested in whether there are more 
efficient ways of solving &o. 
References [Le 82, Le 87, LW 87, LW 88a, Le 891 discuss several natural and 
important graph problems I7 such that ZI and &o are both in P; i.e., the succinct- 
ness of the hierarchical description leads to large savings in computing space and 
time for solving 17. The method employed for the hierarchical solution of all of 
these problems is the so-called bottom-up method, a table driven method that looks 
at each subcell only once, no matter how often it is replicated in E(T). 
In this paper we prove a number of completeness results that show that the 
hierarchical structure of a graph cannot always be exploited to gain efliciency in 
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the solution of a graph problem. All completeness results we prove or cite from the 
literature will be w.r.t. log-space reductions. 
We consider several kinds of graph problems. Many problems are on the class of 
all directed or undirected graphs. Sometimes we consider subclasses of graphs, such 
as all graphs whose depth is logarithmic in their size, or all graphs whose 
bandwidth is logarithmic in their size. In this case, all graphs are problem instances, 
but we only accept graphs that belong to the subclass. I.e., the test whether the 
problem instance belongs to the subclass considered is part of the problem. 
Specifically we consider the following subclasses. 
log depth: Acyclic directed graphs with logarithmic depth in their size. 
fog degree: Undirected graphs such that the maximum vertex degree is 
logarithmic in the graph size. 
bounded degree: Directed graphs whose maximum out-degree is 2. 
log bandwidth: Undirected or directed graphs with a vertex numbering that is 
part of the input, such that the absolute value of the difference between the 
numbers of the vertices adjacent to each edge is logarithmic in the size of the 
graph. Here the numbering of the expansion of a hierarchical graph is obtained by 
a depth-first expansion of the numberings of the vertices of its cells. Specifically if 
(i, , . . . . i,,), (j, , . . . . j,,,) are the path names of two vertices where the i’s and j’s are 
vertex numbers in cells, then (i,, . . . . i,,) < (j,, . . . . j,,,) is defined by the lexicographic 
ordering. 
ordered: Acyclic directed graphs with a vertex numbering that is part of the 
input, and that is a topological sorting of the vertices. Here the numbering of 
the expansion of a hierarchical graph is obtained by a breadth-first expansion of 
the numberings of the vertices of its cells. Specifically (iI, . . . . i,,,,) < (j, , . . . . ,j,,,J iff 
m,<mzorm,=mzand thereisakE0 ,..., m,-1 such that i,=j,forr=l,..., k 
and i k+l <jk+1. 
Note that a hierarchical graph r is ordered exactly if 
- each cell Gi of r is ordered in the sense that each edge between two 
terminal vertices leads from the smaller to the larger vertex in G, 
- the pins of each subcell G, of r have indegree 0, i.e., no edge in E(r) is 
directed upward in the hierarchy tree. 
Ordered graphs are considered in restrictions of accessibility problems. As an 
example consider the GAP problem. 
GRAPH ACCESSIBILITY (GAP) 
Instance: A directed graph G = (V, E). Two vertices a, b E V. 
Question: Is there a path between a and b in G? 
The corresponding problem on ordered graphs is the following: 
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ORDERED GRAPH ACCESSIBILITY (GAP(ordered)) 
Instance: A directed graph G = (V, E) with an ordering on the vertex set V. Two 
vertices a, b E V. 
Question: Is G ordered, i.e., does every edge in G lead from the smaller to the 
larger vertex, and is the vertex b reachable from the vertex a? 
GAP( ordered),, denotes the hierarchical version of the GAP problem on 
ordered graphs, with breadth-first expansion of the ordering. 
Restrictions of other problems to other graph classes are denoted analogously by 
attaching the appropriate keywords in parentheses. 
We are now ready to consider the first group of graph problems. 
3. VERTICES AND EDGES 
For a graph given by adjacency lists the question whether a given vertex or edge 
belongs to that graph is trivial. However, this is not so clear for hierarchical graphs. 
VERTEX 
Instance: A graph G = (V, E) and an element a E N. 
Question: Is UE V? 
EDGE 
Instance: A graph G = (V, E) and a, b E V. 
Question: Is (a, b) E E? 
PROPOSITION 3.1. VERTEX, EDGE E L. 
In hierarchical graphs vertices are identified by path names (see Definition 2.1). 
The path name describes the path in the hierarchy tree leading to this vertex. 
Consequently, 
PROPOSITION 3.2. VERTEXHG E L. 
However, it is harder to check whether a given edge belongs to a hierarchical 
graph. 
THEOREM 3.3, EDGE,, is NL-complete. 
Proof: Membership: A nondeterministic depth search on the hierarchy tree can 
find a subcell contributing the given edge in log-space, if it exists. 
Hardness: We reduce the problem GAP(ordered) (Section 2) which is NL-com- 
plete [Su 731 to EDGE,,. For the ordered graph G = ({ 1, . . . . m}, E) we define the 
hierarchical graph r= (G,_l, . . . . Gz, G,) as follows: Let Vi denote the set 
Vi := (j: (i, j) E E} = {j,, . . . . jr,>. The Gi look as shown in Fig. 4. For i = 2, . . . . m - 1 
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b 
L-4 
The case rn~ Vi 
a b 
The case m +ZVi 
FIG. 4. The graph G,. 
the vertices a and b are defined as pins. Obviously, there exists a path in G from 
1 to m if and only if (a, b) E E(r). 1 
Remark 1. This proof also shows that the number of different paths leading 
from 1 to m coincides with the multiplicity of the edge (a, b) in E(T). The problem, 
whether the number of different paths between two given vertices of an ordered 
graph exceeds a given k is # L-complete. Consequently, the problem of whether 
the multiplicity of a given edge in a hierarchical graph exceeds a given k is also 
# L-complete. However, the problem of whether a given hierarchical graph has a 
multiple edge is easily shown to be NL-complete (the reduction is similar to that 
in the above proof). 
Remark 2. A slight modification of the above reduction shows that the problem 
of whether a hierarchical graph with a given depth-first ordering of the vertices does 
not have logarithmic bandwith is NL-complete. We just introduce in G, an addi- 
tional nonterminal that generates exponentially many isolated vertices in E(T). The 
number of this nonterminal is chosen to lie between the numbers of a and b. 
4. GRAPH ACCESSIBILITY PROBLEMS 
The graph accessibility problem GAP (see Section 2) was the first problem which 
could be shown to be NL-complete [Sa 731. This result could also be proved for 
the restricted problem GAP(ordered) [Su 733. (Actually a slight modification of 
GAP(ordered) has been investigated in [Su 731.) 
THEOREM 4.1 [Sa 73, Su 731. GAP and GAP(ordered) are NL-complete. 
Similar results have been proved for alternating graphs and P-completeness. An 
alternating graph [Im 791 is a directed acyclic graph whose vertices are labeled by 
v and A . The reachability in an alternating graph is defined as follows: 
- each vertex is reachable from itself, 
- a vertex b is reachable from an v -vertex a if there exists a successor of 
a from which b is reachable, and 
- a vertex b is reachable from an A -vertex a if b is reachable from all 
successors of a. 
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ALTERNATING GRAPH ACCESSIBILITY (AGAP) 
Instance: An alternating graph G and two vertices a, b of G. 
Question: Is b reachable from a? 
It has been shown in [Im 791 that AGAP is P-complete. A minor modification 
of the proof yields the same result for AGAP(ordered). 
THEOREM 4.2 [Im 791. AGAP and AGAP(ordered) are P-complete. 
For hierarchical graphs the unordered and the breadth-first ordered versions of 
graph accessibility problems have different complexities. Since in hierarchical 
graphs paths with breadth-first ordering of the vertices can lead only along paths 
from the root to a leaf in the hierarchy tree an instance of GAP(ordered),, (resp. 
AGAP(ordered),,) can be tested within logarithmic space by a nondeterministic 
(resp. alternating) Turing machine. Consequently, GAP(ordered),, E NL (resp. 
AGAP(ordered),, E P; for the relationship between alternating space and deter- 
ministic time see [CK 781). Since the nonhierarchical problems are restrictions of 
the hierarchical problems Theorem 4.1 and Theorem 4.2 yield 
THEOREM 4.3. 1. GAP(ordered),, is NL-complete. 
2. AGAP(ordered),, is P-complete. 
In contrast with this result we have 
THEOREM 4.4. 1. GAPH, is P-complete. 
2. AGAP,, is PSPACE-complete. 
Proof: 1. That GAP,,E P is shown in [LW 88a]. In order to prove that 
GAPHG is P-hard we reduce AGAP(ordered) to GAPHG. Let G be an ordered graph 
with vertices { 1, . . . . a, . . . . 6, . . . . m}, such that w.1.o.g. all vertices have outdegree 2 or 
0 and such that b must be reached from a. We construct the hierarchical graph 
l-= (Gb, Gb-,, . . . . G,) as shown in Fig. 5. 
Let ri = (G,, . . . . Gi) (a < i< b). It can be easily shown by induction on i that 
pin 2 is reachable from pin 1 in ri iff the alternating graph G vertex b is reachable 
from vertex i. 
2. This can be shown by observing a direct correspondence between the 
AGAP problem and the MONOTONE CIRCUIT VALUE problem. In order to 
turn an instance (G, a, b) of AGAP into a monotone circuit C make all and-gates 
to A -vertices and all or-gates to v -vertices. Then delete all edges in G that 
diverge from b. Finally reverse all remaining edges. The output of the resulting 
circuit C is a and all inputs except b receive a value of 0 in C. b receives a 
value of 1. The corresponding instance of the MONOTONE CIRCUIT VALUE 
problem yields a 1 if and only if b is reachable from a in C. In order to turn an 
instance of the MONOTONE CIRCUIT VALUE problem into an instance of 
the AGAP problem one first creates a fanout tree from a single new node b to all 
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Vertex i < b has 
outdegree 2, is a v- 
vertex and has the 
successors j and k. 
The case i=b. 
Vertex i < b has 
outdegree 2, is a A- Vertex i -c b has 
vertex and has the outdegree 0. 
successors j and k. 
FIG. 5. The graph G,. 
inputs of the circuit that are 1, calls the output of the circuit a, and then reverses 
the above construction. 
This method can also be adapted to turning an instance of MONOTONE 
CIRCUIT VALUE,, into an instance of AGAP,, and vice versa. The theorem 
then follows from Theorem 6.1. 1 
Remarks. 1. The proof of Theorem 4.4.1 even shows that UGAP,, is P-com- 
plete where UGAP is the accessibility problem on undirected graphs. This is 
because we can omit the direction of the edge in Fig. 5(a). Note, however, that 
UGAP is only known to be in NL, and not known to be NL-complete. 
2. If in Fig. 5 we add an edge from pin 2 to pin 1 in G, we show 
AGAP(ordered) <z CIRCUIT,, where CIRCUIT asks whether a given directed 
graph has a circuit. CIRCUIT is NL-complete. As for GAP,, one can prove that 
CIRCUITHG is in P. Hence, it is P-complete. 
3. The graph E(f) is always bipartite such that pin 2 is reachable from pin 
1 in E(r) iff pins 1 and 2 are on different sides in any bipartite partition of E( IJ 
Thus if a path of length 2 is added between pin 2 and pin 1 in G, the resulting 
graph is bipartite, exactly if pin 2 is not reachable from pin 1 in E(T). This shows 
that the problem BIPARTITE,,, where the problem BIPARTITE aks whether a 
given undirected graph is bipartite, is P-complete. BIPARTITE has the same 
complexity as UGAP. 
By a depth-first search algorithm one can easily show 
THEOREM 4.5. AGAP(log depth, bounded degree, ordered) E L. 
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For the hierarchical version of this problem we show 
THEOREM 4.6. AGAP(log depth, bounded degree, ordered),, is P-complete. 
Proof Membership: Follows from the fact that AGAP(ordered),, is in P 
(Theorem 4.3.2), and that the log depth and bounded degree properties can be 
tested in polynomial time. 
Hardness: The P-complete problem AGAP(ordered) can be reduced to 
AGAP(log depth, bounded degree, ordered) uG by a simple padding argument. Let G 
be an alternating graph with vertices vi, . . . . v, whose indegree and outdegree is 
w.1.o.g. bounded by 2. We construct a hierarchical graph r such that E(T) includes 
G, and, in addition, 2” isolated new vertices. Consequently, the indegree and out- 
degree of E(T) are bounded by 2, the depth of E(T) is at most m, i.e., E(T) has 
logarithmic depth, E(T) is breadth-first ordered if and only if G is ordered, and b 
is reachable from a in E(T) if and only if it is so in G. i 
At the end of this section we investigate two graph accessibility problems whose 
hierarchical versions are NP-complete. 
CHROMATIC GRAPH ACCESSIBILITY PROBLEM (CGAP) 
Instance: A directed graph G = (I’, E), natural numbers k, m, a coloring 
y: E-t { 1, . . . . m} anda,bEV. 
Question: Is k < m < logi VI, and do there exist k different colors 
il, . . . . i, E ( 1, . . . . m} such that there exists a path from a to b in the graph 
(V, Eny-‘(i 1, . . . . ik)), i.e., using only colors i, , . . . . ik ? 
Analogously we define the chromatic accessibility problem on alternating graphs 
(ACGAP). 
THEOREM 4.7. CGAP is NL-complete. 
Proof: Membership: One can choose nondeterministically k colors and then test 
the GAP instance only using edges having a chosen color. Note that the k colors 
that are chosen can be represented by a characteristic vector of length m d log1 VI. 
Hardness: GAP is obviously the restriction of CGAP, where only one color is 
used. m 
THEOREM 4.8. ACGAP(ordered) is P-complete. 
ProoJ Analogously to the preceding proof, but the algorithm for ACGPE P 
tries successively all at most 2” < 2 ‘Og~y~ = 1 VI possibilities to choose k colors. 1 
In contrast to Theorem 4.7 and Theorem 4.8 we show 
THEOREM 4.9. CGAPHG and ACGAP(ordered),, are NP-complete. 
Proof: CGAP,, is in NP. We are given an instance (V, E, k, m, y, a, b) 
of the CGAPHG problem where (V, E, y) is described by a hierarchical graph of 
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. . . b 
FIG. 6. The edge-colored graph G 
length n. Consequently, 1 VI Q 2”. It can be checked in polynomial time 
whether k < m <log1 VJ. Then k different colors ii, . . . . ik E { 1, . . . . m} are chosen 
nondeterministically, and the GAP,, problem is solved in polynomial 
time (see Theorem 4.4.1) only using edges colored by the colors i,, . . . . i,. 
ACGAP(ordered),, E NP can be proved in the same manner. 
CGAPH, is NP-hard. We reduce the NP-complete problem 3-SAT to CGAP,,. 
Let H=C, A C,A ... A C, be a boolean formula with Ci = (xi, v xi1 v xi3) for 
i = 1, 2, . ..) m and X,E {zi, . . . . z,, Z,, . . . . Zr} (the set of literals in H). Consider the 
edge-colored graph G shown in Fig. 6. 
There exist 2r colors. where 
s 
aii= 
if xii=z, 
r+s if xi, = 2,. 
Obviously, HE 3-SAT if and only if b can be reached from a using at most r colors. 
In order to achieve that r < log(number of vertices of the graph) we use the padding 
argument from the proof of Theorem 4.6. 
The graph constructed in this manner is breadth-first ordered and can also be con- 
sidered as an alternating graph with only v -vertices. Hence, ACGAP(ordered),, is 
NP-hard. 1 
5. NP-COMPLETE PROBLEMS 
5.1 Clique Problems 
CLIQUE 
Instance: An undirected graph G, an integer k. 
Question: Does G have the complete graph Kk as a subgraph? 
Reference [GJ 791 shows that the CLIQUE problem is NP-complete. Observing 
that the vertices of a clique of a hierarchical graph already belong to one suitably 
chosen subcell and using the fact that hierarchical edge testing is in NL we obtain 
CLIQLTE,, E NP. Consequently, the complexities of the hierarchical and the non- 
hierarchical clique problem coincide. 
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THEOREM 51.1. CLIQUE,, is NP-complete. 
Since the log-bandwidth property (Remark 2 after Theorem 3.3) and the log- 
degree property for hierarchical graphs can be tested in polynomial time we can 
conclude that also CLIQiJE(log bandwidth),, and CLIQUE(log degree),, are 
both in NP. On the other hand, using the padding trick from the proof 
of Theorem 4.6, we can reduce CLIQUE to CLIQUE(log bandwidth),, and to 
CLIQ UE(log degree),, . Hence 
THEOREM 5.1.2. CLIQUE(log bandwidth),, and CLIQUE(log degree),, are 
NP-complete. 
In contrast we have 
THEOREM 51.3. CLIQUE(log bandwidth) and CLIQUE(log depth) are in L. 
Prooj The different cliques can be represented by characteristic vectors of 
vertices. In the case of CLIQUE(log bandwidth) a vector represents an interval of 
vertices v, . . . . w that have adjacent numbers. In the case of CLIQUE(log degree) a 
vector represents all vertices adjacent to some vertex v together with v. Thus the 
vectors have logarithmic length. Locating the clique can be done in logarithmic 
space by giving the number of the vertex v. With this representation the clique 
problem can be solved in logarithmic space by exhaustive search. 1 
5.2 The Hamiltonian Circuit Problem 
HAMILTONIAN CIRCUIT 
Instance: A directed graph G. 
Question: Does there exist a circuit in G that contains each vertex in G exactly 
once ? 
As the CLIQUE problem the HAMILTONIAN CIRCUIT problem is NP-com- 
plete [GJ 791. The problem HAMILTONIAN CIRCUIT,,, however, seems to be 
harder than the problem CIRCUIT,,. 
THEOREM 5.2.1. HAMILTONIAN CIRCUIT,, is PSPACE-complete. 
ProoJ: Membership: For given hierarchical graph f one chooses nondeter- 
ministically some edges from E(T) and checks whether they compose a 
Hamiltonian circuit. If this is done in a depth-first manner then such an algorithm 
can be performed in polynomial space. 
Hardness: We reduce the PSPACE-complete version of the Quantified Boolean 
Formula Problem 
B, = {F(x,, . . . . x2,,) IF is a Boolean formula in conjunctive 
normal form with three literals per clause and 
v X&E (O,l} -.. 3 x3e{O,1} v 3 XZE{O,l} XlE{O,l) F(xI, . . . . x,,,} 
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FIG. 7. Schematic presentation of the graph GF. 
n n n I n n n n 
1.2) (133) (2.2) (2.3) (3.2) (3.3) 
. . . 
~1.4) (1.5) (2,4) (2s) (3,4) (3,5) (2n.4 (2n.5)) 
n n n n n I m n 
FIG. 8. The graph G,. 
(2i-1.1) 
A 
(2n.2) 0.3) 
(2iY.6) 
FIG. 9. The graph G2,-, (i= 1, . . . . n) (the spider). 
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to HAMILTONIAN CIRCUIT,, . To do so we use the reduction from the 3-SAT 
problem to HAMILTONIAN CIRCUIT that has been presented in [MY 781. For 
a Boolean formula F(x,, . . . . xZn) in conjunctive normal form with three literals per 
clause [MY 781 construct a graph G, fulfilling FE 3-SAT-= GFc HAMILTONIAN 
CIRCUIT. The schematic presentation of G, is given in Fig. 7, where the oval part 
stands for a rather complicated subgraph depending on the CNF formula F. For 
the remainder of the proof we need not know the structure of this subgraph. It is 
sufficient to know the following properties of G,: 
1. Every Hamiltonian circuit in G, uses the edges (( 1, 6), (2, l)), 
((2, 6), (3, I)), . . . . ((2n, 6), (1, 1)). 
2. Every Hamiltonian circuit in G, uses, for i = 1, 2, . . . . 2n, either edges 
((6 11, (6 2)) and ((k 4), (i, 6)) or edges ((i, l), (i, 3)) and ((6 5), (i, 6)). 
(2i.l) 
(I,11 (2.1) (2i+1,2) (2i+1,3) (20) (20 
(1.6) (26) (2i-1.6) (2i.4) (2i.5 (2i+ 1,4) (2i+l,5) (2n,4) (2n.5) 
i 
(2i6) 
FIG. 10. The graph Gzi (i = 1, . . . . n) (the double spider) 
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(1.1) (2.1) (3.1) 0.1) (i+l,2+ai+l) (i+1,3- ai+l) (i+2,2+ai+2) (i+2,3-ai+2) (2n,2+a2n) (2m,3- a 2n ) 
FIG. Il. The graph Gl(a,+,, ,.., a,,) (if i=O then e,,= {(2n,4+az,),(1,2+a,)}). 
3. For every assignment al, CI~, . . . . LX~,,E (0, l}, F((cc,, a2, . . . . aZn) = 1 iff there 
exists a Hamiltonian circuit in G, using, for i = 1, 2, . . . . 2n, the edges 
((i, l), (i, 2+a,)) and ((i, 4+a,), (i, 6)). 
Now let F(x,, . . . . x2,) be an instance of B,. In the following we define the 
hierarchical graph f F = (Go, G r, . . . . Gzn, G;,). Graph G, is the graph resulting from 
graph G, after deletion of the vertices (1, l), . . . . (2n, l), (1, 6), (24 6) and the edges 
adjacent to these vertices (see Fig. 8). 
Graph Gzi-, (i = 1, . . . . n) is shown in Fig. 9, graph G,, (i = 1, . . . . n) is shown in 
Fig. 10, and graph G; is shown in Fig. 11. 
The equivalence F(x,, . . . . x2”) E B, o E(r,) has a Hamiltonian circuit, which we 
prove to be an immediate consequence of the following lemma. 
LEMMA. Let rF,i= (G,, . . . . G,, G/) and Q,=3 if i is odd, Qi=V otherwise for 
i = 0, . . . . 2n. Then for all i = 0, . . . . 2n and for all assignments ai + I, . . . . az,, E { 0, 1 } the 
formula Qi,.x,.,o,l) ... V,2cio,lj 3,,.Io,ll F(xl,..., xi, xi+lr..., aZn) i.7 oaki exadv g‘ 
the graph E(TF,i) has a Hamiltonian circuit. 
Proqf: Straightforward by induction on i. 1 
5.3 Colorability Problems and Independent Set Problems 
We consider two versions of the colorability problem. 
COLORABILITY 
Instance: A graph G = ( V, E), number k E N. 
Question: Does there exist a coloring of G with at most k colors? I.e., Does there 
exist a function .f: V -+ { 1, . . . . k} such that (u, V)EE impliesf(u)#f(v)? 
3-COLORABILITY 
Instance: Graph G = (V, E). 
Question: Does there exist a coloring of G with at most three colors? 
COLORABILITY and 3-COLORABILITY are NP-complete [GJ 791. 
571/44/l-6 
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THEOREM 53.1. COLORABILITY,, is PSPACE-complete. 
Proof: Membership: For a given hierarchical graph r and k E N one chooses 
nondeterministically a color from { 1, . . . . k} for every vertex of E(T) and checks 
whether this is really a coloring of E(T). If this is done in a depth-first manner then 
such an algorithm can be performed in polynomial space. 
Hardness: We describe a “master reduction,” i.e., we describe how to reduce 
an arbitrary PSPACE language to COLORABILITY,, in logarithmic space. We 
do so in two stages. Let p be a polynomial and let M be any deterministic one-tape 
Turing machine M which accepts a language L and which uses space p(n) for inputs 
of length n. For every input x we construct first a graph G, and a ke N (not 
depending on x) such that x E L o M accepts x =- G, can be colored with k colors. 
Then we define a hierarchical graph r, such that E(T,) = G,. It is easy to observe 
that the construction of r, can be performed within logarithmic space. 
Construction of G,: We use the technique used in [Wa 841 to resolve the 
complexity of the colorability problem when the graphs are defined by different 
mechanisms of succinct description. For the one-tape Turing machine M we assume 
the following (without loss of generality): The input x = a, . . . a, is initially written 
in the tape squares 1,2, . . . . n. M uses on this input only the tape squares 
1, 2, . ..) p(n); i.e., its head never enters the tape squares 0 and p(n) + 1. M starts and 
stops in tape square 1. Let S be the set of states and let C be the set of tape symbols 
of M, where S n C = a and # (S u Z) = m. Furthermore let s0 be the initial state, 
let s, be the accepting state, and let 0 be the blank symbol. We define 
T=Su~u{1,2,3,4,5}whereweassume(SuC)n(1,2,3,4,5}=~. 
An instantaneous description (ID) of a configuration of M’s work on input 
x=a, . . . a, is the sequence of the symbols which are contained at this moment in 
tape squares 0, 1, . . . . p(n) + 2, where the state of this configuration is inserted to the 
left of the symbol scanned by M’s head. Let r, = 2d. p(“)(d > 1) be the maximum 
number of steps of M on inputs of length n. For t = 0, 1, . . . . r,, we denote by ID,(t) 
the ID of the configuration after the tth step of M on input x = a, . . . a,. 
Obviously, ID,(O) = 0 sOal ... a, 0 p(n)--n+l and ID,(t) starts with 0 and ends 
with 0 0 for all t =O, 1, . . . . r,. Furthermore, M accepts x if and only if the second 
symbol of ID,(r,) is si. 
The basic vertices of G, will be the vertices (1, i), for t = 0, 1, . . . . r, and 
i= 0, 1, . . . . p(n) + 3 which are not connected by edges. The main idea is that a 
valid coloring f for these vertices with colors from T will yield 
f(t,O)f(t, 1) ... f(t,p(n)+3)=ID,(t) for t=O, l,...,r,, and f(r,, l)=s,. To 
achieve this we need some auxiliary vertices. For every t = 0, 1, . . . . rn we take a 
clique { c(t, b): b E T} of m + 5 new vertices. Every coloring of G, must give these 
m + 5 vertices different colors. If we connect c( t, b) with all c( t - 1, a) with a # b 
(t = 1, . ..) r,) we force every coloring of G, with m + 5 colors to give the vertices 
40, b), 41, b), . . . . c(r,, b) the same color. In what follows we consider only 
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colorings of G, with m + 5 colors and w.1.o.g. we assume that every c(t, 6) is colored 
with b. 
In order to force every coloring of G, to color the vertices (0, 0), (0, 1 ), . . . . 
(0, p(n) + 2) corresponding to ID, (0) = 0 Thai ‘. . a, 0 p(n) ~ n+ ’ we connect (0,O) 
with all vertices from (~(0, b): b # 0 }, we connect (0, 1) with all vertices from 
(~(0, b): b # s,,}, we connect (0, i+ 1) with all vertices from (~(0, 6): b # a,) 
(i= 1, . . . . n), and we connect (0, i) with all vertices from (~(0, b): b # 0 ) 
(i = n + 2, . . . . p(n) + 3). 
To force every coloring of G, to color the vertices (t, 0), (t, p(n) + 2) and 
(t, p(n) + 3) with 0 we connect (t, 0), (t, p(n) + 2) as well as (t, p(n) + 3) with all 
vertices from {c(t, 6): bf q } (t= 1, . . . . r,). To force every coloring of G, to color 
(rn, 1) with S, we connect (T”, 1) with all vertices from (c(T,, b): b#s,}. 
Now it remains to ensure that every coloring of G, which colors (t - 1, 0), 
(t - 1, l), . . . . (t - 1, p(n) + 3) corresponding to ID.,(t - 1) must color 
(t, 0), (t, l), . . . . (t, p(n) + 3) corresponding to ID,(t) (t = 1, . . . . Y,). It is obvious that 
the ith symbol of ID,(t) is determined completely (according to the instructions of 
M) by the (i-l)th, ith, (i+l)st, and (i+2)nd symbol of ID,(t--1). Let 
6,(b,, bZ, b3, b4) be the symbol which must be at the ith place of an ID if b,, b,, 
b,, and b, are at the (i- l)th, ith, (i+ l)st, and (i+2)nd place of the predecessor 
ID of that ID. Moreover, let R,= {(b,, b,, b,, b4, b,)ld,(b,, b,, b,, b4)#bs}. 
For every B = (b,, b,, b,, b4, b5) E R,, every t = 1, . . . . r,,, and every 
i = 1, . . . . p(n) + 1 we introduce new vertices v(B, t, i, 1 ), v(B, t, i, 2), v(B, t, i, 3), 
v(B, t, i, 4), v(B, t, i, 5), and v(B, t, i, 6) which are connected with each other and 
with the vertices (t- 1, i-l), (t- 1, i), (t- 1, i+ I), (t- 1, i+2), (t, i) as shown in 
Fig. 12. 
Furthermore the vertices v(B, t, i, j) are connected with some vertices from 
{c(t, 6): bet). Label b t a vertex v( B, t, i, j) means that v( B, t, i, j) is not connected 
1,2,3 4,5 
FIGURE 12 
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with c(t, b); i.e., every vertex v(B, t, i, j) can only be colored with the colors that it 
has as labels. 
Now it is obvious that the vertices (t- 1, i-l), (t- 1, i), (t- 1, i+ l), (t- 1, 
i + 2), and (t, i) cannot be colored with b,, bZ, b3, b4 and b5, resp., but they can 
be colored with every (b;, b;, b;, bk, b;) such that (b;, b;, b;, b&, b;)# 
(b,, bZ, b3, b4, b5). Since we have such a graph for all BE R, this means that 
(t- 1, i-l), (t- 1, i), (t- 1, i+ l), (t- 1, i+2), and (t, i) can only be colored in 
a manner which reflects the correct transition behavior of M. More precisely, if the 
vertices (t- 1, i- l), (t- 1, i), (t- 1, i+ l), and (t- 1, i+2) are colored by b,, bz, 
b3, and b4, resp., then (t, i) is colored by 6, (b, , bZ, b3, b4). From this construction 
it is clear that M accepts x o G, can be colored with m + 5 colors. 
Construction of r,. Let V, be the vertex set and let E, be the edge set of the 
graph G, defined above. Defining 
Vi = ((t, i): i= 0, 1, . . . . p(n)+3} u {c(t, b): bE T}, 
for t = 0, 1, . . . . rn, 
V:‘= {v(B, t, i,j): i= 1, 2, . . . . p(n), BE R, andj= 1, 2, 3, 4, 5, 6}, 
for t = 1, . . . . rn, 
v,= vi-1 uv;uv: for t = 1, . . . . r,, 
E,=(V,x V,)nEx, for t = 1, . . . . r,, 
G, = (Vt, ~3, for t = 1, . . . . rn 
we can present G, as a “tape worm” as shown in Fig. 13. 
Observe that Gz, G3, Gq, . . . . G, - 1 are pairwise isomorphic. We consider these 
graphs to be identical copies of a graph G. 
Now consider the hierarchical graph r,= (H,, H,, . . . . H,. p(nJ. Subcell H, is 
shown in Fig. 14, subcell H,(t = 2, 3, . . . . d l p(n) - 1) is shown in Fig. 15, and sub- 
cell Hli . p(n) is shown in Fig. 16. It is obvious that r, describes G,, i.e., that 
E(rx) = Gr I 
“i 
. . . 
I30 
Gr,-1 Gr, 
yn-2 v; -h y n 
FIG. 13. The tape worm G, 
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0 G 
FIG. 14. The subcell H,. 
THEOREM 5.3.2. 3-COLORABILITYHG is PSPACE-complete. 
Proof. Because of Theorem 53.1 it remains to prove the hardness of 
3-COLORABILITY. We modify the hardness proof for COLORABILITY,, 
as follows. Choose k > 2 such that 2k am and choose a block encoding 
e: S u Z -+ (0, 1 }“. Instead of the IDS of M (as in the proof of Theorem 5.3.1) we 
represent the encodings of these IDS by the colorings of G,. But now a symbol of 
e(ID,(t)) is determined by 4k consecutive symbols of e(ID,(t - 1)). Thus R, is a 
subset of (0, 1}4k+1, and we need a graph performing the same function in this case 
as performed by the graph in Fig. 12 in the reduction of Theorem 53.1. For sim- 
plicity let R,c (0, l}” and let k be a power of 2. For (b,, b,, . . . . bk)E (0, 11” we 
must construct a graph H(b,, bZ, . . . . bk) including the vertices v,, v2, . . . . vk with the 
following properties: 
1. There does not exist a coloring of this graph which colors vl, v2, . . . . vk with 
b,, b,, . . . . b,, resp., and 
2. for every (b;, b;, . . . . b;)tz (0, l}k such that (b’,, b;, . . . . bb) # (b,, b,, . . . . bk) 
there exists a coloring of this graph which colors v,, v2, . . . . vk with b;, b;, . . . . hi, 
resp. 
First we mention that G, has for every t = 0, 1, . . . . r,, the clique (c(t, 0), c(t, 1 ), 
c(t, 2)). As in the case of COLORABILITY we connect these cliques in such a way 
that we can assume w.1.o.g. that every coloring of G, colors c(t, b) with b 
(b=O, 1, 2). 
We consider the graphs F shown in Fig. 17. Again label b at a vertex means that 
this vertex is not connected with c(t, b) (for suitable t); i.e., every vertex can only 
be colored with the colors that it has as labels. 
We observe: If tl and /I are colored with 1 then E must be colored with color 1, 
otherwise E can be colored with color 0. 
Using F as a subgraph one can easily construct, for given b,, b,, . . . . 6, E 10, 1 ), 
FIG. 15. The subcell H,(i=2,3, . . . . d-p(n)- 1) 
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FIG. 16. The subcell H,,d,,,. 
a graph F(b,, b2, . . . . bk) including vertices v,, v2, . . . . vk and u with the following 
property: 
If vi, v2, **., vk are colored with b, , bZ, . . . . bk, resp., then u must be colored with 
1, otherwise u can be colored with 0. 
The example F(0, 1, 1, 0, 1, 1, 1,0) is shown in Fig. 18. 
Now we obtain from F(b,, b,, . . . . bk) the desired graph H(b,, b,, . . . . bk) by 
connecting vertex u with vertex c(t, 1) (for suitable t). Note that in comparison 
with Fig. 12 all double-circled vertices in that figure correspond to vertices in the 
top row in Fig. 18. 1 
In [MS 811 it has been shown that the problem COLORABZLZTY(log 
bandwidth) and 3-COLORABZLZTY(log bandwidth) are NL-complete. The proof of 
Theorem 5.3.2 shows: 
COROLLARY 5.3.3. 3-COLOZUBZLZTY(log bandwidth),, is PSPACE-complete. 
Proof The graph G, in the construction above has logarithmic bandwidth if we 
number the vertices in each cell in ascending order from left to right in Fig. 14, 15, 
and 16. 1 
The independent set problem is defined as follows: 
INDEPENDENT SET 
Instance: An undirected graph G, an integer k. 
Question: Does there exist a set of k vertices in G that are mutually not adjacent ? 
The INDEPENDENT SET problem is NP-complete [GJ 791. 
THEOREM 5.3.4. INDEPENDENT SET,, and INDEPENDENT SET(log band- 
width)HG are PSPACE-complete. 
O,l 
0.12 
a p 0.1 v Y 6 0,1,2 E 
0.1 
FIG. 17. The graph F. 
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FIG. 18. ThegraphF(O,1,1,0,1,1,1,0). 
We do not give the lengthy proof. We only note that the construction of the 
graph G, for a master reduction to INDEPENDENT SET,, can be done trans- 
ferring the ideas of corresponding master reductions to other succinct versions 
of the INDEPENDENT SET problem presented in [Wa 841. The hierarchical 
description of this graph is completely analogous to the construction in the 
proof of Theorem 53.1. 
5.4 A Graph Layout Problem 
In this section we consider the following graph layout problem: 
LAYOUT 
Instance: Graph G, natural numbers m, , m,. 
Question: Does there exist a layout of G on an m, x m, grid? I.e., Can G be 
embedded in the rectangular grid of width m, and height m2 such that vertices of 
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G are mapped into vertices of the grid, edges are mapped into paths on the grid, 
and different edges of G are mapped into noncrossing paths of the grid? 
It is known from [DT 811 that LAYOUT is NP-complete. 
THEOREM 5.4.1. LA YOUT,, is NTIME(2Po’)-compfete. 
ProoJ: Membership. Given a hierarchical graph r and natural numbers m, and 
m2, one can draw the m, x m, grid, and develop E(f) deterministically in exponen- 
tial time. Then one guesses nondeterministically the position of the vertices and 
edges of E(T) on the m, x m2 grid. 
Hardness. We describe a master reduction to LAYOUT; i.e., we describe how 
to reduce an arbitrary NTIM(2P”1) language to LAYOUT,,. First we outline the 
idea of the proof. Let A4 be a nondeterministic one-tape Turing machine accepting 
a language L within time t(n)=2P’“‘, where p is a polynomial. The idea is to 
construct for a given input x of length n a hierarchical graph r, such that E(T,) 
consists of a frame component F, (see Fig. 19) and an array of t(n) by t(n) piece 
components (see Fig. 20) with the following property: The frame can be tilled 
with the t(n)2 pieces if and only if there exists an accepting computation of M on 
x such that the ith row of piece components describes the ith configuration in this 
computation. To achieve this the sides of frame- and piece-components are bristled 
as in a jigsaw-puzzle. Hence we would have: There exists a layout of E(f,) on an 
(t(n)(k+ l)+ 11) x (t(n)(k+ l)+ 11) grid if and only if XEL. Here k is a suitable 
constant only depending on M. 
Unfortunately the following difficulty arises: We do not know how many pieces 
of each type we need to fill the frame (it is clear that the number d of different types 
of pieces depends only on the machine A4, not on the input, since every type reflects 
a possible transition behavior of M). Consequently, we must define r, in such a 
way that E(T,) has t(n)2 piece-components of every type. However, now we need 
an additional frame F2 which can be filled with the superfluous (d- 1) t(n)2 pieces 
(independent of their bristled sides). This second frame is shown in Fig. 21. 
In addition, we add t(n) grids of size [(d- 1) t(n)2 (k + 7) + 5 - t(n)(k + 1) - 111 
x[kx1]andonegridofsize[(d-1)t(n)2(k+7)+5-t(n)(k+1)-11]x11,to 
fill up the space F3 in a grid U of size [(d- 1) t(n)2 (k + 7) + 51 x 
[t(n)(k + 1) + k + 231, as shown in Fig. 22. 
Finally, we take as many isolated vertices as are necessary to increase the number 
of vertices in all components of the graph to [(d- 1) t(n)2 (k+ 7)+ 51 x 
[t(rt)(k + 1) + k+ 231. Thus E(T,) has exactly as many vertices as the grid U. 
Consequently, every component of E(r,) must be embedded in U, a way that all 
edges of E(T,) are mapped onto (single) edges U. 
Note that with this definition E(T,) can be described by a hierarchical 
graph r, in polynomial size in n. This is because all components of E(T,) are 
either small or sufficiently regular with small separators. r,, together with 
ml = (d- 1) t(n)2 (k + 7) + 5 and m, = t(n)(k + 1) + k + 23 form the problem 
instance of LAYOUT,, that encodes (A4, x). 
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- t(n)(k+l)+l 
1 Y t(n)(k+l)+llhI 
FIG. 19. The frame-component F, 
k-2 bristle positions 
FIG. 20. The basic structure of a piece-component. 
. . . 
. . . 
I 
FIG. 2 1. The second frame-component F2. 
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Fl F3 
FIG. 22. The third frame-component F3. 
It remains to explain how the bristled sides of the pieces and of the first frame 
are designed. Let k be large enough that (rl-vectors of length k-2 can encode all 
states of M, all tape symbols of M, all pairs of tape symbols of M, and the auxiliary 
symbol #. 
Note that at every side of the piece we have the possibility to attach any subset 
of k-2 possible bristles of length 1. Thus we can encode all O-l-vectors of length 
k-2 by appropriately choosing bristles on a side of a piece. It is important that at 
the left side and at the lower side we use a code which is inverse to the one used 
at the upper side and at the right side. Thus the bristles of a right (upper) side and 
the bristles of a left (lower) side which encode the same vector fit into one another. 
The flap f and the bristle b on each piece ensure that a piece cannot be rotated by 
a multiple of 90 degrees or reflected. In Fig. 23 we show the symbolic presentation 
of piece whose right (upper, left, lower, resp.) side encodes d,(d,, d3, d4, resp.). 
What piece types do we need? This is determined by the instructions of the 
machine M. Let a, b be symbols of A4 and let S, s’ be states of M. For the instruc- 
tions (in self-explanatory notation) 
(a) sa --+ s’b right 
(b) sa + s’b left 
(c) sa + s’b stationary 
we have the piece types presented symbolically in Fig. 24a, 24b, and 24c, resp. In 
addition, we have for every symbol a piece type shown in Fig. 24d, and for every 
symbol a and every state s the two piece types shown in Fig. 24e. 
FIG. 23. Symbolic representation of a piece. 
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4 b) 4 e) 
FIG. 24. Piece types. 
Now the bristle sides of the inner boundary of the frame F, remain to be 
explained. The left side is lined with t(n) bristle encodings of the blank symbol 
and the same is done with the right side. The upper side is lined with the bristle 
encoding of the initial configuration where the state and the symbol scanned by 
the head make up one pair. The lower side is lined by the bristle encoding of the 
accepting configuration (we assume without loss of generality that there is only one 
accepting configuration, for example the one with empty tape and head position as 
in the initial configuration). We can conclude that the frame F, can be filled with 
t(n)* pieces if and only if there exists an accepting computation of M on x such that 
the upper sides of the pieces in the ith row describe the ith configuration in this 
computation. Consequently, the graph E(T,) can be embedded in the grid U if and 
only if x is accepted by the nondeterministic Turing machine M. 1 
6. THE CIRCUIT VALUE AND THE NETWORK FLOW PROBLEM 
In this section we discuss a graph problem that is the basis of practically all 
digital simulation methods on hierarchical circuits. 
MONOTONE CIRCUIT VALUE 
Instance: A directed acyclic graph C called a circuit with one distinguished vertex 
(output), the sources (inputs) labeled with symbols from (0, l} and the interior 
vertices labeled with symbols from { v , A >. 
Question: Does the output of C yield a l? 
Reference [Go 773 shows that MONOTONE CIRCUIT VALUE is log-space 
complete for P. We can show the following theorem. 
THEOREM 6.1. MONOTONE CIRCUIT VALUEHG is log-space complete for 
PSPACE. 
Proof. In order to show that MONOTONE CIRCUIT VALUE,,e PSPACE 
we use a nondeterministic algorithm that guesses the intermediate results of the cir- 
cuit and verities them by a preorder traversal of the hierarchy tree. 
In order to show that MONOTONE CIRCUIT VALUEHG is PSPACE-complete 
we reduce the PSPACE-complete Quantified Boolean Formula Problem QBF 
[SM 731 to MONOTONE CIRCUIT VALUEHG. This is done by converting the 
90 LENGAUER AND WAGNER 
quantified Boolean formula @ = Qnx,, . . . . QlxIF(xl, . . . . xn), Qi E {V, 3) for 
i = 1, . ..) n into a hierarchical circuit r= (C,, . . . . C,) that computes 0. Here C,, is 
a circuit representing F(x, , . . . . x~), and for i> 0, Ci is a circuit representing 
the formula Qi = Qixi, . . . . Q, x,F(x,, . . . . x,). Ci contains two copies of Ci_ i and an 
A -vertex ( v -vertex) if Qi = V (Qi = 3). 1 
Since the hierarchical circuit r constructed in the proof of Theorem 6.1 has 
logarithmic depth, and since it can be tested in polynomial space whether the 
expansion of a hierarchical directed graph has logarithmic depth, we have the 
following corollary: 
COROLLARY 6.2. MONOTONE CIRCUIT VALUE(log depth),, is PSPACE- 
complete. 
Note that MONOTONE CIRCUIT VALUE(log depth) EL. 
The second natural graph problem we investigate in this section is the network 
flow problem. 
A flow network is a quadruple (G, S, T, c) where G = (V, E) is a directed graph, 
S is a set of vertices of G with indegree zero (called the sources of G), T is a set 
of vertices of G with outdegree zero (called the sinks of G), and c: E --) N is the 
capacity function of G. A jlow in (G, S, T, c) is any function @: E + N such that 
- @(e) ,< c(e) for every e E E and 
- C(U,“)CE @((UT VI) = C(“, W)EE @((v, w)) for every VE V- (Su T) (flow 
property). 
For a flow @ in (G, S, T, c) we define Q(v) = &,, WjEE @((v, w)) for all v E V- T, 
and @(t)=&,,,~.. @((u, t)) for every t E T. Obviously, Cses Q(s) = C,, T@(t). The 
value 
max 
i 
c G(t): @ flow in (G, S, T, c) 
tET 
is called the maximum jlow in (G, S, T, c). 
BINARY NETWORK FLOW 
Instance: A dag G = ( I’, E) with the unique vertex s(t) with indegree (outdegree) 
zero, binary presentations of natural numbers c(v) for all v E V, and the binary 
representation of a natural number m. 
Question: Is the maximum flow in the network (G, {s}, {t}, c) greater or equal 
to m? 
If the natural numbers in the problem instance are presented in unary we obtain 
the problem UNAR Y NETWORK FL0 W. 
In [LW 901 it was shown that BINARY NETWORK FL0 W is P-complete. 
THEOREM 6.3. BINARY NETWORK FL0 W,, is PSPACE-complete. 
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Proof. Membership: Given a flow network as a hierarchical edge-weighted dag 
f, a source s and a sink t and an m E N one nondeterministically guesses a flow f 
such that f(t) 2 m. If the guesses are made in a depth-first manner in E(T), this can 
be performed in polynomial space. 
Hardness (Sketch): We compose ideas of [LW 901 with ideas in the proof of 
Theorem 6.1. In [LW 901 the BINARY NETWORK FLOW problem is shown to 
be P-complete. This is done by reducing a family of special versions of the circuit 
value problem with regular circuits to the BINARY NETWORK FL0 W problem. 
This family of versions of the circuit value problem is shown to be logspace 
m-complete for P [Su SO] by a master reduction. 
We reduce the Quantified Boolean Formula Problem QBF to BINARY 
NETWORK FLOW,,. Let Q,xn ... Q,x,F(x,, . . . . x,) be an instance of QBF. As 
was shown in the proof of Theorem 6.1 this formula just is a large hierarchically 
describable Boolean circuit. There is a regular Boolean circuit in the sense of 
[LW 901 having inputs x1, . . . . x, that computes F(x,, . . . . x,). This circuit can be 
obtained by constructing a Turing machine computing F(x,, . . . . x,) on input 
x1, . . . . x,, F, and applying the master reduction of [LW 901. The corresponding cir- 
cuit can be converted into an equivalent flow network as shown in [LW 901. This 
reduction is by component replacement, i.e., the gates of the circuit are replaced 
with suitable flow network components. The resulting flow network corresponds to 
C,, in the proof of Theorem 6.1. The 3- resp. V-quantifiers are realized by hierarchi- 
cally adding or- resp. and-gates in the proof of Theorem 6.1. This construction can 
be carried over to the reduction to BINARY NETWORK FL0 W,,. We just have 
to substitute the gates with their respective flow network components again. This 
results in a hierarchically describable flow network such that the maximum flow 
attains a certain value exactly if the quantified Boolean formula is valid. 1 
The reduction in the proof of Theorem 6.3 constructs only acyclic graphs with 
edge capacities up to 2 p”‘y(n) Furthermore edges with such a capacity can be .
defined hierarchically in space poly(n) using capacity-l edges. Thus we have the 
following corollary: 
COROLLARY 6.4. NFHG is PSPACE-complete even if the graphs are restricted to 
be acyclic, and only edge capacity 1 is allowed. 
7. CONCLUSIONS 
We determined the complexity of the nonhierarchical and hierarchical versions of 
several graph problems in order to give evidence for the fact that there is no 
correlation between the complexities of these two versions of a graph problem. The 
reasons for this spread of complexities are manifold. Some problems, such as the 
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clique problem or some problems on ordered graphs (e.g., GAP(ordered)) have a 
“local” flavor that only requires a search for small regions of the hierarchy tree to 
solve the problem. For such problems the hierarchical version is not harder than 
the nonhierarchical version. For other problems, such as the circuit value, network 
flow, or layout problems considered, the boundary description that is provided by 
the fact that all pins must be explicitly identified for each copy of a cell is not 
enough to eliminate “interference” between a cell and its environment. E.g., in the 
circuit value problem, state information must be maintained that can be very much 
different for different copies of the same cell. In the layout problem the question 
whether a cell can be packed tightly into its neighborhood does not depend on its 
connections to the neighborhood via edges, but rather on how the neighborhood is 
laid out. In both cases a large amount of additional information must be computed 
for each cell copy resulting in a high complexity of the hierarchical version of the 
problem. 
Generic algorithms for transforming nonhierarchical graph algorithms into 
hierarchical graph algorithms will have to detect and use such problem charac- 
teristics. Thus a simple generic transformation that is applicable to a general class 
of graph problems is unlikely to exist. 
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