In this paper, we discuss methods to select three different types of genes (treatment related, response related, or both) and investigate if they can serve as biomarkers for a binary outcome variable. We consider an extension of the joint model introduced by Lin et al. (2010) and Tilahun et al. (2010) for a continuous response. As the model has certain drawbacks in a binary setting, we also present a way to use classical selection methods to identify subgroups of genes, which are treatment and/or response related. We evaluate their potential to serve as biomarkers by applying DLDA to predict the response level.
Introduction
A biomarker (biological marker) can be defined as a physical sign or laboratory measurement that serves as an indicator for biological processes, pathogenic processes, or pharmacologic responses to a therapeutic intervention (Lesko and Atkinson, 2001; Biomarkers Definitions Working Group, 2005) . When the measurement in question is the expression of a gene, we refer to the gene as a genomic biomarker. In the remaining part of the paper, the term biomarker refers to a genomic biomarker.
In recent years, microarray experiments have been used as a tool to select genomic biomarkers.
Microarrays provide information on the expression levels of a large number of genes at the same time.
Therefore, a substantial pool of potential biomarkers can be evaluated simultaneously. The purpose of these biomarkers is not limited to prediction of the outcome. They can also give researchers insight into the biological processes associated with the response of interest if the biomarker is mechanistically relevant.
The use of gene-expression values to predict a specific response is well documented in literature.
For example, Nguyen et al. (2002) included the expression levels of a number of genes as covariates in a Cox proportional hazard model to predict survival of patients with diffuse large B-cell lymphoma and breast cancer patients. The genes were selected by applying the partial least squares method, which maximizes the covariance between the response and a linear combination of the gene-expression data. In 2006, Tan et al. presented a similar approach. They used the partial least squares method for data reduction in the context of cytotoxicity experiments. Bair et al. (2006) published a paper regarding a supervised principal components analysis to predict survival. In their motivating example, they use gene-expression measurements from DNA microarrays as predictor variables.
All biomarker experiments mentioned above were conducted to study the association between gene-expression and the response, as illustrated in panel a of Figure 1 , for the purpose of finding genes that can predict the response. In this paper, we consider experiments, in which a treatment was administered to the subjects prior to taking response and gene-expression measurements. We focus on the association between the treatment, the gene-expression measurements, and the outcome of primary interest. The setting is illustrated in panel b of Figure 1 . This type of study mainly takes place in early drug development.
FIGURE 1
The goal of such an experiment is multifold. To get a better understanding of the biological processes taking place as a result of treatment, researchers wish to identify genes that are affected by it, or genes that are related to the phenotypic response to the treatment, such as toxicity or efficacy. One of the objectives of this type of experiment is thus to obtain lists of genes, of which the expression is affected by the treatment, related to the response, or both. Another goal is to evaluate if some of these genes can actually serve as biomarkers for the primary outcome variable.
In other words, is the relation strong enough so that the genes in question can be used to predict the phenotypic response? Lin et al. (2010) proposed a method of obtaining the aforementioned lists of genes for the case of a continuous outcome variable. In this paper, we focus on a binary outcome variable. To our knowledge, no methods for selection of genomic biomarkers for a binary outcome have been proposed in the literature. Figure 2 presents, using simulated data, an example of the main types of genes, which we can encounter for this particular setting. In this example, we consider a balanced design with 12 subjects, two treatments (1 and 2), and two levels of the response variable (0 and 1). Four (resp. two) of the six subjects that received treatment 1 (resp. 2) have response value 0.
The first panel of Figure 2 displays a gene capable of separating the two treatment groups (Type I). However, this type of gene is not able to make a distinction between the response levels. The opposite is true for the gene in the second panel (Type II). The gene represented in the third panel (Type III), can be used to predict the response level, as indicated by the full line. It can however also distinguish reasonably well between the two treatments (dotted line), with a misclassification rate of only two out of twelve. The gene in the last panel (Type IV) shows a good separation between the two treatment groups and is predictive for the response level after adjustment for the treatment effect.
FIGURE 2
When we focus on the search for finding genes that separate between the treatments, as a result of the relationship between the treatment and the response, we can obtain Type I genes, but also Type III or Type IV genes. We will term these genes potential therapeutic biomarkers (treatmentrelated genes). When we search for genes, for which the expression level is related to the response level (with or without adjustment for treatment effects), this can lead to Type II, III, or IV genes.
They are called potential prognostic biomarkers (response-related genes). Search methods that focus on finding genes with both properties will deliver a third type of potential biomarkers, which are both therapeutic and prognostic. The results of the different searches will provide an answer to the first research question presented above, but not yet to the second one. Potential biomarkers will be evaluated by their ability to classify the subjects with respect to the levels of the response variable. A gene of either of the three types of potential biomarkers (therapeutic, prognostic or both) will be used as a biomarker for the clinical outcome variable only if it is also predictive for that outcome.
There are several methods to search for the potential biomarkers. Lin et al. (2010) have proposed to use a joint model for gene-expression data and a continuous response variable. Tilahun et al.
(2010) have used a similar approach to jointly model gene and metabolite expression. We can extend this approach to the binary case. However, while the approach seems to work well in a continuous setting, we will show that it has some drawbacks in case of a binary outcome. We therefore also investigate the use of classical selection methods for handling categorical data for discovering therapeutic and/or prognostic biomarkers.
The paper is organized as follows. In Section 2, two case-studies are introduced. We propose the methodology for finding biomarkers for the primary response variable in Section 3. The methods are applied to the case-studies, and the results are presented in Section 4. A short discussion and conclusions are presented in Sections 5.
Data
The data analyzed in this paper consist of outcomes from two randomized pre-clinical experiments: a behavioral study and a toxicology study. For each subject in both experiments, information is available about a treatment group, a clinical endpoint, and gene-expression. The aim of the analysis is to identify treatment-and/or response-related genes, and to evaluate if they can be used as genomic biomarkers, i.e., can be used to predict the clinical outcome. In what follows, we describe the two experiments in more detail.
Behavioral Study
The behavioral study is an experiment concerning compulsive checking disorder (Szechtman et al., 2001 ). The disorder is induced by treating the animals with a chemical compound.
Twenty-four rats were randomized equally into two groups. The first group received the active compound (T), while the second was given a solvent (P). After receiving treatment, the rats had to complete an open field test (Szechtman et al., 2001) . The data indicated how often a rat went back to its home base in the open field. The home base was defined as the area where the animal spent the longest cumulative time. Animals showing the signs of the disorder (meaning that the compound has successfully induced the symptoms, characteristic of the disorder) were characterized by displaying, for example, an increased frequency of visits to the home base.
The clinical outcome of the experiment is a binary variable. A rat is considered to be a responder (visit=1) when the total number of visits the rats made to the home base lies above the median number of visits to the home base, and a non-responder otherwise (visit=0). Table 1 displays the number of responders and non-responders for both treatment groups. The data indicate that the level of compulsive checking substantially differs between rats that were treated with the solvent as compared to those treated with the compound.
TABLE 1
After completion of the experiment, a sample was taken from the thalamus part of the brain of the rats and used to obtain microarray measurements for 5644 genes. The data, from the Affymetrix Rat Genome U34A arrays, were summarized using the Affymetrix microarray suite software (MAS) Version 5.0, and normalized using quantile normalization.
Toxicology Study
Kidney vacuolation was observed in Sprague-Dawley rats treated with different compounds. The purpose of the toxicology study was to examine changes in gene-expression in the kidney, following treatment for 28 days, to gain information relevant to the underlying mechanism of the kidney vacuolation and to the assessment of the toxicological consequences of the vacuolation.
In the study, 100 rats were randomized equally to three treatment and one control groups. The response variable, toxicity, consisted of four different levels, indicative of none to high toxicity.
For 38 animals, about 10 per treatment group, there were also data available from a microarray containing the expression values of approximately 31,000 genes. An overview of the treatment and toxicity values for the animals with microarray measurements is displayed in Table 2 .
The gene-expression measurements were obtained by using Affymetrix GeneChip Rat Genome 230 2.0 arrays. The collected data were summarized using the MAS 5.0 software. Data from all arrays were made comparable by using quantile normalization.
TABLE 2
To obtain a dichotomized version of the toxicity variable, the two first levels are combined, as well as the two last levels. The newly created response variable contains only two levels, corresponding to a low and a high toxicity. A problem with the dataset is the sparseness, which is most problematic in the control and in the second treatment groups. Therefore, parts of the analysis presented in the paper will be limited to the comparison of the first and third treatment group only.
Methodology
In this section, we describe two approaches to find the potential biomarkers, of the types described in Section 1, for a binary response. The first involves joint modeling of the continuous geneexpression data and a binary response variable. The model is a variant of the one proposed by Renard et al. (2002) for the evaluation of surrogate endpoints in clinical trials, and corresponds to the model used by Lin et al. (2010) for a continuous response. The second approach is based on biomarker selection using the ratio of the between and within-group sums of squares. In what follows, the methods, together with a discussion of their benefits and disadvantages, are presented.
Details about the implementation of the methods are given in the Appendix.
The Joint Modeling Approach
Consider an experiment, in which n subjects received a particular treatment. In the experiment, the value for a binary response variable (Y ) of interest is measured for each subject together with the gene-expression (X) for m genes. Let Z j indicate the treatment group subject j belongs to, X ij denote the gene-expression for gene i of subject j, and Y * j be the level of a latent continuous variable underlying the response Y j . It is assumed that Y * j is normally distributed. Note that the observed outcome Y j is considered to be a binary variable, defined as follows:
We assume the following gene-specific joint model for the latent outcome variable Y * j and the
where
The resulting probit model formulation for the observed binary outcome Y j and the gene-expression
where B(p j ) denotes the Bernoulli distribution with the success probability p j = P (Y j = 1), Φ is the standard normal cumulative distribution function.
Based upon this model, we can first test the null hypothesis H 0 : β = 0 to see if the response is influenced by the treatment. For a gene to be considered a potential therapeutic biomarker, the gene-specific null hypothesis H 0 : α i = 0, to test if the gene is differentially expressed between the treatments, has to be rejected versus the alternative hypothesis H 1 : α i = 0. A gene can serve as a prognostic biomarker if the null hypothesis H 0 : ρ i = 0 is rejected versus the alternative hypothesis
Note that ρ i is the so-called adjusted association proposed by Buyse et al. (1998) as a measure for surrogacy in the context of randomized clinical trials. Genes, for which the two above mentioned null hypotheses are rejected, are candidates for biomarkers that are both therapeutic and prognostic.
The interpretation of ρ i is clear in a continuous setting. When it is different from zero, a linear association exists between the response and gene-expression values after adjustment for possible treatment effects. The probit model formulation for a binary and continuous response in (4), described by Renard et al. (2002) , implies that the correlation coefficient can be interpreted as the correlation between the underlying latent variable Y * j and the gene-expression data X ij , after correction for treatment.
The differentially expressed genes, discovered by hypothesis testing, do not always form the best subset for classification. Hypothesis testing reduces the risk of chance findings, which is important when we are interested in the individual genes. However, in a biomarker experiment with a binary response variable, we are looking for a group of genes, biomarkers, which are used together to build a good classifier. If we use hypothesis testing, too many genes may be filtered out, leading to loss of classification information, while the group of retained genes may be too small to reduce noise (Amaratunga et al., 2004) . Instead, we can also rank the genes according to the value of the test statistic and select the top r genes to serve as biomarkers. The genes can be ranked based on the statistic used to test H 0 : α i = 0 (for potential therapeutic biomarkers) or H 0 : ρ i = 0 (for potential prognostic biomarkers). A third possibility is to select genes ranked high on both lists (potential therapeutic/prognostic). For each gene, a new rank is calculated by taking the sum of the ranks from the therapeutic and prognostic gene lists.
The BW-criterion
Though the joint modeling framework can be used in a binary setting, it is not necessarily the best approach for the latter situation. We therefore consider another approach, using a well-known gene selection method that is often applied prior to classification, namely, the BW-ratio (Dudoit et al., 2002) . This ranking-based approach focuses on finding genes with the largest BW-ratio. The latter stands for the ratio of the between-and within-group sum of squares of gene-expression levels (Dudoit et al., 2002) . In a two-group setting, the BW-ratio reduces to the same statistic as the t-test. Genes are ranked according to the BW-ratio and the top r genes are retained as the genes of interest and candidate biomarkers.
If the BW-ratio is applied to the gene-expression levels and we consider the treatment variable Z j as the group indicator, genes are selected for their association with treatment. We thus obtain potential therapeutic biomarkers. Potential prognostic biomarkers are obtained by considering the binary response variable Y j as group indicator. The biomarkers are thus selected for their ability to separate between the levels of the clinical outcome variable. Note that with this approach, we cannot detect genes of type IV (see Figure 2 ). With the joint modeling approach, it is possible to detect also these genes, as the latter methods can correct for the treatment effect. When biomarkers are ranked high on both lists, they are associated with both treatment and response. Hence, they are candidate therapeutic/prognostic biomarkers. For each gene, a new rank is calculated by taking the sum of the ranks from the therapeutic and prognostic gene lists. Note that the thus obtained lists of ranked genes will be denoted through the rest of the article as BW T reat , BW Resp , and BW T reat/Resp respectively.
Evaluation of Potential Biomarkers
For the evaluation of the biomarkers and the selection of the number of biomarkers to use (r), one possible approach is to look at the misclassification rate (MCR), when classifying subjects to the levels of the response variable based on the selected genes. For this purpose, we will use DLDA, diagonal linear discriminant analysis. Both Dudoit et al. (2002) and Van Sanden et al.
(2007) discuss the performance of DLDA in the microarray setting and show that it outperforms many other classification methods (such as classification trees, SVM, etc.). To obtain a realistic estimation of the misclassification rate, we use double k-fold cross-validation (CV). The method works as follows. We split the arrays randomly in k subsets and leave them out one by one. Using the remaining data, we select the biomarkers and build the classifier. The latter is then used to classify the observations that were left out. After doing this for all subsets, we take the average misclassification rate. If k is equal to the number of arrays, the method is called leave-one-out cross-validation (LOOCV). If k is smaller than the number of arrays, the k-fold cross-validation procedure is repeated 100 times. Each time the data are split differently. The mean and standard error for the misclassification rate are then calculated.
While cross-validation is a well-known method for unbiased estimation of the error rate for classification procedures, there has been some discussion with regard to its performance when dealing with small sample sizes (Fu et al., 2005) . Under the latter condition, which is common for microarray data, the variability tends to be large. Fu et al. (2005) have proposed the bootstrap cross-validation method (BCV) for estimating the error rate in small sample size settings. The procedure consists of drawing bootstrap samples and performing CV for each of them. Fu et al. (2005) have shown that this method outperforms many others, including cross-validation and the .632 and 0.632+ bootstrap methods Tibshirani, 1993, 1997) in the aforementioned setting. According to the authors, the reason the methods works so well is that the prediction by CV performs better in bootstrap samples than in the original sample when its size is small.
The bootstrap samples in the BCV method are chosen such that they contain at least three distinct observations in every class. The average misclassification rate and standard error are then determined. We perform the bootstrap cross-validation method with 100 bootstrap samples and we apply LOOCV to each of them. Note that k-fold (k < number of samples) and bootstrap crossvalidation are too computationally intensive when combined with the joint modeling approach.
They are therefore not performed.
Results
Both biomarker selection methods are applied to the case studies described in Section 2. We first present a straightforward analysis of the behavioral study. Secondly, we demonstrate the application of the methods to the more complicated toxicology study.
Behavioral Study
Before including the gene-expression data in the analysis, the effect of treatment on the binary clinical outcome variable is investigated using a Fisher's exact test. A significant treatment effect is found (p=0.0033).
The Joint Modeling Approach
After fitting the joint model, we test the hypotheses to find the potential therapeutic and/or prognostic markers at the 5% significance level. As the tests are performed for a large number of genes, correcting for multiple testing is necessary. The null hypothesis of no treatment effect on gene-expression, H 0 : α i = 0, is rejected for nine genes when using a t-test with the Bonferroni multiple testing procedure. The null hypothesis for the adjusted association, H 0 : ρ i = 0, can not be rejected for any of the genes (likelihood ratio test). When using the FDR adjustment by applying the Benjamini and Hochberg procedure (BH, Benjamini and Hochberg (1995) ), we find 10 therapeutic and no prognostic biomarkers. Based on either the Bonferroni or BH-procedure-selected therapeutic biomarkers, we obtain a misclassification rate for DLDA of 12.5%.
Instead of using hypothesis tests to select the biomarkers, we can also rank the genes according to the value of the test statistic and select the top r=2, 5, 10, 20, 40, 200, 500 or 1000 genes to serve as biomarkers. Note that the nine highest ranked therapeutic genes are those found by hypothesis testing using the Bonferroni approach. we denote the list of biomarkers as BW T reat (therapeutic). The list of biomarkers ranked highly on both of them, is referred to as BW T reat/Resp (therapeutic/prognostic).
A strong correspondence exists between therapeutic markers selected by the joint model and the BW-approach. All the candidate therapeutic biomarkers selected by using the Bonferroni approach, and nine of the 10 candidate biomarkers selected by the BH procedure, are ranked highest on the BW T reat list. A similar correspondence does not exist for the prognostic biomarkers.
The results of classification of the binary outcome variable obtained by using the complete dataset to build the classifier, and the results obtained with leave-one-out, 3-fold, and bootstrap crossvalidation, are presented in the lower part of Table 3 and in Figure 4 . Overall, the misclassification rate seems to be the lowest when using the therapeutic markers, with only a few exceptions, e.g., for r > 10 and no CV (Figure 4, panel a) . For the 3-fold cross-validation procedure, some of the differences between the misclassification rates, obtained by using biomarkers selected from the BW Resp , BW T reat , or BW T reat/Resp lists, are large. When comparing these differences with the standard error of the misclassification rates (see Table 3 , section for 3-fold CV (BW-approach)), they even appear to be significant. On the other hand, the misclassification rate obtained with the bootstrap cross-validation procedure is only slightly different for the classifications based on the therapeutic, prognostic, or therapeutic/prognostic biomarkers ( Figure 4, panel d) .
FIGURE 4

Toxicology Study
For the toxicology study, the researcher's interest lies in finding biomarkers for toxicity, i.e., genes that are influenced by treatment and/or are correlated with toxicity. The therapeutic and/or prognostic biomarkers will give information about the effect of the treatment on gene-expression, about the relationship between the expression levels and toxicity measures, or about the way the treatment leads to toxicity. Furthermore, we can examine the ability of all three types of biomarkers to predict the toxicity levels.
An analysis similar to the one performed for the behavioral study is conducted for the toxicology study. However, the use of the joint modeling approach is restricted to the dichotomized version of the response variable, as the current software can only handle categorical data with two classes.
Furthermore, as sparseness in the data leads to convergence problems, we only use the first and the third treatment group for the joint modeling approach. We can overcome this problem by using the BW-approach.
A Fisher's exact test indicates that there is no overall treatment effect on the dichotomized response variable (p = 0.3034, n = 20), unless we also include the animals, for which microarray data are not available (p = 0.0003, n = 50). There is thus not enough power to detect the difference between the two treatments when using the reduced dataset. The small sample size of the dataset could also be a problem for other hypothesis tests performed during the analysis.
The Joint Modeling Approach
After fitting the joint model to the reduced dataset with the binary toxicity variable (low and high toxicity) and 10 rats from both the first and the third treatment group, we test the hypotheses to find the potential therapeutic and/or prognostic biomarkers at the 5% significance level. The null hypothesis H 0 : α i = 0 was rejected for 33 genes when using a t-test with the Bonferroni multiple testing procedure, while the null hypothesis for the adjusted association, H 0 :
could not be rejected for any of the genes (likelihood ratio test). Using the BH procedure, we find 705 therapeutic and no prognostic genes. Using the therapeutic biomarkers selected by either the Bonferroni or BH procedure, we obtain a misclassification rate for DLDA of 35%.
As explained in Section 3.1, hypothesis testing is not always the best option when selecting genes for performing classification. The genes are, therefore, also ranked according to the value of the test statistic. Figure 5 displays toxicity versus the gene-expression level for the highest-ranked gene on each of the lists. One therapeutic gene appears to be enough to separate the treatments based on gene-expression values ( Figure 5, panel a) . However, this gene is not appropriate for predicting toxicity. The prognostic biomarker is more suited for that purpose, but does not separate treatments ( Figure 5, panel b) . The therapeutic/prognostic biomarker separates the treatments to a certain degree and has some predictive power for toxicity ( Figure 5 , panel c). However, a combination of therapeutic and/or prognostic biomarkers will be required to predict toxicity with a suitable level of accuracy.
FIGURE 5 Figure 6 and the upper part of Table 4 display the results of classification of the samples to the toxicity levels, using the therapeutic and/or prognostic biomarkers. Without using crossvalidation ( Figure 6, panel a) , the use of the prognostic biomarkers seems to yield the lowest misclassification rate, while the opposite is true for the therapeutic markers. This is to be expected, as the observations that are predicted were also used for selecting the therapeutic and prognostic biomarkers, and for building the classifier. From the cross-validation results, it appears that the prognostic biomarkers do not always lead to the lowest classification error (Figure 6, panel b) . For example, when selecting less then 10 genes, the best prediction is obtained with the therapeutic or therapeutic/prognostic biomarkers. This is in contrast with the results obtained from the analysis without cross-validation ( Figure 6 , panel a). Note that in the cross-validation procedure, one particular sample, the only one belonging the "low toxicity -T3" cell of Table 2 , could not be left out. Otherwise, there would be an empty cell in the dataset used for the selection of the biomarkers.
However, when an empty cell occurs, the model building procedure does not converge. Therefore, we cannot use the joint modeling approach to select biomarkers based on the dataset without that particular sample. 
The BW-criterion
First, we discuss the analysis, in which the treatments of primary interest (T1 and T3) are included.
Note that the response variable is binary, i.e., low and high levels of toxicity are considered. Ranking the genes according to the BW-ratio for the toxicity and/or treatment variable leads to the list of therapeutic and/or prognostic biomarkers. The lists are again indicated by BW Resp , BW T reat , and BW T reat/Resp respectively.
In Figure 7 , toxicity is plotted versus the gene-expression level for the highest ranked gene on each of the lists. Note that the therapeutic biomarker ( Figure 7, panel a) is the same gene as obtained with the joint model (see Figure 5 ). Also for this study, a strong correspondence exists between this type of markers selected by the model and the BW-ratio. Thirty of the 33 candidate therapeutic biomarkers selected by using the Bonferroni procedure, and 677 of the 705 candidate biomarkers obtained by using the BH procedure, are ranked the highest on the BW T reat list. A similar correspondence does not apply to the prognostic biomarkers. Furthermore, the prognostic gene displayed in Figure 7 (panel b) shows a slightly better separation between toxicity levels compared to that observed for the gene selected based on the joint model (see Figure 5 , panel b).
FIGURE 7
Table 4 and Figure 8 display the misclassification rates for the different cross-validation methods.
A similar conclusion can be drawn as for the modeling approach, irrespectively of whether LOOCV is used or not (Figure 8 , panels a and b). The misclassification rate for the prognostic and therapeutic/prognostic biomarkers is, however, most of the times smaller, as compared to the modeling approach. Using the 3-fold cross-validation (Figure 8 , panel c), there is only a slight difference visible between the three types of biomarkers. Taking into account the estimates of the standard error, we can conclude that the small observed deviations are not statistically significant (Table 4, section for 3-fold CV (BW-approach)). However, as we are only using 2/3 of the already small collection of samples for selection of biomarkers and building a classifier, this validation method may not be the most reliable. Bootstrap cross-validation shows that the best results are obtained with the prognostic markers. But again, the observed differences are not statistically significant.
FIGURE 8
As mentioned before, the BW-approach can be applied to the categorical toxicity variable with four levels and/or can include all treatment groups. Figure 9 displays the results for the analysis using the dichotomized toxicity response (panel a) and the categorical toxicity response (panel b).
In both analysis, all four treatment groups were used. Note that the misclassification rate for the categorical response is higher than that for the binary response. This is most likely caused by the large number of empty cells in Table 2 . For this reason, the bootstrap cross-validation method is not applied here. When the data are sparse, drawing bootstrap samples with enough distinct observations for every category is not possible.
A second pattern, which can be observed from panel b of Figure 9 , is that none of the biomarkers (prognostic, therapeutic, therapeutic/prognostic) can be identified as the best biomarker for classification.
FIGURE 9
Stability of the Gene Selection Process
To get an understanding of why the treatment related genes can lead to a better prediction of the response level, we investigate the consistency of the lists of prognostic, therapeutic, and therapeutic/prognostic biomarkers. We focus on the BW-approach, as the latter generally leads to better results compared to the joint modeling approach. For each of the two studies, we create two new datasets by each time leaving out one observation at random. We then select the different types of biomarkers using the BW-approach and compare the thus obtained lists of genes between the two datasets. The ratio, the number of genes appearing in the top r of the gene lists for both datasets divided by r (r=2, 5, 10, 20, 40, 200, 500 or 1000) , is calculated for the three types of biomarkers for both the behavioral and toxicology study. The whole process is repeated 100 times and the average of the ratio is displayed in Figure 10 . For the behavioral study, it is clear that, when the number of selected biomarkers is smaller than 20, more genes are found in common for the lists of therapeutic and therapeutic/prognostic biomarkers compared to the list of prognostic biomarkers.
When r becomes larger, the difference disappears and the average ratio stabilizes around 0.8. The difference still exists for the toxicology study between the therapeutic and prognostic biomarkers, but is less outspoken for the prognostic versus the therapeutic/prognostic biomarkers.
FIGURE 10
Discussion
The modeling approach for the binary case, presented in this paper, is a direct extension of the joint model for gene-expression levels and a continuous response variable considered by Lin et al. (2010) . Adapting the existing method seemed to be the most logical first step. However, we have also shown that it is not necessarily the best method for categorical (binary) data, as the technique has limitations. The joint model can only be applied to binary response variables. Furthermore, sparseness in the data can lead to problems with the convergence of the model. The issue has been observed in the toxicology study.
While hypothesis testing provides a clear decision rule to decide which genes can serve as biomarkers, it is often too restrictive. For instance, for the optimal choice of r (i.e. the number of biomarkers, leading to the lowest misclassification rate for a certain method/type of biomarker), a smaller misclassification rate can be obtained based on the prognostic and/or therapeutic biomarkers selected by the ranking-based approach compared to those found by hypothesis testing. On the other hand, the question remains how to choose the optimal number of biomarkers to use for classification.
The BW-criterion, which can be applied to categorical data with more than two categories, is introduced as an alternative to the modeling technique. There is a strong correspondence between the joint modeling and the BW-approach, with regard to the selection of therapeutic biomarkers.
They lead to similar results in both the behavioral and toxicology study. For both methods, the ranking of the genes is obtained by using a form of a t-statistic (BW-ratio for two groups reduces to a t-statistic). However, for joint model, this test statistic is subject to the correlation between the gene-expression and the response. It is therefore expected that the aforementioned correspondence between the two methods depends on the size of this correlation. For the two studies considered in this article, we could not reject the null hypothesis that the correlation is zero for any of the genes.
This indicates that the correlation, if it exists, is very small, and it thus explains the equivalence of the two methods regarding the therapeutic biomarkers.
For the joint modeling approach in a binary setting, the definition of a prognostic biomarkers is not straightforward. It is focused on a linear relationship between the gene-expression and a latent continuous outcome variable underlying the observed binary variable, after correction for treatment. We therefore consider an alternative definition of a prognostic biomarker for a binary response variable. We look at the ability of the gene to separate the samples between the levels of the response variable. For this, we use the BW-ratio as a criterion, with the response variable as the group indicator.
The sample sizes of the case studies made available to us by the pharmaceutical industry, are small. Due to the cost price of microarrays, this is a common problem in early drug development studies. As a results, we might lack the power to detect potential biomarkers through hypothesis testing. However, when biomarkers are selected using a ranking-based approach rather than determined by hypothesis testing, we can always select the top r genes that lead to the lowest misclassification rate. Furthermore, when computationally possible, we can apply bootstrap cross-validation. According to Fu et al. (2005) , the method performs well with samples of sizes as small as 16.
Another consequence of the small sample size of the toxicology study, is the high misclassification rate observed, especially when classifying the samples to four toxicity levels. While we have demonstrated that the method can, in principle, be applied to categorical response variables with more than two levels, we do not recommend it when the number of observations per cell is as small, as it is in the case of the toxicology study.
When the data are used for selecting biomarkers, building the classifier, and predicting the outcome, the lowest misclassification rate is often obtained for genes selected based on BW Resp , while the highest misclassification rate usually occurs when using BW T reat . This is to be expected, because BW Resp selects genes that best classify the samples of that particular dataset to the levels of the response variable. It is therefore true in general. However, when using a more suitable method to estimate the misclassification rate, like a cross-validation approach, we have seen in the behavioral study that the best results are not always obtained when using BW Resp . The genes with expression values associated with treatment, or both treatment and the response, often lead to a better prediction of the response level of a new sample. This occurrence can most likely be attributed to the following two observations. For the behavioral study, the response is strongly related to the treatment. Furthermore, we have found that the selection of treatment-related, or both treatment-and response-related genes is more stable compared to the selection of genes only related to the response. In studies that show these similar characteristics, we thus expect to see similar results.
For the toxicology study, the number of significant therapeutic biomarkers is much larger when using the BH multiple testing procedure, as compared to the Bonferroni method. This is not unusual, since the latter controls the FWER, while the BH procedure only offers weak control over the FWER (Benjamini and Hochberg, 1995) . However, the inclusion of the larger set of biomarkers in the classification procedure, selected using the BH method as compared to the Bonferroni method, has no effect on the estimated misclassification rate, which is in both cases 35%. This appears to be the lowest obtainable misclassification rate based on the potential therapeutic markers (see Figure 8 , panel a). Thus, adding more biomarkers does not increase the information for classification.
Concluding Remarks
Typical biomarker experiments involve only gene-expression measurements and a response variable.
We present an analysis for a more complicated situation, with also a treatment variable. The outcome in question is categorical (binary). Two distinct approaches are considered for biomarker selection. First, we extend the joint model used for a continuous response to the binary case. While the method works under certain conditions, it has several limitations in the binary setting and is computationally intensive. We therefore consider another approach, based on the BW-criterion.
This method works for binary data, but can also be applied to a categorical outcome variable with more than two levels.
Both methods lead to the identification of subgroups of genes (potential biomarkers) related to treatment, response, or both. We are thus able to detect genes that can indicate treatment effect (therapeutic) and/or can discriminate between the response levels (prognostic). However, the potential biomarkers obtained with the BW-approach lead in general to a lower misclassification rate compared to those obtained with the joint modeling approach. Furthermore, using the information regarding the treatment that was administered, or combining the information available on both treatment and response, can sometimes increase the predictive power of the method and reduce the number of biomarkers necessary for a good prediction. In summary, the methods presented in the paper can form a tool for the pharmaceutical industry for biomarker detection and prediction of response levels by using information from functional genomic experiments.
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Appendix: Computational Issues
The Joint modeling Approach
Recent software developments have made it possible to jointly model two or more response variables, even if they do not have the same distributions. These features have been implemented, e.g., in the GLIMMIX procedure in SAS 9.1 (SAS Institute, 2004; Molenberghs et al., 2005) . The correlation between the measurements of the response variables is modeled directly by the specification of the covariance matrix Σ of the residuals, specified in equation (3). In GLIMMIX, this is done by the random statement discussed below.
The combination of normal and multinomial response variables has not been included in the procedure. It is, however, possible to jointly model normal and binary data.
To use the GLIMMIX procedure for multiple responses, the data have to be transformed from the multivariate (responses in separate variables) to the univariate form (responses combined in one variable). An additional variable is needed to indicate the distribution of a particular response.
The code to adjust the data is given below: Note that the covariance matrix, given in equation (2), is specified using the random statement random residual / subject=animal type=chol;
The result of the hypothesis test for a treatment effect on gene-expression can be found in the output. To perform the likelihood ratio test for the adjusted association, we also have to fit the reduced model, which assumes a covariance equal to zero between the response and the geneexpression. Hence, we adjust the random statement and specify a diagonal covariance matrix by using the option "type=un(1)". The likelihood ratio test, carried out for these two models, The BW-criterion
The BW-approach and the classification procedure are implemented in R. Existing R functions can be used, namely stat.bwss from the sma package to obtain the BW-ratio and stat.diag.da from that same package to perform DLDA. Table 1 : Frequency table for the binary outcome in the behavioral study. Tables   Table 1: Frequency table for by applying the BW-approach separately to two subsets of the data. The subsets are obtained by randomly dropping one observation and the whole process is repeated 100 times.
Tables legends
