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Abstract
In this article, we generalize the position value, deﬁned by Meessen (1988) for the class
of deterministic communication situations, to the class of generalized probabilistic com-
munication situations (G´ omez et al. (2008)). We provide two characterizations of this new
allocation rule. Following in Slikker’s (2005a) footsteps, we characterize the probabilistic
position value using probabilistic versions of component eciency and balanced link con-
tributions. Then we generalize the notion of link potential, deﬁned by Slikker (2005b) for
the class of deterministic communication situations, to the class of generalized probabilistic
communication situations, and use it to characterize our allocation rule. Finally, we show
that these two characterizations are logically equivalent.
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1 Introduction
Various economic or social situations in which a group of agents cooperate to
achieve a common goal can be appropriately formalized via cooperative games
with transferable utility, or TU games. In such games, agents are referred as play-
ers. A TU game summarizes all the necessary information concerning the worth
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that any coalition can form. On the other hand, in many situations the collection of
possible coalitions is restricted by some social, hierarchical, economical, commu-
nicational or technical structures. In this article, we restrict ourselves to the special
case of communication situations, introduced by Myerson (1977), in which the
cooperation among players is limited because only some undirected and bilateral
relations are possible. Then, a communication situation consists of a TU game and
a network of possible relations modelled via a graph. The vertices in the graph cor-
respond to the players and the edges correspond to bilateral communication links.
In order to measure the impact of restrictions on communication on the gains from
cooperation, Myerson (1977) associates to each communication situation a new TU
game, the so-called graph-restricted game. The Myerson value of a communication
situation is the Shapley value of its graph-restricted game. Myerson (1977, 1980),
Borm et al. (1992) and Slikker and van den Nouweland (2001) provide various
characterizations of the Myerson value.
Meessen (1988) suggests to associate to each communication situation an alterna-
tive TU game that focuses on the role of links: the so-called link game, in which
the set of players is the set of links. This link game associates to every set of links
the worth produced by the grand coalition of players when the links in this set are
the only ones available. The position value, deﬁned by Meessen (1988), shares the
Shapley value of each link in the link game equally between its two incident play-
ers. The position value of a player is the sum of the gains he collects in this way.
Borm et al. (1992) provide a characterizations of the position value that is valid
on the class of communication situations in which the graph is cycle-free, whereas
Slikker (2005a,b) obtains two new characterizations without the restrictions on the
graph existing in the previous one.
In this article, we are interested in situations where the network structure is not
given and ﬁxed, i.e. several alternative networks can form and thus players are able
to form occasional alliances as well as long term relationships. In this setting, the
Myerson approach can be think of as a particular case in which only one network
is possible. There are two dierent ways to model such communication networks.
The ﬁrst one (Calvo et al. (1999)) consists of considering the communication be-
tween two players as a Bernoulli trial. A probabilistic graph maps to each link
a probability of realization. These probabilities are considered as independent. A
probabilistic communication situation is made up of a TU game and a probabilistic
graph on the same set of players. Because of the independence assumption, this
approach fails to take into account those situations in which the probability of real-
ization of a set of links is correlated with the realization of another one. For exam-
ple consider the Airbus’ sub-contracting network. Airbus has a stable relationship
with ﬁrms that produce critical and complex sub-systems, as Thal` es Avionics or
Lat´ eco` ere. By way of contrast, for the production of non critical systems, Airbus
frequently benchmark its suppliers according to a cost criterion. For instance, Air-
2bus will sub-contract the production of joysticks to SKF with probability p and to
Ratier Figeac with probability 1   p. These (simpliﬁed) relationships can be repre-









Fig. 1. Airbus’ sub-contracting network
As the realization of the link between Airbus and Ratier Figeac is correlated to the
realization of the link between Airbus and SKF, this situation cannot be appropri-
ately described using the independence hypothesis.
In the second approach (G´ omez et al. (2008)), we dropped the independence as-
sumption and considered the so-called generalized probabilistic graphs, that assign
a probability, measuring the likelihood of each one of the potential networks. Re-
stricting the cooperation in a TU game with a generalized probabilistic graph we
obtained a generalized probabilistic communication situation. This approach is a
generalization of the previous one and extends the range of situations to which can
be applied.
The aim of this article is to carry on the work of extension of allocation rules
to (generalized) probabilistic communication situations initiated by Calvo et al.
(1999)andG´ omezetal.(2008).Calvoetal.(1999)deﬁneandcharacterizeanatural
extension of the Myerson value in terms of component eciency, fairness and bal-
anced contributions on the class of probabilistic communication situations. G´ omez
et al. (2008) extend these results to the class of generalized probabilistic communi-
cation situations, and describe some properties of the graph-restricted game.
In this article, we extend the deﬁnition of the position value to the class of gener-
alized probabilistic communication situations and provide two characterizations of
this new allocation rule. Following in Slikker’s (2005a) footsteps, we characterize
theprobabilisticpositionvalueusingprobabilisticversionsofcomponenteciency
and balanced link contributions.
Slikker (2005b) also characterizes the position value using a link potential for com-
munication situations that extends the potential for TU games of Hart and Mas-
Colell (1989) in a natural way. This link potential focuses on the marginal contri-
butions of a player’s link. We will extend too this characterization to the class of
generalized probabilistic communication situations.
As Thomson (2001) argues, analysing the logical relations between the axioms
permits to highlight their relative power. We show that the probabilistic link poten-
3tial is equivalent to the probabilistic balanced link contributions property. Ortmann
(1998) obtains a similar result for TU games.
This article is organized as follows. In Section 2, we introduce notations and pre-
liminaries. Section 3 is devoted to the study of the generalized probabilistic graphs
and its subgraphs. The deﬁnition of the probabilistic position value can be found in
Section 4. In section 5, we present two characterizations of the deﬁned value ex-
tending the ones existing for the deterministic case. And ﬁnally, the logical relation
between these two characterizations is given in Section 6.
2 Preliminaries
A game in characteristic function form (a TU game or a coalitional game) is a pair
(N; v), where N = f1;2;:::;ng is a ﬁnite set of players and v (the characteristic
function) is a real map deﬁned on 2N, the set of all subsets (coalitions) of N, satis-
fying v(;) = 0. For each S  N, v(S) represents the value produced by S when its
players agree to cooperate. When there is no ambiguity with respect to the set of
players N, we identify the game (N; v) with its characteristic function v. For each
S  N, the cardinal of S is denoted by s. The 2n   1 dimensional vector space of
all games with players set N is denoted by GN. A game v in GN is zero-normalized
if v(fig) = 0 for all i 2 N. Let GN
0 denote the subclass of GN of zero-normalized
games.
Shapley (1953) introduces a point solution for the class of cooperative games,
widely used in the literature. For each v 2 GN, the Shapley value of player i 2 N is




s!(n   1   s)!
n!
[v(S [ fig)   v(S)]:
This solution is a linear map from GN on Rn, and thus it can be computed using the
so-called unanimity games. Given a coalition S  N, S , ;, the unanimity game
uS is deﬁned by uS(T) = 1 if S  T and uS(T) = 0 otherwise. The collection of





For each ; , S  N, v(S) is known as the Harsanyi dividend (Harsanyi (1959))






4It is easy to see that Shi(uS) = 1=s, if i 2 S and 0 otherwise. As a consequence, for







To formalize social or economic network, we use a graph (N; ), where N =
f1; 2; :::; ng is the ﬁnite set of nodes (actors) and  a collection of links (edges
or ties). A link is an unordered pair fi; jg, such that i , j and i; j 2 N. A graph
(N; ) is a subgraph of (N; ) if   . When there is no ambiguity with respect
to N, we refer to (N; ) as . The complete graph with nodes set N is given by
KN = ffi; jgji , j and i; j 2 Ng. Denote by 2KN the class of all networks with
nodes set N. Each graph (N; ) is both an element of 2KN and a subgraph of KN.
Two nodes i and j are directly connected in (N; ) if fi; jg 2 . If i and j are not
directly connected in (N; ) but there exists a sequence (i1 = i; i2; :::; ik = j) such
that fih; ih+1g 2  for h = 1; :::; k 1, then i and j are connected in (N; ). A graph
(N; ) is connected if any two nodes i; j 2 N are connected. A subset S of N is
connected in (N; ) if the partial graph (S; jS) is connected, where jS is the set of
links of  of which both incident nodes are in S.
Given a graph (N; ), the notion of connectivity induces a partition of N in con-
nected components. A connected component is a maximal connected subset. Two
distinct nodes i and j are in the same connected component if and only if they are
connected. Let N= denote the set of all connected components of N in  and, more
generally, for each S  N, S= is the set of all connected components in the partial
graph (S; jS). If the connected component to which node i belongs is a singleton,
we say that i is an isolated node. Obviously,  is connected if and only if jN=j = 1.
Finally, Li(N;) = fl 2 ji 2 lg denotes the set of links in  incident on i and
 i = nLi(N;) is the subgraph of  obtained by removing links in Li(N;). When
there is no ambiguity with respect to N we write Li() instead of Li(N;).
A communication situation is a triplet (N; v; ), where v is a game in GN and  a
graph in 2KN. In a communication situation, the nodes of the graph are the players
of N. The only feasible coalitions are formed by players connected in the graph,
i.e. the graph introduces the available channels of communication among players.
An allocation rule for communication situations is a function 	 : C N ! Rn, where
C N is the set of communication situations with players set N. The real number
	i(N; v; ) is the payo of player i in the game v when the communication possibil-
ities are restricted by the graph . Two well known allocation rules for communica-
tion situations are the Myerson value and the position value. Given (N; v; ) 2 C N,
Myerson (1977) introduces the graph-restricted game (N; v), of which character-





v(T); S 2 2
N;
5v(S) representing the value produced by S when the communication is restricted
by . The Myerson value, , is the Shapley value of this graph-restricted game.
Myerson (1977) characterizes this allocation rule in terms of two appealing proper-
ties: component eciency and fairness. Component eciency states that the pay-
os of the players of a component add up to the worth of this component. The
fairness property establishes that the deletion of the link fi; jg changes the payos
of i and j by the same amount. Then Myerson (1980) provides an alternative char-
acterization using component eciency and the balanced contributions property.
This property states that the payo dierence player i experiences if all the links
incident to player j are deleted is equal to the payo dierence player j experiences
if all the links incident to player i are deleted.
Meessen (1988) and Borm et al. (1992) introduce an alternative associated game
for communication situations. Given a communication situation (N; v; ) 2 C N
0 ,
where C N
0 is the subset of C N of the communication situations in which the game
is zero-normalized, the link game (; rv






v(T);   :
Then, they deﬁne the position value, , as the allocation rule on C N
0 that equally al-
locates the Shapley value of each link in the previous game between its two incident
nodes, i.e.:








Borm et al. (1992) provide a characterization of the position value that is valid
on the class of communication situations such that the game is zero-normalized
and the graph is cycle-free. Slikker (2005a) characterizes this allocation rule using
component eciency and the balanced link contributions property. In the same
spirit as Myerson’s balanced contributions, the balanced link contributions property
states that the payo dierence player i experiences when player j sequentially
delete all his links is equal to the payo dierence player j experiences when player
i sequentially delete all his links. Slikker (2005b) provides characterizations of the
Myeron value and the position value on the class of reward games using potentials.
These characterizations are in the same spirit as the corresponding one of Hart and
Mas-Colell (1989) for the Shapley value.
Hamiache (1999) introduces another allocation rule that satisﬁes ﬁve speciﬁc prop-
erties. This allocation rule is not related with our one.
Calvo et al. (1999) extend the model of Myerson by restricting the cooperation in
a probabilistic way. They deﬁne a probabilistic graph as a pair (N; ˆ p), where ˆ p is
a function that assigns to each link fi; jg 2 KN its probability of realization. They
6assumed the independence of these probabilities and characterized the Myerson
value for probabilistic communication situations (N; v; ˆ p) using the extension of
component eciency, fairness and balanced contributions properties to this new
setting.
G´ omez et al. (2008) give another step in this direction considering a probability
distribution deﬁned on the set of all possible communication graphs 2KN. For each
 2 2KN, p() is the probability of realization of . The pair (N; p) is referred as a
generalized probabilistic graph. A generalized probabilistic communication situa-
tion is a triplet (N; v; p) where v is a cooperative game and (N; p) is a generalized
probabilistic graph. The class ofprobabilistic communication situations with player
set N isdenoted by G N.Given (N; v; p) 2 G N,G´ omezet al.(2008)deﬁne andstudy







is the expected value of coalition S in this probabilistic framework. They deﬁne
the generalized probabilistic Myerson value, (N; v; p), as the Shapley value of
the game vp, and they characterize it using probabilistic extensions of component
eciency, fairness and balanced contributions.
3 Generalized probabilistic graphs
As previously said, a generalized probabilistic graph is a pair (N; p) where p is an
arbitrary probability function deﬁned over 2KN. Obviously, p must satisfy p()  0
for all  2 2KN and
P
22KN p() = 1. Denote by Sp the support of graph (N; p), that
is, the set of graphs  2 2KN such that p() > 0, and let p = [2Sp. The set of all
generalized probabilistic graphs with nodes set N is denoted by PN. When there
is no ambiguity with respect to the set N, we sometimes identify (N; p) with the
probability function p.
The notion of connectivity can be extended to generalized probabilistic graphs in
the following way: two nodes i and j in N are directly connected in (N; p) when
there exists  2 Sp such that fi; jg 2 . Two nodes i and j are connected in (N; p) if
there is a sequence of nodes (i1 = i; i2; :::; ik = j) such that ih and ih+1 are directly
connected in (N; p) for all h = 1; 2; :::; k 1. This notion of connectivity in (N; p)
induces a partition of N in probabilistic connected components. A probabilistic
connected component is a maximal connected set. Denote by N=p the set of all
connected components in (N; p). Note that N=p = N=p. Let us observe that two
nodes i and j can be in the same connected component of N=p even if there is no
 2 Sp such that i and j are connected in .
Each generalized probabilistic graph (N; p) induces 2(
n
2) generalized probabilistic
7subgraphs (N; p) 2 PN, one for each  2 2KN, where:
p() =
8
> > > > > <
> > > > > :
X
KNn
p( [ ) =
X
pn
p( [ ) if   
0 otherwise:
If (N; p) is a generalized probabilistic subgraph of (N; p), we note (N; p)e (N; p).
The interpretation of (N; p) is the following: only deterministic subgraphs  of 
have a strictly positive probability of realization. The probability p() is the sum
of the probabilities that p gives to those graphs in 2KN having in common with  the
links in , i.e.:
p() =
8
> > > > > <
> > > > > :
X
22KN; \=
p() if   
0; otherwise:
The following proposition provides the condition under which two generalized
probabilistic subgraphs of (N; p) 2 PN coincide. This allows to identify the sub-
graphs that are dierent.
Proposition 3.1 For each (N; p) 2 PN and each pair (N; p); (N; p0)e (N; p), it
holds that p = p0 if and only if  \ p = 0 \ p.
Proof: Suppose that p = p0 and \p , 0\p. Then there exists l 2 \p such
that l < 0, or l 2 0 \ p such that l < . Without loss of generality, let us consider








where the ﬁrst equality follows since, for any   nflg, 0 2 [flg and the second
one since p = p0. As
X
nflg









we can conclude that p( [ flg) = 0 for all   p n flg. Then l < p, which is a
contradiction.
Reciprocally, to prove that  \ p = 0 \ p implies p = p0, let us show that for




p( [ ) =
X
(KNn)[(KNnp)
p( [ ) =
X
KNn
p( [ ) = p()
8where the third equality follows since, for each  such that  \ (KN n p) , ;,
p( [ ) = 0. Moreover, if  1  \ p, then p\p() = p() = 0, which completes
the proof. 
As a direct consequence of previous proposition, we can restrict the family of gen-
eralized probabilistic subgraphs of (N; p) 2 PN to the set f(N; p)gp, that we de-
note by 2(N; p). In particular, note that (N; pKN) coincides with (N; p) and (N; pp).
Letusextendthestandardnotationforthedeterministiccaseanddenoteby(N; p )
(or p  when there is no ambiguity on the nodes set N) the probabilistic subgraph
(N; ppn),   p. In the special case  = flg, we will simplify the notation using
p l instead of p flg. Moreover, for all C  N, we will note pC = ppjC.
Proposition 3.2 For each (N; p) 2 PN and ; 0  p such that   0, it holds
that (N; p)e (N; p0).













p0( [ ) = (p0)() (1)
where the fourth equality in (1) follows since p0 = 0. 
Thus we can deﬁne an inclusion relation, noted e , in 2(N; p), in the following way:
for ; 0  p, (N; p)e (N; p0) if and only if   0.
From this inclusion relation, for each (N; p) 2 PN, the set 2(N; p) can be equipped
with a Boolean algebra, (2(N; p); e [; e \). The union of two generalized probabilistic
subgraphs (N; p) and (N; p0) of a given (N; p), denoted by (N; p)e [(N; p0), is
the minimal probabilistic subgraph of (N; p) containing (in the sense of e ) the
probabilistic subgraphs (N; p) and (N; p0), and thus it is equal to (N; p[0).
In the same way, for all (N; p);(N; p0)e (N; p), let us deﬁne (N; p)e \(N; p0) =
(N; p\0).
As a consequence of the previous deﬁnitions, each (N; p) 2 2(N; p) can be written
as (N; p) = e [l2(N; pflg) and thus, every probabilistic subgraph is the union of its
probabilistic links. In particular, (N; p) = e [l2p(N; pflg).
The following result is straightforward.
Proposition 3.3 For each (N; p) 2 PN, (2(N; p);e [;e \) and (2p;[; \) are isomor-
phic algebras.
94 The probabilistic position value
In order to extend the deterministic position value to this new probabilistic setting,
we ﬁrst need to deﬁne the corresponding (probabilistic) link game. To this aim, the
ﬁrst question that comes to mind is: who are the players, or the coalitions, in this
case? Given (N; v; p) 2 G N
0 , the set of probabilistic communication situations with
a zero-normalized game, the most natural approach is, in our opinion, to consider
as individual players the probabilistic links pl; l 2 p and thus, as coalitions, the
probabilistic subgraphs p 2 2(N; p). Obviously, another possible approach is to still
consider the links of a particular deterministic graph (the obvious candidate being
p) as the players in the probabilistic link game. Fortunately, Proposition 3.3 allows
to establish that these two approaches converge if we deﬁne properly such games.
Recall that in the deterministic case, given a communication situation (N; v; ) 2
C N
0 , the associated link game (; rv







(N);  2 2
;
where (N; v) is the graph-restricted game (Myerson game) associated to the com-
munication situation (N; v; ).
Therefore, using an obvious parallelism, for each (N; v; p) 2 G N
0 , we can deﬁne the





p(N); p 2 2
(N; p);
where (N; vp) is the probabilistic Myerson game associated to the probabilistic












and thus, the deﬁned probabilistic link game (p; rv
p) can be identiﬁed with a (deter-
ministic) “link game” (p; b rv







();   p:
This is the sense in which we said that this two approaches converge. Nevertheless,
we will frequently avoid this identiﬁcation in order to eliminate misleading eects
andthustheprobabilisticlinkgameassociatedtothe(probabilistic)communication
situation (N; v; p) will be (p; rv
p).
The following proposition states that the probabilistic link game is component ad-
ditive.
10Proposition 4.1 Given (N; v; p) 2 G N


































































The next result states that the deﬁned probabilistic link game can be identiﬁed
with a convex linear combination of the associated link games to certain particular
(deterministic) communication situations: the corresponding ones to the graphs in
the support of the probabilistic graph (N; p). This identiﬁcation is based on the fact
that, for each (N; p) 2 PN, the linear maps 1 gp : GN
0 ! Gp and b gp : GN
0 ! Gp,
respectively deﬁned by gp(v) = rv
p and b gp(v) = b rv
p, induce, in a natural manner, a
linear isomorphism between the respective image sets.
Proposition 4.2 For all (N; v; p) 2 G N








































() = b rv
p()
which completes the proof. 
Next, using the introduced probabilistic link game, we can deﬁne, in a parallel way
to the deterministic case, an alternative allocation rule for generalized probabilistic
communication situations, that we will call the probabilistic position value.
1 In a natural way, we denote byGp andGp the vector linear spaces of games with players
sets p and p respectively.
11Deﬁnition 4.1 Given (N; v; p) 2 G N
0 , the probabilistic position value for player i
is deﬁned by:








Li(p) being the set of probabilistic links fple pjl 2 Li(p)g.
The following proposition states that the probabilistic position value can be ob-
tained as a convex linear combination of the (deterministic) position values of the
appropriated (deterministic) communication situations.
Proposition 4.3 For each (N; v; p) 2 G N
0 , it holds that




Proof: As the aforementioned isomorphism permits to identify games rv
p and b rv
p,
we have, for each l 2 p:
Shpl(p; r
v
p) = Shl(p; b rv
p)
and thus, for each i 2 N:















































where the third equality follows by the linearity of the Shapley value and Proposi-
tion 4.2, and the fourth since, for all l 2 p n , l is a dummy player in the game
(p; rv
pj), and, for each l 2 , Shl(p; rv
pj) = Shl(; rv
). 
5 Characterizations of the probabilistic position value
In this section we present two characterizations of the probabilistic position value
whichextendtheonesexistingforthedeterministiccase.Thedeterministicposition
value  : C N
0 ! Rn is characterized by Slikker (2005a) as the unique allocation
rule on C N
0 satisfying:
i) component eciency, i.e: for each C 2 N=,
P
i2C i(N v; ) = v(C), and
12ii) balanced link contributions, i.e.: for i; j 2 N,
X
l2Lj()
[i(N; v; )   i(N; v;  n flg)] =
X
l2Li()
[j(N; v; )   j(N; v;  n flg)]:
The following deﬁnitions extend these two properties to the probabilistic case.
Deﬁnition 5.1 An allocation rule 	 : G N
0 ! Rn satisﬁes component eciency if,
for each (N; v; p) 2 G N
0 and each C 2 N=p,
P
i2C 	i(N; v; p) = vp(C) holds.
Deﬁnition 5.2 Anallocationrule	 : G N
0 ! Rn satisﬁesthebalancedprobabilistic
link contributions property if, for each (N; v; p) 2 G N










i(N; v; p)   i(N; v; p l)

:
In the next three propositions, it is proved that the deﬁned probabilistic position
value is characterized by these two properties.
Proposition 5.1 The probabilistic position value satisﬁes component eciency.
Proof: Let (N; v; p) 2 G N
0 and C 2 N=p. Then:
X
i2C



























Proposition 5.2 The probabilistic position value satisﬁes the balanced probabilis-
tic link contributions property.
13Proof: Given (N; v; p) 2 G N
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X
p
p()j(N; v; )  
X
pnflg
[p( [ flg) + p()]j(N; v; )
3





6 6 6 6 6 6 6 4
X
pnflg
p( [ flg)j(N; v;  [ flg)  
X
pnflg
p( [ flg)j(N; v; )
3


























i(N; v; )   i(N; v;  n flg)

where the last equality follows since the deterministic position value satisﬁes bal-




i(N; v; p)   i(N; v; p l)

by the same arguments as for the previous equalities. 
The proof of the following theorem mimics the corresponding one in Slikker
(2005a) and then it is omitted.
Theorem 5.1 The probabilistic position value is the unique allocation rule on G N
0
that satisﬁes component eciency and balanced probabilistic link contributions.
Slikker (2005b) provides another characterization of the deterministic position
value using a natural extension of the potential function deﬁned by Hart and Mas-
Colell (1989) to characterize the Shapley value.





0 . The marginal contribution of
player i to a communication situation can be deﬁned as the sum of the marginal
contributions of each of his incident links:
DiP(N; v; ) =
X
l2Li()
[P(N; v; )   P(N; v;  n flg)]
14for each (N; v; ) 2 C N
0  C0 and each i 2 N.
A function P : C0 ! R is a link potential function if P(N; v; ;) = 0 for each
(N; v; ;) 2 C0 and the sum of the marginal contributions of players with respect to
D equals the value produced by the connected components, i.e.
X
i2N
DiP(N; v; ) = v
(N)
for each (N; v; ) 2 C0 such that  , ;.
Slikker (2005b) obtains the following result.
Theorem 5.2 There exists a unique link potential function P : C0 ! R. Moreover,
for each (N; v; ) 2 C0 and each i 2 N, DiP(N; v; ) = i(N; v; ) holds.
Let us extend this result to the class of generalized probabilistic communication





0 and Q a real function deﬁned on G0. The expected
marginal contribution of a player to a generalized probabilistic communication sit-
uation can be deﬁned as the sum of the expected marginal contributions of each of
his incident probabilistic links:
MiQ(N; v; p) =
X
pl2Li(p)
[Q(N; v; p)   Q(N; v; p l)] (3)
for each (N; v; p) 2 G0 such that p , ; (p , p;) and each i 2 N.
A function Q : G0 ! R is a probabilistic link potential function if Q(N; v; p;) = 0
for each (N; v; p;) 2 G0, and the sum of the marginal contributions of players with
respect to M equals the expected value produced by the grand coalition, i.e.
X
i2N
MiQ(N; v; p) = v
p(N) (4)
for each (N; v; p) 2 G0 such that p , p;.
In the following theorem, we show that the probabilistic link potential function is
uniquely deﬁned. Moreover, the expected marginal contributions that correspond
to this potential coincide with the probabilistic position value.
Theorem 5.3 There exists a unique probabilistic link potential function Q : G0 !
R. Moreover, for each (N; v; p) 2 G0 and each i 2 N, MiQ(N; v; p) = i(N; v; p)
holds.
Proof: Firstly, we show that a probabilistic link potential function exists. Consider
15(N; v; p) 2 G0, and deﬁne:







Obviously, for each (N; v; p;) 2 G0 we have Q(N; v; p;) = 0. Let us prove that
Q, as deﬁned in (5), satisﬁes (4) for each (N; v; p) 2 G0 such that p , p;. It is
easy to see that, in this case, for pe p l, it holds that rv
p l(p) = rv
p(p). Thus, for
each pe p l, rv
p l(p) = rv
p(p). Then, from (3) and (5), and using the component




















































Therefore, Q(N; v; p), as deﬁned in (5), is a probabilistic link potential function.
Moreover, by the same arguments used to obtain the ﬁrst four equalities, it holds
that MiQ(N; v; p) = i(N; v; p) for each (N; v; p) 2 G0 and each i 2 N.
Secondly, we show that the probabilistic link potential is unique. The combination
of (3) and (4) gives:










C C C C C C C A:
Starting with Q(N; v; p;) = 0 for each (N; v; p;) 2 G0, one can recursively deﬁne
Q(N; v; p) for each (N; v; p) 2 G0 in a unique way. 
In next proposition we prove that the probabilistic link potential function admits an
expression in terms of the deterministic link potential function.
Proposition 5.3 The unique probabilistic link potential function Q : G0 ! R sat-
isﬁes Q(N; v; p) =
P
2Sp P(N; v; )p(), where P : C0 ! R is the unique link
potential function.
Proof: To prove this, let us show that Q0(N; v; p) =
P
2Sp P(N; v; )p() is a
probabilistic link potential function. By the uniqueness of Q, the result holds. Note
that Q0(N; v; p;) = 0 trivially holds for each (N; v; p;) 2 G0. If (N; v; p) is such
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X
p
p()P(N; v; )  
X
pnflg
[p( [ flg) + p()]P(N; v; )
3
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X
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pnflg
p( [ flg)P(N; v;  [ flg)  
X
pnflg
p( [ flg)P(N; v; )
3





























where the seventh equality follows since P is the unique potential link function for
the deterministic case. 
6 On the relation between the potential and the balanced probabilistic link
contributions property
In this section, we prove the equivalence between the two previous characteriza-
tions. Before providing the main result of this section, we introduce two more def-
initions and highlight a property of the probabilistic link potential function.
In a communication situation, players who are not in the same connected compo-
nent are not able to coordinate their actions. Then, the connected components oper-
ate independently: there is no externalities between them. A function Q : G0 ! R
satisﬁes component additivity if it captures this idea.
Deﬁnition 6.1 A function Q : G0 ! R is component additive if for each (N; v; p) 2
G0,




In the next proposition, we state that the probabilistic link potential satisﬁes this
property.
17Proposition 6.1 The probabilistic link potential is component additive.
Proof: Let us recall that, for a deterministic communication situation (N; v; ) 2
C0, the dividends rv
() are equal to zero if  is not connected (see, for example,
G´ omez et al. (2004)). Given a graph (N;) and S  N, let us note S() = fi 2
S such that 9 l 2  with i 2 lg the set of not isolated players of S in the graph
(N;). Thus, if P : C0 ! R is the deterministic link potential function, we have:






























Then P is component additive. For the probabilistic link potential function Q, we
have,
Q(N; v; p) =
X
2Sp









































An allocation rule is component decomposable if the payo of a player is not af-
fected by the values created by players who do not belong to his component.
Deﬁnition 6.2 An allocation rule 	 : G0 ! R is component decomposable if, for
each (N; v; p) 2 G0 and each i 2 N,
	i(N; v; p) = 	i(Ti; vjTi; pTi);
where Ti is the connected component of N=p to which i belongs.
In the following theorem we prove that the balanced link contributions property
and the variations used to deﬁne the probabilistic link potential are equivalent.
Theorem 6.1 Let 	 be a component decomposable allocation rule on G0 verifying
	i(N; v; p;) = 0 for each (N; v; p;) 2 G0 and each i 2 N. This allocation rule
18satisﬁes balanced probabilistic link contributions on G0 if and only if there exists
a component additive function Q : G0 ! R such that Q(N; v; p;) = 0 for each
(N; v; p;) 2 G0 and MiQ(N; v; p) = 	i(N; v; p) for each (N; v; p) 2 G0 with
p , p; and each i 2 N, MiQ(N; v; p) being deﬁned as in (3).
Proof: Suppose that a component additive function Q : G0 ! R satisfying
Q(N; v; p;) = 0 for each (N; v; p;) 2 G0 and MiQ(N; v; p) = 	i(N; v; p) for
each (N; v; p) 2 G0 with p , p; and each i 2 N exists. Let us prove that 	 veriﬁes
balanced probabilistic link contributions. We have:
X
pl2Lj(p)
[	i(N; v; p)   	i(N; v; p l)]=
X
pl2Lj(p)
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X
pk2Li(p)




[Q(N; v; p l)   Q(N; v; p fk;lg)]
3
















[	j(N; v; p)   	j(N; v; p k)]:
Note that the expression after the third equality sign is symmetric in i and j. The
last equality follows by the same arguments as for the ﬁrst three ones.
Conversely, let 	 be a component decomposable allocation rule on G0 verifying
balanced probabilistic link contributions and such that 	i(N; v; p;) = 0 for each
(N; v; p;) 2 G0 and each i 2 N. We have to show that we can deﬁne a component
additive function Q : G0 ! R, such that Q(N; v; p;) = 0 for each (N; v; p;) 2 G0
and Mi(N; v; p) = 	i(N; v; p) for each (N; v; p) 2 G0 with p , p; and each i 2 N.
We proceed by induction on jpj.
Firstly, note that this assertion is trivially veriﬁed for jpj = 0. Then, by induction
hypothesis, let us assume that there exists a component additive function Q such
that Q(N; v; p;) = 0 for each (N; v; p;) 2 G0 and MiQ(N; v; p) = 	i(N; v; p) for
each (N; v; p) 2 G0 with p , p;, jpj < k and each i 2 N. Consider (N; v; p) 2 G0
such that jpj = k. Remark that if T 2 N=p, T = fig, Q(fig; vjfig; pfig) = 0. Consider
now T 2 N=p such that jTj > 1. Note that, for each i 2 T, jLi(p)j , 0 and
Li(pT) = Li(p). Let us deﬁne:
Q(T; vjT; pT) =





19where i is whatever element in T. We relegate to the Appendix the proof that
Q(T; vjT; pT) is well deﬁned in the sense that it does not depends on i 2 T. Then,
we deﬁne
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T2N=p





7 7 7 7 7 7 7 5:
For each T 2 N=p such that i < T, Q(T; vjT; pT) = Q(T; vjT;(pT) li). Denote by Ti












Q(Ti; vjTi; pTi)   Q(Ti; vjTi; (pTi) li)

:
By (6) and by component decomposability of 	, we obtain:
MiQ(N; v; p) = 	i(Ti; vjTi; pTi) = 	i(N; v; p):

Remark 6.1 Note that the deﬁnition of Slikker’s (2005b) deterministic player po-
tential can be generalized to the probabilistic case in the following way. Denote
by Q : G ! R the function that assigns to every generalized probabilistic com-
munication situation in G a real number. The expected marginal contribution of a
player to a generalized probabilistic communication situation can be deﬁned as the
expected marginal contribution of all his links:
MiP(N; v; p) = Q(N; v; p)   Q(N; v; p i) (6)
for each (N; v; p) 2 G and each i 2 N, p i being the generalized probabilistic
subgraph p Li(p).
A function Q : G ! R is a probabilistic player potential function if the sum of the
marginal contributions of players with respect to M is equal to the expected value
produced by the grand coalition, i.e. Q(N; v; p;) = 0 for each (N; v; p;) 2 G and
X
i2N
MiQ(N; v; p) = v
p(N) (7)
20for each (N; v; p) 2 G such that p , p;. Results in Theorems 5.3 and 6.1 can
be provided for the probabilistic Myerson value of G´ omez et al. (2008) and the
probabilistic player potential.
Appendix
Suppose 	 is a component decomposable allocation rule deﬁned on G0 satisfying
balanced probabilistic link contributions and such that 	i(N;v; p;) = 0 for each
(N;v; p;) 2 G0 and each i 2 N. Let us prove that, under these hypothesis, given
(N;v; p) 2 G0, T 2 N=p with jTj > 1 and i 2 T, Q(T; vjT; pT), as given in (6) is well
deﬁned, i.e., it does not depend on i 2 T.
Proof: Consider i; j 2 T. By balanced probabilistic link contributions and compo-
nent decomposability of 	,




































7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
: (8)
Moreover, by the induction hypothesis in the proof of Theorem 6.1., we know that:





Suppose that i and j have no probabilistic link in common. In this case, (9) can be
written as:
	i(T; vjT; (pT) lj) = jLi(p)jQ(T; vjT; (pT) lj)  
X
pli2Li(p)
Q(T; vjT; (pT) fli;ljg): (10)
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=






Finally, as the right-hand side in (6) coincides with (8) and thus with the second
term in previous equality, we have:











and so the result is proved for the case in which i; j 2 T have no probabilistic link
in common.
Now, suppose that i and j have a probabilistic link in common. Thus, if lj , fi; jg,
(9) can be written as:
	i(T; vjT; (pT) lj) = jLi(p)jQ(T; vjT; (pT) lj)  
X
pli2Li(p)
Q(T; vjT; (pT) fli;ljg): (11)
and if lj = fi; jg,





































































7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
:
And after some straightforward calculations we obtain that previous expression,






















































7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
:
Note that in previous expression the sum of the second to sixth terms inside the
brackets vanishes and so, the result is proved. 
References
P. Borm, G. Owen, and S. Tijs. On the position value for communication situations.
SIAM Journal on Discrete Mathematics, 5:305–320, 1992.
E. Calvo, J. Lasaga, and A. van den Nouweland. Values of games with probabilistic
graphs. Mathematical Social Sciences, 37:79–95, 1999.
D.G´ omez,E.Gonz´ alez-Arang¨ uena,C.Mauel,G.Owen,andM.D.Pozo. Auniﬁed
approach to the Myerson value and the position value. Theory and Decision, 56:
63–76, 2004.
D. G´ omez, E. Gonz´ alez-Arang¨ uena, C. Manuel, and G. Owen. A value for gener-
alized probabilistic communication situations. European Journal of Operational
Research, 190:539–556, 2008.
G. Hamiache. A value with incomplete communication. Games and Economic
Behavior, 26:59–78, 1999.
J. Harsanyi. A bargaining model for the n-person game. In A. Tucker and R. Luce,
editors, Contribution to the Theory of Games IV, pages 325–355. Princeton Uni-
versity Press, 1959.
O. Hart and A. Mas-Colell. Potential, value, and consistency. Econometrica, 57:
589–614, 1989.
R. Meessen. Communication games. Master’s thesis, Department of Mathematics,
University of Mijmegen, The Netherlands, 1988.
24R. B. Myerson. Graphs and cooperation in games. Mathematics of Operations
Research, 2:225–229, 1977.
R. B. Myerson. Conference structures and fair allocation rules. International Jour-
nal of Game Theory, 9:169–182, 1980.
M. Ortmann. Conservation of energy in value theory. Mathematical methods of
operations research, 47(3):423–449, 1998.
L. S. Shapley. A value for n-person games. In H. Kuhn and A. Tucker, editors,
Contribution to the Theory of Games II, pages 307–317. Princeton University
Press, Princeton, 1953.




M. Slikker and A. van den Nouweland. Social and economic networks in coopera-
tive games. Kluwer Academic Publishers, 2001.
W. Thomson. On the axiomatic method and its recent applications to game theory
and resource allocation. Social Choice and Welfare, 18(2):327–386, 2001.
25