In this paper, we develop a patch reconstruction finite element method for the Stokes problem. The weak formulation of the interior penalty discontinuous Galerkin is employed. The proposed method has a great flexibility in velocitypressure space pairs whose stability properties are confirmed by the inf-sup tests. Numerical examples show the applicability and efficiency of the proposed method.
Introduction
We are concerned in this paper with the incompressible Stokes problem, which has a wide range of applications on the approximation of low Reynolds number flows and the time discretizations of the Oseen equation or NaiverStokes equation. One of the major difficulties in finite element discretizations for the Stokes Problem is the incompressible constraint, which leads to a saddlepoint problem. The stability condition often referred as the inf-sup (LBB) condition requires the approximation spaces for velocity and pressure need to Email addresses: rli@math.pku.edu.cn (Ruo Li), zysun@math.pku.edu.cn (Zhiyuan Sun), yangfanyi@pku.edu.cn (Fanyi Yang), zjyang.math@whu.edu.cn (Zhijian Yang) be carefully chosen [1] . We refer to [2, 3] for some specific spaces used in the traditional finite element methods to solve the Stokes problem.
Most recently, the discontinuous Galerkin (DG) methods have achieved a great success in computational fluid dynamics, see the state of art survey [4] .
Hansbo and Larson propose and analyze an interior penalty DG method for incompressible and nearly incompressible linear elasticity on triangular meshes in [5] where polynomial spaces of degree k and k − 1 are employed to approximate velocity and pressure, respectively. In [6] Toselli considers the hpapproximations for the Stokes problem using piecewise polynomial spaces. The uniform divergence stability and error estimates with respect to h and p are proven for this DG formulation when velocity is approximated one or two degrees higher than pressure. Numerical results show that using equal order spaces for velocity and pressure can also work well. Schötzau et al. improve the estimates on tensor product meshes in [7] . A local discontinuous Galerkin method (LDG) for the Stokes problem is proposed in [8] . The LDG method can be considered as a stabilized method when the approximation spaces for velocity and pressure are chosen with the same order.
Some special finite element spaces can be adopted to Stokes problem in DG framework. Karakashian and his coworkers [9, 10] propose a DG method with piecewise solenoidal vector fields which are locally divergence-free. Cockburn et al. [11, 12, 13, 14] develop the LDG method with solenoidal vector fields. By introducing the hybrid pressure, the pressure and the globally divergence-free velocity can be obtained by a post-process of the LDG solution. While Montlaur et al. [15] present two DG formulations for the incompressible flow, the first formulation is derived from an interior penalty method such that the computation of the velocity and the pressure is decoupled and the second formulation follows the methodology in [9] . With an inconsistent penalty, the velocity can be computed with absence of pressure terms. Liu [16] presents a penalty-factor-free DG formulation for the Stokes problem with optimal error estimates.
However, one of the limitations of DG methods is the computational cost is higher than using continuous Galerkin method directly [17, 18] because of the duplication of the degrees of freedom at interelement boundaries especially in three-dimensional case. In this paper, we follow the methodology in [19, 20] to apply the patch reconstruction finite element method to the Stokes problem. Piecewise polynomial spaces built by patch reconstruction procedure are taken to approximate velocity and pressure. The new space is a sub-space of the common approximation space used in DG framework, which allows us to employ the interior penalty formulation directly to solve the Stokes problem.
As we mentioned before, it is important to verify the inf-sup condition for a mixed formulation to guarantee the stability, which is often severe for a specific discretizations [21] . We carry out a series of numerical inf-sup tests proposed in [22, 1] to show this method is numerically stable.
The proposed method provides many good merits. First, the DOFs of the system are totally decided by the mesh partition and have no relationship with the interpolation order. Then the method is easy to implement on arbitrary polygonal meshes because of the independence between the process of the construction of the space and the geometry structure of meshes. Third, we emphasize that the spaces to approximate velocity and pressure can be engaged with great flexibility. The results of numerical inf-sup tests exhibit the robustness of our method even in some extreme cases.
The outline of this paper is organized as follows. In Section 2, we briefly introduce the patch reconstruction procedure and the finite element space. Then the scheme of the mixed interior penalty DG method and its error analysis for the Stokes problem are presented in Section 3. In Section 4, we briefly review the inf-sup test and carry out a series of numerical inf-sup tests in several situations to show the proposed method satisfies the inf-sup condition. Finally, two-dimensional numerical examples are presented in Section 5 to illustrate the accuracy and efficiency of the proposed approach, and verify our theoretical results.
Reconstruction operator
In this section, we will introduce a reconstruction operator which can be constructed on any polygonal meshes and its corresponding approximation properties.
Let
, be a convex polygonal domain with smooth boundary ∂Ω. We denote by T h a subdivision that partitions Ω into polygonal elements.
And let E h be the set of (d − 1)-dimensional interfaces (edges) of all elements in T h , E i h the set of interior faces and E b h the set of the faces on the domain boundary ∂Ω. We set
for ∀K ∈ T h , ∀e ∈ E h . Further, we assume that the partition T h admits the following shape regularity conditions [23, 24] :
H1 There exist an integer number N independent of h, that any element K admits a sub-decomposition T h|K made of at most N triangles.
H2 T h is a compatible sub-decomposition, that any triangle T ∈ T h is shaperegular in the sense of Ciarlet-Raviart [25] : there exists a real positive number σ independent of h such that h T /ρ T ≤ σ, where ρ T is the radius of the largest ball inscribed in T .
There many useful properties using for the analysis in finite difference schemes and DG framework can be derived from the above assumptions, such as Agmon inequality and inverse inequality [24, 26, 20] :
There exists C that depends on N and σ but indepen-
M2 [Inverse inequality] There exists C that depends on N and σ but indepen-
Step 1
Step 2
Step 3
Step 4 We define the reconstruction operator as follows. For each element K ∈ T h , we prescribe its barycenter x K as the collocation point of K. And we select #S(K) elements near K to form an element patch S(K) for K. Specifically, we build S(K) in a recursive way that we set S(K) = {K} first, and we add Von
Neumann neighbours of all elements in S(K) to S(K). Repeat the last step until we collect #S(K) elements in S(K)(see For element K, we collect all collocation points in a set I K :
Let U h be the space consisting of piecewise constant functions:
where P n is the polynomial space of degree not greater than n. For any v ∈ U h , we reconstruct a mth-order polynomial denoted by R K v on S(K) by the following least squares problem:
The uniqueness condition for the problem (2.1) is provided by the condition #S(K) ≥ dim(P m ) and the following assumption [19, 27] :
Hereafter, we assume the uniqueness condition for (2.1) always holds. For any g ∈ U h , we restrict the definition domain of the polynomial R m K g on element K to define a global reconstruction operator which is denoted by R m :
Then we extend the reconstruction operator to an operator defined on C 0 (Ω), still denoted as R m :
We note that R m is a linear operator whose image is actually a piecewise mth-order polynomial space which is denoted as
Besides, R m u(∀u ∈ C 0 (Ω)) may be discontinuous across the inter-element boundaries. The fact inspires us to share some well-developed theories of DG methods and enjoy its advantages.
We first introduce the traditional average and jump notations in DG method.
Let e be an interior edge shared by two adjacent elements e = ∂K + ∩ ∂K − with the unit outward normal vector n + and n − , respectively. Let v and v be the scalar-valued and vector-valued functions on T h , respectively, we define the average operator {·} as follows:
Further, we set the jump operator
For e ∈ E b h , we set
h . Now we will present the error analysis of R m . We begin by defining broken Sobolev spaces of composite order s = {s K ≥ 0 : ∀K ∈ T h }:
where
is the standard Sobolev spaces on element K. The associated broken norm is defined as
When s K = s for all elements in T h , we simply write
Then we define a constant Λ(m,
the Assumption 1 is equivalent to
The uniform upper bound of Λ(m, I K ) exists if element patches are convex and the triangulation is quasi-uniform [19] . We also refer to [27] for the estimate of Λ(m, I K ) in more general cases such as polygonal partition and non-convex element patch. We denote by Λ m the uniform upper bound of Λ(m, I K ).
With Λ m , we have the following estimates.
For convenience, the symbol and will be used in this paper. That
constants C 1 and C 2 which are independent of mesh size h.
For the standard Sobolev norm, we have the following estimates:
We refer to [19, 27] for detailed proofs and more discuss about S(K) and #S(K). Here we note that one of the conditions of guaranteeing the uniform upper bound Λ m is #S(K) should be much larger than dim(P m ). In Section 4
we will list the values of #S(K) used in all numerical experiments.
Finally, we derive the estimate in DG energy norm. For the scalar-valued function, the DG energy norm is defined as:
Proof. From Lemma 3, we have
For any e ∈ E i h shared by elements K 1 and K 2 , we have
From Lemma 2, we get
For any e ∈ E b h , assume e is a face of element K, we have 1
Combining the above inequalities gives the estimate (2.6), which completes the proof.
For the vector-valued function, the DG energy norm is defined as:
and the reconstruction operator is defined component-wisely for
Then the operator can be extended on [C 0 (Ω)] d and the corresponding estimate is written as:
Proof. It is a direct extension from Theorem 1.
The weak form of the stokes problem
In this section, we consider the incompressible Stokes problem with Dirichlet boundary condition, which seeks the velocity field u and its associated pressure p satisfying
where f is the given source term and g is a Dirichlet boundary condition that satisfies the compatibility condition
For non-negative integer k, k , we define the following finite element spaces to approximate velocity and pressure:
We note that finite element spaces V k h and Q k h are the subspaces of the common DG finite element spaces, which implies that the interior penalty DG method [5, 15] can be directly applied to the Stokes problem (3.1).
For a vector u, we define the second-order tensor ∇u by
The discrete problem for the Stokes problem (3.1) is as :
where symmetric bilinear form a(·, ·) is given by
The term η is referred to as the penalty parameter which is defined on E h by η| e = η e , ∀e ∈ E h , and will be specified later. The bilinear form b(·, ·) and the linear form l(·) are defined as
Now we present the standard continuity and coercivity properties of the bilinear form a(·.·). Actually the bilinear form a(·, ·) is a direct extension from the interior penalty bilinear form used for solving the elliptic problems [28] . It is easy to extend the theoretical results of solving the elliptic problems to a(·, ·).
Lemma 4. The bilinear form a(·, ·), defined in (3.3), is continuous when η ≥ 0.
The following inequality holds:
Lemma 5.
where µ is a positive constant. With sufficiently large µ, the following inequality holds:
The detailed proofs of Lemma 4 and Lemma 5 could be found in [29, 5, 15] .
We also refer to [29] where a unified method is employed to analyse the choices of the penalty parameter η.
For b(·, ·), we have the analogous continuity property. 
Besides the continuity of a(·, ·), b(·, ·) and the coercivity of a(·, ·), the existence of a solution to (3.2) satisfying the optimal error estimates depends on choosing a pair of approximation spaces such that the inf-sup condition holds, see [1] . For the mixed form (3.2), the inf-sup condition is written as inf sup
where β is a positive constant.
The finite element space we build depends on the collocation points and element patches, the theoretical verification of the inf-sup condition for the pair
h is very difficult in all situations. Chapelle and Bathe [22] propose a numerical test on whether the inf-sup condition is passed for a given finite element discretization. In next section, we will carry out a series of numerical evaluations for different k and k to give an indication of the verification of the inf-sup condition.
Then if the inf-sup condition holds, we could state a standard priori error estimate of the mixed method (3.2).
Theorem 3. Let the exact solution (u, p) to the Stokes problem (3.1) belong to
(Ω, T h ) with k ≥ 1 and k ≥ 0, and let (u h , p h ) be the numerical solution to (3.2), and assume that the inf-sup condition (3.5) holds and the penalty parameter η is set properly. Then the following estimate holds:
where s = min(k, k + 1).
Consider w ∈ Z(g) and q ∈ Q k h . Since Lemma 5, we have
Since w − u h ∈ Z(0), the q h can be replaced by any q ∈ Q k h , we obtain
Using Lemma 4 and 6 gives
Then we deal with an arbitrary function in V 
Thanks to the inf-sup condition (3.5) and [1, Proposition 5.1.1,p.270]. We can find a solution z ∈ V k h , such that
together with (3.9),
Next we consider the pressure term, let q ∈ Q k h . Using the inf-sup condition in (3.5) we have
(3.12)
From the triangle inequality and (3.12), we obtain 13) and the proof is concluded by combining (3.11) and (3.13).
Inf-sup test
In this section, we perform the inf-sup tests with some velocity-pressure finite element space pairs to validate the inf-sup condition numerically. After the discretization, the matrix form of the problem (3.2) is obtained,
where the matrix A and the matrix B associate with the bilinear form a(·, ·) and b(·, ·), respectively. The vector U , P is the solution vector corresponding to u h , p h and F , G is the right hand side vector corresponding to f , g.
Then the numerical inf-sup test is based on the following lemma.
Lemma 7. Let S and T be symmetric matrices of the norms
h , respectively, and let µ min be the smallest nonzero eigenvalue defined by the following generalized eigenvalue problem:
then the value of β is simply µ min .
The proof of this lemma can be found in [1, 30] . In numerical tests, we would consider a sequence of successive refined meshes and monitor µ min of each mesh. If a sharp decrease of µ min is observed while the mesh size approachs to zero, we could predict that the pair of approximation spaces violates the inf-sup condition. Otherwise, if µ min stabilizes as the mesh is refined, we can conclude that the inf-sup test is passed.
The numerical tests are conducted with following settings, let Ω be the unit square domain in two dimension and we consider two groups of quasiuniform meshes which are generated by the software gmsh [31] . The first ones are triangular meshes(see Fig 2) and the second ones consist of triangular and quadrilateral elements(see Fig 3) . In both cases, the mesh size h is taken by h = With the given mesh partition, the finite element space can be constructed.
As we mention before, for element K, #S(K) should be large enough to ensure the uniform upper bound Λ m . For simplicity, #S(K) is taken uniformly and for different order k we list a group of reference values of #S(K) for both meshes in Table 1 .
We consider three choices of velocity-pressure pairs:
• (right). 
Here the space Q 0 h is just the piecewise constant space. These methods correspond to the choices k = k, k − 1, 0, respectively. The satisfaction of the inf-sup condition has been checked in this section by the numerical tests. All experiments show that the inf-sup value µ min is bounded. In fact, the combination of two approximation spaces can be more 
Numerical Results
In this section, we give some two-dimensional numerical examples to verify the theoretical error estimates in Theorem 3. The numerical settings remain unchanged as in the previous section. For the resulting sparse system, a direct sparse solver is employed to solve it. 
and the source term f and the boundary condition g are chosen accordingly.
We consider three methods in Section 4 and solve the Stokes problem on the given triangular meshes and mixed meshes, respectively, with mesh size h = 1 n , n = 10, 20, 40, 80. In Fig 9 and Fig 10, we present the L 2 norm and the DG energy norm of the error in the approximation to the exact velocity on both meshes when using method I. And Fig 11 shows the pressure error in L 2 norm. Here we observe that the optimal convergence rates for 
Driven cavity problem
The driven cavity problem is a standard benchmark test for the incompress- 
The domain is partitioned by triangular mesh with mesh size h = 
Non-smooth problem
In this example, we investigate the performance of our method dealing with the Stokes problem with a corner singularity in the analytical solution. Let The #S(K) is chosen also as the Tab 1 shows. In Tab 2 we list the L 2 norm error of the velocity against the degrees of freedom for different pairs of approximation spaces. We observe that all convergence orders are about 1, which are consistent with the results in [33] where a piece divergence-free discontinuous Galerkin method is developed to solve this problem. 
