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In 1939, H. Weyl showed that the irreducible representations of the classical groups GL(n, C), 
Sp(2n, C) and SO(2n + 1, C) are essentially in one to one correspondence with Young diagrams of 
depth at most n. In 1987, K. Koike and I. Terada generalized the Littlewood-Richardson Rule 
for decomposing tensor products of representations for linear groups into sums of irreducible 
components to the symplectic and orthogonal groups. In this paper the correspondence between 
representations and diagrams and the work of Kioke and Terada are exploited to determine the 
homology of the groups SL(n, p’), Sp(Zn, p’), SO(2n + 1, p2) with Z/pa coefficients in dimen- 
sions 1 through 5, with the exception of the group H,(SL(n,p2),Z/pZ), for which only bounds 
are determined. In addition, the p primary component of the homology of the groups SL(n, p’), 
Sp(2n, p’), SO(2n + 1, p2) with H coefficients is found in dimensions 1 through 5, with the excep- 
tion of the group H,(SL(n, p2), Z), for which only bounds are determined. These groups are 
found by computing the relevant entries and differentials in the spectral sequences 
H,(SL(n> P)>H,(W> PXR)) = H,+,(SW p*)>R), 
H,(Sp(2n> ~),H,(sp(2n, PXR)) * H,+,(Sp(2n, p*XR), 
H,(S0(2n + 1, ~),H,(s@n + 1, p),R)) = H,+,(SWn + 1, p2),R), 
where sl(n, p), sp(2n, p). and so(2n + 1, p) are the additive modules of their respective Lie algebras 
and R = 7 or H/pZ. The methods used are the following. The groups H,(g, k), for g = sl, , SPAS, or 
SO*,,+ 1 are of the form n’(g)@S-‘(g), where A’( ) represents the ith exterior power and Sj( ) 
the jth symmetric power of the relevant module. The modules n’(g) @ S’(g) can be decomposed 
into their irreducible components via the Littlewood-Richardson Rule or the Kioke-Terada 
generalization. Once the irreducible components of the tensor products are known, the entries in 
the spectral sequences can be found by utilizing results of Friedlander and Parshall. The work 
of Friedlander and Parshall reduces the computations of the homology groups to calculations of 
generalized exponents. Once the relevant entries in the spectral sequences are known, the differen- 
tials in the spectral sequences must be determined. This is done by relating the relevant differen- 
tials to a known differential in a linear spectral sequence calculated by Evens and Friedlander via 
the hyperbolic map. 
Introduction 
In this paper the p torsion of the groups H,(SL(n,p2)), H,(Sp(2n,p2)), and 
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Hr(S0(2n + 1, p2)) are calculated for small r using the spectral sequences 
K-(SL(n, P), H,(sl(n, P), k)) * H,+,(SL(% P2), k), 
H,(SP(2& P), H,(sp(2n, P), k)) * H,+,(SP(2& a2X k), 
H,(SO(2n + 1, PX H,(so(2n + 1, P), k)) * (SO(2n + 1, p2), k), 
where sl(n, p), sp(2n, p), and so(2n + 1, p) are the additive modules corresponding 
to the adjoint representations of the respective groups. The methods used are the 
following. The groups H,(g,k), for g=sl,, sp2,,, or soZn+r, where sl,, SPAS, and 
soZn+ l are the additive modules of their respective Lie algebras over the 
algebraically closed field pp, are of the form /l’(g) 0 S’(g), where n’(M) is the ith 
exterior power and S’(M) the jth symmetric power of a module M. Weyl [12] 
showed that the irreducible representations of GL,, Sp,,, and S02n+l are essen- 
tially in one-to-one correspondence with Young diagrams of length at most n. Using 
this idea, the modules /l’(g) @ Sj(g) can be decomposed into their irreducible com- 
ponents by applying the Littlewood-Richardson Rule [8]. Once these irreducibles 
are known, the entries in the spectral sequences can be found by utilizing results of 
Friedlander and Parshall. The work of Friedlander and Parshall reduces the com- 
putations of the homology groups to calculations of generalized exponents. Once 
these groups are known the differentials in the spectral sequences must be determin- 
ed. This is done by relating the relevant differentials to a known differential in a 
linear spectral sequence determined by Evens and Friedlander. 
Recent work in related areas has been done by Littlemann [lo] and Aisbett. 
Persons interested in details of proofs not provided here (specifically Lemmas 1.4, 
3.3, and 6.1, and Theorems 4.1 and 7.1) can consult [ 111. Special acknowledgements 
go to Eric Friedlander, Dave Benson and the referee for their invaluable help in the 
preparation of this paper. 
1. Decomposition of GL(n, p)-modules 
In this section we will use the Littlewood-Richardson Rule to determine the ir- 
reducible components of tensor products of the irreducible GL, module V,, which 
is related to the additive module of the Lie algebra sl, consisting of the trace zero 
matrices over the field Fp. Then, by determining the high weight and dimension of 
each piece, we will find the irreducible components of the GL, modules /1’(V,), 
S’( V,), and /1’( V,,) 0 Sj( V,) for small i and j. 
The notation we will use is as follows: A partition of a positive integer IZ is a se- 
quence A=(1r,A2,..., A,) such that C~i=n and A,>A,>...>hk. The Young 
diagram [13] corresponding to the partition A is a left justified diagram of boxes with 
A1 boxes in the ith row. For example, the Young diagram [4,3,2,2] is the diagram 
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If the lengths of some rows of a diagram are equal, exponents will be used to denote 
the repetition. For example, the diagram [4,3,2,2] will be denoted [4,3,2*]. [A] will 
also denote the representation of the symmetric group corresponding to A and [A]o 
will denote the irreducible representation of G corresponding to the Young diagram 
[A], where G = GL(n), SL(n), Sp(2n), or SO(2n + 1). 
Let k = EP be the algebraic closure of the finite field EP. Let e; be a standard basis 
vector for k”. Let E; be the weight of the vector e; and let ~i,j = .si - ej. 
Our main tool for computations is the Littlewood-Richardson Rule. Unfor- 
tunately, this rule only applies in characteristic 0. We would like to apply it in 
characteristic p. Therefore, we examine the relationship between representation 
theory in characteristic 0 and in characteristic p. In characteristic 0 every GL,(Q 
module breaks up as a direct sum of irreducible GL,(UZ) modules. This is unfor- 
tunately not the case in characteristic p. What happens in characteristic p is this. 
Suppose, in characteristic 0, that a GL,(Q module breaks up as a direct sum of 
GL,(C) modules M= GM,. If M’ is a GL,(k) module in characteristic p, then it 
need not be completely reducible. If however, the highest weights of M’ are small 
enough, the high weights of the composition factors of an indecomposable sum- 
mand must be p-linked [l]. However, if the high weights are ‘small’ enough they 
cannot be linked to any smaller weights. The high weights that are ‘small’ enough 
are the weights in the bottom p-alcove Ct. Therefore, if the high weights of the M’ 
are all in the bottom p-alcove, then M’ must be completely irreducible, 
M’= @ A$‘, with the character of each h4: identical to the character of a cor- 
responding IQ;. 
For the rest of this paper we will assume that the prime number p is large enough 
so that all the weights are in the bottom p-alcove. In the next section we will deter- 
mine explicit bounds on p for SL(n, p). 
We also need to explore the relation between irreducible GL, modules and ir- 
reducible SL, modules. Let D, = {xl,: XE k*} be the center of GL,. 
Lemma 1.1. Let M be an irreducible GL, module on which D, acts trivially. Then 
M is an irreducible SL, module. Conversely, if M is an irreducible SL, module on 
which C= center of SL, acts trivially, then M is an irreducible GL, module with 
trivial D, action. 
Proof. The proof is easy to see using the fact that GL, is a reductive group, i.e. 
there is an exact sequence 
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O-C+[GL,,GL,]xD,-+GL,+l. 0 
The GL, modules which will be considered in this paper all have trivial D, action. 
So in this paper all irreducible SL, modules we will consider will be irreducible GL, 
modules and conversely. 
We begin our computations by first determining the Young diagram which cor- 
responds to the irreducible module sl, . To do this we use the Littlewood-Richardson 
Rule. Let X, be an n-dimensional vector space over k. 
Lemma 1.2. The diagram corresponding to the irreducible GL, module sl, is the 
diagram of [2, lnP2] 0 dett’. 
Proof. The proof follows from using the LR rule to tensor known Young diagrams 
for the modules X, and A”-‘(X,) (see [7] f or example). Once the diagrams cor- 
responding to the irreducible components are found, the dimensions of these 
modules are found by the hook formula [8] and the high weight of the irreducible 
modules associated to a diagram [A] is given by 
n-l 
;c, (Gh+1h, (1) 
where Ai is the length of the ith row of the diagram and the oi are the fundamental 
dominant weights of SL,, i.e. 
~0~=l/n[(n-i)a,+2(n-i)a~+~~~+(i-l)(n-i)a~_~ 
+i(n-i)CXi+i(n-i-l)a;+,+***+i~i]. 
Each diagram is classified by its high weight. The details are omitted. 0 
Remark. We will be considering the cohomology of SL, with coefficients in exterior 
and symmetric powers of ~1,. In this case it is not necessary to consider the deter- 
minant representation since Sl, dos not recognize the determinant. In other words, 
H,(SL,, 12, I ‘- ‘I@ dett’)=H,(SL,, sl,) for all r. So for our purposes it suffices to 
consider the exterior and symmetric powers of the diagram [2, ln-*I. For future 
reference, let V, denote the irreducible GL, representation corresponding to this 
diagram. 
Since each irreducible module is determined by its high weight, denote by S(A) 
the module with high weight A. We now begin a series of computations using the 
Littlewood-Richardson Rule that follow the same pattern as Lemma 1.2. 
Lemma 1.3. For n 2 3, 
A2(Vn)=[4,2”~3,12]+[32,2”-3]+[3,2”-2,1] 
=S(~l,.+al,,-l)+S(~l,,+~*,n)+S(al,,). 
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For 1124, 
S2(V,)=[4,2”-2]+[32,2”-4,12]+[3,2”-2,1]+[2”] 
= S(2or,,) + S(o,,, +az,n-J+W,,.)+k. 
Proof. The diagram for V, was found in Lemma 1.2. There are ways to implement 
the Littlewood-Richardson Rule in an algorithm. The technique used here is from 
[8, Corollary 2.8.141. The module V, @ V, is computed in this manner as follows: 
We first add all symbols al,; to the diagram for V, so that a,,j goes in a later column 
than o],~ ifj<k. Keep in mind that we need not consider diagrams with more than 
n rows (see Fig. 1). 
x x al,2 a,,, X X al, l 
X X al,2 
X X 
X X 
Fig. 1. 
x x al,] x x 
X X al, 1 
X X 
X X 
al,2 aI,2 
Next we add a2, 1, keeping in mind that as, i goes in an earlier row than a,,i if S< t. 
Again we must keep in mind that we only need consider diagrams with in rows. 
For example, we need not consider the diagram shown in Fig. 2 since a3,r must be 
placed in a later row than a2,1. Now we add a2,1 (see Fig. 3). 
X x al,2 al,] 
X 
X 
X 
a2, I
Fig. 2. 
x x al,2 al,] x x al,1 x x al,1 x x al,] x x 
X a2, I X al,2 a2,l X al,2 X a2, I X al, 1 
X X X a2, I X X a2, l 
X X X X X 
al,2 aI,2 
Fig. 3. 
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We continue adding all of the a;,r until we have added them in such a way that 
a,; goes in an earlier row than a,i if s< t (see Fig. 4). 
x x al,2 al, 1 
X *2,1 
X *3, I 
x x aI,2 aI, I 
X *2,1 
*3, 1 
x x al, I 
X aI,2 02, I 
X a3, I 
x x al, 1 
X al,2 a2, 1 
X a3, I 
X an-2,1 
X %-,,I 
X al, I 
al,2 
*2,1 
4 - 3, I 
62,l 
an-,,, 
X an-2,l 
X 
an-l,1 
x x al, I 
X *2, I 
X *3, I 
X a, 2,l 
X a+l,l 
al,2 
X a,-2,l 
X an-l,1 
X 
X 
X 
X 
X 
al,2 
X an-2,1 
X 
QPl,l 
X 
01, 1 
a2. I 
an-3,l 
a,-2,l 
&-I,, 
Fig. 4. 
The dimensions of these diagrams are computed by the hook formula. We list the 
dimensions here. dim( 1st) = 1/4(n 2)(n - l)(n + 3), dim(2nd) = 1/4(n 2 - l)(n 2 - 4) = 
dim(3rd), dim(4th) = 1/4(n2)(n + l)(n - 3), dim(5th) = n2 - 1 = dim(6th), dim(7th) = 1. 
This implies, for n > 3, 
J’,@ V,=[4,2”-2]+[4,2”-3,12]+[32,2nP3] 
+ [32,2”-4, 12] +2[3,2”-2, l] + [2”]. 
Denote by w(M) the high weight of the module M. Then, in the above decomposi- 
tion, we have by (1) w(lst module)=20, +2q_, =2a,,., w(2nd)=2w,+a,_2= 
a1,,+a1,,-1, w(3rd)=a2+2q_2=al,.+cr2,., w(4th)=~2+w,P2=al,.+~2,n-lr 
w(5th) = w(6th) = o, + o,_ , = (x,,~, w(7th) = 0. 
Let eij be the element of M,(Z/pZ) with a 1 in the ijth position and O’s else- 
where. Then the submodule of n2( V,) generated by el,Ae2,, has high weight al,, + 
a2, n. Therefore, S(ar, n + a2, n) is contained in A2( V,). Similarly, S(cr,,, + cxl,n _ r) 
and S(cx,,,) are contained in A2(V,). Adding up the dimensions we see that, for 
nr3, ~2(I/n)=S(a,,.+a2,n)+S((X,,n+a1,n_l)+S(aI,n). Since V,@ V,=/12(V,)+ 
S2(V,) we have the proposition. 0 
Lemma 1.4. (1) For n L 5, 
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+ [43,3” - 5, 2, l] + 3[42, 3n-3, l] + 3[4’, 3”-4,22] 
+4[4,3”-2,2]+[3”] 
=~(~1,.+~1,,-1+~1,,-2)+~(2~1,,+~1,,-1) 
+S(2al,,+a2,n)+2S(~l,n+~l,n-l+a2,n) 
+Wl,,+al,.-1 +a2,.-,)+3S(2a,,,)+3S((xl,,+al,,-l) 
+S(al,n+LY2,n+a3,.)+S(al,.+a2,.+(X3,.-l) 
+3S(al,.+a2,n)+3S(al,.+a2,n-l)+4S(al,.)+k. 
(2) For nz4, 
~3(V,)=[6,3”~4,23]+[5,4,3”-4,2,1]+[5,3”-2,1]+[5,3”-3,22] 
+[43,3”-4]+[42,3”-3,1]+[42,3”-4,22]+[4,3”-2,2]+[3”] 
=S(al,n+al,.-l+al,.-2)+S(~l,n+a2,n+al,.-~)+S(2a,,.) 
+S(Cll,n+al,,-l)+S(al,.+a2,n+a3,.)+S(al,,+a2,,) 
+WI,n+a2,n-l )+Wl,,)+k. 
(3) For n 2 4, exactly one copy of the trivial module k occurs as a direct summand 
of s2wJ 0 v,. 
(4) For n 2 4, exactly one copy of the trivial module k occurs as a direct summand 
of/13(v,)CQ v,. 
(5) For n 15, 
A4(V,> = [8, 4nP5, 34] + [7, 5,4”-5, 3*, 2]+ [7,4”-3, 3,2] + [7,4”-4, 33] 
+[62,4”-4,22]+[6,52,4”-5,3,1]+[6,5,4”-3,1] 
+2[6,5,4”-4,3,2]+[6,5,4”-5,33]+2[6,4”-2,2]+[6,4”-3,32] 
+[54,4n-5]+[53,4”-4,1]+[53,4”-5,3,2]+[52,4”P3,2] 
+2[52,4”-4,32] +2[5,4”-2,3] 
=S(~l,nfal,,-l+al,n-2+a1,,-3)+S(a~,n+a2,n+al,n-l+al,n-2) 
+Wal,.+al,.-1 )+S(al,,+a,,,-l+al,,-2) 
+~~~l,n+~l,,-l+~2,n+~2,n-l~+~~~l,.+~2,n+~3,n+~~,.-l~ 
+S(2al,.+a2,n)+2S(al,.+a2,. + al,,-1) 
+S(al,n+al,n-l +a2,n-2)+2S(2al,n)+S(al,n+al,n-l) 
+S(al,n+a2,n+a3,n+a4,n)+S(al,n+a2,n+a3,n) 
+S(al,.+a~.+a3,n-l)+S(al,.+a2,n)+2S(al,.+a2,n~I) 
+ 2Wl,.). 
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Remark. The proof of Lemma 1.4 is not very difficult but it is quite tedious. The 
method is the same as in the previous lemma. However, since the weights in these 
modules are much larger, the computations here are much more involved. Once the 
decompositions are known, the high weights of these diagrams can again be deter- 
mined by (1). The only difficulty in determining the components of any of these 
modules comes in the decomposition of A4(V,). To find A4(V,) we find the com- 
ponents of A3(V,) @ V’, by using Lemma 1.4(2) and the Littlewood-Richardson 
Rule. Based on high weights and dimensions, there are two possible decompositions 
for A4(I/n). To eliminate one of these choices one only needs to use the indepen- 
dent result from the next section that H”(G,A4(V,)) = 0. The proofs of Lemma 
1.4(3) and (4) can be done without resorting to the Littlewood-Richardson Rule as 
follows: (I would like to thank the referee for pointing out this argument to me) To 
find the number of copies of the trivial module k that occur in the decomposition 
of a module of the form V@ W, consider the map V# 0 W-t Hom( V, W) given by 
sending C (x; @ Wi to C f,,, where I/# is the dual of I/ and (C f,,)(u) = C ai(U)Wi. 
This is an isomorphism. Under this isomorphism the copies of the trivial module 
k that occur in the decomposition of I/# 0 W correspond to equivariant maps 
from V to W. Since V, is self dual, the number of copies of k that occur in the 
decomposition of a module of the form V, 0 A4 is the same as the number of equi- 
variant maps from V, to M. Since V, is irreducible, the number of equivariant 
maps from V, to A4 is equal to the number of copies of I’, in the decomposition 
of M. Lemma 1.4(3) and (4) then follow from Lemma 1.3 and 1.4(2). This argument 
will be useful in later theorems as well. The rest of the details of Lemma 1.4 are 
omitted. 
2. Cohomology of SL(n, pbmodules 
The computations in this section are based on the determination of the high 
weights of the irreducible modules in the previous section. By results of Friedlander 
and Parshall (see [5, Theorem 6. l] and [4, Proposition 21) the ranks of cohomology 
modules can be computed in terms of the generalized exponents determined by these 
high weights. We determine the relevant generalized exponents, thereby obtaining 
the computations stated below. We summarize the computations of this section in 
the following theorem. Here Hi( , ; p) is the p primary component of the relevant 
homology group. 
Theorem 2.1. (a) For sz 1 andp>max{2n-s+2,ns+ l}, 
H,(SL(n, PI, C PI = Kw(~, PI, z/Pa = 0. 
(b) For n12 andp>(s+ l)n+ 1, 
ffsWh P), w, PI) = 
i 
0, s=o, 1,3, 
z,pz, s = 2 4 
3 . 
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(c) For ~213 andp>(s+2)n+ 1, 
(d) For ~224 andp>(s+2)n+ 1, 
: 
0, s=l,3, 
HS(SL(& P), S2(sl(n, P))) = Z/p& s=o,2, 
(z/pz)3, s = 4. 
(e) For n14 andp>(s+3)n+l, 
i 
0, s= 1,3, 
H$(SL(% PX ~3w(n, P))) = Z/p& s=o,2, 
(z/pz)3, s = 4. 
(f) For n25 andp>(s+3)n+l, 
1 0, 
s= 1, 
H,(SL(n, PI, ~2w(4 P)) 0 SK% PI> = Z/P& s=o, 
(Z/pZ)4, s = 2. 
(g) For nz5 andp>(s+3)n+ 1, 
H,(SL(n, P>, N) = 1 0, s=o, 1, (z,pz>3, s=2, 
where N= Ker{A2(sl(n, p)) 0 sl(n, p) + A3(sl(n, p))}. 
(h) For nr5 andp>(s+4)n+ 1, 
%(SL(& PI, ~4w(n, a>)) = 1 0, s=o, 1, (z,pz)2, s=2. 
(i) For nr4 andp>3n+3, 
ffo(Wn, PI, Ml = (z/Pz>3, 
where M=Aj(sl(n, p)) +A3(sl(n, p)) @ sl(n, p) + sl(n, p) @ S2(sl(n, p)). 
We will do our calculations in cohomology and then relate them to homology by 
duality. 
Our notation is the following: Let G be a simple, simply connected algebraic 
group defined and split over EP having root system @ and simple roots A = {ai}, 
where ai=Ei-E;+ 1. Let Q equal half the sum of the positive roots, A = 1 nisi the 
maximal root in @ +, v the maximal short root in @‘, and c(G) = max ni. For w in 
the Weyl group W and for any weight p, define the dot action of w on ,D by 
where w P’.o=- c (x. 
a>O, 
w(a)<0 
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Define p,(p) to be the number of maps f from the set of positive roots into the 
set of non-negative integers such that n = C f(a) and p = C f(a)a, i.e. p,(p) is the 
number of ways ,IJ can be written as a sum of n positive roots; C,, the bottom p- 
alcove, is the set of all XEE such that 
O<(x+@,a#>, cx~d, and (x+@,v#><p (a# = 2a/(a, a)). 
Also, for any weight ,U in the root lattice, c(p) is the largest coefficient of p when 
written as a sum of simple roots and 0(/l/Q) is the order of the quotient ,4/Q of 
the weight lattice II modulo the root lattice Q. 
We will compute generic cohomology groups via [5, Theorem 6.11, hereafter 
denoted Theorem FP, and relate these computations to calculations of the groups 
Hi(G(F,),M) using [4, Proposition 21, hereafter denoted Theorem F. 
Throughout this section, unless otherwise specified, we will assume that n is large 
enough so that the decompositions from Section 1 are valid. As remarked in Section 
1, we are also assuming that p is large enough so that all the weights of interest are 
in the bottom p-alcove. We will discuss specific bounds on p for Theorem 2.1 later 
in this section. 
To prove part (a) of Theorem 2.1 we note that k is a trivial SL, module of high 
weight 0. Now, w. 0~0 for all w in the Weyl group S,. Therefore d,(O) is 0 for all 
i. The size of p also depends on the dimension of the homology group, but we are 
mostly interested in H,(SL(n, p), Z/p?l) for small (15) i. We will examine the rela- 
tion between p and i later in this section. So assuming that p is large with respect 
to n and i we have, by Theorem FP, rank(Hi(SL,, k)) = 0. Therefore, H,(SL,, k) = 0. 
All of our decompositions in Section 1 have been over the algebraically closed 
field k. We wish to determine the cohomology of the finite group SL(n, p) with coef- 
ficients in various modules. To relate the computations for k to computations over 
iF, we use the following: 
Proposition 2.2. Let G, = SL, , Sp2,, or SO*,,+ 1; g, = the additive module of the 
associated Lie algebra; G(n) the associated finite group SL(n,p), Sp(2n,p), or 
SO(2n + 1, p); and g(n) the associated module over the finite group G(n). For i, 
s20, 
(i) Zf W(G,, @‘(g,))=k’, then 
WG(n), @ (g(n))) = WPZ)‘. 
(ii) Zf ZT(G,,A’(g,) @ Sj(g,)) = k’, then 
WG(n),A’(g(n)) 0 Sj(g(n))) = WP~)‘. 
Proof. By Theorem FP we have that NS(G,, @‘(g,)) is isomorphic to 
NS(G(n), @‘(g,)) under conditions which are satisfied in all situations under con- 
sideration in this paper. So 
HYG,, 0’ (g, )) = HYG(n), @ (g, )) = HS(G(n), @ (g(n) 0 0) 
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Similarly for (ii). 0 
= ff’(‘W), @ (g(n)) 0 k) = W(G(n), 0’ (g(n))) 0 k. 
By Theorem FP we get that H’(SL(n,p),Z/pZ) has rank 0. By the Universal 
Coefficient Theorem we get that H’(SL(n, p), Z; p) = 0 for ir 1. 
We now turn to (b)-(i). 
Proposition 2.3. For p 2 3 h - 3, 
Proof. Let U(g) be the universal enveloping algebra of a Lie algebra g of a simply 
connected algebraic group defined and split over Ep. In [6], Friedlander and Parshall 
show that, for pz 3h - 3, the cohomology of U(g) is an exterior algebra on homo- 
geneous generators in degrees 2mi+ 1, . . . ,2m,+ 1, where m,, . . . , mk are the ex- 
ponents of the root system of G. They also show that H*(U(g),k)r(A*(g#))‘. 
Then, if we know H*(U(g), k) we will have determined the invariants in the exterior 
algebra. Since H*(U(sl(n), k)) is known to be an exterior algebra with generators in 
odd (23) dimensions, by Theorem FP we get the theorem. 0 
To determine the invariants in other modules we look at the Young diagrams of 
the irreducible components of the modules. 
Proposition 2.4. 
~“wh PI, S2(sKn, PI)) = Z/P& 
ff”w&4 PI, ~2(an, PI) 0 SK4 P)) = Z/PC 
~“w44 PI, S2W4 P)) 0 SK% PI> = Z/PC 
ff”w44 PI, ~3w(n, P)) 0 sl(n, P)) = Z/PZ. 
Proof. For a G module M, if H’(G,M) #0, then the submodule generated by an 
element of H’(G,M) is isomorphic to k. So the invariants in a module are com- 
pletely determined by the number of copies of k that occur in the decomposition 
of the module into the sum of its irreducible components. By considering the decom- 
positions in Section 1 we get the proposition. 0 
We have an exact sequence 
0 + Ker -+ A2(sl(n, p)) 0 sl(n, p) + A3(sl(n, p)) + 0. 
Proposition 2.5. H’(SL(n, p), Ker) = 0. 
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Proof. Note that, due to the assumption on the characteristic, all exact sequences 
of G, modules we will consider are split. So long exact sequences in homology or 
cohomology will always break up. We will use this fact without further comment 
throughout the remainder of this paper. To prove Proposition 2.5, the exact se- 
quence above yields the exact sequence 
0 -+ H’(SL(n, P), Ker) + H’(SL(n, P), A2(sl(n, P)) 0 sl(n, P)) 
--f HO(SL(n, P), A3(sl(n, P))) + 0. 
Then Proposition 2.5 follows from Proposition 2.4. q 
We now compute some generalized exponents which, by Theorem FP, will deter- 
mine the ranks of the desired cohomology modules. For w E W= Weyl group, 
W(oi, j) = W(E; - Ej) = ~~(i) - &us(j) = +(E, - E,), where E, - E, > 0. 
In general, 
W((sil - &jl) + (Ei*-&j*) + '.' + tEikmEjk)) 
= f (E,, -&,,)f(&,,--E,,)f...+(&,,--E,,) 
= f(cl,,f . ..+a.,~,)~(a,+.'.+a,,_,)f...~(cx,+...+a,,_1). 
Let ,U be a positive root. 
Proposition 2.6. If p,( w - ,u) # 0, then 
p=+(cx,,+ . ..+a.,~1)+(ar,+...+a,,~~)~...~(ar,+...+(Y,,_,)+W-‘.O 
for some ri<si, 1 sir t. 
Proof. This is easy to see from the above remark since w-l. (w. ,u) = w-lw. (p) =p 
and w~‘~(w~,~)=w~‘(w~~)+w~~~O. 0 
Let S be the set of all dominant weights that occur as the high weights of the 
diagrams determined in Section 1. 
Proposition 2.7. For all weights p in S, except a,,, , d,(p) = 0. So H2(SL,, S(p)) = 0 
for these weights. In addition, H2(SL,, S(a,,,)) = k. Consequently, H2(SL(n, p), V,) = 
Up22 and HS(SL(n, p), S(p)) = 0 for all p # al,, in S. 
Proof. If p=(~i,~, then pl(w. ,u)#O implies, by Proposition 2.6, that ,u = 
f (a,+ ... + ar+$ )+w-l.0. So ~-w-‘.O=~((~,+...+cr,+,). But -w-‘.OrO. 
Since ,D=(Y,+...+cY~_,, if w-‘.O#O, then ~-wwl~O>+(cr,+~~~+~,+,). There- 
fore, P~(w.,u)#O * w=id. So d,(aI,.)=p,(al,.)=l. So by Theorem FP we have 
H2(SL,, S(a,,,)) = k and, by Proposition 2.2, H2(SL(n, p), V,) = UpZ. 
Let ,DES, ,D#cx,,.. Then ,U = C aiai, with ai > 0 for all i and ak > 1 for some k. 
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Let h(,~)=max(a;). Since --w-l .OzO, ,~-w-‘.O>p. If h(,~)=nz12, then 
P=(al+ .“+a,_*)+(ai,+“.+aiz+j2)+..‘+((Yi,+..’+(Xi,+j,) 
and m is the smallest integer such that this decomposition holds. Thenp - w-l. O>,D 
cannot be of the form 
f (a,, + “.+a,,_I)+-(a,,+~~~+a,,~,)~~~~~(a,,+~~~+a,,_l) 
for t<m. So ~,(w.p)=O for all WE Wand t<m. In particular, for PEE, ,~#a,,. 
we must have d,(p)=O. So by Theorems FP, F, and Proposition 2.2 we obtain 
Proposition 2.7. 0 
As a consequence of Proposition 2.7 we have 
Corollary 2.8. 
H2(SL(n, P)J2(sl(n, P))) = Z/PC 
ff2(SUn, P), S2(W, P))) = Z/PC 
ff2(SU4 p), n3w4 P))) = Z/P& 
ff2(SL(n, P), A2(sK4 P)) 0 sl(n, P)) = (z/Pz)4, 
H’(SL(n, p), Ker) = (Z/PZ)~, 
ff2(SU% P), ~4(sK4 P))) = wPi2)*. 
Proof. We need only count the number of copies of S(ar,,) = V, in each module. 
Then use Proposition 2.2. To get the result for the kernel, use the exact sequence 
shown earlier. 0 
Proposition 2.9. 
ff4wq7,m,,,N=k H4(SL(n, p), sl(n, p)) = ‘wpz. 
Proof. We first show that ~&(a,,,) = 1. Let p = (Y,,~. To do this we need the fact 
that if w # 1 and p2(w. p) #O we must have w = (r, r+ l), 1 < r< n - 1. The proof of 
this fact is similar to the proof of the preceding proposition and is omitted here. So 
p2( w. p) # 0 implies that 
Since1~r<n-1,therearen-2suchw’s.Now,(a~,~)=(cr,,i+a~,,),1<i~n-1,s~ 
there are n - 1 ways to write al,, as a sum of two positive roots, i.e. p2(cx,,,) = n - 1. 
This implies d2(cr,,n) = (n - 1) -(n -2) = 1 so that, by Theorem FP, H4(SL,, S(a,,,)) = k 
for nr2. By Theorem FP we have H4(SL(n,p), V,)=k and then Proposition 2.2 
gives us H4(SL(n, p), sl(n, p)) = Z/pZ. 0 
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Proposition 2.10. 
H4(SL,,S(al,,+al,,-,))=0, ff4w,,w1,, + a2,nN =o, 
H4(SL(n, p)J12(sl(n, p))) = upz. 
Proof. Similar to the above calculations one can show that d2(crl,n+~l,n- t)= 
p#) -p,((n - 1, n) . ,D) = 0 for n 2 3 and d2(cxl,. +a2, l)=O. All other necessary fac- 
tors are known. Now use Theorem FP, Lemma 1.4 and Proposition 2.2. 0 
Proposition 2.11. 
H4@L, Wa,,,)) =k, H4W+,, WI,, + a2,n- ,)I = k, 
H4W,, Sb)) = 0 
_forp=ffcxl,, +~l,n-l+~1,~29 a1,~+~2,~1+~1,~-1, or al,n+Cf2,r1+a3,~, 
ff4w4n, PI, S2Wh P>)) = WPZ13, 
H4W(n, P>,A3(Slh p))) = Gwm3. 
Proof. This is proved in the same manner as the previous propositions. 0 
By duality (see [2]), we have 
Putting this together with 2.3-2.11 we get the homology groups in Theorem 2.1. 
We now determine the bounds on p for Theorem 2.1. There are three factors that 
determine bounds on the prime p. The prime p must be large enough so that all the 
weights in question are in the bottom p-alcove. There are bounds on p determined 
by Theorem FP. Finally, p must be large enough so that generic cohomology is 
equal to the finite group cohomology as in Theorem F. 
For each coefficient module A that occurs in Theorem 2.1 there is a smallest 
kA E Z such that each weight of A is less than or equal to kAal,, . For example, 
kil+st(n, p)) = 2. 
We first find p so that all the weights in question are in the bottom p-alcove. A 
weight, x, is in the bottom p-alcove if 
O<(x+~,a#>, CXEA, and (x+@,v#><p. 
For SL, , 2~ = (n - l)a, + 2(n - 2)a2 + ... + i(n - i)ai + ... + (n - l)a, _ , . The maximal 
short root 1 equals the maximal long root v equals al + ... + CY,_ I. All the weights 
in question in this paper are dominant so the first condition is always satisfied. Since 
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xcy implies (x, v#><(y, v#>, if kAai,, is the bottom p-alcove, then so are all 
weights ofA. Now (k,al,.+@,(~1,n)#)=2kA+n-1. So we needp>n+2k,-1. 
The bound on p determined by Theorem FP is found next. Now c(SL,) = 1. 
Also, the Coxeter number h = n. Then 
2(p - 2h + 2)/(& v#> = 2(p - 2n + 2)/(1, A) =p - 2n + 2. 
The dimensions of interest depend on the coefficient module A. If we are interested 
in the cohomology in dimensions li we need to havep - 2(n) + 2 > i, orp > 2n - i + 2. 
The bound determined by Theorem F is found as follows: For SL,, 0(/l/Q) = n 
and c(A) = 1. Since each weight in A is s~~(Y~,~, we have CITY n. If we want 
the isomorphism in Theorem F for dimensions zzi, p must satisfy 1. n. i+k,n< 
p-l. Sop>(k,+i)n+l. 
To put this all together for a specific example let us use A =/l”(sl(n, p)). Then 
kA=2. We need p>n+2kA-l=n+3, p>2n-i+2, and p>(k,+i)n+l= 
(4 + i)n + 1. The most restrictive of these is the last. We leave the verification of the 
rest of the bounds (b)-(g). 
For the bounds in Theorem 2.1(i), note that we only use the decompositions of 
the modules A3(sl(n, p)) and S*(sl(n, p)) along with Proposition 2.3. So we need to 
have the weights for these modules in the bottom p-alcove and we need p 2 3n - 3. 
All weights in question are ~5a,,~. So if 5~,,~ is in the bottom p-alcove so are all 
the others. Therefore we need p > 10 + n - 1 = n + 9. For n r 4, the more restrictive 
bound is pr3n-3. 
This finishes the proof of Theorem 2.1. 0 
We can use Theorem 2.1 to determine the groups H,(SL(n, p2),F) where F= 
Z/pZ or Z as follows. There is an exact sequence 
0 --f sl(n, p) + SL(n, p*) --f SL(n, p) --t 1. 
We then get a Lyndon-Hochschild-Serre spectral sequence which has E2 term 
MSL(n, ~1, fW(n, P); Z/PO) * ff,, ,(SL(n, p2X Z/P~). (2) 
The groups H,(sl(n,p),Z/pZ) are obtained using the Kunneth Theorem, the co- 
homology of finite abelian groups (namely Z/pZ) and the fact that sl(n,p) is an 
elementary p-group. The decomposition below is as a GL(n, p) module and holds 
for p>2. It is also natural with respect to n. 
so 
Hs(sl(n, p), UpZ) = @ /l’(sl(n, p)#) 0 Sj(sl(n, p)#). 
i+2j=s 
H&Kn, PI, UPS) = @ A’(sl(n, PI> 0 S’(sl(n, ~1). 
i+2j=s 
So from Theorem 2.1 the E* term of the spectral sequence (2) looks like Fig. 5. 
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(n/pz)3 - 
I I I 
(n/pqZ - - (Upiq7 - 
I 7 I I 
@/pi# - - (n/pn)3 ~ - (;z/p7q7 
I Y I 7 I 
? P ~ (Z/pYq2 - ;’ - (n/pn)2 ~ I I 
7 7 ~ upn ~ I 7 ~ upn ~ I I 
0 0 0 0 O- 
Fig. 5. 
To find the groups H,(sl(n, p), Z) one uses the short exact sequence 
o-n-n’-z/pn-+o. 
Since sl(n, p) is a p-group, we obtain short exact sequences 
0 + H, (slh P), HI -+ H,(sKn, P), Z/pZ> --t H, _ ,(sl(n, p), z) + 0. 
In particular, we see that 
H,(sl(n, PI, Z) = W, P>, HzW@, P>, Z) = A2Wn, ~11, 
ff3(sb, PI, z) =~3Wn, ~1) 0 S2(W, ~11, 
HdsKn, P>, z) =A4Wh PI> 0 Ker(sKn, PI 0 A2(sKn, ~1) + A3Wh PI)}, 
and 
0 + H,(sl(n, PX Q + H&l@, PI, Z/PZ) -+ H,(sl(n, P), Z) + 0. 
Since H,(sl(n, p), UpZ) is completely reducible, the last exact sequence splits. Since 
Z--4GU~, PI, ff&Kn, P), 0 = 0, we get 
fWW, ~1, fMW, ~1, z)) = f4dSUn, P>, H&KG I?), Z/P~)). 
Then the E2 term of the spectral sequence 
H,(SW, PI, HMn, PI, n’); P) * H,, ,(SL(n, p’), Z; p) (3) 
looks like Fig. 6. 
Remark. Evens and Friedlander [3] computed many of the entries in the spectral se- 
quences (2) and (3). Their bounds were stronger than those given here. 
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(Z/piq3 - 
I I I 
7 7 
- (Z/pzy - 
I I 
(z/pzy - 
7 
- (Z/p7q2 - -(Z/p@ 
I I 7 I 
upn ~ 
7 
___ upn ~ 
I I 
7 7 
___ upn ~ 
I 7 
___ upn ___ 
I I 
0 0 0 0 O- 
Fig. 6. 
Theorem 2.12. For nz 5 and p> 5n + 1, 
Hi(SW, P2X C PI = 
and p2 i o(Hj(SL(n, p2), Z; p) sp6. 
- 
Proof. Let SL(n, p2) = Ker{GL(n, p2) e U(Z/p2Z)}, where U(Z/p2Z) is the 
group of units of Z/p2Z. There is an exact sequence 
0 + sl(n, p) --f SL(n, p2) 2 GL(n, p) + 1, 
where rc is induced by the canonical map Z/p2Z + Z/pZ. GL(n, p) acts on sl(n, p) 
by conjugation. Evens and Friedlander [3] use the spectral sequence 
H,(GL(n, P),H,Wh PI, z/P0 * H,+,(SL(n, P2>, z/Pn) 
to determine Ki(Z/p2Z) for i= 3,4. To do this they compute the differential d2,2 in 
this spectral sequence. We compute the differentials in our spectral sequences (2) 
and (3) by comparing them to the differential computed by Evens and Friedlander. 
There is a map of spectral sequences is,, 
H,(GL(& Ph H&w& Ph z/Pz)> 
ffs(SLh PI, Ht(sl(n, PI, n/Pm 
induced by the inclusion of SL(n,p) into GL(n,p). There is a short exact sequence 
l-tSL(n,p)+GL(n,p)-*~;,*-*l. 
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If A4 is an EP[GL(n, p)] module we have a Serre spectral sequence 
H,(F,*, H,(SL(n, P), M)) * H,+,(GL(n, P), M). (4) 
The groups H,(SL(n, p), M) are all p-groups so H,(E;,*, H,(SL(n, p), M)) = 0 for 
r>O. So the spectral sequence (4) collapses and we have 
He@;,*, H,(SL(n, p), M)) = H,(GL(n, p), M) for all s? 0. 
So H,(GL(n, p), M) is a quotient of H,(SL(n, p), M) for all s. From [3] we know that 
%(GL(n, P), H,(sl(n, P), Z/PZ)) = (Z/M2, 
H,(GL(n,p),Hz(~l(n,p),~/p~))=(L/p~)~, 
and the differential &‘(Z/pZ) in this spectral sequence is an isomorphism. From 
Theorem 2.1 we know that 
and 
So the maps iO, 3 and i2, 2are also isomorphisms. Therefore the differential &.Z/pZ) 
must be an isomorphism. Similarly, the differential d&(Z) in the spectral sequence 
must be non-zero. From the E3(Z) term of the spectral sequence we see that 
H3(SL(n, p2),Z;p) is either (Z/PZ)~ or Z/p’Z. From the E3(Z/pZ) term we get 
H3(SL(n, p2), Z/pa; p) = ZVpZ. By the universal coefficient theorem we get 
H,(SL(n, p2), z; p) = iz/p2z. q 
3. The symplectic group 
In this section we will determine the irreducible components of certain modules 
over Sp,, . We will use results of Koike and Terada [9] to determine the irreducible 
components of tensor products of Sp,, modules. 
Denote the Young diagrams corresponding to the irreducible representations of 
the groups GL,, SP,, and S02,+1 by PGLW PS~(Z,,) and PUSO(~~+~), Koike and 
Terada show that for fixed Young diagrams ,~d(~) and rGcnj, where G(n) is Sp(2n, C) 
or SO(2n + 1, C). 
(1) The decomposition of ,u~(,,) @ So(n) into irreducible constituents (given by 
Young diagrams) become stable for n 2 max{d(p), d(r)), where d(p) is the depth of 
the Young diagram p and 
(2) the decomposition for each rank can be obtained by the stable formula. 
Koike and Terada prove a theorem (the Character Interrelation Theorem) which 
Young diagrammatic methods 91 
consists of construction and restriction rules. The construction rule tells us how to 
find the Young diagrams for the modules in GL,, (resp. GL2,,+r) which lie over a 
given diagram for Sp,, (resp. SO,,,+, ). The restriction rule tells us how to deter- 
mine the restriction of any irreducible GL,, (resp. GLz, + r) module represented by 
a Young diagram to Sp,, (resp. SO,,,.,). W e will use the construction and restric- 
tion rules to determine the irreducible components of tensor products of Sp,,(k) 
modules as follows: Let ,D and h be partitions of not more than n parts and let psP 
and Asp denote the corresponding irreducible representations of Sp,,(k). We use 
the construction rule to write psP and ASP as signed sums of irreducible for GL,,(k). 
Using the Littlewood-Richardson Rule we can decompose the tensor products of 
these GL,,(k) modules. We use the restriction rule to restrict the resulting com- 
ponents of the tensor product to Sp,,(k). This process gives us the irreducible com- 
ponents of psP 0 Asp. 
We now begin to determine the irreducible components of some tensor products 
of irreducible Sp,, modules. 
Lemma 3.1. The diagram corresponding to the adjoint representation sp2n of Sp2, 
is PIs,. 
Proof. Consider the Young diagram [2]sP. The high weight of a module which cor- 
responds to a diagram a’ = (a,, (x2, .. . , ak) is given by 
;jI, (Xi&i. (5) 
This formula can be easily derived from (1) since wi= cr + ... + E;. Then the high 
weight of the module corresponding to [2]s, is 2~~. Now, sp2n is an irreducible 
module for Sp,, with high weight equal to the long root 2a, + 2a2 + +.. + 2o,,_, + a,, = 
2~~. Therefore the Young diagram for sp2n is [2]s,. 0 
As in Section 2, we will assume that p is large enough so that all weights lie in 
the bottom p-alcove. 
Lemma 3.2. For nz2, 
A2(sp2,) = 13, lls, + ]21,, = S(2e, + (c, + E2N + WE,). 
S2(sp2,) = [HIS, + [221~p + [121sp + idsp 
= S(4&1) + S(2(&1 + &I)) + S(q + El) + k. 
Proof (This approach was suggested by the referee). By the Littlewood-Richardson 
Rule, L&X 0 [~IGL = 141~~ + ]3, llot. + ]2210r. Comparing dimensions we see that 
n2(]210,) = ]3,11~~ and S2Wld = 141~~ + P21,~. 
Since the restriction of [2],,(,,,) is [2]Spc2nj, we obtain the proposition by applying 
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the restriction rules to A2([2]o,) and S2([2]&. Let ,u~L = [4l,L. Then LRg,T f0 - 
occurs only if x=(O). Then r=,u. So [4]oL= [4]s,. For rlloL= 13, ll~L, 2x= 121 or 
[O]. 231=[2] means that 2x=[l’]. Then r=[2] or r=[121. Now [1210LO[210~= 
13, II,, + 12, 121GL and [12]oL@ [12]oL= [2, 121G,_+ [14]oL+ [22]GL. If 231= [0], then 
s=p. So 13, II,,= [3, llsp+ [21,,. Similarly, [22]GL = [22]sP + [12]sP + [O],, . There- 
fore, A2wls,) = 13, Us,, + PI,,, and ~2~~&p) = [4l,, + P21sp + t121sp + UG,. 0 
The remaining results of this section are determined in a manner analogous to 
Lemma 3.2. We summarize the results below. 
Lemma 3.3. (1) For n 2 3, 
A?SPWZN 0 SPY = ~5, ii,, + 14, asp + [4,12isp + 1321~~ + [3,2,11,, + 2141,~ 
+ 313, ll,, + w21sp + t2, 121s, + 2[121sp +2Plsp + MS, 
= S(4&, + (El + Ez)) + S(2&, + 2(&, + Ez)) 
+ S(2&, + (&I + &2) + (E, + Eg)) + S(2&, + (E, + &I) + 2E2) 
+ S(2q + (Ed + c2) + (Ed + Q)) + 2S(4&,) 
+ 3S(2q + (E, + Q)) + 2S(2(q + c2)) 
+ S(2&, + (&2 + EJ)) + 2S(&, + &2) + 2S(2&,) + k. 
(2) For n13, 
n3(sPwa = t4, 121sp +[3*lsp + [41,, + [3, llsp + [2*lsp + v21sp + PI,, 
= S(2&, + (El + &I) + (E, + Ej)) + S(2&, + (El + E2) + 2E2) + S(4-51) 
+ S(~E, + (E, + c2)) + S(2(q + c2)) + S(E~ + c2) + k. 
(3) For n 14, no copies of the trivial module k occur as summands in the decom- 
position of A3(sp(2n)) 0 sp(2n). 
(4) For II r 3, no copies of the trivial module k occur as summands in the decom- 
position of S2(sp(2n>) 0 sp(2n). 
Remark. One can obtain these decompositions by applying the restriction rules to 
the statements 
n2([21,,) 0 PIGL = 1% II,, + [4,2lGL + 14, 121ciL + [321GL + t392,llGL. 
/13wGL) = [4, 121,L + [321ciL. 
/13G?lGL) 0 t%_ = [5,31~L + [5,2,11,, + 2[4,3,1lc~ + 16 121,, 
+ 14,2,12iGL + 132, 2iGL + 15, h,. 
S2([21,,) 0 L’IGL = 2[4,21,, + [3,2,11,, + P31,, + 161~~ + [~,~IGL. 
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4. Cohomology of Sp(2n, p)-modules 
In this section, as in Section 2, we will compute some generalized exponents, this 
time for SpZ,, and, using Theorem FP and F, we will determine the cohomology 
of Sp(2n,p) with various Sp(2n, p) modules as coefficients. We summarize the 
results of this section in the following theorem: 
Theorem 4.1. (a) For s> 1 and p> max(4n + s - 2,4s}, 
H,(SP(2% P), z; PI =H,(Sp(2n, PI, z/Pa = 0. 
(b) For n?2 andp>max(2n+1,4n+s-2,4s+2}, 
XXSP(2Q la), SP(2% P)) = 
l 
0, s = 0, 1,3,4, 
z,pz 
3 s=2. 
(c)For nz2 andp>max(2n+3,4n+s_2,4s+4}, 
H,(SP(2& P), A2(SP(2& I?))) = 
t 
0, s=o, 1,3, 
z,pz , s=2. 
(d) For nz2 andp>max{2n+3,4n+s-2,4s+4}, 
H,(Sp(2n, P), S2(sp(2n, P))> = 
i 
0, s= 1,2, 
z,pz ) s=o. 
(e) For ~113 andp>max{2n+5,4n+s-2}, 
H,(SP(2& P), A3(sp(2n, PII) = 
i 
0, s-1,2, 
z,pz, s = o 
(f) For n?3 andp>(2n+5,4n+s-2}, 
0, s= 1, 
H,(Sp(2n, P)J2(Sp(2n, p)) 0 sp(2n, P)) = UC s=o, 
(Z/pZ)$ s = 2. 
(g) For nr3 andp>max{2n+5,4n+s-2}, 
H,(Sp(2n, p),K) = 0, for s = 0, 1, 
where K= Ker{A2(sp(2n, p)) 0 sp(2n, p) -+ A3(sp(2n, p))}. 
(h) For nz5 andp>4n+s-2, 
H,(Sp(2n, p),A4(w(2n, p))) = 0, s = 0,l. 
(i) For nz3 andprh-3, 
f&(Sp(2n, p), M) = 0, 
where M=AS(sp(2n, p)) 0 [A3(sp(2n, p)) 0 spW.5 PII 0 LS2(spW P)) 0 spCh PII. 
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The proof of Theorem 4.1 is similar to that of Theorem 2.1. The only difficulty 
in the proof of Theorem 4.1 occurs in the proof of part (b) with r = 4. To prove this 
we need a simple lemma. 
Lemma 4.2. For WE W=S,x(Z/2Z)“,p,(-w.O)#O H w=((l),(i,i+ 1)) or (f”,id), 
wheref”=(l,l,..., l,-1)~(2/2Z). 
Proof. The proof is similar to those in Section 2. Cl 
As in the previous sections we assume that p is large with respect to n. 
Proposition 4.3. For n 2 2, H4(Sp(2n, p), sp(2n, p)) =H4(Sp(2n), S(~E~)) = 0. 
Proof. Let w=(a,z)~S,x(Z/2Z)“. Suppose pl(wP’. 2&,)#0. Then w-l. 2~~ =A, 
where ,I = 
(i) (ei + Ei) + (.z,f 6,) for some i<j, r<s, 
(ii) (Ei f ~j) + 26, for some i<j, or 
(iii) 2&i + 2&j. 
Then w(A)= 
(i) (X0(i)&(i) +xf3(j)e0(j)) + (X0(@,(,) fXO&,(,)) for i<j, r<s, 
(ii) (X0(i)E0(i) *xc$j)EO(j)) + 2X,(,)&,(,) for i<j, or 
(iii) 2X,(j~&,(i) + 2X~(j~&~(j) for ir j. 
Now w(A)-p=-w.O= 
(0 (Xo(i)Eo(i) *xc(j)&O(j)) + (XO(r)EO(r) +X+)&C(T)) - 2E1 
(3 (X,(;)&(i) kxc(j)eo(j)) + 2X,(,)f%(,) -2&i T or 
(iii> 2Xo(i)Eo(i) + 2xo(j)Eo(j) - z&1. 
Consider case (i). Since -w .OZ 0, the root in (i) must be LO. So we need at least 
one of a(i), a(j) = 1 with its corresponding coefficient = 1 and at least one of (s(r), 
a(s) = 1 with its corresponding coefficient = 1. Suppose a(i) = a(r) = 1. Then -we 0 = 
* xo(j)Eo(j) f Xf7(r)Eo(r)* So either -w ~0 = 0 or pl(- we 0) # 0. By Lemma 4.2 we have 
w=id, w=(f”,id) or w=((l),(i,i+ 1)). 
For case (ii) we need a(r) = 1, x0(,) = 1. Then - w * 0 = Xo(i)Eo(i) + Xo(j)Eg(j), SO we 
get the same cases as in (i). 
For (iii) we need either a(i) = 1 or a(j) = 1 and both x0(j) = 1 and X~cj, = 1. Then 
--We 0=2&,(j), so we get that w = (f”, id). 
Therefore, p2(w. 2~~) # 0 only if w = id, w = (f”, id) or w = ((l), (i, i + 1)). Now if 
w=id, thenp2(~~2~1)=p2(2&,)=p2((~,+&,)+(&1-~i))=n-1. If w=(f”,id), then 
p2(w. 2~~) =p2(2c1 - 2.5,) =p2(2(c1 -E,)) = 1. If w = ((l), (i, i + l)), then p2(w. 2~~) = 
p2(2~1-(~,-~Ei+1))=pZ((~1-~i)+(~,+~i+1))=l, forall2ri<n-l.Therearen-2 
such i’s. Therefore, c&(w.~E~)=(~- 1)-(1)-(n-2)=0 for n12. So, by Theorem 
F and FP, we have, for n 12, 
H4(Sp(2n, PX SPw4 p)) = H4(SP(W, W&1)) = 0. 
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There is an exact sequence 
0 + sp(ln, p) --f Sp(2n, p2) --) Sp(2n, p) --f 1. 
The E2 term of the spectral sequence 
ff,(SP(% P),f&(SP(2% p), Z/pZ)) * ffr+,(SP(24 p2x Z/pZ) 
looks like Fig. 7. 
(6) 
Fig. I 
The E2 term of the spectral sequence 
ffr(SP(24 P),fwP(24 PX z; P)) * ffr+,(SPW P2X c P) (7) 
looks like Fig. 8. 
Fig. 8. 
We next calculate the differentials in these spectral sequences. 
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5. The homology of Sp(Zn,p’) 
In this section we will compute the differential C@ in the spectral sequence of 
Section 4. We will compute this differential by relating it to the differential dzk via 
the ‘hyperbolic’ map. From the spectral sequence we will then obtain the groups 
Hi(Sp(2n, p2), UpiZ) for 15 is 5. 
Let h : GL, -+ Sp,, be the ‘hyperbolic’ embedding of algebraic groups sending a 
matrix A E GL, to the matrix (i $)) where t(A) = (AT))‘, the transpose inverse of 
A. Let g : sp2,, + M, be the map of GL,-modules given by sending the matrix ($ i) 
in sp2n to the matrix A - DT in M,, . The map g induces maps g* : H’(sP~~, Z/pZ) + 
H’(M,,Z/pZ). The hyperbolic map, along with the maps g*, induces a map of 
spectral sequences: 
g “‘: ff’(SpdF& f%p2,,, Z/pZ)) + H’(GL,&,), HS(Mn, Z/pZ)). 
As seen in Section 2, Evens and Friedlander use the spectral sequence 
K(GL(n, ~8,K(sl(n, P), C P)) * H,+,(SL(n, p2>, & PI 
to determine Ki(Z/p2Z) for i = 3,4. We have seen that the entries in this spectral se- 
quence are quotients of the entries of our spectral sequence 
K(SL(% P),H,(sl(n, P); 0 P) * H,+,(SL(n, P2X & P). 
The hyperbolic map h : GL(n, p) + Sp(2n, p), the map T: M,, + sp(2n, p) given by 
and the inclusion map sl(n, p) + M, give us a commutative diagram 
0 - SPm4 PI - W2n, p2) - SP(Q P) - I 
T i . 
0p]pGL(j,p2)-GL([&- 1 
0 A sl(n, PI - SL(n, p2) - GM PP) - 1. 
Now, sl(n, p)#~ sl(n, p), M,” zM,, and sp(2n, p)#~sp(2n, p). We then have maps 
dual to the above ones; r: A4, -+ V,, , the restriction map dual to the inclusion map 
and g : sp2n + M, , dual to T. The restriction map yields a map of spectral sequences 
r” f : HS(GL(n, p), H’(M,, Z/pZ)) + HS(GL(n, p), H’(sl(n, p), Z/pZ)). 
As an Sp,, module the space M2,, decomposes as 
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M2n = w2n 0 c 
where C consists of those matrices X satisfying XTJ JX, where 
J= 0 In 
L 1 -I, 0 . 
The decomposition is as follows: the matrix (G i) in M2,, decomposes as the sum 
1 A-DT 
? C+CT D-AT [ 
B+BT 1 A+DT 
1 I 
B-Br 
+- 
2 C-CT 1 D+AT ’ 
The projection map associated to this splitting induces a map 
proj : H3(M2,, Z/pZ) --t H3(sp(2n, p), UpZ). 
The canomcal embedding i: Sp,, + GL2, and proj induce a map 
.0T3 J : H”@Lz,&d,H3W,,, Z/P~)) + H”(S~,,(F,), H3(sp(2n, P), Z/pZ)). 
Define the map 4”’ to be the composite 
g “f OJ “,’ : HS(GL2&), H’(M,,, Z/pZ)) --t HS(GL&), H’(Mn, Z/pZ)). 
Define the map f”’ to be the composite rs,‘oq”‘, i.e. 
f”’ : HS(S~,&), H’(sp(2% ~1, Z/PZ)) -+HSW&,,), H’(sl(n, P), UpZ)). 
Proposition 5.1. For p<3 and n>2, the map 
f”.3 : H”(Sp,,,(F,), H3(sp(2n, P>, Z/PZ)) + H°K%,&J, H3(sKn, PX Z/PZ)) 
has image of rank 2. In fact, f0,3 is an isomorphism. 
Proof. We will prove the proposition by showing that r”,30q013 has rank 2. Now, 
H3(M*,,~/p~)=A3(M2n)~Mz, 0 M2,,, so 
ff”W2n,H3W2n, Z/P~)) =H”(‘%,,A3(M,,)) + H”(GL2,,M2, 0 M2n). 
But M2n @ M2,, =A2(M2,) + S2(M2,), so 
H”(GLz,,M2n +Mz,) =H’(GL,,, S2(M2,)) + H”(GLw’12(M2,,)). 
From [3] we have that 
so 
H”(GL2,,A2(M2n)) = H”(GL2,,A2(sl(n, P))) =O, 
ff’(GLzn, ff3&f2,,, Z/PZ)> = H”GL2,,A3W2,>) + H’(GL,,, S2(M2,)). 
TO prove the proposition we need the following: 
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Lemma 5.2. For p> 3 and r> 3, H”(GL,,A3(A4,)) is generated by 
c eij A ejk A ek; + C ei; A ejj A h, 
ifjfkfr i<j 
where h, = eii - ejj and H’(GL,, S2(A4,)) is generated by 
(C euoeji- C e;ioejj) and (C ejjoejj+2 c eiioejj). 
i<j i<J i i<j 
Proof. Let z E H’(GL,, S2(M,.)). Using the action of the torus we see that z is of the 
form 
C aueuoeji+ i;j bije;iOejj+ C cie;iOei;. 
i<j i 
Let 0 E S,, the symmetric group on r elements, contained in CL,. Then o fixes z. 
Using permutations sending i to i’, j to j’ and k to k’, we see that the coefficients 
are independent of the indices, i.e. aij= a, b, = 6, Cij= c for all i, j. Let Xij= 
I,. + eij E GL,. The coefficient of eji 0 ejj in xiJ (z) - z is -au - b, + 2Cj. Therefore b = 
2c-a. So 
Z= t2 C ei,Oe,i- C ( eiioe,- + C C ejiOei;+ 2 C e,,O ejj . i<j i<j > ( i i<j > 
Now, 0 + sl, 4 M,. 4 F + 0 and H’(GL,, F) = 0 imply that H’(GL,, A4,.) = Z/pZ. 
There is a short exact sequence 
wherep(A oB) =Tr(A)B +Tr(B)A. This short exact sequence yields H’(GL,, S’(M,)) = 
(Z/PZ)~. This proves the second part of the lemma. The proof of the other part of 
the lemma is similar. 0 
The proposition follows by computing the map 4 on generators as follows: 
: 
eij, for i, jln, 
g(eij) = for i, j>n, and g(e,;)= yL,_ 
i<n, 
-ej_n,;_n, 
0, otherwise. 
I r&-n, i>n. 
So goj=g. Let g represent goP3. Then 
= g 
( 
C e,-0 eji+ C evoeji+ C eijOeji 
i<jsn i5ll ncrcj > 
ncj 
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where I=i-n, J=j-n, 
Similarly, 
and 
g(C e;i”ejj)= - C eiiOe;i, g(C ei;Oeii)=2 C ei;Oeii 
isn 
eij A ejk A eki t C eii A ejJ A hij 
i<j 
=2 i j~~neijnejkAeki+i~ne;iAejjAhij +O- , , > 
SO, if ~1 = C eijoe,i, z2= 1 eii~ejj and z~=C e,,oe,, in S2(M2,) and Zl, Z2 and 23 
represent the same elements in S2(M,,), then g(zl - ~2) = 22t+ 23, and g(z3 + 2.~2) = 
2~~ - 2~~ = 0. The map 
r”,3 : H”(GL,(E,),H3(M,,, Z/pZ)) -+ H’(GL,(F,), ff3(sl(n, p), z/pz)) 
is the map 
-+ H”(GL&),A3(sl(n, P)) 0 (~0, PI 0 sb, P>)). 
This map is clearly onto. The image of goq3 oj”,3 IS generated by g(z, - z2) = 2~~ + Z3 
and g(y) = 2y, where 
Y= c .?v Aejk A eki i- c eij A ej; /\ h, . 
i<J, ksn i<jsn > 
From the short exact sequence 
0 + S2(sl(n, p)) + P(A4,) --t A4” + 0, 
we get the short exact sequence 
0 + H’(GL,, S2(sl(n, p))) -+ H’(GL,,, S2(M,,)) -+ H”(GL,,A4,) --t 0. 
Since 0 -+ sl(n, p) + AI,, + IF + 0 is a short exact sequence and, by [3], 
ff”W4n, P), sKn, ~1) = 0, 
we see that this exact sequence reduces to 
0 + H”GL(n, P>, S’(sl(n, 14)) + H’(GL(n, p), S2(M,)) + H’(GL,?, E) --f 0. 
Since 22, + z3 is not in H’(GL(n, p), F), its restriction to H’(GL(n, p), S2(sl(n, p))) is 
non-zero. So the image of qo93 is 2-dimensional, generated by the image of y in 
H’(GL(n, p), A3(sl(n, p))) and the image of z1 - z2 in H’(GL(n, p), S’(sl(n, p))). The 
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two non-zero images of these elements are clearly independent, so the image of f”,3 
has dimension 2. In particular, since 
H0(SP(2% P), H3(sp(2n, P), J!/PZ)) = (U@ 
and 
H’(GL(n, P), H3(sl(n, P), Z/P~)) = (Z/P~)~, 
we have that fo33 is an isomorphism. 0 
Evens and Friedlander have calculated the differential d$? for the sl(n,p) spec- 
tral sequence. They determined that the differential c/~~(Z’/~Z) is an isomorphism. 
We wish to determine the differentials d2,* in the E2 terms of the spectral sequences 
(6) (see Fig. 7) and (7) (see Fig. 8). 
Lemma 5.3. The differential d$(Z/pZ) is an isomorphism and the differential 
dp2(Z) is a monomorphism. 
Proof. Let Sp = Sp(2n, P), sp = sp(2n, P), GL = GL(n, p), and sl= sl(n, P). Then we 
have the diagram 
ffO(SP, ff3(SP, z/Pa) 
d$3 
- ff2@P, ff2(SP, UPZ>) 
1 d$ 1 
H’(GL, H3(sl, Z/pZ)) ____* H2(GL, H2(sl, Up??!)). 
Now, foy3 is an isomorphism and d,$ . 1s an isomorphism. Therefore, dib3 and f232 
must also be isomorphisms. Transferring to homology by duality we have that 
d;p2 : H,@P, ff,(sp, B/pQ) + &,(SP, H,(sP, UPQ) 
is an isomorphism. The short exact sequence 
P 
&%Z+Z-Z/pZ+O 
yields short exact sequences 
0 + H*(sp, Z) 2 H*(sp, UpZ) + H, _ i(SP, Z) --f 0. 
So, in homology, we have short exact sequences 
0 + ffs(SP, fmP, a) + MSP, ~t(SP, Z/PZ)) + ffs@P, ff& l(SP, a1 + 0. 
From these sequences we get commutative diagrams 
K(SP, HASP, 0) + %2(SP,K+*(sP,Q) 
p* 
I i 
p* 
H,(SP, H,(sp, Z/PZ)) - ff-,(SP, fft, l(SP, Z/PZ)). 
Young diagrammatic methods 101 
In particular, we have the commutative diagram 
$2 
’ Ho(SP, ff3(SP, a> 
p* I I p* 
d2 2 
HASP, H,(sP, ~/PZ)> - Ho(Sp, HASP, Z/P~)). 
Since H2(sp, Z) is a summand of the completely reducible H2(sp,Z/pZ) we have 
that P, : H2(Sp, H,(sp, Z)) + H,(Sp, H,(sp, Z/pZ)> is a monomorphism. Since 
d$(Z/pZ) is an isomorphism we must have that dp2(Z) is a monomorphism. q 
So the EZ term of the spectral sequence (7) looks like Fig. 9. 
0 
I I 
0 0 0 0 
Fig. 9. 
Lemma 5.4. The differential d:‘#/pZ) is a monomorphism. 
Proof (Suggested by the referee). We work in cohomology and then dualize. We 
have seen that H’(Sp, H3(sp, UpZ)) = (;Z/PZ)~ and H2(Sp, H2(sp, Z/pZ)) = (Z/pZ)*. 
Let /3 be the bockstein arising from the exact sequence 
0 + n/pn --f z/p2z + n/pn -+ 0. 
p induces a map of spectral sequences 
p : (E;‘, d) + (I?;: d”), 
where I?;“- - H’(Sp, Hs+ ‘(sp, H/pZ)). In [3, Lemma 11.51 it is shown that, up to 
sign, one has 
We have shown that ds”;, is an isomorphism. The image of p: H2(sp,Z/pZ) + 
H3(sp, Z/pz> contains A2(sp). But, H2(Sp, H3(sp, Z/pz)) = H2(Sp,A2(sp)). So 
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p: Eis2 + Efa3 is onto. Therefore, ds”;p is onto. By duality, c/z: is a monomorphism. 
0 
Then the E3 term of the spectral sequence (6) looks like Fig. 10. Therefore, the 
we have the following: 
Fig. 10. 
Theorem 5.5. For n 5 5 and p 16n - 3, 
i-1,2,5, 
i=3,4, 
Hi(Sp(2n, P2),z; P)’ 
i= 1,2,4,5, 
i= 3. 
The proof of Theorem 5.5 is immediate from the E3 term of the spectral sequence 
and the Universal Coefficient Theorem. 
6. The orthogonal group 
In this section, as in Sections 1 and 3, we determine the irreducible decomposi- 
tions of certain SOzn+ 1 modules. 
Koike and Terada [9] prove that the stable formulas for the decomposition of 
modules over Sp can be turned into decompositions for SO by transposing the 
diagrams. 
Lemma 6.1. The diagram corresponding to the adjoint representation so2,, + I of 
so 2n+l is [12],,. 
Proof. Same as Lemma 3.1. 0 
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As in the previous sections we will assume that p is large enough so that all primes 
lie in the bottom p-alcove. 
The following decompositions are determined by inverting the diagrams for the 
Sp,, decompoisitions. The dimensions of these modules can be found by the Weyl 
dimension formula. We state the results. 
Lemma 6.2. (1) For n 5: 3, 
k(SO(2n + 1)) = [2, P]so + [12]so = S((E, + E2) + (Er + Es)) + S(E, + EZ). 
(2) For n 2 4, 
S2(so(2n + 1)) = [141,0 + v21so + PI,, + m, 
= S((E1 + &2) + (Ej + E4)) + S(2&, + El)) + S(2q) + k. 
(3) For nr5, 
k(so(2n + 1)) @ so(2n + 1) 
= 12, 141so + v2, 121,, + [3, 131,, + P31so + [3,2, llso + w41so 
+ 312, 121so + W21,, + [3,11,0 +2Plso + W21 + [Olso 
= S((EI + El) + (E, + q) + (E4 + Eg)) + W(E, + E2) + (E3 + E4)) 
+ s(2&, + (E, + El) + (E3 + E4)) + s@, + 2E2 + z&3) 
+ S(2(E, + 82) + (El + E3)) + 2S((E, + E2) + (E3 + E4)) 
+ 3S((&, + E2) + (El + Ej)) +2%2(&l + E2)) + S(2E, + (El + EZ)) 
+ 2S(2&,) + 2S(E, + EJ + k. 
(4) For nr4, 
A3(so(2n + 1)) = t3, 131so + P31so + v41so + P, 121so + P21so + t21so + m, 
= S(2&, + (E, + c2) + (E3 + E4)) + S(2&, + 2E2 + 2~~) 
+ NE1 + E2) + (E3 + E4)) + WE, + -53) + @2 + E3)) 
+ S(2(q + c2)) + S(~E,) + k. 
(5) For n ~4, no copies of the trivial module occur in the decomposition of 
A3(so(2n + 1)) @ so(2n + 1). 
(6) For n 24, no copies of the trivial module occur in the decomposition of 
S2(so(2n + 1)) @ so(2n + 1). 
7. Homology of SO(2n + 1, p)-modules 
In this section we determine the cohomology groups of SO(2n + 1, p) with coeffi- 
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cients in the modules of Section 6. Again, we do this by computing some generalized 
exponents. We then find some cohomology of SO(2n + 1, p2). We summarize the 
results in Theorem 7.1. 
Theorem 7.1. (a) Forsrl andp>max{4n+s-2,4s+l}, 
HJSO(2n + 1, p), Zi; p) = HJSO(2n + 1, p), Z/pZ) = 0. 
(b) For nr2 andp>max{4n+s_2,4s+2}, 
fqw2~ + 1, P), son + 1, P)) = 
t 
0, .s = 0, 1,3,4, 
z,pz 
) s=2. 
(c)For n13 andp>max{4n+s-2,4s+3}, 
H,(S0(2n+ 1,p)J12(so(2n+ l,p)))= 
i 
;,pZ, =; lY3, 
(d) For nz-4 andp>max{4n+s-2,4s+3}, 
ff,@0(2~ + 1, PI, S2(so(2n + 1, PII) = 
t 
0, s= 1,2, 
z,pz 
) s=o. 
(e) For n14 andp>max{4n+s_2,4s+4}, 
ffJW2~ + 1, P)J3w2n + 1, P))) = 
i 
0, s= 1,2, 
z,pz 
) s=o. 
(f) For nz5 andp>max{4n+s_2,4s+4}, 
: 
0, s= 1, 
HJSO(2n + 1, p), A2(so(2n + 1, p)) 0 so(2n + 1, p)) = Z/p& s = 0, 
(Z/pZ)2, s = 2. 
(g) For nr5 andp>max{4n+s-2,4s+4}, 
MSO(2n + 1, P), K) = l 0, s=o, 1, Cz,paj2, s=2. 
where K=Ker{A2(so(2n+ 1, p)) 0 so(2n + l,p)+A3(so(2n+ l,p>)}, 
(h) For nz6 andp>max{4n+s_2,4s+5}, 
HJSO(2n + 1, p),A4(so(2n + 1, p))) = 0, s = 0,l. 
(i) For nr4 andp>6n-3, 
H,(S0(2n + 1, p), M) = 0, 
where 
M=A5(so(2n + 1, p)) 0 [A3(so(2n + 1, p)) 0 so(2n + 1, p)] 
@ [S2(so(2n + 1, p)) 0 so(2n + 1, p)]. 
The proof of Theorem 7.1 parallels those of 2.1 and 4.1. We omit the details. 
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There is an exact sequence 
0 -+ so(2n + 1, p) + SO(2n + 1, p2) + SO(2n + 1, p) + 1. 
The E2 term of the spectral sequence 
H,(SOW + 1, p), H,(so(2n + 1, PI, Zi’/pZ>> * ff,+,(SOW + 1, p2>, Z’/P~) (8) 
looks like Fig. 11. 
0 
Fig. 11. 
The E2 term of the spectral sequence 
wSo(2n + 1, ~w,(so(2n + 1, P), n; P)) j ~,+,(swn + 1, ~3, z; P) (9) 
looks like Fig. 12. 
7 I 
7 ‘; I 
(n/pnj2- 
I P 7 I 
7 7 ___ n/pn- 0 
I I I 
0 I 7 -n/pn- I 7 7 I 
0 0 0 0 O- 
Fig. 12. 
To determine the differential d2,2 we again use the hyperbolic map from Section 5. 
All of the groups and modules are to be taken over FP. We first note that the image 
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of the hyperbolic map h is actually contained in the intersection of sp2n and ~02~. 
As in Section 5, as an SO,, module the space M,, decomposes as M2, = ~02~ + C 
where C consists of those matrices X satisfying XTZ=ZX, where 
z= 0 Ill L 1 z, 0 . 
The decomposition is as follows: the matrix (c D A ‘) in Mzn decomposes as the sum 
1 A-DT B-BT 
5 C-CT D-AT L 
1 A+DT B+BT 
1 L 
+- 
2 C+CT 1 D+AT ’ 
Noting this decomposition we construct a map 
f s,r : HS(SO,,(Fp), Hf(SOZn, Z/pZ)) -+ H”(GL,(F,), H’(sl,, ?z/pZ)), 
just as in Section 5. 
Proposition 1.2. For p > 3, n > 2, the map 
f OS3 : H0(S02,(Fp), H3(so,,, Z/PZ)) + How&), H3W,, Z/PZ)) 
has image of rank = 2. 
Proof. The proof is the same as that of Proposition 5.1. 
Proposition 7.3. The cohomology groups 
~“V%(~P), H3W,,, ~/PO) 
are stable with respect to n, i.e. the natural map 
H’(GL n+JZ3W,+r, WpZ)) + H’(GL,, H’(M,, UpZ)) 
is an isomorphism for n ~3. 
Proof. It is a standard fact from algebra that if A4 is a left R module and a right 
S module, N a left S module and a right R module, P a left and right R module, 
then Hom,(M& N, P) is isomorphic to Hom,(M, Hom,(N, P)). Let C,(G) be a 
free acyclic complex for a group G. Let A be a G module that is self dual over UpZ, 
i.e. A = Hom(A, Z/pZ). Consider Z/pi? as a trivial module. Using the above iso- 
morphism we see that 
Hom(C,(G) OH[GI A, UpZ) G HomzIol(C*(G), Hom(A, Z/pZ)). 
Since A is self dual we have that 
(10) 
Hom,tol(C,(G), Hom(A, Z/P~)) 2 HomzIG](C*(G),A). (11) 
Let B, be the complex C,(G) &to1 A. Then the Universal Coefficient Theorem 
says that there is a short exact sequence 
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0 -+ Ext(H,_ ,(B,, H/p??)) -+ H&I,, Z/pZ) --f Hom(H,(B,), UpZ) 4 0. 
Now, H,_,(B,,Z/pZ) is, by definition, H,_,(G,A). By (10) and (ll), H,(B,.Z/pZ)= 
H,(G,A). Therefore, if the homology groups H,(G,A) are stable, the 5-lemma 
shows that the cohomology groups H*(G,A) are stable at at least * + 1. Now, from 
Evens and Friedlander [3] we have that H,(GL(r, p),A2(sl(r, p))) = 0 for rz 2 and 
H,(GL(r, p), A3(sl(r, p))) = Z/pZ stably at r = 2. From the short exact sequence 
0 + _43(sl(r, p)) + A3(A4,) + A2(sl(r, p)) + 0 
and H,(GL(r, p),A2(M,)) = 0, we get that 
H&GL(r, p), A’(sl(r, PM = fMWr, P), A3W4)). 
So H,(GL(r, p),A3(M,)) = Z/p77 stably. Since A4, and A2(A4,) are self dual, the above 
argument shows that H’(GL(r, p),A3(M,)) = Z/pZ stably. [3, Proposition 7. l] 
shows that H’(GL(r, p), S2(Mr)) is stable at r = 2. Since S2(A4,) is self dual we have 
that H’(GL(r, p), S2(Mr)) = (Z/PZ)~ is stable at r= 3. Since H3(M,.,Z/pZ) is iso- 
morphic to A3(M,) 0 S2(A4,) @ A2(A4,) and H’(GL(n, p),A2(Mr)) =O, we get the 
proposition. 0 
By Proposition 7.3 we have that 
H’(GL 2n+d&Mf3V42n+1~ ~/PO) + H”W,,&J, H3V42,, Z/PO) 
is an isomorphism for n 12, p odd. 
We then have a commutative diagram 
H’(SO 2n+ &7W3(~02n+ 1, L/PL)) - H”W2,&J, ff3W2n, Z/P~)) 
t t 
H’(GL 2,+1(~~),H3(M2,+,,Z/pB))- H"~~L2,&,,),ff3&'2n, UPZ)). 
The composite roY30g0930jo,3 is onto. Therefore, the map 
H’(SO 2n+d~JJf3b3 2n+ 1, Z/P~)) -+ H”(GL,&),H3(sl,, H/PZ)) 
is onto. Since H”(S02,+ ,(Ep), H3(so zn + I,Z/~Z)> = (Z/pZ)2, this map is an isomor- 
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phism. Call this map F”,3. In general we have maps 
F St : fm02n+ l,HYsP2n+ 1, Z/pZ)) + H’(GL&,), H’(sl,, Z/P~)) 
with Fos3 an isomorphism. 
We have the diagram 
H’(GL,, H3(sl,, Z/pZ)) 
&ii. 
’ H2(GL,, H2(sl,, UpZ)) 
F 
T T 
F 
ff”w,, + 1 3 ff3(so2, + 1, =Pa) - dso H2(SO 2n+l,H2(s02n+l,~/pH)). 
Now, FQ3 is an isomorphism and d$ is an isomorphism. Therefore, d,ob3 and F2T2 
must also be isomorphisms. 
Transferring to homology by duality we have that 
dz”,:: %(S%+ 1, ff2(~02,i + 1, z/Pz)) + Ho(SO2, + 1, H3(S02n + 1, z/Pa)) 
is an isomorphism. 
In the same manner as in Section 5 we can also show that d:;(Z) is a monomor- 
phism. So the E3 term of the spectral sequence (9) looks like Fig. 13. 
Fig. 13. 
Also, in the same way as in Section 5, we can show that d,ob4 has image of rank 
1. By duality, the E3 term of the spectral sequence (8) looks like Fig. 14. There- 
fore, we have the following: 
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Fig. 14. 
Theorem 7.4. For n 2 6 and p I 6n - 3, 
H;(S0(2n + 1, p2>, .z/pZ) = 
ww2n-t lAcp)= 
The proof of Theorem 7.4 is the same as that of 5.7. 
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