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Abstract
Identifying patients who will be discharged within 24 hours can improve hospital re-
source management and quality of care. We studied this problem using eight years of
Electronic Health Records (EHR) data from Stanford Hospital. We fit models to predict
24 hour discharge across the entire inpatient population. The best performing models
achieved an area under the receiver-operator characteristic curve (AUROC) of 0.85 and
an AUPRC of 0.53 on a held out test set. This model was also well calibrated. Finally,
we analyzed the utility of this model in a decision theoretic framework to identify regions
of ROC space in which using the model increases expected utility compared to the trivial
always negative or always positive classifiers.
1. Introduction
In 2016 the average daily cost of an inpatient stay was $3,421 in California, and has con-
tinued to rise since then (AHA, 2016). As hospitals try to lower costs and improve quality
care, operational goals such as the timely discharge of patients who are ready to leave the
hospital have become increasingly important. Timely discharge provides many benefits to
patients and health care systems by freeing scarce beds for other patients and reducing
exposure to iatrogenic conditions (J. Graham Atkinson, 2014), in addition to reducing costs
per patient, improving post-discharge care (Colwell, 2014), and lowering risk of readmission
(Kaboli et al., 2012). In this work, we present preliminary work on predicting which pa-
tients who will be discharged in the next 24 hours. Accurate identification of such patients
can help hospitals reduce unnecessary delays that incur additional days in the hospital for
discharge ready patients by prioritizing these patients for critical services that must be done
prior to discharge (e.g., imaging, lab tests, arranging for transportation) and load balancing
so that each discharge ready patient is under the care of different clinical staff.
We approach this task by formulating a supervised learning problem, taking advantage
of the abundance of patient data available in Electronic Health Records (EHR). Such data
have been successfully applied to a variety of clinical tasks, such as medical imaging diag-
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nosis (Gulshan et al., 2016), mining medical notes (Nguyen et al., 2017), and disease onset
prediction (Liu et al., 2018). We compare the performance of various machine learning
models on the task of predicting 24 hour discharge. Our best performing model, a gradient
boosted tree model, achieves good discrimination and calibration on held out test data.
We also perform a preliminary analysis of the marginal utility gains possible relative to
trivial classifiers. We find that there is some evidence that these models, with appropriately
designed down stream interventions, may offer some benefit.
2. Related Work
Widespread adoption of EHR systems following the passage of the Affordable Care Act
(Adler-Milstein et al., 2015) has fueled increasing interest in the secondary use of data
collected during routine clinical care as input to machine learning algorithms to solve clinical
problems. Prior work has focused on predicting diverse clinical outcomes such as prolonged
length of stay, unplanned readmissions, inpatient mortality and diagnoses (Rajkomar et al.,
2018; Harutyunyan et al., 2017; Suresh et al., 2018; Wang et al., 2014). There is also
substantial prior work focusing on forecasting length of stay and discharge, but this work
has typically been limited to specific patient populations. (Chaou et al., 2017) modelled
Emergency Department LOS using accelerated failure time model and a relatively specific
set of features, including triage level index as assigned by a specialized nurse, while (Yakovlev
et al., 2018) focused on predicting LOS for acute coronary syndrome patients. (Barnes et al.,
2015) sought to produce daily predictions of discharge for a single inpatient unit. Similar
attempts were made to study the same problem for cardiac patients in (Hachesu et al.,
2013). In contrast, our present work encompasses the entire inpatient population.
3. Data
3.1 Data Source
We used EHR data from STRIDE (Stanford Translational Research Integrated Database
Environment) (Lowe et al., 2009), a clinical data warehouse containing demographic and
clinical information on 3.3 million pediatric and adult patients at Stanford University Med-
ical Center.
3.2 Cohort Selection
EHR data on approximately 1 million adult patients at SHC were extracted from encounters
occurring between January 1, 2010 and February 10, 2018. Nested encounters (encounters
that happened during other encounters) were removed. Encounters from the same patient
that happened within twelve hours were merged into a single encounter.
To approximate real-world deployment in our model evaluation, patients with inpatient
encounters before Jan 1, 2017 were used for training, while those with inpatient encounters
on or after Jan 1, 2017 were randomly split 50-50 into validation and test sets. For patients
with multiple inpatient visits, only one visit was randomly selected in the validation and
test set while all visits were preserved in the training set. To further safeguard the integrity
of test data and avoid potential data leakage, we removed all the patients that are included
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in the testing set from the training set. The prevalence of positive cases - inpatient discharge
in the next day - is around 18% in all split data sets (Table 1).
Table 1: Statistics of the data split used for modeling
Time Period Number of visits Number of patients Days in hospital
Training Jan 1, 2010 - Jan 1, 2017 6,997,831 83,797 7,081,628
Validation Jan 1, 2017 - Feb 10, 2018 852,554 7,212 859,766
Testing Jan 1, 2017 - Feb 10, 2018 876,572 7,211 883,783
4. Methods
We formulated a supervised learning problem in which the task is to map health care data
for a given patient collected in the EHR prior to a specific day to the probability of the
patient being discharged in the next 24 hours.
4.1 Patient Representation
4.1.1 Data Elements
We used diagnosis codes, procedure codes, medication codes, lab codes, and the corre-
sponding lab results (categorized as normal, abnormal, or panic) from encounter records,
procedure records, medication orders, and lab result records respectively. Diagnosis and
procedure codes were ICD-9 (for Disease Control et al., 2013) and CPT (Association, 2007)
codes respectively. Codes with fewer than 100 occurrences in the training set were excluded.
Patient age, gender, race, ethnicity, insurance type, and whether the visit is for surgery were
also included as background information.
4.1.2 Fixed Length Patient Representations
Many machine learning models, such as logistic regression and random forests, require a
fixed length vector of input data. For such models we must summarize the longitudinal
medical history of each patient into such a fixed length vector. For each day of an inpatient
visit, the clinical codes and lab results from the day before were counted and considered
recent data, while those that occurred 2 days to 6 months before were aggregated and
considered historical data. Historical events (diagnosis codes, procedure codes, medication
codes, lab codes, and lab results) were aggregated by summing up occurrences over the
entire historical record, discarding their temporal ordering (Fig. 1).The two sets of past data,
together with the patient demographics, were used as input features for models requiring
fixed length representations.
4.1.3 Data Inputs for Recurrent Neural Networks
In contrast, recurrent neural nets are able to handle variable length inputs, and in particular,
variable length longitudinal medical records. For each patient, the same set of features
described above were grouped by day, and fed into RNN as an ordered sequence, representing
the timeline of that patient’s interaction with the hospital (Fig. 2). For more efficient
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Figure 1: Schematic view of data inputs (visit events are not necessarily in temporal order)
Figure 2: Schematic view of sequential data inputs, with random time markers chosen to
illustrate the history of the patient
learning updates, patients with similar total length of stay were batched together during
training.
4.2 Models
4.2.1 Random Forest
Random Forests pool the responses of an ensemble of decision tree classifiers, each trained
on bootstrapped versions of the original dataset. After hyperparameter-tuning using the
validation set, we obtained a Random Forest with 2,000 classification trees. All classification
trees were grown until all leaves contained fewer than two samples. Random Forests were
constructed using the scikit-learn library (version 0.19.0) in Python (version 3.6.1).
4.2.2 Gradient Boosting
Gradient Boosting Machines (GBM) are another form of decision tree ensemble, but it builds
the ensemble by iterative functional gradient descent. There are many implementations of
gradient boosting, each of which uses various heuristics to both regularize and increase com-
putational efficiency. In this study, we used two implementations - scikit-learn’s standard
gradient boosted classifier, and XGBoost. For the former, we used 500 component trees, a
sub-sampling fraction of 0.8, and considered 482 features at each split. Each classification
tree was grown to a maximum depth of 50 or a a minimum of 3 samples per leaf node, and
we used a learning rate of 0.1 For XGBoost, we used an ensemble of 2000 classifiers, with
a minimum of 2 samples per leaf node and a learning rate of 0.3.
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Figure 3: ROC Curve of XGBoost model
on test set
Figure 4: Interpolated Precision-Recall Curve
of XGBoost model on test set
4.2.3 Recurrent Neural Nets
We used a recurrent neural net comprising one recurrent layer of 64 Gated Recurrent Unit
(GRU) (Cho et al., 2014) hidden units. Diagnosis codes, procedure codes, medication codes,
lab codes, and encounter types were first passed through an embedding layer. We exper-
imented with two different approaches for embedding: (i) embed each feature separately
as a vector of size 25, (ii) dividing the features into 2 groups based on ”internal” factors
(diagnosis, lab) and ”external” factors (medication, encounter) affecting the patient’s con-
ditions, and embed each group as a vector of size 50. The outputs of the embedding layer at
each time step were averaged and then concatenated with demographics and visit features
before being fed as inputs into the recurrent layer. We used a fully connected layer before
a sigmoid activation function at the output layer. The model was trained with the Adam
optimizer for 20 epochs, a learning rate of 0.003 and a dropout probability of 0.2 across
the network. No weight decay was used. We also used auxiliary targets, i.e., multitask
learning, to improve learning. At each time step, we updated gradients based on cross
entropy loss from one of the three prediction tasks: (i) whether the patient is discharged
in the next 24 hours, (ii) whether the patient was inpatient at the existing time step, (iii)
whether the patient would be inpatient in the next time step. The last 2 auxiliary tasks
used data from all patients instead of just inpatients. They were chosen because it was
not difficult to integrate them into the existing data processing and loading pipeline, and
we hypothesized that they would help generate more robust representations that correlate
with 24-hour discharge.
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5. Results
5.1 Evaluation Metrics
The primary metric used for model selection is Area Under the Receiver Operating Char-
acteristic Curve (AUROC), a measure of model’s discrimination ability between patients
who will be discharged and those who will not, at different classification thresholds. We
also compared models by the Area Under the Precision-Recall Curve (AUPRC). For the
best-performing model, we evaluated its calibration by calculating the Brier Score, which
measures how close the predicted probabilities are to the true probabilities. This is esti-
mated calculating the concordance between the empirical probability of discharge in bins
of predicted probabilities output by the model.
Table 2: Test performance for 24 hr discharge
Model AUROC AUPRC Calibration
Random Forest 0.80 0.46 0.11
GBM 0.84 0.48 0.11
XGBoost 0.85 0.53 0.10
GRU 0.82 0.50 0.11
Figure 5: Calibration plot of XGBoost output probabilities on the test set
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5.2 Prediction Results on All Patients
Results across all models is shown in table 2. The models achieved comparable performance,
with XGBoost achieving the best AUROC (0.85 vs 0.84 for the second best model) and
AUPRC (0.53 vs 0.50 for the second best model). All models were well calibrated, with
Brier scores ranging from 0.11 to 0.102 for XGBoost. Fig.5 shows the calibration plot
for the XGBoost model. Given a classification threshold of 0.5, the probability estimates
were conservative for all the positive discharge predictions. Thus, the imperfect calibration
would not affect the ranking of patient priority and should not pose a concern during clinical
deployment.
5.3 Prediction Results on Service Lines
We worked with clinicians from SHC to identify specific service lines where discharge proto-
cols are standardized and straightforward, and thus where our model’s predictions are most
actionable. The XGBoost model performance for these service lines is shown in Fig. 3 and
Fig. 4. We observe that the predictions in Orthopaedic Surgery and Neurosurgery have the
highest AUROC and AUPRC respectively.
5.4 Analysis of Marginal Utility Gains
In this section, we estimate whether our best model provides any benefit in terms of marginal
expected utility. We fix the prevalence of 24 hour discharge as 18% and make the following
assumptions about the utility of false positives and true positives. For false positives, we
assume that a reasonable range of the cost of false positives relative to true negatives is -$10
to -$100. For true positives, we assume that the benefit of true positives relative to false
negatives is in the range $250 to $2500, with the upper bound set to approximately the
average cost of an inpatient day in California. Given these assumptions, we can calculate
the expected utility of our best model under four scenarios, one for each combination of
utility differences. Fig. 6 shows expected utility as a function of decision threshold under
these four scenarios. Under the most optimistic scenarios C and D, in which benefit of a
true positive is large ($2500), the expected utility is positive and large at all thresholds.
Even under the most pessimistic scenario, B, which corresponds to the case where the cost
of a false positive is high (-$100) and the benefit of a true positive is low ($250), this analysis
indicates that we can set our decision threshold to a value that achieves a positive marginal
utility.
6. Discussion
In this work, we compare machine learning models for predicting inpatients who will be
discharged within 24 hours. Such models may be used to increase the rate of timely dis-
charge by prioritizing them for discharge related services and other interventions that help
ensure timely discharge. The best performing model, XGBoost, achieved an AUROC of
0.85 and was well calibrated. A preliminary analysis of the utility gains possible with this
model suggests that it could, with appropriate downstream actions, lead to a gain in ex-
pected utility. Note that our models were developed and evaluated on data from a single
medical center, and we thus cannot claim that such results are possible elsewhere. We
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Figure 6: Expected Utility as a function of classifier threshold under four scenarios, char-
acterized by whether the cost of a false positive is high or low, and whether the benefit of
a true positive is high or low. Respectively, scenario A is (low, low), B is (high, low), C is
(low, high), and D is (high, high).
also acknowledge that our cost benefit analysis relies on possibly unrealistic assumptions.
These limitations notwithstanding, we believe these results are encouraging and suggest
that predictive models for 24 hour discharge have potential to provide benefit to the health
care system. In future work, we will elicit estimates of the relevant utilities from domain
experts, and perform simulations in order to obtain better estimates of the utility of our
models and suggest optimal decision thresholds for our models prior to a prospective trial
at Stanford Hospital.
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