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Quantum computation is a continuously growing research area which is based on nature and
resources of quantum mechanics, as superposition and entanglement. In its quantum circuits version,
the use of convenient and appropriate gates is essential. But while those gates adopt convenient forms
for computational algorithms, their design depends on specific quantum systems and stuff being
used. These gates need manage quantum systems based on physical interactions ruled by quantum
Hamiltonians. With this, gates design is restricted to properties and limitations of interactions and
physical elements being involved. This work shows how anisotropic Ising interactions, written in a
non local basis, lets reproduce elementary operations in terms of which unitary processes can be
factorized. In this sense, gates could be written as a sequence of pulses ruled by that interaction
driven by magnetic fields, stating alternative results in quantum gates design for magnetic systems.
PACS numbers: 03.67.Ac; 03.67.Bg; 03.67.-a; 42.50.Dv; 03.67.Mn; 03.65.Aa
I. INTRODUCTION
Quantum computation is the up most application goal
of quantum mechanics. While this goal could be reached,
in parallel, other useful appliances based on quantum in-
formation are being effectively developed and obtained,
as cryptography and teleportation. Quantum gate array
computation is the most common and clear approach in
terms of proximity with classical computer science. This
proximity has made that some concepts and specially
some gates had been replicated from classical program-
ming. Nevertheless, this gates should be reproduced by
several physical interactions and resources as ion traps
and electromagnetic cavities [1, 2], Josephson junctions
[3], nuclear magnetic resonance [4] and spins [5–7], thus
as its translation is not always immediate, requiring com-
plex control or iterative procedures.
Ising model [8–11] can be used as a simple approach
between interaction of magnetic quantum objects (elec-
tronic gases, quantum dots, ions, etc.). Nielsen [11] was
the first reporting studies of entanglement in magnetic
systems based on a two spin systems driven with an ex-
ternal magnetic field. One of the properties of this model
is that it generates entanglement, which is one of the in-
teresting properties of quantum mechanics noted since
early times [12–16]. This property is a central aspect
in the most of quantum applications improving capac-
ity and speed information processing [17–19]. In this
sense, entanglement is an important aspect to codify and
manage information with alternative methods to those of
classical computer science, since fundamental proposals
in Quantum Computation [20–22], Quantum Cryptog-
raphy [23, 25], superdense coding [26] and teleportation
[27]. Control of entanglement in its several variants can
∗Electronic address: fdelgado@itesm.mx
be achievable in Ising model through of driven magnetic
fields being introduced on the physical system. Neverthe-
less some complex studies about this interaction in mul-
tipartite cases (some of them numerical more than ana-
lytical because of its complexity when number of parts
grown), is still useful comprehend how this useful model
could be used to reproduce efficient procedures in a cou-
ple of qubits at time to reproduce some basic elements
in quantum gate array computation. Different models of
Ising interaction (XX, XY, XYZ depending on interest
of each author and physical systems being considered)
are used to reproduce effects related with bipartite or
multipartite systems [31–33] and quantum dots [34, 35]).
Nowadays, quantum gate array computation is being
experimentally explored in terms to adapt it to stuff in
which it can be settled in terms particularly of noise con-
trol and reproduction of basic gates. It means, interac-
tions able to be considered to reproduce it [1–7]. Some
examples are quantum dots or electronic gases, which
are developments towards a scalable spin-based quantum
computer which can be controlled with electromagnetic
interactions between neighboring spins, being believed
able to obtain universal quantum operations [36–38] in
terms of DiVincenzo criteria [39] about reliability of state
preparation, identification of well identified qubits and
accurate quantum gate operations. The aim of this paper
is to analyze how a set of anisotropic Ising model interac-
tions recently reported [40] can be applied to reproduce
gates in terms of algebraic factorization driven by inho-
mogeneous magnetic fields. This factorization could be
useful in quantum simulation to reproduce the evolution
of a desired computational problem in order to solve it.
One central aspect of this implementation is that anal-
ysis of dynamics is constructed on the non-local basis
of classical Bell states which becomes outstanding by its
regular algebraic structure, which fits to desired factor-
ization presented here.
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2II. ANALYTIC EVOLUTION FOR
ANISOTROPIC ISING MODEL IN THREE
DIMENSIONS
The use of magnetic systems as quantum resources is
a traditional basis on which quantum applications could
be settled. Since quantum memories to quantum proces-
sors are considered as stuff for quantum computation or
quantum information (so they are a matter susceptible
of magnetic control processing). As a simple model of
interaction, Ising model brings an easy basis to generate
and manipulate quantum states and entanglement par-
ticularly. In this model, as is shown in Figure 1, two
qubits interact via Ising interaction with additional local
magnetic fields as driven elements.
A. 3D anisotropic Ising model and notation
Recently, some results about anisotropic Ising model
generalizes their treatment and suggest an algebraic
structure when is depicted on Bell basis [40]. Follow-
ing that work, we focus on the following Hamiltonian
for the bipartite anisotropic Ising model including an in-
homogeneous magnetic field restricted to the h-direction
FIG. 1: Ising interaction mediating between two qubits with
local magnetic fields driven the interaction to produce infor-
mation exchange in the system. When a non local description
is used, this basis exhibit a more symmetric form in evolution
which can be used as arena for control operations and factor-
ization.
(h = 1, 2, 3 corresponding with x, y, z respectively):
Hh = −σ1 · J · σ2 +B1 · σ1 +B2 · σ2
= −
3∑
k=1
Jkσ1kσ2k +B1hσ1h +B2hσ2h (1)
which includes several models considered in the before
cited works. Following definitions and notation in [40]:
Rh± =
√
B2h± + J
2
i,j∓ =
√
B2h± + J
2
{h}∓ (2)
with : J{h}± ≡ Ji,j± = Ji ± Jj
Bh± = B1h ±B2h
being h, i, j a cyclic permutation of 1, 2, 3 and with pair
i, jsimplified by {h} ≡ i, j. As in [40], we introduce the
scaled parameters:
bh± =
Bh±
Rh±
, jh± =
J{h}∓
Rh±
∈ [−1, 1] (3)
and a nomenclature based on different subscripts than
those inherited by the computational basis: greek scripts
for −1,+1 or −,+, for scripts in states and operators
(meaning −1,+1 in mathematical expressions respecti-
vely); capital scripts A,B, ... for 0, 1 as in the computa-
tional basis; and latin scripts h, i, j, k, ... for spatial di-
rections x, y, z or 1, 2, 3. · will be used as in [40] for
number multiplication in order to avoid misconceptions.
Bell states become in this notation:
|β−−〉 ≡ |β00〉 , |β−+〉 ≡ |β01〉 (4)
|β+−〉 ≡ |β10〉 , |β++〉 ≡ |β11〉
B. Algebraic structure of evolution operator
In agreement with last notation, energy levels in (1)
are denoted by eigenvalues Eµν : E−−, E−+, E+−, E++
respectively:
Ehµν ≡ Eh(2+µ+
1+ν
2 ) = µJh + νRh−µ (5)
= µJh + ν
√
Bh
2
−µ + J2{h}µ
with eigenvectors reported in [40]. A relevant aspect here
is that U(t) ∈ SU(4) because the sum of eigenvalues is
zero. As there, by introducing following definitions:
∆h
ν
µ =
t
2
(Ehµ+ + νEhµ−) =
{
µJht if ν = +
Rh−µt if ν = −
(6)
and:
3eh
β
α = cos ∆h
−
α + iβjh−α sin ∆h
−
α (7)
dhα = bh−α sin ∆h
−
α
Thus, evolution operators in Bell basis are in matrix
form:
U1(t) =

ei∆1
+
−e1
−
−
∗
iei∆1
+
−d1− 0 0
iei∆1
+
−d1− e
i∆1
+
−e1
−
− 0 0
0 0 ei∆1
+
+e1
+
+
∗ −iei∆1++d1+
0 0 −iei∆1++d1+ ei∆1
+
+e1
+
+
 ∈ S∗1 (8)
U2(t) =

ei∆2
+
+e2
+
+
∗
0 0 −ei∆2++d2+
0 ei∆2
+
−e2
+
−
∗ −ei∆2+−d2− 0
0 ei∆2
+
−d2− e
i∆2
+
−e2
+
− 0
ei∆2
+
+d2+ 0 0 e
i∆2
+
+e2
+
+
 ∈ S∗2
U3(t) =

ei∆3
+
−e3
+
−
∗
0 iei∆3
+
−d3− 0
0 ei∆3
+
+e3
+
+
∗
0 iei∆3
+
+d3+
iei∆3
+
−d3− 0 e
i∆3
+
−e3
+
− 0
0 iei∆3
+
+d3+ 0 e
i∆3
+
+e3
+
+
 ∈ S∗3
with Uh(t) have a 2×2 sector structure and belonging to
subgroups of SU(4) (defined in [40, 41]): S∗1,S∗2,S∗3 char-
acterized by some entries equal to zero and having the
elements generated by their respective Uh(t) in (8). Thus,
identity and inverses are included in each subgroup, while
there are closure in the product. This group structure is
essential in the current work because it assure the exis-
tence of solutions for factorization (here, we are simplified
the notation for S∗h
{|jh∓α|}
{sbh∓α} as was used in [40, 41] by S
∗
h
only).
While, sectors are elements of U(2) and as is reported
in [40, 41], their general structure is:
shj = e
i∆h
+
α
(
eh
β
α
∗ −qihdhα
qi∗hdhα ehβα
)
α = (−1)h+j+1
β = (−1)j(h+lj−kj+1)
q = β(−1)h+1
(9)
being h their magnetic field direction; j = 1, 2 the or-
dering label for sector as it appears in the rows of the
evolution matrix: kj , lj , the labels for its rows (by ex-
ample, in s21, k2 = 2, l2 = 3 labels the rows of second
sector, j = 2, in Uh=2(t)). Note that det(shj) = e
2i∆h
+
α
is unitary.
As we will see, last structure lets introduce the gen-
eration of operations in terms of factorization of special
unitary matrices in SU(4). As was reported in [41], con-
ditions to diagonalize at time t last sector into the form
shj = I2 (2× 2 identity matrix) is:
t =
2mα + nα
αJh
pi > 0 (10)
Bh
2
−α = (
Jhnα
2mα − nα )
2 − J{h}α2
with : nα,mα ∈ Z
This conditions should be compatible with other re-
strictions in order to construct a factorization based on
P−unitary matrices as was developed in [42], a sophisti-
cated adaptation of Gauss-Jordan factorization [43].
III. P -UNITARY MATRICES FACTORIZATION
A. P−unitary matrices
A two level n−dimensional P−unitary matrix is a
unitary matrix obtained departing from n × n iden-
tity matrix, In, but including a substitution of some
of its elements as follows. If P = {j1, j2, ..., jn} is
a permutation from {1, 2, ..., n}, the P−unitary matrix
Mnjk,jk+1 is said of type k ∈ {1, 2, ..., n − 1} if their en-
tries (jk, jk), (jk, jk+1), (jk+1, jk), (jk+1, jk+1) were sub-
stituted by entries of an arbitrary 2 × 2 unitary matrix.
4In particular, in this work we will be interested in 4× 4
P−unitary matrices:
M41,2 =

∗ ∗ 0 0
∗ ∗ 0 0
0 0 1 0
0 0 0 1
 ,M43,4 =

1 0 0 0
0 1 0 0
0 0 ∗ ∗
0 0 ∗ ∗
 ∈ S1
M41,4 =

∗ 0 0 ∗
0 1 0 0
0 0 1 0
∗ 0 0 ∗
 ,M42,3 =

1 0 0 0
0 ∗ ∗ 0
0 ∗ ∗ 0
0 0 0 1
 ∈ S2
M41,3 =

∗ 0 ∗ 0
0 1 0 0
∗ 0 ∗ 0
0 0 0 1
 ,M42,4 =

1 0 0 0
0 ∗ 0 ∗
0 0 1 0
0 ∗ 0 ∗
 ∈ S3
(11)
where ∗ means elements substituted in such way that
Mnjk,jk+1 ∈ U(n) are still unitary. It defines a 2 × 2 uni-
tary sector embed in the 4 × 4 matrix. These matrices
have the property that any special unitary matrix U can
be written as a product of at most n(n−1)2 P−unitary ma-
trices whose determinants product is det(U). Actually,
procedure depicted in [42] admits U as unitary; we have
restricted our analysis to SU(n) because our interest on
U ∈ SU(4) as evolution matrix being generated by (1).
B. P−unitary matrices factorization
Nevertheless that we focus our analysis to 4 × 4 ma-
trices representing interactions in pairs of qubits, we will
state the factorization matrix depicted in [42] for gen-
eral cases in the following way. We begin with the n× n
unitary matrix, U :
U =

a1,1 a1,2 . . . a1,n−1 a1,n
a2,1 a2,2 . . . a2,n−1 a2,n
...
...
...
...
...
an−1,1 an−1,2 . . . an−1,n−1 an−1,n
an,1 an,2 . . . an,n−1 an,n
 (12)
Then, we desire to convert this matrix into In by multi-
plying it with a series of P−unitary matrices. We begin
trying to eliminate the an,1 element with one of those
P−unitary matrices:
U (n−1,1) ≡

1 0 . . . 0 0
0 1 . . . 0 0
...
...
... 0 0
0 0 . . . ∗ ∗
0 0 . . . ∗ ∗
 · U (13)
=

a1,1 a1,2 . . . a1,n−1 a1,n
a2,1 a2,2 . . . a2,n−1 a2,n
...
...
...
...
...
un−1,1 a
(n,1)
n−1,2 . . . a
(n,1)
n−1,n−1 a
(n,1)
n−1,n
0 a
(n,1)
n,2 . . . a
(n,1)
n,n−1 a
(n,1)
n,n

where a
(i,j)
k,l is the transformed entry k, l of matrix when
element i in column j is being eliminated. In this sense,
superscript is just a reference about the step in which
each entry is. Note that in this process, each time that
one entry is set to zero, only two rows become modi-
fied: the current row which entry is and the immediately
before. To reach last outcome, we need that sector in
P−unitary matrix have the form:
(
a∗n−1,1
un−1,1
a∗n,1
un−1,1
−µn,1 an,1un−1,1 µn,1
an−1,1
un−1,1
)
(14)
where µn,1 is a unitary complex number and:
un−1,1 =
√
|an−1,1|2 + |an,1|2 (15)
Continuing this procedure to eliminate upper elements
in column 1, by example to eliminate an−2,1 element:
U (n−2,1) ≡

1 . . . 0 0 0
...
...
...
...
...
0 . . . ∗ ∗ 0
0 . . . ∗ ∗ 0
0 . . . 0 0 1
 · U
(n−1,1) (16)
=

a1,1 a1,2 . . . a1,n−1 a1,n
...
...
...
...
...
un−2,1 a
(n−1,1)
n−2,2 . . . a
(n−1,1)
n−2,n−1 a
(n−1,1)
n−2,n
0 a
(n−1,1)
n−1,2 . . . a
(n−1,1)
n−1,n−1 a
(n−1,1)
n−1,n
0 a
(n,1)
n,2 . . . a
(n,1)
n,n−1 a
(n,1)
n,n

with sector in P−unitary matrix as:
5(
a∗n−2,1
un−2,1
u∗n−1,1
un−2,1
−µn−1,1 un−1,1un−2,1 µn−1,1
an−2,1
un−2,1
)
(17)
where µn−1,1 is again a unitary complex number and:
un−2,1 =
√
|an−2,1|2 + u2n−1,1 (18)
Generalizing last procedure to eliminate the ai,j ele-
ment for 1 ≤ j < n, j < i ≤ n, and denoting by M (i,j)
to its corresponding P−unitary matrix, we state the fol-
lowing procedure:
U (i−1,j) ≡

1 . . . 0 0 . . . 0
...
...
...
...
...
...
0 . . . ∗ ∗ . . . 0
0 . . . ∗ ∗ . . . 0
...
...
...
...
...
...
0 . . . 0 0 . . . 1

· U (i,j) (19)
≡ M (i,j) · U (i,j)
=

1 . . . 0 0 . . . 0
...
...
...
...
...
...
0 . . . ui−1,j a
(i,j)
i−1,i−1 . . . a
(i,j)
n−2,n
0 . . . 0 a
(i,j)
i,j+1 . . . a
(i,j)
i,n
...
...
...
...
...
...
0 . . . 0 a
(n,j)
n,j+1 . . . a
(n,j)
n,n

as before, we need that sector s(i,j) in P−unitary matrix
M (i,j) becomes:
s(i,j) ≡
 a(i−1,j−1)∗i−1,jui−1,j u∗i,jui−1,j
−µi,j ui,jui−1,j µi,j
a
(i−1,j−1)
i−1,j
ui−1,j
 (20)
here a
(i,0)
k,l = ak,l and µi,j is again a unitary complex
number and:
ui−1,j =
√
|a(j−1,i−2)i−1,j |2 + u2i,j (21)
un,j = a
(n,j−1)
n,j (22)
With this, we get:
U (n−1,n−1) =
 ←∏
1≤j<n
n>i≥j
M (i,j)
U (23)
where symbol ← states that product is the backward
product which stacks factors from right to left accord-
ing to order of scripts. For the case that we are in-
terested, U is unitary and each M (i,j) are unitary too
because det(M (i,j)) = µi,j is unitary and finally we get
U (n−1,n−1) unitary. But it implies that their rows and
columns are unitary. It means, when first column of en-
tries below of diagonal are set to zero, automatically row
1 becomes 1 on the diagonal and zero off diagonal be-
cause of u1,1 = 1. But clearly, as each U
(j,j) is unitary
too, then its block off diagonal in columns and rows are
eliminated until this step. Last property repeats for each
column eliminated in spite of uj,j definition:
uj,j =
√ ∑
j≤i≤n
|a(i,j−1)i,j |2 (24)
then, with that:
det(U (n−1,n−1)) =
∏
1≤j<n
j<i≤n
µi,jdet(U) = 1 (25)
The way to fulfill (25) is open in principle, but it can
be used to fit specific requirements in the construction
of each M (i,j). Finally, the main result of this section is
that:
U =
→∏
1≤j<n
n>i≥j
M (i,j)† (26)
where symbol→ states that product is the forward prod-
uct which stacks factors from left to right. It procedure
means that some unitary gate or interaction could be re-
produced by a series of P−unitary matrix M (i,j)† if it
is possible give the adequate form to each one. Clearly,
when any entry will be zero, then process skip their elim-
ination, which means that respective matrix M (i,j) is I4.
IV. SOLUTIONS BASED ON ISING MODEL
EVOLUTION
A. Tuning Ising interaction to P−unitary matrices
based on one pulse
For 4× 4 order for matrix evolution, as was written in
last section, M4jk,jk+1 ∈ S∗i , it means that at least, they
have the form of Ising evolution matrices when they are
written in Bell basis. In particular in the process de-
picted, only U1(t) and U2(t) are useful to reduce them in
those forms, which have the structure of matrices M (i,j)
†
.
Now, the challenge is to analyze if sector (9) could be fit-
ted to (20) and their subsidiary requirements.
6By reviewing sectors to fit, (9) and (20), comparing
entries in shα with entries in s(i,j)
† we get the following
set of equations for each entry:
1, 1 : eh
β
α
∗
ei∆h
+
α =
a
(i−1,j−1)
i−1,j
ui−1,j
1, 2 : −qihdhαei∆h
+
α = −µ∗i,j
u∗i,j
ui−1,j
2, 1 : qi∗hdhαe
i∆h
+
α =
ui,j
ui−1,j
2, 2 : eh
β
αe
i∆h
+
α = µ∗i,j
a
(i−1,j−1)
i−1,j
∗
ui−1,j
(27)
so we find a faithful concordance. The first requirement
appears by comparing equations of sectors 1, 1 with 2, 2,
and 1, 2 with 2, 1 too:
µi,j = e
−2i∆h+α (28)
with that, only equations for sectors 1, 1 and 2, 1 should
be solved. Yet, because of (25), in agreement with forms
in (8) and the process previously depicted, the following
global restriction should be fulfilled:
∆x
+
+,(4,1) + ∆y
+
−,(3,1) + ∆x
+
−,(2,1)+
∆x
+
+,(4,2) + ∆y
+
−,(3,2) + ∆x
+
+,(4,3) = Npi
(29)
with N ∈ Z. Here, the subscripts (i, j) are related with
the entry being eliminated. In spite of first equation in
(10) should be fulfilled in order to fit the remaining sec-
tor to the identity (by changing α by −α in (10)), then
∆h
+
α,(i,j) becomes an integer multiple of pi, so (29) is triv-
ially satisfied. Nevertheless of last general explanation,
clearly since beginning we can note that Uh(t) in (8) is
in SU(4), then obviously µi,j = 1 and condition (29) is
fulfilled easier. As a consequence, this procedure based
on Ising interactions only can generate U ∈ SU(4), being
consistently with them.
If a
(i−1,j−1)
i−1,j ≡ |a(i−1,j−1)i−1,j |eiφ
(i−1,j−1)
i−1,j and ui,j ≡
|ui,j |eiϕi,j (note that a phase different from zero applies
only for un,j , the first element to be eliminated in the
bottom of each column), then by splitting the restric-
tions for phases and magnitudes we find the next three
equivalent conditions:
|χ| ≡ |ui,j |
ui−1,j
= |bh−α sin ∆h−α | (30)
φ
(i−1,j−1)
i−1,j = ∆h
+
α − tan−1(jh−αβ tan ∆h−α ) (31)
ϕi,j = ∆h
+
α −
pi
2
(h− 1 + sign(qχ)) (32)
This procedure implies to solve these equations for the
non diagonal sector combining them with identity sec-
tor requirements in each P−unitary matrix of (26) in
order to fit them to adequate forms (11). Thus, each
matrix becomes an evolution boost obtained by means
of magnetic field pulse of specific duration in the Ising
hamiltonian (1). Unfortunately, this procedure fails to
give solutions in spite of (32), which can not be ful-
filled. Because ∆h
+
α = −∆h+−α and the remaining sec-
tor should be reduced to I2, in agreement with [41],
∆h
+
α = −(2m−α + n−α)pi, with m−α, n−α ∈ Z, being
∆h
−
−α = n−αpi. Then for h = 1 it is impossible that
ϕi,j = 0 or the specific value required by ϕn,j .
For h = 2, equation (32) is easily fulfilled for matri-
ces U (i,j) with real entries by selecting adequately n−α:
ϕi,j = (n−α − 12 (1 + sign(qχ))pi. By defining θ ≡ J{h}αt
and |χ| ≡ |ui,j |/ui−1,j ∈ [0, 1], (30) can be written as:
χ = sign(bh−α)
√
1− θ
2
∆2h
−
α
sin ∆h
−
α (33)
Some solutions are shown in Figure 2 for values of
χ ∈ [−1, 1] (note that 0 ≤ χ ≤ 1 because |ui,j | ≤
ui−1,j) which is reported as a gray level in the color
of graphs. Range of values for ∆h
−
α becomes limited
while |χ| increases. Because of (33), values of ∆h−α when
θ = 0 determines the range by continuous sections of
∆h
−
α variable. These ranges are fixed for each value
of χ independently of intervals [(n − 1)pi, npi], n ∈ Z+.
Thus, when |χ| increases, it is more difficult that (31)
and (32) be fulfilled in general because range of ∆h
−
α
shrinks. In addition, as for real entries case, equation
FIG. 2: Solution curves of (30) for different values of χ ∈
[−1, 1] indicated by gray levels as shows the χ-scale on right.
They are limited to the down diagonal half in the first quad-
rant.
7(31) requires that tan ∆h
−
α = 0 or jh−α = 0 (then
|bh−α| = 1). First restriction is impossible except for
|χ| = 0 (which is not useful) and second one is only ap-
plicable for partially anisotropic or isotropic interactions
(J{y}α = Jz − Jx = 0). In this last case, |χ| = | sin ∆h−α |,
so matrices M (3,1) and M (3,2) can be constructed with
this particular case for Ising interaction with driven mag-
netic fields in y−direction. Additional prescriptions are
given by (10), by changing α with −α = +1 in agreement
with (8) for diagonal sector in U2(t) to fit it to M
4
2,3. For
non diagonal sector with α = −1, it is required that
sign(a
(i−1,j−1)
i−1,j ) = (−1)n−αsign(cos ∆h−α ), sign(ui,j) =
(−1)n−α− 12 (1+sign(qχ)) = (−1)n−α− 12 (1−sign(χ)) (which
could be a possible strong restriction because ϕi,j) and:
Bh− =
1
t
sin−1
ui,j
ui−1,j
(34)
where election of inverse for sine function should be se-
lected in order to fulfill previous relations for signs of
a
(i−1,j−1)
i−1,j , ui,j . Summarizing, one pulse solutions are in
the most cases unable to generate a set of Ising evolu-
tions which become factors of a general unitary opera-
tion. Thus, more complex schemes should be analyzed.
B. Tuning Ising interaction to P−unitary matrices
based on two pulses
As was shown in [40], evolutions given by (8) form a
Lie group and in addition, two combined pulses let to get
any U(2) element for each sector (more precisely, two shj
consecutively sectors can reproduce any SU(2) element
already considering (29)). Here, one sector (−α) should
be driven to I2 while remaining sector (α) reproduces
the P−unitary matrix as part of factorization presented
in [42]. Thus, is warranted that two pulses should to
generate matrices (11).
1. Equations to get P−unitary matrix factors in two pulses
When we combine two pulses, the generic form of com-
bined sector is:
s′hjshj = e
i(∆′h
+
α
+∆h
+
α ) ×
(
e′h
β
α
∗
eh
β
α
∗ − d′hαdhα −qih(e′hβα
∗
dhα + eh
β
αd
′
hα)
qi∗h(e′h
β
αdhα + eh
β
α
∗
d′hα) e
′
h
β
αeh
β
α − d′hαdhα
)
(35)
as is reported in [40, 41]. Repeating the process as in
the one pulse case, the only relevant equations for non-
diagonal sector α desired in U ′h(t
′)Uh(t) are those for the
entries:
1, 1 : (e′h
β
α
∗
eh
β
α
∗ − d′hαdhα)ei(∆
′
h
+
α
+∆h
+
α ) =
a
(i−1,j−1)
i−1,j
ui−1,j
2, 1 : qi∗h(e′h
β
αdhα + eh
β
α
∗
d′hα)e
i(∆′h
+
α+∆h
+
α ) =
ui,j
ui−1,j
(36)
and as before, it is required that:
µi,j = e
−2i(∆′h+α+∆h+α ) (37)
in order to fulfill automatically those equations for 1, 2
and 2, 2 entries. As before, we can divide equations (36)
in four equations, two for their magnitude and two for
the phases. Because of each sector (35) is unitary, then
magnitude equations will be equivalent, so we take only
the 2, 1 entry magnitude equation. With that, we have
the following three equations for the non-diagonal sector
α:
|χh| ≡ |ui,j |
ui−1,j
= |e′hβαdhα + ehβα
∗
d′hα| (38)
ϕi,j = ϕ
′
i,j + (∆
′
h
+
α + ∆h
+
α )−
pi
2
(h− 1 + sign(q)) (39)
φ
(i−1,j−1)
i−1,j = φ
′(i−1,j−1)
i−1,j + (∆
′
h
+
α + ∆h
+
α ) (40)
where φ
′(i−1,j−1)
i−1,j = arg(e
′
h
β
α
∗
eh
β
α
∗ − d′hαdhα) and ϕ′i,j =
arg(e′h
β
αdhα + eh
β
α
∗
d′hα). Note that last phase make a
difference with respect to one pulse impossibility. This
phase is generated as consequence of shj ∈ U(2) but
does not generate U(2), it means, not all elements in
such group can be obtained from shj [40], then a product
of two of them, s′hj , shj , are in U(2) but is not a third
s′′hj , having a different structure in U(2). Last equations
should be solved together with prescriptions to get I2 for
the remaining sector with label −α. In agreement with
[41], prescriptions to get I2 in the sector −α in a matrix
evolution for two pulses are:
8∆h
−
−α + sign(J{h}−αJ
′
{h}−α)∆
′
h
−
−α = n−αpi
∆h
+
−α + ∆
′
h
+
−α = (2m−α + n−α)pi
B′hα
J′{h}−α
= BhαJ{h}−α
(41)
with : m−α, n−α ∈ Z
Note that equation (29) is still required. Because
∆h
+
−α+∆
′
h
+
−α = −(∆h+α+∆′h+α ) and second last equation,
(29) is again fulfilled automatically. The process to fit
each matrix M (i,j)
†
by means of a two pulse driven Ising
interaction is use equations (41) to get t′, Bh−α, B′h−α
in terms of t. All these equations are easily solved. In
particular:
t′ = −Jh
J ′h
t− α(2m−α + n−α)pi
J ′h
Bhα = ±
√(
n−αpi
t+ Sαt′
)2
− J2{h}−α
where : Sα =
J ′{h}−α
J{h}−α
(42)
After, equations (36) should be solved together
to get t, Bh−α, B′h−α. Relevant equations equiv-
alent to (38-40) can be expressed in terms of
jh−α, j
′
h−α, bh−α, b
′
h−α,∆h
−
α ,∆
′
h
−
α . In particular main
expressions are the real and the imaginary parts in
e′h
β
αdhα + eh
β
α
∗
d′hα:
Rϕ ≡ bh−α sin ∆h−α cos ∆′h−α + b′h−α cos ∆h−α sin ∆′h−α
Iϕ ≡ β sin ∆h−α sin ∆′h−α (j′h−αbh−α − jh−αb′h−α)
(43)
and for e′h
β
α
∗
eh
β
α
∗ − d′hαdhα:
Rφ ≡ cos ∆h−α cos ∆′h−α −
(j′h−αjh−α + b
′
h−αbh−α) sin ∆h
−
α sin ∆
′
h
−
α
Iφ ≡ −β(j′h−α sin ∆′h−α cos ∆h−α +
jh−α sin ∆h
−
α cos ∆
′
h
−
α ) (44)
Noting that R2ϕ + I2ϕ +R2φ + I2φ = 1. The procedure
will require to solve (38) in the form:
χh
2 = Rϕ2 + Iϕ2 = |ui,j |
2
u2i−1,j
(45)
together with equations (39-40), which can be rewritten
as:
ϕi,j = arctan ξϕ +
pi
2
(1− sign(Rϕ))− (46)
(2m−α + n−α)pi +
pi
2
(h− 1 + sign(q))
φ
(i−1,j−1)
i−1,j = arctan ξφ +
pi
2
(1− sign(Rφ))− (47)
(2m−α + n−α)pi
with : ξϕ ≡ IϕRϕ , ξφ ≡
Iφ
Rφ
Last equations shows that if χh
2 covers [0, 1] inde-
pendently of ξϕ, ξφ values, then (9) can be adapted al-
ways to (20) with two pulses. Note particularly that
sign in Rϕ,Rφ can be easily adapted, so last require-
ments are centered on ξϕ, ξφ, which should to have, each
one, free ranges in R independently to χh. Addition-
ally, these equations depends on relative signs between
jh−α, j
′
h−α, bh−α, b
′
h−α: sjh ≡ sign(jh−αj′h−α), sbh ≡
sign(bh−αb′h−α). Resultant equations:
ξϕ =
β sin ∆h
−
α sin ∆
′
h
−
α (j
′
h−αbh−α − jh−αb′h−α)
bh−α sin ∆h
−
α cos ∆
′
h
−
α
+ b′h−α cos ∆h
−
α sin ∆
′
h
−
α
(48)
ξφ =
−β(j′h−α sin ∆′h−α cos ∆h−α + jh−α sin ∆h−α cos ∆′h−α )
cos ∆h
−
α cos ∆
′
h
−
α
− (j′h−αjh−α + b′h−αbh−α) sin ∆h−α sin ∆′h−α
(49)
χh
2 = (1 + ξ2ϕ)(bh−α sin ∆h
−
α cos ∆
′
h
−
α + b
′
h−α cos ∆h
−
α sin ∆
′
h
−
α )
2 (50)
involves several parameters, but states the general proce-
dure to obtain matrix factors. Thus, it should be probed
that those equations can be fulfilled by any χh, ϕi,j and
φ
(i−1,j−1)
i−1,j , together with (41-42), to set the precise values
for bh±α, b′h±α,∆h
−
α ,∆
′
h
−
α (or their equivalent parameters
Bh±α, B′h±α, t, t
′).
92. Integrating requirements to obtain solutions for
P−unitary matrix factors
Note that previous set of equations become in a non-
linear equations system in spite of ∆h
−
α ,∆
′
h
−
α contains
Bh−α, B′h−α. Parameters should be uncoupled because
in spite of (41-42), there are only three free parameters re-
maining to solve three equations (45-46): t, Bh−α, B′h−α.
Thus, equation for t′ in (40) should be explicitly used in
(45-46) and ∆h
−
α ,∆
′
h
−
α written conveniently:
∆h
−
α =
Rh−α
J{h}α
J{h}αt ≡
τ
jh−α
∆′h
−
α =
R′h−α
J ′{h}α
J ′{h}αt
′ ≡ τ
′
j′h−α
τ ′ = −τ
J ′{h}α
J ′h
Jh
J{h}α
− α(2m−α + n−α)pi
J ′{h}α
J ′h
≡ −τ c
′
α
cα
+ c′αNαpi (51)
where cα denotes the ratio between transverse strength
Jh{α} and parallel strength Jh. N−α = −α(2m−α +
n−α) ∈ Z. Parameters jh−α ∈ [−1, 1], j′h−α ∈ [−1, 1], τ ∈
R appears together with sjh , sbh , cα, c′α, N−α constants in
the resultant equations (observe that signs in jh−α, j
′
h−α
could not be selected, instead, they depend on quan-
tum system; nevertheless it is not a problem because
properties of trigonometric functions which warranted
multiple solutions with signs changed in ξϕ, ξφ). Non-
linear nature of equations require a numerical treatment
to find general solutions. Still, each set of required val-
ues, χh, ξϕ, ξφ to reproduce a specific P−unitary factor
matrix of U ∈ SU(4), is expected to have multiple solu-
tions.
3. Existence of solutions for P−unitary matrices
factorization in two pulses
Clearly numerator and denominator in expressions (48-
49), in terms of (51), have still a lot of possibilities to
null independently and non simultaneously, so because
continuity, ξϕ, ξφ ranges in R. In addition, χ2h clearly
ranges in [0, 1]. Here, we take care about apparent cor-
relation between null denominator in ξϕ and χh, this is
only due to written form of χ2h in (50). Unfortunately,
equations (48-50) are a family, depending on physical pa-
rameters sjh , sbh , cα, c
′
α, N−α by considering (51). In ad-
dition, these parameters can not be integrated in only one
non dimensional parameter, leaving a unique set of gen-
eral equations. Figure 3 shows colored maps represent-
ing arctan(ξϕ), arctan(ξφ), χ
2
h in terms of jh−α, j
′
h−α, τ
for sjh = sbh = 1, cα = c
′
α = 1, N−α = 2. In them,
dark colors represent lower values and bright colors to
higher values in their respective ranges ((−pi/2, pi/2) for
arctan(ξϕ), arctan(ξφ) and [0, 1] for χ
2
h). These maps
show the non-linear complexity of those equations.
Nevertheless complexity, their solution is warranted
because of connectivity of sector elements shj in (8)
through their finite products as part of Lie group U(2) =
U(1)×SU(2), which form the groups S∗h when those sec-
tors are adequately combined, as is discussed in [40, 41].
Still, some of that solutions could correspond in some
cases to non physical or experimentally complex situa-
tions, as an example |bh±α|, |b′h±α| = 1. Because there
are lot of direct and indirect parameters involved, the
best strategy is generate a computational procedure to
solve this problem. First, a procedure which states the
form of each P -unitary matrix factor, M (i,j)
†
, and then
apply on each one a numerical procedure to solve equa-
tions (41,42,48-51) together, in which, parameters as
sjh , sbh , cα, c
′
α, N−α and others should be selected. Be-
cause there are multiple roots, a stochastic procedure to
find an specific solution into the correspondent graphs as
those in Figure 3 is more practical. Then, this procedure
lets to find solutions to problem of factorization of uni-
tary evolution matrices U with complex entries based on
Ising interaction pulses, being restricted by consistence
to det(U) = 1.
V. SPECIAL CASE: UNITARY MATRICES
WITH REAL ENTRIES
A special, but very common case, could be attended:
special unitary matrices U whose entries are real. For-
tunately, this case exhibit an analytical easier solution
which is depicted in this section in terms of theory pre-
viously developed until here.
A. Analytical solution for P−unitary matrix
factors with h = 1
To obtain M (4,1)
†
,M (2,1)
†
,M (4,2)
†
and M (4,3)
†
, we
have as restriction, the impossibility depicted in section
IV A for one pulse: to have all entries as real because
factors i∗h, ih in antidiagonal entries. An alternative is
try to get all entries as imaginary, which is possible by
select ∆h
−
α =
2nα+1
2 pi. With this selection, we get for
non diagonal sector:
shj = −iei∆h
+
α (−1)nα
(
βjh−α qbh−α
qbh−α −βjh−α
)
(52)
Unfortunately, the impossibility remains because still,
i factor can not be eliminated by selecting ei∆h
+
α as imag-
inary, because it requires be real in order to remaining di-
agonal sector becomes I2. Thus, analysis with two pulses
shows that solutions are possible. Effectively, we can ana-
lyze this problem in terms of general procedure in section
10
FIG. 3: Colored maps of a) arctan(ξϕ) ∈ (−pi/2, pi/2),
b) arctan(ξφ) ∈ (−pi/2, pi/2), and c) χ2h ∈ [0, 1]. Dark
colors correspond to lower values in their respective range
and brighter to upper ones. All graphs are represented in
(jh−α, j
′
h−α, τ) ∈ [−1, 1] × [−1, 1] × [0, 6]. Maps correspond
to case sjh = sbh = 1, cα = c
′
α = 1, N−α = 2, as an example.
IV B stating Rϕ = Iφ = 0 with which we find several
analytic solutions. One of them is useful here, but in
this case, that solution is easier achievable by taking two
pulses shj , s
′
hj with form (52), to obtain:
shj = e
i(∆′h
+
α
)+∆h
+
α )(−1)n′α+nα+1
(
A+ −qβA−
qβA− A+
)
with : A+ = jh−αj
′
h−α + bh−αb
′
h−α
A− = jh−αb
′
h−α − bh−αj′h−α
A2+ +A
2
− = 1 (53)
in which the uncomfortable factor i clearly disappears.
Here, ∆h
−
α =
2nα+1
2 pi ≡ Nα2 pi,∆′h−α = 2n
′
α+1
2 pi ≡ N
′
α
2 pi.
Still, the following equations should be solved in order to
get bh−α, b′h−α:
m
(i,j)
1,1 ≡
a
(i−1,j−1)
i−1,j
ui−1,j
= (−1)S(jh−αj′h−α + bh−αb′h−α)
m
(i,j)
2,1 ≡
ui,j
ui−1,j
= βq(−1)S(jh−αb′h−α − bh−αj′h−α)
(54)
where S ≡ 2m−α + n−α + nα + n′α + 1 retrieve all inte-
ger constants which appears in the procedure. Terms
m
(i,j)
1,1 ,m
(i,j)
2,1 , for short, correspond to entries in each ma-
trix M (i,j)
†
. It is clear that those equations can be re-
duced to first one by noting that m
(i,j)
1,1
2
+ m
(i,j)
2,1
2
= 1.
At end, both equations just require a review about con-
cordance in signs. Parameters in S can be selected to
obtain this concordance. Still, it is required to write t, t′
in terms of 2nα+12 ,
2n′α+1
2 and Rhα, R
′
hα. Then, by sub-
stituting them in first equation in (42):
jh−α
Nα
2cα
+ j′h−α
N ′α
2c′α
= −α(2m−α + n−α)
(55)
all in terms of jh−α, j
′
h−α. As before, nevertheless that
we will not introduce time explicitly here, it is conve-
nient note that definitions introduced in (51) for non
dimensional time τ = jh−α
Nα
2 pi, τ
′ = j′h−α
N ′α
2 pi are
prevailing to report specific results in terms of non di-
mensional parameters jh±α, j
′
h±α, bh±α, b
′
h±α, τ, τ
′ with-
out involve physical parameters J{h}±α, J
′
{h}±α, Jh, J
′
h.
At this point, note that for diagonal sector:
|jhα| = |j′hα| =
1
n−αpi
(τ
c−α
cα
+ τ ′
c′−α
c′α
)
|bhα| = |b′hα| (56)
where similarly to cα, c
′
α, we define c−α =
J{h}−α
Jh
, c′−α =
J′{h}−α
J′h
. Signs in jhα, j
′
hα are physical prescriptions and
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there are not restrictions in signs of bhα, b
′
hα. In further
applications, we assume these formulas for two pulse case
in order to obtain diagonal sector complementary pre-
scriptions, which will not be explicitly reported because
they need c±α, c′±α specification.
Thus, both equations (54) and (55) require be solved
simultaneously for jhα and j
′
hα. This problem reduce
to solve a quadratic equation whose solutions can be ex-
pressed as:
jh−α =
C(A+D)± |B|√B2 − C2 + (A+D)2
B2 + (A+D)2
j′h−α =
E(A+ F )± |B|√B2 − E2 + (A+ F )2
B2 + (A+ F )2
with : A = (−1)Sm(i,j)1,1 , B = m(i,j)2,1
C =
2N−αc′α
N ′α
, E =
2N−αcα
Nα
D = F−1 =
Nαc
′
α
N ′αcα
(57)
where solutions should be selected by reviewing correct
signs in both equations (54) together with election of
signs in bh−α, b′h−α. Last means that there are not nec-
essarily correspondence between signs in both formulas
(57). At end is possible to find all parameters involved to
generate M (i,j)
†
by means of U2(t). Formula (56) should
be analyzed more carefully, because |jhα|, |j′hα| ≤ 1, then
a detailed view to current set of formulas shows that while
existence of solutions in (57) depends on greater values
for Nα, N
′
α. But at time, |jhα|, |j′hα| values increase with
this. Thus, some control could be required to have lower
values of c−α, c′−α.
B. Analytical solution for P−unitary matrix
factors with h = 2
As was stated before, this case admits an easy solution
in just one pulse by selecting jh−α = 0, |bh−α| = 1 (re-
quiring strictly control on J{h}α value). Independently
of possible experimental restrictions to manipulate J{h}α
values, this selection gives a practical solution for non di-
agonal sector:
shj = (−1)n−α ·(
cosBh−αt qsign(bhα) sinBh−αt
−qsign(bhα) sinBh−αt cosBh−αt
)
(58)
in terms of parameters of section IV A. It implies to ob-
tain t and Bhα from (10) in order to obtain I2 in remain-
ing diagonal sector and then solve:
Bh−α =
1
t
cos−1
(−1)n−αa(i−1,j−1)i−1,j
ui−1,j
with :
sign(Bh−α) = (−1)n−α+1qsign(
ui,j
ui−1,j
sinBh−αt)
(59)
to obtain Bh−α. This equation is equivalent to equation
(34). This procedure works to obtain M (3,1)
†
,M (3,2)
†
.
No more solutions in two pulses are able because they
require the same condition jh−α = 0 in order to have
the form (20). In order to report results in terms of
non dimensional parameters and because here jh−α = 0,
terms as τ are not appropriate. Thus, we introduce the
variables τ0 ≡ Jht as in (10) with α → −α, and b0 ≡
Bh−α
Jh
(the equivalent expression for (59) in these terms
is immediate) to report results for sector α in which is
located the non diagonal sector. For diagonal identity
sector, −α, the use of jhα is still appropriate and it can
be written as jhα =
N−αc−α
n−α
, where as for two pulses
case: N−α = −α(2m−α + n−α), c−α = J{h}−αJh . As is
usual, |bhα| =
√
1− jh2α and its sign can be selected
arbitrarily. We will assume these formulas for one pulse
case to obtain and report complementary diagonal sector
prescriptions (with exception of bhα).
C. Existence of solutions for P−unitary matrices
factorization for unitary U with real entries in two
pulses
Formulas for h = 2 are easy and their only issue is the
restriction jh−α = 0 which implies some control in the
interaction strength of interaction (1). In addition, the
correct election of signs depicted in formula (59) is a triv-
ial issue because of properties of trigonometric functions.
For h = 1, lots of parameters appear as in the gen-
eral case for complex entries, but as we are shown, an-
alytical solutions are possible. As values of cα, c
′
α, signs
of jh−α, j
′
h−α are not eligible because they are physi-
cal constants of system. Still, by example, if |B| >
|C|, C > 0, A + D > 0 then jh−α > 0; instead, if
|B| > |C|, C > 0, A + D < 0 then jh−α < 0. Similar
conditions let the same for jh−α. Then, a brief anal-
ysis shows that this expressions let obtain both signs
for jh−α, j
′
h−α by an adequate selection of N−α ∈ Z
and Nα, N
′
α both odd. Normally, it is possible note
that changing signs in Nα, N
′
α implies a sign change in
jh−α, j
′
h−α solutions. In addition, solutions are physi-
cally meaningful (|jh−α|, |j′h−α| ≤ 1) if we select higher
values for |Nα|, |N ′α| because it reduces C,E values. By
these reasons, normally large values in N−α do not give
physical solutions. As was mentioned before, last election
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could give |jh−α|, |j′h−α| > 1 because D and F values in-
creases. This could be avoided if cα, cα can be manipu-
lated.
In the following section a couple of examples will be
developed to shown how the procedure of factorization
presented can be implemented.
VI. APPLICATIONS AND EXAMPLES
Next examples show applications of previous devel-
opment by factorizing some special unitary matrices in
SU(4) which are not achievable for exclusive interactions
in only one group S∗h, instead by a combination of el-
ements of three groups. Results in [40] and this work
establish that a general operation U ∈ SU(4) can be re-
produced by a finite product of elements in S∗1,S∗2 Ising
interactions via factorization proposed in [42].
In the following analysis we will assume that factoriza-
tion is being developed by a system with some physical
properties as: a) interaction strength constants positive
(or zero if is required), jh±α, j
′
h±α, b) relative strength
ratios were set as cα, c
′
α = 1, cα, c
′
α = 0.5. This setting is
just to report concrete results more than real restrictions,
which, as was discussed, are not present (with exceptions
of jh−α = 0 to get factors for h = 2 case). Because
multiplicity of solutions in terms of several parameters
involved m−α, n−α, nα, n′α (or some of their associated
values as N±α, N ′α), normally we are selected the lower
ones possible. They are included in the prescriptions.
Note finally, in particular, that because of definitions of
τ, τ ′, they can become negative (no in present case with
jh±α, j
′
h±α positive), remembering that they are no phys-
ical time and positiveness of t, t′ is always recovered.
A. Equivalent gate to C1NOT2 gate in Bell basis
C1NOT2 gate is a very common and useful gate used
in Quantum Computation. A similar gate with determi-
nant 1 is the controlled gate C1(iY2). This gate can be
reproduced in the present scheme noting that this gate,
in Bell basis (4), has the form:
U =
1
2

1 −1 1 1
1 1 −1 1
1 1 1 −1
−1 1 1 1
 (60)
= (H1 ⊗ I2)C1NOT2(C1(iY2))C1NOT2(H1 ⊗ I2)
C1NOT2 is a gate sometimes difficult to reproduce,
but C1(iY2) is an alternative for this case, which could
be generated with physical processes as in the current
work through magnetic pulses. Quantum algorithms us-
ing C1NOT2gates could be traduced in terms of C
1(iY2).
Following the process depicted in the previous sections,
we can decompose it in several parts by means of factor-
ization in terms of a set of P−unitary matrices achievable
by physical interactions. Thus, their P−unitary matrix
factors and respective design parameters are shown in
Table I in those terms presented in last section.
TABLE I: Factorization in P−unitary matrices for C1(iY2)
and design parameters of non diagonal sector.
P−unitary matrices Design parameters
M (4,1)
†
1 0 0 0
0 1 0 0
0 0 1√
2
− 1√
2
0 0 1√
2
1√
2

N−α = −1
jα = j
′
α = 0.681
Nα = 3, N
′
α = −3
j−α = 0.120, b−α = 0.993
j′−α = 0.787, b
′
−α = 0.617
τ = 0.568, τ ′ = 3.709
M (3,1)
†
1 0 0 0
0 1√
3
−
√
2
3
0
0
√
2
3
1√
3
0
0 0 0 1

m−α = −2, n−α = 3
jα = 0.167
b0 = 0.696
τ0 = 3.142
M (2,1)
†
1
2
−
√
3
2
0 0√
3
2
1
2
0 0
0 0 1 0
0 0 0 1

N−α = −1
jα = j
′
α = 0.968
Nα = 3, N
′
α = −3
j−α = 0.312, b−α = 0.950
j′−α = 0.978, b
′
−α = 0.205
τ = 1.471, τ ′ = 4.613
M (4,2)
†
1 0 0 0
0 1 0 0
0 0 1
2
−
√
3
2
0 0
√
3
2
1
2

N−α = −1
jα = j
′
α = 0.692
Nα = 3, N
′
α = −3
j−α = 0.128, b−α = −0.992
j′−α = 0.795, b
′
−α = 0.607
τ = 0.603, τ ′ = 3.745
M (3,2)
†
1 0 0 0
0 − 1√
3
−
√
2
3
0
0
√
2
3
− 1√
3
0
0 0 0 1

m−α = −2, n−α = 3
jα = 0.167
b0 = 0.696
τ0 = 3.142
M (4,3)
†
1 0 0 0
0 1 0 0
0 0 1√
2
− 1√
2
0 0 1√
2
1√
2

N−α = −1
jα = j
′
α = 0.681
Nα = 3, N
′
α = −3
j−α = 0.120, b−α = 0.993
j′−α = 0.787, b
′
−α = 0.617
τ = 0.568, τ ′ = 3.709
In [40, 41] this gate was used to design control gates
or to mimic an alternative teleportation quantum algo-
rithm based in Ising interaction based on group proper-
ties which assure a coverage of a finite product of ele-
ments in S∗h groups on a maximal group Sh (treatment
there is a little different because C1(iY2) is constructed
directly to operate on a grammar based on Bell states
instead on typical computational basis). That, together
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with current example suggest that specialized gates can
be constructed via factorization by using Ising interac-
tion. Still, in terms of group theory, more research about
a minimal representation in these finite products in Sh it
is necessary.
B. Characterization operation
Quantum control of physical states requires to change
properties of quantum states. A characterization oper-
ation [44] is an unitary operation which change the su-
perposition state of an initial state. By example, the
following matrix represent one of these operations (num-
bers in it are casual to illustrate the factorization process
using Ising boosts):
U =
1
10

7 1 7 −1
1 −7 1 7
7 −1 −7 −1
1 7 −1 7
 (61)
This operation based on Bell basis lets to transform
some initial Bell state (or a superposition of them) into
other state. We can convert several initial states with
this operation and if we use it repeatedly, this kind of op-
erations have several behaviors in terms of convergence.
Convergence of characterization matrices powers is an in-
teresting issue to explode control of quantum states. Fol-
lowing a similar process to find the design parameters of
their P−unitary factors, we can reproduce these kind of
operations by factorization. For specific case (61), these
factors and parameters are reported in table II.
This example shows that for a general characterization
matrix:
U =

α β γ −δ
β −α δ γ
γ −δ −α −β
δ γ −β α
 (62)
will exist a process of quantum modeling based on fac-
torization. A rich research field based on power bounded
and power convergence for unitary matrices is open, in
order to control this procedures when they are based on
Ising pulses. An additional treatment associated with
quantum error correction is recommended for this kind
of operations.
VII. CONCLUSIONS
Current research about physical systems on which set
up quantum technology, in particular those related with
quantum computation, quantum information processing
TABLE II: Factorization in P−unitary matrices for charac-
terization matrix U and design parameters of non diagonal
sector.
P−unitary matrices Design parameters
M (4,1)
†
1 0 0 0
0 1 0 0
0 0 7
5
√
2
− 1
5
√
2
0 0 1
5
√
2
7
5
√
2

N−α = −1
jα = j
′
α = 0.500
Nα = −3, N ′α = −3
j−α = 0.400, b−α = 0.916
j′−α = 0.267, b
′
−α = 0.964
τ = 1.886, τ ′ = 1.256
M (3,1)
†
1 0 0 0
0 1√
51
−5
√
2
51
0
0 5
√
2
51
1√
51
0
0 0 0 1

m−α = −2, n−α = 3
jα = 0.167
b0 = 0.548
τ0 = 3.142
M (2,1)
†
7
10
−
√
51
10
0 0√
51
10
7
10
0 0
0 0 1 0
0 0 0 1

N−α = −1
jα = j
′
α = 0.968
Nα = −3, N ′α = 3
j−α = 0.978, b−α = 0.205
j′−α = 0.312, b
′
−α = 0.950
τ = 4.612, τ ′ = 1.471
M (4,2)
†
1 0 0 0
0 1 0 0
0 0 7
10
−
√
51
10
0 0
√
51
10
7
10

N−α = −1
jα = j
′
α = 0.704
Nα = −3, N ′α = 3
j−α = 0.802, b−α = 0.596
j′−α = 0.136, b
′
−α = 0.991
τ = 3.783, τ ′ = 0.641
M (3,2)
†
1 0 0 0
0 − 1√
51
−5
√
2
51
0
0 5
√
2
51
− 1√
51
0
0 0 0 1

m−α = −2, n−α = 3
jα = 0.167
b0 = 0.455
τ0 = 3.142
M (4,3)
†
1 0 0 0
0 1 0 0
0 0 7
5
√
2
− 1
5
√
2
0 0 1
5
√
2
7
5
√
2

N−α = −1
jα = j
′
α = 0.500
Nα = −3, N ′α = −3
j−α = 0.400, b−α = 0.916
j′−α = 0.267, b
′
−α = 0.964
τ = 1.886, τ ′ = 1.256
or quantum cryptography, are growing from several di-
rections to get them in a useful form for applications.
Nevertheless that optics has been partially a dominant
arena to last developments, matter has been shown sev-
eral own benefits in some involved aspects.
Quantum storage and quantum information processing
allow new computational tasks which are impossible with
conventional information technology or quantum optics
exclusively. In these trends, systems based on trapped
ions, e-Helium, nuclear magnetic resonance, supercon-
ductors, doped silicon and quantum dots have shown op-
portunities to make stable and efficient developments for
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that purpose [45]. Such quantum stuff requires a system
of several qubits. The main materials based technology
known for that is magnetic. For this reason, spin-based
quantum computing has been developed in several exper-
imental implementations, which uses magnetic systems
mainly: superconducting integrated systems, supercon-
ducting flux qubits, straight nuclear magnetic resonance
and quantum dots. All of them exploits Ising interactions
with different approaches [46], together with control on
quantum states and in particular with entanglement con-
trol, a milestone in all almost these researches.
Circuit-gate model was the first approach to quantum
computation, nevertheless, quantum annealing [47] or
measurement-based quantum computation [48] are alter-
natives which use magnetic systems approached by Ising
interactions to manage a planned and controlled quan-
tum state manipulation. On them, several applied prob-
lems has been exhibited as the goal of these technologies
(pattern matching, folding proteins, an other particular
NP-complete problems [46]) in order to test them.
In spite of current work, for magnetic systems and
under the regular perspective of interaction when is de-
picted on entangled pairs basis, the direct change of clas-
sical computational basis on an entangled basis as their
basic computer grammar should be considered, inclu-
sively with actual control problems around decoherence
entanglement. Thus, another extension is clearly an anal-
ogous analysis for multiqubit systems in terms of an ade-
quate basis of entangled states (as |GHZ〉, |W 〉 and other
entangled states in SU(8) or still greater systems) as in
the model presented here. In this work, solutions (56-
59) set a concrete theoretical method to generate gates
with real entries based on Ising pulses for two qubits
computation. More generally, procedure (48-51) states
a numerical method to solve same problem for complex
entries gates in general. As is stated in [40], an important
extension of results presented there for multiqubit inter-
actions, it is obtain their evolution in terms of sectors
relating their ’natural’ states. Last will let extensions of
factorization stated in [42] in terms of Ising interaction
pulses as was implemented in this work, being extended
for a higher number of qubits when they need be pro-
cessed simultaneously.
In the same way, error correction analysis is neces-
sary in our procedures, based on error factors in control
(magnetic field and time measurement, precise knowledge
about interaction strengths, etc.). In this line of research,
the analysis of behavior with finite temperature based
on matrix density is mandatory to consider decoherence
effects. Finally, it is required improvement through al-
ternative continuous pulses to generate the same effects
and factorization procedures as those presented here.
Nevertheless that magnetic rectangular pulses are easy
to manage theoretically and still experimentally too be-
cause currently there are a tight control on them (re-
ducing their resonant effects because their discontinu-
ity), the best is seek continuous fields ([41] has proposed
B(t) = B0 +Bp sinωt) to try a reproduction of this kind
of effects in (1). This method, if works, could suppose to
apply directed waves on the matter in order to generate
in it certain quantum operations based on factorization.
Nuclear magnetic resonance, Quantum dots and Elec-
trons in silicon lattices are named as the most successful
systems in implementing quantum algorithms based on
their coherence and stability. Experimental applications
to set up current proposal on these technologies should
develop a narrow orbit control and strength interactions
control. Currently, this capacities of control are still far
but they are emerging. Then, a more deep control could
be applied in terms of present work to generate entangle-
ment control and induced gates design on matter.
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