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En el presente trabajo se propone un modelo conceptual, para describir las características 
más relevantes de las técnicas de minería de datos, Apriori y Regresión logística.  
 
El modelo le muestra las propiedades fundamentales de cada técnica y funcionalidad al 
minero de datos, cuando de descubrir patrones frecuentes e interesantes o relación de 
variables se trate.  El modelo se obtuvo a partir de la caracterización de las dos técnicas 
en mención Apriori y Regresión logística, estableciendo sus atributos o características 
fundamentales, y el flujo de información a partir de los métodos de cada caso.  El modelo 
se hizo utilizando el lenguaje para modelado unificado (UML). 
 
La aplicación y validación del modelo conceptual propuesto se hizo utilizando algunas 
variables y datos, obtenidos de la encuesta anual manufacturera, el cual versa que la 
innovación y el desarrollo tecnológico son pilares reconocidos de competitividad y factores 
clave para transformar el conocimiento en riqueza económica, bienestar social y 
desarrollo humano.  Al respecto se evidencia cierto consenso entre los analistas en 
cuanto que nuestro país tiene serios problemas a nivel de innovación y tecnología, que 
perjudican sensiblemente su capacidad de competir en mercados globales y de construir 
una sociedad con un mayor nivel de vida. 
 
Se utilizaron las herramientas SQL Server 2005, como repositorio de información, y SQL 
Server Business Intelligence Development Studio, para crear los orígenes y vistas de 
datos.  Se utilizó la tecnología Microsoft para generar reglas de asociación, y una red de 
dependencias con el algoritmo de asociación.  Este algoritmo es una implementación de 
la técnica  Apriori.   Igualmente se aplicó el algoritmo de Regresión logística, el cual 
generó gráficos de elevación, y visor de Redes probabilísticas. 
 
Palabras clave:  Descubrimiento de conocimiento (KDD), Minería de Datos, patrones o 
datos frecuentes, Reglas de Asociación, Regresión Logística, algoritmo Apriori. 
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“Sin lugar a dudas el tesoro más valioso de humanidad es el conocimiento.  Gran parte de 
este conocimiento existe en forma de lenguaje natural: libros, periódicos, artículos y por 
supuesto en páginas Web. La posesión real de todo este conocimiento depende de 
nuestra capacidad para hacer ciertas operaciones con la información textual, por ejemplo: 
buscar información interesante” (Guzmán et al, 2005).  Posteriormente con el apoyo de la 
tecnología de información, justificada en las bases de datos relacionales, las 
computadoras personales y la computación gráfica, el acceso a la información y su 
representación por parte de los usuarios finales, comenzaron a ser cada día más 
frecuentes.  Todo esto enmarcado en el concepto de Inteligencia de Negocios. En la 
inteligencia de negocios existen diversas metodologías para el análisis de la información.  
Cada una de ellas ofrece herramientas conceptuales para extraer cierta inteligencia o 
conocimiento de los datos  acumulados en la empresa.  Estas tecnologías son la Minería 
de Datos y OLAP.  La Minería de Datos utiliza algoritmos como el Apriori, para explorar 
los repositorios de datos y extraer conocimiento a partir de los datos.  Las herramientas 
para procesamiento analítico en línea OLAP, permiten mostrar  o visualizar los resultados 
en forma dinámica a partir de tablas, gráficos, o en cubos. 
  
Con este trabajo de maestría, se muestra la caracterización a partir de un modelo 
conceptual, de algunas técnicas de asociación para apoyar a los expertos analistas de la 
información (mineros de datos), en el momento de necesitar aplicarlas, indicando sus 
características, y funcionalidad, para el estudio de objetos de interés.  El modelo 
conceptual muestra la fundamentación de las técnicas, y sus bondades.  “La idea de 
utilizar reglas de asociación para aplicar a conjuntos de elementos en grandes bases de 
datos fue de Rakesh Agrawal, Tomasz Imielinski y Arun Swami del Centro de 
investigación de IBM en California. El artículo en el que se trató este tema por primera vez 
tenía el nombre de "Mining Association Rules between Sets of Ítems in Large Databases" 
(Agrawal & Srikant, 1994). 
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La aplicación o los datos que sirven de ejemplo en este trabajo usa algunos datos 
obtenidos en la primera encuesta del proyecto de Investigación cofinanciado por 
Colciencias,  cuyo titulo es “Descubrimiento de Conocimiento sobre la Innovación en 
Colombia, a partir de las encuestas manufactureras y de la Bases de Datos Scienti”, 
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Realizar un modelo conceptual sobre algunas de las técnicas de asociación de la minería 
de datos, que sirva a los expertos analistas de la información (mineros de datos), en el 
momento de necesitar aplicarlas, indicando sus características, y funcionalidad, para el 






• Identificar y seleccionar algunas técnicas de la minería de datos ofrecidas por la 
Inteligencia artificial para el descubrimiento de reglas de asociación entre los datos 
de un dominio especifico. 
 
• Caracterizar las técnicas seleccionadas, con el fin de conocer sus propiedades, 
funcionalidad, y estructura. 
 
• Presentar los resultados estructurales de cada técnica, en términos de 
recomendaciones o comentarios, fortalezas y limitaciones, funcionalidad, desde 
una propuesta conceptual UML. 
 
• Aplicar el modelo obtenido en un caso de investigación específico.  Proyecto de 
Investigación que apoya el descubrimiento de Conocimiento sobre la Innovación 
en Colombia a partir de las encuestas de Innovación y desarrollo tecnológico, la 
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PLANTEAMIENTO DEL PROBLEMA 
 
 
¿Qué hacer cuando se dispone de mucha información y  no se sabe como asociarla 
para obtener patrones frecuentes en ella? 
 
Mirando de manera general los antecedentes en materia de evolución de los sistemas y 
haciendo un breve recuento podría decirse lo siguiente: 
 
Durante muchos años el procesamiento de la información estuvo centralizado en el 
departamento de sistemas, se tenía un equipo central con algunas pocas terminales y los 
documentos fuentes elaborados con información capturada de forma manual eran 
posteriormente procesados en muchos casos después de haber pasado varios días.  En 
este caso los informes obtenidos, mostraban el comportamiento de la información al 
finalizar un periodo de tiempo especifico.  
 
Esta cultura de mantenimiento de información desactualizada que no servía como 
herramienta para toma de decisiones confiables se fue reevaluando y es así como con el 
desarrollo de Internet y la necesidad de intercambiar información sin importar ubicación, 
zona horaria, lengua, cultura, religión, sexo y muchos otros aspectos ha ido exigiendo un 
cambio cultural de informática que permita obtener información más oportuna para la 
toma de decisiones. 
 
La inteligencia de negocios ofrece información transformada en conocimiento a partir de la 
selección y organización de los datos a través de sus técnicas de descubrimiento de 
conocimiento, bodegas de datos y minería de datos utilizadas para toma de decisiones. 
 
Las empresas y organizaciones actuales buscan la extracción fácil y oportuna de 
conocimiento útil para la toma de decisiones, a partir de los grandes volúmenes de datos 
que se van recopilando a través de los años, a través del registro de transacciones, de las 
bases de datos construidas y alimentadas regularmente, y de las encuestas realizadas.   
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Existe una gran variedad de técnicas para realizar agrupamientos y asociaciones sobre 
los datos, y es posible que los expertos analistas desconozcan las propiedades de cada 
una de ellas, y por ello la tarea de aplicación de la técnica apropiada en un caso 
particular, se convierte en todo un problema. 
 
La selección de las técnicas para análisis de datos que permita la entrega de información 
convertida en conocimiento para toma de decisiones, requiere de conocimiento a 
profundidad de las propiedades de cada una de las técnicas, su caracterización y cuando 
aplicarla a un conjunto de datos dependiendo de la naturaleza de los datos.   
 
Este trabajo contribuye en la solución del problema previamente descrito, delimitando su 
alcance con algunas técnicas utilizadas para encontrar patrones frecuentes, asociaciones  
entre conjuntos de datos. 
 
La contribución también se resalta en el proyecto de Innovación y Desarrollo Tecnológico 
cofinanciado por Colciencias, al cual se aporta el análisis de los datos a partir de las 
bases de datos disponibles.  Se contribuye con el  modelo conceptual que ayuda a los 
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1. MARCO TEORICO 
 
 
1.1 Descubrimiento de Conocimiento  
 
“Proceso no trivial de identificar patrones validos, novedosos, potencialmente útiles y 
comprensibles a partir de los datos” (Cabrera, 1998). 
 
“Proceso global de búsqueda de nuevo conocimiento a partir de la información 
almacenada en una base de datos” (Fayyad, 1996). 
 
En los últimos años, ha existido un gran crecimiento en nuestras capacidades de generar 
y colectar datos, debido básicamente al gran poder de procesamiento de las máquinas 
como a su bajo costo de almacenamiento.  Sin embargo, dentro de estas enormes masas 
de datos existe una gran cantidad de información "oculta", de gran importancia 
estratégica, a la que no se puede acceder por las técnicas clásicas de recuperación de la 
información.   
 
El descubrimiento de esta información "oculta" es posible gracias a la Minería de Datos 
(Data Mining), que entre otras sofisticadas técnicas aplica la Inteligencia Artificial para 
encontrar patrones y relaciones dentro de los datos permitiendo la creación de modelos, 
es decir, representaciones abstractas de la realidad, pero es el Descubrimiento de 
Conocimiento (KDD, por sus siglas en inglés) que se encarga de la preparación de los 
datos y la interpretación de los resultados obtenidos, los cuales dan un significado a estos 
patrones encontrados (Valcárcel,  2004). 
 
El desarrollo de las nuevas técnicas de análisis, el abordaje de las problemáticas 
asociadas a la creación de bases de datos, las normalizaciones y los ruidos 
(inconsistencia, redundancia o duplicidad) en los datos, el desarrollo de software 
vinculados a estas problemáticas, etc., permitió el surgimiento de todo un andamiaje 
conceptual.  Dos de los más comunes son relacionados con el Descubrimiento de 
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Conocimiento en Bases de Datos (Knowledge Discovery in Databases, KDD) y una de sus 




1.1.1 Proceso de Descubrimiento de Conocimiento (KD D) 
 
“El proceso de descubrir conocimiento consiste en usar métodos de minería de datos 
(algoritmos) para extraer (identificar) lo que se considera como conocimiento de acuerdo a 
la especificación de ciertos parámetros usando una base de datos junto con pre-
procesamientos y pos procesamientos” (Smyht & Uthurusamy, 1996). 
 
Se trata de interpretar grandes cantidades de datos y encontrar relaciones o patrones.  
Para conseguirlo harán falta técnicas de aprendizaje [Machine Learning], estadística y 
bases de datos (Shafer & Agrawal, 1996).   
 
«KDD es la extracción no trivial de información potencialmente útil a partir de un gran 
volumen de datos, en el cual la información está implícita, donde se trata de interpretar 
grandes cantidades de datos y encontrar relaciones o patrones, para conseguirlo harán 
falta técnicas de aprendizaje, estadística y bases de datos» (Molina, 2000). 
 
Tareas comunes en KDD son la inducción de reglas, los problemas de clasificación y 
clustering, el reconocimiento de patrones, el modelado predictivo, la detección de 
dependencias, entre otros.  El proceso de Descubrimiento de Conocimiento toma los 
resultados tal como vienen de los datos (proceso de extraer tendencias o modelos de los 
datos) cuidadosamente y con precisión los transforma en información útil y entendible.  
Esta información no es típicamente recuperable por las técnicas normales pero es 
descubierta a través del uso de técnicas de Inteligencia Artificial (Wright, 1999). 
 
Con la tecnología actual, resulta más o menos sencillo coleccionar grandes volúmenes de 
información.  Con el uso de lectura óptica y código de barras, las cadenas de 
supermercados pueden fácilmente coleccionar la información de cada canasta de compra, 
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es decir, cual es el conjunto de artículos que el cliente compra.  Un concepto similar es el 
estado de cuenta mensual de una tarjeta de crédito en el que se describe un conjunto de 
artículos que el cliente adquirió ese mes.  De igual manera, gobiernos, instituciones 
públicas y privadas, están en la posibilidad de juntar millones y millones de datos de 
actividades individuales que contienen información altamente detallada sobre montos, 
fechas, horas, lugares, productos y servicios (Lezcano, 2002).  Esta información tan 
voluminosa resulta inútil, pues no aporta conocimiento o fundamento para la toma de 
decisiones.  El resumir datos para la toma de decisiones ha sido el campo tradicional de la 
estadística pero hoy en día existen nuevas técnicas, que revela patrones o asociaciones 
que usualmente nos eran desconocidas y se le ha llamado descubrimiento de 
conocimiento (KDD Knowledge Discovery). 
 
Los datos recogen un conjunto de hechos (una Base de Datos) y los patrones son 
expresiones que describen un subconjunto de los datos (un modelo aplicable a ese 
subconjunto).  KDD involucra un proceso iterativo e interactivo de búsqueda de modelos, 
patrones o parámetros.  Los patrones descubiertos han de ser válidos, novedosos para el 
sistema (para el usuario siempre que sea posible) y potencialmente útiles (Shafer & 
Agrawal, 1996).  
 
 
1.1.2 Características del KDD 
 
El procesar automáticamente grandes cantidades de datos para encontrar conocimiento 
útil para un usuario y satisfacerle sus metas, es el objetivo principal del área de 
Descubrimiento de Conocimiento en Bases de Datos o KDD (Knowledge Discovery from 
Data base).  Este es el campo que está evolucionando para proporcionar soluciones al 
análisis automatizado, al que también podemos definirlo como un proceso no trivial de 
identificar patrones válidos, novedosos, potencialmente útiles y en última instancia 
comprensibles a partir de datos o como la extracción no trivial de información implícita 
desconocida, y potencialmente útil de los datos. 
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Se requiere de grandes cantidades de datos que proporcionen información suficiente para 
derivar un conocimiento adicional, por lo tanto es esencial el proceso de la eficiencia.  La 
exactitud es requerida para asegurar que el descubrimiento de conocimiento es válido, y 
los resultados deberán ser presentados de una manera entendible para el ser humano.   
El conocimiento es descubierto usando técnicas de aprendizaje inteligente que van 
examinando los datos a través de procesos automatizados.  El descubrimiento del 
conocimiento debe ser interesante; es decir, debe tener un valor potencial para el usuario. 
KDD proporciona la capacidad para descubrir información nueva y significativa usando los 
datos existentes. 
   
KDD rápidamente analiza grandes cantidades de datos.  La cantidad de datos que 
requieren procesamiento y análisis en grandes bases de datos exceden las capacidades 
humanas y la dificultad de transformar los datos con precisión es un conocimiento que va 
más allá de los límites de las bases de datos tradicionales.  La utilización de los datos 
almacenados depende del uso de técnicas del descubrimiento del conocimiento. 
KDD se puede utilizar como un medio de recuperación de información, de la misma 
manera que los agentes inteligentes realizan la recuperación de información en el Web.  
También se puede utilizar el KDD como una base para las interfaces inteligentes del 
mañana, agregando un componente de Descubrimiento de Conocimiento a un motor de 
Bases de Datos o integrando KDD con las hojas de cálculo. 
 
El proceso de KDD usa algoritmos de Minería de Datos  para extraer (identificar) lo que se 
considera como conocimiento de acuerdo a la especificación de ciertos parámetros 
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Fase 1 Ubicación y selección de los datos 
 
En esta etapa se responden preguntas como: en que tipo de almacenamiento se 
encuentran los datos, que tipo de estructura tienen, que significado tienen los datos, y si 
esos datos están relacionados con los objetivos del proyecto. 
Se seleccionan los datos desde una Base Datos, los cuales se encuentran almacenados 
en una o más tablas (Estructuras de Datos).  El origen de los datos puede ser un archivo 
sin formato o plano, un  archivo en formato de hoja electrónica, por ejemplo Microsoft 
Excel, o un archivo creado en un sistema gestor de Bases de Datos (SGBD), como SQL 





You are using demo version





Fase 2 Limpieza y pre-procesado  
 
Aplicación de estrategias adecuadas para manejar ruido en los datos, valores 
incompletos, secuencias de tiempo, casos extremos (si es necesario).  Igualmente en esta 
etapa se pueden realizar muestras al azar para reducir el volumen de los datos, y también 
concretar variables y registros apropiados como datos de entrada para el proceso de 




Fase 3 Transformación  
 
En esta fase se transforman los datos al tipo de formato requerido por la técnica de 
Minería de Datos que se aplique. Y posteriormente se selecciona la técnica de 
descubrimiento a utilizar, por ejemplo, Reglas de Asociación, Clasificación, Regresión 
Logística, Clustering, entre otras. 
 
 
Fase 4 Minería de Datos 
 
Llevar a cabo el proceso de minería de datos.  Se buscan patrones que pueden 
expresarse como un modelo o simplemente que expresen dependencias de los datos. 
Se especifica la estrategia de búsqueda a utilizar (normalmente está predeterminada en el 




Fase 5 Interpretación y Validación 
 
Interpretar los resultados puede involucrar repetir el proceso, quizás con otros datos, otros 
algoritmos, otras metas y otras estrategias. 
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Este es un paso importante, en donde se requiere tener conocimiento del dominio.   La 
interpretación puede beneficiarse de procesos de visualización como la regresión, y sirve 
también para borrar patrones redundantes o irrelevantes obtenidos en técnicas como el 
Clustering o las Reglas de Asociación. 
 
El conocimiento que se obtiene permite realizar acciones dentro de un sistema de 
desempeño o simplemente para almacenarlo y posteriormente disponer de el por parte de 




1.2 Minería de datos 
 
La Minería de Datos surgió como una integración de múltiples tecnologías tales como la 
estadística, el soporte a la toma de decisiones, el aprendizaje automático, la gestión y 
almacenamiento de bases de datos y el procesamiento en paralelo.  Para la realización de 
estos procesos se aplican técnicas procedentes de muy diversas áreas, como pueden ser 
los algoritmos genéticos, las redes neuronales, los árboles de decisión (Meyer & Cannon, 
1998).  La Minería Datos se presenta como el proceso de explorar y analizar grandes 
cantidades de datos, utilizando herramientas automáticas, para descubrir reglas y 
modelos claros (Michael & Gordon, 2000).  La Minería de Datos facilita la  extracción de  
información significativa de grandes bases de datos, información que muestra 
conocimiento a través de patrones ocultos, tendencias y correlaciones que indican 
predicciones para resolver problemas del negocio, proporcionando una ventaja 
competitiva (Guzmán, 2002).  La minería de datos se apoya en el uso de Software, 
metodologías ajustadas a la necesidad, con el fin de obtener relaciones entre variables a 
partir de la exploración de datos (Brachman, 1996).  La minería de datos presenta dos 
tipos, la verificación donde el sistema es limitado a confirmar alguna hipótesis, y la 
búsqueda es un sistema autónomo para encontrar nuevo patrones (Devedzic, 2001).  Los 
componentes esenciales de la tecnología de la Minería de Datos han estado bajo 
desarrollo por décadas, en áreas de investigación como estadísticas, inteligencia artificial 
y aprendizaje de máquinas (Adriaans & Zantinge, 1996). 
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La aplicación de las técnicas de Minería de Datos se refleja en la creación de modelos 
predictivos, y la extracción de información, que encuentren  patrones y relaciones que no 
parecen evidentes (Fayyad & Piatetsky, 1996).  Con esto se logra organización en los 
negocios, habilidad para analizar y tendencia a monitoreo dentro de los negocios, para 
ayudar en los procesos en toma de decisiones del mercado (Fayyad  et al, 1996).  
 
 
1.2.1 Características de la Minería de Datos 
 
El objetivo de la Minería de Datos, es usar los datos disponibles para construir un modelo 
que describe una variable en particular en términos de los otros datos disponibles. 
 
“La Minería de Datos auxilia a los usuarios empresariales en el procesamiento de vastas 
reservas de datos para descubrir “relaciones insospechadas”, por ejemplo, entre 
productos y clientes o patrones de compra de los clientes (Cabrera, 1998). 
 
“La Minería de Datos se concentra en llenar la necesidad de descubrir el por qué, para 
luego predecir y pronosticar las posibles acciones con cierto factor de confianza para cada 
predicción” (Brachman, 1996). 
 
“Tradicionalmente, las herramientas de Minería de Datos acceden los datos de la fuente. 
Los Datos operacionales en la fuente son por lo general inconsistentes y están dispersos 
en muchas aplicaciones.  Además, se requieren datos históricos para descubrir patrones 
temporales de interés” (Fayyad et al, 1996). 
 
 
1.2.2 Estructura de un sistema de Minería de Datos 
 
El sistema construido tiene los siguientes componentes funcionales: los algoritmos o 
programas que buscan (Técnicas); en dónde se busca (la base de datos); qué se busca 
(tipificación de lo interesante o anómalo); cómo se busca (orden, secuencia de búsqueda, 
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1.2.3 Que son los Mineros de Datos 
 
Los Mineros de Datos son la espina dorsal del sistema de la Minería de Datos;  apoyados 
por varios algoritmos generales de búsqueda y detección de “patrones interesantes”. 
 
Un minero de datos se apoya de dos elementos: un extractor que saca o extrae cierto 
conjunto de datos, que podrían contener algo de interés, y un módulo “revisor” o 
“verificador” que, mediante análisis matemáticos o estadísticos, dictamina si hubo algo 
interesante en el subconjunto de datos extraídos. 
 
El extractor se guía por la estructura de conceptos, para acceder la base de datos, y por 
“parámetros de interés”, para saber qué conviene extraer para su análisis posterior por el 
verificador o revisor. 
 
El verificador hace su trabajo usando parámetros que le permiten clasificar o desechar los 
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1.2.4 Aplicación de la Minería de Datos 
 
La aplicación automatizada de técnicas algorítmicas de minería de datos permite detectar 
fácilmente patrones en los datos, razón por la cual esta técnica es mucho más eficiente 
que el análisis dirigido a la verificación cuando se intenta explorar datos procedentes de 
repositorios de gran tamaño y complejidad elevada. Dichas técnicas emergentes se 
encuentran en continua evolución como resultado de la colaboración entre campos de 
investigación tales como bases de datos, reconocimiento de patrones, inteligencia 
artificial, sistemas expertos, estadísticas, visualización, recuperación de la información y 
computación de altas prestaciones. 
 
La Minería de Datos tiene su aplicación en todas las áreas. La industria farmacéutica 
proporciona un buen ejemplo, está caracterizada por un alto costo, a nivel mundial se 
invierten trece billones de dólares en un año, en investigación y desarrollo de 
medicamentos. 
 
“Modernos laboratorios emplean una técnica llamada  HTS (High – throughput Screening), 
esto con el propósito de seleccionar drogas candidatas.  Sistema basado en Robots.  El 
sistema realiza combinaciones químicas para crear una amplia variedad de moléculas 
orgánicas desde un pequeño conjunto de agentes reactivos conocidos” (Michael & 
Gordon, 2000). 
 
Los Robots pueden reconocer cuando una molécula se une para recibir la operación.   
Todas estas pruebas automáticas generan datos, indicados para muchas variables de 
entrada de Minería de Datos, y salidas simples de tipo SI o No.  Las compañías 
farmacéuticas usan sofisticadas técnicas para producir drogas útiles. 
 
Igualmente la Minería de Datos se aplica en la educación, la economía, los mercados, 
entre otros.  Por ejemplo en la educación se pueden realizar análisis de datos sobre la 
población estudiantil, con el fin de conocer en cuales de los programas ofrecidos por una 
institución educativa presentan deserción.  En los mercados se realizan estudios para 
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encontrar la relación entre variables, que en este caso son los códigos de productos que 
indiquen cuales son los más demandados por los clientes. 
 
 
1.2.5  Algoritmos de Minería de Datos 
 
 
Los algoritmos de minería de datos se clasifican en dos grandes categorías:  
 
- Supervisados o predictivos. 
- No supervisados o de descubrimiento del conocimiento. 
Los algoritmos supervisados o predictivos predicen el valor de un atributo (etiqueta) de un 
conjunto de datos, conocidos otros atributos (atributos descriptivos).  A partir de datos 
cuya etiqueta se conoce, se induce una relación entre dicha etiqueta y otras series de 
atributos. Esas relaciones sirven para realizar la predicción en datos cuya etiqueta es 
desconocida. Esta forma de trabajar se conoce como aprendizaje supervisado y se 
desarrolla en dos fases: entrenamiento, el cual consiste en la construcción de un modelo 
usando un subconjunto de datos con etiqueta conocida.  Prueba: consiste en realizar una 
prueba del modelo sobre el resto de los datos. 
 
Cuando una aplicación no es lo suficientemente madura, es decir  no tiene el potencial 
necesario para ser una solución predictiva, se debe recurrir a los métodos no 
supervisados o de descubrimiento del conocimiento que descubren patrones y tendencias 
en los datos actuales (no utilizan datos históricos).  El descubrimiento de esa información 




1.2.6  Técnicas de la Minería de Datos 
 
 
Las técnicas de minería de datos permiten ganar tanto en rendimiento como en 
manejabilidad e incluso en tiempo de trabajo.  La posibilidad de realizar uno mismo sus 
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propios modelos sin necesidad de sub-contratar ni ponerse de acuerdo con un estadístico 
proporciona una gran libertad a los usuarios profesionales. 
 
Las técnicas de minería de datos pueden redituar los beneficios de automatización en las 
plataformas de hardware y software existentes y pueden ser implementadas en sistemas 
nuevos a medida que las plataformas existentes se actualicen y nuevos productos sean 
desarrollados. Cuando las herramientas de minería de datos son implementadas en 
sistemas de procesamiento paralelo de alto rendimiento, pueden analizar bases de datos 
masivas en minutos. 
 
A mayor dimensionalidad del problema la minería de datos, ofrece mejores soluciones. 
Cuantas más variables entran en el problema, más difícil resulta encontrar hipótesis de 
partida interesantes. O, aún cuando pudiera, el tiempo necesario no justificará la 
inversión.  
 
“La aplicación automatizada de algoritmos de minería de datos permite detectar 
fácilmente patrones en los datos, razón por la cual esta técnica es mucho más eficiente 
que el análisis dirigido a la verificación cuando se intenta explorar datos procedentes de 
repositorios de gran tamaño y complejidad elevada” (Rakesh et al, 1993). 
 
Cuando los datos de la empresa son muy ‘dinámicos’ las técnicas de minería de datos 
inciden sobre la inversión y la actualización del conocimiento de nuestro negocio.  En un 
almacén ‘muy dinámico’ las técnicas de minería de datos permiten explorar cambios y 
determinar cuándo una regla de negocio ha cambiado, permitiendo abordar diferentes 
cuestiones a corto, o medio plazo. 
 
 
1.3 Estadística y Minería de Datos 
 
 
La Estadística y la minería de datos conducen al mismo objetivo, el de construir “modelos” 
compactos y comprensibles que rindan cuenta de las relaciones establecidas entre la 
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descripción de una situación y un resultado (o un juicio) relacionado con dicha 
descripción. También apunta a mejorar la toma de decisiones mediante un conocimiento 
del entorno. 
 
“La estadística es uno de los elementos importantes como soporte para la Minería de 
Datos.  Durante siglos las personas han usado las técnicas estadísticas para entender el 
mundo natural.  Esto incluye algoritmos predictivos (conocidos como regresión, 
metodologías simples y diseño experimental).  Y ahora estas técnicas son aplicadas en el 
mundo de los negocios” (Michael & Gordon, 2000). 
 
Las técnicas estadísticas se centran generalmente en técnicas confirmatorias, mientras 
que las técnicas de minería de datos son generalmente exploratorias.  Así, cuando el 
problema al que pretendemos dar respuesta es refutar o confirmar una hipótesis, 
podremos utilizar ambas ciencias. 
 
Si se pretende determinar cuáles son las causas de ciertos efectos (por ejemplo, si invertir 
más en la publicidad de cierto producto tiene como consecuencia un incremento de 
ventas o si es más determinante el ofrecer un descuento a los clientes), deberemos 
utilizar técnicas de estadística (por ejemplo, ecuaciones estructurales).  Las relaciones 
complejas que subyacen a técnicas de minería de datos impiden una interpretación 
certera de diagramas causa-efecto. 
  
Cuando se pretende generalizar sobre poblaciones desconocidas en su globalidad. Si las 
conclusiones han de ser extensibles a otros elementos de poblaciones similares habrán 
de utilizarse técnicas de inferencia estadística. Esto viene relacionado con situaciones en 
las que se dispone exclusivamente de muestras (con el consiguiente problema de aportar 
validez a las muestras). 
 
La minería de datos y la estadística son técnicas complementarias que permiten obtener 
conocimiento inédito en nuestros almacenes de datos o dar respuestas a cuestiones 
concretas de negocio. 
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La predicción en la minería de datos se basa en datos secuenciales, para  inferir el valor 
de un dato que no se conoce. 
 
 
1.4 Reglas de Asociación 
 
Las reglas de asociación son el producto del descubrimiento de relaciones de asociación 
o correlación en un conjunto de datos.  Las asociaciones se expresan como condiciones 
atributo – valor y deben estar presentes varias veces en los datos. 
 
Una  regla de asociación es una afirmación lógica que relaciona dos o más variables; y la 
componen dos partes, la  premisa y la conclusión. Tanto la premisa como la conclusión 
son expresiones lógicas con una o más afirmaciones de tipo atributo– valor. 
 
“Las reglas de asociación son usadas con frecuencia por almacenes en sus mercados, 
anunciando control de Inventario. Las reglas tienen aplicación directa para pequeños 
negocios.  También son utilizadas en la predicción de fallos de redes de comunicaciones. 
Las reglas de asociación son utilizadas para mostrar las relaciones entre elementos o 
variables de datos” (H, 2003).   
 
Las reglas  de asociación indican la fuerza de la asociación de dos o más atributos de 
datos.  El interés en las reglas de asociación es que ellas entregan la promesa (o ilusión) 
de causalidad, o al menos de relaciones predictivas.  Sin embargo las reglas de 
asociación sólo calculan la frecuencia de ocurrencias de uniones de dos o más atributos 
de datos; Ellas no expresan una relación causal. 
 
“Derivan de un tipo de análisis que extraen información por coincidencias.  Este análisis a 
veces llamado “cesta de la compra” permite descubrir correlaciones o co-ocurrencias en 
los sucesos de la base de datos a analizar y se formaliza en la obtención de reglas de 
tipo, SI...ENTONCES... “(Meyer & Cannon, 1998). 
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Las reglas de asociación describen en un conjunto de elementos, cómo varias 
combinaciones de elementos (ítems) están apareciendo juntas en los mismos conjuntos. 
Por ejemplo un caso común de reglas de asociación está dentro del análisis llamado 
datos de la canasta  de compras. El objetivo es encontrar regularidades en los 
comportamientos de los clientes dentro de los términos de combinación de productos que 
son comprados muchas veces en conjunto.  
 
Por ejemplo supóngase que sólo el 0.001 por ciento de todas las compras incluyen leche 
y destornilladores.  El soporte de la regla es bajo.  Puede que ni la regla sea 
estadísticamente significativa – quizás sólo exista una única compra que incluyera leche y 
destornilladores.   Las empresas no suelen estar interesadas en las reglas que tienen un 
soporte bajo, ya que afectan a pocos clientes y no merece la pena prestarles atención.  Si 
el 50% de las compras implica leche y pan, el soporte de las reglas que afecten al pan y a 
la leche es relativamente elevado,  y vale la pena. 
 
La confianza es una medida de la frecuencia con que el consecuente es cierto cuando lo 
es el antecedente.  La regla tiene una confianza del 80% de las compras que incluyen pan 
incluyen también leche.  Las reglas que tienen una confianza baja no son significativas.   
 
La información de asociación puede utilizarse de varias maneras.  Cuando un cliente 
compra un libro determinado puede que la librería en línea le sugiera los libros asociados.  
Puede que la tienda de alimentación decida colocar la mantequilla cerca de la leche, ya 
que suelen comprarse juntos, para ayudar a los clientes a hacer la compra más 
rápidamente.  O puede que la tienda los coloque en extremos opuestos del mostrador y 
coloque otros artículos asociados entre medias para inducir a las personas a comprar 
también esos artículos, mientras los clientes van de un extremo a otro del mostrador. 
Puede que una tienda que ofrece descuento en un artículo asociado no lo ofrezca en el 
otro, ya que, de todos modos, el cliente comprará el segundo artículo. 
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Un ejemplo típico es la asociación que se descubrió en una tienda de mercados y que 
estableció que los hombres que compraban pañales el día sábado eran propensos a 
comprar cerveza. Este conocimiento ayudó a la tienda a definir estrategias para mejorar 
sus ventas. 
 
“El Descubrimiento de reglas de asociación, se define como el problema de encontrar 
todas las reglas de asociaciones existentes con un grado de confianza y soporte mayor 
que el especificado por el usuario, valores denominados confianza mínima  y soporte 
mínimo respectivamente” (Berzal et al, 2002). 
 
 
1.4.1 Características de las Reglas de Asociación 
 
En la técnica de Reglas de asociación los datos se presentan o pueden interpretarse 
como un conjunto de transacciones, donde una transacción es un subconjunto no vacio, 
de un conjunto de I objetos llamados ítems.  “La extracción de Reglas de asociación es 
una técnica de minería de datos que resulta adecuada cuando los datos se presentan de 
esta forma” (Rakesh et al, 1993). 
 
El proceso de extracción de Reglas de asociación se apoya en medidas de confianza y 
soporte, considerando cualquier conjunto de atributos con cualquier otro subconjunto de 
atributos.  “Las reglas tienen un soporte, así como una confianza asociados.  Los dos se 
definen en el contexto de la población. El soporte es una medida de la fracción de la 
población que satisface tanto el antecedente como el consecuente de la regla” (Arturo, 
2004). 
 
“Las reglas de asociación constituyen un mecanismo de representación del conocimiento 
simple y útil para caracterizar las regularidades que se pueden encontrar en grandes 
bases de datos” (Berzal, 2000). 
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“La extracción de reglas de asociación puede ser útil para resolver problemas de 
clasificación parcial donde las técnicas de clasificación clásicas no son efectivas” (Fayyad 
& Piatetsky, 1996). 
 
 
1.4.2  Estructura de una Regla de Asociación 
 
 
Una regla de asociación se forma con dos conjuntos: la premisa y la conclusión.  La 
conclusión se restringe a un solo elemento.  Las reglas generalmente se escriben con una 
flecha apuntando hacia la conclusión desde la premisa, así: 
 
{0041}               {3465}; generalmente una regla de asociación está acompañada por 
estadísticos basados en frecuencia que describen esta relación. 
 
Las cadenas numéricas que se encuentran entre el corchete, corresponden a las 
variables que se comportan tanto como premisa y conclusión.  0041 indica un código o la 
referencia de un producto específico; de igual forma 3465. 
 
Ejemplo: los conductores adultos mayores presentan un porcentaje muy alto respecto a 
colisiones, cuando su tipo de vehículo es deportivo. {Adultos mayores y deportivo} →  




1.4.3  Estadísticos de frecuencia 
 
Los dos estadísticos utilizados inicialmente para describir las relaciones son el soporte (o 
apoyo, denotado sop) y la confianza (conf), los cuales son valores numéricos.   
El soporte de una regla de asociación es la proporción de transacciones que contienen 
tanto a la premisa como la conclusión.  En otras palabras el porcentaje (%) de instancias 
en las que se cumple la regla R. 
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La confianza de una regla de asociación es la proporción de transacciones que contienen 
a la premisa, y que también contienen a la conclusión, es decir el porcentaje (%) de 
instancias que contienen a R y también I.  
Por lo tanto para una asociación I  à  J, se tiene: 




Sea R:    I à  J  una regla de asociación, donde el soporte y la frecuencia están dados así: 
Soporte de la regla (R):     
sop (R) = sop (I ∪J)  
 
R simboliza la regla de asociación, I es la premisa, J es la conclusión, y D es la cantidad 
de transacciones en la base de datos.  Por lo tanto el soporte para la regla A à  B, es la 
fracción de transacciones que contienen X e Y (Zorrilla, 2007). 
 
sop (R) = sop (A ∪B)  
sop (R) = sop ((A, B) / D) = 4/9=0.4444 
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Confianza de la regla (R):     
 
La confianza permite medir cuantas veces elementos (ítems) de B aparecen en 
transacciones que contienen A (Zorrilla, 2007). 
 
conf (R) = sop (R) / sop (I)  
 
La confianza de la regla anterior corresponde  a dividir el soporte de la regla sobre el 
soporte de la premisa, es decir 0.4 que es el resultado del soporte de A y B, sobre el 
soporte de A, es decir el número de veces que se encuentra A en el conjunto de 
transacciones, dividido el número de transacciones.  Esto es:  
 
conf (R) = (sop (A à  B) ) /( sop (A) ) 
conf (R) = (sop (4 / 9) ) /( sop (6 / 9) ) 
conf (R) =4 / 6=2 / 3=0.6667 
 
En minería de datos con reglas de asociación en BD transaccionales evaluamos las 
reglas de acuerdo al soporte y la confianza de las mismas.  
 
“Las reglas interesantes son las que tienen mucho soporte (soporte y confianza), por lo 
que buscamos (independientemente de que lado aparezcan), pares atributo-valor que 
cubran una gran cantidad de instancias.  A estos, se les llama ítem-sets y a cada par 
atributo-valor ítem“(Agrawal & Srikant, 1994). 
 
 
1.4.4 Aplicación de las Reglas de Asociación 
 
 
La extracción de reglas de asociación se ha utilizado para resolver diversos tipos de 
problemas y en distintos ámbitos, y hoy en día son una de las técnicas más utilizadas. 
Uno de los motivos de esto es que los conceptos de ítem y transacción son conceptos 
abstractos, que se pueden hacer corresponder con distintos elementos de una base de 
datos en función de las necesidades del analista de los datos. 
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Las reglas de asociación tienen diversas aplicaciones como:  
 
• Soporte para la toma de decisiones  
• Diagnóstico y predicción de alarmas en telecomunicaciones  
• Análisis de información de ventas  
• Diseño de catálogos  
• Distribución de mercancías en tiendas  
 
• Segmentación de clientes con base en patrones de compra 
 
 
1.5 Algoritmos automáticos desde SQL Server Busines s Intelligence 
 
1.5.1 Algoritmo de Regresión Logística 
El algoritmo de regresión logística de Microsoft es una variación del algoritmo de red 
neuronal de Microsoft, en el que el parámetro HIDDEN_NODE_RATIO se establece en 0.  
Este valor creará un modelo de red neuronal que no contenga un nivel oculto y que, por 
consiguiente, sea equivalente a la regresión logística. 
1.5.1.1 Grafico de elevación 
El eje X del gráfico de elevación representa el porcentaje del conjunto de datos de prueba 
que se utiliza para comparar las predicciones. El eje Y del gráfico representa el porcentaje 
de valores que se predicen con el estado especificado.   
 
La línea verde indica el modelo real.  La  línea identificada con color rojo, muestra la 
elevación ideal, o mejora en los resultados, para el modelo.  Esta línea muestra los 
resultados ideales para los datos de entrenamiento establecidos, si pudiera crear un 
modelo que siempre predijera perfectamente. 
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1.5.1.2 Entradas de puntuación 
 
La puntuación en el contexto de un modelo de Regresión Logística implica el proceso de 
convertir los valores que están presentes en los datos en un conjunto de valores que 
utilizan la misma escala y, por consiguiente, se pueden comparar entre sí. Por ejemplo, 
suponga que las entradas para los ingresos abarcan de 0 a 100.000 mientras que las 
entradas para [Número de hijos] abarcan de 0 a 5. Este proceso de conversión siempre le 
permite puntuar, o comparar, la importancia de cada entrada sin tener en cuenta la 
diferencia en los valores. 
 
Para cada estado que aparece en el conjunto de entrenamiento, el modelo genera una 
entrada. Para las entradas discretas o discretizadas, se crea una entrada adicional para 
representar el estado Missing, es decir los valores perdidos, si aparece al menos una vez 
en el conjunto de entrenamiento. En las entradas continuas, se crean al menos dos nodos 
de entrada: uno para los valores Missing, si están presentes en los datos de 
entrenamiento, y una entrada para todos los valores existentes o no nulos.   
 
En un modelo de regresión logística, el nivel oculto está vacío; por consiguiente, sólo hay 
un conjunto de coeficientes, que se almacena en los nodos de salida. Se puede recuperar 
los valores de los coeficientes utilizando la consulta siguiente, que se encuentra 
implementada con el lenguaje de consulta estructurado SQL Server:  
 
SELECT FLATTENED [NODE_UNIQUE NAME],  
(SELECT ATTRIBUTE_NAME<ATTRIBUTE_VALUE FROM NODE_DISTRIBUTION) AS 
T FROM <model name>.CONTENT WHERE NOD_TYPE=23 
En la consulta anterior, para cada valor de salida, devuelve los coeficientes y un 
identificador que señala al nodo de entrada relacionado. También devuelve una fila que 
contiene el valor de la salida y la intersección. Cada entrada X tiene su propio coeficiente 
(Ci), pero la tabla anidada también contiene un coeficiente "libre" (Co), calculado según la 
fórmula siguiente: F(X) = X1*C1 + X2 * C2 +… + Xn * Cn + X0  
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1.5.2  Algoritmo de Asociación de Microsoft 
Este algoritmo de Microsoft es un algoritmo de asociación que proporciona Microsoft SQL 
Server 2005 Analysis Services (SSAS), útil para los motores de recomendación.  Un 
motor de recomendación recomienda productos a los clientes basándose en los 
elementos que ya han adquirido o en los que tienen interés. 
Un modelo de asociación se compone de una serie de conjuntos de elementos y de las 
reglas que describen cómo estos elementos se agrupan dentro de los escenarios. Las 
reglas que el algoritmo identifica pueden utilizarse para predecir las probables compras de 
un cliente en el futuro, basándose en los elementos existentes en la cesta de compra 
actual del cliente.  
El algoritmo de asociación de Microsoft puede encontrar potencialmente muchas reglas 
dentro de un conjunto de datos. El algoritmo usa dos parámetros, compatibilidad y 
probabilidad, para describir los conjuntos de elementos y las reglas que genera. Por 
ejemplo, si X e Y representan dos elementos que pueden formar parte de una cesta de 
compra, el parámetro de compatibilidad es el número de casos del conjunto de datos que 
contienen la combinación de elementos, X e Y. Mediante el uso del parámetro de 
compatibilidad en combinación con los parámetros MINIMUM_SUPPORT y 
MAXIMUM_SUPPORT definidos por el usuario, el algoritmo controla el número de 
conjuntos de elementos que se generan. El parámetro de probabilidad, denominado 
también confianza, representa la fracción de casos del conjunto de datos que contiene X y 
que también contiene Y. Mediante el uso del parámetro de probabilidad en combinación 
con el parámetro MINIMUM_PROBABILITY, el algoritmo controla el número de reglas que 
se generan.  
 
1.5.2.1 ¿Cómo funciona el algoritmo?  
 
El algoritmo generará reglas a partir de los conjuntos de elementos. Estas reglas se usan 
para predecir la presencia de un elemento en la base de datos, basándose en la 
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presencia de otros elementos específicos que el algoritmo ha identificado como 
importantes. 
El algoritmo de asociación esta implementado a partir del algoritmo Apriori, el cual realiza 
internamente los siguientes procesos: 
Se verifica la frecuencia de cada atributo valor en la tabla, con el fin de descartar los de 
menor frecuencia, y construir un conjunto atributo valor resultante con los contadores o 
totales de cada elemento seleccionado por su frecuencia alta. 
 
Luego a partir de la frecuencia obtenida para cada atributo valor, se establecen los 
conjuntos o parejas, para generar los nuevos atributos valor.   
 
En la sección correspondiente al algoritmo Apriori se detalla la funcionalidad de los 
procesos que implica el algoritmo de asociación de Microsoft.  
 
1.5.2.2 Usar el algoritmo  
Un modelo de asociación debe contener una columna de clave, columnas de entradas y 
una columna de predicción. Las columnas de entrada son de tipo discretas. Los datos de 
entrada de un modelo de asociación suelen encontrarse en dos tablas. Por ejemplo, una 
tabla puede contener la información del cliente y la otra las compras de ese cliente. Es 
posible incluir estos datos en el modelo mediante el uso de una tabla anidada, y 
posteriormente obtener los resultados interesantes a partir de consultas que utilizan Join. 
El algoritmo de asociación de Microsoft admite tipos de contenido de columna de entrada, 
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1.6 Herramientas para bases de datos e Inteligencia  de Negocios 
1.6.1 Addin Microsoft  
 
Los addin Microsoft  son  drivers o archivos de configuración que se descargan 
gratuitamente desde la página de Microsoft. 
El propósito de este archivo permitir utilizar los objetos creados en SQL Server Business 
Intelligence Development Studio, desde Microsoft Excel 2007.  Cuando se instalan los 
drivers sobre el sistema operativo, se habilita una pestaña en Excel  desde la cual se 
facilita el acceso a las herramientas de Minería de Datos.   Es desde aquí que se puede 
acceder a los diferentes modelos o técnicas automáticas que ofrece Business Intelligence 
de Microsoft, haciéndole más fácil al minero de datos el proceso de análisis de resultados, 
a partir de los productos gráficos, numéricos, y de texto. 
  
 
1.6.2 Microsoft Excel 2007 
 
Microsoft Excel 2007 es la hoja electrónica de cálculo que hace parte del directorio o 
paquete  Software, conocido como herramientas de oficina.   
Excel 2007 al igual que sus predecesoras, permite realizar y calcular desde una simple 
operación matemática, hasta una complicada fórmula financiera; acompañando los 
resultados obtenidos, de excelentes documentos de texto, y gráficos que muestran en 
forma clara y precisa los datos numéricos, producto de las operaciones realizadas por la 
herramienta. Microsoft Excel 2007 y sus versiones anteriores permiten integrar las 
utilidades de  Microsoft Business Intelligence. 
 
 
1.6.3 Microsoft SQL Server 2005 
 
Es una herramienta hecha para diseñar, implementar y administrar bases de datos de tipo 
relacional.   SQL Server está clasificado como uno de los motores para gestión de bases 
de datos más poderosos del mercado.  
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Esta herramienta se caracteriza por su capacidad de almacenamiento de datos, ya que su 
límite  lo determina el tamaño en disco duro. 
SQL Server permite crear las bases de datos y otros objetos desde dos entornos, el 
administrador corporativo o SQL Server Management Studio, el cual se comporta como 
un ambiente “gráfico”, desde el cual en forma rápida, y fácil, se crean las bases de datos, 
tablas y otros objetos del modelo relacional.   El otro ambiente, desde el cual se crean los 
objetos que conformarán el esquema relacional se denomina analizador de consultas.  




1.6.4 SQL Server Business Intelligence Development Studio 
 
Permite realizar conexiones a bases de datos creadas previamente desde el motor o 
gestor para bases de datos SQL Server 2005 o versión posterior, igualmente permite 
realizar las vistas que establecen la selección de las tablas, atributos, y datos necesarios 
para aplicar posteriormente en la creación de cubos, o estructuras de minería de datos.  
Algunas son: algoritmos de Microsoft para obtener: Reglas de asociación, Regresión 
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2. SELECCIÓN DE LAS TÉCNICAS DE ASOCIACIÓN, REGRESI ÓN LOGÍSTICA Y 
REGLAS DE ASOCIACIÓN 
 
 
Para elegir la mejor técnica depende del tipo y el objetivo del estudio.  En un modelo con 
finalidad predictiva se considerará como mejor modelo aquél que produce predicciones 
más fiables, mientras que en un modelo que pretende estimar la relación entre dos 
variables se considerará mejor aquél con el que se consigue una estimación más precisa 
del coeficiente de la variable de interés (Molinero, 2001).   
 
Las técnicas de generación de Reglas de Asociación, y Regresión Logística se resaltan 
dentro de las más utilizadas para hacer análisis de dependencias o descubrimiento de 
asociaciones en la Minería de Datos.  En esta disciplina inicialmente se consideraba 
únicamente al algoritmo Apriori para detectar si existían relaciones entre objetos o 
variables, pero ahora también se incluyen las técnicas estadísticas como la Regresión 
Logística y los Árboles de Clasificación , entre otras.  Por lo tanto se escogieron dos de 
las más representativas del área.  Esto se puede aplicar utilizando los elementos de 
Descubrimiento de Conocimiento implementados en los más grandes sistemas gestores 
de bases de datos como Oracle y SQL Server.  
 
Teniendo en cuenta que el proyecto titulado “Descubrimiento de conocimiento sobre la 
Innovación en Colombia a partir de las Encuestas de Innovación y Desarrollo Tecnológico, 
la Encuesta Anual Manufacturera y la base de datos ScienTI”, el cual se tomo como el 
caso de Investigación, y en el cual se aplican las técnicas para obtener  Reglas de 
Asociación,  y Regresión Logística caracterizadas en esta tesis.   El proyecto prevé hacer 
uso del conocimiento y la experiencia acumulada bajo el enfoque de Inteligencia de 
Negocios que se aplica en el sector empresarial, que incluye la formulación de preguntas 
de interés, la integración y validación de datos fuentes diversas,  la aplicación de técnicas 
de Estadística Minería de Datos y la visualización e interpretación de los resultados.   Al 
final del proyecto, se espera poder contribuir a un mejor conocimiento del sistema 
Nacional de Innovación, a la vez que desarrollar un procedimiento de integración de datos 
de fuentes tan diversas como las mencionadas y un modelo de análisis de los resultados, 
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que luego puedan ser aplicados al tratamiento de la información de futuras encuestas y 
Bases de Datos. 
 
A pesar de que existen técnicas desarrolladas para descubrir relaciones entre datos 
experimentales, no está resuelto como puede hacerse en datos solamente observados 
capturados y almacenados, y sobre los cuales no es posible experimentar.  Para 
encontrar relaciones en datos observados y almacenados, se han usado métodos 
basados en grafos, los que resultan excesivamente complejos cuando son aplicados en 
un típico gran conjunto de datos (Vila et al, 2004). 
 
Las técnicas existentes de minería se basan en técnicas más complejas de 
descubrimiento en datos estadísticos y en datos experimentales.  De esta manera a partir 
de la filosofía y la matemática es posible también inferir relaciones en grandes Bases de 
Datos.  Es necesario destacar que la búsqueda en Bases de Datos es compleja, en el 
sentido que no es posible partir de una hipótesis, sin embargo, restringiéndose a un 
subconjunto de datos a través de la utilización de la técnica de Minería de Datos 
denominada Reglas de Asociación se puede obtener información de presunta  relación 
entre ellos (Vila et al, 2004). 
 
Las técnicas de minería de datos no supervisadas, también conocidas con el nombre de 
técnicas de descubrimiento del conocimiento, se utilizan para la detección de patrones 
ocultos en bases de datos de gran tamaño.   Dichos patrones representan por sí mismos 
información útil que puede ser utilizada directamente en la toma de decisiones.  Por el 
contrario, los algoritmos de aprendizaje supervisado obtienen a partir de los datos un 
modelo que relaciona el valor de un atributo llamado etiqueta y los valores de otros 
atributos (descriptivos).   
 
Ambas categorías de técnicas se han usado tradicionalmente para sus propósitos 
originales. Sin embargo, trabajos recientes muestran que los algoritmos no supervisados 
pueden utilizarse con éxito para resolver problemas de clasificación y asociación de 
información (Moreno & López).  
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Con la Técnica de Reglas de Asociación se obtienen descripciones de dependencias 
existentes entre variables. 
 
Las bases de reglas se interpretan muy fácilmente en niveles de decisión Si-No. Adolecen 
de una fineza predictiva.  Las evaluaciones por puntuación, lineales o con funciones 
logísticas son un "sofisticadas".   Además se complementan como una buena herramienta 
de visualización, brindándole al usuario la posibilidad de reconstruir el "razonamiento" de 
los resultados.  Según cual sea el precio a pagar, y una vez que se haya establecido la 
confianza en la herramienta establecida, el usuario notará, la mayoría de las veces, que la 
pérdida parcial de comprensión será más que compensada por la calidad de las 
predicciones (Valcárcel,  2004) 
. 
Las Reglas de Asociación sirven para realizar la predicción en datos.  Esta forma de 
trabajar se desarrolla en dos fases: entrenamiento (construcción de un modelo usando un 
subconjunto de datos con etiqueta conocida) y prueba (prueba del modelo sobre el resto 
de los datos). 
 
La mejora de los algoritmos de generación de reglas de asociación, ha sido objeto de 
muchos trabajos de investigación.  Los algoritmos de reglas de asociación descubren 
patrones de la forma “SI X ENTONCES Y”. Si la parte consecuente (Y) de la regla es una 
clase, los patrones obtenidos pueden usarse para predecir la clase de registros no 
clasificados (Moreno & López ).  
 
El proceso de generación de reglas es bastante sencillo, el problema es el gran número 
de reglas generadas.   La mayoría de los métodos consideran los factores de soporte y de 
confianza para cuantificar la fuerza estadística de un patrón. 
 
El objetivo es la obtención de un número reducido de reglas con valores altos del factor de 
soporte y de confianza.   Además de esos factores para determinar el interés de una regla 
se pueden usar medidas subjetivas como la incertidumbre.  La incertidumbre  indica que 
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las reglas son interesantes si no son conocidas por los usuarios o contradicen el 
conocimiento existente (Moreno & López ). 
 
Mientras que la minería de datos es el proceso de descubrir patrones de información 
interesante y potencialmente útil, inmerso en una gran base de datos.   La obtención de 
dichos patrones por sí solo muchas veces no proporciona el conocimiento deseado, pues 
a simple vista se hace difícil observar la estructura, el comportamiento o la topología de 
los resultados del procesamiento.  Sobre todo si se considera que estos habitan 
regularmente en espacios multidimensionales.  Ante estas circunstancias, las técnicas de 
visualización de datos son parte del propio proceso de KDD, una de las más usadas son 
las técnicas de Regresión, y las Redes Neuronales Artificiales  (Valcárcel,  2004).   Con la 
Regresión Logística se persigue la obtención de un modelo que permita predecir el valor 
numérico de alguna variable. 
  
La especie humana posee habilidades extremadamente sofisticadas para detectar 
patrones y descubrir tendencias.  Por tal motivo una imagen nos dice más que mil 
palabras y una gráfica nos permite, de una mirada, identificar tendencias en el tiempo o 
relaciones entre dos mediciones de un fenómeno.  Por otro lado, no es claro que nuestras 
habilidades puedan realizar, con la misma eficiencia, la tarea de analizar los trillones de 
datos almacenados Electrónicamente al monitorear las transacciones comerciales de una 
base de datos  (Lezcano, 2002). 
 
Existen Técnicas de verificación, en las que el sistema se limita a comprobar hipótesis 
suministradas por el usuario.  Y Métodos de descubrimiento, en los que se han de 
encontrar patrones potencialmente interesantes de forma automática, incluyendo en este 
grupo todas las técnicas de predicción.  Las predicciones sirven para prever el 
comportamiento futuro de algún tipo de entidad mientras que una descripción puede 
ayudar a su comprensión.   Es importante resaltar que existe un término medio entre la 
claridad del modelo y su poder de predicción.  Mientras más sencilla sea la forma del 
modelo, más fácil será su comprensión, pero tendrá menor capacidad para tomar en 
cuenta dependencias sutiles o demasiado variadas (no lineales). 
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TÉCNICA CARACTERÍSTICAS  
Árboles de 
decisión  
Realizan cortes sobre una variable (lo cual limita su expresividad). 
Su representación es en forma de árbol en donde cada nodo es una 
decisión, los cuales a su vez generan reglas para la clasificación de un 
conjunto de datos.  Los árboles de decisión son fáciles de usar, 
admiten atributos discretos y continuos, tratan bien los atributos no 




Reglas que relacionan un conjunto de pares atributo-valor con otros 
pares atributo-valor.  
Una asociación entre dos atributos ocurre cuando la frecuencia de que 




Proceso de dividir un conjunto de datos en grupos mutuamente 
excluyentes de tal manera que cada miembro de un grupo esté lo 
“más cercano” posible a otro, y grupos diferentes estén lo “más lejos” 
posible uno del otro, donde la distancia está medida con respecto a 
todas las variables disponibles.  
Otro problema de gran importancia y que actualmente despierta un 
gran interés es la fusión de conocimiento, ya que existen múltiples 
fuentes de información sobre un mismo tema, los cuales no utilizan 
una categorización homogénea de los objetos. Para poder solucionar 
estos inconvenientes es necesario fusionar la información a la hora de 
recopilar, comparar o resumir los datos. 
Reglas de 
clasificación 
Proceso de dividir un conjunto de datos en grupos mutuamente 
excluyentes de tal manera que cada miembro de un grupo esté lo 
“más cercano” posible a otro, y grupos diferentes estén lo “más lejos” 
posible uno del otro, donde la distancia está medida con respecto a 
variable(s) específica(s) las cuales se están tratando de predecir.  
Provee un conjunto de reglas que se pueden aplicar a un nuevo (sin 
clasificar) conjunto de datos para predecir cuáles Registros darán un 
cierto resultado. 
Una clasificación se puede ver como el esclarecimiento de una 
dependencia, en la que el atributo dependiente puede tomar un valor 
entre varias clases, ya conocidas. 
Regresión 
logística  
El objetivo es predecir los valores de una variable a partir de la 
evolución sobre otra variable, generalmente el tiempo, o sobre un 
conjunto de variables. Se persigue la obtención de un modelo que 
permita predecir el valor numérico de alguna variable (modelos de 
regresión logística). Estas técnicas han tenido un desarrollo 
impresionante en la última década, y tienen como objetivo 
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Generalmente se cree que las técnicas de Minería de Datos asumen que los datos que 
usarán para construir los modelos contienen la información necesaria para lograr el 
propósito buscado: obtener suficiente conocimiento que pueda ser aplicado al problema 
para obtener un beneficio.  Pero la realidad es que en el momento de generado el modelo, 
no es posible conocer si el mismo ha capturado toda la información disponible en los 
datos.  Por lo tanto se sugiere aplicar dos o más técnicas que permitan construir varios 
modelos con distintos parámetros para ver si alguno logra mejores resultados. 
 
El éxito de la aplicación de cada una de las técnicas de Minería de Datos, y sus 
componentes estadísticos dependen de los mismos factores: datos depurados, confiables, 
bien definidos y validados.  Además la mayoría de las técnicas se aplican para la 
resolución del mismo tipo de problemas (predicción, clasificación, obtención de 
conocimiento, relación entre variables). 
Cada una de las técnicas de Minería de Datos proporciona una explicación básica de lo 
que el algoritmo hace y cómo funciona.  Igualmente muestra los parámetros que pueden 
establecerse para controlar el comportamiento del algoritmo y personalizar los resultados 
en el modelo. Entregan detalles técnicos adicionales sobre la implementación del 
algoritmo, sugerencias de rendimiento y requisitos de los datos. 
Las técnicas de Minería de Datos describen cómo se almacena la información en una 
estructura común para todos los tipos de modelos y explican cómo interpretarla.   Luego 
de generado un modelo, se puede explorar usando los visores proporcionados o se 
pueden escribir consultas que devuelvan información directamente del contenido del 
modelo usando SQL. 
 Aunque se pueden utilizar diferentes algoritmos para realizar la misma tarea, cada uno de 
ellos genera un resultado diferente, y algunos pueden generar más de un tipo de 
resultado.  Por ejemplo, puede usar el algoritmo de Reglas de Asociación no sólo para la 
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predicción, sino también como una forma de obtener conocimiento de un conjunto de 
datos. 
Tampoco es necesario usar los algoritmos de modo independiente.  En una única solución 
de minería de datos se pueden usar algunos algoritmos para explorar datos y, 
posteriormente, usar otros algoritmos para predecir un resultado específico a partir de 
esos datos. Por ejemplo, puede utilizar un algoritmo de agrupación en clústeres, que 
reconoce patrones, para dividir los datos en grupos que sean más o menos homogéneos, 
y luego usar los resultados para crear un mejor modelo de árbol de decisión. Puede 
utilizar varios algoritmos dentro de una solución para realizar tareas independientes, por 
ejemplo, usar un algoritmo de regresión para obtener información de previsiones 
financieras y un algoritmo basado en reglas para llevar a cabo un análisis de relación 
entre variables. 
 
Los modelos de minería de datos pueden predecir valores, generar resúmenes de datos y 
buscar relaciones ocultas.  
Los algoritmos de Minería de Datos son mecanismos para crear modelos de minería de 
datos. Para crear un modelo, un algoritmo analiza primero un conjunto de datos y luego 
busca patrones y tendencias específicos. El algoritmo utiliza los resultados de este 
análisis para definir los parámetros del modelo de minería de datos. A continuación, estos 
parámetros se aplican en todo el conjunto de datos para extraer patrones procesables y 
estadísticas detalladas. 
El modelo de minería de datos que crea un algoritmo que puede tomar diversas formas.   
Las técnicas de Minería de Datos tienen como objetivo descubrir nueva información útil en 
bases de datos, sin embargo la  base de todos sus métodos son matemáticos, y estos se 
aplican para generar: 
• Un conjunto de reglas que describen cómo se agrupan los productos en una 
transacción. Técnica para generar Reglas de Asociación.  
• Un árbol de decisión que predice la tendencia de una variable dependiente.  
Técnica de Arboles de Decisión. 
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• Un modelo matemático que predice. Técnica de Regresión Logística. 
• Un conjunto de clústeres que describe cómo se relacionan los casos de un 
conjunto de datos.  Técnica de Clustering o Agrupamiento. 
 
Regresión Logística 
Define la relación entre una o más variables y un conjunto de variables predictivas de las 
primeras. 
El objetivo primordial que resuelve esta técnica es el de modelar cómo influye en la 
probabilidad de aparición de un suceso, habitualmente dicotómico, la presencia o no de 
diversos factores y el valor o nivel de los mismos.  También puede ser usada para estimar 
la probabilidad de aparición de cada una de las posibilidades de un suceso con más de 
dos categorías (politómico). 
La regresión logística indica la probabilidad de que ocurra algo en la bd y esto la hace 
más interesante que las demás, ya que se basa en los sucesos antes ocurridos dando 
una mejor precisión de ocurrencia.  Además esta técnica es de predicción y va resultar 
mejor para los negocios y será de fácil entendimiento para los gerentes y las personas 
encargadas de tomar las decisiones en las empresa, además es muy grafica y de  fácil 
interpretación a diferencia de técnicas como Clustering, y Reglas de Asociación. 
 
Prueba chi-cuadrado 
Por medio de la cual se realiza el contraste la hipótesis de dependencia entre variables.  
Esta prueba esta implícita dentro de la técnica de Regresión Logística. 
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Análisis de Agrupamiento   
Realiza la clasificación de una población de individuos caracterizados por múltiples 
atributos (binarios, cualitativos o cuantitativos) en un número determinado de grupos, con 
base en las semejanzas o diferencias de los individuos. 
Desde un punto de vista práctico, el Clustering juega un papel muy importante en 
aplicaciones de Data Mining, tales como exploración de datos científicos, recuperación de 
la información y minería de texto, aplicaciones sobre bases de datos espaciales (tales 
como GIS o datos procedentes de astronomía), aplicaciones Web , marketing, diagnóstico 
médico, análisis de ADN en biología computacional, y muchas otras.   
Un problema relacionado con el análisis de clúster es la selección de factores en tareas 
de clasificación, debido a que no todas las variables tienen la misma importancia a la hora 
de agrupar los objetos. 
 
Algoritmos de asociación   
Buscan relaciones entre diferentes atributos de un conjunto de datos.  La aplicación más 
común de esta clase de algoritmo es la creación de reglas de asociación, que pueden 
utilizarse en un análisis de variables.  
Las reglas de asociación  lo que buscan es la frecuencia con la que un determinado ítems 
de una base de datos se repite y el posible ítem que puede conllevar a que se haga esta 
repetición. 
 
Algoritmos de clasificación  (Naive Bayes) 
Predicen una o más variables discretas, basándose en otros atributos del conjunto de 
datos.  
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Aplicación de las técnicas de Minería de Datos en u n caso especifico 
Con el fin de mostrar y comparar los resultados generados por cada una de las técnicas 
consideradas en esta discusión, se tomo un caso específico, el cual consiste en mostrar 
cual es el comportamiento respecto a la compra de boletas para cine, por parte de las 
personas.   En este caso se identificara la tendencia para comprar con o sin promoción.  
Además se ha considerado las salas de cine de los centros comerciales los Molinos, 
Carrefour la 65, puerta del Norte, y el Tesoro.  
 
Técnica de Clustering 
Esta técnica genero tres clúster, es decir que separo la población total en tres 
agrupamientos de características similares.   Se muestra las variables predictivas total con 
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Clúster 1:  durante principios de 2009 y todo 2008 en Carrefour se tuvo una asistencia con 
promoción 40 y 75 personas y sin promoción 20 y 36 personas. 
Clúster 2:  durante principios de 2009 y todo 2008 en el Tesoro se tuvo una asistencia con 
promoción 50 y 85 personas y sin promoción 30 y 55 personas. 
Clúster 3:  en este clúster se presenta la información en la cual se dice que en Carrefour 
se tuvo un promedio de asistencia durante el 2008 en los meses 9 y 10 con promoción 
57.5 personas y sin promoción de 36.25 personas. 
 
Técnica de Reglas de Asociación 
1 0,52287875 Razonsocial = El Tesoro, Año = 8 - 9 -> Totalpro < 20 
1 0,52287875 
Razonsocial = Carrefour, Año = 8 - 9 -> Totalsinpro = 13 – 
28 
1 0,52287875 Razonsocial = El Tesoro -> Totalsinpro < 13 
1 0,52287875 Razonsocial = El Tesoro, Año = 8 - 9 -> Totalsinpro < 13 
1 0,52287875 Razonsocial = Carrefour -> Totalpro = 30 - 40 
1 0,52287875 Razonsocial = Carrefour, Año = 8 - 9 -> Totalpro = 30 - 40 
1 0,52287875 Razonsocial = El Tesoro -> Totalpro < 20 
1 0,52287875 Razonsocial = Carrefour -> Totalsinpro = 13 - 28 
1 0,47712125 Razonsocial = Los Molinos -> Totalsinpro = 28 - 50 
1 0,47712125 
Razonsocial = Los Molinos, Año = 8 - 9 -> Totalsinpro = 28 
– 50 
1 0,47712125 Razonsocial = Los Molinos -> Totalpro >= 70 
1 0,47712125 Razonsocial = Los Molinos, Año = 8 - 9 -> Totalpro >= 70 
0,5 0 Año = 8 - 9 -> Totalpro >= 70 
0,5 0 Año = 8 - 9 -> Totalsinpro = 28 - 50 
 
Los valores considerados fueron centros comerciales los Molinos, Belén, para los años 
2008 y 2009, entre los meses de Octubre y Diciembre. 
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Se puede observar que en el centro comercial Los Molinos durante el año 2008 y 2009 en 
los últimos meses del año a partir de Octubre se presentó en los días de promoción una 
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En este gráfico la variable estudiada fue la asistencia sin promoción la cual mostró un 
resultado de entre 28 y 50 asistentes en el mismo período de tiempo del grafico anterior. 
Los valores  considerados fueron Carrefour la 65, y las variables dependientes total de 













Se puede observar que en el centro comercial Carrefour la asistencia durante los días de 
promoción fue un promedio entre 30 y 40 personas. 
 
 
You are using demo version

















Mientras tanto en los días sin promoción se tuvo una asistencia entre 13 y 28 personas. 
 
Los valores  considerados fueron el centro comercial el tesoro, y las variables 
dependientes total de personas que asistieron a cine con promoción y total de personas 
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Este análisis demostró que la asistencia con promociones fue menor a 20 personas desde 























La asistencia sin promociones fue menor a 13 personas.  se concluye que los precios de 
este establecimiento con o sin promoción son los menos llamativos para el público y por lo 
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Las personas mayores de 70 años asisten con más frecuencia en los tres últimos  
meses del año y en mayor frecuencia a la sala de cine Los Molinos. 
Las personas entre 30-40 años gustan de asistir en los tres últimos meses del año pero se 
les hace más atractivo Carrefour. 
 
Por último se pudo observar que las personas menores de 20 años les gusta asistir en los 
primeros meses del año y al centro comercial El Tesoro. 
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En el análisis de asistencia con promoción en el centro comercial Los Molinos ahora sin 
promoción también se nota que la asistencia en esta sala es la más llamativa y por lo 
tanto se ve que sus precios son los más parejos con o sin promoción. 
En el análisis final se puede observar que las personas entre los 13 y los 28 años acuden 
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Concretamente el modelo muestra los porcentajes respecto al modelo Ideal, el cual esta 
resaltado en color verde, el modelo de Regresión Logística Obtenido en color Rojo, y el 
Modelo aleatorio  generado por el Sistema. 
Por lo tanto el modelo generado Respecto al modelo ideal se cruzan aproximadamente en 
el 45% de la población total,  es decir que un 100% de este 45% asiste a cine en el 
momento de haber promociones. 
 
Ventajas de las técnicas elegidas 
 
 “Las exigencias competitivas de los mercados hacen que las organizaciones busquen 
mecanismos que les permitan marcar la diferencia frente a sus competidores y les facilite 
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mantenerse dentro del negocio con posibilidades de crecimiento y expansión” (Goodwin, 
2003). 
“Las Tecnologías de Información permiten generar una gran cantidad de datos, los cuales, 
por si solos, no constituyen información relevante para la toma de decisiones. Se requiere, 
entonces, aplicar a éstos un conjunto de técnicas y análisis que conviertan estos datos en 
información estratégica para el negocio; adicionalmente, la información se debe presentar 
de manera que sea fácilmente accesible para los encargados de la toma de decisiones” 
(Fayyad & Piatetsky, 1996). 
 
Para lograr conocer los patrones existentes en los datos, se debe realizar un problema de 
asociación. Este tipo de problema se caracteriza por buscar patrones dentro de los datos 
para llegar a reglas que asocien los diferentes atributos de ellas. (Reyes ,2005) 
 
Por ejemplo la universidad Abierta de Cataluña en su Departamento de Computación 
liderado por el doctor Luis Carlos Molina Félix;  diseño un sistema, el cual dispone de 
5.000 casos registrados que permiten predecir alguna posible lesión de los jugadores de 
un Club Deportivo.  Con ello, el club intenta ahorrar dinero evitando comprar jugadores 
que presenten una alta probabilidad de lesión, lo que haría incluso renegociar su contrato.  
Por otra parte, el sistema pretende encontrar las diferencias entre las lesiones de atletas 
de ambos sexos, así como saber si una determinada lesión se relaciona con el estilo de 
juego de un país concreto donde se practica el fútbol. (Molina, 2000) 
 
 
Comparación de los resultados obtenidos 
 
La técnica de Clustering  permitió agrupar la información en grupos de datos de 
características homogéneas o similares.  Los grupos obtenidos muestran el porcentaje de 
personas que se inclinan por una u otra opción respecto ir al cine.  Es decir se 
concentraron los datos que corresponden a las personas que han visitado las salas de 
cine de los diferentes centros comerciales, teniendo en cuenta si hubo o no promociones. 
Esta técnica no muestra la relación entre las variables independientes y la variable 
dependiente o de predicción. 
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La técnica de Naive Bayes , es decir la de clasificación, tuvo en cuenta los porcentajes 
mas altos respecto a los datos clasificados previamente.  La información clasificada se 
establece en intervalos de datos; realizando un proceso similar al de la técnica de 
Clustering.  Además con un valor agregado que consiste en el proceso inicial de 
seleccionar la o las variables independientes con mayor importancia o porcentaje, estas 
variables serán las que se relacionen posteriormente con la dependiente.  Esto quiere 
decir que no todas las variables entran a hacer parte del procesamiento y los resultados 
obtenidos.  Hay casos donde solo una variable independiente es seleccionada.  Este 
proceso lo realiza el algoritmo de decisión. 
 
La técnica de Reglas de Asociación muestra los resultados en términos de la Relación 
entre la variable dependiente y todas las variables independientes.  Estos resultados se 
reflejan en la Red de Dependencias, o el diagrama de Nodos; el cual muestra la relación 
entre las variables en mención.   Además de mostrar las reglas más relevantes, donde se 
muestra los porcentajes respecto al soporte y la frecuencia, se especifican las relaciones 
entre nodos.  Es decir cual es el comportamiento de las variables predictivas respecto a 
las independientes. 
 
La técnica de Regresión Logística La técnica de Regresión Logística muestra a partir 
del grafico de elevación el comportamiento de la población general que se concentra en la 
Base de Datos, y la población destino, que en este caso es la que asistió a cine, ya sea 
con promoción o sin promoción.  Esta vista permite visualizar la relación entre la variable 
predictiva y todos los datos a estudiar. 
 
Esta técnica es un complemento visual para la técnica de Reglas de Asociación. 
Teniendo en cuenta entonces las características generales, funcionalidad, y excelentes 
resultados generados por las técnicas de Asociación y Regresión Logística,   se realizara 
una caracterización más amplia de estos algoritmos, y se creara un modelo conceptual 
que muestra las relaciones  entre los objetos que las conforman. Además son dos  
técnicas que trabajan con procesos similares, es decir toman todas las variables 
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independientes y las relacionan respecto a la dependiente, no seleccionan, ni agrupan, 
evitando descartar datos que pueden resultar importantes para un caso de investigación 
específico.   
Además el caso de Investigación elegido para  aplicar las técnicas seleccionadas, encaja 
perfectamente con la funcionalidad de estas dos técnicas, ya que uno de los objetivos del 
proyecto busca encontrar las relaciones entre variables que apuntan a encontrar como 
estamos en materia de Innovación tecnológica.   Relacionando diferentes tipos de 
empresas; y de estas teniendo en cuenta como variables independientes el haber o no 
aplicado procesos de innovación, y recursos que apoyen esta innovación.  Con esto se 
desea observar el comportamiento de la variable dependiente, haber o no colocado 
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3. CARACTERIZACIÓN DE LAS TÉCNICAS  DE REGLAS DE AS OCIACIÓN( 




3.1 Técnica Apriori 
 
“El algoritmo a priori permite encontrar modelos secuenciales.  Este algoritmo utiliza tres 
pasos para encontrar los conjuntos de elementos frecuentes.  Entonces relaciona 
transacciones originales con Itemsets frecuentes, y finalmente encuentra modelos 
secuenciales” (H, 2003).  
 
El algoritmo apriori es usado para descubrir reglas de asociación.  La idea básica del 
algoritmo apriori es generar un conjunto de datos candidatos de un tamaño particular; y 
examina la base de datos para encontrar estos elementos y ver si hay grandes cantidades 
de elementos frecuentes. 
 
La generación de las reglas de asociación a partir de los itemsets frecuentes es casi 
inmediata.  Por este motivo la mayor parte de los algoritmos de extracción de reglas de 
asociación han centrado su diseño en la búsqueda eficientemente de todos los itemsets 
frecuentes o interesantes que se encuentran en una base de datos. 
 
En el año 1994 se propusieron dos algoritmos notablemente más eficientes que los 
algoritmos AIS y SETM.   Esto se hizo durante el desarrollo del proyecto Quest de IBM en 
el Almaden Re-search Center de San José en California (Agrawal & Srikant, 1994).  Los 
dos algoritmos propuestos, Apriori y AprioriTID, constituyen la base de otros algoritmos.  
 
En el mismo trabajo también propusieron AprioriHybrid, que combina las mejores 
características de ambos y consigue un tiempo de ejecución proporcional al número de 
transacciones de la base de datos. 
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3.1.1 Funcionalidad del Apriori 
 
El algoritmo Apriori realiza múltiples recorridos secuenciales sobre la base de datos para 
obtener los conjuntos de itemsets relevantes.  En una primera pasada se obtienen los 
ítems individuales cuyo soporte alcanza el umbral mínimo preestablecido, con lo que se 
obtiene el conjunto L[1] de ítems relevantes.  En las siguientes iteraciones se utiliza el 
último conjunto L[k] de k-itemsets relevantes para generar un conjunto de (k +1)-itemsets 
potencialmente relevantes (el conjunto de itemsets candidatos C [k + 1]).  Tras obtener el 
soporte de estos candidatos, nos quedaremos sólo con aquellos que son frecuentes, que 
incluiremos en el conjunto L [k + 1].  Este proceso se repite hasta que no se encuentran 
más itemsets relevantes. 
 
El algoritmo Apriori genera los itemsets candidatos única y exclusivamente a partir del 
conjunto de itemsets frecuentes encontrados en la iteración anterior.   La idea sobre la 
que se basa su funcionamiento es que, dado un itemset frecuente, cualquier subconjunto 
suyo también es frecuente.  Por lo tanto, los k-itemsets candidatos del conjunto C[k] 
pueden generarse a partir del conjunto de (k-1)-itemsets relevantes L [k-1].  Además, se 
pueden eliminar de C[k] aquellos itemsets que incluyen algún itemset no frecuente. 
 
Este algoritmo ataca el problema reduciendo el número de conjuntos considerados.  El 
usuario define un soporte mínimo. El algoritmo a priori genera todos los conjuntos que 
cumplan con la condición de tener un soporte menor o igual al soporte mínimo que se 
haya establecido previamente. 
 
Esta técnica hace una pasada por la base de datos para cada conjunto de items de 
diferente tamaño.  El esfuerzo computacional depende principalmente del tamaño del 
conjunto de datos. 
 
El proceso de iteración del primer paso va considerando los superconjuntos nivel por 
nivel.  Si un conjunto de items no pasa la prueba de soporte, ninguno de sus 
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superconjuntos la pasan. Esto se aprovecha en la construcción de candidatos para no 
considerarlos todos. 
En otro caso si una conjunción de consecuentes de una regla cumple con los niveles 
mínimos de soporte y confianza, sus subconjuntos (consecuentes) también los cumplen. 
Apriori realiza la generación del conjunto de candidatos C[k] a partir del conjunto de 
itemsets relevantes L [k - 1] de la siguiente manera:  
 
Primero se generan posibles candidatos a partir del producto cartesiano L [k -1]  XL [k -1], 
imponiendo la restricción de que los k -2 primeros ítems de los elementos de L [k - 1] han 
de coincidir.   
 
Luego se generan todos los ítemsets con un elemento.  Los cuales de usan para generar 
nuevos elementos.  Posteriormente se toman todos los posibles pares que cumplen con 
las medidas mínimas de soporte. Esto permite ir eliminando posibles combinaciones.   
 
Más adelante se eliminan del conjunto de candidatos aquellos itemsets que contienen 
algún (k - 1)-itemset que no se encuentre en L [k - 1].  Se generan las reglas revisando 
que cumplan con el criterio mínimo de confianza. 
 
Ejemplo: La siguiente tabla, contiene los datos correspondientes a la edad, tipo de 
vehículo, y riesgo de colisión.  La idea es aplicar el algoritmo APRIORI, para que genere 
las reglas de asociación más interesantes, e indiquen el tipo de riesgo respecto a colisión 
que más frecuencia presenta.  El riesgo de colisión depende de los valores a analizar; 
edad, si es niño, joven, adulto o viejo, el tipo de vehículo, si es un auto  particular de la 
familia, si es un particular deportivo, o si es un vehículo de transporte público.  El riesgo 




• Alto.  
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Se toma la información de la tabla, en este caso población, y se convierte a elementos 
numéricos, esto con el fin de mostrar en forma más clara la frecuencia de éstos en la base 
de datos.  Teniendo en cuenta los atributos EDAD, VEHÍCULO, Y RIESGO, a cada uno 
de los datos se le asignará un valor (ver Tabla 4): EDAD (NIÑO=1, JOVEN=2, 
ADULTO=3, VIEJO=4), VEHÍCULO (DEPORTIVO=5, FAMILIAR=6, SERVICIO 
PUBLICO=7), RIESGO (BAJO=8, MEDIO=9, ALTO=10) 
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Luego se verifica la frecuencia de cada atributo valor en la tabla, con el fin de descartar 
los de menor frecuencia, y construir un conjunto atributo valor resultante con los 
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Luego a partir de la frecuencia obtenida para cada atributo valor, se establecen los 




Del anterior se descartan entonces 1-5, 3-7, ver Tabla 9. 
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Ahora se obtienen los conjuntos a partir del resultante y el atributo valor riesgo, y 
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Se descartan los siguientes tripletas 1-6-8 (niño, familiar, bajo), 1-6-9 (niño, familiar, 
medio),  2-6-10 (joven, familiar, alto), 4-7-8 (viejo, publico, bajo), y 4-7-9 (viejo, publico, 










3.1.2 Ventajas de la técnica Apriori 
 
• Eficiencia para grandes volúmenes de datos muy elevada. Se presentan pocos 
casos, en los cuales los datos de entrada, y los resultados intermedios consumen 
gran cantidad de recursos (memoria). 
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• Ciertos sistemas gestores de bases de datos, SGBD son capaces de ejecutar este 




3.1.3 Ejemplo aplicado Desde SQL Server Business In telligence Development Studio 
 
3.1.3.1 Base de Datos 
 
La base de datos contiene el conjunto de transacciones que servirán para encontrar las 
parejas, y tripletas a partir de las iteraciones  generadas por el algoritmo.  El conjunto de 
atributos corresponde as las variables de edad, vehículo, y riesgo; en ellas se encuentran 
los datos que permitirán obtener las frecuencias y soporte en cada una de las 
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3.1.3.2 Grafo de dependencias 
 
El grafo de dependencias permite visualizar las relaciones o asociaciones que existen 
entre las variables edad, vehículo y riesgo.  Mostrando con claridad cuales son los valores 
que toman las variables independientes respecto a la dependiente.   Por ejemplo cuando 
la variable riesgo toma valor de ALTO se asocian las variables vehículo y edad, las cuales 
toman valores de DEPORTIVO, y 15 a 20 años, respectivamente. 
 
Para el caso de la variable riesgo con valor de MEDIO, el valor de la variable vehículo 
presenta valor de SERVICOPUBLICO, y la variable edad está entre 20 y 40 años.  Para el 
caso del vehículo familiar se da una asociación con el riesgo medio. 
Para las edades que tienen valores mayores a 40 se da una asociación tanto con el riesgo 
alto como medio, pero la diferencia radica en el valor que toma la variable tipo de 
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3.1.3.3 Reglas de Asociación obtenidas  
 
 
El algoritmo generó la probabilidad, la importancia de las reglas y las reglas de asociación 
específicas, que indican las relaciones entre las variables, mostrando las premisas y 
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3.2 Técnica de regresión logística 
 
“Este modelo es una generalización del modelo de regresión lineal clásico para Variables 
dependientes categóricas dicotómicas” (Ato & López, 1996). 
 
“Cuando tengamos una variable dependiente dicotómica (0/1; SI/NO;  que deseemos 
predecir, o para la que queramos evaluar la asociación o relación con otras (más de una) 
variables independientes y de control, el procedimiento a realizar es una REGRESIÓN 
LOGÍSTICA (RL) BINARIA”. (Aguayo, 2007).  Tiene la ventaja de no requerir supuestos 
como el de normalidad multivariable, que son difíciles de verificar. Además, es más 
potente que el análisis discriminante cuando estos supuestos no se cumplen. Otra ventaja 
radica en su similitud con la regresión múltiple: permite el uso de variables independientes 
continuas y categóricas (éstas últimas por medio de su codificación a variables ficticias), 
cuenta con contrastes estadísticos directos, tiene capacidad de incorporar efectos no 
lineales y es útil para realizar diagnósticos (Hair et al, 1999). 
 
Cuando se trata de establecer la relación de dependencia entre variables, ya sean éstas 
binomiales o no, los modelos de Regresión Logística son muy útiles. Estos modelos son 
muy usados en estudios donde el comportamiento de la variable estudiada depende del 





3.2.1 Características de la técnica de regresión lo gística 
 
 
En estadística, la Regresión Logística es un modelo de regresión para variables 
dependientes o de respuesta binomialmente distribuidas. Es útil para modelar la 
probabilidad de un evento que depende de otros factores (Ato & López, 1996). 
 
Se dice que un proceso es binomial cuando sólo tiene dos posibles resultados: "éxito" y 
"fracaso“.  Un proceso binomial está caracterizado por la probabilidad de éxito, 
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representada por p, la probabilidad de fracaso se representa por q  y, evidentemente,  
ambas probabilidades están relacionadas por p+q=1.  En ocasiones, se usa el cociente 
p/q, denominado "odds“(Riesgo relativo) y que indica cuánto más probable es el  éxito que 
el fracaso, como parámetro característico de la distribución binomial.  
El objetivo primordial que resuelve esta técnica es el de modelar cómo influye en la 
probabilidad de aparición de un suceso, habitualmente dicotómico, la presencia o no de 
diversos factores y el valor o nivel de los mismos. También puede ser usada para estimar 
la probabilidad de aparición de cada una de las posibilidades de un suceso con más de 
dos categorías (policotómico). 
El modelo de Regresión Logística utiliza variables independientes y una variable 
dependiente.  La variable independiente es una variable cuantitativa, la OR (odds ratio OR 
-cociente entre la probabilidad de que ocurra frente a la posibilidad de que no ocurra), que 
se obtiene representa la probabilidad del evento predicho que tiene un individuo con un 
valor x frente a la probabilidad que tiene un individuo con valor (x-1).  Por ejemplo, si X es 
la variable EDAD (en años cumplidos) y estamos prediciendo muerte, la OR será la 
probabilidad de muerte que tiene, por ejemplo, un individuo de 40 años en relación a la 
que tiene uno de 39 años.  OR = eβ, siendo el número “e” la base de los logaritmos 
neperianos (una constante cuyo valor es 2,718). 
“La Regresión Logística es probablemente el tipo de análisis multivariante más empleado 
en Ciencias de la Vida. Las razones más poderosas son: 
1. Permite introducir como variables predictivas de la respuesta (efecto o v. 
dependiente) una mezcla de variables categóricas y cuantitativas. 
2. A partir de los coeficientes de regresión (…) de las variables independientes 
introducidas en el modelo se puede obtener directamente la OR de cada una de 
ellas, que corresponde al riesgo de tener el resultado o efecto evaluado para un 
determinado valor (x) respecto al valor disminuido en una unidad (x-1)” (Aguayo, 
2007). 
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Lo que se pretende mediante la RL es expresar la probabilidad de que ocurra el evento en 
cuestión como función de ciertas variables, que se presumen relevantes o influyentes. Si 
ese hecho que queremos modelizar o predecir lo representamos por Y (la variable 
dependiente), y las k variables explicativas (independientes y de control) se designan por 
X1, X2, X3,…, X k, la ecuación general (o función logística) es: 
 
1 
P (Y=1) = --------------------------------------------------------------- 
1 + exp (–β 1X1 – β2X2 – β3X3 –… – βKXk) 
 
β1,β2 _ β3,…, βK son los parámetros del modelo, y exp denota la función exponencial. Esta 
función exponencial es una expresión simplificada que corresponde a elevar el número e 
a la potencia contenida dentro del paréntesis. 
 
 
3.2.2 Variables cualitativas  
La asignación de un número a cada categoría no resuelve el problema ya que si tenemos, 
por ejemplo, la variable ejercicio físico con tres posibles niveles: sedentario, realiza 
ejercicio esporádicamente, realiza ejercicio frecuentemente, y le asignamos los valores 0, 
1, 2, significa a efectos del modelo, que efectuar ejercicio físico frecuentemente es dos 
veces mayor que solo hacerlo esporádicamente, lo cual no tienen ningún sentido. Más 
absurdo sería si se trata, a diferencia de ésta, de una variable nominal, sin ninguna 
relación de orden entre las respuestas, como puede ser el estado civil. 
La solución a este problema es crear tantas variables dicotómicas como número de 
niveles - 1. Estas nuevas variables, artificialmente creadas, reciben en la literatura 
anglosajona el nombre de "dummy", traduciéndose en español con diferentes 
denominaciones como pueden ser variables internas, indicadoras, o variables diseño.  
En este tipo de codificación el coeficiente de la ecuación de regresión para cada variable 
indicadora (siempre transformado con la función exponencial), se corresponde al odds 
ratio de esa categoría con respecto al valor que toma inicialmente la variable. 
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3.2.3 Aplicaciones con esta técnica 
 
La Regresión Logística es usada extensamente en las ciencias médicas y sociales.  Para 
obtener el modelo de Regresión Logística, se utilizan herramientas automáticas de 
software como Sql Server Business Intelligencie, SPSS, entre otros, las cuales aplican 




3.2.4 Tipos de datos para la entrada 
 
 
El algoritmo de Regresión Logística admite los tipos de contenidos de columna de entrada 





3.2.4.3 Datos clave o claves primarias  
La columna clave identifica una fila de forma única.  Normalmente, en una tabla de casos, 
la columna clave es un identificador numérico o de texto. 
 
3.2.5 Funcionalidad de la técnica de Regresión logí stica 
La regresión logística permite estudiar las asociaciones o relaciones que existen entre 
variables independientes y una variable dependiente, dicotómica.  La variable dicotómica 
es aquella que sólo admite dos estados, o valores, ejemplo: la variable Y=SI, N=NO; la 
variable puede tomar los valores 0 ó 1. 
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El modelo de Regresión Logística funciona generando la estimación o predicción 
probabilística de que una variable tenga una característica, a partir de las características 
individuales de otras variables de entrada.  Es decir el modelo de regresión logística 
permite predecir la proporción de una de las dos categorías de la variable dependiente 
dicotómica (Y=SI, N=NO) en función de una o mas variables independientes (X1, X2, X3... 
X n).  
Los valores que contienen las variables dicotómicas deben estar dentro del rango real de 
0 a 1, ya que la probabilidad estimada solo puede incluir un valor entre 0 y 1. 
La estimación de los valores están dados por el siguiente modelo matemático: 
p= (e β0 + β1   ) / (1 + e β0 + β1) 
Ejemplo: Función logística, gráfico de elevación.  En este ejemplo se muestra la 
probabilidad de que la variable de precio tome dos valores 0 ó 1, los cuales corresponden 
a un valor de registro y un valor de prensa respectivamente. 
En la gráfica 2 se aprecia como la línea en forma de S, se genera desde el valor 0 hasta 
el valor 1.  En el eje Y, se refleja la variación de elevación de probabilidad, y en el X, se 
establecen las variables de precio de registro y prensa. 
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p= (e β0 + β1   ) / (1 + e β0 + β1) 
p (Y=1)= (e β0 + β1   ) / (1 + e β0 + β1) 
 
En teoría los Referenciales de Prensa y Registro deberían ser muy similares para cumplir 
con el axioma del mercado (inmuebles similares se venderán a precios similares).  
P (Y=1) de cada referencial de la serie obtenida en la Oficina de Registro, se interpretará 
como la probabilidad de que el Precio Unitario de cada uno de ellos se equipare con los 
Precios Unitarios de la Prensa. 
Para el caso de un referencial de registro, una P (Y=1 | X) = 0.65 indica que, la 
probabilidad de que ese referencial de Registro, equipare con un referencial de Prensa, es 
del 65%, cuando se tiene un valor fijo de X. 
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El mismo razonamiento es válido para los referenciales de Prensa, una P (Y=1|X)) = 0.80, 
indica que el referencial de Prensa tiene una Probabilidad del 80% de ser equiparado a su 
propia serie, cuando se tiene el valor de X fijado. 
Para el mismo referencial de prensa, la Probabilidad Complementaria P (Y=0|X) = 1-
P(Y=1|X) = 1-0.80-0.20; indica que la probabilidad de un referencial de Prensa se 
equipara con la serie de referenciales de Registro es del 20%, con un valor fijo de X. 
 
3.2.6 Método del modelo de Regresión Logística 
 
Primero: Identificación de la variable dicotómica dependiente. 
Segundo : Identificación de las variables independientes.  
Tercero: Clasificación y ordenación de los datos de acuerdo a su origen. 
Cuarto: Los Datos se ordenan de menor a mayor de acuerdo al valor de la variables 
independientes (X). Se calcula la probabilidad del suceso en razón de los valores 
que presenten las diferentes variables independientes incluidas en el modelo. 
Quinto: Se establecen los valores 1 ó 0 para las variables dependientes. 
Sexto: Entrada de datos a una herramienta estadística que permita generar la solución 
correlacional no lineal. 
Séptimo: Estimación del modelo  de regresión logística a partir del gráfico de elevación. 
Octavo: Obtención de los coeficientes de regresión; indicando que el modelo no-lineal 
explica el fenómeno, indicando que la correlación existe entre la variable independiente y 
la variable dependiente. 
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Un modelo es una simplificación de la realidad.  El objetivo del modelado de un sistema es 
capturar las partes esenciales del sistema.  Para facilitar este modelado, se realiza una 
abstracción y se plasma en una notación gráfica.   Esto se conoce como modelado visual 
(Hernández, 2000). 
 
El modelado visual permite manejar la complejidad de los sistemas a analizar o diseñar.   De la 
misma forma que para construir una choza no hace falta un modelo, cuando se intenta construir 
un sistema complejo como un rascacielos, es necesario abstraer la complejidad en modelos que 
el ser humano pueda entender (Hernández, 2000). 
 
Un modelo esta conformado por objetos que interactúan entre sí enviándose mensajes.   UML 
es un lenguaje para modelado que esta orientado al paradigma empleado en diseños de 
sistemas de alto nivel, la orientación a objetos. 
 
Todo esto parece conducir a la clásica pregunta: "¿Cómo era posible concebir los sistemas sin 
la orientación a objetos?".  
 
El concepto de objeto se ha vuelto omnipresente; tanto, que en cada campo donde ha 
encontrado aplicación han debido definir un modelo de objetos con el fin de establecer la 
conceptualización y terminología que utilizan. 
 
UML ("Unified Modeling Language"), lenguaje unificado para modelos esta  consolidado como 
el lenguaje estándar para analizar y modelar  sistemas.  UML fue adoptado en 1997 por OMG 
(Object Management Group) como una de sus especificaciones y desde entonces se ha 
convertido en un estándar de facto para visualizar, especificar y documentar los modelos que 
se crean para un sistema.   UML ha ejercido un gran impacto en la comunidad, tanto para la 
Investigación como para el desarrollo de aplicaciones (García et al, 2004).  
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UML es un lenguaje para modelado que posee más características visuales, las cuales 
facilitan la integración y comunicación entre componentes y artefactos de sistemas 
interdisciplinarios.  Una razón importante que muestra el beneficio que presenta el uso de 
UML, es que mediante un plano/visión global resulta más fácil detectar las dependencias y 
dificultades implícitas de un sistema.   UML es empleado en el análisis para sistemas de 
mediana y alta complejidad. 
UML ha sido desarrollado con el propósito de ser útil para modelar diferentes sistemas: de 
información, técnicos (telecomunicaciones, industria, etc.), empotrados de tiempo; Desarrollo de 
Sistemas Informáticos Usando UML y RUP.  Una Visión General real, distribuidos; y no sólo es 
útil para la programación sino también para modelar negocios, es decir, los procesos y 
procedimientos que establecen el funcionamiento de una empresa. 
 
Con UML  se pueden automatizar determinados procesos y permite generar código a partir de 
los modelos y a la inversa (a partir del código fuente generar los modelos).  Esto permite que el 
modelo y el código estén actualizados, con lo que siempre  se puede mantener la visión en el 
diseño, de más alto nivel, de la estructura de un proyecto (Hernández, 2000). 
 
El proceso de inteligencia de negocios, es un proceso que incluye varias etapas.  El desarrollo 
lógico, un desarrollo conceptual y un desarrollo físico y visto de esta forma puedan aplicarse el 
proceso unificado UML para poder realizar procesos de este tipo en todas sus fases (Herrera, 
2006). 
 
UML es un de los métodos más desarrollados.  La mayoría de los nuevos desarrollos de 
modelos de sistemas se soportan en herramientas basadas en UML, y presentan características 
importantes como mejoras en la comunicación entre objetos, buena estandarización.  
Igualmente permite tener una vista clara de Relaciones, Mecanismos comunes, Diagramas, 
Interfaces, Tipos y Roles (Rodríguez, 2006).   UML es además un método formal de modelado.   
Esto aporta las siguientes ventajas:  Mayor rigor en la especificación, permite realizar una 
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4.1 Flujo de actividades Técnica Apriori 
Este diagrama muestra el flujo de los datos, desde el momento en que se seleccionan desde un 
origen, en este caso una Base de Datos.  Ver Gráfica 3. 
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4.2 Flujo de actividades Técnica de Regresión logís tica 
Este diagrama muestra el flujo de los datos, desde el momento en que se seleccionan las 
variables independientes y la variable dependiente dicotómica.  . Ver Grafica 4. 
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Para ambos modelos el diagrama de Actividad demuestra la serie de actividades que 
deben ser realizadas en los casos específicos que ejecutan los algoritmos, así como las 
distintas rutas que pueden irse desencadenando en el procesamiento interno de los 
mismos. 
Estos diagramas de actividades muestran el flujo de trabajo de los algoritmos de Regresión 
Logística, y Apriori desde el punto de inicio hasta el punto final detallando muchas de las 
rutas de decisiones que existen en el progreso de eventos contenidos en la actividad.  
También se muestran  situaciones donde el proceso paralelo puede ocurrir en la ejecución 
de algunas actividades.  
Se muestran las actividades que realiza internamente el algoritmo de Regresión 
Logística con el fin de mostrar las relaciones entre las variables dependientes e 
independientes. 
 
Para el modelo de Asociación, se muestran las actividades que realiza internamente 
el algoritmo Apriori con el fin de generar las reglas de asociación interesantes.  Se 
muestran las N iteraciones que realiza el programa con el fin de tomar los elementos 
de la base de datos, establecer parejas, verificar su frecuencia, elegir las que mayor 
número indiquen, y posteriormente continuar el ciclo generando tripletas, y así 
sucesivamente hasta evacuar la totalidad de la muestra o población que conforman 
la base de datos origen de la información. 
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4.3 Diagrama de objetos 
 
Este diagrama muestra la estructura de cada uno de los objetos que componen el sistema de algoritmos de Minería de Datos, que 
facilitan la generación de reglas de asociación, y las relaciones entre variables independientes y dependientes.  Ver Grafica 5. 
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Modelo matematico
- variable independiente:  Poblacion BD
- variables dicotomicas:  int
+ Generar_Modelo_Regresion_logistica() : void
Modelo gráfico 
- Campo_Datos:  Modelo gráfico 
- Fil tro de datos:  Modelo gráfico 
- Origen_Datos:  int
- Valor_prediccion:  Modelo gráfico 
+ Generar_grafico_elevacion() : void
+ Seleccionar_estructura() : void
Modelo matricial de probabilidad
- Atributo_Entrada:  Modelo matricial  de probabi lidad
- Atributo_sal ida:  Modelo matricial de probabil idad
- Valor_Entrada:  Modelo matricial  de probabi lidad









+ Conexion:  char
+ Establecer_conexion() : void
Origen_Datos
- SGBD:  Origen_Datos
Tecnicas_De_Asociacion




- Cociente odd-cociente relativo:  Tecnica_Regresion_Logistica
- Proceso binomial:  Tecnica_Regresion_Logistica
- Variables cuanti tativas:  int
+ Generar_probabil idad_evento_relacion_entre_variables() : void
Tecnica_Apriori
- Alto_recurso_memoria:  int
- confianza:  int
- Datos_voluminosos:  long
- Soporte:  int
- Variable_conclusion:  Tecnica_Apriori
- Variable_premisa:  Tecnica_Apriori
+ Generacion_asociaciones_atributo_valor() : void
+ Generar_Reglas_Asociacion() : void
Comportamiento_v riables_independientes_Eje Y
- Probabilidad_variable_dependiente_eje X:  Comportamiento_variables_independientes_Eje Y
+ Generar_curva_probabil istica() : void
Eleccion_vista_datos
Reglas_Asociacion
- Calcular_frecuencia_ocurrencias_uniones_variables:  Reglas_Asociacion
- Conjunto_Datos:  Reglas_Asociacion
- Expresiones_logicas_variables:  Reglas_Asociacion
+ Generacion_asociaciones_atributo_valor() : void
+ Representacion_conocimiento() : void
+ Soporte_toma_decisiones() : void
Grafo_Dependencias
- Nodo_que_predice:  Grafo_Dependencias
- Nodo_que_se_predice:  Grafo_Dependencias
- Nodo_seleccionado:  Grafo_Depend ncias
- Nombres_atributos:  char
- valores:  int
+ Generar_Red_Dependencias() : void
Conjunto_Elementos
- Base_Datos_Transaccional:  Origen_Datos
- Cantidad_conjuntos:  int
- Soporte:  int
- Tamaño:  int













































































4.4 Documentación Diagrama de Objetos 
 
 
En esta sección se explica con detalle cada uno de los componentes del diagrama de 
objetos.  Se especifican características generales del objeto como su nombre, y tipo.  
Igualmente se realiza una descripción del servicio que presta el objeto.  También se muestra 
la relación entre los objetos a partir de la Herencia.   
 
La explicación del modelo de objetos se amplia con la descripción de las responsabilidades 
del objeto respecto a los otros objetos.  Cada objeto tiene un número de responsabilidades 
establecidas, una, dos, o más.  
 
Los métodos, los atributos, y las observaciones complementan la explicación del objeto.  Los 
métodos contienen las instrucciones que debe realizar el objeto para cumplir su propósito.   
 
Cada método tiene un nombre que lo identifica, el tipo de cobertura en el modelo respecto a 
los otros objetos, es decir si es de acceso publico o privado.   
 
El tipo de valor generado por el método, si es alfabético (string), si es numérico (int, float, 
entre otros).  También se establecen los parámetros y tipos, es decir las variables que 
tomaran y devolverán datos a partir de la ejecución del método.    
 
Los atributos muestran el tipo de acceso, si es publico o privado, el tipo de datos que 
almacenan (string, int, float), el nombre del atributo, y el comportamiento de los valores 
asociados al atributo, es decir si es estático o dinámico. 
 
Las observaciones se presentan como un espacio opcional, en el que se puede 
complementar algún aspecto o parámetro del objeto.  
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5.1 Titulo del proyecto de Investigación 
 
“Descubrimiento de conocimiento sobre la innovación en Colombia, a partir de las encuestas 
manufactureras y de la base de datos Scienti”. 
 
Colombia tiene graves problemas de competitividad que, sin duda alguna, atentan contra su 
integración exitosa en los mercados mundiales.  Estos problemas se han puesto de 
manifiesto con mayor fuerza a partir del cambio del modelo de desarrollo económico 
colombiano que, desde comienzos de los 90, dejo atrás la sustitución de importaciones y las 
políticas proteccionistas por un esquema de apertura comercial financiera.  Estos 
movimientos aperturistas de los 90 seguirán profundizando hacia el futuro, probablemente, 
en el marco de tratados de libre comercio bi- y multilaterales.  En tales escenarios, la 
competitividad se convierte en elemento fundamental para que un país logre insertarse de 
manera efectiva y beneficiosa en la economía mundial (Robledo, 2007). 
 
Obviamente esto no seria preocupante si los indicadores revelaran una Colombia 
competitiva.  Por el contrario, “dentro de un contexto comparado, resulta evidente que en 
términos de competitividad Colombia sale supremamente mal librada” (Robledo, 2007). 
No sin razón, entonces, el aumento sostenido de la competitividad se plantea como uno de 
los desafíos más  significativos para el desarrollo del país, por lo que es un objeto común de 
análisis y de política publica (ver, por ejemplo, los análisis de competitividad industrial del 
Observatorio de Competitividad del DANE; los documentos del CONPES sobre 
competitividad; los indicadores de competitividad de la industria Colombiana publicados por 
el entonces Ministerio de Desarrollo Económico; los documentos del antiguo Ministerio de 
Comercio Exterior y del actual Ministerio de Comercio, Industria y Turismo, producidos en el 
marco de la Política Nacional de Productividad y Competitividad; el programa Andino de 
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Competitividad de la CAF; y el programa de Apoyo a la Competitividad de Clusters del BID-
FOMIN-U. de los Andes, entre otros)   
 
 
5.2  Innovación de productos 
 
 
Tipificación de la innovación tecnológica en el establecimiento. 
 
Los datos fueron tomados de la Encuesta sobre Desarrollo Tecnológico en el 
Establecimiento Industrial Colombiano.  En esta sección se presentan algunas preguntas de 
la encuesta y su respectiva codificación en la base de datos. 
 
Las variables utilizadas contienen los resultados de la innovación, e impacto de la 
innovación. 
 
Variable I107: Identifica la Naturaleza jurídica de la empresa (1= empresa unipersonal, 2= 
sociedad en comandita simple, 3= entidad sin animo de lucro, 4= sociedad anónima, 5= 
sociedad de hecho, 6= sociedad comandita por acciones, 7= sucursal extranjera, 8= 
economía solidaria, (9= sociedad colectiva, 10=sociedad limitada, 11=empresa industrial del 
estado, 12= empresa de economía mixta) 
 
Variable IV401: Es la variable que se comporta como predictiva, o dependiente, e Indica si se 
han colocado nuevos productos innovadores en el mercado. ¿Ha colocado en el mercado 
nuevos productos elaborados por el establecimiento desde 1993? (si=1, 2=no) 
 
Variable IV402_02: Variable independiente.  Indica los productos nuevos como resultado de 
actividades de innovación (sí = 1, 2=no). 
 
Variable IV402_03: Variable independiente. Indica productos nuevos asociados con nuevos 
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5.2.1 Algunos Registros o transacciones  
 
 
La columna NCUEST corresponde al identificador de cada  uno de los 198 registros que se 
tomaron como muestra de la población total (885) encuestada en el sector industrial. 
 
La columna I707 contiene los valores que identifican el tipo de empresa encuestada.  
IV42_2, es el campo que contiene los valores que indican si la empresa encuestada ha 
creado productos a partir de actividades innovadoras, los valores asociados son: 1 si la 
empresa respondió SI, 2 si la empresa respondió NO. 
 
IV4_3, muestra los valores 1 para indicar que la empresa respondió SI, a la pregunta de 
haber creado nuevos productos a partir de nuevos procesos, y 2 cuando la empresa 
respondió NO a esta pregunta. 
 
La columna IV4_1, corresponde a los valores de la variable predictiva, 1 indica que la 
empresa SI ha colocado en el mercado nuevos productos innovadores, a partir de procesos 
o nuevas actividades que ayuden a mejorar la competitividad del país.  2  indica que la 
empresa NO ha colocado en el mercado nuevos productos innovadores, a partir de procesos 
o nuevas actividades. 
 
Las celdas que aparecen sin valor en las tres ultima columnas corresponden a los valores 
missing (datos no suministrados por el establecimiento por reserva o por no tenerlos 
disponibles en el momento de la encuesta). 
 
Total de registros de la muestra=198.  Algunos de estos registros se muestran en la base de 
datos.  Ver Tabla 27. 
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5.3 Modelo de Regresión logística  
 
 
5.3.2 Modelo de Regresión Logística con el programa  Business Intelligence 
 
Matriz de clasificación 
 
 




La matriz de clasificación obtenida en forma automática por la herramienta, muestra un 
resumen de los datos totales o población de la base de datos utilizada. El algoritmo de 
regresión logística ha clasificado los datos de la siguiente forma, teniendo en cuenta el total 
de registros (885) o conjunto de transacciones utilizadas como muestra para este caso. 
 
La siguiente matriz de probabilidades nos muestra que el total de datos procesados 
correctamente, corresponden al 84,4 %, es decir 747 transacciones, y un 15,6 %, que 
equivalen a 138 transacciones, son los datos sin clasificación o mal clasificados, que en este 
caso, son las respuestas ausentes o que no aplican; en la base de datos son los datos Null. 
Luego la matriz nos indica los resultados procesados como porcentajes, donde se muestra 
que los valores que corresponden a 0, es decir a la respuesta de NO haber colocado nuevos 
productos en el mercado desde el año 1993, equivalen al 30,2 %, mientras el 59,08 %, 
indican lo contrario, es decir al valor de 1, es decir que esas empresas si colocaron nuevos 
productos en el mercado desde el año 1993.   
 
En este proceso se puede dar el no procesamiento de algunos datos, los cuales se conocen 
como Missing; en este caso el porcentaje que corresponde a esta clasificación es de 7,25 %, 
respecto a los valores de 0, es decir a la respuesta que dieron algunas empresas, cuando se 
respondió en la encuesta que no habían colocado nuevos productos en el mercado,  para el 
caso de Si, es decir los valores 1, el porcentaje de valores Missing es de 2,75. 
En la parte inferior de la matriz se ven los datos correspondientes a la cantidad de 
respuestas que corresponden a SI, es decir a 1, a NO, 0, y cantidad de datos Missing, en 
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este caso vemos 483 transacciones procesadas correctamente para 1, y una transacción 





5.3.3 Matriz de probabilidades 
  
Este visor muestra los estados concretos de atributos de entrada, e indica cómo afectan el 
estado del atributo de salida, también denominado atributo de predicción.  
El visor o matriz de  probabilidades está compuesto por tres elementos: Entradas, Salidas, 
Variables. 
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Permiten seleccionar los atributos y valores de atributo que el visor utilizará como entradas. 





Permite seleccionar el atributo que se va a utilizar como salida y los dos estados que desea 
comparar.  En este caso los valores son: 0 que indica NO, y 1 que índica si.  Los atributos 
están definidos como columnas de tipo PREDICT o PREDICT ONLY.   Los estados 








El análisis de las variables está soportado a partir de las columnas: Atributo, Valor, Favorece 
[valor 1] y Favorece [valor 2]. 
  
En  este caso la columna de atributo a punta a todas las variables que se comportan como 
independientes, y la variable de salida o dependiente es la variable seleccionada como 
variable de predicción.  Ver Tabla 40. 
 
You are using demo version







En los resultados obtenidos en la matriz de probabilidades se resaltan 5 valores, 
correspondientes a 5 variables, estás son: puntuación, probabilidad de valor1, probabilidad 
de valor2, elevación valor1, y elevación valor2.  Por ejemplo los valores para FAVORECE1 
correspondientes al atributo TIPOEMPRESA, Ver Tabla 41.  
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En la matriz de probabilidades se muestran cuatro columnas, Atributos, Valor, Favorece 0 y 
Favorece 1.   Estados dos ultimas columnas indican los valores (0 y 1) que toma la variable 
dependiente IV401 (ha colocado nuevos productos innovadores en el mercado desde 
1993?).   
 
En la columna Identificada como Atributo, se establecen los valores correspondientes a las 
diferentes variables independientes, que hacen parte del modelo de regresión logística.   
 
Para este caso de estudio, se cuenta con las variables TIPOEMPRESA; que identifica los 
diferentes tipos de empresas que hicieron parte de la encuesta; la variable 
NUEVOPRODUCTOACTIVIDADESINNOVACION, la cual indica si la empresa ha creado 
nuevos productos a partir de actividades innovadoras; la variable 
NUEVOPRODUCTOPROCESOINNOVACION, indica la obtención de nuevos productos a 
partir de nuevos procesos de innovación, por parte de cada una de las empresas que hacen 
parte de la encuesta. 
 
La columna valor muestra el dato asociado a cada atributo, es decir si es una empresa indica 
si es sociedad colectiva, sucursal extranjera, unipersonal, entre otras.  Para las variables 
independientes se establecen valores de SI y NO. 
 
Las columnas Favorece 0 y Favorece 1, indican la relación existente entre las variables 
independientes y los valores para 0 y 1 que asume la variable dependiente.  Se aprecia los 
porcentajes que toma que valor de la variable dependiente respecto a  las independientes 
indicados en la elevación para Valor1, y Elevación para Valor2. 
 
Atributo Valor Favorece 0 





TIPOEMPRESA   
Puntuación 100  
Probabilidad de Valor1: 0,00 % 
 Probabilidad de Valor2: 97,39 % 
Elevación Valor1: 0  
Elevación Valor2: 1,98 
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NNOVACION SI  
Puntuación 23,61 
Probabilidad de Valor1: 4,64 %  
Probabilidad de Valor2: 90,83 % 
 Elevación Valor1: 0,15 
 Elevación Valor2: 1,85 
NUEVOPRODUCTOPROCESOI
NNOVACION NO  
Puntuación 22,12  
Probabilidad de Valor1: 5,10 %  
Probabilidad de Valor2: 85,27 %  
Elevación Valor1: 0,17  
Elevación Valor2: 1,74 
NUEVOPRODUCTOACTIVIDAD
ESINNOVACION NO  
Puntuación 21,6 
 Probabilidad de Valor1: 5,80 %  
Probabilidad de Valor2: 91,78 %  
Elevación Valor1: 0,19 
Elevación Valor2: 1,87 
NUEVOPRODUCTOACTIVIDAD
ESINNOVACION SI  
Puntuación 17,67 
Probabilidad de Valor1: 8,33 %  
Probabilidad de Valor2: 86,92 %  
Elevación Valor1: 0,27  
Elevación Valor2: 1,77 
TIPOEMPRESA SUCURSALEXTRANJERA  
Puntuación 13,96 
 Probabilidad de Valor1: 12,42 % 
Probabilidad de Valor2: 87,51 %  
Elevación Valor1: 0,41  
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TIPOEMPRESA COMANDITA  
Puntuación 3,52  
Probabilidad de Valor1: 22,48 % 
Probabilidad de Valor2: 52,40 % 
Elevación Valor1: 0,73  















TIPOEMPRESA EMPRESAINDUSTRIAL  
Puntuación 2,95 
Probabilidad de Valor1: 27,94 % 
Probabilidad de Valor2: 61,27 % 
Elevación Valor1: 0,91 
Elevación Valor2: 1,25 
TIPOEMPRESA ANONIMA  
Puntuación 2,79  
Probabilidad de Valor1: 27,62 % 
Probabilidad de Valor2: 59,60 % 
Elevación Valor1: 0,9 



















de Valor1: 2,52 
% Probabilidad 
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5.3.4 Modelo porcentaje de población – valor SI 
 
 







5.3.5 Grafico de elevación – valor SI 
 
 
Variable de predicción: productos colocados en el mercado 1993, Valor= 1(SI).  Ver Grafica 
6. 
 
 Modelo de Regresión Obtenido 
 Modelo de Regresión Aleatorio 
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5.3.5.1 Explicación de los resultados - Grafico de elevación – valor SI   
 
El eje X del gráfico representa el porcentaje del conjunto de datos de prueba que se utiliza 
para comparar las predicciones. El eje Y del gráfico representa el porcentaje de valores que 
se predicen con el estado especificado.   
 
El color verde identifica la línea para el modelo real.  La  línea identificada con color rojo, 
muestra la elevación ideal, o mejora en los resultados, para el modelo.  Esta línea muestra 
los resultados ideales para los datos de entrenamiento establecidos, si pudiera crear un 
modelo que siempre predijera perfectamente.  La línea de color azul indica el modelo de 
estimación aleatorio generado por el programa. 
 
En el gráfico la línea ideal alcanza el máximo el 55%, lo que significa que si tuviera un 
modelo perfecto, podría llegar al 100 por ciento de las empresas sobre la población total.   
 
La línea vertical se encuentra en ese punto (55%), porque se trata del punto donde el modelo 
parece ser más eficiente, y después de este punto la elevación decae. 
  
La elevación real para el modelo al destinarse al 55 por ciento de la población está entre el 
61, 27% aproximadamente, lo que significa que se podría considerar que el 61 por ciento de 
las empresas sobre la población total de las mismas, han colocado nuevos productos en el 
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5.3.6 Modelo porcentaje de población - valor NO 
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5.3.6.1 Grafico de elevación – valor NO 
 
Variable de predicción: productos colocados en el mercado 1993 Valor= 0(NO).  Ver Grafica 
7. 
 
 Modelo de Regresión Obtenido 
 Modelo de Regresión Aleatorio 






5.3.6.2 Explicación de los resultados - Grafico de elevación – valor NO 
 
El eje X del gráfico de elevación para el valor de predicción NO, representa el porcentaje del 
conjunto de datos de prueba que se utiliza para comparar las predicciones. El eje Y del 
gráfico representa el porcentaje de valores que se predicen con el estado especificado.   
 
La línea verde indica el modelo real.  La  línea identificada con color rojo, muestra la 
elevación ideal, o mejora en los resultados, para el modelo.  Esta línea muestra los 
resultados ideales para los datos de entrenamiento establecidos, si pudiera crear un modelo 
que siempre predijera perfectamente.   La línea de color azul indica el modelo de estimación 
aleatorio generado por el programa. 
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En el gráfico la línea ideal alcanza el máximo el 30%, lo que significa que si tuviera un 
modelo perfecto, podría llegar al 100 por ciento de las empresas sobre la población total.   
 
La línea vertical se encuentra en ese punto (30%), porque se trata del punto donde el modelo 
parece ser más eficiente, y después de este punto la elevación decae.  La elevación real 
para el modelo al destinarse al 30 por ciento de la población está entre el 63% 
aproximadamente, lo que significa que se podría considerar que el 63 por ciento de las 
empresas sobre la población total de las mismas, no han colocado nuevos productos en el 
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5.3.6.4 Relación entre las variables 
 




Teniendo en cuenta las empresas que respondieron SI a la pregunta de realizar actividades 
de Innovación. 
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El modelo de regresión generado, identificado con la línea verde indica que el 38% de las 
empresas han realizado actividades de innovación para contribuir a la colocación de nuevos 
productos en el mercado.  La línea verde de regresión logística se establece sobre la vertical 
de máxima elevación del modelo Ideal, el cual se resalta de color rojo. 
La línea amarilla indica el cruce donde se genera el porcentaje indicado. 
 
 Modelo de Regresión Obtenido 
 Modelo de Regresión Aleatorio 
 Modelo de Regresión Ideal 
 Intersección entre el modelo Ideal y el modelo  





Teniendo en cuenta las empresas que respondieron NO  a la pregunta de realizar 
actividades de Innovación 
 
El modelo de regresión generado, identificado con la línea verde indica que el 63 % de las 
empresas no han realizado actividades de innovación para contribuir a la colocación de 
nuevos productos en el mercado.  La línea verde de regresión logística se establece sobre la 
vertical de máxima elevación del modelo Ideal, el cual se resalta de color rojo.  La línea 
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 Modelo de Regresión Obtenido 
 Modelo de Regresión Aleatorio 
 Modelo de Regresión Ideal 
 Intersección entre el modelo Ideal y el modelo  








5.1.6.4.2 PRODUCTOSCOLOCADOSMERCADO1993 VS 
NUEVOPRODUCTOPROCESOINNOVACION 
 
Teniendo en cuenta las empresas que respondieron SI  a la pregunta de aplicar 
procesos de Innovación 
 
El modelo de regresión generado, identificado con la línea verde indica que el 51 % de las 
empresas han aplicado procesos de innovación para contribuir a la colocación de nuevos 
productos en el mercado.  La línea verde de regresión logística se establece sobre la vertical 
de máxima elevación del modelo Ideal, el cual se resalta de color rojo. 
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 Modelo de Regresión Obtenido 
 Modelo de Regresión Aleatorio 
 Modelo de Regresión Ideal 
 Intersección entre el modelo Ideal y el modelo  








Teniendo en cuenta las empresas que respondieron NO  a la pregunta de aplicar 
procesos de Innovación 
 
El modelo de regresión generado, identificado con la línea verde indica que el 49 % de las 
empresas no han aplicado procesos de innovación para contribuir a la colocación de nuevos 
productos en el mercado.  La línea verde de regresión logística se establece sobre la vertical 
de máxima elevación del modelo Ideal, el cual se resalta de color rojo. 
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 Modelo de Regresión Obtenido 
 Modelo de Regresión Aleatorio 
 Modelo de Regresión Ideal 
 Intersección entre el modelo Ideal y el modelo  







En el caso contrario el modelo indica que las empresas que han colocado nuevos productos 
en el mercado, apoyadas de nuevos procesos e innovaciones son las de tipo unipersonal, 




5.4 Técnica Apriori  
 
5.4.1 Grafo de dependencias 
 
Permite ver las relaciones entre las variables de entrada y la variable que se evalúa, en este 
caso la variable de predicción, se muestra claramente que la tendencia de no haber colocado 
nuevos productos en el mercado desde  1993, es de las empresas unipersonales, el valor de 
0, es decir la respuesta que corresponde a NO, lo confirma.  
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En el caso contrario el modelo indica que las empresas que han colocado nuevos productos 
en el mercado, apoyadas de nuevos procesos e innovaciones son las de tipo unipersonal, 
comandita, comandita por acciones, limitada, colectiva, empresa industrial, sucursal 
extranjera. Ver Grafica 12. 
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5.4.2.1 Explicación de las Reglas de Asociación Obt enidas 
 
 
Teniendo en cuenta los antecedentes de nuestro país respecto a innovación tecnológica, y 
los datos utilizados desde las bases de datos construidas a partir de la encuesta sobre 
Desarrollo Tecnológico en el Establecimiento Industrial Colombiano, los resultados 
esperados no serán los mejores, y eso se confirma con los obtenidos a partir del modelo de 
Reglas de Asociación.  
 
Las reglas de asociación obtenidas se generaron a partir de una frecuencia o probabilidad de 
0,5, y un soporte de 0.2.  Lo esperado es obtener las reglas de Asociación más interesantes 
que muestren la tendencia de haber colocado nuevos productos en el mercado desde 1993 
hasta la actualidad.  La idea es que las reglas generadas superen la  frecuencia inicial o 
mínima frecuencia, teniendo en este caso un tope de frecuencia de 1, es decir el valor 
máximo establecido en el parámetro de frecuencia para el algoritmo, lo que indica que se 
generarán reglas entre 0.5 y 1. 
 
En la tabla que muestra las  reglas de Asociación generadas, se muestran las variables de 
Probabilidad, Importancia, y Regla. 
 
Probabilidad: Indica la frecuencia que acompaña a la regla obtenida, es de resaltar que la 
mayor probabilidad es 1, en el caso de las dos reglas de ejemplo.  En el resto de reglas (ver 
tabla completa), se ve la frecuencia que se reduce paralela a la importancia de la regla 
obtenida. 
 
Importancia: Indica la relevancia de interés que tiene la regla respecto a las otras. 
 
Regla: Muestra las relaciones que existen entre las variables, y como las de entrada influyen 
en la de salida, es decir las variables premisas determinan la conclusión Ver Tabla 45. 
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El procesamiento de los datos a partir del algoritmo de Asociación ha generado las reglas de 
asociación mostrando los siguientes resultados. La tabla 44 tiene una columna que identifica 
el tipo de empresa, luego aparece la variable dependiente, es decir nuevos productos 
colocados en el mercado desde 1993, luego el valor de la variable, después la relación entre 
variables, y por último aparece el indicar de importancia de esa relación. Ver Tabla 44.   
 
• El mayor porcentaje o frecuencia es hacia el valor de 1, es decir SI se han colocado 
nuevos productos en el mercado desde el año 1993.  Solo la variable TIPOEMPRESA 
con valor UNIPERSONAL, muestra valor de 0, lo indica que las empresas clasificadas 
como unipersonales, no han colocado nuevos productos en el mercado desde 1993. 
• Las reglas de asociación muestran que las empresas de tipo ANONIMA y la 
obtención de nuevos productos a partir de nuevos procesos, han permitido la 
colocación de nuevos productos en el mercado.    
 
• La variable NUEVOPRODUCTOACTIVIDADESINNOVACION, que en este caso es 
NO, es decir que no se han realizado actividades innovadoras que en la creación de 
productos, sin embargo la tendencia aunque con menor importancia, muestra que si 
se han colocado nuevos productos en el mercado desde 1993. Las reglas de 
asociación también muestran que si se han dado actividades innovadoras para 
producir, y nuevos productos a partir de procesos innovadores, implica la colocación 
de nuevos productos en el mercado desde 1993. 
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• Las empresas clasificadas como limitadas muestran que han colocado nuevos 
productos en el mercado desde 1993, con el soporte de actividades, y procesos 
innovadores para producir nuevos elementos. 
 
• Las empresas unipersonales que han realizado procesos innovadores para obtener 
productos, tienen una mejor importancia que las empresas de tipo unipersonal que no 
han realizado actividades innovadoras, como premisas, para colocar nuevos 
productos en el mercado desde 1993. 
 
• A pesar de que las empresas de tipo comandita, comandita por acciones, empresa 
industrial, sucursal extranjera, sociedad colectiva, no han realizado procesos 
innovadores para obtener productos, si han colocado y colocan en el mercado nuevos 
productos para la sociedad. 
  
• Con una mejor probabilidad y mayor importancia aparecen las empresas de tipo 
empresa industrial, comandita por acciones, sucursal extranjera, sociedad colectiva, 
sin ánimo de lucro, comandita, cuya premisa es haber hecho nuevos productos a 
partir de actividades innovadoras, como soporte para la conclusión de colocar nuevos 
productos en el mercado desde 1993 
. 
• Con menos importancia, algunas empresas de tipo comandita por acciones, 
comandita, sin ánimo de lucro, empresa industrial, han colocado nuevos productos en 
el mercado desde 1993, utilizando procesos innovadores. 
 
• Con menos frecuencia colocan en el mercado nuevos productos desde 1993, algunas 
empresas sin ánimo de lucro, y sucursal extranjera, que no realizan actividades 
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• Se seleccionaron y caracterizaron las técnicas de Regresión Logística y A priori, 
teniendo en cuenta el objetivo del proyecto de Innovación, el cual apunta a buscar 
relaciones interesantes entre variables.  Además porque el algoritmo Apriori y la 
Regresión Logística se presentan como las técnicas más aplicadas en la búsqueda 
de reglas de asociación, ya que se encuentra implementado en diferentes 
herramientas de software.  
 
• El modelo conceptual permite  conocer como se realiza la conexión, interacción, con 
el conjunto de transacciones, o la base de datos.  Facilita conocer las relaciones y 
dependencias de los modelos Apriori y Regresión Logística; cuales son las variables, 
tipos de datos, recursos o herramientas.   
 
• En este modelo se visualizan los objetos o clases, sus nombres, atributos y métodos.  
Precisamente de estos se resaltan los que generan los grafos o redes de 
dependencias, las reglas de asociación, que muestran los patrones o elementos 
interesantes entre variables.  Los objetos del Modelo de Regresión indican a través 
de gráficos y matrices las probabilidades relacionadas con el objeto en estudio.    
 
• La aplicación de estas técnicas en el proyecto de investigación “Descubrimiento de 
Conocimiento sobre la innovación en Colombia a partir de las encuestas de 
Innovación y desarrollo tecnológico”, han permitido generar resultados y en ellos 
datos interesantes que indican el estado en que se encuentra nuestro país en materia 
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Realizar el análisis de otras preguntas de la encuesta de Innovación tecnológica, 
utilizando otro modelo de minería de datos, distinto a los estudiados en este trabajo 
de maestría; con el fin de aportar nuevos objetos al modelo conceptual propuesto, y 
mirar los datos, valores, gráficos y grafos producto del procesamiento de las variables 
desde la herramienta automática; para verificar  como se presentan las relaciones, o 
asociaciones entre los conjuntos de datos específicos. 
Realizar la implementación del algoritmo Apriori en un lenguaje de programación 
orientado a objetos, con el fin de mejorar su funcionalidad y rendimiento; 
concretamente el tratamiento más eficiente de la memoria, cuando se trata de 
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