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 TD 学習を用いたテトリス解法アルゴリズム  
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A method using a genetic algorithm (GA) and neural networks (NN) was proposed in a 
previous study that focused on an algorithm for obtaining a Tetris solution. While this 
approach has a very high performance with respect to game score in Tetris, it has the 
drawback of taking a considerable amount of time for learning. The aim of this study is 
to reduce the learning time by online learning, using a TD learning method and NN. 
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1. はじめに 
テトリスとは，2 次元平面上にブロックを効
率よく配置していくゲームと捉えることができ
る．テトリスは最適化問題としてしばしば取り
上げられており，様々な最適化手法が適用され
てきた．この最適化問題は多様な場面での最適
化問題に幅広く展開が可能である．トラックの
荷物詰め込み作業の効率化等はその一例である．
この分野での従来研究でよい結果を報告してい
るのが，非線形のニューラルネットワーク（以
下 NN）と遺伝的アルゴリズム（以下 GA）を組
み合わせた手法である[1]．しかし学習には約
500 万回ゲームの試行を行う必要がある．それ
ゆえ，かなりの時間を費やさねばならないとい
う欠点があった． 
本研究の目的は，学習スピードを重視したテ
トリス解法アルゴリズムの提案である．学習ス
ピードを短縮することにより，トラックの荷物
詰め込みでの現場でも，イレギュラーな形の荷
物が追加された場合でも即座に対応でき，現実
的であると考えた．本研究では盤面を評価する
関数に NN を使用し，NN の最適化に TD 学習
を用いた新たな手法を提案する． 
 
2. GA と NN を用いた従来研究 
2.1 GA とは 
GA とは，データを遺伝子で表現した「個体」
を複数用意し，適応度の高い個体を優先的に選
択して淘汰，交叉，突然変異の操作を繰り返し
ながら最適解を探索するアルゴリズムである． 
 
 
2.1.1 淘汰  
淘汰とは，現存している個体の中から次の世
代に受け継がせる個体を選出するための操作で
ある．この操作には，適応度の高い個体のみを
選ぶエリート選択や，ある程度の確率で適応度
の低い個体を選ぶルーレット選択等がある． 
2.1.2 交叉 
交叉とは，淘汰により選出された個体から，
新たな個体を生成するための操作である．交叉
方法としては，一様交叉法等がある．個体はデ
ータ（遺伝子）の集合で表されるが，その各々
のデータを 2 つの個体が一定確率で交換し合い，
2 つの個体から新たな 2 つの個体を生成する手
法である．以上のように新たな遺伝子の組み合
わせを持つ個体を生成させる方法を交叉と呼ぶ． 
2.1.3 突然変異 
突然変異とは，交叉を行って個体を作成する
際，その手順を無視してランダムな値のデータ
と置き換える手法である．これにより，同じデ
ータのみで交叉を繰り返していく場合よりも，
新たな遺伝子を持った個体が生まれないという
状態（局初回）に陥りにくくなる．突然変異は
一般的に小さな確率によって発生する． 
2.2. GA と NN を用いた従来研究手法 
従来研究として，GA と NN を組み合わせた
ものがある[1]．NN の入力には表 1 にある 8 個
の特徴量を使用しており，出力はテトリスの盤
面の評価値である．テトリミノの配置位置の決
定方法は，現在のテトリミノの回転と移動を考
慮して仮配置し，NN の出力（評価値）を得て，  
 
 
表 1 従来研究[1]で使用した 8 個の特徴量 
名称 説明 
Landing Height 直前に置いたピースの
高さ 
ErodedPieceCells 消えたラインの数× 
ピースの中で消えたブ
ロックの数 
RowTransitions 横方向にスキャンした
時，セルの内容が変わる
回数 
ColTransitions 縦方向にスキャンした
時，セルの内容が変わる
回数 
NumHole 穴の数 
CumulativeWells 井戸の高さの階上の和 
HoleDepth 穴の上のブロック数 
RowWithHoles 穴のある行 
 
最も高い評価値を持つ盤面に配置する．通常の
NN は教師信号と出力との誤差を用いて学習す
るが，ここでは特殊な学習をしている．1 つの
NN を 1 個体とし，GA によって NN の結合荷
重を最適化する手法を取っている．個体の適応
度は，個体によって表現される評価関数を用い
て 100 回のテトリスゲームを行った時の平均
消去段数としている．世代数 500，個体数 100
とし，淘汰，交叉，突然変異を繰り返し，最適
化を行ったところ，結果として，約 6000 万消去
段数の性能を示した．また，単純計算で 500 万
回のテトリスゲームの試行を行わなければなら
ず，学習時間が長いのが欠点といえる． 
 
3. 提案手法① 
GA と自作評価関数を用いた提案手法 
4 つのサブ評価関数の線形結合で評価関数を
構成し，各サブ評価関数にかかる係数（以下，
評価係数）の値を GA で最適化する手法を提案
した[2][3]． 
現在のフィールドの盤面から，落下中のテト
リミノをどこに配置すれば良いかを探索する． 
3.1 評価関数，評価係数 
4 つのサブ評価関数𝑓𝑖(𝑥)(i=1,…,4)を設け，そ
の線形和で盤面を評価し，最も良いとされる位
置にテトリミノを置くものとする．評価𝑓(𝑥)は，  
𝑓(𝑥) = ∑ 𝛼𝑖𝑓𝑖(𝑥)
4
𝑖=1  
と表すことができる．ここで𝛼𝑖(𝑖 = 1,…,4)は評
価係数である．後述の通り，𝑓1(𝑥)と𝑓2(𝑥)は大き
くなるにつれフィールドの状況は悪化すると考
えられるため，評価係数𝛼1，𝛼2は負とする．𝑓3(𝑥)
と𝑓4(𝑥)は大きくなるにつれ，フィールドの状況
は良くなると考えられるため，対応する評価係
数𝛼3，𝛼4は正とする． 
以下にサブ評価関数𝑓𝑖(𝑥)(i=1,…,4)の説明を示
す． 
 𝑓1(𝑥)：デッドスペースの数 
デッドスペースとは，図 1 に示すように，上
下がブロック，もしくはブロックと床に挟まれ
ているスペースと定義する．この数が増加する
ほど，ゲームオーバーになる可能性が大きくな
る． 
 
 
図 1． デッドスペースの例 
 
 𝑓2(𝑥)： 突出列の数 
図 2 のようにフィールド全体の高さの平均か
ら 4 段以上の差がある場合，その列を突出した
高低差を持つ列とする．突出した高さを持つ列
が多いと，安定したテトリミノ配置が困難にな
る． 
 
 
図 2．突出した列を持つ盤面の例 
 
𝑓3(𝑥)： 高低差 
各列において右隣の列との高低差の絶対値の
合計を取る．その値を考慮した数値を返す．こ
れはテトリミノ配置を考える際，凹凸が少なく
なるようにテトリミノを置くための評価である．
図 3 に合計高低差 4 の例を示す． 
 
 
図 3． 合計高低差 4 の例 
 
デッドスペース 
 𝑓4(𝑥)： 左右に 4 マスの溝を作成できる 
図 4 のようにフィールド左右の壁際に縦 4 マ
ス以上の隙間を作ることにより，複数列を同時
に消すチャンスを作ることができる． 
 
図 4．溝が作成された状態の例 
 
3.2. 実験（GA と自作関数） 
3.1 で記述した評価関数を用い，GA で最適化
を試みる実験を行った．最適な評価係数𝛼𝑖を個
人の経験と憶測で決定するのは非常に困難であ
る．このため，GA を用いて各評価係数の値を
求めることとする．本研究では係数𝛼𝑖(𝑖 = 1,
…,4)を遺伝子とし，{𝛼1，𝛼2，𝛼3，𝛼4}を 1 個体
とし，これを 100 個体作成する．従来研究[1]と
同様，各個体を用いてゲームを試行し，ゲーム
オーバーまでに消去することのできた段数をそ
の個体の適応度とする．前述の通り，係数の値
は正と負の 2 通りある．本実験では𝛼1，𝛼2の値
を－100 以上 0 以下，𝛼3，𝛼4の値を 0 以上 100
以下の整数とした．また，GA では個体数を 100
とし，100 世代実行した．その際も従来研究と
同様，個体の適応度をより正確に測るため，1
個体につき 100 回の試行を行い，その平均を個
体の適応度とした． 
GA で評価係数の最適化を行った結果，最優秀
個体の遺伝子(評価係数)は{-10，-95，9，16}
となり，最高消去段数は 809,707 段であった． 
一方，あらかじめ筆者が経験的に決定した評
価係数の値は{-70，-30，40，10}である．こ
れは筆者が，𝑓1(𝑥)が最も重要であると考えたう
えでの決定であった．この係数比でテトリスを
100 回試行したところ，最高消去段数は 6,385
段であった． 
GA と筆者の係数の比較として，100 回試行し
た場合の最高消去段数と平均消去段数を表 2 に
示す． 
 
表 2． 100 回試行した消去段数の違い 
 最高段数(段) 平均段数(段) 
筆者 6,385  701.57  
GA 809,707  162,837.40  
 
表 2 より，筆者よりも GA の方が段を消去で
きていることが分かる． 
また，図 5 は縦軸を消去段数，横軸を試行回
数として，GA で求めた上記評価係数値を固定し
て 100 試行行った時の結果である．ばらつきが
あるのが見て取れ，100 段以下の消去段数も 10
回ほどあった．アルゴリズムの問題なのか出現
テトリミノの運の問題なのかは，図 5 からは判
断できない． 
 
 
図 5 GAで求めた係数で 100回試行した結果 
 
3.3. 提案手法①まとめ，考察 
本提案手法①では，4 つのサブ評価関数と，
それに対応した評価係数との線形和を用い，盤
面の評価を決定した．また，自動で評価係数の
値を調整するために GA を用いた．このような
枠組みは，複数の観点から評価し，その各評価
の重みによって性能が変わるようなシステムを
構築する時にも使用できるのではないかと考え
られる． 
消去段数の面で従来研究[1]に及ばなかったが，
従来研究よりも 400 世代少ない 100 世代の学習
である程度の消去段数を達成することができた．
これは NN のパラメータ数が関係していると考
えられる．従来研究では盤面の評価値を算出す
るのに NN の入力として 8 個の特徴量と中間層
50 個を使用しており，パラメータ数は
8 × 50 + 50の合計450であった．それに対し，
提案手法①ではパラメータ数 4 で学習を行った．
この計算量の差は非常に大きく学習時間に影響
してくると予測できる．また，盤面のサブ評価
関数を設計する際に，あらかじめ筆者が正か負
かはっきりとした認識を持たせた結果であると
考えられる．これにより，パラメータの取り得
る値を正か負に限定できるため，解の探索空間
を狭めることができる．消去段数の面で及ばな
い結果となったが，計算量に比べての消去段数
については上々だったのではないかと考えられ
る． 
今後，サブ評価関数をさらに増やし，より精
密な評価設定をしていくことで，より効率的な
テトリスの最適化アルゴリズムに近づくことが
期待できる．しかし，係数値の決定において，
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GA が最も適切だったとは言い切れない．世代数
が増えるにしたがって個体が優秀になるため，1
試行においてのゲームオーバーまでの時間が長
くかかり，90 世代以降になると１世代あたりの
試行時間は約 12 時間となった．さらにサブ評価
関数を増やし，世代数や個体数を増加すれば性
能が良くなる可能性があるが，現実的に考えて
トラックの荷物積み込み等の現場での使用は難
しく，従来研究[1]と同じ課題が残った． 
 
4. 強化学習[5] 
強化学習には，方策，報酬関数，価値関数，
そして環境のモデルという主に 4 つの構成要素
がある． 
方策とは，学習のエージェントのふるまい方を
決定する要素である．本研究では環境モデルが
テトリスとなるため，テトリミノをフィールド
内のどこに配置するかを決定することを方策 
 
図 6 強化学習のイメージ 
と呼ぶことができる． 
報酬関数は強化学習において目標を決定する
要素である．エージェントが方策に従って行動
すると，正もしくは負の報酬が得られる．一般
的にエージェントは最終的に受け取る総報酬を
最大化することを目的とする． 
報酬関数が即時的な意味合いで何が良いのか
を示すのに対し，価値関数は最終的に何が良い
のかを指定する．すぐに得られる報酬だけでな
く，長い目で見た場合の総報酬の量である． 
図 6 のように，環境が状態𝑠𝑡の場合，方策に
従ってエージェントが行動aを起こし，それが環
境に反映される．その環境の状態から，報酬関
数により算出された報酬𝑟をエージェント（もし
くはエージェントがとった行動）に与えられる．
そして状態𝑠𝑡+1を受け取り，また方策に従って行
動をとる．この報酬を最大にすることを目的と
して，エージェントは学習を行う． 
4.1. TD(λ) 
強化学習の中に TD 学習という手法が存在す
る．TD 法では最終結果を待たず，時刻t + 1で
直ちに目標値を作り，観測した報酬𝑟𝑡+1と推定価
値𝑉(𝑠𝑡+1)を使用して適切な更新を行う． TD 学
習は数ステップ先の価値と現在の価値の誤差を
計算し，将来得られると予測される価値を現在
の価値へ伝搬することができる． 
TD 学習でよく用いられる TD(λ)では，TD 誤
差と呼ばれる隣接する 2 つの状態間の推定価値
の差及び報酬を用いて方策を調整し，学習を行
う．TD 誤差は以下の式によって定義される． 
  
δ = 𝑟𝑡+1 + γ𝑉𝑡(𝑠𝑡+1) − 𝑉𝑡(𝑠𝑡)． 
 
γは割引率と呼ばれる係数(0 ≤ γ ≤ 1)であり，現
在において将来の価値の重要度を決定する．こ
の TD 誤差が正の時には，𝑠𝑡の現在の状態価値
𝑉𝑡(𝑠𝑡)よりも，𝑠𝑡の真の状態価値(𝑟𝑡+1 + γ𝑉𝑡(𝑠𝑡+1))
は高いということであり，負の時には𝑠𝑡の状態
価値の推定値よりも実際の状態価値は低いとい
うことになる．つまり，TD(λ)では TD 誤差を
0 にすることを目標として学習を行う．もっと
も単純な TD 法は TD(0)と呼ばれ，  
  
𝑉𝑡+1(𝑠𝑡) = 𝑉𝑡(𝑠𝑡) + 𝛼δ𝑡 
で表される．𝛼はステップサイズパラメータと呼
ばれる学習率である(0 ≤ 𝛼 ≤ 1)．  
 また，NN で教師信号を𝑟𝑡+1 + γ𝑉𝑡(𝑠𝑡+1)とし，
出力を𝑉𝑡(𝑠𝑡)とした最急降下法を行うこともで
きる．θ𝑡⃗⃗  ⃗ を NN の結合荷重の列ベクトルとし，
θ𝑡⃗⃗  ⃗=(θ𝑡⃗⃗  ⃗(1), θ𝑡⃗⃗  ⃗(2),… , θ𝑡⃗⃗  ⃗(n))
𝑇(Tは転置を表す)で表
現され，更新式は． 
 
θ𝑡+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   
     = θ𝑡⃗⃗  ⃗ −
1
2
𝛼∇ θ𝑡⃗⃗ ⃗⃗  [r𝑡+1 + 𝛾V𝑡(s𝑡+1) − V𝑡(s𝑡)]
2  
= θ𝑡⃗⃗  ⃗ + 𝛼[r𝑡+1 + 𝛾V𝑡(s𝑡+1) − V𝑡(s𝑡)]∇ θ𝑡⃗⃗⃗⃗  V𝑡(s𝑡) 
 
と表される．∇ θ𝑡⃗⃗⃗⃗  V𝑡(s𝑡)は，𝑓を任意の関数とし， 
 
∇ θ𝑡⃗⃗⃗⃗  V𝑡(s𝑡) = (
𝜕𝑓(θ𝑡)
𝜕𝑓(1)
,
𝜕𝑓(θ𝑡)
𝜕𝑓(2)
,… ,
𝜕𝑓(θ𝑡)
𝜕𝑓(𝑛)
) 
 
と表す． 
 1 時刻先のみでなく，一定時刻先の学習結果
を価値関数の推定値の更新として利用できるア
ルゴリズムは TD(λ)と呼ばれる． TD(λ)の大
きな特徴として，TD 誤差による状態価値の修正
を直前の状態だけでなくエピソード中に訪問し
たすべての状態に伝搬させることが挙げられる．
それを可能としているのが適格度トレースであ
り，時刻 t における状態 s の適格度トレースは
e𝑡(s)と表される．伝搬率はトレース減衰パラメ
ータλによって制御されている(0 ≤ λ ≤ 1)．適
格度トレースは 
 
 
𝑒𝑡(𝑠) = {
𝛾𝜆𝑒𝑡(𝑠)
𝛾𝜆𝑒𝑡(𝑠) + 1
 s ≠ 𝑠𝑡の時 
s = 𝑠𝑡の時 
 と表される．状態𝑠𝑡を訪問した時に𝑒𝑡(𝑠)の値が
増加し，訪問しなかった場合，割引率𝛾と𝜆によ
って𝑒𝑡(𝑠)の値が減少することがわかる(ただし
𝛾 < 1もしくは𝜆 < 1の場合)．これにより，状態
s をいつ，どのくらい訪問したかを記録すること
がでいる．この適格度トレースを用いた状態価
値更新式は 
 
V𝑡+1(𝑠𝑡) = V𝑡(𝑠𝑡) + 𝛼𝛿𝑡(e𝑡)𝑠𝑡  
 
となる．λ=0 であれば t+1 時刻の即時報酬のみ
を得るために動き，λ=1 であれば，最終結果ま
での報酬を考えたアルゴリズムとなる． 
 
4.2. TD-Gamon[6] 
 本研究の提案手法は，TD-Gamon と呼ばれる
アプリケーションに使用されているアイデアを
取り入れた． 
 TD-Gamon とは，バックギャモンと呼ばれる
ゲームのアプリケーションである．TD-Gamon
は，予備知識をほとんど必要とせず、それでも
世界最強のグランドマスターに近いレベルの手
を指すことを学習する．この学習アルゴリズム
は，TD(λ)と NN を直接的に組み合わせたもの
である． 
 バックギャモンは，世界中でプレイされてい
る主要なゲームの 1 つである．このゲームは盤
面上にポイントと呼ばれる 24 個の場所があり，
その上に白黒それぞれ 15 個の駒を置いてゲー
ムが行われる．図 7 はバックギャモンの典型的
な初期配置の盤面である．2 人のプレイヤーが
それぞれ白と黒の駒（白駒，黒駒）を持ち駒と
し，サイコロを振って任意の自分の色の駒を，
出た目に合わせて移動させることができる．す
べての駒をゴールまで導くことができれば勝利
となり，すごろくの要素も備えた偶然性の高い
ゲームとなっている． 
 TD-Gamon は NN を使用している．NN の入
力ニューロン数は 198 個である．バックギャモ
ンの各ポイントに対して，そのポイントにある
白駒の個数を 4 個のニューロンで示している．
白駒が無ければ，4 個のニューロンすべてが値
ゼロを取る．1 個（2 個，3 個）ある場合には，
1 番目（2 番目，3 番目）までのニューロンが値
1 を取る．そのポイントに白駒が 4 個以上ある
場合，3 番目までのニューロンの値 1，4 番目の
ニューロンは値(白駒数－3)/2 を取る．24 個それ
ぞれのポイントにおいて，白駒に対して 4 個の
ニューロン，黒駒に対して 4 個のニューロンあ
り，合計 192 個のニューロンとなる．残りの 6
個のニューロンは，白の番か黒の番か，特殊な
位置にある駒の個数等の付加的な情報を表して
いる．このように盤面の状態を直接的に NN に
取り込み，学習を行わせた．また，NN は 3 層
で構成されており，中間層のニューロンは 40 個，
出力層のニューロンは 1 個である．  
 
 
図 7 バックギャモンの初期配置 
各入力ニューロンiからの信号𝑥𝑖と対応する結合
荷重𝑤𝑗𝑖との積が計算され，中間層ニューロン
j で和が計算される．中間層ニューロン j の出力
ℎ𝑗は，重み付き和の非線形シグモイド関数であ
る． 
ℎ𝑗 =
1
1 + 𝑒𝑥𝑝 (−∑ 𝑤𝑗𝑖𝑥𝑖
198
𝑖=1 )
 
 
 
中間層ニューロン j から出力ニューロンにかけ
ての結合荷重𝑐𝑗より,，出力ニューロンで和が計
算される．出力層ニューロンの出力Vは 
𝑉 =
1
1 + 𝑒𝑥𝑝 (−∑ 𝑐𝑗ℎ𝑗
40
𝑗=1 )
 
 
 
となる．TD 学習では，出力を𝑉𝑡(𝑠𝑡)とし，教師
信号を𝑟𝑡+1 + γ𝑉𝑡(𝑠𝑡+1)とした NN での最急降下
法を行うことができる．結合荷重𝑤𝑗𝑖𝑡+1の更新式
は． 
𝑤𝑗𝑖𝑡+1 
= 𝑤𝑗𝑖𝑡 −
1
2
𝛼∇ 𝑤𝑗𝑖𝑡⃗⃗ ⃗⃗ ⃗⃗⃗⃗  ⃗
[r𝑡+1 + 𝛾V𝑡(s𝑡+1) − V𝑡(s𝑡)]
2  
= 𝑤𝑗𝑖𝑡 + 𝛼[r𝑡+1 + 𝛾V𝑡(s𝑡+1) − V𝑡(s𝑡)]∇ 𝑤𝑗𝑖𝑡
V𝑡(s𝑡) 
と表せる．適格度トレースe𝑡⃗⃗  ⃗は結合荷重𝑤𝑗𝑖𝑡の各
要素と同じ次元のベクトルであり， 
e𝑡⃗⃗  ⃗ = 𝛾𝜆e𝑡−1⃗⃗⃗⃗ ⃗⃗⃗⃗ + 𝛻𝑤𝑗𝑡⃗⃗ ⃗⃗ ⃗⃗  ⃗
𝑉𝑡(s𝑡)  
で更新される．ただし，e0⃗⃗  ⃗ = 0⃗ である． TD(λ)
の NN における更新式は 
𝑤𝑗𝑖𝑡+1 = 𝑤𝑗𝑖𝑡 + 𝛼𝛿𝑡e𝑡⃗⃗  ⃗  
となる．結合荷重の値を更新し，結果的に状態
価値関数𝑉𝑡(𝑠𝑡)を更新することができる．また，
結合荷重𝑤𝑗𝑖𝑡の更新は中間層ニューロンjと出力
ニューロンを結ぶ𝑐𝑗にも同様に適用され，適格度
トレースも𝑐𝑗と同じベクトルである． 
バックギャモンのアプリケーションでは割引
率𝛾 = 1で，勝利を得た時点を除いて報酬は常に
0 であり，TD 誤差の部分はV𝑡(s𝑡+1) − V𝑡(s𝑡)とな
る． 
TD-Gamon の学習のさせ方は，自らが白役と
黒役を行う自己対戦形式であり，これにより膨
大な回数のバックギャモンゲームの試行を容易
に行えた．TD-Gamon は手を選ぶ際に，出たさ
いころの目に対して可能なプレイの仕方（大抵
は 20 通り以上）をすべて仮配置し，NN でそれ
ぞれの盤面に対する状態価値を推定し，最も高
い状態価値を持つ盤面へ行く手を選択する．そ
れぞれのゲームは，配置の系列s0, s1, s2…を状態
の系列とするような，1 つのエピソードとして
扱われた．また，この TD 学習を，1 手毎に使用
し，学習することとする． 
ネットワークの初期荷重はランダムな小さい
値に設定された．したがって，初期評価値は全
くのランダムである．そのため，学習初期の対
戦ではどちらも非常に弱く，一方が偶然に勝つ
ような状況である．しかしゲームを繰り返すと，
性能は急速に向上した． 
自己対戦を 10 万回繰り返した後で，
TD-Gamonは当時最強のバックギャモンのコン
ピュータプログラムと互角に戦えるほどとなっ
た． 
5 提案手法② 
TD 学習と NN を用いた提案手法 
 従来研究[1]の GA と NN を用いた最適化は，
学習に多くの時間を必要としていた．本提案手
法では従来研究同様に NN を用いるが，学習時
間を短縮するため，GA の代わりに，TD 学習を
用いる．4.3 で記述したバックギャモンには勝ち
負けの概念があった．しかし，テトリスはゲー
ムオーバーになるまで無限に続くゲームである．
そのため，勝利した時に報酬を与えるといった
動作が適用されない．また，段を消去した時に
報酬を与えてしまうと，段を消去することに貪
欲になってしまい，客観的に盤面の状態が悪く
なるにもかかわらず無理やり段を消去するよう
な状態に陥ってしまう．よって，本提案手法で
は NN の出力を盤面のゲームオーバーになる確
率とする．このため，以降状態価値を状態コス
トと呼び，状態コストV(s)が低いほど良い盤面
とする．また，報酬 r を罰金と呼ぶこととする． 
図 8 のような，入力層ニューロン 209 個，中
間層ニューロン 50 個，出力層ニューロン 1 個か
ら構成される NN を用いた．入力を𝑥𝑖(i=1,2,
…,209)とし，入力層ニューロン i と中間層ニュ
ーロン j(j=1,2,…,50)をつなぐ結合荷重を𝑤𝑗𝑖と
する．各入力ニューロンからの信号と対応する
結合荷重との積が計算され，中間層ニューロン
で和が計算される．中間層ニューロンの出力ℎ𝑗
は，非線形シグモイド関数であり， 
ℎ𝑗 =
1
1 + 𝑒𝑥𝑝 (−∑ 𝑤𝑗𝑖𝑥𝑖
209
𝑖=1 )
 
 
(1) 
と表される．中間層ニューロン j から出力層に
かけての結合荷重を𝑐𝑗と表すと， NN の最終的
な出力 V は， 
𝑉 =
1
1 + 𝑒𝑥𝑝 (−∑ 𝑐𝑗ℎ𝑗
50
𝑖=1 )
 
 
(2) 
となる．入力ニューロンのうち 200 個は，テト
リスフィールド横 10 マス×縦 20 マスの合計
200 マス各々に対応している．もしニューロン
に対応した 1 マスにブロックが入っていた場合，
そのニューロンには 1 が入力され，ブロックが
入っていなかった場合は 0 となる．さらに，表
3 に示した盤面の特徴量を取り込む入力ニュー
ロンを 9 個用意し，盤面の付加的な情報を取得
した．また，デッドスペースの定義は 3.1 で記
した𝑓1(𝑥)と同様である． 
 
図 8．NN の構造 
 
表 3．入力に用いた 9 個の盤面の特徴量 
番号 特徴量 
a 最大の高さ 
b ブロック数 
c デッドスペースの数 
d デッドスペースのある列の数 
e デッドスペースの上にあるブロック数 
f 井戸の深さ 
g 突出した列数 
h 列のマスの変化 
i 行のマスの変化 
 
a)最大の高さ 
 ブロックが存在する一番高い行の値を入力と
する． 
 
b)ブロック数 
 フィールド内のブロックの合計を入力とする． 
 
c)デッドスペースの数 
 デッドスペースの数の合計を入力とする．  
 
d)デッドスペースのある列の数 
 デッドスペースのある列の数の合計を入力と
する． 
 
e)デッドスペースの上にあるブロック数 
 デッドスペースの上にあるブロックの数の総
和を入力とする． 
 
f)井戸の深さ 
 ブロックとブロック(もしくはブロックと壁)
に挟まれた幅 1 マスを井戸とし，フィールド内
に存在する井戸の深さの合計を入力とする． 
 
g)突出した列数 
 3.1 で定義した𝑓2(𝑥)と同様の定義である．突
出した列の数を入力とする． 
 
h)列のマスの変化数 
 マスにブロックが入っていた場合を 1，入っ
ていなかった場合を 0 とする．1 列ごとに列を
参照し，フィールドの 20 行目から 0 行目にたど
り着くまでにマスの値が変化した回数を求める．
それを 10 列行い，その総和を入力とする． 
 
i)行のマスの変化数  
 マスにブロックが入っていた場合を 1，入っ
ていなかった場合を 0 とする．1 行ごとに列を
参照し，フィールドの左右の壁から壁までたど
り着くまでにマスの値が変化した回数を求める． 
 
状態コスト𝑉𝑡(𝑠𝑡)の更新は，NN の結合荷重に
TD 学習のアルゴリズムを用いることで可能と
している．入力層ニューロン𝑖から中間層ニュー
ロン j までの結合荷重𝑤𝑗𝑖𝑡と，適格度トレースベ
クトルe𝑡⃗⃗  ⃗の更新式は以下のようになる． 
𝑤𝑗𝑖𝑡+1 = 𝑤𝑗𝑖𝑡 + 𝛼e𝑡⃗⃗  ⃗𝛿𝑡 (3) 
 
e𝑡⃗⃗  ⃗ = 𝛾𝜆𝑒𝑡−1⃗⃗ ⃗⃗ ⃗⃗  ⃗ + 𝛻𝑤𝑗𝑡⃗⃗ ⃗⃗ ⃗⃗  ⃗
𝑉𝑡(s𝑡) (4) 
 
同様に，中間層ニューロン j から出力ニューロ
ンにかけての結合荷重𝑐𝑗𝑡の更新式は以下となる． 
𝑐𝑗𝑡+1 = 𝑐𝑗𝑡 + 𝛼e𝑡⃗⃗  ⃗𝛿𝑡 (5) 
状態コストV(s)の算出方法は前述した式(1)と式
(2)に従うものとする． 
 罰金 r は，ゲームオーバー時にのみ 1 の値を
取る．それ以外は 0 である．  
𝑟 = {
       1     
0
  
ゲームオーバー時 
(6) 
それ以外 
これにより，ゲームオーバー時には最低評価の
状態価値を受け取る罰金となる． 
 
5.1 実験内容，実験結果 
 本実験では，TD 学習により NN の結合荷重
を最適化する実験を行った．事前実験より，そ
れぞれの学習に関するパラメータは{α, γ,λ}=
{0.01 , 1.0 , 0.6}とした． 
 縦軸を消去段数，横軸をゲームオーバーの回
数とし，シード値 0,1,2 でそれぞれ 2000 回ゲー
ムオーバーになるまで実行した結果を図 9～図
11 に示す． 
 
図 9 seed 値 0 の実行結果 
 
 
図 10 seed 値 1 の実行結果 
 
 
図 11 seed 値 2 の実行結果 
 
 
結果の図より，図 14，図 15 と図 16 から，実
験開始直後は非常に性能が悪く，その後の数十
回までは順調に消去段数が伸びていることがわ
かる．しかし，その後に伸びが無く，停滞しい
ていることがうかがえる． 
 
 
5.2 提案手法②まとめ，考察 
TD を用いた提案手法では，段を消去し始め
るまでのゲーム試行回数は非常に少なく，良好
であった．しかしその後，消去段数に関して右
肩上がりとなる結果を示すことができなかった．
原因として考えられるのは，テトリスの状態数
の多さと強化学習の相性である．強化学習であ
る TD 学習は，一度訪れた盤面の状態価値を伝
搬させ，次に同じ状態に訪問する時に的確な報
酬を与えていくものである．20×10 マスといっ
たテトリスのフィールドで一度訪れた盤面に再
び出会うのは，数万回の施行を行ったとしても
多くないのではと考えられる．さらに考えらえ
るのが，報酬の与え方である．一見バックギャ
モンとテトリスは盤面の状態価値(状態コスト)
を決定しながら状態を推移していくといった類
似したゲームと思われたが，TD-Gamon との大
きな違いとして，テトリスには勝ちという概念
が無い．TD 学習によりゲームオーバーにつな
がらない盤面にテトリミノを配置するような負
の報酬(罰金)を与えた．これによりゲームオー
バーにつながってしまう可能性のある悪い盤面
を学習し，回避するように仕向けたのだが，真
に良い盤面を学習するに至るまでにはすべての
悪い盤面を経験し，誤差伝搬により伝搬しなく
てはならない．よって，段消去時の正の報酬と，
ゲームオーバー時の負の報酬を効率良く与える
ことのできる報酬付与方法を再考する必要があ
ると考えられる．  
また，TD 学習の良い点として，学習時間が
短時間で済むことがあげられている．また，GA
では学習時間が長いが，局所最適解に陥ること
が少なく，性能の高い最適化を行うことができ
る．よって，この 2 つをうまく組み合わせるよ
うなアルゴリズムを提案することによって，学
習時間と性能の間を取った，マルチな提案手法
が得られるのではないか． 
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