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Abstract - In this paper we investigate the linear filtering 
capabilities of the standard cellular neural network in the 
general case of non-symmetric templates. We approached here 
systematically the CNNs with minimum-size templates (13 × ), 
analyzing in detail their filtering capabilities in the one-
dimensional case. Starting from a general form of the spatial 
transfer function, we emphasize some useful filtering functions 
that can be obtained. For each filter type, we derive the 
relations which give the template parameter values, in order to 
design a given CNN filter with specified characteristics – like 
central frequency, bandwidth, selectivity etc. Filters with 
symmetric templates are  treated as a particular case. For each 
type of filtering the characteristics are shown and simulation 
results are presented as well. Some of these results are then 
extended to 2-D CNNs and several simulations of useful 
filtering tasks are presented on real images. 
 
I.  INTRODUCTION 
HE cellular neural network (CNN) [1,2] can be used in 
various ways in image processing tasks. When it is used 
as an unstable system, the image to be processed can be 
placed either in the initial condition, or at the system input. 
The evolution of the system can be determined exactly as 
long as every cell is in the linear region of operation; then 
the non-linearity is involved and finally a stable pattern is 
obtained. The array can be used as a stable system as well. 
In this case, the image is applied and maintained at the 
system input; the initial state has no influence over the final 
output, as long as the system remains in the linear region. 
A standard CNN behaviour in the linear region is described 
by the linear system: 
  () () () ii k k k k
kk
d
x tx t A x t B u
dt
=− + + + ∑∑ I  (1) 
for all () 1 i xt< ; .   () () ii yt xt =
Using Discrete Space Fourier Transform (DSFT) and 
ignoring the bias term I, eq.(1) becomes: 
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If  for every spatial frequency () 0 A ω ≠ ω , the time solution 
can be written ([3]) : 
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If  for all () 0 A ω < ω , the system is stable and the 
exponential terms tend to zero as ; we obtain :  t →∞
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where  () H ω  is the spatial transfer function of the filter. 
Equation (4) represents a spatial filtering operation, 
where () f X ω  is the DSFT of the final state. 
Let us consider a one-dimensional CNN, described by the 
following non-symmetric feedback and control templates of 
size13 × : 
  [ ] aa a Aspr =      [ ] bb b Bspr =  (5) 
We can describe the spatial filtering with the CNN defined 
by the pair of templates given above in the spatial frequency 
domain using either Z-Transform or Discrete Space Fourier 
Transform (DSFT). The application of the Z transform is 
straightforward for an infinite array, as well as for a finite 
array with periodic boundary conditions ([3]). In our case (a 
1-D array), taking the two-sided Z-transform to the 
templates  A and B regarded as discrete sequences, the 
spatial transfer function can be written in terms of variable 
j z e
ω =  ([4] ) : 
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In the general case, when both templates are used, 
() H z represents an IIR spatial filter. The corresponding 
kernel (impulse response) can be deduced and it has an 
infinite support (on an infinite array). Due to feedback , the 
A template performs a non-local filtering ([3], [4] ). 
In the following analysis, however, we will use only the 
DSFT technique to study the filtering capabilities and to 
deduce the design procedures for different types of filters. 
In the general case (for ,r ), the DSFT is 
complex: 
aa rs ≠ bb s ≠
  () 1
j j
aa a ps e r e
ω ω ω
− =− + +
j
A  (7) 
  ()
j
bb b Bp s e r e
ω ω ω
− =+ +  (8) 
Separating the real and imaginary parts we get: 
  () 1( ) c o s ( ) s i n aa a a a Ap s r j s r ω ωω =− ++ + −    (9) 
  () ( ) c o s ( ) s i n bb b b b Bp s r j s r ω ω =++ + − ω  (10) 
We will study in detail the magnitude of the spatial transfer 
function  () H ω  and the possibilities to adjust its shape by 
choosing appropriate values for the template parameters. In 
the following analysis, the phase information will be 
ignored. 
Through some elementary algebra, we get the magnitude 
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The value of the spatial frequency ω  lies within the 
range[0, ] π . Since the expressions under square root  are 
quadratic functions ofcosω , it is convenient to change the 
variable to cos x ω = .  
The value of  () A ω  for a given ω  represents an eigenvalue 
of the system. For a CNN with N cells, there are N spatial 
modes, each one having a corresponding eigenvalue. 
As we intend to design a stable linear filter, an additional 
restriction will be imposed on the feedback template 
parameters ( a p , a s , ) in order to ensure the system 
stability. The real part of every eigenvalue must be 
negative. Imposing this condition, we get: 
a r
  [ ] Re ( ) 1 ( )cos 0 aa a Aps r ω =− ++ < ω  (13) 
for every [0, ] ω π ∈ . This can be also written: 
  [ ] () max Re ( ) 1 0 aa a Ap s r ω =− ++<  (14) 
Using the change of variable cos x ω = , the  expressions 
under square root in (11) and (12), denoted   and () Ex () F x , 
are quadratic functions which represent parabolae  in 
variable x. 
In the following, we will study separately the shape and 
position of the two curves   and () Ex () F x , and then the 
shape of the resulting transfer function magnitude in 
variable x: 
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For instance, considering
2 () () Ex Bx = , with  cos x ω =  , 
we can easily find the peak coordinates of the parabola in 
variable x: 
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Iterative filtering 
For some filtering functions, especially of band-pass type, 
as we shall see in the following examples, the spatial filters 
obtainable with minimum-size templates  (1 ) have very 
low selectivity. In applications which do not require real-
time image filtering, we can perform the same elementary 
filtering task several times, which is equivalent to a single 
filtering operation of a higher order. In a CNN system, this 
is possible if the filtering is achieved in several steps; after 
each elementary filtering, the output image 
3 ×
f X (which 
results according to Eq.(4)) is re-applied to the system as 
the new input image and so on. After N steps, the output 
image (which in a linear operation coincides with the state) 
results as: 
   (18)  ( () () () () ()
N
e XU HUH ωω ωω ω =⋅=⋅ )
where () () () e HB A ω ωω =−  is the elementary filtering 
function with 13 ×  A and B templates. Since a pair of 13 ×  
(radius-1) templates implement a first order spatial filter, 
the equivalent transfer function  () H ω  represents a filter of 
order  N. We will call this type of filtering, achieved by 
repeating the same elementary task, an iterative filtering. It 
is equivalent with a filtering using a pair of radius-N 
templates. 
 
II.  TYPES OF FILTERING FUNCTIONS 
A.  Band-pass filter using control template B 
  A weak band-pass filtering can be obtained in principle 
using only template B. In this case, 
choosing [ ] 000 A = , we get ,  () 1 A ω =− () 1 A ω = , 
so () () HB ω ω = . 
For band-pass behaviour, the peak of the parabola must be a 
maximum, so we impose: .  0 bb sr<
If a certain central frequency  0 ω is required, using (16) and 
(17) we get the conditions: 
  00 cos ( ) 4 cos pb b b b b xp s r s r ω ω = ⇒+ = −  (19) 
 
22 2
0 () 4 ( 1 c o s ) bb b b b p
2
0 p sr s r y H ω ++ − + == (20) 
where we denoted 0 () HH 0 ω = . Once fixed the central 
frequency and the corresponding magnitude ( 0 ω , 0 H ), for a 
maximum selectivity we require the parabola to have a 
minimum span, so we impose: 
  (1 ) 0 bb Bp s b r − =⇒ = +  (for [ ] 0 0, 2 ωπ ∈  (21) 
  (1) 0 ( ) bb Bp s =⇒ = − + b r   (for [ ] 0 2, ω ππ ∈ ) (22) 
From the above relations we get the following parameter 
expressions (for [ ] 0 0, 2 ωπ ∈ , ):  0 cos 0 ω >
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Parameters  b s and   result as roots of a quadratic equation.  b r
0 () HH 0 ω = is the maximum value of () H ω . We will 
usually take .  0 1 H =
Fig.1(a) shows a set of band-pass characteristics for 3 
different central frequencies. The filter has maximum 
selectivity for 0 2 ω π = . For the templates  [ ] 000 A =  
and [ ] 0.644 0.4714 0.1726 B =− , we get a very weak 
band-pass filter, with the central frequency 0 3 ω π = ; the 
characteristic is drawn in Fig.1(b) with dash line (1). 
Comparatively, three more characteristics are plotted 
(2,3,4), representing the equivalent transfer functions 
resulted by iterating this filtering task ,  4 N = 12 N =  and 
times, respectively. A selective band-pass filter 
obviously requires quite a large number of iterations. 
60 N =
 
B.  Band-stop filtering with control template B 
For a band-stop filter, the peak of the parabola must be a 
minimum, so that we must have: . The conditions 
(19) and (20) remain valid. They give the central frequency 
1 bb sr >
0 ω (which is most attenuated) and the corresponding 
minimum value 00 () HH ω = . 
For [ ] 0 0, 2 ωπ ∈ ,  0 cos 0 ω >  usually 
() 1 S HH π == . If [ ] 000 A = , we have () 1 A ω = , 
so () () HB ω ω = . 
  () bbb S bb b S Bp s r H s r p π =− − = ⇒ + =− H  (25) 
Relations (19), (20) and (25) form a system whose solution 
is the set of  B-template parameters.   
If we need a rejecting filter on frequency 0 ω , we have to 
require: 00 ()0 HH ω ==
b
. This is possible only with a 
symmetric template: b s r = , in which case the transfer 
function magnitude reduces to: 
  () () ( ) c o s bb b HBp s r ω ω == + +ω    (26) 
At spatial frequency  0 ω we must have: 
  0 () c o s bb b ps r 0 ω ++ =  (27) 
and using also relation (25) we get: 
 
0
0
cos
1c o s
b p
ω
ω
=
+
; 0 1/2(1 cos ) bb sr ω == − +  (28) 
For [ ] 0 2, ω ππ ∈ ,  0 cos 0 ω < , similar relations can be 
deduced. 
 
 
C.  Sharp low-pass/high-pass filtering  
Using only B-templates of minimum size (1 or3 3 × 3 × ) we 
cannot achieve steep low-pass or high-pass frequency 
characteristics. In this paragraph we show how such filters 
can be designed using the feedback template A.  
We can design a low-pass filter by imposing the value of 
the transfer function at the two limit frequencies, namely 
0 ω =  andω π = . Since we are using the feedback 
template, condition (14) must be fulfilled in order to obtain 
a stable system. The B-template will be: [ ] 010 B = , 
which gives () 1 B ω = . 
For a low-pass (or high-pass) behaviour, the parabola 
2
() () F xA x =  must have a minimum situated outside the 
range  [ ] 1, 1 −  (or [ ] 0,π  in spatial frequency), which 
implies: . We suppose that .  0 aa sr > 0 aa sr +>
In the low-pass case, we impose the value of  (at zero 
frequency): 
(0) H
 
1
(0) 1 1 1
(0)
aa a Hp s
A
r = =⇒ −+ + = − (29) 
The easiest design method is to impose a desired cut-off 
frequency 0 ω , such that 0 ()12 H ω = , which gives:   
 
2 2
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22
() 4 c o s 2 ( 1 ) ( ) c o s
(1 ) ( ) 2
aa a a a
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0 r p s r
ps r
As ω ωω =+ − +
+−+− =
 (30) 
From (29), (30) we get the expression for  aa s r  as a function 
of the desired cut-off frequency 0 ω : 
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Fig.2 : (a) Stop-band spatial filter on  ; (b) Set of rejecting filters 
on 
0 1.3 ω =
0 4 ω π = ; 0 3 ω = ; 0 2 ω π = ; (c) Original input image; (d) Output 
filtered image with a rejecting filter on  0 2 ω π =   
Fig.1: (a) set of filters for different values of  0 ω ;(b) Set of 
increasingly selective band-pass filters,  with  0 3 ω π = , resulted 
through iterating the basic filter plotted in dash line  , 12 and 
60 times 
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The parameters a s , result as the roots of a quadratic 
equation with parameter . For real roots, we 
impose , which gives: 
a r
a p
0 ∆≥
  00 (1 2) (1 cos ) (1 2) (1 cos ) a p ω ω −−≤ ≤ +− (32) 
 
 
 
 
The steepest frequency characteristic is achieved for the 
negative limit value,  0 (1 2) (1 cos ) a p ω =− − , in which 
case we obtain a symmetric feedback template, 
i.e.: 2 aa a sr p == − . 
The minimum value of  () H ω  will be: 
  () 1 ( 12 ) Sa H H π ==− p  (33) 
It can be shown that for the complementary high-pass filter 
( () 1 H π = ) we must impose: 
  20 aa a srp == <  (34) 
Example: In Fig.3 (a) a sharp low-pass characteristic is 
shown, obtained for 37.6 pa = − 18.8 sr ==
0.1
, ; the cut-off 
frequency is 
aa
0 ω = 5, . The complementary 
(high-pass) function is shown in Fig.3 (b). In Fig.3 (c), a set 
of low-pass filters is shown, for increasing cut-off 
frequencies. The coresponding values are:  
0.013 H = S
0 0.15 ω = , 0.013 S H =  
( 37.6 a p = − , 18.8 aa sr = = ); 0 0.3 ω = ,  
(
0.051 S H =
9.2 a p = − sr , 4.6 aa = = ); 0 0.5 ω = , ( 0.13 S H =
3.36 a p = − , 1.68 aa sr = = ); 0 0.1 ω = 0.36 S H = ( 0.9 a p = −
, 0.45 aa sr = = ). 
(a)  (b)  (c) 
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Fig.3 : (a) Sharp low-pass filter; (b) complementary (high-pass) filter; (c) set of 4 low-pass filters with cut-off frequencies 
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Fig.4 : (a) original 1-D input image; (b), (c), (d)  - output images for  12 a p = ,  and    40 a p = 100 a p =
(a)  (b)  (c) 
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Fig.5 : (a) Sharp low-pass function 1( ) A ω ; (b) smooth high-pass function  () B ω ; (c) resulting function  () H ω , which rejects 
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D.  Zero-frequency component rejecting filter  
0 0.5 1 1.5 2 2.5 3
0
0.2
0.4
0.6
0.8
1 An interesting filter can be obtained by using the control 
template  B as well. If template A is designed as shown 
before to give a low-pass filter and B template implements a 
smooth high-pass filter, the resulting filtering function 
corresponds to a high-pass filter with very low cut-off 
frequency, which is in fact a rejector of the lowest 
frequencies. For a precise rejection of the zero frequency 
component (average value), the cut-off frequency  0 ω must 
be as low as possible. The A-template parameters result 
from (29) and (30). The minimum value  () S H H π =  results 
from (33). For B-template we must impose: 
1 
2 
3 
4
Fig.6: (1) Basic band-pass filter; (2)-(4) Equivalent filter 
characteristics obtained through iterative filtering in several steps: 
  (0) 0 bbb Bp s r =+ + =  (35) 
  () 1 bbb S Bp s r H π =− − =  (36) 
Example: Using ,  ,  ,  30 a p =− 15 a s = 15 a r =
0.016 S H = ,  ,  ,  we obtain 
the steep characteristic in Fig.5(c), which rejects the zero-
frequency component. 
30.5 b p = 15.5 b s =− 15.5 b r =
E.  Band-pass filter using A and B templates 
Using both templates A and B, in the general non-symmetric 
form, it is possible to obtain a more selective band-pass 
behaviour. A simple approach to design such a band-pass 
filter is to impose the values of  () H ω  at the limit 
frequencies, for instance:                
  (0) j H H = ;   () S H H π =    (37) 
A band-pass shape can be obtained if 1( ) A ω  is a low-pass 
function (designed like in section 2.3) and  () B ω  is a weak 
band-pass function, as in section 2.1. Template A is 
designed using Eq. (29) and (30), while for template B we 
use (23) and (24). 
The resulting transfer function in magnitude: 
() () () HB A ω ωω = has a maximum at a certain spatial 
frequency 0 ω . For given template parameters, we find the 
central frequency value by solving the equation inω : 
  () 0 dH d ωω =  (38) 
but the expression of the solution is rather complicated. 
If there exists a frequency  [0, ] ω π ∈ as a solution, the filter 
has indeed a band-pass character.  
Example: For ,  ,  ,  ,  0.4 a p =− 0.2 a s = 0.2 a r = 0 b p =
0.8 b s =− ,  we get a band-pass filter with central   
frequency 
0.8 b r =
0 1.2 ω = (Fig.6, the curve marked with 1). In this 
particular case we have , which gives the most 
efficient filter of this kind. If this elementary filtering task is 
iterated several times, we can obtain more selective 
equivalent characteristics, as shown below (curves 2, 3 and 
4), for a number of iterations
0 jS HH ==
4 N = ,   and 12 N = 30 N = , 
respectively. 
                                    
 
III.  EXTENSION TO 2-D CNNS 
Two-dimensional CNNs are much more useful, especially 
in image processing tasks. A similar analysis, following the 
same steps as shown before, can be developed also in the 
more general case of 2-D CNNs. However, if the general 
non-symmetry assumption is made, as in the introductory 
paragraph, regarding the control and feedback templates A 
and B, the spatial transfer function magnitude  12 (, ) H ω ω  
takes a rather complicated expression. With a  change of 
variable similar to the one made in the 1-D case, namely 
1 cos x ω = and 2 cos y ω = , the trigonometric expressions of  
2
12 (, ) A ωω  and  
2
12 (, ) B ωω , in the two spatial frequency 
variables,  1 ω and 2 ω , represent quadratic surfaces 
(paraboloids) in the new variables x and y. Their shape and 
position can be studied and the peak coordinates can be 
found as a function of the templates parameters, but in this 
case an analysis following the same steps as in the 1-D case 
is mathematically much more difficult.   
Using some of the above-presented results, deduced for 1-D 
CNNs, we can directly design some simple 2-D filter 
transfer functions, which may prove useful in image 
processing tasks. Their advantage is the simplicity of 
design, being in fact a straightforward extension of their 1-
D counterparts. 
The types of 2-D transfer functions envisaged are based on 
so-called separable templates. For instance, if a given 2-D 
template A can be written as an outer product of two 1-D 
templates (which is in fact a 2-D discrete convolution of 
two vectors): cr A AA = ∗ , the template A is said to be 
separable into the two 1-D templates:  c A (column vector) 
and  r A  (row vector). The templates c A , r A  act along the 
vertical and horizontal directions of the image plane, 
respectively. Correspondingly, the resulting frequency 
characteristic  12 (, ) A ω ω (obtained by applying DSFT) is the 
product of the component characteristics: 
  12 1 2 (, ) () () cr AA A ω ωω ω = ⋅  (39) 
In a particular case,
T
cr A A =  (the two templates are 
identical, the superscript T denoting transposition). 
In the general case, for the non-symmetrical 13 ×  
templates [ ] 11 1
T
c As p r = , [ ] 22 2 r A spr =  , the 
following 33 × template results through outer product: 
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12 1 2 12
12 1 2 12
12 1 2 12
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s ss ps r
A AA p s p p p r
rs rp rr
⎡⎤
⎢ =∗= ⎢
⎢⎥ ⎣⎦
⎥
⎥  (40) 
We will subsequently consider some useful 2-D transfer 
functions derived in this way. 
The resulting 2-D transfer function will be: 
1 12
12 1 2
12 1 2
() () (, )
(, ) () ()
(, ) () ()
cr
cr
cr
BB B
HH H
AA A
2 ω ω ωω
ωω ω ω
ω ωω
⋅
=⋅ = =
⋅ ω
⎥
⎥ ⎦
⎥
⎥
 
   (41) 
F.  3.1. Sharp low-pass/high-pass 2-D filters 
Based on the 1-D prototype filters presented in section 2.3., 
we can realize sharp 2-D low-pass and high-pass filters, as 
we show in the following examples.  
Using the same set of feedback template 
parameters: ,  , we get by outer 
product the following 2-D feeback template: 
37.6 a p =− 18.8 aa sr ==
     (42) 
353.4 725.7 353.4
725.7 1490 725.7
353.4 725.7 353.4
cr AAA
− ⎡⎤
⎢⎥ =∗= − − ⎢
⎢ − ⎣
For this type of filter the control template will be: 
   (43) 
000
010
000
B
⎡⎤
⎢ = ⎢
⎢⎥ ⎣⎦
In order to ensure the filter stability, in the 1-D case we 
imposed the condition  [ ] Re ( ) 0 A ω <  for everyω . The 
same relation must hold for the 2-D filter as well, that 
is [ ] 12 Re ( , ) 0 A ωω < , for every 12 (, ) ω ω . This is why we 
must change the sign of all the A template elements, 
calculated using Eq.(40). To preserve the sign of the 
transfer function, we must also change the sign of template 
B, which in general has a form similar to (40). 
The sharp low-pass characteristic is shown in Fig.7(a); the 
constant level contours in Fig.7(b) show a symmetry along 
the two axes  1 ω and 2 ω , but a rather poor circular symmetry, 
around the origin of the plane 12 (, ) ω ω . A sharp low-pass 
filter along the axis  1 ω and a sharp high-pass filter along the 
axis  2 ω are shown in Fig.7(c) and (d), respectively. They 
derive from the 1-D prototypes presented in Fig.3(a) and 
(b). 
For the complementary high-pass function shown in 
Fig.3(b), the 2-D version is obtained from a similar equation 
to (40) and is depicted in Fig.7(e). The template used 
is [ ] 18.8 37.6 18.8 r A =− − − . It is a very sharp high-pass 
filter which passes only the spatial frequencies close to the 
corners of the domain(,) π π −− ,  (, ) π π − , 
(, ) π π − and(,) π π .   
An interesting transfer function can be obtained by 
combining the 1-D low-pass and high-pass templates: 
[ ] 18.8 37.6 18.8 c A =− [ ] 18.8 37.6 18.8 r A =− − − (44) 
Fig.7(f) shows the filter characteristic, which is of a mixed 
low- and high-pass type, along the two directions in the 
plane 12 (, ) ω ω . 
IV.  4. SIMULATION RESULTS 
In order to illustrate the filtering capabilities of the above-
presented filters on 2-D images, some simulation results are 
shown in Fig.8. The original image "Lenna" in Fig.8(a) is 
filtered with the sharp low-pass filter in Fig.7(a), obtaining 
the output image in Fig.8(b), which is very much blurred; 
all the contours and fine details are smoothed. Using the 
high-pass filter in Fig.7(e), the result is shown in Fig.8(c). 
The low frequencies (including zero, i.e. the average pixel 
value) are eliminated, and only the fine details are visible. 
Finally, with the combined low- and high-pass filter in 
Fig.7(f), oriented along the axes  1 ω and 2 ω , we get the 
output images in Fig.8(d) and (e), respectively. 
 
V.  CONCLUSIONS 
The use of non-symmetric control and feedback CNN 
templates enlarges the class of spatial filters which can be 
realized with templates of minimum size (13 × ). In this 
approach, we studied only the magnitude expression of the 
transfer function, neglecting the phase characteristic. Some 
useful filtering functions were studied, determining the 
design methods and the conditions to be satisfied by 
template parameters in order to obtain a filter with given 
specifications. We have also imposed in all cases the 
stability condition, which is essential in designing stable 
linear filters. In some cases, for instance band-pass filters, a 
more selective equivalent characteristic can be obtained by 
repeating several times the elementary filtering task.  Some 
of the results can be directly extended to 2-D CNNs, using 
the 1-D filter as a prototype function. Thus we obtain sharp 
low-pass, high-pass and combined low- and high-pass 2-D 
filters, useful in real image filtering tasks, as shown in 
simulation results. 
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Fig.7: (a) sharp low-pass filter; (b) constant level contours; (c) sharp low-pass filter on  1 ω -axis; (d) sharp high-pass filter on  2 ω -
axis; (e) sharp 2-D high-pass filter; (f) mixed low- and high-pass filter 
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Fig.8: Simulation results: (a) original image "Lenna"; (b) result of sharp low-pass filtering; (c) high-pass filtered image; (d), (e) images resulted 
through mixed low- and high-pass filtering 