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Abstract
We study the cosmological implications of the Nambu-Jona-Lasinio (NJL model) when the
coupling constant is field dependent. The NJL model has a four-fermion interaction describing two
different phases due to quantum interaction effects and determined by the strength of the coupling
constant g. It describes massless fermions for weak coupling and a massive fermions and strong
coupling, where a fermion condensate is formed. In the original NJL model the coupling constant g
is indeed constant, and in this work we consider a modified version of the NJL model by introducing
a dynamical field dependent coupling motivated by string theory. The effective potential as a
function of the varying coupling (aimed to implement a natural phase transition) is seen to develop
a negative divergence, i.e. becomes a ”bottomless well” in certain limit region. Although we explain
how an lower unbounded potential is not necessarily unacceptable in a cosmological context, the
divergence can be removed if we consider a mass term for the coupling-like field. We found that for
a proper set of parameters, the total potential obtained has two minima, one located at the origin
(the trivial solution, in which the fluid associated with the fields behave like matter); and the other
related to the non-trivial solution. This last solution has three possibilities: 1) if the minimum is
positive Vmin > 0, the system behave as a cosmological constant, thus leading eventually to an
accelerated universe; 2) if the minimized potential vanishes Vmin = 0, then we have matter with
no acceleration ; 3) finally a negative minimum Vmin < 0 leads an eventually collapsing universe,
even though we have a flat geometry.Therefore, a possible interpretation as Dark Matter or Dark
Energy is allowed among the behaviors implicated in the model.
1 Introduction
In recent times the study of our universe has received a great deal of attention since on the one
hand, fundamental theoretical questions remain unanswered and on the other hand, we have now the
opportunity to measure the cosmological parameters with an extraordinary precision. At present time
our best theoretical cosmological model contains two unexplained forms of matter and energy called
Dark Energy ”DE” and Dark matter ”DM” making up to 95% of the energy content of the universe
at present time. The existence of DE was established more then a decade ago with the study of
supernovas SNIa [1, 2], showing that the universe in not only expanding, but besides it is accelerating.
Such behavior can be explained by the existence of a new form of energy, called Dark Energy with
the ”strange” property of generating an anti-gravitational effect, which can be implemented by a
fluid with negative pressure. Current observational experiments involve measurement on CMB [3]
or large scale structure ”LSS” [6, 7] or supernovae SNIa [1, 2]. Taking a flat universe dominated
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at present time by matter and Dark Energy ”DE”, and using a constant equation of state w for
DE, one finds ΩDE ' 0.714 ± 0.012, Ωm ' 0.286 ± 0.012 with w = −1.037+0.071−0.070 from WMAP9
results [4] and ΩDE ' 0.6914+0.019−0.021, Ωm ' 0.208+0.019−0.021 with w = −1.13+0.13−0.14 from Planck [5] and BAO
[8, 9] measurements. The constraint on curvature is −0.0013 < Ωk < 0.0028 for WMAP9 [4] and
|Ωk| = 0.0005 for Planck [5] using a ΛCDM model, i.e. w = −1 for DE.
At present time, the equation of state ”EoS” of DE depends on the priors, choice of parameters and
on the data used for the analysis as can be seen from the results obtained by either WMAP or Planck
collaboration groups [5, 4]. A more precise determination of the EoS of DE will be carried out with
e-BOSS and DESI in which together with precise measurements of CMB such as [5, 4] will yield a
better understanding of the dynamics of Dark Energy. With better data we should be able to study in
more detail the nature of Dark Energy, a topic of major interest in the field [15]. Since the properties
of Dark Energy are still under investigation, different DE parametrization have been proposed to help
discern on the dynamics of DE [20],[19]-[18]. Some of these DE parametrization have the advantage
of having a reduced number of parameters, but they may lack a physical motivation and may also be
too restrictive. The evolution of DE background may not be enough to distinguish between different
DE models and therefore the perturbations of DE may be fundamental to differentiate between them.
On the other hand, perhaps the best physically motivated candidates for Dark Energy are scalar fields,
which can interact only via gravity [16, 17, 18] or interact weakly with other fluids, e.g. Interacting
Dark Energy ”IDE” models[23, 24]. Scalar fields have been widely studied in the literature [16, 17, 18]
and special interest was devoted to tracker fields [17], since in this case the behavior of the scalar field
φ is weakly dependent on the initial conditions set at an early epoch, well before matter-radiation
equality. In this class of models a fundamental question is why DE is relevant now, also called the
coincidence problem, and this can be understood by the insensitivity of the late time dynamics on the
initial conditions of φ. However, tracker fields may not give the correct phenomenology since the have
a large value of w at present time. However, the main objective of this phenomenological approach is
to determine the dynamics of DE but does not address the question of the origin of DE.
Given that a satisfactory explanation of the nature of the two mayor contributors to the total energy
of our universe, Dark Matter (DE) and Dark Energy (DE), is still missing, we think it is a good idea to
use a very interesting model of four-fermion interaction theory presented by Nambu and Jona-Lasinio
[10], the NJL model. Other possibility is to study NJL for inflation see [14]. Alternatively, some
interesting studies for DE and DM have been proposed derived from gauge groups, similar to QCD in
particle physics, and have been studied to understand the nature of Dark Energy [21] and also Dark
Matter [22].
From a particle physics point of view, the NJL model is a very interesting theory involving a (chiral)
symmetry breaking, the particle states before and after the breaking being related with two different
physical phases. The defining lagrangian of the theory includes a single parameter, knew as the coupling
g, but because it is indeed a non-renormalizable theory, one must introduce a second parameter in the
form of a cut-off Λ in the energy scale, in order to regularize it. Of course, one can always consider
it as a valid theory by watching that the energy keeps below the cut-off. The symmetry is broken
for a ”strong” coupling g > gc exceeding the critical value gc = 2pi/Λ, in which case one has a fluid
consisting of a fermion condensate, effectively described by a scalar field. For g < gc we have a ”weak”
coupling leading to a fluid of massless fermions.
Some years ago, the NJL model was used to break supersymmetry in the context of superstring
models [12]. The breaking of susy is a consequence of the formation of a gaugino (fermion fields)
condensate which are dynamically favored. In string theory the gauge coupling constant gcc is field
dependent, it depends on the dilaton field. So, having this in mind, we are motivated to allow here to
have a field dependent coupling g in our NJL model, but our coupling g is not to be confused with he
gauge coupling constant gcc.
One may consider a universe containing one or other of these NJL fluid phases, and solve the cosmo-
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logical dynamics. Moreover one may consider additional ”barotropic” fluids (satisfying wb = cte. in
the state equation Pb = wbρb), including dust-matter (wm = 0) and radiation (wr = 1/3). This was
done in a previous work [11]. There, it was found that a negative potential can be related to a strong
coupling, and in its turn, because of the dynamical equations, it causes the scale factor eventually
reaching a maximum value and further going to a contracting period forward in time, all the way to a
vanishing value. In other words, a universe containing a NJL fermion condensate phase ends up in a
”big crunch”, even though a flat geometry is chosen from the beginning. On the other hand, if we take
reliably the effective description given in terms of the scalar field φ, a weak coupling can be related
to a potential function of the form V ∼ φ2 ≥ 0 about the minimum, this implicating the NJL fluid
behaves as matter with an effective state coefficient wNJL = 0. A universe containing such a fluid
keeps expanding forever without acceleration. We see therefore, that the NJL model has interesting
properties from the cosmological point of view as well.
Nevertheless, there is nothing in the theory to induce a ”natural” phase transition (not put in by
hand), since the original NJL model contemplates only a constant coupling. However, we would like
to investigate further the interesting features that the NJL model has to offer, and find whether these
could be exploited to work towards a solution of some of the unanswered questions in cosmology.
To this end, we study how a dynamical coupling could be introduced, and see if this would allow
such a phase transition. This paper is organized as follows: we first summarize the main features
of the model (section 2). Then we argue the introduction of a dynamical coupling, and present the
necessary theory in treating two scalar fields in general (section 3). Next we proceed to study the
potential obtained for our model in particular (section 4). Once this is done, we can move to solve
the associated cosmological dynamics (section 5), and finally synthesize our conclusions (section 6).
2 NJL revisited.
In any theory, and in particular in field theory, we can consider to have a better model if it contains
the least number of parameters and if the physical values of these parameters are ”natural”, i.e. of
order one. This was indeed one of our motivation to study the NJL model and its cosmological
consequences in our previous work [11]. An inherent symmetry associated with a fermion field is the
so called ”chiral” symmetry, relating the ”right” and ”left” components of the field. We will start
with the lagrangian functional satisfying this chiral symmetry, with the form
L = iψ¯γµ∂µψ + g
2
2
[
(ψ¯ψ)2 − (ψ¯γ5ψ)2
]
, (1)
which is precisely the model of Nambu and Jona-Lasinio with g the coupling constant which is indeed
constant. The field ψ is a four-component spinor. For our present purposes, we would like to take
an even simpler version of the theory by neglecting the pseudoscalar contribution. In doing so, an
equivalent lagrangian to eq. (1), concerning only the interaction term, can be written in the form
Lint = mgφψ¯ψ − 1
2
m2φ2, (2)
where the parameter m with dimension of mass was introduced to make all physical units consistent
and the field φ, being a Lorentz invariant, plays the role of an auxiliary scalar field. From eq.(2) the
equation of motion of the field φ gives
φ =
g
m
ψ¯ψ. (3)
From this expression the fermion mass mψ and the tree level scalar potential V0, are seen to be
m2ψ = (mgφ)
2, V0 =
1
2
m2φ2. (4)
3
As already mentioned in our previous work [11], the four-fermion interaction form of the theory makes
it a non-renormalizable theory. The interaction can be expanded following conventional perturbation
theory, and represented by Feynman diagrams.
Figure 1: Feynman diagram for a four-fermion interaction.
However, the infinite number of fermion loops can be resumed giving a non-perturbative potential,
which has to include a cut-off Λ in the energy scale. The one-loop potential is given by
V1 = − 1
8pi2
∫
d2p p2Log
(
p2 +m2ψ
)
; (5)
the integral has an ultraviolet cutoff Λ, [12] while the mass of the fermions m2ψ is given by m
2
ψ =
m2g2φ2. If we define
x ≡ m
2
ψ
Λ2
=
m2g2φ2
Λ2
, (6)
the one loop potential is given by
V1 = − Λ
4
16pi2
(mgφ
Λ
)2
+
(
mgφ
Λ
)4
log

(
mgφ
Λ
)2
1 +
(
mgφ
Λ
)2
+ log(1 + (mgφ
Λ
)2) , (7)
and the total effective scalar potential, taking the quantum corrections into account, is given by
VI = V0 + V1 =
Λ2x
2g2
−Af(x), (8)
with
A ≡ Λ
4
16pi2
, f(x) = x+ x2 log
(
x
1 + x
)
+ log(1 + x). (9)
Note that the coefficient ”A” is a constant. So, the effective potential written explicitly as a function
of φ is
VI(φ) =
1
2
m2φ2 − Λ
4
16pi2
(mgφ
Λ
)2
+
(
mgφ
Λ
)4
log

(
mgφ
Λ
)2
1 +
(
mgφ
Λ
)2
+ log(1 + (mgφ
Λ
)2) . (10)
In the above expressions for the potential we have included a subindex ”I” to distinguish it from
additional terms to be considered later.
As the complete analysis and explanations of the potential were already done in [11], here we will
limit ourselves to remember the main facts:
For a fixed value of the coupling g, such that g < gc, i.e. a ”weak” coupling, with a critical value
gc =
2pi
Λ
, (11)
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the potential is minimized at the origin φ = 0, and can be Taylor-expanded as VI =
1
2m
2
(
1− Λ2g2
4pi2
)
φ2
about the origin. Because g < gc, the coefficient multiplying φ
2 is a positive quantity, so that it is
VI ≥ 0. The dynamical evolution of the field φ is a damped oscillation about the minimum, so that
the pairing φ ∼ ψ¯ψ vanishes in average, < φ >∼ 0, meaning that we have a massless fermion fluid.
On the other hand, if the coupling is fixed in a ”strong” value g > gc, the potential is minimized in
a non-trivial value φ = φmin, where φmin is related to xmin through equation (6), and xmin is the
solution to the transcendental equation
4pi2
g2Λ2
= 1 + x log
(
x
1 + x
)
, (12)
with the valuated potential at the minimum Vmin = VI(φmin) < 0 being a negative quantity. Eq.(12)
is to the mass gap equation (see [13]) derived from the infinite number of fermion bubbles, shown in
fig.(1), of the Schwinger-Dyson equation and a non trivial solution corresponds to a non-perturbative
results since by equating a tree level result with a radiative correction one is necessarily in the non-
perturbative regime and is effectively summing over the infinite number of fermion bubbles. A non
trivial solution signals that a condensate is dynamically favoured. As the pairing φmin ∼ ψ¯ψ 6= 0 is
energetically favored, in this case it is obtained a fermion condensate in the form of a scalar field φ.1
Now, as we are looking forward to consider a dynamical field dependent coupling, we need to know
the behavior of the potential (10) as a function of two variables, φ and g (or x and g). For the function
f(x) defined in eq. (9) we have
lim
x→0
f(x) = 2x, lim
x→∞ f(x) = − log x, (13)
and for the derivative
df(x)
dx
= 2
[
1 + x log
(
x
1 + x
)]
. (14)
By using equations (13) we see that in the limit x ∼ 0, we have VI ' Λ2x2
(
1
g2
− Λ2
4pi2
)
if g ∼ 0, but
VI ' − Λ48pi2x if g → ∞. We summarize the different limit behaviors of the potential in the following
table:
x g VI(x, g)
x→ 0 g → 0 0 (for x << g),
∞ (for x >> g)
x→ 0 0 < g <∞ 0
x→ 0 g →∞ 0(∼ − Λ4
8pi2
x)
0 < x <∞ g → 0 ∞
0 < x <∞ 0 < g <∞ VI(x, g)
0 < x <∞ g →∞ − Λ
4
ψ
16pi2
f(x)
x→∞ g → 0 ∞
x→∞ 0 < g <∞ ∞
x→∞ g →∞ ∞ (for xlog x >> Λ2g2),
−∞ (for xlog x << Λ2g2)
1Observe that a solution to the equation (12) can be interpreted, from a geometrical point of view, as the intersection
of the right line 4pi2/g2Λ2 = const. with the curve of the function 1 + x log[x/(1 + x)]. This way of visualizing a solution
will be useful to us when we search extremum points for a more complicated potential, further along.
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We can see from the table that in the limit situations, the potential goes to positive values, zero or
negative finite values. However, there is only one situation in which the potential has not a lower
bound: if x→∞, g →∞, then we can write the approximation VI ' Λ2
(
x
g2
− Λ2 log x
)
, which under
the constriction x/ log x << Λ2g2, becomes
VI ' −Λ4 log x, i.e. V → −∞ when x→∞, g →∞. (15)
This shows that, in considering the potential (8) as a function of the coupling, there exist a path for
it to have a negative divergence. This could, or could not be taken to be a serious drawback, as we
now explain:
On the one hand, if the dynamical evolution of a field is such that it tends to minimize the potential,
then one should be careful to see that such a potential has indeed a minimum. If a potential had
not a lower bound, a field, in attempting to minimize the energy, would follow a path such that the
potential would adopt arbitrarily lower (negative) values. In other words, the physical system would
release an infinite amount of energy! This, of course, is an unacceptable result, and one should discard
a potential having such a behavior, at first sight.
On the other hand, it was shown before in [11], that when considering a scalar field moving under a
potential having a finite negative value V (φmin) = −|Vmin| when minimized, then the cosmological
dynamics dictates that the universe must eventually suffer a collapse in a finite time.2 But this
consequence is related to an eventually vanishing total energy density, which of course, is a situation
that can not be avoided if the potential is not even limited from below. In other words, a universe
containing a scalar field governed by a negatively divergent potential, is also (as well as with a negative
finite potential) expected to reach a maximum size, and subsequently enter in a contracting phase,
to end up in a collapse. All this takes place along a finite amount of time, so that the releasing of
an infinite energy is therefore prevented. This circumstance thus allow us reconsider throwing a ”bad
behaving” potential (here we have an interesting result).
Although a negative unbounded potential is not necessarily a drawback (at least in the cosmological
context), let us consider how we could get a bounded potential. According to (15), the potential
diminishes like − log x, so if we would add a term growing faster, for instance VII ∼ log2 x, the total
potential V = VI + VII would not go to negative values when x → ∞, g → ∞ anymore, because in
this limit we have V ∼ − log x+log2 x→ log2 x→∞. Now, a term √x/ log x grows faster than log x,
and a term proportional to g would grow even faster, because x/ log x << Λ2g2 was the constriction
taken in eq. (15). Thus, we see that by adding a term of the form VII ∼ g2, the negative divergence
of the potential is removed. For the sake of clarity and simplicity, it will be convenient to work with
a total potential considered as a function of a linear variable, let’s say h, rather than of a quadratic
one, g2. So, let us define
h =
Λ2g2
8pi2
(coupling), VII = Abh, (b constant) (16)
where the term VII is written in a convenient form with a constant coefficient b (whose explicit form
will depend on the interpretation of the term VII in the potential, to be discussed further along), and
the constant A from eq. (9). It can be seen that the tree level potential in eq. (4) can then be written
2This is because, for a generic barotropic fluid the energy density ρb ∼ a−n diminishes (n > 0 and a increasing in
time), and for a scalar field which is stabilizing about the minimum the kinetic energy Ek ∼ 0, V ∼ Vmin < 0, so that
the total energy density ρ = ρb + Ek + V initiating at some positive value, eventually goes to zero. According to the
Friedman equation we have H2 = (1/3M2p )ρ, so that as time passes H
2 = (a˙/a)2 → 0, i.e. a˙ = 0; meaning the scale
factor a(t) reaches a maximum. Further along, because H is always diminishing, it becomes H < 0, i.e. a˙ < 0, meaning
a(t) decreasing and eventually vanishing.
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as V0 = Ax/h. In this way, using the variable h to rewrite eq. (8), and from definitions in eq. (16),
we have for the total potential as a function of x and h:
VI = V0 + V1 = A
[x
h
− f(x)
]
, (17)
V (x, h) = VI + VII = A
[x
h
− f(x) + bh
]
. (18)
Having analyzed the limit behavior of the potential, we now turn to see how a dynamical coupling
can be implemented.
3 Dynamical coupling: two scalar fields.
Given any theory, a parameter can be always taken to be a function of time and see ”what happens”.
However, one would like to have a good reason in doing so, rather than simply introducing such a
varying parameter by hand, let us say, by being supported by an underlying theory. In our case,
this support turns out to come from String Theory. There, it arises the possibility that a scalar field
(known as the dilaton) may play the role of a coupling constant. In fact, a variety of functional
relationships are allowed, depending on the specific string theory. Because we would like to begin by
studying the simpler cases, let us consider a power law functional of the general form
g =
ϕn
M1+n
, or h =
Λ2
8pi2
ϕ2n
M2(n+1)
, (19)
where we have introduced the mass-dimension parameter M in order for the coupling g (or h) to keep
the right units. If ϕ is a dynamical field, then the above equations tell us that the coupling is evolving
in time.
Now, how should we take the value of n in eq. (19)? According to conventional QFT, the simplest
potential for a scalar field ϕ is a quadratic potential, which is related to the mass of the field (let
us name it m0, a constant). A potential of this kind would be a natural choice. So, let us write
VII =
1
2m
2
0ϕ
2. From eq. (16) this means that 12m
2
0ϕ
2 = Abh, and substituting h from eq. (19), we
would have
b =
(8pi)2m20
Λ6
M2(1+n)ϕ2(1−n). (20)
The only value for which the parameter b is a constant (remember that this parameter was defined to
be so) is for n = 1; by choosing this value the term VII of the potential can be identified as being a
mass term. If so, equations (19) and (20) then become
g =
ϕ
M2
, h =
Λ2ϕ2
8pi2M4
, b = (8pi2)2
m20M
4
Λ6
. (21)
By the way, we can look for the value of the field ϕ associated with the critical value of the coupling.
Using the result eq. (11), and the first equation (21) we find
ϕc = 2pi
M2
Λ
. (22)
The critical value in eq. (11) is not affected by the addition of the term VII to the original potential
VI , because it is not a function of the another relevant field φ. So the equation (22) determine the
point of the phase transition in terms of the field ϕ, and remains valid for the total potential eq. (18).
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3.1 A word on interacting fields.
Given that the potential in eq. (10) include the coupling g as a parameter, we could write it as a
two variable function of the form VI = VI(φ, g). Besides, we defined a term VII = VII(g). Now, the
path we follow to consider a dynamical coupling is to introduce a second scalar field ϕ, by defining a
functional relationship of the form g = g(ϕ). So the total potential (18), V = VI + VII can be seen
also as a function of two dynamical fields V = V (φ, ϕ). Using conventional field theory and conditions
of spatial homogeneity, we can write the general functional lagrangian
L = √−g
[
1
2
φ˙2 +
1
2
ϕ˙2 − V (φ, ϕ)
]
. (23)
The FRW metric has g = det(gµν) = −a6. The equations of motion corresponding to each field can
be calculated to be
φ¨+ 3Hφ˙+
∂V
∂φ
= 0, (24)
ϕ¨+ 3Hϕ˙+
∂V
∂ϕ
= 0, (25)
and the energy-momentum tensor can be also calculated following the standard procedure. However,
in general the constituting terms of the potential are in the form of products, or functions of both
fields, which can not be written as sums of functions for each individual field. At this point it arises
the question of how to define the energy densities and pressures associated to each field, because the
different ways in which one can group the terms are rather arbitrary. Nevertheless, we may consider
that at least one field can be separated in such a way that we can write the potential in the form
V (φ, ϕ) = U1(φ) + U2(φ, ϕ). (26)
In this way, we can define an energy density involving a single field, and attach the entire interaction
to the other field, for instance in the form
ρφ =
1
2
φ˙2 + U1(φ), Pφ =
1
2 φ˙
2 − U1(φ), (27)
ρϕ =
1
2
ϕ˙2 + U2(φ, ϕ), Pϕ =
1
2 ϕ˙
2 − U2(φ, ϕ). (28)
A suitable choice in our case is the definition
U1(φ) = V0 =
1
2
m2φ2, (29)
U2(φ, ϕ) = VII + V1 =
1
2
m20ϕ
2 − Λ
4
16pi2
[
x+ x2 log
(
x
1 + x
)
+ log(1 + x)
]
. (30)
By taking the derivative of the energy densities above, and using the equations of motion (24, 25), we
find
ρ˙φ + 3H(ρφ + Pφ) = Γ, (31)
ρ˙ϕ + 3H(ρϕ + Pϕ) = −Γ, (32)
where we have defined the interaction function Γ by
Γ = −∂U2
∂φ
φ˙. (33)
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Note that the energy density defined by ρ = ρφ + ρϕ, with a pressure P = Pφ + Pϕ, satisfies the
continuity equation ρ˙+ 3H(ρ+ P ) = 0, whereas, due to the presence of the interaction function, any
individual energy density ρφ, ρϕ, does.
For a given barotropic fluid ”α” with an equation of state Pα = wα, the coefficient of state wα is
sometimes a useful parameter to characterize the fluid. In the case of interacting fields one can define
an effective coefficient of state (ECS)
(wef )φ = wφ − Γ
3Hρφ
, (wef )ϕ = wϕ +
Γ
3Hρϕ
, (34)
which allow us to write a ”continuity” equation for the energy density of the fields in the form
ρ˙α + 3Hρα[1 + (wef )α] = 0. (35)
A situation in which the ECS can be taken as a constant, i.e. (wef )α ' cons., then the equation above
could be solved to give the approximate solution
ρα ∝ a−3[1+(wef )α], (36)
thus we find the usefulness of the ECS in helping us to see how a fluid-field is diluting.
4 Analysis of the total potential V = VI + VII.
The evolution of the fields, as well as of other cosmological variables are determined by the potential
(aside initial conditions), and in general, a wide range of different solutions are obtained depending
on the specific set of parameters. Thus, we need to have some idea of the behavior of the potential in
terms of the parameters involved, so we can discriminate the useful solutions matching the real obser-
vations. Although sometimes the potential may have a complicated form when expressed as an explicit
function of the fields (as in our case), conventional mathematical analysis is, of course, a pertinent tool.
As seen at the end of section 2, with the help of variables x, h, the potential adopts the more simple
appearance, given in equation (18). However, we must not forget that the fields are the real relevant
variables. We have ∂V∂φ =
∂V
∂x
∂x
∂φ +
∂V
∂h
∂h
∂φ . But, according to eq. (19), h does not depend on φ, so
∂h
∂φ = 0. Also, according to eq. (6), the derivative
∂x
∂φ ∼ φ is linear in φ, i.e. a monotonous function
with single vanishing point at φ = 0. Therefore, the condition ∂V∂φ = 0 is equivalent to the following
equations:
φ = 0, or
1
A
∂V
∂x
=
1
h
− 2
[
1 + x log
(
x
1 + x
)]
. (37)
Similarly, for the derivative w.r.t. ϕ we have ∂V∂ϕ =
∂V
∂x
∂x
∂ϕ +
∂V
∂h
∂h
∂ϕ . From the second equation in the
definitions (19) we have that h is a power law function in ϕ, so that ∂h∂ϕ ∼ ϕn−1 is a monotonous
function vanishing at ϕ = 0. From definitions (6) and (19) for n = 1, we can see that it is ∂x∂ϕ ∼ ϕ,
so that the condition ∂V∂ϕ = 0 has ϕ = 0 as a solution. Because an extremum point must satisfy
the conditions ∂V∂φ = 0, and
∂V
∂ϕ = 0 simultaneously, we then see that the origin φ = 0, ϕ = 0 is an
extremum point. The second order derivatives valuated on the origin gives:
D1 =
∂2V
∂ϕ2
∣∣∣∣
(0,0)
= m20, D2 =
∂2V
∂φ2
∣∣∣∣
(0,0)
= m2, D3 =
∂2V
∂ϕ∂φ
∣∣∣∣
(0,0)
= 0, (38)
with the determinant D1D2−D23 = m20m2 > 0 being a positive quantity. So the standard mathematical
criterion tell us that the extremum (in this case the origin) is indeed a local minimum.
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The second equation in (37) gives a condition for non-trivial solution(s), if exist. If ∂V∂x = 0, and
ϕ 6= 0, then the equation ∂V∂ϕ = 0 implies that ∂V∂h = 0, i.e.
1
A
∂V
∂h
= − x
h2
+ b = 0. (39)
Solving this expression for h, we find a constriction to be satisfied by the set of extremum points:
hex =
√
x
b
. (40)
This equation represents a curve in the space x− h, on which the potential is extremized (i.e. adopts
maximum or minimum values). When valuated along this curve, the potential can be seen as a
one-variable function (in x or h). Substituting (40) in eq. (18) we obtain, as a function of x:
V (x)|hex = A
[
2
√
bx− f(x)
]
(41)
In this way, we have seen that the requirement consisting in the two conditions ∂V∂φ = 0 and
∂V
∂ϕ = 0
to be satisfied at the same time, is equivalent (for non-trivial points) to the system of simultaneous
equations ∂V∂x = 0,
∂V
∂h = 0, which in its turn leads to eq. (40), and to the second equation (37). To
solve this system, we substitute the first one into the last one equated to zero. In this way we obtain
the overall condition to be satisfied by the extremum points:
√
b
2
=
√
xex
[
1 + xex log
(
xex
1 + xex
)]
, (42)
which is a transcendental equation in xex for any value of b, thus can not be solved analytically.
Although we can use numerical methods to approach the solution, an explicit algebraic expression for
xex can not be written. This circumstance make difficult to us to know the nature of the extremum
points (i.e. whether maximum or minimum), because the standard mathematical procedure, based in
calculating the derivatives of second order, ask for such derivatives to be valuated in the suspected
extremum points, which are supposed to be previously obtained solving the first order derivatives
equations. However, a graphical method could bring a useful alternative, as we will see next:
Let us translate the equation (42) as a condition on the parameters of interest, substituting the third
equation (21), and define at a time the function α as follows:
m0M
2
Λ3
= α(x) ≡
√
x
4pi2
[
1 + x log
(
x
1 + x
)]
. (43)
We have that α(x) is a bounded function with values between 0 ≤ α(x) ≤ αmax. Let us name x0 the
point in which the function α is maximized. This function has
αmax = α(x0) ' 8.08× 10−3, x0 ' 0.55, (44)
and α(X = 0) = 0, increasing monotonically from x = 0 until x = x0, where the maximum is located.
Then, it begins decreasing (also monotonically) to α→ 0 as x increases, but never reaching α = 0 (the
x axis is an asymptote for α(x) in the limit x → ∞) (figure 2, left side). Now, by assigning specific
values to the parameters m0, M and Λ, a constant l = m0M
2/Λ3 is determined which graph is a
horizontal straight line. Then, we could have three cases: 1) if such line, does not intersect the graph
of the function α(x), this means that a solution in x does not exist, i.e. the potential does not possess
extremum points. This happens for l > αmax; 2) if l = αmax then there is only one intersection at x0;
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Figure 2: Left : The quantity m0M
2/Λ3 define a constant l = m0M
2/Λ3 whose graph is a straight
line. The figure shows a set of lines l intersecting the graph of the α(x) function. Right: A set of
graphs of the potential associated with each line l. The style of the plot of each straight line in the
left correspond to that of the style of the potential in the right. The graph of the potential with a
continuous (red) style corresponds to a critical straight line lc determining xmin for which V (xmin) = 0
.
and 3) if l < αmax there are two intersection points, located one before x0, and another after x0, each
one representing an extremum point of the potential.
This method does not allow us to know whether a given the extremum represents a maximum or
minimum, but we can use the information we obtained before: if, according to eq. (38), the point
x = 0 is a local minimum, then an extremum located next to it has to be indeed a (local) maximum,
because there can not be a minimum surrounding another minimum with out existing a maximum
between them. Thus, we have xmax < x0 < xmin, therefore xmax < xmin. This is verified in the
figures, where we show the minimized potential in h, V (x)|hmin , as a function of x.
Substituting the constraint, equation (43), in the expression for the extremized potential, equation
(41), we can write an expression for the potential valuated on the extremum points:
Vex = V (x, h)|(xex,hex) =
Λ4
16pi2
[
12pi2m0M
2
Λ3
√
xex − log(1 + xex)
]
. (45)
Let us take the case for the extremum being a minimum xex = xmin. If the minimized potential is
positive, i.e. Vmin = V (xmin) ≥ 0, then from equation (45), the xmin must satisfy
m0M
2
Λ3
≥ β(xmin) ≡ 1
12pi2
log(1 + xmin)√
xmin
, (46)
where we have defined the function β(x). Therefore, the set of values of x for which the potential is
minimized, and at the same time are such that Vmin ≥ 0, must satisfy the equations (43), and (46)
simultaneously. This means that, for these x, we have α ≥ β (figure 3, left side). It is convenient to
have a name, let us say xeq, for the specific x for which the equality is satisfied, i.e. α(xeq) = β(xeq).
Using numerical procedures we can find
xeq = 2.18, α(xeq) = β(xeq) = lc = 6.62× 10−3. (47)
To help us to visualize how the form of the potential depends on the parameters (remember that
l = m0M
2/Λ3), we may build the following picture: beginning with a set of values m0, M , Λ, such that
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Figure 3: Left: The functions α(x) and β(x) intersect at one point x = xeq. The horizontal critic
straight line lcrit is defined by lcrit = α = β. The point xmin indicates the value of x in which
the potential with Vmin > 0 is minimized (right side figure, continuous line style). The point xeq
determined by the critical line corresponds to xmin = xeq such that V (xmin) = 0.
l > αmax, the minimized potential V (x)|hmin , as a function of x, has only a (global) minimum at x = 0
(the trivial one), and it grows monotonically from there (figure 2, right side). Lower values of l corre-
sponds to a potential growing slowly as function of x. In diminishing the line l, it eventually reaches
the top of the function α(x), where both graphs intersect at one point x = x0, with l = αmax = α(x0)
(figure 2, left side). On this point x0 (an inflexion point), the potential has a null derivative, and in a
way of speaking, it begins to ”bend” upside in such a way that it starts acquiring a concavity. From
here to further on, for l < αmax (the range of definition is until l = 0), there will be two intersection
points between l and α(x), each corresponding to a maximum xmax < x0 and a minimum xmin > x0.
As l is lowering its height, the intersecting point xmin slides to the right side, in such a way that xmin
is increasing (figure 2). At the same time, because the function (45) decreases with increasing x, the
minimum of the potential Vmin (which begins being a positive quantity) is diminishing, and eventually
vanishes (i.e. Vmin = 0) for certain critical value l = lcrit = α(xeq) (which is when α = β). Further
on, as l keeps lowering, the minimum Vmin becomes negative, growing in absolute value as l goes down.
By using the standard mathematical procedure to analyze the potential, we obtained from the equa-
tions for the null first order derivatives, the constraints (43) and (46) on the variables x, h. Once we
find an extremum point (xex, hex) we can use our definitions to find the correspondent values for the
fields φ, ϕ on which the potential is extremized.
The total potential (18) as a function of the two fields φ, ϕ, is written explicitly as
V (φ, ϕ) =
1
2
m2φ2 +
1
2
m20ϕ
2 − Λ
4
16pi2
[
x+ x2 log
(
x
1 + x
)
+ log(1 + x)
]
, x =
m2ϕ2φ2
Λ2M4
. (48)
By assigning values to the parameters m0, M , Λ (satisfying l < αmax) we obtain a fixed value for the
extremum xex through equation (43). Substituting in eq. (40) we find hex, which in its turn, can be
used together with eq. (21) to find the extremum value in the field ϕ. We have
ϕ2ex =
ΛM2
m0
√
xex. (49)
If the extremum refers to the minimum, then the equation above allow us to find ϕmin by making
xex = xmin. Then we can substitute the now known values xmin, ϕmin in the definition of x, equation
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Figure 4: Total Potential V = V (φ, ϕ), eq. (48). As it is a function of two fields, the graph is a
two-dimensional surface.
(48), to find also the minimum in the field φ. In this way we obtain
φmin =
M
m
√
m0Λ
√
xmin, ϕmin = M
√
Λ
m0
√
xmin. (50)
In the case for the extremum xex = xmax being a maximum, we would have analogous expressions for
φmax, ϕmax. It may be very useful to note the next relation
φmin =
m0
m
ϕmin. (51)
So we know the relevant points, and we have an idea of how the form of the potential depends on the
parameters (figure 4). Now we would like to know the implications for the dynamics of the fields. We
must not forget that we are interested in the possibility to implement the inherent phase transition
of the NJL model, in the first place. To accomplish this, it is required for the coupling to cover the
values ginitial → gc → gfinal successively, or for the field ϕinitial → ϕc → ϕfinal. Given that the fields
evolve in such a way to make the potential to be minimized, we need the condition
V (ϕinitial) > V (ϕc) > V (ϕfinal) (52)
to be satisfied. In this way the transition could be realized in a natural way, i.e. according to the
dynamics of the system, without a ”fine tuning” in the initial conditions (for instance in the velocities
of the fields; although (52) is not a sufficient condition, as we will see below). Using the equations
(22) and (49) we can obtain a relation between the extrema and the critical point:
ϕex = γϕc, where γ =
1
1 + x log
(
x
1+x
) . (53)
The coefficient γ defined above has 1 < γ <∞, and it is an increasing monotonous function. From this
we can see an important result: equation (53) means that ϕc < ϕex, i.e. both extrema are greater than
the critical point, so we have in particular ϕc < ϕmax. In fact, we already know (from the paragraph
above equation (45)), that the maximum is placed before the minimum, i.e. this is greater than that;
thus ϕc < ϕmax < ϕmin. Now, in order to allow a dynamical phase transition the system must evolve
from some initial value ϕi < ϕc, to a final value ϕf > ϕc, with V (ϕi) > V (ϕf ). This can not be
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Figure 5: Left: The potential as a function of ϕ, minimized in φ. We show how the critical point ϕc
is lesser than the maximum ϕmax, according to eq. (53). Right: The potential as a function of φ. We
show a cross section through ϕ > ϕc. For a cross section ϕ < ϕc it is V |ϕ ∼ φ2.
achieved, because it should be V (ϕi) > V (ϕc) > V (ϕmax), but we have instead V (ϕmax) > V (ϕany)
(of course!). This happens, does not matter if V (ϕi) > V (ϕmin), because ϕmin is beyond ϕmax.
3 In
other words, in going from ϕi to ϕmin the system faces a barrier of potential with a peak at ϕmax
which prevent it to reach the non-trivial minimum, and instead it goes to the trivial one ϕ = 0 (see
figure 5).
5 Cosmology of the extended NJL model V = VI + VII.
The study of the universe at an elemental level (without taking into account first order nor higher
perturbations) is based in the Friedman -Robertson -Walker -Lemaitre (FRWL) equations, which
govern the evolution of the space given the different forms of matter contained in it. If scalar fields
compose a part of the content, we must include their own equations of motion (24, 25) in addition
to the equations for the cosmic background and energy densities of the different components. If we
consider contributions from barotropic fluids (equation of state Pb = ωbPb with ωb constant), consisting
in radiation (ωr = 1/3) and matter (ωm = 0), the complete system of equations to solve is
a˙ = aH,
H˙ = −12H2(4Ωr + 3Ωm) + φ˙2 + ϕ˙2,
φ¨+ 3Hφ˙+ ∂V∂φ = 0,
ϕ¨+ 3Hϕ˙+ ∂V∂ϕ = 0,
Ωr = Ωri
(
H
Hi
)−2 (
a
ai
)−4
, Ωm = Ωmi
(
H
Hi
)−2 (
a
ai
)−3
.
(54)
For a flat geometry, the Friedman equation relating the Hubble parameter H and the total energy
density ρ including two scalar fields plus matter and radiation is written
H2 =
ρ
3M2p
, where ρ = ρr + ρm + ρφ + ρϕ, (55)
3Remember that as time passes, the system is stabilized at the minimum, thus it could (not necessarily) be identified
with the final point: ϕfinal = ϕmin.
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where the Planck mass Mp = 1/
√
8piG, and the energy densities of the fields φ, and ϕ were defined
in the equations (27), (28). The relative density for the fluid α, defined in the usual way is Ωα =
ρα/(3M
2
pH
2), and they must satisfy the following constraint:
Ωr + Ωm + Ωφ + Ωϕ = 1. (56)
The well known equation for the acceleration of the scale factor is written in our case as:
a¨
a
+
1
6M2p
[
4
3
ρr + ρm + 2(φ˙
2 + ϕ˙2 − V )
]
= 0. (57)
Now, we have seen that the potential (48) has two minima: 4 one of them is located at the origin
φ = 0, ϕ = 0, where V |(φ=0,ϕ=0) = 0; and the other one associated with the non-trivial solution
x = xmin, h = hmin (from where we obtain φmin, ϕmin, according to eqs. (50)) where Vmin is given
by the equation (45) as
Vmin = V (x, h)|(xmin,hmin) =
4
3
Λm0M
2√xmin − Λ
4
16pi2
log(1 + xmin). (58)
Thus we see that the minimum Vmin may adopt positive, as well as negative values (or even null).
As well known, in the case of a single scalar field and barotropic fluids evolving in a FRWL universe,
the potential is minimized by the field as time passes.5 In considering two fields we have a similar
behavior: the fields in their evolution lead the potential to adopt its minimum value, and the detailed
evolution of the fields shall depend on the form of the potential and on the initial conditions.
Therefore the analysis made for the single field case, is still valid and we have analogous results:
depending on the starting point of the fields (in. cond.) we have:
1.- If the potential is stabilized at a negative minimum Vmin < 0, then we have a collapsing non-
accelerating universe: suppose we start with a positive total energy density ρ > 0; as the densities
of all the other fluids are diminishing, the negative potential V eventually overtakes, making ρ = 0,
i.e. the Hubble parameter6 H vanishes too (eq. (55)). This means H = a˙/a = 0, i.e. a(t) reaches
a maximum. Because H is always diminishing (second equation in (54)) it follows that H becomes
negative, meaning a˙ < 0 (first eq. (54)) i.e. a diminishing scale factor a(t), all the way to a(t) = 0.
From eq. (57) it can be seen that an acceleration in the neighborhood of the minimum is not possible
either, because for this it is required that (4/3)ρr+ρm+2(φ˙
2 + ϕ˙2) < 2V , which clearly never happens
as the right side of the inequality is a positive quantity, whereas the left side is negative.
2.- If the potential is stabilized at a vanishing minimum Vmin = 0, the universe expands forever with-
out acceleration, as we now explain: with an initial value Hi > 0, the scale factor begins growing,
and the total energy density is ρ = ρr + ρm + ρφ + ρϕ. Now, it is known how radiation and matter
dilute; we have ρr ∼ a−4, ρm ∼ a−3, so they do not vanish for any finite value of the scale factor,
and although decreasing, they remain always positive. On the other hand, the density contribution
4Strictly speaking, there are five minima: the origin, plus four points corresponding to the non-trivial solution
x = xmin, h = hmin, because these variables are related in a quadratic way with the fields, in the form x ∼ φ2ϕ2, h ∼ ϕ2.
However, because there is a symmetry under a change of sign relating them (x = x(±φ,±ϕ), h = h(±ϕ)), we refer to all
these solutions simply as one, ”the non-trivial solution”.
5This fact was also studied before in [11] for one field.
6We have to take a positive initial value Hi > 0, so that a˙ > 0, i.e. an initially expanding universe; otherwise, if
Hi < 0 the universe would be already contracting. Besides, because the explanation in the main text, the case Hi > 0
include both expanding and contracting phases, but not viceversa.
15
from the fields is written ρφ + ρϕ =
1
2 φ˙
2 + 12 ϕ˙
2 + V (φ, ϕ), but the kinetic energies are always positive,
and even though we may have a vanishing potential V (φ, ϕ) → Vmin = 0, the sum ρφ + ρϕ remains
positive. Thus, the whole sum giving the total ρ never vanishes, and therefore H do not do it either.
This means that a˙ 6= 0, and so the scale factor does not have a maximum value: the universe expands
forever. To see the impossibility of the acceleration we use a similar reasoning than before: from eq.
(57), we need (4/3)ρr + ρm + 2(φ˙
2 + ϕ˙2) < 2V , but in the neighborhood of the minimum V ∼ 0, is
lesser compared against the never-vanishing ρr, ρm.
3.- If the potential is stabilized at a positive minimum Vmin > 0, then the universe is eventually
dominated by the potential, because as time passes, the contributions ρr ∼ a−4, ρm ∼ a−3 to the
total energy density ρ in eq. (55) are always diminishing (regardless never vanishing) as a is growing,
and the kinetic energy do the same as time passes, Ek = φ˙
2 + ϕ˙2 ∼ 0. In the limit of large time the
potential overcome and we would have ρ ∼ Vmin with Vmin = constant, so that the potential can be
taken for a cosmological constant, which is already known to rise an accelerating universe.
As said, the cases 1 (Vmin < 0) and 2 (Vmin = 0) have been already studied for a single field [], and
the qualitative results are not different in considering two fields instead. If we pretend to explain the
observations, among the possibilities described above, the only one which can be realistic is the third
one, as the situations 1 and 2 do not include an accelerating phase.
So we are going to show an example of solution only for the third case. In order to obtain a potential
with a positive minimum Vmin > 0, we need for the parameters 6.62×10−3 < m0M2/Λ3 < 8.08×10−3
(equations (44, 46, 47)). Let us take, for instance Λ = m = M , m0 = 6.95 × 10−3Λ. This define the
straight line l = m0M
2/Λ = 6.95 × 10−3, whose intersections with the function α(x) determine
xmax = 0.16, and xmin = 1.81. Then, equations (22, 45, 50) give
φ¯min = 9.67× 10−2, ϕ¯max = 7.62, ϕ¯min = 13.9
V¯min = 4.67× 10−4, ϕ¯c = 6.28. (59)
The bar over these quantities denotes the numerical value.7
Let us define the initial contribution Ωnbi = Ωφi + Ωϕi to the content of the universe coming from
the fields8 φ, ϕ. Consider just for a moment a cosmological constant (here we name it L to avoid
confusion with the energy scale Λ), which has a constant density ρL, and a matter component with
ρm ∼ a−3. We have the ratio
ρm0
ρL0
=
Ωm0
ΩL0
=
Ωmi
ΩLi
1
(1 + z)3
, (60)
where the subindex ”0” denotes, as usual, the present epoch or ”today” values. Now suppose we
let the universe to evolve forward in time, starting in the epoch when the amounts of matter and
radiation were equal. We know that the redshift for this epoch is zeq ' 3×103, with an energy density
ρeq ∼ (1eV )4 approx. (in order of magnitude). Also we know the relative densities Ωm0 ' 1/3 for
matter, and ΩDE0 ' 2/3 for Dark Energy, which we identify with a Cosmological Constant for now.
Substituting these values together with zeq in the equation (60) we can find that ΩLi ' 10−11Ωmi.
Given that our non-barotropic fluid behaves like a cosmological constant near the minimum of the
potential, we may have an estimation for Ωnbi, by taking the same order of magnitude than that of
ΩLi, i.e. Ωnbi ∼ 10−11Ωmi. To make the potential stabilize about the non-trivial minimum, we
7To get the real physical value, we need to multiply by certain conversion coefficient. A word on the physical values
will be said at the end of this section.
8Due to the coefficient ωα of the equation of state Pα = ωαρα is not a constant for the fields, we say that they form
a ”non-barotropic” contribution; thus the subindex ”nb”.
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Figure 6: Evolution in time of the field φ. We show a different time scale in each plot. In the left
figure one can recognize an oscillatory behavior.
Figure 7: Left : evolution of the field ϕ. This field rolls to its minimum without oscillation. Right:
Hubble parameter H(t). It is decreasing in time, but never becomes to vanish.
must take ϕi > ϕmax, with any reasonable value for φ; for instance ϕi = 1.1× ϕmax, φi = 0.5× φmin.
In figures 6 and 7 we see that our predicted values in eq. (59) are indeed verified by the numerical
solution. We see the field φ in an oscillatory regime (revealed by zooming about t = 50) with the
mean amplitude evolving to the minimum φmin ∼ 0.097, whereas the field ϕ goes to reach its own
minimum ϕ ∼ 13.9. Due to the fact that each field has its own term ∂V∂φ , or ∂V∂ϕ in the equation of
motion, they react to the potential in a different way. Thus, in this specific case the field ϕ is over
damped and do not oscillate in its way to the minimum.
The relative densities Ωα evolve as expected: radiation dilutes faster than matter, and due to having
taken a very small initial density Ωnbi, we have to wait long time to see it dominate (figure 8). Due to
this same fact, the scale factor is allowed to grow without accelerating up to a size a0/ai = (1 + zeq) ∼
3000 (figure 9), which is a number compatible with the one from the standard cosmological model in
considering the evolution of the universe since the epoch of matter-radiation equality. In the figure,
an accelerating period is seen to begin about t = tac = 20, where a¨ = 0.
Perhaps it would be worth to clarify that, the moment tac at which the acceleration begins has not
to coincide necessarily with the moment tDE , ΩDE(tDE) = Ωm(tDE) + Ωr(tDE) at which the Dark
Energy begins to dominate. For our solution in particular we obtain the following numbers:
a0/ai = 3006 z0 = 0 t0 = 1
aDE/ai = 2157 zDE = 0.39 tDE = 0.69× t0
aac/ai = 1713 zac = 0.76 tac = 0.52× t0
Notice that the acceleration period begins before Dark Energy becomes dominant, tac < tDE . One
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Figure 8: Relative densities Ωα for the different involved fluids. The figure in the right side shows a
lapse of time t = 2t0, which 4,000 times bigger than that of the figure in the left side.
Figure 9: Left: scale factor from t = 0 to t = t0. Right: acceleration of the scale factor from t = 0 to
t = 2t0. Here one can observe a period of negative acceleration followed by a period of positive ac.,
and a transition between them about t ∼ 20.
may check that the same fact results in considering a Cosmological Constant instead of our scalar
fields model.
Let us now estimate some real physical values. The total energy density today is about ρ0 = E
4
0 ∼
(10−3eV )4, and the Dark Energy contribution is ρDE0 = ΩDE0ρ0. If we identify our non-barotropic
NJL fluid with DE, we would have ρnb = ρDE0. Now, in the limit of stabilized fields about the
minimum9 the energy density of our NJL fluid is ρnb = Vmin. Then, (approximating ΩDE0 ' 2/3 ∼ 1)
we may write ρDE0 = E
4
0 = Vmin, and using the result obtained in equation (58) we find
E40 =
3
4
Λ4
[√
x
m0M
2
Λ3
− 1
12pi2
log(1 + x)
]
. (61)
This can be expressed in a suitable form with the help of the equation (43), and defining a coefficient
 as
E40 = Λ
4,  =
3
4
√
x [α(x)− β(x)] . (62)
The more the quantity m0M
2/Λ3 gets close to αeq, the more smaller becomes the coefficient . So, the
equations (43) and (62) with E0 ' 10−3eV are constraints on the parameters Λ, M , m0. A discussion
of the possibilities in this respect are not relevant for the time being, and will be left for another study.
9We must keep in mind that in general, the fields could be in a rolling regime, so the kinetic energies would not be
negligible. Therefore we must be careful in the conditions that we are talking about.
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6 Summary and Conclusions.
The fermion theory NJL gives place to two physical phases, each arising depending on the coupling
strength. In a previous paper [11], each phase was seen to have different (and interesting) implications
in considering a NJL fluid as a material component of the universe. To take quantum corrections
into account, an effective potential was calculated, and written in terms of an auxiliary scalar field φ,
providing an useful equivalent description of the system. However, as the coupling is not a dynamical
variable, each phase had to be treated one at once. In the present work, we argued that, by introducing
a dynamical field dependent coupling g in terms of additional scalar field ϕ we may obtain a dynamical
cosmological phase transition. In order to such transition to be realized, the field ϕ must pass through
a critical value ϕc along its evolution. To investigate the new two-field physical system, we studied a
new two-dimensional potential, eq. (48), and defined some useful auxiliary functions α eq. (43), β eq.
(46). We have seen that the potential may, or may not have a non-trivial minimum (i.e. other than
the origin φ = 0, ϕ = 0, where Vmin(trivial) = 0 for every cases) depending on the set of parameters
m0, M , Λ defining the relevant parameter l = m0M
2/Λ3. If l > αmax, then the potential has only
one minimum at the origin; if on the other hand α = β = lc < l < αmax then the potential has two
minima (the origin and the non-trivial related to xmin) with the non-trivial Vmin > 0; and finally if
0 < l < α = β = lc, then the potential has also two minima (the origin and the non-trivial), with
Vmin < 0 (see figures 3, 4).
Now, according to the current observations, at present time the universe is in an accelerating period,
caused Dark Energy, emulated to a good extent by a Cosmological Constant. Thus, we wonder whether
our model can be useful to be compatible with this fact.
If the potential has l > αmax (i.e. no minima other than the origin) a phase transition can certainly
be realized, given that the fields minimize the potential, it would be enough to take an initial value
ϕi > ϕc. In this way the system would evolve from a strong coupling g > gc (fermion condensate
φ 6= 0), to a weak coupling g < gc (massless fermions φ = 0), to finally stabilize at the origin. However,
in this case there would be no acceleration, unless we choose such a large initial value of ϕi to make
the condition (4/3)ρri+ρmi + 2(φ˙i
2
+ ϕ˙i
2) < 2Vi from eq. (57) be satisfied. This, would be an ”early”
acceleration, because it arises before the system stabilizes on the minimum, and before allowing the
matter and radiation components to dominate the universe and dilute to the present day values. So,
this case is not useful as a possible model of Dark Energy.10
On the other hand, for a potential with l < αmax (thus having two minima, at the origin and at a the
non-trivial value) we found that the relevant points are distributed as ϕc < ϕmax < ϕmin. Therefore,
if the initial amplitude is ϕi < ϕc, the field cannot evolve to an ”expected” value ϕe > ϕc, because
V (ϕi) < V (ϕe), and the fields minimize the potential. Even though one could still choose an initial
amplitude in the form ϕc < ϕi < ϕmax, in such a way that a phase transition could be realized, but
in the opposite direction, from strong to weak coupling, this procedure however is not acceptable,
because it would imply a fine tuning in the initial condition ϕi, besides not including an accelerating
period.
The only alternative left is that the initial amplitude begins in a region which could make the field
stabilize in the non-trivial minimum. This requires ϕmax < ϕi, but then the field would be disabled
to roll to ϕc. Being so, as time increases the densities of matter and radiation decrease and the fields
stabilize. With Vmin > 0 the potential ends up dominating the total energy density and behaves like a
cosmological constant, making the universe to accelerate. In this way (adjusting the initial amplitude
ϕ, and choosing the parameters to get the right potential Vmin > 0), we could have a viable model of
10It arises the question of the viability of this model in the context of the Early Cosmic Inflation. However, we will
not go further to study this possibility right now.
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Dark Energy, but at the price of avoid the phase transition.
Although the choosing could be seen as a defect of the model, this would be on the same footing than
other physical theories, where one has to take the ”right” parameters to fit the observations. Moreover,
from the philosophical point of view it is perhaps more appealing to postulate a QFT particle than a
non-understood kind of constant energy.
Finally, we must not forget that when the potential has a vanishing minimum Vmin, the fields dilute
like ρα ∼ a−3, so the model can be seen as describing a matter component (Dark Matter?), and
therefore still could offer a useful theory which may be worth to study further.
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