As a new generation of Aircraft Data Network, AFDX is a kind of high real-time system, and the worst-case end-toend transmission delay analysis on it has been a major concern. Up to now, this analysis is done thanks to the Network Calculus method and the Trajectory approach. This paper analyses the worst-case end-to-end delays of an AFDX avionics network. The application of the Trajectory approach is described. Moreover, we carry on a brief contrast analysis of these two approaches. We show that, the Trajectory approach outperforms the Network Calculus method in most cases, especially when the network is under a heavy load.
Introduction
AFDX (Avionics Full Duplex Switched Ethernet) is a kind of deterministic network, which appeared recent years, special for the connecting of avionics. It has got great development along with the research of Airbus A380 and Boeing B787 since 1990s, and will surely become the mainstream data bus of future large civil aircraft, for its low cost, scalability, and technical completeness [1] .
The determination of AFDX is mainly on its transmission delay. For such a high real-time systemavionics system, ensuring its tasks completed within certain time limits is so important that the analysis of end-to-end delays on AFDX networks is of great significance.
Much work has been devoted to evaluate the end-to-end delays on an AFDX network. Up to now, there are mainly two kinds of computational methods -the Network Calculus method [2] , [3] , [4] and the Trajectory approach [5] , [6] , [7] , aimed at determining the upper bounds of end-to-end delays. The Network Calculus method, which is widely applicable, can calculate the worst-case end-to-end delays on an AFDX network. It has important meaning of guidance on the evaluation of the real-time capability of AFDX networks, but this method introduces too many pessimistic factors in its computing process, and its results are always a little too big than the accurate upper bounds. The Trajectory approach is a new method for the analysis of transmission delays. Henri et al firstly applied this approach on an AFDX network, and get better upper bounds of end-to-end delays.
In view of the above problems, we analyze the worst-case end-to-end delays of an AFDX avionics network in this paper. Then the application of the Trajectory approach is shortly described. Besides, we carry on a contrast analysis of the results of these two approaches. Validation can be seen from the case, that the Trajectory approach can provide more accurate upper bounds of delays as well as theoretical guidance for the optimal allocation of AFDX networks.
the Analysis of End-to-end Delays

AFDX configuration
AFDX is composed of End Systems (ES), Virtual Links (VL) and switches [5] . As shown in figure 1 , a sample AFDX network includes seven End Systems, three switches and five Virtual Links. The small circles stand for ESs; the blocks stand for switches, black dots beside the blocks stand for the output ports of switches; lines stand for physical links. The serial number of each VL is marked above the physical links. Each switch is supposed to have a FIFO buffer in each output port but no buffer in input ports. This paper will compare the performance of the Trajectory approach with the Network Calculus method mainly on this sample configuration. 
the Definition of End-to-end Delays
According to most references, the end-to-end delay of a VL is defined as the transmission time of a data frame on the VL from the beginning of sending data in the source end system to completely receiving that frame in the destination end system [4] [8] . The entire delay is divided into three parts: delay on the source end system and destination end system, delay on the links and delay on the switches.
As for the end systems, the processing time is mainly spent on data collection, encoding and decoding which primarily depends on software and hardware characteristics. It is a very small fixed time period, and consequently it is negligible, which is the same case in this paper. The transmission delay over the links starts from the source end system to the destination end system. Obviously, this delay depends on the transmission speed and the overall length of links. For actual AFDX networks, delay on the links is shorter than 0.5 s μ in most cases. Consequently, we will regard it as 0.5 s μ in this paper.
Delay on each switch includes two parts: the processing time of a frame from the input port to the output port and the delay in the switch buffer for waiting in line. The first part is technical delay, and always regarded as 16 s μ . The second part is indefinite and stochastic. It is related to the schedule strategy and the number of arriving frames. The Network Calculus method and the Trajectory are both concentrate on calculating this random delay.
As a result, the end-to-end delay of a VL is defined as follows:
where m is the number of switches in the VL, and switch d stands for the total delay on the buffers of switches.
the Trajectory Approach
We have analyzed the end-to-end transmission delay of a VL in the last chapter. The next step is to calculate the upper bound of this delay. Unlike the Network Calculus method, the Trajectory approach is newly appeared recent years. So we will shortly describe this method and its application in this chapter.
Main Ideas of the Trajectory Approach
The Trajectory approach has been developed to get deterministic upper bounds on end-to-end response times in distributed systems. For a given VL, the Trajectory approach considers a packet m on it generated at time t. It identifies the busy period and the packets impacting its end-to-end delay on all of the nodes visited by m. The target packet m is supposed to be the last processed one in the busy period of each node. This analysis can lead to the worst-case end-to-end response time of the VL. 
a Simplified Application
alysis of the Trajectory approach is very simple and useful. But for a real AF As presented above, the an DX network, there are thousands of VLs. It is not practical to analysis the delay of each VL. Therefore e total switch buffer delay d w we should find a formulaic way to calculate the worst-case delays of different VLs following the Trajectory approach. On this point, Henri et al introduce the corresponding formulas in the distributed system field. But these formulas are a little too complex and abstract. So we will try to find a simple way use the Trajectory approach.
According to Equation (1), only if the number of switches in a VL and th sitch are known, we can get its overall end-to-end delay. The number of switches in a VL is easy to obtain. Then we will discuss how to calculate the worst-case buffer delay of v1 at a switch S (as depicted in Figure 3) . Fig. 3 . a sample configuration at a switch Suppose that all the VLs hav ds for the number of packets S pro e the same parameter L max , and f stan cessed from the arrival of packet 1(a packet of v1) on the buffer of S to its leaving off S. Then, the delay of packet 1 at the buffer of S equals to
where T stands for the time S needs to process a packet; R stands for the processing rate of S. In order to itch, suppose that v1 arrives at S through link L1 and leave with n . Then f can be expressed as the function of , and
According to Equation (6) and (7), we can easily get the delay of any Ta all Table. 1. End-to-end delay upper bounds VL culus calculate SDF, we should firstly get f. , ,..., m n n n
packet at the buffer of any switch. king all the switches into account, the worst-case end-to-end delay can be obtained from Equation (1) . Taking the sample AFDX network in Figure 1 for example, we can obtain the upper delay bounds of the VLs according to Equation (1), (6) and (7) . Compared to the Network Calculus method, the results are summarized in Table 1 
Actual Application
In section B, we supposed that all the VLs have the same parameter L max , and then obtained the upper delay bounds. However, such an assumption does not hold in reality, and approximate process will bring into extra pessimistic factors. As a result, the equations in section B are not accurate enough for real AFDX networks.
As for real AFDX networks, the analysis in section A is still more precise than the Network Calculus method. In this situation, the end-to-end delay is related with the processed order of different packets of different VLs, and the key in this analysis is to identify the worst-case scheduling of the target VL. In order to reach the worst case, the following two scheduling principles should be followed: (1) Packets from different VLs should be firstly ordered according their common switches with the target VL after the present one. Packets from those VLs, which have less common switches with the target VL, should be scheduled in the front. (2) Packets should be secondly ordered according to their length: a long packet should be scheduled in the front of a short one. Following the above two principles, the analysis presented in the preceding chapter can also lead to the worst-case end-to-end delay of any VL on a real AFDX network.
Conclusions
Unlike the Network Calculus approach that has been used for certification purpose, the Trajectory approach is based on the analysis of the worst-case scenario experienced by a packet on its Trajectory. In this paper, we first demonstrated that the transmission delay can be divided into three parts, and the key point is to calculate the overall switch buffer delay. Then we showed how the Trajectory approach can be applied in the AFDX context, including a simplified application and an analysis of a real situation. The resulting end-to-end delay computation is compared to the upper bounds obtained by the Network Calculus approach. Then, we analyzed the performance and influencing factors of this method compared with Network Calculus.
Moreover, the Trajectory approach presented in this paper is based on AFDX configuration. Therefore, it can provide guidance for the optimization design of AFDX configuration from the angle of worst-case delays. Chapter II gives a simplified application of this method. Unfortunately, when the real AFDX configuration is on a large scale, this method also has great complexity. As a result, much work is needed to get all the upper delay bounds of the entire network. Thus, there shall be a further study on it in this respect.
