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Multi-Person Pose Estimation with Enhanced
Feature Aggregation and Fusion
Xixia Xu, Qi Zou∗, Xue Lin
Abstract—We propose a novel Enhanced Feature Aggregation
and Fusion network (EFAFNet) for multi-person 2D human pose
estimation. Due to enhanced feature representation, our method
can well handle crowded, cluttered and occluded scenes. More
specifically, a Feature Aggregation and Selection Module (FASM),
which constructs hierarchical multi-scale feature aggregation
and makes the aggregated features discriminative within one
single block, is proposed to get more accurate fine-grained
representation, leading to more precise joint locations. Then, we
perform a simple Feature Fusion (FF) strategy which effectively
fuses high-resolution spatial features and low-resolution semantic
features to obtain more reliable context information for well-
estimated joints. Finally, we build a Dense Upsampling Convo-
lution (DUC) module to generate more precise prediction, which
can recover missing joint details that are usually unavailable
in common upsampling process and to reduce the false joint
information. As a result, the predicted keypoint heatmaps are
more accurate. Comprehensive experiments demonstrate that
the proposed approach outperforms the state-of-the-art methods
and achieves the superior performance over three benchmark
datasets: the recent big dataset CrowdPose, the COCO keypoint
detection dataset and the MPII Human Pose dataset. Our code
will be released once the paper is published.
Index Terms—multi-person pose estimation, feature aggrega-
tion, feature selection, feature fusion, dense upsampling convo-
lution.
I. INTRODUCTION
MULTI-PERSON Pose Estimation devotes to locate bodyparts for multiple persons in an image, such as key-
points on the arms, torsos, and the face [24], [35]. The related
tasks contain pose estimation in videos [65] and 3D pose
estimation. It regards as a fundamental task to deal with other
related high level tasks, such as human-computer interaction
[31], human action recognition [5], [64], emotion analysis
[3] and motion capture [19], content retrieval [41], human
performance analysis [56].
Recently, due to the rapid development of convolution
neural networks (CNN) [14], most existing methods [8], [12],
[20], [23], [46], [60] have achieved remarkable advances in
multi-person pose estimation. They can be roughly classified
into two frameworks, i.e., the bottom-up framework [6], [17],
[33] and the top-down framework [8], [12], [23], [46]. The
former first detects all body keypoints together and then
assigns the detected joints to different human instances. In
contrast, the latter one detects all human bounding boxes in
one image at first and then estimates the pose according the
detected human proposal. Besides, other methods do exist,
∗ Corresponding author
Xixia Xu, Qi Zou and Xue Lin are with School of Computer and
Information Technology, Beijing Jiaotong University, Beijing 100044, China
(email : 18120432@bjtu.edu.cn; qzou@bjtu.edu.cn; 18112028@bjtu.edu.cn).
Fig. 1. Qualitative comparison of AlphaPose [12] and our method in complex
scenes. The major difference between the two methods is marked with a circle.
e.g., [24] can solve the pose estimation by combining the top-
down and bottom-up method into a single framework. With the
prior information of human detection, top-down methods can
get more reliable and accurate estimations. Our model belongs
to the top-down framework.
However, despite the current methods have achieved promis-
ing results on standard benchmarks such as MPII Human
Pose [1] and COCO keypoint detection dataset [26], some
challenges have not been well addressed. One of them is the
missing detection of joints due to cluttered background like
Fig.1 (a), humans in multiple scales, or due to occlusions like
Fig.1 (e). Another is false assembling of joints into a pose due
to overlapping in crowded scenes like Fig.1 (c).
The main reasons lie in several points: 1) multi-scale
features are not fully exploited, so that some methods are
less robust to pose variations and less adaptive to multi-
scale persons. Most existing methods only represent the multi-
scale features in a coarse-grained layer-level, but neglect
the fine-grained multi-scale information within each layer.
2) Most CNN-based methods treat the contributions of dif-
ferent joint locations and multiple channels equally, which
results in lacking of discriminative spatial information and
semantic information across channels for pose estimations. 3)
Context information is not well represented in many existing
methods, which results in failing to infer the invisible or
indistinguishable joints, such as the left knee and ankle of
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the man on the motorbike in (Fig.1 e), or wrong assembling
of joints into a pose. 4) Missing detailed information in the
downsampling process is not effectively recovered in most
methods, which makes models tend to get the false or missing
joints in the final output. Besides, computational efficiency is
also a problem. Some existing methods cost a large number of
computing resources and design complex networks to address
these problems.
To handle the above problems effectively and efficiently,
we propose an Enhanced Feature Aggregation and Fu-
sion network (EFAFNet), as shown in Fig.2. Based on
the ResNet [14] backbone, the whole framework consists
of two part: encoder and decoder network. In the en-
coder, a Feature Aggregation and Selection Module (FASM)
is added in the bottleneck to enhance the multi-scale
feature extractions and adaptively select the most dis-
criminative human part regions. Before start the pro-
cess of decoder, we combine the low-level spatial in-
formation with the high-level semantic concepts in the
Feature Fusion Module (FFM). Based on the fused features,
we attach a Dense Upsampling Convolution (DUC) module
in the decoder to explicitly recover the detailed keypoint
information.
Our network has several benefits in comparison to ex-
isting widely-used methods for pose estimation. On the
one hand, Feature Aggregation Module (FAM) extracts fea-
tures in group-wise manner rather than in layer-wise man-
ner. Therefore it can aggregate stronger features using
a smaller number of parameters. On the other hand,
Feature Selection Module (FSM) can obtain the enhanced dis-
criminative feature representations, and accordingly the pre-
dicted heatmap is spatially more precise. Additionally, most
existing fusion schemes aggregate low-level and high-level
representations using the dense connection and cost a large
number of the computer resources. Instead, we combine the
low-level structural features and the high-level semantic infor-
mation in an efficient way to capture rich context information
adequately. Consequently, we can better infer the invisible or
occluded joint with this context information and reduce the
wrong assembling of joints. Inspired by work in semantic
segmentation [58], we build a DUC module on head of
network rather than the common bilinear upsampling, which
can decode more detailed information which are missing in the
downsampling process. It can naturally fit the overall frame-
work by training in an end-to-end manner, and it increases
the AP on the COCO dataset [26] significantly, especially on
relatively small persons.
In summary, our main contributions are four-fold as follows:
• We propose a Feature Aggregation and Selection Module
(FASM). The Feature Aggregation Module (FAM) captures
the multi-scale fine-grained information for body joints in
an efficient way, while the Feature Selection Module (FSM)
adaptively exploits more discriminative information of body
parts.
• We adopt a simple Feature Fusion (FF) strategy, which
lets spatial high-resolution information and semantic concepts
interact and benefit each other, to effectively integrate and
exploit global contextual information that benefits to infer
occluded body parts.
• We build a Dense Upsampling Convolution (DUC) mod-
ule to reduce the false joint information and to recover
missing joint details that are usually unavailable in common
upsampling process.
• Our method achieves superior performance and high
efficiency on the COCO keypoint dataset [26] and MPII human
pose benchmark [1] and achieves the comparable results on the
big CrowdPose dataset [23] without using extra data.
II. RELATED WORK
Recently, human pose estimation has been became more and
more popular. Recent works [4], [18], [34], [55], [59] mostly
rely on the development of CNN [14], which progressively
improves the performance of pose estimation. The topic is
categorized into two parts. The former is the single-person
pose estimation that predicts a single person keypoints based
on the cropped image patches given the detected bounding
box. The latter is the multi-person pose estimation that requires
further localization of the human keypoints of all persons in
one image.
Our proposed approach is concerned about previous works
referring to multi-person pose estimation, as described as
follows:
A. Multi-Person Pose Estimation
Recently, multi-person pose estimation is gaining more and
more popular due to the real-life demand. There are two
categories in the multi-person pose estimation. The first one
is bottom-up approach, which obtains all the body keypoints
in the input image and assembles the detected keypoints
into different person using their methods. The second one
is top-down approach, which firstly uses human detector to
get bounding boxes and feed the cropped image to the pose
estimation network.
Bottom-up. Bottom-up approaches [6], [17], [33], [40]
firstly detect the human body poses and then group them
with the clustering algorithm to different human instances.
Compared with the top-down approaches, they are faster in
testing and lighter in building model. However, the bottom-
up method loses the chance to amplify the details of each
person, this results in its accuracy lower than the top-down
approaches. DeepCut [40] regards the keypoints localization
as an Integer Linear Program (ILP) problem and assigns
keypoint into different person groups. After that we combine
the person clusters with corresponding body parts to obtain
the final results. DeeperCut [17] improves DeepCut [40] using
ResNet [14] to extract more strong body parts representations
and adopts image-conditioned pairwise terms to achieve better
performance. Associative Embedding [33]produces confidence
maps and pixel-wise embedding in the meantime and group
the keypoint candidates into different instances to generate
the final result. MultiPoseNet [22] jointly localizes the human
detection and multi-person pose estimation, which designs
a pose residual network to receive keypoints and person
detections and obtain accurate estimation result by assigning
keypoints to different person using the PRN module.
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Fig. 2. Overview of the proposed EFAFNet for multi-person pose estimation. The proposed FASM is placed at every bottleneck of the encoder and regards
as input features extracted from the convBlock of ResBlock [14]. It is depicted in a purple dashed line box. The feature map from first resblock (green lines)
concatenates with feature map from the last resblock (pink lines). The dense upsampling convolution module is placed at the head of the network to decode
the output feature maps to the stable resolution which recovers rich and detailed contextual information.
Top-Down. Top-down approaches [8], [12], [35], [37], [60]
regard the process of predicting keypoints as a two-step
operation. Actually, top-down methods firstly detect all the
persons in an image and crop the person region, then feed the
cropped image into the single person pose estimation model.
G-RMI [37] predicts heatmaps and offsets of the points on the
heatmaps to the labeled heatmaps, and then get the final lo-
cation with the heatmaps and offsets. Moreover, the Cascaded
Pyramid Network [8] divides keypoints into the hard and easy
level. It uses the feature pyramid architecture [25] as backbone
and divides the whole framework into the GlobalNet and
RefineNet, to locate the easy and hard keypoints respectively.
Our work follows the two-step framework [60] which based
on a simple encoder-decoder architecture and adopts a few
transposed convolution layers for generating high-resolution
representations. The top-down framework can achieve superior
performance as the object detection and single person pose
estimation develop.
B. Single Person Pose Estimation
It is much simpler than multi-person pose estimation and
only needs to obtain the body parts of a single person that
is already cropped in an image. Conventional methods for
single-person pose estimation are mostly based on pictorial
structure models [39], [45], [49], [54]. Since the DeepPose
[57] research, human pose estimation study has converted from
traditional methods to deep learning stage because of their
superior performance. Recent methods [20], [47], [52] have
achieved promising performance on recent popular datasets
[1], [26]. For single person pose estimation, their performance
are more rely on the person detector.
C. Multi-scale Feature Representations and Fusions.
From the traditional feature design [29] to deep learning
[15], [51], the multi-scale features have been widely used
in many research. A large receptive field is necessary for
obtaining multi-scale feature representations to locate joints at
different scales precisely. In the previous works for the multi-
person pose estimation, the large receptive field is achieved by
the architecture in the Convolutional Pose Machines [59] to
implicitly capture the spatial relations among different parts,
resulting in the progressively refined estimations. However,
low-level information is not considered well. Stacked Hour-
glass Networks [34] process the feature maps of all different
scales to capture various spatial relationships of different
resolutions, and adopt the skip connections to save information
at each resolution. But this model works at a cost of a
large amount of the computing resource and may not dig out
the information exhaustively. By the above observation, we
propose the FAM to aggregate the features at a granular and
lightweight level in the bottleneck and amplify the receptive
fields range for each network layer.
The multi-level feature fusion is crucial for the keypoint
localization as well. For example, Stacked Hourglass Networks
[34] fuse the different resolution feature maps in a dense
way and achieve a good performance. The Cascaded Pyramid
Network [8] preserve the high-level and low-level information
from the feature maps across different scales to obtain more
information. However, the above methods fuse the different
level features with connections in complex forms and concepts.
And it’s still hard to make a better result. Thus, we propose a
simple FFM to combine the high-level semantic information
with low-level features to enhance the global context informa-
tion.
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D. Decoding of Feature Representation.
The downsampling operations in CNN architectures lead
to the essential fine details (low-level information) missing,
which cannot be well recovered by the common up-sampling
operations. There are many methods propose to decode de-
tailed information which are generally lost in the downsam-
pling process. Bilinear upsampling operation is commonly
used [7], [62], due to its fast speed and efficient memory.
Another common used operation is deconvolution, in which
the unpooling operation use the stored pooling shifted from the
pooling to recover the essential information for visualization
[62]. As the FCN [28] illustrates, in the decoding stage place
the deconvolutional layer to generate result with the help
of the cascaded intermediate feature maps. DeconNet [36]
adopt deconvolutional layers in unpooling operation by using
the preserved pooled location. By the above observation, we
find that there are few existing methods pay attention to
the inevitable information missing during the encoding stage
for the keypoint localization. Except that, simple baseline
[60] method adopts a few transposed convolution layers for
generating high-resolution representations, which are vital
to recover more fine detailed information than the bilinear
interpolation. However, we think it still can result in some
detailed information missing, so we propose to use the DUC
[58] module to replace the deconvolutional layers to make
up for the missing details and obtain the final prediction.
Different from the recent HRNet [48], it connects high-to-low
resolution sub-networks in parallel and maintains the same
high-resolution horizontally so avoids the information loss
resulting from the upsampling. Our DUC module is mainly
designed for the most existing pose estimation methods that
adopt the up-sampling operations.
III. METHOD
In this section, we propose a novel EFAFNet to make
the localization more precisely. It can not only make use
of the context information fully but extract the rich dis-
criminative multi-scale features. In addition, the model can
recover more detailed information that is mostly missing in
the downsampling process. An overview of our proposed
framework is illustrated in Fig.2. Firstly, we briefly review the
Simple Baseline Network(SBN) [60] framework. After that,
we introduce the FASM, FFM and DUC module in detail.
A. Review Simple Baseline Network
Simple Baseline Network (SBN) [60] adopts three deconvo-
lution layers after the last convolution stage of the ResNet [14],
in which each deconvolution layer has 256 filters with 4 × 4
kernel size and stride is 2. Finally, a 1 × 1 convolution layer
is added to the deconvolution module to predict the keypoint
heatmaps.
B. FASM: Feature Aggregation and Selection Module
In order to extract informational and discriminative feature
of human parts, we design a Feature Aggregation and Selection
Module in each bottleneck block as shown in Fig.3. FASM
consists of FAM and FSM. The FAM extracts more multi-scale
features to enhance the feature representation ability of the
human body part information. FSM is followed by the FAM
operation, which is mainly used for adaptively highlighting the
discriminative joint features among different feature maps and
different locations. The detailed explanations are discussed in
followings.
1×1
x1 x2 x3 x4
y4y3y2y1
3×3
3×3
3×3
1×1
Location-sensitive
Selection
Channel-wise
Selection
+ 
Scale
+ 
X
X 
1×1
3×3
1×1
(a)
(b)
Fig. 3. The schema of the Bottleneck (a) and Feature Aggregation and
Selection Module(FASM) (b) which is composed of the Feature Aggregation
Module (the blue rectangle enclosed) and Feature Selection Module (the red
rectangle enclosed).
1) Feature Aggregation Module: Since human pose estima-
tion is a typical structure prediction problem, it is essential to
explore both local characteristics (such as some area around
the torsos) and global context information, which is benefit
to model the spatial relationship between joints. Accordingly,
a larger receptive field of network is preferable. To realize
the goals, FAM is proposed to extract robust features for
multi-scale stimuli for the network. Superior to most existing
methods that only consider coarse multi-scale information
across different layers of CNN frameworks, we also capture
fine-grained multi-scale information within each layer in a
lightweight way.
In each resblock, bottleneck structure [14] is applied, which
is a populer building block in many modern backbone CNNs
architectures, as shown in the Fig.3 (a). Our proposed multi-
scale FAM implements based on it. As shown in the blue
rectangle enclosed by dashed line at the top of the Fig.3 (b).
After the 1 × 1 convolution, we evenly split the feature maps
into 4 feature map subsets, denoted by xi, where i∈ 1, 2, 3,
4. Compared to the input feature map, each sub-map xi has
the same spatial size but the 1/4 number of channels. Besides
x1, each xi is plunged into a corresponding 3 × 3 convolution
Gi(), whose output is denoted as yi = Gi(xi). To characterize
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the fine-grained multi-scale information within each layer, we
connect the output of each sub-map in a residual-like manner.
The feature subset xi is added with the output of Gi−1(),
and then fed into Gi. If we want to reduce parameters, the
subset numbers will increase. Thus, we don’t apply the 3 × 3
convolution for x1. Thus, yi can be represented as:
yi =
{
xi, i = 1,
Gi(xi + yi−1), 1 < i ≤ s.
(1)
Intuitively, benefit from the connections between sub-maps,
each 3 × 3 convolutional operator Gi() could potentially
receive feature information from all feature splits xj , j≤ i.
Furthermore, the obtained feature yi will correspond to a larger
receptive field than the feature extracted by standard bottleneck
structure without FAM. In summary, FAM is effective to
obtain multi-scale features of detected persons, which takes
full advantages of local information of joints and global
relationship of different parts among human. In order to fuse
information across different scales fully, we concatenate all
branches and feed them into a 1 × 1 convolution. The split
and concatenation operation can use convolutions to extract
more robust features effectively. This module can reduce the
parameters of the whole model on the basis of accurate
localization.
2) Feature Selection Module: For the multi-person pose
estimation, the extracted human features about the locations
and semantics are possibly redundant. It’s not effective for
treating the contributions of different joint spatial locations and
channel information across feature maps equally. The different
keypoint locations corrsponding to different spatial informa-
tion for the human part. The different channels among different
feature maps related to the multi-level semantic information.
In order to highlight the discriminative information both in
the spatial location and channel context, we propose FSM,
which aims to learn location-sensitive weights β and channel-
wise weights α for each feature map respectively. The detailed
design of FSM is shown as Fig.3, the bottom half of the figure
enclosed by the red rectangle dashed line.
location-sensitive selection. Applying the whole feature
maps may lead to sub-optimal results due to the irrelevant
regions. Different from paying attention to the whole image
region equally, Location-Sensitive Selection (LSS) mechanism
attempts to adaptively highlight the part-related regions in the
feature maps.
Assuming the input of the LSS block is X ∈ RC×H×W
(the output of FAM), and the output of the location-sensitive
selection block is the location-sensitive weight β ∈ RH×W ,
the final discriminative enhanced feature maps mapping to
the human part location are X′ ∈ RC×H×W . The location-
sensitive weight β is generated by one convolution operation
W1 ∈ R1×1×C and another convolution operation W2 ∈
R1×1×1 , a relu operation followed by a sigmoid function
in the input X, i.e.,
β = Sigmoid(σ(W2(σ(W1(X))))) (2)
where W denotes the convolution weights, the σ represents
the relu activation function and Sigmoid means the sigmoid
activation function.
Finally, the learned location-sensitive weights β is rescaled
on the input X and then add back to the input to achieve the
final enhanced output X′.
x′i,j = xi,j + βi,j ⊗ xi,j , (3)
where ⊗ means the element-wise multiplication between the
i, j-th element of β and X in the joint location context.
channel-wise selection. Since convolutional filters operate
as the pattern detector. After the convolutional operation, each
channel of a feature map equals to the feature responses of the
corresponding filter. For the keypoint localization, different
channels of features in CNNs generate different response
to different parts among the whole body. This selection
mechanism produce a channel-wise vector by exploiting the
inter-channel relationship of features. It can be viewed as a
process of adaptively selecting the significant information for
the human among different feature maps. After that, we can
guide the network to eliminate the false results with the help
of the selected discriminative information.
The Channel-wise Selection (CS) module will assign larger
weight to channels which show high response to the human
body part. As shown in Fig.4.
To aggregate the feature map for each channel, we take
the X (the output of FAM) as the input of the channel-wise
selection and the output of the channel-wise selection vector
α ∈ RC , this vector softly encodes the global and local
information for different feature maps. Thus we acquire the
informative features X′ ∈ RC×H×W among the channel-wise
context.
The CS weight matrix is computed in two steps analogous
to the SE-Net [16] but is different from that. We observe
that the max-pooling operation can extract the distinctive
information to infer detailed channel-wise highlights. Thus,
we apply both average-pooling and max-pooling features si-
multaneously. Firstly, global average pooling is performed on
the input X to generate the global statistics Xave and then the
max pooling operation do the same operation we get the local
statistics Xmax. We combine them in the form of element-
wise add and concatenate respectively, and by comparing
the experimental results, we choose to use element-wise add
finally.
It is just as described as follows:
X = Xavg⊕Xmax, (4)
where the ⊕ is the element-wise add operation.
The channel-wise vector z ∈ RC , where the c-th element of
z is obtained by
zc =
1
H ×W
H∑
i=1
W∑
j=1
xc(i, j), (5)
where bc ∈ RH×W is the c-th element of the input X.
In the next step, a selecting mechanism with a sigmoid
activation is acted on the channel-wise statistics z, i.e.,
α = Sigmoid(W2(σ(W1(z)))), (6)
MULTI-PERSON POSE ESTIMATION WITH ENHANCED FEATURE AGGREGATION AND FUSION 6
where W1 ∈ RC×C and W2 ∈ RC×C represents two fully
connected layers, σ means the ReLU activation function.
Finally, the learned CS weights α is rescaled on the input
X and then add back to the input to achieve the final output
X′, i.e.,
x′c = xc + αc ⊗ xc, (7)
where ⊗ means the element-wise multiplication between the
c-th element of α and X in the channel-wise global context.
X
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Xweight
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Global 
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Fig. 4. Channel-wise Selection (left) and Location-Sensitive Selection(right).
Where X and X’ mean weighted feature and final enhanced feature respec-
tively, Xweight means weighting feature in this paper.
Some examples can reflect the FSM refinement process are
shown in Fig.8. We can see false alarms for different body
parts are reduced and heatmaps are corrected by selecting the
significant human body part regions. The FSM can correct the
initial estimation of the occluded or similar joints relying on
the discriminative location and channel-wise context informa-
tion.
3) Arrangement of the CS and LSS module: As shown
in Fig.3, assuming the input of residual bottleneck is X ∈
RC×H×W , the FSM is performed on the non-identity branch
of the residual module after FAM. The FSM act before add up
to the identity branch. The FSM is placed at the end of each
ResNet [14] block. There are different combination strategy of
the LSS and CS block in FSM. In particular, it can combine
in serial or parallel. We empirically confirm that exploiting
in parallel can greatly improve feature representation ability
compared to use the block sequentially. Thus we choose to
combine them in parallel.
The FAM applies on the input of the residual bottleneck
firstly and the feature selection is acted on the aggregated
features. All processes are summarized as follows:
F = A(X),
Y = X + (F + α⊗ F)⊕ (F + β ⊗ F),
X˜ = σ(X + Y),
(8)
where the function A(X) represents the FAM in the resnet
bottleneck, and the F represents the output of FAM from the
function A(X). The ⊕ means the element-wise add between
the CS and LSS output. The X˜ is the output feature maps with
the enhanced multi-scale discriminative feature information of
the human.
C. Feature Fusion Module
Actually, the spatial-resolution information and semantic
concepts can benefit each other. The deeper layers tend
to encode high-level semantic information, by contrast, the
shallower layers are more likely to capture more spatial
features and can better reconstruct spatial information just
like the design of the U-Net [43]. Feature fusion strategy is
often employed in multi-person pose estimation in different
forms and for different purposes. Many previous methods
[8], [25], [34] combine the low-level and high-level features
together. However, since the gap in semantic levels and
spatial resolutions, making it’s less effective to fuse different
level features directly. Our approach is related to the study
ExFuse [63]. For semantic segmentation, it narrows the gap
between spatial resolution and semantic-level features in a
different ways thereby progressively improve the segmentation
performance. Motivated by this, we propose to take more
spatial high-resolution structural feature into semantics and
more semantic information into high-resolution spatial features
in semantic embedding way to enhance the global context
information. In particular, for the spatial structural features,
we assign intermediate supervisions to the stages of encoder
network to make the spatial features encode more semantic
concepts. For the semantic-level features, we involve more
spatial information to guide the feature fusion in a semantic
embedding way. When we obtain the fused global context
information, we can better infer the invisible joints or detangle
the interacted joints.
Our FFM is shown as Fig.2, the green dashed line represents
taking the semantics into low-level spatial features and the
pink dashed line represents taking spatial low-level informa-
tion into high-level features respectively.
D. Dense Upsampling Convolution
Multiple approaches can decode more accurate informa-
tion which is generally lost in the downsampling process.
For the pose estimation, different methods use the different
upsampling forms to generate the final prediction heatmaps.
However, they may not consider that most of the frequently
used upsampling operations such as bilinear interpolation,
deconvolution, transposed convolution, depth-to-space, bicubic
upsampling etc cannot recover the detailed information leading
to the final performance decrease.
Given an input image X ∈ RC×H×W , the keypoint lo-
calization is to generate a heatmap with size H×W where
each pixel is the coordinate of the location. We feed the
image into ResNet [14] network and output the feature map
Rh×w×c before making predictions, where h = Hf ,w =
W
f ,
and f is the downsampling factor. The DUC directly adopts
the convolution on the feature maps output by the encoder
network and then to generate the pixel-wise prediction map
rather than pad zeros in the unpooling step just as the common
upsampling methods. Fig.2 depicts our model architecture
with a DUC module. The DUC is related to convolution
operation, which is performed on the feature map output by
ResNet [14] of Rh×w×c. Then get further output feature map
of dimension Rh×w×f2×N , where N is the total number of
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joints in the keypoint localization task. Each layer of the
convolution operation learns the prediction for each joint.
The output feature map is then reshaped to RH×W×N and
apply a softmax function. In the end, we apply an element-
wise argmax operation to get the final heatmap. The core of
DUC is to divide the whole heatmap into same f2 sub-parts
which have the same height and width as the incoming feature
map. That is, we transform the whole heatmap into a smaller
map with multiple channels. This operation lets us to apply
the convolution operation directly between the input feature
map and the output heatmaps without inserting extra values
in deconvolutional operation. Consequently, it can avoid some
detailed information missing in the process of the upsampling.
We can improve the final prediction result by handling with
the false alarms intrigued by inaccurate estimations to some
samples with those information.
IV. EXPERIMENTS
Our multi-person pose estimation framework follows the
top-down pipeline. First, we apply a human detector to pro-
duce all human bounding boxes in the image. Then for each
human bounding box, we apply our proposed network to
predict the corresponding human pose. The proposed method
is evaluated on two recent standard multi-person datasets
and a big new crowded datasets with large interaction and
crowd cases: MPII Human Pose benchmark [1], COCO 2017
Keypoints Challenge dataset [26] and CrowdPose dataset [23].
A. COCO Keypoint Detection
Datasets and Evaluation metric. To evaluate the proposed
method, we validate our model on the challenging COCO
keypoint benchmark [26]. Our models are only trained on
the COCO trainval dataset (includes 57K images and 150K
person instances) without using any other extra data. Ablation
studies are validated on the COCO minival dataset (includes
5K images). The final results are reported on the COCO test-
dev dataset (includes 20K images) compared with the public
state-of-the-art results. We use the standard evaluation metric
[26] that reports the OKS-based AP (average precision) in
the experiments, where the OKS (object keypoints similarity)
defines the similarity between the predicted heatmap and the
groundtruth heatmap.
Data Augmentation. We apply random flip, rotation, and
scale in our training stage. The flip value is 0.5. The scale
range is ([0.7 ∼ 1.3]), and the random rotation range is
([−40◦ ∼ +40◦]).
Training. Our model is implemented in Pytorch [38]. For
the training, 2 NVIDIA GPUs on a server are used. Adam [21]
optimizer is adpoted. The base learning rate is set to 5e−4,
and is decreased by a factor of 0.1 at 90 and 120 epochs, and
finally we train for 150 epochs. Actually, we train ResNet-50
based models take about 96 hours. The input size of the image
is resized to a fixed aspect ratio of height : width = 4 : 3, e.g.,
256 × 192 is used as the default resolution, the same as the
SBN [60].
In this paper, our ResNet backbone is initialized with
the weights of the public-released Imagenet [44] pre-trained
model. ResNet [14] backbones with 50, 101 and 152 layers are
experimented. For the different resolutions of the input image
(e.g., 256 × 192 and 388 × 284) we also conduct experiments.
The backbone ResNet-50 and the input size 256 × 192 is used
by default.
Human Detector and Testing. We use the same human
detector as that in the SBN [60]. It is based on Faster-RCNN
[42] with mAP of human category 56.4 AP. During testing,
Soft-NMS [2] is used to suppress duplicated bounding boxes.
As a common practice like [8], [60], for the flipped image we
average the predicted heatmap to get the keypoints location.
Each keypoint location is predicted by adjusting the highest
heatvalue location with offset from the maximum response to
the second largest response.
Results on COCO val2017. We compare our model with
the stacked Hourglass [34], CPN [8] and SBN [60] on the
COCO minival dataset as shown in Tab.I. The human detection
AP of the stacked Hourglass and CPN (57.2%) is higher
than ours (56.4%). Compared with the 8-stage Hourglass, our
model improves 5.9 AP, all approaches use an input size of
256×192. Our model outperforms the CPN [8] and SBN [60]
by 3.4 AP and 2.4 AP respectively for the input size of 256
× 192 and has an improvement of 2.2 AP and 1.6 AP for the
input size of 384 × 288. The qualitative visualization of the
improvements between our model and the baseline model is
shown in Fig.5 on the COCO minival dataset.
TABLE I
COMPARISON WITH THE 8-STAGE HOURGLASS [34], CPN [8] AND SBN
[60] ON THE COCO MINIVAL DATASET. * MEANS THE MODEL TRAINING
WITH THE ONLINE HARD KEYPOINTS MINING.
Models Input Size AP(OKS)
8-stage Hourglass [34] 256×256 67.1
8-stage Hourglass [34] 256×192 66.9
CPN [8] 256×192 68.6
CPN [8] 384×288 70.6
CPN* [8] 256×192 69.4
CPN* [8] 384×288 71.6
SBN [60] 256×192 70.4
SBN [60] 384×288 72.2
Ours*(ResNet-50) 256×192 72.8
Ours*(ResNet-50) 256×256 73.1
Ours*(ResNet-50) 384×288 73.8
As shown in Fig.6, our approach can make better perfor-
mance for pose estimation, although in challenging cases, (e.g.,
close-interactions in the first row, invisible joints generated by
occlusions in the last row) where SBN [60] cannot well deal
with.
Results on COCO test-dev 2017. Tab.II demonstrates the
results of our method in the test-dev dataset of the COCO
dataset. Our approach is obviously better than the exist-
ing promising approaches. Additionally, our small network,
EFAFNet, achieves an AP of 72.8. It outperforms almost
all the other top-down approaches under the same backbone
network, provides comparable results to the latest work HRNet
[48]. It designs a complex and robust deep high resolution
network that can extract the multi-scale features of human
better across multi-stage fusions and thus achieves the best
performance in the top-down methods. Compared to the SBN
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Fig. 5. Visual heatmaps of SBN [60] and our model on the COCO minival dataset. From left to right are input images, predicted heatmaps. The first row is
generated by our method, the second row is generated by SBN [60]. Best viewed in color
Fig. 6. Comparison of SBN [60] and our model on the COCO minival dataset.
From left to right are input images, SBN results, ours results. Best viewed in
color.
[60] with the same input size, our small and big models receive
2.4 and 1.2 improvements, respectively. Fig.9 illustrates some
qualitative results generated using our method.
B. MPII Human Pose Estimation
Datasets and Evaluation metric. The MPII Human Pose
dataset [1] consists of images taken from real-world activities
with full-body pose annotations. There are about 25K images
with 40K objects, where there are 12K objects for testing and
the remaining objects for the training set. The data augmenta-
tion and the training strategy are the same to COCO, except
that the input size is cropped to 256 × 256 for fair comparison
with other methods. For evaluation metric, the standard metric
PCKh [1] (head-normalized probability of correct keypoint)
score is used. The PCKh@0.5 score is reported in our result,
50% of the head size for normalization.
Testing. The testing procedure is almost the same to that
in COCO except that we adopt the standard testing strategy
using the provided person boxes instead of detected person
boxes.
Results on MPII Human Pose. Tab.III shows the
PCKh@0.5 results, we reimplement the SBN [60] by using
ResNet-50 as the backbone with the input size 256 × 256. Our
EFAFNet achieves a 98.2 PKCh@0.5 score, and outperforms
the stacked hourglass approach [34] and other methods [11],
[20], [47], [52], [61]. We also test our big network ResNet-
152 and obtained the best result 98.6. It proves that out model
can get superior performance in this dataset.
C. CrowdPose
Datasets and Evaluation metric. CrowdPose dataset [23]
contains 20K images in total and 80K human instances.
The CrowdPose dataset divides into three crowding levels
by Crowd Index: easy (0 ∼ 0.1), medium (0.1 ∼ 0.8) and
hard (0.8 ∼ 1). Its Crowd Index satisfies uniform distribution
in [0, 1]. CrowdPose dataset aims to promote performance
in crowded cases and make models generalize to different
scenarios. It uses the same evaluation metric as COCO.
Training and Testing. The data augmentation and the
training strategy are the same as COCO, except that the input
size is cropped to 256 × 192 for fair comparison with other
methods. The model is only trained on the CrowdPose training
set without using any extra data. The testing procedure is
almost the same as that in COCO except that the provided
human detector of SBN [60]is used for all methods to ensure
a fair comparison. We extend 30% along the height and width
directions of the detected human proposals for guaranteeing
that the person body part can be extracted completely .
Results on CrowdPose. The Tab.IV show the quantitative
results on CrowdPose test set. We can see that our method
improves 4 ∼ 5 mAP compared with most of the advanced
methods. It demonstrates the effectiveness of our proposed
method in crowded scenes. We also report the results on three
crowding levels as stated before in Tab.V, i.e., uncrowded,
medium crowded and extremely crowded. It demonstrates
that our method get more accurate results across all crowding
levels, meanwhile as the scenes are more crowded the relative
improvement increases .
Compared with the baseline SBN [60], our proposed ap-
proach has an significantly improvement and we also provide
comparable results to CrowdPose [23] across three crowding
levels. CrowdPose [23] surpasses our final model by 1 ∼ 2
AP. This can be attributed to their special design for handling
crowded scenarios. They add an additional global association
algorithm after performing the modified single person pose
estimation. Compared with them, our model can be trained in
an end-to-end manner without using any extra post-processing
method. We achieve comparable results with them in a more
efficient way, which can be attributed to our elaborate feature
representation and effective decoding. Additionally, there are
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TABLE II
COMPARISON OF FINAL RESULTS ON THE COCO TEST-DEV DATASET.TOP: METHODS IN THE LITERATURE, TRAINED ONLY WITH THE COCO TRAINVAL
DATASET. MIDDLE: RESULTS SUBMITTED TO THE COCO TEST-DEV LEADERBOARD [32]. * MEANS THAT THE METHOD INVOLVES EXTRA DATA FOR THE
TRAINING.+ INDICATES THE RESULTS USING THE ENSEMBLED MODELS. BOTTOM: THE RESULTS OF OUR SINGLE MODEL, TRAINED ONLY WITH THE
COCO TRAINVAL DATASET.
Method Backbone Input Size AP AP .5 AP .75 AP (M) AP (L) AR
CMU-Pose [6] - - 61.8 84.9 67.5 57.1 68.2 66.5
Mask-RCNN [13] ResNet-50-FPN - 63.1 87.3 68.7 57.8 71.4 -
Associative Embedding [33] - 512×512 65.5 86.8 72.3 60.6 72.6 70.2
G-RMI [37] ResNet-101 353×257 64.9 85.5 71.3 62.3 70.0 69.7
CPN [8] ResNet-Inception 384×288 72.1 91.4 80.0 68.7 77.2 78.5
RMPE [12] PyraNet 320×256 72.3 89.2 79.1 68.0 78.6 -
Integral Pose Regression [50] ResNet-101 256×256 67.8 88.2 74.8 63.9 74.0 -
MultiPoseNet [22] - - 69.6 86.3 76.6 65.0 76.3 73.5
CSANet [46] ResNet-101 384×288 73.8 91.7 81.4 70.4 79.6 80.3
SBN [60] ResNet-101 384×288 73.2 91.4 80.9 69.7 79.5 78.5
SBN [60] ResNet-152 384×288 73.8 91.7 81.2 70.3 80.0 79.1
HRNet [48] HRNet-W48 384×288 75.5 92.5 83.3 71.9 81.5 80.5
FAIR Mask R-CNN* [32] ResNet-101-FPN - 90.4 77.0 64.9 76.3 75.2
G-RMI* [32] ResNet-152 353×257 71.0 87.9 77.7 69.0 75.2 75.8
oks* [32] - - 72.0 90.3 79.7 67.6 78.4 77.1
bangbangren*+ [32] ResNet-101 - 72.8 89.4 79.6 68.6 80.0 78.7
CPN+ [32] ResNet-Inception 384×288 73.0 91.7 80.9 69.5 78.1 79.0
HRNet* [48] HRNet-W48 384×288 77.0 92.7 84.5 73.4 83.1 82.0
Ours ResNet-50 256×192 72.8 91.5 80.5 69.0 77.1 76.4
Ours ResNet-50 384×288 73.8 91.6 81.5 70.7 79.6 77.4
Ours ResNet-101 256×192 73.5 91.6 81.6 70.6 78.2 77.2
Ours ResNet-101 384×288 74.5 91.7 81.9 71.1 78.7 78.6
Ours ResNet-152 256×192 74.2 91.8 82.1 71.3 79.1 77.9
Ours ResNet-152 384×288 75.0 92.0 82.2 71.6 80.2 79.4
TABLE III
RESULTS ON MPII TEST SET
Method Head Shoulder Elbow Wrist Hip Knee Ankle Total
Insafutdinov et al. [17] 96.8 95.2 89.3 84.4 88.4 83.4 78.0 88.5
Wei et al. [59] 97.8 95.0 88.7 84.0 88.4 82.8 79.4 88.5
Bulat et al. [4] 97.9 95.1 89.9 85.3 89.4 85.7 81.7 89.7
Newell et al. [34] 98.2 96.3 91.2 87.2 89.8 87.4 83.6 90.9
Sun et al. [47] 98.1 96.2 91.2 87.2 89.8 87.4 84.1 91.0
Tang et al. [53] 97.4 96.4 92.1 87.7 90.2 87.7 84.3 91.2
Ning et al. [35] 98.1 96.3 92.2 87.8 90.6 87.6 82.7 91.2
Luvizon et al. [30] 98.1 96.6 92.0 87.5 90.6 88.0 82.7 91.2
Chu et al. [11] 98.5 96.3 91.9 88.1 90.6 88.0 85.0 91.5
Chou et al. [10] 98.2 96.8 92.2 88.0 91.3 89.1 84.9 91.8
Chen et al. [9] 98.1 96.5 92.5 88.5 90.2 89.6 86.0 91.9
Yang et al. [61] 98.5 96.7 92.5 88.7 91.1 88.6 86.0 92.0
Ke et al. [20] 98.5 96.8 92.7 88.4 90.6 89.3 86.3 92.1
Tang et al. [52] 98.4 96.9 92.6 88.7 91.8 89.4 86.2 92.3
SBN et al. [60] 98.5 96.6 91.9 87.6 91.1 88.1 84.1 91.5
HRNet et al. [48] 98.6 96.9 92.8 89.0 91.5 89.0 85.7 92.3
Ours 98.6 96.8 92.3 88.2 91.3 88.6 85.0 92.0
no other methods reporting experiment result on CrowdPose
to our knowledge. The qualitative visualization on CrowdPose
dataset is depicted in Fig.7.
D. Ablation Study
In this section, we will decompose our proposed EFAFNet
to analyse the effect of each sub module step by step.
Moreover, we make all comparisons by experiment on COCO
val2017 dataset. We adopt the input size 256 × 192 of all
our models, and the ResNet-50 is adopted for our default
backbone.
1) FASM: Feature Aggregation and Selection Module: In
this subsection, we will discuss the effect of the FASM. The
whole module is made up of two parts: FAM and FSM. We
will analyse their effectiveness respectively.
Feature Aggragation Module Pose estimation is a kind of
sparse object detection. The multi-scale representation ability
is vital for object detection. Therefore, it’s important for the
the regression task to possess rich multi-scale representation.
We use the SBN [60] as the baseline method, and replace
the bottleneck of the backbone network ResNet [14] with our
proposed FAM, while keeping other configurations unchanged.
The performance of AP on COCO minival dataset is shown
in Tab.VI. From the result, we can see that the model with the
FAM achieves the AP of 70.9 AP. It indicates that when only
using the FAM, our model outperforms the baseline SBN [60]
by 0.6 AP.
Feature Selection Module In this experiment, we explore
the effects of different implementation orders of the LSS and
the CS block in the residual bottleneck. As shown in Tab.VI,
the FSM achieves the AP of 71.5. It indicates that when
only using the FSM, our model outperforms the baseline SBN
[60] by 1.1 AP. This demonstrates this module make a big
difference for the task. And from Tab.VII we confirm that
the best-combining strategy is in parallel, which can further
improve the accuracy.
To interpret our FSM clearly, we visualize the estimated
heatmaps with the FSM as shown in Fig.8. Besides, we
observe that FSM can solve many false alarms that happen
in previous heatmaps caused by intertwined people, occlusion,
and inaccuracy to localize the discriminative body parts more
precisely.
2) Is Feature Fusion Enhanced ?: Here we discuss the
feature fusion module used in our network. The effect of FFM
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TABLE IV
RESULTS ON CROWDPOSE TEST SET
Models mAP @0.5:0.95 mAP @0.5 mAP @0.75 mAR @0.5:0.95 mAR @0.5 mAR @0.75
Mask R-CNN [13] 57.2 83.5 60.3 65.9 89.5 69.4
AlphaPose [12] 61.0 81.3 66.0 67.6 86.7 71.8
SBN [60] 60.8 81.4 65.7 67.3 86.3 71.8
CrowdedPose [23] 66.0 84.2 71.5 72.7 89.5 77.5
Ours 64.2 82.2 69.5 70.7 87.7 75.5
Fig. 7. Qualitative results of our model on the CrowdPose dataset. Our method can deal with challenges include appearance variation (the top-row), occlusion,
clustered (the top-left results), and non-standard poses (the top-right results).
TABLE V
RESULTS ON CROWDPOSE TEST SET. TEST SET IS DIVIDED INTO THREE
PARTS. FPS COLUMN REPORTS THE SPEED ON THE WHOLE TEST SET.
SINCE THE DATASET IS QUITE YOUNG, ONLY A FEW WORKS REPORT
RESULTS ON IT
Method APeasy APmedium APhard FPS
OpenPose [6] 62.7 48.7 32.3 5.3
Mask R-CNN [13] 69.4 57.9 45.8 2.9
AlphaPose [12] 71.2 61.4 51.1 10.9
SBN [60] 71.4 61.2 51.2 -
CrowdedPose [23] 75.5 66.3 57.4 10.1
Ours 73.6 63.7 55.6 7.9
TABLE VI
ABLATION STUDY OF EACH COMPONENT ON THE COCO MINIVAL
DATASET.
Method FAM FSM FFM DUC AP(OKS)
SBN [60](baseline) 70.4
SBN [60]+FAM
√
70.9
SBN [60]+FSM
√
71.5
SBN [60]+FFM
√
70.9
SBN [60]+DUC
√
70.6
Ours(ensembled)
√ √ √ √
72.8
is shown in Tab.VI. The fusion strategy is not always achieve
the good performance only if the proper low-level encoder
convolution layer concatenates with the high-level decoder
layer. The feature maps with different scales extracted from the
ResNet [14] backbone denote as Conv-2 ∼ 5. In the decoder
TABLE VII
ABLATION STUDY OF THE DIFFERENT IMPLEMENTATION OF CS AND LSS
ON THE COCO MINIVAL DATASET. CS DENOTES THE CHANNEL-WISE
SELECTION , LSS DENOTES THE LOCATION-SENSITIVE SELECTION.
Method AP(OKS)
SBN [60](baseline) 70.4
SBN [60]+CS+LSS 70.8
SBN [60]+LSS+CS 71.1
SBN [60]+CS&LSS in parallel 71.5
stage, we combine the low-level (Conv2) feature maps with
the high-level (Conv5) feature maps together. The proposed
EFAFNet makes a considerable result increase of 0.5 AP,
compared with the baseline model. The comparison implies
our insights of feature fusion indeed.
3) Dense Upsampling Convolution: Here, we analyse the
effect of DUC based on baseline framework. In this module,
we can change the dimension of the top ResNet output feature
maps. We assume that the dimension of the output layer is 64
× 64 × 17 in the baseline model (17 is the joint number), and
for the same layer with DUC dimension is 64 × 64 × (r2 ×
17) where the r is the downsampling rate of the model (r =
8 in our paper). We reshape the predicted heatmap to 512 ×
512 × 17. This module increase few parameters compared to
the previous model. When we train this model of DUC, we
adopt the similar set with the baseline model and train for 50
epochs, and finally achieve a AP of 70.6 on the COCO minival
dataset as shown in TabVI, a 0.2 AP increase compared to the
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Fig. 8. Instances of the proposed FSM solve various false alarm challenges
occured in previous heatmaps. (A) and (C) show the previous heatmaps
of baseline w/o FSM. (B) and (D) show the refined heatmaps of different
human body parts through adaptively selecting the discriminative location and
channel-wise context information, which can reduce false alarms intrigued by
incorrect estimations. The deeper the color corresponds to the larger value of
the weight. (Best viewed in color).
baseline model.
4) Bottleneck: The effective location to apply FASM: We
empirically exploit the most effective location to apply our
FASM is the bottleneck of the model. The previous work
SE-Net [16] mostly concentrate on making their contribution
in the convolution blocks instead of the bottlenecks. By com-
paring different model performance in different locations on
COCO minival dataset. We can conclude that applying the
FASM at the bottleneck can achieve best result considering
the speed and accuracy trade-offs just as shown in Tab.VIII.
In most cases, we achieve better accuracy at a little overhead
cost.
TABLE VIII
COMPARISON OF FASM IN DIFFERENT POINTS. FASM-C DENOTES
WHERE THE MODULE IS INSERTED TO CONVOLUTION BLOCK.
Model Params GFLOPs AP
SBN [60] 34.0M 8.90 70.4
SBN [60]+FASM-C 39.28M 10.52 70.8
SBN [60]+FASM(Our) 37.0M 9.23 71.5
5) Human Detection Performance: Tab.IX shows the rela-
tionships between the human detection result and the corre-
sponding pose estimation performance on the COCO minival
dataset. Our model and SBN [60] are compared in this exper-
iment. Both models are trained with the ResNet-50 backbone
and the 256 × 192 input size. The SBN [60] adopts the Faster-
RCNN [42] as the human detector, which reports the human
detection AP 56.4 in their paper. We adopt the same human
detector with them for fair comparison. Additionally, we also
use the human detection results provided by the CPN [8]
(reports the human detection AP 57.2) for comparison.
From the Tab.IX we can see that the pose estimation AP
gains increasingly when the human detection AP increases.
For example, when the human detection AP increases from
TABLE IX
COMPARISON OF POSE ESTIMATION METHODS WITH DIFFERENT HUMAN
DETECTORS ON THE COCO MINIVAL DATASET. ALL POSE ESTIMATION
METHODS ARE TRAINED WITH THE RESNET-50 BACKBONE AND THE
256×192 INPUT SIZE.
Pose Method Det Method Human AP Pose AP
SBN [60] Faster-Rcnn [42] 56.4 70.4
CPN [8] - [8] 57.2 69.4
RMPE [12] SSD-512 [27] 55.5 70.3
Ours Faster-Rcnn [42] 56.4 72.8
Ours - [8] 57.2 73.5
56.4 to 57.2, the pose estimation AP of our model increases
from 72.8 to 73.5. However, although the human detection
AP 57.2 of the CPN [8] (besides the human detection AP
62.9 of the CPN [8] depicted on the COCO test-dev dataset)
is higher than ours 56.4 AP, the pose estimation AP 69.4 of
the CPN [8] is lower than ours 72.8 AP. It shows our pose
estimator is superior even when equipped with less accurate
human detector.
6) Online Hard Keypoints Mining: We examine the loss
used in our network. In particular, the mean squared error
(MSE) is adopted as out loss function of the model to
compare the predicted heatmaps and the groundtruth heatmaps
difference. We adopt 2D Gaussian with standard deviation of
1 pixel centered on the groundtruth location of each keypoint
to produce the groundtruth heatmaps. The OHKM strategy is
only calculate the top R (R < K) keypoints losses of K ( K
is the total number of labeled keypoints, say 17 in this case).
The effect of value R is shown in Tab.X. We achieve the best
performance when R=8. Therefore, we set the value of R is
8 in this case.
TABLE X
COMPARISON OF MODELS OF HARD KEYPOINTS NUMBERS IN ONLINE
HARD KEYPOINTS MINING STRATEGY
R 7 8 11 13 15 16
AP(OKS) 71.3 72.8 71.2 71.6 71.2 72.3
7) Effect of Data Pre-processing: Here, we discuss the
effect of the input sizes of our EFAFNet. All methods use
the same backbone of the ResNet-50. As Tab.XI illustrates,
we can find that our model outperforms the SBN [60] by 2.4
AP when the input size of 256 × 192. The AP increase 1.6
when the input size is 384 × 288.
TABLE XI
EFFECT OF INPUT SIZE OF THE IMAGE.* MEANS THE MODEL TRAINING
WITH THE ONLINE HARD KEYPOINTS MINING.
Models Input Size AP(OKS)
SBN [60] 256×192 70.4
SBN [60] 384×288 72.2
Ours*(ResNet-50) 256×192 72.8
Ours*(ResNet-50) 256×256 73.1
Ours*(ResNet-50) 384×288 73.8
8) Effect of Backbone Network: As we all know, the back-
bone model become deeper, the performance can be better. We
use the ResNet-50, ResNet-101, and ResNet-152 backbones
MULTI-PERSON POSE ESTIMATION WITH ENHANCED FEATURE AGGREGATION AND FUSION 12
conduct experiments with the input image size of 384 × 288.
Tab.XII shows that the backbone change from ResNet-50 to
ResNet-101 and ResNet-152 the AP increase is 0.7 and 1.2
respectively.
TABLE XII
COMPARISON OF MODELS OF DIFFERENT BACKBONE
Models Input Size AP(OKS)
8-stage Hourglass [34] 256×192 66.9
Ours(ResNet-50) 384×288 73.8
Ours(ResNet-101) 384×288 74.5
Ours(ResNet-152) 384×288 75.0
V. CONCLUSION
In this paper, we handle the multi-person pose estimation
with the top-down pipeline. The Feature Aggregation and
Selection Module (FASM) embedded in residual bottleneck
is designed to adaptively highlight the discrimination of the
multi-scale features, for precise joint location and rich spatial
context. The Feature Fusion (FF) strategy bridges the gap
between semantic information and spatial structural features in
semantic embedding to make them reinforce each other. The
Dense Upsampling Convolution (DUC) module is proposed to
produce elaborate prediction on feature maps to help recover
detailed keypoint information. Overall, our model achieves
outstanding performance consistently on popular multi-person
pose estimation datasets, especially a dataset in crowded
scenes.
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