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ABSTRACT 
An important object of vibration and noise reduction and control is to identify and localize the vibration and 
noise sources. Many inverse methods, like Nearfield Acoustic Holography, have been developed in acoustics 
in the last decades. Among others, the iPTF method, allows the reconstruction of the acoustic fields (pressure, 
velocity, intensity) directly on the vibrating structure surface even when it has a complex shape. In addition, 
measurements can be done in non-controlled acoustic environments. The concept of iPTF is based on the 
application of Green's identity on any closed virtual volume defined around the source. The reconstruction 
of sound source fields combines discrete acoustic measurements performed at accessible positions around 
the source with acoustic impedance matrices.  
In the present work, blind identification of the vibratory fields is proposed. The “blindness” has here two 
meanings:  
- the identification of the velocity field of a vibrating structure can be blind if obstacles mask parts of the 
structure to characterize.  
- the identification can be blind if the velocity field is the result of the combination of several unknown 
sources and if one wants to separate the contribution of each source.  
Some numerical and experimental results will be shown to illustrate both aspects of the blind identification. 
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1. INTRODUCTION 
The source identification in the presence of obstacles is a matter of relevance for industrial 
applications. In automotive industry, it would be valuable to retrieve the velocity field of a source that 
is intricately located with other structures partially blocking its accessibility. This situation is mostly 
encountered in the gearbox and engine compartments of a vehicle. In the present study, a method 
called “inverse Patch Transfer Function” (iPTF) (1-3) is used to handle this task.   
The iPTF method is able to identify the vibration velocity of irregularly shaped sources in a non-
controlled acoustic environment (reverberant room, stationary disturbing sources, etc.). The objective 
of this present work is to demonstrate numerically how to use the iPTF method to identify the velocity 
field of a source masked by a rigid obstacle. A test case is proposed where an obstacle located at 1 cm 
in front of the vibrating structure is masking 45% of its surface. The remarkable quality of the 
reconstructed field compared to the reference computation demonstrates the capability of iPTF method 
to handle the presence of masking obstacles.  
In addition, introduction of blind separation techniques in iPTF method should allow to distinguish 
velocity fields produced by different vibration sources. The last section is dedicated to show how the 
approach is used to separate the various phenomena that lead to the noise generation. 
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2. THEORETICAL BACKGROUND OF THE IPTF METHOD 
The following example in Figure 1 gives a brief description of iPTF method. Details of theoretical 
derivation have been presented in Ref. (3).  
 
  
Figure 1 – Normal velocity reconstruction of a plate in a noisy environment in the presence of an 
obstacle 
 
Let assume the source represented by the surface 6 vibrates with a known velocity field in a semi-
infinite medium. The iPTF method is based on the definition of an arbitrary virtual acoustic cavity 
surrounding the source to identify (see Figure 1). The virtual acoustic cavity Ω engulfs an obstacle of 
surface 6’’’. This virtual cavity is thus delimited by the surfaces 6’, 6’’ and 6’’’ with corresponding 
points Q’, Q’’ and Q’’’ (see Figure 1). Moreover, disturbing (stationary) sources might exist but must 
be excluded from the virtual cavity Ω. The acoustic problem is governed, in this acoustic domain, by 
the Helmholtz equation. On boundaries, a normal harmonic particle velocity  ௡ܸ݁௝ఠ௧  is imposed on 
the source surface, while the normal harmonic particle velocity ௡ܸ௥௔ௗ݁௝ఠ௧   on the virtual acoustic 
surface ߑᇱᇱ results from the radiation of the source in the acoustic medium. The corresponding particle 
velocities on the obstacle surface ߑᇱᇱᇱ and platform surface ߑᇱ are zero. This is because they are 
assumed to be rigid. Consequently, the virtual cavity problem to solve is given by Equation 1.  
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 (1) 
where ο is the Laplacian operator,  ߲Ȁ߲݊ the normal derivative outwardly directed, ߱ is the angular 
frequency, ݌ is the acoustic pressure and ݇ is the acoustic wavenumber. As detailed in Refs. (1-3), 
this system of equations can be solved introducing acoustic impedance transfer functions and dividing 
the surfaces into element surfaces called patches. Therefore, the pressure  ݌ሺܰሻ at point ܰ can be 
expressed as  
݌ሺܰሻ ൌ෍ ܼே௝ തܸ௝
ே೘
௝ୀଵ
൅෍ ܼே௟ തܸ௟
ேೞ
௟ୀଵ
 (2) 
where         
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The subscripts ܰ, ݆ and ݈ denote respectively a point inside the virtual volume, a patch of the 
source surface Σ and a patch of the virtual surface Σ′′. ߶௡ሺܰሻ are the mode shapes of the virtual cavity 
with rigid walls. ߉௡  is the norm of the n-th mode shape. The notation ۃܺۄ݈  represents the space 
average of the variable ܺ on patch ݈ and ܣ݈ is the surface of the patch ݈. ݇݊ is the real acoustic 
wavenumber at the eigen angular frequency ߱݊, ݇כ is the complex wave number. The terms ܼே௝  and 
ܼே௟ are the acoustic impedances. Equation (2) permits the calculation of the pressure at a point ܰ 
using the velocities of the patches. For a sake of simplicity, Equation 2 is rewritten under matrix form 
when handling several points i in the virtual cavity  
ሼ ௜ܲሽ ൌ ൣܼ௜௝൧൛ ௝ܸൟ ൅ ሾܼ௜௟ሿሼ ௟ܸሽ (4) 
The aim of the iPTF method is to identify the source velocities ሼ ௟ܸሽ. For that purpose, one uses 
Equation 4, which after simple matrix manipulation allows to compute source velocities as  
ሼ ௟ܸሽ ൌ ሾܼ௜௟ሿିଵ൫ሼ ௜ܲሽ െ ൣܼ௜௝൧൛ ௝ܸൟ൯ (5) 
The acoustic patch impedance matrices of the volume defined by surfaces Σ and Σ′′ are computed 
using Equation 3 and the eigenmodes extracted with a standard finite element solver. The pressure 
and velocity vectors of Equation 5 are measured in the virtual acoustic cavity ߗ and on the virtual 
surface Σ′′ respectively. The matrix ሾܼ௜௟ሿ is often ill-conditioned and a regularization technique has 
to be used to invert it. The solution is found using Tikhonov regularization and the maximum of 
curvature of the L-curve is used to define the best regularization parameter – e.g. see Refs. (2, 4, 5).  
3. NUMERICAL VALIDATION  
For this numerical validation, the identification is performed on a simply supported plate excited 
by a harmonic point force as presented in Figure 2. The plate is 0.6m long, 0.4m wide, and 2mm thick, 
and it is made of aluminium (Young’s modulus  ܧ ൌ ͹ǤͲ ൈ ͳͲଵ଴  Pa; density ߩ ൌ 2700 kg/m3; 
Poisson’s ratio ߥ ൌ 0.35; damping ߟ ൌ 0.01). The plate is excited by a unit point force located at 
point (0.15; 0.15) m on the frequency band [100:500] Hz with frequency step of 25 Hz. 
In the following example, the plate is partially masked by a rigid obstacle. As can be seen in Figure 
2, this obstacle has an ovoid shape and is located really close to the plate (1 cm). This impl ies that no 
measurement can be done in this non-accessible zone. The aim of this example is to demonstrate that 
the iPTF method is able to handle the presence of an obstacle and still able to reconstruct the velocity 
field on the surface of the masked structure.  
3.1 Measurement Step (Numerical Experiment) 
To identify the source velocity field using the iPTF method, it requires measurement and numerical 
data. The measurement data are the set of pressure measurements taken randomly inside the virtual 
volume and the set of velocity measurements on the virtual surface patches. These measurements are 
usually done by physical experiments, but in present work they are simulated. The radiated field 
obtained at the measurement step has been provided by a numerical experiment performed using 
ACTRAN software (6).  
The virtual acoustic surface Σ’’ is made of the surfaces of a rectangular box (0.8 x 0.6 x 0.4) m 
open to the bottom. It is divided into 416 patches of size 0.05m. The plate is divided into 600 patches 
each of size 0.02 m. A set of 600 random field points are selected such that they are a least 0.02 m 
from the surfaces of the source and virtual cavity. In all there were 416 velocity measurement points 
(in red) on the virtual surface and 600 pressure measurement points (in blue) in the acoustic cavity. 
The number of measurement points is voluntarily high to avoid questions raised by the use of an 
underdetermined problem. The obstacle is positioned between the source and these measurement 
points as shown in Figure 2. The pressure and velocity quantities are recorded from their 
corresponding field points as shown in Figures 3 and 4 respectively.   
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              (a)                                                    (b) 
Figure 2 – Geometric set up in ACTRAN software used in the acoustic radiation generation (blue 
points: field points in the virtual volume; red points: field points on the centroid position of the 
virtual surface patches; orange ovoid: obstacle; grey rectangle: plate; red arrow: point force; blue 
triangle: plate support; grid box: virtual surface patches). (a) 3D view; (b) Y-Z view. 
 
 
             (a)                                           (b) 
Figure 3 – The radiated pressure (dB, ref = 2e-5 Pa) at 125Hz. (a) Y-Z section view of the acoustic 
radiated pressure field map. (b) Pressure field map of the random field points inside the virtual 
volume. 
 
 
              (a)                                            (b) 
Figure 4 – The acoustic particle velocity (dB, ref = 1e-9 m/s) at 100Hz. (a) the X-Z section view of 
the acoustic radiated velocity field map; (b) field map of the outward normal velocity acting on the 
centroids of the virtual surface patches.  
 
The second set of data are the numerical data which are obtained by performing modal response 
analysis and finite element analysis of the virtual volume and its associated boundary surfaces (virtual 
surfaces and source surface) and the chosen random field points. The Neumann boundary condition is 
imposed on all boundary surfaces (2). This implies that the surrounding surfaces of the virtual cavity 
are assumed rigid. Obviously, this virtual cavity with rigid wall does not physically exist, it is only 
chosen for theoretical convenience as a basis for acoustic impedance decomposition (3). The eigen-
modes of the virtual cavity with these rigid walls are computed up to 4250Hz (971 modes).  
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        (a)                          (b)                         (c)                         
Figure 5 – Definition of the virtual acoustic cavity model. (a) unmeshed model of the virtual 
acoustic cavity; (b) 3D volume mesh of virtual acoustic cavity; (c) cut through of the virtual 
acoustic volume mesh revealing the position of the obstacle.  
 
        
    (a)                           (b)                  (c)     
Figure 6 – Definition of the surfaces delimiting the virtual acoustic cavity used in the modal 
response analysis. (a) upper part of the 2D meshed virtual surface; (b) lower part of the 2D meshed 
virtual surface. (c) 2D surface mesh of the source.  
 
 
        
(a)                            (b)                             (c) 
Figure 7 – The real part of the modal pressure maps at an eigenfrequency of 353Hz. (a) pressure 
map of the upper part of the 2D meshed virtual surface; (b) pressure map of 2D meshed source 
surface mesh; (c) the random field points inside the virtual volume.  
 
3.2 Identification Step 
The velocity field is identified using Equation (5) and the previously detailed data. It is important 
to note that the surface of identification corresponds to the surface of the plate, thus from the principle 
of continuity, the particle velocity is equal to the structural velocity of the plate. The computed plate 
and identified velocity fields are compared in terms of the norm velocity as presented in Figure 8. 
These results demonstrate that even in such an extreme case (45% of the structure is masked by a very 
close rigid object), the iPTF process can provide satisfactory results for this kind of blind 
identification. 
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(a)                                       (b) 
    
(c)                                      (d) 
    
(e)                                      (f) 
Figure 8 – The norm of the velocity field (a) computed on plate (reference) at 100Hz; (b) identified 
by iPTF at 100Hz; (c) computed on plate (reference) at 175Hz; (d) identified by iPTF at 175Hz; (e) 
computed on plate (reference) at 475Hz; (f) identified by iPTF at 475Hz. The tilted ellipse is the 
outline projection of the obstacle onto the plate.  
 
4. SOURCE SEPARATION TECHNIQUES 
In general, the iPTF method is able to identify radiated acoustic field based on phenomena leading 
to its generation. It is of interest to separate the partial contributions of the different phenomena that 
contribute to the overall radiated acoustic field. The phenomena in this context relates to the different 
sound sources (the mechanisms that lead to the excitation). A practical industrial example is the engine 
noise in a car. This radiated engine noise results from the mixture of many complex noises produced 
by various sources such as combustion, injection, compression and exhaustion. These are referred to 
as the phenomena. Pertaining to this work, the different phenomena will be blindly separated (which 
implies that there is no prior information about these phenomena). Some approaches, known as Blind 
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Source Separation (BSS) (7, 8) techniques will be evaluated in the context of iPTF method. BSS 
involves the task of ‘blindly’ recovering a set of unknown signals, the so-called sources from their 
observed mixtures, based on very little to almost no prior knowledge about the source characteristics 
or the mixing structure (9). The goal of BSS is to process multi-sensory observations of an inaccessible 
set of signals in a manner that reveals their individual (and original) form, by exploiting the spatial 
and temporal diversity, readily accessible through a multi-microphone configuration (8). Algebraically, 
most linear BSS models can be expressed as the following specific matrix factorization (10) 
Y = AX +W (6) 
where Y is m×n observed mixture matrix, A is m×r mixing matrix, X is r×n source signal matrix, W 
is m×n noise signal matrix, and m, r and n stand for the number of observations, the number of sources, 
and the number of samples, respectively.  
In present work, two ways to implement BSS are proposed. The first approach involves measuring 
acoustic field signals (particle velocities and pressure) with set of microphones directly from a 
vibrating structure. The measured acoustic data is used as the input Y, the observed mixture matrix. 
With the use of appropriate BSS method, X, the source signal matrix is retrieved. The second approach 
is similar to the CLEAN algorithm (11, 12) and an overview to this approach is illustrated in Figure 
9. 
 
Figure 9 – Flowchart of the proposed separation algorithm routine with illustrative images. This is 
an image processing technique of the iPTF map.  
 
The proposed algorithm aims to extract the sources using the iPTF velocity map and source prior 
information (sources coupling level and location). The iPTF velocity map can be viewed as a 
collection of patched sources. The quest is to recover the source image from the iPTF velocity map 
using a set of imaging processing techniques. The present sources are assumed to be spatially 
disjointed. The process begins with the identification of the patch with the highest energy level in the 
iPTF map. In an iterative process, this highest energy patch is subtracted from the iPTF velocity map. 
A delta function whose peak intensity and location equals highest energy patch (known as a source 
component) is saved to a separate image. What remains of the iPTF velocity map distribution (the 
‘residual’ image) is fed back into the iterative loop and the cycle repeats until a stopping criterion is 
reached; usually a predetermined threshold value. By this method, the source components build up as 
a series of delta functions whose positions and intensities directly relate to the patched sources of 
iPTF velocity map. The source components and the residual image are combined using the k-means 
clustering algorithm (13) to generate the final source image.  
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5. CONCLUSIONS 
In this article, iPTF has been used to identify velocity fields in the presence of obstacle. The main 
advantage of the method is the combined use of the integral formulation, FEM and measurements, 
which allows to overcome inherent limitations of classical methods. This paper gave an overview of 
the theoretical background and the numerical measurement methodology. To prove the method  
efficiency, a numerical validation was set up with a simple supported plate partially masked by a rigid 
obstacle. This identification has been compared to plate structural velocity. The results show a good 
comparison, which confirms the expected advantages, and demonstrate the applicability of  the iPTF 
method.  
The last part of the presented article presents a first thought on how to introduce blind source 
separation techniques in the context of iPTF method. 
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