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We prove a representation theorem for complete MV-algebras endowed with a Hausdorff
order continuous (o.c.) locally convex topology which admits a 0-neighbourhood base
consisting of sublattices and deduce from this a representation theorem for Hausdorff o.c.
locally solid Dedekind complete -groups which admits a 0-neighbourhood base consisting
of sublattices.
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1. Introduction
In recent years there appeared some articles containing results for measures with values in a Hausdorff o.c. locally
solid Dedekind complete -group which admits a 0-neighbourhood base consisting of sublattices (see [6–8], [2, Section 3]).
It is natural to ask whether these -groups can be characterized. It turns out that such -groups can be embedded in
a product RA endowed with a topology which agrees on order bounded sets with the product topology (Theorem 3.4). As
a consequence, results for measures with values in these groups can be reduced to the real-valued case.
In Section 2 we ﬁrst present a representation theorem for complete MV-algebras endowed with a Hausdorff o.c. locally
convex topology which admits a 0-neighbourhood base consisting of sublattices (Theorem 2.5). This is the main tool to
characterize the class of locally solid -groups mentioned above (Theorem 3.4). Finally we brieﬂy show how the main result
of [8], the group-valued version [8, Theorem 5.1] of Alexandroff’s decomposition theorem [1, Theorems 1 and 3 of §13], can
be deduced from Alexandroff’s original real-valued version with the aid of Theorem 3.4. In the same way also the Second
Decomposition Theorem [6, p. 119], [6, Theorem 4.8] and the main result of [7], the group-valued version [7, Theorem 4.4]
of Alexandroff’s decomposition theorem [1, Theorem 5 of §13] can immediately be reduced to the real-valued case with
the aid of Theorem 3.4.
2. Topological MV-algebras
Let L = (L,+,′ ;0,1) be an MV-algebra, i.e. (L,+) is a commutative semigroup with 0,1 ∈ L and ′ : L → L satisfying
(L1) x+ 1= 1, (L2) x′′ = x,
(L3) 0′ = 1, (L4) (x′ + y)′ + y = (x+ y′)′ + x.
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x∨ y = (x+ y′)′ + x and x∧ y = (x′ ∨ y′)′.
It follows that x y iff x′ + y = 1. One deﬁnes y − x := (x+ y′)′ for x y and x y := (x∨ y) − (x∧ y) for any x, y ∈ L.
The standard examples of MV-algebras are intervals of an -group:
Example 2.1. Let (G,⊕,) be an -group and 0  e ∈ G . Then the order interval [0, e] := {x ∈ G: 0  x  e} with the
truncated sum x+ y := (x⊕ y) ∧ e and x′ := e − x becomes an MV-algebra.
Mundici [9] proved that every MV-algebra is of this type.
A topological MV-algebra is an MV-algebra endowed with a topology such that + and ′ (and therefore ∧,∨,) are
continuous.
Proposition 2.2. The topology of a topological MV-algebra is uniquely determined by its 0-neighbourhood system.
Proof. Let (L, τ ) be a topological MV-algebra, a ∈ L and f , g : L → L deﬁned by f (x) = a − (x ∧ a) and g(x) = x − (x ∧ a).
Since f and g are continuous and f (a) = g(a) = 0, for any 0-neighbourhood U the set U (a) := f −1(U ) ∩ g−1(U ) =
{x ∈ L: a − (x∧ a), x− (x∧ a) ∈ U } is a neighbourhood of a. These sets form even a neighbourhood base of a in (L, τ ): Let
V be a neighbourhood of a. Choose a 0-neighbourhood U such that (a  U ) + U ⊆ V . Then U (a) ⊆ V . In fact, for x ∈ U (a)
we have x= (a − (a − a ∧ x)) + (x− x∧ a) ∈ (a  U ) + U ⊆ V . 
A topology on a lattice is called locally convex if every point of the lattice has a neighbourhood base consisting of convex
sets, where a subset U of the lattice is convex if a,b ∈ U and a  b implies [a,b] ⊆ U . If u is a uniformity on L such that
+ and ′ (and therefore ∧,∨,) are uniformly continuous, we call (L,u) a uniform MV-algebra; the topology induced by u is
then locally convex (see [11, Proposition 1.1.6]). As observed in [4, Theorem 2.1] (and [5, Theorem 4.1.1]) the uniformity of a
uniform MV-algebra (L,u) is uniquely determined by its 0-neighbourhood system F ; moreover F satisﬁes
∀F ∈F, ∃G ∈F, ∀x, y ∈ G, [0, x+ y] ⊆ F . (∗)
Vice versa, any ﬁlter F on L satisfying (∗) is the 0-neighbourhood system for a uniformity u such that (L,u) is a uniform
MV-algebra.
Proposition 2.3. For a topological MV-algebra (L, τ ) the following conditions are equivalent:
(1) τ is locally convex.
(2) 0 has a neighbourhood base consisting of convex sets.
(3) There is a (unique) uniformity u on L inducing the topology τ such that (L,u) is a uniform MV-algebra.
Proof. Obviously (1) implies (2). If (2) is satisﬁed, the 0-neighbourhood system F satisﬁes (∗). As observed above, there is
a (unique) uniformity u such that (L,u) is a uniform MV-algebra and F is its 0-neighbourhood system. By Proposition 2.2
τ agrees with the topology induced by u. (3) ⇒ (1): By [11, Proposition 1.1.6] any uniformity on a lattice making the lattice
operations uniformly continuous induces a locally convex topology. 
To formulate the main tool in this paper, Theorem 2.4, we still need some deﬁnitions. A topology on a lattice is order
continuous (o.c.) if order convergence of a monotone net implies topological convergence. A topological MV-algebra (L, τ ) is
o.c. iff L  xα ↓ 0 implies xα → 0(τ ). An example of an o.c. locally convex topological MV-algebra is L∞ , the real unit inter-
val with the operations deﬁned in Example 2.1. One denotes with Ln+1 := {i/n: i = 1, . . . ,n} the (discrete) MV-subalgebra
of L∞ consisting of n+ 1 elements, n ∈N. The center C(L) of L is the set of all complemented elements of L.
Theorem 2.4. ([4,5]) Let (L, τ ) be an o.c. locally convex Hausdorff topological MV-algebra and L be lattice complete. Then there is an
algebraic and topological isomorphism from L onto a product (L0, τ0) ×∏α∈A Lnα , where 2 nα ∞, (L0, τ0) is a connected o.c.
locally convex Hausdorff topological MV-algebra and C(L0) is atomless.
Because of Proposition 2.3 this theorem is equivalent to the decomposition theorem for uniform MV-algebras formulated
in [5, Section 4.2] and in [4, Section 6] (observing that a lattice complete o.c. MV-algebra is by [11, Corollary 4.7] as uniform
space complete). The main result of this section, Theorem 2.5, is based on Theorem 2.4.
Theorem 2.5. For a Hausdorff topological MV-algebra (L, τ ) the following conditions are equivalent:
(1) (L,) is a complete lattice, (L, τ ) is o.c. and locally convex and has a 0-neighbourhood base consisting of sublattices of (L,).
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α∈A Lnα where 2 nα ∞.
(3) (L, τ ) is compact.
Proof. (1) ⇒ (2): We use the isomorphism L  (L0, τ0) ×∏α∈A Lnα of Theorem 2.4. It is enough to show that L0 = {0}.
It is known that C(L0) is a Boolean algebra which is order closed in L0, i.e. x ∈ L0 and C(L0)  xα ↓ x implies x ∈ C(L0).
Therefore C(L0) is lattice complete and τ0 induces an o.c. FN-topology on C(L0). Since moreover C(L0) is atomless, it follows
by [10, Theorems 2.8 and 6.1] that every 0-neighbourhood in (C(L0), τ0) contains a ﬁnite subset F such that sup F = e0 :=
maxC(L0) = max L0. Since (L0, τ0) has a 0-neighbourhood base consisting of sublattices, it follows that e0 is contained in
every 0-neighbourhood of (L0, τ0). As (L0, τ0) is Hausdorff, we obtain e0 = 0, i.e. L0 = {0}.
(2) ⇒ (1) is obvious. For (2) ⇔ (3) see [4, Section 6] or [5, Corollary 4.2.7(a)]. 
3. Topological -groups
In this section let G be an additive written commutative -group. Observe that any Dedekind complete -group is auto-
matically commutative. A subset U of G is solid if x ∈ G , y ∈ U , |x| |y| imply x ∈ U . G is called locally solid if G is endowed
with a group topology which has a 0-neighbourhood base consisting of solid subsets. Such a topology is locally convex and
makes the lattice operations uniformly continuous. We will determine all o.c. Hausdorff locally solid Dedekind complete
-groups which admit a 0-neighbourhood base consisting of sublattices.
Proposition 3.1. Let (G, τ ) be a locally solid -group which admits a 0-neighbourhood base consisting of sublattices. Then G has a
0-neighbourhood base consisting of solid sublattices of G. If τ is o.c., then G has a 0-neighbourhood base consisting of order closed
solid sublattices of G.
Proof. Let U be a 0-neighbourhood. We may assume that U is solid and closed in (G, τ ). Let V and W be 0-neighbourhoods
such that V is a lattice, W is solid and W ⊆ V ⊆ U . Then W ∗ := {x ∈ G: |x| sup F for some ﬁnite set F ⊆ W } is a solid
sublattice of G contained in U . Moreover W ∗ is a 0-neighbourhood since W ⊆ W ∗ . Also the closure W ∗ of W ∗ is a solid
lattice contained in U . If τ is o.c., then W ∗  xα ↑ x ∈ G implies x ∈ W ∗ . This implies that W ∗ is order closed. 
Example 3.2. Let A be a nonempty set and G an -subgroup of RA such that f ∈ G and B ⊆ A implies f · χB ∈ G (where
χB denotes the characteristic function of B). For s ∈ [0,+∞]A let U (s) := { f ∈ G: | f | s}.
(a) If τ is an o.c. Hausdorff locally solid group topology on G which has a 0-neighbourhood base consisting of sublattices,
then there exists a set S ⊆ ]0,+∞]A such that the sets U (s), s ∈ S , form a 0-neighbourhood base in (G, τ ) and S has
the following properties:
(i) ∀s1, s2 ∈ S , ∃s ∈ S , 2s inf{s1, s2},
(ii) inf S = 0,
(iii) for every f ∈ G and s ∈ S the set {α ∈ A: s(α) f (α)} is ﬁnite.
(b) Vice versa, if a set S ⊆ ]0,+∞]A has the properties (i), (ii), (iii), then sets U (s), s ∈ S , form a 0-neighbourhood base
for an o.c. Hausdorff locally solid group topology τ on G . Moreover, τ agrees on order bounded subsets of G with the
product topology of RA .
Proof. (a) By Proposition 3.1 every 0-neighbourhood of (G, τ ) contains a 0-neighbourhood U which is an order closed
solid sublattice of G . Let s(α) := sup{ f (α): f ∈ U }. We show that U = U (s): The inclusion ⊆ is obvious. To prove ⊇ let
f ∈ U (s). Then {g ∧ | f |: 0  g ∈ U } is an upwards directed subset of U with supremum | f |. Therefore | f | ∈ U , hence
f ∈ U . Next we show that U (s) = U (s) for some strictly positive function s: If s(α) > 0 put s(α) := s(α). If s(α) = 0
then Gα := { f (α): f ∈ G} is a discrete subgroup of R since τ is o.c. and U (s) is a 0-neighbourhood in (G, τ ). Choose
0 < s(α) < min{x ∈ Gα: x > 0}. Then U (s) = U (s).
Let S be the set of all functions s ∈ ]0,+∞]A such that U (s) is a 0-neighbourhood in (G, τ ). Since U (s), s ∈ S , form a
0-neighbourhood base in (G, τ ) as we have shown, condition (i) is obviously satisﬁed. Since τ is Hausdorff, inf S = 0. To
verify (iii) suppose that there are f ∈ G , s ∈ S and a sequence (αn) of different elements of A such that s(αn) f (αn). Then
G  2 f · χ{αi : in} ↓ 0, hence 2 f · χ{αi : ik} ∈ U (s) for some k ∈N, thus 2 f (αk) s(αk), a contradiction.
(b) Obviously, by (i), there is a unique locally solid group topology τ such that the sets U (s), s ∈ S , form a 0-
neighbourhood base in (G, τ ). By (ii), τ is Hausdorff. It now follows from (iii) that τ agrees on order bounded subsets
of G with the product topology of RA , in particular, τ is o.c. 
Theorem 3.3. Let G be a Dedekind complete -group with an order unit and τ an o.c. Hausdorff locally solid group topology on G
which admits a 0-neighbourhood base consisting of sublattices. Then there is a family (Rα)α∈A , where Rα is a discrete subgroup of
(R,+) or Rα = R, such that G is (as -group) isomorphic to ∏α∈A Rα ∩ l∞(A). Here l∞(A) denotes the space of all real-valued
bounded functions on A. The topology on
∏
α∈A Rα ∩ l∞(A) corresponding to τ is described in Example 3.2.
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a product of the type
∏
α∈A Lnα where 2  nα  ∞. Let Rα = R if nα = ∞, and Rα = Z · 1nα−1 if n < ∞. Then G =∏
α∈A Rα ∩ l∞(A). 
Now we also consider -groups without an order unit.
Theorem 3.4. Let G be a Dedekind complete -group and τ an o.c. Hausdorff locally solid group topology on G which admits a
0-neighbourhood base consisting of sublattices. Then G is (as -group) isomorphic to a solid -subgroup of a product RA1 × ZA2 . The
topology on RA1 ×ZA2 corresponding to τ is described in Example 3.2.
Proof. Let E be the set of all positive elements e ∈ G such that [0, e] is isomorphic to L∞ or to L2, and let A be a maximal
orthogonal subset of E . We ﬁrst show that A is also a maximal orthogonal subset of G \ {0}: Suppose that u ∈ G \ {0} and
|u| ∧ a = 0 for any a ∈ A. Since by Theorem 2.5 the interval [0, |u|] is isomorphic to a product ∏γ∈Γ Lγ , there exists an
element e ∈ E ∩ [0, |u|], thus e ∧ a = 0 for any a ∈ A, a contradiction to the maximality of A. For a ∈ A we denote by Pa the
projection onto the band Ba generated by a, i.e. Pa(x) = y if x = y + z, y ∈ Ba and z ∈ B⊥a . Then x → (Pa(x))a∈A deﬁnes an
-group isomorphism from G onto a solid subgroup of
∏
a∈A Ba (see e.g. [3, Preliminaries]). Finally observe that Ba  R if[0,a] L∞ and Ba  Z if [0,a] L2. 
As mentioned in the introduction the preceding theorem can be used to reduce e.g. the decomposition theorem
[8, Theorem 5.1] to the original real-valued version of Alexandroff’s decomposition theorem [1, Theorems 1 and 3 of §13].
We use the terminology of [8]. Let G be given as in Theorem 3.4, let (X,F) be an Alexandroff space and A(F) the algebra
generated by the “closed” sets F . Then, by [8, Theorem 5.1], any order-bounded F -inner regular measure μ : A(F) → G
has a decomposition μ = ξ + η where ξ,η : A(F) → G are order-bounded F -inner regular measures, ξ is F -smooth and
η(E) = 0 for any E ∈ A(F) contained in an A-compact subset of X . Moreover, under an additional “topological” condition
on (X,F) the decomposition is unique. To reduce this theorem to the real-valued case we may assume by Theorem 3.4 that
G is a solid -subgroup of a product RA1 ×ZA2 endowed with a topology described in Example 3.2 and A1, A2 are disjoint.
Write μ = (μα)α∈A where A = A1∪ A2. For α ∈ A, let μα = ξα +ηα be the real-valued Alexandroff decomposition according
to [1, Theorem 1 of §13 on p. 614], ξ := (ξα) and η := (ηα); in particular we have ξ+α  μ+α and ξ−α  μ−α for all α ∈ A,
hence |ξ | |μ|. Then μ = ξ + η is the G-valued decomposition as stated above. To see that ξ and η are actually G-valued,
we ﬁrst consider μα for α ∈ A2, i.e. the Z-valued case. Let α ∈ A2 and μα = 0. Then μα has a ﬁnite range and therefore can
be written as μα =∑ni=1 cnδn where ci ∈ Z \ {0} and δi are different {0,1}-valued measures.1 With μα also δi are F -inner
regular. If δ is a {0,1}-valued measure on A(F) and δ(E) = 0 for some E ∈ A(F) contained in an A-compact subset K of X ,
then for any decreasing net (Fγ )γ∈Γ in F with Fγ ↓ ∅ we have Fγ0 ∩ K = ∅ for some γ0 ∈ Γ , hence δ(Fγ ) = δ(Fγ ∩ K ) = 0
for all γ  γ0, thus δ is F -smooth. Therefore, with I = {i ∈ {1, . . . ,n}: δi is F-smooth}, ξα =∑i∈I ciδi and ηα = μα − ξα ,
the decomposition μα = ξα + ηα is the Alexandroff decomposition of μα according to [1, Theorem 1 of §13]. This shows
that, for α ∈ A2, ξα and ηα have values in Z and therefore ξ and η have values in RA1 ×ZA2 . Since G is solid in RA1 ×ZA2 ,
|μ| is G-valued and |ξ |  |μ|, it follows that ξ and η are even G-valued. Under the additional “topological” condition on
(X,F) given in [8, Theorem 5.1] the uniqueness of the decomposition μ = ξ + η immediately follows from the uniqueness
of the decompositions μα = ξα + ηα , α ∈ A, in the real-valued case (see [1, Theorem 1 of §13]).
As mentioned in the introduction, the same technique can be applied to reduce [7, Theorem 4.4] and [6, the Second
Decomposition Theorem on p. 119 and Theorem 4.8] to the real-valued case with the aid of Theorem 3.4.
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