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Abstract
Strongly correlated systems belong to a class of materials in which electron correlations
play an important role. Correlated systems display many unconventional behaviours like
high temperature superconductivity, fractionalised excitations, extremely fast non-linear
optical responses and many more exotic properties. Thus strong correlated materials
exhibit many interesting physics which have potential applications in a wide range of
areas.
In this Thesis, we explore the numerical simulation of a strongly correlated quasi one
dimensional organic material Mo3S7(dmit)3.
First, we propose a low energy Hamiltonian which is the Hubbard model on triangular
lattice at two thirds filling to describe the low energy physics of the material Mo3S7(dmit)3
based on the experimental and numerical (DFT calculations) by Llusar et al. (Llusar et al.
(2004)) investigations of this material. At the heart of this model lies a confluence of many
interesting phenomena in strongly correlated system such as Kondo physics, symmetry-
protected-topologically-ordered phase and spin liquids.
We have also employed analytical techniques to show that the low energy physics of
the model in the molecular limit is captured by the spin-one Heisenberg model and the
ground state is in the Haldane phase. The model can be also mapped on to the Hubbard-
Kondo lattice model with ferromagnetic interactions at half filling, whose ground state is
believed to be in the Haldane phase. This mapping also helps us to understand the origin
of insulating behaviour in this model.
Matrix product states are one of the efficient numerical techniques to investigate one-
dimensional strongly correlated models. We have used the matrix product state formalism
of DMRG to simulate the Hubbard model on the triangular necklace lattice at two-
thirds filling. We have demarcated different phases exhibited by this model. From our
i
calculations, we find that the model displays an unusual insulating phase away from half
filling and the ground states of the model are found be in the Haldane phase. Properties
such as the charge gap and the spin gap for the model have been calculated and compared
with experiments.
The Haldane phase is a symmetry-protected-topologically-ordered phase with edge states
and a non-local string order. In our simulation using matrix products states, we see
all these signatures, in addition to the double degeneracy in the entanglement spectrum
that characterizes the Haldane phase. We find that the Haldane phase is robust despite
the charge fluctuations in the model and the parity (inversion) symmetry protects the
Haldane phase in fermionic models.
The final part of the thesis deals with finding the tight-binding hopping integrals of
Mo3S7(dmit)3 using density functional theory. We make an unitary transformation of
Kohn-Sham orbitals obtained using DFT to Wannier orbitals. Using the overlap of Wan-
nier orbitals in the real space, we find the magnitude of tight-binding integrals. From
these tight-binding integrals we arrive at low energy effective models that describe the
material Mo3S7(dmit)3.
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Chapter 1
Introduction
The dawn of quantum mechanics in the early twentieth century and its application to
solid state physics has completely revolutionised the world we live in today. Quantum
mechanics has come along way from describing simple systems such as an electron to
describing many particle systems such as the atoms, molecules, crystals, proteins which
consist of innumerable particles. Most of the new technologies from the birth of transistors
to the smart phones and the tablets of today, owe their existence to our understanding of
electronic properties of matter using many-body quantum mechanics.
The revolution in quantum mechanics started with the deceptively simple looking many-
body Schro¨dinger’s equation (Shankar (1994)), given below
Hˆ|ψ({ri}, {RI})〉 = E|ψ({ri}, {RI})〉 (1.1)
where |ψ({ri}, {RI})〉 is the many body wavefunction, E is the energy, Hˆ is the many
body Hamiltonian given by
Hˆ = −
∑
I
~2
2MI
∇2RI −
∑
i
~2
2Me
∇2ri +
1
2
∑
I,J,I 6=J
ZIZJe
2
|RI −RJ |
+
1
2
∑
i,j,i6=j
e2
|ri − rj| −
1
2
∑
i,I
Zie
2
|RI − ri| (1.2)
In the above equation, the first term describes the kinetic energy of nuclei at RI whose
masses and atomic numbers are MI and ZI respectively, the second term is the kinetic
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energy of the electrons at ri, whose masses are Me. The third term is the Coulomb
interaction between nuclei at RI and RJ and the fourth term is the Coulomb interaction
between electrons at coordinates ri and rj respectively, the final term being the Coulomb
interaction of an electron at coordinate ri and a nucleus at coordinate RI .
It was realised that it is notoriously difficult to solve the many body Schro¨dinger’s equation
with all the terms included in the Eq. (1.2) which describes Avagadro number of particles.
Hence, solving the many body Schro¨dinger’s equation requires some assumptions which
is usually done by excluding certain interactions in the equation which makes it a more
tractable problem.
Born Oppenheimer approximation: In 1927, Born and Oppenheimer came up with an
approximation which is the foremost assumption one makes to study electronic properties
of materials (Born and Oppenheimer (1927)). Born and Oppenheimer understood that
the nuclei of atoms are very heavy when compared to the mass of the electrons, so the
nuclei move much slower than the electrons. Therefore, the positions of the nuclei are
rather parameters in the equation, and one can separate the motion of the electrons
and the nuclei and rewrite |ψ({ri}, {RI})〉= |ψe({ri})〉|φN({RI})〉. Then the Hamiltonian
describing the electrons can be written as 1
Hˆe = −
∑
i
~2
2Me
∇2ri +
1
2
∑
i,j,i6=j
e2
|ri − rj| −
1
2
∑
i,I
Zie
2
|RI − ri| (1.3)
We can rewrite the above Hamiltonian as Hˆe = Te + Vee + VExt, where, Te represents the
electron’s kinetic energy, Vext indicates the interaction of the electrons with nucleus and
Vee represents the interaction of an electron with other electrons.
Even after this simplification, Eq. (1.3) is still an intractable problem. In 1929, Dirac
wrote in his treatise on ‘Quantum Mechanics of many electron systems’, (Dirac (1929))
“The underlying physical laws necessary for the mathematical theory of a large part of
physics and the whole of chemistry are thus completely known, and the difficulty is only
1We are only interested in electronic properties of matter and we will ignore the nuclear part of the
Hamiltonian and focus only on the electronic Hamiltonian.
3that the exact application of these laws leads to equations much too complicated to be
soluble. It therefore becomes desirable that approximate practical methods of applying
quantum mechanics should be developed, which can lead to an explanation of the main
features of complex atomic systems without too much computation.”
Thus solving the many body electronic Scho¨dinger’s equation requires further more ap-
proximations based on some physical assumptions. This is often done by ignoring some
of the interactions in Eq. (1.3). It is understood now that systematic inclusion of each of
these terms in the above Hamiltonian will lead to the description of different classes of
materials.
Free electron theory: This is the simplest approximation to the many body electronic
Hamiltonian Hˆe. In this approximation, the electrons are free to move in a material
independent of the nuclei and other electrons, i.e., we set Vee and Vext to zero. This theory
was built on the Drude’s work using classical kinetic theory and was later on adopted by
Sommerfield and Bethe who incorporated quantum mechanics. Drude assumed that only
the valence electrons are important in determining the properties of a material and the
remaining electrons which remain bound to the nucleus do not take part in the physical
processes concerning the electronic properties of matter (Ashcroft and Mermin (1976)).
Thus nuclei can be treated as ions and Vext is now the ionic potential but then it is set to
zero.
The free electron theory was able to explain the electronic and magnetic properties of
many simple alkali metals such as sodium, potassium.2 But it was realised that this
theory could not account for many observed properties in other metals such as iron,
which has multiple valency, and other class of materials such as insulators (see chapter
three of Ashcroft and Mermin (1976)).
Band theory: Failure of free electron theory to describe many materials gave way to the
band theory or the independent electron approximation. Under this approximation, it
was assumed that other electrons do not influenced an electron and that electrons behave
2The success of such a simple theory in describing simple metals was clearly understood only after the
advent of Fermi liquid theory (Baym and Pethick (2008)).
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independently. However, they are affected by the ions, i.e., in Eq. (1.3) we set Vee = 0.
Further it was assumed that the electrons are in a homogeneous crystal and experience
a uniform periodic potential of the ions. The Schro¨dinger’s equation with periodic ionic
potential was successfully solved by Bloch (Bloch (1929)). This periodic potential gave
rise to bands and band gaps (Ashcroft and Mermin (1976)). This theory convincingly
describesnon the observed properties of many s, p block metals, insulators (band) and
semiconductors. However, it was realised even the band theory is inadequate in describing
materials such as one with impurities, many transition elements, f block elements. This
means that one has to go beyond the independent electron approximation.
Strongly correlated systems: The failure of the band theory to describe transition
metals can often be attributed to the non-inclusion of electron electron correlation. Thus
in order to understand these materials in addition to the ionic potential, the electron-
electron correlation interaction Vee was included in the Schro¨dinger’s equation.
Fermi liquid theory: A theory of weakly interacting particles
Landau’s Fermi liquid theory (Baym and Pethick (2008)), investigates the effect of electron-
electron interactions in materials. Landau found that in many metals the effect of electron
correlations is less, i.e. the interacting electrons can be replaced by other entities called
quasiparticles which have the same charge and spin but different life time and mass from
that of the electrons. In metals, these quasi particles hardly interact and the system of
quasiparticles is adiabatically connected to the non-interacting electron gas. Fermi liquid
theory can successfully describe the properties of many materials such as metals, 3He over
wide ranges of energy scales and length scales. But Fermi liquid theory cannot explain
other classes of materials where the quasiparticle picture breaks and where the effects of
electron-electron interactions are more dominant.
The class of materials where electron-electron interactions play an important role are
called the strongly correlated materials. Strongly correlated materials are the subject of
intense investigation for almost past fifty years and found to have dramatic properties
and behaviours never seen before. A wide range of materials falls under this category and
in this thesis we investigate one such material.
1.1 Outline of this thesis 5
In this thesis, we investigate a quasi-one-dimensional strongly correlated organic material
Mo3S7(dmit)3. we propose a low energy effective Hamiltonian describing the material.
We then simulate the Hamiltonian using matrix product states to understand the various
phases exhibited by the Hamiltonian, and compare how well our model describe the
observed properties of the material Mo3S7(dmit)3.
1.1 Outline of this thesis
Below, we discuss the structure of my thesis.
In the initial Chapters 2 and 3, we discuss the background and some relevant ideas and
concepts that forms a framework of this thesis.
In Chapter 2, we give an introduction to strongly correlated systems and discuss some
properties and phenomena exhibited by these materials. Later on in the chapter, we
introduce some Hamiltonians such as the Hubbard model, the Heisenberg model and the
Kondo model that describe strong correlations. We also discuss the effects of frustration
in strongly correlated material and finally, we discuss on the topological order, which is a
new kind of order seen in many materials.
In Chapter 3, we discuss briefly some numerical methods that are used in the simulation
of strongly correlated systems. Later on in this chapter, we discuss the numerical tech-
nique, density matrix renormalisation group (DMRG) which is the most efficient numerical
technique to simulate one-dimensional Hamiltonians. Finally, we discuss the numerical
method called tensor networks, especially the matrix product states which is the numerical
technique that is predominantly used in this thesis to diagonalise the strongly correlated
Hamiltonian that describes the material Mo3S7(dmit)3.
In Chapter 4, we introduce the organic material Mo3S7(dmit)3 and review the crystal
structure, electronic and magnetic properties observed in experiments. We also discuss the
band structure (DFT) calculation that was carried out by another group and discuss the
magnetic model proposed by the group. In the next section, we point out the discrepancies
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in the numerical calculation and the magnetic model performed by the previous group
and proposes a new Hamiltonian called the Hubbard model on the triangular necklace
lattice at two-thirds filling to describe the material. We discuss the various limits of the
Hamiltonian that can be exactly solved and an important symmetry in the Hamiltonian.
In Chapter 5, we use the second order perturbation theory to investigate the Hubbard
model on the triangular necklace lattice. We will show that two different models that
have the same ground state in certain limits can describe the low energy physics of this
Hamiltonian.
In Chapter 6, we discuss the numerical simulation of the Hubbard model on the triangular
necklace lattice at two-thirds filling using matrix product states. We calculate many
observables to compare our result to the experiments on the material. We show that
the ground state is a symmetry-protected-topologically-ordered phase and further discuss
how well our model describes the observed properties of Mo3S7(dmit)3.
In Chapter 7, we use density functional theory (DFT) to find the tight-binding parameters
of the material Mo3S7(dmit)3. We begin with a small introduction to DFT. We review the
DFT calculations performed by the previous group and then compare it with our DFT
calculations on the material. We then use the Wannier functions, to find the minimal real
space model that has the same band structure as that of the one obtained using DFT.
From the real space model, We obtain the tight binding parameters which describes this
material.
In Chapter 8, we complete the thesis with summary and outlook.
Appendices consist of some calculations and concepts which are required to explain some
ideas in the main body of this thesis.
Chapter 2
Background
2.1 Strong correlations
In 1937, at a conference in Bristol, De Boer and Verwey present some data on the conduc-
tivity of NiO, which indicates that it is an insulator (semiconductor) (de Boer and Verwey
(1937)). This insulating behaviour of the material comes as a big surprise to the audience,
because NiO has a partially filled band, and according to the band theory it should be a
conductor. Rudolph Peierls and Nevill Mott later realise that the answer to this puzzling
question in this material is due to the electron-electron interactions (Mott (1949); Mott
and Peierls (1937)). Thus kick starting the field of strong correlated materials.
Today the list of strongly correlated materials encompasses a wide range of materials
like cuprates, ruthenates, pnictides, iridates, cobaltates, chalcogens and heavy fermions,
quantum Hall liquids and many organic materials. The important observation is that,
many of these materials contain atomic species which belong to the d or the f block and
have partially filled orbitals1.
In transition metal oxides and the ‘f ’ block elements, orbitals of the electrons are not
extended orbitals like s and p orbitals, but narrow. It can be shown that the narrower
the band, the greater the tendency for an electron to stay in the orbital, i.e. they are
1However, quantum Hall liquids are exceptions to this fact, for e.g., the fractional quantum Hall effect
is seen in graphene, which does not have partially filled d or f shells
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more localised to the orbital. In such cases, due to this tendency to stay localised in the
orbital, an electron feels the effects of other electrons and the interaction effects become
more important. This behaviour of electrons in these materials is contrary to the concept
of band theory, where electrons are assumed to behave like waves (momentum space
picture) and electrons delocalise over the whole material (Ashcroft and Mermin (1976)).
This is one of the reasons why band theory is not able to describe these materials in which
particle like behaviour (real space picture) of electrons is more appropriate.
Strong electron correlations have profound effects on the physical properties of electronic
system both qualitatively and quantitatively. Some of the exotic and unconventional ef-
fects found are high temperature superconductivity (Bednorz and Mu¨ller (1986)), Kondo
effect (Kondo (1964); Wilson (1975)), giant magneto resistance (Baibich et al. (1988);
Gru¨nberg et al. (1986)), very large linear and non-linear optical responses (Moloney
(1998)), large thermopower (Shastry (2013)) and giant volume collapse (Allen and Martin
(1982)). These effects are as a result of interplay of spin, orbital, charge and other degrees
of freedom, which is very common in these materials. Additionally all the interactions in
these degrees of freedom have competing energy scales.
It is natural to expect that these materials with such complex anomalies to have compli-
cated phase diagrams. The phase diagrams for these materials are replete with complex
phases and phase transitions (cf. Fig. 2.1). For example, in the cuprates, which are high
temperature superconductors, there is a Mott transition (metal to insulator transition
induced by interactions shown in blue dashed line in Fig. 2.1B) in the vicinity of the
pseudo gap phase, when doping is further increased, there is a superconducting phase, a
Fermi liquid phase and a strange metal phase.
Many new orders and phases like spin liquids, incommensurate orders, topologically orders
(Wen (2013)) have been found in these materials. Further, these materials have many
promising applications. For example the phenomenon of giant magneto-resistance is used
to read data in hard disk drives, bio-sensors, micro-electromechanical systems and other
devices (Baibich et al. (1988); Hartmann (2000)). High Tc superconductors if extended
to room temperatures can lead to loss less transport of electricity which in turn will
have dramatic changes in electrical and electronic industry. Quantum Hall systems are
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Figure 2.1 – Phase diagram of various strongly correlated systems, figure from (Dagotto
(2005)), A: Phase diagram of bilayer manganites (temperature versus hole density). B:
Schematic phase diagram of high temperature superconductors (temperature versus doping).
C: Phase diagram of ruthenates as a function of bandwidth and temperature. D: Phase di-
agram of sodium based cobalt oxides (pressure versus temperature). E: Phase diagram of
the organic material κ-(BEDT-TTF)2 Cu[N(Cn)2]Cl. F: Phase diagram of a heavy fermion
compound CeCoIn5, (pressure versus temperature).
Mott transition
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prophesied to be very useful in quantum computation (Murakami et al. (2003)).
From the above discussion it is clear that the field of strongly correlated materials is an
abode of highly non-trivial physics which has many open questions. For example, the
mechanism behind high Tc superconductivity is still an unresolved problem. Another
important question that needs to be answered is to find if there is a connection between
magnetic ordering and superconductivity. Many of the Hamiltonians which are believed
to describe these systems are yet to be solved in two-dimensions and higher.
The physics behind strong correlations remains a difficult problem to be resolved. This is
because, in the last chapter, we found that in order to see the effect of strong correlations
we have to solve the entire many-body Schro¨dinger equation (see Eq. (1.3)) without any
exclusions of the interactions.2 While ab-initio methods like Hartree-fock mean field
theories, density functional theory (DFT), make an attempt to solve the complete many-
body Schro¨dinger equation with all terms included, there is a dearth of a single technique
that can be generally applied to all strong correlated materials, especially large systems,
at the same time capture the physics of strong correlation correctly (Cohen et al. (2012)).
An alternative approach to the ab-initio methods is to develop models which use minimal
ingredients to incorporate the effect of strong correlations. In the next section, we will
discuss some Hamiltonians, developed based on this approach which are relevant to this
thesis.
2.2 Some strongly correlated Hamiltonians
2.2.1 The Hubbard model
The archetypal model that describes the physics of strong correlations, the Hubbard
model, was independently proposed by John Hubbard, Martin Gutzwiller and Junijiro
Kanamori in 1963 (Gutzwiller (1963, 1965); Hubbard (1963); Kanamori (1963)). Despite
2 By this we mean that all interactions in the equation has to be included, but this is not true in
general, as there are approximations to the electron-electron interactions, but nevertheless the interactions
are included.
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being more than a half century old, this models still continues to play an important role
in modern solid state physics.
The Hamiltonian of a one-band Hubbard model is given below
H = −
∑
<i,j>,σ
(tij + µδij) cˆ
†
iσ cˆjσ + U
∑
i
nˆi↑nˆi↓, (2.1)
where the sum is over neighbouring sites,3 and cˆ†iσ is the creation operator which cre-
ates an electron on a site i with spin σ and its Hermitian conjugate cˆiσ is the electron
annihilation operator on site i. nˆiσ =
∑
σ cˆ
†
iσ cˆiσ is the number operator which gives the
number of electrons on a site i. tij is the hopping amplitude of the electrons between
two sites i and j. µ is the chemical potential which controls the number of electrons in
the system. U gives the Coulomb interaction between electrons at the same site, and it
represents the interaction of the electrons in Eq. (1.3). It has to be noted that Coulomb
interaction (usually repulsive, i.e. U > 0) of electrons is non-zero only if the electrons
are on same site despite the fact Coulomb interaction is a long ranged interaction. The
rationale behind this argument is that in a material, the Coulomb interaction will be
screened and hence short ranged. In this way the model incorporates both the real space
localised picture of electron captured by interaction u and the itinerant (momentum space
picture) of electrons captured by the hopping term t. Also, the fermionic operators in
the Hamiltonian can be replaced by bosonic operators, to give the ‘Bose Hubbard model ’
which describes cold atoms in optical lattices (Jaksch et al. (1998)).
The above Hamiltonian has SO(4)= SU(2)×SU(2)
Z2
spin symmetry,4 the translational sym-
metry and the particle-hole symmetry at half filling. Away from half filling, while the
SO(4) and the translational symmetry still hold, additional symmetries depend on the
filling and cannot be generalized.
In one dimension, this model at half filling was exactly solved by Lieb and Wu using the
3The most general model includes further neighbouring Coulomb interactions, hopping and more
bands.
4A SU(2) symmetry due to the usual spin rotation symmetry and another SU(2) symmetry comes
from pseudospins defined by operators J− =
∑
r(−1)rcr↑cr↓, J+ = J†− and J0 = 1/2(n − L) where,
n =
∑L
i niσ and L is the number of lattice sites. These operators obey the commutation relations and
form SU(2) algebra (Essler et al. (2005); Yang and Zhang (1990)).
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Bethe ansatz (Lieb and Wu (1968)) and the ground state was found to be an insulator
and a singlet with a quasi long ranged antiferromagnetic order (See Appendix B for exact
diagonalisation of three site Hubbard model). This model is still unresolved in two and
higher dimensions (except at infinite dimensions (Georges and Kotliar (1992)), but can
be exactly solved in certain limits which are discussed below.
2.2.1.1 Tight-binding model
The limit corresponding to U = 0 in the Hamiltonian in Eq. (2.1) is called the tight-
binding limit, which reproduces the features of the band theory of a solid.
When U = 0, the Hamiltonian becomes
Ht = −
∑
i,j,σ
(tij + µδij) cˆ
†
iσ cˆjσ (2.2)
The above Hamiltonian has the translational symmetry and can be diagonalised using the
Fourier transform given below,
ciσ =
1√
N
∑
k
ckσ exp
i~k ~Ri , (2.3)
c†iσ =
1√
N
∑
k
c†kσ exp
−i~k ~Ri , (2.4)
where, ~k is the lattice wave number and ~Ri is the position of the i
th lattice site. Under
the above transformation, the Hamiltonian in one dimension can be rewritten as
Ht =
∑
kσ
[
−2t cos (ka)c†kσckσ − µc†kσckσ
]
(2.5)
where we have assumed tij = t(δij+1 + δij−1). The energy dispersion in one dimension
is given by E = −2t cos ka − µ, where, k is the crystal momentum and a is the lattice
parameter which measures the distance between neighbouring sites. The ground state of
this model is metallic, and has Pauli paramagnetism.
2.2.1.2 Atomic limit, t = 0
The limit t = 0 in Eq. (2.1) is the atomic limit of the Hubbard model. In this limit, the
Hamiltonian is diagonal in the single particle basis. The ground state for a given electron
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Figure 2.2 – Various limits of the Hubbard model. N is the lattice size.
Heisenberg model t-J model 
Hubbard model
Nagaoka Ferromagnetism
            J = 0
half filling away from half filling
Tight binding model
uu 0
one electron less/more than half filling
Hilbert space  Hilbert space  
Hilbert space  
Band theory
Spin 1/2  antiferromagnetism
filling n is the state which has the least number of doubly occupied sites. The ground
state is disordered and paramagnetic.
2.2.1.3 t 6= 0 and u 6= 0
When both t and U are switched on in the Hamiltonian, the physics of the model is
completely different from the u = 0 and t = 0.
u
t
→∞ :
In the limit u
t
→∞, the Hubbard model reduces to other models. At half filling, it can be
shown that the Hubbard model reduces to spin-1/2 antiferromagnetic Heisenberg model
(see Sec. 2.2.2) and away from the half filling, the Hubbard model reduces to the t − J
model (Chao et al. (1978)). In both these models, since u → ∞, the double occupancy
on a site is not allowed. Thus the Hilbert space dimension reduces from 4N to 2N for the
Heisenberg model and from 4N to 3N in the t − J model . A flow chart of the various
limits of the Hubbard model is shown in (Fig. 2.2).
14 Background
Nagaoka ferromagnetism A special case in the Hubbard model at u =∞, with electron
filling one electron less than half filling was investigated by Nagaoka (Nagaoka (1966)). He
found that unlike the half filling case, this model exhibits a ferromagnetic ground state.
More precisely, Nagaoka proved that for connected unfrustrated lattices (See Sec. 2.3),
the state with maximum spin (S = L/2, where L is the lattice size) is the ground state.
For a frustrated lattice (See Sec. 2.3), the state with maximum spin is either the ground
state or the most excited state which depends on a connectivity condition. The condition
is that the sign of the hopping amplitudes around the smallest closed loop of the lattice
must be positive.
For u = ∞ and for electron filling n = L − 1, all sites have single occupancy, with one
empty site. It is clear that u does not have any further role to play in this limit. At the
first sight, it appears that all the states with different total spins are degenerate. However,
Nagoka realised that the state with maximum spin polarisation has the least amount of
kinetic energy and is the ground state of the model (Nagaoka (1966)).
Hubbard model, which was introduced to study ferromagnetism is known to exhibit
plethora of phases, such as the ferromagnetic phase, the antiferromagnetic phase, the
striped phase, the Fermi liquid phase, the Luttinger liquid phase, a strange metallic
phase and many more. The Hubbard model also exhibits the metal-insulator phase tran-
sition (Imada and Fujimori (1998)) and it is widely believed that it has the seeds of
high-temperature superconductivity (Lee et al. (2006a)).
2.2.1.4 Variants of the Hubbard model
The Hubbard model is a minimalistic model to include the effects of strong correlations.
However in order to describe real materials, this drastic simplification in the Hubbard
model may not be sufficient and other interactions may have to be taken into account.
One generalisation is to include more bands, which gives rise to the multi-band Hubbard
model (Wagner et al. (1991)). Another variant is to restore the long range nature of the
Coulomb interaction between electrons, by including interactions with electrons in the
neighbouring sites called the extended Hubbard model (Emery (1987)). These models are
beyond the scope of this thesis and readers can refer to them elsewhere (Wagner et al.
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(1991) and Hirsch (1984)).
2.2.2 The Heisenberg model
The spin ‘S’ Heisenberg model is a model to describe spin degrees of freedom in correlated
insulators i.e., materials with large charge gap, where charges are localised on the sites.
The Hamiltonian of this model is given by
Hˆ =
∑
ij
Jij ~Si.~Sj (2.6)
≡
∑
ij
JzijS
z
i S
z
j + J
±
ij
[
1
2
(
S+i S
−
j + S
−
i S
+
j
)]
(2.7)
where, i and j are neighbours, ~Si denotes a spin at site i with components {Sxi , Syi , Szi }
and S±i = S
x
i ± iSyi . A spin at site i can be represented using fermion operators and Pauli
operators ~σ as ~Si =
1
2
∑
αβ c
†
iα~σαβciβ (Auerbach (1994)). Jij is the interaction strength
between the spin at site i and site j. Jij can be either positive or negative. If J
±
ij = J
z
ij < 0,
it gives rise to ferromagnetic ground state.5 Similarly for J±ij = J
z
ij = J > 0, the spins tend
to align in the antiferromagnetic fashion in the ground state. This model has translational
symmetry and SU(N) spin symmetry, where N = 2(S) + 1.
2.2.2.1 Spin-half Heisenberg models
In general, for the Heisenberg model, the spin S can take any integer or half integer value.
Now, we will restrict our discussion to spin half models which are relevant to many real
materials. The spin half Heisenberg model can be exactly solved for small sized systems.
Below, we show the energies and their eigenfunctions of the two site model.
Two site spin-half quantum Heisenberg model:
Consider two spins with S = 1/2 on two sites. Let the Hilbert space of a spin half on a
site ‘i’ be {| ↑〉, | ↓〉} corresponding to Szi = +1/2 and Szi = −1/2. Then, for two sites,
5This convention, comes from the classical counterpart of this model, when the spins in the Hamilto-
nian are replaced by classical spins. The ground state energy of the classical two-site model when Jij = J
and i = 1 and j = 2 is E = J |~S1||~S2| cos θ. Here, θ is the angle between the spins. It is easy to see that
for J > 0, the anti-parallel alignment of spins minimizes the energy, i.e. θ = pi and for J < 0, θ = 0.
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the Hilbert space consists of four states with total spin S and spin projection along the z
axis Sz. They belong to a singlet and triplets given below,
6.
|S〉 = 1√
2
(| ↑〉| ↓〉 − | ↓〉| ↑〉) (S = 0, Sz = 0) (2.8a)
|T, 1〉 = | ↑〉| ↑〉, (S = 1, Sz = 1) (2.8b)
|T, 0〉 = 1√
2
(| ↑〉| ↓〉+ | ↓〉| ↑〉) , (S = 1, Sz = 0) (2.8c)
|T,−1〉 = | ↓〉| ↓〉 (S = 1, Sz = −1). (2.8d)
The Heisenberg Hamiltonian in Eq. (2.6) in this basis is a diagonal, with energies E0 =
−3J
4
and E1 =
J
4
. Here ES denotes the energy of any state with total spin S. Note that the
excitation energy is given by ET − ES = J .
Spin-Half Heisenberg model on an infinite chain: When J±ij = J , the Hamiltonian
in Eq. (2.6) can be modified to give the XXZ model as below,
Hˆ = J
∑
ij
[
∆Szi .S
z
j +
1
2
(
S+i .S
−
j + S
−
i .S
+
j
)]
(2.9)
where, ∆ = Jzij/J is the anisotropy factor. If ∆ = 1, it is called the isotropic Heisenberg
model.
The XXZ model with S = 1/2 is one of the most well studied models, especially with the
antiferromagnetic interactions. The spin-half one-dimensional antiferromagnetic isotropic
Heisenberg model can be exactly solved using the Bethe ansatz (Bethe (1931)) and the
ground state is a disordered state with quasi long range order7 and has gapless excitations
(Haldane (1983a)). The lowest lying excitations of this model are bosons called the
magnons, or spin waves (Ashcroft and Mermin (1976); Auerbach (1994)). The spin half
Heisenberg model with antiferromagnetic interactions can describe many real materials.
For example, in one dimension, the Heisenberg model describe the material CuCl2.2NC5D5
(CPC), KCuF3 and Sr2CuO3 (Endoh et al. (1974); Heilmann et al. (1978); Mikeska and
6Note that, these states are labelled by the total spin S of the states, which commutes with the
Hamiltonian
7 Quasi long range order means, the correlations die to zero algebraically (power law).
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Kolezhuk (2004); Tennant et al. (1993)).8
The Heisenberg model in higher dimensions does not have exact solutions, but then they
are studied using many approximate techniques numerically as well as analytically and
are found to describe many real materials. In two dimensions, the spin half Heisenberg
model with antiferromagnetic interactions on a square lattice describes a cuprate La2CuO4
(Manousakis (1991)), Na4Ir3O8 can be described by the spin half antiferromagnetic inter-
action on the hyper-kagome lattice (Okamoto et al. (2007)).
Spin-half Heisenberg model from the Hubbard model: The spin-half antiferro-
magnetic Heisenberg model can be shown to be the low energy effective Hamiltonian for
the half filled Hubbard model in the limit of u→∞.
Consider a two site Hubbard model at half filling, i.e. two electrons on two sites, in the
limit u → ∞. Since u is large, there are no de-confined charge excitations and only the
spin degrees of freedom play a important role in this limit. Then the Hilbert space of
the Hubbard model is exactly same as in Eq. (2.8). Since u is a large quantity, we can
treat the Hubbard model using perturbation theory; the small parameter being t/u. The
Hamiltonian in Eq. (2.11) can be written as
HHub = u
(∑
i
ni↑ni↓ +
t
u
[ ∑
<ij>σ
c†iσcjσ +H.c.
])
(2.10)
= u(Ho +
t
u
H1) (2.11)
The perturbation H1 lowers the energy of the singlet state |S〉. This is because the singlet
state undergoes virtual transitions to the intermediate states as shown in Fig. 2.3.9 The
Pauli blockade will prevent such transitions for triplet states |T, 1〉, |T,−1〉. The first
order correction to the energy is zero. The second order correction to energy 10 (Shankar
8 Strictly speaking, in addition to the next neighbour exchange interaction, other interactions such as
the second neighbour exchange interactions, bi-quadratic exchange interactions and other interactions,
are also required to describe some of these materials.
9The triplet state with Sz = 0, can also undergo virtual transitions to intermediate states, but the
contribution of one of the intermediate states exactly cancels the other.
10 These calculations require only non-degenerate perturbation theory as the intermediate states always
have energy different from the initial states.
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Figure 2.3 – Virtual transitions in the Hubbard model at half filling giving rise to antiferro-
magnetic exchange interaction between the spins.
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(1994)) is given by
∆E(2) =
∑
iα
|〈iα|H1|S〉|2
E0 − Eiα
(2.12)
In the above equation iα is the set of all possible intermediate wavefunctions with energy
Eiα . E0 is the unperturbed energy and is equal to zero, as there are no doubly occupied
sites. For this model we get the second order correction to energy as,
∆E(2) =
−4t2
u
(2.13)
A factor of four comes from the four different ways the intermediate state can make a
transition to the final singlet state (see Fig. 2.3). We mentioned in the two site model of the
Heisenberg model, the difference between the singlet and the triplet gives the interaction
strength J . Thus the energy difference between the triplet sector and the singlet sector,
gives J = 4|t|
2
u
, which is antiferromagnetic in nature. Thus in the limit of u → ∞, the
Hubbard model at half filling reduces to the spin half antiferromagnetic Heisenberg model.
It has to be emphasized that the above result is not limited to the one-dimensional model,
but can be generalised to arbitrary lattices in arbitrary dimensions when Jij =
|tij |2
u
.
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2.2.2.2 Haldane’s conjecture: Half integer spin models versus integer spin
model:
Investigations in spin models saw an upsurge ever since Haldane conjectured the basic
difference between the one-dimensional half integer and integer spin models in his seminal
papers (Haldane (1983a,b)). Haldane mapped the model to large S continuum field theo-
retical model (non-linear sigma model) and found that a contribution from a topological
term becomes zero in the case of the integer spins, and is non trivial for the half integer
spins.
Haldane further showed that, for the half integer spin models, the low energy spectrum
is gap-less and the correlations have power law behaviour. In contrast, in the integer
spin models the ground state is unique, disordered and the energy spectrum is gapped
with exponentially decaying correlations. The Haldane conjecture has been found to be
true in many experiments (Hagiwara et al. (1990)) and numerical calculations of spin one
models (Affleck et al. (1987); White and Huse (1993)). In the next section, we will discuss
the spin one antiferromagnetic model which is found to describe many materials such as
Ni(C2H8N2)2NO2(ClO4) (NENP) (Hagiwara et al. (1990)), Tl2Ru2O7 (Lee et al. (2006b)),
Y2BaNiO5, (Darriet and Regnault (1993))(Yamashita et al. (2000)).
2.2.2.3 One-dimensional antiferromagnetic spin one Heisenberg model:
The spin one antiferromagnetic model has been surprising the condensed matter commu-
nity for a long time, with its intriguing properties. The spin one Heisenberg model in
one dimension is one of the first models to agree with the Haldane’s conjecture.11 The
numerical simulations of the spin one antiferromagnetic Heisenberg model using DMRG
(White and Huse (1993)) shows that it has a gapped, disordered (singlet) ground state
and the lowest excitation is a triplet magnon. The excitation gap ∆ ∼ 0.41J at the wave
vector q = pi.
All two point correlations in the spin one chain decay exponentially. But then there is
a non-local correlation called the hidden order which is long ranged. This hidden order
11It has to be noted that this conjecture is also true for the spin half Heisenberg model.
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Figure 2.4 – A schematic diagram of the string order in the spin one antiferromagnetic
Heisenberg chain. Here, the up arrows indicates Sα = +1 state, blue spheres indicate the
Sα = 0 state and the down arrow indicates the Sα = −1 state.
called the string order was found to be finite in the ground state of spin one chains was
discovered by de Nijs and Rommelse (den Nijs and Rommelse (1989); Girvin and Arovas
(1989)). The string order is defined below
Oαs = lim|i−j|→∞
〈Sαi exp(ipi
∑j−1
l=i+1 S
α
l ) Sαj 〉 (2.14)
where, α = x, y, z, ~Si =
∑
α Sˆ
α
i is the spin of the i
th molecule, Sαi =
∑
σσ′ cˆ
†
iστ
α
σσ′ cˆiσ′ , and
~τσσ′ is the vector of Pauli matrices. The string order is similar to the Ne´el order, except
that, the up spins (Szi = +1) are interspersed by arbitrary number of spin zero states
(Szi = 0) followed by the down spin state (S
z
i = −1). The schematic representation of
string order is shown in Fig. 2.4.
The connection between the gap and the hidden order was further investigated by Tasaki
and Kennedy (Kennedy and Tasaki (1992a,b)). They apply a non-local unitary trans-
formation now called the Kennedy-Tasaki transformation U = ∏j<k expipiSzj Sxk (Oshikawa
(1992)) on the Hamiltonian to yield another Hamiltonian H˜.
H˜ = UHU−1
= J
∑
k
[
Sxk exp
ipiSxk Sxk+1 + S
y
k exp
ipi(Szk+S
x
k ) Syk+1 + S
z
k exp
ipiSzk Szk+1
]
(2.15)
The transformed Hamiltonian does not have the full rotational symmetry of the Heisen-
berg model, but discrete global Z2×Z2 symmetry. The transformed Hamiltonian has a
ground state with ferromagnetic order which explicitly breaks this Z2×Z2 symmetry. The
duo believed that this hidden symmetry breaking leads to the observed spin gap and the
long range string order 12 in spin one chains.
12Breaking of discrete symmetry leads to a gap.
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Further, the new Hamiltonian H˜ has a four fold degeneracy for open boundary condi-
tions. Tasaki and Kennedy argue that, since unitary transformation does not change the
energy spectrum, the Hamiltonian H also had this four fold degeneracy for open bound-
ary conditions. Kennedy found using exact diagonalization that for finite chains, this four
fold degeneracy is slightly broken which is then recovered when one increases the system
size to the thermodynamic limit, when the difference in energy between these four states
become exponentially small. (Kennedy (1990)).
The four fold degeneracy in the spin one Heisenberg model can now be understood as
arising from spin half degrees at the edges of a finite chain (Kennedy (1990)). These edge
states were found in the context of another spin one model called the bi-quadratic-bilinear
model (Singh and Gelfand (1988)). The Hamiltonian of this model is given by
HB = J
∑
i
(
~Si.~Si+1 + β
(
~Si.~Si+1
)2)
(2.16)
where, ~Si is the spin 1 at site i, J is the antiferromagnetic exchange interaction and β
is the strength of the bi-quadratic term. In the above model, for β = 0, we recover the
Heisenberg Hamiltonian. Another important spin one model is the point where β = −1/3
called the AKLT point, proposed by Affleck, Kennedy, Lieb and Tasaki (Affleck et al.
(1987)). It is important because it is one of the points which is exactly solvable. Affleck
et al. found that the ground state of this AKLT point is a valence bond solid which is
gapped with exponentially decaying correlations. This point also has a non zero string
order, in fact the maximum string order Os = 4/9 found in any spin one chains (Kennedy
and Tasaki (1992b)). The valence bond solid formation in spin one chain shown in Fig. 2.5
can be constructed from the symmetric combination of two spin half variables on the
same site. A spin half from a site i forms a singlet with spin half on the next site,
which is represented by a bond (green straight lines). From the valence bond picture, it
is clear that for a finite chain, the edges of the spin one chain will have dangling spin
half entities without any neighbouring spin to form a singlet. Such edge states are found
experimentally in a spin one material Ni(C2H8N2)2NO2(ClO4) (NENP) (Hagiwara et al.
(1990)).
These edge spins give rise to a four fold degeneracy in the ground state, when the spin
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Spin-1/2
Singlet
Spin-1
Figure 2.5 – Diagrammatic representation for the valence bond solid ground state in spin one
chains. A spin one entity (Light green spheres) can be constructed from the symmetrization
of two spin half entities (Dark green dots). A spin half on one site forms a singlet with the
spin half on the neighbouring site (shown in green line connecting two light green spheres).
halves at the edges can form a singlet or a triplet. It is easy to see that in the thermody-
namic limit, the energy is independent of these configurations of the edge states. It should
be emphasized that this degeneracy in the ground state and the edge states are absent in
the case of periodic boundary conditions. All these non-trivial properties of this model
(β = -1/3) are also seen in the spin one antiferromagnetic Heisenberg model (β = 0) as
the ALKT ground state and the spin one Heisenberg model are in the same phase called
the Haldane phase.
In summary, the Haldane phase is a disordered phase; with a gap and an exponentially
decaying two point correlations, a finite non-local string order, with ground state degen-
eracy dependent on the boundary conditions. However, all the above description of the
Haldane phase is insufficient to uniquely identify it, as it is realised now that the Hal-
dane phase is a symmetry protected topologically ordered phase (Gu and Wen (2009);
Pollmann et al. (2010)), and characterisation, using symmetries such as the breaking of
Z2 × Z2 will not be applicable to these phases. We will discuss this in Sec. 2.4.1. Thus
the Haldane phase has come long way from a description of gapped phase to a symmetry
protected topological phase.
2.2.3 The Kondo model and its variants
The Kondo model was introduced to investigate a certain anomalous effect called the
‘Kondo effect’ in the resistivity of some materials which had magnetic impurities (Meissner
and Voigt (1930)).
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Figure 2.6 – A schematic diagram of comparison of resistivity ρ versus temperature for normal
metals and metals with magnetic impurities.
2.2.3.1 Introduction: The Kondo effect
The Kondo effect is the effect of sudden rise in the resistivity of certain metals at very
low temperatures (Meissner and Voigt (1930)), as opposed to ordinary metals, where the
resistivity goes monotonically to a constant. It almost took thirty years to realise that
the sudden increase in resistivity can be attributed to the presence of magnetic impurities
which enhance the scattering of electrons at very low temperatures (Sarachik et al. (1964)).
The resistivity due to this extra scattering has a logarithmic temperature dependence
(Kondo (1964)) as shown in the Fig. 2.6. The equation governing the resistivity in the
presence of magnetic impurities is given by
ρ = ρ0 + A T
2 +BT 5 + C log
(
Tk
T
)
(2.17)
where T ≥ Tk,
• ρ0 is the resistivity due to non-magnetic impurities.
• The quadratic term is the electronic contribution to the resistivity (Ashcroft and
Mermin (1976)).
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Figure 2.7 – (a): Susceptibility versus temperature in a system with a magnetic impurity.
(b): Density of states in a metal with no magnetic impurity and the formation of the Kondo
resonance in the presence of impurity. The width of the resonance gives the Kondo temperature
Tk
• The third term of the equation is the phonon contribution to the resistivity (Ashcroft
and Mermin (1976)).
• The last term is the resistivity caused by the magnetic impurities(Kondo (1964)).
The curious property that was observed in the Kondo effect was that the logarithmic tem-
perature dependence did not continue indefinitely down to T=0, which would diverge if it
did. Below a certain temperature Tk, the logarithmic temperature dependence disappears
and there is a finite resistivity at T=0. In the vicinity of Tk, one can see sharp differences
in the magnetic susceptibility of the impurity as shown in Fig. 2.7(a). Also this electron
scattering mechanism appear as a resonance in the density of states at the Fermi level
with a width Tk as in Fig. 2.7(b).
Below Tk the susceptibility is Pauli paramagnetic and above Tk it has a Curie temperature
dependence; characteristics of free local moments (Kondo (1964)).
2.2.3.2 Single impurity Kondo model
The Kondo model is named after Jun Kondo who investigated the Kondo effect using
perturbative analysis (Kondo (1964)). It is one of the few models in many body physics
which is well understood thermodynamically. It is the simplest model governing the effect
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of a localised impurity atom on the conduction electrons. The Hamiltonian of the Kondo
model (s-d model) is given by
H =
∑
k,σ
kc
†
k,σck,σ +
∑
k,k′
Jk,k′c
†
kα~σαβck′β.
~Sd (2.18)
Where
• c†k,σ(ck,σ) is the conduction electron creation (annihilation) operator.
• c†kα~σαβck′β is the fermionic representation of the conduction electron spin.
• ~Sd is the impurity spin. (Usually a spin one-half impurity.)
• Jk,k′ is the strength of the interaction between the impurity spin and the conduction
electron spin. In general, it can be positive or negative. But, it can be shown via
the Schrieffer-Wolff transformation (Schrieffer and Wolff (1966)) of the Anderson
model, in the U →∞ limit, (Anderson (1961)),13 J is actually antiferromagnetic.
Jun Kondo studied this model using third order perturbation theory found that a spin-
flip scattering mechanism contributes a logarithmic temperature dependent resistivity at
low temperatures. Anderson and Yuval used the poor man’s scaling approach (Anderson
and Yuval (1969)) to understand this model. Neither Kondo’s perturbative analysis nor
the poor man’s scaling method could explain the physics of this model below Tk, where
the perturbation theory shows a logarithmic divergence. While the poor man’s scaling
method could hint at what might happen at low temperatures; it was not until the
numerical renormalization group approach by Kenneth Wilson that exact results were
known. (Wilson (1975); Wilson and Kogut (1974)) 14
A short summary of the key points concerning the Kondo model is
1. The Kondo model (antiferromagnetic J) has two fixed points ρJ →∞ (stable) and
ρJ → 0 (unstable) as shown in Fig. 2.8 (ρ is the density of states at the Fermi level.)
13 The Anderson model is not discussed in this thesis and the readers can refer to it else where.
14Also see Sec. 3.4 of chapter 3 which gives a brief introduction to numerical renormalization group.
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RG flow of the coupling constant for the single impurity kondo model.
Figure 2.8
2. Since ρJ → ∞ is a stable fixed point, under RG transformation the coupling con-
stant flows toward this point, which in turn implies that there is a strong interaction
between the impurity spin and the conduction electron which grows at low temper-
atures. Below a certain temperature called the Kondo temperature Tk the impurity
spin is screened by the conduction electrons.
3. In fact at T = 0, the impurity spin forms a local fluctuating dynamic singlet with
a conduction electron. This means that at T = 0 the impurity spin completely
disappears from the problem, all that is left is a non magnetic impurity. This point
corresponds to the scattering at unitarity limit, with phase shift of the conduction
electron at the Fermi level being δ =pi
2
.
4. Thus the Kondo problem reduces to a metallic problem with one electron removed
and has a Fermi liquid ground state.
5. The Kondo temperature is given by Tk = (ρJ)
1
2 exp
(
−1
ρJ
)
.
6. The important result of the single impurity Kondo model is that there is only one
energy scale in the problem, which is the Kondo temperature, and all the properties
have a universal behaviour. It means that though Kondo temperature varies for
different impurities and different host metals, if one scales the experimental data by
the Kondo temperature, all curves of the physical properties of different materials
will fall on one curve.
7. One can also see this universal behaviour in a quantity called the Wilson ratio ‘R’
which is a ratio of the susceptibility χ and the linear coefficient of the specific heat
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γ.
R = 4pi
2K4Bχ
3(gµB)2γ
In particular, this ratio quantifies the electron-electron interaction effects and spin
fluctuations in Fermi liquids. In a non-interacting system this ratio is one, whereas
in Kondo systems R takes the value two, irrespective of the impurity and the host
metal, implying that Kondo problem is a strongly-correlated Fermi liquid.
2.2.3.3 Variants of the Kondo model
The single impurity Kondo model is only relevant to materials having dilute concentrations
of impurities. In order to understand alloys with finite concentrations one has to resort
to more complicated models. There are many variants of the Kondo model which we will
discuss briefly below.
• The simplest variant of the Kondo model is to include something more than the
‘s’ wave scattering and having a larger spin than spin half impurities. This model
called the Coqblin-Schrieffer models (Coqblin and Schrieffer (1969); Hewson (1997))
includes multi orbital effects. This model has been investigated using the Bethe
Anzats by Bazhanov et al. (Bazhanov et al. (2003)). In this model, the effect of
magnetic field is found to dramatically change the Kondo temperature by orders of
magnitude (Bazhanov et al. (2003)).
• M channels and N impurities model: Kondo models with M channels of con-
duction electrons with N impurities was proposed by Nozie´res and Bladin (Nozie´res,
Ph. and Blandin, A. (1980)). Multiple scattering channels in a real material can
arise from crystal electric fields, where orthogonal group of electrons can interact
with impurities. A simpler case would be in a quantum dot with multiple channels
of conduction electron contacts. In general, in this model if the number of impurities
is equal to the number of channels, then the model has Kondo effect with Fermi
liquid ground state. If the channels are lesser than spin-half impurities, then there
is partial Kondo effect, with Fermi liquid ground state and a net moment. The
most puzzling case is when the number of channels is greater than the impurities
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when the ground state is a non-Fermi liquid(Coleman (2007); Hewson (1997); Jones
(2007)).
Kondo lattice model: The Kondo model with an impurity on all sites was investi-
gated by Doniach is called the Kondo lattice (Doniach (1977)) model. In this model,
other than interaction between the conduction channel and the impurity spins, there
is also interactions between the localised spins. This interaction is the RKKY in-
teraction named after Rudermann, Kittel, Kasuya and Yosida who discovered it .
The Hamiltonian of this model is
H = Jk
∑
i
Sˆi.si + JH
∑
i,j
Sˆi.Sˆj +
∑
kσ
εknkσ (2.19)
where εk is the energy dispersion of conduction electrons, Jk is the Kondo interaction
between the localised spin Sˆi at site i and the conduction electron at the same site
si. Jk can either be antiferromagnetic or ferromagnetic in nature. In many heavy
fermions they are antiferromagnetic in nature and in manganite perovskites, they
are ferromagnetic in nature. JH is the RKKY interaction between the neighbouring
localised spins. RKKY interaction is the indirect spin-spin interaction between spins
which is mediated by electrons. This was first proposed by Rudermann and Kit-
tel to explain the broadening of nuclear hyperfine spectrum, where nuclear spin of
one atom interacts with the other, via the surrounding electrons and was later seen
in electrons of CuMn alloys (Kasuya (1956); Ruderman and Kittel (1954); Yosida
(1957)). This interaction is similar to the Friedel oscillations when an impurity
charge is introduced in metal, it causes charge density fluctuations in the surround-
ing environment (Ashcroft and Mermin (1976)). Similarly, RKKY interaction is an
indirect spin polarisation interaction of the impurity spins, which causes local spin
fluctuations. The magnitude of RKKY interaction is given by
IRKKY = −(ρJ)2 cos(2kfr)| kfr |3
RKKY interaction changes sign and magnitude depending on the position of one
impurity spin from another. All these competing interactions give rise to a com-
plicated phase diagram in this model and is too extensive to be covered in this
thesis. This model describe range of materials from many heavy fermions, quantum
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dots, carbon nanotubes, manganites, perovskites to hetero-junction semiconductors
(Coleman (2007); Hewson (1997)).
2.3 Geometric Frustration
Properties of strongly correlated systems are also found to be controlled by the underlying
frustration in the lattice. Frustration in a strongly correlated systems gives rise to exotic
ground states such as valence bond solids, spin liquids with equally interesting excitations
such as emerging gauge fields, fractionalized charges, deconfined spinons (Balents (2010)).
In the following, we discuss the effect of frustration on many body systems in general.
Frustration happens when the arrangement of spins on a lattice cannot satisfy all inter-
actions simultaneously. Initial studies on geometric frustration were based on the two-
dimensional triangular lattice motifs with antiferromagnetic Ising type interactions (neigh-
bouring spins favour anti-parallel spin alignments) by Wannier and Houtappel (Houtappel
(1950); Wannier (1950)). They found that in an antiferromagnetic classical Ising model,
spins do not order even at very low temperatures and they have finite entropy even at
T = 0, violating the third law of thermodynamics. This striking observation of lack of
order and finite entropy can be attributed to the underlying geometric frustration of the
couplings. Even at the level of classical spins we can see that frustration leads to many
interesting behaviours. Consider a classical Ising Hamiltonian on a lattice as below,
H = −J
∑
i,j
Si.Sj. (2.20)
Here Si is the spin at site i. Si can take discrete values ± 1. +1 refers to alignment of
the spin in an arbitrary direction in spin space and -1 refers to the direction which is at
an angle 180 ◦ to +1. J is the coupling constant, it can be positive or negative. If J is
positive, the Hamiltonian is minimized for parallel alignment of spins, i.e., ferromagnetic
coupling and if J is negative, the Hamiltonian is minimized for anti parallel alignment.
The simplest realization of the above Hamiltonian in two dimensions is to consider four
spins on a square as shown in Fig. 2.9. Each spin can align antiferromagnetically with
its neighbours and all the bonds are minimized simultaneously. The ground state is two
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Figure 2.9 – (a) and (b): Antiferromagnetic coupling on a square and degenerate ground
state configurations. (c) Geometric frustration in a triangle.
fold degenerate as shown in Fig. 2.9 a and b. Thus in a square all the bonds can be
simultaneously minimized. In contrast to this, consider spins 1, 2 and 3 on a triangle
trying to align antiferromagnetically with each other. As shown in the Fig. 2.9c, spin
3 on the triangle cannot align anti parallel to spin 1 and spin 2 simultaneously. Thus
all interactions cannot be minimized at the same time, leaving the system in a state of
frustration.
Typically, frustration leads to a large ground state degeneracy. (Moessner and Ramirez
(2006); Wannier (1950)). It can be seen in the Fig. 2.10 that when spin 3 minimizes the
bond, say with spin 2, in that process it maximizes the bond with 1 (shown in dotted
lines in the Fig. 2.10) and similarly when bond between spin 1 and spin 2 is minimized the
bond between spin 1 and spin 3 is maximized, giving rise to two equivalent configurations
with same energy. All together there are six equivalent configurations as opposed to the
two degenerate configurations for unfrustrated antiferromagnetic ground states. Thus,
even on a single plaquette of triangular lattice one can see how frustration leads to a
finite entropy at T = 0 (Moessner and Ramirez (2006)). In large lattices, the degeneracy
of the ground states is found to increase exponentially with the system size (Moessner
and Ramirez (2006)). This is called accidental degeneracy, as no two ground states are
related through a symmetry operation. In real systems this degeneracy is often lifted by
thermal or quantum fluctuations.
2.3 Geometric Frustration 31
(a)
1
2 3
(b)
2 3
unformed bond
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There are six possible ground states, two  as shown  above and other  four
 configurations with unformed bond along the other two vertices of the triangle.
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Figure 2.10 – Degeneracy generated by frustration
As seen above, the simplest case where one can encounter frustration is a triangle. In
lattices, some examples of geometric frustration include the antiferromagnetic Heisenberg
interactions on a two-dimensional triangular lattice or the kagome lattice (see Fig. 2.11)
or the 3-d pyrochlore lattice (Moessner and Ramirez (2006)). In a frustrated system,
the entropy plays a key role in producing new orders and new alignments of spins. A
typical example is the alignment of classical Heisenberg spins in a triangular lattice,
where spins align at an angle of 120 ◦ apart from each other as shown in the Fig. 2.11.
The system has three sub-lattices and since the ground state of the model is a singlet,
it must have an ordering as shown in the figure (Houtappel (1950); Husimi and Syozi
(1950)). This ordering is called the spiral(helical) ordering. Similarly, the alignment of
spins in the kagome lattice is shown in the Fig. 2.11b (Huse and Rutenberg (1992)). Thus
the frustration in the lattice is relieved by suitable ordering and by forming sub lattices.
2.3.1 Frustration in a quantum system
It is more interesting to understand the effect of frustration in a quantum mechanical
system. In a quantum system, geometric frustration coupled with quantum fluctuations,
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Figure 2.11 – Examples of frustrated lattices and ordering of spins in the lattices.
leads to exotic behaviours and give rise to novel phases like incommensurate orders, spin
liquids, and many other disordered phases. Quantum fluctuations in quantum systems
often lift the huge degeneracy seen in classical frustrated system and this is called ‘order
by disorder ’. Also, the quantum superposition of these highly degenerate states caused
due to frustration gives rise to highly entangled states.
2.3.1.1 Geometric frustration of the kinetic energy
Another notable quantum effect due to frustration that manifests itself as quantum inter-
ference is called the geometric frustration of the kinetic energy. So far we have described
frustration in a system of localized classical spins. This kinetic frustration, is relevant to
fermionic models in frustrated lattices (Moessner and Ramirez (2006); Powell and McKen-
zie (2011)). This can be understood as follows. Consider the tight binding Hamiltonian
on a frustrated lattice like a triangular lattice and an unfrustrated square lattice.
Htight−binding = −t
∑
〈i,j〉
c†i,σcj,σ (2.21)
where c†i,σ creates an electron at site i with spin σ and t is the hopping amplitude for
an electron to its neighbours. In a frustrated system, when an electron hops around a
single plaquette of the lattice, one can see that the amplitude of the hopping around the
plaquette is (t3), which is dependent on the sign of t (see Fig. 2.12). So the kinetic energy
of the electron depends on the sign of t. On the other hand, for an electron hopping in a
square, the amplitude for hopping in a square is proportional to (t4) which is independent
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of the sign of t, and so is the kinetic energy.
Amplitude for hopping  around a plaquette is 
proportional to t3. Hence  the amplitude depends 
on sign of t.
Amplitude for hopping is proportional 
to t . 4
Figure 2.12 – Hopping amplitude and spin of an electron traversing a closed path in a
frustrated triangle and an unfrustrated square.
In a frustrated lattice, this sign change gives rise to a decrease (increase) in the kinetic
energy of electrons (holes). In the tight binding model, the decrease in kinetic energy of
the electrons can be attributed to the decrease in bandwidth W of the system. Bandwidth
W is the difference in energy between the top and the bottom of a band. As a general rule
of thumb, the bandwidth W in a tight-binding model is given by W = 2zt. Therefore, in a
triangle, the expected bandwidth is 2×2t = 4t. But a simple tight binding calculation on
a triangle reveals that the bandwidth W reduces to 3t (Powell and McKenzie (2006)).15
Thus even in a small triangular plaquette, one can see the decrease in bandwidth W . This
frustration in kinetic energy thus clearly leads to the breaking of particle hole symmetry
(Barford and Kim (1991); Powell and McKenzie (2011)). This particle-hole asymmetry in
turn enhances the many-body effects in hole/electron doped systems (Barford and Kim
(1991)).
It is evident from the above discussion, that lattice frustration also controls the transport
of charges as well.
15In terms of molecular orbital picture, this can be interpreted as follows. In a frustrated system there
are no complete anti-bonding orbitals, but only bonding and non bonding orbitals. The bandwidth W
defined as the difference in energy between lowest (usually bonding) and highest energy (usually anti-
bonding) is reduced in a frustrated system, because the bandwidth W is now the difference between the
bonding and the non-bonding orbitals. In fact, the W2zt is a measure of frustration in the system (Powell
and McKenzie (2006)). This ratio is one for unfrustrated systems and less than one in frustrated systems.
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2.3.2 General properties of quantum frustration
1. Often, frustration in the lattice is found to lead to incommensurate orders like spiral
orders, spin liquids, valence bond solids.
2. The ground states are highly entangled.
3. It is found that frustration can alter symmetry of the superconducting pairs and
frustration of the kinetic energy leads to reduction in nesting, enhanced disorder
and electron-electron correlation effects (Powell and McKenzie (2011)).
4. Not only the ground states have interesting orders, the excitation are also equally
exotic. It is believed that, there are deconfined spinons (Helton et al. (2007)) and
fractional excitations (Mourigal et al. (2013)) in these systems.
2.4 Topologically-ordered phase
The latest exotica in condensed matter as of the last decade are materials which possess
topologically-ordered phase. Topologically-ordered phase are beyond the paradigmatic
description of the ‘Landau Ginzburg symmetry breaking theory’ of phases in materials.
The idea of topologically ordered phase was first conceived in describing the chiral states
in high Tc superconductors (Wen et al. (1989)). It was realised that different chiral states
have the same symmetry and cannot be distinguished using the prescription of Landau
Ginzburg theory, i.e. the order parameter. These states were called the topologically-
ordered phases, as the states were distinguished on the basis of some topological invariant
quantity (the topology dependent degeneracy, non-abelian geometric phase) (Wen (1989)).
But this chiral spin state theory could not explain the high Tc superconductivity (Bednorz
and Mu¨ller (1986)) but then was found to describe fractionalized quantum Hall effect
(Kalmeyer and Laughlin (1987); Tsui et al. (1982); Wen and Niu (1990)). It is now
realised, that even the normal superconductivity is a topologically ordered phase. The
topologically-ordered phases (Wen) are characterised by the following,
• Topologically ordered states have a finite gap to excitations in the thermodynamic
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limit.
• These phases may have gapless edge states, which gives rise to non-trivial exci-
tations, which can have fractional statistics. Further, the existence of these edge
states means a topological phase cannot be continuously deformed into a trivial
phase without a phase transition.
• They have a set of degenerate ground states whose origin is not due to symmetry.
In general, the degeneracy generated by symmetry are lifted by means of some
local perturbation which breaks the symmetry. But the degeneracy in topologically
ordered state are not lifted by any local perturbations and are very robust. Also,
ground state degeneracy is sensitive to the topology of the manifold on which the
model is described.
• These phases are characterised by long range entanglement,i.e., no local unitary
transformation of the state can remove the entanglement in the state (Chen et al.
(2010)).
Topologically-ordered phases are classified using projective symmetry groups (Gu and
Wen (2009) and references therein). Topologically ordered states can be identified in the
ground states by their non-zero topological entropy (Kitaev and Preskill (2006); Levin
and Wen (2006)) or the degenerate entanglement entropy (Li and Haldane (2008)).
2.4.1 Symmetry protected topological phases
There are also phases called the symmetry-protected-topologically ordered phases, where,
the characteristic of topologically-ordered phase is observed only when some symmetries
protect them. If the symmetries are not present, then, these phases cannot be distin-
guished from a trivial phase. These phases, unlike topologically ordered phases, do not
have long range entanglement. Some examples of symmetry-protected-topologically or-
dered include the Haldane phase of spin one chains, topological insulators and supercon-
ductors.
Haldane phase of spin one chains: We already mentioned in Sec. 2.2.2.3 the Haldane phase
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is a gapped state, has edge excitations and a four fold degeneracy for finite size chains.
Kennedy and Tasaki (Kennedy and Tasaki (1992a)) made an attempt to understand this
phase based on (Z2× Z2) symmetry breaking picture. However, their notion of symmetry
breaking is misleading because, the non-local transformation is well defined only for open
boundary conditions, and the (Z2×Z2) symmetry is broken only in the ground state of
transformed Hamiltonian in Eq. (2.15) and not the actual Hamiltonian.
It can be understood why the Haldane phase is not amenable to symmetry breaking
descriptions because it is a symmetry-protected-topologically ordered phase (Gu and Wen
(2009)). It is protected by any of the following symmetries: time reversal symmetry,
inversion symmetry about a bond centre (see Fig. 2.5), and the dihedral symmetry (D2
or the Z2× Z2), the symmetry under pi rotations about a pair of orthogonal axes (Gu
and Wen (2009); Pollmann et al. (2010, 2012)). When the Hamiltonian has one of the
above symmetries, the Haldane phase is characterised by a double degeneracy in the
entanglement spectrum (Pollmann et al. (2010, 2012)) which identifies the Haldane phase
from the trivial phases.
The Haldane phase is not only the ground state of the spin one Heisenberg model and
AKLT model, but also other generalised bosonic and fermionic models (Anfuso and Rosch
(2007)). In such cases, if the Hamiltonian has interactions which break these symmetries,
the Haldane state may not have the double degeneracy and cannot be uniquely identified.
If the perturbation does not break the time reversal symmetry, the double degeneracy of
the entanglement spectrum comes from the Kramer’s degeneracy of the edge spins.
In the case of inversion symmetry, the double degeneracy in the entanglement spectrum
is due to the odd parity of ground states about the bonds that connect the two sites and
similarly for the D2 symmetry. If a Hamiltonian has all these three symmetries, then the
ground state will have edge states, string order and double degeneracy in the entanglement
spectrum as in the spin-one Heisenberg model. If the time reversal symmetry is not
present, then the ground state will not have edge states, if the D2 symmetry is broken,
the string order will vanish as in the transformed Hamiltonian H˜ in Sec. 2.2.2.3, if the
inversion symmetry is broken, then the Haldane phase will not have double degeneracy in
the entanglement spectrum. Table 2.1 summarizes on what are the symmetries that are
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Table 2.1 – Symmetry protection in spin-one Heisenberg model
Symmetry String order Edge states Degeneracy
D2 Yes Yes yes
Time reversal No Yes Yes
Inversion No No Yes
required in a Hamiltonian such that if the Haldane phase is the ground state of a model,
it will exhibit string order, edge states and double degeneracy (table from Pollmann et al.
(2010)).
Topological insulators are materials whose bulk conductivity is gapped, while it conducts
along the edges without any resistance (Hasan and Kane (2010)). These insulators are
protected by time reversal symmetry and U(1) symmetry. Some examples of topological
insulators with bulk gaps include the Be2Se3, Be2Te3 (Hsieh et al. (2009)).
Applications of topologically ordered states: The field of topologically ordered
phases is still in its infancy, so currently there are not many applications of these phases.
But one of the most important applications of topologically ordered states is that states
can be used as qubits for quantum computations. The robustness of topologically ordered
states against any local perturbations can significantly reduce the effect of decoherence
and may pave ways for the realisation of fault tolerant quantum computers and quantum
memories (Kitaev (2003); Nayak et al. (2008)).
The dissipation less conducting channel at the boundary of a topological insulator can
have many potential applications in electronics.
Chapter 3
Simulation of strongly correlated
Hamiltonians
Understanding the properties of strongly correlated systems using analytical and numeri-
cal techniques continues to be one of the most challenging problems in condensed matter
physics. Only a few of the Hamiltonians discussed in the previous chapter have exact
solutions, mostly in one dimension. There are only a few analytical techniques which can
be employed to treat these Hamiltonians, because they have to be non-perturbative in na-
ture. Techniques such as the Bethe ansatz Bethe (1931), slave-boson mean field methods,
(Kotliar and Ruckenstein (1986)), other mean field theories, and renormalisation group
methods have been used to investigate strongly correlated systems. But the applicability
of these techniques is highly dependent on the dimensions of the lattice and the specific
models. For instance, mean field theories do not include any correlations in space and
time and Bethe ansatz works only in one-dimension.1
Alternatively, we can use numerical simulations to study these systems. There are many
methods such as the exact diagonalisation (ED), quantum Monte Carlo (QMC), dynami-
cal mean-field theory (DMFT), numerical renormalisation group (NRG), density matrix
renormalisation group, (DMRG) and tensor networks (TN) to investigate strongly cor-
related systems. Each of these methods have their own success stories and limitations
which will be discussed briefly in the following.
1Analytical techniques are beyond the scope of this thesis and will not be discussed in detail.
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3.1 Exact diagonalisation (ED)
The simplest approach to solve a many-body problem is to use a brute force exact diago-
nalisation of the Hamiltonian. The most common available routines for exact diagonalisa-
tion include the power method, the Lanczos method, the Jacobi-Davidson algorithm and
the Arnoldi method (Weisse and Fehske (2008)). However, we cannot diagonalise arbitrar-
ily large systems, because the bottle-neck one faces in simulating many-body Hamiltonian
is the exponential increase in the Hilbert space dimension of the system with the increase
in the lattice size. For example, consider a paradigmatic model in condensed matter, the
spin half Heisenberg model, with ‘local’ Hilbert space dimension two, corresponding to
| ↑〉 and | ↓〉. When we construct a lattice of size L, the Hilbert space is 2L. This means
that when we try to solve this problem numerically on a computer, we need exponentially
large memory to store, manipulate and retrieve the full wavefunction.
To put things into perspective, for a simulation of the Heisenberg model on a lattice size
of sixty, the Hilbert space is 260. If we need to store each of these vectors in the Hilbert
space on a classical computer, which often uses 64 bits to store a number, we need about ∼
eight petabytes of memory. We also need more memory for manipulation of these vectors
and retrieval of data. The largest storage array now available is the storage array built by
IBM which is about 120PB (IBM (2011)) and another one currently constructed is about
500 petabyte by Cray Inc. (Cra (2014)). So there are no storage devices which can store
such large volumes of data. Further, typically one wants to understand the properties of
a system in the thermodynamic limit, especially when we want to study phase transitions
and other effects which manifest only in the thermodynamic limit. In such cases it is not
feasible to use classical computers to store such large volumes of data.
Fortunately, in condensed matter physics, we are often interested in understanding the
low energy physics of systems, especially the ground state and the low-lying excitations.
Also, in general, most of the model Hamiltonians in quantum mechanics involves only
local interactions which make the Hamiltonian a sparse matrix. Often we can classify the
Hilbert space based on symmetries of the Hamiltonian and deal with a smaller part of the
Hilbert space which is relevant to the model. For example, for the spin half Heisenberg
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model, we can divide the Hilbert space based on the total spin ‘S’ or the magnetization
of the many-body ground state. But even after projecting out the Hamiltonian based on
the symmetries of the Hamiltonian the underlying Hilbert space is often too big to be
handled using ED.
Currently, in two-dimensions, even on a sophisticated computer, we can deal at the most
sixty-three sites for a spin system using ED (Capponi et al. (2013)), after which the
problem becomes intractable. Situations become worse for fermionic and bosonic models.
For the t − J model on a square lattice, we can solve about thirty-six sites using exact
diagonalisation (Waas et al. (1993)) and about 20 sites for the fermionic Hubbard model
on square lattice (Noack and Manmana (2005)). ED is not a practical method if we have
to understand a model in the thermodynamic limit, so we need to use other numerical
methods.
3.2 Dynamical mean field theory (DMFT)
Dynamical mean field theory, introduced in 1992 by Georges, Kotliar, Krauth, and Rozen-
berg has played a key role in understanding the properties of many strongly correlated
models (Georges and Kotliar (1992) and Metzner and Vollhardt (1989)). In DMFT, a
lattice problem is mapped on to an impurity site interacting with bath which is found self
consistently (Georges et al. (1996)). For example, using DMFT one can map the Hubbard
model to an Anderson impurity model. After this mapping, the impurity problem has
to be solved numerically or analytically. Though DMFT becomes exact only in the limit
of infinite dimensions, its application on finite dimensional lattice models has been very
successful in describing real materials (Limelette et al. (2003)).
One of the advantages of DMFT is that it is one of the few numerical techniques, which
interpolates between the atomic limit and the free electron limit. As any mean-field
theory, DMFT does not include any fluctuations in space. But then, fluctuations in time
are included and hence it is called ‘dynamical ’ mean field theory. In order to capture non-
local correlations DMFT gave way to cluster DMFT, where a lattice model is mapped
on to small cluster of impurity sites, with remaining sites acting as a bath (Hettler et al.
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(1998)). However, dealing with large clusters takes us back to the problems of exact
diagonalisation.
3.3 Quantum Monte Carlo (QMC)
Quantum Monte-Carlo is one of the most successful numerical techniques, so much so
that it serves as a benchmark for other methods (Nightingale and Umrigar (1998), Foulkes
et al. (2001)). QMC is based on random sampling of the Hilbert space and computing
statistical averages of observables in the sampled Hilbert space. A QMC algorithm for
finding the ground states can be implemented in many ways, leading to the methods
known as stochastic Greens function Monte Carlo, variational Monte Carlo, diffusion
Monte Carlo, reptation Monte Carlo and Gaussian quantum Monte Carlo. Similarly at
finite temperatures, there is path integral Monte Carlo, stochastic series expansion method
(SSE) (Sandvik (2003)) and auxiliary field Monte Carlo. While QMC is very powerful
in simulating large spins systems with no frustration, its application to fermionic models
and frustrated spin models is marred by the sign problem (Loh et al. (1990) and Troyer
and Wiese (2005)). This excludes QMC from many problems of interest.
3.4 Numerical renormalisation group (NRG)
The numerical renormalisation group, (NRG) is based on the idea of renormalisation
group transformations which was introduced in high energy physics (Stueckelberg and
Petermann (1953) and Gell-Mann and Low (1954)) and was later on adopted by the con-
densed matter physics community (Kadanoff (1966)). RG uses the idea of integrating out
unwanted degrees of freedom progressively using certain transformations on the Hamil-
tonian to describe a system in a given energy scale. The renormalisation group is a set
of transformations which deals with the invariance of physics at different lengths scales.
Consider a Hamiltonian H(J, T ) of some system described by parameters J and T , a RG
transformation R on the Hamiltonian is defined as
R [H(J, T )] = H˜(J˜ , T˜ ) (3.1)
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Iterating the RG transformation gives a recursion relationship for the set of parameters
in the Hamiltonian. Thus in RG one moves in the space of parameters which connects
Hamiltonian with different couplings. In the thermodynamic limit, RG transformations
move into a fixed point in the parameter space. It is called a fixed point because further
RG transformations do not change the coupling constants. From the nature of the fixed
point one can understand the various phases and the phase transitions exhibited by the
model.
There are many ways of implementing renormalisation group and its numerical imple-
mentation on a computer is called the numerical renormalisation group. Kenneth Wilson
(Wilson (1975)) who devised NRG successfully applied it to the single impurity s-wave
Kondo model which was an intractable problem until then. Nowadays NRG is widely used
to understand impurity problems in strongly correlated systems. The success of NRG can
be attributed to the following properties:
1. Its treatment of a system on all energy scales which was never done before. Most of
the methods that existed then tackled a system in certain energy regimes like the
high temperature expansion, perturbation theory.
2. It is a non-perturbative approach and hence it readily found its application in
strongly correlated many-body systems. This is vital because the solution to the
Kondo problem is non-perturbative.
In this chapter we will discuss NRG in detail as this method forms the fundamental
framework for other numerical techniques such as the DMRG and the TN which will be
used in this thesis. A typical NRG procedure is summarized below:
1. One starts the algorithm by constructing the Hamiltonian HˆA for a block A con-
sisting of ‘L’ sites on a ‘M ’ dimensional Hilbert space.
2. The next step is to form a bigger block, whose Hamiltonian HˆAA now includes two
blocks of A with ‘2L’ sites. This Hamiltonian includes all the interactions inside
each block and between the blocks and has a total Hilbert space dimension of M2.
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L
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(a)
(b)
Figure 3.1 – The ground state of a particle in a box.
3. One then diagonalises the Hamiltonian HˆAA to find the χ lowest eigenstates OA .
4. The Hamiltonian HˆAA and other operators are then projected onto the subspace OA
formed by the lowest eigenstates via Hˆ ′A = O
†
AHˆAAOA.
5. The truncated Hamiltonian Hˆ ′A now acts as the Hamiltonian for the block AA of
size 2L. One then iterates from steps two to four until the desired length is reached.2
The above procedure is built on the assumption that a many-body wavefunction of size 2L
can be constructed starting from the low-lying states of a smaller block L. This assumption
works well for the Kondo model, but breaks down when applied to real space Hamiltonians
such as the Heisenberg model and the Hubbard model. White and Noack found that the
NRG fails even in simple models (White and Noack (1992)). They considered a tight
binding Hamiltonian below,
Hij =

2, i = j
−1, |i− j| = 1
0, otherwise
. (3.2)
The above Hamiltonian is equivalent to a particle in a box in the continuum limit (White
and Noack (1992)). From elementary quantum mechanics, we know that the ground state
2Note that above algorithm does not include the logarithmic discretization of the conduction band,
which is usually done for impurity Hamiltonians before implementing the above procedure. The reader
is encouraged to refer to Krishna-murthy et al. (1980); Noack and Manmana (2005); Wilson (1975).
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of a particle in box has no nodes inside the box as shown in Fig. 3.1 (a). Now one
constructs the ground state of box of size 2L, using the ground state of the box of size
L. It can be clearly seen in Fig. 3.1 (b) that while the actual ground state of box of size
2L will have no nodes (shown in black), the ground state constructed from two boxes of
size L has a node at L. However, the actual wavefunction can be recovered when one
includes many higher eigenstates of blocks L with appropriate boundary conditions. The
standard procedure of choosing wavefunctions which have nodes at the edges is called
fixed boundary condition and was found to be inadequate in the RG procedure to recover
the wavefunction of the bigger block. In fact a combination of boundary conditions has to
be used in several iterations to recover the bigger block wavefunction (White and Noack
(1992)). Thus the treatment of boundary conditions plays crucial role in NRG.
White and Noack investigated many other combinations of boundary conditions to im-
prove the efficiency of NRG (White and Noack (1992)). But this method was only success-
ful only for single particle Hamiltonians and failed for interacting models. They realised
that, in order that states retained in block have the correct boundary conditions, they
have to be embedded in the same environment when the system is in the thermodynamic
limit. This they implemented by a method called the ‘superblock method’ which brought
a little improvement in NRG (White and Noack (1992)).3 Thus NRG gave way to the
density matrix renormalisation group. Despite these failures, NRG still continues to be
an important technique to simulate impurity models, and also as an impurity solver for
the DMFT.
3.5 Density matrix renormalisation group (DMRG)
Ever since its inception in 1992, DMRG continues its dominance with its unprecedented
precision when it comes to the simulation of one-dimensional Hamiltonians. Steven White
who devised DMRG built on the super-block method of NRG for interacting systems
(Hallberg (2006); Noack and Manmana (2005); Schollwo¨ck (2005); White (1992, 1993)).
In the super-block method, instead of the exponential growth in the Hilbert space size
3This method will be discussed in the context of DMRG
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Figure 3.2 – Super-block method of site decimation: Typical steps in a DMRG algorithm
(cf. Sec. 3.4), there is a linear growth. The method is discussed below: Consider a block
S of length l with Hilbert space MS and spanned by states {|mSl 〉} (see also, Fig. 3.2).
1. The Hamiltonian of this block is given by 〈mSl |Hˆll′ |mSl′〉 and so are the operators.
2. Now we form Hˆl+1 in the basis {|mSl σ〉}={|mSl 〉|σS〉} by adding one site (hence linear
growth). Here, |σS〉 is local basis on the (l+ 1)th site. Then we embed this block in
an environment block E of the same size, giving us a super-block of length 2l + 2.
3. The next step is to numerically diagonalise the super-block Hamiltonian to find its
lowest χ eigenstates.
4. Finally, we need to project the Hamiltonian and other operators onto these χ basis
states that represent the half of the super block i.e. the block S and one site in the
middle.
The above procedure is iterated from step 2 to 4 with block S and an extra site now
becoming the new block S. The DMRG algorithm fundamentally differs from the NRG in
steps 3 and 4, especially the criteria for choosing the optimal states to be retained in the
block is different from the NRG.
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White having realised that the eigenstates of the super block Hamiltonian do not represent
the system block faithfully and further drawing analogy from a system interacting with
its environment, understood that the eigenstates of the reduced density matrix ‘ρS’ of a
state |ψ〉4 of the superblock will be the optimal states to be keep. Now we digress and
give a brief description of the density matrix from which it will be clear why one has to
choose the eigenstates of the reduced density matrix to find the optimal states.
3.5.1 Density matrix
The density matrix provides the general description of a quantum mechanical system, as
opposed to the wavefunction description which can only represent pure states (Shankar
(1994)). A general mixed state can be described by the density matrix ρ as
ρ =
∑
α
Cα|ψα〉〈ψα|, (3.3)
where Cα are the weights of the state |ψα〉 in the ensemble and are normalized, i.e.
Trρ = 1. For a pure state, there will be only one non-zero Cα in the sum. Once ρ is
defined, one can then describe a subsystem ‘A’ by tracing out the rest of the system (say
B), which gives the reduced density matrix ρA.
ρA = TrBρ, (3.4)
The eigenvalues wα of ρA give the weight of the state α in the subsystem A and these
states form a complete basis for the subsystem A.
The eigenvalues of ρA also quantify the entanglement of subsystem A with the rest of the
system. From quantum information theory (Nielsen and Chuang (2000)), the entangle-
ment entropy or the von Neumann entropy S(ρ) is given by
S(ρ) = −TrρA log ρA
= −
∑
α
wα logwα. (3.5)
These eigenstates serve yet another purpose. If one makes bipartition of a pure quantum
state |ψ〉 into two parts, A and B, then one can represent |ψ〉 using the eigenstates and
4This state called the target state is usually the ground state.
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the eigenvalue of the reduced density matrix of the two subsystems using the Schmidt
decomposition as below (cf. Appendix 3.6, (Nielsen and Chuang (2000))),
|ψ〉 =
∑
α
√
wα|α〉A|α〉B (3.6)
where |α〉A are the eigenstates of the reduced density matrix of the subsystem A and |α〉B
are the eigenstates of the reduced density matrix of the subsystem B.
Thus from the above description of the pure state, we can understand that if one makes the
bipartition of a quantum state as in the super-block method, the eigenstates with largest
eigenvalue of the reduced density matrix provide the optimal basis to be kept in the
subsystem. Alternatively this scheme of choosing the eigenstates of the reduced density
matrix can be realised as the minimisation problem of the distance L = ||ψ〉 − |ψ˜〉|2 be-
tween exact wavefunction |ψ〉 and the approximate one |ψ˜〉 (White (1992, 1993)). Steven
White adopted the above idea and implemented it in the super-block method, which then
became the DMRG algorithm (Schollwo¨ck (2005); White (1992, 1993)). The connection
of DMRG to quantum entanglement and how the choice of reduced eigenstates also leads
to optimisation of entanglement was realised later in (Gaite (2001, 2003); Osborne and
Nielsen (2002)).
Infinite size DMRG algorithm:
A typical infinite size DMRG algorithm; i.e., a DMRG algorithm for studying a system
in thermodynamic limit (White (1993)) has the following steps,
1. We start the algorithm by constructing a four site Hamiltonian HLR = HL • •HR.
Here, HL means the left block Hamiltonian, HR means the Hamiltonian in the
right block. In terms of super-block method, it means we are starting from block S
consisting of one site. The middle two sites which we refer to as 1 and 2 represented
by the bullets, form the two sites of the super-block method and the environment
block is represented by HR. Other operators corresponding to these four sites are
also constructed. In the course of the algorithm, we progressively increase the size
of the left block, such that at each step we add one site to the left/right block.
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2. The super-block Hamiltonian HLR is then diagonalised using the Davidson algo-
rithm or the Lanczos algorithm to find the target state (usually the ground state)
|ψ(kL, k1, k2, kR)〉. Any observables to be calculated on a wavefunction |ψ〉 can be
measured now.
3. Then one finds the reduced density matrix of the state, by splitting the system in
two (consisting of left block and site 1) as below
ρ(kL, kR, k
′
L, k
′
R) =
∑
k2,kR
ψ(kL, k1, k2, kR)ψ
∗(k′L, k
′
1, k2, kR) (3.7)
4. Diagonalise ρ and if the number of eigenvalues is greater than χ, then, find the
largest ‘χ’ eigenvalues wα and the corresponding eigenstates O = {ukLk1α }, where
α = 1...χ. If block L contains m1 states and the middle site 1 contains d states,
then O is a χ×m1d matrix.
5. The matrix representation of the Hamiltonian HL1 and other operators are now
constructed for the truncated system consisting of the left block and site 1.
6. The Hamiltonian and other operators are then transformed in to this basis via a
transformation H˜L = O†HL1O. The old block L ( i.e. one site) now is replaced by
the new block which now consists of two sites. We do the same for the right block.
7. Go to step 2.
The above algorithm is iterated until certain convergence criteria are met or until a desired
lattice size is reached. Further in DMRG algorithms in order to reduce the computational
effort in the diagonalisation of the super block Hamiltonian, one implements DMRG using
symmetries of the Hamiltonian, and seeks the target wavefunction in the given symmetry
sector (Schollwo¨ck (2005)).
Nowadays DMRG has been extended to study systems on finite and infinite lattices, both
for ground states and at finite temperature (Hallberg (2006); Noack and Manmana (2005);
Schollwo¨ck (2005)). DMRG can also be used to understand the dynamical properties of
many-body systems (Hallberg (1995); Jeckelmann (2002); Ku¨hner and White (1999); Mc-
Culloch (2008); Ramasesha et al. (1997)) and systems out of equilibrium (Hieida (1998);
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Kaulkea and Peschel (1998)). The reader is encouraged to refer to the following refer-
ences and references therein to have a detailed understanding of these methods (Hallberg
(2006); Noack and Manmana (2005); Schollwo¨ck (2005); Schollwo¨ck (2011)).
3.5.1.1 Success and failure of DMRG
In DMRG we found that one does not retain all the non-zero eigenvalues of the reduced
density matrix but only those eigenvectors of the largest ‘χ’ eigenvalues and it is this
step which gives to rise to approximations in the calculation. The measure of the error in
the DMRG is the sum of the discarded weights wα in the truncation process εDiscarded =∑N
m+1wα. Here, N is the dimension of the reduced density matrix. Therefore the success
of DMRG depends on the magnitude of this error. This error obviously depends on
the magnitude of eigenvalues, which in turn depends on the ground state and how the
subsystem is chosen.
In certain classes of ground states, the eigenvalues of the density matrix falls off expo-
nentially and one can represent the subsystem using a few states of the density matrix
even in the thermodynamic limit (Okunishi et al. (1999); Peschel et al. (1999); Schollwo¨ck
(2005)). This happens for systems with gapped ground states such as the AKLT model,
the spin-1 Heisenberg model (Affleck et al. (1987)) where DMRG provides a faithful rep-
resentation of the many-body wavefunction. However, if the eigenvalues of the reduced
density matrix fall more slowly, then DMRG truncation will lead to significant errors.
This happens for maximally entangled ground states where all states are important e.g.
systems at criticality. In such cases, the truncation might discard many important states
and DMRG becomes inefficient in representing the many-body wavefunction.
While DMRG is efficient in simulating one-dimensional gapped models, it could not repeat
the same success in two and higher dimensions.5 This failure again can be attributed to
the eigenspectra of the models in higher dimensions which decay very slowly.
In general it is not possible to know a priori how the eigenspectra will behave without
actually simulating the model. However, one can exploit the connection of eigenspectra
5In two-dimensions the DMRG algorithm is usually performed by taking a small lattice and converting
it into a one-dimensional chain which has long ranged interactions.
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to the entanglement entropy (See Eq. (3.5)) which tells how the eigenvalues will behave.
There are rigorous laws on the scaling of entanglement entropy S(ρ) from which we can
gauge when a wavefunction obtained from DMRG can represent the many-body state
faithfully. These relations were first found in conformal field theories (Bekenstein (1973);
Calabrese and Cardy (2004, 2006)) and later in quantum information (Eisert and Osborne
(2006); Hastings (2007); Verstraete and Cirac (2006); Vidal et al. (2003)).
Area law of entanglement entropy: For a bipartition of a quantum system A|B, the
entanglement entropy S of the sub region A with B, scales as the size of the boundary of
the bipartition (Bekenstein (1973); Calabrese and Cardy (2004, 2006); Vidal et al. (2003)).
Mathematically it is given by,
S ∼ L(D−1) (3.8)
where, D is the dimension of the system under consideration. It should be noted that for
critical systems the above law will have logarithmic corrections (Eisert et al. (2010)).
Thus in one-dimension, the entanglement entropy scales with the boundary size of the
partition which is a point. Thus entanglement entropy is a constant and independent of
the size of the system. Thus it suffices to keep certain large value for χ in the DMRG
algorithm when simulating one-dimensional systems. However in two and higher dimen-
sions the area law implies that entanglement scales as a positive power of the length of
the system, which then leads to the problem of keeping an exponential number of states
in the wavefunction. This is the reason DMRG’s extension to two-dimensions or higher
has not been so successful.
Recently DMRG has often been implemented as a variational ansatz of certain wave-
functions called the ‘matrix product states’ (MPS) which will be discussed in the next
section.
3.6 Tensor Networks
A tensor network is a way of representing a wavefunction using inter-connected network
of low-rank tensors. If an efficient network can be found for a given state, it will have
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Projected entangled pair states (PEPS)
Matrix product states
Multiscale entanglement renormalisation ansatz (MERA)
Figure 3.3 – Some tensor networks
a relatively small number of parameters (usually polynomial). A quantum state can be
represented using TN in many different ways which gives rise to it many ansatz, such as
the matrix product states (Schollwo¨ck (2011)), multiscale entanglement renormalization
ansatz (MERA) (Vidal (2008)), projected entangled pair states (PEPS) (Verstraete and
Cirac (2004)), tensor entanglement renormalisation group (TERG) (Gu et al. (2008)) and
many more (see Fig. 3.3 for diagrammatic representation of these networks). Each of the
above networks describes a many-body wavefunction in different regimes. For example,
MPS and PEPS efficiently describe the wavefunction of a system with gapped ground
states, while MERA describes the wavefunction of a system near a phase transition.
Given these representations of a wavefunction, the numerical part in TN is to use the
variational principle combined with truncation schemes of the renormalisation group to
find the optimal ground state wavefunction for a given Hamiltonian. TN are also used to
find states after time evolution using time evolving block decimation (TEBD) algorithm
(Vidal (2004)) and also there are algorithms to represents states at finite temperature
(Verstraete et al. (2004)).
Tensor networks not only describe lattice models in condensed matter physics but also
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many models in quantum field theories, conformal field theories, string theory (Banuls
et al. (2013); Byrnes et al. (2002); Tagliacozzo and Vidal (2011)), and are touted to be
a major inter-disciplinary technique with applications in quantum chemistry, data pro-
cessing, health technologies such as electroencephalography (EEG), functional magnetic
resonance imaging (FMRI) and so on (Cichocki (2014); Kurashige and Chan (2013)).
In the following section, we will discuss tensor networks in the context of MPS because
MPS is the technique which is used in this thesis to simulate strongly correlated systems.
3.7 Matrix product states
MPS is the most well known tensor network as it is closely related to DMRG. Though
TN is a recent technique, matrix product states was introduced way back in 1968 by
Baxter to study thermal equilibrium of dimers (Baxter (1968)), and a precursor to MPS
was conceived by Wannier and Kramer in 1941 (Kramers and Wannier (1941)). Formally,
MPS was introduced in the form we know now by Fannes et al. in the 1992 under the
name finitely correlated states (Fannes et al. (1989, 1992)). But it was in 1995 when MPS
was found to have a connection with DMRG (O¨stlund and Rommer (1995)), and the era
of using the MPS to study lattice models was started. They found that DMRG algorithm
has a matrix product structure (O¨stlund and Rommer (1995); Rommer and O¨stlund
(1997)) and has exactly the same ground state when one uses variational principle on an
MPS. Nowadays DMRG is implemented using MPS, which is more convenient and easier
than the traditional DMRG algorithm. An MPS is an one-dimensional representation of
a many-body wavefunction and it efficiently parameterises the ground states of a gapped
many-body Hamiltonian.
Consider a one-dimensional lattice consisting of L sites. Each site can be represented by
a local ’d’ level Hilbert space {σi}. Any wavefunction for this one-dimensional chain can
be written as
|ψ〉 =
∑
σ1,σ2...σL
Cσ1,σ2...σL|σ1, σ2...σL〉, (3.9)
where Cσ1,σ2...σL is the complex coefficient consisting of d
L complex numbers. Before going
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scalar  vector matrix rank-3 tensor
Figure 3.4 – Tensor network diagrams: Diagrammatic representation of tensors in TN
any further, it is convenient to introduce a diagrammatic representation of tensors which
is very useful to describe operations on tensor networks. In the conventional notation, a
scalar is represented by a circle, a matrix Aij by a circle with two legs as shown in Fig. 3.4;
a third rank tensor Akij by a circle with three legs (see Fig. 3.4) and so on (Orus (2013)).
Contraction/multiplication between two tensors is indicated by a line or bond between
the two tensors.
Using this diagrammatic representation, a wavefunction |ψ〉 can be represented as a tensor
with L legs (see step 1 of Fig. 3.6). This non-local abstract tensor can now be broken
into a product of L local third rank tensors Aiαβ such that it still retains its non-locality
(entanglement). Such a decomposition of a many-body wavefunction can be written as a
a)
b)
c)
d)
unit cell
Figure 3.5 – MPS with open boundary conditions (a) and periodic boundary conditions. (b).
χ represents the bond dimension of the MPS which acts like a control parameter in the tensor
network algorithms. d is the local Hilbert space. Infinite size MPS with one site (c) and two
site invariant unit cell (d).
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product of matrices:
|ψ〉 =
∑
σ1,σ2...σL
Aσ1Aσ2Aσ3 ...AσL |σ1, σ2...σL〉, (3.10)
This form of |ψ〉 is the called a matrix product state. Here, Aσi is a χ×χ matrix, except
at sites 1 and L, when Aσ1 is 1 × χ row matrix and AσL is χ × 1 column matrix. In a
similar way, one can also represent an MPS using periodic boundary conditions, as below;
|ψ〉 =
∑
σ1,σ2...σL
Tr (Aσ1Aσ2Aσ3 ...AσL) |σ1, σ2...σL〉, (3.11)
Here, all the matrices Aσi have χ×χ dimension and the trace is taken by contracting the
rows and the columns of Aσ1 and AσL respectively.
A diagrammatic representation of an MPS with both open and periodic boundary condi-
tions is shown in Fig. 3.5a and Fig. 3.5b respectively. In the figure, χ represents the bond
dimension of the MPS which is the dimension of the A matrices. The bond dimension acts
like a control parameter in an MPS. χ = 1 represents a product state, while χ > 1 repre-
sents a entangled state. In general, larger the χ, the more faithfully an MPS represents
a gapped wavefunction. However, for MPS to be useful χ must be restricted to a certain
optimal χ. In practice, typically χ is chosen such that it is between one hundredres to
a few thousands. The number of parameters of in the state represented by an MPS is
O(Lχ2d) .
An MPS can also represent a state in thermodynamic limit. In such a case, since there
is translational invariance, all the A matrices are identical if the system is one site trans-
lationally invariant (see Fig. 3.5 (c)). If the system is periodic under the translation of N
sites, then each MPS within N sites are different. See Fig. 3.5 (d) for a two site invariant
infinite MPS.
Now, we will discuss how one can arrive at such a decomposition of L legged tensor to a
product of local tensors. Usually such a decomposition is made possible by the singular
valued decomposition (SVD) or the QR decomposition (see Appendix A for SVD or
(Schollwo¨ck (2011))). There are many ways of obtaining an MPS from an arbitrary
wavefunction. In the following sections, we will discuss one of them in detail.
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3.7.1 MPS from an arbitrary quantum state
The wavefunction |ψ〉 has dL components. First one transforms this vector into a matrix
of dimension d× dL−1 and then perform a SVD for this matrix.
ψσ1,(σ2...σL) =
χ1∑
α1
Uσ1α1Sα1α1(V
†)α1, σ2...σL ≡
∑
α1
Uσ1α1C
′
α1, σ2...σL
(3.12)
where χ1 ≤ d and in the last part of the equation we have multiplied Sα1α1(V †)α1, σ2...σL
to give C
′
α1, σ2...σL
. Now we transform, C ′ back in to a vector and once again reshape it
to a matrix of dimension χ1d× dL−2 and Uσ1α1 is transformed in to three indexed tensor
Aσ1α0,α1 , where α0 has dimension one. Now we have formed the first step in arriving at the
matrix product states by forming the local tensor for the first site given by Aσ1α0,α1 (see
step 2 in Fig. 3.6).
The next step is do a SVD on the C ′ matrix, to give
C ′α1σ2, (σ3...σL) =
χ2∑
α2
Uα1σ2, α2Sα2α2(V
†)α2, σ3...σL
≡
χ2∑
α2
Uα1σ2;α2C
′′
α2, σ3...σL
≡
χ2∑
α2
Aσ2α1α2C
′′
α2, σ3...σL
(3.13)
where we have transformed Uα1σ2;α2 into a third rank tensor A
σ2
α1α2
and C
′′
α2, σ3...σL
is
obtained from the product of S and V , which is again transformed in to a matrix of
dimension χ2d× dL−3 (see step 3 in Fig. 3.6). This step is iterated until we arrive at the
last site, to yield
Cσ1,σ2...σL =
∑
α1,α2,α3...αL−1
Aσ1α0α1A
σ2
α1α2
....AσLαL−1αL (3.14)
where αL is one dimensional. Thus we can write
|ψ〉 =
∑
σ1,σ2...σL
Aσ1Aσ2Aσ3 ...AσL|σ1, σ2...σL〉, (3.15)
where the sums over αi with i = {i, 2, 3...L} are suppressed for clarity.
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Figure 3.6 – Schematic diagram of arriving at an MPS from an arbitrary wavefunction. The
left hand side indicates the procedure of obtaining a left canonical MPS and the right hand
side indicates the procedure of obtaining right canonical MPS
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Figure 3.7 – Mixed canonical MPS
The matrix product state obtained via such an SVD decomposition has an interesting
property. The U matrices from the SVD are column orthogonal matrices. Therefore, the
A’s obtained from the U matrices satisfy the following condition,∑
σl
(Aσl†Aσl)αl, α′l = δ(αl, α′l) =
∑
σl, α(l−1)
U †αl, α(l−1)σl,Uα(l−1) α′lσl, (3.16)
The above representation of an MPS is in the left canonical form.6
In a similar way to the above method one can produce a right canonical form if one starts
the decomposition of |ψ〉 from the site L, by reshaping the wavefunction |ψ〉 = dL−1 × d
via the SVD. Refer to (Schollwo¨ck (2011)) for the procedure of obtaining an MPS in the
right canonical form. The right canonical matrices will satisfy the condition,∑
σl+1
(Bσl+1Bσl+1†)αl, α′l = δαl, α′l (3.17)
By combining both the left canonical procedure up to a site l and the right canonical
procedure from site L to l + 1, we arrive at the mixed canonical matrix product states,
given by
Cσ1,σ2...σL = A
σ1Aσ2 ....AσlSBσl+1 ...BσL (3.18)
where S is a matrix which contains the singular values on the bond between the sites l and
l + 1. Pictorially, this operation is shown in Fig. 3.7, where the matrix S is represented
by a yellow square. There is yet another decomposition used by Vidal called the ‘Vidal
Decomposition’, which contains a matrix S introduced between any two sites, not just
the middle two sites as in the mixed canonical form. Each Sl then contains the singular
values of the bond between the sites l and l+1, from which the entanglement of the chain
at bond l and l + 1, can be directly obtained (Vidal (2003)).
6This result is however not true on the last site alone if the arbitrary quantum state was not normalised
before the decomposition.
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3.7.1.1 Gauge degrees of freedom in MPS
The form of MPS in Eq. (3.15) is not unique, in the sense that one can insert an arbitrary
matrix M of dimensions χ × χ for which MM−1 = I between any adjacent matrices in
an MPS such that the physical state is not altered. Mathematically, we denote it as
(Aσl → AσlM); Aσl+1 → (M−1Aσl+1) (3.19)
In numerical calculations, we can fix this gauge degree of freedom by representing an MPS
in any of the canonical form (left/right mixed) (see page 128/129 (Schollwo¨ck (2011)) for
the procedure of transforming a general MPS in the canonical form). Such a canonical
form aids in reducing the number of manipulations on the MPS dramatically. However
in this case of an MPS with periodic boundary, there is no such exact canonical form.
3.7.2 Operations on MPS
Now, we will discuss the various operations that can be performed on an MPS.
3.7.2.1 Overlap
The overlap of an MPS |ψ〉 described by matrices A with another wavefunction |φ〉 de-
scribed by matrices B can be calculated as follows. First we need to take adjoint of |φ〉.
Then the overlap between these wavefunctions is denoted by
〈φ|ψ〉 =
∑
{σl}
B∗σL†B∗σ(L−1)†....B∗σ2†B∗σ1†Aσ1Aσ2 ...AσL (3.20)
Now, we need to contract these tensors A and B∗. There are many ways to contract these
tensors which in general requires exponential number of contractions. However there is
a smart way which reduces this exponential number of multiplications to be performed.
We reorder these tensors and contract them as shown below:
〈φ|ψ〉 =
∑
σL
B∗σL†
(
....
∑
σ2
(
B∗σ2†
(∑
σ1
B∗σ1†Aσ1
)
Aσ2
)
.....
)
AσL (3.21)
Pictorially, the contractions and the order of operations that has to be followed are shown
in the Fig. 3.8. If we follow this order, the number of multiplications to be performed is
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Figure 3.8 – Overlap of two MPS 〈ψ|φ〉. The numbers on the bonds represents the order of
contractions that has to be followed while contracting the two MPS
(2L − 1)d, each of which has a complexity of O(χ3). Thus total number of operations
reduces to a polynomial number of operations, which is of the order O(Ldχ3). Thus from
the above definition of overlap, we get 〈ψ|ψ〉 = Tr(Λ2), where Λ is the normalisation
constant and it gives identity for the left normalised MPS.
3.7.2.2 Action of local operators on an MPS
In quantum mechanics, we often need to calculate expectation values of a certain operators
on a wave function. Thus, if we need to calculate the expectation value 〈φ|Oˆ1Oˆ2..Oˆi..OˆL|φ〉
of an operator Oˆi =
∑
σi1 ,σi2
Oσi1 ,σi2 |σi1〉〈σi2 | with an MPS,
〈φ|Oˆ1Oˆ2....Oˆi....OˆL|φ〉 =
∑
σ′lσl
A′σL†A′σ(L−1)†....A′σ2†A′σ1†Oˆ1σ′1,σ1 ....
...Oˆ2σ′2,σ2 ....Oˆ
i
σ′i,σi
....OˆLσ′L,σLA
σ1Aσ2 ....AσL . (3.22)
In Fig. 3.9(a)), we show the diagrammatic representation of calculating a two point cor-
relator. It can be shown that as in the case of the overlap between two MPS, the above
operation can be performed with O(Ldχ3) (Schollwo¨ck (2011)). Often, we need to calcu-
late only two point correlators of the form 〈φ|OˆiOˆj|φ〉 and further, if the MPS is in the
mixed canonical form then this operation can be dramatically reduced. This is because
the contractions on the left side of the operator yield identity, and so do the contractions
on the right. All we have to contract are the sites i and j with operators on them and in
between them. (See Fig. 3.9(b)).
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Figure 3.9 – Expectation value of an operator Oˆ on an MPS. The numbers on the bonds
represent the order of contractions that has to be followed while contracting the two MPS
with the observable.
3.7.3 Correlations in MPS
The correlation functions of an MPS always show an exponential decay (Fannes et al.
(1989, 1992)) which will re-derive below. Consider the most general two body correlator,
C(r) = 〈OiO′i+r〉 − 〈Oi〉〈O′i+r〉. (3.23)
The above correlation is pictorially represented in Fig. 3.10. To understand the nature of
how correlations decay in an MPS one should look at what is called the transfer matrix.
The transfer matrix defined as Ei
Iˆ
=
∑
σi
A∗σiαi,αi+1A
σi
α′i,α
′
i+1
maps operators defined on site
i to operators defined on site i + 1. It is shown pictorially in Fig. 3.10. Similarly the
transfer operator can be generalised if we have an interspersed operator Oˆ as Ei
Oˆ
=∑
σiσ′i
Oˆσi,σ
′
iA∗σiαi,αi+1A
σ′i
α′i,α
′
i+1
.
Then one can arrive at the spectral decomposition of the transfer matrix EIˆ to be
EIˆ = (λ1)
χ2∑
i
λi
λ1
|ri〉〈li| (3.24)
where, λi with i = 1, 2, 3...χ
2 are the eigenvalues of the transfer operator, arranged in
the descending order of magnitude. |ri〉 is the associated right eigenvector and 〈li| is the
3.7 Matrix product states 61
O O
2
O O
= O
..... ..... ..... ..... ..... .....
....................
Figure 3.10 – Two point correlator calculated using MPS.
associated left eigenvector. If λ1 is non-degenerate and n 1 then
(EIˆ)
n ∼ (λ1)n
(
|r1〉〈l1|+ (λ2
λ1
)n
ν∑
µ=1
|rµ〉〈lµ|
)
(3.25)
where, ν is the degeneracy of λ2. Then the correlation function can be written in terms
of these transfer matrices EIˆ and EOˆ as,
〈OiO′i+r〉 ∼
(〈l1|EOˆ|r1〉)(〈l1|EOˆ′ |r1〉)
λ21
+
(
λ2
λ1
)r−1 ν∑
µ=1
(〈l1|EOˆ|rµ〉)(〈lµ|EOˆ′ |r1〉)
λ21
(3.26)
The first term is nothing but 〈Oi〉〈O′i+r〉, thus
C(r) ∼
(
λ2
λ1
)r−1 ν∑
µ=1
(〈l1|EOˆ|rµ〉)(〈lµ|EOˆ′ |r1〉)
λ21
∼ f(r)ae−r/ξ (3.27)
where a = f(ν), f(r) is a site dependent phase, the correlation length ξ = −1/ log(λ2
λ1
).
Thus the correlation functions captured by MPS are exponentially decaying at long dis-
tances. If we include more terms in the expansion in Eq. (3.25), then the correlation
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function is a sum of exponentials,
C(r) = C1 +
χ2∑
i=2
Cie
−r/ξi , (3.28)
Thus the eigenvalues of the transfer matrix give the spectrum of correlation lengths ξi.
This form of the correlations, which is a superposition of exponentials can actually ap-
proximate long-ranged power law behaviour of correlations for small distances. However,
a better approximation to the true correlation length for longer length scales can be ob-
tained if one increases χ. Thus it is good exercise to assess the convergence of a correlation
function for different values of χ. In terms of the area law of entanglement entropy dis-
cussed before in this chapter an MPS wavefunction obeys the area law of entanglement
entropy for one-dimensional gapped systems.
3.7.4 Physical models with exact MPS ground states
From the previous section it is clear that an MPS can efficiently parameterise states which
have exponentially decaying correlation function. An example where the ground state has
an exponentially decaying two point correlation is the Haldane phase (see Sec. 2.2.2.3 of
Chapter 2). MPS can efficiently parameterise the Haldane phase especially at the AKLT
point (Affleck et al. (1987)) and the Heisenberg point. At the ALKT point, the ground
state of the infinite size model is a translationally invariant MPS with χ = 2. The
corresponding A matrices in Eq. (3.15) are,
A+ =
0 √23
0 0
 ; A0 =
−1 1√3 0
0 1 1√
3
 ; A− =
 0 0
−
√
2
3
0
 (3.29)
Another model, for which the ground state can exactly represented using an MPS with
χ = 3 is the Majumdar-Ghosh model (Majumdar and Ghosh (1969)).
3.7.5 DMRG using MPS
The DMRG algorithm discussed before can be implemented using the MPS formulation.
Since it is beyond the scope of this thesis it is not discussed here. Any interested reader
can refer Schollwo¨ck (2011) and McCulloch (2008) for details.
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3.8 Conclusion
In this chapter we have discussed the various numerical techniques which are employed to
study strongly correlated systems. In particular, we have discussed the various renormal-
isation group techniques and Matrix product states in detail. In the following chapters,
we will use matrix product states to study a one-dimensional system.
Chapter 4
Mo3S7(dmit)3
Many organic materials have been in the focus of extensive research in the context of
strongly correlated systems. Myriads of phases such as the Mott insulators, Neel anti-
ferromagnets, (unconventional) superconductors, Fermi liquids, a pseudogap and a ‘bad
metal’ phase have been observed in these materials (Powell and McKenzie (2006)). Many
unusual properties and behaviours have been observed in these materials which include
the magnetism induced superconductivity (Uji et al. (2001)), spin liquid ground state
(Yamashita et al. (2008)) (Powell and McKenzie (2011)). Though organic superconduc-
tors have relatively low Tc ∼ 10 K when compared to cuprates, the superconductivity
observed in these materials has a close resemblance to many high Tc superconductors
because the ratio tc
tf
∼ 0.01 in both the materials. Hence, these materials are believed
to provide the connecting dots in solving the mystery of the high Tc superconductivity.
Further, the flexibility offered by organic chemistry to tune these materials makes them
the ideal candidates for studying the effects of strong correlations.
In this thesis, we investigate the organic material Mo3S7(dmit)3 synthesised by Llusar et
al. (Llusar et al. (2004)). The underlying lattice structure of this material consists of
triangles connected to each other via one vertex, which we call the triangular necklace
lattice (TNL). We propose that the electron in this material are strongly correlated and
the simplest Hamiltonian governing this material is the Hubbard model on the TNL.
Further, we solve the Hamiltonian in various parameter regimes where the Hamiltonian
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can be solved exactly. These exact calculations provide a better insight into the numerical
calculations using the full model in later chapters.
4.1 Background
Mo3S7(dmit)3 belongs to a class of materials called the polymeric clusters. Polymeric clus-
ters were first synthesized in 1978 by John Corbett, who studied their rich and complex
chemistry (Corbett (1997)). These materials find vast applications in solution chem-
istry (Rogel and Corbett (1990)) and act as molecular conductors, semiconductors, supra
molecular adducts 1(Meyer et al. (2006)) .
Synthesis of Mo3S7(dmit)3 was first reported by a group of chemists Rosa Llusar et al.
in Spain (Llusar et al. (2004)). Their goal was to construct a single component molec-
ular metallic conductor. Most of the available molecular conductors are made of two-
components. In a two-component system, electron charge transfer happens between two
components to enable partial emptying or filling up of orbitals required to create a metal-
lic state. But it was later realized that, an internal electron transfer between the orbitals
of same component might also render the system metallic. Mo3S7(dmit)3 was prepared
with the aim of creating a single component molecular conductor.
4.1.1 Molecular structure and some experimental and numerical
observations in Mo3S7(dmit)3
Mo3S7(dmit)3 has Mo3S7 as the central unit, which is coordinated to an organic dmit (1,3-
dithia-2thione-4,5-dithiolate) anion group as shown in Fig. 4.1a. Mo3S7 forms a triangular
plane which is coordinated to the outer dmit ligands and the planes of the dmit ligands lie
almost perpendicular to the triangular planes. The packing of these tri-nuclear clusters
in the material in the c direction is shown in Fig. 4.1b.
It can bee seen from the Fig. 4.1a that the molecule has a threefold (C3) symmetry. Now,
1 A bigger molecule formed from two smaller molecules
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(a) (b)
(c)
Figure 4.1 – (a): Molecular structure of Mo3S7(dmit)3. Yellow spheres are the sulphur
atoms, cyan spheres are the molybdenum atoms and the grey spheres are the carbon atoms.
(b): Packing of the triangular clusters along the c direction. (c) Electron occupation in
different orbitals of a single molecule of Mo3S7(dmit)3 from a weakly correlated picture point
of view.
we can use group theory to categorize the eigenfunctions of the Hamiltonian Hˆ based on
this symmetry. When a molecule has the symmetry of a group Γ, it means that each
member of the group Γi commutes with the molecular Hamiltonian
[Γˆi, Hˆ] = 0; i = 1...Og (4.1)
where each group element Γˆi now acts as an operator on wavefunctions and Og is the
order of the group (Tinkham (2012)). Since commuting operators can have simultaneous
eigenfunctions, a representation of the group of dimension d implies that Hamiltonian will
have a set of d degenerate eigenfunctions of Hˆ. The character table of the symmetry group
summarises the different irreducible representations and their characters in a compact
form. For example the character table of C3 symmetry is shown in table 4.1.
In the table, e = exp i2pi
3
, the first row represents the symmetry operations. The first
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Table 4.1 – Character table of the group C3
E C3 (C3)
2
A 1 1 1
E
1 e e∗
1 e∗ e
column labels the irreducible representations. The subsequent columns and rows repre-
sent the character of the irreducible representations. From the character table of the C3
group, it can be understood that for a single molecule the orbitals of the molecule can
be categorized as A and E type orbitals. In general, A and E are one-dimensional and
two-dimensional representations. In case of the C3 group, the E representation is actually
two one-dimensional representations with complex characters, but under time reversal
symmetry, they are degenerate (cf. Herring’s rule in (Dresselhaus et al. (2008))). Thus
for a single molecule Mo3S7(dmit)3, there is an A orbital and two E orbitals, E1 and E2
which are degenerate. It was found during the synthesis of the molecule, when bromine in
[Mo3S7 Br6]
2− was substituted by the dmit ligand, the substitution facilitated a change of
ground state from 1a22e4 to a ground state configuration 1a22e2 due to oxidation (Llusar
et al. (2004)). The ‘A’ orbitals becoming doubly occupied and the E orbitals being degen-
erate become half filled molecular orbitals (SOMO: singularly occupied molecular orbital)
which is necessary in forming the metallic state (cf. Fig. 4.1c).
4.1.1.1 Conductivity and band structure
At first sight, though the material appears to be metallic in character from the prelimi-
nary arguments of partially filled E orbitals of a single molecule, a detailed conductivity
measurement reveals that the material is an insulator with a very small activation energy
of about 12-22 meV (cf. Fig. 4.2a) (Llusar et al. (2004)). Further, band theory calcula-
tions by the group using spin polarised DFT (GGA) also shows a very small gap. Using
spin polarised DFT, they also find that an antiferromagnetic ground state lies below a fer-
romagnetic state by 0.02 meV. The plot of the projected density of states associated with
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(a)
(b)
Figure 4.2 – (a): Conductivity of the Mo3S7(dmit)3, as a function of inverse temperature
1/T . (b): The projected density of states of Mo3S7(dmit)3 corresponding to the two different
molecules of the unit cell (Figure from Llusar et al. (2004)). This also shows the long range
antiferromagnetic order predicted by DFT.
two molecules of a unit cell obtained using DFT by Llusar et al., is shown in Fig. 4.2b.
Note that in the density of states, the weight of the alpha (up) spin is more on one
molecule and the weight of the beta (down) spin is more in the neighbouring molecule.
The charge gap in the density of states is not visible due to smoothing of the data.
In addition, DFT also predicts that the bands are practically flat along a, b planes and
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(a) (b)
Figure 4.3 – (a): The quasi-one-dimensional chain formation of Mo3S7(dmit)3 along the c
direction due to sulphur-sulphur interactions. (b): Band structure of Mo3S7(dmit)3 obtained
using DFT (GGA) shows that Mo3S7(dmit)3 is quasi-one-dimensional chain with dispersion
only along the c direction. Here, Γ: (0,0,0), X: (1/2,0,0), K: (1/3,1/3,0), and Z: (0,0,1/2)
in the units of reciprocal lattice vectors. Figure from Llusar et al. (2004)
dispersion is seen only in the c plane (see Fig. 4.3b) (Llusar et al. (2004)). The dispersion
in the c direction is a result of sulphur-sulphur interactions of the dmit’s between two
molecules along a chain and in between two chains of the material as shown in Fig. 4.3a.
Thus Mo3S7(dmit)3 is a quasi-one-dimensional system.
4.1.1.2 Susceptibility
Llusar et al. also found that the susceptibility χ of the material is about 0.80 emu K mol−1
which is well below the expected triplet (S=1) susceptibility (∼1 emu K mol−1) and hence
the susceptibility is different from Curie’s law of local moments (Ashcroft and Mermin
(1976)). They believed that low value at room temperature combined with the decrease
in χT implies that there are interactions between these triplet molecules. In particular,
since the susceptibility is suppressed from the value of a spin triplet local moment, they
argue that antiferromagnetic interactions between neighbouring molecules could be the
cause of this suppression.
Thus to model the experimental data on susceptibility, Llusar et al. proposed a frustrated
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(a) (b)
Figure 4.4 – (a): Observed susceptibility of Mo3S7(dmit)3 represented by circles. (b):
A model of exchange interactions between the triangular molecules proposed by Llusar et
al.(Figure from Llusar et al. (2004))
J − J ′ spin chain interaction between the molecules as shown in Fig. 4.4b. This lattice
structure which consists of triangular molecules interconnected via one vertex of the trian-
gle is called the ‘triangular necklace lattice ’ (TNL) in this thesis. In Fig. 4.4b, three
sites form a Mo3S7(dmit)3 molecule and only two adjacent chains are considered. There
are two dominating sulphur-sulphur interactions of the dmit molecules (first neighbour
J and next nearest neighbour J ′) and both of them are anti-ferromagnetic in nature.
Additionally, in order to incorporate the electron transfer process within a molecule 2,
they come up with model of random distribution of S = 0 and S = 1 over each triangular
molecule with the probability of 1/3 and 2/3 respectively. With this model and using the
exact diagonalization procedure elucidated in (Borras-Almenar et al. (1999)) for 12 sites,
they reproduce the observed susceptibility theoretically (see solid line in Fig. 4.4a).
Although the above model reproduces the susceptibility plotted in Fig. 4.4a, this model
does not account for the observed non-negligible temperature independent paramag-
netism. Llusar et al. propound that the effects of frustration induced by the com-
peting antiferromagnetic interactions cause paramagnetism. Llusar et al. propose that
2 Inside each molecule there are electrons de-localised over all the three sites.
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Mo3S7(dmit)3 is a quasi-one-dimensional chain of mixture of spin-0 and spin-1 triangu-
lar molecules interacting via one vertex by antiferromagnetic interactions with a small
charge gap and no observed spin order. There remain significant issues with Llusar et al.
description of the physics of Mo3S7(dmit)3.
4.1.2 Discrepancies in the magnetic and electronic modelling of
Mo3S7(dmit)3
Now, we identify some key points which highlight the many discrepancies in the modelling
of the material Mo3S7(dmit)3 by Llusar et al.
1. The observed charge gap in band structure calculation using DFT is very debatable
as they assume an antiferromagnetic ordering in their calculations. Llusar et al. per-
formed a spin polarised DFT choosing an antiferromagnetic ground state. Choosing
an antiferromagnetic order will result in the doubling of the unit cell, which means
that the Brillouin zone is now halved. This gives rise to the gap called the ‘Slater
gap’ (Ashcroft and Mermin (1976); Slater (1951)). This gap is what is observed
by Llusar et al. in their DFT . Hence the observed charge gap is the artefact of
choosing this long range ordering in the calculations. However, DFT calculations
yields a metallic state if this long ranged ordering is not chosen (cf. Chapter 7).
2. While the magnetic model reproduces the susceptibility of the material, the treat-
ment of charge fluctuations (mixed valency) inside each molecule using probabilistic
distribution of spin-1 and spin 0 on each site is not convincing.
3. Finally, the magnetic model does not account for observed temperature independent
paramagnetism.
Thus the above discrepancies call out for a new model to describe the low-energy physics
of this material. In particular, the presence of the transition element molybdenum means
that the effect of electron-electron interactions has to be included and cannot be neglected.
Further, the organic molecule dmit is also strongly correlated in nature (Yamashita et al.
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(2008), Scriven and Powell (2012)). In organic materials, though U is small, the ratio U/t
is comparable to a typical strong correlated material (Powell and McKenzie (2011)). The
failure of DFT to capture the charge gap can be attributed to the neglect of these strong
correlation effects.3 Below, we propose that Mo3S7(dmit)3 is a strongly correlated material
and has to be governed by a strongly correlated Hamiltonian. Unlike the magnetic model,
our model includes both the charge and the spin degrees of degrees of freedom, which
circumvents the difficulty of mixed valency and charge fluctuations inside the molecule.
The model is discussed in detail in the next section.
4.2 The Hubbard model on the triangular necklace
lattice
The strongly correlated Hamiltonian governing the material Mo3S7(dmit)3 proposed by
us is the Hubbard model on the triangular necklace lattice (HMTNL) . The Hamiltonian
is
H = Htc +Ht +HU . (4.2)
where,
Htc = −tc
∑
i α βσ α 6=β
c†iα, σciβ σ +H.c,
Ht = −t
∑
i, σ
c†i1σci+11σ +H.c.
HU = U
∑
i α
ni α ↑ni α ↓. (4.3)
Here, the index i represents the triangle at site i in the lattice (see Fig. 4.5). Each triangle
represents a Mo3S7(dmit)3 molecule. Each site inside a triangular molecule corresponds
to the hybridized molybdenum, sulphur and dmit orbitals. The Greek indices represent
the three sites of a triangular molecule α, β = 1, 2 and 3). Htc represents the hopping of
electrons among the sites (1, 2 & 3) of a triangular molecule. tc is the hopping amplitude
3 It has to be emphasised that but for the sole work by (Llusar et al. (2004)) there are no further
experiments or theoretical work done on this material.
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Figure 4.5 – Hubbard model on the triangular necklace lattice. The Hubbard model on this
lattice has two hopping terms viz.., the three sites within each triangle are connected by a
hopping integral tc (solid lines), and each triangle is connected to its nearest neighbour by a
hopping integral t (dashed line).
inside the cluster. Ht represents the hopping of electrons between the neighbouring tri-
angular molecules. t is the hopping amplitude from site 1 of one molecule to site 1 of the
neighbouring molecule. HU is the on-site Coulomb interaction, which is the penalty for
having two electrons in the same orbital. c†i,α σ(ci,α σ) creates (annihilates) an electron in
the site α inside a molecule at site ‘i’ with spin σ. ni α σ = c
†
i,α σci,α σ represents the total
number of electrons with spin σ in the site α of cluster i.
We study this model with electron filling per molecule n = 4 (two-thirds filling) which is
the relevant filling corresponding to the material Mo3S7(dmit)3 (cf. Sec. 4.1.1).
The Hamiltonian defined in Eq. (4.2) has many symmetries, the most well-known being
the spin flip symmetry, translational symmetry4. In addition to these usual symmetries,
this Hamiltonian also has an additional symmetry under the exchange of sites 2 and 3
in any single molecule which is represented by a reflection plane passing through site 1
cf. the maroon dotted line in Fig. 4.5. We call this the “local reflection/(parity)
symmetry”.
This model incorporates many interesting features, which make it a special model in one-
4For other detailed symmetries the readers can refer to chapter 2 of (Essler et al. (2005))
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dimension. This model has triangle as its basic entity. Triangular lattices as described in
Sec. 2.3 of Chapter 2 is known for its underlying geometric frustrations. A well known
lattice in one-dimension where frustration is witnessed is the zigzag chain with competing
neighbour and next neighbour interactions (Majumdar and Ghosh (1969) and White and
Affleck (1996)). Other one-dimensional lattices where frustration plays an important
role are the saw-tooth lattice (Sen et al. (1996)), the kagome strip lattice (Azaria et al.
(1998); Pati and Singh (1999)), the ∆ chain (Doucot and Kanter (1989)). Thus, TNL is
yet another addition to the few lattices in one-dimension where frustration can play an
important role. In particular HMTNL serves as a ideal test bed to see the interplay of
strong correlations, quantum fluctuations and frustration.
This Hamiltonian defined in Eq. (4.2) will be solved in various limits in the forthcoming
sections of the chapter and later chapters of this thesis.
4.2.1 Molecular limit
The molecular limit of the HMTNL is analogous to the atomic limit to usual Hubbard
model, refers to the limit of non-interacting molecules, i.e. setting t = 0 in the Hamilto-
nian H = Htc + HU . HMTNL at two-thirds filling can be exactly solved in this limit as
it is the Hubbard model on a triangle with four electrons shared among three sites. An
even simpler situation occurs when we set U = 0 in the Hamiltonian, when it reduces to
the tight binding Hamiltonian on the ith molecule.
4.2.1.1 Tight binding limit
The Hamiltonian in Eq. (4.2) in the tight binding limit is given by
Hˆ ≡ Hˆtc = −tc
∑
α 6=β,σ
(
cˆ†ασ cˆβσ +H.c.
)
(4.4)
In this limit, when we solve the Hamiltonian for the ith molecule , we obtain three orbitals
A+, E+ and E− with energies εA+ = −2tc, εE− = εE+ = tc and the corresponding wave
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Figure 4.6 – Sketches of the molecular orbitals and their corresponding energies for tc > 0 and
tc < 0. Different colors on the orbitals imply different phases of the electron wave function.
The orbitals A+ and E+ have even parity when we exchange sites 2 and 3, whereas E− has
odd parity.
functions are given by
|A+〉 = 1√
3
(|1〉+ |2〉+ |3〉) , (4.5)
|E−〉 = 1√
2
(|2〉 − |3〉) , (4.6)
|E+〉 = 1√
6
(−2|1〉+ |2〉+ |3〉, ) . (4.7)
where |α〉 = c†α|0〉 and α ∈ {1, 2, 3}. We will refer to the {A+, E+, E−} as the molecular
orbital basis (MOB). The molecular orbitals are labelled based on the point group of
a triangle and the parity of the wave function under exchange of sites 2 and 3 in each
molecule as shown in Fig. 4.6. The orbitals A+ and E+ have even parity when we exchange
sites 2 and 3, while E− has odd parity.
Note that, in this limit, we exactly reproduce the three orbital picture of the material
Mo3S7(dmit)3 as in Fig. 4.1c. In particular, for n = 4 and tc > 0, the ground state
corresponds to filled A+ orbital and the remaining electrons are shared between E+ and
E− orbitals (cf. Fig. 4.6). Below, we show the six degenerate states labelled based on the
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parity,
|α+〉 = |A↑↓+ , E↑↓− , E0+〉, (4.8a)
|β−〉 = |A↑↓+ , E↑−, E↑+〉, (4.8b)
|γ−〉 = |A↑↓+ , E↑−, E↓+〉, (4.8c)
|δ−〉 = |A↑↓+ , E↓−, E↑+〉, (4.8d)
|−〉 = |A↑↓+ , E↓−, E↓+〉, (4.8e)
and
|ζ+〉 = |A↑↓+ , E0−, E↑↓+ 〉. (4.8f)
Similarly for tc < 0 and n = 4, the molecular orbitals in Fig. 4.6 are now reversed in
energy. Hence for n = 4, the ground state corresponds to filled E orbitals and an empty A+
orbital. It can be understood on comparison with the Fig. 4.1c, and the above molecular
orbitals that, the parameter regime tc > 0, describes the material Mo3S7(dmit)3.
4.2.1.2 Transformation of the Hamiltonian to the molecular orbital basis
In the previous section, we found that the tight binding limit exactly reproduces the energy
structure (Fig. 4.1c) of the material Mo3S7(dmit)3. Hence, to simplify the problem, it is
sensible to transform the real space Hamiltonian defined in Eq. (4.2) in the basis of the
Hamiltonian in the tight binding limit or the MOB.
We transform the Hamiltonian to the molecular orbital basis by using the following trans-
formation,
cˆiA+σ = (cˆi1σ + cˆi2σ + cˆi3σ)/
√
3,
cˆiE−σ = (cˆi2σ − cˆi3σ)/
√
2,
cˆiE+σ = (2cˆi1σ − cˆi2σ − cˆi3σ)/
√
6 (4.9)
After this transformation, the Hamiltonian defined in Eq. (4.2) can be rewritten in the
form
Hˆ = Hˆm + Hˆt, (4.10)
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where
Hˆt =
∑
imnσ
c†imσTmnc(i+1)nσ, (4.11)
m,n ∈ {A+, E+, E−}, Tmn is the intermolecular hopping matrix with matrix elements
TA+A+ = −t/3, TA+E+ = TE+A+ = −
√
2t/3, and TE+E+ = −2t/3. It can be seen from
Eq. (4.6) that E− orbitals have no weight on site |1〉, so TE−m = 0 for any m.
Hˆm = Hˆ1 + Hˆ2 + Hˆ3, (4.12)
where Hˆn describes the interactions involving n orbitals on a single molecule.
Hˆ1 =
∑
imσ
εmc
†
imσcimσ +
∑
im
Umnim↑nim↓, (4.13)
where UA+ = U/3 and UE− = UE+ = U/2 . Interactions involving pairs of orbitals are
given by
Hˆ2 =
∑
m 6=n
[ ∑
i
JmnSˆim · Sˆin +
∑
iσ
Vmnnimσninσ′ +
∑
i
Pmnc
†
im↑c
†
im↓cin↑cin↓
+
∑
iσσ 6=σ¯
(
Xmnnimσc
†
imσ¯cinσ¯ +H.c.
)]
,
(4.14)
where Sˆi = c
†
i,ασαβciβ (Auerbach (1994), σ is the vector of Pauli matrices, Jmn is the ferro-
magnetic inter-orbital exchange interaction, Vmn is the inter-orbital Coulomb interaction,
Pnm is a two electron inter-orbital hopping, and Xmn is a correlated inter-orbital hopping.
The Hermiticity of the Hamiltonian requires that Jmn = Jnm, Vmn = Vnm, Pmn = Pnm,
the C3 symmetry of the isolated molecule requires that JmE+ = JmE− , VmE+ = VmE− ,
PmE+ = PmE− ; and the local parity symmetry requires that XmE− = 0. Explicitly trans-
forming from the atomic orbital basis to the molecular orbital basis reveals that the
remaining undefined parameters are JA+E+ = −U/3, JE+E− = −U/6, VA+E+ = U/6,
VE+E− = U/12, PA+E+ = −U/3, PE+E− = −U/6, XA+E+ = 0 and XE+A+ = −U/3
√
2.
Similarly, the interactions involving all three orbitals Hˆ3, is given by
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Hˆ3 = − U
3
√
2
∑
iσσ 6=σ¯
(
c†iA+σc
†
iE+σ
ciE−σciE−σ +H.c
)
− U
3
√
2
∑
iσσ 6=σ¯
(
c†iE−σciE−σc
†
iE+σ¯
ciA+σ +H.c.
)
+
U
3
√
2
∑
iσσ 6=σ¯
(
niE−σc
†
iE+σ¯
ciA+σ¯ +H.c.
)
(4.15)
The above Hamiltonian defined in Eq. (4.12) is now in the molecular orbital basis. We
now solve the Hamiltonian by including the Coulomb interaction U .
4.2.1.3 Strong coupling limit U →∞
We discussed in Chapter 2 that in the limit of U → ∞, t < 0 the Hubbard model on a
connected lattice with one electron less than half filling has a fully polarised ferromagnetic
ground state (Nagaoka (1966)). This is the famous Nagaoka theorem.
In a similar way, even in this model, we are at a filling which is one electron more than
the half filling. It is easy to see that for t = 0, the Hamiltonian is invariant under the
following particle-hole transformation,
n → 2L− n
tc → −tc
c†imσ → himσ
cimσ → h†imσ (4.16)
where L is the number of lattice sites, n the number of electrons on the lattice and himσ
annihilates a hole with spin σ on orbital m at site i. A particle-hole transformation
changes the sign of tc and so will map the model onto the case n = 2, tc < 0 which is one
electron less than half filling. Hence, on applying Nagaoka’s theorem, we get the total
spin of the ground states of a single triangular molecule is 1
2
= 1. Note that since we
are at U = ∞, double occupancy on any orbital is forbidden. Thus for n = 2, tc < 0 on
a single triangle, the ground state consists of singly occupied E− and E+ and an empty
A+ orbital (See tight binding calculations in Sec. 4.2.1.1). This in turn implies that the
ground state for n = 4, tc > 0 in the strong coupling limit is a triplet, with singularly
occupied E+ and E− orbital.
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4.2.1.4 Hubbard model on a triangle, for arbitrary U
Now we solve for the molecular limit of the HMTNL at arbitrary value of U at two-thirds
filling using exact diagonalization (See Appendix B for details of the exact diagonaliza-
tion). The ground state of this model at two-thirds filling and tc > 0 is a triplet with
energy 0 = −2tc +U . The three degenerate ground states of a triangular molecule at the
ith site are
|ψ⇑i 〉 = | ↑↓, ↑, ↑〉 (4.17)
|ψ⇓i 〉 = | ↑↓, ↓, ↓〉 (4.18)
|ψ0i 〉 =
1√
2
(| ↑↓, ↑, ↓〉+ | ↑↓, ↓, ↑〉) (4.19)
where
| ↑↓, ↑, ↓〉 = c†A+↑c†A+↓c†E−↑c†E+↓|0〉,
| ↑↓, ↑, ↓, 〉 = c†A+↑c†A+↓c†E−↓c†E+↑|0〉,
| ↑↓, ↑, ↑〉 = c†A+↑c†A+↓c†E−↑c†E+↑|0〉 ,
| ↑↓, ↓, ↓〉 = c†A+↑c†A+↓c†E+↓c†E+↓|0〉. (4.20)
It should be noted that for two-thirds filling, i.e. 4 electrons in three orbitals, one of
orbitals will be doubly occupied. It can be seen from the ground states that for tc >
0, the A+ orbital continues to be doubly occupied as in the case of U = 0. This is
because A+ has the least cost for double occupancy (cf. Eq. (4.13)). The remaining two
electrons occupy E+ and E− orbitals with one electron each respectively as the intra-
orbital Coulomb interaction for the E orbitals is greater than the competing inter orbital
interaction VE+E− = U/12.
It is rather surprising that the triplet which is the ground state in the Nagaoka limit,
continues to be the ground states for U < ∞. From the Hamiltonian in Eq. (4.12), it is
clear that the ferromagnetic interaction JE+E− should lower the state of the triplet when
compared to that of the singlet.
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4.2.2 The limit of finite hopping between the molecules
Now, we turn the intermolecular, inter orbital hopping t in the model. In general, it
is very difficult to solve the model analytically when all the parameters t, tc and U are
included in the Hamiltonian. But there is yet another limit in which the Hamiltonian can
be exactly solved.
4.2.2.1 Non-interacting limit: Band theory
This limit corresponds to U = 0 and finite t and tc also gives the band theory description
of the model.
The Hamiltonian in this limit can be written as
Hband =
∑
miσ
εmc
†
imσcimσ +
∑
iσ
c†imσTmnc(i+1)nσ +H.c. (4.21)
Where, m, n = {A+, E+, E−}. The Hamiltonian in Eq. (4.21) has the translational
symmetry and so it is diagonalised using Fourier transformations, which are defined below.
cimσ =
1√
N
∑
k
ckmσ exp
i~k, ~Ri , (4.22)
c†imσ =
1√
N
∑
k
c†kmσ exp
−i~k. ~Ri , (4.23)
where ~k is the lattice wavevector and Ri is the position of the i
th lattice site. Using the
above transformations, we get
H = −2t
3
∑
km
cos ka c†kmσηmnckmσ − tc
∑
kmσ
mc
†
kmσckmσ, (4.24)
where, a is the lattice parameter. Equivalently,
H =
∑
kσ
(
c†kA+σ c
†
kE−σ c
†
kE+σ
)
.

−2t cos ka−6tc
3
0 −2
√
2t cos ka
3
0 tc 0
−2√2t cos ka
3
0 −4t cos ka+3tc
3
 .

ckA+,σ
ckE−,σ
ckE+,σ

(4.25)
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Figure 4.7 – Band structure for the parameters t = 0.25 and tc = 1
In the above equation it can seen that the Hamiltonian is decoupled in the momentum
modes k, but they are still coupled in terms of molecular orbital. Hence the Hamiltonian
in the middle has to be diagonalised again to yield three eigenvalues corresponding to
three bands ε1+ , ε2+and ε1− as below
ε1+(k) =
1
2
(−tc − 2t cos k)− 1
2
(√
9t2c − 4ttc cos k + 4t2 cos2 k
)
(4.26)
ε2+(k) =
1
2
(−tc − 2t cos k) + 1
2
(√
9t2c − 4ttc cos k + 4t2 cos2 k
)
(4.27)
ε1− = tc. (4.28)
Again, the bands are labelled using the parity of electron’s wavefunction under the local
reflection symmetry defined in Sec. 4.2.1.1. One of them corresponds to the electrons in
E− orbital, as E− remains unperturbed by the hopping integral t5 and hence the electrons
continue to have the same dispersion ε1−(k) = tc as when t = 0 and U = 0 (cf. Sec. 4.2.1.1.
Since this band dispersion is a constant, the electrons in this band are localised. Note
that the velocity of the electron in a band is given by
~Ve(~k) =
dE~k
d~k
,
5〈0|ciE−σc†i1σ|0〉 = 0, where |0〉 is the vacuum state.
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Figure 4.8 – Band structure for the parameters t = 0.25 and tc = -1
where E~k is the band dispersion and
~k is the momentum (Ashcroft and Mermin (1976)).
Also, the electrons in this band like the E− orbital have odd local reflection symmetry.
The remaining two bands with energies ε1+ and ε2+ have even local reflection symmetry
and they corresponds to hybridised E+ and A+ orbitals.
The band structure is plotted for the value t = 0.25, tc = 1 in Fig. 4.7. The bandwidth
of the bands are given by
Wε2+ = 1/2
(
4t+
√
9t2c − 4ttc + 4t2 −
√
9t2c + 4ttc + 4t
2
)
, (4.29)
and
Wε1+ = 1/2
(
4t−
√
9t2c − 4ttc + 4t2 +
√
9t2c + 4ttc + 4t
2
)
. (4.30)
For tc < 0, and the system becomes a ‘band insulator’. A band insulator is the one which
has completely filled orbitals (Ashcroft and Mermin (1976)). The band structure for t =
0.25 and tc = −1 is shown in Fig. 4.8. From the figure, it can be seen that for two-thirds
filling of electrons the bottom two bands will be completely filled and there are no charge
carriers in the conduction band to have metallic character. In this thesis, we will only
discuss the case tc > 0, as it is the relevant parameter for the material Mo3S7(dmit)3.
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4.2.3 Conservation of local parity
In this section, we discuss in detail the important symmetry of the Hamiltonian, the
local parity defined in Sec. 4.2.1.1. We will show that this symmetry in turn leads to
the conservation of electron occupancy in the E− orbital. In Sec. 4.2.1.1, we saw all
eigenstates, and in particular the ground state, have a definite local parity on every site
individually. For example, for t = U = 0 and tc > 0 there are six degenerate ground
states on each molecule as in Eq. (4.8).
It is clear that |α+〉 and |ζ+〉 have even parity and |β−〉, |γ−〉, |δ−〉, and |−〉 have odd
parity as the only molecular orbital with odd local parity with respect to the ith molecule is
cˆ†iE−σ|0〉. This means that arbitrary perturbations that respect the local parity symmetry
may mix |α+〉 with |ζ+〉 or any of the set |β−〉, |γ−〉, |δ−〉, and |−〉, but perturbations that
respect the local parity symmetry will not mix even parity states with odd parity states.
In particular, as non-zero t and non-zero U do not break local parity symmetry this
means that even from the t = U = 0 limit the local eigenstates have a definite local
parity with respect to each molecule individually. This in turn, implies that in any
state the occupation number of the E− orbital is conserved modulo two (individually)
on every molecule (as changes by ±1 result in a change in the local parity) as long as
there is no phase transition which can break this parity symmetry. In particular, when
niE− ≡
∑
σ niE−σ = 1 the electron is localized on the i
th molecule. We already saw in the
previous section, for U = 0 the electrons in E− orbital are localised.
It is clear from the expressions in Eqs. (4.13-4.15) and the fact that TmE− = 0 for all m
that the explicit form of Hˆ defined in Eq. (4.12) conserves nˆiE− for all i.
4.3 Conclusion
In this chapter, we discussed a new material Mo3S7(dmit)3 and found that it has a very
interesting lattice structure. We found that this material is a quasi-one-dimensional chain
with a small charge gap. While the theoretical calculations by Llusar et. al, supported
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some observed properties of the material, there were many shortcomings. So we proposed
a new Hamiltonian (HMTNL) governing the low energy properties of the material. We
found that in the molecular limit of the HMTNL, our model correctly described the physics
of the single molecule of Mo3S7(dmit)3 for tc > 0. On the introduction of hopping between
these molecules, the problem becomes cumbersome to be solved analytically. In the next
few chapters we will use approximate analytical methods and DMRG to understand the
various phases and behaviour of this Hamiltonian, the HMTNL.
Chapter 5
Low energy effective theory of the Hubbard
model on the triangular necklace lattice at
2/3rd filling.
A well known result of the one dimensional Hubbard model at half filling is that in the
limit of U →∞, the low energy excitations corresponds to the spin excitations governed
by the spin half antiferromagnetic Heisenberg model with J ∼ −4t
2
U
(Auerbach (1994)).
In this chapter, in a similar manner, we show that in the strong coupling molecular limit
U → ∞ and t → 0, the low lying spin excitations of the HMTNL are governed by the
spin-one antiferromagnetic Heisenberg model and hence the ground states of HMTNL at
2/3rd filling are in the Haldane phase (Haldane (1983a,b)).
We further show that away from this limit, HMTNL at two-thirds filling can be mapped
on to the ferromagnetic Kondo-Hubbard lattice at half filling. It is now widely believed
that ground state of the ferromagnetic Kondo-Hubbard lattice at half filling is in the
Haldane phase (Garcia et al. (2002); Tsunetsugu et al. (1992)).
5.1 Second order perturbation theory in t
In the previous chapter, we introduced the Hubbard model on the triangular necklace
lattice and solved the model in the limits where it can be solved exactly. On including all
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the three parameters t, tc and U in the Hamiltonian Eq. (4.2), the model is difficult to
solve analytically. Nevertheless, perturbation theory can still provide a qualitative picture
of the various phases in the model. Since this is a strongly correlated model U  t, we
choose t to be the small parameter in the perturbation theory (t tc). We call this limit,
the ‘strong coupling molecular limit ’.
We start with the unperturbed Hamiltonian H0 in Eq. (4.12). The inter molecular hopping
t shown below will be treated as the perturbing Hamiltonian
H ′ =
∑
iσmn
c†imσTmnc(i+1)nσ +H.c., (5.1)
where, m, n = {A+, E+, E−}. We will show that up to second order in t, there exist an
antiferromagnetic coupling Js between the spins of the monomers (triangular molecules).
We perform our calculation only for a dimer (two triangular molecules), as second order
perturbation theory connects only a dimer and hence in H0 the summation over i is
restricted to sites i and j.
We compare our results of the perturbation theory with the ground state simulation of
HMTNL at two-thirds filling for a dimer using DMRG. The total number of states kept in
each wavefunction in our DMRG calculation up to χ ∼ 500. For a dimer, the Hilbert space
of HMTNL at two-thirds filling has C128 = 495 states. Our DMRG routine incorporates
symmetries to find the states in the required symmetry sector, which further reduce the
Hilbert space of this model, as we are looking for states with given total spin. Since
we have the bond dimension of the MPS or the number of states kept in the DMRG is
χ = 500, we are retaining all the states in the Hilbert space. In other words, we are doing
exact diagonalisation of the dimer Hamiltonian using DMRG. Therefore, all the energies
hence obtained are actual energies of the model using DMRG.
As a first step in the perturbation theory, we need to construct the unperturbed energy
eigenstates for the dimer. Using the wavefunction for a monomer defined in Eq. (4.17),
Eq. (4.18) and Eq. (4.19), we construct the ground state of a dimer |φSij〉 as a linear
superposition of the direct product of the eigenstates of monomers as below,
|φSij〉 =
∑
fh afh|ψfi 〉 ⊗ |ψhj 〉√∑
fh a
2
fh
(5.2)
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Here, in |φSij〉, S represents the total spin of the state. |ψf4〉 are the ground states of a
monomer defined in Eq. (4.17), Eq. (4.18) and Eq. (4.19), with f and h ∈ {⇑, ⇓, 0}. The
coefficients afh are coefficients of linear superposition.
The Hamiltonian conserves the total spin; hence, it is helpful to consider the effect of
perturbation in each spin sector. Then there are nine states in total for two sites with
total spin S ∈ {0, 1, 2} and energy −4tc + 2U . Here, we will see that the effect of the
perturbation H ′ is to lift the degeneracy in these spin sectors.
5.1.1 Effect of the perturbation t in the singlet sector
Now we consider wavefunction |φ0ij〉, the only state in the singlet manifold of H0 describing
the dimer consisting of the ith and jth monomers in the singlet sector
|φ0ij〉 =
1√
3
(
−|ψ0i 〉 ⊗ |ψ0j 〉+ |ψ⇑i 〉 ⊗ |ψ⇑j 〉+ |ψ⇓i 〉 ⊗ |ψ⇓j 〉
)
where j = i ± 1. The bare energy of this state is E0 = −4tc + 2U . Here the superscript
denotes the total spin of the state. Note that it has same form as the singlet ground state
of a two site spin-one antiferromagnetic Heisenberg model (cf. Fig. 5.5).
From elementary quantum mechanics, we know that the effect of the perturbation t to
the bare energy E0 up to second order in t is given by
E2S=0 = E
0
S=0 +
∑
m0
〈φ044|H ′|m0〉〈m0|H ′|φ044〉
E00 − Em0
(5.3)
In the above equation H ′ is the perturbing Hamiltonian defined in Eq. (5.1) and m0 is
the set of all possible intermediate wavefunctions which contribute to the hopping from
one monomer to another. It should be noted that the perturbation t changes the filling
in each monomer to 3 or 5 depending on whether an electron is hopping away from or
to the triangular molecule respectively. Thus the intermediate wavefunctions belong to
the particle sector where there are n1 = 3 and n2 = 5 or vice versa. When we solve the
Hubbard model, we get twelve energy eigenstates for n = 3 and two for n = 5 (for details
see Appendix B on exact diagonalisation of the HMTNL for electron filling n = 3, n = 4
and n=5). Thus in total there are forty eight intermediate wavefunctions corresponding
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to n1 = 3 and n2 = 5 and vice versa
1. Not all, but only twenty of the intermediate states
contribute to the overlap defined in Eq. (5.1). The contribution of the 20 intermediate
states to energy up to second order in t is given by
E2S=0 = −4tc + 2U − 3
4∑
n=1
4t2
9an (3tc + εn)
, (5.4)
where εn are the energies of the Hubbard model on three sites at half filling (n = 3) (See
Appendix B). In particular, ε1 = U , and for n > 1
εn =
2
3
[
U + ξ cos
(
φ+ 2pin
3
)]
, (5.5)
where
ξ =
√
U2 + 27t2c , (5.6)
and
φ = pi + arccos
((
U
ξ
)3)
. (5.7)
a1 = 3 and for n > 1
an = 2|αn|2 + |βn|2 + 1, (5.8)
where
αn =
−12t2cU − 9t2cεn + U2εn − 2Uε2n + ε3n√
2(U − εn)(3tc + U − εn)εn
(5.9)
and
βn =
U − 3tc − εn
U + 3tc − εn . (5.10)
In Fig. 5.1, we plot the difference in the energy δES=0 = |E2S=0 − EDMRGS=0 | of the sin-
glet wavefunctions obtained using perturbation theory and exact diagonalisation for the
HMTNL on two triangular molecules. It can be seen that even for relatively small U
and tc, the error in the energy obtained is of the O(10−3) (see inset in Fig. 5.1 ) and the
1Since there is a change in the particle number sector the energies of all intermediate states are different
from the initial and final states, so one does not need degenerate perturbation theory.
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Figure 5.1 – The difference in energy of singlet wavefunction |δES=0| obtained analytically us-
ing perturbation theory and numerically using exact diagonalisation for U = 3tc, 4tc, and 5tc
as a function of perturbation t/tc. Inset shows the same in the semilog scale.
energy obtained using perturbation theory agrees well with the one by exact diagonalisa-
tion. Exact diagonalisation for a dimer also shows that ground state is a singlet, so the
above energy defined in Eq. (5.4) is the ground state energy of the Hubbard model on
dimer at two-thirds filling. It is also clear that the perturbation theory becomes accurate
in the limit of U  t.
5.1.2 Effect of the perturbation t in the triplet sector
Now we will consider the effect of perturbation in the triplet sector. We will choose only
one of the triplets because the interactions in the Hamiltonian are such that, they do not
break the degeneracy inside a given spin sector. Consider the triplet wavefunction |φ1ij〉
of the dimer (see Fig. 5.5),
|φ1ij〉 =
1√
2
(
| − ψ⇑i 〉 ⊗ |ψ⇓j 〉+ |ψ⇓i 〉 ⊗ |ψ⇑j 〉
)
(5.11)
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Figure 5.2 – The difference in the energy of the triplets δE1 obtained using perturbation
theory and numerically using exact diagonalisation for U = 3tc, 4tc, and 5tc as a function of
the perturbation t/tc. Inset shows the same in the semilog scale.
The bare energy of this state defined in Eq. (5.11) is E0S=1 = −4tc+2U . The second order
correction to the above energy due to the perturbation t is
E2S=1 = −4tc + 2U −
4t2
81tc
− 2
4∑
n=1
4t2
9an (3tc + εn)
(5.12)
The plot in Fig. 5.2 shows the differences in energy of the triplet states δES=1 = |E2S=1−
EEDS=1| between second order perturbation theory and exact diagonalisation for U =
3tc, 4tc, and 5tc. It can be seen that analytical calculation agrees well with numeri-
cal results since the error is O(10−3) (see inset for semilog scale).
5.1.3 Effect of the perturbation t in the quintuplet sector
Finally, we will see the effect of perturbation on one of the quintuplet wavefunctions. It
is convenient to choose the unperturbed state to be
|φ2ij〉 = |ψ⇑i 〉 ⊗ |ψ⇑j 〉 (5.13)
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Figure 5.3 – The difference in the energy of the quintuplets δES=2 obtained using perturbation
theory and numerically using exact diagonalisation for U = 3tc, 4tc, and 5tc as a function of
perturbation t/tc. Note that the quintuplet energy is independent of U .
The second order correction to the bare energy E2o = −4tc + 2U is
E2S=2 = −4tc + 2U −
4t2
27tc
. (5.14)
Fig. 5.3 shows difference in the energies, δES=2 = |E(2)S=2−EEDS=2|, of the lowest quintuplet
solutions found from second order perturbation theory and from DMRG for a dimer.
As for S = 0 and S = 1, the error in the perturbation theory is small: indeed for the
quintuplet the errors are two orders of magnitude smaller than those for the singlet or
the triplet sectors. Yet the most striking feature of the plot is that the error in the
energy is independent of U . This is a consequence of Pauli blockade and is simple to
understand in the molecular orbital basis. In the unperturbed quintuplet state described
by Eq. (5.13) each molecule contains three spin-up electrons (one in each MO) and one
spin-down (in the A+ orbital). Therefore, to second order, the only possible corrections
involve the spin-down electron virtually hopping into the E+ orbital (recall that the local
parity symmetry forbids hopping into the E− orbital). As these fluctuations do not change
the total number of doubly occupied sites (indeed no processes can change the number of
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doubly occupied sites as we have six spin-up and two spin-down electrons in six orbitals
and there are no spin flip terms in the perturbing Hamiltonian, Hˆt) U cannot enter into
the correction to the quintuplet’s energy, E
(2)
S=2 − E(0). This results in the simple form
of Eq. (5.14). Indeed, the only higher order corrections on the dimer involve both down
electrons taking part in such virtual process. This explains why both E
(2)
S=2 − E(0) and
δES=2, are independent of U and why the perturbation theory is so accurate.
5.1.4 Calculation of the interaction strength Js
Now we can make a connection of this model to the two site spin-one Heisenberg model.
We calculate the singlet-triplet energy gap Js,
Js ≡ E2S=1 − E2S=0 =
4∑
n=0
4t2
9an (3tc + εn)
(5.15)
where ε0 = 0 and a0 = 3. Similarly we can calculate the energy difference between the
singlet and the quintuplets and that of quintuplets and the triplets. We find that
E2S=2 − E2S=1 = 2Js
E2S=2 − E2S=0 = 3Js (5.16)
The above spectrum precisely maps on to the spectrum of the two site spin-one antifer-
romagnetic Heisenberg model which is shown in Fig. 5.5. We see that the ground state of
the two site spin-one antiferromagnetic Heisenberg model is a singlet, with energy −2J ,
and the first excitation is a triplet with energy −J and the next excited state is a quin-
tuplet with energy J . We can see that excitation energies (cf. salmon coloured brackets
in Fig. 5.5) are identical to what we have obtained in Eq. (5.16) and Eq. (5.15).
A comparison of the exchange interaction strength obtained from perturbation theory and
exact diagonalisation is shown in Fig. 5.4. The estimation of the exchange interaction
strength Js using perturbation theory agrees with exact diagonalisation calculation in the
limit of U  tc  t. The perturbation theory clearly fails in the small U and the large t
limit. Thus we can conclude that the low-lying spectrum of the Hubbard model at two-
thirds filling in the triangular necklace lattice in the limit U  tc  t is governed by the
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Figure 5.4 – Comparison of the interaction strength Js as function of U obtained from
perturbation theory and exact diagonalisation for t = 0.1tc and t = 0.25tc.
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Figure 5.5 – The energy spectrum of the two site spin-one antiferromagnetic Heisenberg
model. Here, the local basis on each site is defined as |0〉, | ↑〉 and | ↓〉 corresponding to
Sz=0, Sz=1 and Sz=-1 respectively. The ground state is a singlet with energy −2J .
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spin-one antiferromagnetic Heisenberg model with interaction strength Js and HMTNL
at two-thirds filling is in the Haldane phase.
5.2 The ferromagnetic Kondo lattice model: Effec-
tive theory of the Hubbard model on the trian-
gular necklace lattice
In the previous section, we have seen that in limit U  tc  t, the ground state of
HMTNL at two-thirds filling has excitations characterised by the spin-one antiferromag-
netic Heisenberg model. We will now show that away from this strong coupling molecular
limit, the Hubbard model on the triangular necklace lattice continues to be in the Haldane
phase by mapping the HMTNL to a correlated ferromagnetically coupled Kondo-lattice
model (CFKLM) at half-filling.
In order to arrive at the effective Hamiltonian, we project out the doubly occupied A+
orbitals in the Hamiltonian and also project the Hamiltonian such that nE− = 1 based on
certain symmetry arguments and signatures we see in our numerical calculation.
5.2.1 Projection of the Hamiltonian to niE− = 1
In the last section of the previous chapter Sec. 4.2.3, we saw that the total number of
electrons in E− orbitals is conserved. This is indeed confirmed in the DMRG calculations
for 40 triangular molecules. In Fig. 5.6a, we plot the electron occupation δim = 〈nim〉− lm
of the orbitals A+, E− and E+. Here, lA+ = 2, lE− = 1 and lE+ = 1. It can be seen
that as in the case of U = 0 discussed in Sec. 4.2.1.1, for non-zero U and t, the A+
orbital continues to be doubly occupied, E− and E+ are half filled with one electron
each. This is because in the molecular limit with U = ∞ there is exactly one electron
in every E− orbital. This means that, if we start from the strong coupling molecular
limit and gradually reduce U and increase t one should expect the E− orbitals to remain
singularly occupied unless or until there is a phase transition. We do not see any phase
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transformation in the charge sector for a large part of U > 0 (cf. Chapter 6)2. A finite
charge gap does not exclude local charge fluctuations, so using DMRG we calculate local
charge fluctuations in various orbitals. DMRG calculations show that there are no charge
fluctuations in the E− orbital (cf. Fig. 5.6b) reiterating the fact that electrons in the E−
orbital are localised on a site and that the occupancy on E− is strictly one. Thus for all
U > 0, niE− = 1 is conserved separately for every molecule. Therefore, we can project
the Hamiltonian onto the subspace with exactly one electron in the E− basis on every
molecule without introducing an approximation.
The projection operator onto nˆiE− = 1 is
Pˆ1 =
[
1− nˆiE−↑nˆiE−↓
] [
nˆiE−↑ + nˆiE−↓
]
. (5.17)
Under this projection the Hamiltonian Hˆ yields
H˜ = Pˆ †1 HˆPˆ1 = Pˆ †1
(
H˜t + H˜1 + H˜2 + H˜3
)
Pˆ1, (5.18)
where,
H˜t =
∑
iσ
∑
n,m 6=E−
(
c†imσTmnc(i+1)nσ +H.c.
)
, (5.19a)
H˜1 =
∑
imσ
εmc
†
imσcimσ +
∑
m 6=E−
Umnim↑nim↓, (5.19b)
H˜2 =
∑
imn
Jmn~Sim.~Sin +
∑
imnσ
Vmnnimσninσ′
+
∑
iσ
∑
m,n 6=E−
Xmn
(
nimσc
†
imσ¯cinσ¯ +H.c.
)
+
∑
i
∑
m,n 6=E−
Pmnc
†
im↑c
†
im↓cin↑cin↓, (5.19c)
and
H˜3 = − U
3
√
2
∑
iσ
(
c†iE−σciE−σc
†
iE+σ
ciA+σ +H.c.
)
+
U
3
√
2
∑
iσ
(
niE−σc
†
iE+σ
ciA+σ +H.c.
)
. (5.19d)
It has to be emphasised that the electrons in the E− orbital will now act like the impurity
spins of the Kondo lattice model (Hewson (1997) Doniach (1977)).
2 For small U the numerical calculation becomes extremely challenging and hence the results are not
reliable
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Figure 5.6 – (a): The orbital filling 〈nm(L/2)〉 -lm for a typical ground state of the HMTNL
at two-thirds filling from DMRG as a function of U/tc. (b): The variance in particle number
〈n2L/2,m〉 − (〈nL/2,m〉)2 for a typical ground state of the HMTNL at 2/3rd filling
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5.2.2 Projection of the Hamiltonian to niA+ = 2
In the molecular limit we also found that the A+ orbitals are doubly occupied. This is
also the case in the non-interacting (U = 0) and U = ∞ solutions. Away from these
limits, we expect this to be an approximation as this is not protected by any symmetry.
DMRG calculations in Fig. 5.6a coincide with this expectation, but show that, for all
U studied, the charge transferred from the A+ orbitals to the E+ orbitals is negligibly
small. Furthermore, because these orbitals are nearly filled, rather than, say, nearly half-
filled as is the case for the E+ orbital, one does not see large charge fluctuations in the
A+ orbital (this is confirmed by our DMRG calculations for 120 sites (cf. Fig. 5.6b)
and therefore one does not expect electronic correlations in the A+ orbitals to play an
important role in determining the physics of the Hubbard model. This is also seen in our
DMRG calculations in Fig. 5.6b. Therefore, we now further project onto the nˆiA+ = 2
subspace via an ‘anti-Gutzwiller’ projection PG = nA+↑nA+↓ (Gutzwiller (1963)).
Projecting the Hubbard model onto both nE− = 1 and nA+ = 2 one finds that
Hˆeff ≡ Pˆ †GPˆ
†
1 HˆPˆ1PˆG
= Nε∗E+ − t∗
∑
iσ
(
c†iE+σci+1E+σ +H.c.
)
+U∗
∑
i
niE+↑niE+↓ − J∗
∑
i
SiE+ · SiE− (5.20)
where ε∗E+ = 4VA+E+ +VE+E− + 2εA+ + 2εE+ +UA+ = 13U/12− 2tc, t∗ = −TE+E+ = 2t/3,
U∗ = UE+ = U/2, J
∗ = −2JE+E− = U/3, and N is the total number of molecules. Up
to the trivial term proportional to ε∗E+ , this is simply the Kondo lattice model with a
ferromagnetic exchange interaction between the localized E− spins and the itinerant E+
electrons with a on site repulsive Hubbard interaction between the E+ electrons, i.e., the
ferromagnetic Hubbard-Kondo lattice model.
5.2.3 The ferromagnetic Hubbard-Kondo lattice model
The ferromagnetic Hubbard-Kondo lattice model and its variants have been investigated
in the connection with materials that exhibit colossal magnetoresistance (Tokura (2000)).
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Figure 5.7 – The magnetic phase diagram of ferromagnetic Hubbard-Kondo lattice model
(Plot from Dagotto et al. (1998). Here, 〈n〉=1, corresponds to the half filling case, which is
relevant to HMTNL. However, QMC calculation is not amenable to this filling and the actual
ground state at this filling is not clearly known. In this figure, FM means ferromagnetic phase,
IC means incommensurate spin order
However, the ferromagnetic Hubbard-Kondo lattice model with S = 1/2 impurities has
not been extensively studied at half-filling in one spatial dimension. The magnetic phase
diagram model for different doping was initially investigated by Dagotto et al. (1998)
using QMC. In order to avoid the sign problem in QMC, they investigated the case for
large U , whence the model can be mapped onto an equivalent t − J model. For large
U , they find a ferromagnetic phase (FM) away from half filling, and a incommensurate
spin order phase (IC) near half filling. The phase diagram for the model as function of
doping and the ferromagnetic coupling J is shown in Fig. 5.7. However, the nature of
ground state at half filling is not discussed in this paper, as the QMC calculations are not
accessible to this filling. The U∗ = 0 version of this model, i.e., the ferromagnetic Kondo
lattice model (FKLM), has been studied in more detail (Dagotto et al. (1998); Garcia
et al. (2004); Riera et al. (1997); Tsunetsugu et al. (1992)). The magnetic phase diagram
of this model as a function of doping and the ferromagnetic coupling J for spin half
impurities, obtained by Garcia et al. using DMRG is plotted in Fig. 5.8. The upper part
of the phase diagram labelled Hund corresponds to the FKLM and has many phases viz, a
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ferromagnetic phase (FM), a spiral phase, an island phase3, a phase separated region (PS)
and a spin liquid phase. For half filling case, the relevant filling for HMTNL, as shown
in Fig. 5.8 this model is in a spin liquid ground state with decaying antiferromagnetic
correlation. This spin liquid phase, is now widely believed to be in the Haldane phase
(Garcia et al. (2004); Tsunetsugu et al. (1992)), but it is still an unsettled issue. A
numerical study by Malvezzi et al., in a variant of the ferromagnetic Hubbard-Kondo
lattice model with additional interactions found that on-site Coulomb interactions do not
qualitatively change the phase diagram of the model, and all the phases seen in FKLM are
also found in the ferromagnetic Hubbard-Kondo lattice model 4 (Malvezzi et al. (1999)).
This is also confirmed in other methods by Yanagisawa and Shimoi (Yanagisawa and
Shimoi (1996)) who prove that for a bipartite lattice with U∗ > J∗/4 the ground state is
a singlet. Thus our investigation also provides an important hint that at half-filling, the
ferromagnetic Hubbard-Kondo model is in the Haldane phase.
3In this phase the spin correlations are similar to antiferromagnetic correlations in real space, but
change every two sites ... ↑↑↓↓↑↑↓↓ ...
4The additional interaction was set to zero in these calculations by Malvezzi
Figure 5.8 – The magnetic phase diagram of ferromagnetic Kondo lattice model is shown in
the upper section of the plot which is labelled Hunds. (Plot from (Garcia et al. (2004)).
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5.3 Conclusion
In this chapter, we investigated the HMTNL at two-thirds filling using second order
perturbation theory and found that low-lying spin excitations maps exactly to those of
a two site spin-one Heisenberg model in the strong coupling molecular limit and the
ground state is adiabatically connected to the Haldane phase. Away from this limit, we
have shown that, one can map the HMTNL to the ferromagnetic Hubbard-Kondo lattice
model at half filling, whose ground state is believed to be in the Haldane phase.
Chapter 6
Hubbard model on the triangular necklace
lattice using matrix product states
Tensor networks are emerging as a powerful tool to simulate quantum many-body prob-
lems. Especially in one-dimension, matrix product states have been very successful in
finding the ground states of many complex Hamiltonians (Schollwo¨ck (2011)). In this
chapter, we discuss the numerical simulation of the Hubbard model on the triangular
necklace lattice at two-thirds filling using the matrix product state formalism.
The DMRG algorithm used in the simulations of the HMTNL model is provided by the
matrix product tool kit, written by Ian McCulloch which is an open source code avail-
able at http://physics.uq.edu.au/people/ianmcc/mptoolkit/. In order to reduce
the computational time, the code employs symmetries of the Hamiltonian to converge the
ground state to the required symmetry sector. We have used both infinite and finite size
codes to simulate the HMTNL.
The Hubbard model on a triangular necklace lattice defined in Eq. (4.2) of Chapter 4
is implemented in the matrix product formalism as shown in Fig. 6.1a. The triangular
molecules with sites 1, 2 and 3 is made in to a linear chain and the hopping tc within
a triangle is represented by solid black lines. The dotted red lines between site 1 of one
triangle to the next represents the hopping from site 1 of one triangle to site 1 of the
neighbouring molecule.
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Figure 6.1 – Schematic diagram of implementing the HMTNL using the matrix product state
formalism.
6.1 Ground state properties
In the finite size matrix product state calculation, we chose a lattice size of about forty
triangular molecules for most of the results shown here. There are many properties one
requires to understand the model at the thermodynamic limit for which we employ infinite
size DMRG (IDMRG). In some cases we also extrapolate the result in the thermodynamic
limit by simulating the model for different lattice sizes and performing a finite size scaling.
Parameters in the model are so chosen for simulation such that t < tc and in particular
the ratio was chosen to be t/tc = {0.25, 0.5} for the most of the results shown here. The
behaviour of the model for other values of the ratio is qualitatively the same which was
verified by us. The ground state of the HMTNL at two-thirds is found to be a singlet for
all U > 0.
6.1.1 Charge gap
In Chapter 4, we found that Mo3S7(dmit)3 is an insulator with a small activation energy.
We would like to see if HMTNL is able to reproduce this property of the material. So we
measure the charge gap ∆c of this model. The charge gap measures the change in energy
of the ground state when a particle is added to it and is defined as
∆c =
E0(4L+ 2) + E0(4L− 2)− 2E0(4L)
2
(6.1)
where ES(Ne) is the energy of the spin S ground state for Ne electrons on L molecules.
We chose the above definition for the charge gap of a state which is different from the
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Figure 6.2 – (a): The finite size scaled charge gap ∆c of the Hubbard model on the triangular
necklace lattice at two-thirds filling obtained using MPS. (b): The charge gap ∆c of HMTNL
at two-thirds filling with t = 0.25tc, in thermodynamic limit is the intercept of the graphs on
the y-axis.
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conventional definition (∆c = E0(n + 1) + E0(n + 1) − 2E0(n), where n is the electron
filling and E0(n) represents the ground state energy for the filling n. This is because,
changing the particle number by one changes the ground state from a singlet to a doublet
and we wanted to our comparisons simple by choosing the ground state to be singlets
rather than doublets. The plot of the charge gap as a function of U is shown in Fig. 6.2a
and it is clear from the figure for all U > 0, the charge gap is finite, confirming that the
model is an insulator for all U > 0. In Fig. 6.2b, finite-scaling of the charge gap is shown.
While the model captures the insulating nature of the material, the insulating behaviour
of this model is rather puzzling, as it happens at two-thirds filling. Further, though it
appears that the strong correlations are responsible for this insulating state, this state is
different from a Mott insulator. In a conventional one-dimensional Mott insulator (Mott
(1949, 1968)), the insulating behaviour happens at half filling, where each site is occupied
by a single electron. For all U > 0, the material undergoes a phase transition from a
metal to an insulator.
However in this model, we are not at half filling and in the strong coupling limit U →∞,
each molecule with an average of four electrons, will have one electron per site and the
remaining one-third of an electron per site is free to move along the chain and we expect it
to be a metal. But from the figure it is clear that, ∆c continues to grow as U is increased,
demonstrating that the large U insulating state is highly non-trivial. Further, in a typical
Mott insulator, the charge gap approximately grows linearly with U1, which is again not
the case in this model. Hence, we call this state a ‘correlated insulator’ as opposed to a
Mott insulator.
Though this insulating state looks very puzzling from the real space point of view, it
could be best understood, based on its mapping to the ferromagnetic Hubbard Kondo
model in Sec. 5.2 of Chapter 5. In Sec. 5.2 we saw that J∗ is the ferromagnetic interaction
between the itinerant E+ and the localised E− orbital. When U∗ is turned on, there is
a competition between U∗ and J∗. Clearly from Eq. (5.20) we can see that J∗ < U∗, so
it is energetically favourable for the electrons in E+ and E− to form a triplet, which is
1The argument behind this is that in a Mott insulator, the cost for an extra addition of electron in a
site is the cost for the double occupancy at that site.
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Figure 6.3 – The magnitude of 〈~SiE− .~SiE+〉 at the middle site of the chain for various values
of U and t. We can see that for large U that the magnitude of the correlation reaches value
of a triplet.
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increasingly favoured in the limit U → ∞. Thus in this model J∗ acts like hybridizing
interaction between E+ and localised E− electron which locks them into a triplet and
confines the itinerant E+ electrons from moving. Thus J
∗ plays the important role in
creating the charge gap as opposed to the conventional Coulomb repulsion U∗.
The formation of a triplet between E+ and E− is indeed seen in our numerical calculation
using MPS. In Fig. 6.3, we plot the spin correlations 〈~SiE− .~SiE+〉 between an electron in
the E− orbital and an electron in the E+ orbital at site i as a function of U . It is clear that
a ferromagnetic interaction exists between E+ and E− electrons and therefore, at two-
thirds filling, HMTNL is a (ferromagnetic) Kondo insulator (Riseborough (2000)), with
the formation of triplets being responsible for the localisation of the itinerant electrons,
rather than a Mott insulator.
In a Kondo insulator, a localised band hybridizes with a band of localised electrons, which
gives rise to a narrow band gap Eg (cf. Fig. 6.4). If the Fermi energy EF lies in this gap,
the system becomes a Kondo insulator. This is precisely what happens in HMTNL at
two thirds filling.
Thus our model is able to explain the observed gap in the conductivity in experiments.
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Figure 6.4 – Mechanism of insulating behaviour in a Kondo insulator: In a Kondo insulator,
a localised band hybridizes with that of a conduction band giving rise to a gap Eg. In fig. (a),
red line is the localised band and black curve is the conduction band. In fig. (b), blue line
represents the fermi energy and continuous lines are new hybridized bands.
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Since the low-lying charge excitations are gapped, we can expect that all the interesting
physics of this model should arise from the spin degrees of freedom, which we discuss in
the following sections.
6.1.2 Spin magnitude on each site:
We saw in Sec. 4.2.1.4 Chapter 4, for t = 0, the model consist of a spin triplet on each site.
The first question which one needs to understand is what happens to these spin triplets
on the introduction of t. This is crucial because the physics of spin-chains, especially the
Haldane gap is relevant only if we have only spin-one on each site (Haldane (1983a) and
Haldane (1983b). In Fig. 6.5, we plot the total spin of a molecule at the middle of a chain
in the ground state as a function of t and U . For small U , the total spin on each site
is less than one and eventually the fluctuations decay to zero for large U , stabilizing the
total spin to be one. This is because, though the charge gap is finite, it does not prevent
any local charge fluctuations. These local charge fluctuations reduces the total spin on
site for small U . This observation is also consistent with experimental data, where Llusar
et al. have shown that the magnetic susceptibility indicates the presence of doped triplets
in the Mo3S7 units, consistent with S . 1 as found in our Hubbard model Llusar et al.
(2004).
A clear picture of these local charge fluctuations can be obtained by measuring the charge
fluctuations in the ground state. The charge fluctuations in the ground state is given by
the variance in the particle number 〈n2L/2m〉 − (〈(nL/2m)〉)2. We already discussed this in
Chapter 5 (cf. Fig. 5.6b ). From that figure, we can clearly see that the E− orbital has no
charge fluctuations due to conservation of the parity symmetry, whereas the E+ orbital
has the most charge fluctuations.
6.1.3 Spin correlations
The ground state of the HMTNL at two-thirds filling is found to possess a antiferro-
magnetic spin-spin correlation 〈Sˆ(i).Sˆ(L/2)〉 as predicted by the perturbation theory in
Chapter 5 (cf. Fig. 6.6). We see that from Fig. 6.7 the correlations decay to zero for
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Figure 6.5 – The total spin on each molecule as function of U/tc for various values of t.
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large distances indicating short ranged or at the most quasi-long-ranged. This is a typical
behaviour of correlations for a one-dimensional system. In one-dimensional systems with
continuous symmetry quantum fluctuations destroy any long-ranged order in the ground
state (Momoi (1996)).
In Chapter 3.7, we saw that any finite-dimensional MPS will at the most capture the
correlator by a superposition of exponentials, and true long-ranged correlations if any,
can obtained by finite state scaling of the correlation length. In other words, we find
the correlation length by varying the number of states kept (usually called χ in this
thesis, here we call it m) in the DMRG wavefunction and then we do an extrapolation
of this correlation length to χ → ∞ which mimics the exact wave function. Using the
MPS formalism we can get the spectrum of correlation lengths from the eigenvalues of
the identity operator (cf. Chapter 3.7). The longest correlation length ‘ξ ’ is given by
ξ = 1
log(x)
, where x is the largest eigenvalue of the identity operator (O¨stlund and Rommer
(1995); Rommer and O¨stlund (1997)). In Fig. 6.7, the finite state scaling of the largest
correlation length of the ground states for different values of U is shown. We can infer from
the figure all correlation lengths are finite and are quasi-long-ranged for large distances.
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Figure 6.6 – The spin correlations 〈Sˆ(i).Sˆ(L/2)〉 at site i and a site at the middle of the chain
in the ground state of HMTNL for various values of U and t = 0.25tc.
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Figure 6.7 – The largest correlation length ξ in the thermodynamic limit for various values
of U and t = 0.25tc.
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6.2 Topological aspects of HMTNL at two-thirds fill-
ing
The results obtained from DMRG simulation of the HMTNL at two-thirds filling show
that the model, at least in the limit U →∞, appears to behave like a spin-one Heisenberg
model. We saw in Chapter 2 that the ground state of the spin-one Heisenberg model is
in the Haldane phase which is a symmetry-protected-topologically-ordered phase and is
characterised many properties (cf. Sec. 2.4.1 in Chapter 2 ). In this section, we would like
to see if any of those properties seen in the Haldane phase are exhibited by the HMTNL
at two-thirds filling.
6.2.1 String order
In Sec. 6.1.3, we saw that all local correlations in HMTNL are short ranged. But if
HMTNL is in the Haldane phase, then there is one long-ranged correlation corresponding
to the non-local spin correlation called the string order in the ground state, defined as
Os = lim|i−j|→∞
〈Szi exp
(
ipi
j−1∑
l=i+1
Szl
)
Szj 〉 (6.2)
where Sˆi =
∑
α Sˆiα is the spin of the i
th molecule, Sˆiα =
∑
σσ′ cˆ
†
iαστσσ′ cˆiασ′ , and τσσ′ is the
vector of Pauli matrices. The string order, often called the the ‘hidden order parameter ’
in the spin-one Heisenberg model was discovered by den Nijs and Rommelse (den Nijs
and Rommelse (1989)) in connection with pre-roughening transitions. We calculated this
long-range order for the ground states for our HMTNL using IDMRG and found it to be
finite. The plot of the string order Os is shown in Fig. 6.8. For comparison the values of Os
for spin-one Heisenberg chain (White and Huse (1993)) and the AKLT model (Girvin and
Arovas (1989)) are shown. We can clearly see that Os approaches the string order value
for the Heisenberg model for large U . In Fig. 6.9, we plot the finite-state/bond-dimension
scaling of the string order Os, which shows that string order is long-ranged.
The plot of the string order suggests that for small values of U , the string order becomes
exponentially small, but nevertheless the ground state remains in the Haldane phase. We
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Figure 6.8 – The non-local string order Os in HMTNL as a function of U for t = 0.25tc and
t = 0.5tc.
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Figure 6.9 – String order in the thermodynamic limit Os in HMTNL as a function of U at
t = 0.25tc.
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Figure 6.10 – Plot of the operator Oi as a function of U .
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also plot another operator Oi in Fig. 6.10 given by
Oi = lim|i−j|→∞
〈Ii exp
(
ipi
j−1∑
l=i+1
Szl
)
Ij〉 (6.3)
where Ii is the identity operator at site i. It has been found that for trivial (not
topologically-ordered) phases both Oi and Os are zero (Pollmann and Turner (2012)).
In the Haldane phase of a spin chain, Oi = 0 and Os 6= 0. However, we find that neither
Oi nor Os is vanishing for all U > O in our model. We believe that this is one of the
properties which is fundamentally different from the Haldane phase of the pure spin model
and due to the fact that ours is a fermionic model.
But as discussed in the Chapter 2, that the Haldane phase is a symmetry-protected-
topologically-ordered phase and goes beyond the description of string orders (Gu and
Wen (2009); Pollmann and Turner (2012); Pollmann et al. (2010, 2012)) and Landau’s
symmetry breaking picture. In fact, one can construct toy models wherein there is a
non-vanishing string order even in a band insulator, which again has a charge and spin
gap just like the Haldane phase (Anfuso and Rosch (2007)) and one cannot distinguish
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Figure 6.11 – Entanglement spectrum of HMTNL at U = 0.5tc and U = 2tc for t = 0.5tc.
The number of dots (offset from x axis) at each eigenvalue represent the degeneracy at that
eigenvalue.
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between these two phases if string order alone characterises the Haldane phase. One has
to go beyond this description to decide whether the model is in the Haldane phase.
6.2.2 Degeneracy in the entanglement spectrum
The Haldane phase is characterised by a double degeneracy in the entanglement spectrum
which can be used to distinguish it from trivial phases (Pollmann and Turner (2012);
Pollmann et al. (2010, 2012)). We look for this signature in our ground states. The plot
of the entanglement spectrum is shown in Fig. 6.11. It is clear that the entanglement
spectrum has only even degeneracies even for large values of U/tc.
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Wen et al. and Pollman et al. found that this double degeneracy in the entanglement
spectrum is the consequence of certain symmetries in the Hamiltonian (Gu and Wen
(2009); Pollmann et al. (2010, 2012)). In the spin-one Heisenberg model, either the inver-
sion symmetry about a bond, or time reversal symmetry, or the dihedral symmetry (D2
or Z2× Z2), the symmetry under pi rotations about two a pair of orthogonal axes ensures
that the entanglement spectrum is doubly degenerate and these symmetries protect the
Haldane phase (Gu and Wen (2009); Pollmann et al. (2010, 2012)). Once these symme-
tries are explicitly broken, then the Haldane phase is indistinguishable from the trivial
phases (see Table 2.1 in Chapter 2 ) .
While the above mentioned symmetries protect the Haldane phase in a strictly spin one
chain, it is not clear what symmetries protect the Haldane phase in a fermionic system,
where charge fluctuations can cause breaking of these symmetries, especially the time
reversal symmetry and D2 symmetries. This implies that Haldane phase is no longer
protected by these symmetries (Pollmann et al. (2012)). But Pollmann et al. found that
as long as the Hamiltonian has an inversion symmetry, the double degeneracy in the
Haldane phase is present. Our results also agree with their argument as HMTNL indeed
has an inversion symmetry.
Further, in spin-one models one can define a projective representation of Z2 ×Z2 defined
by ∑
σ′
Rσ,σ′A
σ′ = expiθ UαAσUα, (6.4)
where Rα = e−ipi
∑
i S
α
i , α = {x, y, z}, and Aσ are the MPS matrices. In a spin chain they
form a projective representation with UxU z = eiφU zUx. In the topological (Haldane)
phase φ = pi whereas in the trivial phase φ = 0 (Pollmann and Turner (2012)). In the
Hubbard model we find that the Uα do not form a closed algebra. This is due to the fact
that there is a mixture of integer and half-integer representations in the entanglement
spectrum because of the charge fluctuations. In the Haldane phase of spin-one models
the edge spins form an SU(2) algebra, i.e., they are genuine spin-half particles. However,
this is not the case in HMTNL at two-thirds filling. This shows that the edge states in
the Hubbard model are importantly different from those in pure spin-one Haldane chains.
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Figure 6.12 – The spin gap ∆s of the Hubbard model on the triangular necklace lattice at
two-thirds filling obtained using MPS for a lattice size of 40 triangular molecules.
6.3 Spin gap
Finally, we will discuss the well-known property of the spin-one Heisenberg model, which
triggered investigations on spin one models, the spin gap. Haldane conjectured that the
excitations in spin-one Heisenberg model are gapped unlike half integer chains, which are
gapless (Haldane (1983a,b)). We calculate the spin gap ∆s using ∆s = E2(4L)−E0(4L),
where ES(4L) is the energy of the ground state with spin S of lattice size L. The spin gap
is measured from spin 2 ground state instead of the triplet state, because, the presence
of edge states will make the triplet and the singlet degenerate. For finite chains, though
there is some gap between the singlet and the triplet, the gap is not the actual measure
of the spin gap. The gap becomes exponentially small as one increase the chain size and
becomes degenerate in the thermodynamic limit (Kennedy and Tasaki (1992a,b)).
We plot the spin gap for a lattice size of forty triangular molecules in Fig. 6.12 for various
values of U as a function of t/tc. The spin gap is a order of a magnitude smaller than
charge gap, implying that spin excitations are the low-lying excitations. In Fig. 6.13a,
we plot ∆s/Js for the lattice of forty triangular molecules for various values of U . Js is
obtained from Eq. (5.15) of the perturbation theory (cf. Chapter 5). It shows that the
gap is of the same order as that of a spin-one Heisenberg model, where for a chain with
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Figure 6.13 – (a): ∆s/Js for lattice size L = 40 shows that gap is of the order of gap seen
in a antiferromagnetic spin-one Heisenberg model. (b): The spin gap in the thermodynamic
limit for U = 0.5 and t = 0.25
interaction strength JH , the Haldane gap ∆H ∼ 0.41JH (White and Huse (1993)). The
finite-size scaled spin gap for t = 0.25 and U = 5 is shown in Fig. 6.13b. Thus we conclude
that the spin gap for the HMTNL at two-thirds filling is finite, but order of magnitude
smaller than the charge gap in the molecular limit, i.e., U → ∞ and t → 0 as expected
for the Haldane chain. But it is not clear what happens to the spin gap for small U , as
the calculated spin gap becomes too small and is comparable to the error in the code.2
Now, connecting the above result with the material Mo3S7(dmit)3 where, Llusar et al.
found no spin gap down to 2 K (the lowest temperature studied) (Llusar et al. (2004)).
This is also consistent with the very small spin gap found above (cf. Fig. 6.12).
6.4 Conclusion
In this chapter, we discussed the numerical simulation of the HMTNL at two-thirds filling
using matrix product states. We found that the HMTNL is an insulator, at 2/3rd filling
2The finite size scaling is not reliable for small U and is not shown in the figure. Similarly, for small
t, there is problem with the convergence of the ground state and hence not shown in the figure.
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and that the charge gap is driven by Kondo physics.
In the spin sector, the ground state is a singlet and corresponds to the Haldane phase for
U > 0. We found all the signatures of the Haldane phase, such as the string order, finite
spin gap, and finally the double degeneracy in the entanglement spectrum in the ground
state of HMTNL. Another important point we have to consider from the simulation of
this model is that how robust is the Haldane phase in a fermionic model despite the
charge fluctuations which were believed to destroy the Haldane phase. These calculations
also indicate how the inversion symmetry alone protects the Haldane phase in a fermionic
model. However, we also found that the edge states in this model are qualitatively different
from those of pure spin models.
All this arguments suggest that Mo3S7(dmit)3 is a symmetry-protected-topologically-
ordered spin liquid.
Chapter 7
Density functional theory of Mo3S7(dmit)3
DFT is one of the most widely used methods to compute the electronic structure of a
wide range of materials from atoms, molecules, crystalline solids and nuclei to classical and
quantum fluids. Nowadays, DFT has extended it realm from solid state physics/chemistry
and has been used to study many problems in biology (Putz et al. (2013)), geology (Roques
et al. (2009)), and astrophysics (Lenske et al. (2011)). In this chapter, we re-examine
Mo3S7(dmit)3 using DFT.
In Chapter 4 we proposed the Hubbard model on the triangular necklace lattice to describe
the material Mo3S7(dmit)3 and found that the model describes the observed spin and
charge gap of the material. However, for better comparison of our proposed model with
experiments, one should estimate the actual magnitude of different parameters tc, t and U
in Eq. (4.2), to understand how well our proposed model describes the real material. We
use DFT to parameterise this material.1 Though DFT does not capture strong correlations
due to the use of approximate exchange correlation functional, it can be used to estimate
the magnitude of the tight binding integrals of a material. To this end we will use DFT
to investigate the material Mo3S7(dmit)3.
In the first part of this chapter, we will give a brief introduction to DFT and then discuss
the DFT calculations performed by Llusar et al. for Mo3S7(dmit)3 (Llusar et al. (2004)).
1 We already saw that Llusar et al., have already studied the material Mo3S7(dmit)3 using DFT
(Llusar et al. (2004)). However, their magnetic model only estimates the magnitude of J and not tight
binding parameters.
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Finally we will discuss our DFT calculations to model this material and estimate the
magnitude of the various tight binding integrals in Mo3S7(dmit)3.
7.1 Introduction to DFT
DFT is a well established technique with many sophistications and it is impossible to
cover every aspect of it in this thesis. Nevertheless, we will give a very basic introduc-
tion on DFT. The readers are urged to refer to the following references to have detailed
explanation on DFT (Koch and Holthausen (2000); Parr and Yang (1994)).
In Chapter 1, we introduced the many electron Schro¨dinger equation. We will recall the
equation here,
Hˆeψ(~r1, ~r2, ~r3....~rn) =
(∑
i
−~2
2Me
∇2ri −
1
2
∑
i,I
Zie
2
|RI − ri|
)
ψ(~r1, ~r2, ~r3....~rn)
+
(
1
2
∑
i,j,i6=j
e2
|ri − rj|
)
ψ(~r1, ~r2, ~r3....~rn) (7.1)
=
(
Tˆ + Vˆ + Uˆ
)
ψ(~r1, ~r2, ~r3....~rn) (7.2)
where Tˆ is the kinetic energy, Vˆ is the external potential and Uˆ is the electron-electron
interaction potential. ψ(~r1, ~r2, ~r3....~rn) is the many body wavefunction which depends on
3N coordinates. We mentioned in Chapter 1, that the above equation is intractable and
many assumptions and approximations have be to made to solve the many body electronic
Schro¨dinger equation. Hartree, Fock, Slater and many others made a great deal of effort to
solve this equation, to find the manybody wavefunction for atoms, molecules and crystals
(Ashcroft and Mermin (1976); Lowe and Peterson (2006)) which are usually called ‘first
principles’ or ‘ab-intio’ approaches. While these approaches are straightforward in terms
of numerical calculations, these methods becomes computationally very expensive and
practically not applicable for large systems.
An alternative approach of quantum mechanics is use density operators to understand
the physical properties of the system rather than wavefunctions themselves. In fact this
is the most general approach to understand many body quantum mechanics. The energy
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can be calculated from the density operator ρ = P1(r1) as follows
E = Tr(Hˆρˆ) =
∫ (
− ~
2
2Me
∇2r1 −
1
2
∑
I
Zie
2
|RI − r1|
)
P1(r1)dr1
+
1
2
∫
e2
|r1 − r2|P2(r1, r2)dr1dr2 (7.3)
where, P1(r1) =
2
N−1
∫
P2(r1; r2)dr2 is the single particle density matrix and P2(r1, r2) is
the two-particle density matrix, which gives the probability of finding an electron at r1,
provided another electron is at r2, and it mathematically given by
P2(r1, r2) =
N(N − 1)
2
∫
ψ(r1, r2, ...rN)
∗ψ(r1, r2, ...rN)dr3dr4...drN .
Since the interactions in the Schro¨dinger equation are mostly bi-electronic interactions
(which involve only two electrons at a time), a knowledge of 3N coordinates of the elec-
trons is not required and the problem reduces to a six dimensional problem. The direct
minimisation of the above energy E(P1, P2) is a non trivial problem, because, the density
matrix has to obtained from an antisymmetric ψ which is not a very easy constraint to
impose in the minimisation procedure.
7.1.1 Hohenberg-Kohn theorem
In 1964 based on this density matrix approach, Kohn and Hohenberg realised that the
external potential Vˆ can be obtained from a functional of electron density ρ, up to a
arbitrary constant (Hohenberg and Kohn (1964)).2 This is the first Hohenberg and Kohn
theorem. Hohenberg and Kohn proved the above statement for non-degenerate systems
and was later extended to systems with degenerate states by Levy (Levy (1979)).
The second theorem states that a universal functional for the energy E[ρ] can be defined
in terms of the density ρ. The exact ground state is the global minimum value of this
functional. The external potential uniquely determines Hˆ (because other terms in the
equation Tˆ and Uˆ are same for all materials), which in turn is uniquely determined by the
density ρ by the first theorem of Kohn and Hohenberg. This implies that one does not
2 A functional is a ‘function of functions’, or one which maps a function to a real number. For example,
the energy is a functional of the wavefunction given by E[ψ] =
∫
ψ†Hˆψdr.
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even need P2, the two particle density matrix, but just the one particle density matrix to
uniquely determine the energy of the Hamiltonian Hˆ. The second theorem also establishes
the variational principle, which can be mathematically put as,
E0[ρ] = minψ〈ψ|Tˆ + Vˆ + Uˆ |ψ〉
= minρ
{
F [ρ] +
∫
V (r)ρ(r)d3r
}
(7.4)
where E0 is the ground state energy, F [ρ] = min|ψ〉〈ψ|Tˆ+Uˆ |ψ〉 and minimum is taken over
all possible positive ρ such that
∫
ρ(r)d3r = N . Though the Kohn-Hohenburg theorem
simplifies the many body problem to a single body density problem, it neither prescribes
how one should get ρ nor it reveals anything about the kinetic energy and the electron
-electron functional F [ρ]. Nevertheless, if one obtains a good approximation to these, one
can find the ground state energy using the minimization procedure.
7.1.2 Kohn-Sham equations
Kohn, who built on his previous work, proposed a scheme along with Sham which pre-
scribes how one has to deal with the kinetic energy and electron-electron correlation
functional (Kohn and Sham (1965)). In order that the kinetic energy can be written as
function of the density operator, Kohn and Sham introduce a fictitious non-interacting
system that has the same ground state as the real many body system. This non-interacting
system can be described by a set of N orbitals φi called the Kohn-Sham orbitals which
have the same electron density given by ρ(r) =
∑N
i |φi|2. Similarly the kinetic energy can
be represented in terms of these orbitals as
Ts(ρ) = −1
2
N∑
i
〈φi|∇2|φi〉+ ∆T (7.5)
Here Me = 1 and ~ = 1. The second term is the difference between the actual kinetic
energy and first term of the above equation.
We found in Eq. (7.3) that Uˆ requires a knowledge of the two particle density matrix.
It is this term that makes the many-particle problem so difficult to solve. If one knows
this pairwise conditional probability, then one can solve the problem exactly. In order
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that Uˆ can be described in terms of just the single particle density, we consider that the
two electrons are completely uncorrelated. Then the two-particle density in Eq. (7.3)
would just be the product of one-particle densities, which is also true for the probabili-
ties, P2(r1, r2) = P1(r1)P1(r2) + O(P1(r1))2. This means that the electron correlation in
Eq. (7.3) can be written as
Uˆ =
1
2
∫ ∫
e2
|r1 − r2|2P1(r1)P1(r2, )dr1dr2 + ∆U (7.6)
The first term is the Hartree energy UˆH (Ashcroft and Mermin (1976)) and the second
term ∆U obviously comes from the correction. This correction ∆U arises from the neglect
of electron correlations and the neglect of exchange interactions (see Ashcroft and Mermin
(1976)).
Thus, combining equations Eq. (7.5),and Eq. (7.6), the energy functional E[ρ] can be
written as
E[ρ] = Tˆs[ρ] + Vˆ [ρ] + UˆH [ρ] + Eexc[ρ] (7.7)
where, Eexc[ρ] = ∆U + ∆T is known as the exchange-correlation-functional. On apply-
ing the variational principle, we find the orbitals which minimise the energy satisfy the
following set of non-linear equations called the Kohn-Sham equations,[
−1
2
∇2 + Vˆ +
∫
ρ(r′)
|r − r′|dr
′ + Vexc
]
φi(r) = iφi(r), (7.8)
where, Vexc =
δEexc[ρ]
δρ
. These are the basic equations of DFT which are to be solved. Thus
Kohn-Sham map a many-body interacting problem to a non-interacting problem. This
mapping is exact only when the exchange correlation functionals themselves are known.
However there is no systematic way of finding these exact functionals. Nevertheless these
functionals are universal, i.e. independent of the material’s internal structures. Thus the
utility of DFT in describing many-body physics relies heavily on the approximations of
Eexc.
7.1.3 Exchange correlation functionals
There is a slew of approximations to this Eexc functional which is still a rapidly expanding
field. The simplest of these approximations prescribed by Kohn and Sham is the local
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density approximation (LDA), where we assume Eexc[ρ] =
∫
ρ(r)exc(ρ(r))dr, where exc
is some function of ρ. Even this level of approximation is found to be remarkable and
properties such as structure, vibrational frequencies, are reliable for many systems. LDA
is exact only in the limit of slowly varying electron densities however, the electron densities
of many systems vary rapidly and one has to go beyond the LDA.
Beyond LDA, there are many other approximation, such as the generalised gradient ap-
proximation (GGA) (Koch and Holthausen (2000); Parr and Yang (1994); Perdew and
Wang (1986)), meta-GGA (Neumann and Handy (1997); Perdew et al. (1999)), where the
exchange energy is now a functional of gradient of the density matrix and its derivatives.
For example in GGA, Eexc[ρ] =
∫
ρ(r)exc(ρ(r),∇ρ)dr. Even within GGA, there are many
functionals such as PW91 (Perdew and Wang (1992)), PBE (Perdew et al. (1996)), WC
(Wu and Cohen (2006)). Further there are hybrid functionals such as B3LYP which is an
admixture of LDA or GGA and Hartree-Fock theory (Becke (1993); Lee et al. (1988)).
Similar to the exchange potential, there are many choices for basis in which calculations
are performed, the most common sets of basis representations of the orbitals usually used
in calculations are plane waves, Gaussians, Slater-type orbitals.
Nowadays DFT is performed to include spin which is used to find the magnetic ground
state and the corresponding LDA is called the (LSDA) (Barth and Hedin (1972); Oliver
and Perdew (1979)). DFT can also be used to find excited states of a system (Go¨rling
(1996)). Also relativistic effects can be included in the calculation for materials based on
heavy elements, when spin orbital coupling plays an important role. Some widely used
DFT codes include AVASP (Kresse and Hafner (1993)), CASTEP (Clark et al. (2005)),
ESPRESSO (http://www.quantum-espresso.org/), SIESTA (Soler et al. (2002)), CRYS-
TAL (http://www.cse.clrc.ac.uk/cmg/CRYSTAL/), FPLO (Koepernik and Eschrig (1999))
and WEIN2k (Blaha et al. (1990)).
In the following section, we will discuss DFT of Mo3S7(dmit)3 using FPLO (full potential
local orbital minimum basis code (Koepernik and Eschrig (1999)) .
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(a)
Figure 7.1 – Band structure of Mo3S7(dmit)3 obtained using DFT (GGA) using spin polari-
sation (antiferromagnetic), shows that the Mo3S7(dmit)3 is quasi-one dimensional chain with
most dispersion along the c direction. Here, Γ = (0, 0, 0), X = (1/2, 0, 0), K = (1/3, 1/3,
0), and Z = (0, 0, 1/2) in the units of reciprocal lattice vectors ( Figure from Llusar et al.
(2004)).
7.2 Density functional theory of Mo3S7(dmit)3
Before we discuss our DFT calculations, we will highlight some important features and
results of the DFT calculation by Llusar et al. They used a spin polarised DFT with GGA
implemented in the SEISTA code, with PBE exchange-correlation functional (Perdew
et al. (1996)). The integrals in Kohn Sham are obtained using a grid size of 1×1×3
and 1×1×30 k points for the total energy and the density of states (See Fig. 4.2b in
Chapter 4).
Llusar et al. found that the anti-ferromagnetic state is the ground state. The ferromag-
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netic state was lying very close to the anti-ferromagnetic state. They also found that
Mo3S7(dmit)3 has only a small dispersion in the a and b axis and most of the dispersion
is along the c axis, implying that it is a quasi one dimensional chain. For the sake of
convenience, we again (cf. Fig. 4.3b) include the band structure in this chapter as well
(see in Fig. 7.1a). The density of states also shows a typical one dimensional behaviour
with two cusps. (See Fig. 4.2b in Chapter 4). Also they find a small gap at the Fermi
level (Not shown in DOS due to smoothing of data) suggesting the insulating behaviour
of this material (Llusar et al. (2004)).
Given these results, there are many reasons why we need to re-examine the material using
DFT.
1. The primary purpose of our DFT calculation is to estimate the magnitude of tight
binding integrals for the material.
2. Further, our principal aim is to determine whether the lattice (triangular necklace
lattice) and the model they arrive at is a valid low energy effective Hamiltonian for
the material.
3. We believe that the small gap at the Fermi level (See Chapter 4 is an artefact of
the antiferromagnetic order, and hence DFT does not really capture the insulating
behaviour of the material. Thus if the calculations are done without assuming any
order in the ground state, we expect that the DFT will predict the material to be
a metal.
4. We want to verify and improve the results of Llusar et al., who employ a coarse ‘k’
point grid to calculate the energy and density of states.
7.2.1 Density functional theory of Mo3S7(dmit)3 using FPLO
The full potential local orbital minimum basis (FPLO) code is a DFT code, which uses
localised overlapping orbitals for the Kohn Sham orbitals with small basis size for DFT
calculations (Koepernik and Eschrig (1999)). Despite using small basis size, the accuracy
of this method is comparable to other DFT codes, which are numerically more intensive.
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Any curious reader can refer http://www.fplo.de/ and (Koepernik and Eschrig (1999))
for details.
We have used FPLO to obtain the Kohn-Sham orbitals for Mo3S7(dmit)3. We have
used both used full relativistic calculations (including spin-orbit coupling interactions)
and scalar relativistic calculations (excluding spin-orbit coupling) using GGA and the
exchange energy correlation functional of Perdew et al. (Perdew et al. (1996)) called
PBE.
In our calculations of the band structure, we progressively increased the size of k point
grids in steps of two from a grid size of 2 × 2 × 2 converging the energy and density at
each step up to a grid size of 12× 12× 12. We have repeated our calculations for the grid
size 1× 1× 30, which was used by Llusar et al. and we find very minimal difference from
the band structure obtained using 12× 12× 12. In our calculation, we do not choose any
spin polarisation for the ground state. The plot of the band structure for one species of
spin (up or down) is shown in Fig. 7.2a.
From the band structure, it can been seen that some of features seen by Llusar et al. are
also seen in our bands. We see almost flat bands along the directions Γ −M − K − Γ.
These points Γ, M and K, L, Z, H are points of high symmetry (see Fig. 7.2b). The
two bottom-most bands belong to the A orbital and the top four bands belong to the
E orbitals3. One can also see that the bandwidth in ‘c’ direction is greater than that
of the a and b direction, suggesting a quasi-one-dimensional behaviour. This quasi-one-
dimensional behaviour is also seen in the Fermi surface (see Fig. 7.3b) which shows sheets,
which are the characteristic of one dimensional systems.
However, contrary to Llusar et al., we see that Fermi-level crosses many bands, and
there is a finite density of states at the Fermi level (see Fig. 7.3a). This indicates that
Mo3S7(dmit)3 is a metal and confirms our contention that the gap seen in the band
structure calculations of Llusar et al. is an artefact of the anti-ferromagnetic ground state
which is not found experimentally in the susceptibility. Further, the partial density of
3It has to be emphasized that this classification of orbitals is valid only at high symmetry points where
the C3 symmetry is not broken in the Brillouin zone
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Figure 7.2 – (a): Band structure of Mo3S7(dmit)3 obtained using (scalar relativistic) DFT.
Here, Γ = (0 ,0, 0), X = (1/2, 0, 0), K = (1/3, 1/3, 0), Z = (0, 0, 1/2), L = (1/3, 0, 1/2) and
H = (1/3, 1/3, 1/2) in the units of reciprocal lattice vectors. (b): Points of high symmetry
in the Brillouin zone of Mo3S7(dmit)3. (c): The molecular structure of Mo3S7(dmit)3. The
atoms are so coloured to differentiate, three different groups. A molybdenum atom is shown
in blue, the sulphur atoms shown in yellow are the core sulphurs, the remaining atoms belongs
to the dmit group (shown in shades of grey and orange). Two of the sulphur atoms in each
dmit are shown in orange because, the centres of these atoms will be used as centres for the
Wannier orbitals later in the thesis.
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states also shows that the largest contribution to the density of states comes from the
dmit group (see Fig. 7.3a and Fig. 7.2b).
Further we see ‘Dirac points’ at the ‘K’ point (K= (1/3, 1/3, 0)) where two bands touch
each other at a point. At this point, the electrons behave like relativistic electrons with
no effective mass, due to the linear dispersion relation similar to that of graphene (Cas-
tro Neto et al. (2009); Wallace (1947)) (See also Fig. 7.4a and Fig. 7.4b). In fact, we a
‘Dirac line’ from K point, through the Fermi surface up to point H = (1/3, 1/3, 1/2) in
Fig. 7.2b) along the Z axis. In Fig. 7.5a we show the band structure along the K-H direc-
tion. In Fig. 7.5b, Fig. 7.5c and Fig. 7.5d, we plot the difference in the energy between
the conduction band and the valence band along a circular path around the Dirac point
at the Fermi surface in the KXKY , KYKZ and KZKX planes. In these figures, the radial
coordinate measures the gap in meV between the conduction band and the valence band
and the angular coordinate measures the angle on the circular path. Thus on travelling
−2 −1 0 1 2
0
100
200
300
400
p
D
O
S
(a
rb
it
ra
ry
)
Energy (eV)
 
 
Mo
core−S
dmit
total
(a) (b)
Figure 7.3 – (a): Partial density of states for electrons (up or down spin) obtained using scalar
DFT for Mo, core S atoms and dmit group. The largest contribution to the total density of
states (shown in black) comes from the dmit orbitals (shown in green). (b): Fermi surface of
Mo3S7(dmit)3 consists of sheets suggesting a quasi-one-dimensional behaviour.
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Figure 7.4 – (a): Band structure of graphene showing six Dirac points. These points are at
K and K ′ points. Other four points can be obtained using symmetry operations. (b) A Dirac
cone is formed at the K point where the conduction band and the valence band touch each
other and near this point the electrons behave like massless relativistic particles with linear
dispersion. The three rings shows a circular path around the Dirac point along the KXKY ,
KYKZ and KZKX planes. In this figure, we have taken that energy axis and KZ axis are
parallel to each other. Strictly speaking, the figure should be a four dimensional plot. These
path will be later discussed in conjunction with Fig. 7.5b, Fig. 7.5c and Fig. 7.5d.
along a circle in KXKY plane the gap is almost a constant
4, while, along the KYKZ and
KZKX planes, the gap vanishes twice along the circular path (see also Fig. 7.4b, where
the paths are shown in circular rings around the Dirac point).
In organic materials, the molecular orbitals are very narrow and are more tightly bound to
the molecules. This in turn results in increased orbital effects, and give rise to a net spin-
orbit coupling. Thus we perform our band structure calculations including the spin-orbit
coupling term i.e., we perform a full relativistic DFT.
The plots of the band structure obtained using full relativity against the scalar relativity
(without spin-orbit coupling term) is shown in (Fig. 7.6a. It can be seen that qualitatively
the bands structure remains the same. However, the band degeneracy due C3 symmetry
4Strictly at the Fermi level the gap is zero, but we are little away from the Fermi level
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Figure 7.5 – (a): The band structure of Mo3S7(dmit)3 along K-H direction. (b): The
difference in energy in meV between the conduction band and the valence band along a
circular path around the Dirac point in KXKY plane at the Fermi surface is shown on the
radial coordinate. (c): The difference in energy in meV between the conduction band and the
valence band along a circular path around the Dirac point in YZ plane at the Fermi surface
. (d): The difference in energy in meV between the conduction band and the valence band
along a circular path around the Dirac point in KZKX plane at the Fermi surface. (see also
Fig. 7.4b for the paths.)
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Figure 7.6 – (a): The band structure of Mo3S7(dmit)3 using full relativistic DFT, which
includes spin-orbit coupling is compared with scalar relativistic DFT. (b) The Dirac point
becomes gapped when one includes spin-orbit coupling. (c). The energy gap |∆sc| between
the upper band and the lower band of the Dirac point due to the spin orbit coupling along
K-H direction. The two lines denote the two Dirac line branches one at -0.04 eV and other at
-0.3 eV.
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is now lifted (cf. Γ and K point). Furthermore, the Dirac points now become gapped
(Fig. 7.6b) similar to what is seen in the topological insulators (Hasan and Kane (2010)).
In Fig. 7.6c, we plot the energy gap |∆sc| between the upper band and the lower band of
the Dirac point due to the spin orbit coupling along K-H direction. The two lines denote
the two Dirac line branches one at -0.04 eV and other at -0.3 eV. In the Figure we plot
the gap due to spin-orbit coupling on E type Dirac cone, which is near to the Fermi level.
7.3 Tight-binding parameters for Mo3S7(dmit)3
In the this section, we will discuss how to systematically obtain tight-binding models for
Mo3S7(dmit)3, which reproduce the above band structure and also allow us to understand
other features of the band structure such as the flat bands and the Dirac points.
There are two ways to obtain a minimal model for a material using the band structure.
It is understood that the tight-binding model can reproduce many features of the band
structure. The tight-binding model is given by
H = −
∑
a,b,R,∆R,σ
tab(∆R)cˆ
†
bR+∆R,σ cˆaRσ +H.c (7.9)
where tab(∆R) is the hopping amplitude of an electron with spin σ between the orbital |a〉
at site R and the orbital |b〉 at site R + ∆R. So choosing the above tight-binding model
as our starting point, the simplest way is to use some minimal number of tight-binding
parameters and find the eigenvalues. Then try a brute force fitting to the band structure.
If the band structure does not match with the dispersion of the tight-binding model, one
then adds a new tight-binding parameter connecting the next nearest neighbours and so
on until it fits. While this may be the simplest method, one can find more than one
set of parameters which differ dramatically from one another, yet would fit the bands.
Then it is not clear which set of parameters actually describe these band structure, at the
same time being physically relevant. Another disadvantage is that often a large number
of parameters is needed to fit the band structure.
Another method is to construct localised Wannier orbitals from the Kohn-Sham orbitals,
which can then be used in a systematic way to obtain realistic tight-binding parameters
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(Marzari and Vanderbilt (1997); Mu¨ller et al. (1998)). We will be using this method to
obtain the tight-binding parameters for the material Mo3S7(dmit)3. It has to be noted
that since DFT is accurate in describing weakly interacting problem, we get an good
estimate of the tight-binding parameters alone. Since the material is strongly correlated,
over and above the tight binding parameters, one can add the strong interaction U to
describe the material using a Hubbard model. There are even ways to find the magnitude
of U using the DFT, but then it is beyond the scope of this thesis (cf. Scriven and Powell
(2009) and references therein).
7.3.1 Tight-binding parameters using maximally localised Wan-
nier functions
An isolated set of N Bloch wavefunctions |ψmk〉 5 lying in a small energy window ∆E can
be expressed in terms of N localised Wannier orbitals |wnT 〉 associated with the lattice
vector T (Marzari and Vanderbilt (1997)) 6 via a unitary transformation
|wnT 〉 = V
2pi
∫
BZ
(
N∑
m=1
Ukmn|ψmk〉
)
e−ik.Tdk; (7.10)
here, Ukmn is the unitary matrix which mixes Bloch wavefunctions at wavevector k. Differ-
ent sets of Uk give rise to different sets of Wannier orbitals. The above equation does not
uniquely determine the Wannier orbitals. In order to circumvent this difficulty Marzari
and Vanderbilt, showed that one can obtain a unique set of Wannier orbitals by minimiz-
ing the quadratic spread of the Wannier orbitals (Marzari and Vanderbilt (1997); Marzari
et al. (2012)). In the minimization procedure, the initial unitary matrix Uk is obtained by
projecting a set of localised trial orbitals on the Kohn-Sham orbitals which are then iter-
atively refined in a direct minimization procedure of the localization functional (Marzari
et al. (2012)).
Once the maximally localised Wannier functions are obtained, the corresponding Hamil-
5Obtained by solving the Kohn Sham equations
6Even if the bands are not isolated, it is possible to find such Wannier functions (Marzari et al. (2012);
Souza et al. (2001))
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DFT (FPLO)
Tight-binding with  cutoff  35 
Tight-binding  with cutoff  21 
Figure 7.7 – (a): Band structure of Mo3S7(dmit)3 obtained using DFT and that obtained by
plotting the dispersion relations of the tight binding model for two different cut off distances.
tonian matrix Hw(k) in real space is constructed by
Hw(k) =
∑
T,∆T
h∆Tmnc
†
nT+∆T cmT + h.c (7.11)
where the hTmn =
V
2pi
∫
BZ
∑
l
(
Uklm
)∗
lk
(
Ukln
)
e−ik.Tdk are the real-space maximally localised
Wannier functions matrix elements. lk is the eigenvalue of the corresponding Bloch
wavefunction |ψlk〉. ∆T refers to the lattice vectors. Thus for an isolated set of bands,
Eq. (7.11) reproduces the band structure obtained by DFT in the corresponding energy
window. On comparison with Eq. (7.9) hTmn matrix can be interpreted as the hopping
amplitude between the localised Wannier orbitals. In FPLO there is a provision for
computing this maximally localised Wannier orbitals once we have obtained the band
structure (see http://www.fplo.de/ for details). In addition, one can modify the above
procedure a little by restricting the matrix elements in hTmn, by removing certain hoppings
beyond a cut off or threshold distance, and then diagonalising it again. By this method,
strictly speaking, the modified Hamiltonian may not correspond to the Wannier functions,,
but nevertheless gives us a minimal model for the material with a few parameters.
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Figure 7.8 – One of the six Wannier orbitals localised on a dmit group and the centre of
Mo3S7(dmit)3. The colours on the orbital represent the phase of the electrons in the orbital.
Note that these orbitals almost resemble d orbitals in Mo (shown in peach colored spheres)
and have a pi orbitals character in the dmit group.
We perform the above procedure of finding the Wannier functions for the six bands shown
in Fig. 7.2a in the energy window -0.4 to 0.2 eV. These bands are well separated from all
other bands and are the basis of any models that describe the low energy physics of the
material Mo3S7(dmit)3. In order to provide the starting value for the unitary matrix U
k,
the unitary projectors are chosen to be the 3p orbital centered in between the sulphur
atoms of the dmit group (shown in orange in Fig. 7.2b). There are two molecules of
Mo3S7(dmit)3 in a unit cell, so in total there are six 3p orbitals, corresponding to the
six dmit group. The rationale behind choosing the centre of the sulphur atoms on the
dmit group is that, one can see from the density of states for the energy window we are
interested in that the maximum contribution to density of states comes from the dmit
group. Hence, it is more sensible to choose the centre of the sulphur atoms which lie along
the centre line connecting the dmit group and Mo atom.
In Fig. 7.7, we plot the original DFT bands along with the band dispersion obtained by
diagonalising the matrix hTmn obtained from the overlap of the Wannier functions with
a cut-off radius of 35 A˚ and 21 A˚. From the figure, it is clear that the tight-binding
model with longer cut-off reproduces the band structure better. In Fig. 7.8, one of the
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Table 7.1 – The largest eight tight binding parameters and their corresponding hopping
distances in A˚.
Coupling Magnitude in eV Hopping distance in A˚
tc -0.059 11.12
tk -0.04725 11.28
tz -0.040 12.39
tn -0.022 21.54
tq -0.0058 16.65
t′q -0.005007 16.65
t′n -0.00836 18.32
t′k -0.00807 11.81
six Wannier orbitals of Mo3S7(dmit)3 obtained for the cut-off 35 A˚ is shown. Most of
the weight is on one of the dmit groups and the core atoms (Mo3S7). Similarly other five
orbitals are localised on the other five dmit groups in a unit cell. These Wannier orbitals
also indicate that a single Mo3S7(dmit)3 molecule can be a treated as three sites on a
triangle, consistent with what is discussed in chapter four in Eq. (4.2).
In Table 7.1, we show the largest eight tight-binding hopping integrals, with the corre-
sponding cut off or hopping distances. (It has to be emphasized that these parameters do
not change when the cut-off distances are increased.)
A schematic diagram of the hopping integrals is shown in Fig. 7.9(a). The intra-triangular
hopping parameterised by tc, is the largest hopping amplitude. A unit cell consists of two
molecules of Mo3S7(dmit)3, with two types of molecules A and B, similar to two in-
equivalent points in a hexagonal or honeycomb lattice, shown in purple in Fig. 7.9(a)).
Each A-type molecule is not in plane with its corresponding B-type molecule. Also each
A molecule which is flanked by two B molecules, lie such that it is closer to one of the
B-type molecules. Thus the next largest hopping amplitude is tk, which is the hopping
between a site on molecule A to its corresponding equivalent site (for example hopping
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Figure 7.9 – (a): Tight-binding hopping integrals in Mo3S7(dmit)3 obtained from Wannier
orbitals. (b) Tight-binding hopping integrals between same type molecules. (c) The crystal
structure of Mo3S7(dmit)3 using the tight-binding hopping integrals. (We have indicated only
some hopping integrals for the sake of clarity.)
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between site 1 in molecule A to site 4 in molecule B) on molecule B which lies closer
to it. The hopping between a site on molecule A to the equivalent site on molecule B,
which lies farther from molecule A is parameterised by t′k. Surprisingly this is very small
when compared to tk. This can be understood by considering the phases of the orbitals
involved.
The intermolecular hopping between site ‘i’ on a molecule to the same site i on another
molecule of the same type is parameterised by tz, which is the third largest hopping
parameter. The intermolecular hopping between site ‘i’ on a molecule to a site j with
i 6= j of the same type is by tq and t′q. Finally tn and t′n represents the hopping integral
between A-type and B-type as shown in Fig. 7.9(a). These are largest eight tight binding
integrals.
For the cut-off radius 35 A˚, there are twenty tight binding parameters which reproduces
the exact band structure. But in a typical modelling of material, it is not practical to
simulate a Hamiltonian with so many parameters. One would like to use a smaller set of
these parameters to arrive at an effective model, which captures the essential features of
the band structure. For example a minimal model for Mo3S7(dmit)3 should reproduce the
observed flat bands and Dirac points in the non-interacting limit. Then, to discuss the
strongly correlated nature of the material, one adds the Coulomb interaction U and solves
the corresponding Hubbard model. This is the spirit of the work presented in chapter
four, when we introduced the effective Hamiltonian for the Hubbard model on triangular
necklace lattice Eq. (4.2), based on the magnetic model of the material by Llusar et al..
7.4 Minimal models for Mo3S7(dmit)3
7.4.1 One dimensional model
In our model in Eq. (4.2), we only include the two parameters tc, tz giving rise to one
dimensional chain along the z axis7. Also, in our model, there is an anisotropy on one
7However, in Eq. (4.2), we refer to tz as t in Chapter 4.
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site of a molecule (say site 1), and hence our model includes only hopping form site 1 to
site 1 on molecule directly below or above it, ignoring the hopping tz between site 2 and
2 and 3 and 3. This model may appear to be a simplified model from the parameters
point of view, but from the band structure and fermi surface point of view, which appears
more quasi one dimensional, this is not a bad approximation which will be discussed
n the following. Thus in order to reproduce other features of the band structure, one
needs to include more parameters. But later in the thesis we will show, though the model
describing Mo3S7(dmit)3 with more parameters is three-dimensional, it effectively reduces
to a quasi-one dimensional system due to the presence of flat bands in the band structure.
7.4.2 Two dimensional model
A model that reproduces many features of the band structure is that which includes the
first two largest parameters tk and tc. Note that the material is now governed by a two
dimensional Hamiltonian. The crystal structure in this limit can be mapped on to lattice
which we refer as the ‘kagomene’ lattice in this thesis as shown in Fig. 7.10 (a). This
lattice usually called the truncated hexagonal lattice is one of the Archimedean lattices.
The lattice structure shown in Fig. 7.10 (a), is an interesting lattice in two dimensions
which interpolates between the honeycomb lattice and the kagome lattice. It can be
thought of either as a decorated honeycomb lattice Fig. 7.10 (c), where on each site there
is a triangle on the honeycomb lattice. On the other hand one can include bonds on
neighbouring triangles in the kagome lattice to give kagomene lattice structure. Hence
the name kagomene (where ‘ene’ comes from graphene which has a honeycomb lattice.).
One can recover the kagome lattice if tk → ±∞ and one recovers the honeycomb lattice
structure when tc → ±∞.
7.4.2.1 Band structure of Kagomene lattice
The band structures of kagome lattice and the honeycomb lattice are shown in Fig. 7.10b
and Fig. 7.4a respectively. The honeycomb lattice has two Dirac points at K and K ′
point. The kagome lattice has a flat band and also Dirac points at K high symmetry
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Kagome Honeycomb
(a)
(b) (c)
Figure 7.10 – (a) Two dimensional model for Mo3S7(dmit)3. (b) Kagome lattice and its
band dispersion. (c) Honeycomb lattice.
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M
Figure 7.11 – (a) Band structure of kagomene lattice showing a Dirac point at K high
symmetry point (there is also one at K ′ which is not shown). (b) On inclusion of the spin-
orbit coupling, the Dirac point become gapped and distorts the flat bands. (Figure from Ru¨egg
et al. (2010). in this figure t refers to tc in our notation).
point (see Fig. 7.4a). Motivated purely by theoretical interests, tight-binding models of
the kagomene lattice were investigated in Chen and Shaolong (2012); Chen et al. (2012);
Ru¨egg et al. (2010). Similar to the kagome lattice, the band structure of kagomene lattice
is shown in Fig. 7.11 (a). There are two Dirac points and a flat band. These Dirac points
become gapped on the inclusion of spin orbit coupling as shown in Fig. 7.11 (b).
7.4.2.2 Origin of flat bands in Kagomene lattice
The origin of flats bands in this model can be understood in an analogous manner to the
kagome lattice (Bergman et al. (2008)). In a kagome lattice, one can construct localised
wavefunctions as below,
A†R =
1√
6
6∑
j=1
(−1)jc†j (7.12)
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Figure 7.12 – Origin of flat bands in kagome and kagomene lattice: (a): Colours represent the
sign of the localised wavefunction at each vertex of a (a) Kagome lattice (c) Kagomene lattice.
Red sites and blue sites have opposite signs of wavefunction, with same amplitude. The sites
in turquoise have zero amplitude. (b) and (d) Localised state on kagome and kagomene lattice
which extend across the whole system. These states forms a non-contractible loop on a torus.
where A†R is the creation operator of the localised wavefunction and c
†
j is the electron
creation operator on site ‘j’, where j runs around all the sites in the plaquette Fig. 7.12
(a). R is the centre of the hexagonal plaquette in Fig. 7.12 (a). In real space, the origin of
a localised state can be understood by considering a single triangle in a plaquette of the
kagome lattice. Let us consider the triangle, which has sites 0, 1 and 2. One can see that
on sites 1 and 2, the wavefunction in Eq. (7.12) has equal amplitude with opposite signs.
Hence on site 0, these amplitudes cancel due to destructive interference. One can also
construct localised eigenstates on larger plaquettes (cf. fig 2 in (Bergman et al. (2008)).
A†∂A =
∑
R∈A
A†R
√
6√
∂A (7.13)
where, A is the area covered by the plaquette and ∂A is the perimeter of this area. These
localised states can be constructed on a plaquette encompassing even the entire lattice.
However, in the case of periodic boundary conditions, all these plaquettes are not linearly
7.4 Minimal models for Mo3S7(dmit)3 143
independent and only N -1 states are linearly independent (Bergman et al. (2008); Schmidt
et al. (2006)). Here, N is the number of plaquettes. This is because for periodic boundary
conditions, putting the lattice on a torus, the sum in Eq. (7.13) vanishes since there is
no boundary. All these states give rise to flat bands in kagome lattice. But a flat band
has N states. So another state comes from a non-contractible loop formed due to the
periodic boundary conditions (i.e. on a torus) as shown in red in the right of Fig. 7.12
(b). However there is also one more such non-contractable loop in the torus coming from
another loop. In total, there are N+1 states. N states are accommodated in the flat
band, while the extra state should come from another band. So one of the dispersive
bands touches the flat band at a point (see Fig. 7.10b).
Using an similar argument, in the kagomene lattice, there are localised states that can be
constructed on a plaquette as shown in Fig. 7.12 (b). However, in the case of the kagomene
lattice, since the triangles are not corner-sharing, there is yet another configuration which
gives rise to another localised state as shown in Fig. 7.12 (c). This extra degree of freedom
gives rise to two non-degenerate flat bands in the kagomene lattice (cf. Fig. 7.11). In
the kagomene lattice one can also construct localised states which form non-contractible
loops on a torus Fig. 7.12 (note that there are now four such states) (d). Therefore in the
kagomene lattice there are two flat bands that touch the dispersive band at two points.
7.4.3 Three-dimensional model: Kagomite
We found from the last section, that the two parameter kagomene lattice captures many
of the features of the band structure of Mo3S7(dmit)3 obtained from DFT. However, from
the magnitude of the parameters in table 7.1, one cannot neglect parameters of similar
magnitude. So we arrive at a three-dimensional lattice which includes the parameters tc,
tk, tz and U and is the minimal model parameters that describe the material Mo3S7(dmit)3.
We call this three-dimensionally stacked structure the ‘kagomite’ lattice, in analogy with
graphene-graphite. However, the band structure of kagomite lattice (cf. Fig. 7.13) shows
that there are flat bands, and the only dispersion is along the KZ axis.
From the above discussion, one can come to the conclusion that though the material is
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Figure 7.13 – (a) Band structure of kagomite lattice. There are two flat bands which are
one-dimensional and there is a Dirac points at K).
three-dimensional from crystal structure point of view, the presence of a flat band means
that effectively the material behaves as a quasi-one dimension system at the correct filling.
This means that the HMTNL may not be a bad approximation in describing the physics
of the model, in spite of the apparent three-dimensional structure of the material.
7.5 Conclusion
In this chapter, we have used DFT to find the band structure of the material Mo3S7(dmit)3.
Using Wannier wavefunctions, we arrived at the tight-binding parameters for the material.
We found that the one-dimensional model proposed by us, i.e.,the HMTNL is a simpli-
fied model. One has to include more parameters to describe to reproduce the features of
the band structure obtained using DFT. However, we found that though the underlying
lattice is three-dimensional structure Kagomite, we found that effective physics of the
material Mo3S7(dmit)3 is quasi-one dimensional, because of the presence of flat bands,
the states are localised within the plane.
Chapter 8
Summary and Outlook
In today’s world, with new materials being found every day, it is increasingly important
to provide a theoretical description of these materials using physical models which can
describe the observed properties of the material. In this thesis, we systematically went
through the process of how to describe a material using a relevant physical model that
describes the low energy physics of this material. In particular we investigated a organic
material Mo3S7(dmit)3. However, in this thesis we happen to go in the reverse order in
our investigation.
It is worthwhile to explain the chronological order of my projects to understand why the
chapters are in the reverse order. The HMTNL model introduced in this thesis, was based
on the previous DFT calculations by Llusar et al.. The HMTNL model is based on the
magnetic model of Llusar et al. When we proposed the model, it appeared very interesting
in many aspects and we decided to simulate it using DMRG. But in order to compare our
results with experimental data, we needed to re-parametrise the material using DFT.
In Chapter 4, using inputs from experimental observations (conductivity/ susceptibility
measurements), and further using the DFT calculations of Llusar et al. we proposed a
tight binding model that describe this material. The material is organic in which strong
correlation effects become important. So, we included U in our Hamiltonian, thereby
arriving at the Hubbard model on a peculiar one-dimensional lattice, the triangular neck-
lace lattice. We found that in this lattice each triangular molecule of Mo3S7(dmit)3 was
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interconnected via one vertex of the triangle. On obtaining the model, we solved the
model exactly to understand the various limits of this model at two-thirds filling. We
found that in the limit t → 0 in Eq. (4.2), this model at two-thirds filling consists of
isolated triplet molecules.
In Chapter 5, we further extended the analytical techniques to treat the complete Hubbard
model (cf. Eq. (4.2)) on the triangular necklace lattice approximately using second-order
perturbation theory. We found that the low-lying spin excitations correspond to the
spin-one antiferromagnetic Heisenberg chain and the ground state belongs to the Haldane
phase. We also found that the HMTNL can be mapped on to the Hubbard-Kondo model
with ferromagnetic coupling. Thus perturbation theory provided a qualitative description
of the ground state of the HMTNL at two-thirds filling.
In Chapter 6, in order to understand the model better, we used DMRG (in the MPS
formalism) to simulate the HMTNL at two-thirds filling. We found that model has a
finite charge gap consistent with the experiments on Mo3S7(dmit)3. While it may be
consistent with experiments, it is bizarre to find a insulating state (usually seen at half-
filling) at two-thirds filling. We found such an strange insulating state can be understood
based on the mapping of the HMTNL to the Hubbard-Kondo model which was described
in the previous chapter. We also found that Kondo physics drives the insulating state
in the model. Further, the DMRG calculations also confirmed the predictions of second-
order perturbation theory that the ground state of the HMTNL at two-thirds filling is
the symmetry-protected topologically ordered phase, the Haldane phase. We found that
Haldane phase is robust to charge fluctuations.
We found many signatures of the Haldane phase such as the string order, the double
degeneracy in the entanglement spectrum and edge states. Further, we found that the
double degeneracy in the entanglement spectrum was due to the symmetry protection by
the inversion symmetry in the model. However, we found that the nature of edge states
is different from that of the edge states in a conventional spin-one model.
In Chapter 7, in order to compare our model’s (cf. Eq. (4.2)) predictions with experi-
ments we re-analysed the material using DFT, to find the tight-binding parameters of the
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material Mo3S7(dmit)3. Initially, we obtained the band structure and the Fermi surface
of Mo3S7(dmit)3. We found that from the band structure and Fermi surface the material
appears to be a quasi-one-dimensional system with flat bands along the a and b directions.
Further, we also found there is a line of Dirac points along the KZ axis.
Then using an unitary transformation on the Kohn Sham orbitals, we got the Wannier
orbitals for the material. From the overlap of the Wannier orbitals in real space within a
cut-off distance, we got the different tight-binding parameters for the model. We found
that for a cut off distance of 35 A˚the band structure was essentially reproduced. However
the tight binding parameters for that fit had twenty parameters. But for the purpose of
numerical simulation of the tight-binding model, having twenty parameters and also U
is not practical. We needed to reduce the number of parameters to arrive at an effective
model from first principles at the same time which captures the essential features of the
band structure, such as the flat bands and Dirac points.
In order to describe all properties of Mo3S7(dmit)3 such as Dirac points and flat bands,
from the parameterisation of the material we found that a simulation of the three-
dimensional model called the kagomite lattice is required, which included three tight bind-
ing parameters. We found that there are flat bands in the kagomite’s band structure which
in turn indicates that the physics of Mo3S7(dmit)3 is essentially quasi-one-dimensional.
Our one-dimensional model in Eq. (4.2) obtained by setting all other parameters in the
table 7.1 to zero except tc and tz,
1 may appear to be a simple model; nevertheless, from
the band structure point of view, which is almost one-dimensional, this model is not a
very bad approximation.
Thus the one-dimensional model which forms the major part of my thesis closer to the
model describing the low energy physics of Mo3S7(dmit)3. Further, it is one step closer to
realistic models, in which the Haldane phase can be realised. Practically speaking in real
materials, where electrons are involved, the actual properties of Haldane phase (as there
no real free spins but only electrons) could be understood only when charge fluctuations
are included. This model is the first model in identifying the role of charge fluctuations
in Haldane phase.
1In Eq. (4.2) we refer the tz interactions as t .
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HMTNL
(a) (b)
Figure 8.1 – (a) The HMTNL (b) Modification to the HMTNL to include additional hopping
based on parametrisation
8.1 Outlook
In the future, the HMTNL at two-thirds filling can be extended to include tz in all three
sites of a triangular molecule and forming a linear chain in Z direction as shown in Fig. 8.1
(b). Note that we had an anisotropy in HMTNL, with tz term only connecting site one
of triangle to the other (cf.Fig. 8.1 (a)) From the parametrisation it is clear that, there is
no such anisotropy and the question that one needs to understand is the effect of these
new hopping on the phase diagram of HMTNL.
We would also like to investigate the effect of charge fluctuations in other one-dimensional
fermionic models which have the Haldane phase as their ground state. One such model is
the ferromagnetic Kondo lattice model at half-filling. This can be an important problem
to analyse because, it can throw light on the symmetries required to protect the Haldane
phase in fermionic models in. Another important question one would like to understand
is whether the nature of edge states in this model is similar to the HMTNL or the actual
spin-one chain. Also it is very interesting to see if the observations in this model and
HMTNL can be generalised to all fermionic systems with Haldane ground state.
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Another problem worth-while to pursue is to understand the phase diagram of the cor-
related ferromagnetic spin-half Kondo lattice model at various fillings. These models are
important in the description of many manganities and perovskites. To date, there are not
many rigorous calculations on this model especially at half-filling.
From an experimental point of view another open question to understand is whether one
can tune some properties of Mo3S7(dmit)3 such that the hopping along third direction
is constrained. Then Mo3S7(dmit)3 can serve as a realisation of the kagomene lattice.
Studies on kagomene lattice have found new phases such as the topological insulating state
(Ru¨egg et al. (2010) in the non-interacting model) and chiral spin liquid have been found
at half filling in the Kitaev model (Yao and Kivelson (2007)). Further one can expect that
in the numerical simulation of the Hubbard model/Heisenberg on the Kagomene lattice
can give rise exciting phases like topologically ordered spin liquid phase, similar to its
cousin kagome lattice (Nytko et al. (2008); Pilon et al. (2013)).
Finally coming to the most interesting problem is to investigate the full three-dimensional
model for Mo3S7(dmit)3 which includes parameters tc, tk, tz and U . In fact my collabo-
rator Jaime Merino is already considering the mean field theory of this model using ‘slave
boson’ .
Appendix A
Schmidt decomposition
In this appendix, I will discuss the Schmidt decomposition of quantum state |ψ〉, when
one makes a bipartition of a system. Consider a quantum system, described by the
wavefunction |ψ〉. If one divides the system in to two parts A and B, then |ψ〉 can be
written as
|ψ〉 =
∑
ij
ψij|i〉|j〉 (A.1)
where, sum i includes all the states in the orthonormal basis |i〉 of block A and sum j
includes all the states in the orthonormal basis |j〉 of block B and ψij is the coefficient
matrix.
Before I proceed further to describe Schmidt decomposition, one need to understand what
is called singular valued decomposition of a matrix.
A.1 Singular valued decomposition of a matrix
Singular valued decomposition a factorisation of an arbitrary matrix ψ. Let the dimension
of matrix ψ be m1 ×m2 and m2 < m1. Then ψ can be decomposed as
ψ = UDV † (A.2)
Where, U is a m1 ×m2 unitary matrix, and V is a m2 ×m2 unitary matrix which satisfy
UU † = 1; V V † = 1. D is a m2 × m2 diagonal matrix, with the diagonal elements λα
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called the ‘Singular Values’.
Now we can apply SVD to the coefficient matrix ψij in Eq. (A.1) as below,
ψij =
∑
α
Uiαλα(V
†)αj (A.3)
Then the wavefunction |ψ〉 describing the composite system AB can be expressed as
|ψ〉 =
∑
ij
∑
α
Uiαλα(V
†)αj|i〉|j〉
=
∑
α
(∑
i
Uiα|i〉
)
λα
(∑
j
V †αj|j〉
)
=
∑
α
λα|α〉A|α〉B (A.4)
where, |α〉A =
∑
i Uiα|i〉 and |α〉B =
∑
j V
†
αj|j〉, form a new orthonormal basis in subsys-
tem A and subsystem B respectively. λα are real positive values. The last line in equation
is the Schmidt decomposition of the composite state |ψ〉.
In fact, Schmidt basis can be shown to be the eigenstates of the reduced density matrix
of the subsystem A and B. Let us construct the reduced density matrix in the Schmidt
basis. Given the definition of ψ =
∑
α λα|α〉A|α〉B, the reduced density matrix for the
subsystem A(B) is given by
ρA = Tr|ψ〉〈ψ| =
∑
α
λ2α|α〉A A〈α| (A.5)
ρB =
∑
α
λ2α|α〉B B〈α| (A.6)
The above equations shows that eigenstates of the reduced density matrix is indeed the
Schmidt basis and the eigenvalues of the reduced density matrix is wα = λ
2
α. Also we see
that the reduced density matrix spectrum of the subsystem A and B are the same.
Appendix B
Exact diagonalisation of the Hubbard model
on a triangular molecule
This appendix contains the exact diagonalisation of the Hubbard model on a triangle
(three sites), for different doping (electron filling n). The results of these calculations are
used in both Chapter 4 and Chapter 5.
The Hubbard model on three sites is given by
Htc = −tc
∑
αβα 6=β,σ
(
c†α,σcβσ +H.c
)
+ U
∑
α
nα↑nα↓. (B.1)
Where, α = β = {1, 2, 3}. The above Hamiltonian is then transformed in to the orbital
basis defined in Sec. 4.2.1.2 of Chapter 4 and we diagonalise the transformed Hamiltonian
in Eq. (4.12).
B.1 Exact diagonalisation of the Hamiltonian H for
the filling factor n = 3
Now we diagonalise the Hubbard model on a triangle for the half filling case, i.e. n = 3.
There are three electrons in total which can fill three orbitals A+, E− and E+. Addi-
tionally, we choose the basis such that net electron in E− is one, i.e. nE−=1 E− is a
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localised orbital (cf. Sec. 5.2 in Chapter 5). In order to diagonalize the Hamiltonian in
Eq. (4.12), we need to choose a convenient basis. We choose the orbital basis, defined
by the orbitals {A+, E+E−}. Further, we choose to solve the Hamiltonian such that all
the states have Sz = 1/2. The orbital basis are defined to be c
†
A+↓c
†
E−↑c
†
E+↑|0〉 = | ↓, ↑, ↑〉,
c†A+↑c
†
E−↓c
†
E+↑|0〉 = | ↑, ↓, ↑〉, c†A+↑c†E−↑c†E+↓|0〉 = | ↑, ↑, ↓〉, c†E−↑c†E+↑c†E+↓|0〉 = |0, ↑, ↑↓〉 and
c†A+↑c
†
A+↓c
†
E−↑|0〉 = | ↑↓, ↑, 0〉. Here |0〉 is the vacuum state. The Hamiltonian defined in
Eq. (4.12) in this basis is given by
H =

2U
3
−U
3
−U
3
0 0
−U
3
U
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−U
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√
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√
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√
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√
2
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3
0 U
3
√
2
− U
3
√
2
U
3
2U
3
− 3

(B.2)
When we diagonalize the above Hamiltonian we get following energies and wavefunctions,
1. |φ0〉 = 1√3 (| ↓, ↑, ↑〉+ | ↑, ↓, ↑〉+ | ↑, ↑, ↓〉) with eigenvalue ε0 = 0. This wavefunction
belongs to the sector with total spin S = 3/2 and Sz = 1/2.
2. |φ2〉 = 1√6 (−2| ↓, ↑, ↑〉+ | ↑, ↓, ↑〉+ | ↑, ↑, ↓〉) with eigenvalue ε1 = U . This wave-
function belongs to the sector with total spin S = 1/2 and Sz = 1/2.
3. |φ2〉 = 1√a2 (α2| ↑, ↓, ↑〉 − α2| ↑, ↑, ↓〉 − β2|0, ↑, ↑↓〉+ | ↑↓, ↑, 0〉) and the eigenvalue is
ε2. It is a doublet with total spin S = 1/2 and Sz = 1/2.
4. |φ3〉 = 1√a3 (α3| ↑, ↓, ↑〉 − α3| ↑, ↑, ↓〉 − β3|0, ↑, ↑↓〉+ | ↑↓, ↑, 0〉) with eigenvalue ε3 is
also a doublet, i.e. S = 1/2.
5. |φ4〉 = 1√a4 (α4| ↑, ↓, ↑〉 − α4| ↑, ↑, ↓〉 − β4|0, ↑, ↑↓〉+ | ↑↓, ↑, 0〉) and the eigenvalue is
ε4. It is also a doublet.
where, an = 2|αi|2 + |βi|2 + 1, and i = 2, 3 and 4.
αi =
−12t2cU − 9tc2εn + U2εn − 2Uεn2 + ε3n√
2(U − εn)(3tc + U − εn)εn
,
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βi =
(U − 3tc − εn)
(U + 3tc − εn)
and for n > 1
εn =
2
3
[
U + ξ cos
(
φ+ 2pin
3
)]
, (B.3)
where
ξ =
√
U2 + 27t2c , (B.4)
and
φ = pi + arccos
((
U
ξ
)3)
. (B.5)
There is another solution corresponding to the quadruplet i.e Sz=
3
2
with eigenvalue zero
and eigenvector |φ5〉 = | ↑, ↑, ↑〉. Thus in total there are twelve eigenstates including the
states when we replace the up spin with down spin and vice versa; which we represent as
|φ6〉, |φ7〉, |φ8〉, |φ9〉 belonging to Sz = −1/2 and |φ10〉 to the sector S = −3/2. For any
tc > 0 and U > 0 the ground state is the doublet φ2 and φ8.
B.2 Diagonalisation of the Hamiltonian H for the fill-
ing factor n =4
We will diagonalize the Hamiltonian in Eq. (4.12) for n = 4. There are two sectors
we will diagonalize the Hamiltonian. One sector belongs to (Sz=0) and the other one
belongs to (Sz=1). Since the Hamiltonian conserves Sz, we can diagonalize separately
(Sz) and (Sz=1). First we will work in the (Sz=1) sector. The basis we choose to
diagonalize are c†A+↑c
†
A+↓, c
†
E−↑, c
†
E+↑|0〉 = | ↑↓, ↑, ↑〉 and c†A+↑c†E−↑c†E+↑c†E+↓|0〉 = | ↑, ↑, ↑↓〉.
The Hamiltonian is a diagonal in this basis with energies 0 = −2tc + U and 1 = tc + U
respectively. The ground state eigenvectors are |ψ⇑i 〉 = | ↑↓, ↑, ↑〉 with Sz = 1, S = 1 and
|ψ⇓i 〉 = | ↑↓, ↓, ↓〉 with Sz = -1 and S = 1. For Sz = 0 which will work in the Sz=0 sector,
which is shown below.
B.2 Diagonalisation of the Hamiltonian H for the filling factor n =4 155
In the Sz=0 sector, the basis vectors chosen for the diagonalization are c
†
A+↑c
†
A+↓c
†
E−↑c
†
E+↓|0〉 =
| ↑↓, ↑, ↓〉, c†A+↑c†E−↓c†E+↑c†E+↓|0〉 = | ↑, ↓, ↑↓〉, c†A+↑c†A+↓c†E−↓c†E+↑|0〉 = | ↑↓, ↓, ↑〉 and
c†A+↓c
†
E−↑c
†
E+↑c
†
E+↓|0〉 = | ↓, ↑, ↑↓〉.
The Hamiltonian in Eq. (5.18) in this basis is given by
H =

7U
6
− 2tc U3√2 −U6 −U3√2
U
3
√
2
tc +
4U
3
−U
3
√
2
−U
3
−U
6
−U
3
√
2
7U
6
− 2tc U3√2
−U
3
√
2
−U
3
U
3
√
2
tc +
4U
3
 (B.6)
The Hamiltonian when diagonalized give the following wavefunctions,
1. |ψ0i 〉 = 1√2 (| ↑↓, ↑, ↓〉+ | ↑↓, ↓, ↑〉) with the eigenvalue 0 = −2tc + U . It is a triplet
with total spin S=1 and Sz=0.
2. |ψ1〉 = 1√2 (| ↑, ↓, ↑↓〉+ | ↓, ↑, ↑↓〉) with the eigenvalue 1 = U+ tc. It is a triplet with
S = 1 and Sz = 0 .
3. |ψ2〉 = 1√M3 (ρ2| ↑↓, ↑, ↓〉 − | ↑, ↓, ↑↓〉 − ρ2| ↑↓, ↓, ↑〉+ | ↓, ↑, ↑↓〉) with the correspond-
ing eigenvalue being 2 =
−t+ 3U −√9t2c + 2tcU + U2
2
. It is a singlet with S=0.
4. |ψ3〉 = 1√M3 (ρ3| ↑↓, ↑, ↓〉 − | ↑, ↓, ↑↓〉 − ρ3| ↑↓, ↓, ↑〉+ | ↓, ↑, ↑↓〉) with the correspond-
ing eigenvalue being 3 =
−t+ 3U +√9t2c + 2tcU + U2
2
. It is a singlet with S=0.
where ρ2 =
9t+ u+ 3
√
9t2 + 2tu+ u2
2
√
2U
and ρ3 =
9t+ u− 3√9t2 + 2tu+ u2
2
√
2U
and Mi =√
2|ρi|2 + 2 and i = 2 and 3. For any tc > 0 and U > 0, the triplet states are the ground
state.
156 Exact diagonalisation of the Hubbard model
B.3 Diagonalisation of the Hamiltonian H for the fill-
ing factor n = 5
Now we diagonalize the Hamiltonian in Eq. (4.12) for the filling n = 5 electrons. Here
again, we choose the orbital basis vector such that nE− = 1 and it is given by c
†
A+↑c
†
A+↓c
†
E−↑c
†
E+↑c
†
E+↓|0〉 =
| ↑↓, ↑, ↑↓〉 and c†A+↑c†A+↓c†E−↓c†E+↑c†E+↓|0〉 = | ↑↓, ↓, ↑↓〉. Thus for tc > 0 and U > 0 the
ground state for n=5 is the doublet |χ1〉 = | ↑↓, ↑, ↑↓〉 and |χ2〉 = | ↑↓, ↓, ↑↓〉 with eigen-
values ξ0 = −tc + 2U .
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