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Let n be a bounded domain in R’ with smooth boundary. Let B, ,,... B, be non- 
intersecting smooth Jordan curves contained in D, and let D’ denote the 
complement of UT I Bi with respect to D. Suppose that u E C’(P) f’ C(b) and 
du < 0 in D’ (where d is the Laplacian). while across each “interface” B,. i = 
I..... tn. there is “continuity of flux” (as suggested by the theory of heat 
conduction). It is proved here that the presence of the interfaces does not alter the 
conclusions of the classical minimum principle (for du < 0 in D). The result is 
extended in several regards. Also it is applied to an elliptic free boundary problem 
and to the proof of uniqueness for steady-state heat conduction in a composite 
medium. Finally this minimum principle (which assumes “continuity of flux”) is 
compared with one due to Collatz and Werner which employs an alternative 
interface condition. 
1. INTRODUCTION 
To prove a minimum principle in a domain with interfaces (or internal 
boundaries) we shall make repeated use of the classical result. Let us 
therefore state the classical minimum principle for functions satisfying 
du < 0 (so-called superharmonic functions), where A is the Laplacian 
operator. 
CLASSICAL MINIMUM PRINCIPLE (CMP). Suppose D is a bounded 
domain in R”, with smooth (for example, C’) boundary B. If u E C’(D) f? 
C(D) and Au < 0 in D, then minD u (which we denote by ,u) is assumed on 
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the boundary B; it is assumed in D only if u = ,u in D. Furthermore, when 
u f ,u, at a point of B where u = ,U the exterior normal derivative of U, u,, is 
negative, where v denotes the outward-directed unit normal. 
Of course u has a minimum value, ,u, in D because u is continuous in 0. 
Recently, in the course of investigating some free boundary problems for 
nonlinear elliptic equations, we found that we needed a minimum principle 
when D contains internal boundaries on which du is not defined, but across 
which certain interface conditions hold. We prove such a minimum principle 
here. 
Results of this type have appeared in the literature. Oleinik [6] discusses a 
maximum principle for elliptic problems with interfaces, but requires the 
equation to contain a non-homogeneous term. Our result below does not 
have such a requirement. Littman [ 3 ] develops a generalized maximum prin- 
ciple for smooth equations which have adjoints. Problems with interfaces do 
not appear to be covered by this result. Rubinstein [8] studies existence and 
uniqueness of solutions to free boundary problems for the Laplace equation; 
the interface conditions, however, differ from those we use below in that he 
specifies the values of the dependent variable on the interfaces. 
Our minimum principle is formulated and proved in Section 2. Some 
extensions are described in Section 3, and in Sections 4 and 5 we present two 
applications. The first deals with the uniqueness of a steady-state 
temperature distribution in a composite medium, the second with a simple 
diffusion-reaction equation containing a discontinuous reaction term. Finally, 
in Section 6 we compare our interface condition (“continuity of flux”) on 
normal derivatives with an alternative condition used by Collatz [ 1 ] and 
Meyn and Werner [4 ]. 
2. A MINIMUM PRINCIPLE 
For ease of exposition the result is formulated and proved for n = 2; the 
minor modification required for n > 2 is described in the next section. 
Let B, ,..., B,, , be non-intersecting smooth Jordan curves in R* such that 
for i = I,..., m, 
B,cintB,,,+,=D. 
B , ,..., B, are the interfaces. Note that now D is a simply connected domain. 
The complement of (Jy!, Bi with respect to D, D’ = D/u?! I B,, may also 
be written 
PTZfl 
D’= u Ai, 
i=l 
409 ‘80 I 4 
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FIG. 1. Bi, i = 1, 2, 3,4, are non-intersecting smooth Jordan curves in R2. Ai, i = 
1, 2, 3,4, are the disjoint subdomains into which II,, B,. B, divide int B,. 
where A, ,..., A,,,+, are the disjoint subdomains into which B, ,..., B, divide D, 
and Ai is the one immediately interior to Bi (see Fig. 1 for illustration). 
In order to introduce a “continuity of flux” condition (suggested by heat 
conduction) to hold across the interfaces B, ,..., B,, we define on d a 
positive-valued, piecewise-continuous function k such that k = ki(x, y) 
(i = l,..., m + 1) is continuous in A, and may be extended continuously to xi. 
As in Section 1, at a point P of any Bi (i = l,..., m + l), let v denote the unit 
normal directed out of Ai, and u, the corresponding normal derivative of u 
at P. We now formulate the interface condition, after which the minimum 
principle is stated and proved. 
CONTINUITY-OF-FLUX (COF) CONDITION. At every point of Bi (i= 
1 Y---T m) ku, is continuous across Bi. 
MINIMUM PRINCIPLE. Suppose that u E C*(D’) n C(D), that du < 0 in 
D’, that in Ai (i = l,..., m + 1) U, and u, may be extended continuously up to 
the boundary, and that COF holds. Then (i) ,u = min5 u is assumed on 
B ,,,+ i ; (ii) ,U is assumed in D only if u = ,u in 0; and (iii) in case u f ,u, at a 
point of B,, 1 where u = ,u we have u, < 0. 
In other words, when the interface conditions are continuity of u and 
continuity of flux the presence of interfaces leaves unchanged the conclusions 
of the classical minimum principle. 
ProoJ Either u = ,U in D or not. In the first case, (i) holds trivially. To 
show that (i) holds also in case u &p, suppose (ii) is true; then u ~4 ,u implies 
that u # ,U in D, therefore u = ,U at a point of B, + i . Also to prove (iii) it is 
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enough to know that (ii) holds; for then, as indicated in the argument below, 
u f ,U in d implies u f ,U in A,,, + , , while u = ,U somewhere on B, + , . Then the 
classical minimum principle (CMP) applied to A,,,+, yields result (iii). 
Thus, to complete the proof it suffices to show that (ii) is true. Suppose 
u = ,B somewhere in D; this may occur at interface points, non-interface 
points, or both. If ZJ =p in some Ai, then from Au < 0 in Ai and u E C(xi), 
CMP implies that u = p in Ai and therefore on the boundary of A,, which 
includes at least one Bj # B,, 1. Thus, if u =,u at a non-interface point in D 
then u = ,U at some interface point. 
Suppose then that u =p at a point Q of some Bi (i = I,..., m). We show 
that in this case u =,u in both subdomains of D’ bordering Bi (Ai 
immediately interior to B, and, say, Aj immediately exterior to Bi). 
Let (u,)~ and (uJj denote the limiting values of U, (at Q on Bi) from the 
interiors of Ai and Aj, respectively. Since by definition v is directed exterior 
to Ai (therefore interior to Aj) (u”)~ represents a normal derivative interior to 
Aj. Now COF may be expressed in the form 
ki(“u>i = kj(“u)j. 
Also, applying CMP to u in Ai and Aj yields 
(1) 
respectively. 
C”o)i G O and 
From the positivity of ki and kj, it follows from (1) that (u,)~ and (u”)~ 
have the same sign. This is consistent with (2), however, only if 
(u”)i = (u”)j = 0. (3) 
If now u &,D in Ai, CMP implies (uJi < 0 at Q, contradicting (3). 
Thus, u =,u at a point Q of Bi (i = l,..., m) implies u -,u in A, and, 
similarly, u -p in Aj, the domain immediately exterior to Bi. Now u =,u 
also on the other boundaries of Ai and Aj, the argument may be repeated (a 
finite number of times), and we conclude that u = ,U in 0. This completes the 
proof of part (ii) and therefore the entire theorem. 
3. EXTENSIONS 
We give several extensions of the minimum principle just proved. 
(1) As in the classical case, when the sense of the inequality is 
changed from Au < 0 to Au > 0, the minimum principle is replaced by a 
maximum principle. 
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(2) To obtain a minimum principle in R”, n > 2, the interface curves 
B B/n+, , ,.*., must be replaced by appropriate surfaces. Specifically we want 
each Bi to be a closed surface which separates R” into two disjoint domains, 
an (unbounded) exterior and a (bounded) interior. Thus, if the B, ,..., B,, , 
are non-intersecting “Jordan manifolds” which are C*, and therefore possess 
the interior-ball property (see [5, p. 7]), we shall have the minimum pinciple 
in R”. 
(3) As in the classical case minimum (or maximum) principles for 
more general elliptic operators are obtainable in the interface case. 
EXAMPLE. Let the hypotheses of the minimum principle in Section 2 be 
unaltered except that instead of du < 0, we assume 
Lu+fi<O in D’, 
where L is a uniformly elliptic operator of the form 
Lu = au,, + buxy + a,,, + du, + eu,,, 
a, b, c, d, e, f are functions continuous in each zi (i = l,..., m + 1 ), and f < 0 
in D. 
The classical results for a function u satisfying Lu +fu < 0 in D under 
these conditions (e.g., see [7]) are that u can not assume a negative 
minimum in D, and that u,. < 0 at a point of the boundary where the 
minimum occurs, unless u = constant. (Since f < 0, u = constant < 0 is no 
longer a possibility.) Because this is the situation in each Ai, an argument 
like that used in the proof yields a similar result for D in the interface case. 
(4) Minimum and maximum principles are also obtainable for 
parabolic inequalities in the presence of interfaces, for example, by 
arguments like those used above for elliptic inequalities. In fact much of the 
work on parabolic free boundary problems makes use of maximum prin- 
ciples in one form or another. We shall not pursue this here; for references to 
the extensive literature on the subject the interested reader is referred to [S] 
and [9]. 
4. APPLICATION:~NIQUENESS RESULT FOR STEADY-STATE 
HEAT CONDUCTION IN A COMPOSITE MEDIUM 
Let D be a two-dimensional region divided into sub-domains Ai by curves 
Bi, as in Section 2. LetA(x, y) represent heat sources (or sinks) in Ai, and ki 
the constant conductivity of region Ai. If u(x, y) denotes the temperature at 
the point (x, y), then ki du =fi(x, y) in D’, and u is specified on B, + , , the 
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outer boundary of D. The continuity of flux interface condition will hold if 
there are no heat sources or sinks distributed along the interior curves B,. 
To derive a uniqueness result for such a linear Poisson interface problem, 
we show that u E 0 on B,,, and Au = 0 in D’ imply u E 0 in D. Since 
Au = 0 in D’, both du < 0 and Au > 0 hold in D’. Combining the maximum 
and minimum principles, we conclude that u attains its extreme values on 
B m+l. As us0 on B,+,, we have u E 0 in D, thus proving the uniqueness 
theorem. 
Note that a similar proof shows that solutions to problems of this type 
depend continuously on the boundary data specified along B,+ , . 
5. APPLICATION: SOLUTION BY ITERATION OF A 
SIMPLE DIFFUSION-REACTION PROBLEM WITH 
DISCONTINUOUS REACTION TERM 
Consider the following boundary value problem in D = (0 < r < 1 }. 
P(E): 
Au+H(u-p)=O in D/T 
U(l,0) = &h(0), 0<8<27L 
Here H denotes the Heaviside step function (=0 for u < p, =l for u > p), 
,u > 0 a given constant; r is the set of points in D (not known a priori) where 
u =p; F > 0 is a parameter; and h is a given function, continuous, periodic 
with period 271, and satisfying 0 < h(8) < 1. 
P(E) may be regarded as governing the steady states of a simple reaction- 
diffusion system in which the reaction rate changes abruptly when the state 
variable u reaches the triggering value ,u. 
Suppose F < p. Then if u > p somewhere in D, there will be one or more 
interfaces in D across which H(u -p) changes discontinuously; in this case 
P(F) is a (nonlinear) free boundary problem (FBP), the solution of which 
requires also the determination of the interface(s) (defined by u = p). If u < p 
throughout D, H(u -p) E 0 and P(E) reduces to a linear Dirichlet problem 
for Laplace’s equation. 
In [2] we have used an iterative method to establish the existence of a 
solution to the FBP P(E), and we wish to indicate here how the minimum 
principle proved in Section 2 may be applied to show that the iterates form a 
monotone sequence. 
Consider the “reduced problem” P(O), with boundary condition 
u( I,@) f 0. If we restrict ourselves to symmetric solutions 2.4 = u(r), P(0) 
takes the form 
(ru’)’ + rH(u - ,u) = 0. O<r< 1, (4) 
u’(0) = u( 1) = 0. (5) 
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Suppose a C’ solution exists for which u(0) > ,D. From (4), (ru’)’ < 0. But 
because (ru’)’ f 0, u is strictly decreasing on the interval (0, I), so that 
u(r,,) =ZI has exactly one root r0 in (0, 1). By solving (ru’)’ = -r on (0, rO) 
and (ru’)’ = 0 on (r,,, 1) subject to (5), then requiring u and U’ to be 
continuous at r = r,, (and also u(rJ = ,u), we find the following (see [2]). 
Zf ,D < 1/4e, the BVP (4 - 5) has two C’ solutions of the form 
-~lnro+$-+t, O<r<r, (6) 
dr) = 
-$ln r, ro<r< 1 (7) 
each corresponding to a root r-i = r of 
-<ln{=4,u. (8) 
For fixed ZJ E (0, 1/4e), Eq. (8) has two distinct roots < in (0, 1); to each of 
these roots < = ri corresponds a solution (6 - 7). 
Let u,, = uO(r) denote the function (6 - 7) corresponding to the larger root 
r = ri of (8). u0 is chosen as the first term of an iterative sequence u,, ui, 
U2r*-r in which u,(r, 0), n = 1, 2 ,... is defined as the (unique) solution of the 
linear Poisson interface problem 
I 
du+H(u,~,-jf)=O 
“I u(l, 0) =&h(B), 
in D/r,-,, 
0<9<2n. 
A solution u(r, 0) of the FBP P(E) is then sought as the limit of the sequence 
iU,l* 
By Z, is meant the set of points in D at which U, =,u; thus Z, is the circle 
r = rO. It is not obvious that Zi , Z, ,... are simple closed curves; the proof of 
this fact is part of the analysis in [2]. 
The minimum principle will be applied to the differences (u,+, - u,), n = 
0, l,... . We note first that there is a unique C’ solution u,(r, 19) of the BVP 
P,: (du + H(u, -p) = 0 in D/T,, ~(1,s) =&h(e)}. On the other hand, uO(r) 
is the unique solution of the BVP {du + H(u, -,u) = 0 in D/T,, ~(1, I!?) = O}. 
Therefore 
d(u, - 240) = 0 in D/T,, 
u,(l, 0) - u,(l, 8) = &h(0) > ECX > 0, o<e<2271, 
where a = min h(0) > 0. It follows from our minimum principle that 
u,-uu,>Ea>O in D. 
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Since u,<,u on r=l and u,(r,13)>u,(r)>,u for O<r<r,, only in the 
annulus r0 < r < 1 are there points where U, =p. In fact, these points may be 
shown to lie in a thinner annulus, S,: r0 < r < rr < 1, where r,: r = rc is the 
free boundary in the one-dimensional BVP 
P,:{(ru’)‘+rH(u-p)=O,O<r< l;u(l,0)=&). 
In order to apply the minimum principle to the next difference, u2 .- U, , we 
must know that the set r1 = ((r, 19): u,(r, 0) =p} forms a smooth simple 
closed curve r = r,(0) (which clearly encircles r,,: r = r,,). This is established 
(see PI) by ( > h a s owing that in S, &Jar < 0, thus, that along any ray 
B = 0, (constant), there is exactly one value of r at which ui(r, 8,) :=,u; and 
then (b) utilizing bounds on an,/& and au,/&3 to allow application of the 
implicit function theorem to prove the smooth connectedness of the points of 
Z-, . (An integral representation of U, is used to obtain bounds on these 
derivatives of ur.) 
Again, there is a unique C’ solution uz(r, 0) of the linear Poisson interface 
problem P,: {du + H(u, -,D) = 0 in D/T,; ~(1, 0) = &z(e)}. It follows that 
d(u, - u,) = -[H(u, -P> -w, -Pu)l 
< 0 (f0) in D/(T, U I’,), 
4,e) - u,(i, 8) = 0, o<e<2n. 
Note that d(u, - u,) & 0 because in the annular domain bounded by r, and 
r,, S, = {(r, 8): r,, < r < rl(0)}, u0 < ,U < u,, so that 
H(u,-p)-H(u,-p)= 1. 
Application of the minimum principle then gives 
u,-u,>o in D. 
By arguments like the preceding, it may be shown that the points where 
u2 =,LI form a smooth simple closed curve r,: r = r,(B), with r,(B) < 
r,(e) < rc. 
Proceeding iteratively, we establish that there is a sequence of C’ functions 
{u,) which is monotone and bounded: q-,(r) < u,(r, 0) < u2(r, 0) < a.* < u,(r) 
in D, where u,(r) is the larger solution of P,. Similarly, the interfaces r,: r = 
r,(e), n = 1, 2 ,..., form a monotone and bounded sequence of smooth simple 
closed curves: 
r. < r,(B) < r,(B) < ..a < rr < 1, 0<0<27c. 
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Finally, the respective limits of these sequences, u(r, 0) and R r = f(0), may 
be seen to have appropriate regularity and to form a solution of the FBP 
P(F), as follows. 
THEOREM. Suppose ,a E (0, 1/4e). For E > 0 small enough, the sequence 
(u,(r, 8)) converges monotonically and uniformly to a limit u(r, d), where 
z.+,(r) < u(r, 19) <u,(r), and the sequence {r,(B)} to a (closed) limit curve 
E r = F(0) E C’, where r0 ,< f(0) < rc. Then u(r, 0) is a solution of the BVP 
P(e), with free boundary K 
6. COMPARISON OF THE CONTINUITY OF FLUX WITH AN 
ALTERNATIVE INTERFACE CONDITION 
In order to prove the minimum principle in Section 2 we have invoked two 
requirements to link a solution u across an interface: the continuity of u itself 
(which has not been stressed but should not be taken for granted) and the 
continuity of flux (COF). It is possible to assume alternative interface 
conditions, depending on the applications one has in mind. 
In particular, we wish to compare COF with a condition used by Collatz 
111 and Meyn and Werner 141 to obtain maximum/minimum principles and 
monotonicity results for functions satisfying elliptic differential inequalities 
in regions with interfaces. 
In terms of our notation (v representing the unit normal directed from Ai 
to Aj) the function satisfying du < 0 in D’ is shown to take its minimum on 
the boundary of D when across the interfaces u is continuous and 
C"tb)j G Curli. (9) 
A maximum principle holds when the sense of the inequality is reversed in 
both the differential inequality and the interface inequality (9). (Note that by 
contrast the COF interface condition is an equation, which may be used for 
both minimum and maximum principles.) 
A simple geometric interpretation may be given for (9). With respect to 
the graph of u as a function of the normal variable V, (9) says that when the 
interface is crossed the slope u,. can not increase (see Fig. 2). Indeed, if the 
slope decreases (discontinuously) the concave-down corner (see the figure) 
disallows a minimum value for u at the interface. 
The COF condition and the Collatz-Werner condition (9) are alternative 
interface conditions (on the normal derivatives); either one, together with the 
continuity of u, is sufficient to yield a minimum principle (for Au < 0 and 
similar elliptic inequalities). COF neither implies nor is implied by (9). A 
dramatic illustration of this fact is that the Collatz-Werner condition is 
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FIG. 2. Illustration of the Collatz-Werner condition (9). u is plotted as a function of the 
normal variable v, which increases across the interface B, from Ai (domain immediately 
interior to Bi) to Aj (domain immediately exterior to Bi). 
inadequate for treating the application in Section 4 (uniqueness for steady- 
state heat conduction in a composite medium), as we now show. 
Recall that du = 0 (therefore both Au < 0 and Au > 0 hold) in each Ai. 
Now the Collatz-Werner interface condition for a minimum (maximum) 
principle is (u~,)~ < (u,)~ ((u~,)~ > (u,)~). Thus, to have both a minimum and 
maximum principle one would have to require 
continuity of the normal derivative, which is simply not the case when (if u 
represents temperature) heat transfer takes place between adjacent media 
with different conductivities. 
In closing we remark that the COF condition is motivated by some 
important physical processes while the Collatz-Werner condition has a 
strong geometric motivation. 
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