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Dois tipos de modelagens propícias para a realização da análise modal de redes elétricas 
são apresentados neste trabalho: sistemas descritores (SD) e matriz Y(s). Os modelos 
individuais dos componentes mais importantes da rede elétrica são apresentados. 
Um novo método, denominado SMDPA (Sequential MIMO Dominant Pole Algorithm), 
é também desenvolvido para o cálculo sequencial de polos dominantes e matrizes de 
resíduos associadas de funções de transferência (FTs) multivariáveis (Multiple Inputs 
Multiple Outputs – MIMO) de sistemas infinitos (que possuem infinitos polos), 
possibilitando sua análise modal. Sistemas infinitos são fácil e precisamente modelados 
por matriz Y(s), mas a formulação por SD permite apenas uma representação 
aproximada (finita) destes sistemas. As dificuldades computacionais em se aproximar 
sistemas infinitos por finitos são evidenciadas neste trabalho. É mostrado que elas 
praticamente impossibilitam a aplicação a sistemas infinitos de métodos de análise 
modal desenvolvidos para sistemas finitos, reforçando a necessidade de métodos como 
o SMDPA, especialmente desenvolvidos para sistemas infinitos. 
O conceito de sistemas lineares da série de energia espectral de uma FT, em uma faixa 
de frequências de interesse, é empregado para a criação de um novo critério de parada 
para o largamente utilizado método SADPA (Subspace Accelerated Dominant Pole 
Algorithm), gerando uma nova versão, aqui denominada de enhanced SADPA, mais 
adequada à construção de modelos de ordem reduzida de sistemas finitos. Finalmente, é 
apresentado o inédito HMBT (Hybrid Modal-Balanced Truncation Method) para a 
redução da ordem de modelos, especialmente aplicável à modelagem linear de sistemas 
(estáveis ou instáveis) para estudos de estabilidade eletromecânica por SD. Este método 
consiste no uso combinado do enhanced SADPA e do SRBT (Square Root Balanced 
Truncation Method), superando as desvantagens do uso individual destes métodos e se 
beneficiando da sinergia do seu uso combinado. O HMBT tem também a vantagem de 
ser mais simples de usar do que os métodos de redução do tipo baixo posto. 
Palavras-chave − Modelagem de redes, matriz Y(s), sistema descritor, análise modal, 
polos dominantes, resíduos de funções de transferência, redução da ordem de modelos, 
sistemas infinitos, método de Newton, método de integração numérica Legendre-Gauss, 
série de energia espectral, métodos de truncamento modal e balanceado.  
vii 
Abstract 
Two modeling approaches suitable for the modal analysis of electrical networks are 
presented in this work: descriptor systems (DS) and Y(s) matrix. The individual models 
of the most important electrical network components are presented. 
A new method, named SMDPA (Sequential MIMO Dominant Pole Algorithm), is also 
developed for the sequential computation of dominant poles and associated residue 
matrices of multivariable (Multiple Inputs Multiple Outputs – MIMO) transfer functions 
(TFs) of infinite systems (having an infinite number of poles), which allows its modal 
analysis. Infinite systems can be easily and accurately represented in the Y(s) matrix 
formulation but the DS formulation only allows an approximated (finite) representation 
of these systems. The computational difficulties in approximating infinite systems by 
finite systems are highlighted in this work. It is shown that these difficulties make 
practically unfeasible the application to infinite systems of modal analysis methods 
developed for finite systems, reinforcing the need for developing methods such as 
SMDPA that are especially designed for infinite systems. 
The linear system concept of the spectral energy series of a TF, considering a frequency 
window of interest, is used to develop a new stopping criterion for the widely known 
Subspace Accelerated Dominant Pole Algorithm - SADPA, yielding a new version of 
this method, named in this thesis as enhance SADPA, which is more suitable for 
building reduced order models of finite systems. Finally, the new Hybrid Modal-
Balanced Truncation Method - HMBT for model order reduction, specially applied to 
the linear DS modeling of stable or unstable systems for electromechanical stability 
studies, is proposed. This method consists of the combined use of the enhanced SADPA 
and the Square Root Balanced Truncation Method - SRBT methods, overcoming the 
disadvantages associated with the individual use of these model order reduction 
methods and benefitting from the synergy of their combined use. This method also has 
the advantage of being simpler to use than the sparse low rank methods. 
Keywords − Network modeling, Y(s) matrix, descriptor systems, modal analysis, 
dominant poles, transfer function residues, model order reduction, infinity systems, 
Newton algorithm, Legendre-Gauss integral solver scheme, spectral energy series, 
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T T Matriz que multiplica as derivadas no tempo do 
vetor de variáveis do sistema na formulação por 
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u u Variável de entrada da FT. 
u u Vetor de variáveis de entrada da FT. 
v v(t) Tensão. 
V V(t) Tensão complexa do tipo ( ) ( )θ+ωtjA etV , onde VA(t) é 
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( )tV~  Fasor dinâmico de tensão, definido por 
( ) ( ) θ= jA etVtV~ . 
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x x(t) Vetor de variáveis do sistema. 
y y(s) Variável de saída da FT. Também utilizado para 
designar uma admitância. 
y y(t) Vetor de variáveis de saída da FT. 
xxvi 
yc yc(s) Admitância característica ou de surto da LT. 
Y Y1 Símbolo utilizado para representar os diversos tipos 
de admitância transversal por unidade de 
comprimento de uma LT. No exemplo, Y1 denota a 
admitância transversal por unidade de comprimento 
de sequência positiva. 
Y Y(s) Matriz do sistema na formulação por matriz função 
de s. 
Ybus Ybus(s) Matriz admitância nodal função de s. 
Yint Yint(s) Matriz função de s que relaciona os vetores de 
correntes e tensões nodais internas de um 
transformador. 
Ypi Ypi(s) Matriz admitância nodal função de s de LTs 
modeladas por série de circuitos pi na formulação 
Y(s). 
YT YT(s) Matriz admitância nodal função de s de 
transformadores de dois e três enrolamentos. 
z zf Impedância. No exemplo zf  denota a impedância 
interna de uma fonte de tensão. 
Z )(
1
iZ  Símbolo utilizado para representar os diversos tipos 
de impedância longitudinal por unidade de 
comprimento de uma LT. No exemplo, )(1 iZ  denota 
a impedância interna por unidade de comprimento 
de sequência positiva dos condutores. 
zc zc(s) Impedância característica ou de surto da LT. 
Zcc Zcc Matriz de impedâncias de curto-circuito de um 
transformador. 
α α Valor do deslocamento para a direita no plano 
complexo do eixo imaginário. 
∆ ∆t Pequeno incremento de uma variável. 
ε ε Permitividade elétrica do material. Também 
utilizado para designar erros absolutos ou relativos. 
xxvii 
ε0 ε0 Permitividade elétrica do ar. 
γ γ(s) Constante de propagação da LT. 
λ λi Polo do sistema. 
µ µ Permeabilidade magnética de um material ou solo. 
Também utilizado para designar um autovalor da 
matriz ( ) 1−sH . 
µ0 µ0 Permeabilidade magnética do ar. 
σ σ Condutividade de um material ou solo. Também 
utilizado para designar um valor singular de uma 
matriz. 
σmax ( )[ ]ωσ jHmax  Valor singular máximo de uma matriz. No 
exemplo, ( )[ ]ωσ jHmax denota o valor singular 
máximo da FT MIMO de desvio. 
ξ ξi Pontos (abscissas) utilizados no método de 
quadratura Legendre-Gauss. Também utilizado para 
designar constantes arbitrárias (reais ou complexas) 
na definição de um estado. 
ω ω Frequência. 
ACSR Cabos ACSR Aluminum Cable Steel Reinforced - Cabos de 
alumínio com alma de aço. 
ADI Parâmetros 
ADI 
Alternating Direction Implicit. 
ATP Programa 
ATP 
Alternative Transients Program - Programa de 
simulação de transitórios eletromagnéticos no 
domínio do tempo. 
BIPS BIPS Brazilian Interconnected Power System. 
CEPEL CEPEL Centro de Pesquisas de Energia Elétrica. 
CPU CPU Central Processing Unit. 




Descent Algorithm for Residues and Poles 
Optimization - Método de redução da ordem de 
modelos que minimiza a norma ℋ limitada em 




Equações de Estado - Modelagem por equações de 
estado. 
ESP ESP Estabilizador de Sistemas de Potência. 
FACTS Equipamento 
FACTS 
Flexible Alternating Current Transmission System - 
Equipamento controlado utilizando eletrônica de 
potência. 
FT FT Função de Transferência. 
HarmZs Programa 
HarmZs 
Programa para estudos de comportamento 
harmônico e análise modal de redes elétricas. 
HMBT Método 
HMBT 
Hybrid Modal-Balanced Truncation Method - 
Método híbrido de truncamento modal e 
balanceado para a redução da ordem de modelos. 
LC Circuito ou 
ramo LC 
Circuito composto por indutância e capacitância. 
LT LT Linha de Transmissão. 






MATrix LABoratory - Programa desenvolvido em 
ambiente e linguagem de programação científica. 
MIMO Sistema 
MIMO 
Multiple Input Multiple Output - Sistema com 
múltiplas entradas e múltiplas saídas. 
MLA MLA Modelo Linear Aproximado. 
MOR MOR Modelo de Ordem Reduzida. 




Programa de análise de estabilidade eletromecânica 
por análise linear. 
PSCAD Programa 
PSCAD 
Power System Computer Aided Design - Programa 
de simulação de transitórios eletromagnéticos no 
domínio do tempo. 
QZ Método QZ Método para o cálculo simultâneo de todos os 
autovalores e autovetores de um par matricial. 
RL Circuito ou 
ramo RL 
Circuito composto por resistência e indutância. 
RLC Circuito ou 
ramo RLC 
Circuito composto por resistência, indutância e 
capacitância. 
RSS RSS Ressonância Subsíncrona. 
SADPA Método 
SADPA 
Subspace Accelerated Dominant Pole Algorithm -  
Método para o cálculo sequencial de polos 
dominantes e resíduos associados para funções de 




Subspace Accelerated Multivariable Dominant 
Pole Algorithm - Método para o cálculo sequencial 
de polos dominantes e matrizes-resíduo associadas 
para funções de transferência multiple input 
multiple output de sistemas finitos. 
SD Modelagem 
por SD 




Sequential Dominant Pole Algorithm - Método para 
o cálculo sequencial de polos dominantes e 
resíduos associados para funções de transferência 
single input single output de sistemas infinitos. 
SIN SIN Sistema Interligado Nacional. 
SISO Sistema SISO Single Input Single Output - Sistema com uma 
entrada e uma saída. 
SLRCF Método 
SLRCF 
Sparse Low Rank Choleski Factor - Método de 
baixo posto para a determinação de modelos de 




Sequential MIMO Dominant Pole Algorithm - 
Método para o cálculo sequencial de polos 
dominantes e matrizes-resíduo associadas para 
funções de transferência multiple input multiple 
output de sistemas infinitos. 
SRBT Método 
SRBT 
Square Root Balanced Truncation Method - 






Capítulo 1: Introdução 
1.1 INTRODUÇÃO 
Uma ferramenta muito utilizada na análise de sistemas de potência é a simulação no 
tempo, tanto para fenômenos lentos (e. g. transitórios eletromecânicos) [1]-[3] como 
para rápidos (e. g. transitórios eletromagnéticos) [4], [5]. 
Uma das desvantagens da simulação no tempo é a grande dificuldade de obtenção de 
informações estruturais do sistema. A obtenção destas informações, utilizando apenas 
este tipo de ferramenta, é feita a partir da investigação das formas de onda das diversas 
variáveis e da comparação de diversos casos, variando-se parâmetros do sistema ou os 
distúrbios aplicados. Este tipo de análise depende muito da experiência do engenheiro 
para a escolha certa dos casos a serem simulados e observação dos pontos relevantes. 
Além disso, a simulação no tempo requer um tempo computacional elevado, no caso de 
utilização de uma modelagem mais sofisticada e abrangendo uma região razoável do 
sistema. 
A análise linear reúne métodos de resposta no tempo, resposta em frequência e análise 
modal (cálculo de polos, zeros, resíduos, sensibilidades de polos e zeros em relação a 
parâmetros do sistema, etc.) de sistemas lineares ou linearizados. Utilizando a análise 
modal, pode-se obter uma série de informações estruturais do sistema, muito úteis para 
o estudo do seu comportamento, para a definição de medidas corretivas e para a sua 
otimização. A análise modal pode ser aplicada a diversos fenômenos que ocorrem em 
um sistema de potência. Dependendo do fenômeno analisado pode-se obter, por 
exemplo, as seguintes informações: 
Transitórios eletromecânicos [6]-[9]: Identificação dos modos de oscilação críticos; 
determinação dos locais mais propícios para a instalação de sinais estabilizadores ou 
equipamentos FACTS; determinação de ajustes de controles e verificação do efeito dos 
mesmos no amortecimento dos modos de oscilação críticos. 
Ressonâncias subsíncronas [10], [11]: Determinação de modos torsionais e 
subsíncronos críticos e dos parâmetros que mais os influenciam; identificação de ações 
mitigadoras envolvendo mudanças de parâmetros do sistema; localização apropriada 
para a instalação de sensores e atuadores baseados em índices modais de 
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observabilidade e controlabilidade; determinação das componentes modais que mais 
participam de potenciais problemas de ressonância subsíncrona. 
Transitórios eletromagnéticos [12], [13]: Cálculo rápido da resposta transitória para 
determinados tipos de manobras; determinação da influência de um determinado modo 
de oscilação na resposta transitória e dos parâmetros do sistema que mais o influenciam; 
identificação de parâmetros do sistema cuja alteração seja efetiva para o amortecimento 
dos modos dominantes na sua resposta transitória. 
Estudos de comportamento harmônico [14]-[23]: Determinação dos polos e zeros 
associados, respectivamente, às ressonâncias paralelas e séries da rede elétrica; 
identificação de equipamentos que mais influenciam no posicionamento destes polos e 
zeros no plano complexo; melhoria do desempenho harmônico pelo deslocamento de 
polos e zeros para posições mais apropriadas do plano complexo por meio de alterações 
em valores de determinados equipamentos; otimização no projeto de filtros harmônicos 
passivos. 
Além destas aplicações, a análise modal pode ser efetivamente empregada na 
construção de equivalentes de ordem reduzida (modelos de ordem reduzida – MOR) 
para utilização em estudos de transitórios eletromagnéticos e de comportamento 
harmônico [24]-[28]. Estes MORs são utilizados para reduzir o esforço despendido na 
obtenção e preparação dos dados do sistema, assim como a carga computacional (tempo 
de processamento e utilização de memória) necessária à realização destes estudos. De 
fato, dependendo do tipo de fenômeno, seu estudo só é praticamente viável devido à 
utilização de MORs [29]. 
Deve-se observar que os modelos do sistema dependem do fenômeno a ser estudado ou, 
em outras palavras, da faixa de frequências em que eles ocorrem, conforme explicado 
resumidamente a seguir. 
Em estudos de oscilação eletromecânica, os transitórios da rede de transmissão são 
desprezados, uma vez que a faixa de frequências de interesse é de até 3 Hz. Os 
transitórios dos enrolamentos do estator também podem ser desprezados, mas as demais 
dinâmicas das máquinas síncronas devem ser modeladas em detalhe, incluindo os seus 
sistemas de controle. Nestes estudos, a rede de transmissão é usualmente modelada 
como matriz admitância com elementos constantes à frequência fundamental. 
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Por outro lado, em estudos de transitórios eletromagnéticos ou de comportamento 
harmônico, a ênfase deve ser dada na representação da dinâmica da rede de transmissão, 
por tratar de fenômenos envolvendo oscilações de frequências muito mais elevadas, em 
que a dinâmica da rede possui participação importante. Neste caso, as máquinas 
síncronas podem ser modeladas como fontes de tensão atrás de impedâncias. Particular 
atenção deve ser dada à modelagem das linhas de transmissão (LTs), considerando a 
natureza distribuída e variável com a frequência de seus parâmetros. 
A modelagem de sistemas de potência para estudos de ressonância subsíncrona deve 
considerar a dinâmica das máquinas, incluindo seus controladores e os enrolamentos do 
estator, bem como a dinâmica da rede. Nestes estudos, em que as oscilações de maior 
interesse ocorrem em uma faixa de frequências de dezenas de Hz, as LTs podem ser 
modeladas por apenas um circuito RLC do tipo pi. 
A modelagem do sistema tradicionalmente utilizada na análise modal de estabilidade 
eletromecânica é por sistemas descritores (SD) [9], [30]. Deve-se observar que este tipo 
de modelagem pode ser efetivamente utilizado para a construção de equivalentes 
lineares dinâmicos para estudos de transitórios eletromecânicos [31]. 
Por outro lado, para a análise modal de redes elétricas, a modelagem por equações de 
estado [15], [32] foi inicialmente utilizada, seguida por SD [16], [19], [23], [33], [34] e 
por matriz Y(s) [23], [34]-[36], cujos elementos são funções não lineares da frequência 
complexa s. 
Pode-se afirmar que a modelagem de redes elétricas por SD é uma generalização da 
modelagem por equações de estados, também conhecida por modelagem espaço-estado 
(EE). Esta maior generalidade resulta em um modelo matricial da rede elétrica mais 
simples e esparso e que permite implementação computacional mais eficiente. 
A modelagem de elementos com parâmetros distribuídos e/ou dependentes da 
frequência, como é o caso de LTs, constitui uma dificuldade nas formulações EE e SD, 
uma vez que é necessário descrever qualquer elemento do sistema por um conjunto de 
equações diferenciais ordinárias de primeira ordem, podendo ser acrescido de equações 
algébricas (no caso de SD). Por outro lado, este tipo de elemento é fácil e 
adequadamente descrito na formulação por matriz Y(s) utilizando funções 
transcendentais de s que possuem um número infinito de polos. Por este motivo, 
modelos de redes elétricas que contém LTs de parâmetros distribuídos se enquadram na 
4 
categoria de sistemas (ou modelos) infinitos (sistemas que são modelados, na realidade, 
por equações diferenciais parciais e que no domínio da frequência complexa s possuem 
um número infinito de polos). Uma aproximação linear (finita) destes modelos de redes 
elétricas, rigorosamente representados na formulação Y(s), pode ser obtida utilizando, 
por exemplo, SD, onde cada LT é representada por uma série de circuitos do tipo pi, 
cada um possuindo três estados [28], [37]. 
A principal desvantagem da modelagem por matriz Y(s) é a escassez de algoritmos 
eficientes e robustos para a análise modal de redes elétricas. 
Como citado anteriormente, a modelagem por SD possui vantagens significativas em 
relação à EE. Por outro lado, as modelagens por SD e matriz Y(s) apresentam aspectos 
de complementaridade prática e teórica [22], [23], [37]. Por estes motivos, estes dois 
tipos de modelagem foram implementados com sucesso no programa HarmZs do 
CEPEL [38], para estudos de comportamento harmônico e análise modal de redes 
elétricas de grande porte. 
Do exposto fica evidenciada a importância destas duas modelagens de redes que 
permitem que a análise modal seja realizada com eficiência e flexibilidade. Em resumo, 
esta importância se verifica pelas suas implementações em um programa comercial 
amplamente utilizado por empresas do setor elétrico brasileiro, pelas suas aplicações na 
solução não convencional de problemas de harmônicos em sistemas de potência, em 
estudos de transitórios eletromagnéticos e na construção de equivalentes dinâmicos de 
redes elétricas. Apesar disto, não existem publicações descrevendo a modelagem de 
importantes componentes de redes elétricas, principalmente na modelagem por SD. 
1.2 MOTIVAÇÕES DA TESE 
Na introdução desta tese, foi mostrada a importância da análise modal no estudo de 
diversos fenômenos que podem ocorrer em um sistema elétrico de potência. Esta 
importância gerou as seguintes motivações para o desenvolvimento deste trabalho: 
• Além da inexistência de publicações descrevendo a modelagem de importantes 
componentes de redes elétricas, principalmente na modelagem por SD, não 
existem publicações que reúnam, de forma didática e organizada, as descrições 
matemáticas de todos os modelos de componentes de redes em ambas as 
formulações, SD e matriz Y(s). 
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• Inexistência de algoritmos robustos e eficientes para a análise modal de sistemas 
infinitos (formulação Y(s)); 
• Inexistência de um método híbrido, especialmente aplicável à modelagem linear 
de sistemas para estudos de estabilidade eletromecânica por SD, que combine 
eficientemente métodos de truncamentos modal e balanceado, superando as 
dificuldades associadas com o uso individual de cada um e se beneficiando do 
uso combinado dos mesmos. 
1.3 OBJETIVOS 
De acordo com as motivações descritas na seção anterior, os principais objetivos desta 
tese são os seguintes: 
• Apresentar de forma didática e organizada os principais modelos de 
componentes de redes elétricas nas formulações por SD e Matriz Y(s), que 
permitem que a análise modal seja realizada; 
• Desenvolvimento de método para o cálculo de polos dominantes e matrizes-
resíduo associadas de FTs MIMO de sistemas infinitos; 
• Desenvolvimento de método de truncamento híbrido para redução de modelos, 
especialmente aplicável à modelagem linear de sistemas para estudos de 
estabilidade eletromecânica por SD. 
1.4 CONTRIBUIÇÕES 
As principais contribuições, ou seja, as contribuições inéditas são: 
• Desenvolvimento de modelos de LTs por série de circuitos pi, para ambas as 
formulações (SD e matriz Y(s)); 
• Desenvolvimento de modelos de transformadores de dois e três enrolamentos 
considerando taps fora da posição nominal e defasagem angular entre 
enrolamentos na formulação por SD; 
• Desenvolvimento do método SMDPA (Sequential MIMO Dominant Pole 
Algorithm), para o cálculo de polos dominantes e matrizes de resíduos associadas 
de FTs MIMO de sistemas infinitos, que possibilita a análise modal deste tipo de 
sistema; 
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• Demonstração das dificuldades computacionais em se aproximar sistemas 
infinitos por finitos. Estas dificuldades praticamente impossibilitam a aplicação a 
sistemas infinitos de métodos de análise modal, já consagrados, desenvolvidos 
para sistemas finitos e reforça a necessidade de métodos como o SMDPA, 
especialmente desenvolvidos para sistemas infinitos; 
• Desenvolvimento de nova prova matemática da série de energia espectral contida 
em uma FT, considerando uma determinada faixa de frequências, que é de mais 
fácil compriensão por engenheiros; 
• Utilização da série de energia para a criação de um novo critério de parada para o 
largamente utilizado método SADPA (Subspace Accelerated Dominant Pole 
Algorithm), gerando uma nova versão deste método, denominada nesta tese de 
enhanced SADPA, mais adequada ao objetivo de construção de MORs de 
sistemas finitos; 
• Desenvolvimento do método HMBT (Hybrid Modal-Balanced Truncation 
Method) para a redução da ordem de modelos, especialmente aplicável à 
modelagem linear de sistemas (estáveis ou instáveis) para estudos de estabilidade 
eletromecânica por SD, que se beneficia da sinergia do uso combinado do 
enhanced SADPA e do método SRBT (Square Root Balanced Truncation 
Method), possuindo vantagens em relação aos métodos de redução do tipo baixo 
posto (low rank methods). 
1.5 ORGANIZAÇÃO DO TEXTO 
Esta tese possui cinco capítulos, incluindo este de introdução. Os demais capítulos são 
resumidamente descritos a seguir. 
O capítulo 2 trata da modelagem de redes elétricas por SD e matriz Y(s). São 
apresentados modelos de circuitos RLC série, paralelo, fontes de corrente, fontes de 
tensão, LTs (de parâmetros concentrados para ambas as formulações e distribuídos para 
a formulação Y(s)) e transformadores de dois e três enrolamentos, considerando taps 
fora da posição nominal e defasagens angulares entre enrolamentos. 
A validação da modelagem das redes por SD é realizada comparando suas respostas no 
tempo com aquelas obtidas com o programa PSCAD, uma referência no setor e de 
ampla utilização mundial. A validação da modelagem por matriz Y(s) é realizada 
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comparando suas respostas em frequência com as obtidas com a modelagem por SD. A 
validação da modelagem por matriz Y(s) não foi feita utilizando o PSCAD porque este 
programa possui recursos limitados para a seleção de FTs e para o traçado de respostas 
em frequência. 
No capítulo 3 é descrito o desenvolvimento do método SMDPA [37], para cálculo de 
polos dominantes de FTs multivariáveis e matrizes de resíduos associadas, permitindo a 
obtenção de MORs de sistemas infinitos. A eficiência e a robustez do método proposto 
são verificadas pela sua aplicação a dois sistemas teste infinitos. Neste capítulo são 
também apresentadas duas análises comparativas. A primeira compara a precisão de um 
MOR diretamente obtido de um sistema teste infinito utilizando o SMDPA com as de 4 
modelos lineares aproximados (MLAs) do mesmo sistema infinito. A segunda compara 
o desempenho computacional do SMDPA com os de dois outros métodos desenvolvidos 
para modelos de rede na formulação por SD. 
O método HMBT [39] para a redução da ordem de modelos, especialmente aplicável à 
modelagem linear de sistemas para estudos de estabilidade eletromecânica por SD, é 
apresentado no capítulo 4. Analogamente ao procedimento realizado no capítulo 3, a 
eficiência e robustez deste método são comprovadas pela sua aplicação a dois sistemas 
teste instáveis, o primeiro de 841 e o segundo de 3256 estados. 
Finalmente, o capítulo 5 apresenta as conclusões e propostas de trabalhos futuros. 
1.6 PUBLICAÇÕES ORIGINADAS OU RELACIONADAS À TESE 
As principais publicações originadas deste trabalho de tese, que basicamente constituem 
os capítulos 3 e 4, são: 
S. L. Varricchio, F. D. Freitas, N. Martins, and F. C. Véliz, "Computation of Dominant 
Poles and Residue Matrices for Multivariable Transfer Functions of Infinite Power 
System Models", IEEE Transactions on Power Systems, vol. 30, no. 3, May 2015, pp. 
1131 - 1142. 
S. L. Varricchio, F. D. Freitas, and N. Martins, "Hybrid Modal-Balanced Truncation 
Method Based on Power System Transfer Function Energy Concepts", IET Generation, 
Transmission & Distribution, Vol. 9, no. 11, August 2015, pp. 1186 - 1194. 
No entanto, outras ideias que direta ou indiretamente contribuíram de forma 
significativa para a construção dos conhecimentos e habilidades necessários para o 
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desenvolvimento desta tese, também foram publicadas. Estas publicações estão listadas 
a seguir: 
S. L. Varricchio, F. D. Freitas and N. Martins, “Spectral Energy Indices for Model 
Order Reduction”, Proceedings of the 2013 IEEE Power & Energy Society General 
Meeting, Vancouver, British Columbia, 2013. 
F. D. Freitas and S. L. Varricchio, “A Power System Dynamical Model in the Matrix 
Polynomial Description Form”, Proceedings of the 2013 IEEE Power & Energy Society 
General Meeting, Vancouver, British Columbia, 2013. 
S. L. Varricchio, F. D. Freitas e N. Martins, “Aspectos Visuais e Numéricos dos 
Desvios em Modelos de Ordem Reduzida Obtidos por Meio de um Método de Cálculo 
de Modos Dominantes Multivariável”, XV ERIAC - Encontro Regional Ibero-
Americano do CIGRÉ, Foz do Iguaçu, PR, Brasil, 2013. 
F. D. Freitas e S. L. Varricchio, “Modelagem de Sistemas por Polinômio Matricial 
Objetivando Estudo de Aspectos Dinâmicos de Sistemas de Potência”, XV ERIAC - 
Encontro Regional Ibero-Americano do CIGRÉ, Foz do Iguaçu, PR, Brasil, 2013. 
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Capítulo 2: Modelagem da Rede Elétrica 
2.1 INTRODUÇÃO 
Neste capítulo são abordados dois tipos de modelagem de redes elétricas que permitem 
a realização da análise modal (cálculo de polos, zeros, resíduos, sensibilidades de polos 
e zeros em relação a parâmetros do sistema, etc.): sistemas descritores (SD) e matriz 
Y(s). 
Estes dois tipos de modelagem foram implementados com sucesso no programa 
computacional HarmZs, desenvolvido pelo CEPEL e de uso disseminado pelo setor 
elétrico brasileiro, para estudos de comportamento harmônico e análise modal de redes 
elétricas de grande porte. 
A seguir é apresentada uma breve revisão bibliográfica sobre estes dois tipos de 
modelagem de redes, de forma a justificar a necessidade e a importância deste capítulo. 
É importante observar que esta revisão não se limita apenas à modelagem propriamente 
dita, mas também aos métodos e algoritmos existentes para a realização da análise 
modal de redes elétricas. 
As referências [16]-[19], [28], [33], [40]-[47] estão relacionadas direta ou indiretamente 
com a modelagem de redes por SD, enquanto as referências [12], [13], [20], [21], [24]-
[27], [35], [36], [48], [49] estão relacionadas com a modelagem por matriz Y(s). Por 
outro lado, estas modelagens são tratadas conjuntamente nas referências [22], [23], [34], 
[50]. 
Nas referências [16]-[19] é mostrado como redes elétricas constituídas pela 
interconexão de circuitos RLCs série são modeladas na formulação descritora. No 
entanto, nestas referências, a ênfase não está na modelagem da rede elétrica, mas na 
aplicação da análise modal à solução não convencional de problemas de harmônicos em 
sistemas de potência. 
Em [28] um sistema de transmissão de médio porte com diversas LTs é modelado na 
formulação descritora. As LTs deste sistema são modeladas por 10, 20, 40 e 80 circuitos 
do tipo pi, gerando diversos modelos do sistema. A ênfase neste trabalho é a comparação 
do desempenho de métodos para a construção de MORs. Nenhum detalhe da 
modelagem da rede é fornecido. 
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Na referência [33] a ênfase é a própria modelagem de componentes de redes elétricas na 
formulação descritora, onde são apresentados modelos de circuitos RLC série, de 
transformadores de dois enrolamentos sem consideração de taps e de defasagem angular 
entre enrolamentos e de linhas de transmissão (LTs) por parâmetros distribuídos e 
dependentes da frequência utilizando aproximações de Padé. É importante observar que 
este modelo de LT apresentou boa precisão apenas numa pequena faixa de frequências: 
de zero a poucos kHz. Além disto, as tentativas de aumentar sua precisão, aumentando-
se a ordem da aproximação de Padé, foram frustradas pelo aparecimento de problemas 
numéricos aparentemente incontornáveis. 
Para sistemas de pequeno e médio porte, a análise modal de redes elétricas modeladas 
na formulação descritora pode ser feita utilizando-se o método QZ [40], onde todos os 
polos do sistema, resíduos e zeros de FTs são determinados de uma só vez. Para 
sistemas de grande porte, o método QZ é inviável devido aos requisitos de tempo de 
CPU e de memória computacional. Nas referências [41] e [42] são apresentados 
algoritmos para o cálculo parcial de polos dominantes de FTs escalares (Single-Input 
Single-Output – SISO) e de seus resíduos associados. Nestes algoritmos, os polos e seus 
resíduos associados são calculados um por vez. Em [43] é proposto um algoritmo onde 
mais de um polo dominante e resíduo associado de FTs SISO são calculados por vez. 
Nas referências [44] e [45] os polos dominantes e resíduos associados de FTs matriciais 
(Multi-Input Multi-Output – MIMO) são calculados um por vez. Os zeros de FTs SISO 
podem ser calculados um por vez utilizando os algoritmos descritos em [46] e [47]. Em 
[47] também é mostrado como zeros de FTs MIMO podem ser eficientemente 
calculados um por vez. 
Com relação à modelagem por matriz Y(s), nas referências [12] e [13] a análise modal é 
aplicada no cálculo de transitórios eletromagnéticos de redes elétricas contendo linhas 
longas. Por outro lado, nas referências [20] e [21] a análise modal é aplicada na solução 
não convencional de problemas de harmônicos em sistemas de potência. 
Em [24] e [25] é apresentada uma metodologia para a construção de equivalentes 
dinâmicos de redes elétricas multi-conectadas com possíveis aplicações em estudos de 
transitórios eletromagnéticos e de comportamento harmônico. Em [26] a metodologia 
apresentada para a construção de equivalentes dinâmicos de redes é apropriada para 
estudos de comportamento harmônico. Em [27] a ênfase é dada na obtenção e síntese 
por circuitos RLC de equivalentes dinâmicos de redes elétricas multi-conectadas, para 
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utilização em estudos de transitórios eletromagnéticos e de comportamento harmônico. 
Deve-se observar que todas estas metodologias [24]-[27] são baseadas na análise modal 
de redes elétricas. 
Na referência [35] é apresentado um modelo detalhado de LT considerando parâmetros 
distribuídos e dependentes da frequência. Em [36] é apresentado um modelo para 
transformadores de dois e três enrolamentos, considerando taps fora da posição nominal 
e defasagens angulares entre enrolamentos. 
Nas referências [48] e [49] são apresentados algoritmos especialmente desenvolvidos 
para a análise modal de redes elétricas modeladas na formulação Y(s). Estes algoritmos 
permitem o cálculo de polos, resíduos associados e zeros de FTs SISO. Deve-se 
observar que o algoritmo mais importante é o descrito em [49], para o cálculo 
sequencial de polos dominantes e resíduos associados de FTs SISO. Neste algoritmo é 
empregado um esquema de deflação dos polos já computados para evitar múltiplas 
convergências para um mesmo polo. Este esquema requer o cálculo bastante preciso dos 
resíduos associados aos polos já computados. Infelizmente, a equação utilizada para o 
cálculo destes resíduos pode apresentar, dependendo do sistema e da FT escolhida, 
severos erros numéricos, inviabilizando a utilização prática e generalizada do algoritmo. 
O fato deste algoritmo ser restrito a FTs SISO, associado ao comportamento numérico 
errático da equação utilizada para o cálculo dos resíduos associados, motivaram o 
desenvolvimento do método descrito no capítulo 3 e publicado em [37]. 
Em [22] é sugerido o uso integrado das metodologias de modelagem de rede, SD e 
matriz Y(s), para a análise modal de redes elétricas objetivando a solução não 
convencional de problemas de harmônicos em sistemas de potência. 
Na referência [23] é mostrado como redes elétricas constituídas pela interconexão de 
circuitos RLCs série e paralelo são modeladas nas formulações descritora e matriz Y(s). 
É também feita uma comparação entre as metodologias destacando as vantagens e 
desvantagens de cada uma. Finalmente, é proposta uma solução, utilizando análise 
modal, para um problema de harmônicos em um sistema de pequeno porte. 
A equivalência entre as modelagens de redes (SD e matriz Y(s)), implementadas no 
programa HarmZs e no módulo para estudos de ressonância subsíncrona (módulo RSS) 
do programa PacDyn, é abordada nas referências [34] e [50]. É mostrado que sob 
determinadas simplificações na modelagem do sistema utilizada no módulo RSS (i.e. 
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não consideração de reguladores de tensão e velocidade, máquinas representadas por 
fontes ideais de tensão atrás de reatâncias, etc.) os resultados obtidos com estes 
programas (respostas em frequência, resposta no tempo, cálculo de polos e resíduos) 
apresentam praticamente os mesmos valores. Em [34] esta equivalência é mostrada para 
uma rede de pequeno porte, não apenas entre os programas HarmZs e PacDyn, mas 
também considerando o programa para cálculo de transitórios eletromagnéticos 
PSCAD. Também é mostrado como redes formadas pela interconexão de circuitos 
RLCs série e paralelo e fontes de tensão são modeladas nas formulações descritora e 
matriz Y(s) em ambos os programas. Em [50], além da equivalência entre as 
modelagens de redes utilizadas nos programas HarmZs, PacDyn e PSCAD, mostrada 
para um sistema benchmark de pequeno porte, a equivalência entre HarmZs e PacDyn é 
mostrada também para o Sistema Interligado Nacional (SIN). 
Recentemente o interesse pela modelagem de redes por SD tem ultrapassado a área da 
engenharia elétrica. No site na internet denominado MOR Wiki (http://morwiki.mpi-
magdeburg.mpg.de/morwiki/index.php/Main_Page), construído nos moldes da 
Wikipédia com o objetivo de fornecer uma plataforma para a troca de informações e 
exemplos para pesquisadores das áreas matemáticas de redução de ordem de modelos e 
de solução de sistemas de equações diferenciais e algébricas, existe um link denominado 
Power system examples. Nas páginas associadas a este link diversas matrizes e vetores 
provenientes da modelagem descritora da dinâmica de máquinas elétricas e de seus 
controladores estão disponíveis para download. Com relação à modelagem descritora da 
dinâmica de redes elétricas, apenas as matrizes e vetores construídos em [28] estão 
disponíveis, sendo utilizados nos trabalhos [51]-[54], desenvolvidos por matemáticos. 
Do exposto fica clara a importância destas modelagens de redes, devida as suas 
implementações no programa HarmZs, amplamente utilizado por empresas do setor 
elétrico brasileiro, pelas suas aplicações na solução não convencional de problemas de 
harmônicos em sistemas de potência, em estudos de transitórios eletromagnéticos e na 
construção de equivalentes dinâmicos de redes elétricas. Além disto, como já citado 
anteriormente, a modelagem descritora tem ultrapassado a área da engenharia elétrica, 
sendo utilizada, também, em áreas da matemática. Apesar desta importância, não 
existem publicações descrevendo a modelagem de importantes componentes de redes 
elétricas, principalmente na modelagem por SD, conforme sumarizado na Tabela 2.1. 
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Esta ausência de publicações e a reunião de forma didática e organizada em um só 
documento de todos os modelos de componentes de redes em ambas as formulações, 
são as principais motivações para a confecção deste capítulo.  
Serão também apresentados exemplos de modelagem de redes contendo diversos 
componentes. Além disto, a verificação da modelagem da rede por SD será realizada 
comparando suas respostas no tempo com as obtidas com o programa PSCAD. A 
verificação da modelagem por matriz Y(s) será realizada comparando suas respostas em 
frequência com as obtidas com a modelagem por SD. Como citado anteriormente, a 
validação da modelagem por matriz Y(s) não foi feita utilizando o PSCAD porque este 
programa possui recursos limitados para a seleção de FTs e para o traçado de respostas 
em frequência. 
Tabela 2.1: Resumo das referências bibliográficas que tratam da modelagem 
de componentes de redes elétricas 




LT com parâmetros distribuídos e 
dependentes da frequência. [33] [35] 
A exatidão do modelo 
na formulação 
descritora é limitada. 
LT modelada por série de 
circuitos tipo pi. Não existe. Não existe. - 
Transformador de dois e três 
enrolamentos considerando taps 
fora da posição nominal e 
defasagens angulares entre 
enrolamentos. 
Não existe. [36] - 
Circuito RLC série e/ou paralelo 
para a representação de cargas e 
equipamentos shunt (bancos de 
capacitores, de indutores e de 
filtros harmônicos). 
[16]-[19], 
[23] e [34] [23] e [34] - 
Fontes de tensão. [34] [34] - 
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2.2 SISTEMAS DESCRITORES 
A dinâmica de um sistema é função das características dos seus elementos. Na 
modelagem clássica, denominada espaço-estado (ou espaço de estados ou equações de 
estado), equações diferenciais ordinárias de primeira ordem em termos de corrente e 
tensão são utilizadas para representar os elementos indutivos e capacitivos. Desta forma, 
as correntes indutivas e as tensões capacitivas representam as variáveis de estado do 
sistema. Em geral, o par de equações matriciais que modelam um sistema linear na 
formulação espaço-estado possui o seguinte aspecto: 
 
( ) ( ) ( )ttt uBxAx +=&
 
(2.1) 
 ( ) ( ) ( )ttt T uDxCy +=  (2.2) 
sendo x o vetor de variáveis de estado, x&  a derivada temporal de x, u um vetor de 
variáveis de entrada (também denominadas variáveis de controle) e y um vetor de 
variáveis de saída. As matrizes A, B, C e D são constantes, sendo A denominada de 
matriz de estados do sistema. O sobrescrito T denota transposição de matriz ou vetor. 
A obtenção de um modelo dinâmico da rede elétrica na formulação espaço-estado, 
contudo, não é simples. Por definição, os estados formam um conjunto mínimo de 
variáveis capazes de representar a dinâmica de um sistema [55]. Assim sendo, deve-se 
determinar um conjunto de correntes nos elementos indutivos e tensões nos elementos 
capacitivos que seja linearmente independente. 
As dificuldades encontradas para se modelar a rede elétrica pelo método clássico 
espaço-estado podem ser superadas utilizando-se SD [16]-[19], [28], [33], [40]-[47], 
[22], [23], [34], [50]. Neste método, em geral, os elementos do sistema são descritos não 
apenas por equações diferenciais ordinárias de primeira ordem, mas também por 
equações algébricas. Além de serem utilizadas para complementar as descrições 
matemáticas dos elementos, as equações algébricas servem para definir as conexões 
entre eles (topologia da rede) por meio da lei de correntes de Kirchhoff, escrita para 
cada um dos nós da rede. Pode-se afirmar que a modelagem de redes elétricas por SD é 
uma generalização da modelagem por equações de estado. Esta maior generalidade 
possibilita a obtenção de modelos mais eficientes e facilita a implementação 
computacional. Em geral, o par de equações matriciais que modelam um sistema linear 
na formulação por SD possui o seguinte aspecto: 
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( ) ( ) ( )ttt uBxAxT +=&
 (2.3) 
 ( ) ( ) ( )ttt T uDxCy +=  (2.4) 
Como se pode notar, a diferença entre a formulação espaço-estado e a formulação 
utilizando SD é a matriz T que multiplica a derivada temporal do vetor x. No caso da 
matriz T ser a matriz identidade, o SD degenera na formulação espaço-estado. 
2.2.1 Função de Transferência e sua Resposta em Frequência 
Aplicando a transformada de Laplace a (2.3) e a (2.4), obtém-se: 
( ) ( ) ( )ssss uBxAxT +=
 (2.5) 
( ) ( ) ( )sss T uDxCy +=  (2.6) 
Resolvendo (2.5) para x(s) e substituindo em (2.6), obtém-se: 
( ) ( )[ ] ( )sss T uDBATCy +−= −1
 
(2.7) 
Analogamente ao caso escalar, a expressão que relaciona o vetor de saídas y(s) com o 
vetor de entradas u(s) é definida como matriz de FTs H(s): 
 ( ) ( ) DBATCH +−= −1ss T  (2.8) 
O sistema representado por (2.3) e (2.4) possui múltiplas entradas e múltiplas saídas 
(sistema MIMO). Considerando apenas uma das variáveis de entrada (u) e uma das 
variáveis de saída (y), tem-se um sistema SISO, dado por: 
 
( ) ( ) ( )tutt bxAxT +=&
 (2.9) 
 ( ) ( ) ( )tudtty T += xc  (2.10) 
onde os vetores b e c são colunas das matrizes B e C, respectivamente, e d um elemento 
da matriz D. Neste caso, a matriz de FTs H(s) reduz-se a FT escalar H(s) dada por: 
 ( ) ( ) dssH T +−= − bATc 1  (2.11) 
A resposta em frequência da FT H é dada simplesmente pela substituição de s por jω, ou 
seja: 
 ( ) ( ) djjH T +−ω=ω − bATc 1  (2.12) 
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2.2.2 Resposta no Tempo 
Além da resposta no tempo obtida pela aplicação da análise modal, no caso da 
modelagem da rede elétrica por SD é possível obtê-la também facilmente pela 
integração numérica de (2.3), utilizando, por exemplo, o método de integração 
trapezoidal, como mostrado a seguir. 








dtdtdt uBxAxT &  







dtdtttt uBxAxxT  (2.13) 
Aplicando a regra do trapézio a (2.13), obtém-se: 












































uuBxATxAT 22  (2.14) 
O sistema linear dado por (2.14) pode ser resolvido a cada instante de tempo para o 
vetor de estados expandido x. 
A seguir são apresentadas as modelagens dos elementos básicos da rede elétrica por 
sistemas descritores. 
2.2.3 Circuitos RLC 
Circuitos RLC série e paralelo são elementos básicos para a modelagem de diversos 
componentes da rede, como cargas, bancos de capacitores, de indutores e de filtros 
harmônicos passivos. 
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2.2.3.1 RLC Série 
Na Figura 2.1 está mostrado um circuito (ramo) RLC série conectado entre as barras k e 
j. 
 
Figura 2.1: Circuito RLC série 
O comportamento elétrico deste elemento pode ser descrito por um conjunto de duas 











L −+−−=    (2.16) 
onde vk e vj são as tensões nos nós k e j, respectivamente, kji  é corrente no ramo e vC é a 







L −+−=  (2.17) 
2.2.3.2 RLC Paralelo 
Na Figura 2.2 está mostrado um circuito RLC paralelo conectado entre as barras k e j. 
 







O comportamento elétrico deste elemento pode ser descrito por um conjunto de duas 














0=−− Cjk vvv  (2.20) 
onde vk e vj são as tensões nos nós k e j, respectivamente, kji  é a corrente no ramo, vC é a 
tensão no capacitor e iL é a corrente indutiva. Quando não existe indutor no circuito, 






2.2.4 Lei de Correntes de Kirchhoff 
Além das equações que descrevem o comportamento dos elementos da rede elétrica, a 
formulação por SD exige que a lei de correntes de Kirchhoff seja escrita para cada um 
dos seus nós físicos. Suponha que uma barra genérica do sistema, j, esteja conectada a 
um conjunto de barras jΩ . A lei de correntes de Kirchhoff estabelece que o somatório 




kji  (2.22) 
2.2.5 Exemplo de Modelagem de Rede Representada por Circuitos RLCs e 
Fontes de Corrente 
Na Figura 2.3 está mostrado um sistema elétrico de três barras modelado por circuitos 
RLCs série e paralelo. Em cada uma das barras existe uma fonte de corrente. Este 
circuito tem sido utilizado em diversos trabalhos para exemplificar, de forma tutorial, a 
aplicação da análise modal na solução de problemas de harmônicos em sistemas de 
potência como, por exemplo, em [15]-[19]. 
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Figura 2.3: Sistema de três barras 
As equações de cada ramo deste sistema exemplo são dadas a seguir. 















+−=  (2.24) 
0
11 =− Cvv  (2.25) 
















































33 =− Cvv  (2.31) 





L −+−=  (2.32) 





L −+−=  (2.33) 
Aplicando a lei de correntes de Kirchhoff para cada nó (barra) da rede elétrica, obtém-
se: 
11312100 iiii +−−−=  (2.34) 
212200 iii ++−=  (2.35) 
313300 iii ++−=  (2.36) 
O vetor x será composto pelas variáveis de cada ramo (elemento) e das tensões de cada 
nó, como se segue: 
[ ]TCLCLCL vvviiiviiviivi 3211312302010 332211=x  (2.37) 
Deve-se observar que os capacitores C1, C2 e C3 são elementos em derivação, ou seja, 
estão ligados à terra. Neste caso, as variáveis vC de cada capacitor são iguais às tensões 
v de cada nó e poderiam ter sido eliminadas, reduzindo-se as dimensões do sistema de 
equações. No entanto, para que a matriz T seja uma matriz diagonal isto não foi feito. 
Sendo a matriz T diagonal, ela pode ser armazenada na forma de vetor esparso, trazendo 
vantagens computacionais. 
As variáveis de entrada u e de saída y foram consideradas, respectivamente, como as 
correntes das fontes e as tensões das barras, sendo dadas por: 
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[ ]Tiii 321=u  (2.38) 
[ ]Tvvv 321=y  (2.39) 
As matrizes T, A, B, C e D são dadas a seguir. Para melhor visualização da esparsidade 




































































































































































































=D  (2.44) 



































































sendo x1 o vetor das variáveis dos elementos e v o vetor de tensões dos nós, I a matriz 

















































BC =  (2.51) 
20D =  (2.52) 
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Seja nv o número de variáveis dos elementos e nn o número de nós (barras) da rede 
elétrica. As várias dimensões das matrizes e vetores estão listadas na Tabela 2.2. 
Tabela 2.2: Dimensões das matrizes e vetores 
Matrizes 
Matriz/Vetor Dimensão 
A1, T1 vv nn ×  
A2, 01 nv nn ×  
I, 02 nn nn ×  
A, T ( ) ( )nvnv nnnn +×+  
B, C ( ) nnv nnn ×+  
Vetores 
x1 vn  
v, u, y nn  
x nv nn +  
 
A formulação por sistemas descritores produz matrizes com estruturas esparsas que 
permitem a solução computacionalmente mais eficiente que as da formulação por 
equações de estado, embora para este sistema pequeno isto não seja aparente. Mesmo 
considerando as maiores dimensões das matrizes, sistemas de grande porte são mais 
eficientemente resolvidos por sistemas descritores do que por equações de estado. 
2.2.6 Fontes de Corrente entre Barras 
Suponha que no sistema de três barras mostrado na Figura 2.3 exista, como variável de 
entrada, apenas a fonte de corrente i2 = i. Neste caso, a matriz B e o vetor u que 
modelam o efeito das fontes, se transformam no vetor b e no escalar u, respectivamente, 
dados por: 
[ ] T01000000000=b  (2.53) 
iu =
 (2.54) 
Considere, agora, uma fonte de corrente i conectada entre os nós 2 e 3, conforme 
mostrado esquematicamente na Figura 2.4. Como pode ser observado, o efeito desta 
fonte é o de injetar positivamente a corrente i no nó 2 e negativamente no nó 3. Conclui-
se, portanto, que o circuito mostrado na Figura 2.4 é equivalente ao mostrado na Figura 
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2.5. De acordo com esta equivalência, o efeito da fonte conectada entre os nós 2 e 3 
pode ser modelado pelo escalar u dado por (2.54) e pelo novo vetor b dado por: 
[ ]T11000000000 −=b  (2.55) 
 
Figura 2.4: Fonte de corrente conectada entre dois nós 
 
Figura 2.5: Circuito equivalente com fontes de corrente ligadas à barra de referência 
2.2.7 Fontes de Tensão 
Considere uma fonte de tensão fv  com impedância interna zf  dada por 















 fff LjRz ω+=  (2.56) 
sendo ω a frequência fundamental do sistema. Esta fonte, conectada entre as barras k e j, 
está mostrada na Figura 2.6. 
 
Figura 2.6: Fonte de tensão conectada entre as barras k e j 









L ++−−=  (2.57) 
Considere o sistema de três barras com a adição de uma fonte de tensão vf  conectada 
entre os nós 2 e 3, conforme mostrado na Figura 2.7. 
 
Figura 2.7: Sistema de três barras com fonte de tensão 
Com exceção do ramo da fonte de tensão, as equações dos demais ramos são 
exatamente as mesmas do sistema original apresentado na Figura 2.3. De acordo com 









L ++−−= 32  (2.58) 
Portanto, em relação ao sistema original, a consideração da fonte de tensão adiciona 
uma nova variável de estado e uma nova variável de entrada, ou seja, a corrente if e a 
tensão interna vf, respectivamente. Note também que a corrente da fonte modificará as 
equações (2.35) e (2.36), resultantes da aplicação da lei de Kirchhoff aos nós (barras) 2 
e 3 da rede elétrica. Para o novo sistema mostrado na Figura 2.7, estas equações se 
modificam para: 
212200 iiii f +++−=  (2.59) 
313300 iiii f +−+−=  (2.60) 
Desta forma, o sistema mostrado na Figura 2.7 será descrito pelo conjunto formado 
pelas equações numeradas de (2.23) à (2.33), acrescido de (2.58) (12ª equação do 
conjunto), que são provenientes das descrições matemáticas dos elementos, e das 
equações (2.34), (2.59) e (2.60) (três últimas equações do conjunto), provenientes da 
aplicação da lei de correntes de Kirchhoff aos nós da rede elétrica. 
As linhas e/ou colunas adicionadas aos vetores x e u e às matrizes T, A, B, C e D do 
sistema original mostrado na Figura 2.3, para a consideração da fonte de tensão 
conectada entre os nós 2 e 3, conforme mostrado na Figura 2.7, estão destacados em 
amarelo nas equações a seguir. 
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(2.67) 
2.2.8 Verificação da Modelagem Descritora de Redes Contendo Circuitos RLCs e 
Fontes de Tensão e Corrente 
A verificação da modelagem descritora de redes elétricas formadas por circuitos RLCs 
série, paralelo e fontes de tensão e/ou corrente pode ser feita utilizando o circuito 
mostrado na Figura 2.3. A frequência nominal do sistema é 50 Hz e as bases de tensão e 
potência são 20 kV e 10 MVA, respectivamente. Seus parâmetros elétricos estão 
apresentados na Tabela 2.3. 
Tabela 2.3: Parâmetros do sistema de três barras 
Indutância (mH) Resistência (Ω) Capacitância (µF) 
L1 8.0 R2 80.0 C1 23.9 
L2 424.0 R3 133.0 C2 8.0 
L3 531.0 R12 0.46 C3 11.9 
L12 9.7 R13 0.55 
L13 11.9 
 
Considere, por exemplo, a aplicação de um degrau unitário de corrente (em pu) na 
barra 2 (as demais fontes de corrente que aparecem na figura estão anuladas). Na Figura 
2.8 estão mostradas as curvas da tensão resultante na barra 1, obtidas com a modelagem 
proposta implementada em um programa desenvolvido em MATLAB e com o 
programa comercial PSCAD. Como se pode observar, estas curvas são visualmente 
coincidentes. Se ao invés de um degrau de corrente for aplicado um degrau de tensão na 
barra 2, as curvas de tensão na barra 1 assumem o aspecto mostrado na Figura 2.9 e, 
mais uma vez, verifica-se que os dois programas produzem resultados idênticos. 
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Figura 2.8: Tensão na barra 1 devida a um degrau de corrente na barra 2 
 
Figura 2.9: Tensão na barra 1 devida a um degrau de tensão na barra 2 
2.2.9 Linhas de Transmissão 
Nesta formulação, as linhas de transmissão (LTs) da rede elétrica são modeladas por 
uma série de circuitos pi. Na Figura 2.10 está mostrada uma destas séries conectando os 
nós k e j. Entre os nós físicos k e j (barras do sistema), existem os nós internos ou 
virtuais (necessários para a construção dos modelos dos equipamentos) numerados de 1 











































Figura 2.10: Série de circuitos pi 







+−=  (2.68) 













Fazendo ∑ = 0i  para o nó genérico m obtém-se: 
1,2,1,,1 −=−= +− nmiidt
dvC mmmmm  (2.70) 









Das condições de contorno, tem-se que: 
01 =− vvk  (2.72) 
0=− jn vv  (2.73) 
2.2.10 Exemplo de Modelagem de Rede com Linha de Transmissão 
A energização de uma LT pode ser modelada por uma série de circuitos pi conectada a 
uma fonte de tensão, conforme mostrado na Figura 2.11. Para facilidade de montagem 
das matrizes e vetores resultantes da modelagem através da formulação descritora, 
utilizaram-se apenas três circuitos pi. Deve-se observar que para estudos envolvendo 




Figura 2.11: Energização de uma LT 








































−=  (2.80) 
01 =− vvk  (2.81) 
04 =− jvv  (2.82) 
No caso do circuito da Figura 2.11, a fonte de tensão é ideal, ou seja, Rf = Lf = 0. Logo 
(2.57) reduz-se a: 
0=− kf vv  (2.83) 
A aplicação da lei de correntes de Kirchhoff ao nó 1 resulta: 
01, =− kf ii  (2.84) 
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A aplicação da lei de correntes de Kirchhoff ao nó j resulta: 
0
,4 =ji  (2.85) 
O vetor x será composto pelas variáveis dos circuitos pi, da corrente da fonte e das 
tensões de cada nó físico, como se segue: 
[ ]Tjkfjk vviiiviviviv ,41,44,333,222,11=x  (2.86) 
A variável de entrada é a tensão da fonte conectada à barra k e as variáveis de saída 
foram selecionadas como sendo as tensões em cada nó físico. Logo: 
fvu =  (2.87) 
[ ]Tjk vv=y  (2.88) 























































































































A  (2.90) 
 






















2.2.11 Verificação da Modelagem Descritora de Redes Contendo Linhas de 
Transmissão Modeladas por Séries de Circuitos pi 
A verificação da modelagem descritora de redes elétricas contendo LTs pode ser feita 
utilizando o circuito mostrado na Figura 2.11, utilizando três circuitos pi. 
O perfil geométrico da torre, a tensão, os dados elétricos dos subcondutores, a 
resistividade, a permitividade elétrica e a permeabilidade magnética do solo, 
considerados para o cálculo dos parâmetros elétricos por unidade de comprimento da 
LT utilizada para os testes, estão apresentados no Apêndice A. 
Os valores destes parâmetros (sequência positiva) calculados para 60 Hz, utilizando a 













0.0227578 0.883978 13.0175 300 
 
Na Figura 2.12 estão mostradas as curvas da tensão resultante na Barra j (receptor), 
devidas à energização da LT, obtidas com o programa em MATLAB e com o programa 
PSCAD. Como se pode observar, estas curvas são visualmente coincidentes. 
 
Figura 2.12: Energização de uma LT modelada por três circuitos pi 
2.2.12 Modelagem de Sequência Positiva de Transformadores 
Para um melhor entendimento do modelo proposto e das possibilidades de sua 
aplicação, é necessário, primeiro, o estabelecimento de algumas definições e conceitos, 
o que será feito nas duas próximas seções. 
2.2.12.1 Representação Complexa da Entrada 
É bem conhecido que a função real cosseno, dada por 
( ) ( )θ+ω= tFtf A cos  (2.94) 
pode ser representada pela projeção real da função complexa 




























( ) ( )[ ] [ ]tjeFtFtf ωℜ=ℜ= ~  (2.97) 
A principal vantagem deste tipo de representação é a rápida determinação da solução de 
regime permanente de um circuito a uma entrada cossenoidal dada por (2.94). Devido às 
propriedades analíticas de (2.95), em particular sua derivada temporal, as equações 
diferenciais que descrevem o circuito podem ser transformadas em equações algébricas 
no domínio da frequência. Assim, a solução de regime permanente Y(t) à entrada (2.95) 
pode ser facilmente encontrada. Finalmente, a solução y(t) à entrada (2.94) é obtida 
simplesmente pela projeção no eixo real de Y(t), ou seja, [ ])()( tYty ℜ= . 
Considerando uma função genérica real f, ao invés de simplesmente funções 
cossenoidais, (2.97) pode ser generalizada por: 
 ( ) ( )[ ] ( )[ ] ( )[ ]tjjAtj eetFetFtFtf ωθω ℜ=ℜ=ℜ= ~  (2.98) 
onde FA(t) é uma função de amplitude real ou complexa. Na literatura técnica [56]-[58] 
( )tF~  é denominado fasor dinâmico. 
Seja f um degrau unitário ( )t1  que pode ser representado por ( ) )(1 ttFA =  e θ = ω = 0. 
Alternativamente, esta função pode ser representada por ( ) )(12 ttFA ×= , θ = 60o, e 
ω = 0, ou por ( ) ( )θ+ω−= tjA etF  para quaisquer valores θ e ω. De fato, a função degrau 
pode ser representada por qualquer combinação de FA(t), θ e ω tal que 
( )[ ] ( ) ( )[ ] ( ) ( )tttFttF AA 1sincos =θ+ωℑ−θ+ωℜ . 
A generalização dada por (2.98) permite a definição de uma entrada de tensão trifásica 









































































o120jea =  e 
( ) ( ) θ= jA etVtV~  (2.100) 
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Da mesma forma que FA(t), VA(t) pode ser uma função real ou complexa. 
2.2.12.2 Fundamentos do Modelo de Sequência Positiva 
Na Figura 2.13 está mostrado um transformador trifásico Y-∆ ideal, alimentado por uma 
entrada de tensão trifásica balanceada representada pelo vetor coluna 
( ) ( ) ( )[ ]Tcba tVtVtV 111 . Este vetor é similar ao argumento do operador ℜ em (2.99). 
 
Figura 2.13: Transformador trifásico Y-∆ ideal 
A tensão secundária fase-fase ( )tV ab2  está relacionada com a tensão fase-neutro 
primária ( )tV a1  por 
 
( ) ( ) ( ) ( )tVrtVtVtV abaab 1222 =−=  (2.101) 
onde r é a relação de transformação real, que considera o tap do transformador fora da 
posição nominal. Uma vez que as tensões primárias são balanceadas, as secundárias 
também serão. Assim, para a sequência positiva, tem-se: 
( ) ( )tVatV ab 222 =  (2.102) 
Substituindo (2.102) em (2.101), obtém-se: 












=  (2.103) 
Fazendo o mesmo processo para as outras fases, obtém-se: 


























 ( ) o303 jerm −=  (2.105) 
Note que o fabricante fornece os dados de m (módulo e ângulo) e não de r, que necessita 
o fator de correção de 3  devido à conexão Y∆. 
A Equação (2.104) sugere o modelo de sequência positiva mostrado na Figura 2.14 para 
o transformador trifásico ideal considerando taps fora da posição nominal e defasagem 
angular entre enrolamentos. Nesta figura, V1(t) é igual a V1a(t), V1b(t) ou V1c(t). 
Consequentemente V2(t) será igual a V2a(t), V2b(t) ou V2c(t), respectivamente. 
 
Figura 2.14: Modelo de sequência positiva 
Da Figura 2.14, tem-se 
( ) ( )tVmtV 12 =  (2.106) 
Uma vez que as potências no primário e secundário são iguais, pode-se escrever 
( ) ( ) ( ) ( )tItVtItV *22*11 =  (2.107) 
onde o sobrescrito * denota complexo conjugado. 
Substituindo (2.106) em (2.107), obtém-se: 
( ) ( )tImtI 2*1 =  (2.108) 













=  (2.109) 
A razão ( ) ( )sIsV 22  é igual a impedância Z2(s) e a razão ( ) ( )sIsV 11  é a impedância 








( ) ( ) 221 msZsZ =  (2.110) 
Note que o modelo de sequência negativa é análogo. A única diferença é a defasagem 
angular, que é igual ao negativo da defasagem do modelo de sequência positiva. Deve-
se obsevar que embora no desenvolvimento do modelo de sequência positiva do 
transformador, mostrado na Figura 2.14, tenha sido utilizada a ligação Y∆, o que 
corresponde a uma defasagem de −30º entre os enrolamentos, este modelo é válido para 
qualquer ângulo de defasagem [59], [60]. 
Diagramas de sequência zero para várias conexões de enrolamentos de transformadores 
podem ser encontrados em diversos livros texto, como, por exemplo, [61]. 
2.2.12.3 Considerações a Respeito da Resposta no Tempo 
É importante enfatizar que o modelo de sequência positiva mostrado na Figura 2.14 é 
apropriado para entradas de tensão do tipo 
( ) ( ) ( ) ( ) ( )θ+ωωθω === tjAtjjAtj etVeetVetVtV ~1  (2.111) 
onde VA(t) é uma função de amplitude real ou complexa. Assim, caso se deseje a 
resposta v2(t) à entrada real v1(t) é necessário, primeiramente, escrever v1(t) como a 
projeção real de V1(t) dada genericamente por (2.111). As respostas às entradas de 
tensão na forma de cosseno, degrau e impulso serão analisadas a seguir. 
Resposta ao Cosseno 
Seja 
( ) ( )α+ω= ttv cos1  (2.112) 
Fazendo ( ) 1=tVA  e α=θ em (2.111), obtém-se: 
( ) ( )[ ] ( )[ ]α+ωℜ=ℜ= tjetVtv 11  (2.113) 
Note que V1(t) corresponde à tensão da fase a, V1a(t), da entrada complexa trifásica 










































Consequentemente, V2(t) corresponde a resposta da fase a do sistema a esta entrada. Por 
outro lado, v1(t) corresponde à tensão da fase a, v1a(t), da entrada real trifásica 














































































Consequentemente, ( ) ( )[ ]tVtv 22 ℜ=  corresponde a resposta da fase a do sistema a esta 
entrada. 
Resposta ao Degrau 
Neste caso, tem-se: 
 
( ) ( )ttv 11 =  (2.116) 
Fazendo ( ) )(1 ttVA =  e θ = ω = 0 em (2.111), obtém-se: 
( ) ( )[ ] ( )[ ]ttVtv 111 ℜ=ℜ=  (2.117) 
Note que V1(t) corresponde à tensão da fase a, V1a(t), da entrada complexa trifásica 









































Consequentemente, V2(t) corresponde a resposta da fase a do sistema a esta entrada. Por 
outro lado, v1(t) corresponde à tensão da fase a, v1a(t), da entrada real trifásica 










































































Consequentemente, ( ) ( )[ ]tVtv 22 ℜ=  corresponde a resposta da fase a do sistema a esta 
entrada. 
Resposta ao Impulso 
Finalmente, neste caso, tem-se: 
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( ) ( )ttv δ=1  (2.120) 
Fazendo ( ) )(ttVA δ=  e θ = ω = 0 em (2.111), obtém-se: 
( ) ( )[ ] ( )[ ]ttVtv δℜ=ℜ= 11  (2.121) 
Note que V1(t) corresponde à tensão da fase a, V1a(t), da entrada complexa trifásica 








































Consequentemente, V2(t) corresponde a resposta da fase a do sistema a esta entrada. Por 
outro lado, v1(t) corresponde à tensão da fase a, v1a(t), da entrada real trifásica 










































































Consequentemente, ( ) ( )[ ]tVtv 22 ℜ=  corresponde a resposta da fase a do sistema a esta 
entrada. 
Considerando um passo de integração apropriado ∆t, um impulso unitário no domínio 
do tempo pode ser aproximado pela função triangular mostrada na Figura 2.15, onde 
k << 1 (e.g. 10−6). 
 





É importante observar que (2.119) e (2.123) são entradas de tensão trifásica balanceada 
na forma de degrau e de impulso, generalizando, desta forma, a definição que existia 
somente para entradas cossenoidais, dadas por (2.115). 
2.2.12.4 Transformador de Dois Enrolamentos 
Na Figura 2.16 está representado o diagrama elétrico de sequência positiva de um 
transformador de 2 enrolamentos com suas grandezas em pu conectando os nós k e j de 
uma rede elétrica. Os símbolos m1 e m2 denotam relações de transformação que 
modelam os taps do transformador. RT e LT denotam a resistência e a indutância de 
dispersão total dos enrolamentos. Os demais símbolos referem-se às grandezas de 
tensão e corrente definidas conforme convenção na figura. 
Deve-se observar que o ângulo de defasagem, devido a diferentes tipos de ligação entre 
os enrolamentos primário e secundário, pode ser considerado definindo-se as relações 
de transformação m1 e m2 como números complexos, com os seus módulos definidos 
pelas posições relativas dos taps em relação às posições nominais e ângulos definidos 
pela defasagem existente entre os enrolamentos e um enrolamento fictício ligado em Y. 
Assim, para o primário ligado em Y e o secundário em ∆, tem-se 11 mm =  e 
o30
22
jemm −= . 
 
Figura 2.16: Modelo de um transformador de 2 enrolamentos com taps 
fora da posição nominal e grandezas em pu 












L TT +−=  (2.124) 
Tem-se que: 






212,1 vvv −=  (2.125) 
No entanto, 
 
( ) kvmv 11 1=  (2.126) 
 
( ) jvmv 22 1=  (2.127) 





















L jkTT −+−=  (2.129) 
2.2.12.5 Exemplo de Modelagem de Rede com Transformador de Dois Enrolamentos 
Na Figura 2.17 está mostrada uma rede contendo um transformador de dois 
enrolamentos, uma fonte de tensão e dois circuitos RLCs. 
 
Figura 2.17: Rede contendo transformador de dois enrolamentos 
As equações diferenciais e algébricas de cada elemento do circuito são desenvolvidas a 
seguir. 
• Ramo RL série conectado entre as barras j e de referência 












• Capacitor conectado entre as barras j e de referência 












C j =  (2.131) 
0=− jCj vv  (2.132) 
• Transformador conectado entre as barras 1 e 2 










L jkTT −+−=  (2.133) 
• Fonte de tensão conectada entre as barras 1 e de referência 





L +−−=  (2.134) 
A seguir serão obtidas as equações provenientes da aplicação da lei de Kirchhoff para 
correntes aos nós do sistema: 
• Nó k 
01, =− kf ii  (2.135) 






ik =  (2.136) 





i f  (2.137) 
• Nó j 
( ) ( ) 020,10,2, =−−− jjj iii  (2.138) 






i j −=  (2.139) 
Substituindo (2.139) em (2.138), obtém-se: 
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ii jj  (2.140) 
O vetor x será composto pelas variáveis de cada elemento e das tensões de cada nó, 
como se segue: 
( ) ( )[ ]TjkfjCj vviiivi j 2,120,10,=x  (2.141) 
A entrada u e a saída y, neste caso, são dadas por: 
fvu =  (2.142) 
[ ]Tjk vv=y  (2.143) 


























































































A  (2.145) 















A partir das matrizes determinadas neste item, para redes elétricas com transformadores 
com relações de transformação representadas por números complexos, pode-se concluir 















































































onde o sobrescrito * representa o conjugado transposto. 
2.2.12.6 Verificação da Modelagem Descritora de Redes Contendo Transformadores 
de Dois Enrolamentos 
A verificação da modelagem descritora de redes elétricas contendo transformadores de 
dois enrolamentos pode ser feita utilizando o circuito mostrado na Figura 2.17, onde o 
primário e secundário estão conectados às barras k e j, respectivamente. Os dados do 
transformador estão apresentados na Tabela 2.5 e os dados dos demais componentes do 
sistema na Tabela 2.6. 
Tabela 2.5: Parâmetros do transformador 
Enrolamento Ligação 
Tensão 
(kV) Tap (pu) 
Impedância de cc (pu) 
(Sbase = 500 MVA) 
Primário Y 500 1 
TTT LjRz ω+=  j 0.10 Secundário ∆ 230 o3005.1 je−  
 
Tabela 2.6: Parâmetros dos demais componentes do sistema 
Indutância (H) Resistência (Ω) Capacitância (µF) 
Lf 0.265 Rf 10 Cj 1.4 
Lj 1 Rj 550 
 
Note que a fonte de tensão vf, atrás da impedância fff LjRz ω+=  pode ser 
interpretada como um equivalente de Thévenin. 
Na Figura 2.18 (a) estão apresentadas as respostas de tensão na barra j (secundário), 
devidas a uma entrada de tensão vf na forma de cosseno unitário, obtidas com o 
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programa em MATLAB e com o programa PSCAD. No caso do programa PSCAD, a 
resposta de tensão traçada é a da fase a e a fonte de tensão trifásica balanceada aplicada 
é dada por (2.115). 
As respostas de tensão na barra j, devidas a uma entrada de tensão vf na forma de degrau 
unitário, obtidas com o programa em MATLAB e com o programa PSCAD, estão 
mostradas na Figura 2.18 (b). No caso do programa PSCAD, a resposta de tensão 
traçada é a da fase a e a fonte de tensão trifásica balanceada aplicada é dada por (2.119). 
Na Figura 2.18 (c) estão apresentadas as respostas de tensão na barra j, devidas a uma 
entrada de tensão vf na forma de impulso unitário, obtidas com o programa em 
MATLAB e com o programa PSCAD. No caso do programa PSCAD, a resposta de 
tensão traçada é a da fase a, obtida derivando-se em relação ao tempo a resposta ao 
degrau mostrada na Figura 2.18 (b), utilizando um bloco derivativo numérico disponível 
no programa. No caso do programa em MATLAB, a função impulso foi aproximada 





Resposta de tensão na barra j devida a uma entrada de tensão na forma de cosseno unitário 
 
(b) 
Resposta de tensão na barra j devida a uma entrada de tensão na forma de degrau unitário 
 
(c) 
Resposta de tensão na barra j devida a uma entrada de tensão na forma de impulso unitário 
Figura 2.18: Respostas de tensão na barra j devidas a entradas de tensão 
com formas de onda de cosseno, degrau e impulso 
As tensões de regime permanente (500 ms a 530 ms) nas barras k (primário) e j 




















































pelo programa em MATLAB (correspondentes a fase a do PSCAD), estão mostradas na 
Figura 2.19. A defasagem entre a tensão do secundário e a do primário é claramente 
notada e de aproximadamente −30º. Se a indutância de dispersão fosse zero 
(transformador ideal) então esta defasagem seria de exatamente −30º. A amplitude da 
tensão na barra j é normalmente reduzida em relação a da barra k por causa da queda de 
tensão sobre a indutância de dispersão. No entanto, a amplitude da barra j é maior 
devido ao tap do enrolamento secundário estar na posição de 1.05 pu. 
 
Figura 2.19: Tensões de regime permanente devidas a uma entrada 
de tensão na forma de cosseno unitário 
2.2.12.7 Transformador de Três Enrolamentos 
Na Figura 2.20 está representado o diagrama elétrico de sequência positiva de um 
transformador de 3 enrolamentos com suas grandezas em pu conectando os nós k, j e l 
de uma rede elétrica. Os símbolos 1m , 2m  e 3m  denotam relações de transformação 
que modelam os taps do transformador, podendo assumir valores complexos, conforme 
mencionado no item 2.2.12.4. 
1TR , 1TL , 2TR , 2TL , 3TR  e 3TL  denotam as resistências e 
as indutâncias de dispersão dos enrolamentos conectados às barras k, j e l, 
respectivamente. Os demais símbolos referem-se às grandezas de tensão e corrente 






















Figura 2.20: Modelo de um transformador de 3 enrolamentos com taps 
fora da posição nominal e grandezas em pu 














L TT +−=  (2.150) 
Tem-se que: 
414,1 vvv −=  (2.151) 
No entanto, 
( ) kvmv 11 1=  (2.152) 






v k −=  (2.153) 










































L lTT −+−=  (2.156) 
Aplicando a lei de Kirchhoff para as correntes ao nó 4, obtém-se: 
04,34,24,1 =++ iii  (2.157) 
2.2.12.8 Exemplo de Modelagem de Rede com Transformador de Três Enrolamentos 
Na Figura 2.21 está mostrada uma rede contendo um transformador de três 
enrolamentos e circuitos RLCs. 
 
Figura 2.21: Rede contendo transformador de três enrolamentos 
As equações diferenciais e algébricas de cada elemento do circuito são desenvolvidas a 
seguir. 
• Ramo RL série conectado entre as barras j e de referência 
De acordo com (2.17), tem-se: 










• Capacitor conectado entre as barras j e de referência 
















C j =  (2.159) 
0=− jCj vv  (2.160) 
• Ramo RL série conectado entre as barras 3 e de referência 








• Transformador conectado entre as barras k, j e l 
A consideração do transformador é feita por meio das equações (2.154), (2.155), (2.156) 


































L lTT −+−=  (2.164) 
04,34,24,1 =++ iii  (2.165) 
• Fonte de tensão conectada entre as barras 1 e de referência 





L +−−=  (2.166) 
A seguir serão obtidas as equações provenientes da aplicação da lei de Kirchhoff para 
correntes aos nós físicos (barras) do sistema: 
• Nó k 
01, =− kf ii  (2.167) 







ik =  (2.168) 





i f  (2.169) 
• Nó j 
( ) ( ) 02,20,10, =−−− jjj iii  (2.170) 






i j =  (2.171) 
Substituindo (2.171) em (2.170), obtém-se: 







ii jj  (2.172) 
• Nó l 
03,0, =−− ll ii  (2.173) 






il =  (2.174) 





il  (2.175) 
O vetor x será composto pelas variáveis de cada elemento e das tensões de cada nó, 
como se segue: 
( ) ( )[ ]TljkfljCj vvviviiiiivi j 44,34,24,10,20,10,=x  (2.176) 
A entrada u e a saída y, neste caso, são dadas por: 
fvu =  (2.177) 
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[ ]Tljk vvv=y  (2.178) 
As matrizes T, A, B, C e D são dadas a seguir. Para melhor visualização da esparsidade 





























































































































































































2.2.12.9 Verificação da Modelagem Descritora de Redes Contendo Transformadores 
de Três Enrolamentos 
A verificação da modelagem descritora de redes elétricas contendo transformadores de 
três enrolamentos pode ser feita utilizando o circuito mostrado na Figura 2.21, onde o 
primário, secundário e terciário estão conectados às barras k, j e l, respectivamente. Os 
valores dos parâmetros elétricos atribuídos aos componentes deste sistema foram 
retirados da referência [36], sendo que os dados do transformador estão apresentados na 
Tabela 2.7 e os dados dos demais componentes do sistema na Tabela 2.8. 
Tabela 2.7: Parâmetros do transformador 
Enrolamento Ligação Tensão (kV) Tap (pu) Impedância de cc (pu) (Sbase = 750 MVA) 
Primário Y 500 1 12Tz  j 0.15 
Secundário Y 230 1.05 23Tz  j 0.20 
Terciário ∆ 13.8 o30je−  13Tz  j 0.40 
 
Tabela 2.8: Parâmetros dos demais componentes do sistema 
Indutância (H) Resistência (Ω) Capacitância (µF) 
Lf 0.265 Rf 10 Cj 1.4 
Lj 1 Rj 550 
Ll 0.0101 Rl 0.0544 
 
As impedâncias 
111 TTT LjRz ω+=  (2.183) 
222 TTT LjRz ω+=  (2.184) 
333 TTT LjRz ω+=  (2.185) 
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conectadas entre os nós internos 1 e 4, 2 e 4 e 3 e 4, relacionam-se com as impedâncias 












TTTT zzzz −+=  (2.188) 
Na Figura 2.22 (a) e (b), estão apresentadas as respostas de tensão nas barras j e l 
(secundário e terciário, respectivamente), devidas a uma entrada de tensão vf na forma 
de cosseno unitário, obtidas com o programa em MATLAB e com o programa PSCAD. 
No caso do programa PSCAD, as respostas de tensão traçadas são as da fase a e a fonte 
de tensão trifásica balanceada aplicada é dada por (2.115). 
As respostas de tensão nas barras j e l, devidas a uma entrada de tensão vf na forma de 
degrau unitário, obtidas com o programa em MATLAB e com o programa PSCAD, 
estão mostradas na Figura 2.22 (c) e (d). No caso do programa PSCAD, as respostas de 
tensão traçadas são as da fase a e a fonte de tensão trifásica balanceada aplicada é dada 
por (2.119). 
Na Figura 2.22 (e) e (f), estão apresentadas as respostas de tensão nas barras j e l, 
devidas a uma entrada de tensão vf na forma de impulso unitário, obtidas com o 
programa em MATLAB e com o programa PSCAD. No caso do programa PSCAD, as 
respostas de tensão traçadas são as da fase a, obtidas derivando-se em relação ao tempo 
as respostas ao degrau mostradas na Figura 2.22 (c) e (d), utilizando um bloco 
derivativo numérico disponível no programa. No caso do programa em MATLAB, a 





Resposta de tensão na barra j devida a uma entrada de 
tensão na forma de cosseno unitário 
 
(b) 
Resposta de tensão na barra l devida a uma entrada de 
tensão na forma de cosseno unitário 
 
(c) 
Resposta de tensão na barra j devida a uma entrada de 
tensão na forma de degrau unitário 
 
(d) 
Resposta de tensão na barra l devida a uma entrada de 
tensão na forma de degrau unitário 
 
(e) 
Resposta de tensão na barra j devida a uma entrada de 
tensão na forma de impulso unitário 
 
(f) 
Resposta de tensão na barra l devida a uma entrada de 
tensão na forma de impulso unitário 
Figura 2.22: Respostas de tensão nas barras j e l devidas a entradas de tensão 
com formas de onda de cosseno, degrau e impulso 
A análise das tensões de regime permanente nos terminais do transformador de três 
enrolamentos é bastante similar à realizada para o transformador de dois enrolamentos 
no item 0. Mesmo assim, julga-se interessante fazê-la, conforme a seguir. As tensões de 
regime permanente (500 ms a 530 ms) nas barras k, j e l (primário, secundário e 
terciário, respectivamente), devidas a uma entrada de tensão na forma de cosseno 
unitário, calculadas pelo programa em MATLAB (correspondentes a fase a do 













































































































tensões dos outros dois enrolamentos é claramente notada e de aproximadamente −30º. 
Se as indutâncias de dispersão fossem zero (transformar ideal) então esta defasagem 
seria de exatamente −30º. As amplitudes das tensões nas barras j e l são normalmente 
reduzidas em relação a da barra k por causa das quedas de tensões sobre as indutâncias 
de dispersão. No entanto, a amplitude da barra j é maior devido ao tap do enrolamento 
secundário estar na posição de 1.05 pu. 
 
Figura 2.23: Tensões de regime permanente devidas a uma entrada 
de tensão na forma de cosseno unitário 
2.3 MATRIZ Y(s) 
As relações dinâmicas entre as diversas entradas e saídas de uma rede elétrica podem 
ser modeladas diretamente no domínio da frequência complexa s, por meio da seguinte 
formulação matricial [12], [13], [20], [21], [24]-[27], [35], [36], [48], [49], [22], [23], 
[34], [50]: 
 
)()()( sss uBxY =
 (2.189) 
 )()()( sss T uDxCy +=  (2.190) 
onde x é o vetor de variáveis usualmente composto pelas tensões das barras e correntes 
das fontes de tensão da rede, u um vetor de variáveis de entrada e y um vetor de 
variáveis de saída. As matrizes B, C e D são constantes. Por outro lado, Y(s) é uma 





















Para uma rede elétrica composta por elementos passivos e por fontes de corrente, sua 
matriz Y(s) é construída de forma análoga à utilizada para construir a matriz de 
admitâncias nodais na frequência fundamental, comumente utilizada em ferramentas 
computacionais de análise de sistemas elétricos de potência (fluxo de potência, curto 
circuito, estabilidade eletromecânica, etc.). Assim sendo, o elemento diagonal iiy  da 
matriz Y(s) é calculado pela soma de todas as admitâncias elementares conectadas ao nó 
i. Adicionalmente, o elemento fora da diagonal ijy  é igual ao negativo da soma das 
admitâncias elementares conectadas entre os nós i e j. Para redes que também 
contenham fontes de tensão, equações extras baseadas nas leis de Kirchhoff devem ser 
escritas para os nós da rede conectados a estas fontes. 
A análise modal da rede elétrica (cálculo de polos, zeros, sensibilidades, etc.) pode ser 
realizada utilizando algoritmos baseados no método de Newton [48], [49] e [37], o que 
exige a obtenção da matriz derivada de Y(s) em relação à s. Esta matriz derivada pode 
ser obtida analiticamente seguindo as mesmas regras de montagem da matriz Y(s). 
Neste caso, estas regras devem ser aplicadas às derivadas em relação à s das 
admitâncias elementares do sistema. 
2.3.1 Função de Transferência e sua Resposta em Frequência 
Resolvendo (2.189) para x(s) e substituindo em (2.190), obtém-se: 
( ) ( )[ ] ( )sss T uDBYCy += −1  (2.191) 
Analogamente ao caso escalar, a expressão que relaciona o vetor de saídas y(s) com o 
vetor de entradas u(s) é definida como matriz de FTs H(s): 
( ) ( ) DBYCH += −1ss T  (2.192) 
O sistema representado por (2.189) e (2.190) é um sistema MIMO, possuindo múltiplas 
entradas e múltiplas saídas. Considerando apenas uma das variáveis de entrada (u) e 
uma das variáveis de saída (y), tem-se um sistema SISO, dado por: 
)()()( suss bxY =
 (2.193) 
)()()( sussy T Dxc +=  (2.194) 
onde os vetores b e c são colunas das matrizes B e C, respectivamente, e d um elemento 
da matriz D. Neste caso, a matriz de FTs H(s) reduz-se a FT escalar H(s) dada por: 
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( ) ( ) dssH T += − bYc 1  (2.195) 
A resposta em frequência da função de transferência H é dada simplesmente pela 
substituição de s por jω, ou seja: 
( ) ( ) djjH T +ω=ω − bYc 1  (2.196) 
2.3.2 Resposta no Tempo 
Além da resposta no tempo obtida pela aplicação da análise modal, no caso da 
modelagem da rede elétrica por matriz Y(s) é possível obtê-la também utilizando 
técnicas avançadas para o cálculo numérico da transformada inversa de Laplace de 
(2.189) ou de (2.191) [62]. No entanto, julga-se que a implementação computacional de 
alguma destas técnicas seja desnecessária para os objetivos deste item, pois a 
verificação dos modelos dos componentes de redes elétricas pode ser feita pela 
comparação entre respostas em frequência ou pela resposta no tempo modal. 
A seguir são apresentadas as modelagens dos elementos básicos da rede elétrica por 
matriz Y(s). 
2.3.3 Circuitos RLC 
Como já mencionado anteriormente, circuitos RLC série e paralelo são elementos 
básicos para a modelagem de diversos componentes da rede, como cargas, bancos de 
capacitores, de indutores e de filtros harmônicos passivos. 
2.3.3.1 RLC Série 
Na Figura 2.24 está mostrado um circuito RLC série conectado entre as barras k e j. 
 
Figura 2.24: Circuito RLC série 



















==  (2.198) 
 





















2.3.3.2 RLC Paralelo 
Na Figura 2.25 está mostrado um circuito RLC paralelo conectado entre as barras k e j. 
 
Figura 2.25: Circuito RLC paralelo 




















2.3.4 Exemplo de Modelagem de Rede Representada por Circuitos RLCs e 
Fontes de Corrente 
Considere como variáveis de entrada u e de saída y do sistema elétrico de três barras, 
mostrado na Figura 2.3, as correntes das fontes e as tensões das barras, respectivamente, 
dadas por: 
[ ] Tiii 321=u  (2.202) 
[ ] Tvvv 321=y  (2.203) 











































































































































Neste caso, onde as entradas são correntes injetadas em cada barra do sistema e as 
saídas são as tensões resultantes em cada uma delas, as matrizes B e C são iguais a 
matriz identidade de dimensão igual ao número de barras do sistema. 
Consequentemente, as equações (2.204) e (2.205) se reduzem ao formato mais familiar 



















































De acordo com as equações (2.198) e (2.200) e com as regras de formação da matriz 



























































































y  (2.211) 






















De acordo com as equações (2.199) e (2.201) e com as regras de formação da matriz 
dY(s)/ds, seus elementos são dados por: 



















































































































2.3.5 Fontes de Corrente entre Barras 
A modelagem de fontes de correntes por matriz Y(s) é análoga à modelagem por SD. 
Como no item 2.2.6, suponha que no sistema de três barras mostrado na Figura 2.3 
exista, como variável de entrada, apenas a fonte de corrente i2 = i. Neste caso, a matriz 
B e o vetor u que modelam o efeito das fontes, se transformam no vetor b e no escalar 
u, respectivamente, dados por: 
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[ ]T010=b  (2.218) 
iu =
 (2.219) 
No caso de uma fonte de corrente i conectada entre os nós 2 e 3, conforme mostrado 
esquematicamente na Figura 2.4, o vetor b é dado por: 
[ ]T110 −=b  (2.220) 
2.3.6 Fontes de Tensão 
Considere o sistema de três barras com fonte de tensão mostrado na Figura 2.7. 
Aplicando a lei de correntes de Kirchhoff para cada nó (barra) deste sistema, obtém-se: 
Nó 1: 
1313212111 ivyvyvy =++  (2.221) 
Nó 2: 
∴+=+ fiivyvy 2222121  
2222121 iivyvy f =−+  (2.222) 
Nó 3: 
∴−=+ fiivyvy 3333131  
3333131 iivyvy f =++  (2.223) 
Aplicando a lei de tensões de Kirchhoff à fonte de tensão, obtém-se 
∴−=− fff izvvv 32  
fff vizvv =+− 32  (2.224) 
 
onde zf é dado por (2.56) substituindo jω por s. As equações numeradas de (2.221) a 








































































Note que em (2.225) a matriz B é igual a matriz identidade. Considerando as variáveis 
























































































































































onde Ybus(s) é igual a matriz Y(s) desconsiderando as fontes de tensão do sistema. A 
matriz F é composta por nf  linhas (nf  denota o número de fontes de tensão) e n colunas 
(n denota o número de barras do sistema). As linhas da matriz F são compostas por 
elementos nulos exceto nas posições correspondentes às barras entre as quais as fontes 
de tensão estão conectadas. Nestas posições, os elementos possuem valores iguais a 1 
(correspondente à barra onde a corrente da fonte entra) e -1 (correspondente à barra 
onde a corrente da fonte sai). Caso uma destas barras seja a de referência, apenas o valor 
1 deverá ser colocado na posição correspondente à outra barra. A matriz Zf é diagonal, 
de dimensão igual a nf e seus elementos são iguais as impedâncias internas das fontes. 
Os vetores vf e if possuem dimensão igual a nf  e são compostos pelas tensões internas e 
correntes das fontes, respectivamente. Os vetores v e i possuem dimensão igual a n
 
e são 
compostos pelas tensões e injeções de correntes nodais. 
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A partir de (2.228), a derivada da matriz Y(s) pode ser facilmente generalizada como 
 


















onde dYbus(s)/ds é a derivada da matriz Ybus(s). A matriz Lf é diagonal, de dimensão 
igual a nf e seus elementos são iguais as indutâncias internas das fontes de tensão. A 
matriz 0 é formada por elementos nulos e possui dimensões iguais as de F. 
É interessante notar como a equação (2.225) seria modificada caso não existisse fonte 
de corrente em uma das barras como, por exemplo, na barra 2. Neste caso, o vetor de 
variáveis de entrada u seria dado por 
[ ]Tfvii 31=u  (2.230) 


















































































Deve-se notar que, neste exemplo, a matriz B não é igual à matriz identidade. 
2.3.7 Verificação da Modelagem por Matriz Y(s) de Redes Contendo Circuitos 
RLCs e Fontes de Tensão e Corrente 
Da mesma forma que no item 2.2.8, a verificação da modelagem por matriz Y(s) de 
redes elétricas formadas por circuitos RLCs série, paralelo e fontes de tensão e/ou 
corrente pode ser feita utilizando o circuito mostrado na Figura 2.3, cujos parâmetros 
elétricos estão apresentados na Tabela 2.3. 
Esta verificação foi realizada comparando-se as respostas em frequência da impedância 
de transferência e da relação de tensão entre as barras 1 e 2, com o sistema modelado 
por SD e por matriz Y(s). Como pode ser observado na Figura 2.26 e na Figura 2.27, as 






abordagem por parâmetros distribuídos
equivalente cujos parâmetros são corrigidos hiperbolicamente com a frequência. 
Adicionalmente, no modelo por parâmetros distribuídos, é




conectando as barras 
Figura 
Figura 
 Linhas de Transmissão
 
 Parâmetros Concentrados 
2.28
(a) 
2.26: Resposta em frequência da
entre as barras 1 e 2: (
(a) 
2.27: Resposta em frequência da FT definida pela relação entre
as tensões das barras 1
Y(s) permite que as linhas de transmissão da rede elétrica sejam 
-se parâmetros concentrados ou distribuídos. Na abordagem por 
skin e o retorno de corrente pelo solo. Os dois modelos estão descritos 
 está mostrada uma 





a) – Módulo; (
 
 e 2: (
é modelada por uma série de circuitos 
, cada linha 
pi 
LT modelada por uma série de circuitos 
 impedância de transferência
b) 
a) – Módulo; (

















Figura 2.28: LT modelada por circuitos pi 
Sejam Cl, Ll e Rl a capacitância, a indutância e a resistência por unidade de 
comprimento da LT, respectivamente. 










onde l denota o comprimento total da linha. 
Os elementos da matriz de admitâncias nodais, representativa da LT modelada pela 
série de circuitos pi, são mais facilmente escritos a partir das seguintes relações 
auxiliares: 
sCyC =  (2.235) 




y 1=  (2.237) 
Os elementos da diagonal principal são dados por: 
( )( ) LCpnn y
yyyy +=== ++ 21111
 (2.238) 
nmyyyyy pLCpmm ,2,22 ==+==  (2.239) 














Considere o circuito de seis nós (ou cinco pis) mostrado na Figura 2.29. 
 
Figura 2.29: LT modelada por cinco circuitos pi 












































Y  (2.241) 






































[ ]T00011 =e  (2.243) 































A matriz M é um caso particular de matriz do tipo 2-Toeplitz, que possui importantes 
propriedades [63]. Algumas destas propriedades serão utilizadas neste desenvolvimento 
matemático. 
Tem-se que: 
ivY =  (2.246) 




















































































int  (2.247) 
onde 0 é um vetor nulo com 4 posições que correspondem às injeções nulas de corrente 
nos nós internos numerados de 2 a 5 e vint é o vetor de tensões destes nós, ou seja: 
[ ]Tvvvv 5432=intv  (2.248) 
De (2.247), tem-se que: 
1611 0 ivyvy
T
mp =++ intve  (2.249) 
0evMe int =++ 6411 vyvy mm  (2.250) 
66410 ivyyv p
T
m =++ intve  (2.251) 
De (2.250), tem-se que: 
( ) ∴+−= 6411 vyvy mm eevM int  
( )64111 vvym eeMvint +−= −  (2.252) 
Substituindo (2.252) em (2.249), obtém-se: 













mp eMeeMe  
( ) 16411211112 ivyvyy TmTmp =−− −− eMeeMe  (2.253) 
Substituindo (2.252) em (2.251), obtém-se: 
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m eMeeMe  
( ) 66414211142 ivyyvy TmpTm =−+− −− eMeeMe  (2.254) 






























































De acordo com (2.255) a matriz Y reduzida da LT modelada por uma série de cinco 













































































































































mp yy  








































mp yy  (2.259) 
De [63], tem-se que 
11 −−
= MPMP  (2.260) 



















P  (2.261) 













14 eeP =  (2.264) 




1 eMeMP −− =
 
(2.265) 
Substituindo (2.265) em (2.259), obtém-se: 








































mp yy  (2.266) 
De (2.264), tem-se 
TTT
14 ePe =  (2.267) 
Substituindo (2.262) em (2.267), obtém-se: 







Usando (2.262) novamente, obtém-se: 
TT
41 ePe =  (2.269) 
Substituindo (2.269) em (2.266), obtém-se: 















































=⇒=  (2.271) 
Substituindo (2.271) em (2.270), obtém-se: 



































mp yy  (2.272) 
A Equação (2.272) pode ser generalizada para uma LT contendo n circuitos pi, bastando 
trocar e4 por e(n−1). Observe que o índice destes vetores (e4 e e(n−1)) é igual ao número de 
circuitos pi menos um. Desta forma, generalizando (2.272), obtém-se: 





































mp yy  (2.273) 
Derivando (2.273) em relação à s, obtém-se: 
































































































































−=  (2.275) 
Substituindo (2.275) em (2.274), obtém-se: 









































































































De (2.271), tem-se: 
TTT −
= Mexb 1  (2.277) 













Generalizando (2.269), tem-se: 
( )TnT 11 −= ePe  (2.280) 
Substituindo (2.279) e (2.280) em (2.276), obtém-se: 








































































































Substituindo (2.262) em (2.282), obtém-se: 
PMMP 11 −− =
 
(2.283) 
Substituindo (2.283) em (2.281), obtém-se: 



































































































Substituindo (2.279) em (2.284), obtém-se: 
































































































De (2.283), tem-se: 
MPPM 11 −− =
 
(2.286) 





d MPPM =  (2.287) 
Substituindo (2.287) em (2.285), obtém-se uma expressão alternativa para dsd
π
Y : 
































































































[ ]Tbbbb nn xxxx 1221 −−= Lbx  (2.289) 
então 
[ ]Tbbbb xxxx nn 1221 L−−== cb xxP  (2.290) 
Desta forma, a multiplicação matricial cb xxP =  não precisa ser feita explicitamente. 
Seu cálculo pode ser feito simplesmente invertendo-se a ordem das posições das 
componentes do vetor xb. 
Substituindo (2.290) em (2.288), obtém-se: 




































































































( )11 bb xxe =T  (2.292) 
( ) ( )11 −=− nTn bb xxe  (2.293) 









































01 2 nyy mp bbπ xxY  (2.294) 
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De acordo com (2.295), para o cálculo de dsd
π
Y , é necessário a determinação das 
derivadas de py , ym e M em relação à s, conforme mostrado a seguir. 























−=  (2.298) 




=  (2.299) 



















−=−=  (2.300) 
2.3.8.2 Exemplo de Modelagem de Rede com Linha de Transmissão Modelada por 
Série de Circuitos pi 
Da mesma forma que no item 2.2.10, uma LT modelada por uma série de circuitos pi, 
conectada a uma fonte de tensão, será utilizada como exemplo de rede. Neste caso, 
manteve-se a representação da LT por cinco circuitos pi utilizada no desenvolvimento 
das equações apresentadas no item 2.3.8.1, conforme mostrado na Figura 2.30. 
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Figura 2.30: Energização de uma LT representada por cinco circuitos pi 
De acordo com (2.228), pode-se escrever 
( ) ( )















































onde ( ) ( )ijji ,,
ππ
YY =
 são os elementos da matriz 
π
Y
 dada por (2.294) para n = 5. 













































De acordo com (2.301), a derivada da matriz Y(s) é dada por: 
( ) ( )























onde ( ) ( ) dsijddsjid ,,
ππ
YY =
 são os elementos da matriz dsd
π
Y
 dada por (2.295) 
para n = 5. 
2.3.8.3 Verificação da Modelagem por Matriz Y(s) de Redes Contendo Linhas de 
Transmissão Modeladas por Séries de Circuitos pi 
A verificação da modelagem Y(s) de redes elétricas contendo LTs pode ser feita 
utilizando um circuito similar ao mostrado na Figura 2.30, mas utilizando-se 100 
circuitos pi, de forma a se ter um comportamento próximo ao da modelagem por 
parâmetros distribuídos. Os parâmetros elétricos da linha estão apresentados na Tabela 
2.4. 
Esta verificação foi realizada comparando-se as respostas em frequência da relação de 
tensão entre as barras 2 e 1, com o sistema modelado por SD e por matriz Y(s). Como 
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pode ser observado na Figura 2.31 e na Figura 2.32, as respostas em frequências são 
visualmente coincidentes. 
 
Figura 2.31: Módulo da resposta em frequência da relação entre as tensões 
das barras 2 e 1 - LT representada por 100 circuitos pi. 
 
Figura 2.32: Ângulo da resposta em frequência da relação entre as tensões 





































2.3.8.4 Parâmetros Distribuídos 
Na Figura 2.33 está mostrada a representação elétrica de um pequeno segmento de uma 
LT trifásica. Nesta figura vk(x,s) e ik(x,s) (k = a, b, c) denotam as tensões e correntes nas 
fases a, b, c na coordenada x, que varia de 0 ao comprimento l da LT, e na frequência s. 
Os símbolos ∆vk e ∆ik (k = a, b, c) denotam variações nas tensões e correntes nas fases 
devidas a uma variação, ∆x, na coordenada x. As impedâncias e admitâncias próprias 
por unidade de comprimento da fase k (k = a, b, c) são denotadas por Zkk(s) e Ykk(s) e as 
de transferência entre as fases k e j por Zkj(s) e Ykj(s) (k, j = a, b, c, k ≠ j), 
respectivamente. 
 
Figura 2.33: Modelagem elétrica de um pequeno segmento de uma LT trifásica 
Conforme mostrado na Figura 2.33, as tensões e correntes do segmento de LT são 
funções da coordenada x e da frequência s. Por outro lado, os parâmetros elétricos por 
unidade de comprimento (impedâncias e admitâncias) são funções apenas da frequência 
s. Para facilidade de escrita, estas dependências de x e s serão omitidas em algumas 
partes do desenvolvimento matemático deste item. No entanto, as mesmas poderão ser 
explicitadas quando se julgar que isto beneficia o entendimento de alguma passagem do 
desenvolvimento. 
De acordo com os sentidos das setas de tensão e corrente mostradas na Figura 2.33, 































( ) ∴∆+∆+∆−=∆ cacbabaaaa ixZixZixZv  








−  (2.304) 
No entanto, de acordo com a Figura 2.33, tem-se que: 
( ) ( )sxvsxxvv aaa ,, −∆+=∆  (2.305) 
Substituindo (2.305) em (2.304), obtém-se: 










−  (2.306) 








−  (2.307) 
( ) ∴∆+∆+∆−=∆ cacbabaaaa vxYvxYvxYi  








−  (2.308) 
No entanto, de acordo com a Figura 2.33, tem-se que: 
( ) ( )sxisxxii aaa ,, −∆+=∆  (2.309) 
Substituindo (2.309) em (2.308), obtém-se: 










−  (2.310) 








−  (2.311) 

































−  (2.315) 
sendo Zkj = Zjk e Ykj = Yjk (k, j = a, b, c). 
Estas equações podem ser escritas na forma matricial como: 

























sendo [ ]Tcbaabc vvv=v  e [ ]Tcbaabc iii=i  os vetores de tensões e correntes nas 
fases da LT. Os símbolos Zabc e Yabc denotam as matrizes de impedâncias longitudinais 
e de admitâncias transversais por unidade de comprimento da LT, dadas por: 
 
( )
( ) ( ) ( )
( ) ( ) ( )

















abcZ  (2.318) 
 
( )
( ) ( ) ( )
( ) ( ) ( )

















abcY  (2.319) 
A modelagem de redes proposta neste trabalho refere-se a sistemas de transmissão, onde 
se pode assumir a hipótese deste tipo de sistema ser constituído predominantemente por 
elementos balanceados (equilibrados). Portanto, as LTs são consideradas idealmente 
transpostas, possuindo matrizes Zabc e Yabc da seguinte forma: 
 
( )
( ) ( ) ( )
( ) ( ) ( )





















( ) ( ) ( )
( ) ( ) ( )

















abcY  (2.321) 
Neste ponto é feita a transformação linear de coordenadas de fases em coordenadas de 
sequência, com o objetivo de transformar o sistema de equações matriciais dado por 
(2.316) e (2.317) em sistemas escalares equivalentes. As tensões [ ]Tcbaabc vvv=v e 
correntes [ ]Tcbaabc iii=i de fase se relacionam com as de sequência 
[ ]Tvvv 210012 =v  e [ ]Tiii 210012 =i  por: 
 012012 vTv =abc  (2.322) 
 012012 iTi =abc  (2.323) 





















aaT  (2.324) 
No caso de elementos balanceados, a matriz T012 decompõe as tensões e correntes de 
fase em um modo homopolar (sequência zero) e dois não homopolares (sequência 
positiva e negativa). O modo homopolar possui como característica que as grandezas 
(tensões e correntes) são iguais nas três fases, enquanto que o modo não homopolar 
possui como característica que a soma das tensões e correntes nas três fases é nula. 


































































012012 TYTY  (2.328) 
É importante observar de (2.327) e (2.328) que os modos não homopolares possuem 
impedâncias e admitâncias iguais. 
O sistema de equações dado por (2.325) e (2.326), por ser composto por matrizes 
diagonais (Z012 e Y012), pode ser resolvido separadamente, ou seja, pode-se resolver n 
sistemas escalares (equivalentes monofásicos), sendo n igual ao número de fases da LT 
(neste caso igual a 3). Desta forma, a solução para cada modo de propagação é obtida 














−  (2.330) 












































As equações (2.333) e (2.334) podem ser tratadas como equações diferenciais lineares 
ordinárias homogêneas de segunda ordem, uma vez que só existem derivadas parciais 
















e cujas raízes são: 
 
( ) ( ) ( )sYsZsmm ±=γ±=21,  (2.337) 
onde γ, apesar de depender de s, é denominado de constante de propagação da LT. 
Desta forma, a solução geral para (2.335) é dada por: 
( ) ( ) ( ) ( ) ( )xsxs esAesAsxv γ−γ += 21,  (2.338) 








21 ( ) ∴=γ−γ− γ−γ iZeAeA xx 21  
∴=γ+γ− γ−γ iZeAeA xx 21  ( ) ∴=+−γ γ−γ iZeAeA xx 21  
( ) ∴+−γ= γ−γ xx eAeA
Z
i 21  









onde zc é denominada impedância característica ou de surto, dada por: 
 
( ) ( )( )
( )









=  (2.340) 
As constantes em relação à x A1 e A2 podem ser determinadas usando as condições de 
contorno no emissor, x = 0: 
( ) ( )svsv 1,0 =  (2.341) 
( ) ( )sisi 1,0 =  (2.342) 
Fazendo x = 0 em (2.338) e (2.339) e utilizando (2.341) e (2.342), obtém-se: 




=  (2.344) 









izvA c+=  (2.346) 
Substituindo (2.345) e (2.346) em (2.338) e (2.339), obtém-se: 























( ) ( )










































=γ  (2.350) 
Substituindo (2.349) e (2.350) em (2.347) e (2.348), obtém-se: 
( ) ( )[ ] ( ) ( )[ ] ( )sixszsvxssxv c 11 sinhcosh, γ−γ=  (2.351) 
( ) ( ) ( )[ ] ( ) ( )[ ] ( )sixssvxsszsxi c 11 coshsinh
1
, γ+γ−=  (2.352) 
De particular interesse para este trabalho é a determinação da tensão e corrente no 
receptor, v2 e i2, em função da tensão e corrente no emissor, v1 e i1. Isto pode ser obtido 
fazendo x = l em (2.351) e (2.352). Note, no entanto, que i2 é uma corrente nodal, ou 
seja, que possui o sentido de entrar no equipamento, enquanto que ( )sli ,  é uma corrente 
com o sentido de sair do equipamento, ou seja ( )slii ,2 −= . Logo, as condições de 
contorno no receptor, x = l, são dadas por: 
( ) ( )svslv 2, =  (2.353) 
( ) ( )sisli 2, −=  (2.354) 
Fazendo x = l em (2.351) e (2.352) e utilizando (2.353) e (2.354), obtém-se: 
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( ) ( )[ ] ( ) ( )[ ] ( )silszsvlssv c 112 sinhcosh γ−γ=  (2.355) 
( ) ( ) ( )[ ] ( ) ( )[ ] ( )silssvlsszsi c 112 coshsinh
1 γ−γ=  (2.356) 
De (2.355), obtém-se: 
( )












11  (2.357) 
Tem-se as seguintes identidades hiperbólicas [64]: 
 







coth  (2.358) 
 
( ) ( )ll γ=γ sinh
1
csch  (2.359) 
A admitância característica é definida como: 
 







c ==  (2.360) 
Substituindo as equações numeradas de (2.358) a (2.360) em (2.357), obtém-se: 
( ) ( ) 211 cschcoth vlyvlyi cc γ−γ=  (2.361) 
Substituindo (2.361) em (2.356), obtém-se: 
( ) ( ) ( ) ( )[ ] ∴γ−γγ−γ= 2112 cschcothcoshsinh vlyvlylvlyi ccc  
( ) ( ) ( ) ( ) ( ) ∴γγ+γγ−γ= 2112 cschcoshcothcoshsinh vllyvllyvlyi ccc  
( ) ( ) ( )[ ] ( ) ( ) 212 cschcoshcothcoshsinh vllyvlllyi cc γγ+γγ−γ=  (2.362) 
Substituindo as identidades hiperbólicas dadas em (2.358) e (2.359) em (2.362), obtém-
se: 



















llyi cc  
( ) ( )

















Tem-se, também, que [64]: 
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( ) ( ) 1sinhcosh 22 =γ−γ ll
 
(2.364) 
Substituindo (2.364) em (2.363) e utilizando (2.359), obtém-se: 
( ) ( ) 212 cothcsch vlyvlyi cc γ+γ−=  (2.365) 
As equações (2.361) e (2.365) podem ser escritas matricialmente como: 
( ) ( )


































De acordo com (2.366), os elementos próprios e de transferência da matriz Y(s) da LT 
são dados por: 
 
( )lyy cs γ= coth  (2.367) 
 
( )lyy cm γ−= csch  (2.368) 
Desta forma, considerando a LT conectada entre os nós k e j, ys é a admitância que 
deverá ser somada aos elementos diagonais (k,k) e (j,j) da matriz Y(s) do sistema. Por 
outro lado, ym é a admitância que deverá ser somada aos elementos fora da diagonal (k,j) 
e (j,k). 
































=  (2.370) 








coth  (2.371) 





yl =γcoth  (2.372) 






















csch  (2.374) 





yl −=γcsch  (2.375) 













Derivando (2.367) em relação a γ [64], obtém-se: 
( )llyy cs γ−=γ∂
∂ 2csch  (2.377) 

























Derivando (2.368) em relação a γ [64], obtém-se: 
( ) ( )lllyy cm γγ=γ∂
∂
cothcsch  (2.379) 

























































































































































2.3.8.5 Determinação dos Parâmetros Elétricos de Linhas de Transmissão 
Neste item, é descrita a metodologia adotada para o cálculo dos parâmetros de 
sequência (homopolar e não homopolar) por unidade de comprimento da LT [61]. 
As admitâncias transversais homopolar e não homopolar da LT podem ser determinadas 
por: 
 00 sCY =  (2.385) 
 11 sCY =  (2.386) 
sendo C0 e C1 as capacitâncias transversais homopolar e não homopolar por unidade de 
comprimento da LT. Estas capacitâncias de sequência podem ser obtidas a partir do 
cálculo da matriz de coeficientes de potenciais Pcond dos condutores da LT (incluindo os 
cabos para-raios se existirem). Esta matriz depende apenas da geometria da linha, não 







































 ( ) 22 ijjiij dyyH ++=  (2.389) 
 ( ) 22 ijjiij dyyD +−=  (2.390) 
 jiij xxd −=  (2.391) 
Nestas equações ε0 denota a permitividade elétrica do ar, re o raio externo dos 
condutores e (xi, yi) e (xj, yj) as coordenadas dos condutores i e j, respectivamente. De 
forma a exemplificar estas grandezas, na Figura 2.34 estão mostradas a seção reta dos 
condutores e as coordenadas dos condutores 2 e 7 com relação ao solo (eixo horizontal) 
e a um eixo vertical e referência. 
A matriz Pcond possui dimensão igual nc + np, onde nc é o número de condutores e np o 
número de cabos para-raios. Fazendo a redução matricial de Pcond [61], obtém-se a 
matriz de coeficientes de potenciais por fase Pfase da LT. A matriz de capacitâncias de 
fases Cfase é dada por: 
 
1−
= fasefase PC  (2.392) 



















faseC  (2.393) 





















C  (2.394) 
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onde os elementos Cs e Cm são obtidos a partir das médias aritméticas dos elementos da 










=  (2.396) 
Finalmente, os valores de C0 e C1 são obtidos por: 
 ms CCC 20 +=  (2.397) 
 ms CCC −=1  (2.398) 
 
Figura 2.34: Perfil de uma LT com feixes circulares de condutores 










=  (2.400) 
As impedâncias longitudinais de sequência por unidade de comprimento são dadas pela 























eZ  e )(1
eZ
 correspondem às impedâncias externas, considerando condutores 
ideais e solo sem perdas. Os termos )(0
iZ  e )(1
iZ
 correspondem às impedâncias internas 
dos condutores e )(0
gZ  e )(1
gZ
 contém as correções necessárias para considerar a 
influência das perdas no solo. 
A impedância externa é dada pelo produto de s pela indutância externa, que não 
















eL  e )(1
eL
 representam as indutâncias externas homopolar e não homopolar por 
unidade de comprimento. Estas indutâncias de sequência podem ser obtidas a partir da 
matriz de indutâncias externas, que por sua vez pode ser obtida a partir da matriz de 





fase PL 00 εµ=  (2.405) 
onde µ0 é a permeabilidade magnética do ar. 
Esta matriz possui a forma: 
 
( )
( ) ( ) ( )
( ) ( ) ( )

























L  (2.406) 
De forma análoga à matriz de capacitâncias de fase, quando a LT é considerada 
perfeitamente transposta, a matriz de indutâncias externas de fase assume a forma: 
 
( )
( ) ( ) ( )
( ) ( ) ( )





































L  (2.407) 
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onde os elementos ( )esL  e ( )emL  são obtidos a partir das médias aritméticas dos elementos 
da diagonal e fora da diagonal de ( )efaseL , respectivamente, ou seja: 
 






LLLL ++=  (2.408) 
 









=  (2.409) 
Finalmente, os valores de )(0
eL  e )(1
eL
 são obtidos por: 
 




e LLL 20 +=  (2.410) 
 




e LLL −=1  (2.411) 
As derivadas de )(0
eZ  e )(1
eZ


















=  (2.413) 
A impedância interna de um condutor da linha pode ser modelada de duas formas: 
utilizando as funções de Bessel [65] ou pela distância de penetração complexa [66]. 
Ambas as formulações consideram que as seções retas de cada condutor são 
representadas por coroas circulares de raio externo re, correspondendo ao raio da parte 
de alumínio, e de raio interno ri , correspondendo ao raio do núcleo de aço, de cabos de 
alumínio com alma de aço (ACSR), usualmente utilizados como condutores em LTs, 
conforme mostrado na Figura 2.34. 
De forma a tornar a formulação matemática mais simples, assume-se que a corrente no 
aço é desprezível, visto que é muito pequena quando comparada com a corrente no 
alumínio. Neste trabalho, considerou-se a impedância interna Zi de cada condutor da LT 
modelada por funções de Bessel, sendo dada por [65]: 
 
( ) ( )( )sD
sN















( ) ( ) ( ) ( ) ( )10010110 ρρ+ρρ= KIKIsN  (2.416) 
 
( ) ( ) ( ) ( ) ( )11010111 ρρ−ρρ= KIKIsD  (2.417) 
 
σµ=ρ sri0  (2.418) 
 
σµ=ρ sre1  (2.419) 
Nestas equações, I0 e I1 são as funções de Bessel modificadas de primeira espécie e K0 e 
K1 as funções de Bessel modificadas de segunda espécie. Os índices 0 e 1 representam 
as ordens dessas funções. O parâmetro σ é a condutividade elétrica e µ é a 
permeabilidade magnética do condutor. 
Considera-se que as impedâncias internas homopolar e não homopolar sejam dadas 
aproximadamente pela divisão da impedância de cada condutor, dada em (2.414), pelo 








1  (2.420) 
As derivadas de )(0
iZ  e )(1
iZ













( ) ( )
( ) ( )
















+=  (2.422) 
sendo: 






=  (2.423) 
( ) ( ) ( ) ( ) ( )















































( ) ( ) ( ) ( ) ( )




























































As derivadas das funções de Bessel modificadas são dadas por [64]: 
 





































sendo que os índices 0, 1 e 2 representam a ordem das funções modificadas de Bessel de 
primeira espécie (I) ou segunda espécie (K). 
Utilizando o raio médio geométrico R  dos feixes de condutores da LT, estes feixes 
podem ser substituídos por três condutores equivalentes. As impedâncias próprias destes 
condutores e as de transferência entre eles, considerando a indutância externa e o efeito 
do solo, são dadas por [67]: 























































 ( ) 22 ijjiij dyyD +−=  (2.435) 
 ( ) ( ) 22ˆˆ ijijij dphpH +=  (2.436) 
sendo: 
 
( ) pyyph jiij 2ˆ ++=  (2.437) 
 jiij xxd −=  (2.438) 
Nestas equações, p é a distância de penetração complexa do solo,  σ sua condutividade e 
( )ii yx ,  as coordenadas do centro do feixe i. De forma a exemplificar estas grandezas, na 
Figura 2.34 estão mostradas as coordenadas do centro do feixe 1. 







































 ( ) 22 ijjiij dyyH ++=  (2.441) 
Subtraindo (2.439) de (2.432) e (2.440) de (2.433), consegue-se isolar a contribuição do 
solo, ou seja: 


























































































































































Considerando a LT perfeitamente transposta, os elementos próprio e de transferência 
( )g
sZ  e 
( )g
mZ  são obtidos pela média aritmética dos elementos 
( )g






















sZ  (2.444) 
 


























Finalmente, os valores de ( )gZ0  e ( )gZ1  são obtidos por: 
 




g ZZZ 20 +=  (2.446) 
 




g ZZZ −=1  (2.447) 
Substituindo (2.444) e (2.445) em (2.446) e (2.447), obtém-se: 
 














































sZ  (2.448) 
 














































sZ  (2.449) 
As derivadas de )(0
gZ  e )(1
gZ












pypA ln  (2.450) 
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ln  (2.451) 
Substituindo (2.450) e (2.451) em (2.448) e (2.449), obtém-se: 


























g pBspAsZ  (2.452) 


























g pBspAsZ  (2.453) 
Derivando (2.452) e (2.453) em relação à s, obtém-se: 






































































A derivada de ( )[ ]pAs i  em relação à s é dada por: 








ii +=  (2.456) 
De acordo com (2.450), a derivada de ( )pAi  em relação a p é dada por: 
( ) ( ) ( )[ ] ∴−+= iii ypydp
d
dp
















−=  (2.458) 
Substituindo (2.450), (2.457) e (2.458) em (2.456), obtém-se: 

















ln  (2.459) 
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A derivada de ( )[ ]pBs ij em relação à s é dada por: 








ijij +=  (2.460) 
De acordo com (2.451), a derivada de ( )pBij  em relação a p é dada por: 
















De acordo com (2.436), a derivada de ( )pH ijˆ  em relação a p é dada por: 
























Substituindo (2.463) em (2.462), obtém-se: 











Substituindo (2.464) em (2.461), obtém-se: 









=  (2.465) 
Substituindo (2.451), (2.465) e (2.458) em (2.460), obtém-se: 























=  (2.466) 








































































































































































2.3.8.6 Exemplo de Modelagem de Rede com Linha de Transmissão Modelada por 
Parâmetros Distribuídos 
O sistema simples mostrado na Figura 2.35, composto por uma fonte de tensão 
conectada a uma LT, já apresentado nos itens 2.2.10 e 2.3.8.2, será novamente utilizado 
como exemplo de modelagem de rede. Neste caso a LT será modelada por parâmetros 
distribuídos. 
 
Figura 2.35: Sistema com uma fonte de tensão e uma LT 
representada por parâmetros distribuídos 















































onde ys e ym são dados por (2.367) e (2.368), respectivamente: 




































































onde dsdys  e dsdym  são dados por (2.369) e (2.370), respectivamente. 
2.3.8.7 Verificação da Modelagem por Matriz Y(s) de Redes Contendo Linhas de 
Transmissão Modeladas por Parâmetros Distribuídos 
A verificação da modelagem Y(s) de redes elétricas contendo LTs com parâmetros 
distribuídos e variáveis com a frequência pode ser feita utilizando o circuito mostrado 
na Figura 2.35. Como citado no item 2.2.11, o perfil geométrico da torre, a tensão, os 
dados elétricos dos subcondutores, a resistividade, a permitividade elétrica e a 
permeabilidade magnética do solo, considerados para o cálculo dos parâmetros elétricos 
por unidade de comprimento da LT utilizada para os testes, estão apresentados no 
Apêndice A. Os valores de capacitância e de indutância externa de sequência positiva da 
LT estão apresentados na Tabela 2.9. 






Seq. + 0.861395 13.0175 
 
Esta verificação foi realizada comparando-se as respostas em frequência (módulo e 
ângulo) da relação de tensão entre as barras 2 e 1 do sistema considerado. Na Figura 
2.36 e na Figura 2.37 estão mostradas as curvas de módulo e ângulo, respectivamente, 
obtidas com a modelagem de sequência positiva proposta, implementada em um 
programa desenvolvido em MATLAB, com a modelagem trifásica equilibrada do 
programa ATP. A comparação entre os resultados obtidos com o programa 
desenvolvido em MATLAB com os obtidos com o programa PSCAD não apresentou 
uma concordância tão boa quanto a comparação com os resultados obtidos com o ATP. 
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Julga-se que isto ocorreu porque, no programa PSCAD, a transposição ideal é feita 
transpondo-se os condutores individualmente [68] e não os feixes de condutores, como 
é feito na prática e no programa ATP. 
 
Figura 2.36: Módulo da relação entre as tensões das barras 2 e 1 com a LT 
modelada por parâmetros distribuídos e variáveis com a frequência 
 
Figura 2.37: Ângulo da relação entre as tensões das barras 2 e 1 com a LT 
modelada por parâmetros distribuídos e variáveis com a frequência 
Como se pode observar, existem pequenas diferenças entre os valores dos três primeiros 
picos do módulo da FT v2/v1. Estas diferenças podem ser devidas ao fato de no 






































serem aproximadas por polinômios [69]. O comportamento das curvas do módulo da 
resposta em frequência da FT pode ser melhor observado na Figura 2.38, onde uma 
escala horizontal mais apropriada (reduzida) foi utilizada. 
 
Figura 2.38: Módulo da relação entre as tensões das barras 2 e 1 
em escala horizontal reduzida 
Uma comparação interessante que pode ser feita é entre os resultados obtidos com as 
modelagens de LTs por parâmetros distribuídos, desconsiderando a variação de seus 
parâmetros com a frequência, e por séries de circuitos pi. 
Na Figura 2.39 e na Figura 2.40 estão mostradas as curvas de módulo e ângulo, 
respectivamente, da resposta em frequência da relação de tensão entre as barras 2 e 1 do 
sistema mostrado na Figura 2.35, considerando a LT modelada por parâmetros 
distribuídos e por série de circuitos pi. Neste caso, os parâmetros elétricos utilizados da 
























Figura 2.39: Módulo da relação entre as tensões das barras 2 e 1 com a LT 
modelada por parâmetros distribuídos e por série de circuitos pi 
 
Figura 2.40: Ângulo da relação entre as tensões das barras 2 e 1 com a LT 
modelada por parâmetros distribuídos e por série de circuitos pi 
Na Figura 2.41 e na Figura 2.42 estão mostradas as curvas de módulo e ângulo, 
respectivamente, da resposta em frequência da FT v2/v1, considerando os parâmetros da 
LT constantes e variáveis com a frequência. No módulo da resposta em frequência de 
v2/v1, nota-se claramente o efeito amortecedor causado pela variação dos parâmetros 




































Figura 2.41: Influência da variação dos parâmetros da LT com a frequência 
no módulo da relação entre as tensões das barras 2 e 1 
 
Figura 2.42: Influência da variação dos parâmetros da LT com a frequência 
no ângulo da relação entre as tensões das barras 2 e 1 
2.3.9 Transformador de Dois Enrolamentos 
Na Figura 2.43 está representado o diagrama elétrico de sequência positiva de um 
transformador de 2 enrolamentos com suas grandezas em pu [36] conectando os nós k e 
j de uma rede elétrica. Os símbolos m1 e m2 denotam relações de transformação que 
modelam os taps do transformador, podendo assumir valores complexos, conforme 



































enrolamentos do transformador. Os demais símbolos referem-se às grandezas de tensão 
e corrente definidas conforme convenção na figura. 
 
Figura 2.43: Circuito para a determinação da matriz de admitâncias 
do transformador de 2 enrolamentos 



































































































=  (2.474) 





m k=  (2.475) 
Substituindo (2.475) em (2.474), obtém-se: 
kimi  
*
11 =  (2.476) 









=  (2.477) 
Analogamente, pode-se escrever: 
jimi  
*







=  (2.479) 


































































































































































































































TTY  (2.482) 
onde o subscrito T é utilizado para distinguir a matriz de admitâncias do transformador 




























TyintY  (2.484) 
pode-se escrever: 
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 ( ) 1*1 −−= MYMY intT  (2.485) 
Note que de acordo com (2.472) e (2.484), intY  é a matriz que relaciona os vetores de 
correntes e tensões internas do transformador, [ ]21 ii=inti  e [ ]21 vv=intv , 
respectivamente. Note também que a matriz YT, em geral, não é simétrica. 
Derivando (2.485) e (2.484) em relação à s, obtém-se, respectivamente: 













































−=−=  (2.488) 



















Uma outra expressão para dsd intY  que pode ser generalizada para transformadores de 
três enrolamentos e, que neste caso, é bastante útil, pode ser obtida atribuindo-se metade 
da impedância de curto-circuito ao enrolamento primário e metade ao secundário, 
conforme mostrado na Figura 2.44. 
 
Figura 2.44: Circuito com metade da impedância de curto-circuito 
atribuída ao enrolamento primário e metade ao secundário 
Tem-se, portanto, que: 
1 : m21 2m1 : 1k jik ij
i1 i2







zz ==  (2.490) 

























































































































































































































−=  (2.496) 
Para o caso do transformador de dois enrolamentos, a expressão (2.496) não traz 
vantagens em relação à expressão (2.489). No entanto, esta expressão também é válida 
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para transformadores de três enrolamentos e, neste caso, ela representa uma forma 
muito mais simples, elegante e concisa quando comparada com as expressões 
individuais dos elementos da matriz dsd intY . 
Substituindo (2.496) em (2.486), obtém-se: 
( ) 1*1 −−−= MYZYMY intccintT dsddsd  (2.497) 
2.3.9.1 Exemplo de Modelagem de Rede com Transformador de Dois Enrolamentos 
Para este exemplo, será utilizado o circuito mostrado na Figura 2.45. Este circuito já foi 
utilizado no item 2.2.12.5, mas foi redesenhado com uma numeração de barras mais 
apropriada e mostrando apenas as variáveis de interesse para a formulação Y(s). 
 
Figura 2.45: Diagrama de rede contendo transformador de dois enrolamentos 
apropriado para exemplificar a formulação Y(s) 


















































fff LsRz +=  (2.499) 
( )1111 ,y TY=  (2.500) 
( )2112 ,y TY=  (2.501) 








+= TY  (2.503) 
















intY  (2.504) 


































































































sendo ( ) dsjid ,TY  os elementos da matriz definida em (2.497), com intY  dada por 















2.3.9.2 Verificação da Modelagem Y(s) de Redes Contendo Transformadores de Dois 
Enrolamentos 
A verificação da modelagem Y(s) de redes elétricas contendo transformadores de dois 
enrolamentos pode ser feita utilizando o circuito mostrado na Figura 2.17 (ou, 
equivalentemente, na Figura 2.45). Os valores dos parâmetros elétricos deste circuito 
estão apresentados na Tabela 2.5 e Tabela 2.6. 
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Esta verificação foi realizada comparando-se módulo e ângulo das respostas em 
frequência da FT tendo como entrada a tensão da fonte vf e como saída a tensão da barra 
j do circuito mostrado na Figura 2.17 (correspondente a barra 2 do circuito mostrado na 
Figura 2.45), modelado por SD e por matriz Y(s). Como pode ser observado na Figura 
2.46 e na Figura 2.47, as respostas em frequência são visualmente coincidentes. 
 
Figura 2.46: Módulo da resposta em frequência da FT definida pela relação 
entre as tensões da barra j e da fonte vf do circuito da Figura 2.17 
 
Figura 2.47: Ângulo da resposta em frequência da FT definida pela relação 







































2.3.10 Transformador de Três Enrolamentos 
Na Figura 2.48 está representado o diagrama elétrico de sequência positiva de um 
transformador de 3 enrolamentos com suas grandezas em pu [36] conectando os nós k, j 
e l de uma rede elétrica. Os símbolos m1, m2 e m3 denotam relações de transformação 
que modelam os taps do transformador, podendo assumir valores complexos, conforme 
mencionado no item 2.2.12.4. Os símbolos 
1Tz , 2Tz  e 3Tz  denotam as impedâncias de 
curto-circuito do transformador. Os demais símbolos referem-se às grandezas de tensão 
e corrente definidas conforme convenção na figura. 
 
Figura 2.48: Circuito para a determinação da matriz de admitâncias 
do transformador de 3 enrolamentos 
 
As tensões e correntes internas do transformador, mostradas na Figura 2.48, se 
relacionam por: 
3 ,2 ,1  ,   4 =−= qvyvyi qq TqTq  (2.512) 
sendo: 






T  (2.513) 






qi  (2.514) 


































v  (2.515) 
De forma a facilitar o entendimento dos cálculos a seguir, é interessante particularizar 
(2.512) para 1=q . A generalização para os outros valores de q será feita por analogia. 























































=  (2.518) 
















































































































































































































































As equações (2.519), (2.520) e (2.521) podem ser escritas mais compactamente como: 








=  (2.524) 
onde: 
 [ ]Tvvv 321=intv  (2.525) 









































































































intY  (2.527) 
 
[ ]Tljk iii=i  (2.528) 
 





















Substituindo (2.523) e (2.524) em (2.522), obtém-se: 
∴= − vMYiM int
1*
 
( ) vMYMi int 1*1 −−=  (2.531) 
Logo, de acordo com (2.531), tem-se 
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( ) 1*1 −−= MYMY intT  (2.532) 
onde o subscrito T é utilizado para distinguir a matriz de admitâncias do transformador 
da matriz Y do sistema. Note que intY  é a matriz que relaciona os vetores de correntes e 
tensões internas do transformador, [ ]321 iii=inti  e [ ]321 vvv=intv , 
respectivamente. Note também que a matriz YT, em geral, não é simétrica. 
Pode-se mostrar que a expressão 
( ) 1*1 −−−= MYZYMY intccintT dsddsd  (2.533) 
deduzida no item 2.3.9 para o transformador de dois enrolamentos, também é válida 














































2.3.10.1 Exemplo de Modelagem de Rede com Transformador de Três Enrolamentos 
Para este exemplo, será utilizado o circuito mostrado na Figura 2.49. Este circuito já foi 
utilizado no item 2.2.12.8, mas foi redesenhado com uma numeração de barras mais 
apropriada e mostrando apenas as variáveis de interesse para a formulação Y(s). 
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Figura 2.49: Diagrama de rede contendo transformador de três enrolamentos 
apropriado para exemplificar a formulação Y(s) 































































fff LsRz +=  (2.537) 
( )1111 ,y TY=  (2.538) 
( )2112 ,y TY=  (2.539) 
( )3,113 TY=y  (2.540) 








+= TY  (2.542) 







( )1,331 TY=y  (2.544) 








+= TY  (2.546) 
sendo ( )ji,TY  os elementos da matriz definida em (2.532), com as admitâncias de 
curto-circuito 
qTy  (q = 1,2,3) que formam a matriz intY  dadas por (2.513), onde: 
3,2,1, =+= qLsRz
qqq TTT  (2.547) 





























































































































































































2.3.10.2 Verificação da Modelagem Y(s) de Redes Contendo Transformadores de Três 
Enrolamentos 
A verificação da modelagem Y(s) de redes elétricas contendo transformadores de três 
enrolamentos pode ser feita utilizando o circuito mostrado na Figura 2.21 (ou, 
equivalentemente, na Figura 2.49). Os valores dos parâmetros elétricos deste circuito 
estão apresentados na Tabela 2.7 e Tabela 2.8. 
Esta verificação foi realizada comparando-se módulo e ângulo das respostas em 
frequência das FTs tendo como entrada a tensão da fonte vf e como saídas as tensões das 
barras j e l do circuito mostrado na Figura 2.21 (correspondente as barras 2 e 3 do 
circuito mostrado na Figura 2.49), modelado por SD e por matriz Y(s). Como pode ser 








Figura 2.50: Resposta em frequência da FT definida pela relação entre as tensões da 





Figura 2.51: Resposta em frequência da FT definida pela relação entre as tensões da 
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Capítulo 3: Cálculo de Polos Dominantes e de Matrizes de Resíduos 
de FTs MIMO de Sistemas Infinitos 
3.1 INTRODUÇÃO 
A natureza distribuída dos parâmetros das LTs pode ser modelada com exatidão no 
domínio da frequência complexa s por funções transcendentais com um número infinito 
de polos. Portanto, modelos de redes elétricas contendo LTs de parâmetros distribuídos 
são denominados de sistemas (ou modelos) infinitos (que possuem um número infinito 
de polos). Quando as não linearidades da rede elétrica são desprezadas, tais modelos 
podem ser representados no domínio s por uma matriz Y(s) [48], [70], cujos elementos 
são funções não lineares de s. Um modelo linear (finito) aproximado destas redes 
elétricas pode ser obtido utilizando, por exemplo, SD, onde cada LT é representada por 
vários circuitos pi  conectados em série [28], cada um possuindo uma representação com 
3 estados. Quando a dinâmica de alta frequência do sistema é de interesse, o número de 
circuitos pi no modelo por SD, necessário para reproduzir o comportamento do sistema 
infinito, torna-se muito elevado. Desta forma, a utilização da formulação SD para o 
modelo linear aproximado, além de apresentar precisão limitada, resulta 
computacionalmente ineficiente quando comparada com a formulação Y(s). 
O cálculo preciso de polos e das matrizes de resíduos associadas (ou matrizes-resíduo 
associadas) de FTs multivariáveis (FTs MIMO) é fundamental para a análise modal, 
sensibilidade modal, redução da ordem de modelos e diversas outras aplicações. Um 
algoritmo eficiente para o cálculo de polos dominantes e matrizes-resíduo associadas de 
FTs MIMO de alta ordem é descrito em [45], mas é somente aplicável a sistemas finitos 
modelados por SD. Com relação a sistemas infinitos, a referência [49] apresenta um 
método de Newton para o cálculo sequencial dos polos dominantes de FTs SISO e dos 
resíduos associados a estes polos. O algoritmo em [49] calcula o resíduo utilizando uma 
fórmula desenvolvida a partir de sua definição por limite. Neste trabalho é mostrado que 
os resultados numéricos obtidos com esta fórmula estão sujeitos a erros de 
arredondamento graves, fato este também comentado em [71]. Consequentemente, o 
uso desta fórmula frequentemente torna inútil o procedimento de deflação 
implementado no algoritmo em [49], inviabilizando também o cálculo sequencial dos 
polos da FT. 
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A primeira contribuição deste capítulo é o cálculo preciso de resíduos utilizando um 
esquema de integração numérica baseado no método de Legendre-Gauss. O cálculo 
preciso do par polo-resíduo permite sua deflação efetiva da FT, conferindo robustez 
numérica ao método de Newton de [49] e permitindo a computação sequencial confiável 
do conjunto de polos dominantes de FTs SISO de sistemas infinitos. 
A segunda contribuição deste capítulo é a generalização para FTs MIMO de sistemas 
infinitos do método de Newton descrito em [49] para FTs SISO. Em [37] este método 
generalizado foi chamado de Sequential MIMO Dominant Pole Algorithm – SMDPA. 
Novamente, a computação sequencial confiável e precisa do conjunto de polos 
dominantes só é possível devido ao cálculo preciso das matrizes-resíduo associadas, 
utilizando o esquema de integração numérica baseado no método de Legendre-Gauss, 
citado anteriormente. Somente após o cálculo preciso de um polo e da matriz-resíduo 
associada é que este polo pode ser efetivamente deflacionado da FT MIMO. Na 
realidade, o algoritmo de Newton proposto é repetidamente aplicado a FT MIMO já 
deflacionada dos polos previamente calculados. A precisão do cálculo dos polos e 
matrizes-resíduo elimina as graves limitações do algoritmo em [49] e permite a 
convergência sequencial para o conjunto de polos dominantes desejados. 
Os algoritmos propostos (Newton e Legendre-Gauss) foram aplicados com sucesso na 
computação de MORs de alta fidelidade (considerando faixas de frequências 
especificadas) de FTs MIMO de dois sistemas teste, um deles contendo 34 barras e o 
outro sendo o comumente utilizado sistema IEEE de 118 barras. Os dados destes 
sistemas, contendo 25 e 177 LTs de parâmetros distribuídos, estão disponíveis em [28] e 
no site https://www.ee.washington.edu/research/pstca/, respectivamente. Deve-se 
observar que neste site os dados são para estudos de fluxo de potência. A conversão 
destes dados para os dos modelos apresentados no capítulo 2 segue procedimento 
similar ao apresentado em [28] e detalhado em [72]. 
A terceira contribuição deste capítulo é a comparação do desempenho de um MOR 
diretamente obtido de um sistema teste infinito com 4 modelos lineares aproximados 
(MLAs) do mesmo sistema infinito. Um destes MLAs foi, então, selecionado para ter 
sua ordem reduzida por meio da aplicação de dois outros métodos (Subspace 
Accelerated Multivariable Dominant Pole Algorithm - SAMDP [45] e Sparse Low-Rank 
Choleski Factor - SLRCF [73]) desenvolvidos para modelos de rede na formulação por 
SD. A aplicação destes métodos ao MLA selecionado produziu dois outros MORs, 
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permitindo uma comparação do desempenho de tempo de CPU com o método SMDPA 
proposto. 
O método SMDPA proposto possui importantes características de eficiência e robustez, 
tais como convergência local quadrática e deflação precisa de polos, evitando a 
convergência repetida para polos dominantes da FT previamente calculados. 
Adicionalmente, possui a capacidade de produzir MORs MIMO de sistemas infinitos de 
maior fidelidade, maior uso prático e obtidos em menores tempos de CPU do que 
aqueles obtidos por métodos restritos a sistemas finitos, tais como SAMDP [45] e 
SLRCF [73], aplicados a MLAs de grandes dimensões. 
Note que alguns conceitos e definições estabelecidos no item 2.3 são repetidos neste 
capítulo, de modo a facilitar sua leitura e entendimento. 
3.2 FUNÇÃO DE TRANSFERÊNCIA MULTIVARIÁVEL, SEUS POLOS 
DOMINANTES E MODELOS DE ORDEM REDUZIDA 
O comportamento dinâmico de um sistema linear infinito e multivariável no domínio s 
pode ser descrito por: 
( ) ( ) ( )sss uBxY =
 (3.1) 
( ) ( ) ( )sss eT uDxCy +=  (3.2) 
onde Y(s) ∈ ℂ×, B ∈ ℝ×, C ∈ ℝ×	,	 x(s) ∈ ℂ, u(s) ∈ ℂ, y(s) ∈ ℂ	 e De ∈
ℝ	×. O subscrito da matriz De simboliza explícito. Resolvendo (3.1) para x(s) e 
substituindo em (3.2), obtém-se: 
( ) ( )[ ] ( )sss eT uDBYCy += −1  (3.3) 
A expressão relacionando o vetor de saídas y(s) com o vetor de entradas u(s) é definida 
como matriz de funções de transferência H(s) ∈ ℂ	×: 
( ) ( ) eT ss DBYCH += −1  (3.4) 
Deve-se observar que na maioria dos modelos envolvendo sistemas de potência, todos 
os polos são simples. Embora seja possível a ocorrência de polos repetidos nestes 
modelos, tal como no caso de usinas com representação individualizada de geradores 
[74], isto é raro. Julga-se, portanto, que a consideração destes polos não justificaria o 
aumento significativo da complexidade que seria adicionada ao desenvolvimento de 
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metodologia mais geral. De fato, todas as referências citadas neste trabalho, 
relacionadas ao cálculo de polos de modelos envolvendo sistemas de potência, tratam 
apenas de polos simples. Desta forma, a partir deste ponto, só serão considerados polos 













onde λi é um polo da FT multivariável H(s) e Ri é sua matriz-resíduo associada. O 
subscrito da matriz Di significa implícito de modo a distingui-la da matriz explícita De e 
porque esta matriz encontra-se "escondida" dentro do termo ( ) BYC 1−sT . 
Rigorosamente falando, o subscrito “i” deveria também ser adotado na notação da 
implícita matriz K, mas julgou-se desnecessário, visto que não existe matriz K explícita 
na definição de H(s) dada em (3.4). 
A matriz direta total D pode ser definida como 
 ei DDD +=  (3.6) 








= lim  (3.7) 
( ) e
s




atribuindo-se um valor suficientemente alto (i.e. 1015 ou 1020) para s. 
Seja ( )sHˆ  a parte estritamente própria de H(s) 
 











RDKHH  (3.9) 




















Um polo λk cujo valor de kk λ′2R  é elevado se comparado aos dos demais polos, é 
dito dominante. De (3.10) pode ser visto que os polos dominantes irão causar picos na 
resposta em frequência dos valores singulares máximos de ( )ωjHˆ  (curva de σmax de 
( )ωjHˆ
 ou curva de ( )[ ]ωσ jHˆmax ) nos valores de frequência próximos às partes 
imaginárias dos polos. 
Uma FT MIMO H(s) pode ser aproximada pelo MOR HN(s), composto por um conjunto 
Ω de N polos dominantes e matrizes-resíduo associadas, acrescido dos termos 
associados às matrizes K e D: 
 















A FT de desvio, ( )sH , é definida como a diferença entre H(s) e HN(s): 
 















A medida adotada para o desvio (erro absoluto) do MOR MIMO, εMOR, é a curva de 
σmax de H , calculado em cada frequência jω de um intervalo de frequência 
especificado: 
 ( ) ( )[ ]ωσ=ωε jjMOR Hmax  (3.13) 
3.3 ALGORITMO PARA O CÁLCULO SEQUENCIAL DE POLOS 
DOMINANTES DE FTS MIMO 
Os polos dominantes de FTs SISO e MIMO de sistemas infinitos, dentro de uma 
determinada faixa de frequências, podem ser computados sequencialmente (um por vez) 
por algoritmos do tipo Newton. No entanto, o conjunto apropriado de polos dominantes 
somente pode ser eficiente e sequencialmente computado se o efeito dos N polos de 
H(s) anteriormente calculados for sendo eliminado durante a solução. Esta eliminação 
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ou cancelamento do efeito dos polos já calculados é um procedimento matemático 
conhecido como deflação [45], sendo essencial para prevenir que o algoritmo convirja 
repetidas vezes para os polos mais dominantes já calculados, cujas regiões de atração de 
convergência [75] são maiores. Como a presença das matrizes D e K deteriora a 
convergência do algoritmo, seus efeitos também devem ser eliminados [49]. O método 
de Newton deve, portanto, ser aplicado a FT MIMO de desvio ( )sH  dada em (3.12), 
cujos polos são iguais aos polos ainda não computados de H(s). 
Os polos λ ∈ ℂ de uma FT MIMO ( )sH  podem ser definidos por: 




Hmaxlim  (3.14) 
Para FTs quadradas (m = p), existe uma definição equivalente, dada por: 
 
( )[ ] 0lim 1min =µ −λ→ ss H  (3.15) 
onde µmin é o autovalor de menor módulo de ( ) 1−sH . 
Para qualquer s, seja (µ(s), v(s), w(s)) um auto terno (eigentriplet) de ( ) 1−sH , i.e.: 
 ( ) ( ) ( ) ( )ssss vvH µ=−1  (3.16) 
 ( ) ( ) ( ) ( )*1* ssss wHw µ=−  (3.17) 
com 
( ) ( ) 1* =ss vw  (3.18) 
onde v e w são os autovetores a direita e a esquerda de 1−H  associados a µ. O 
sobrescrito * denota transposição conjugada de matriz ou vetor. 
A derivada em relação a s de µ(s) é dada por [76] 




















sd HHHH  (3.20) 
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A Equação (3.20), que é válida para qualquer matriz quadrada, é então substituída em 
(3.19): 





vHHHw 11* )()( −−−=µ
 
(3.21) 
que, utilizando (3.16) e (3.17), pode ser simplificada para 








)(*2µ−=µ  (3.22) 
Aplicando o método de Newton à solução de 
( ) ( ) 0min =µ= ssf  (3.23) 
resulta em 
( ) ( ) ( )kkk sss ∆+=+1
 
(3.24) 
onde k denota o número da iteração e 
( )




















=∆  (3.25) 
Em (3.25) vmim e wmin são os autovetores a direita e a esquerda, respectivamente, 
associados a µmim. A derivada de ( )sH  pode ser analiticamente determinada derivando 
(3.12) em relação à s, ou seja: 


























A derivada de H(s), definida em (3.4), é dada por 





=  (3.28) 
Analogamente a (3.20), pode-se escrever 
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sd YYYY  (3.29) 
Substituindo (3.29) em (3.28), obtém-se 







YXH −=  (3.30) 
onde 
 
( ) BXY B =ss)(  (3.31) 
 
( ) CXY C =ss T)(  (3.32) 
3.4 COMPORTAMENTO NUMÉRICO DA FÓRMULA DO RESÍDUO 
DESENVOLVIDA A PARTIR DE SUA DEFINIÇÃO POR LIMITE 
Nesta seção é analisada a estabilidade numérica bastante precária da fórmula 
apresentada em [48], [49] e [77] para o cálculo computacional de resíduos. É mostrado 
que sua utilização pode levar a erros numéricos graves, que dependem do sistema e da 
FT estudados e são de difícil previsão. Este fato motivou o desenvolvimento de um 
método numericamente robusto para a computação de resíduos, apresentado no item 
3.5. 
3.4.1 Fórmula do Resíduo 








onde H é uma FT SISO definida similarmente à sua contraparte MIMO H: 
( ) ( ) eT dssH += − bYc 1  (3.34) 
Se H é considerada um elemento de H, então os vetores b e c são colunas das matrizes 
B e C, respectivamente, e de um elemento de De. 
A partir da definição apresentada em (3.33), pode-se obter a fórmula utilizada em [48] e 
[49] para cálculo do resíduo de FTs SISO de sistemas infinitos: 
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onde v e w são os autovetores a direita e a esquerda de Y associados com λ, 
respectivamente, normalizados tais que 1=−= wbvc TT . 
3.4.2 Modelo de Linha de Transmissão com Parâmetros Distribuídos 
O sistema infinito utilizado para verificar o desempenho numérico de (3.35) consiste 
apenas em uma LT monofásica (sequência positiva) de 300 km e 500 kV, cujos 
terminais estão identificados como barra 1 e 2, conforme mostrado na Figura 3.1. Os 
valores de seus parâmetros por unidade de comprimento Zl (impedância longitudinal) e 
Yl (admitância transversal) também estão apresentados nesta figura. 
 
Figura 3.1: Sistema infinito simples – LT com parâmetros distribuídos 
Supondo que existem correntes injetadas i1 e i2 em ambos os terminais da LT, tensões 
nodais v1 e v2 irão também existir nestes terminais. Desta forma, a matriz 2 × 2 de 
admitâncias nodais Y pode, então, ser definida [71]. 
A FT escolhida para verificar o desempenho numérico de (3.35) é a impedância de 








12 bYc  (3.36) 
onde [ ]10=Tb  e [ ]01=Tc . Os símbolos l, γ e yc denotam o comprimento, a 
constante de propagação e a admitância característica da LT, respectivamente [71]. 
3.4.3 Expressões Analíticas para os Polos da LT e Resíduos de z12 






































































onde os símbolos Rl, Ll e Cl denotam a resistência, a indutância e a capacitância por 
unidade de comprimento da LT, respectivamente. 
3.4.4 Imprecisão no Cálculo dos Resíduos Utilizando (3.35) 
Seja λ o valor exato do polo e λ~  o valor obtido por um dos algoritmos de Newton 
descritos em [48] ou em [49] e usado em (3.35) para a computação do resíduo 
associado. Para os propósitos deste teste de desempenho numérico, a diferença entre λ e 
λ~








onde m ∈ 	ℝ. Note que o erro relativo na computação de λ~  dado por (3.42) é: 
 






=ελ  (3.43) 
Substituindo (3.42) em (3.35), resulta em: 















A verificação dos erros produzidos pela utilização de (3.35) (ou equivalentemente de 
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(3.44)) envolve a variação do expoente m e o cálculo do erro percentual entre (3.35) e a 
solução analítica (valor exato) dada por (3.38). O valor exato para λ, considerando os 
parâmetros da LT desta seção e n = 1, é analiticamente obtido de (3.37): 
λ1 = −12.872 + j 3086.197 (3.45) 
O valor exato do resíduo associado ao polo λ1 é analiticamente obtido de (3.38): 
R1 = (−102.37117 + j 0.42699) pu (3.46) 
onde as bases de potência e de tensão utilizadas foram 100 MVA e 500 kV, 
respectivamente. 
O erro percentual da parte real do resíduo R1 ( ( )1Re Rε ), produzido pela utilização de 
(3.44), está mostrado na Figura 3.2 como uma função da precisão do polo λ1. Este erro é 
definido por: 
 ( )











O erro percentual da parte imaginária do resíduo R1 ( ( )1Im Rε ) é definido de maneira 
similar, mas trocando o operador real ℜ pelo imaginário ℑ . O comportamento de 
( )1Im Rε  como uma função da precisão do polo λ1 é muito similar ao de ( )1Re Rε  não sendo, 
portanto, necessário mostrá-lo. 
 
Figura 3.2: Erro percentual da parte real do resíduo R1 como uma função 
















Note que m = −10, que é a abscissa da linha vertical verde na Figura 3.2, é um valor 
comumente adotado como expoente para o erro relativo (i.e., 10m) em aplicações de 
álgebra linear numérica. Como pode ser observado nesta figura, os erros na computação 
do resíduo associado são inaceitáveis para valores razoáveis de m. A mesma verificação 
foi repetida para diversos outros polos deste exemplo de LT de parâmetros distribuídos 
e os erros numéricos observados nos valores de seus resíduos associados foram também 
inaceitáveis. 
Um método robusto para a computação precisa do resíduo associado a um polo de um 
sistema infinito é apresentado na próxima seção. 
3.5 COMPUTAÇÃO PRECISA DE RESÍDUOS 
O método proposto para a computação precisa da matriz-resíduo R associada ao polo λ 
é baseado no cálculo numérico da integral de contorno (ou de linha) definida pelo 
teorema dos resíduos [78] 
 
( ) dssj C∫pi= HR 2
1
 (3.48) 
onde C é uma curva (contorno) no plano s envolvendo o polo λ, mostrado na Figura 
3.3 (a). 
O primeiro passo para a solução da integral de linha dada por (3.48) é escolher o 
contorno C. Neste trabalho, um contorno quadrado envolvendo o polo λ foi escolhido, 
como mostrado na Figura 3.3 (b). 
  
(a) (b) 
Figura 3.3: (a) Polo λ; (b) Polo envolto por um contorno quadrado 
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Os números complexos uk, (k = 1, …, 4), mostrados na Figura 3.3 (b), podem ser 
definidos por 
( ) udeu kjk 21 pi−=  (3.49) 
onde d é igual a metade do comprimento da diagonal do quadrado e u é um número 
complexo de módulo unitário, dado por: 
λλ=u  (3.50) 
Os pontos Pk, (k = 1, …, 4), mostrados na Figura 3.3 (b), podem ser expressos em 
função dos números uk, (k = 1, …, 4), como 
kk uP +λ=  (3.51) 
Substituindo (3.49) em (3.51), resulta em: 
 
( ) udeP kjk 21 pi−+λ=  (3.52) 
Tendo definido o contorno C como um quadrado de vértices Pk, (k = 1, …, 4), como 
mostrado na Figura 3.3 (b), a integral em (3.48) pode ser escrita como 


















onde P5 ≡ P1. 


























 ( )[ ] kkkk mPPP −=∆ +1  (3.55) 
Substituindo (3.54) em (3.53), resulta em: 
















dssdss HH  (3.56) 
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Os valores da frequência complexa s em cada subintervalo é dado pela seguinte equação 
paramétrica da reta: 
( ) ( )[ ] ( ) τ∆++∆−+τ−= kkkk PlPPlPs 11  (3.57) 
onde τ ∈ ℝ. 
Diferenciando (3.57) em relação à τ, obtém-se: 
τ∆= dPds k  (3.58) 
De acordo com (3.57), para s = Pk + (l−1) ∆Pk → τ = 0 e para s = Pk + l ∆ Pk → τ = 1. 
Substituindo (3.57) e (3.58) em (3.56), resulta em: 


















( ) ( ) ( )[ ] ( )( )τ∆++∆−+τ−=τ kkkkk PlPPlPPl 11,, HG  (3.60) 
A integral do lado direito em (3.59) pode ser eficiente e precisamente calculada 
utilizando o método de quadratura Legendre-Gauss [79]. Uma integral sobre [a, b] deve 
ser transformada em uma integral sobre [−1, 1] antes da aplicação deste método. Esta 
mudança de intervalo de integração pode ser feita definindo-se a variável: 
( ) ( )abab ++ξ−=τ 5.05.0
 (3.61) 




Diferenciando (3.62) em relação à ξ, obtém-se: 
ξ=τ dd 5.0
 (3.63) 
Substituindo (3.62) e (3.63) em (3.59), resulta em: 

















dPlPdss JH  (3.64) 
onde 
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( ) ( )( )kk PlPl ,,15.0,, ξ+=ξ GJ  (3.65) 
Aplicando o método de quadratura Legendre-Gauss à integral do lado direito em (3.64), 
obtém-se: 










,,,, JJ  (3.66) 
onde M é o número de pontos (abscissas) ξi e pesos wi utilizados no somatório. Neste 
trabalho, escolheu-se M = 24. Os correspondentes valores de ξi e wi estão disponíveis 
em diversos livros texto, incluindo [79]. 
Substituindo (3.66) em (3.64), resulta em: 
















PlwPdss JH  (3.67) 



















PlwPj JR  (3.68) 
De acordo com (3.68), a matriz de resíduos R associada ao polo λ é igual à soma de 



















1 JR  (3.69) 
Assim, o termo R1 representa a contribuição do lado P1 – P2 do contorno quadrado para 
a matriz-resíduo total, o termo R2 a contribuição do lado P2 – P3 e assim por diante. 
Neste trabalho, o número de subintervalos mk (k = 1, …, 4) em cada lado do quadrado é 
dado por: 
K,2,1,0,2 == qm qk  (3.70) 
O erro relativo no cálculo de cada um dos quatro termos da matriz-resíduo é dado por: 








kkLG RRR  (3.71) 
onde o subscrito LG refere-se ao método de integração numérica Legendre-Gauss. 
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Considera-se que o processo iterativo converge quando ( ) ( )maxLGkLG ε≤ε  onde ( )maxLGε  
é o máximo erro relativo especificado. Note que o erro relativo total na computação da 
matriz de resíduos é: 








Os pseudocódigos para o algoritmo proposto SMDPA e para o esquema de integração 
Legendre-Gauss estão apresentados no Apêndice B. Considerações sobre a 
complexidade computacional do método estão apresentadas no Apêndice C. 
3.5.1 Verificação da Precisão e Robustez no Cálculo de Resíduos Utilizando o 
Método de Integração Numérica Legendre-Gauss 
Para uma maior facilidade de leitura, a expressão do erro percentual da parte real do 
resíduo R1, ( )1Re Rε , dada por (3.47), está repetida a seguir: 
( )











O comportamento deste erro, produzido pela utilização do método proposto no cálculo 
de )(1 numéricoR , está mostrado na Figura 3.4 como uma função da precisão do polo λ1. 
Como pode ser observado, independentemente do valor do expoente m que define a 
precisão do polo, os valores de ( )1Re Rε  encontram-se praticamente entre 10
−12
 % e 
10−14 %, comprovando a alta precisão e robustez do método proposto. O comportamento 
do erro da parte imaginária do resíduo R1, ( )1Im Rε , como uma função da precisão do polo 
λ1, é muito similar ao de ( )1Re Rε  não sendo, portanto, necessário mostrá-lo. 
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Figura 3.4: Erro percentual da parte real do resíduo R1 como uma função 
da precisão do polo λ1, utilizando o método Legendre-Gauss 
Nestes cálculos utilizou-se um erro relativo máximo ( ) 10max 10−=εLG  e um valor de 
metade da diagonal 100=d  para todos os quadrados (contornos de integração) 
centrados nos diversos valores aproximados λ~  do polo 1λ . Este valor de metade da 
diagonal foi utilizado para garantir que todos os quadrados envolvessem, além do valor 
aproximado λ~ , o valor exato λ  do polo 1λ . Esta é a única condição para que o método 
proposto forneça resultados precisos para o cálculo do resíduo associado R1. Na Figura 
3.5 está mostrado o quadrado centrado no valor aproximado mais distante 
( )λ−=λ −2101~
 (asterisco em preto) do valor exato λ  (asterisco em vermelho) do polo 
1λ . Como este quadrado, além do valor aproximado, envolve também o valor exato, 
todos os demais quadrados, centrados nos valores aproximados localizados sobre a reta 
que une ( )λ−=λ −2101~  e λ  (mostrados como asteriscos em cyan na Figura 3.5), também 
envolverão o valor exato λ . 
Obviamente, na prática, os valores aproximado e exato do polo estão muito próximos, 
de forma que é possível se utilizar valores muito menores para a metade da diagonal do 
quadrado de integração, como, por exemplo, 1=d . 













Figura 3.5: Quadrado com d = 100 centrado no valor aproximado ( )λ−=λ −2101~  
envolvendo também o valor exato λ  do polo 1λ . 
3.6 SISTEMAS TESTE 
O primeiro sistema teste é a rede de transmissão mostrada na Figura 3.6, possuindo 34 
barras, 25 LTs de parâmetros distribuídos, 12 ramos em derivação (shunt) representando 
bancos de capacitores ou indutores, 16 transformadores, 16 cargas e 10 geradores. O 
conjunto completo de dados deste sistema encontra-se descrito em [28]. A FT MIMO 
selecionada tem como entradas as injeções simultâneas de correntes elétricas nas barras 
21 (entrada 1) e 23 (entrada 2) (ambas destacadas em vermelho) e como saídas as 
tensões nestas mesmas barras, sendo a da barra 21 a saída 1 e a da barra 23 a saída 2. A 
faixa de frequências de interesse para este caso varia de 0 a 4000 Hz, que contém 95% 
da energia total desta FT MIMO, conforme mostrado em [80]. 


















Figura 3.6: Sistema de 34 barras com 25 LTs de parâmetros distribuídos 
O segundo sistema teste é o bastante conhecido IEEE 118 barras, mostrado na Figura 
3.7, e a faixa de frequências de interesse agora varia de 0 a 10 kHz. Este sistema possui 
118 barras, 177 LTs de parâmetros distribuídos, 14 ramos em derivação (shunt) 
representando bancos de capacitores ou indutores, 9 transformadores, 91 cargas e 54 
geradores. Os dados deste sistema estão disponíveis no site 
https://www.ee.washington.edu/research/pstca/. Os elementos do vetor de entradas da 
FT selecionada são as correntes injetadas nas barras 30 (entrada 1) e 38 (entrada 2) 
(ambas destacadas em vermelho). Os elementos do vetor de saídas são as tensões nestas 
mesmas barras. 
Os transformadores, ramos, cargas, geradores e LTs de parâmetros distribuídos dos 
sistemas testes foram representados utilizando os modelos descritos no capítulo 2. 
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Figura 3.7: Sistema IEEE 118 barras com 177 LTs de parâmetros distribuídos 
3.7 APLICAÇÃO DO ALGORITMO PROPOSTO SMDPA AOS SISTEMAS 
TESTE 
O algoritmo proposto foi aplicado no cálculo dos polos dominantes e de suas matrizes-
resíduo das FTs MIMO dos sistemas infinitos descritos no item 3.6. O objetivo do teste 
foi verificar se o algoritmo seria confiável e eficiente na construção de MORs racionais 
de alta fidelidade, dentro das faixas de frequências de interesse, a partir destes 
resultados modais (polos e matrizes-resíduo associadas). 
O procedimento utilizado no SMDPA para o cálculo sequencial de polos é realizado em 
duas etapas (estágios). Na primeira, o conjunto dos polos mais dominantes é 
computado. Na segunda, computam-se os polos menos dominantes, mas, ainda assim, 
importantes. O conjunto (vetor) de estimativas iniciais utilizado na primeira etapa é 
composto de números puramente imaginários, cujos valores coincidem com as 
frequências dos picos da curva de valores singulares máximos de ( )ωjHˆ . O 
procedimento de determinação do conjunto de estimativas iniciais da primeira etapa está 
exemplificado no gráfico mostrado na Figura 3.8, onde a curva de ( )[ ]fj piσ 2ˆmax H  
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traçada refere-se ao sistema de 34 barras. Para uma melhor visualização, utilizou-se o 
intervalo de frequências de 1000 Hz a 1500 Hz e uma escala vertical logarítmica. De 
acordo com a Figura 3.8, o vetor de estimativas iniciais é dado por 
( ) [ ]810 2 ffj Lpi=s . 
Nos casos eventuais em que ocorrem 20 iterações, verifica-se que o processo iterativo 
de Newton é claramente divergente ou não convergente. Uma vez que um polo tenha 
convergido, sua matriz-resíduo é computada. Em seguida, este polo convergido é 
deflacionado. Após concluir o procedimento de deflação ou depois de atingir o máximo 
número de iterações, a versão atual do programa computacional automaticamente inicia 
o cálculo de outro polo pelo método de Newton utilizando a próxima estimativa inicial 
disponível. 
 
Figura 3.8: Procedimento de determinação do conjunto de 
estimativas iniciais da primeira etapa 
Para a computação eficiente do conjunto de polos menos dominantes, na segunda etapa, 
o algoritmo de Newton exige uma estratégia mais refinada para selecionar as 
estimativas iniciais. Esta necessidade decorre do fato destes polos possuírem regiões de 
atração muito menores do que as dos polos da primeira etapa [75] para o algoritmo de 
Newton. Assim, nesta segunda etapa, uma estimativa tem sua parte imaginária feita 
igual à frequência em rad/s (ωmax) correspondente a um máximo (pico) de 
( ) ( )[ ]ωσ=ωε jjMOR Hmax (Equação (3.13)). Adicionalmente, a parte real desta 





















máximo da curva ( )( )maxω+ℜε jsMOR  (deve-se notar que, nesta curva, ωmax é mantido 
constante enquanto ( )sℜ  varia). O procedimento de determinação de uma estimativa 
inicial da segunda etapa está exemplificado no gráfico mostrado na Figura 3.9, onde a 
curva de ( )fjMOR piε 2  (curva azul) mostrada refere-se ao sistema de 34 barras. Esta 
curva foi traçada no intervalo de frequências de 0 a 4100 Hz. Para uma melhor 
visualização, utilizou-se uma escala vertical logarítmica. Nesta figura, escolheu-se o 
máximo da curva de ( )fjMOR piε 2  que ocorreu na frequência representada por fmax 
(poderia ter sido escolhido qualquer outro pico). Depois da determinação de fmax, traça-
se a curva definida por ( )( )max2 fjsMOR pi+ℜε . Esta curva, referente ao sistema de 34 
barras, está traçada em vermelho na Figura 3.9. Neste caso, utilizou-se o intervalo de 
( )sℜ
 de −50 (1/s) a 0. Conforme indicado nesta figura, o máximo desta curva ocorreu 
para ( ) ( )maxss ℜ=ℜ . Portanto, a estimava inicial será dada por ( ) ( ) maxmax0 2 fjss pi+ℜ= . 
 
Figura 3.9: Procedimento de determinação de uma 
estimativa inicial da segunda etapa 
Esta estimativa é, então, utilizada no SMDPA para a computação do polo e de sua 
matriz-resíduo associada. A seguir, o polo convergido é deflacionado da FT ( )sH  (FT 
de desvio) e o procedimento computacional anteriormente descrito para a determinação 
da estimativa inicial, cálculo do polo e matriz-resíduo associada é repetido, conforme 
mostrado na Figura 3.10, onde as novas curvas estão superpostas às anteriores. Nesta 
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fmax
142 
azul não existe na curva em magenta, devido à deflação do polo. Observa-se, portanto, 
que ao contrário da primeira etapa, as estimativas iniciais são determinadas de forma 
intercalada com os cálculos dos polos e matrizes-resíduo associadas. 
Valores de tolerância de convergência iguais a 10−10 para os erros relativos dos polos e 
das matrizes-resíduo associadas e d = 1 para a metade do comprimento da diagonal do 
quadrado na Figura 3.3 (b), foram utilizados em todos os cálculos computacionais. 
 
Figura 3.10: Determinação de mais uma estimativa inicial da segunda etapa 
3.7.1 Sistema Teste de 34 barras 
Um conjunto de estimativas iniciais puramente imaginárias foi obtido na primeira etapa 
de cálculo. Na Figura 3.11 está mostrado o espectro de polos computado pelo SMDPA 
para este conjunto de 37 estimativas. Note que devido à efetividade da técnica de 
deflação adotada neste trabalho, todas as 37 estimativas iniciais convergiram para polos 
distintos. O número de iterações requerido para a convergência de cada polo, que 
também se encontra indicado na figura, foi igual ou inferior a 7 para 35 destes polos. 
Note também que quando um polo de um par complexo conjugado é computado, o par 
completo é apropriadamente deflacionado em todas as subsequentes computações. 
No segundo estágio, outros 41 polos e matrizes de resíduos foram computados. Assim, 
um MOR de 151a ordem (MOR-151) foi obtido (73 pares de polos complexos 
conjugados e 5 reais). As curvas de σmax dos modelos infinito H(jω) e reduzido H151(jω) 
estão mostradas na Figura 3.12, sendo visualmente coincidentes dentro do intervalo de 
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143 
dos modelos matriciais infinito H(jω) e reduzido H151(jω) também mostraram excelente 
concordância, como se poderia esperar, uma vez que este fato é uma condição 
necessária para a boa concordância entre as curvas de σmax e, por este motivo, não estão 
mostradas neste trabalho. 
 
Figura 3.11: Espectro de polos convergidos para o conjunto 
de 37 estimativas da primeira etapa 
 
Figura 3.12: Curvas de σmax para o modelo infinito e MOR-151 
O desvio como uma função da frequência definido em (3.13) do MOR-151 está 
mostrado na Figura 3.15 (em uma faixa de frequências ampliada) e na Figura 3.16 (na 












































3.7.2 Sistema Teste de 118 Barras 
A maioria dos polos do MOR-151 do sistema teste de 34 barras (37 pares de polos 
dominantes complexos conjugados computados no primeiro estágio e 36 pares mais 5 
polos dominantes reais no segundo estágio) tinham suas partes imaginárias contidas no 
intervalo de frequências de 0 e 4 kHz. Somente 11 pares de polos complexos 
conjugados (14 %) tinham suas partes imaginárias fora deste intervalo de interesse. 
Em contraste, o conjunto de polos dominantes do MOR-216 (108 pares de polos 
complexos conjugados) do sistema teste de 118 barras tiveram suas partes imaginárias 
distribuídas sobre o intervalo de 0 a 20 kHz, apesar do foco do estudo ser limitado ao 
intervalo de interesse, compreendendo as frequências entre 0 e 10 kHz. Na realidade, 
aproximadamente metade dos polos dominantes (51 pares complexos conjugados) 
tiveram suas partes imaginárias entre 10 e 20 kHz. No primeiro estágio, somente duas 
estimativas das 104 resultaram em um processo não convergente. Todas as outras 102 
estimativas convergiram para polos distintos, sendo que 87 % delas precisaram de 
apenas 4 ou 5 iterações para a convergência. É importante mencionar que a FT MIMO 
do sistema teste de 118 barras teve somente 6 outros pares de polos dominantes 
computados no segundo estágio, onde foi utilizada a estratégia mais elaborada de 
inicialização descrita no item 3.7. 
As curvas de σmax dos modelos infinito H(jω) e reduzido H216(jω) estão comparadas na 
Figura 3.13, sendo visualmente coincidentes sobre o intervalo de 0 a 10 kHz. O desvio 





Figura 3.13: Curvas de σmax para o modelo infinito e para o MOR-216 
(sistema teste de 118 barras) 
 
Figura 3.14: Desvio do MOR-216 sobre a faixa de frequências de 
interesse (sistema teste de 118 barras) 
 
3.8 SISTEMAS INFINITOS X FINITOS 
Um modelo linear (finito) aproximado (MLA) de um sistema infinito pode ser obtido 
utilizando, por exemplo, SD, onde cada LT é representada por uma série de circuitos pi 
[28]. 
A formulação por SD consiste de equações diferenciais ordinárias de primeira ordem e 





























( ) ( ) ( )ttt uBxAxT +=&
 (3.74) 
( ) ( ) ( )ttt eT uDxCy +=  (3.75) 
onde A, T ∈ ℝ×, B ∈ ℝ×, C ∈ ℝ×	,	 x(t) ∈ ℝ, u(t) ∈ ℝ, y(t) ∈ ℝ	 e 
De ∈ ℝ	×. Nesta aproximação linear finita, a FT é definida como: 
 ( ) ( ) eTL ss DBATCH +−= −1  (3.76) 
onde HL(s) ∈ ℂ	×. Note que (3.76) é análoga a (3.4) e que (sT − A) é o modelo 
descritor linear aproximado do modelo infinito do sistema Y(s). 
Similarmente à FT de desvio do MOR MIMO definida em (3.12), a diferença entre H(s) 
e HL(s) é definida como a FT de desvio da aproximação linear MIMO: 
 ( ) ( ) ( )sss LL HHH −=  (3.77) 
A grandeza εMOR (jω) definida em (3.13) determina o desvio do MOR como uma função 
da frequência, sobre o intervalo de frequências de interesse de 0 a ωf. Nesta seção é 
considerada uma medida de erro que é completamente descrita por um único valor 
numérico. Esta medida [81] é a razão entre a área sob a curva de desvio do MOR e a 

























O erro percentual correspondente do MLA MLAε  é, obviamente, definido similarmente a
MORε . 
As LTs de parâmetros distribuídos do sistema teste de 34 barras, mostrado na Figura 
3.6, foram modeladas aproximadamente por diferentes quantidades de circuitos pi. Na 
Tabela 3.1 estão descritos alguns dados sobre os 4 MLAs do sistema infinito, que foram 
gerados pela discretização das LTs utilizando de 300 a 600 circuitos pi em série por LT. 
Nesta tabela npi, nD e nL denotam o número de circuitos pi por LT, o número de equações 
diferenciais do SD e a dimensão das matrizes A e T. A razão nL / n, onde n = 44 é a 
dimensão da matriz Y(s) do sistema infinito (igual ao número de barras somado ao 
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número de geradores do sistema), é também incluída. O número de equações algébricas 
(nL − nD) é o mesmo para os quatro MLAs e igual a 119. 
Os desempenhos em termos de erros dos quatro MLAs são comparados com o do 
MOR-151, obtido pelo método SMDPA proposto (cf. item 3.7.1), na Tabela 3.2. Um 
MLA com um valor de npi entre 400 e 500 possui um desempenho de erro equivalente 
ao do MOR-151. Da Tabela 3.1 tem-se que a dimensão das matrizes deste MLA situa-se 
entre 20182 e 25182. 
Tabela 3.1: Informações sobre os sistemas finitos (sistema teste de 34 barras) 
npi nD nL nL / n 
300 15063 15182 345.05 
400 20063 20182 458.68 
500 25063 25182 572.32 
600 30063 30182 685.95 
 
Tabela 3.2: Comparação de desempenho dos modelos (MLAs × MOR-151) 
npi MLAε (%) MORε (%) 
300 4.59 × 10−1  
400 2.58 × 10−1 
1.94 × 10−1 
500 1.65 × 10−1 
600 1.15 × 10−1  
 
A utilização MLAs com alta fidelidade, com erros próximos ao do MOR-151 
(diretamente obtido do sistema infinito), não é, portanto, prática para sistemas de grande 
porte e amplos intervalos de frequência, devido a natureza de crescente mal 
condicionamento do processo de encadeamento de circuitos pi, combinada com as 
dificuldades computacionais usuais associadas a matrizes de grandes dimensões, tais 
como utilização de grandes quantidades de memória e elevados tempos de CPU. Em 
contraste, a precisão do MOR-151 proposto pode ser sensivelmente melhorada, de 
forma fácil e eficiente, pela simples adição de alguns poucos polos e matrizes-resíduo 
associadas. 
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A curva de desvio ( )ωε jMOR  do MOR-151 está traçada na Figura 3.15 em um intervalo 
de frequências mais amplo do que o de interesse. Os oito maiores picos que aparecem 
no intervalo de 4 a 8 kHz deste gráfico são devidos à existência de oito polos 
dominantes (i.e., 8 pares de polos complexos conjugados). Computando estes polos e 
adicionando-os ao MOR-151 resulta em um MOR de 167a ordem (MOR-167) que 
apresenta uma melhora significativa de precisão sobre toda a faixa de frequências de 
interesse. As curvas de desvio dos dois MORs, na faixa de frequências de interesse, 
estão mostradas na Figura 3.16. O MORε  do MOR-167 é igual a 9.32 × 10
−2
, que é 
menor do que o MLAε  do MLA com 600 circuitos pi por LT (cf. Tabela 3.2). 
 



















Figura 3.16: Desvios dos MORs de ordens 151 e 167 sobre 
a faixa de frequências de interesse 
É impossível comparar rigorosamente a eficiência do método computacional proposto 
contra outros métodos, uma vez que não existem outros métodos que calculam os polos 
verdadeiros de um sistema infinito. A alternativa foi, portanto, comparar o SMDPA 
operando no sistema infinito com os métodos SAMDP [45] e SLRCF [73] operando no 
MLA de ordem 20063 (MLA-20063) da Tabela 3.1 (sistema teste de 34 barras com as 
LTs modeladas por 400 circuitos pi). Todos os três métodos foram executados para 
computar o conjunto de 37 polos mais dominantes e suas matrizes-resíduo associadas. O 
espectro resultante dos polos computados pelos três métodos (SMDPA, SAMDP e 


















Figura 3.17: Espectro dos 37 polos mais dominantes obtidos pelo SMDPA, 
SAMDP e SLRCF (modelo infinito e MLA de ordem 20063 do 
sistema teste de 34 barras) 
Note que dos 37 polos do sistema infinito computados pelo SMDPA, 29 foram 
aproximados pelos polos obtidos pelo SAMDP para o sistema finito de ordem 20063. 
Quatro dos polos computados pelo SAMDP (−274.034 + j 2845.59, 
−161.280 + j 3083.83, −157.088 + j 3803.53 e −97.285 + j 1688.12) e um computado 
pelo SLRCF (−125.57 + j 1703.14) não puderam ser mostrados na Figura 3.17, uma vez 
que a escala horizontal adotada para este gráfico foi otimizada para a observação visual 
das coincidências existentes entre os polos dos sistemas infinito e finito. Deve-se notar 
que os polos computados pelo SMDPA e pelo SAMDP são polos verdadeiros do 
modelo infinito e do MLA de ordem 20063, respectivamente, enquanto os polos 
computados pelo SLRCF são apenas valores que produzem um bom ajuste entre as 
respostas dos modelos completo e reduzido. O ambiente de programação utilizado 
nestas comparações foi o Matlab R2010a, instalado em um computador constituído por 
um processador AMD Phenom 3.20 GHz, memória RAM de 4 GB e sistema 
operacional de 32 bits. Os tempos de CPU requeridos por estes métodos para computar 
os conjuntos de 37 polos e suas matrizes-resíduo associadas estão apresentados na 
Tabela 3.3. Nesta tabela pode-se observar que o SMDPA proposto foi aproximadamente 
quatro e doze vezes mais rápido do que os métodos SAMDP e SLRCF, 
respectivamente, apesar do fato dos dois últimos serem beneficiados por possuírem 




























Tabela 3.3: Desempenho de tempo de CPU (modelos infinito e 
de ordem 20063 para o sistema teste de 34 barras) 
Método SMDPA SAMDP SLRCF 
Tempo de CPU (s) 6.845 30.48 81.26 
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Capítulo 4: Método Híbrido de Truncamento Modal e Balanceado 
4.1 INTRODUÇÃO 
O método Subspace Accelerated Dominant Pole Algorithm − SADPA [42] pode 
computar eficientemente os polos dominantes e resíduos associados de FTs SISO de 
sistemas lineares invariantes no tempo (sistemas LTI – Linear Time Invariant) de 
grande porte. Este método de solução de autovalores pode ser diretamente aplicado a 
modelos na formulação por SD. No entanto, o SADPA não possui um critério de parada 
eficiente quando utilizado em aplicações de redução da ordem de modelos, requerendo 
que o usuário selecione heuristicamente o número de polos e resíduos associados a 
serem computados. Esta heurística envolve diversas execuções do programa para ajustar 
o número de polos e resíduos associados ao erro desejado para o MOR. Além disto, este 
erro é definido como o percentual da energia contida no desvio do MOR em relação à 
energia contida no modelo completo [80], dentro da faixa de frequências de interesse, 
sendo necessária, para o seu cálculo, a solução numérica de integrais de elevado custo 
computacional. Uma desvantagem dos métodos modais dominantes [37], [42], [45], 
[49] (métodos que computam os polos verdadeiros do sistema), como o SADPA, 
quando comparados, por exemplo, com métodos de truncamento balanceado [73], [82]-
[90] é que, exceto para circuitos RLC de grande porte [86] e sistemas formados por 
estruturas flexíveis [91], um grande número de polos é necessário para construir um 
MOR com alta fidelidade (erro pequeno). 
Por outro lado, métodos de truncamento balanceado (e.g. Square Root Balanced 
Truncation Method − SRBT [82]) são teoricamente atrativos e produzem MORs de alta 
fidelidade com um número relativamente pequeno de polos e resíduos associados. No 
entanto, os altos custos computacionais (tempo de CPU e memória) para a solução de 
duas equações de Lyapunov e uma decomposição por valores singulares da matriz do 
sistema, tornam o uso direto destes métodos proibitivo para sistemas de grandes 
dimensões [83], [84]. 
De modo a combinar eficientemente os métodos SADPA e SRBT, um novo critério de 
parada é proposto para o SADPA. Este critério é baseado na energia contida em uma FT 
dentro de uma faixa de frequências de interesse, cujo valor é simultaneamente 
aproximado por duas séries de energia, que são analiticamente desenvolvidas em termos 
de polos e resíduos. Na medida em que o número de polos dominantes computados pelo 
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SADPA aumenta, os termos equivalentes destas duas séries tendem a um mesmo valor. 
Quando todos os termos de uma série tornam-se, dentro de uma tolerância especificada, 
iguais aos correspondentes termos da outra, o SADPA para e o MOR modal é obtido. O 
número de polos dominantes deste MOR modal é usualmente muito menor do que o 
número total de polos existente em sistemas de grande porte. Assim, a realização de 
estados do conjunto de polos dominantes e resíduos associados possui dimensão 
reduzida, permitindo a aplicação eficiente do método SRBT. Portanto, o método 
híbrido, que consiste no uso combinado dos métodos SADPA com o critério de parada 
proposto (enhanced SADPA) e SRBT, é também proposto neste capítulo. Em [39] este 
método foi chamado de Hybrid Modal-Balanced Truncation Method – HMBT. A ordem 
do MOR híbrido, por sua vez, é usualmente muito menor do que a do MOR modal. 
Além disto, o método híbrido proposto pode ser aplicado a modelos de sistemas 
instáveis e não requer a computação de fatores ADI (Alternating Direction Implicit), 
evitando esta desvantagem presente em métodos de redução do tipo baixo posto (low 
rank methods) [73], [89], [90]. 
Note que alguns conceitos e definições estabelecidos no item (2.2) são repetidos neste 
capítulo, de modo a facilitar sua leitura e entendimento. 
4.2 SISTEMAS DESCRITORES, FUNÇÕES DE TRANSFERÊNCIA, POLOS 
DOMINANTES E MODELOS DE ORDEM REDUZIDA 
Um sistema LTI SISO modelado por DAEs, possui a seguinte formulação descritora: 
( ) ( ) ( )tutt bxAxT +=&
 
(4.1) 
( ) ( ) ( )tudtty T += xc  (4.2) 
onde x(t) ∈ ℝ é o vetor de estados generalizados, u(t), y(t), d ∈ ℝ são a entrada, a 
saída e o termo direto, respectivamente, A, T ∈ ℝ×, b, c ∈ ℝ. 
Aplicando a transformada de Laplace a (4.1) e (4.2), obtém-se das duas equações 
resultantes: 
( ) ( )[ ] ( )sudssy T +−= − bATc 1  (4.3) 
A expressão dentro dos colchetes, relacionando a entrada com a saída no domínio s, é 
definida como a FT H(s) ∈ ℂ: 
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( ) ( ) dssH T +−= − bATc 1  (4.4) 












onde λi ∈ ℂ é um polo do sistema, Ri ∈ ℂ é seu resíduo associado e n o número de polos 
finitos. 
O resíduo pode ser computado por: 
bwvc *ii
T
iR =  (4.6) 
onde vi e wi são os autovetores à direita e à esquerda, respectivamente, associados a λi. 
Note que em (4.6), vi e wi estão normalizados de forma que 1* =ii vTw . 

















De acordo com (4.7), um polo λm associado a um elevado valor de mmR λ′  dominará 
localmente a magnitude da resposta de H, causando-lhe um pico de alta amplitude no 
valor de frequência igual (ou próximo) a mjs λ′′= . 
A FT H(s) pode ser aproximada, sobre uma faixa de frequências específica, por ( )sHN , 
que retém no somatório descrito em (4.5) apenas o conjunto Ω de N << n polos 
dominantes: 















4.3 RESPOSTA DO SISTEMA A UMA ENTRADA GENÉRICA 
Como visto na seção 4.2, uma entrada u(s) e uma saída y(s) de um sistema LTI estão 
relacionadas no domínio s por: 
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( ) ( ) ( )susHsy =
 (4.9) 
onde H(s) é uma FT do sistema. 
Primeiramente, considere u(s) = 1 em (4.9), que no domínio do tempo corresponde a um 
impulso unitário em t = 0. Neste caso, a saída y(s) é igual a FT H(s), sendo denominada 
de resposta natural do sistema para a FT considerada. 














Considere, agora, uma entrada genérica u(s) com seu próprio conjunto de m polos, que 















onde ukλ  e 
ud
 denotam um polo genérico e o termo direto da entrada, respectivamente. 
O resíduo associado a ukλ  é denotado por ukR . Similarmente a (4.10) e (4.11), o resíduo 

























































O conjunto de polos da resposta y(s), como pode ser observado em (4.15), corresponde 
à união dos conjuntos de polos da FT H(s) e da entrada u(s). 
















































 limlim  (4.18) 




==  (4.19) 
Substituindo (4.10) em (4.17), (4.13) em (4.18) e (4.11) e (4.14) em (4.19), obtém-se 
[12]: 
( )iii uRR λ=  (4.20) 




Equações (4.16), (4.20), (4.21) e (4.22) permitem a computação da resposta do sistema 
a uma entrada genérica a partir do conhecimento dos polos, resíduos e termos diretos de 
H(s) e u(s). 
4.4 DESENVOLVIMENTO EM SÉRIE DA ENERGIA ESPECTRAL DE UMA 
FUNÇÃO DE TRANSFERÊNCIA 
Seja a entrada u(s) dada por: 



















que, de acordo com (4.9), resulta na saída: 
( ) ( ) ( )sHsHsy −=
 
(4.24) 
Comparando (4.23) com (4.12), têm-se as seguintes identidades: 
k
u
k RR −=  (4.25) 
k
u





Fazendo ( ) ( )ii Hu λ−=λ  em (4.20), substituindo (4.25) e (4.26) em (4.21) e (4.27) em 
(4.22), obtém-se: 
( )iii HRR λ−=  (4.28) 




Comparando (4.28) e (4.29), conclui-se que: 
k
u
k RR −=  (4.31) 















































Seja nR o número de polos e resíduos associados reais e nC o número de polos e resíduos 














































onde iλ , iR  ∈ ℝ, (i = 1, …, nR) e kλ , kR  ∈ ℂ, (k = nR + 1, …, nR + nC). 
Considerando que todos os polos complexos do sistema ocorrem em pares complexos 
conjugados, em (4.33) cada polo λk está associado a um complexo conjugado *kλ  e 



































































































































































Julgou-se analiticamente vantajoso expressar a saída y(s) por apenas um somatório. Para 

































































Fazendo s = jω em (4.24), obtém-se: 
( ) ( ) ( )ω−ω=ω jHjHjy
 
(4.38) 
No entanto, tem-se que: 
( ) ( )*ω=ω− jHjH  (4.39) 
substituindo (4.39) em (4.38), obtém-se: 
( ) ( ) ( ) ( ) 2* ω=ωω=ω jHjHjHjy  (4.40) 





















































































































































Expandindo o polo λi e o resíduo ir  em suas componentes retangulares 
iii j λ′′+λ′=λ  (4.45) 
iii rjrr ′′+′=  (4.46) 
e escrevendo (4.44) como uma função destas componentes, obtém-se: 
( ) ( )( ) ( )
( )
( ) ( )
( )


























































A expressão (4.47) é a densidade espectral de energia da FT. A energia total nesta FT 
sobre o intervalo de frequências de ω0 a ωf  é definida por: 

































































































( ) ( )[ ] ( ) ( )[ ]











De (4.36) e (4.46), obtém-se: 
( )

































Lembrando que iR  ∈ ℝ para i = 1, …, nR (ver definição após (4.33)), (4.53) e (4.54) 
podem ser simplificadas para: 
































Substituindo (4.28) em (4.55) e (4.56), obtém-se: 
( )
































Duas aproximações serão consideradas para a série de energia dada por (4.49). A 
primeira aproximação é obtida apenas pela retenção do conjunto de polos dominantes de 
H(s): 
 
( ) ( )



























onde NR denota o número de polos dominantes e resíduos associados reais e NC denota o 
número de polos dominantes e resíduos associados complexos. 
A segunda aproximação é obtida como explicado a seguir. Uma vez que HN é uma 
aproximação para H, contendo somente seu conjunto de polos dominantes, então 
aproximações óbvias para ir′  e ir ′′  são: 
( )

































Assim, o termo genérico ei pode ser aproximado por: 
iiiiii hrgree ′′+′=≅ ~~~  (4.62) 
Substituindo (4.62) em (4.59), obtém-se a segunda aproximação para E(H): 
 
( ) ( )



























Note que a aproximação ( )HE1~  depende dos termos ir ′  e ir ′′ , que são funções de H(−λi) 
(ver (4.57) e (4.58)). Por outro lado, a aproximação ( )HE2~  depende dos termos ir ′~  e  
ir ′′
~
, computados usando a FT truncada HN(s) (ver (4.60) e (4.61)) que é dependente 
somente dos polos dominantes e resíduos associados. Quando ( ) ( )sHsH N →  então 
( ) ( ) ( )HEHEHE →→ 12 ~~ . 
O erro percentual entre os termos genéricos ei e ie~  é definido por: 








i  (4.64) 
O erro RMS global, que é uma função do número de polos dominantes N, ou, mais 
especificamente, do número de polos dominantes reais NR e do número de polos 
























Um critério de parada pode ser definido baseado no erro RMS global. Dada uma 
tolerância εmax para o erro computado por (4.65), o número de polos dominantes reais 
NR e o número de polos dominantes complexos NC do MOR modal são considerados 
adequados para fins práticos quando: 
 
( ) max, ε<ε CRRMS NN  (4.66) 










( ) ( ) ( )ω−ω=ω jHjHjH 2  (4.68) 
Por outro lado, a Equação (4.48) é definida em [92], [93] e [94] como o quadrado da 
norma ℋ da FT H para um intervalo limitado de frequências de ω0 a ωf , denotada por 
ℋ,,. Nestas referências, a partir de (4.48) e (4.68), os autores chegam a uma 
expressão equivalente à série dada por (4.49), mas em termos de funções e argumentos 
complexos, válida também para FTs MIMO. No Apêndice E está mostrado que a partir 
de (4.48) e (4.68), chega-se exatamente à (4.49). No entanto, o desenvolvimento é 
puramente matemático, sem a utilização do conceito físico da resposta da FT ( )sH  a 
uma entrada ( ) ( )sHsu −= , que se julga ser mais palpável ou significativo para 
engenheiros. 
A referência [92] é mais dedicada ao desenvolvimento matemático da série, enquanto 
que em [93] a ênfase é dada na formulação matemática para a construção de MORs cuja 
norma ℋ,, do desvio em relação ao modelo completo seja mínima. Por outro 
lado, a referência [94] engloba as anteriores, sendo consideravelmente mais detalhada e 
extensa por se tratar de uma tese de doutorado. Particularmente interessante nesta tese é 
a determinação do modelo reduzido de um avião a jato executivo e sua utilização no 
projeto de um controlador para o amortecimento de vibrações estruturais. Nestas 
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referências é necessário que todo o conjunto de autovalores e autovetores à direita e à 
esquerda seja computado para que a norma ℋ,, do desvio entre os modelos 
completo e reduzido possa ser minimizada, o que restringe a aplicação deste método a 
sistemas de médio porte. 
Em [94] o autor afirma que para que o método pudesse ser aplicado a sistemas de 
grande porte, seria necessário se aproximar a norma ℋ,, do modelo completo 
considerando apenas um conjunto reduzido de polos e de resíduos associados, utilizando 
algoritmos para o cálculo parcial de polos, como o apresentado em [45]. No entanto, 
para que isto fosse viável, seria necessário se quantificar o erro desta aproximação sem 
se conhecer os polos e resíduos descartados, algo que os autores destes trabalhos não 
sabem como fazer ou mesmo se é possível, mas que é resolvido utilizando as 
aproximações da série de energia dadas por (4.59) e (4.63), como proposto neste 
capítulo. A seguir um pequeno trecho do texto em [94] onde o autor explicita estas 
afirmações: 
"From a practical point of view, the poles and residues that must be retained could be 
determined with an algorithm similar to the Dominant Poles Algorithm [Rommes and 
Martins, 2006]1. The main question raised by this approach is to know whether the 
error induced by this approximation can be quantified without the discarded poles and 
residues." 
4.5 REALIZAÇÃO DE MODELOS RACIONAIS NO ESPAÇO DE ESTADOS 
Nas subseções seguintes, serão apresentadas algumas formas de realização de modelos 
racionais no espaço de estados. 
4.5.1 Realização Diagonal (Complexa) 
Uma vez que o conjunto de N polos dominantes e resíduos associados do MOR modal 
tenha sido determinado, a realização no espaço de estados deste conjunto pode ser feito 
conforme a seguir. 
Substituindo (4.8) em (4.9), obtém-se a aproximação: 
                                                 
1
 Equivale à referência [45] desta tese. 
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O estado xi(s) associado ao polo λi pode ser definido por 
 









onde iξ  é uma constante arbitrária (real ou complexa). 
De acordo com (4.69) e (4.70), pode-se escrever: 









A Equação (4.70) pode ser reescrita como: 
( ) ( ) ( )suRsxsxs
i
i
iii ξ+λ=  (4.72) 
Tomando a transformada inversa de Laplace de (4.72) e (4.71), obtém-se: 
( ) ( ) ( ) NituRtxtx
i
i
iii ,,1, K& =ξ+λ=  (4.73) 






As Equações (4.73) podem ser escritas na forma matricial como: 
 
( ) ( ) ( )tutt NNNN bxAx +=&  (4.75) 
onde ( )tNx  ∈ ℂ é o vetor de estados, NA  ∈ ℂ× é uma matriz diagonal com os polos 















1b  (4.76) 
A saída y(t), dada por (4.74), pode ser reescrita como: 
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( ) ( ) ( )tudtty NTN += xc  (4.77) 
onde Nc  é dado por: 
[ ]TNN ξξξ= L21c  (4.78) 
Por exemplo, fazendo ξi = 1, (i = 1, …, N) em (4.76) e (4.78), obtém-se: 
[ ]TNN RRR L21=b  (4.79) 
[ ]TN 111 L=c  (4.80) 
Por outro lado, fazendo ii R=ξ , (i = 1, …, N) em (4.76) e (4.78), obtém-se: 
[ ]TN 111 L=b  (4.81) 
[ ]TNN RRR L21=c  (4.82) 
4.5.2 Realização Bloco-Diagonal (Real) 
A saída y(s) dada por (4.69) pode ser reescrita como: 








































onde λi, Ri ∈ ℝ, (i = 1, …, NR) e λk, Rk ∈ ℂ, (k = NR + 1, …, NR + NC). Como já citado 
na seção 4.4, o símbolo NR denota o número de polos dominantes e resíduos reais e NC 
denota o número de polos dominantes e resíduos complexos. 
A realização de estados correspondentes ao primeiro somatório do lado direito de 
(4.83), formado pelos polos e resíduos reais, é diagonal, seguindo o desenvolvimento já 
apresentado na subseção 4.5.1. A realização bloco-diagonal (real) correspondente ao 
segundo somatório do lado direito de (4.83), formado pelos polos e resíduos complexos, 
é apresentada a seguir. 

























Desta forma, os estados correspondentes às parcelas de polos e resíduos complexos 
conjugados podem ser definidos por: 






































+ ξλ−=ξλ−=  (4.86) 
Tomando a transformada inversa de Laplace de (4.85) e (4.86), obtém-se: 
( ) ( ) ( )tuRtxtx
k
k
ikk ξ+λ=&  (4.87) 












++ ξ+λ=&  (4.88) 























































De acordo com (4.74), a contribuição destes estados para a saída total é dada por: 













11,  (4.90) 
Escolhendo kk R=ξ  e ( ) *1 kk R=ξ + , a realização de estados bloco diagonal será igual à 
































































1,  (4.92) 
Sejam os novos estados ( )txk~  e ( )( )tx k 1~ +  definidos por [96]: 
( ) ( ) ( )( )txtxtx kkk 1~ ++=  (4.93) 
( )( ) ( ) ( )( )[ ]txtxjtx kkk 11~ ++ −=  (4.94) 









































define uma transformação de similaridades. 






































































































































































































Substituindo (4.97) em (4.92), obtém-se: 

































































[ ] [ ]kkkk RRRR ′′′=−1* ~T  (4.104) 
onde 
kkk j λ′′+λ′=λ  (4.105) 
kkk RjRR ′′+′=  (4.106) 





















































Substituindo (4.104) em (4.101), obtém-se: 

















A matriz de estados, nesta realização bloco-diagonal, possui o aspecto mostrado em 
(4.109), onde a primeira partição diagonal corresponde às contribuições dos polos e 
resíduos reais e a segunda aos polos e resíduos complexos. 
( ) ( )
( ) ( )
( ) ( )





























































Os vetores bN e cN possuem os aspectos mostrados em (4.110) e (4.111), onde a 
primeira partição corresponde às contribuições dos polos e resíduos reais e a segunda 
aos polos e resíduos complexos. 
[ ]TN 020211 LLL=b  (4.110) 
 
( ) ( ) ( ) ( )[ ]TNNNNNNNN CRCRRRR RRRRRR 11111 −+−+++ ′′′′′′= LLLc  (4.111) 
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4.6 MÉTODO SQUARE ROOT BALANCED TRUNCATION 
O método SRBT, que requer esforço computacional intensivo, consiste de três passos 
principais [73], [82]-[88]. O primeiro é para computar as matrizes graminianas densas 
de controlabilidade e observabilidade P e Q, respectivamente, resolvendo-se as 










N ccAQQA −=+  (4.113) 
onde AN, bN e cN são definidos por (4.109), (4.110) e (4.111), respectivamente. 
O segundo passo é para realizar as fatorações de P e Q, tais que TUUP =  e TLLQ = , 
onde U e L são os fatores de Choleski. Estes fatores são então multiplicados e seu 

























WWYΣWLU  (4.114) 
onde as matrizes W1 e Y1 são formadas pelas primeiras colunas de W e Y, 
respectivamente. A matriz ( )Ndiag σσσ= ,,, 21 KΣ , Nσ>>σ>σ K21 , 
contém os valores singulares de LUT , que são também conhecidos como valores 
singulares de Hankel do sistema dado pelas equações (4.75) e (4.77), com AN, bN e cN 
dados por (4.109), (4.110) e (4.111), respectivamente. 
O terceiro passo é para construir o modelo reduzido de ordem k << N, dado por 
RN
T
Lk TATA = , NTLk bTb = , RTNTk Tcc = , ddk =  (4.115) 












Note que as matrizes Y1, W1 e Σ1 são escolhidas tais que os k << N maiores valores 
singulares de Hankel sejam preservados no MOR 
( )kdiag σσσ= ,,, 211 KΣ
 
(4.117) 
O valor de k pode ser determinado encontrando-se a posição do último valor singular 






onde tol é um valor de tolerância especificado, sendo este valor dependente do sistema e 
da precisão almejada para o MOR (valores típicos estão na faixa de 310−  a 710− ). 
4.6.1 Aplicação a Sistemas Instáveis 
A aplicação direta do método SRBT a um modelo de sistema instável não é possível. No 
entanto, esta restrição pode ser contornada adotando uma das abordagens descritas a 
seguir. 
4.6.1.1 Decomposição Aditiva 
Nesta abordagem, o fato do SADPA computar os polos dominantes de uma FT 
independentemente deles serem estáveis ou instáveis, seguindo um critério de 
dominância usualmente definido pela razão entre a magnitude do resíduo sobre a parte 
real do polo, é explorado. Assim, o espectro dominante computado pelo SADPA pode 
ser dividido nas partes estável e instável. Esta abordagem é empregada em [97] e 
chamada de decomposição aditiva, mas a separação das partes é realizada por operação 
envolvendo a função sinal. Como uma consequência, é necessário se computar ambos 
os conjuntos completos de polos estáveis e instáveis. Este não é o caso quando o 
conjunto de polos dominantes é calculado pelo método enhanced SADPA proposto, 
uma vez que estes polos são calculados sequencialmente até que o erro RMS global 
entre os termos das séries de energia, dado por (4.65), esteja dentro de uma tolerância 
especificada. Portanto, a introdução destes aspectos inovadores constitui-se em uma das 
contribuições desta tese. A ideia básica da decomposição aditiva está mostrada 
esquematicamente na Figura 4.1. 
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Figura 4.1: Diagrama esquemático da decomposição aditiva 
Desta forma, de acordo com a Figura 4.1, na decomposição aditiva da FT ( )sHN  
definida em (4.8), os N polos dominantes computados pelo enhanced SADPA são 
divididos em dois conjuntos: um deles contendo NE polos estáveis e seus respectivos 
resíduos e o outro contendo NI polos instáveis e seus resíduos associados. Como 
resultado, pode-se escrever [97]: 
 









 e ( )sH
IN
+
 são as partes estável e instável de ( )sHN , respectivamente. 
A decomposição dada por (4.119) permite o truncamento balanceado efetivo até mesmo 
de sistemas com uma grande quantidade de polos instáveis, uma vez que a matriz 
instável +
INA  associada a ( )sH IN+  pode ser tratada como uma matriz estável +− INA . 
Portanto, o método SRBT pode ser aplicado à (4.119) para computação de MORs de 
sistemas instáveis. No entanto, a metodologia seguida nesta tese é a de preservação dos 
polos instáveis. 
4.6.1.2 Deslocamento do Eixo Imaginário (Transformação Espectral) 
Uma outra abordagem para a redução de sistemas que contém polos instáveis é a que 
considera uma transformação espectral na forma de um deslocamento da parte real dos 
polos [73]. Desta forma, neste novo sistema de coordenadas definido pelo deslocamento 
para a direita do eixo imaginário, o MOR modal instável é estabilizado. Deve-se 













do que a parte real do polo mais à direita do eixo imaginário do sistema de coordenadas 
original. Como neste novo sistema de coordenadas o MOR modal é estável, pode-se 
aplicar o método SRBT para produzir o MOR híbrido estável. Retornando com o MOR 
híbrido estável ao sistema de coordenadas original, obtém-se o MOR híbrido instável 
desejado. Este procedimento está mostrado esquematicamente na Figura 4.2. 
 
Figura 4.2: Diagrama esquemático da transformação espectral 
A descrição matemática do procedimento mostrado na Figura 4.2 é feita a seguir. 
Seja um sistema instável descrito na formulação espaço de estados: 
( ) ( ) ( )tutt NNNN bxAx +=&  (4.120) 
( ) ( ) ( )tudtty NTN += xc  (4.121) 
Aplicando a transformada de Laplace à (4.120) e (4.121), obtém: 
( ) ( ) ( )susss NNNN bxAx +=  (4.122) 
( ) ( ) ( )sudssy NTN += xc  (4.123) 
Seja p um novo plano complexo (novo sistema de coordenadas) definido pelo 




onde α ∈ ℝ. 
Substituindo (4.124) em (4.122) e (4.123), obtém-se: 
( ) ( ) ( ) ( ) ∴α++α+=α+α+ puppp NNNN bxAx  
















( ) ( ) ( )α++α+=α+ pudppy NTN xc  (4.126) 
Em (4.125) IN denota a matriz identidade de ordem N. 
Neste novo sistema de coordenadas, o vetor de estados, a entrada e a saída são definidos 
por: 
 
( ) ( )α+= pp NN xxˆ  (4.127) 
 




( ) ( )α+= pypyˆ
 
(4.129) 
Substituindo (4.127) e (4.128) em (4.125) e (4.127), (4.128) e (4.129) em (4.126), 
obtém-se: 
( ) ( ) ( ) ( )puppp NNNNN ˆˆˆ bxIAx +α−=  (4.130) 
( ) ( ) ( )pudppy NTN ˆˆˆ += xc  (4.131) 
Aplicando a transformada inversa de Laplace à (4.130) e (4.131), obtém-se o novo 
sistema no domínio do tempo: 
( ) ( ) ( ) ( )tutt NNNNN ˆˆˆ bxIAx +α−=&  (4.132) 
( ) ( ) ( )tudtty NTN ˆˆˆ += xc  (4.133) 
Seja λ um polo do sistema definido por (4.120) e (4.121). Este polo pode ser escrito em 
coordenadas retangulares como: 
λ′′+λ′=λ j  (4.134) 
Este polo é igual a um autovalor da matriz AN e, portanto, satisfaz a equação: 
( ) vvA λ′′+λ′= jN  (4.135) 
sendo v o autovetor à direita de AN associado a λ. Subtraindo α v de ambos os lados de 
(4.135), obtém-se: 
( ) ( ) vvIA λ′′+α−λ′=α− jNN  (4.136) 
De acordo com (4.136), ( )λ′′+α−λ′ j  é um autovalor da matriz ( )NN IA α−  e, 
portanto, um polo do sistema definido por (4.132) e (4.133). Seja λRM o autovalor de AN 
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com a maior parte real positiva (autovalor mais a direita), escrito em coordenadas 
cartesianas como: 
RMRMRM j λ′′+λ′=λ  (4.137) 
De acordo com (4.136) e (4.137), o autovalor de ( )NN IA α−  com a maior parte real é 
dado por ( )RMRM j λ′′+α−λ′ . Portanto, para que o sistema definido por (4.132) e 
(4.133) seja estável basta se escolher α tal que: 
∴<α−λ′ 0RM  
RMλ′>α  (4.138) 
Supondo que α seja escolhido de forma a atender (4.138), o sistema definido por 
(4.132) e (4.133) é estável. Aplicando o método SRBT a este sistema, obtém-se o MOR 
do sistema estável: 
( ) ( ) ( )tutt kkkk ˆˆˆ , bxAx += α&  (4.139) 
( ) ( ) ( )tudtty kTk ˆˆˆ += xc  (4.140) 
onde 
 
( ) RNNTLk TIATA α−=α,  (4.141) 
 N
T





k Tcc =  (4.143) 
Aplicando a transformada de Laplace à (4.139) e (4.140), obtém-se: 
( ) ( ) ( )puppp kkkk ˆˆˆ , bxAx += α  (4.144) 
( ) ( ) ( )pudppy kTk ˆˆˆ += xc  (4.145) 
De acordo com (4.124), para voltar ao sistema de coordenadas original (plano s), basta 
fazer a substituição 
α−= sp  (4.146) 
em (4.144) e (4.145), ou seja: 
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( ) ( ) ( ) ( )α−+α−α+=α− α susss kkkkk ˆˆˆ , bxIAx  (4.147) 
( ) ( ) ( )α−+α−=α− sudssy kTk ˆˆˆ xc  (4.148) 
Em (4.147) Ik denota a matriz identidade de ordem k. 
Este retorno ao sistema original é comprovado substituindo (4.146) em (4.128) e 
(4.129), obtendo-se: 
( ) ( ) ( )sususu =α+α−=α−ˆ
 
(4.149) 
( ) ( ) ( )sysysy =α+α−=α−ˆ
 
(4.150) 
Desta forma, o vetor de estados reduzido no sistema de coordenadas original é definido 
por: 
( ) ( )α−= ss kk xx ˆ  (4.151) 
Substituindo (4.149) e (4.151) em (4.147) e (4.149), (4.150) e (4.151) em (4.148), 
obtém-se: 
( ) ( ) ( ) ( )susss kkkkk bxIAx +α+= α,  (4.152) 
( ) ( ) ( )sudssy kTk += xc  (4.153) 
As equações (4.152) e (4.153) representam o MOR do sistema instável no domínio s. 
Aplicando a transformada inversa de Laplace à (4.152) e (4.153) obtém-se o MOR do 
sistema instável no domínio do tempo, ou seja: 
( ) ( ) ( )tutt kkkk bxAx +=&  (4.154) 
( ) ( ) ( )tudtty kTk += xc  (4.155) 
onde: 
kkk IAA α+= α,  (4.156) 
Uma expressão alternativa para a matriz reduzida Ak pode ser obtida conforme a seguir. 
De (4.141), tem-se: 











Lk TTTATA α−=α,  (4.157) 
De acordo com [73] tem-se que: 
kR
T
L ITT =  (4.158) 
Substituindo (4.158) em (4.157), obtém-se: 
∴α−=α kRN
T
Lk ITATA ,  
RN
T
Lkk TATIA =α+α,  (4.159) 
Substituindo (4.156) em (4.159), obtém-se: 
RN
T
Lk TATA =  (4.160) 
Diferentemente da abordagem por decomposição aditiva, na redução do sistema por 
transformação espectral, o polo instável é calculado de forma aproximada. Assim, 
havendo necessidade de preservar  a parte instável no MOR, a primeira abordagem é a 
recomendada. 
4.7 SISTEMAS TESTE 
O desempenho do método híbrido proposto foi avaliado para dois sistemas teste 
instáveis, obtidos de modelos do sistema interconectado brasileiro (Brazilian 
Interconnected Power System – BIPS) apropriados para análises de estabilidade 
eletromecânica. O primeiro sistema teste (BIPS98) é relativo à condição de carga 
pesada do ano de 1998, possuindo 2380 barras CA, 2536 cargas não lineares, 3450 
ramos CA, 8 conversores HVDC, 124 geradores síncronos e 6 equipamentos FACTS. 
Este sistema possui 841 estados e 7461 variáveis algébricas (8302 estados 
generalizados), possuindo também um par de polos complexos conjugados instáveis: 
λ = 0.02987 ± j 4.879. O segundo sistema teste (BIPS07) é relativo à condição de carga 
pesada do ano de 2007, possuindo 3647 barras CA, 3639 cargas não lineares, 5175 
ramos CA, 8 conversores HVDC, 205 geradores síncronos e 8 equipamentos FACTS. 
Este sistema possui 3256 estados e 18539 variáveis algébricas (21795 estados 
generalizados), possuindo também um par de polos complexos conjugados instáveis: 
λ = 0.1262 ± j 5.017. As FTs SISO selecionadas para ambos os sistemas teste possuem 
a mesma entrada: a tensão de referência da excitatriz, Vref, do gerador equivalente de 
Itaipu 60 Hz (representando 9 unidades paralelas da usina). O desvio de velocidade e a 
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magnitude de tensão terminal deste gerador equivalente foram escolhidos como as 
saídas das FTs dos sistemas teste de 841 e 3256 estados, respectivamente. Estes dois 
modelos de sistema, obtidos de arquivos de dados utilizados pelo Operador Nacional do 
Sistema (ONS), foram instabilizados propositalmente para se avaliar o desempenho do 
método para sistemas instáveis. Este procedimento foi realizado desligando-se os 
estabilizadores de sistemas de potência (ESPs) da parte de 60 Hz da usina de Itaipu. 
4.8 RESULTADOS NUMÉRICOS 
Para cada sistema teste, as aproximações das séries de energia foram computadas pelo 
enhanced SADPA e os polos dominantes e resíduos associados resultantes foram 
utilizados para gerar o MOR modal. Então, o método SRBT foi aplicado ao MOR 
modal para produzir o MOR híbrido, conforme proposto neste capítulo. 
4.8.1 Sistema Teste de 841 Estados 
O critério de parada baseado na convergência entre os termos das duas aproximações da 
série de energia, considerando uma tolerância εmax = 5 × 10−4 %, encerrou corretamente 
a execução do enhanced SADPA resultando em um MOR modal de 187 estados, H187, 
(27 polos reais e 80 pares de polos complexos conjugados). O valor de tolerância 
escolhido foi suficiente para ter-se uma boa concordância entre as respostas em 
frequência do modelo completo, H, e do MOR modal H187 na faixa de frequências de 
0.01 a 100 rad/s. 
Os erros percentuais entre os ( ) 10780272 =+=+ CR NN  termos das duas 
aproximações da série de energia estão apresentados no gráfico da Figura 4.3. O erro 




Figura 4.3: Erros percentuais entre os termos das duas aproximações da série de 
energia para o MOR modal H187 do sistema de 841 estados 
As magnitudes das respostas em frequência do modelo completo H e do MOR modal 
H187 estão comparadas na Figura 4.4. 
 
Figura 4.4: Magnitudes das respostas em frequência do modelo completo H 
e do MOR modal H187 do sistema de 841 estados 
Depois da computação dos polos dominantes pelo enhanced SADPA, o par de polos 
complexos conjugados λ = 0.02987 ± j 4.879 foi separado do conjunto de polos estáveis 
de acordo com o esquema proposto em (4.119). As magnitudes das respostas em 







































frequência do modelo completo H e de suas partes estável H− e instável H+ estão 
mostradas na Figura 4.5. 
 
Figura 4.5: Magnitudes das respostas em frequência do modelo completo H e de 
suas partes estável H− e instável H+ do sistema de 841 estados 
Realizando a decomposição aditiva do MOR modal ( )sH187 , obtém-se suas partes 
estável ( )sH −185 , composta pelo conjunto de 185 polos estáveis e resíduos associados, e 
instável ( )sH+2 , composta pelo par de polos complexos conjugados instável 
λ = 0.02987 ± j 4.879 e resíduos associados. A seguir, o método SRBT foi aplicado a 
realização de estados de ( )sH −185 , produzindo um MOR hibrido parcial de 34 estados 
( )sH −34 , utilizando tol = 10−4. O MOR híbrido total para o sistema completo foi, então, 
obtido simplesmente adicionando ( )sH −34  à parte instável ( )sH+2 , obtendo-se um MOR 
híbrido de 36 estados ( )sH36 . 
As magnitudes das respostas em frequência do modelo completo H e do MOR híbrido 
de 36 estados, H36, estão comparadas na Figura 4.6. 























Figura 4.6: Magnitudes das respostas em frequência do modelo completo H 
e do MOR híbrido H36 do sistema de 841 estados 
As magnitudes dos desvios absolutos das respostas em frequência dos MORs modal 
H187 e híbrido H36 em relação à do modelo completo H estão apresentadas na Figura 4.7. 
 
Figura 4.7: Magnitudes dos desvios das respostas em frequência dos MORs 
modal H187 e híbrido H36 em relação à do modelo completo H 
do sistema de 841 estados 
Os espectros de polos dos MORs modal H187 e híbrido H36 estão comparados na Figura 
4.8. 













































Modal |H(jω) - H187(jω)|
Híbrido |H(jω) - H36(jω)|
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Figura 4.8: Espectros de polos dos MORs modal H187(s) e híbrido H36(s) 
A outra abordagem para a obtenção do MOR híbrido envolve a construção de um novo 
sistema de coordenadas (novo plano complexo) por meio de um deslocamento para a 
direita do eixo imaginário (transformação espectral). Este deslocamento é definido por 
uma constante α ∈ ℝ, escolhida apropriadamente para que, neste novo plano, o MOR 
modal, originalmente instável, seja estabilizado. Desta forma, o método SRBT pode ser 
aplicado para a determinação do MOR híbrido estável. Finalmente, o MOR híbrido 
instável é obtido retornando-se ao sistema de coordenadas original (transformação 
espectral inversa). Note que levar o MOR modal ao novo sistema de coordenadas 
envolve apenas subtrair α dos elementos diagonais de sua matriz de estados. Por sua 
vez, retornar com o MOR híbrido ao sistema de coordenadas original envolve apenas 
somar α aos elementos diagonais de sua matriz de estados, conforme descrito no 
subitem 4.6.1.2. 
Para este caso, um deslocamento α = 0.1 e uma tolerância tol = 10−6 foram utilizados, 
obtendo-se um MOR híbrido de ordem 43. Note que esta tolerância é menor do que a 
utilizada anteriormente na abordagem por decomposição aditiva (tol = 10−4). Apenas 
para distinção no texto dos MORs híbridos, obtidos utilizando as abordagens da 
decomposição aditiva e do deslocamento α, este último será denominado de MOR 
α−híbrido. 
As magnitudes das respostas em frequência do modelo completo H e do MOR 
α−híbrido de 43 estados, H43, estão comparadas na Figura 4.9. As magnitudes dos 





















desvios absolutos das respostas em frequência dos MORs modal H187 e α−híbrido H43 
em relação à do modelo completo H estão apresentadas na Figura 4.10. 
 
Figura 4.9: Magnitudes das respostas em frequência do modelo completo H 
e do MOR α−híbrido H43 do sistema de 841 estados 
 
Figura 4.10: Magnitudes dos desvios das respostas em frequência dos MORs 
modal H187 e α−híbrido H43 em relação à do modelo completo H 
do sistema de 841 estados 
Os espectros de polos dos MORs modal H187 e α−híbrido H43 estão comparados na 
Figura 4.11. 











































Modal |H(jω) - H187(jω)|
α-Híbrido |H(jω) - H43(jω)|
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Figura 4.11: Espectros de polos dos MORs modal H187(s) e α−híbrido H43(s) 
Comparando os resultados obtidos com os MORs híbridos de 36 e 43 estados do 
sistema de 841 estados, conclui-se que ambas as abordagens, decomposição aditiva e 
deslocamento do eixo imaginário, são adequadas para a obtenção de MORs utilizando o 
método SRBT. No entanto, para este caso, a decomposição aditiva apresentou um 
melhor desempenho nas baixas frequências, conforme pode ser verificado comparando 
a Figura 4.7 com a Figura 4.10, e um modelo reduzido de menor ordem. 
4.8.2 Sistema Teste de 3256 Estados 
Os experimentos numéricos descritos na subseção anterior também foram realizados 
para o modelo do sistema de maior porte BIPS07. Neste caso, as duas aproximações da 
série de energia, computadas durante a execução do enhanced SADPA, convergiram 
para um MOR modal de 155 estados, H155, com 73 pares de polos complexos 
conjugados e 9 polos reais. Uma tolerância ɛmax = 5×10−2 % foi utilizada para a 
convergência entre os termos das duas aproximações da série de energia. Similarmente 
ao caso do modelo do sistema de 841 estados estudado na subseção anterior, este valor 
de tolerância permitiu uma boa concordância entre as respostas do modelo completo de 
3256 estados, H, e do MOR modal H155 na faixa de frequências de 0.01 a 100 rad/s. 
Os erros percentuais entre os 82 termos das duas aproximações da série de energia estão 
apresentados no gráfico da Figura 4.12. O erro RMS global associado εRMS é igual a 
2.8 × 10−2 %. 























Figura 4.12: Erros percentuais entre os termos das duas aproximações da série de 
energia para o MOR modal H155 do sistema de 3256 estados 
As magnitudes das respostas em frequência do modelo completo H e do MOR modal 
H155 estão comparadas na Figura 4.13. 
 
Figura 4.13: Magnitudes das respostas em frequência do modelo completo H 
e do MOR modal H155 do sistema de 3256 estados 
Depois da computação dos polos dominantes pelo enhanced SADPA, o par de polos 
complexos conjugados λ = 0.1262 ± j 5.017 foi separado do conjunto de polos estáveis 
de acordo com o esquema proposto em (4.119). As magnitudes das respostas em 
































frequência do modelo completo H e de suas partes estável H− e instável H+ estão 
mostradas na Figura 4.14. 
 
Figura 4.14: Magnitudes das respostas em frequência do modelo completo H e de 
suas partes estável H− e instável H+ do sistema de 3256 estados 
Realizando a decomposição aditiva do MOR modal ( )sH155 , obtém-se suas partes 
estável ( )sH −153 , composta pelo conjunto de 153 polos estáveis e resíduos associados, e 
instável ( )sH+2 , composta pelo par de polos complexos conjugados instável 
λ = 0.1262 ± j 5.017 e resíduos associados. A seguir, o método SRBT foi aplicado à 
realização de estados de ( )sH −153 , produzindo um MOR híbrido parcial de 24 estados 
( )sH −24 , utilizando tol = 10−5. O MOR híbrido total para o sistema completo foi, então, 
obtido simplesmente adicionando ( )sH −24  à parte instável ( )sH+2 , obtendo-se um MOR 
híbrido de 26 estados ( )sH26 . 
As magnitudes das respostas em frequência do modelo completo H e do MOR híbrido 
de 26 estados, H26, estão comparadas na Figura 4.15. As magnitudes dos desvios 
absolutos das respostas em frequência dos MORs modal H155 e híbrido H26 em relação à 
do modelo completo H estão apresentadas na Figura 4.16. 


























Figura 4.15: Magnitudes das respostas em frequência do modelo completo H 
e do MOR híbrido H26 do sistema de 3256 estados 
 
Figura 4.16: Magnitudes dos desvios das respostas em frequência dos MORs 
modal H155 e híbrido H26 em relação à do modelo completo H 
do sistema de 3256 estados 
Os espectros de polos dos MORs modal H155 e híbrido H26 estão comparados na Figura 
4.17. 












































Modal |H(jω) - H155(jω)|
Híbrido |H(jω) - H26(jω)|
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Figura 4.17: Espectros de polos dos MORs modal H155(s) e híbrido H26(s) 
Para a estabilização do MOR modal, é necessário um deslocamento α (transformação 
espectral) ligeiramente maior do que a parte real do seu polo instável. Portanto, um 
valor α = 0.2 foi adotado. Aplicando o método SRBT ao MOR modal estabilizado, 
obteve-se o MOR híbrido estável. Neste experimento necessitou-se de uma tolerância 
tol = 10−6. Realizando a transformação espectral inversa no MOR híbrido estável, 
obtém-se o MOR híbrido instável desejado (MOR α−híbrido), que é de ordem 24. 
As magnitudes das respostas em frequência do modelo completo H e do MOR 
α−híbrido de 24 estados, H24, estão comparadas na Figura 4.18. 
  




















Figura 4.18: Magnitudes das respostas em frequência do modelo completo H 
e do MOR α−híbrido H24 do sistema de 3256 estados 
As magnitudes dos desvios absolutos das respostas em frequência dos MORs modal 
H155 e α−híbrido H24 em relação à do modelo completo H estão apresentadas na Figura 
4.19. 
 
Figura 4.19: Magnitudes dos desvios das respostas em frequência dos MORs 
modal H155 e α−híbrido H24 em relação à do modelo completo H 
do sistema de 3256 estados 











































Modal  |H(jω) - H155(jω)|
α-Híbrido |H(jω) - H24(jω)|
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Os espectros de polos dos MORs modal H155 e α−híbrido H24 estão comparados na 
Figura 4.20. 
 
Figura 4.20: Espectros de polos dos MORs modal H155(s) e α−híbrido H24(s) 
  




















Capítulo 5: Conclusões e Trabalhos Futuros 
5.1 CONCLUSÕES 
No capítulo 1 a importância e a aplicação da análise linear, particularmente da análise 
modal, foram descritas para diversos fenômenos que ocorrem em um sistema elétrico de 
potência. No que diz respeito a redes elétricas, a análise modal pode ser utilizada em 
estudos de transitórios eletromagnéticos, de comportamento harmônico e para a 
construção de modelos de ordem reduzida. No entanto, para que a análise modal seja 
realizada, é necessário que a rede elétrica seja apropriadamente modelada. No capítulo 2 
dois tipos de modelagem, que permitem a realização da análise modal de redes elétricas, 
são descritos: SD e matriz Y(s). São apresentados modelos de circuitos RLC série, 
paralelo, fontes de corrente, fontes de tensão, LTs (de parâmetros concentrados para 
ambas as formulações e distribuídos para a formulação Y(s)) e transformadores de dois 
e três enrolamentos, considerando taps fora da posição nominal e defasagens angulares 
entre enrolamentos. 
No capítulo 3 foi descrito o primeiro algoritmo de Newton para a computação confiável 
de polos dominantes de FTs escalares e matriciais (SMDPA) de sistemas infinitos. Seu 
desempenho numérico confiável é assegurado por um procedimento de deflação 
eficiente [49] que evita repetidas convergências para os polos dominantes previamente 
determinados. A implementação computacional numericamente eficiente e robusta deste 
procedimento de deflação somente pode ser realizada com o cálculo preciso das 
matrizes-resíduo associadas aos polos convergidos. Como proposto neste trabalho, as 
matrizes-resíduo devem ser calculadas por métodos robustos de solução numérica de 
integrais, tal como o de quadratura Legendre-Gauss. O método proposto foi aplicado 
com sucesso a FTs MIMO de dois sistemas teste, o de 34 e o de 118 barras do IEEE, 
possuindo 25 e 177 LTs de parâmetros distribuídos, respectivamente. 
O SMDPA multivariável corrige o método SDPA (Sequential Dominant Pole 
Algorithm) [49] para FTs escalares de sistemas infinitos. A computação precisa de 
resíduos pelo esquema de integração numérica Legendre-Gauss confere confiabilidade 
ao SDPA original [49], tornando-o apropriado para aplicações práticas de engenharia. 
O tempo de CPU gasto pelo SMDPA para computar um conjunto de polos dominantes 
(37 pares de polos complexos conjugados) e matrizes-resíduo associadas de uma FT 
MIMO do sistema teste infinito de 34 barras, foi utilizado como uma medida de seu 
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desempenho. Este tempo foi aproximadamente quatro e doze vezes menor do que os 
correspondentes tempos gastos pelos largamente utilizados métodos Subspace 
Accelerated MIMO Dominant Pole Algorithm (SAMDP) [45] e Sparse Low Rank 
Choleski Factor Method (SLRCF) [73], respectivamente, quando aplicados a um MLA 
de ordem 20063 com fidelidade equivalente ao MOR-151. 
Os resultados descritos para sistemas infinitos foram focados, principalmente, em 
MORs MIMO de alta fidelidade que podem ser produzidos para redes elétricas de 
transmissão pelo proposto SMDPA. Tal habilidade para reduzir a ordem de modelos em 
um método que utiliza técnicas esparsas para a solução de autovalores e que opera 
diretamente em sistemas infinitos é de grande valor prático para estudos de engenharia. 
Existem algoritmos eficientes e numericamente robustos para a determinação de valores 
aproximados de polos dominantes e de matrizes-resíduo associadas a partir do ajuste de 
respostas em frequência de FTs [98], [99], obtidas por simulação de modelos ou por 
medições de campo. Não obstante, o algoritmo SMDPA possui diferenças fundamentais 
em relação a estes métodos de ajuste de respostas em frequência, pois ele calcula os 
valores verdadeiros dos polos e das matrizes-resíduo associadas diretamente do sistema 
infinito ao invés de valores aproximados. Este fato abre a possibilidade de usos 
adicionais para o algoritmo SMDPA, tais como sensibilidade modal e análise dos 
lugares das raízes de sistemas infinitos. 
Grandes conjuntos de polos dominantes e de matrizes-resíduo associadas foram 
computados para os dois sistemas teste. As curvas de σmax dos MORs MIMO resultantes 
foram visualmente coincidentes com as correspondentes dos modelos infinitos sobre as 
faixas de frequências de interesse. O método SMDPA proposto pode ser aplicado a 
outras áreas da engenharia, física e matemática, uma vez que seu desenvolvimento 
matemático não explora qualquer característica que é específica de redes elétricas ou de 
sistemas de potência. Espera-se que o método SMDPA contribua para avanços da 
pesquisa e da aplicação da análise de autovalores de sistemas infinitos. 
No capítulo 4 foi apresentado o desenvolvimento em série da energia espectral contida 
em uma FT. Comparando-se duas aproximações desta série de energia, um critério de 
parada é proposto e implementado com sucesso no código computacional do SADPA 
[42], produzindo um novo método denominado enhanced SADPA. 
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O método híbrido HMBT (Hybrid Modal-Balanced Truncation Method), consistindo da 
aplicação sequencial dos métodos enhanced SADPA e SRBT, também é proposto neste 
capítulo. O HMBT supera as dificuldades associadas com o uso individual destes 
métodos e se beneficia da sinergia do uso combinado dos mesmos. O desempenho do 
HMBT proposto foi avaliado pela sua aplicação a dois modelos de sistemas teste 
instáveis do sistema interconectado brasileiro para análises de estabilidade 
eletromecânica a pequenos sinais [73], possuindo 841 e 3256 estados. Os MORs 
híbridos resultantes possuem ordens significativamente menores do que os respectivos 
MORs modais. Suas altas fidelidades foram verificadas comparando-se os desvios entre 
suas respostas em frequência e as dos modelos completos do sistema. Deve-se observar 
que a aplicação direta do método SRBT a um modelo de sistema instável não é possível. 
Para superar esta restrição, duas abordagens foram propostas: a decomposição aditiva e 
o deslocamento do eixo imaginário (transformação espectral). Ambas mostraram 
excelente desempenho e as diferenças entre elas foram praticamente insignificantes. 
A redução da ordem e o grau de fidelidade obtidos por esta abordagem híbrida são 
equivalentes aos obtidos em [73], onde o método Sparse Low Rank Choleski Factor 
(SLRCF) foi utilizado. O método HMBT proposto pode encontrar boa aceitação na 
engenharia e em outras áreas técnicas, uma vez que não requer a computação de fatores 
ADI, uma desvantagem presente em métodos de redução do tipo baixo posto (low rank 
methods) [73], [89], [90]. 
Julga-se que a série de energia espectral, desenvolvida neste capítulo, pode ter outras 
aplicações nas áreas de controle, análise modal e redução da ordem de modelos. 
5.2 TRABALHOS FUTUROS 
A seguir são apresentadas algumas propostas de trabalhos futuros. 
• Desenvolvimento de modelo racional de LTs considerando os efeitos de 
propagação e de variação dos parâmetros elétricos com a frequência. Este 
modelo pode ser obtido utilizando o método SMDPA proposto, calculando-se os 
polos e as matrizes-resíduo associadas da matriz Y da LT dada em (2.358). A 
realização de estados deste modelo racional poderia ser então implementada na 
formulação descritora. Ter-se-ia, portanto, um modelo mais preciso de LTs para 
esta formulação. 
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• Aperfeiçoamento do método de síntese de equivalentes dinâmicos de redes 
elétricas multi-conectadas apresentado em [27], utilizando-se o conceito de 
sistemas inversos apresentado em [47]. 
• Determinação automática das estimativas iniciais para o método SMDPA 
utilizando uma abordagem baseada no método da bisseção. 
• Estudo comparativo entre os métodos SMDPA e vector fitting [98], de forma a 
estabelecer as vantagens e desvantagens relativas de cada um bem como 
aspectos de complementaridade. 
• Generalização da serie de energia espectral para FTs MIMO. Isto possibilitaria o 
desenvolvimento de um critério de parada para o método SAMDP, análogo ao 
desenvolvido para o método SADPA, gerando o enhanced SAMDP. 
• Como citado no item 4.4, na referência [88] é descrito um método de redução da 
ordem de modelos cuja norma limitada em frequência ℋ,, do desvio em 
relação ao modelo completo seja mínima (note que isto é equivalente a 
minimizar a energia espectral do desvio no intervalo de frequências de ω0 a ωf). 
Neste método denominado DARPO (Descent Algorithm for Residues and Poles 
Optimization) é necessário que todo o conjunto de autovalores e autovetores à 
direita e à esquerda seja computado para que a norma ℋ,, do desvio entre 
os modelos completo e reduzido possa ser minimizada, o que restringe a 
aplicação deste método a sistemas de médio porte. Em [94] o autor afirma que 
para que o método pudesse ser aplicado a sistemas de grande porte, seria 
necessário se aproximar a norma ℋ,, do modelo completo considerando 
apenas um conjunto reduzido de polos e de resíduos associados, utilizando 
algoritmos para o cálculo parcial de polos. No entanto, para que isto fosse 
viável, seria necessário se quantificar o erro desta aproximação sem se conhecer 
os polos e resíduos descartados, algo que os autores destes trabalhos não sabem 
como fazer ou mesmo se é possível. Note que isto é exatamente o que se propõe 
para o método enhanced SAMDP. Portanto, a utilização conjunta dos métodos 
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Apêndice A: Exemplo de Linha de Transmissão 
A LT utilizada para exemplificar a modelagem de redes contendo este componente, é de 
500 kV, 300 km de comprimento, com feixes de 3 condutores por fase. Seu perfil 
geométrico está mostrado na Figura A.1. Para uma melhor visualização da distribuição 
dos feixes de condutores, esta figura não está em escala. 
 
Figura A.1: Perfil da LT utilizada como exemplo 
As alturas dos centros dos feixes de condutores (alturas das fases) da LT, apresentadas 
na Figura A.1, correspondem às alturas médias ao longo dos vãos da LT (usualmente 
iguais aproximadamente às alturas a meio do vão somadas a 1/3 da flecha), sendo estes 
os valores utilizados no cálculo dos parâmetros elétricos da LT. 
Os subcondutores são do tipo Rail (nome comercial), possuindo diâmetro externo de 
29.59 mm, diâmetro da alma de aço de 7.39 mm e resistência à corrente contínua para a 
temperatura de 50oC de 0.067 Ω/km. 
Considerou-se o solo possuindo resistividade de 1000 Ω×m, permitividade elétrica e 
permeabilidade magnética igual à do vácuo, cujos valores são 8.854185 × 10−12 F/m e 
4pi × 10−7 H/m, respectivamente. 
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Apêndice B: Pseudocódigos dos Algoritmos 
 
Algoritmo 1: Sequential MIMO Dominant Pole Algorithm 
ENTRADA: Conjunto completo de dados para Y(s), B, C, De, estimativas iniciais 
para os polos ( ) ( )risi ,,1,0 K= , ελ e kmax (número máximo de iterações). 
SAÍDA: Polos dominantes e suas matrizes-resíduo associadas. 
1) Atribua um elevado valor a s 
2) Compute Y(s) e sua derivada 
3) Compute H(s) usando (3.4) 
4) Resolva (3.31) e (3.32) para XB(s) e XC(s), respectivamente 
5) Compute dH(s)/ds utilizando (3.30)  
6) Compute K e D usando (3.7) e a seguir (3.8) e (3.6) 
7) Faça NC = 0 
8) para i = 1 até r faça 
9) Faça k = 0, ( )kiss = , ( ) Inf=ε k  
10) enquanto ( ( ) λε>ε k  e )maxkk ≤  faça 
11) Compute HN(s) e sua derivada usando (3.11) e (3.27), 
respectivamente, com N = NC polos e matrizes-resíduo associadas e 
seus complexos conjugados. 
12) Compute Y(s) e sua derivada 
13) Compute H(s) usando (3.4)  
14) Compute ( )sH  usando (3.12) e sua inversa ( ) 1−sH  
15) Compute o auto terno (µmin(s), vmin(s), wmin(s)) de ( ) 1−sH  usando o 
algoritmo QR 
16) Resolva (3.31) e (3.32) para XB(s) e XC(s), respectivamente 
17) Compute dH(s)/ds using (3.30)  
18) Compute ( ) dssdH  usando (3.26) 
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19) Compute a correção ( )kis∆  para o polo usando (3.25) 
20) Compute a nova estimativa ( )1+= kiss  para o polo usando (3.24)  
21) Compute o erro relativo ( ) ( ) ( )11 ++ ∆=ε kikik ss  
22) Faça k = k + 1 
23) fim enquanto 
24) se ( maxkk ≤ ) então 
25) Faça NC = NC + 1 
26) Armazene o valor convergido ( )kis  do polo e calcule a matriz-resíduo 
associada {Alg. 2} 
27) fim se 
28) fim para 
 
 
Algoritmo 2: Cálculo da Matriz-Resíduo 
ENTRADA: Valor convergido do polo λ, metade do comprimento da diagonal d, 
εR, pontos ξi e pesos wi (i = 1, …, M) para a aplicação do método de Legendre-
Gauss, B, C, De e mmax (número máximo de subintervalos). 
SAÍDA: Matriz-resíduo R associada a λ. 
1) Compute o número complexo u usando (3.50) 
2) Compute os vértices Pk, (k = 1, …, 4) do quadrado usando (3.52) e faça 
P5 = P1 
3) Compute τi usando (3.62) para iξ=ξ , (i = 1, …, M) 
4) para k = 1 até 4 faça 
5) Faça q = 1, ( ) Inf0 =εk , mk = 1 
6) enquanto ( ( ) Rqk ε>ε −1  e )maxmmk ≤  faça 
7) Faça PFROM = Pk 
8) Compute kP∆  usando (3.55) 
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9) para l = 1 to mk faça 
10) Faça kPPP ∆+= FROMTO  
11) Compute os valores da frequência complexa s sobre a linha reta 
conectando os pontos PFROM e PTO como ( ) iii PPs τ+τ−= TOFROM1  
12) Compute a matriz Y(s) 
13) Compute H(s) usando (3.4) 
14) Compute a integral de H(s) sobre o subintervalo definido pelos 









15) Faça PFROM = PTO 
16) fim para l 














1 IR  
18) se q > 1 então 













20) fim se 
21) Faça mk = 2q, q = q + 1 
22) fim enquanto 
23) se ( )maxmmk ≤  então 
24) Armazene o termo convergido da matriz de resíduos ( )1−qkR  
25) senão 
26) Aumente o valor d da metade da diagonal e reinicie o algoritmo. 
Alternativamente, o número de pontos M do método de Legendre-Gauss  
pode ser variado. 
27) fim se 
28) fim para k 
29) Compute a soma dos quatro termos ( )1−qkR  e armazene a matriz-resíduo. 
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Apêndice C: Considerações Sobre a Complexidade Computacional do 
SMDPA 
O método SMDPA proposto envolve execuções consecutivas de dois algoritmos 
iterativos descritos no Apêndice B. A execução do algoritmo de Newton para cálculo 
sequencial dos polos (Alg. 1), que utiliza um procedimento de deflação, é 
imediatamente seguida pela execução do Alg. 2, que utiliza o esquema de integração 
Legendre-Gauss para o cálculo da matriz-resíduo associada ao polo computado pelo 
Alg. 1. Ao final das execuções destes dois algoritmos, o polo e sua matriz-resíduo 
associada são utilizados no procedimento de deflação implementado no Alg. 1, de forma 
a evitar sucessivas convergências para os polos anteriormente computados. 
Para o sistema teste de 34 barras, o Alg. 1 gastou somente 7.0 % do tempo total de CPU 
para computar um conjunto de 37 polos mais dominantes, sendo que a convergência da 
maioria destes polos ocorreu dentro de 7 iterações (c.f. Figura 3.11). Para o sistema teste 
de 118 barras do IEEE, o Alg. 1 gastou somente 3.7 % do tempo total de CPU para 
computar o conjunto de 102 polos mais dominantes. A maioria do tempo total de CPU, 
para ambos os sistemas testes, está, portanto, relacionada à execução do Alg. 2, para a 
computação precisa das matrizes-resíduo das FTs MIMO. 
Considerando o Alg. 2, a operação mais dispendiosa em termos de tempo de CPU é a 
montagem da matriz Y(s), seguida da computação de seus fatores e depois da solução 
dos dois sistemas lineares triangulares equivalentes. A montagem da matriz Y(s) para 
sistemas infinitos requer um montante de tempo significativo, principalmente devido à 
necessidade de computar funções hiperbólicas para vários valores de argumentos 
complexos. Este tempo de CPU, T(N), está mostrado na Tabela B.1 para diversas redes 
elétricas (i) cujas dimensões são denotadas por N. Os percentuais de tempo de CPU 
requeridos para a fatoração LU (Fat) da matriz Y(s) e para a solução dos dois sistemas 
lineares equivalentes (Solve) em relação a T(N) e o percentual de elementos não nulos 
em Y(s) (nn) estão também apresentados nesta tabela. O símbolo a, apresentado na 
última coluna desta tabela, está relacionado com a complexidade computacional da 
montagem de Y(s), conforme explicado a seguir. 
Assumindo que o tempo de CPU T(N) seja uma função potência da dimensão N do 
problema 
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( ) aNkNT =
 
(C.1) 
a complexidade computacional [100] de uma tarefa particular ou método de qualquer 
dimensão pode ser determinada uma vez que o expoente a seja conhecido. Aplicando 









1log1log ++=  (C.2) 
A computação de a deve ser feita para diversos exemplos de redes com diferentes 
dimensões, até que seu valor seja aproximadamente constante. O valor de N(i + 1) deve 
ser significantemente maior do que o valor de N(i), de forma a garantir que mesmo para 
grandes variações na variável N o expoente a permanecerá constante. Em [100] é 
sugerido que, pelo menos, deve-se ter N(i + 1) = 2 N(i). As redes na Tabela B.1 
correspondem a áreas reais do sistema elétrico de potência brasileiro (a última é o 
modelo completo do sistema) que aproximadamente atendem as recomendações em 
[100], com N(i + 1) > 2 N(i) em todos os experimentos. A partir dos resultados 
mostrados na Tabela B.1, conclui-se que o expoente a é aproximadamente igual a 1. 
Assim, a complexidade computacional da montagem da matriz Y(s) é O(N). 
Tabela B.1: Experimentos numéricos para a análise de complexidade 
i N T(N) (µs) Fat (%) Solve (%) nn (%) a 
1 69 197.12 14.63 2.27 4.81 − 
2 164 410.58 20.73 3.14 2.07 0.84753 
3 356 804.44 22.49 3.66 0.95 0.86777 
4 726 1709.91 22.53 3.61 0.46 1.0581 
5 1877 4470.25 29.88 4.19 0.18 1.0117 
6 3859 9423.74 36.16 4.51 0.09 1.0348 




Apêndice D: Integração Analítica da Densidade Espectral de Energia 
de uma Função de Transferência 
Substituindo (4.47) em (4.48), obtém-se: 
( ) ( )( ) ( )
( )
( ) ( )




























































































Substituindo (D.2) e (D.3) em (D.1), resulta: 









































































































A partir de tabelas de integrais em manuais disponíveis na literatura técnica, tem-se: 
( )( )
( )




























































































































As equações numeradas de (D.4) a (D.9) e de (4.50) a (4.52) podem ser facilmente 
manipuladas para se obter (4.49). 
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Apêndice E: Desenvolvimento em Série da Energia Contida em uma 
FT a partir da Definição de seu Módulo 
Uma FT pode ser definida como: 
( ) ( ) dsHsH += ˆ  (E.1) 















O módulo de ( )ωjH  pode ser escrito como: 
( ) ( ) ( )ω−ω=ω jHjHjH 2  (E.3) 
 
De acordo com (E.1) e (E.3), pode-se escrever: 
( ) ( ) ( ) ( ) ( ) 22 ˆˆˆˆ ddjHdjHjHjHjH +ω−+ω+ω−ω=ω  (E.4) 
Tem-se, no entanto, que: 
( ) ( ) ( )ω−ω=ω jHjHjH ˆˆˆ 2  (E.5) 
 
Substituindo (E.5) em (E.4), obtém-se: 
( ) ( ) ( ) ( ) 222 ˆˆˆ ddjHdjHjHjH +ω−+ω+ω=ω  (E.6) 

































































=  (E.8) 
pode ser expandida em frações parciais como: 
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Comparando (E.10) e (E.11), conclui-se que: 
kiki pq ,, −=  (E.12) 
Substituindo (E.12) em (E.9), obtém-se: 
















Igualando (E.13) e (E.8), obtém-se: 




















Fazendo ω= js  em (E.14), obtém-se: 




















Substituindo (E.15) em (E.7), obtém-se: 






















































Considerando que ikki pp ,, = , pode-se demonstrar facilmente que: 
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Substituindo (E.17) em (E.16), obtém-se: 




























Substituindo (E.10) em (E.18), obtém-se: 





































































Substituindo (E.20) em (E.19), obtém-se: 

























Substituindo (E.21) em (E.6), obtém-se: 
































































De acordo com (E.1), tem-se que: 
( ) ( ) dHH ii +λ−=λ− ˆ  (E.23) 
Substituindo (E.23) em (E.22), obtém-se: 













































































Substituindo (4.28) em (E.24), obtém-se: 
























Realizando desenvolvimento matemático a partir de (E.25), completamente análogo ao 
realizado a partir de (4.32), chega-se a expressão da série de energia apresentada no 
capítulo 4. 
 
