Abstract. Let µ be an even measure on the real line R such that
Introduction
The classical Paley-Wiener space PW a consists of entire functions of exponential type at most a square summable on the real line, R. A measure µ on R is called a sampling measure for the space PW a if there exist positive constants c 1 , c 2 such that
Let H be a regular Hamiltonian on [0, a], that is, H is a mapping from [0, a] to the set of 2 × 2 non-negative matrices with real entries such that trace H is a positive non-vanishing function in L 1 [0, a]. Denote by Θ H = Θ H (r, z) solution of the following Cauchy problem:
It is known from a general theory of canonical Hamiltonian systems that for every measure µ satisfying (1) there exists a regular Hamiltonian H with a 0 √ det H = a such that µ is a spectral measure for problem (2) . The latter means that the Weyl-Titchmarsh transform
generated by solution Θ H of Cauchy problem (2) maps isometrically the space
H(r)X(r), X(r) C 2 dr < ∞ K(H), K(H) = X : H(t)X(t) = 0 for almost all t ∈ [0, r]
into the space L 2 (µ). A general problem in the inverse spectral theory is to translate properties of a spectral measure µ into properties of the Hamiltonian H it generates.
Two essentially different cases of the above problem attracted much attention. If µ is a "small perturbation" of the Lebesgue measure on R (in the sense that the Fourier transform of µ restricted to the interval [−a, a] differs from the point mass measure δ 0 concentrated at 0 by a function in L 1 [−a, a]), the I. M. Gelfand-B. M. Levitan approach [6] , [12] gives a quite precise information on relation between µ and H. On the other hand, if µ is arbitrary measure on R such that R dµ(t) 1+t 2 < ∞, the theory of M. G. Krein [8] (for even measures µ) and L. de Branges [4] (for all µ) implies the existence of a unique Hamiltonian H ∈ L 1 loc [0, ∞) such that µ is the spectral measure for H. However, it is not known how translate even simple properties of a Hamiltonian H (e.g., membership in L p class for some p > 1) to the properties of its spectral measure µ and vice versa. In this paper we consider a "median" situation (spectral measures with sampling property (1) for the Paley-Wiener space PW a ) and use both Gelfand-Levitan and Krein-de Branges theories.
A measure µ on R is called even if µ(S) = µ(−S) for every Borel set S ⊂ R. The Hamiltonian H in Theorem 1 could be recovered from the spectral measure µ by means of the following simple formula:
where T µ,r is the truncated Toeplitz operator on PW r with symbol µ defined by
A nontrivial fact is that the continuous increasing function r → T
is absolutely continuous and its derivative w/π does not vanish on a set of positive Lebesgue measure. In the proof of Theorem 1 we first obtain an estimate for the "A 2 -norm" of w in terms of c 1 , c 2 assuming above properties of w; then use an approximation argument based on a description of positive truncated Toeplitz operators on PW r and L p -summabilty of weights w ∈ A 2 [0, a] for some p > 1. 
In the case where µ is a "small perturbation" of the Lebesgue measure (see discussion above), the functions P r in Corollary 2 coincide with orthogonal entire functions constructed by M. G. Krein in [10] . S. A. Denisov provides an extensive treatment of the subject, collecting many old and new results in paper [5] .
The second application of Theorem 1 concerns the classical factorization problem for positive invertible operators. Let H be a separable Hilbert space and let B(H) be the algebra of all bounded operators on H. Consider a complete chain N of subspaces in H and denote by A N = {A ∈ B(H) : AE ⊂ E, E ∈ N } the nest algebra of upper-triangular operators with respect to N . In sixties, I. C. Gohberg and M. G. Krein proved (see Theorem 6.2 in Chapter 4 of [7] ) that every positive invertible operator T on H of the form T = I −K with K in Macaev ideal S ω admits the triangular factorization T = A * A, where A = I − K A is an invertible operator on H such that K A ∈ S ω ∩ A N . Famous theorem by D. R. Larson [11] says that every positive invertible operator T admits triangular factorization T = A * A with A, A −1 ∈ A N if and only if the chain N is countable. Moreover, given 0 < ε < 1, the non-factorable operator T can be chosen so that K = I − T is a compact operator with K < ε.
We consider the problem of triangular factorization for Wiener-Hopf convolution operators. Let ψ ∈ S ′ be a tempered distribution on R and let 0 < a ∞. The Wiener-Hopf operator W ψ on L 2 [0, a) with symbol ψ is densely defined by
on smooth functions f with compact support in (0, a). In the case where ψ ∈ L 1 (R) we have more familiar definition,
As following result shows, Wiener-Hopf operators with real symbols are always factorable. Theorem 3. Let 0 < a ∞. Every positive, bounded, and invertible Wiener-Hopf operator W ψ on L 2 [0, a) with real symbol ψ ∈ S ′ admits triangular factorization:
Wiener-Hopf operators W ψ in Theorem 3 admit triangular factorizations in the reverse order W ψ = AA * as well. Relation of absolute continuity of aforementioned function r → T −1 µ,r sinc r 2 L 2 (µ) to triangular factorization problems has been previously found in different terms by L. A. Sakhnovich, see Theorem 4.2 in [16] . On the other hand, Theorem 3 contradicts Theorem 4.1 from another work [17] by the same author. See discussion in Section 5.
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Integration over simplex and the Muckenhoupt class A 2
Let w be a positive function on an interval [0, a]. We associate to w the quantity Let ϕ be a real-valued function on the interval [0, a]. For a real 0 < t < a and an integer n 1 define the mapping
. Let m n denote the usual Lebesgue measure on R n .
Next proposition will be used in the proof of Theorem 1.
Assume that for every r ∈ [0, a] and every integer n 1 we have
where b 1 , b 2 are positive constants, and a n (r) = r 2n+1 (2n + 1)
We first prove several preliminary estimates. Proof. Clearly, the first estimate in (8) follows from the second one and the Jensen's inequality for convex function e x . Taking n = 1 in (6), we obtain
From (7) we know that 
where
This completes the proof.
For n 1 introduce the intervals I t,n = [δ n t, t], where δ n = 1 − 1 n+1 if n is odd, and δ n = 1 − 1 n if n is even. In particular, I t,n = I t,n+1 for every odd n. Set
where m t,n = n! t n · m n is the scalar multiple of the Lebesgue measure m n on R n normalized so that m t,n (K t,n ) = 1. Proof. Arguing by induction, it is easy check that for all n 1 and τ ∈ [0, a] we have
For odd (correspondingly, even) integers n the kernels k τ,n are even (correspondingly, odd) functions with respect to the point τ /2. As n tends to infinity, the kernels k τ,n tend to zero uniformly on every closed interval in (0, τ ). We also have
Now take an odd integer n 1 and note that δ n = δ n+1 = 1 n+1 . Setting τ = δ n r, we obtain
By Lemma 2.1 for functions ϕ, k = Proof of Proposition 2.1. Take an odd integer n 1. Since the integrand in (6) is positive, we have
By Jensen's inequality,
For all n 1 we have
We now see that
Analogously, for the even integer n + 1 we have
Recall that I t,n+1 = I t,n . Applying Lemma 2.2, we obtain
where b is the constant from Lemma 2.1. Using inequality e |x| e x + e −x , we get from (10) and (11) 
for all intervals I of the form
, where r ∈ [0, a], and integer n 1 is odd. Here c I is a constant depending on I (in fact, c I = [ϕ] δnr,n works, but from now on the particular choice of c I plays no role). Formula (8) gives (12) Next, observe that each interval J ⊂ [0, a] is contained in an interval I satisfying (12) and such that |I| 2|J|. Indeed, let t be the right point of J. If |J| |t|/2, take I = [0, t]. In the case |J| < |t|/2 find an odd number n 1 such that I t,n+2 ⊂ J ⊂ I t,n and take I = I t,n . Fix this interval I and the corresponding constant c I form (12) . We have
Since interval J is arbitrary, this shows that function w = e ϕ belongs to the Muckenhoupt class
3. Proof of Theorem 1
As it was mentioned in the Introduction, we will use an approximation argument in the proof of Theorem 1. To have a stable approximation, we need a result describing positive truncated Toeplitz operators on PW a .
Preliminaries on truncated Toeplitz operators. Let µ 0 be a measure on the real line
In the case where µ = u dm is absolutely continuous with respect to the Lebesgue measure m on R and has density u, the operator A µ,a coincides with the projection of the standard Toeplitz operator T u on the Hardy space H 2 to the subspace PW [0,a] . This explains the name "truncated Toeplitz" for the operator A µ,a .
It is well-known (see, e.g., Section 6.1 in [14] ) that the operator
maps unitarily the Hardy space
. As we will see in a moment, the truncated Toeplitz operators defined by (13) are unitarily equivalent to truncated Toeplitz operators on the shiftcoinvariant subspace
Sarason's paper [18] for basic properties of truncated Toeplitz operators on general coinvariant subspaces of H 2 (D).
We also will deal with the operators T µ,a on the space PW a defined by the same sesquilinear form
It is easy to see that this definition agrees with formula (4). By construction, we have 
for all functions f ∈ PW [0,a] such that f (−i) = 0. Then there exists a positive measure µ on R such that T = A µ,a . Similarly if T is a positive bounded operator on PW a satisfying (15) for all f ∈ PW a such that f (−i) = 0, then T = T µ,a for a positive measure µ on R.
Proof. Let θ a , K θa , and V : K θa → PW [0,a] be defined as above. Consider the operatorT = V −1 T V on K θa unitarily equivalent to the operator T on PW [0,a] . Recall that the inner product in K θa is inherited from the space L 2 (T) on the unit circle T = {ξ ∈ C : |ξ| = 1}. Assumption (15) means that
for every function [18] says that a bounded operatorT on K θa (or on any other coinvariant subspace K 2 θ of the Hardy space H 2 (D)) satisfying (16) is a truncated Toeplitz operator on K θa . By Theorem 2.1 in [1] , for every positive bounded truncated Toeplitz operatorT on K θa there exists a finite positive measureμ on T such thatμ({1}) = 0 and
for all continuous functions h in K θa . Changing variables in the last integral, we find a positive measure µ on R such that
Since T is continuous, we have T = A µ,a . The second part of the Lemma is a direct consequence of relation
Preliminaries on canonical Hamiltonian systems. Let H be a Hamilton
is a constant matrix of rank one for all points t ∈ (r 1 , r 2 ). For r ∈ [0, a] we will denote by B(H, r) the de Branges space generated by H on [0, r], that is,
where the Weyl-Titchmarsh transform W H,r is defined in (3) for a = r. The space B(H, r) is actually the Hilbert space with respect to the inner product
, where µ is any spectral measure for problem (2) . We refer the reader to paper [2] for the summary of results on direct and inverse spectral theory of canonical Hamiltonian systems and de Brange spaces of entire functions. The readers interested in proofs or in a more detailed account may find necessary information in Chapter 2 of classical book [4] by L. de Brange or its recent exposition [15] by R. Romanov. Define type B(H, r) = sup{type(f ), f ∈ B(H, r)} to be the maximal exponential type of entire functions in de Branges space B(H, r). The following remarkable formula of Krein [9] and de Brange (Theorem X in [3] )
represents the maximal exponential type of functions in B(H, r) in terms of the Hamiltonian H. Section 6 in [15] contains an elegant self-contained proof of this result. Proof. Let r ∈ [0, a) and let ε > 0 be such that r ∈ [ε, a − ε). Then the Hilbert space (PW r+ε , µ) of entire functions satisfies an axiomatic description of de Branges spaces (Theorem 23 in [4] ) and the embedding (PW r+ε , µ) ⊂ L 2 (µ) is isometric. Since µ is a spectral measure for H, the embedding B(H, r) ⊂ L 2 (µ) is isometric as well. Applying de Branges chain theorem (Theorem 35 in [4] ), we see that ether (PW r+ε , µ) ⊂ B(H, r) or B(H, r) ⊂ (PW r+ε , µ). Since det H = 1 almost everywhere on [0, a], formula (17) implies the second alternative. Analogously, one can show that (PW r−ε , µ) ⊂ B(H, r). Since this holds for every small number ε and µ is sampling, we have B(H, r) = (PW r , µ). Finally, for r = a we have
where the completion is taken with respect to the norm inherited from L 2 (µ).
Let Θ H be the absolutely continuous solution of Cauchy problem (2) on [0, a], and denote
. The reproducing kernel k B(H,r);λ at a point λ ∈ C of the Hilbert space of entire functions B(H, r) has the the form
The Paley-Wiener space PW r is the de Branges space B(H 0 , r) for the Hamiltonian H 0 = ( 1 0 0 1 ). The reproducing kernel of PW r at λ ∈ C will be denoted by sinc r,λ :
Using integration by parts and equation (2), it is easy to show that for each λ ∈ C we have
where Θ H (·,λ) denotes the mapping t → Θ H (t,λ) and Θ H0 (·,λ) is defined analogously.
Next assertion is Lemma 4.2 in [2] . Proof. For every function f in (PW r , µ) ⊂ PW r and every λ ∈ C we have
, where we used the fact that c 1 I T µ,a c 2 I on PW a and hence T µ,r is bounded and invertible on PW r .
Assume that a spectral measure µ of problem (2) for the canonical Hamiltonian system generated by H = Proof. Let us obtain estimates (6), (7) for the function ϕ as it was suggested in Proposition 3.2 of [2] . Take r ∈ [0, a]. Set H 0 = ( 1 0 0 1 ) and consider the corresponding Weyl-Titchmarsch transforms
We have B(H 0 , r) = PW r and B(H, r) = (PW r , µ), see Lemma 3.3. Since µ satisfies (1), the spaces PW r , (PW r , µ) coincide as sets and
for every function f ∈ PW r . Hence, the operator
is correctly defined, bounded, and invertible. Moreover,
for every X ∈ L 2 (H 0 ). Next, by Lemma 3.4 for each z ∈ C we have
µ,r sinc r,z = Θ H (·, z). For z = 0 and all t ∈ [0, r] we have Θ H (t, 0) = Θ H0 (t, 0) = ( 1 0 ), hence c
. This relation is inequality (7) for the function ϕ and constants
) for all integers n 1. The right inequality in (19) yields
From equation (2) we obtain
for all t ∈ [0, r] and n 1. Observe that
, n is odd,
, n is even, where t = (t 1 , . . . , t n ) is a point in simplex K t,n , and G ϕ,n is defined on K t,n by formula (5) . Substitute this representation of 
Explicit relations between C 1 , C 2 , and p can be found in [19] . From here we see that sequences {w j } j 1 ,
Hence we can find subsequences w j k , w For z ∈ C denote by Θ j (·, z) solution of equation (2) for the Hamiltonian H j . Integrating (2), we get
Then for every j 1 and r, r ′ ∈ [0, a] we have the estimates
showing that functions Θ j (·, z) are uniformly bounded and equicontinuous on [0, a]. Therefore, there is a subsequence of the sequence Θ j (·, z) converging uniformly on [0, a] to a function Θ(·, z). As before, we suppose that the sequence Θ j (·, z) itself is uniformly convergent on [0, a]. It is clear that the limit function Θ satisfies equation (23) Indeed, the first equality above follows from formula (18) and convergence of Θ j to Θ on [0, a] when a spectral parameter (λ or z) is fixed. Lemma 3.3 and Lemma 3.4 give us the second equality. Finally, using the fact that the operators T µj ,r on PW r tend to T µ,r in the strong operator topology, we obtain the last equality in (24). From (24) we see that Hilbert spaces of entire functions B(H, r), (PW r , µ) have the same reproducing kernels. Hence B(H, r) = (PW r , µ) and formula (17) implies
It follows that det H = 1 almost everywhere on [0, a], that is, v = w −1 . Next, from the direct spectral theory we know that the family {Θ(·, λ)} λ∈C is complete in L 2 (H, a) and W H,a Θ(·, λ) = k B(H,a);λ for every λ ∈ C, where W H,a denotes the Weyl-Titchmarsch transform associated to H. Using (24) again, we get
Hence, the operator W H,a acts isometrically from L 2 (H; a) to L 2 (µ) and µ is a spectral measure for H. In particular, we can apply Lemma 3.5 to H, µ, and conclude that the function w = e ϕ is in A 2 [0, a] and w A2[0,a] 2 28 c 14 . Uniqueness of the Hamiltonian H follows immediately from formula (24):
where the right hand side is completely determined by µ, while the left hand side determines H.
Differentiating formula (25), we obtain the following corollary. 
Proof of Theorem 2 and Theorem 3
Let us first show that Theorem 2 does not follow from a general theory of canonical Hamiltonian systems. Consider the simplest case where the Hamiltonian H coincides with the identity matrix
Indeed, existence of such a unitary operator yields the existence of another unitary operatorŨ : 
It follows that |g(t)| 2 = 1/2 for almost all t ∈ [0, 2a]. In particular, the linear span of functions
. This contradicts to the fact thatŨ is a unitary operator from
Thus, the WeylTitchmarsh transform W H,a from formula (3) can not be used to construct the operator F µ from Theorem 2 by means of superpositon with some simple unitary operators like shifts, reflections, etc.
The main point that helps in proof of Theorem 2 is the fact that Hamiltonian H generated by an even sampling measure for the Paley-Wiener space PW a must have rank two almost everywhere on its domain of definition. It is an open question if this is true for general (not necessarily even) sampling measures for PW a . See also Proposition 5.1 in Section 5 for more details.
Proof of Theorem 2. Fix an even sampling measure µ and construct the Hamiltonians H j , H, on [0, a] as in the proof of Theorem 1. Put ϕ j = log w j and ϕ = log w, where w j , w are the functions generating H j , H. Recall that w j tend to w weakly in L p [0, a] for some p > 1 and the same is true for w −1 j and w −1 . Let Θ j , Θ be the solutions of system (2) generated by Hamiltonians H j , H, correspondingly. As we have seen, the functions Θ j (·, z) =
, define entire functions P 2r,j and P * 2r,j by
and let P 2r , P * 2r be defined similarly with ϕ j replaced by ϕ. These functions satisfy the Krein system of differential equations:
where ϕ ′ j (r/2) is the value of smooth function ϕ ′ j at r/2. From system (26) we obtain by integration by parts (see Lemma 9.1 in [5] ) the Christoffel-Darboux formula:
The right hand side could be rewritten in the form
which tends to 2πk r,λ (z), the scalar multiple of the reproducing kernel k r,λ at λ of the Hilbert space e (18) . On the other hand, for every pair z, λ ∈ C we have
Since functions e ϕj , e −ϕj converge weakly in L p [0, a] to functions e ϕ , e −ϕ , correspondingly, we see that 
Formula (27) also shows that a nontrivial finite linear combination of functions χ r (t)P t (z) cannot vanish almost everywhere on [0, 2a] .
The operator F µ takes the function t → χ r (t)P t (λ) on [0, 2a] into √ 2πk r,λ , see formula (27). Moreover, for every r 1 , r 2 ∈ [0, 2a] we have
where r = min(r 1 , r 2 ). This shows that F µ is an isometry on L. Since the linear span of the set {k 2a,λ , λ ∈ C} is complete in (PW [0,2a] , µ), the operator F µ is unitary. It is also clear from the definition that . We have
S ′ , whereψ is the Fourier transform of the tempered distribution ψ. It follows that
, we have the last identity for all f ∈ Z −i . Hence, the operator W ψ satisfies assumptions of Lemma 3.1 and we can find a positive Borel measure µ on R such that
for all f, g ∈ PW [0,a] . As in the proof of Theorem 1, we can assume that the measure µ is even. Indeed, since ψ is real, we have (Ŵ ψ f, f ) = (Ŵ ψ f * , f * ) for arbitrary f ∈ PW [0,a] and its reflection f * : x → f (−x). By the assumption, the operatorŴ ψ is positive, bounded and invertible on PW [0,a] . Hence the measure µ satisfies (1) for some c 1 , c 2 and a/2 in place of a. By Theorem 2, there is a unitary operator
Identifying Hilbert spaces (PW [0,a] , µ) and PW [0,a] as sets, we can define the operator
. By construction, the operator A is bounded and invertible and
for all smooth functions h with support in (0, a). It follows that the operator W ψ admits the triangular factorization W ψ = A * A.
It remains to consider the case where W ψ is a positive bounded invertible WienerHopf operator on L 2 [0, ∞) with real symbol ψ ∈ S ′ . It is known (see Section 4.2.7 in [14] ) that in this case the Fourier transform of the distribution ψ coincides with a function σ on R such that c 1 σ(x) c 2 for some positive constants c 1 , c 2 and almost all x ∈ R. In particular, the measure µ = σ dm is sampling for all Paley-Wiener spaces PW [0,r] , r > 0. Since ψ is real, the function σ is even. For every r > 1 we can use Theorem 1 and find a Hamiltonian H r on [0, r] such that det H r (t) = 1 for almost all t ∈ [0, r] and µ is the spectral measure for H r . Since the Hamiltonian H in Theorem 1 is defined uniquely, we have H r (t) = H r ′ (t) for almost all t ∈ [0, min(r, r
′ )]. This shows that there is the Hamiltonian H on [0, ∞) such that det H = 1 almost everywhere and µ is the spectral measure for H. In particular, we can define a family of entire functions {P t } t 0 such that the mapping 
. Since c 1 σ c 2 on R, the space H 2 µ (C + ) coincides as a set with the standard Hardy space
by formula (29) with r = ∞ on the dense set of compactly supported bounded functions in L 2 [0, ∞). Then the operator
for every r 0, and W ψ = A * A, see formula (28).
Remark. It can be shown that positive bounded invertible Wiener-Hopf operators W ψ on L 2 [0, a) with real symbols ψ ∈ S ′ admit triangular factorisation in the reverse order, W ψ = AA * . In the case a = ∞ the classical Wiener-Hopf factorization works: one can take A = F −1 T ϕ σ F , where T ϕσ is the Toeplitz operator on H 2 (C + ) with analytic symbol ϕ σ such that |ϕ σ | 2 = σ = F ψ. If a > 0 is finite, then we can use Theorem 3 to find left triangular factorization W ψ =Ã * Ã and then put A = C aÃ C a , where 
from formula (4.10) of [17] (see also formula (4.12) therein) is claimed to satisfy the following relation (formula (4.18) in [17] ):
However, this fact is false. Indeed, we have
and hence √ 2πΠ(z) is the outer function in C + whose absolute value on R coincides with (σ ′ ) −1/2 almost everywhere on R. Since (σ ′ ) −1/2 is regular (in fact, constant) near the origin, we have
We also would like to note that the last relation agrees well with the first identity in formula (4.19) from [17] .
The second part of this section concerns factorization problem for truncated Toeplitz operators generated by general sampling measures for the space PW a not necessarily symmetric with respect to the origin. The result is equivalent to Theorem 4.2 in [16] . The proof below seems to be a bit more straightforward than the original one, possibly, because we consider the one-dimensional situation. Since V µ is isometric and V µ PW r = (PW r , µ), we have P µ,r V µ = V µ P r , where P r , P µ,r are the orthogonal projections on PW a , (PW a , µ), with ranges PW r , (PW r , µ), respectively. It follows that X 
by the unitarity of the operator V µ . It follows that T µ,a = A * A. By construction, the operator A is invertible. We also have APW r = PW r for all r ∈ [0, a], hence A is upper-triangular.
(c) ⇒ (b). Assume that T µ,a admits a left triangular factorization T µ,a = A * A. Define the operator V µ : PW a → (PW µ , a) by V µ = jA −1 , where j is the embedding from PW a to (PW a , µ). Then V µ PW r = (PW r , µ) for every r ∈ [0, a] and
where we used the identity T µ,a = j * j, see (32). Since A and j are invertible, V µ is a unitary operator.
