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In fractured rocks of low permeability, the hydraulic properties of the rock mass are 
strongly influenced by the connectivity and fracture geometry of the fracture system 
and deformational properties of fracture surfaces and the geostatic stresses. Fracture 
network consists of numerous individual fractures, therefore, quantitative estimation of 
permeability of single fractures and fracture intersections is a precondition to 
understand the hydraulic characteristics of complex natural fractured rock masses. 
Natural fractures are observed to have a 3D distribution of local apertures formed by 
two rough walls that are partially contacted with each other. Many parameters can 
affect fluid flow behaviors through single fractures and fracture intersections, among 
which surface morphology and shear process may be two most critical factors that 
would change fracture permeability significantly. 
In engineering practices, owing to the computational limitations and the insufficient 
3D geological information, hydraulic property of fractured rock masses is commonly 
undertaken based on 2D fracture network models, which are cut planes of the real 3D 
models. However, natural fractured media usually displays a strong hydraulic 
complexity coming from the internal topography of fractures (i.e., geometry of the 
void spaces within a single fracture) and from their arrangement in complex networks 
(i.e., geometry of the fracture backbone). The 2D fracture model cannot capture the 
real geometric properties (i.e., orientation in the out-of-plane direction) of fracture 
networks inside rock masses. 3D fracture networks have the outstanding advances of 
describing the orientation, connectivity, and permeability tensor of the real rock masses. 
This thesis analyzes the geometrical and hydraulic characteristics of 3D rock fracture 
networks. 
Firstly, shear directivity and size effect on permeability of 3D self-affine rough 
fractures are studied and a predictive model is proposed to estimate the permeability of 
rough fractures during shear. Numerical simulations of shear-flow tests under different 






modified successive random additions (SRA) algorithm, and the evolutions of aperture 
and permeability were investigated. The results show that the equivalent permeability 
of fracture varies with the different inclinations between the shear direction and 
macroscopic flow direction. The largest permeability exists in the direction 
perpendicular to the shear direction, and the smallest permeability exists in the 
direction parallel to the shear direction. The equivalent permeability of fractures with 
other inclinations varies between the smallest and greatest values, and it tends to 
become larger as the macroscopic flow direction is closer to the perpendicular 
direction with respect to the shear. As model size increases, the permeability in 
directions both parallel and perpendicular to the shear direction changes significantly 
first and then tends to move to a stable state. The size effects on the permeability in 
x-direction are more obvious than that in y-direction, due to the formation of contact 
ridges perpendicular to the shear direction. The validity of the proposed functions for 
permeability prediction is verified by comparisons with reported results in previous 
works. In practice, the permeability can be well calculated as a first-order estimation 
using the proposed model when the parameters such as JRC, shear displacement and 
normal stress are given. 
Secondly, a numerical analysis of the shear effect on the hydraulic response of 3D 
crossed fracture model is presented. The analysis is based on a series of crossed 
fracture models, in which the effects of fracture surface roughness and shear 
displacement are considered. The shear displacement is applied on one fracture, and at 
the same time another fracture shifts along with the upper and lower surfaces of the 
sheared fracture. Simulation results reveal the development and variation of 
preferential flow paths through the model during the shear, accompanied by the change 
of the flow rate ratios between two flow planes at the outlet boundary. The equivalent 
permeability of model will either increase or decrease as shear displacement increases 
from 0 to 4 mm, depending on the aperture distribution of intersection part between 
two fractures. When shear displacement continuously increases by up to 20 mm, the 




gradient. The equivalent permeability of rough fractured model is about 26~80% of 
that calculated from the parallel plate model, and the equivalent permeability in the 
direction perpendicular to shear direction is approximately 1.31~3.67 times as larger as 
that in the direction parallel to shear direction. These results can provide a fundamental 
understanding of fluid flow through crossed fracture model under shear. 
Finally, a numerical procedure is originally developed to address flow problem 
through 3D discrete fracture network (DFN) models. In this method, fractures are 
modeled as circular discs with arbitrary size, orientation and location. Fracture 
networks are established with fractures following well-known statistical distributions, 
after which the networks are triangulated and fluid flow is calculated by solving the 
Reynolds equation using Galerkin method. Based on this procedure, the relationships 
between permeability of 3D model and permeability of 2D cut planes were analyzed. 
This is achieved by the analysis of 84 3D DFN models and 672 2D DFN models that 
are cut from 3D ones. A multi-variable regression function was proposed for predicting 
3D fracture network permeability. The results show that for the fracture networks with 
the fracture length exponent a = 2.0, the fracture network that carries flow is mainly 
consisted of several long fractures; whereas the fracture network connectivity is 
dominated by a large amount of relatively small fractures when a = 4.5. The 
permeability of 2D DFN models that are cut from an original 3D one underestimates 
the permeability of 3D DFNs by approximately 10.45~80.92%. The regression 
function estimates the evolution of permeability of 3D DFNs with a wide range of 
fracture density from 0.025 to 0.125 m
-3
, and the predicted results agree with that 
calculated using Lang’s method. The proposed model provides a simple method to 
approximate permeability of 3D fracture networks using parameters that can be easily 
obtained from analysis on outcrop trace maps of fractured rock masses. 
 
Keywords: single fracture; fracture intersection; discrete fracture network; shear 
displacement; hydraulic property; permeability; predictive model; surface 
roughness; size effect; directivity; self-affine property; cut-plane 
 
 




1.1Background and objectives 
When considering the hydraulic properties of a rock mass, it must be recognized that 
the rock mass consists of blocks of intact rock separated by discontinuities. Fluid flow 
through the rock mass is governed by the properties of both the intact rock and the 
discontinuities. In the analysis of flow problems, two cases are often considered. First, 
the influence of discontinuities in the rock mass is assumed insignificant, and flow is 
solely through the interconnected pore spaces in the intact rock. Second, and especially, 
in low permeability crystalline rocks, discontinuities or fractures are dominant and 
fluid flow occurs only through discontinuities. This dissertation will consider the latter 
case. That is, the intact rock is impermeable so that flow occurs through fractures or 
discontinuities. The hydraulic behavior of a fractured rock mass with an impermeable 
matrix is determined by the geometry of the fracture system and the geostatic stress. 
Fracture network consists of numerous individual fractures, therefore, quantitative 
estimation of permeability of single fractures and fracture intersections is a 
precondition to understand the hydraulic characteristics of complex natural fractured 
rock masses. Natural fractures are observed to have a 3D distribution of local apertures 
formed by two rough walls that are partially contacted with each other. Many 
parameters can affect fluid flow behaviors through single fractures and fracture 
intersections, among which surface morphology and shear process may be two most 
critical factors that would change fracture permeability significantly. 
Since real fractures have complex variable interconnectivity, accurate estimation of 
their geometrical parameters such as fracture orientation, location, density, shape and 
aperture etc. is difficult. Some information may be obtained from the field collected 
from one or two dimensional scanline surveys of borehole cores, outcrops or tunnel 
walls. Then these distributed parameters must be characterized statistically. A 






the numerical model of a fracture network. 
In engineering practices, owing to the computational limitations and the insufficient 
3D geological information, analysis of hydraulic properties of rock fractures is often 
reduced to a 2D problem. In recent years, a great amount of efforts has been exerted to 
study flow characteristic of 2D fracture networks, and significant progress has been 
made towards the theoretical modeling, laboratory experiments and numerical methods. 
However, natural fractured media usually displays a strong hydraulic complexity 
coming from the internal topography of fractures (i.e., geometry of the void spaces 
within single fracture) and from their arrangement in complex networks (i.e., geometry 
of the fracture network). The 2D fracture model, which is a cut plane of the 3D fracture 
network, cannot capture the geometry of real features. Whereas 3D fracture networks 
have the outstanding advances of describing the orientation, connectivity, and 
permeability tensor of the real rock masses. Recently, the equivalent permeability of 
3D fractured rock mass is compared with the permeability computed on arbitrarily 
extracted 2D cut planes and the latter would underestimate the magnitude of 
permeability by up to 3 orders of magnitude. Therefore it is necessary to develop 
efficient and systematic methods for identifying the hydraulic properties of 3D fracture 
networks. 
The history of 3D discrete fracture models goes more than twenty years, with 
fracture networks approximated to be restricted to idealized channels within the 
fracture plane. This simplification allows for fast calculations with large-scale fracture 
networks, however the model is too simple to capture the complex flow behavior. 
Boundary element method has been used to solve flow through each fracture. The flow 
characteristics in fractures can be detailedly described, whereas the number of fracture 
in the model is very limited. Later many other numerical modeling methods have been 
continuously proposed, however those methods usually have generic limitations: the 
intersections of fractures are usually either not considered or highly simplified. This 
may underestimate the role of intersections in the total hydraulic behavior, since 
intersections are strongly correlated to the fracture connectivity that is the first-order 
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determinant of the occurrence of flow. Besides, in those methods, individual fractures 
were all characterized by a single aperture value, and the effects of the heterogeneity of 
aperture distributions on 3D fluid flow cannot be considered. 
There are three types of models used to calculate fluid flow and solute transport in 
fractured rock masses, including stochastic continuum (SC) model, discrete fracture 
network (DFN) model, and channel network (CN) model. In the SC model, fractured 
rock masses are represented by an equivalent homogeneous media and the apertures of 
fractures vary over space. In the DFN model, fluid flows and solute moves primarily 
within fractures, assuming that rock matrix is impermeable, and the DFN models are 
established based on some stochastic methods. In CN model, fluid flows and solute 
moves primarily in preferential paths, considering the heterogeneous properties of 
aperture within each fracture void space. In this study, the DFN model is utilized, 
because it can consider the volume, size, geometric properties (i.e., aperture, 
orientation, and length distributions) of fracture networks. 
The thesis has the following objectives: 
1) To understand the hydraulic anisotropy that results from the different inclinations 
between the shear direction and macroscopic flow direction, and to quantify the 
influences of fracture size on the permeability and the shear induced flow anisotropy. 
2) To evaluate the flow behavior of 3D self-affine rough fractures during shear 
process. A numerical method to generate the natural rough fracture surface will be 
developed, and a model to estimate the permeability during shear will be proposed. 
3) To investigate the effects of fracture surface roughness and shear displacement on 
geometrical and hydraulic properties of 3D crossed rock fracture models.  
4) To develop a numerical procedure to address the model generation, meshing and 
flow problem through 3D discrete fracture networks. 
5) To evaluate the permeabilities of 2D fracture networks and 3D fracture networks 
and their relation. A predictive model will be developed to estimate the 3D 
permeability based on the 2D fracture permeability and the geometrical parameters of 






1.2 Thesis structure  
The thesis consists of three parts with the detailed outline shown in Fig. 1-1. Chapter 
1 gives an introduction of the research background, the research objectives and 
contents as well as the structure arrangement of this thesis. In Chapter 2, the influences 
of flow direction inclined to the shear direction by 0 ~ 360° on the change of flow 
paths and permeability are estimated. Influences of fracture size on the flow channels, 
permeability and the flow anisotropy of the fracture are analyzed. Chapter 3 presents a 
predictive model to estimate the permeability of 3D self-affine rough fractures during 
shear. Numerical simulations of shear-flow tests under different normal stresses were 
performed on a series of 3D rough fractures generated using the modified successive 
random additions (SRA) algorithm, and the evolutions of aperture and permeability 
were investigated. Chapter 4 investigates the effects of fracture surface roughness and 
shear displacement on geometrical and hydraulic properties of 3D crossed rock 
fractures. The shear displacement is applied on one fracture, and at the same time 
another fracture shifts along with the upper and lower surfaces of the sheared fracture. 
The flow redistribution at the intersection part and its influence on the flow rate ratio 
between two fractures were analyzed. In Chapter 5, a numerical procedure is originally 
developed to address flow problem through 3D discrete fracture network (DFN) 
models. In this method, fractures are modeled as circular discs with arbitrary size, 
orientation and location. Fracture networks are established with fractures following 
well-known statistical distributions, after which the networks are triangulated and fluid 
flow is calculated by solving the Reynolds equation using Galerkin method. In Chapter 
6, the permeability of 3D discrete fracture networks (DFNs) is estimated based on the 
geometrical parameters of 3D model and permeability of its 2D trace maps. This is 
achieved by the analysis of 84 3D DFN models and 672 2D DFN models that are cut 
from 3D ones. The relationships between permeability of 3D model and parameters 
such as fracture density, fracture length exponent of 3D models and permeability of 2D 
cut planes were analyzed. A multi-variable regression function was proposed for 
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predicting 3D fracture network permeability. Finally, major conclusions obtained from 
the studies of this thesis are provided in Chapter 7. 
Research on geometrical and hydraulic properties of 
three-dimensional rock fracture networks
PartⅠ: 3D self-affine rough 
fracture model
PartⅡ: 3D crossed fracture 
model
Part Ⅲ: 3D discrete fracture 
network model
Chapter 2: Shear directivity and 
size effect on permeability of 3D 
self-affine rough fractures.
Chapter 3: A predictive model of 
permeability for 3D self-affine 
rough fractures
Chapter  4 :  Hydraul ic 
properties of 3D crossed 
rock fracture models under 
shear
Chapter 5: A numerical method to 
solve fluid flow through 3D rock 
fracture networks.
Chapter 6 :  Relat ions between 
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2 Shear directivity and size effect on permeability of 3D self-affine 
rough fractures 
2.1 Introduction 
Understanding the hydraulic response of fractured rock mass with respect to shear 
stress is of great importance for various fields of rock engineering, such as dam 
foundations, unconventional oil and gas exploration, hydrocarbon recovery and 
radioactive waste repositories (Jing et al. 1995; Gimenes and Fernández 2006; Davies 
et al. 2013; Qiao et al. 2017). In tight rock masses, the rock matrix has much less 
permeability comparing with fractures so that the fracture network forms the main flow 
channels (Berkowitz et al. 2002; Wei et al. 2015; Huang et al. 2017). In a natural rock 
mass, the fracture network consists of numerous single fractures (Liu et al. 2016; 
Huang et al. 2016; Wang et al. 2017). Therefore, in order to improve the understanding 
of the hydraulic properties of fractured rock masses, the hydraulic response of single 
fracture, which is the fundamental element involved in fracture networks, should be 
firstly studied (Méheust and Schmittbuhl 2000; Boutt et al. 2006). 
Many previous studies have been focused on the hydro-mechanical properties of 
fractures through theoretical modeling, laboratory experiments and numerical 
simulations. Zimmerman et al. (1992) compared the flow through rough fractures with 
parallel plates to examine the tortuosity induced by geometry of the void space. They 
found that in a rough fracture, fluid flows through connected channels that bypass the 
closed zones. This phenomenon is the channeling effect that has been observed in 
many other studies (Tsang and Neretnieks 1998; Auradou et al. 2006; Babadagli et al. 
2015). Rasouli and Hosseinian (2011) investigated the effect of profile roughness on 
the hydro-mechanical behavior of fracture and proposed correlations to relate the 
hydraulic aperture with the geometrical properties. The results suggest that the fracture 


























Fig. 2-1 A schematic view of shear direction and flow direction in a fracture. 
The permeability of the fracture is dominated not only by the geometrical 
characteristic of fracture surface, but also by the states and evolutions of stress fields 
(Baghbanan and Jing 2008). Li et al. (2008) conducted a series of laboratory tests to 
examine the shear effect on the evolution of permeability field of natural rough fracture. 
The test results show that the aperture distribution and the resulting permeability of 
fracture are altered according to the shear displacement and normal constraint 
conditions. In previous studies, the flow behavior has been mostly analyzed only for 
flow direction parallel and/or perpendicular to the shear direction (Javadi et al. 2014; 
Wang et al. 2016; Huang et al. 2017). Whereas, in nature, the fracture orientation and 
position distributions are arbitrary with respect to the in situ stresses, and the flow 
direction, which is controlled by the hydrogeological condition, is not always exactly 
parallel to or perpendicular to the shear direction (Matsuki et al. 2010). As indicated in 
Fig. 2-1, the flow direction is consistent with the macroscopic pressure, while the shear 
direction varies accordingly with the applied principal stresses. The different 
inclinations between the flow direction and shear direction will lead to diversity of 
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flow pattern in rough fracture, which should be thoroughly investigated. 
The hydraulic properties of fractured rock masses are usually scale dependent, and 
the small laboratory samples only represent a fraction of natural fracture characteristic. 
Bandis et al. (1981) conducted a series of direct shear experiments to analyze the size 
effects on the shear behavior of rock fracture. They concluded that the significant scale 
effects exist on both shear strength and deformation response, and the potential sources 
of the scale effects are mainly attributed to the geometrical and strength characteristics 
of fracture surface roughness. Giwelli et al. (2009) studied the effect of fracture size on 
the closure behavior of fractures and results show that the closure increases with the 
increasing fracture size. The shear induced aperture field and the flow behavior 
through the fracture are also scale dependent. Fig. 2-2 shows the fracture samples of 
different laboratory sizes that are extracted from the in-situ fracture (Koyama et al. 
2006). The distribution of apertures varies with sample size, which results different 









Fig. 2-2 Different laboratory samples extracted from the in-situ fracture with the flow 
channels indicated.   
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In this study, in order to characterize the hydraulic properties of natural rough 
fractures, the self-affine fractal model is proposed to generate fracture surfaces that 
have different joint roughness coefficients (JRC) using the modified successive 
random addition (SRA) method. Then, the evolutions of aperture distribution and fluid 
flow during shear are simulated based on the topographical data of the generated 
fracture surfaces. The influences of flow direction inclined to the shear direction by 0 ~ 
360° on the change of flow paths and permeability are estimated. The hydraulic 
anisotropy that results from the different inclinations between the shear direction and 
macroscopic flow direction is systematically investigated. On the other hand, in order 
to investigate the influences of fracture size on the permeability and the shear induced 
flow anisotropy of the natural rough-walled rock fracture, a series of fractures with 
different surface roughness that was represented by JRC and Hurst exponent (H) were 
generated. Shear displacements varying from 3 to 20 mm were applied to each fracture, 
and aperture fields of from 25 to 200 mm in size were extracted from the model at each 
shear displacement. Influences of fracture size on the flow channels, permeability and 
the flow anisotropy of the fracture were analyzed. 
2.2 Fracture surface generation and aperture distribution 
Due to the difficulty in repeatability of fracture specimen and sealing treatment of 
laboratory test during shear, numerical computation is an appropriate method to 
analyze the flow behaviors with various flow directions, in which precise modeling of 
fracture surface is a critical issue. Previous researches have shown that the complex 
geometry of object in nature can be modeled by fractal geometry (Wei et al. 2015; Liu 
et al. 2016; Cai et al. 2010, 2017). The geometrical feature of the rough fracture 
surface is fractal and typically follows the self-affinity distribution, which can be 
modeled using the Fractional Brownian motion (fBm) (Molz et al. 1997; Zhou and Xie 
2003). 
The SRA algorithm, which is recognized as an efficient and fast algorithm, is used 
to employ fBm to generate the fracture surface. As shown in Fig. 2-3, four self-affine 
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rough fracture surfaces of 256 mm in size with different Hurst exponents (H) are 
generated using the modified SRA algorithm described in Liu et al. (2004). The 
roughness of the generated fracture surfaces can be represented by a scalar parameter 
denoted as H that is related to fractal dimension (D) by D = 3- H (Family and Vicsek 
1991). The JRC of each fracture surface is estimated according to the following 
equation (Tse R, Cruden 1979): 
2log47.322.32JRC Z                           (2-1) 
where Z2 is the root mean square of the first derivative of the profile that can be 





































Fig. 2-3 Four rough fracture surfaces generated using fBm method: (a) H = 0.65, JRC = 
2.45; (b) H = 0.60, JRC = 7.37; (c) H = 0.55, JRC = 12.37; (d) H = 0.50, JRC = 17.28. 
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number of sampling points along the length of fracture. A larger value of H results in a 
smoother surface with a smaller JRC (Fig. 2-3(a)). For a fracture surface with a smaller 
H (Fig. 2-3(d)), the calculated JRC is closed to 17, and there exist plenty of precipitous 
asperities within the fracture plane. 
The hydraulic response of a rough fracture is highly sensitive to the fracture 
aperture that is defined as the difference between the two opposing walls of a fracture. 
In this study, the fracture surfaces are assumed to be well matched at the initial state. 
After implementing a shear displacement, two fracture walls will be shifted 
horizontally due to the shear stress, and separated vertically due to the shear dilation, 
as shown in Fig. 2-4. For each shear displacement interval, the opposing points on the 
two fracture walls are changed, and the local aperture b is recalculated according to the 
following equation: 
  
       













),(        (2-3) 
where u denotes the shear displacement, Z(x,y) represents the aperture asperity height 
of the fracture surface. The value of b(x,y) = 0 indicates the contact point between the 






d                               (2-4) 
where γ is the dilation rate, and it can be calculated based on the analytical model 
proposed by Indraratna et al. (Indraratna et al. 2015). A total shear displacement of 20 
mm is applied to each fracture. Because of the gradually decreasing nominal contact 
area between the upper and lower fracture surfaces during shear, the aperture field of 
200 mm × 200 mm is extracted from the central part of the original model to make sure 
a constant analyzed area. For each shear displacement, the aperture fields in several 
radial directions with inclination angel θ = 0°, 30°, 60°, 90°, 120° , 150° and 180° to 






















Fig. 2-4 Generation of the original aperture distribution with the upper fracture surface 
displaced from the lower fracture surface and extraction of fracture model with different 
rotations. 
2.3 Flow calculation 
Fluid flow through a rough fracture is governed by the Navier-Stokes equations. 
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Due to the highly nonlinear system, it is usually difficult to obtain the exact solutions 
of these equations. For the rock fracture of two perfectly smooth parallel plates, the 
fluid yields the well-known cubic law that relates to the volumetric flow Q to the 






                            (2-5) 
where μ is the dynamic viscosity. When applying the cubic law at a local scale, this 
yields the well-known Reynolds equation: 
  03  Pb                             (2-6) 
This equation has been widely utilized to study fluid flow through rough fracture 
(Brown et al. 1995; Liu et al. 2005; Li et al. 2016). This approach is accomplished by 
simplifying the void space between the two fracture surfaces into a series of connected 
parallel plates. By assigning the spatially variable apertures to these parallel plates, the 
heterogeneities of the fracture aperture field can be incorporated into the model. Then 
the total flux through the fracture equals to the integral of local fluxes through the 








                             (2-7) 
where L is the fracture size, A is the cross-sectional area. 
The finite element method (FEM) software COMSOL Multiphysics is used to 
simulate the fluid flow through fractures during shear. The aperture field is divided into 
160,000 (400 × 400) small square elements in the FEM model. Shear displacements of 
3 mm, 5 mm, 10 mm, 15 mm and 20 mm are applied to the fracture. At each shear step, 
the previous aperture field is redistributed with some new contact points and void 
spaces generated. Thus the aperture distribution should be re-calculated for each shear 
interval. The fixed hydraulic heads of 0.2 m and 0 m along the two opposite boundaries 
are applied to the model. The other two boundaries are assumed to be impermeable. 
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2.4 Results and analysis 
2.4.1 Aperture distribution during shear 
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Fig. 2-5 Frequency of aperture distribution at different u for fracture surfaces of 
different JRC: (a) JRC = 2.45; (b) JRC = 7.37; (c) JRC = 12.37; (d) JRC = 17.28. The 
aperture fields are extracted from the models parallel to the shear direction with θ = 0°. 
Fig. 2-5 shows the statistics of aperture distribution at different shear displacement 
(u) for fracture surfaces having different JRC. All aperture fields are extracted from the 
models parallel to the shear direction with θ = 0°. The influences of shear displacement 
on the aperture fields with other inclination angels show similar tendency, which 
therefore are not displayed. The frequency corresponding to b = 0 decreases as u 
increases, which indicates that the contact areas between two fracture surfaces decrease 
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impact on the contact pattern to reduce the contact areas. For a fracture with JRC = 
2.45, the distribution of aperture varies from 0 to 0.8 mm at u = 0. As u increases, the 
shape of frequency curve changes from being sharp to flatter, in which the aperture 
varies from 0 to 2.3 mm at u = 20 mm. This indicates that a more heterogeneities 
aperture field is generated as u increases. Comparison of the frequency curves of the 
four fractures at the same u shows that as JRC increases, a more significant flattening 
is observed, accompanied by the gradually increasing mean aperture and deviation.  
2.4.2 Fluid flow pattern during shear 
 
        
        
 
Fig. 2-6 Flow patterns for frature surface of JRC = 17.28 at different u: (a) u = 5 mm; (b) 
u = 10 mm; (c) u = 15 mm; (d) u = 20 mm. The aperture fields are extracted from the 












Fig. 2-7 Flow patterns at u = 10 mm for fracture surfaces of different JRC: (a) JRC = 
2.45; (b) JRC = 7.37; (c) JRC = 12.37; (d) JRC = 17.28. The aperture fields are extracted 
from the models parallel to the shear direction with θ = 0°. 
The variation of fracture aperture is essentially related to the change of flow pattern 
in rough fractures. Fig. 2-6 displays the evolution of the aperture field with JRC = 
17.28, superimposed with the flow rate at four shear displacements of 5, 10, 15 and 20 
mm. All aperture fields are extracted from the models parallel to the shear direction 
with θ = 0°. At u = 5 mm, a number of contact areas exist with small void space 
distributed sporadically in the fracture. Some flow paths are generated, but the 
channeling flow effect is not obvious. As u increases, the contact areas decrease 
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= 0 in Fig. 2-5. At the same time, the void spaces gradually concentrate into a few 
major channels in which the aperture is relatively large. A significant channeling flow 
is observed with the flow clustering in the higher aperture channels and bypassing the 
lower aperture regions and contact areas. This phenomenon is consistent with the 
results obtained by many previous studies (Xiong et al. 2011; Vilarrasa et al. 2011). 
Fig. 2-7 compares the aperture and flow fields obtained at u = 10 mm for the four 
fractures with different JRC. All aperture fields are extracted from the models parallel 
to the shear direction with θ = 0°. Shear displacement induces different aperture fields 
for the four fractures, thus resulting in diversity of channeling flow patterns. The 
surface of fracture with JRC = 2.45 is flat and smooth. Therefore, the contact areas are 
larger and the void spaces are smaller compared with the widely distributed asperities 
on the fracture surface with JRC = 17.28, which develops a complex flow field. 
Fig. 2-8 indicates the aperture and flow field for the fractures with JRC = 17.28 and 
u = 10 mm when the inclination (θ) between the shear direction and macroscopic flow 
direction is 0°, 30°, 60°, 90°, 120° and θ = 150°, respectively. As the shear direction is 
fixed, the hydraulic gradient is applied in the direction inclined to the shear direction 
by 0 ~ 150°, correspondingly. The main flow paths through the fracture vary with the 
change of θ. Comparisons between the aperture distributions of θ = 0° and θ = 90° 
show that the shear process is more prone to generate the striped contacting asperities 
and void space channels in direction perpendicular to the shear displacement. These 
striped contacting asperities tend to change the flow paths of model with θ = 0° and at 
the same time the void space channels tend to promote the flow of model with θ = 90°. 
When the θ is closer to 0°(i.e. θ = 30° and 150°), the flow path becomes more tortuous. 
Whereas, when the θ is closer to 90°(i.e. θ = 60° and 120°), the macroscopic flow 
becomes more parallel to the void space channels, which would result in a higher 
permeability.   
 
 







Fig. 2-8 Flow patterns for fracture surface of JRC = 17.28 and u = 10 mm with different θ: 
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2.4.3 Directivity of permeability during shear 
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Fig. 2-9 Comparison of K for fractures of different JRC and u with different θ: (a) θ = 0°; 
(b) θ = 30°; (c) θ = 60°; (d) θ = 90°; (e) θ = 120°; (f) θ = 150°. 
Fig. 2-9 shows the calculated equivalent permeability (K) for fractures having 
different JRC, u and different θ. For all cases, as u increases from 3 mm to 20 mm, K 
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increases by about 1~3 orders of magnitude. The variation of K is consistent with the 
change of fracture apertures induced by u and JRC. 
The directional permeability contours that are plotted in a polar coordinate system 
for fracture surfaces with different JRC are shown in Fig. 2-10. The curve is 
symmetrical about the its center, thus only magnitudes of K for the models with θ = 0° 
~ 150° are calculated. It seems that the largest K mainly oriented in the direction 
perpendicular to the shear direction with θ = 90°, and the smallest one is oriented in 
the direction parallel to the shear direction with θ = 0°. The ratios (K/K0) of directional 
permeability to the permeability at θ = 0° (K0) for fracture surfaces having different 
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Fig. 2-10 Directional permeability contours for fracture surfaces of different JRC: (a) 
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The K/K0 generally increases as θ is closer to 90°. The largest K/K0 for each 
fracture varies from 2 to 3 when θ = 90°, indicating that the permeability in the 
direction perpendicular to the shear direction can be two or three times larger than that 
in the direction parallel to the shear direction. For each fracture, K/K0 decreases as u 
increases, indicating that the directivity of permeability is less obvious with shear. 
Comparisons of the four fractures at the same u show that K/K0 decreases as JRC 
increases, which indicates that the directivity of permeability is less sensitive in the 
rougher fracture. This is mainly due to the fact that the apertures distributed in the 
fractures with lager JRC are generally larger with few contact areas thus the fluid flow 
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Fig. 2-11 The ratio of directional permeability to the permeability at θ = 0° for fracture 
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2.4.4 Size Effect on aperture fields and flow channels 
In order to investigate the influence of size scale on the flow behavior, aperture 
fields with different sizes L = 25, 50, 75, 100, 150 and 200 mm are extracted from the 
central part of the initial generated aperture model at each shear displacement. Fig. 
2-12 shows examples of the aperture fields with different sizes extracted from the 
model at s = 20 mm for fracture with JRC = 17.31.  
Origin Model
200× 200 mm
100 × 100 mm




Fig. 2-12 The extraction of aperture fields of different sizes for fracture with JRC = 17.31 
at u = 20 mm. 
In order to investigate the flow anisotropy in the rough fracture, two different 
boundary conditions are considered: unidirectional flow in x-direction (parallel to the 
shear direction) and y-direction (perpendicular to the shear direction). For all extracted 
models with different sizes, a constant hydraulic gradient is maintained between the 
inlet and out boundaries, and other boundaries are fixed with impervious conditions. 
The complex flow channels in a fracture have a close relationship with the 
distribution of fracture apertures. As shear displacement increases, the gradually 
shifted two fracture rough walls will generate a changed aperture field. Fig. 2-13 and 
Fig. 2-14 show the aperture distribution and main flow paths for fractures with 
different L and JRC under different u, where the magnitude of aperture is indicated by 
the legend and the main flow paths consist of the elements with the ratios of local flow 
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the apertures increase and the contact areas indicated by the white parts decrease, in 
spite of the fracture length. This is mainly caused by the shear dilations (Lee and Cho 
2002; Rahman et al. 2002). Comparisons of the aperture distributions of the four 
fractures at three different u and three different L show that the fracture with a larger 






Fig. 2-13 The aperture distribution and main flow channels for fracture with JRC = 2.49. 
The flow paths consist of the elements with the ratios of local flow rate to the total flow 
rate larger than 0.005. 
u = 3 mm 
u = 10 mm 
u = 20 mm 













Fig. 2-14 The aperture distribution and main flow channels for fracture with JRC = 17.31. 
The flow paths consist of the elements with the ratios of local flow rate to the total flow 
rate larger than 0.005. 
There exist obvious flow channels for all fractures with different s and different L. 
At a small u of 3 mm, plenty of narrow flow channels exist, bypassing many small 
pieces of contact areas. The flow paths are distributed almost evenly within the entire 
u = 10 mm 
u = 20 mm 
L = 50 mm L = 100 mm L = 200 mm 
Aperture (mm) 
u = 3 mm 
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fracture plane. As the shear moves on, the flow starts to converge into a few main flow 
channels, with the dramatic increases of apertures and decreases of contact areas. As s 
increases to 20 mm, most of the flow concentrates into a few major channels that 
mainly distributed on the partial areas of fracture plane. Comparisons of the flows of 
four fractures at three different s and three different L show diversity of flow patterns 
within the fracture planes. The main flow areas within the fracture plane tend to 
increase as JRC increases. The flow pattern of fracture with a small size is different 
with the flow pattern that directly extracted from the model with a large size, which 
means the flow channels alter much as the fracture size increases. For the fracture with 
JRC = 2.49, L = 50 mm and u = 20 mm, there only exists one main flow path between 
the inlet and outlet boundaries. The fracture with a smaller size is more likely to have a 
zero aperture field, which results a totally impermeable model. As fracture size 
increases, more non-zero aperture areas tend to be involved and more alternative flow 
paths will be available.  
2.4.5 Evolution of permeability  
2.4.5.1 Size effect on the equivalent permeability 
The equivalent permeability of each fracture model is calculated and the variations 
of equivalent permeability (Kx) in direction parallel to the shear direction with L at 
different s for fractures of different JRC are plotted in Fig. 2-15. For all fractures, Kx 
increases by almost two orders of magnitudes as the s increases from 3 to 20 mm, 
which is consistent with the variances of flow channels analyzed in the section 2.4.4. 
Comparisons of the Kx of the four fractures at the same s show that a rougher fracture 
has a larger permeability. The variation of Kx changes significantly when L is small 
since the distribution of aperture is almost independent of L for small fracture models. 
When L increases to a certain value, Kx would change slightly so that the variances can 
be almost negligible. For the fracture with JRC = 2.49, Kx can vary by almost two 
orders of magnitudes as L changes, where a sharp decrease at L = 50 mm is observed. 
The variances tend to decrease as JRC increases. One possible explanation is that the 
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rougher fracture generates larger apertures over the entire plane and the possibility to 
have an extreme low permeable area is small. 
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Fig. 2-15 Variations of Kx with L at different s for fractures of different JRC: (a) JRC = 
2.49; (b) JRC = 7.36; (c) JRC = 12.38; (d) JRC = 17.31. 
Fig. 2-16 shows the variations of equivalent permeability (Ky) in direction 
perpendicular to the shear direction with L at different u for fractures of different JRC, 
following similar trends with those of Kx. However, Ky is generally larger than Kx and 
the size effects on Ky are less obvious than that on Kx. This is mainly because the ridges 
of contact perpendicular to the shear direction are formed during the shear, which has 
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Fig. 2-16 Variations of Ky with L at different s for fractures of different JRC: (a) JRC = 
2.49; (b) JRC = 7.36; (c) JRC = 12.38; (d) JRC = 17.31. 
2.4.5.2 Size effect on the anisotropy of permeability 
Previous studies have shown that the permeability of rough fracture shows 
remarkable anisotropy during shear (Li et al. 2008; Kim and Inoue 2003). In order to 
examine the size effect on the anisotropy of permeability, the variations of Ky/Kx with L 
at different s for fractures of different JRC are plotted in Fig. 2-17. The ratio of Ky/Kx 
varies remarkably at the small L. As L continues to increase, Ky/Kx tends to move to a 
relatively stable state with the value mainly ranging from 1.0 to 3.0. For the fracture 
with JRC = 2.49, Ky/Kx varies by about two orders of magnitudes as L increases from 
25 to 200 mm. But the changes of Ky/Kx with L for other three fractures with larger 
JRC become to be less dramatic. This is most likely because of the influences of 
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Fig. 2-17 Variations of Ky/Kx with L at different s for fractures of different JRC: (a) JRC 
= 2.49; (b) JRC = 7.36; (c) JRC = 12.38; (d) JRC = 17.31. 
2.5 Conclusions 
In this study, the fluid flow in 3D self-affine fractal fractures during shear was 
simulated and the effects of shear displacement on the anisotropy of aperture field and 
the directivity of permeability were analyzed. The modified successive random 
addition (SRA) method was proposed to generate a series of rough fracture surfaces 
with self-affine fractal characteristics. The variation of aperture distribution during 
shear was estimated based on the analytical model that describes the complete shear 
behavior for rough fracture. The calculated aperture field was imported in the 
COMSOL Multiphysics to simulate the fluid flow using finite element method (FEM) 
code. The evolutions of flow pattern and permeability that result from the shear 
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investigated.   
Results show that as the shear displacement increases, the contact areas decrease 
and the void spaces increase. The mean aperture and its deviation increase, and the 
frequency curve of aperture distribution changes from sharp to flat. This is mainly due 
to the shear-induced dilation and roughness of fracture surface. Under the same shear 
displacement, a smaller contact area and a larger mean aperture are generated for the 
fracture surface with a larger JRC. The gradually obvious channeling flow through the 
fracture is observed as shear displacement increases and the diversity of channeling 
flow pattern exists in fractures with different JRC. The equivalent permeability of the 
fracture increases by almost two orders of magnificent as shear displacement increases 
from 3 mm to 20 mm. As JRC increases from 2.45 to 17.28, the equivalent 
permeability of the fracture increases by almost three orders of magnificent when shear 
displacement is 20 mm. The inclinations between the shear direction and macroscopic 
flow direction have significant effect on the permeability of fractures. The largest 
equivalent permeability usually exists in the direction perpendicular to the shear 
direction, and the smallest one usually exists in the direction parallel to the shear 
direction. The equivalent permeability tends to become larger when the macroscopic 
flow direction is closer to the perpendicular direction of the shear. The ratio of 
directional permeability to the permeability in the direction parallel to the shear 
direction varies between 1.03 and 2.71. This ratio tends to decrease as the shear 
displacement and the JRC increase, which indicates that the directivity of permeability 
is more obvious for the fractures having smaller JRC under a smaller shear 
displacement.  
At a small shear displacement, there generates plenty of narrow flow channels that 
are indicated by the elements with the ratios of local flow rate to the total flow rate 
larger than 0.005. As the shear displacement increases, the flow tends to converge into 
a few main flow channels, with the dramatic increases of apertures and decreases of 
contact areas. The shapes of flow channels change much as the fracture size increases. 
The permeability in directions both parallel and perpendicular to the shear direction 
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changes significantly when fracture size is small, and then changes slightly when 
model size increases to a certain value. The size effects on the permeability in 
x-direction tend to be more obvious than that in y-direction. This is mainly caused by 
the formations of the ridges of contact perpendicular to the shear direction during the 
shear. The variances of the ratio between permeability in x-direction and that in 
y-direction become smaller as the model size increases and then the ratio tends to 
maintain constant after a certain size, with the value mainly ranging from 1.0 to 3.0.  
In the future, the investigation will be extended to the hydraulic property of 3D 
fracture networks whose geometry is closer to the natural fractured rock masses. More 
generally, we will study how the factors such as fracture heterogeneity and shear stress 
impact the permeability tensor of 3D fracture networks. 
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3 A predictive model of permeability for 3D self-affine rough 
fractures 
3.1 Introduction 
An appropriate estimation of the flow behavior of fractured rock masses is of great 
importance in many practical applications such as the design of underground gas/oil 
storage (Kim et al. 2007; Wang et al. 2015), construction of dam foundation (Chai et 
al. 2011) and risk assessment of radioactive waste disposal (Pollock 1986; Zhao et al. 
2011). Since the permeability of tight rock matrix is negligibly small, the fracture 
networks control the predominant pathways of fluid flow and solute transport through 
fractured rock masses (Min et al. 2004a; Cai et al. 2010; Wei et al. 2015; Liu et al. 
2016a). Fracture network consists of numerous individual fractures, therefore, 
quantitative estimation of permeability of single fractures is a precondition to 
understand the hydraulic characteristics of complex natural fractured rock masses (Min 
et al. 2004b; Baghbanan and Jing 2008; Yun et al. 2008; Liu et al. 2015, 2016b; Lei et 
al. 2015; Xia et al. 2016). Natural fractures are observed to have a 3D distribution of 
local apertures formed by two rough walls that are partially contacted with each other 
(Watanabe et al. 2009; He et al. 2016). Many parameters can affect fluid flow 
behaviors through single fractures, among which surface morphology and shear 
process may be two most critical factors that would change fracture permeability 
significantly (Zimmerman and Bodvarsson 1996; Méheust and Schmittbuhl 2000; Yeo 
2001; Kim et al. 2007; Li and Jiang 2013; Chen et al. 2015). Many previous studies 
have been devoted to the fluid flow characterizations through single fractures, focusing 
on the effects of shear on aperture variation and permeability evolution of fractures 
(Olsson and Barton 2001; Matsuki et al. 2006, 2010).  
The single fracture is typically modeled by a region between two parallel plates, 
where fluid flow follows the cubic law (Witherspoon et al. 1980). In a natural rough 
fracture channel, the irregular distribution of aperture asperity height makes it difficult  
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Table 3-1 Mathematical and empirical correlations linking mechanical aperture and hydraulic aperture in previous studies. 
Authors and year Expression Description 
Barton et al. 1985 2.52 JRCEe    
Zimmerman and 
Bodvarsson 1996 










2/1 ifJRC uuEe   JRCmob is the mobilized value of JRC, us is the shear displacement and usp 
is the peak shear displacement. 


























































C is constant determined by water properties, A̅ and 𝜎 are the mean and 




















e  𝜎nc is the critical normal stress 



































 𝜎slop is the standard deviation of local slope of fracture surface and Re is 





























 dmc is the minimum closure distance 





















Z2 is the root mean square of the first deviation of asperity height 
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to assign a unique value for the mechanical aperture of a fracture (Rasouli et al. 2011; 
Zhao et al. 2014). Here, the mechanical aperture is defined as the average 
point-to-point distance between two rock joint surfaces (Liu et al. 2016c). Instead, 
hydraulic aperture, which can be calculated from laboratory experiments, has been 
introduced as an appropriate parameter for the equivalent opening of a rough fracture. 
For fractures that have the similar mean mechanical apertures, their hydraulic apertures 
may be different because of their different spatial distributions of fracture void spaces. 
Different correlations between hydraulic aperture and mechanical aperture have been 
proposed accordingly, as summarized in Table 3-1, in which the parameters such as 
standard deviation of mechanical apertures, tortuosity factor and contact ratio are 
incorporated. 
Hydraulic characteristics of fractures can be significantly influenced by the 
deformation of joint, which gives rise to that the permeability of a fracture suffering 
shear stresses is much larger than that suffering normal stresses (Barton et al. 1985; 
Lee and Cho 2002). The coupled hydro-mechanical (HM) behaviors of fractures have 
been studied extensively using the theoretical modeling, laboratory experiments and 
numerical methods (Gentier et al. 1997; Esaki et al. 1999; Chen et al. 2000; Xie et al. 
2015; Rong et al. 2017). Numerical simulation is of great flexibility in handing the 
various complex conditions such as sealing during shear, which is technically 
challenging in laboratory (Koyama et al. 2006; Vilarrasa et al. 2011). Many studies 
used fractal and/or statistical method to artificially generate rough fracture surface, and 
then flow characteristics such as the anisotropy of permeability during shear and scale 
effect on permeability were investigated (Amadei and Illangasekare 1992; Mourzenko 
et al. 1997; Zhang and Cox 2000; Matsuki et al. 2006; Su et al. 2016; Cai et al. 
2017a,b). The results indicated that fluid flows in preferential paths (i.e., channeling 
flow) of least resistance during shear (Brown et al. 1998; Koyama et al. 2008; 
Watanabe et al. 2009). Relationships among aperture distributions, flow paths, 
hydraulic apertures and permeability were also investigated in previous studies (e.g., 
Yeo et al. 1998; Auradou et al. 2005; Cassidy et al. 2005; Raimbay et al. 2014). 
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However, in these attempts, in order to quantify fracture permeability, the exact 
aperture distribution has to be primarily quantified. When the two walls of a fracture 
experience a relative displacement process, the aperture distribution pattern would be 
changed, in which the aperture increases as shear stress/displacement increases and 
decreases as normal stress/displacement increases (Li et al. 2008). In order to identify 
the aperture distribution at each shear displacement, more cases than those in the 
laboratory shear-flow tests are needed. Besides, although numerous efforts have been 
devoted to the shear-flow tests, it is still challenging to directly predict permeability of 
single 3D rough fractures due to the complex geometries of fractures. 
In this study, numerical simulations of shear-flow tests were performed on a series of 
3D self-affine rough fractures generated using modified successive random additions 
(SRA) algorithm. The effects of surface roughness, normal stress and shear 
displacement on the evolution of permeability in different directions were analyzed, 
and corresponding regression functions that can predict the permeability of rough 
fractures during shear were proposed. The validity of the proposed functions was 
verified by comparisons with previous works.  
3.2 Numerical models and aperture evolutions 
3.2.1 Generation of 3D self-affine rough fracture surface 
Previous studies have shown that the rough surface of natural fracture typically 
follows a self-affine fractal distribution (Mandelbrot 1983; Odling 1994), which can be 
modeled using the Fractional Brownian motion (fBm) (Ye et al. 2015; Wang et al. 
2016). Many algorithms such as SRA, the randomization of the 
Weierstrass-Mandelbrot function and the Fourier transformation have been developed 
to employ fBm to generate the fracture surfaces, among which the SRA algorithm is 
widely used due to its efficiency and straightforwardness (Voss 1985; Develi and 
Babadagli 1998; Wang et al. 2016).  
In two-dimensional fBm, when the aperture asperity height of a fracture is 
represented as a continuous and single-valued function Z(x, y), the stationary 
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increment, [Z(x + lx, y + ly) - Z(x, y)], over the distance (lag) l has a Gaussian 
distribution with mean zero and variance 𝜎2 (Molz et al. 1997; Ye et al. 2015). The 
fBm increment is self-affined and can be expressed as: 
    0,,  yxZrlyrlxZ yx                       (3-1) 
)1()( 222  Hrr                               (3-2) 
where <∙> represents the mathematical expectation, H is the roughness exponent or 
Hurst exponent varying from 0 to 1 and related to the 3D fractal dimension (Df) by Df 
=3 – H (Family and Vicsek 1991; Wang et al. 2016), r is a constant, and ζ
2
 is the 
variance that is defined as: 
      22 ,, yxZrlyrlxZr yx                     (3-3) 
 
  
   
Fig. 3-1 Four self-affine surfaces generated using the modified SRA algorithm: (a) S1: H 
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Liu et al. (2004) developed a modified SRA algorithm to generate the 3D self-affine 
surfaces of a fracture, which overcomes the problems associated in the traditional SAR 
algorithms that generally produce stochastic fractal distribution of poor correlation 
property. In the present study, a series of 3D self-affine surfaces were generated using 
Liu’s algorithm. Fig. 3-1 shows four examples of fracture surfaces labeled from S1 to 
S4. The fractures are 256 mm in both length and width, and H equals to 0.5, 0.55, 0.6 
and 0.65, respectively. The aperture distributions of the four samples show that a 
smaller H would lead to more precipitous asperities generated and rougher surface, 
whereas a larger H results in a higher spatial correlation and the surface is relatively 
smoother. 
3.2.2 Evolution of fracture aperture during shear 
The original aperture of a fracture is defined as the shifting distance between the two 
surfaces in the direction perpendicular to the direction of the fracture plane. The 
changes of mechanical aperture bm under normal and shear stresses can be calculated 
based on the following equation (Esaki et al. 1999): 
sn0m bbbb                             (3-4) 
where b0 is the initial mechanical aperture, ∆bn is the change of mechanical aperture 
by normal stress and ∆bs is the change of mechanical aperture by shearing. Note that 
when the normal stress is increased, ∆bn has a negative value, whereas when the 
normal stress is decreased, ∆bn has a positive value. Indraratna et al. (2015) proposed 
the following combined equations to predict the variation in dilation rate for any shear 
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where ?̇?  is dilation rate, 𝛿h is the shear displacement, 𝛿 h-peak is the peak shear 
displacement,  c0 is the ratio of 𝛿h/ 𝛿h-peak at which dilation begins, c1 and c2 are two 


















v                      (3-6) 
where Sn is the normal boundary stiffness, 𝛼, 𝛽 and 𝛾 are parameters that can be 
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where JRC is the joint roughness coefficient, JCS is the compressive strength of the 
joint surface, kni is the initial fracture normal stiffness at zero normal stress, Vm is the 
maximum closure of the fracture, 𝜎n0 is the initial normal stress, and M is the damage 
coefficient that equals to 1 or 2 depending on the magnitude of normal stress 
(Indraratna et al. 2015). 
When the variation of dilation rate at a certain shear displacement is known, the 






 v                                (3-10) 
The fracture specimens that are well mated at the initial state were used in this study. 
The height of fracture surfaces generated using the modified SRA method is described 
by the function Z(x, y), then the fracture aperture b at the shear displacement 𝛿h in 
x-direction can be determined as: 
      vh ,,,   yxZyxZyxb                        (3-11) 
The negative aperture calculated based on Eq. (3-11) would be assigned zero, which 
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represents that the two walls of a fracture are contacted (Brown 1987; Thompson 1991; 
Dreuzy et al. 2012). It should be noted that the nominal contact area between the two 
fracture walls decreases with the increasing shear displacement. The fractures in this 
study are 256 mm in both length and width, and are under a total shear displacement of 
20 mm. In order to maintain a constant analyzed area, the aperture field with a 
cross-sectional area of 200 mm × 200 mm was extracted from the central part of the 
original models after shear. 
3.3 Flow calculation  
Fluid flow through rough fracture field can be simulated using the Reynolds 
































                  (3-12) 
where h is the hydraulic head, μ is the dynamic viscosity, 𝜌 is the fluid density, and g 
is the gravitational acceleration. The approach is to divide the fracture field into a great 
number of small simplified parallel plates. Then the geological roughness of the 
fracture can be incorporated into the model by assigning spatially variable apertures 
calculated based on Eq. (3-11) to fracture elements. Therefore, the local permeability 
can be determined element by element thus obtaining a random flow field.  
The commercial finite element software COMSOL Multiphysics was employed to 
simulate the fluid flow through the fractures during shear. The aperture fields of the 
fracture were divided into 160,000 (400 × 400) small square grids. The fracture 
elements that have a zero aperture were assigned a small value (10
-6
 m) to avoid 
singular matrix in the simulation. When the flow is calculated, the flow rate Q through 
the fracture can be obtained, and the equivalent permeability K of the fracture can be 







                            (3-13) 
where L is the fracture length, A is the cross-sectional area, and △P is the pressure 
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difference between the inlet boundary and outlet boundary. The equivalent 
permeability K will herein further be distinguished as Kx and Ky that correspond to the 
equivalent permeability in x- and y-directions, respectively.  
Two different types of boundary conditions were considered in the study: 
unidirectional flow in x-direction (parallel to the shear direction) and y-direction 
(perpendicular to the shear direction). Two fixed hydraulic heads were applied on the 
inlet and outlet boundaries, respectively, and other boundaries were impermeable as 











h = 1.0 m
h = 0.0 m
Flow direction


















Fig. 3-2 Boundary conditions for two flow patterns: (a) fluid flows in the direction 
parallel to flow direction, and (b) fluid flows in the direction perpendicular to flow 
direction. 
3.4 Results and analysis 
A series of 3D self-affine fracture surfaces were generated with H = 0.50, 0.55, 0.60 
and 0.65, respectively. For each H, ten sets of random number were utilized to generate 
fracture surfaces with different spatial distributions of void space. Three normal 
stresses equaling to 1.0, 3.0 and 5.0 MPa were applied on each fracture. For each 
model, six shear displacements ranging from 2.0 mm to 20.0 mm were assigned and 
the corresponding normal displacements were calculated using the above mentioned 
methods (Eq. (3-10)). In total a set of 288 rough fracture surface models were 
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established and the permeability of each model at the directions both parallel and 
perpendicular to the flow direction was calculated. 
3.4.1 Characteristic of fracture surface 
 

































































































Fig. 3-3 Calculation and Gaussian fit of the JRC distribution for different fracture 
surfaces: (a) S1; (b) S2; (c) S3 and (c) S4. 
As suggested by ISRM (1981), the roughness of a fracture surface can be 
represented by the sectional profiles taken parallel to the direction of shear. The JRC 
proposed by Barton and Choubey (1977), which is a well-accepted parameter in rock 
mechanics and rock engineering, is utilized to quantify the roughness of each 
represented profile. According to Tse and Cruden (1979), JRC can be evaluated using 
the following equation: 
2log47.322.32JRC Z                            (3-14) 
where Z2 is the root mean square of the first derivative of the profile, and can be 
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Z                          (3-15) 
where xi and zi represent the coordinates of the fracture surface profile, and Nt is the 
number of sampling points along the length of a fracture. As in many previous studies, 
an interval of 0.5 mm for sampling points was selected to estimate the roughness (i.e., 
Odling 1994; Indraratna et al. 2015). JRC of each profile on the fracture surface was 
calculated using Eq. (3-14), and the mean value of JRC was calculated to characterize 
the roughness of the fracture surface. Fig. 3-3 displays the distributions of JRC values 
of the selected profiles for the four fracture surfaces. The JRC distribution follows a 
Gauss function and the correlation coefficient R
2
 is larger than 0.90.  
3.4.2 Shear-induced flow patterns 
Shear-flow tests with a shear displacement u varying from 2 mm to 20 mm were 
simulated. The other parameters used for simulating shear-induced flow patterns are 
summarized in Table 3-2. Due to the roughness of fracture surface, a gradually 
changed aperture field can be obtained as u increases. Fig. 3-4 shows the frequency of 
aperture distributions during shear for the rough fracture surfaces. The negative values 
represent the shear-induced contacts, in which the aperture is assigned a negligibly 
small value of 10
-6
 m in the following flow calculations. 
Table 3-2 Input parameters used for numerical simulation. 
Parameters Value 
Initial normal stress, 𝜎n0 (MPa) 1.0; 3.0; 5.0 
Compressive strength of the joint surface, JCS (MPa) 39 
Constant c0 0.3 
Constant c1 0.3 
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Fig. 3-4 The aperture-frequency curves during shear for different fracture surfaces: (a) 
S1; (b) S2; (c) S3 and (d) S4. The negative values represent the shear-induce contacts that 
were assigned a negligibly small value of 10
-6
 m (aperture) for flow calculation. 
The aperture distribution at different shear displacements follows the Gauss 
distributions. For the four fracture surfaces, as u increases, the aperture-frequency 
curves change from sharp to flat and the mean aperture increases continuously, which 
indicates that the aperture distribution becomes more anisotropic and heterogeneous 
with a larger u. A more considerable decrease of peak value of frequency 
corresponding to u = 2.0 ~ 20.0 mm is observed for a smaller JRC. For example, for S1 
(JRC = 2.36), the peak value of frequency decreases from 33.50% to 10.36% with a 
decrease range of 23.14%, whereas for S4 (JRC = 17.28), the peak value of frequency 
decreases from 14.90% to 6.21% with a decrease range of 8.69%. However, as JRC 
increases, the mean aperture increases from 0 ~ 0.2 mm (S1) to 0.2 ~ 2 mm (S4). The 
aperture ranges of the four surfaces under the same u show that a larger JRC tends to 
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generate a wider range of aperture distribution. The variation of aperture (5.80 mm) for 
S4 under u = 20 mm is approximately twice larger than that (3.10 mm) for S1, 
indicating that the shearing processes can induce a more anisotropically distributed 
aperture field for a fracture that has a larger JRC. 
 
 
        
        
        
 
Fig. 3-5 Flow patterns of fluid flow in the directions (a) parallel and (b) perpendicular to 
the shear direction under different shear displacements. 
(a) (b) 
u = 5 mm 
u = 20mm  
u = 10mm  
Shear direction Flow direction Shear direction Flow direction 
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Fig. 3-5 shows the aperture distributions superimposed with flow velocity for three 
shear displacements and two boundary conditions as shown in Fig. 3-2. Shear stresses 
were applied only in the x-direction, while the flow simulation is conducted along both 
x- and y-directions. The intensity of the background indicates the magnitude of local 
fracture aperture as shown in the legend. At the start of the shear, the two fracture walls 
were well contacted with each other, in which no continuous flow paths were formed. 
At u = 5.0 mm, some continuous flow paths were formed, and gradually grew into the 
main flow paths with the increase of u (i.e., u = 20 mm). For flow in both x- and 
y-directions, fluid bypassed the contact areas and flowed via some preferential flow 
paths of least resistance. As a result, flow patterns became very tortuous, which is the 
well-known channeling effect. Similar behaviors were also observed and reported in 
previous works (Tsang and Tsang 1989; Auradou et al. 2006; Koyama et al. 2008; 
Watanabe et al. 2009; Dreuzy et al. 2012). Comparisons between flows through x- and 
y-directions show that the flow patterns of the two cases are very different. When the 
flow direction is parallel to the shear direction as shown in Fig. 3-5(a), one main flow 
path connecting the inlet and outlet boundaries is generated especially when u is large. 
When the flow direction is perpendicular to the shear direction as shown in Fig. 3-5(b), 
the flow is more homogeneous with two or more distinct flow paths generated. The 
general flow rate in Fig. 3-5(b) is larger than that in Fig. 3-5(a) (about 1.5 times for u = 
20 mm), when a same hydraulic gradient is applied for both cases. This indicates that 
shear induces stronger conductivity in the direction perpendicular to the shear direction 
than that parallel to the shear direction. 
3.4.3 Effect of normal stress on the permeability 
Fig. 3-6 shows the effect of normal stress 𝜎 on the permeability during shear with 
different JRCs. In all cases with different 𝜎, the increase of Kx with variable u is about 
1.5 ~ 2 orders of magnitudes. Kx decreases with the increase in 𝜎. The reduction of Kx 
is approximately one order of magnitude when 𝜎 increases from 1 MPa to 5 MPa. For 
a smaller 𝜎, the change of Kx is more significant. When JRC = 2.45 and u increases 
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from 2 to 20 mm, Kx increases from 8.435E-11 m
2
 to 2.279E-9 m
2
 for 𝜎 = 1.0 MPa, 
and from 5.626E-11 m
2
 to 1.013E-9 m
2
 for 𝜎 = 5.0 MPa, respectively. The increment 
of Kx (2.195E-9 m
2
) for 𝜎 = 1.0 MPa is approximately 2.294 times larger than that 
(9.567E-10 m
2
) for 𝜎 = 5.0 MPa. This is mainly caused by a larger normal closure 
induced by a larger 𝜎. When JRC = 18.30 and u increases from 2 to 20 mm, Kx 
increases from 2.523E-9 m
2
 to 1.986E-7 m
2
 for 𝜎 = 1.0 MPa, and from 1.455E-9 m2 to 
4.767E-8 m
2
 for 𝜎 = 5.0 MPa, respectively. The increment of Kx (1.961E-7 m
2
) for 𝜎 
= 1.0 MPa is approximately 4.242 times larger than that (4.622E-8 m
2
) for 𝜎 = 5.0 
MPa. This indicates that the influences of 𝜎 is more obvious for a rougher fracture 
surface. Similar hydraulic behaviors are also observed for the evolution of Ky as shown 
in Fig. 3-7.   
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Fig. 3-7 Effects of normal stress on the permeability in y-direction (Ky) during shear with 
different JRCs. 
3.4.4 Correlations between K and u for fractures with different JRCs 
Fig. 3-8 shows the evolution of K in x-direction (Kx) during shear for fractures with 
different JRCs. For all fractures, Kx increases with the increment of u. At the beginning 
of shear, Kx increases abruptly, and then the increase rate decreases and finally reaches 
the residual value as u continuously increases. The Kx of each set of ten fractures with 
the same JRC shows a considerable variation at each u, which was caused by the 
random numbers used to create the synthetic fracture surfaces. By fitting these data 
sets, it was found that Kx has exponential relationships with u, despite the magnitudes 
of JRC. For JRC = 2.45, the variation range of Kx is less than 2 orders of magnitude. 
As JRC increases (i.e., JRC = 18.30), the variation range of Kx gradually becomes 
approximately 0.5 orders of magnitude. Fig. 3-9 shows the evolution of Ky during 
shear with different JRCs. Ky increases as u increases, following similar trends with 
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those in x-direction flow. However, Ky is generally larger than Kx. This is consistent 
with the results obtained from the comparisons of flow patterns in Fig. 3-5 and with the 
results reported in the literature (Esaki et al. 1999; Lee et al. 2002; Auradou et al. 2005, 
2006; Koyama et al. 2006, 2008; Matsuki et al. 2010).  
 


































































































































Fig. 3-8 Evolution of permeability in x-direction (Kx) during shear for fractures with 
different JRCs. 
Fig. 3-10 shows the comparisons of Ky/Kx in this study with previous studies under 
different shear displacements. For a small u, the calculated Ky/Kx in this study for 
different fracture surfaces varies approximately one order of magnitude. As u 
increases, the variation range decreases and gradually tends to be constant. This is 
caused by the different distributions of void space induced by shear displacement. At 
the start of shear, since the two walls of a fracture are well mated, the adjacent fracture 
asperities collide against with each other, and the upper block climbs the asperity, 
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which generates contacts that prevent the flow in x-direction. On the other side, the 
shear induces some void spaces that tend to be connected forming the flow channels 
along the direction perpendicular to the shear direction (i.e., y-direction). As u 
increases, the two walls of a fracture are not well mated, and there are more flow 
channels generated along shear direction at a larger u. Therefore, Ky/Kx decreases and 
gradually becomes stable when u exceeds a certain value. The similar tendency was 
also found by Koyama et al (2006, 2008). In this study, the calculated Ky/Kx ranges 
from 1.12 to 10.98, which shows a larger range than the results of Koyama et al. (2006, 
2008), as tabulated in Table 3-3. This difference is mainly because that a larger amount 
of fractures are generated using the modified SPA algorithm in this study than those in 
previous works. 





























































































































 Fig. 3-9 Evolution of permeability in y-direction (Ky) during shear with different JRCs. 
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 Simulated results (average)
 Koyama et al. (2006)





u (mm)  
Fig. 3-10 Comparisons of Ky/Kx in this study with other studies under different shear 
displacements. 
Table 3-3 Comparisons between geometrical parameters and boundary conditions in the 
present and other studies. 
Parameters Koyama et al. 
2006 
Koyama et al. 
2008 
This study 
Size (mm) 194 200 200 
Initial normal stresses (MPa) 0 1.0 1.0 
JRC - 0~2 2~19 
Ky/Kx 2.31~3.89 2.55~10.25 1.12~10.98 
 
3.4.5 Predictive models for permeability and model verification 
The flow characteristics of rough fractures are significantly correlated with JRC, u 
and  𝜎. Fractures with larger JRC and u under a smaller 𝜎 generally have larger 
permeability. Based on the above flow calculations and by fitting the mean values of 
Kx and Ky at each JRC, u and  𝜎, the following two expressions are proposed to predict 
both Kx and Ky. 
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Fig. 3-11 Comparisons between the simulated and predicted dimensionless permeability: 
(a) Kx and (b) Ky. 
Note that the fractures analyzed in this study are well mated at initial state where the 
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in the Eq. (3-16). Fig. 3-11 shows the comparisons between the simulated and 
predicted results for flow in the two directions. The detailed geometrical parameters for 
these cases are listed in Table 3-4. The predicted permeability and simulated results are 
in good agreement, with R
2
 > 0.82, which verifies the validity of the predictive models 
of permeability in both x- and y-directions. 
Table 3-4. Values of JRC, 𝝈 and u used in the simulation, and simulated and predicted 
results of Kx and Ky. 
(S: simulation results; P: predicted results) 
No. JRC 𝜎 (MPa) u (mm) S: Kx (m
2) P: Kx (m
2) S: Ky (m
2) P: Ky (m
2) 
1 2.451 5 2 5.63E-11 4.32E-11 2.74E-10 1.89E-10 
2 2.451 3 2 6.39E-11 8.04E-11 3.13E-10 3.06E-10 
3 2.451 5 3 5.43E-11 8.53E-11 3.49E-10 3.40E-10 
4 7.367 5 2 3.06E-10 9.66E-11 7.17E-10 3.97E-10 
5 2.383 1 2 1.06E-10 1.48E-10 4.21E-10 4.90E-10 
6 2.394 1 2 1.07E-10 1.48E-10 5.82E-10 4.91E-10 
7 2.439 1 2 1.06E-10 1.49E-10 3.84E-10 4.94E-10 
8 2.445 1 2 4.17E-10 1.49E-10 9.50E-10 4.95E-10 
9 2.451 1 2 1.94E-10 1.49E-10 7.58E-10 4.95E-10 
10 2.485 1 2 3.16E-10 1.50E-10 7.89E-10 4.98E-10 
11 2.490 1 2 2.25E-10 1.50E-10 6.90E-10 4.98E-10 
12 2.501 1 2 1.32E-11 1.51E-10 5.70E-10 4.99E-10 
13 2.542 1 2 2.93E-10 1.52E-10 5.06E-10 5.02E-10 
14 2.649 1 2 7.37E-11 1.54E-10 6.28E-10 5.10E-10 
15 2.451 3 3 6.86E-11 1.59E-10 4.34E-10 5.50E-10 
16 7.367 3 2 3.80E-10 1.80E-10 8.54E-10 6.43E-10 
17 7.367 5 3 4.46E-10 1.91E-10 1.72E-09 7.14E-10 
18 12.328 5 2 6.90E-10 2.17E-10 5.49E-10 8.40E-10 
19 2.451 5 5 1.31E-10 2.21E-10 7.73E-10 7.82E-10 
20 2.383 1 3 1.59E-10 2.92E-10 8.86E-10 8.80E-10 
21 2.394 1 3 1.00E-10 2.92E-10 8.70E-10 8.82E-10 
22 2.439 1 3 2.04E-10 2.94E-10 5.74E-10 8.88E-10 
23 2.445 1 3 4.98E-10 2.95E-10 1.86E-09 8.88E-10 
24 2.451 1 3 2.49E-10 2.95E-10 9.74E-10 8.89E-10 
25 2.485 1 3 4.05E-10 2.97E-10 1.69E-09 8.94E-10 
26 2.490 1 3 4.48E-10 2.97E-10 1.24E-09 8.95E-10 
27 2.501 1 3 2.17E-10 2.98E-10 1.12E-09 8.96E-10 
28 2.542 1 3 5.29E-10 2.99E-10 9.85E-10 9.02E-10 
29 2.649 1 3 2.73E-10 3.05E-10 1.31E-09 9.16E-10 
30 7.353 1 2 3.10E-10 3.33E-10 9.50E-10 1.04E-09 
31 7.367 1 2 5.71E-10 3.34E-10 1.19E-09 1.04E-09 
32 7.374 1 2 2.90E-10 3.34E-10 9.49E-10 1.04E-09 
33 7.374 1 2 6.10E-10 3.34E-10 1.75E-09 1.04E-09 
34 7.419 1 2 5.16E-10 3.37E-10 1.34E-09 1.05E-09 
35 7.433 1 2 9.41E-10 3.38E-10 1.67E-09 1.05E-09 
36 7.455 1 2 3.64E-10 3.39E-10 9.18E-10 1.05E-09 
37 7.458 1 2 3.59E-10 3.39E-10 2.05E-09 1.05E-09 
38 7.488 1 2 5.59E-10 3.41E-10 1.47E-09 1.06E-09 
39 7.541 1 2 3.71E-10 3.44E-10 1.49E-09 1.07E-09 
40 7.367 3 3 6.39E-10 3.55E-10 2.24E-09 1.15E-09 
41 12.328 3 2 8.89E-10 4.04E-10 9.86E-10 1.36E-09 
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42 2.451 3 5 1.92E-10 4.11E-10 9.76E-10 1.27E-09 
43 12.328 5 3 1.18E-09 4.29E-10 2.54E-09 1.51E-09 
44 17.309 5 2 1.46E-09 4.91E-10 1.24E-09 1.78E-09 
45 7.367 5 5 4.16E-10 4.93E-10 3.58E-09 1.64E-09 
46 7.353 1 3 8.13E-10 6.58E-10 2.50E-09 1.86E-09 
47 7.367 1 3 1.24E-09 6.60E-10 3.63E-09 1.87E-09 
48 7.374 1 3 1.12E-09 6.60E-10 3.11E-09 1.87E-09 
49 7.374 1 3 1.13E-09 6.60E-10 4.36E-09 1.87E-09 
50 7.419 1 3 1.60E-09 6.65E-10 1.60E-09 1.88E-09 
51 7.433 1 3 1.53E-09 6.67E-10 3.71E-09 1.89E-09 
52 7.455 1 3 1.00E-09 6.69E-10 2.39E-09 1.89E-09 
53 7.458 1 3 8.48E-10 6.69E-10 3.92E-09 1.89E-09 
54 7.488 1 3 9.84E-10 6.73E-10 4.03E-09 1.90E-09 
55 7.541 1 3 9.09E-10 6.79E-10 2.99E-09 1.92E-09 
56 12.304 1 2 1.00E-09 7.49E-10 2.45E-09 2.19E-09 
57 12.316 1 2 9.33E-10 7.51E-10 2.78E-09 2.20E-09 
58 12.326 1 2 2.33E-09 7.52E-10 3.22E-09 2.20E-09 
59 12.328 1 2 1.28E-09 7.52E-10 1.89E-09 2.20E-09 
60 12.341 1 2 1.06E-09 7.54E-10 2.95E-09 2.20E-09 
61 12.349 1 2 3.87E-10 7.55E-10 4.30E-10 2.21E-09 
62 2.383 1 5 3.08E-10 7.55E-10 1.71E-09 2.03E-09 
63 2.394 1 5 3.74E-10 7.56E-10 2.09E-09 2.03E-09 
64 12.366 1 2 4.93E-10 7.57E-10 2.29E-09 2.21E-09 
65 12.372 1 2 7.65E-10 7.57E-10 3.61E-09 2.21E-09 
66 12.377 1 2 1.08E-09 7.58E-10 2.38E-09 2.22E-09 
67 2.439 1 5 2.66E-10 7.62E-10 1.46E-09 2.04E-09 
68 2.445 1 5 1.20E-09 7.63E-10 4.63E-09 2.05E-09 
69 2.451 1 5 7.67E-10 7.64E-10 2.15E-09 2.05E-09 
70 2.485 1 5 9.55E-10 7.68E-10 4.09E-09 2.06E-09 
71 2.490 1 5 7.27E-10 7.68E-10 2.25E-09 2.06E-09 
72 12.462 1 2 1.04E-09 7.69E-10 2.30E-09 2.24E-09 
73 2.501 1 5 6.17E-10 7.70E-10 2.59E-09 2.06E-09 
74 2.542 1 5 8.44E-10 7.75E-10 2.36E-09 2.08E-09 
75 2.649 1 5 1.61E-09 7.89E-10 2.91E-09 2.11E-09 
76 12.328 3 3 1.98E-09 7.99E-10 3.98E-09 2.44E-09 
77 17.309 3 2 1.76E-09 9.13E-10 1.87E-09 2.88E-09 
78 7.367 3 5 9.88E-10 9.18E-10 5.09E-09 2.66E-09 
79 2.451 5 10 3.63E-10 9.50E-10 1.80E-09 2.89E-09 
80 17.309 5 3 2.77E-09 9.70E-10 5.18E-09 3.20E-09 
81 12.328 5 5 2.80E-09 1.11E-09 7.61E-09 3.47E-09 
82 12.304 1 3 3.02E-09 1.48E-09 6.76E-09 3.94E-09 
83 12.316 1 3 3.20E-09 1.48E-09 7.40E-09 3.94E-09 
84 12.326 1 3 3.42E-09 1.48E-09 8.86E-09 3.95E-09 
85 12.328 1 3 3.94E-09 1.48E-09 7.04E-09 3.95E-09 
86 12.341 1 3 3.44E-09 1.49E-09 6.80E-09 3.96E-09 
87 12.349 1 3 1.49E-09 1.49E-09 6.07E-09 3.96E-09 
88 12.366 1 3 7.88E-09 1.49E-09 1.32E-09 3.97E-09 
89 12.372 1 3 3.29E-09 1.50E-09 9.01E-09 3.98E-09 
90 12.377 1 3 2.80E-09 1.50E-09 8.18E-09 3.98E-09 
91 12.462 1 3 2.37E-09 1.52E-09 5.95E-09 4.03E-09 
92 17.268 1 2 1.59E-09 1.69E-09 4.03E-09 4.64E-09 
93 17.277 1 2 4.32E-10 1.69E-09 4.75E-09 4.65E-09 
94 17.307 1 2 1.24E-09 1.70E-09 5.67E-09 4.67E-09 
95 17.309 1 2 2.52E-09 1.70E-09 3.52E-09 4.67E-09 
96 17.317 1 2 4.18E-11 1.70E-09 4.71E-09 4.67E-09 
97 7.353 1 5 3.08E-09 1.70E-09 7.12E-09 4.29E-09 
98 17.328 1 2 1.47E-09 1.70E-09 4.52E-09 4.68E-09 
99 17.334 1 2 9.81E-10 1.71E-09 9.85E-10 4.69E-09 
100 7.367 1 5 3.14E-09 1.71E-09 1.34E-08 4.30E-09 
101 17.337 1 2 4.02E-09 1.71E-09 5.26E-09 4.69E-09 
102 17.339 1 2 1.24E-09 1.71E-09 5.74E-09 4.69E-09 
103 17.341 1 2 2.02E-09 1.71E-09 4.54E-09 4.69E-09 
104 7.374 1 5 4.76E-09 1.71E-09 9.48E-09 4.30E-09 
105 7.374 1 5 3.00E-09 1.71E-09 1.13E-08 4.30E-09 
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106 7.419 1 5 3.37E-09 1.72E-09 9.34E-09 4.33E-09 
107 7.433 1 5 4.72E-09 1.72E-09 1.00E-08 4.34E-09 
108 7.455 1 5 2.02E-09 1.73E-09 6.22E-09 4.36E-09 
109 7.458 1 5 2.92E-09 1.73E-09 1.05E-08 4.36E-09 
110 7.488 1 5 2.21E-09 1.74E-09 9.74E-09 4.38E-09 
111 7.541 1 5 2.79E-09 1.76E-09 8.29E-09 4.41E-09 
112 2.451 3 10 5.73E-10 1.77E-09 2.52E-09 4.68E-09 
113 17.309 3 3 4.05E-09 1.80E-09 7.24E-09 5.18E-09 
114 12.328 3 5 5.93E-09 2.07E-09 1.33E-08 5.62E-09 
115 7.367 5 10 2.66E-09 2.12E-09 1.23E-08 6.07E-09 
116 2.451 5 15 5.51E-10 2.27E-09 2.52E-09 6.36E-09 
117 17.309 5 5 7.45E-09 2.51E-09 1.66E-08 7.37E-09 
118 2.383 1 10 1.45E-09 3.25E-09 4.35E-09 7.49E-09 
119 2.394 1 10 8.93E-10 3.26E-09 5.49E-09 7.50E-09 
120 2.439 1 10 5.91E-10 3.28E-09 2.43E-09 7.55E-09 
121 2.445 1 10 5.37E-09 3.28E-09 1.39E-08 7.56E-09 
122 2.451 1 10 2.64E-09 3.29E-09 6.15E-09 7.57E-09 
123 2.485 1 10 2.26E-09 3.30E-09 1.16E-08 7.60E-09 
124 2.490 1 10 3.08E-09 3.31E-09 5.80E-09 7.61E-09 
125 2.501 1 10 2.43E-09 3.31E-09 5.66E-09 7.62E-09 
126 17.268 1 3 4.84E-09 3.33E-09 1.37E-08 8.33E-09 
127 2.542 1 10 3.85E-09 3.34E-09 5.86E-09 7.67E-09 
128 17.277 1 3 5.54E-09 3.34E-09 1.16E-08 8.34E-09 
129 2.451 5 20 6.69E-10 3.34E-09 3.00E-09 8.84E-09 
130 17.307 1 3 5.79E-09 3.35E-09 1.17E-08 8.38E-09 
131 17.309 1 3 7.93E-09 3.35E-09 1.29E-08 8.38E-09 
132 17.317 1 3 4.38E-09 3.36E-09 1.28E-08 8.39E-09 
133 17.328 1 3 5.93E-09 3.36E-09 1.18E-08 8.41E-09 
134 17.334 1 3 3.43E-09 3.37E-09 1.22E-08 8.42E-09 
135 17.337 1 3 9.83E-09 3.37E-09 1.09E-08 8.42E-09 
136 17.339 1 3 3.57E-09 3.37E-09 1.24E-08 8.42E-09 
137 17.341 1 3 5.58E-09 3.37E-09 1.48E-08 8.42E-09 
138 2.649 1 10 5.68E-09 3.40E-09 8.80E-09 7.80E-09 
139 12.304 1 5 1.12E-08 3.83E-09 2.09E-08 9.06E-09 
140 12.316 1 5 1.13E-08 3.83E-09 2.14E-08 9.08E-09 
141 12.326 1 5 1.55E-08 3.84E-09 2.74E-08 9.09E-09 
142 12.328 1 5 1.38E-08 3.84E-09 2.53E-08 9.10E-09 
143 12.341 1 5 9.23E-09 3.85E-09 2.17E-08 9.11E-09 
144 12.349 1 5 6.68E-09 3.86E-09 2.27E-08 9.12E-09 
145 12.366 1 5 1.07E-08 3.87E-09 2.25E-08 9.15E-09 
146 12.372 1 5 1.35E-08 3.87E-09 2.68E-08 9.16E-09 
147 12.377 1 5 8.39E-09 3.87E-09 2.61E-08 9.16E-09 
148 12.462 1 5 7.25E-09 3.93E-09 1.75E-08 9.28E-09 
149 7.367 3 10 4.67E-09 3.95E-09 1.72E-08 9.82E-09 
150 2.451 3 15 8.44E-10 4.22E-09 3.43E-09 1.03E-08 
151 17.309 3 5 1.25E-08 4.67E-09 2.48E-08 1.19E-08 
152 12.328 5 10 1.06E-08 4.78E-09 2.29E-08 1.28E-08 
153 7.367 5 15 3.93E-09 5.08E-09 2.05E-08 1.34E-08 
154 2.451 3 20 1.01E-09 6.21E-09 4.08E-09 1.43E-08 
155 7.353 1 10 1.13E-08 7.33E-09 1.93E-08 1.59E-08 
156 7.367 1 10 1.24E-08 7.35E-09 3.14E-08 1.59E-08 
157 7.374 1 10 2.26E-08 7.35E-09 3.00E-08 1.59E-08 
158 7.374 1 10 1.61E-08 7.35E-09 3.08E-08 1.59E-08 
159 7.419 1 10 1.23E-08 7.41E-09 2.78E-08 1.60E-08 
160 7.433 1 10 1.89E-08 7.43E-09 3.33E-08 1.61E-08 
161 7.455 1 10 9.68E-09 7.45E-09 1.75E-08 1.61E-08 
162 7.458 1 10 9.46E-09 7.46E-09 2.89E-08 1.61E-08 
163 7.367 5 20 6.33E-09 7.46E-09 2.27E-08 1.86E-08 
164 7.488 1 10 6.90E-09 7.49E-09 2.72E-08 1.62E-08 
165 7.541 1 10 8.49E-09 7.56E-09 2.30E-08 1.63E-08 
166 2.383 1 15 1.59E-09 7.77E-09 5.81E-09 1.65E-08 
167 2.394 1 15 1.10E-09 7.78E-09 9.03E-09 1.65E-08 
168 2.439 1 15 6.72E-10 7.84E-09 2.79E-09 1.66E-08 
169 2.445 1 15 9.33E-09 7.85E-09 2.55E-08 1.66E-08 
170 2.451 1 15 3.94E-09 7.86E-09 8.24E-09 1.66E-08 
 
 
3 A predictive model of permeability for 3D self-affine rough fractures 
60 
 
171 2.485 1 15 3.49E-09 7.90E-09 1.96E-08 1.67E-08 
172 2.490 1 15 5.04E-09 7.91E-09 8.42E-09 1.67E-08 
173 2.501 1 15 3.83E-09 7.92E-09 6.96E-09 1.68E-08 
174 2.542 1 15 8.93E-09 7.97E-09 9.64E-09 1.69E-08 
175 2.649 1 15 1.14E-08 8.12E-09 1.55E-08 1.71E-08 
176 17.268 1 5 2.18E-08 8.62E-09 4.19E-08 1.92E-08 
177 17.277 1 5 2.56E-08 8.63E-09 4.20E-08 1.92E-08 
178 17.307 1 5 1.95E-08 8.68E-09 3.52E-08 1.93E-08 
179 17.309 1 5 2.84E-08 8.68E-09 4.73E-08 1.93E-08 
180 17.317 1 5 2.13E-08 8.69E-09 4.12E-08 1.93E-08 
181 17.328 1 5 1.86E-08 8.71E-09 4.12E-08 1.94E-08 
182 17.334 1 5 1.55E-08 8.71E-09 3.56E-08 1.94E-08 
183 17.337 1 5 2.52E-08 8.72E-09 4.13E-08 1.94E-08 
184 17.339 1 5 1.76E-08 8.72E-09 4.08E-08 1.94E-08 
185 17.341 1 5 1.87E-08 8.72E-09 4.78E-08 1.94E-08 
186 12.328 3 10 2.37E-08 8.89E-09 4.07E-08 2.08E-08 
187 7.367 3 15 6.89E-09 9.44E-09 2.78E-08 2.16E-08 
188 17.309 5 10 2.80E-08 1.08E-08 4.96E-08 2.72E-08 
189 2.383 1 20 1.22E-09 1.14E-08 7.17E-09 2.29E-08 
190 2.394 1 20 6.42E-10 1.14E-08 1.36E-08 2.29E-08 
191 12.328 5 15 1.65E-08 1.14E-08 3.33E-08 2.82E-08 
192 2.439 1 20 5.22E-10 1.15E-08 1.45E-09 2.31E-08 
193 2.445 1 20 1.43E-08 1.15E-08 3.55E-08 2.31E-08 
194 2.451 1 20 4.99E-09 1.15E-08 1.03E-08 2.31E-08 
195 2.485 1 20 5.06E-09 1.16E-08 2.86E-08 2.32E-08 
196 2.490 1 20 7.41E-09 1.16E-08 1.09E-08 2.33E-08 
197 2.501 1 20 5.97E-09 1.16E-08 8.02E-09 2.33E-08 
198 2.542 1 20 8.19E-09 1.17E-08 1.43E-08 2.34E-08 
199 2.649 1 20 1.96E-08 1.19E-08 2.21E-08 2.38E-08 
200 7.367 3 20 1.01E-08 1.39E-08 3.13E-08 3.00E-08 
201 12.304 1 10 4.51E-08 1.65E-08 6.24E-08 3.35E-08 
202 12.316 1 10 3.97E-08 1.65E-08 6.32E-08 3.36E-08 
203 12.326 1 10 6.91E-08 1.65E-08 8.68E-08 3.36E-08 
204 12.328 1 10 5.67E-08 1.65E-08 7.91E-08 3.36E-08 
205 12.341 1 10 3.49E-08 1.66E-08 6.66E-08 3.37E-08 
206 12.349 1 10 2.95E-08 1.66E-08 5.74E-08 3.37E-08 
207 12.366 1 10 4.34E-08 1.66E-08 7.19E-08 3.38E-08 
208 12.372 1 10 5.69E-08 1.67E-08 9.52E-08 3.38E-08 
209 12.377 1 10 5.45E-08 1.67E-08 8.55E-08 3.39E-08 
210 12.328 5 20 1.93E-08 1.68E-08 4.56E-08 3.93E-08 
211 12.462 1 10 2.50E-08 1.69E-08 5.33E-08 3.43E-08 
212 7.353 1 15 1.78E-08 1.75E-08 2.69E-08 3.49E-08 
213 7.367 1 15 1.77E-08 1.76E-08 4.84E-08 3.50E-08 
214 7.374 1 15 1.90E-08 1.76E-08 4.67E-08 3.50E-08 
215 7.374 1 15 1.57E-08 1.76E-08 4.00E-08 3.50E-08 
216 7.419 1 15 1.50E-08 1.77E-08 3.68E-08 3.52E-08 
217 7.433 1 15 2.81E-08 1.78E-08 5.07E-08 3.53E-08 
218 7.455 1 15 1.09E-08 1.78E-08 2.47E-08 3.54E-08 
219 7.458 1 15 1.08E-08 1.78E-08 4.09E-08 3.54E-08 
220 7.488 1 15 1.08E-08 1.79E-08 4.52E-08 3.56E-08 
221 7.541 1 15 1.10E-08 1.81E-08 3.04E-08 3.59E-08 
222 17.309 3 10 4.92E-08 2.01E-08 7.59E-08 4.41E-08 
223 12.328 3 15 3.56E-08 2.13E-08 5.97E-08 4.57E-08 
224 7.353 1 20 2.33E-08 2.57E-08 2.80E-08 4.85E-08 
225 7.367 1 20 2.28E-08 2.58E-08 5.52E-08 4.86E-08 
226 7.374 1 20 2.37E-08 2.58E-08 5.79E-08 4.86E-08 
227 17.309 5 15 4.19E-08 2.58E-08 7.11E-08 5.99E-08 
228 7.374 1 20 1.71E-08 2.58E-08 4.72E-08 4.86E-08 
229 7.419 1 20 1.34E-08 2.60E-08 4.07E-08 4.90E-08 
230 7.433 1 20 3.60E-08 2.61E-08 6.31E-08 4.91E-08 
231 7.455 1 20 8.62E-09 2.62E-08 2.22E-08 4.92E-08 
232 7.458 1 20 8.19E-09 2.62E-08 4.10E-08 4.93E-08 
233 7.488 1 20 1.18E-08 2.63E-08 5.91E-08 4.95E-08 
234 7.541 1 20 1.15E-08 2.65E-08 3.28E-08 4.99E-08 
235 12.328 3 20 4.06E-08 3.12E-08 7.83E-08 6.35E-08 
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236 17.268 1 10 1.27E-07 3.71E-08 8.98E-08 7.09E-08 
237 17.277 1 10 1.01E-07 3.72E-08 1.34E-07 7.10E-08 
238 17.307 1 10 7.08E-08 3.73E-08 1.12E-07 7.13E-08 
239 17.309 1 10 1.16E-07 3.74E-08 1.49E-07 7.13E-08 
240 17.317 1 10 8.16E-08 3.74E-08 1.30E-07 7.14E-08 
241 17.328 1 10 8.04E-08 3.75E-08 1.23E-07 7.15E-08 
242 17.334 1 10 6.74E-08 3.75E-08 1.18E-07 7.16E-08 
243 17.337 1 10 1.34E-07 3.75E-08 8.71E-08 7.16E-08 
244 17.339 1 10 6.90E-08 3.75E-08 1.24E-07 7.16E-08 
245 17.341 1 10 1.14E-07 3.76E-08 6.11E-08 7.17E-08 
246 17.309 5 20 4.77E-08 3.79E-08 9.49E-08 8.33E-08 
247 12.304 1 15 8.28E-08 3.94E-08 9.20E-08 7.37E-08 
248 12.316 1 15 5.39E-08 3.95E-08 9.10E-08 7.38E-08 
249 12.326 1 15 1.15E-07 3.95E-08 1.37E-07 7.39E-08 
250 12.328 1 15 8.49E-08 3.95E-08 1.18E-07 7.39E-08 
251 12.341 1 15 4.35E-08 3.96E-08 9.90E-08 7.41E-08 
252 12.349 1 15 5.23E-08 3.97E-08 8.15E-08 7.42E-08 
253 12.366 1 15 7.63E-08 3.98E-08 1.03E-07 7.44E-08 
254 12.372 1 15 9.93E-08 3.98E-08 9.88E-08 7.44E-08 
255 12.377 1 15 8.22E-08 3.99E-08 1.38E-07 7.45E-08 
256 12.462 1 15 2.98E-08 4.04E-08 7.06E-08 7.54E-08 
257 17.309 3 15 7.38E-08 4.80E-08 1.11E-07 9.70E-08 
258 12.304 1 20 1.25E-07 5.79E-08 1.03E-07 1.02E-07 
259 12.316 1 20 5.91E-08 5.80E-08 1.09E-07 1.03E-07 
260 12.326 1 20 1.50E-07 5.81E-08 1.71E-07 1.03E-07 
261 12.328 1 20 9.61E-08 5.81E-08 1.49E-07 1.03E-07 
262 12.341 1 20 4.63E-08 5.82E-08 1.21E-07 1.03E-07 
263 12.349 1 20 6.70E-08 5.83E-08 8.57E-08 1.03E-07 
264 12.366 1 20 1.11E-07 5.84E-08 1.19E-07 1.03E-07 
265 12.372 1 20 1.32E-07 5.85E-08 1.13E-07 1.03E-07 
266 12.377 1 20 8.64E-08 5.85E-08 1.89E-07 1.04E-07 
267 12.462 1 20 3.55E-08 5.94E-08 7.58E-08 1.05E-07 
268 17.309 3 20 8.34E-08 7.05E-08 1.44E-07 1.35E-07 
269 17.268 1 15 1.40E-07 8.87E-08 1.84E-07 1.56E-07 
270 17.277 1 15 1.49E-07 8.89E-08 2.05E-07 1.56E-07 
271 17.307 1 15 1.04E-07 8.93E-08 1.58E-07 1.57E-07 
272 17.309 1 15 1.75E-07 8.93E-08 2.24E-07 1.57E-07 
273 17.317 1 15 1.31E-07 8.94E-08 1.92E-07 1.57E-07 
274 17.328 1 15 1.26E-07 8.96E-08 1.79E-07 1.57E-07 
275 17.334 1 15 1.23E-07 8.97E-08 1.73E-07 1.57E-07 
276 17.337 1 15 1.48E-07 8.97E-08 2.04E-07 1.58E-07 
277 17.339 1 15 9.31E-08 8.97E-08 2.09E-07 1.58E-07 
278 17.341 1 15 1.73E-07 8.98E-08 2.49E-07 1.58E-07 
279 17.268 1 20 1.44E-07 1.30E-07 2.10E-07 2.17E-07 
280 17.277 1 20 1.79E-07 1.31E-07 2.45E-07 2.17E-07 
281 17.307 1 20 1.09E-07 1.31E-07 1.76E-07 2.18E-07 
282 17.309 1 20 1.99E-07 1.31E-07 2.80E-07 2.18E-07 
283 17.317 1 20 1.60E-07 1.31E-07 2.33E-07 2.18E-07 
284 17.328 1 20 1.69E-07 1.32E-07 2.01E-07 2.19E-07 
285 17.334 1 20 1.02E-07 1.32E-07 1.90E-07 2.19E-07 
286 17.337 1 20 1.73E-07 1.32E-07 2.58E-07 2.19E-07 
287 17.339 1 20 9.12E-08 1.32E-07 2.11E-07 2.19E-07 
288 17.341 1 20 1.79E-07 1.32E-07 3.31E-07 2.19E-07 
 
To extensively verify the validity of Eq. (3-16), we collected the permeability of 
shear-flow tests in previous works and compared them with those predicted using Eq. 
(3-16). The boundary conditions and geometrical parameters reported in literature are 
summarized in Table 3-5, and the comparison results are shown in Fig. 3-12. By 
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assigning JRC = 17.0, u = 10.0 ~ 20.0 mm, and 𝜎  = 1.0 MPa, the predicted 
permeability using Eq. (3-16) agrees well with the tested results of Li et al. (2008) and 
Esaki et al. (1999) over the entire shear displacement range. When u is less than 10.0 
mm, the predicted permeability is less than that in the flow tests within one order of 
magnitude. In the shear-flow tests of Olsson and Barton (2001) and Xiong et al. 
(2011), JRC = 9.7, u = 0 ~ 6 mm, 𝜎 = 2.0 MPa, and JRC = 3.5, u = 0 ~ 13 mm, 𝜎 = 
1.5 MPa, respectively. The predicted permeability is approximately one order of 
magnitude smaller than that measured in the experiments. This may be induced by 
their different distributions of void space and the random numbers utilized for 
generating fracture surface roughness although they have the same mean JRC value. 
Since the permeability prediction of rock fractures within one order of magnitude is 
commonly acceptable (Li et al. 2016), the proposed Eq. (3-16) is capable of predicting 
the permeability of natural rough fractures during shear as a first-order estimation. 
Table 3-5 Geometric parameters and boundary conditions 










Li et al (2008) 16-18 200 20 1.0 
Olsson and Barton 
(2001) 
9.7 190 6 2.0 
Esaki et al. (1999) 9 120 20 1.0 
Xiong et al. (2011) 3-4 200 13 1.5 
 
The proposed model should be interpreted with an awareness of the effects of both 
boundary conditions and geometric input parameters of the fractures. The apertures 
that play a major role in the hydraulic behavior of fracture are enhanced by the fracture 
roughness and constrained by the normal stress. When the associated parameters such 
as JRC, u, and 𝜎 are determined, the permeability in both x- and y-direction (Kx, Ky) 
can be estimated using the proposed predictive model of permeability.  
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Note that the sample size and shearing rate are not considered in the present study 
when predicting equivalent permeability using Eq. (3-16), but they may have 
significant influences on the hydro-mechanical properties of natural rough fractures 
and the asperity damage during shear. Therefore, these two issues should be studied in 
the future works and incorporated into Eq. (3-16) to facilitate the predictive model of 
permeability of single self-affine fractures. 
 























 Experiment by Li et al.(2008)                    Predictions
 Experiment by Olsson and Barton(2001)   Predictions
 Experiment by Esaki et al.(1999)               Predictions
 Experiment by Xiong et al.(2011)              Predictions
 
Fig. 3-12 Comparisons between the predicted results and experiment results reported in 
previous works. 
3.5 Conclusions 
In this study, shear-flow tests were simulated on a series of 3D self-affine rough 
fractures generated using the modified successive random additions algorithm. For 
each joint roughness coefficient (JRC), ten different fracture surfaces were generated 
using different random numbers to investigate the influence of aperture heterogeneity. 
Three normal stresses equaling to 1.0, 3.0 and 5.0 MPa were applied on each fracture. 
The changes of aperture distribution and permeability in both x- and y-directions 
during shear were analyzed. The correlations between permeability and shear 
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displacement for each JRC were estimated. Finally, two multi-variable regression 
functions were proposed to predict the equivalent permeability in both x- and 
y-directions. 
The results show that JRC distribution of fracture profiles follows a Gauss function. 
As shear displacement increases, the void space of the fractures changes significantly. 
As a result, the aperture-frequency curves change from sharp to flat, and the mean 
aperture increases and peak value of frequency decreases. For a larger shear 
displacement, aperture distribution becomes more anisotropic and more complex 
channels of fluid flow were formed. For a smaller normal stress, the change of 
permeability is more significant. The permeability in the direction perpendicular to the 
shear direction is larger than that parallel to the shear direction, with the ratio ranging 
from 1.12 to 10.98. The validity of the proposed predictive model of permeability was 
verified by comparisons with the results of shear-flow tests reported in literature. Using 
the proposed model, the equivalent permeability in both x- and y-directions can be 
easily estimated using the parameters such as JRC, shear displacement and normal 
stress, and the error is restricted within one order of magnitude, which is generally 
acceptable in practice. Therefore, when the associated parameters are determined, the 
proposed functions can be utilized to predict the permeability of 3D natural rough 
fractures as a first-order estimation.  
In the present study, the influences of hydro-mechanical processes on the 
geometrical and hydraulic properties of single rough rock fractures are addressed. 
However, the thermo-chemical processes during shear and pressure solution, which 
may change the void spaces of fractures significantly, are not incorporated. Given that 
the effect of THMC (thermo-hydro-mechanical-chemical) is to change the distributions 
of local aperture, we just need to accurately estimate the aperture heterogeneity and 
assign reasonable values to them, after which the permeability can be easily calculated. 
We will focus on this issue in the future works. 
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4 Hydraulic properties of 3D crossed rock fracture models under shear 
4.1 Introduction 
Fractured rock masses are naturally composed of solid rock material and various 
discontinuities such as faults, bedding planes, and joints (Pollard and Segall 1987; 
Olson 2003; Cai et al. 2010; Torabi and Berg 2011; Li et al. 2016). Due to the 
relatively high permeability and weak mechanical strength, these discontinuities often 
dominate the hydro-mechanical (HM) behavior of the host media. Understanding the 
coupled HM properties of fractures and changes in the flow field induced by shear is 
therefore of great importance in many engineering applications such as CO2 
sequestration (Mazumder et al. 2006), enhanced oil recovery (Soudmand-asli et al. 
2007), construction of dam foundation (Chai et al. 2011) and risk assessment of 
radioactive waste disposal (Pollock 1986; Zhao et al. 2011). 
Natural fractures usually display a strong hydraulic complexity coming from their 
internal rough topography (Brown 1987; Zimmerman and Bodvarsson 1996; Lee and 
Cho 2002) and from their arrangement in complex networks (Klimczak et al. 2010 
Figueiredo et al. 2016; Luo et al. 2016; Huang et al. 2017). The 3D fracture networks 
have the outstanding advances in describing the orientation, connectivity, and 
permeability tensor of real fractured rock masses (Lang et al. 2014). Cacas et al. (1990) 
modeled the 3D fracture network as an idealized system made up of channels that join 
the centers of each fracture with an effective hydraulic permeability. This sort of model 
mentioned as the pipe network was further developed by Dershowitz and Fidelibus 
(1999) for reasonable derivation of properties of these pipes. Erhel et al. (2009) solved 
the fluid flow through 3D discrete fracture network (DFN) models, where fractures are 
explicitly characterized in terms of density, length and orientation based on some 
stochastic methods. De Dreuzy et al. (2012) went one step further based on the 
numerical model developed by Erhel et al. (2009) to investigate the combined effects 
of fracture-scale heterogeneity and the network-scale topology on the flow properties. 
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They concluded that the upscaling from the single fracture to the fracture network 
scale modifies the effects of fracture roughness on the permeability. Although the flow 
properties through 3D fracture networks have been widely studied, up to now, there are 
still very few attempts to incorporate the shear effects. The difficulty is mainly in the 
quantitative description of the complex deformation mechanisms that are influenced by 
the intersections between individual fracture segments (Min et al. 2004; Li et al. 2016). 
In order to improve the understanding of the shear flow behavior in fractured rock 
masses, single fractures and single fracture intersections, which are two fundamental 
elements involved in fracture networks, should be thoroughly understood firstly 
(Watanabe et al. 2009; Li et al. 2016; Liu et al. 2016). Effects of shear on the 
permeability of single rough fracture have been widely investigated using the 
theoretical modeling, laboratory experiments and numerical methods. Yeo et al. (1998) 
conducted a number of radial and unidirectional flow experiments through single 
rough fractures. They concluded that as shear displacement increases, the fracture 
apertures become heterogeneous and anisotropic. The permeability in direction 
perpendicular to the shear direction is larger than that in the direction parallel to the 
shear direction. Kim et al. (2003) derived an analytical approximation of the 
permeability from the Reynolds equation to investigate the anisotropy in permeability 
through rock fractures. The obtained results can well explain those observed in 
laboratory tests and are consistent with the numerical shear flow experiments. Li et al. 
(2008) carried out a series of coupled shear flow tests to evaluate the influence of 
morphological properties of rock fractures on their hydro-mechanical behavior, and 
proposed some empirical correlations to evaluate the effects of surface roughness and 
contact area on the behavior of flow through rough fractures. Rong et al. (2016) 
experimentally investigated the nonlinear flow in rock fracture during shear under 
different hydraulic gradients. Results indicated that the critical Reynolds number (Rec) 
exhibits a decreasing variation with the shear contraction and consequently an 
increasing variation with the shear dilation of rock fracture.  
 
 







Fig. 4-1 (a) Schematic illustration of fault movement, (b) Schematic view of 3D crossed 
fractures and (c) Numerical model of 3D crossed fractures with rough surfaces 
For fluid flow through rough fracture networks, the fluid will be redistributed at 
each fracture intersection due to the variances in fracture aperture and flow path (Park 
et al. 2001; Zafarani and Detwiler 2013). Kosakowski and Berkowitz (1999) examined 
the variability of flow patterns in fracture intersections using numerical simulation 
method, and suggested that as the inertial force increases, the classic cubic law is not 
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(2006) performed the laboratory experiments of mixing between two miscible fluids 
through rough-walled fracture intersection. Results indicated that fracture roughness 
significantly enhances the physical mixing at the fracture intersection. Liu et al. (2016) 
analyzed the influences of hydraulic gradient, surface roughness, intersecting angle, 
and scale effect on the nonlinear flow behavior, and proposed a mathematical 
expression to estimate the hydraulic aperture of each fracture segment connected to the 
intersection. These previous studies are mostly focused on the flow analysis in 2D 
fracture intersections, where hydro-mechanical property in 3D fracture intersection 
under shear stress remains poorly understood. 
The hydro-mechanical coupling in fracture intersection is an important issue for 
many geoscience and geoengineering applications. For example, the major fractures in 
the rock masses are normally surrounded by damaged zones with a number of smaller 
fractures connected, as shown in Fig. 4-1 (a). When the major fracture is suffered a 
shear displacement, the aperture can change due to normal stress-induced closures and 
shear stress-induced dilations (Min et al. 2004). This can lead to a great change in the 
permeability of the main fracture, up to several orders of magnitude (Xiong et al. 2011), 
and in the permeability of the surrounded fractures by a way of redistribution of flow 
at intersections. The 3D crossed rock fracture model as shown in Fig. 4-1(b) is viewed 
as a simplification of two intersected fractures extracted from the complicated fracture 
networks.  
The objective of this study is to investigate the effects of fracture surface roughness 
and shear displacement on geometrical and hydraulic properties of 3D crossed rock 
fractures. Different rough fractures generated using the modified successive random 
additions (SRA) algorithm were combined to form the crossed fracture model. Flow 
simulations were conducted under different shear displacements to calculate the 
corresponding flow field and the change in permeability of the model. The flow 
redistribution at the intersection part and its influence on the flow rate ratio between 
two fractures were analyzed. The influence of fracture surface roughness on the 
equivalent permeability and the shear-induced permeability anisotropy were estimated. 
 
 




4.2.1 Model generation 
Fig. 4-2 illustrates the shear progress on the 3D crossed fracture model. At the 
initial state, the two fracture planes, plane 1 and plane 2, are intersected without any 
shift as shown in Fig. 4-2(a). Then the fracture plane 2 is supposed to be under a shear 
displacement of u2 as shown in Fig. 4-2(b). Along with the movement of the upper and 
lower surfaces of fracture plane 2, the two parts of fracture plane 1 will be connected 
by the middle of the fracture plane 2, which is indicated as segment C. As u2 increases, 
the permeability of fracture plane 1 may be changed, depending on the roughness of 
the segment C and the applied normal stress. The initial model is 128 × 50 × 80 mm in 
size and is under a maximum shear displacement of 20 mm, which is the same 
magnitude as those reported in literatures (Esaki et al. 1999; Koyama et al. 2006). 
Since the nominal contact area between two fracture walls of fracture plane 2 
decreases with the increment of shear displacement, in order to maintain a constant 
analyzed area, a smaller model with a size of 100 × 50 × 50 mm is extracted from the 

































Fig. 4-2 Schematic views of shear progress on the 3D crossed rock fracture model 
4.2.2 Fracture surface generation 
Natural rock fractures usually have rough walls with the surfaces typically 
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following a self-affine fractal distribution, which can be modeled using the Fractional 
Brownian motion (fBm). Several approaches, such as SRA, the randomization of the 
Weierstrass-Mandelbrot function and the Fourier transformation, have been attempted 
to employ fBm to generate the fracture surfaces (Voss 1985; Madadi and Sahimi 2003). 
In this study, the SRA algorithm is adopted to simulate the surface heterogeneity for its 
efficiency and straightforwardness.  
In the two-dimensional fBm, the aperture asperity height of a fracture wall can be 
represented as a continuous and single-valued function Z(x, y). Then the stationary 
increment, [Z(x + lx, y + ly) - Z(x, y)], over the distance (lag) l has a Gaussian 
distribution with mean zero and variance 𝜎2 (Molz et al. 1997; Ye et al. 2015). The 
statistical self-affine property of fBm increment can be expressed as: 
    0,,  yxZrlyrlxZ yx                         (4-1) 
)1()( 222  Hrr                                 (4-2) 
where <∙> represents the mathematical expectation, H is the roughness exponent or 
Hurst exponent varying from 0 to 1 and related to the 3D fractal dimension (Df) by Df 
= 3 – H (Family and Vicsek 1991; Wang et al. 2016), r is a constant, and ζ
2
 is the 
variance defined as: 
      22 ,, yxZrlyrlxZr yx                       (4-3) 
Liu et al. (2004) developed a modified SRA algorithm to generate the 3D 
self-affine surface of a fracture, which overcomes the problems associated in the 
traditional SAR algorithms that generally produce stochastic fractal distribution of 
poor correlation property. A series of 3D self-affine surfaces were generated using 
Liu’s algorithm with H equaling to 0.51, 0.58 and 0.65, respectively. Fig. 4-3 displays 
three examples of fracture surfaces with different H, and it shows that a smaller H 
results in more precipitous asperities and a rougher fracture surface, and vice versa. 
For each H, different random numbers are used to generate different surface asperities. 
Then, two of the rough fractures that have different surface roughness and suffer 
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different shear displacements were selected to form the 3D crossed fracture model as 
shown in Fig. 4-1(c). The joint roughness coefficient (JRC) for each fracture surface 
proposed by Barton and Choubey (1977) is calculated using the following equation 
(Tse and Cruden 1979): 
2log47.322.32JRC Z                         (4-4) 
where Z2 is the root mean square of the first derivative of the profile, and can be 
































Z                       (4-5) 
where xi and zi represent the coordinates of the fracture surface profile, and Nt is the 
number of sampling points along the length of a fracture. The calculated JRC equal to 




Fig. 4-3 Three fracture surfaces generated using the modified SRA algorithm: (a) H = 
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4.2.3 Aperture assignment 
Since the hydraulic responses of the fracture network depend on the aperture 
distribution within each fracture plane, it is important to accurately model the variation 
of aperture during shear. In this study, the fracture surfaces are assumed to be well 
mated at the initial state. When the height of fracture surface generated using the 
modified SRA method is described using the function Z(x, y), the fracture aperture b at 
the shear displacement us can be calculated as: 
  
       













yxb      (4-6) 
where uv is the normal displacement at us. Indraratna et al. (2015) proposed the 

















































































































           (4-8) 
where ?̇? is dilation rate, us-peak is the peak shear displacement, c0 is the ratio of 
us/us-peak at which dilation begins, c1 and c2 are two decay constants, and ?̇?peak is peak 


















v                         (4-9) 
where Sn is the normal boundary stiffness, 𝛼, 𝛽 and 𝛾 are parameters that can be 
determined using the following equations: 
 
 













































                             (4-12) 
where JCS is the compressive strength of the joint surface, kni is the initial fracture 
normal stiffness at zero normal stress, Vm is the maximum closure of the fracture, 𝜎n0 
is the initial normal stress, and M is the damage coefficient that equals to 1 or 2 
depending on the magnitude of normal stress (Olsson and Barton 2001). 
Table 4-1 Geometrical properties of the crossed fracture model and input parameters 
used for numerical simulation. 
Parameters Meaning Value 
L (mm) Model length 100 
H (mm) Model height 50 
W (mm) Model width 50 
JRC1 Roughness of fracture plane 1 6,12, 18 
JRC2 Roughness of fracture plane 2 6, 12, 18 
u1 (mm) Shear displacement of fracture plane 1 4, 12, 20 
u2 (mm) Shear displacement of fracture plane 2 4, 8, 12, 16, 20 
𝜎n0 (MPa) Initial normal stress 1.0 
JCS (MPa) Compressive strength of the joint surface 39 
c0 Constant 0.3 
c1 Constant 0.3 
c2 Constant 1.2 
 
Before the simulation of the shear on fracture plane 2, the aperture field of fracture 
plane 1 should be assigned. The aperture fields calculated under the shear of fracture 
plane 1 with u1 = 4, 12 and 20 mm, respectively, are assigned to represent its different 
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initial states. Here u1 is the shear displacement of plane 1. For each u1, u2 = 4, 8, 12, 16 
and 20 mm are respectively considered. The parameters used in the simulation are 
summarized in Table. 4-1. Three different rough surfaces for fracture plane 1 (JRC1 = 6, 
12 and 18), three different rough surfaces for fracture plane 2 (JRC2 = 6, 12 and 18), 
three initial states of fracture plane 1 (u1 = 4, 12 and 20 mm) and five shear 
displacements of fracture plane 2 (u2 = 4, 8, 12, 16 and 20 mm) are considered, and in 
total 135 cases are simulated. Here, JRC1 and JRC2 represent the surface roughness of 
planes 1 and 2, respectively. 
4.3 Flow calculation 
Since the rock matrix surrounding the fractures is assumed to be impermeable, the 
flow only takes place in the fracture planes. The description of fluid flow in a single 
fracture can be modeled by Reynolds equation with variable permeability that is 
closely related to apertures. (x, y, z) are the coordinates in the 3D domain and (xf, yf) (f 
= 1 and 2) are the local coordinates in the fracture plane 1 (if f = 1) and/or fracture 
plane 2 (if f = 2). The governing equation in each fracture is written as (Johnson and 


































                     (4-13) 
where h is the hydraulic head, μ is the dynamic viscosity, ρ is the fluid density, and g is 
the gravitational acceleration. In the 3D crossed rock fracture model, the flow equation 
at each fracture is complemented with the continuity condition on the fracture 
















                            (4-14) 
where hk is the hydraulic head on intersection Sk, hk,f is the trace of the hydraulic head 
on Sk in fracture plane f, vk,f is the flow velocity through the intersection in fracture 
plane f and nk,f is the normal unit vector on the boundary Sk of fracture plane f. 
The boundary conditions on the model are consisted of fixed hydraulic heads at the 
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inlet and outlet faces as shown in Fig. 4-2(c), and no flow occurs at the other four faces, 



















                         (4-15) 
where Γf is the border of fracture f, Γin and Γout are the inlet boundary and outlet 
boundary, respectively, Γimp is the four impermeable faces and n is the normal unit 
vector of the boundary. 
Model generation
Meshing











Fig. 4-4 Main process for flow calculation in 3D crossed rock fractures 
The Galerkin’s method is used to solve Eq. (4-13) to simulate the flow processes in 
crossed fracture model during shear. This method to solve flow through single fracture 
is classical but the continuity conditions should be well addressed prior to the solving 
of the flow. The computation procedure is depicted in Fig. 4-4. After the generation of 
the geometrical model, the next step is to define the mesh. In order to guarantee the 
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mass conservation in each fracture, the mesh is required to be 2D in each fracture plane. 
At the same time, the discretization of the intersections is uniquely defined to apply the 
continuity conditions between the two intersecting fractures. Applying the Galerkin 
scheme to the Eq. (4-13), the discretized formulation of the equation becomes: 

















































               (4-18) 
where N is the total number of elements, m is the element number, nx and ny represents 
the unit normal vector to the boundary in x- and y- directions, [R
(m)
] is the local 
transmissivity matrix, {F
(m)








 are surface 
area, shape function matrix, and the boundary in which the flow rate is known, 




] are defined as 
































D                         (4-19) 
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Considering the continuity conditions in the intersections, the discretized flow 





























                      (4-21) 
where A0 is the total stiffness matrix for each fracture plane, A12 and A21 represent the 
continuity conditions, xN is the hydraulic heads on all nodes, xI is the local flux on the 
intersection nodes and it is an auxiliary variable, and BN represents the boundary 
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conditions. A Matlab program is developed to solve the above flow equations. The 
flow velocity on each element is evaluated by differentiating the calculated hydraulic 
head and the flux Q through the model is equal to the summation of the flow rate of 
each element on the outlet boundary. Then the equivalent permeability K of the model 







                              (4-22) 
where A is the cross area of the inlet/outlet face, L is the length of the model, and ΔP is 
the pressure difference between inlet and outlet boundaries. 
4.4 Results and analysis 
In this section, the effects of fracture surface roughness and shear displacement on 
geometrical and hydraulic properties of crossed rock fracture model are analyzed, in 
which the roughness of two fracture planes, the initial aperture distribution of fracture 
plane 1 and the shear displacement of fracture plane 2, are considered. Beside the 
systematic characterization of the connectivity and equivalent permeability of the 
model, the overall flow response influenced by fracture intersection is analyzed. 
4.4.1 Aperture distribution and flow channel 
The fracture aperture, which is defined as the separation distance between the two 
facing topographies in the direction perpendicular to the mean plane of fracture, is 
essential to estimate the hydraulic response of the crossed fracture model. Fig. 4-5 
shows the aperture-frequency curves during shear for fractures with different JRC. The 
value of b = 0 represents the contact points between the upper and lower fractures and 
the contact area decreases with the increment of shear displacement. For all samples, 
as shear displacement increases, the aperture-frequency curves change from sharp to 
flat and the aperture corresponding to the maximum frequency when aperture is larger 
than 0 moves rightwards. Comparison between the aperture-frequency curves of three 
surfaces with different JRCs under the same shear displacement indicates a similar 
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tendency. This indicates that both the increments of shear displacement and fracture 
roughness result in the increment of the mean fracture aperture. This tendency has been 
observed in many shear analyses of single rough fractures (Power and Durham 1997; 
Koyama et al. 2006; Xiong et al. 2011). 
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Fig. 4-5 The aperture-frequency curves during shear for fractures with different JRCs: 
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An example of the aperture distribution of the crossed fracture model under 
different u2 and different JRC2 is shown in Fig. 4-6, in which the state of fracture plane 
1 is fixed with JRC1 = 12 and u1 = 12 mm. The results show that when u2 < u1 and 
JRC2 < JRC1 (i.e., Figs. 4-6(a)), the void space of fracture plane 1 is more complex 
than that of fracture plane 2, whereas when u2 > u1 and JRC2 > JRC1 (i.e., Figs. 4-6(i)), 
the void space of fracture plane 2 is more complex than that of fracture plane 1. The 
corresponding preferential flow paths are displayed in Fig. 4-7, in which the 
preferential flow paths consist of the elements with the ratios of local flow rate to the 
total flow rate larger than 0.005. For a smaller u2, the contact area of fracture plane 2 is 
larger, indicating that most of the fracture segments are contacted or have a negligibly 
small aperture. As u2 increases, some larger void spaces start to appear in fracture 
plane 2 and gradually converge into a few main channels. This phenomenon is more 
obvious for a larger JRC with a dramatic decrease of contact area. The distribution of 
aperture in fracture plane 1 is not changed in the shear progress of fracture plane 2. 
However, the flow pattern through the whole model changes greatly with the 
increasing of u2 and JRC2. For the model with u2 = 4 mm and JRC2 = 6, fluids mainly 
flow through the fracture plane 1. As u2 increases, for example, for the model with u2 = 
20 mm and JRC2 = 6, fluid flow at the entrance changes from being concentrated in the 
fracture plane 1 to the fracture plane 2, but the flow at the exit is still mainly occupied 
by the fracture plane 1. As the JRC2 increases, for the model with u2 = 4 mm and JRC2 
= 18, both the two fractures contribute to fluid flow into the model. When u2 increases 
to 20 mm and JRC2 increases to 18, the fracture plane 2 dominates the fluid flow out of 
the model while the contribution of fracture plane 1 to fluid flow can be negligible. 
The preferential flow paths exist in the noncontact regions of aperture distribution and 
are gradually changed mainly due to two reasons: the apertures of fracture plane 2 are 
increased with the increasing u2 and JRC2, and the segment C alters the flow 
redistribution between fracture plane 1 and fracture plane 2. These numerical results 
provide important information regarding the diversity of flow patterns during the shear 
of 3D crossed fracture model. 
 
 





   
   
   
 
Fig. 4-6 Changes in the aperture distributions with different JRCs and shear 
displacements of fracture plane 2: the rows represent different JRCs and the columns 
represent different shear displacements. The state of fracture plane 1 is maintained to be 
JRC1 = 12 and u1 = 12 mm. 
As shown in Fig. 4-8, the average contact area accounts for approximately 5~27% 
of the fracture planes, depending on different u1 and u2. Therefore, the remaining 
noncontact area of about 73~95% of the fracture planes may be the channels in which 
fluid flows. However, due to the non-uniform aperture distributions, the fluid flows 
along with some least resistant flow paths. As a result, the actual calculated flow area 
is about 38~55% of the fracture planes, which is smaller than the noncontact area ratio. 
The residual area of about 35~40% of the fracture planes is the stagnant area. When u1 
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increases from 4 mm to 20 mm, the contact area ratio decreases about 10.46% and the 
flow area ratio increases about 7.78% of the fracture planes. When u2 increases from 4 
mm to 20 mm, the contact area ratio decreases about 11.09% and the flow area ratio 
increases about 7.79% of the fracture planes. Both the variations are more obvious at a 







Fig. 4-7 Changes in the water preferential flow paths with different JRCs and shear 
displacements of fracture plane 2: the rows represent different JRCs and the columns 
represent different shear displacements. The state of fracture plane 1 is maintained to be 
JRC1 = 12 and u1 = 12 mm. 
(a) (b) 
(c) 
u2 = 4 mm u2 = 12 mm u2 = 20 mm 
JRC2 =6 
JRC2 = 12 
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Fig. 4-8 The evolutions of contact and flow areas during shear with different u1. The 
scatter set accounts for all the cases with different JRCs. The solid line is the average 
value of each scatter set. 
4.4.2 Redistribution of fluid flow during shear 
In order to quantify the flow variation through the model during shear, the 
comparisons of flow rate ratios between two flow fracture planes at the outlet 
boundary are shown in Fig. 4-9. Each case corresponds to an initial state of fracture 
plane 1 with different u1 and JRC1. The value close to 1.0 indicates a dominated flow 
plane, while the value close to 0.0 indicates on the contrary that the fracture contributes 
negligibly to the total flow. For all cases, the results of fracture plane 1 and fracture 
plane 2 with the same JRC2 are symmetric along with the dish line of 0.5. As u2 
increases, the flow rate ratio of fracture plane 1 decreases, and the flow rate ratio of 
fracture plane 2 increases. When the flow rate ratio of fracture plane 1 is smaller than 
0.5 at u2 = 4 mm (i.e., Fig. 4-9(a)), the two datasets will directly diverge from each 
other. If the flow rate ratio of fracture plane 1 is larger than 0.5 at u2 = 4 mm (i.e., Fig. 
4-9(i)), with the increasing u2, the flow rate ratios of the two fracture planes will be 
closer to each other and then approach to 0.5, indicating that the fracture plane 2 plays 
an increasingly important role at a larger u2.Generally, when the parameters of fracture 
plane 1 (i.e. JRC1 and u1) are close to those of fracture plane 2 (i.e. JRC2 and u2), the 
flow rates through the two fracture planes tend to be equal. 
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Fig. 4-9 Comparisons of flow rate ratios between two flow planes at the outlet boundary. 
The rows and columns indicate different initial states of fracture plane 1: the rows 
represent different JRC1 and the columns represent different u1 























Fig. 4-10 Variation of u1/u2e with the deviation of JRCs between two fracture planes. 
u1 = 4 mm u1 = 12 mm u1 = 20 mm 
JRC1 = 6  
JRC1 = 12  
JRC1 = 18  
(a) (b) (c) 
(d) (e) (f) 
(g) (i) (h) 
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When the flow rate ratios of the two fracture planes equal to 0.5, the corresponding 
shear displacement of fracture plane 2 is denoted as u2e. The correlation between u1/u2e 
and JRC1/JRC2 is displayed in Fig. 4-10. Generally, u1/u2e decreases with the increment 
of JRC1/JRC2, following a power function that has a negative exponent. When 
JRC1/JRC2 = 1, the u1 is slightly larger than u2e. There are potentially two reasons: (1) 
the aperture distributions of the two fracture planes having the same JRC are randomly 
assigned and (2) the segment C tends to decrease the connectivity between the two 
parts of fracture plane 1 compared with its original shear-induced flow connectivity. 
 
Fig. 4-11 Variation of Q1/Q0 with the change of JRC1/JRC2 and u1/u2. The arrows indicate 
the direction of Q1/Q0 increment.  
In order to analyze the influence of segment C on the permeability of fracture plane 
1, the flow rate (Q1) of fracture plane 1 at the outlet boundary of the model with 
parameters of JRC1, JRC2, u1 and u2, is compared with the flow rate (Q0) of fracture 
plane 1 calculated from the model with same parameters while fracture plane 2 is not 
sheared. Then the variation of Q1/Q0 with respect to JRC1/JRC2 and u1/u2 is calculated 
and illustrated in Fig. 4-11. When JRC1/JRC2 ＜ 1 and u1/u2 ＜ 1, Q1/Q0 is generally 
 
 
Na Huang, Nagasaki University 
93 
 
larger than 1 because the shear-induced segment C by fracture plane 2 is more 
permeable than that of fracture plane 1. When JRC1/JRC2 ＞ 1 and u1/u2 ＞ 1, the 
shear-induced segment C by fracture plane 2 is less permeable and will break the 
original flow channels in fracture plane 1. As a result, Q1/Q0 is smaller than 1. For 
other cases with JRC1/JRC2 ≤ 1 and u1/u2 ＞ 1 or JRC1/JRC2 ＞ 1 and u1/u2 ≤ 1, the 
influences of JRC1/JRC2 and u1/u2 are competitive: JRC1/JRC2 ≤ 1 tends to decrease 
the permeability, while u1/u2 ＞ 1 tends to enhance the permeability by allowing the 
fluid to flow through the more permeable segment C, and vice versa. In such cases, the 
value of Q1/Q0 will dispersedly distribute around 1. 
4.4.3 Permeability 
4.4.3.1 Evolution of permeability during shear 
The evolutions of K of the crossed fracture model with respect to u2 are illustrated 
in Fig. 4-12. When u2 increases from 0 to 4 mm, the variation of K depends on the 
influences of segment C on the conductivity of fracture plane 1 and the mean aperture 
increment of fracture plane 2. For example, when JRC1 = 6 and u1 = 4 mm, K increases 
as u2 increases from 0 to 4 mm for all models with different JRC2. This is mainly 
because that when u2 increases to 4 mm, the permeability of fracture plane 2 increases. 
However, since u2 ≤ u1, the shear-induced segment C by fracture plane 2 would 
decrease the permeability of fracture plane 1. Therefore, when JRC1 and u1 are small 
(i.e., JRC1 = 6 and u1 = 4 mm), the permeability increment of fracture plane 2 is larger 
than the permeability decrement of fracture plane 1. As a result, the K of the crossed 
fracture model increases as shown in Fig. 4-12(a). On the contrary, when JRC1 = 18 
and u1 = 20 mm, K decreases as u2 increases from 0 to 4 mm for all models with 
different JRC2. This is because that u2 is much smaller than u1, the permeability of 
fracture plane 2 would increase slightly compared with the original permeability of 
fracture plane 1; however, the shear-induced segment C by fracture plane 2 would 
significantly decrease the permeability of fracture plane 1. Therefore, an overall 
decrement of K of the crossed fracture model is obtained as shown in Fig. 4-12(i). For 
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all cases, as u2 continuously increases by up to 20 mm, the increment of permeability 
of fracture plane 2 plays a more dominate role. Consequently, K increases but the 
increasing rate decreases. Comparisons among the K of the cases with different JRC2 
show that K increases slightly as u1 increases. Both JRC1 and JRC2 have significant 
influences on K, and K increases with the increment of fracture surface roughness 
when the shear displacement is fixed. 
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Fig. 4-12 The evolutions of equivalent permeability with different JRCs and shear 
displacements of fracture plane 2. The rows and columns indicate different initial states 
of fracture plane 1: the rows represent different JRCs and the columns represent 
different shear displacements. 
4.4.3.2 Effect of fracture roughness on permeability 
Fluid flow in rock fractures is commonly simulated using parallel plate model in 
u1 = 4 mm u1 = 12 mm u1 = 20 mm 
JRC1 = 6 
JRC1 = 12 
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the early studies, which is a simplification of the real rough rock fractures (Tsang and 
Witherspoon 1981; Schrauf and Evans 1986). Other previous studies have shown that 
the fluid flow through single rough fracture is heavily channelized, and the flow rate 
predicted using the rough fracture models is approximately 70~90% of that predicted 
using the parallel plate models (Brown 1987). To study this issue for the crossed 
fracture model, the internally heterogeneous fractures in the crossed model are 
replaced by two parallel plates, in which the aperture of each parallel plate model is 
equal to the mean mechanical aperture of the corresponding rough fracture.  
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Fig. 4-13 Comparisons of the equivalent permeability of rough fracture surface model 
and the equivalent permeability of parallel plate model. The aperture of each fracture in 
parallel plate model is equal to the average aperture of the corresponding fracture in 
rough fracture surface model.  
The comparisons of the equivalent permeability predicted using the rough crossed 
fracture model and equivalent parallel crossed plate model are shown in Fig. 4-13, 
where the surface roughness and initial state of fracture plane 1 are fixed as: JRC1 = 6 
and u1 = 4 mm. Results show that despite of JRC2, the K predicted using the rough 
model is approximately 26~80% of that of the parallel model, because in the rough 
model the channel effect is robust and most of the void spaces between the two fracture 
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walls do not or negligibly contribute to fluid flow; however, in the parallel model, 
these noncontact regions have been assigned a uniform aperture that significantly 
devotes to fluid flow. Another potential reason is that the aperture is simplified from 
the heterogenous distribution in the rough fracture model to the uniform distribution in 
the parallel plate model. In the cubic law the flow rate is linearly proportional to the 
cube of aperture and such a simplification would vary the permeability. Therefore, to 
realistically simulate the fluid flow and/or solute transport in rock fractures, the rough 
crossed fracture model should be utilized and the channeling flow should be 
considered. 
4.4.3.3 Shear-induced anisotropy of permeability  
Table 4-2 Comparisons between geometrical parameters and normal stress in the present 
and other studies. 
Parameters Koyama et al. 2006 Koyama et al. 2008 Huang et al. 2017 This study 
Size (mm) 194×194 200×100 200×200 100×50×50 
Normal stress 
(MPa) 
0 1.0 1.0 1.0 
JRC - 0~2 2~19 6~18 
Ky/Kx 2.31~3.89 2.55~10.25 2.11~3.18 1.31~3.67 
 
The permeability anisotropy of single rough fractures during shear has been 
extensively investigated in previous studies (Lee and Cho 2002; Auradou et al. 2005; 
Koyama et al. 2006, 2008; Matsuki et al. 2010). Generally, the permeability in the 
direction perpendicular to fluid flow is several times larger than that in the direction 
parallel to fluid flow. In this section, we would estimate the permeability anisotropy of 
rough crossed fracture model during shear. The comparisons of equivalent permeability 
in x-direction (Kx) and in y-direction (Ky) is shown in Fig. 4-14(a), by fixing JRC1 = 6 
and u1 = 4 mm. Here, the x-direction is the flow direction and the y-direction is the 
direction perpendicular to fluid flow as shown in Fig. 4-2(c). Results show that with 
the increment of u2, both Kx and Ky increase but the increasing rate decreases gradually. 
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To quantify the anisotropy, the variation of Ky/Kx versus u2 is plotted in Fig. 4-14(b). 
With JRC2 increasing from 6 to 18, the Ky/Kx ranges from 1.31 to 3.67, which shows a 
similar range with the results of Koyama et al. (2006, 2008) and Huang et al. (2017) as 
tabulated in Table 4-2. This indicates that the permeability anisotropy of crossed 
fractures is similar with that of single fractures. 
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Fig. 4-14 Variation of the equivalent permeability in x-direction (Kx) and in y-direction 
(Ky) during shear and (b) comparisons of Ky/Kx in this study with results of single fracture 









This study established a series of 3D crossed fracture models to study the 
combined effects of fracture surface roughness and shear displacement on the 
geometrical and hydraulic properties. Different combinations of surface roughness of 
the two fractures in the model were considered, in which the fracture surfaces were 
generated using the modified successive random additions (SRA) algorithm. Shear 
displacement was applied on the one fracture by fixing the aperture and surface 
roughness of another fracture. Fluid flow through the model was simulated and the 
evolutions of aperture, flow channel, equivalent permeability, and the flow rate ratio 
between two fractures were estimated. By comparing the equivalent permeability of 
rough crossed fracture model with respect to the equivalent permeability of the 
corresponding parallel crossed fracture model, the influences of fracture roughness on 
the permeability were analyzed. The changes of permeability in directions 
perpendicular and parallel to shear direction were quantified to illustrate the 
shear-induced permeability anisotropy in crossed fracture model. 
Results show that during the shear the average contact area accounts for 
approximately 5~27% of the fracture planes, and the actual calculated flow area is 
about 38~55% of the fracture planes, which is smaller than the noncontact area. As the 
fracture surface roughness and/or shear displacement change, the main flow paths 
through the model may change from mainly existing in one fracture to another fracture, 
which reveals the diversity of flow patterns during the shear of 3D crossed fracture 
network model. The flow rate ratios between two fractures at the outlet boundary 
change as shear displacement increases, accompanied with the redistribution of flow at 
the intersection part between two fractures. The equivalent permeability of model will 
either increase or decrease as shear displacement increases from 0 to 4 mm, depending 
on the aperture distribution of intersection part between two fractures. When shear 
displacement continuously increases by up to 20 mm, the equivalent permeability 
increases sharply first, and then keeps increasing with lower gradient. The equivalent 
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permeability of rough fractured model is about 26~80% of that calculated from the 
parallel plate model, which indicates the channelized flow path inside the fracture 
reduces its permeability. The equivalent permeability in the direction perpendicular to 
shear direction is approximately 1.31~3.67 times as larger as that in the direction 
parallel to shear direction, which is similar with the phenomenon in single fractures. 
Although these numerical results provide findings of significant interest, in the future a 
thorough investigation should be conducted because of the limitation of the fracture 
size, intersection angle, and shear model considered in this study. In the present model, 
the influence of the anisotropic mechanical load on the fracture plane 1 is not 
considered, which is potentially correlated to the intersection angle. In the future study, 
we plan to extend our investigation to more realistic models to examine the flow 
behaviors of simple fracture networks under shear stress. 
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5 A numerical method to solve fluid flow through 3D rock fracture 
networks 
5.1 Introduction 
Accurate description and quantitative estimation of permeability of fractured rock 
masses have attracted substantial attentions in the past few decades in various 
perspectives such as radioactive waste storage, geothermal energy extractions, oil and 
gas production including lately the nonconventional shale gas resources in hard-rock 
aquifers (Lee et al. 2003; Neuman et al. 2005; De Dreuzy et al. 2013; Cai et al. 2013a). 
Permeability of a rock mass is mainly governed by fractures and rock matrix (Lang et 
al. 2014; Wei et al. 2015; Cai et al. 2015; Chen et al. 2015b). However, since fractures 
are more permeable than the matrix, they are recognized as the predominant pathways 
of fluid flow and solute transport (De Dreuzy et al. 2012; Ishibashi et al. 2012; Liu et 
al. 2016a). In engineering practices, owing to the computational limitations and the 
insufficient 3D geological information, analysis of hydraulic properties of rock 
fractures is often reduced to a 2D problem (Nick et al. 2011; Rutqvist et al. 2013; Lang 
et al. 2014). In recent years, a great amount of efforts has been exerted to study flow 
characteristic of 2D fracture networks, and significant progress has been made towards 
the theoretical modeling, laboratory experiments and numerical methods (Hull et al. 
1987; Min et al. 2004; Baghbanan et al. 2007; Zhao et al. 2011; Liu et al. 2016b). 
However, natural fractured media usually displays a strong hydraulic complexity 
coming from the internal topography of fractures (i.e., geometry of the void spaces 
within single fracture) and from their arrangement in complex networks (i.e., geometry 
of the fracture network) (Bear et al. 2012; De Dreuzy et al. 2012, 2013; Cai et al. 
2014). The 2D fracture model, which is a cut plane of the 3D fracture network, cannot 
capture the geometry of real features. Whereas 3D fracture networks have the 
outstanding advances of describing the orientation, connectivity, and permeability 
tensor of the real rock masses (Gonzalez-Garcia et al. 2000; Bogdanov et al. 2003; 
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Ivanova et al. 2014; Hyman et al. 2015). Recently, Lang et al. (2014) compared the 
equivalent permeability of 3D fractured rock mass with the permeability computed on 
arbitrarily extracted 2D cut planes. They found that the latter would underestimate the 
magnitude of permeability by up to 3 orders of magnitude. Therefore it is necessary to 
develop efficient and systematic methods for identifying the hydraulic properties of 3D 
fracture networks. 
The history of 3D discrete fracture models goes more than twenty years, with 
fracture networks approximated to be restricted to idealized channels within the 
fracture plane (Long et al. 1985; Cacas et al. 1990). This simplification allows for fast 
calculations with large-scale fracture networks, however the model is too simple to 
capture the complex flow behavior. Andersson and Dverstorp (1987) used a boundary 
element method to solve flow through each fracture. The flow characteristics in 
fractures can be detailedly described, whereas the number of fracture in the model is 
very limited. Koudina et al. (1998) discretized the stationary Reynolds equation on the 
triangular mesh by means of a finite-volume formulation to solve the flow problem, 
however the numerical applications are restricted to networks that are supposed to be 
statistically homogenous. Later many other numerical modeling methods have been 
continuously proposed (Mustapha et al. 2007; Ishibashi et al. 2012), however those 
methods usually have generic limitations: the intersections of fractures are usually 
either not considered or highly simplified. This may underestimate the role of 
intersections in the total hydraulic behavior, since intersections are strongly correlated 
to the fracture connectivity that is the first-order determinant of the occurrence of 
flow(De Dreuzy et al. 2000). Nœtinger (2015) used a quasi-steady state method to 
solve transient Darcy flow in 3D fractured networks that assumed the characteristic 
diffusion time over one single fracture is negligible compared with the characteristic 
time of the macroscopic problem. Zhang (2015) proposed an approach for triangulating 
arbitrary loops and calculated the equivalent permeability for some complex DFNs. 
Benedetto et al. (2016) introduced a new approach for flow simulations in which the 
Virtual Element Method was used in handling polygonal meshes and only weak 
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continuity is required for the hydraulic head along the intersections between fractures. 
However, in those methods, individual fractures were all characterized by a single 
aperture value, and the effects of the heterogeneity of aperture distributions on 3D fluid 
flow cannot be considered. 
In analyzing fluid flow through fracture networks, discrete fracture network (DFN) 
approach is a widely used modeling technique (De Dreuzy et al. 2012; Zhang et al. 
2014; Hyman et al. 2015). In contrast to continuum methodologies which are mainly 
applied for flow analyses over a lager domain, DFN approach is better treated in 
explicit representation of fracture geometries (fracture length, density, location, 
orientation and aperture) together with specific description of their intersections 
(Ishibashi et al. 2012). Whereas fracture systems are usually geometrically complex, 
and the usual practice in DFN modeling assumed that the geometry of fractures was 
statistically distributed (Andersson et al. 1987; Jing et al. 2000). Thus a prerequisite of 
modeling consists in determining how fracture geometries influence their hydraulic 
properties. 
In the present study, a numerical procedure is originally developed to address flow 
problem through 3D DFN models with fractures treated as circular discs with arbitrary 
size, orientation and location. The developed method was used to conduct a 
comparison of permeability between a 3D DFN model and a series of 2D cut planes. 
Then the effects of fracture length distribution and fracture heterogeneity on the 
equivalent permeability of 3D DFN model were investigated. Relations between 
equivalent permeability and the geometrical properties of 3D DFN were analyzed. 
5.2 Geological characteristics of 3D DFN 
Natural fractured media has a broad range of scales from millimeters to kilometers 
(Cai et al. 2013b; Lei et al. 2015). Since the minor structures of fracture usually cannot 
be completely mapped from borehole or exposure, it is usually difficult to obtain the 
complete geometrical data for a deterministic model. Therefore stochastic approaches 
have been widely used to address the uncertainty in DFNs by generating fracture 
 
 
5 A numerical method to solve fluid flow through 3D rock fracture networks 
110 
 
networks where the characteristics such as fracture length and orientation follow some 
given probability distributions (Erhel et al. 2009; Hyman et al. 2015). Based on a large 
number of field investigations and trace data analysis, Baecher et al. (1978) and Long 
et al. (1985) found that fractures can be primarily characterized by shapes of circle 
and/or ellipse. In the models presented in this study, all the fractures are assumed to be 
circular disks, with the center location uniformly distributed. The fracture density, 
length-distribution, and orientation are three of the most critical features that control 
the hydraulic properties of DFNs. As for the density of fractures, different methods 
according to available data in the field have been used in previous studies. Among 
them P32 is a classical parameter that is defined as the total area fracture surface per 
unit volume (Davy et al. 2006b). 
Several studies (De Dreuzy et al. 2000; Berkowitz 2002; Darcel et al. 2003b) have 
reported that the fracture length, which corresponds to the diameter of disk in this study, 
is usually broadly-ranged and exhibits no characteristic length scales. The length 
distribution of fractures can be correctly modeled using a power-law function as 
alln )(                            (5-1) 
where n(l)∙dl is the number of fractures having a length in the range [l,l+dl], α is the 
coefficient of proportionality that represents the total amount or density of fractures by 
the range of fracture length, and a is the power law exponent varying generally 
between 2.0 and 4.5 (De Dreuzy et al. 2012). The lager value of a would lead to the 
generation of a group of smaller fractures. The distribution of fracture length l is 
defined between lmin and lmax, which are the lower and upper bounds of the fracture 
lengths, respectively. 
Another important parameter of DFN is fracture orientation. The fracture orientation 
is generally defined by dip θ1 and dip direction θ2. Since the fracture orientation may 
form clusters or sets around one or more statistically preferred directions in a rock 
mass, each set should be defined individually. The fisher distribution is used to model 
the preferential orientations with a given dispersion around the mean value as (Fisher 
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)(                         (5-2) 
where θ is the angular deviation from the mean vector, and κ is the Fisher constant or 
the dispersion factor.  
A 3D DEM (discrete element method) code 3DEC was adopted as the basic 
numerical tool for the geometric modeling of DFN. The fractures are generated with 
characteristics following the predetermined probability distributions. Then isolated 
fractures would be deleted as they do no contribution to fluid flow. For simulation 
purposes, a cubic computational domain Ω of characteristic size L is introduced as 
performed in Erhel’s study (2009). The domain is composed of all fractures Ωf with f = 
1, … NF, and fracture intersection segment Si with i = 1, … NI, where NF is the total 
number of fractures and NI is the total number of intersection segments. The boundary 
of Ω is composed of the borders of the domain and the edges of the fractures. The 
boundary of fracture is composed of the circle edge, intersection lines with other 
fractures and intersection lines connected with the domain faces. 
5.3 Mesh generation 
 
Fig. 5-1 An example of three intersecting fractures with a triangular mesh: red lines are 
actual intersection lines, and the green lines are their corresponding extensions. 
Since fractures have circular shapes and could be intersected with each other at 
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various angles and positions, a DFN model may yield very complicated fracture 
connections, especially when fractures are dense. Therefore, triangulation is assumed 
to be the most natural discretization. Whereas several constrains should be applied to 
this triangulation. At network scale, fractures that intersect directly or indirectly with 
inflow/outflow boundaries could form the flow path and fluid flows from one fracture 
to another through their intersection lines. Therefore the intersections between 
fractures in flow paths control the whole flow scheme. And the consistency of the 
meshes in intersecting lines is a prerequisite in order to ensure the correct connections 
of the flow element. So in the 3D space, the intersection lines should be uniquely 
discretized with 3D coordinates, which means that the nodes on such line should match 
with the nodes on each intersecting fracture (as shown in Fig. 5-1). At the fracture 
scale, each plane should be 2D discretized, in order to guarantee mass conservation in 
each fracture plane. These are common requirements in the field (Koudina et al. 1998; 
Erhel et al. 2009; De Dreuzy et al. 2012). One more constrain is applied in this study: 
the intersection lines are all extended to the fracture border, with the fracture plane 
divided into several irregular regions. In Fig. 5-1, the red lines are actual intersection 
lines, and the green lines are their corresponding extensions. This is aimed to handle 
continuity conditions of head and flux on intersections, which would be interpreted in 
the next section. 
Mesh generation is still a challenging work especially with the requirement of a 
unique definition of fracture intersections which are arbitrarily distributed in each 
fracture face (Erhel et al. 2009; Lang et al. 2012; Zhang et al. 2015). In this study the 
discretization of fracture network to triangular meshes would be performed with the 
help of a mesh generation code in 3DEC. In 3DEC fractures are necessarily extended 
to cut the computational domain into a combination of small blocks. Then 
tetrahedral-triangular element meshes on computational domain are performed with 
fractures represented as surfaces. A FISH program is developed to abstract the 
elements on fracture planes. Since the nodes are not exactly generated on the fracture 
circular border, the circular fracture area would be simplified to be a polygon area with 
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the nodes nearest the fracture border combined together. This simplification is 
generally reasonable since the fracture shape in nature is not exactly circular and many 
studies characterized the fracture shape as polygon (Koudina et al. 1998; Khamforoush 
et al. 2008). 
5.4 Fluid flow through 3D DFNs 
5.4.1 Governing equations 
The fluid flow through fractures is governed by the nonlinear Navier-Stokes 
equations. However, due to the enormous difficulties of solving the Navier-Stokes 
equations composed of a set of coupled nonlinear partial derivatives of varying orders, 
most previous works assumed that the cubic law is applicable (Liu et al. 2015), where 
the cubic law is expressed as Q=-bh
3▽P/(12μ), where Q is the flow rate, bh is the 
hydraulic aperture, P is the pressure, and μ is viscosity of the fluid. In order to describe 
the flow equation in each fracture, a projection from the 3D coordinate system onto the 
fracture plane is defined. The coordinates of a node in 3D system were represented by 
(x, y, z), and the projected coordinates in a fracture plane Ωf were represented by (xf, yf). 

































                      (5-3) 
where h is the hydraulic head and K is the fracture permeability which is closely 
related to fracture apertures in Ωf. This equation, known as Reynolds equation, can be 
used to study the flow through rough fractures (Brown 1987; Koyama et al. 2009). The 
approach is to divide the void space between the two fracture surfaces into a great 
number of small simplified parallel-plates. Then the geological roughness of the 
fracture can be incorporated into the model by assignation of spatially variable 
apertures to fracture elements. Therefore, the local permeability can be determined 
element by element thus obtaining a random flow field. 
The classical permeameter boundary conditions on the cube faces are applied: two 
opposite faces (Γin and Γout) of the model have fixed heads h1 and h2, and other four 
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faces (Γimp) are impermeable, and a Neumann zero flux condition on each fracture edge 
Γf, which can be summarized as 
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where hk,f is the trace of the head, vk,f is the flow velocity and nk,f is the normal unit 
vector on the boundary Sk of the fracture Ωf. 
5.4.2 Numerical solution procedure 
A program based on the Galerkin method is originally developed to solve the flow 
through 3D DFNs. The Glaerkin method has been successfully applied to solve the 
flow problem in single fracture planes (Koyama et al. 2009), rather than in fracture 
networks due to the difficulties of solving local mass conservation at the intersection of 
fractures and global mass conservation for flow continuity through the fracture 
networks. As mentioned in Section 3, each fracture plane is divided into several 
irregular regions. Each irregular region R is bounded by circle edge Γf, intersection 
lines Sk with other fractures and intersection lines with the domain faces. The local 
boundary condition on Sk for each region R can be written as fkfknhK ,,/-  . The 















































                    (5-6) 
where δh is a virtual quantity whose value will be zero on the constant hydraulic head 
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If an approximate solution using the Lagrange interpolation function is supposed on 












                              (5-8) 
where h
~
 is the approximate solution of h, m = 1, 2, …M are nodes locally 
anticlockwise numbered for each element and for triangular mesh M is equal to 3, 
superscript (e) represents the quantity on each element and Φm
(e)
 is the interpolate 
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and δh = Φi
(e)
, then substituting Eqs. (5-8) and (5-9) into Eq. (5-7) yields the flow 
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where A
(e)
 is the element stiffness matrix and F
(e)
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The total stiffness matrix for each region is Ai =∑A
(e)
. Then the coefficient matrix for 






































The matrix A12 and A21 represent continuity conditions. Finally the problem can be 





















                            (5-14) 
where xNN is the hydraulic heads on all nodes NN, xNI is the local flux on intersection 
nodes NI and it is just an auxiliary variable, and bNN accounts for boundary conditions. 
The matrix A is symmetric and sparse. Either direct or iterative can be used to compute 
the solution. Then flow velocity on each element can be   computed by 
differentiating the calculated hydraulic head. Total flux Q through the model can be 
obtained by summing flow rate of each element on the outlet boundary. Finally, the 







                               (5-15) 
where A is the cross area, L is the fracture network size and △P is the pressure 
difference between the inlet boundary and outlet boundary. 
A MATLAB program is developed to model the fluid flow in 3D DFNs. The flow 
computation code combined with other two modules (DFN modeling and Mesh 
generation) depicted in Fig. 5-2 constitute the complete flow computations in 3D DFN 
models. The first module generates the fracture network using fractures following the 
well-known geometrical properties. A computational domain is defined, in which 
fracture segments outside the domain and the isolated ones that do no contribution to 
flow will be deleted. This module is accomplished based on the numerical software 
3DEC. In the second module, the computational domain is firstly triangularly meshed 
in 3DEC. Then the grid points on fracture planes will be extracted and converted into 
Matlab input. Finally, the third module includes the global numbering of grid points, 
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and identifying the intersection nodes and boundary nodes, and building the projection 
coordinate on each fracture. The flow computation would be accomplished by 
computing the local matrices in each fracture element and computing the global matrix 
and incorporating the boundary conditions and continuity conditions in global matrix 
and global right-hand side. The hydraulic head in each point and velocity in each 
triangle element would be obtained. Then the result would be checked by using a mass 
conservation verification. The computation is conducted only on the connected fracture 
planes without any dispose on fracture matrix which would largely reduce the 
computational costs. On a computational cluster with 64 CPUs, the efficacy of the code 


































Fig. 5-2 Computational modules and main process for flow in 3D DFN model. 
5.5 Results and analysis 
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Fig. 5-3 Verification models for developed procedure: (a) model I: single parallel plate 
fracture; (b) model II: two intersecting fractures; (c) model III: five intersecting fractures; 
(d) model IV: single fracture with heterogeneous apertures. 
A few 2D and 3D models are established to verify the validity the developed 
procedure. A simple parallel plate model (model I) as shown in Fig. 5-3(a) with an 
aperture of 1 mm was firstly tested. According to the cubic law, the theoretical value of 
permeability, kt, of the model can be obtained. The relative errors of numerical result of 
permeability, ks, with respect to kt defined as ε = (kt-ks)/kt are calculated. Results are 
listed in Table 5-1. Then a configuration (model II) that contains two parallel plates 
dipping at 45º and 135º was tested. The aperture of each fracture was equal to 1 mm. 
Based on the study of Sarkar et al. (2004), the equivalent hydraulic aperture of an 
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where heq is the equivalent aperture, n is the total number of fractures, hi and θi are 
aperture and inclination angle of the i
th
 fracture, respectively. As presented in Table 5-1, 
the calculated results are in good agreement with the theoretical values for both single 
and intersecting parallel plates. Then a more complex configuration (model III) that 
contains five fractures as shown in Fig. 5-3(c) was tested. The equivalent hydraulic 
aperture of model III can also be calculated according to Eq. (5-16). The relative error 
of permeability between the simulation result and theoretical value is 0.067%. Finally, 
the flow through a fracture with rough void field (model IV) is used to validate 
accurate approximation of influence of fracture heterogeneity on flow properties. Fig. 
5-3(c) displays its tortuous fracture aperture field and the average magnitude is 3.87 
mm. Since it is difficult to obtain corresponding theoretical value, the numerical 
method to simulate the single rough fracture flow proposed by Koyama et al. (2009) is 
used as a contrast. The relative error of permeability is 3.63%. This error is mainly 
attributed to the little difference of handling the element aperture between the two 
simulations. The proposed method is therefore basically reliable and is capable of 
analyzing the flow characteristics of 3D DFN models. 






I 2.778E-12  2.778E-12 0 
II 3.928E-12 3.930E-12 0.051% 
III 2.973 E-12 2.975E-12 0.067% 
IV 4.377E-10 4.218E-10 3.633% 
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Fig. 5-4 Examples of original 3D DFN models for a (a) Low, (b) medium, (c) high fracture 
density and cut planes (d)~(i) extracted from each. 
The permeability of a 2D cut plane is commonly considered as an approximation 
which can somewhat represents the ‘‘true’’ 3D DFN permeability. This simplification 
would lead to an underestimation of fracture connectivity in 3D DFN model. In order 
to quantify the underestimation, a series of 3D DFN models is established with 








. A hydraulic aperture of 1 mm 
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planes are extracted. In this study only one flow direction parallel to the x-axis is 
considered, and the cut planes are all extracted parallel to the x-z plane as shown in 
Fig. 5-4.   
Fig. 5-4 displays three examples of original 3D DFN models for a low (Fig. 5-4(a)), 
medium (Fig. 5-4(b)), and high density (Fig. 5-4(c)) and cut planes (Fig. 5-4(d)~(i)) 
extracted from them, correspondingly. In spite of the fact that all fractures in original 
models intersect directly or indirectly with inflow/outflow boundaries, there exist some 
isolated fractures or fracture clusters in their cut planes, and there may be even not a 
single continuous path formed between inlet and outlet boundary as shown in Figs. 
5-4(d), (e) and (g). This phenomenon is relatively obvious with a low fracture density 
(Fig. 5-4(a)). Then the equivalent permeability of 2D fracture network is evaluated 
using the method described in Liu et al. (2015). 
The equivalent permeabilities computed from cut planes are lower than the 
permeability obtained from their original 3D DFN model over the entire range of 




), although there is 
flow through the 3D model, none of their cut planes can form a continuous flow path 
between the inlet and outlet boundary. As the density increases, some cut-through flow 
paths start to be formatted however there still exist some impermeable cut planes 
(circled in Fig. 5-5). The permeabilities of those cut planes are dispersedly distributed 
and can vary within a range of five times. This variance would converge with the 
increasing fracture density. The average permeability of permeable cut planes would 
underestimate their 3D counterpart by approximately from 19.2% to 43.6%. This is 









below which the fractures may not be well connected to form flow paths and above 
which there are so many fractures that beyond the capability of a common computer. 
The underestimation comes from the structural limitation of 2D analysis: the fractures 
which are not connected to the network in cut planes may be actually connected in the 
3D networks. The results are consistent with the study of Lang et al. (2014) who 
investigated the equivalent permeability tensor of fracture-matrix models. Therefore 
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the fracture connectivity in 3D DFN model cannot be accurately captured by their 2D 
cut planes and it is necessary to conduct 3D fracture network flow analysis. 
 









 3-D DFN model
















Fig. 5-5 Equivalent permeability of 3D DFN models and their 2D cut planes. Note that the 
circled points indicate some impermeable cut planes and dotted line indicates the average 
value for those permeable cut planes.  
5.5.3 Effect of fracture length distribution  
The geometrical properties of fractures have significant influences on the fracture 
network topology and consequently influence its hydraulic behavior. Field 
observations have demonstrated that the fracture length follows power-law 
distributions, and the exponent varies extremely large from 2.0 to 4.5 (De Dreuzy, 
2000). To investigate the effect of fracture length distribution on fluid flow at a 3D 
network scale, six DFN models that are consisted of fractures with power-law 
exponents of 2.0, 2.2, 3.0, 3.5, 4.0 and 4.5 are generated, respectively. The density P32 
of each model is same and each fracture network contains four sets of fractures 
differing only in dip θ1 and dip direction θ2, as shown in Table 5-2. Fig. 5-6 displays 
three examples for a long (a = 2.0), medium (a = 3.0), and short (a = 4.5) fracture 
length. For a smaller a, the network structure is dominated by a few longer fractures. 
As a increases, the proportion of short fractures vs. long fractures increases, with the 
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structure gradually dominated by the smaller fractures. 
 
    
Fig. 5-6 Typical fracture networks for power-law length exponents of (a) a=2.0, (b) a=3.0 
and (c) a=4.5. 
The equivalent permeability of the six DFN models is computed using the developed 
procedure. Results indicate that the permeability decreases exponentially with the 
increasing a (see Fig. 5-7). The equivalent permeability for the models with a = 2.0 is 
nearly five times larger than that with a = 4.5. Since the fracture intersection plays a 
critical role on fracture connectivity, the average intersection length Li, which defined 
as the ratio of total intersection length to total intersection number in each DFN model, 
is calculated and plotted in Fig. 5-8.  
Table 5-2 Parameters used for the generation of DFNs. 




Positions Uniform  
Orientation
s(° ) 
Fisher Set1: θ1=90, θ2=10, κ=200 Set2: θ1=40, θ2=120, κ=200 
Set3: θ1=60, θ2=70, κ=200 Set4: θ1=80, θ2=320, κ=200 
Length Power law 2<a<4.5, 0.167<l/L<1 
Density  P32=0.4 
 
(a) (b) (c) 
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Fig. 5-7 Relationship between equivalent permeability K and power-law exponent a. 
Results show that Li decreases as a increases, following a power-law equation. In 
DFN models with a = 4.5, the number of short fractures is larger than that of long 
fractures. Hence, more fractures are generated to reach the same density for the models 
with a smaller a. This results in a larger number of intersection lines and a smaller Li. 
In contrast, for DFN models with a = 2.0, the network is dominated by long fractures. 
Its Li is much larger than that for DFN models with a = 4.5. Fracture intersection line is 
the only connection between two fractures and it has the determinant influence on 
fracture connectivity. Therefore, to some extent, the change of Li can account for the 
observed decrease of equivalent permeability in Fig. 5-7. 

















Fig. 5-8 Relationship between average intersection length Li and power-law exponent a. 
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5.5.4 Effect of aperture heterogeneity 
 






















































Fig. 5-9 Histograms and distributions for the aperture b of: (a) J1, (b) J2 and (c) J3.  
The 3D DFN models mentioned above approximate all fracture planes with a same 
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non-uniform, due to the roughness of the two facing rock walls. It was proved that the 
simplification for a flow in two smooth parallel plates overestimated the flow rate to a 
large extent (Brown 1987). And it has been suggested that the fluid flow within a 
rough fracture should be characterized by formation of preferential flow paths (Brown 
1987; Durham et al. 1997; Ishibashi et al. 2012). In order to investigate the effect of 
aperture heterogeneity of each fracture plane, networks in which individual fractures 
have a realistic aperture distribution are established. The aperture fields are generated 
based on the shear of three artificial fracture specimens made in the study of Li et al. 
(2008). These fracture specimens were manufactured from each of three natural 
fracture surfaces labeled as J1, J2 and J3, respectively. Among them, J1 is flat and has 
a few major asperities on its surface. The surface of J2 is smooth, however a major 
asperity exists at the center. J3 is very rough with no major asperities but a great 
number of small ones. The fractal dimension calculated for these fracture surfaces is 
2.012, 2.025, and 2.066, respectively (Wang et al. 2014). Fracture specimens are fully 
mated at initial condition with contact ratio very close to 1.0. Aperture field is 
abstracted at the shear displacement of 5 mm, 10 mm and 15 mm respectively for each 
of three specimens. This shearing is simulated by fixing the lower surface and moving 
the upper surface by a horizontal shear displacement, then uplifting the upper surface 
by 4 mm in order to eliminate the influence of overlapping rock mass into each other. 
Fig. 5-9 displays a statistics of aperture distribution at the shear displacement of 15 
mm which can be closely modeled by a Gauss distribution.  
The fracture apertures in 3D networks (labeled as NJ1, NJ2, and NJ3) are assigned 
from aperture field of each of three fracture specimens at different shear 
displacements. Fig. 5-10 shows an example of aperture field extracted at the shear 
displacement of 15 mm. Due to the difference of morphology of three fracture 
surfaces, the aperture fields change remarkably after a shear process. The surface of J1 
is relatively smooth and flat, therefore the apertures of network NJ1 distribute evenly 
over the fracture plane. A major asperity in J2 leads to some obvious low-permeable 
areas for network NJ2. For network NJ3, the widely distributed asperities develop a 
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very complex aperture field. A same topology fracture network with the homogeneous 
aperture of 4 mm is also generated as a comparison. Its aperture can be regarded as 






Fig. 5-10 Local fracture aperture distribution superimposed with flow velocity fields for 
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A hydraulic pressure difference of 0.01 MPa is applied between the right and left 
boundary. The simulated flow velocities are superimposed in Fig. 2-10. Since there are 
three inlet ports on the right boundary, flow rate of fractures near this side is smaller 
than that of left boundary. Results show that flow patterns become more tortuous with 
increasing fracture roughness. Especially in network NJ2 and NJ3, due to complex 
structure of aperture fields, there form more obvious 3D preferential flow paths 
compared with network NJ1. The fluid flow is mainly controlled by several 
preferential paths. This phenomenon of uneven flow is the channeling effect (Tsang 
and Tsang 1987). At present only numerical simulation can illustrate realistically flow 
localization (channeling) since it is difficult to conduct experiments with 
multiple-fracture sample. 
Fig. 5-11 shows the calculated equivalent permeability of DFNs in which fractures 
are characterized by aperture distribution abstracted from each of four fracture 
specimens under different shear displacements. For smooth fracture with fractal 
dimension D equal to 2.00, there would lead to the same uniform aperture field at 
different shear displacement. Therefore, shear displacement has no effect on the 
calculated equivalent permeability. As D increases from 2.00 to 2.02, the increasing 
shear displacement would lead to an increasing equivalent permeability. However, 
when D is larger than 2.02, the magnitude of equivalent permeability tend to decrease 
with the increasing shear displacement. 
This phenomenon is mainly because of the stochastic distribution of the apertures in 
fractures. At the same displacement, a definite trend for equivalent permeability to 
decrease with an increasing fractal dimension is shown in Fig. 5-11. The permeability 
for network NJ3 is approximately twice smaller than that for homogeneous one at 
shear displacement of 15 mm, indicating that the permeability of natural roughness 
fracture networks cannot be properly predicted by a simulation where all fractures are 
modeled as parallel plates with the same aperture. This is mainly due to the fact that 
low transmissive areas induced by the aperture heterogeneity tend to break up flow 
paths then reduce its permeability. This is the purpose of the original that we tried to 
 
 
Na Huang, Nagasaki University 
129 
 
incorporate the aperture anisotropy into the 3D DFNs to accurately estimate the 
permeability of networks with real geometrical properties. 
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Fig. 5-11 Equivalent permeability of DFNs in which fractures are characterized by 
aperture distribution abstracted from each of four fracture specimens under different 
shear displacement. 
5.6 Estimation of REV of 3D DFN model based on fractal characteristic 
A great variety of methods have been adopted to calculate fractal dimensions of 3D 
fractured networks such as box-counting method, cubic covering method and Monte 
Carlo method (Liu et al. 2015; Wang et al. 2014; Xiao et al. 2012, 2014), among which 
box-counting method is mostly popular due to its simplicity, availability and 
adaptability. First a cubic model with the size length L is defined. Then the model was 
covered by cubic boxes with different dimensions from L × L × L to 0.025L × 
0.025L ×0.025L. If there were any fracture surfaces existing in a box, the box would 
be assigned to be 1; otherwise, it was given a value of 0. The number of box with the 
value of 1 was denoted as N. Different values of N(δ) were obtained when changing the 
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DN  ~)(                             (5-17) 
where D is the fractal dimension. Finally, a log-log plot of N and δ was drown and the 
slope represents the fractal dimension.  
When the size of the DFN model is not large enough compared with the analyzed 
domain, it may lead to a significant boundary effect due to the fact that centers of 
fractures may lie outside the DFN model (Min et al. 2004). This would eventually 
result in an underestimation of the fracture density. Therefore, in order to diminish the 
boundary effect, fracture positions are generated in a larger domain than the analyzed 
area. A series of DFNs of 40 m × 40 m × 40 m in size with increasing fracture 
density were first generated. Then smaller DFN models of 20 m × 20 m × 20 m 
were extracted from the original networks. The parameters used in generation of DFNs 
are tabulated in Table 5-3. The fractal dimensions of DFN models were calculated 
using the box-counting method. The results are shown in Fig. 5-12 with a regression 
function obtained as follows: 
)ln( 32 cPbaD                         (5-18) 
where a, b, and c are three regression parameters equal to 2.6793, 0.2796, and -0.0420, 
respectively. The mathematical relation is consistent with the study of Liu et al. (2015) 
investigated the relation between the fractal dimension Df and fracture density dm for 
2D DFN models. 
Table 5-3 Parameters used for the generation of DFNs. 
Property Distribution Parameters 
Domain size (m)  L = 40 
Analysis size (m)  2 ≤ LA ≤ 20 
Positions Uniform  
Orientations Uniform  





































Fig. 5-12 Relation between the fractal dimension D and the fracture density. 
. . . . . .. . .





















10 extracted cubic models
 
Fig. 5-13 The schematic view of stochastic produce of 3D DFN model generation. Ten 
models are randomly generated and cubic models with side lengths from 2m to 20m are 
extracted from each generation. A total of 400 models are used in the investigation. The 
size lengths of models shown in the figures are 4mm 10mm and 18mm, respectively. 
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Since stochastic approach is adopted in generation of DFNs, each realization with 
different random numbers will have different geometrical characteristics even though 
they are generated with the same distributions of fracture parameters. Therefore it can 
just be regarded as one possible representation of a fracture system in a statistical sense 
(Min et al. 2004). A large number of DFN realizations are needed with different 
random numbers to give an adequate evaluation of the influences on sampling domain 





were considered in the present study. For each fracture density, ten large 
DFN models of 40 m × 40 m × 40 m in size were first generated. Then ten smaller 
DFN analysis models were extracted with varying size lengths from 2 m × 2 m × 2 m 
to 20 m × 20 m × 20 m from each of the ten large original networks as shown in Fig. 
5-13. As a total, 400 DFNs were generated. The fractal dimensions of the resultant 
DFN models were calculated. 
Fig. 5-14 shows the results of calculated values of fractal dimensions of ten random 
realizations at different model sizes for each of four fracture network densities. When 
the fracture density is small, the total fracture areas may cannot even occupy one single 
cross section, therefore the calculated fractal dimension is smaller than 2. The 
calculated fractal dimensions for each of DFN models with different random numbers 
are dispersedly distributed. This variance would become smaller as the model size 
increases indicating a clear existence of REV. At a larger fracture network density (Fig. 
5-14(d)), the variance would converge at a smaller DFN length size compared to a 
smaller fracture network density (Fig. 5-14(a)). To help in evaluating this variance 












                 (5-19) 
where N denotes the number of stochastic DFN models with different random 
numbers, Dmax and Dmin are the maximum and minimum fractal dimensions of the these 
DFN models, respectively, and D  is their average fractal dimension. When the value 
of RMSNorm is relatively small, the randomly distributed fracture networks can be 
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approximated as an equivalent continuum representation. In this study, RMSNorm < 0.05 
is taken as an appropriate approximation of stochastic DFN models to be an equivalent 
continuum. 
Fig. 5-15 shows the variation of RMSNorm versus DFN model size for four different 




, respectively. The RMSNorm value sharply 
decreases at first and then tends to be stable with the increase of model size. For the 
network with a relative low fracture density, RMSNorm value approximates to value of 
nearly 0.05 for a model size of 14 m. As fracture density increases, this condition can 




, the only 
needed DFN model size is reduced to be 4 m to meet this condition. 
The relation between REV size of four fracture networks with different fracture 
densities and the corresponding fractal dimension are plotted in Fig. 5-16. Results 
show that REV size decreases as D increases, following a linear function. This can be 
used to approximate the REV size of 3D DFN model in case where only fracture 
geometry properties are available. 
 






























Fig. 5-15 Variation of RMSNorm verses DFN model size for four different cases of P32 = 0.2, 
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Fig. 5-16 Relation between the REV size with the fractal dimension D. 
5.7 Conclusions 
This study presents a method to compute fluid flow through 3D DFN models. The 
technique solves the Reynolds equations in each fracture by using the Galerkin method 
based on the continuity of mass and flux imposed at intersections between fractures. 
The method guarantees both local and global mass conservation, and can naturally 
incorporate geometrical properties in fracture and as a result can account explicitly for 
the contribution of aperture heterogeneity of individual fractures on fluid flow, which 
can be used to demonstrate the 3D channeling flow. The validity of the method was 
validated for 3D fracture models with constant and variable apertures, respectively. 
This approach is subsequently applied to compare the equivalent permeability of 3D 
fracture networks with the permeabilities of the 2D cut planes. The influences of 
fracture length and aperture heterogeneity on the network permeability were also 
estimated. Results show that, in spite of the fact that flow occurs through the 3D DFN 
model, its 2D cut planes may be totally impermeable with no continuous flow path 
formatted between the inlet and outlet boundaries. Whereas there may also exist some 
cut planes whose permeabilities are close to their 3D counterpart. The permeabilities 
for those arbitrarily abstracted cut planes can vary within a range of five times and 
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would converge with the increasing of fracture density. The average permeability of 
permeable cut planes would underestimate their 3D counterpart by 19.2 ~ 43.6% for 




. The fracture connectivity/conductivity in 3D 
DFN model hence cannot be accurately captured by their 2D cut planes. With the 
increasing value of power-law exponent of length distribution function, the equivalent 
permeability would decrease exponentially within one order of magnitude. This 
phenomenon can be described by the average intersection length, a parameter that can 
reflect the fracture connectivity. The rougher fracture surfaces, the stronger anisotropy 
of aperture distribution, and thereby leading to the more tortuous flow channels in 3D 
fracture networks. These results could provide a theoretical basis for quantitatively 
estimating behavior of shale gas migration and enhancing gas recovery in low 
permeability reservoirs. 
The fractal dimension of the 3D DFN model would increase as the fracture density 
increases, following a logarithmic relationship. For DFN models with same fracture 
density but different random numbers, the calculated fractal dimensions are dispersedly 
distributed. This dispersion would become smaller as the model size increases, which 
indicates a clear existence of REV. The calculated RMSNorm decreases sharply at first 
and then tends to be stable with the increase of model size. When taking RMSNorm < 
0.05 as a good approximation as an equivalent continuum representation for stochastic 
DFN models, the calculated REV size would decrease with the increasing fracture 
network density. Finally, a liner expression between fractal dimension and REV size 
was proposed. This function can be used to approximate the REV size of 3D DFN 
model when only fracture geometry properties are available. 
In the future, the proposed procedure would be optimized to facilitate the solution of 
governing equations of fluid flow and improve the efficiency of calculation. The REV 
(representative elementary volume) of 3D DFNs would be compared with that of 2D 
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6 Relations between hydraulic properties of 2D and 3D rock fracture 
networks 
6.1 Introduction 
In fractured rock masses with negligibly low matrix permeability, the hydraulic 
response of the fracture networks is of special importance for understanding the overall 
flow and transport properties since the main flow paths are governed by connected 
fractures (Neuman 2005; Cai et al. 2017a). Natural fractured media usually displays a 
strong hydraulic complexity coming from the internal topography of fractures (i.e., 
geometry of the void spaces within a single fracture) (Brown 1987; Tsang and Tsang 
1989; De Dreuzy et al. 2001, Konzuk and Kueper 2004; Li et al. 2016; Cai et al. 
2017b) and from their arrangement in complex networks (i.e., geometry of the fracture 
backbone) (Bour and Davy 1997; De Dreuzy et al. 2000; Xu and Dowd 2010; Zhang 
and Yin 2014; Liu et al. 2016a). The 3D fracture networks have the outstanding 
advances of describing the orientation, connectivity, and permeability tensor of real 
fractured rock masses. A literature survey shows that study of 3D fracture network in 
term of geometrical modeling and their hydraulic properties is of growing popularity. 
According to the Web of Science Core Collection, the number of papers related to 3D 
fracture networks has increased over the past twenty years from 12 per year (in 1996) 
to about 86 per year (in 2016). Whereas, direct calculation of fluid flow through 3D 
fracture networks is usually a time-consuming work due to a large number of meshes 
performed on each fracture plane and seems to be unavailable for fracture networks 
whose fracture density is so high that beyond the capability of the present computers 
(Berkowitz 2002; Berrone et al. 2014; Liu et al. 2016a). Therefore, the analysis on 
hydraulic behaviors of complex 3D fracture networks is commonly reduced to a 2D 
problem (Darcel et al. 2003a; Min and Jing 2003; Min et al. 2004; Baghbanan and Jing 
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The 2D fracture network model is commonly constructed using the geometric 
properties of outcrops of fractured rock masses, and/or after generation of the 3D 
fracture networks. It cannot capture the real geometric properties (i.e., orientation in 
the out-of-plane direction) of 3D fracture networks inside rock masses. Many 
researches have verified that directly using 2D fracture network permeability to 
approximate 3D fracture network permeability would induce significant errors in both 
the magnitude and direction (Min et al. 2004; Lang et al. 2014; Huang et al. 2016a). 
However, it is still appealing to predict permeability of fractured rock masses using 2D 
fracture networks for many engineers and geologists working in hydrology-related 
fields, because the characterization of 2D fracture networks allows for the usage of 
outcrop trace maps and significantly reduces the computational cost compared with 3D 
calculation (Berkowitz 2002; Darcel et al. 2003b; Zhang 2015; Liu et al. 2016a). 
Therefore, the difference between permeabilities calculated using 2D and 3D fracture 
networks should be understood, and it would be useful to predict 3D fracture network 
permeability using 2D models, while maintaining the accuracy of predicted 
permeability (Liu et al. 2016b). 
Many efforts have been devoted to relate the characteristics of 3D fracture networks 
with the 2D ones. Balberg et al. (1984) derived the average excluded area and the 
average excluded volume associated with 2D and 3D randomly oriented fractures. 
Darcel et al. (2003b) assessed the stereological rules for fractal fracture networks and 
derived a stereological function that extrapolates the parameters of the 3D length 
distribution from their measurements on 2D fracture networks. Zhao et al. (2015) 
developed correlations between the 3D fractal dimension of fracture surfaces and the 
fractal parameter of fracture trajectory in a 2D profile. However, these studies are 
restricted to the analysis of geometrical configurations and involve no fluid flow 
calculation. As for fluid flow through 3D fracture networks, the permeability that is an 
essential parameter for describing flow characteristic is usually predicted using the 
geometric properties of fracture networks. Mourzenko et al. (2011) obtained an 
expression of the permeability of isotropic fracture networks, which involves 
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coefficients determined by numerical fits for specific fracture shapes, and the obtained 
expressions were extended to anisotropic fracture networks with the orientations 
following Fisher distributions. Ebigbo et al. (2016) predicted the permeability of 
inclusion-based effective medium models using several geometric properties, 
containing the aspect ratio of the spheroidal fracture and the ratio between matrix and 
fracture permeability. To the best of our knowledge, the only formulation to 
approximate permeability of 3D models with correlation to 2D models is proposed by 
Lang et al. (2014), in which the permeability is approximated in terms of the 
permeability of cut planes whose dimensionless density is the same with that of the 
original 3D model. However, the dimensionless density of 3D model is commonly 
larger than that of its cut planes; therefore, in their study, the 2D cut planes were 
abstracted from other denser 3D models, rather than from itself. This will increase the 
difficulty for permeability estimation of 3D fractured rock masses, because it cannot be 
directly predicted using the permeability of corresponding 2D outcrops. 
Several approaches are used to calculate the fluid flow through fractured rock 
masses. The equivalent porous media (EPM) approach represents the fractured rock 
masses as an equivalent homogenous media provided that a representative elementary 
volume (REV) is exited (Long et al. 1982; Lee et al. 1995; Samardzioska and Popov 
2005). Equivalent pipe network model approach (EPNM) is to replace the fractures by 
pipe channels with the equivalent hydraulic conductivity (Cacas et al 1990; Dershowitz 
and Fidelibus 1999; Xu et al. 2014). This simplification reduces the dimensionality of 
solution by an order of magnitude and significantly increases computational efficiency. 
Another approach is the discrete fracture network (DFN) approach. In DFN models, the 
geometrical features of each fracture are explicitly characterized in terms of density, 
length and orientation, and the fracture systems are established based on some 
stochastic methods (Park  et al. 2002; Leung and Zimmerman 2012; Reeves et al. 
2013; Huang et al. 2016b). In this study, the DFN approach is utilized to analyze the 
influence of fracture geometrical parameters on flow behavior and to relate the flow 
characteristics of 3D DFN and 2D DFN. 
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In the present study, the geological characteristics of 3D DFNs are firstly analyzed, 
and then an originally developed code is used to calculate flow through both 3D and 
2D fracture networks based on a series of 3D DFNs and their 2D cut planes. The 
influences of geometrical parameters of fractures on equivalent permeability of 3D 
networks are quantified, and a multiple regression function is proposed to predict the 
permeability of 3D DFNs with respect to the permeability of its 2D trace maps. Finally, 
the validity of the proposed predictive model of permeability for 3D fracture networks 
is verified by comparisons with previous works. 
6.2 Geological features of 3D DFNs 
Natural fractures have a broad range of scales varying from microscopic to regional 
scales, e.g. microcracks, joints, large scale joints and joint networks (Yun et al. 2008; 
Klimczak et al. 2010; Cai et al. 2010; Wei et al. 2015). It is usually difficult to 
perfectly represent the real 3D fracture networks, since only geometrical data coming 
from either 1-D scan lines or boreholes or 2D outcrops are available. The DFN 
approach has been widely used to mimic natural fractures, whose characteristics such 
as fracture length and orientation follow some given probability distributions. The 
fracture shape is generally modeled by circles, ellipse or polygons of varying aspect 
ratios (Long et al. 1985; Cacas et al. 1990; Bogdanov et al. 2003). In this study, all the 
fractures are assumed to be circular disks, with the center location and fracture 
orientation uniformly and randomly distributed. The fracture apertures are all set to be 
1 mm, therefore aperture heterogeneity is not considered. Under these simplifications, 
fracture density and fracture length distribution are two most critical features that 
control hydraulic properties of DFNs. Fracture density 𝜌 of 3D fracture network is 
defined as the number of fracture centers per unit volume. The fracture length, which is 
represented by the diameter of disk, is usually broadly-ranged and exhibits no 
characteristic length scales. The length distribution of fractures is assumed following a 
power-law function, written as: 
 
 




alln )(                              (6-1) 
where α is the proportionality coefficient, a is the fracture length exponent varying 
generally between 2.0 and 4.5 (De Dreuzy et al. 2012), and l is the fracture length 
defined between lmin and lmax, which are the lower and upper bounds of the fracture 
lengths, respectively. 
Table 6-1 Parameters used for the generation of 3D DFNs. 
Parameter distribution Value 
Model size(m)  L = 20 
positions Uniform  
orientations Uniform  
Fracture length (m) Power law 2.0 ≤ a ≤ 4.5 
Fracture density (m
-3
)  0.01≤  𝜌  0.125 
 
Fracture characteristics have a critical influence on the fracture network topology. A 
series of fracture networks with fracture lengths following power-law distribution are 
generated. The detailed parameters are tabulated in Table 6-1. Figs. 6-1(a) ~ (g) 
illustrate nine of the 3D DFNs with different fracture densities and fracture length 
exponents. From top to bottom, 𝜌 increases from 0.010 to 0.125 m-3, corresponding to 
the number of fractures increasing from 80 to 1000. The fracture length exponent a is 
assigned to be 2.0, 3.0 and 4.0 from left to right, respectively. For a smaller a, the 
network structure is dominated by a few longer fractures. As a increases, the 
proportion of smaller fractures increases and the structure is gradually dominated by 
the smaller fractures. This phenomenon is relatively obvious for the DFNs with a 
smaller  𝜌 such as 𝜌 = 0.010 m-3. With a relatively lager 𝜌, for example 𝜌 = 
0.125 m
-3
, a fracture plane trends to be intersected by more adjacent fractures. Since all 
fractures are assigned a same aperture, the denser fracture would lead to a higher 
degree of connectivity and thereby a larger permeability. 
 
 



















Fig. 6-1 (a)~(i) 3D fracture network models with different fracture densities and length 
distribution exponent, (j) a randomly extracted 2D fracture network from (d), and (k) 
boundary conditions  
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6.3 Flow simulations in the fracture networks 
6.3.1 Flow model in 3D fracture networks 
Fluid flow through fractures is generally governed by the nonlinear Navier-Stokes 
equations. However, solving Navier-Stokes equations needs sophisticated computing 
techniques and is time-consuming that is unavailable for characterizing flow through 
complex fracture networks (Liu et al. 2016a). When flow velocity is sufficiently low, 
the Navier-Stokes equations are commonly reduced to the Reynolds equation, written 
































                     (6-2) 
where x and y are the coordinate system in the mean plane of the fracture, h is the 
hydraulic head, e is fracture aperture, μ is the dynamic viscosity, 𝛾 is the fluid density, 
and g is the gravitational acceleration. Eq. (6-2) is the governing equation of fluid flow 
in each single fracture plane. Since the matrix is assumed to be impervious, the flow 
domain is the union of the NF fractures f  (f = 1..NF), with NI intersection Sk (k = 
1..NI) between fractures. When solving the flow through the whole fracture networks, 
continuity of mass and flux in each fracture intersection line should be considered 

















n                         (6-3) 
where hk is the hydraulic head on intersection Sk, hk,f is the trace of the hydraulic head 
on Sk in fracture f , Fk is the set of fractures intersecting on Sk, vk,f is the flow velocity 
through the intersection in fracture f  and nk,f is the normal unit vector on the 
boundary Sk of fracture f . 
The boundary conditions on the cube faces are assumed as: two opposite faces (Γin 
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and Γout) of the model have fixed heads h1 and h2, other four faces (Γimp) are 
impermeable, and a Neumann zero flux condition on each fracture edge Γf. Boundary 
conditions can be summarized as 




























                       (6-4) 
where, n is the normal unit vector of the boundary. 
A numerical code for solving flow in 3D DNFs that has been developed by the 
authors (Huang et al. 2016a) is used in this study to model fluid flow. This code 
involves three modules. The first module generates the fracture network with fracture 
properties (i.e., length and orientation) following the predetermined distribution 
functions. A computational domain is defined, in which fracture segments outside the 
domain and the isolated ones that do not contribute to flow are deleted. This module is 
accomplished based on the numerical software 3-dimensional distinct element code 
(3DEC). In the second module, the computational domain is firstly triangularly meshed 
in 3DEC. Then the grid points on fracture planes are extracted and converted into 
Matlab inputs. Finally, the third module solves the flow equation using Galerkin 
method, with the continuity of mass and flux guaranteed at the fracture intersection 
lines. More details are described in the previous study of Huang et al. (2016a). The 
equivalent permeability K of the fracture network is back-calculated according to: 







                               (6-5) 
where Q is the flow rate that can be calculated using the developed code, A is the cross 
area, L is the side length of the fracture network and △P is the pressure difference 
between the inlet boundary and outlet boundary. Note that the unit of K is m
2
, which 
can be deduced from Eq. (6-5). 
6.3.2 Flow model in 2D cut planes 
In order to relate the characteristics of 3D fracture networks with those of the 2D 
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ones, 2D fracture networks are obtained by extracting the trace maps from the 
generated 3D DFNs, with the extraction planes parallel to the direction of the hydraulic 
gradient variation, i.e., x-z plane. Fig. 6-1(j) shows a single trace map extracted from the 
original DFN model (Fig. 6-1(d)). The flow in each single fracture in cut plane is 










                            (6-6) 
where ∆h is the hydraulic head difference, Lf is the length of a fracture, respectively. 
The boundary conditions for the cut planes are consistent with those of the original 3D 
model as shown in Fig. 6-1(k). The two boundaries perpendicular to the flow direction 
are set with fixed heads h1 and h2 respectively, and other boundaries are impermeable. 
The Q though the extracted 2D fracture networks can be evaluated in combination 
with the prescribed boundary conditions based on the universal distinct element code 
(UDEC) (Itasca, 2004). Isolated fractures and dead-end segments are deleted before the 
flow calculation. The details of calculation code for fluid flowing in 2D DFNs are 
described in the previous work of Liu et al. (2015). Finally, the equivalent permeability 
of the cut plane can be back-calculated using Eq. (6-5). Then K is transformed into a 
non-dimensional form by dividing K0, in which K0 is the equivalent permeability of a 
single parallel plate fracture parallel to the flow direction with an aperture of 1 mm. 
The dimensionless equivalent permeability 𝐾′ is defined as K/K0 and will herein 
further be distinguished as 𝐾3D
′  and 𝐾2D
′  that correspond to the dimensionless 
equivalent permeability of 3D and 2D DFNs, respectively. 
6.4 Results 
A series of 3D DFNs with increasing fracture density are generated, considering 
different values of fracture length exponents. The fracture densities used for the flow 
calculation varies from 0.01 to 0.0175 m
-3
, and other parameters are the same with 
those defined in Table 6-1. In this section, the effects of fracture length exponent and 
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fracture density are analyzed, and the correlation between dimensionless equivalent 
permeability of 3D fracture network and that of 2D cut-plane is evaluated. Finally, a 
multi-variable regression function is proposed, which can be used to approximate the 
permeability of a 3D fracture network based on its geometrical parameters and 
permeability of its 2D cut planes. 
6.4.1 Effect of fracture length 
Fracture length distribution is assumed to follow power-law functions, with the 
exponent a varying from 2.0 to 4.5, having an interval of 0.5. Note that a larger a leads 
to the more possibility to generate smaller fractures. For the fracture networks with a 
small a = 2.0, the main flow paths of a fracture network is made of a few very large 
fractures, and the flow is mostly channeled in them. The small fractures are less likely 
to intersect and contribute effective pathways for the flow. While the fracture network 
is essentially made up by small fractures when a = 4.5 and the network connectivity is 
ruled by the relatively small fractures. Bour and Davy (1998) applied percolation 
theory to investigate the effect of fracture length on the connectivity. Based on the 
proposed analytical expression of percolation parameter, they concluded that for a > 4, 
small faults rule the connectivity and the system can be equivalent to a unit-length fault 
network in respect to the percolation theory. For 3 < a < 4, which may correspond to 
the natural cases, both small and large faults rule the connectivity. For 1 < a < 3, the 
flow may be strongly localized in few large fractures. The relationships between 𝐾3𝐷
′  
and a for different ρ are shown in Fig. 6-2. With the increment of a, 𝐾3𝐷
′  decreases 
following a linear relationship. As ρ increases, 𝐾3D
′  increases from 3.63 to 8.74 for a = 
2.0, and from 1.56 to 2.98 for a = 4.5. The increment of 𝐾3D
′  (5.11) for a = 2.0 is 
approximately 3.6 times larger than that (1.42) for a = 4.5, indicating that the variation 
of 𝐾3D
′  is more sensitive to a smaller a, which is partly due to substantial difference in 
the total fracture surfaces in the system. 
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Fig. 6-2 Relationships between dimensionless equivalent permeability and fracture length 
exponent for different fracture densities. 
6.4.2 Effect of fracture density  
The fracture density 𝜌 is defined as the number of fractures per unit volume. For 
fracture networks with different a, although the same 𝜌 is defined, the total fracture 
areas are different.  When 𝜌 is kept constant and a decreases from 4.5 to 2.0, the 
number of fractures is the same and the number of large fractures increases, resulting a 
larger fracture areas in the model that have a smaller a. Another parameter P32 that is 
defined as the total area fracture surface per unit volume is calculated (Dershowitz and 









 for a = 4.5. Fig. 6-3 
shows the relationships between 𝐾3D
′  and 𝜌 for different a. The 𝐾3D
′  increases with 
the increasing 𝜌, since a larger 𝜌 increases the probability of fracture interconnection 
and more potential flow paths are therefore available.   
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Fig. 6-3 Relationships between dimensionless equivalent permeability and fracture 
density for different fracture length exponents. 
6.4.3 Permeability of 3D DFN models and 2D cut planes 
Although the permeability of a 2D trace map is commonly considered as an 
approximation to represent the real 3D DFN permeability, this simplification would lead 
to an underestimation of fracture connectivity and permeability of a 3D DFN model 
(Lang et al. 2014). In order to quantify the difference of permeability between 3D DFN 
models and 2D trace maps, eight 2D cut planes are extracted from each 3D DFN, with 
the extraction planes parallel to x-z plane and uniformly intersected with y axis.  
Fig. 6-4 shows the comparison between dimensionless equivalent permeability of 
3D DFN models and 2D cut planes. The calculated 𝐾2D
′  is generally smaller than 𝐾3D
′  
over the entire range of 𝜌  by approximately from 10.45% to 80.92%. The 
permeability of these cut planes is dispersedly distributed and varies within a range of 
five times. There exist some impermeable cut planes, in spite of the fact that their 
original 3D fracture networks are permeable. This phenomenon is relatively obvious 
with a small fracture density. As shown in Fig. 6-4(a), there are even no continuous 
flow path formed for all cut planes with a = 2.0, 2.5 and 3.0. This is due to the fact that 
the 2D cut plane is just one trace map of 3D fracture network, and cannot fully capture 
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Fig. 6-4 Dimensionless equivalent permeability of 3D DFN models and their 2D 
cut planes for different fracture densities with (a) 𝝆=0.01 (m-3), (b) 𝝆=0.0125 
(m
-3
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its geometric characteristics. The fractures connected in a 3D network may not be 
connected in its cross sections. Therefore, directly approximating the permeability of 
2D cut plane to represent that of 3D networks would lead to significant errors. 
6.4.4 A new expression for predicting permeability 
The flow characteristics of 3D fracture networks are significantly correlated with the 
fracture density and power-law exponent of fracture length distribution. Longer 
fractures and higher fracture density imply better fracture connectivity and thus larger 
permeability. Although the 2D cut planes cannot directly represent the flow properties 
of 3D DFN model, it can reflect the actual fracture configuration to some extent. A 
multi-variable regression algorithm is utilized to establish a mathematical expression 
for  𝐾3D
′  based on the above flow calculations. Note that the results of DFN models 
with the density less than 0.0125 m
-3
 are not used for the regression since there forms 
no continuous flow path in cut planes. The obtained best fitted expression is: 
aKK 476.1332.456046.1 2D3D                         (6-7) 
In Eq. (6-7)  𝐾2D
′  is the average permeability of the eight 2D cut planes for each 3D 
DFN model. The inconsistent dimensions in Eq. (6-7) are not considered since it is a 
regression function. Comparisons of the predictions by using Eq. (6-7) and the 
simulated results for the cases as shown in Table 6-2 are demonstrated in Fig. 6-5. The 
correlation coefficient R
2
 between the two curves is 0.845. This indicates Eq. (6-7) 
gives good predictions to the simulation results of the 3D DFNs, in which the center 
location and orientation of each fracture are uniformly and randomly distributed with 
the length following a power-law distribution. 
In order to examine the applicability of Eq. (6-7) for dense fractures, a series of 3D 
DFNs with fracture densities increasing from 0.025 to 0.125 m
-3
, in which the number 
of fractures increases from 200 to 1000, are generated, and for each fracture density, 
six different fracture length exponents of a = 2.0, 2.5, 3.0, 3.5, 4.0 and 4.5 are 
considered. Eight 2D cut planes are extracted from each 3D model with the same way 
mentioned above. In total, 84 3D DFNs (geometrical parameters for these cases are 
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listed in Table 6-2) and 672 2D DFNs are generated. Using Eq. (6-7),  𝐾3D
′  of each 
model is calculated. Lang et al. (2014) proposed a formulation to define the 2D 
dimensionless density of trace maps. They verified that the equivalent permeability of 
the 3D model can be approximated in terms of the permeability of cut plane whose 
dimensionless density is the same with that of 3D model.  𝐾3D
′  of each model is also 
evaluated using the method proposed by Lang et al. (2014), and results are compared 
with predictions using Eq. (6-7), as shown in Fig. 6-6.  A good consistency is 
obtained between the two datasets, which indicates the validity of Eq. (6-7) to evaluate 
the permeability of denser 3D fracture network. 
 




















Fig. 6-5 Comparisons of the calculated and predicted results using Eq. (6-7). 
The proposed model allows for qualitative approximation of permeability of 3D 
fractured rock masses based on 2D analysis. Compared with directly hydraulic 
calculation of 3D fracture networks, 2D computation is much faster and needs less 
computer memory. The 3D fracture network can be generated combined with the 
fracture data observed on the geological survey so that the geometrical parameters in 
the proposed model, i.e. 𝜌 and a, can be obtained (Wilson et al. 2011; Guo et al. 
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2015). Besides,  𝐾2D
′  can be easily calculated using the DFN modeling techniques 
based on the 2D numerical models established by image processing of outcrops of real 
fractured rock masses. Therefore, this model can be used in practice to estimate the 
permeability of 3D fracture networks as a first order estimation. 












 Results using Eq. (6-7)









Fig. 6-6 Comparisons of the results calculated using Eq. (6-7) and Lang’s method. 
The previous works have shown that fracture apertures are correlated with fracture 
lengths, following power law correlations with the exponent generally ranging from 
0.5 to 2.0 (Stone 1984; Hatton et al. 1994; Renshaw and Park 1997; Schultz et al. 
2008; Klimczak et al. 2010; Leung and Zimmerman 2012). Longer fractures usually 
have stronger conductivity and larger apertures than smaller fractures, and the 
distribution of local apertures within the fracture is usually non-uniform. The 
heterogeneous aperture distribution gives rise to fluid flow along several preferential 
flow paths. This phenomenon of uneven flow is the channeling effects, which have 
been demonstrated in previous studies (Tsang and Tsang 1989; Zimmerman and 
Bodvarsson 1996; Maillot et al. 2016; Figueiredo et al. 2016). As a prior work that 
aims to provide a correlation that allows 3D permeability to be extrapolated from 2D 
computations, the aperture heterogeneity was not calculated for simplification but will 
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be considered in the future works. 






















1 0.0125 4.5 29 0.0375 4.0 57 0.0875 4.5 
2 0.0125 4.0 30 0.03125 3.0 58 0.0875 4.0 
3 0.0150 4.5 31 0.0375 3.5 59 0.0625 2.0 
4 0.0125 3.5 32 0.04375 4.5 60 0.0750 3.0 
5 0.0150 4.0 33 0.03125 2.5 61 0.0875 3.5 
6 0.0150 3.5 34 0.04375 4.0 62 0.1000 4.5 
7 0.0125 2.5 35 0.03125 2.0 63 0.0750 2.5 
8 0.0125 2.0 36 0.0375 3.0 64 0.1000 4.0 
9 0.0175 4.5 37 0.0500 4.5 65 0.0750 2.0 
10 0.0175 4.0 38 0.04375 3.5 66 0.0875 3.0 
11 0.0125 3.0 39 0.0500 4.0 67 0.1125 4.5 
12 0.0150 3.0 40 0.0375 2.5 68 0.1000 3.5 
13 0.0175 3.5 41 0.04375 3.0 69 0.0875 2.5 
14 0.0150 2.0 42 0.0500 3.5 70 0.1125 4.0 
15 0.0150 2.5 43 0.0375 2.0 71 0.1000 3.0 
16 0.0175 3.0 44 0.0625 4.5 72 0.0875 2.0 
17 0.0175 2.5 45 0.04375 2.5 73 0.1250 4.5 
18 0.0250 4.5 46 0.0500 3.0 74 0.1125 3.5 
19 0.0175 2.0 47 0.0625 4.0 75 0.1250 4.0 
20 0.0250 4.0 48 0.04375 2.0 76 0.1000 2.5 
21 0.0250 3.5 49 0.0500 2.5 77 0.1125 3.0 
22 0.03125 4.5 50 0.0625 3.5 78 0.1250 3.5 
23 0.0250 3.0 51 0.0500 2.0 79 0.1000 2.0 
24 0.03125 4.0 52 0.0750 4.5 80 0.1125 2.5 
25 0.0250 2.5 53 0.0625 3.0 81 0.1250 3.0 
26 0.03125 3.5 54 0.0750 4.0 82 0.1125 2.0 
27 0.0375 4.5 55 0.0750 3.5 83 0.1250 2.5 
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The application in this paper was limited to domains with negligibly low matrix 
permeability. It cannot model the flow behavior of permeable rock matrix, in which the 
isolated fractures will also affect the permeability. For a medium with fractures 
embodied in a porous solid matrix, fractures and the porous matric interact and both 
permeabilities may vary with space (Lang et al. 2014). Therefore, it is necessary to 
conduct a detailed study of the interaction between the porous matrix and the fractures 
in order to better predict the hydraulic properties of reservoir. 
Another limitation of the approach in this study is that the representative elementary 
volume (REV) of 3D fracture network is not calculated, which is commonly 
considered in 2D fracture networks. The model domain for all cases is a cube with a 
size of 20 m ×20 m ×20 m, and the flow calculations are restricted in the model with a 
density varying from 0.01 to 0.0175 m
-3 
rather than much larger fracture density 
corresponding to higher percolation parameter. The size of the model with low fracture 
density may not reach the REV size. The reason for excluding this factor is the 
limitation of computational efficiency. However, this is an important issue since the 
scale effect will influence the magnitude of permeability significantly, and it should be 
studied in the future works. 
6.5 Conclusions 
This study established a series of 3D DFNs with different fracture densities and 
fracture length exponents, and the influences of these geometrical parameters on the 
dimensionless equivalent permeability were systematically analyzed. A set of 2D 
fracture networks was extracted from the established 3D models. The discrepancy of 
the dimensionless equivalent permeability between 2D and 3D networks was 
quantified. A multi-variable regression function incorporating the fracture density and 
fracture length exponent of 3D DFNs with the dimensionless equivalent permeability 
of 2D cut planes was proposed to predict the dimensionless equivalent permeability for 
3D DFN models. The applicability of the proposed function on the fracture networks 
with dense fractures was discussed. 
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Results show that the dimensionless equivalent permeability of 3D fracture network 
increases with the increasing fracture density following linear relationships. For the 
fracture networks with the fracture length exponent a = 2.0, the fracture network that 
carries flow is mainly consisted of several long fractures; whereas the fracture network 
connectivity is dominated by a large amount of relatively small fractures when a = 4.5. 
The calculated dimensionless equivalent permeability of 2D trace maps is generally 
smaller than that of 3D ones. In spite of the fact that all original 3D fracture networks 
are permeable, there still exist some impermeable trace maps, due to the deficiency of 
2D cut planes to capture the features of real fracture geometries. The validity of the 
proposed regression function is verified by comparisons with Lang’s method with 
correlation coefficient larger than 0.92. Based on this function, the dimensionless 
equivalent permeability of 3D fracture network can be estimated based on its 
geometric properties and permeability of its 2D trace maps, which can be easily 
calculated using the DFN modeling techniques based on the 2D numerical models 
established by image processing of outcrops of real fractured rock masses. Therefore, 
in practice, the proposed model of permeability can be utilized to predict the 
permeability of 3D fractured rock masses as a first order estimation.  In the future, the 
investigations will take into account the influences of the matrix permeability and will 
be extended to consider other factors such as fracture aperture heterogeneity of each 
fracture plane and model scale effect. More generally, the effect of shear-induced 
aperture dilation, opening and closing on permeability variation will be studied. 
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The fluid flow behavior through rock fracture networks and the influences of the 
specific geometrical parameters and shear stress are discussed in this thesis. The main 
conclusions are summarized in this chapter. 
In Chapter 2, the influences of flow direction inclined to the shear direction by 0 ~ 
360° on the change of flow paths and permeability are estimated and the influences of 
fracture size on the permeability and the shear induced flow anisotropy of the natural 
rough-walled rock fracture are quantified. Results show that as the shear displacement 
increases, the contact areas decrease and the void spaces increase. The diversity of 
channeling flow pattern exists in fractures with different JRC. The inclinations between 
the shear direction and macroscopic flow direction have significant effect on the 
permeability of fractures. The largest equivalent permeability usually exists in the 
direction perpendicular to the shear direction, and the smallest one usually exists in the 
direction parallel to the shear direction. The equivalent permeability tends to become 
larger when the macroscopic flow direction is closer to the perpendicular direction of 
the shear. The shapes of flow channels change much as the fracture size increases. The 
permeability in directions both parallel and perpendicular to the shear direction changes 
significantly when fracture size is small, and then changes slightly when model size 
increases to a certain value. The size effects on the permeability in x-direction tend to be 
more obvious than that in y-direction. This is mainly caused by the formations of the 
ridges of contact perpendicular to the shear direction during the shear. The variances of 
the ratio between permeability in x-direction and that in y-direction become smaller as 
the model size increases and then the ratio tends to maintain constant after a certain size, 
with the value mainly ranging from 1.0 to 3.0. 
In Chapter 3, a predictive model is proposed to estimate the permeability of 3D 
self-affine rough fractures during shear. Numerical simulations of shear-flow tests under 
different normal stresses were performed on a series of 3D rough fractures generated 






aperture and permeability were investigated. The results show that joint roughness 
coefficient (JRC) distribution of fracture profiles follows a Gauss function, where JRC 
is an extensively accepted parameter for characterizing fracture surface roughness in 
rock mechanics and rock engineering. As the shear displacement increases, aperture 
distribution becomes more anisotropic and more complex channels of fluid flow are 
formed. Permeability decreases with the increase in normal stress. For a smaller normal 
stress, the change of permeability is more significant because of the larger dilation 
inhibited by a larger normal stress. Due to the significant flow channels induced by 
shearing, the permeability in the direction perpendicular to the shear direction is 
approximately 1.12 ~ 10.98 times as large as that in the direction parallel to the shear 
direction. The validity of the proposed functions for permeability prediction is verified 
by comparisons with reported results in previous works. In practice, the permeability 
can be well calculated as a first-order estimation using the proposed model when the 
parameters such as JRC, shear displacement and normal stress are given. 
In Chapter 4, a numerical analysis of the shear effect on the hydraulic response of 3D 
crossed fracture model is presented. The analysis is based on a series of crossed fracture 
models, in which the effects of fracture surface roughness and shear displacement are 
considered. The shear displacement is applied on one fracture, and at the same time 
another fracture shifts along with the upper and lower surfaces of the sheared fracture. 
Simulation results reveal the development and variation of preferential flow paths 
through the model during the shear, accompanied by the change of the flow rate ratios 
between two flow planes at the outlet boundary. The average contact area accounts for 
approximately 5~27% of the fracture planes during shear, but the actual calculated flow 
area is about 38~55% of the fracture planes, which is much smaller than the noncontact 
area. The equivalent permeability of model will either increase or decrease as shear 
displacement increases from 0 to 4 mm, depending on the aperture distribution of 
intersection part between two fractures. When shear displacement continuously 
increases by up to 20 mm, the equivalent permeability increases sharply first, and then 
keeps increasing with lower gradient. The equivalent permeability of rough fractured 
 
 
Na Huang, Nagasaki University 
169 
 
model is about 26~80% of that calculated from the parallel plate model, and the 
equivalent permeability in the direction perpendicular to shear direction is 
approximately 1.31~3.67 times as larger as that in the direction parallel to shear 
direction. 
In Chapter 5, a numerical procedure is originally developed to address flow problem 
through 3D DFN models. In this method, fractures are modeled as circular discs with 
arbitrary size, orientation and location. Fracture networks are established with fractures 
following well-known statistical distributions, after which the networks are triangulated 
and fluid flow is calculated by solving the Reynolds equation using Galerkin method. 
The results show that the permeability of 2D DFN models that are cut from an original 
3D DFN model would be underestimated by 19.2 ~ 43.6%, comparing with that of the 
3D DFN model. For networks that are consisted of power-law size-distributed fractures, 
the equivalent permeability would decrease exponentially with the increasing length 
distribution exponent. This tendency can be interpreted by incorporating the average 
intersection length, which is a parameter that can reflect the connectivity of a fracture 
network. When the heterogeneity of fracture aperture distribution is considered, some 
tortuous flow paths are formatted in 3D fracture networks. The rougher fracture surface, 
the stronger anisotropy of aperture distribution, and thereby resulting in the larger 
reduction of the network permeability. 
In Chapter 6, the permeability of 3D DFNs is estimated based on the geometrical 
parameters of 3D model and permeability of its 2D trace maps. This is achieved by the 
analysis of 84 3D DFN models and 672 2D DFN models that are cut from 3D ones. The 
relationships between permeability of 3D model and parameters such as fracture 
density, fracture length exponent of 3D models and permeability of 2D cut planes were 
analyzed. A multi-variable regression function was proposed for predicting 3D fracture 
network permeability. The results show that the dimensionless equivalent permeability 
of 3D fracture networks increases with the increasing fracture density following linear 
relationship. For the fracture networks with the fracture length exponent a = 2.0, the 






the fracture network connectivity is dominated by a large amount of relatively small 
fractures when a = 4.5. The permeability of 2D DFN models that are cut from an 
original 3D one underestimates the permeability of 3D DFNs by approximately 
10.45~80.92%. The regression function estimates the evolution of permeability of 3D 
DFNs with a wide range of fracture density from 0.025 to 0.125 m
-3
, and the predicted 
results agree with that calculated using Lang’s method. The proposed model provides a 
simple method to approximate permeability of 3D fracture networks using parameters 
that can be easily obtained from analysis on outcrop trace maps of fractured rock 
masses. 
The hydraulic responses of natural fractured rock mass are still under studied in the 
21
st
 century, and the author expects that these researches presented in this thesis could 
give some contributions to the evolving discipline. 
