. We show that these algorithms are in certain sense e cient when the accuracy of approximation is concerned. The proposed algorithms are computationally straightforward: the whole e ort to compute the decomposition is order N for the sample size N.
If f is C s and the wavelet~ is compactly supported and orthogonal to x l , l = 0; ::M with s < M + 1, the sequence jk decreases as fast as 2 ?j(s+1=2) when j increases (this is easily guessed by using Taylor's formula). Thus, large values of jk are encountered only when f is irregular in the neighborhood of 2 ?j k. These ideas are rigorously formalized in section 2.2.
Generally, the values of f are not available except for a sequence f i = f(X i ), i = 1; :::; N of discrete observations; the analyzing wavelets~ and~ generally cannot be expressed in a compact analytical form. Thus the integral above cannot be computed exactly, and some approximate method should be used to compute the quadrature in (1) . One the other hand, the main interest of using wavelets in data compression and estimation lies in the fact that for a smooth function f the coe cients jk decay rapidly, and consequently, the wavelet projection P j0 f, 
converges promptly to f when j 0 increases. We would like to preserve this property when computing the empirical wavelet coe cients of f on the basis of observations f(X i ). The objective of this work is to design \fast" numeric algorithms to compute the \estimates" of true wavelet coe cients jk when discrete observations of f are available. For the sake of simplicity we suppose that f is a compactly supported function.
Fast wavelet algorithms
In the whole paper, we will work under the following assumption (cf. section 2.1):
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Bernard Delyon, Anatoli Juditsky Assumption 1. The tuple ( ; ;~ ;~ ) forms a biorthogonal multi-resolution analysis such that and are C M+1 for some M 2 N. ( ; ;~ ;~ ) have compact support.~ is orthogonal to polynomials of degree M. Note that by corollary 5.5.2 of 2], in the orthogonal case, the orthogonality to polynomials required in the assumption is a consequence of the regularity.
The algorithm for computing the wavelet coe cients k and jk is based on a calculation of the coe cients jk = Z f(x)2 j=2~ (2 j x ? k)dx; (3) at one ne level j (i.e. large j) which lead to the k = 0k 's and j 0 k 's, j 0 = 0; :::j, through the ltering relations (18) and (19) below. This is this last step which requires the multiresolution structure imposed in assumption 1. Since 2 j~ (2 j x ? k) is a function with integral 1 which peaks severely on 2 ?j k, 2 ?j=2 jk is quite close to f(2 ?j k). The formulas we propose below are ner approximations of this integral, consistent with the smoothness of f and the observations of this function we have at our disposal.
Regularity classes
It is evident that for the estimatef N of f, based on observations f 1 ; :::f N , to converge to f with some interesting rate, we have to suppose that f satis es some regularity constraints. In this paper we consider the Besov constraints. These constraints can be easily expressed in the form of conditions on wavelet coe cients of function f. As a consequence, in the wavelet decomposition of a function from a Besov class generally most coe cients are close to zero and can be neglected. Finally, we use the Besov classes because of their exceptional expressive power (cf. 15]). Theorem 1 says that functions from the Besov spaces can be \well" (in some sense) approximated by piecewise polynomials.
We are to develop fast approximate quadrature formulas to compute wavelet coe cients which are exact for the polynomials. Then good approximation of the underlying polynomials will imply optimal rates of convergence for a function f satisfying Besov constraints.
The calculation of the wavelet coe cients jk depends on the nature of points X i where the observations of f are taken. Let us now turn to the model of observations. We suppose that the available sample (f i ); i = 1; ::; N is noiseless, i.e. we consider the model f i = f(X i ), we call the vector X = (X 1 ; :::; X N ) T the observation design. We consider three types of observation designs below.
Regular point design
We suppose that the observations f k are taken on a regular grid, i.e. X k = k=N; k = 1; :::; N, N = 2 j . A simple (or naive) method in this case consists of considering the values 2 ?j=2 f k as the wavelet coe cients jk . This method was introduced by S. Mallat 9] and widely spread in engineering practice without much rigorous foundation (cf. 1]). A theoretical Irisa On the Computation of Wavelet Coe cients 5 analysis of this method was recently performed by D. Donoho 3] , who has shown that it produces a sort of multi-resolution analysis, though the very form of the wavelet jk in the decomposition (2) depends on the parameter j; thus, reconstruction formula (2) is inapplicable. However, he shows that this method is e cient for coding (this was Mallat's purpose) since the coe cients jk are still small if f is smooth.
We propose here a simple quadrature method for computing wavelet coe cients of a function with regularity s, s < M + 1; this method coincides with preceding \naive" transform if~ (x) has M vanishing moments, i.e. R x l~ (x)dx = 0 for l = 1; :::; M (cf. section 1.5).
Algorithm 1: Theoretical bases for this procedure are given in proposition 1. In simpler words, the idea is that this quadrature formula is exact for polynomials of degree M; thus, using Taylors's formula in equation (3) , one guesses easily that the quadrature error will be quite small.
Regular boxcar design
In this case we suppose that N observations of interval means A 
The remark above remains valid for this algorithm. It can be easily veri ed that the approximation (8) is exact for polynomials of degree M.
1. On the other hand, if orthogonal wavelets are used, lemma 3 below implies that c i = (i) is a convenient choice of the lter c i for algorithm 1. It can be easily veri ed that in this case the computed coe cients k ; jk are:
In this case the result of algorithm 1 is the \empirical wavelet transform" (cf. 5]). In the case of the boxcar design and orthogonal wavelets, lemma 3 and assumption 1 imply that c i = P k>0 0 (i ? k=2) is a convenient lter for algorithm 2. random design, when independent observations X i , i = 1; :::; N are identically distributed on 0; 1] d with some density p(x) p 0 > 0. This situation is common when general scattered data models are concerned. We use the same algorithm for these two cases, though the parameters of the algorithm are chosen di erently.
The algorithms consist of two stages: on the rst step we compute the least-squares estimatesf jk of the values of f(2 ?j (k + 1=2)) at the knots of the regular grid (of the averages over cells of the regular grid) for some resolution j (we discuss the choice of j in section 4 below). Then we use algorithm 1 (algorithm 2, respectively) to compute wavelet coe cients.
This leads to the following algorithms: 
Next we use the estimatesf jk to compute the wavelet coe cients b jk using algorithm 1
( (5) This means that for any jk which contribute to V j we dispose of at least M +1 observation of f in the interval to compute the estimate jk of k = hf; jk i. We would not go further in this direction.
Organization and notations
The paper is organized as follows : in section 2 we recall some notions on wavelets and Besov spaces and introduce notations to be used later. Then we study the properties of algorithms 1 and 2 in section 3. Finally, we consider the case of irregular design and provide the estimates of the accuracy of algorithms 3 and 4 for the case of jittered grid and random design.
The Fourier transform of a function f iŝ
For sequences k and jk we will denote
We denote by C a generic positive constant.
Wavelet decomposition and Besov spaces
This section summarizes basic properties of biorthogonal wavelet and relations between wavelet coe cients norms and norms in Besov spaces (theorem 2). d is here the dimension of the Euclidean space.
Biorthogonal wavelet bases
We recall in this section some basic properties of biorthogonal wavelets. \V j = f0g and \Ṽ j = f0g,
(( 0k ) k2Z ; (~ 0k ) k2Z ) is a biorthogonal basis.
These assumptions imply the existence of two square integrable sequences (h k ) and (h k ) : and do the same with the \tided" variables, we obtain the same relations as given in the theorem (this is a straightforward point). Thus, setting PI n 856 jk (x) = ( (1) jk (x); ::: ( 
Regular design
Recall that P j f = P k jk jk (x) is the projection of f on V j . PI 
Notes: The optimality of the rate of convergence of equation (27) is proved in proposition 3. Equation (26) indicates that k P j f ?P j fk is generically smaller than kf ?P j fk. Note that the latter statement is not true if some extra relation exists between and f such that, for instance, f 2 V j for some j.
Proof of the proposition : We will need the following Lemma 1 Let assumption 1 hold. Then there exists C and j a such that for any f and j j a where the oscillation (1) jk is de ned by the equation (23) We can continue the proof of the proposition. 
The proof of the proposition can be carried out in the same way as that of proposition 1 if we substitute lemma 1 with the one below:
Lemma 2 Suppose that assumption 1 holds and algorithm 2 is used. Then there exists C and j a such that for any f and j j a Proof : We choose j a as in lemma 1 and the best polynomial P of degree M, to approximate f at 2 ?j k at the resolution j ? j a . It follows from equation (7) As we have mentioned in the introduction there are many di erent ways to de ne the lter sequences (c i ) in algorithms 1 and 2. Since~ is a continuous function with compact support which satis es equation (11) above, it is not di cult to check that the numbers M i = R x i~ (x)dx satisfy M 0 = 1 and
(the sequence h k here is de ned in (10) 
This implies the lemma.
Using the same method, we could prove the following result : denote 0 (x) the function de ned with the following equation: Here 1 is the error of estimating the projection P j f with b P j f, and 2 is the error of approximation of P j f using the observations on the regular grid. 
Let P be the optimal polynomial in the de nition (22) of (1) jk . If jV ? 
The proof the bound (41) uses some involved probabilistic argumentation and is beyond the scope of this paper.
Proof : The proof of the proposition is based on the following Lemma 5 Put 0k = min (EV k ). There is C( ) < 1 such that if l 0 C( ) ln N P min 
