In biological system modelling using data-driven black-box methods, it is essential to effectively and efficiently produce a parsimonious model to represent the system behaviour. The Extreme Learning Machine (ELM) is a recent development in fast learning paradigms. However, the derived model is not necessarily sparse. In this paper, an improved ELM is investigated, aiming to obtain a more compact model without significantly increasing the overall computational complexity. This is achieved by associating each model term to a regularized parameter, thus insignificant ones are automatically unselected, leading to improved model sparsity. Experimental results on biochemical data confirm its effectiveness.
Introduction
The phenotypic behaviour of living organisms is determined by the underlying and highly complex interactions of molecules, for example proteins, DNA, RNA or other biochemical substances (Kitano, 2002) . These interactions can occur at an extremely fast rate and the overall dynamics of the cell or higher organism can exhibit high non-linearity. One of the challenges in systems biology is to utilise proven techniques that have been developed in other areas, such as control engineering, and apply these to biological systems to try to gain a better understanding of the function and behaviour of the underlying molecular processes (Wolkenhauer et al., 2003; Wang et al., 2008 Wang et al., , 2009 Gormley et al., 2007) .
In the systems biology literature, the most common approach to model these molecular interactions and signalling pathways is by ordinary/partial differential equations (Levchenko et al., 2000) . These equations describe concentration levels of the individual molecular species in the pathway over time. In control engineering, this is commonly known as the first-principle transparent models, as they are based on the chemical rate equations of the underlying biological process to provide a complete picture of the system at any time. Such models are perfectly feasible when the number of molecular species in the pathway is relatively small. In biological systems, the number of species interactions, however, can become incredibly large, resulting in the model becoming too complex to analyse and even impossible to solve.
As an alternative, data-driven identification of molecular interaction pathways using a black-box approach has recently been investigated by Gormley et al. (2007) . This type of method creates relatively simple non-linear regression models based on the observation data, where the output of the model is a function of previous system states of interest. One of the main objectives in building black-box models, which in many cases are LITPs ones, is to produce a sparse model to effectively represent the system behaviour.
This class of non-linear model comprises a linear combination of some model terms or basis functions that are the functions of past system states and inputs of interest, and has been used to model a wide range of non-linear dynamic systems in the literature. Some examples include the polynomial non-linear AutoRegressive model with eXogenous inputs (polynomial NARX), Radial Basis Function (RBF) networks, etc. It has been shown that LITP models have broad approximation capabilities and have been widely used in modelling and control of complex non-linear engineering systems.
In non-linear system identification and neural network literature, parameter estimation and structure determination are critical issues. For LITP-TTs with additive nodes, the early estimation algorithms make use of the first derivative information, i.e., backpropagation with adaptive learning rate and momentum (BPAM), conjugate gradient, QuickProp, etc. (Bishop, 1995) . The advanced training algorithms like the Levenberg-Marquardt (LM), which make use of the second derivative information, are proved to be more efficient and have been widely used in applications (Marquardt, 1963; Hagan and Menhaj, 1994) .
For construction of LITP-TTs with RBF terms, the conventional approach takes a two-stage procedure, i.e., unsupervised estimation of both the centres and impact factors for the RBF terms and supervised estimation of the linear output parameters. With respect to the centre location, clustering techniques have been proposed by Sutanto et al. (1997) and Musavi et al. (1992) . Once the centres and the impact factors are determined, the linear output parameters can be obtainable using popular matrix decomposition methods, such as Cholesky decomposition, Orthogonal Least Squares (OLSs) or Singular Value Decomposition (Press et al., 1992; Lawson and Hanson, 1974; Serre, 2002; Chen et al., 1991) .
In addition to the parameter estimation, to control the model complexity of LITP-TTs is another important issue, and a number of additive (or constructive, or growing) methods, and subtractive (or destructive, or pruning) methods have been proposed (Mao and Huang, 2005; Chng et al., 1996; Miller, 1990; Platt, 1991; Kadirkamanathan and Niranjan, 1993; Yingwei et al., 1997; Huang et al., 2005) . In particular, it has been shown that ones can add nodes to the network one by one until a stopping criterion is satisfied, thus obtaining more compact networks (Chen et al., 1991) . The techniques they used are subset selection algorithms, where a small number of nodes are selected from a large pool of candidates based on the OLSs (Chen et al., 1991; Korenberg, 1988; Zhang and Billings, 1996; Mao and Huang, 2005) or the fast recursive algorithm (Li et al., 2005a) . The elegance of the method is that the net contribution of the newly added node can be explicitly identified without solving the whole least square problem, leading to significantly reduced computational complexity.
Generally speaking, conventional construction and estimation of LITP-TTs can be extremely time consuming if both issues have to be considered simultaneously (Peng et al., 2006) . Unlike the conventional learning schemes, a more general network learning concept, namely the ELM, was proposed for LITP-TTs (Huang et al., , 2006c Liang et al., 2006a) . For ELM, all the non-linear parameters in the model terms, including both the non-linear input parameters for LITP-TTs with additive nodes or both the centres and impact factors for LITP-TTs with RBF kernels, are randomly chosen independently of the training data. Thus, the training is transformed to a standard least squares problem, leading to a significant improvement of the generalisation performance at a fast learning speed. The output weights in the LITP-TTs are linearly analytically determined (Huang et al., , 2006c Liang et al., 2006a) . It has been proven in an incremental method that the LITP-TTs with randomly generated model terms independent of the training data according to any continuous sampling distribution can approximate any continuous target functions . The non-linear function for additive nodes can be any bounded piecewise continuous functions and the non-linear functions for RBF terms can be any integrable piecewise continuous functions. Further, the ELM is extended to a much wider type of model terms, including fuzzy rules as well as additive nodes, etc. (Huang and Chen, 2007) . The ELM has also been applied in some other areas like biomedical engineering (Xu et al., 2005) , bioinformatics (Handoko et al., 2006; Zhang et al., 2006; Wang and Huang, 2005) , Human-Computer Interface (HCI) (Liang et al., 2006b ), text classification (Liu et al., 2005) , terrain reconstruction (Yeu et al., 2006) and communication channel equalisation (Li et al., 2005b) . This paper investigates the development of compact ELMs for biological systems. This is achieved by incorporating regularised parameters into a forward recursive method, thus the significance of each model term can be revealed and a compact ELM can be obtained. The method is used for the model identification of the MAPK signal transduction pathway and the transcriptional network of SOS response to DNA damage in E. coli, and simulation results confirm the effectiveness.
Linear-in-the-parameter models with tunable terms and Extreme Learning Machine
In system identification, two major elements are essential:
• to determine the model structure describing the functional relationship between the system input and output variables
• to estimate the model parameters that specify any model given the chosen or derived model structure.
The natural approach to data-driven identification is to use linear difference equations to relate input and output observations. Since most practical systems are non-linear, non-linear models are often required. Defining the input of a non-linear discrete system as u(t), the system output as y(t), and given a training data set consisting of N input/output data pairs 1 { ( ), ( )} , N t u t y t = the fundamental goal in system identification is then to find
where the underlying function f(.) is unknown, and θ is the vector of associated parameters, and e(t) is the noise, which is often assumed to be independent and identically distributed (i.i.d.) with constant variance σ 2 . The model input vector is formed using x(t) = [y(t -1),…, y(t -n y ),…, u(t -1),…, u(t -n u ), e(t -1),…, e(t -n e )] T , and n y , n u and n e are lags of output, input and noise.
Suppose that the true underlying function f(.) is continuous and smooth, the problem of non-linear system identification can be regarded as a functional approximation problem for which an estimator f of f is to be sought. Various non-linear model types may be chosen to approximate f, leading to different modelling paradigms. In approximation theory, a popular way of approximating functions is to use a linear regression of non-linear basis functions. These models represent non-linear input/output relationship with a LITPs structure given by
where φ i (x(t)) is a known non-linear basis function mapping, θ i are unknown parameters, and n is the number of basis functions in the model. The LITP models are well structured for adaptive learning, have provable learning and convergence conditions with the capability of parallel processing, therefore many applications have been reported. In particular, LITP-TTs represent a wide class of flexible non-linear models and learning machines in the literature. For such models/learning machines, the ELM concept (Huang et al., , 2006c Chen, 2007, 2008 ) is one of the recent developments, which facilitate extremely fast learning of data and will be discussed in the following.
An LITP-TT is a linear combination of some non-linear terms or basis functions that are usually non-linear functions of the inputs. These non-linear terms have tunable parameters (sometimes called non-linear parameters), thus making the model more flexible and powerful. Generally speaking, there are two major categories of non-linear terms/functions for LITP-TTs (Huang et al., , 2006c Peng et al., 2008 ):
• LITP-TTs with additive terms
• LITP-TTs with RBFs.
An LITP-TT with n additive terms can be formulated by
where x ∈ ℜ d is the input vector, w i ∈ℜ d is the input parameter vector connecting the inputs to the ith model term, b i ∈ℜ is the extra DC parameter of the ith model term, θ i is the parameter connecting the ith model term to the system output, and φi is the non-linear function of the model term.
The RBF models belong to a specific class of LITP-TTs, which use RBF as the model term, and each RBF has its own centre and impact factor with its output being some radially symmetric function of the distance between the input and the centre (Peng et al., 2007; Li et al., 2009 ):
where x ∈ ℜ d is again the system input vector, c i ∈ ℜ d and γ i ∈ ℜ are the centre and impact factor of the ith RBF term, θ i is the parameter connecting the ith RBF term to the system output. Now suppose N samples
are used to identify model (4). Here,
is the input vector and t i ∈ ℜ is a target output. If an LITP-TT with n model terms can approximate these N samples with zero error, it implies that there exist θ I and ω i such that
Equation (5) can be rewritten compactly as:
where
( , , , , , )
It has been proven that the universal approximation capability of LITP-TTs with random model terms generated according to any continuous sampling distribution can approximate any continuous target function Huang and Chen, 2007) . Since the model term parameters ω i of LITP-TTs do not need to be estimated or optimised and may simply be assigned with random values (Huang et al., , 2006c Huang and Chen, 2007 ). Equation (6) then becomes a linear system and the linear output parameters Θ are estimated as: † Θ = P P
where P † is the Moore-Penrose generalised inverse (Rao and Mitra, 1971 ) of the regression matrix P.
The above-mentioned introduction reveals the three issues in the ELM that have to be dealt with in applications. These are
• ELM usually requires larger number of model terms, thus a compact network implementation is demanded
• a large network may lead to the singularity problem in the matrix computation, controlling the network complexity can also reduce or eliminate this problem
• large networks generate high computational overhead in deriving the output weights, a more efficient algorithm is needed.
In fact, these three problems are also closely coupled. If the performance of the network can be improved, the number of required model terms and the corresponding number of output weights can be significantly reduced, leading to the overall reduction of the computational complexity. Moreover, the improved network performance will eventually reduce or eliminate the singularity problem. Once P T P becomes non-singular, a number of efficient algorithms can be used for fast computation of the output parameters. The basic idea in this paper is to introduce individual regulariser to each of the model terms, and an integrated framework is used to improve the computational complexity.
Problem formulation
A generalised LITP-TT with M model terms can be represented by
where ˆ( ) y t is the model output for input vector x(t), φ i (x(t)) is the ith model term/basis function, and θ I is the linear parameter, and the non-linear parameters in φ i (x(t)) are randomly assigned according to the ELM concept.
Define the modelling residual as ( ) ( ) ( ), e t y t y t = − where y(t) is the actual system output. Then, equation (12) can be rewritten as 
where the regularisation parameter vector
The least square estimate of linear output weights that minimises equation (15) is given by 1 (
) .
Define a matrix
Equation (16) can be rewritten as
The associated minimal cost function is then computed as
The Bayesian evidence procedure (Mendes and Billings, 2001 ) can be readily used to optimise the regularisation parameters. The updated formulas for the regularisation parameters are given as:
where N ii is the ith diagonal element of M -1 .
To find a (local) optimal λ i (1 ≤ i ≤ M) usually requires some iterations.
The method
The aim of the method proposed in the paper is to use the forward subset selection procedure to select a compact model. Suppose that k out of M model terms with randomly assigned non-linear parameters already been selected, as denoted by φ 1 , …, φ k . The remaining model terms in the full regression matrix Φ = [φ 1 , …, φ M ] are denoted as φ k+1 , …, φ M . According to equations (17) and (18), for an LITP-TT with k terms, it is obvious that
, and Λ k = diag{λ 1 , …, λ k } contains the corresponding k regularisation parameters from the full regularisation parameter vector λ in terms of the original item index of
Noting equation (19), the regularised cost function expressed in equation (15) is then given by 1 ( ) ( ) .
If a new model term vector φ j ∈ {φ k+1 , …, φ M } is now selected, the selected regression matrix increases by one column, becoming
The corresponding λ j ∈ {λ k+1 , …, λ M } is also selected for φ j , which results in the new regularisation parameter matrix Λ k+1 = diag{Λ k , λ j }. The regularised cost function is updated as
The net contribution of φ j as the (k + 1)th newly selected model term is expressed as
To select a new model term, the contribution equation (26) has to be computed for each of the M -k remaining candidate centres as ∆J k+1 (φ j ), ∀φ j ∈ {φ k+1 , …, φ M ). The one that
gives the biggest net contribution in reducing the cost function is then chosen as the (k + 1)th model term. In this way, the LITP-TT model is constructed in a forward selection fashion, i.e., the model terms with randomly assigned parameters are selected into the final model one by one in terms of their net contributions. The model term selection procedure is terminated until some model complexity criterion is satisfied. This, for example, can be that a certain number, say, n, of model terms have been chosen when the Mean-Squared Error (MSE) is reduced to a given level ρ. The choice of ρ is vital. Too small ρ typically leads to over-fitting because of excessive model terms being selected to overfit noise. Too big ρ, on the other hand, leads to under-fitting, introducing large bias and some important model terms are missed out.
In the proposed method, the regularisation parameters λ i , 1 ≤ i ≤ M, will be optimised every time the model structure is updated. Thus, unnecessary model terms will result in large λ during the iterative optimisation procedure for the regularisation parameters, which effectively force their coefficients to be zero. Therefore, it will become obvious on how many model terms can be included at the final model construction stage. The n regularisation parameters can be updated as follows 
where N ii is the ith diagonal element of 1 .
To facilitate simple numerical implementation of the above-proposed approach, a couple of issues will be addressed: first, updating the regularisation parameters λ i
which is computationally expensive. This is relieved by using a recursive formula to be proposed in the following; second, updating equation (26) can be further simplified by introducing a regression context.
To compute the inverse of M k+1 , define (Li et al., 2010) .
Equation (29) can be computed using the following recursive formula
Next, define a residual matrix series
where Φ k , k = 1, …, M is of full-column rank, and 0 .
Using equations (31)- (33), equation (35) can be further expressed in the following recursive formula.
Thus, using equation (36), equation (26) can be computed as
To further simplify the computation of equation (37)
According to equation (36) 
.
Substituting equation (39) into equation (37), the net contribution of φ j to the cost function can be explicitly expressed as
Given the above-mentioned preparations, the procedure of selecting LITP-TT terms can be summarised as follows.
Step 1) Initialisation: Set λ i , 1 ≤ i ≤ M, to some small positive value and the iteration loop
Step 2 (39), and then increase k = k + 1. E Go to B) to add more model terms, until the construction criterion (ρ) is satisfied or a pre-set maximum model size is reached. This produces an LITP-TT model with n terms.
Step 3): Update λ using equations (27) and (28) with M = n. If λ remains sufficiently unchanged in two successive iterations, or a pre-set maximum iteration number is reached, stop; otherwise, set I t = I t + 1, and go to step 1.
Experimental results
The following sections provide a description of the steps taken to perform the identification of the MAPK signalling pathway and the transcriptional network of SOS response to DNA damage in E. coli.
The MAPK cascade
The MAPK cascade is an important intracellular signalling pathway that is involved in producing many different cellular responses, including cell growth and proliferation (Kholodenko, 2000) . As such, it is an important pathway that can even be implicated in cancer development when its normal signalling process malfunctions. The pathway describes the response of a cell when it detects the binding of extracellular signalling molecules to receptor proteins at the surface of the cell membrane. The binding process results in conformational changes on the part of the receptor that is below the membrane surface, which in turn triggers the activation of a cascade of intracellular signalling proteins. This is a 3-tiered cascade where the kinase at each level is activated through dual phosphorylation at 2 amino acid sites by the activated kinase of the previous level (see Figure 1) . At the end of the cascade, the terminal signalling protein activates target proteins, which alter the behaviour of the cell, for example, by regulating the expression of certain genes, by altering cell shape (by cytoskeletal proteins) or by changing cell metabolism (Alberts et al., 2002) . 
Simulation of the MAPK cascade
To create a black-box model of the MAPK cascade, a set of input-output data is required to perform model estimation and validation. A simulation of the signalling pathway was performed to generate data sets. The mathematical model used for the simulation is based on one derived in Kholodenko (2000) , which includes the addition of negative feedback. This is an 8th order state model with a single-input and single-output (SISO). The model uses Michaelis-Menten enzyme kinetics to derive chemical rate equations for each of the pathway connections in the cascade. The rate equations are given in Tables 1 and 2 . After setting the initial concentrations of each species and rate constants, the physical equations can be solved for a particular time series. Table 2 Rate equations and parameters for each of the 10 reactions in the MAPK pathway diagram (Figure 1) . The Michaelis-Menten constants (K I = 9, K 1 = 10, K 2 = 8, K 3 -K 10 = 15) and molecular concentrations are given in nM.
[Ras0] is the initial concentration of the input protein or MKKK kinase. The catalytic rate constants (k 1 = k 3 = k 4 = k 7 = k 8 = 0.025) and the maximal enzyme rates (V 2 = 0.25, V 5 = V 6 = 0:75, V 9 = V 10 = 0.5) are given in units of s -1 and nM.s -1 , respectively
Source: Kholodenko (2000) 
Identification of the MAPK cascade
A data set of 800 samples was generated from the simulation of the MAPK signalling cascade. The data was then normalised to within the range 0-1. Figure 2 shows a plot of MAPK-PP. Ideally when performing this type of regression modelling, a large data set is used to make certain that the model will capture the entire range of possible dynamics of the system. However, when dealing with biological systems, the amount of data available using current experimental techniques is much smaller than this. For example, a typical differential equation model in the systems biology literature is fitted to a set of around 30-50 data points. This could be a potential stumbling block for applying the identification methods. However, provided the derived model is able to perform well when validated on previously unseen data, then the model can be said to be sufficiently accurate. To investigate the effect that data size has on performance, models were derived using two different subsets of the original samples, including 100 and 200 samples. The 100 samples set was selected from the range 400-500, and 200 samples set was selected from the range 400-600. In each case, an LITP-TT model with RBF terms was constructed. The model input variables Ras (u t ) and MAPK-PP (y t ), with delays of up to 5 time steps each, were used to construct the full model set. The impact factor and the centre of the RBF terms were assigned with random values. The proposed method and the popular OLS were both used to construct the model with 100 samples and 200 samples separately, and the model is then validated on the total of 800 data samples.
When 100 data samples were used for modelling, OLS algorithm selected 20 important hidden nodes. Table 3 shows the training error and validation error on 800 samples. To investigate the proposed algorithm, a predefined 25 terms were selected in order that important terms are not missed out in the updating procedure. As it is shown in Tables 3 and 4, the terms from 17 to 25 were penalised, leading to a smaller model size and better model performance. Figure 3 shows the model output compared with the actual output. The results in Tables 5 and 6 illustrate the experimental results and comparison when 200 samples were used for modelling. The proposed algorithm provided a smaller model size and better performance again. Figure 4 shows the plot of model output. To compare the performances, the results of the validation errors on 800 samples are shown in Table 5 . It should be noted that due to stochastic nature in the searching, the identified models may vary from one run to another and the results shown in the table are typical cases.
The SOS DNA repair system
The proposed method was then employed to model the transcriptional network of SOS DNA repair system of E. coli (Ronen et al., 2002) . Normally, a master repressor protein known as LexA binds to the promoter regions. Once part of the DNA is damaged, a sensor protein RecA binds itself to single-strand DNA, leading to the cleavage of LexA. The drop in LexA level causes the de-repression of other SOS genes (e.g., recA, lexA, umuD, polB, etc.). The repair system is then activated. Figure 5 illustrates the activation process. As the damage is repaired, LexA level increases, and represses the SOS gene again. The transcriptional activity of genes involved is monitored by means of low-copy reporter plasmid in which a promoter controls Green Fluorescent Protein (GFP) (Ronen et al., 2002) . The data is available from http://www.weizmann.ac.il/ mcb/UriAlon.
Figure 5
The SOS DNA repair system in E. coli Source: Cho et al. (2006) The data consists of eight main genes involved in the repair system and four experiments were implemented under different ultraviolet (UV) levels. Each experiment collected 50 points under an interval of 6 min. The proposed algorithm was applied on the first data set with 6 genes (uvrD, lexA, umuD, recA, uvrA and polB (Cho et al., 2006) ) chosen to build the regulation network. The power law function was adopted, and the power parameter of each gene was randomly generated between [-2.0, 2.0]. In the candidate pool, 1000 cross terms were randomly generated, and each term consists of two genes as shown in equation (41). 
where i = 1, …, 1000 is the index of candidate term; 1 6 k ≤ and 1 6 l ≤ are the index of 6 genes uniformly generated from [1, 6] and r 1 and r 2 are random numbers uniformly generated from [-2.0, 2.0]. A separate model for each gene was constructed by the proposed algorithm, each model has 6-8 terms, and their prediction errors are shown in Table 7 . Specifically, the gene lexA can be expressed as: ( 1) ( 
where x i (i = 1, 3, 4, 5, 6) are genes uvrD, umuD, recA, uvrA and polB, respectively. The prediction performance of system dynamics is illustrated in Figure 6 , which confirms that the model predictions match well with the actual measurements. Table 7 Comparison of modelling errors 
Conclusions
In this paper, an improved ELM has been investigated, which aims to obtain a more compact model while without significantly increasing the overall computational complexity. This has been achieved by associating each model term to a regularised parameter, thus insignificant ones are automatically penalised and unselected, leading to improved model sparsity. The method has then been applied to the model identification of the MAPK signal transduction pathway and the SOS DNA repair system. Experimental results have confirmed the effectiveness in producing more compact models with improved performance.
