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Aufgrund der komplementa¨ren Eigenschaften von Bild- und Scandaten werden zunehmend
digitale Photogrammetrie und terrestrisches Laserscanning simultan fu¨r die Erfassung und
Dokumentation dreidimensionaler Objekte verwendet. Ihre gemeinsame Nutzung erfordert
die Korrespondenzherstellung zwischen den unterschiedlichen, heterogenen Datentypen und
die Verknu¨pfung gleicher Datentypen verschiedener Aufnahmestandpunkte.
Das in dieser Arbeit entwickelte Verfahren nutzt spezielle Passobjekte, um bessere Bedin-
gungen fu¨r eine Korrespondenzherstellung zu schaffen. Der Schwerpunkt liegt dabei in der
Verknu¨pfung der Scandaten.
Die Eckpunkte von Wu¨rfeln werden als Passpunkte zur Bestimmung der Transformations-
parameter verwendet. Die Zerlegung des Wu¨rfels in seine Einzelelemente (Ebenen, Kan-
ten, Eckpunkte) und die Extraktion der Wu¨rfeleckpunkte erfolgt mittels eines RANSAC-
Algorithmus sowie der Ausgleichung und Verschneidung der Wu¨rfelebenen auf Basis eines
topologischen Modells. Dieses erlaubt durch seine Eindeutigkeit die Bestimmung der ra¨um-
lichen Ausrichtung des Wu¨rfels.
Die Genauigkeit der berechneten Wu¨rfelgeometrie ha¨ngt in erster Linie von der Aufnahme-
entfernung ab. Fu¨r eine Distanz <10m werden maximale La¨ngenabweichungen der Raum-
und Fla¨chendiagonalen der Wu¨rfel von ± 4mm erhalten. Die berechneten Werte fu¨r die
Transformationsparameter bei der Verknu¨pfung der Scandaten sind vergleichbar mit den Re-
sultaten bestehender Verfahren zur Registrierung von Scandaten. In Abha¨ngigkeit von der
Aufnahmekonfiguration betragen die Restklaffungen der Passpunkte bis zu 5mm. Im Gegen-
satz zu bestehenden Verfahren werden mit nur einem Wu¨rfel bereits gute Na¨herungswerte
fu¨r die Transformationsparameter erhalten. Die Bestimmung der Wu¨rfeleckpunkte aus den
Scandaten schafft zugleich gute Voraussetzungen fu¨r eine Verknu¨pfung mit den Bilddaten, die
unabha¨ngig von der Position des Scannerstandpunktes aufgenommen werden ko¨nnen.
Abstract
Images and scans have complementary characteristics. Therefor the simultaneous use of Digital
Photogrammetry and Terrestrial Laser Scanning for capturing and documentating 3D-objects
has increased. However, their common use requires both the fusion of heterogeneous data from
different sources and homogeneous data measured from different viewpoints.
The developed method uses particularly designed tie objects, in order to create better condi-
tions for correspondence. The main focus is on the registration of the scan data.
The vertices of cubes are used as control points for the estimation of the registration parame-
ters. The segmentation of the cube in its several components (planes, edges, vertices) and the
extraction of the vertices are realized by a RANSAC algorithm as well as the adjustment and
intersection of the planes based on a topological model. Due to the uniqueness of this model,
the determination of the spatial orientation of the cube is possible.
The accuracy of the computed cube geometry depends primarily on the distance. For a distance
<10m, the maximum deviations of the space and surface diagonals are ±4mm. The results of
the values of the registration parameters are comparable to the results obtained by existing
methods. Depending on the scan configuration the residuals at the control points are <5mm.
In contrary to existing procedures, one cube delivers already good approximate values for the
transformation parameters. At the same time, the determination of the cube vertices from
the scan data lays good basis to link scan data with photogrammetric images, which can be
captured by an external camera, independent from the position of the scanner.
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91 Einleitung
Fu¨r die Erfassung, Modellierung und Interpretation dreidimensionaler Objekte sind geometrische und
visuelle Informationen, wie Farben und Texturen, von zentraler Bedeutung. Zur Datenerfassung bieten
sich damit Laserscanning und digitale Photogrammetrie an. Sie liefern Scan- und Bilddaten mit unter-
schiedlichen charakteristischen Eigenschaften.
Die Analyse dieser Eigenschaften zeigt, dass sich beide Datentypen komplementa¨r erga¨nzen ([AGL07],
[JSF+04], [KTMG02], [Ker03]). Sollen Objekte dokumentiert werden, empfiehlt es sich daher, beide Er-
fassungstechniken simultan zur Aufnahme eines Objektes zu benutzen. Gelingt es, die komplementa¨ren
Eigenschaften von Bild- und Scandaten sinnvoll zu kombinieren, indem die Sta¨rken der beiden Messver-
fahren genutzt werden, und ihre verschiedenartigen Informationen zu verknu¨pfen, kann die Datengrund-
lage fu¨r das zu dokumentierende Objekt erweitert und verbessert werden. [SW06] spricht von einem
”
anspruchsvolleren Produkt“, das bei der Kombination von terrestrischem Laserscanning mit digitalen
Bildern entsteht. [Prz05] sieht den Nutzen einer kombinierten Auswertung von Bild- und Scandaten im
Ausgleich systemisch bedingter Nachteile der einen Technologie durch die Vorteile der zweiten, wodurch
das Gesamtsystem an Leistungsfa¨higkeit gewinnt.
Nach [Luh10a] sorgt die Kombination laserbasierter Messverfahren mit bildgebenden Aufnahme- und
Auswertemethoden fu¨r eine Erweiterung ihres Nutzungspotentials. Ein Modell, das u¨ber Informationen
beider Datentypen verfu¨gt, verspricht eine verbesserte Interpretationsgrundlage, die sich durch eine voll-
sta¨ndigere oder genauere geometrische Repra¨sentation eines Objektes und/oder durch eine ho¨here visuelle
Attraktivita¨t (z.B. durch Texturen) zeigt [Ro¨n07].
Um Bild- und Scandaten gemeinsam nutzen zu ko¨nnen, muss die Korrespondenzherstellung zwischen den
unterschiedlichen, heterogenen Datentypen und die Verknu¨pfung gleichartiger Datentypen unterschiedli-
cher Aufnahmestandpunkte mit Hilfe korrespondierender Elemente realisiert werden.
Die Verknu¨pfung gleichartiger, homogener Datentypen beruht dabei auf den Eigenheiten der Messver-
fahren. So mu¨ssen zwischen Bildern unterschiedlicher Standpunkte Korrespondenzen hergestellt werden,
um eine 3D-Information generieren zu ko¨nnen, wa¨hrend bei Scandaten die Korrespondenzherstellung
von Punktwolken unterschiedlicher Standpunkte eine vollsta¨ndigere Erfassung des Aufnahmeobjektes er-
mo¨glicht. Fu¨r beide Verfahren existieren unterschiedliche Methoden. Die Verknu¨pfung von Scandaten
unterschiedlicher Aufnahmestandpunkte stellt dabei ein umfangreiches Forschungsgebiet dar ([KSHM10],
[DB06], [Als06], [AF06], [Akc03]).
Durch die Heterogenita¨t der Bild- und Scandaten erweist sich ihre Korrespondenzherstellung als beson-
ders schwierig. Wird eine frei gefu¨hrte Kamera verwendet, die ein Ho¨chstmaß an Flexibilita¨t bei der
Bildaufnahme ermo¨glicht, mu¨ssen in den Bild- und Scandaten identische Strukturen erkannt werden, die
sich aufgrund der unterschiedlichen Perspektive verschieden abbilden.
Um dennoch eine – mo¨glichst universelle – Korrespondenzherstellung von Bild- und Scandaten zu ermo¨g-
lichen, sollen eigens konzipierte Passobjekte eingesetzt werden, die auf die Charakteristiken der beiden
Messverfahren abgestimmt sind. Diese sollen sowohl fu¨r eine Verknu¨pfung der heterogenen, als auch der
homogenen Datentypen verwendet werden.
Das Ziel dieser Arbeit besteht in der Verknu¨pfung der Scandaten mit Hilfe eines neu entwickelten Ver-
fahrens. Durch den Einsatz spezieller Passobjekte sollen Schwa¨chen bestehender Methoden ausgeglichen
und die Voraussetzungen fu¨r die gemeinsame Verwendung von Bild- und Scandaten geschaffen werden.
Die Kap. 2 - 4 widmen sich den Messprinzipien, den charakteristischen Eigenschaften und den Verar-
beitungsschritten bei der Verwendung von Scan- und Bilddaten. Wa¨hrend in Kap. 2 und Kap. 3 eine
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weitgehend isolierte Betrachtung der beiden Messverfahren erfolgt, zeigt Kap. 4 ihre komplementa¨ren
Eigenschaften und ihre gemeinsamen Einsatzmo¨glichkeiten.
In Kap.5 und Kap.6 wird der Prototyp eines geeigneten Passko¨rpers entwickelt. Anhand dieses Prototypen
wird in Kap. 7 der neu entwickelte Lo¨sungsansatz zur Verknu¨pfung von Scandaten pra¨sentiert, bevor in
Kap. 8 Untersuchungsergebnisse vorgestellt werden.
Kap. 9 widmet sich abschließend der schematischen Vorgehensweise zur Identifikation der korrespondie-
renden Punkte in den Bilddaten.
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2 Terrestrisches Laserscanning
2.1 Anwendungsgebiete, Klassifikation und Leistungsmerkmale terrestrischer
Laserscanner
Das Terrestrische Laserscanning (TLS) hat sich innerhalb der letzten zehn Jahre in einer Reihe von An-
wendungsgebieten als zuverla¨ssiges 3D-Messverfahren etabliert ([Luh10a], [IW09]). Nach [Kut07] stellen
terrestrische Laserscanner eine attraktive Erweiterung der geoda¨tischen Sensorik dar, da sie eine schnellere
fla¨chenhafte geometrische Aufnahme und U¨berwachung von Objekten als mit konventionellen Methoden
ermo¨glichen.
Das Anwendungsspektrum ist groß. Laserscanner kommen derzeit in der Architektur, der Archa¨ologie,
der Bauforschung und Denkmalpflege ([Sem05]), im Verkehrswesen ([Rie06], [KH06]), bei der Bauwerks-
u¨berwachung ([Eli09]) und in der Kriminalistik ([Buc09], [Ko¨s07]) zum Einsatz.
Je nach Art der Messaufgabe ergeben sich verschiedene Anforderungen an des Messsystem. Nach [SW06]
bestimmen Kriterien wie die Punktdichte (Abstand zweier benachbarter Punkte), die Reichweite, die
Genauigkeit und die Messrate (Punkte/Zeit) sowie die Gro¨ße des Messfeldes die Eignung fu¨r die jeweilige
Messaufgabe.
Die sehr unterschiedlichen Anforderungen haben dazu gefu¨hrt, dass sich derzeit eine Vielzahl von unter-
schiedlichen Scannern auf dem Markt befinden. Einen allgemeinen U¨berblick u¨ber Produktinformationen
von terrestrischen Laserscannern sowie den Vergleich der Systeme liefert [GIM11] bzw. [GIM10].
Die Vielzahl der verfu¨gbaren Systeme hat zu unterschiedlichen Klassifikationen gefu¨hrt. [IW09] unter-
scheidet terrestrische Laserscanner nach ihrer Bauform und Funktionalita¨t. [Ker03] differenziert zum
einen nach unterschiedlichen Arten der Abtastung (Servomotor, Planspiegel, Spiegelpolygonen oder Pris-
men), zum anderen nach dem Gesichtsfeld (Field of View), d.h. dem Winkelmess- bzw. Aufnahmebereich,
den ein Scanner pro Scan abdecken kann. Ebenso wie [Wo¨l09] unterteilt [Sta05] die Systeme nach ihrer
Strahlablenkung und dem Distanzmessverfahren, nennt zudem jedoch auch weitere Kriterien wie beispiels-
weise Preis und Gewicht. [Gor08] nimmt ebenfalls die Klassifikation nach dem Distanzmessverfahren vor
und unterscheidet zwischen polar messenden Laserscannern, die durch Verfahren der elektrooptischen Di-
stanzmessung die Entfernung zur Objektoberfla¨che messen, und Laserscannern, welche die Distanz zum
Messobjekt u¨ber das Triangulationsverfahren ermitteln. Die polar messenden Laserscanner verwenden
zur elektrooptischen Distanzmessung entweder das Impulsmessverfahren oder das Phasenvergleichsver-
fahren. Beide Verfahren unterscheiden sich vor allem im maximalen Messbereich. Impulslaufzeitgera¨te
dominieren bei großen Distanzen, wa¨hrend hohe Geschwindigkeit und hohe Ortsauflo¨sung die Sta¨rke
der Phasenvergleichssysteme sind [Wo¨l09]. Die Funktionsweise beider Verfahren wird unter anderem in
[Sch96], [JSH08], [Ker03] ausfu¨hrlich dargestellt.
Aus den vorherigen Betrachtungen wird deutlich, dass keine einheitliche Klassifikation der Laserscanner
existiert und unterschiedliche Leistungsmerkmale der Scannersysteme fu¨r die jeweilige Messaufgabe von
Bedeutung sind. Tab. 2.1.1 zeigt beispielhaft die wesentlichen Leistungsmerkmale des Laserscanners
HDS 6000 von Leica Geosystems ([Lei10]), der bei den folgenden Untersuchungen und Auswertungen
verwendet wird.
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Tab. 2.1.1: Auszug der Leistungsmerkmale des Laserscanners HDS 6000 ([GIM07])
HDS 6000 Leica Geosystems
Distanzmessverfahren Phasenvergleichsverfahren
Wellenla¨nge 650 - 690nm
Maximale Reichweite 79m bei 90% und 50m bei 18% Albedoa
Auflo¨sung bzw. Punktabsta¨nde s. Tab.2.2.1
Genauigkeit der Distanzmessung bis 25m (1σ) 4mm bei 90% und 5mm bei 18% Albedoa
Durchmesser des Strahls beim Verlassen der
Optik
3mm
Laserspotgro¨ße in 50m Entfernung 14mm
Intensita¨tswertcodierung 12 bit ≡ 4096 Grauwertabstufungen
Gesichtsfeld (Field of View) 310◦ (vertikal) × 360◦ (horizontal)
Winkelschrittweite 0.009◦
Messrate 500.000 Punkte pro Sekunde
adefiniert nach [Lei10]
2.2 Messprinzip und Messgro¨ßen terrestrischer Laserscanner
2.2.1 Geometrieinformation
Beim terrestrischen Laserscanning handelt es sich um ein reflektorloses Messverfahren zur Streckenmes-
sung. Ein vom Laserscanner ausgesandter Zielstrahl wird von Objekten innerhalb des Strahlenganges
reflektiert und am Scanner wieder empfangen. [Wo¨l09] beschreibt das Messprinzip des Laserscannings
folgendermaßen:
”
Man sende Licht in Richtung des Objektes, dessen Abstand zu bestimmen ist und mes-
se die Zeit, die es fu¨r den Hin- und Ru¨ckweg beno¨tigt und speichere die Abstandsinformation zusammen
mit der Winkelinformation und eventuell noch einem Helligkeitswert in einer Datei.“
Durch die Ablenkung des Zielstrahls in horizontaler und vertikaler Richtung wird das Objekt in einem re-
gelma¨ßigen Raster abgetastet und eine sehr große Punktmenge innerhalb eines kurzen Zeitraumes erfasst.
Es sind keine reproduzierbaren Einzelpunktmessungen mo¨glich ([JSH08]).
Zur Strahlablenkung werden unterschiedliche Verfahren angewendet ([Ker03], [Wo¨l09]). [Rie04] beschreibt
eine Mo¨glichkeit der Strahlablenkung nach dem
”
tachymetrischen Messprinzip“. Hierbei wird das instru-
menteneigene polare Koordinatensystem durch eine vertikale Drehachse (Stehachse), eine horizontale
Drehachse (Kippachse) sowie durch den Laserstrahl (Zielachse) realisiert. Die Strahlablenkung erfolgt
durch einen sich schnell drehenden oder oszillierenden Polygonspiegel im Strahlengang des Laserstrahls
in Verbindung mit einer langsamen Drehung um die vertikale Gera¨teachse.
In Anlehnung daran definieren [Sta97] und [Nei06] einen terrestrischen Laserscanner mit tachymetrischem
Messprinzip als die Realisierung eines lokalen Koordinatensystems, dessen Orientierung im Raum grund-






Strecken“ berechnet werden und auf das scannereigene, lokale Koordinatensystem bezo-
gen sind. Die
”
Richtungen“ entsprechen hierbei den Ablesungen des Horizontalkreises, die
”
Winkel“ den
Ablesungen des Vertikalkreises am Tachymeter.
Die Drehachse muss fu¨r die Messung nicht in Zenitrichtung ausgerichtet sein. Einige Scanner, wie bei-
spielsweise der HDS 6000, verfu¨gen jedoch u¨ber Neigungssensoren und ermo¨glichen die Ausrichtung der
vertikalen Drehachse in Zenitrichtung.
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[Gor08] definiert das scannereigene Koordinatensystem als orthogonales Rechtssystem mit der Begru¨n-
dung, dass die
”
u¨blichen terrestrischen Laserscanner“ Koordinaten in einem mathematischen Rechtssys-
tem liefern. Die Drehachsen werden als prima¨re und sekunda¨re Drehachsen bezeichnet, die der vertikalen
und horizontalen Drehachse, definiert nach [Rie04], entsprechen (Abb. 2.2.1).
Aus den origina¨r erfassten zwei Winkeln ϕ und θ sowie der Strecke r lassen sich die kartesischen Koor-





 cosϕ sin θsinϕ sin θ
cos θ
 (2.2.1)
Die erfassten Punkte liegen direkt als 3D-Koordinaten im lokalen Bezugssystem des Scanners vor. Durch
scannerinterne Software werden bei der Umrechnung in 3D-Koordinaten an die urspru¨nglichen Messwerte
(r, ϕ, θ) Korrekturen angebracht, die fu¨r den Benutzer nicht mehr ersichtlich sind und damit keine Aussage

















Abb. 2.2.1: Instrumentensystem eines Laserscanners definiert durch die prima¨re und sekunda¨re Drehachse
([Gor08])
Die sich derzeit am Markt befindlichen Scanner ko¨nnen je nach Typ und verwendeten Gera¨teeinstellungen
bis zu einer Million Punkte pro Sekunde (Leica Geosystems HDS 7000 ([Lei11a])) erfassen.
2.2.2 Intensita¨tswert
Neben der Geometrieinformation liefern terrestrische Laserscanner fu¨r jeden erfassten Punkt einen In-
tensita¨tswert. Dieser beziffert die von der Objektoberfla¨che reflektierte Energie des Laserstrahls, die am
Scanner wieder empfangen wird.
Der physikalische Mechanismus der Lichtreflexion la¨sst sich als Absorption und Abstrahlung des Lichts
durch die Atome des reflektierenden Mediums erkla¨ren ([Tip00]). Die Reflexion an einer glatten Oberfla¨che
entspricht einer regula¨ren oder Spiegelreflexion. Die diffuse Reflexion entsteht dadurch, dass wegen der
rauhen Oberfla¨che reflektierende Strahlen von verschiedenen Punkten mit unterschiedlichen Winkeln ins
Auge fallen ([Tip00]).
Bei einfachen Reflexionsmodellen wird die Oberfla¨che als ideal diffus (Abb. 2.2.2 (b)) oder ideal spiegelnd
(Abb. 2.2.2 (a)) angenommen, wobei die ideal diffus reflektierende Oberfla¨che auch als Lambert’sche
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Oberfla¨che bezeichnet wird ([Jut07]). Reale Oberfla¨chen stellen eine Mischung aus beiden Eigenschaften
dar. Sie sind weder ideal diffus noch ideal spiegelnd (Abb. 2.2.2 (c)).
(a) (b) (c)
Abb. 2.2.2: Arten der Reflexion ([Ker03]) – (a) – spiegelnde Reflexion – (b) diffuse Reflexion – (c) diffuse
Reflexion mit Spiegelung
[JSH08] beschreibt die spektrale Reflektanz als Verha¨ltnis zwischen empfangener und abgestrahlter Licht-
leistung in Abha¨ngigkeit von der Wellenla¨nge des Laserlichtes und der Farbe des Objektes. Gema¨ß [Sto¨00]
la¨sst sich der spektrale Reflexionsgrad φ(λ) als Verha¨ltnis des gesamten reflektierten Strahlungsflusses Φr





Der Reflexionsgrad ha¨ngt stark vom Material und dessen Oberfla¨chenbeschaffenheit ab. Dunkle Fla¨chen
absorbieren den gro¨ßten Teil des Signals und reflektieren nur einen geringen Anteil. Fu¨r schwarzes Papier




Die dem Messprinzip zugrunde liegende fla¨chenhafte Erfassung bedingt, dass sich keine diskreten, frei
gewa¨hlten Punkte direkt bestimmen lassen. Die Oberfla¨che wird vielmehr gema¨ß einer gewa¨hlten Win-
kelschrittweite in einem Raster erfasst.
Bei einer festgelegten konstanten Winkelschrittweite werden Objekte gleicher Gro¨ße mit zunehmender
Entfernung mit einer geringeren Punktanzahl dargestellt. Ebenso verringert sich die Punktanzahl bei
einem gro¨beren Scanraster, d.h. bei einer geringeren Auflo¨sungsstufe. Der Punktabstand zweier benach-
barter Punkte steigt linear mit der Entfernung.
Tab. 2.2.1 zeigt die theoretischen Punktabsta¨nde des Laserscanners HDS 6000 bei den vier wa¨hlba-
ren Auflo¨sungsstufen (ultra-high, highest, high, middle) sowie unterschiedlichen Entfernungen unter der
Annahme, dass die Fla¨chennormale des Objektes und die Beobachtungsrichtung des Laserscanners den
Auftreffwinkel α = 0◦ bilden (vgl. Kap. 2.3.3).
Fu¨r die Angabe der erfassbaren Punktanzahl auf der Oberfla¨che ist die Ausrichtung des Objektes zum
Scanner zu beru¨cksichtigen. Eine senkrecht zum Laserstrahl ausgerichtete Ebene liefert die gro¨ßte Punkt-
anzahl. Fu¨r eine ebene Platte mit der Kantenla¨nge kl=100mm in 5m Entfernung ergeben sich gema¨ß der
obigen Tabelle bei der Auflo¨sung ultra-high (0.009◦) etwa 15600 Punkte.
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Tab. 2.2.1: Auflo¨sungsstufen des HDS 6000 ([Lei10])
Entfernung [m]








1 0.2 0.3 0.6 1.3
3 0.5 0.9 1.9 3.8
5 0.8 1.6 3.1 6.3
7 1.1 2.2 4.4 8.8
10 1.6 3.1 6.3 12.6
13 2.0 4.1 8.2 16.3
25 3.9 7.9 15.7 31.4
Wird diese Platte in Bezug zur Aufnahmerichtung verkippt oder verdreht, reduziert sich die Anzahl
der erfassbaren Punkte auf der Oberfla¨che der Platte. Durch eine Verkippung um den Winkel a1 bzw.
a2 in Aufnahmerichtung nach hinten reduziert sich die Kantenla¨nge kl in vertikaler Richtung zu den







kl1 = cos a1 · kl
kl2 = cos a2 · kl (2.2.3)
Abb. 2.2.3: Einfluss der Objektausrichtung auf die Punktanzahl
Es ergeben sich fu¨r kl=100mm sowie a1=30
◦ bzw. a2=70◦ die Werte kl1 =87mm und kl2 = 34mm. Ge-
ma¨ß des obigen Beispiels reduziert sich bei 5m Entfernung und der Auflo¨sung von 0.009◦ die Punktanzahl
auf etwa 13600 bzw. 5300 Punkte.
2.2.3.2 Divergenz des Laserstrahls




Laserspot“ bezeichnet – bestimmt. Da der Kollimierbarkeit des Strahls physikalische
Grenzen gesetzt sind ([Wo¨l09]), ergibt sich ein entfernungs- und schnittabha¨ngiger Laserspot ([JSH08]).
Die Kollimierbarkeit des Strahls ha¨ngt von der Laserwellenla¨nge λ und vom Durchmesser D0 des Strahls
beim Verlassen der Optik ab. Nach [Wo¨l09] la¨sst sich der Durchmesser D des Laserflecks im Abstand z





4 · λ · z
pi ·D20
)2
≈ D0 + 4 · λ
pi ·D0 · z (2.2.4)
Gema¨ß (2.2.4) hat sich nach 15m ein Laserstrahl mit einer Wellenla¨nge λ=660nm und einem Durchmesser
des Strahls beim Verlassen der Optik D0=3mm auf ca. 7mm aufgeweitet. In 50m Entfernung entspricht
dies einer Laserspotgro¨ße von ca. 14mm (vgl. Tab. 2.1.1).
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Je kleiner der Laserspot, desto kleiner der Rauschanteil bedingt durch den Footprint ([SS05]). Ein gro¨ßerer
Laserspot verursacht hingegen eine Verringerung der Signalsta¨rke, die in Richtung des einfallenden Strahls
reflektiert wird, und eine Vergro¨ßerung des Rauschanteils. Das Messrauschen in Abha¨ngigkeit von der
Entfernung la¨sst sich auch aus den technischen Spezifikationen einiger Laserscannerhersteller entnehmen,
z.B. [Zol11a].
Die Divergenz des Laserstrahls sollte bei der Wahl der Auflo¨sungsstufe beachtet werden. Die Winkelab-
tastung sollte mindestens so groß gewa¨hlt werden wie die Strahldivergenz ([Ker03]). Wird eine Winkel-
abtastung kleiner als die Strahldivergenz gewa¨hlt, sind die Messungen stark korreliert und besitzen den
gleichen Informationsgehalt ([Ker03]). Die Divergenz des Laserstrahls kann vor allem an Kanten zu Pro-
blemen fu¨hren (Kap. 2.3.1). Abb. 2.2.4 zeigt dies exemplarisch.
(a) (b) (c)
Abb. 2.2.4: Auspra¨gung der Reflexionsfla¨che im Zusammenhang mit der Strahldivergenz ([Ker03]) –
(a) Schra¨ge Reflexionsfla¨che – (b) Konkave Kante – (c) Konvexe Kante
2.3 Einflussfaktoren auf die Messgro¨ßen
Auf die Messgro¨ßen (Strecken, Winkel und Intensita¨tswerte) wirken verschiedene Einflussfaktoren, die im
Folgenden erla¨utert werden.
Nach [Wo¨l09] ist fu¨r den Messbereich, die Messunsicherheit und die Messrate die optische Leistung, die
auf den Detektor trifft, entscheidend. Diese wird im Wesentlichen von der Entfernung des Objekts zum
Scanner, der Oberfla¨chenreflektivita¨t bzw. den Materialeigenschaften und dem Auftreffwinkel, d.h. der
Ausrichtung der Fla¨chennormalen des Objektes gegenu¨ber der Messrichtung, bestimmt ([Bo¨h05a], [SI04],
[JSH08]).
2.3.1 Messentfernung
Mit zunehmender Messentfernung sorgt die unvermeidliche Divergenz des Laserstrahls (vgl. Kap. 2.2.3.2)
dafu¨r, dass sich der Durchmesser des Laserstrahls vergro¨ßert. Je weiter des Objekt entfernt ist, desto
gro¨ßer der Durchmesser des Laserspots auf dem Objekt.
Nach [Jut07] bewirken unterschiedlich weit entfernte Objektbereiche innerhalb des Strahlenganges in
Abha¨ngigkeit von den beleuchteten Objektbereichen unterschiedliche Entfernungswerte. Abb. 2.3.1 soll
dies anhand unterschiedlicher Aufnahmesituationen verdeutlichen.
2.3 Einflussfaktoren auf die Messgro¨ßen 17
Abb. 2.3.1: Einfluss der Oberfla¨chenform auf die Signalform ([Jut07])
a) Bei der Beleuchtung einer horizontalen, ebenen Oberfla¨che von oben durch einen Laserstrahl zeigt
sich, dass die empfangene Signalform des zuru¨ckgestreuten Laserpulses identisch mit der ausgesen-
deten Signalform des emittierten Laserpulses ist.
b) Eine relativ zur Ausbreitungsrichtung des Laserstrahls geneigte Ebene verfu¨gt hingegen u¨ber un-
terschiedliche Entfernungen innerhalb des Strahlenganges. Sie umfassen ein gewisses Entfernungs-
intervall, das von der Gro¨ße des Strahldurchmessers auf der Oberfla¨che und der Orientierung der
Oberfla¨che relativ zum Scanner abha¨ngig ist. Die ermittelte Entfernungsinformation ist daher mit
einer ho¨heren Messunsicherheit behaftet.
c) Werden zwei Bereiche unterschiedlicher Entfernung beobachtet, kann es zu einer Deformation der
empfangenen Signalform kommen, woraus sich ein Mischsignal der beiden Fla¨chen ergibt. Nach
[Bo¨h05a] wird nur derjenige Teil des Strahls reflektiert, der auf das Objekt trifft, der andere Teil
des Strahls wird nicht oder an anderen Objekten reflektiert. Dadurch entsteht eine fehlerhafte
Distanzmessung. An Unstetigkeitsstellen treten solche fehlerhaften Distanzmessungen geha¨uft auf
und zeigen sich in der Punktwolke als sogenannte
”
Kometenschweife“. Ein weiterer Fehlereinfluss
kommt dadurch zustande, dass der Punkt stets fu¨r die Mitte des Strahls berechnet wird, auch wenn
das Objekt nur im Randbereich des Strahls getroffen wird ([Bo¨h05a]).
Da Kanten die Grenze zwischen Objekten bilden, besitzen diese im Allgemeinen ein ho¨heres Messrau-
schen. Im Extremfall erscheinen fehlerhafte (imagina¨re) Zwischenpunkte in der Punktwolke, beispielhaft
dargestellt in Abb. 2.3.2 (a)). Die dort zwischen dem Vorder- und Hintergrund auftauchenden Scanpunkte
sind in der Realita¨t nicht vorhanden.
Sollen Kanten aus einer Punktwolke extrahiert werden, muss ihr ho¨heres Messrauschen entsprechende
Beachtung finden. So ist bei der Extraktion von Kanten mittels Kru¨mmungswerten, die direkt aus den
gemessenen Kantenpunkten ermittelt werden, ein schlechteres Ergebnis zu erwarten, als beim Schnitt von
zwei erfassten ebenen Fla¨chen, da diese u¨ber ein geringeres Messrauschen verfu¨gen.
Die Problematik der Kantenerfassung wird unter anderem in [Wo¨l09] und [Ker03] thematisiert. [Bo¨h05a]
versucht die Qualita¨t der Kantenerfassung verschiedener Laserscanner mit einem speziellen Target zu
quantifizieren.
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(a)
(b)
Abb. 2.3.2: Gemischtes Vorder- und Hintergrundsignal – (a) Scan – (b) Kamerabild
2.3.2 Beschaffenheit der Objektoberfla¨che und Materialeigenschaften
[JSH08] und [Bo¨h05a] beschreiben den Einfluss der Beschaffenheit der Oberfla¨che auf die Entfernungsbe-
stimmung, wobei die Rauigkeit und die Reflektanz der Oberfla¨che eine zentrale Rolle spielt.
Nach [JSH08] sorgt eine hohe Rauigkeit der Oberfla¨che fu¨r eine diffuse Reflexion (vgl. Kap. 2.2.2), sodass
fu¨r alle denkbaren Einfallswinkel des Laserstrahls ein Signal am Scanner ankommt, was sich auf die
Signalsta¨rke und den Intensita¨tswert des Empfangssignals auswirkt. Die maximale Reichweite wird somit
bei hoher Rauigkeit der Oberfla¨che geringer.
Nach [SS05] beeinflussen die Oberfla¨chenbeschaffenheit und verschiedene Materialien die Distanzmes-
sung in erheblichen Maße. Der Reflexionsgrad des Materials hat dabei entscheidenden Einfluss auf die
Genauigkeit der Distanzmessung. Je ho¨her der Reflexionsgrad, desto geringer das Messrauschen. Aller-




Das Material des Objektes beeinflusst die Eindringtiefe des Lasers. Beispielsweise dringt der Messstrahl
bei Styropor in das Material ein ([SI04], [SS05], [RSK10]), sodass eine zu große Entfernung gemessen
wird. An glatten Oberfla¨chen findet hingegen oftmals eine Spiegelung anstelle einer diffusen Reflexion
statt, und es wird unter Umsta¨nden gar kein zuru¨ckgesendetes Signal empfangen. Die Strecken- bzw.
Tiefeninformation fehlt somit ga¨nzlich, und es entstehen sogenannte
”
Lo¨cher“ in der Punktwolke.
Im Allgemeinen stellen stark reflektierende (spiegelnde), stark absorbierende oder durchsichtige Oberfla¨-
chen ungu¨nstige Oberfla¨chen zum Scannen dar.
Des Weiteren bestimmen die Objektfarbe und die Wellenla¨nge des Lasers wie stark das auftreffende
Licht absorbiert wird und somit die spektrale Reflektanz, d.h. das Verha¨ltnis zwischen empfangener
und abgestrahlter Lichtleistung (vgl. Kap. 2.2.2). Bei einem hohen Absorptionsgrad gelangt weniger
Signal zum Scanner zuru¨ck, was bei dunklen Oberfla¨chen oder Fla¨chen, die die Komplementa¨rfarbe des
verwendeten Lasers besitzen, der Fall ist. Der Einfluss von Materialfarbe und Materialart wird in [Ker03]
thematisiert. Weitere Untersuchungen zum Einfluss unterschiedlicher Oberfla¨cheneigenschaften sind in
[Con04] und [VW09] zu finden.
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2.3.3 Auftreffwinkel
Das Maximum der Strahlungsintensita¨t liegt in senkrechter Richtung zur Oberfla¨che und nimmt mit
zunehmendem Winkel zwischen der Fla¨chennormalen und Beobachtungsrichtung mit dem Kosinus des
Winkels ab ([Wo¨l09]).
Der Winkel zwischen der Fla¨chennormalen ~n und der Beobachtungsrichtung des Scanners bzw. des auf-
treffenden Laserstrahls ~p soll im Folgenden als Auftreffwinkel α bezeichnet werden. Hierbei entspricht
der Vektor ~p dem in Abb. 2.2.1 definierten Vektor ~ep, der sich auf das lokale Scannerkoordinatensystem
bezieht. Der Auftreffwinkel α la¨sst sich in der folgenden Weise bestimmen:
cosα =
~n · ~p
|~n| · |~p| (2.3.1)
(a) (b)
Abb. 2.3.3: Auftreffwinkel – (a) α = 0◦ – (b) α = 45◦
Die Abb. 2.3.3 (a) und (b) veranschaulichen schematisch zwei unterschiedliche Auftreffwinkel auf eine
ebene Oberfla¨che. Bilden der Laserstrahl und die Fla¨chennormale einen Auftreffwinkel α 6= 0◦, nimmt
der Laserspot eine elliptische Form an ([MKL08]) (vgl. Abb. 2.3.1 b und Abb. 2.2.4 a).
In Anlehnung an [JSH08] zeigt Abb. 2.3.4 den Zusammenhang von Auftreffwinkel und Divergenz des
Laserstrahls. Je gro¨ßer der Auftreffwinkel (αc>αb>αa), desto schleifender trifft der Laserstrahl auf das
Objekt und desto gro¨ßer der Durchmesser des Laserspots bzw. der Ellipse (Dc>Db>Da).
Der Laserspotdurchmesser D setzt sich jeweils aus einem rechten und einem linken Anteil zusammen.
Wa¨hrend fu¨r Da bei αa=0
◦ beide Anteile gleich groß sind (ra=la), ergibt sich fu¨r Dc bei großem Auftreff-
winkel αc ein gro¨ßerer rechter als linker Anteil (rc>lc). Dies hat Auswirkungen auf die Streckenmessung.
Nach [Ker03] ziehen sich die wirksamen Intensita¨ten fu¨r den Teil der Reflexionsfla¨che, der weiter weg
vom Lasergera¨t ist (rc), auseinander, sodass am Photodetektor eine Intensita¨tsverteilung wirkt, die zu
Gunsten der na¨heren Reflexionsteilfla¨che (lc) zeitlich verschoben ist. Die Folge ist eine zu kurze Entfer-
nungsmessung. Dieser Effekt zeigt sich umso deutlicher je gro¨ßer der Auftreffwinkel und je gro¨ßer die
Strahldivergenz ist ([Ker03]).
Bei großem Auftreffwinkel (αc in Abb. 2.3.4) ergibt sich die Streckenmessung hypothetisch als Mittel aus
der Entfernung zum Schwerpunkt der Ellipse (Sc), der nicht auf der zentrischen Achse des Laserlichtkegels
(Zc) liegt ([Gor08]). Die am Scanner abgelesenen Winkelwerte ϕ und θ (vgl. Kap. 2.2.1) beziehen sich
damit nicht mehr auf den Schwerpunkt Sc und die 3D-Position wird verfa¨lscht ([MKL08]). Des Weite-
ren nimmt die Intensita¨t des reflektierten Anteils des Laserstrahls mit zunehmendem Auftreffwinkel ab
([SS05]) und das Abtastintervall wa¨chst an (wab<wbc) ([JSH08]). Die Gefahr steigt, dass der Laserspot
auf zwei ra¨umlich hintereinander liegende Objekte auftrifft, was die Erzeugung von Kometenschweifen
zur Folge hat ([SS05]).
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Abb. 2.3.4: Auftreffwinkel und Divergenz (vgl. [JSH08])
Untersuchungen zum Einfluss des Auftreffwinkels auf die Distanzmessung sind u.a. in [SI04], [SS05] und
[MKL08] zu finden.
Der Auftreffwinkel α ist von besonderer Bedeutung, da er aufgrund der Divergenz des Laserstrahls sowohl
die Streckenmessgenauigkeit als auch den Intensita¨tswert beeinflusst. Bei gro¨ßerem Auftreffwinkel erho¨ht
sich das Messrauschen, und der Intensita¨tswert wird aufgrund der geringeren Helligkeit des Laserspots
abgeschwa¨cht. Fu¨r eine Analyse der Intensita¨tswerte muss der Auftreffwinkel demnach beru¨cksichtigt
werden (vgl. Kap. 7.4.2.2).
2.4 Untersuchungen zur Genauigkeit von Laserscannern
Die Qualita¨t der Koordinaten einer Laserscannermessung ha¨ngt vom Messprinzip und von der Beschaf-
fenheit der reflektierenden Oberfla¨che ab ([Bo¨h05a]). Aufgrund der direkten Anwendung scannerinterner
Korrekturwerte ist eine Genauigkeitsaussage zu den bestimmten Koordinaten nur schwer mo¨glich. Nach
[Hei06] fa¨llt es schwer, eine Vergleichbarkeit zur Leistungsfa¨higkeit und Genauigkeit von terrestrischen
Laserscannern herzustellen. [IW09] bema¨ngelt die Tatsache, dass keine einheitlichen Genauigkeitsspezifi-
kationen von Scannern existieren und Hersteller als alleiniges Qualita¨tsmaß des Laserscanners die Angabe
zur Distanzmessgenauigkeit verwenden.
Aufgrund dessen wird seit geraumer Zeit an der Entwicklung von Pru¨frichtlinien gearbeitet ([Ker09],
[KH08]), die eine Vergleichbarkeit durch standardisierte Testverfahren auf Basis von Normentwu¨rfen
ermo¨glichen sollen ([IW09]). Verschiedene Hochschulen fu¨hren geometrische Untersuchungen von Laser-
scannern durch, mit dem Ziel vergleichbare Aussagen u¨ber das Potential der Scanner zu treffen und
daraus geeignete Pru¨fverfahren abzuleiten ([MKL08]). Um Scanner verschiedener Hersteller besser mit-
einander vergleichen zu ko¨nnen, sind Testparcours eingerichtet worden, u.a. am Institut fu¨r Raumbezogene
Informations- und Messtechnik (i3mainz) ([Bo¨h05a]) und am Department Geoinformatik der HafenCity
Universita¨t Hamburg ([KSMAP04], [Con04]). Ein exemplarisches Testszenario des i3mainz zur Bestim-
mung der Entfernungsmessgenauigkeit von Laserscannern umfasst die Berechnung der Ebenenparameter
und ihrer Standardabweichungen sowie die Ermittlung der Standardabweichung der Gewichtseinheit s0
(mittlerer Gewichtseinheitsfehler) der ausgeglichenen Ebene ([BBM03]). Hierzu wird ein spezielles Mess-
brett verwendet, welches u¨ber drei Teilfla¨chen mit unterschiedlichen Grauwerten (grau, weiß und schwarz)
verfu¨gt. Es wird na¨herungsweise senkrecht zum Scanner positioniert und in unterschiedlichen Entfer-
nungen gescannt (Abb. 2.4.1). Im Anschluss erfolgt die separate Ausgleichung der grauen, weißen und
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Abb. 2.4.1: Intensita¨tswertbasierte Darstellung der Punktwolke des Messbrettes
Die ermittelten Werte ko¨nnen anschließend mit den Herstellerangaben des jeweiligen Scanners sowie
den Ergebnissen anderer Scanner verglichen werden. Abb. 2.4.2 zeigt exemplarisch das Ergebnis fu¨r den
HDS 6000 im Entfernungsbereich bis 22m bei einfacher Messung im Innenbereich, und stellt den Bezug
zu den Herstellerangaben fu¨r die Pra¨zision der modellierten Oberfla¨che dar.



































Herstellerangabe zur Präzision der modellierten Oberfläche bis 25m
bei Reflektivität von 18% (dunkelgrau): 3mm
bei Reflektivität von 90% (weiß): 2mm
Abb. 2.4.2: Standardabweichungen s0 der Teilfla¨chen des Messbrettes
Die berechneten Standardabweichungen der Gewichtseinheit s0 liegen innerhalb der Angaben des Herstel-
lers ([Lei10]). Die Standardabweichungen fu¨r die schwarzen Teilfla¨chen liegen ho¨her als die der helleren
Ebenen und nehmen bei gro¨ßerer Entfernung deutlich zu. Die weißen und grauen Teilfla¨chen weisen eben-
falls mit zunehmender Entfernung gro¨ßere Standardabweichungen auf, allerdings zeigen sie eine wesentlich
geringere Zunahme.
Die Testmessung zeigt:
22 2 Terrestrisches Laserscanning
• Hellere Fla¨chen verfu¨gen u¨ber ein geringeres Messrauschen und damit eine geringere Standardab-
weichung s0.
• Mit zunehmender Entfernung nimmt die Standardabweichung s0 zu, was sich bei dunkleren Fla¨chen
deutlicher bemerkbar macht.
• Die maximal erreichbare Genauigkeit fu¨r die Ebenenscha¨tzung wird maßgeblich vom Grauwert der
Ebene bzw. von der Reflektivita¨t der Oberfla¨che beeinflusst.
Weitere Untersuchungen des HDS 6000 sind in [VW09] zu finden.
2.5 Registrierung von Laserscandaten
2.5.1 Allgemein
Die Erfassung eines Objektes von nur einem Scannerstandpunkt aus la¨sst in der Regel keine vollsta¨ndige
Modellierung eines Objektes zu, da gewisse Bereiche des Objektes nicht sichtbar sind. Aufgrund dessen
ist in den meisten Anwendungsfa¨llen die Verwendung mehrerer Scannerstandpunkte erforderlich. Diese
ermo¨glichen unterschiedliche Sichten auf das Objekt und damit eine vollsta¨ndigere Modellierung sowie
die Reduzierung von sichttoten Ra¨umen oder Lu¨cken in der Beschreibung des Objektes. Werden mehrere
Aufnahmestandpunkte verwendet, ist die Berechnung ihrer Orientierung zueinander notwendig. Sie ist
ein zentrales Element bei der Vorbereitung der Auswertung von Scandaten. Dieser Prozess wird als
Registrierung bezeichnet.
Abb. 2.5.1 verdeutlicht dies beispielhaft anhand der Aufnahme einer Mauer von zwei unterschiedlichen
Standpunkten. Die vorliegenden 3D-Koordinaten sind auf ihren jeweiligen Aufnahmestandpunkt bezogen
und mu¨ssen im Rahmen des Orientierungsprozesses in ein gemeinsames Koordinatensystem u¨berfu¨hrt
werden.
Abb. 2.5.1: Zwei Scans einer Mauer der Porta Nigra in Trier ([HS08])
Dies erfordert die Detektion korrespondierender Elemente aus den Scandatensa¨tzen unterschiedlicher
Standpunkte. Verschiedene Verfahren kommen in Betracht, die im Folgenden erla¨utert werden.
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2.5.2 Unterschiedliche Verfahren zur Registrierung
Gema¨ß Kap. 2.2.1 lassen sich keine diskreten Einzelpunktmessungen des Objektes – wie beispielsweise
bei einer tachymetrischen Aufnahme – durchfu¨hren. Allerdings ko¨nnen diskrete Punkte durch Feinscans
ihres Umgebungsbereiches und deren geometrischen oder radiometrischen Auswertung gescha¨tzt werden
([JSH08]). Dieser Sachverhalt wird bei der Registrierung von Scandaten genutzt, um korrespondierende
Elemente in den Punktwolken unterschiedlicher Standpunkte zu identifizieren.
Die Verknu¨pfung der Standpunkte kann mit Hilfe von ku¨nstlich in die Szene eingebrachten Elementen
(Zielmarken, Passko¨rper) – siehe z.B. [Lei11c], [Zol11b], [Far09] – oder mit natu¨rlichen Elementen erfolgen.






iterative closest point (ICP)“ Algorithmus.
3.
”
Feature-“ bzw. merkmalsbasiert (Feature Matching).
Targetbasierte Verfahren nutzen ku¨nstlich in die Szene eingebrachte Elemente, wie beispielsweise ebene
Zielmarken oder geometrische Primitive, wie z.B. Kugeln ([LS10]). Diese sollen im Folgenden als
”
ku¨nst-
liche Elemente“ bezeichnet werden (Kap. 2.5.2.1).
Die Methoden des ICP und des Feature Matchings basieren auf speziellen Algorithmen und lassen sich als
punktwolkenbasierte Ansa¨tze charakterisieren. Sie verwenden natu¨rliche Objektpunkte bzw. -geometrien
zur Korrespondenzherstellung (Kap. 2.5.2.2).
2.5.2.1 Ku¨nstliche Elemente
Nach [KSHM10] lassen sich existierende Zielmarken gema¨ß ihrer Informationsnutzung in zwei Gruppen
einteilen. Wa¨hrend die eine Gruppe das Zentrum der Marke anhand der Geometrie der Punktwolke
ableitet (z.B. Passkugeln), analysiert die zweite die Intensita¨tswerte (z.B. Retromarken).
Passko¨rper
Als Passko¨rper eignen sich geometrische Primitive wie beispielsweise Kugeln ([LS10]), die u¨ber unter-
schiedliche Radien verfu¨gen ko¨nnen ([Far09]).
Die Kugelmittelpunkte werden anhand der Geometrie der Punktwolke abgeleitet. Verschiedene Software-
lo¨sungen der Scannerhersteller, z.B. Leica Cyclone ([Lei11b]), nutzen den jeweiligen Radius als Zusatzin-
formation, um die Kugel in die Punktwolke einzupassen (Fitting).
Abb. 2.5.2: Gescannte Kugel in unterschiedlichen Ansichten
Zielmarken
Als Zielmarken werden in erster Linie Black- & White-Targets oder Retromarken verwendet, die u¨ber
kontrastreiche Intensita¨tswerte verfu¨gen. Die Marken unterschiedlicher Hersteller (z.B. [Lei11c], [Zol11b])
24 2 Terrestrisches Laserscanning
unterscheiden sich in ihrem Design (Abb. 2.5.3) und sind zumeist auf einen bestimmten Scanner abge-
stimmt, sodass sie auch nur von diesem erkannt werden.
(a) (b)
Abb. 2.5.3: Unterschiedliche Zielmarken – (a) Black- and White-Target (Scan und Foto) – (b) Retromarke
(Foto und Scan)
Mittlerweile befinden sich auch rotierbare Zielmarken auf dem Markt. Diese werden nach [KSHM10] auf
einem um das Markenzentrum kipp- und schwenkbaren Zielmarkentra¨ger montiert und gleichen damit
den Nachteil einer variierenden Silhouette – und damit der Abha¨ngigkeit von der Zielrichtung – bei
herko¨mmlichen Bildmarken aus. Die Zielmarken werden zwangszentriert und so ausgerichtet, dass ein
geeigneter Auftreffwinkel des Laserstrahls sichergestellt ist, was zugleich einen ho¨heren Zeitaufwand be-
deutet. Die Marken erfordern einen Laserscanner, der die Intensita¨tswerte mit hoher Auflo¨sung erfasst,
wobei von [KSHM10] 11 bit vorgeschlagen werden. [Eli09] zeigt einige weitere Beispiele fu¨r Zielmarken
und beschreibt den Einsatz einer eigens konzipierten Zielmarke fu¨r Zielweiten >100m.
2.5.2.2 Punktwolkenbasierte Ansa¨tze
Die Nutzung natu¨rlicher Objektpunkte bzw. -geometrien als Ziele basiert auf bestimmten Merkmalen
und bietet gegenu¨ber dem Einsatz von ku¨nstlichen Targets den Vorteil, dass keine zusa¨tzlichen Elemente
zur Signalisierung in die Szene eingebracht werden mu¨ssen. Hieraus resultiert ein Zeitvorteil bei der
Aufnahme, und es werden keine Objektbereiche verdeckt. Aufgrund dessen wird seit einiger Zeit an der
Entwicklung von punktwolkenbasierten Ansa¨tzen gearbeitet, die eine Registrierung von Scandaten ohne
spezielle Zielmarken und eine weitgehend automatisierte Lo¨sung ermo¨glichen ([HP03]).
Als zweckma¨ßig hat sich der Iterative Closest Point (ICP) Algorithmus erwiesen, der in seiner origina¨ren
Form erstmals von [BM92] vorgestellt und seitdem weiterentwickelt wurde. Details zum Verfahren sind
u.a. [Har07] zu entnehmen. Einen Vergleich unterschiedlicher Verfahren des ICP stellt [RL01] vor.
Der ICP versucht die Berechnung der Transformationsparameter mit Hilfe von Punktwolkenkorrespon-
denzen zu lo¨sen. Fu¨r jeden Punkt PiA einer Punktwolke A wird iterativ der Punkt PiB aus einer zweiten,
u¨berlappenden Punktwolke B gesucht, der den ku¨rzesten Abstand zu PiA besitzt.
Das Auffinden des na¨chstgelegenen Punktes stellt dabei ein komplexes Problem dar, da sich u¨berlap-
pende Bereiche benachbarter Scans, vor allem aufgrund unterschiedlicher Auflo¨sung und Blickwinkel,
unterschiedlich darstellen.
Da es sich beim ICP-Algorithmus um ein iteratives Verfahren handelt, werden fu¨r seine Durchfu¨hrung
geeignete Na¨herungswerte beno¨tigt. Ausreißer und Messrauschen mu¨ssen vor dem Start des Algorith-
mus eliminiert werden. Zudem muss sichergestellt werden, dass der Algorithmus nicht gegen ein lokales
Minimum konvergiert und somit ein verfa¨lschtes Ergebnis liefert. Vor allem bei wenig strukturierten
Oberfla¨chen sto¨ßt der ICP damit an seine Grenzen.
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Um die genannten Nachteile zu kompensieren und die Zuverla¨ssigkeit des Ergebnisses zu verbessern,
werden bei Weiterentwicklungen des ICP Zusatzinformationen u¨ber die im Scan vorkommenden Objekte
beru¨cksichtigt und identische Merkmale u¨berlappender Punkwolken extrahiert. Eine Weiterentwicklung
des ICP beschreibt beispielsweise [GLB01] mit dem Iterative Closest Compatible Point (ICCP) Algorith-
mus.
Da die manuelle Selektion und Extraktion diskreter, identischer Objektpunkte in den u¨berlappenden
Scans ohne Beru¨cksichtigung der umgebenden Objektpunkte nicht mo¨glich ist ([RHBR06], [VT04]), mu¨s-
sen bei den Lo¨sungsansa¨tzen stets mehrere Punkte betrachtet werden, die in einem merkmalsbasierten
Zusammenhang stehen. Als geeignete Merkmale haben sich dabei Kru¨mmungs- und Intensita¨tswerte er-
wiesen, da sie rotationsinvariant sind.
Eine weitere Lo¨sungsmo¨glichkeit besteht in der gezielten Suche nach Regelgeometrien (z.B. Ebenen) in
Scandaten. Hierbei kommen mathematische Definitionen der Regelgeometrien und/oder geometrische Zu-
satzbedingungen, wie beispielsweise Parallelita¨ts- oder Orthogonalita¨tsbedingungen, zum Einsatz. [BL04]
stellt eine Methode vor, die auf der Nachbarschaftssuche und der Suche nach geometrischen Primitiven
basiert, wobei Kru¨mmungsa¨nderungen und Informationen des Normalenvektors verwendet werden, um
eine Korrespondenz zwischen Punktwolken herzustellen. Weitere kru¨mmungsbasierte Ansa¨tze zur Kan-
tendetektion in Scandaten sind in [Als06] und [EK09] zu finden.
[EK09] fu¨hrt die Registrierung in einem zweistufigen Prozess durch. Im ersten Schritt erfolgt die Suche
nach Bereichen, an denen sich die Kru¨mmung stark a¨ndert, was auf eine Kante hinweist. Zur Klassifika-
tion der Kantenpunkte werden Schwellwerte eingesetzt. Im Anschluss erfolgt die Berechnung von Kan-
tenschnittpunkten, die zur Bestimmung der gena¨herter Transformationsparameter dienen. Diese liefern
wiederum die Eingangsgro¨ßen fu¨r einen nachfolgenden ICP-Algorithmus.
Die Extraktion von Strukturen aus Scandaten basierend auf bestimmten Merkmalen (Feature Mat-
ching) wird in einer Vielzahl von Untersuchungen thematisiert. [VGSR04] beschreibt beispielsweise die
Extraktion von Kugeln. Weitere Ansa¨tze beruhen auf der aus der Bildverarbeitung bekannten Hough-
Transformation, wobei [Rab06] bzw. [Rv05] Zylinder verwenden, wa¨hrend [Kho07] die Extraktion kom-
plexer Objekte mittels einer Erweiterung der generalisierten Hough-Transformation erla¨utert.
2.5.2.3 Gegenu¨berstellung der Verfahren
Bei den punktwolkenbasierten Verfahren wird das Wissen u¨ber die Struktur der Punktwolke genutzt. Sie
ko¨nnen beim Vorhandensein geeigneter Na¨herungswerte und einer stark strukturierten Oberfla¨chen gute
Ergebnisse liefern. Aufgrund dessen eignen sie sich zur Feinregistrierung ([EK09]).
Ihr Nachteil besteht in einer hohen Rechenintensita¨t, die mit der Komplexita¨t des zu detektierenden
Objektes ansteigt. Das Verfahren ist auf das Vorhandensein bestimmter Geometrien abgestimmt und
somit auf einen speziellen Anwendungsfall zugeschnitten. Zudem liefert der ICP keine Information u¨ber
die Genauigkeit der Transformationsparameter.
Die kru¨mmungsbasierten Ansa¨tze bringen zudem den Nachteil mit sich, dass sie die Kanteninformation
aus den Scandaten nutzen, die jedoch mit einem hohen Messrauschen behaftet ist.
Der Vorteil ku¨nstlicher Zielmarken liegt in der Existenz von Softwarelo¨sungen, die bereits eine (halb-) au-
tomatische Detektion der Zielmarken aus der Punktwolke erlauben. Zudem bieten sie eine Unabha¨ngigkeit
von dem zu erfassenden Objekt.
Nach [DB06] ergeben sich bei der Nutzung von Passko¨rpern und Zielmarken allerdings zwei wesentliche
Nachteile:
• Die Marken mu¨ssen noch einmal in ho¨herer Auflo¨sung gescannt werden, um sie aus der Punktwolke
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extrahieren und die Ermittlung der Transformationsparameter in der erforderlichen Genauigkeit
vornehmen zu ko¨nnen.
• Oftmals ergibt sich eine eingeschra¨nkte Verteilungsmo¨glichkeit der Marken, da meistens nur ein
relativ kleiner Bereich des Aufnahmeobjektes, beispielsweise in Bodenna¨he, abgedeckt werden kann.
Zusa¨tzlich negativ wirkt sich die Verdeckung von einzelnen Objektteilen aus.
Passkugeln mu¨ssen im Gegensatz zu Zielmarken nicht speziell ausgerichtet werden, da sich Kugeln respek-
tive ihre Mittelpunkte unabha¨ngig von ihrer Betrachtungsrichtung modellieren bzw. bestimmen lassen.
Bei Zielmarken ko¨nnen hingegen Probleme bei großem Auftreffwinkel entstehen, da Intensita¨tswertunter-
schiede unter Umsta¨nden nicht mehr aufgelo¨st werden ko¨nnen.
Problematisch bei der Verwendung von Kugeln sind allerdings die sogenannten
”
Kometenschweife“ an den
Kugelra¨ndern, die durch Mischung mit dem Hintergrundsignal entstehen ([Gor08], [Ker08]). Des Weiteren
zeigen die Kugeln oftmals weitere Unregelma¨ßigkeiten. [Gor08] beschreibt beispielsweise das Auftreten
von Fehlmessungen bei Kugeln, die sich in geringem Abstand zum Laserscanner befinden und mit einem




Beide Effekte sorgen dafu¨r, dass Fehlmessungen vor Scha¨tzung des Kugelmittelpunktes zuna¨chst manuell
eliminiert werden mu¨ssen. Abb. 2.5.4(a) veranschaulicht das Ausschneiden der Kugel aus der Punktwolke.
Abb. 2.5.4(c) zeigt die verbleibenden Kugelpunkte nach Entfernung der
”
Kugelnase“. Nach [Eli09] ha¨ngt
die Genauigkeit der Scha¨tzung von der Anzahl der gemessenen Punkte auf der Kugel und ihrem Streu-
verhalten ab. Werden die Kugelra¨nder – aus den zuvor genannten Gru¨nden – bei der Scha¨tzung nicht
beru¨cksichtigt, verringert sich der nutzbare Kugelausschnitt.
(a) (b) (c)
Abb. 2.5.4: Kugelextraktion aus der Punktwolke – (a) Ausschneiden der Kugel – (b) Pru¨fung der
Kugelgeometrie (Seitenansicht zeigt verbleibende Fehlmessungen ”Kugelnase”) – (c) Bereinigte
Punktwolke fu¨r das Kugelfitting
Die Existenz der Vielzahl von Algorithmen zur Registrierung von Scandaten zeigt zugleich die damit
verbundene Problematik. Jedes Verfahren ist mit gewissen Nachteilen verbunden, das eingesetzte Verfah-
ren ist zumeist auf die jeweilige Aufgabenstellung zugeschnitten, und die Registrierung ist nur teilweise
automatisierbar.
Der Einsatz ku¨nstlicher Elemente vereinfacht den Prozess der Scandatenregistrierung. Aufgrund der Exis-
tenz kommerzieller Softwarelo¨sungen bei der Verwendung von Zielmarken oder Passko¨rpern, z.B. [Far10],
[Lei11b], [Tri09], finden diese zumeist Anwendung in der Praxis.
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2.5.2.4 Genauigkeitsaspekte bei der Registrierung von Scandaten
Eine allgemeingu¨ltige Genauigkeitsaussage u¨ber die Ergebnisse der Registrierung von Scandaten kann
nur schwer formuliert werden. Beim Einsatz ku¨nstlicher Zielmarken oder Passko¨rper haben deren Ver-
teilung und Anzahl wesentlichen Einfluss auf die Genauigkeit der Registrierung. Nach [KSHM10] zeigen
”
Erfahrungswerte aus verschiedenen Projekten des i3mainz, dass sechs bis acht gut verteilte Zielmarken
fu¨r eine genaue und zuverla¨ssige Referenzierung ausreichend sind“.
Des Weiteren spielt aber auch die Genauigkeit, mit der sich die Elemente extrahieren lassen, eine we-
sentliche Rolle. Diese unterliegt wiederum den gera¨tespezifischen und aufnahmebedingten Einflussgro¨ßen,
wie beispielsweise der Auflo¨sung und dem Auftreffwinkel. Fu¨r die punktwolkenbasierten Ansa¨tze ist die
Extraktionsgenauigkeit ebenso entscheidend.
Es existieren eine Reihe von Ansa¨tzen, die sich mit der Verbesserung der Registrierung von Scandaten
auseinandersetzen. [Akc03] verwendet hierzu codierte Zielmarken. Zur Identifikation der Marken wer-
den die Intensita¨tsinformationen sowie geometrische Zusatzinformationen genutzt. Die Verwendung des
Verfahrens setzt gute Reflexionseigenschaften voraus.
Des Weiteren bestehen einige Ansa¨tze, die eine verbesserte Registrierung der Scandaten durch den Ein-
satz von Bilddaten anstreben ([Wen07],[WH06],[DB06],[AF06],[BF07]). Der Hintergrund hierfu¨r sind die
komplementa¨ren Eigenschaften von Bild- und Scandaten, die in Kap. 4.1 thematisiert werden.
2.6 Weiterverarbeitung und Modellierung von Scandaten
Nach abgeschlossener Registrierung liegen die Daten in einem gemeinsamen Koordinatensystem vor und
ko¨nnen weiterverarbeitet werden. Zu diesem Zweck erfolgt die Segmentierung der Punktwolke, wozu der
Einsatz komplexer Algorithmen notwendig ist. Hierbei werden oftmals auf Prinzipien bereits bestehen-
der Methoden aus der Bildverarbeitung zuru¨ckgegriffen und Methoden adaptiert, um sie fu¨r Scandaten
einsetzen zu ko¨nnen.
Analog zu den Segmentierungsverfahren der Bildverarbeitung existieren regionen- oder kantenbasierte
Verfahren, die Homogenita¨ten oder Diskontinuita¨ten des Objektes nutzen. Diese verwenden die A¨hn-
lichkeit oder Vera¨nderungen in den lokalen Oberfla¨cheneigenschaften, um homogene bzw. heterogene
Bereiche zu identifizieren, und fu¨hren Schwellwerte ein. Zur Klassifikation von Ebenenpunkten la¨sst sich
beispielsweise ein Schwellwert fu¨r die zula¨ssige A¨nderung der Oberfla¨chennormalen spezifizieren.
[HN07] bezeichnet die Segmentierung von Laserscanneraufnahmen als
”
Unterteilung der unstrukturier-
ten Punktwolken in sinnvolle Teilmengen mit gleichen Eigenschaften“ und beschreibt die Segmentierung
von Punktwolken mittels Berechnung von Kru¨mmungswerten und Region-Growing. Die Entscheidung,
ob ein Punkt zu einem Bereich – beispielsweise zu einer Ebene – geho¨rt oder nicht, wird dabei durch
Entscheidungskriterien wie den Abstand bestimmt.
Fu¨r die Weiterverarbeitung und Modellierung der Daten ko¨nnen ebenfalls analytische Funktionen ver-
wendet werden, die den Verlauf der Oberfla¨che approximieren. In Anlehnung an die im vorherigen Kapitel
genannten Aspekte werden ebenso Regelgeometrien wie Ebenen, Kugeln und Zylinder benutzt, da sie sich
relativ einfach parametrisieren lassen. Beispiele hierzu sind in [Bec05] zu finden.
Die Scannerhersteller bieten zur Weiterverarbeitung der Scandaten meist ihre eigenen Softwarelo¨sungen
an, z.B. Z+F LaserControl ([Zol09]), Leica Cyclone ([Lei11b]), FaroScene ([Far10]), Trimble RealWorks
Survey ([Tri09]), 3Dipsos ([Men04]) oder RiScan Pro ([Rie10]). Ihre Vielzahl von Funktionen reicht vom
Fitting geometrischer Primitive bis zur Dreiecksvermaschung ([PTVF07]), wobei zumeist die manuelle
Identifikation der speziellen Geometrie (vgl. Abb. 2.5.4 (a)) oder relevanter Objektbereiche erfolgen muss.
Zudem existiert spezielle Modellierungssoftware, wie z.B. Geomagic Studio und Geomagic Wrap ([Geo09])
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oder PolyWorks ([Inn11]), die fu¨r die Triangulation der Punktwolke und zur Erzeugung komplexer Poly-
gonoberfla¨chen verwendet werden ko¨nnen.
Die Schritte der Weiterverarbeitung richten sich nach der Aufgabenstellung bzw. dem zu erzeugenden
”
Endprodukt“. In einigen Fa¨llen kann die Segmentierung der Punktwolke nach Entfernung, Ho¨he oder
Signalintensita¨t ([JSH08]) ausreichend sein. In anderen Fa¨llen ist die Aufbereitung der Messdaten sowie
die Ableitung weiterer Informationen wie die Modellierung von Objekten (Vektordaten) und die Ablei-
tung mathematischer Informationen (Volumen- und Massenberechnungen, Abstandsberechnungen, etc.)
([SI04]) erforderlich.
Weitere Beispiele fu¨r abgeleitete Produkte sind die Erstellung von Grundrißpla¨nen durch Schnitt der
Punktwolke mit Raumebenen ([Eli09]) oder von 3D-Modellen fu¨r Planungs- und Dokumentationszwecke
([BB06]), die Extraktion geometrischer Formen aus der Punktwolke ([Nie05], [Ker03]) oder die Planer-
stellung mittels Grundriß oder Volumenberechnung nach Dreiecksvermaschung ([SW06]).
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3 Photogrammetrie und Bildverarbeitung
3.1 Photogrammetrische Verfahren
3.1.1 Eigenschaften von Bilddaten
Bilddaten verfu¨gen u¨ber Farb- und Texturinformationen und ermo¨glichen dem Betrachter durch diese vi-
suelle Charakteristik zumeist eine intuitive Interpretation. Sie liefern eine fla¨chendeckende 2D-Information
bei der Aufnahme aus einer Perspektive, wobei die Beleuchtung einen wesentlichen Einfluss auf die Bild-
qualita¨t hat ([Luh10a]).
Im Gegensatz zu den Scandaten liegen die Bilddaten zuna¨chst als zweidimensionale Information vor. Im
Hinblick auf eine geometrische Verarbeitung der Daten muss diese Information im Rahmen von Orien-
tierungsprozessen und unter Kombination von mindestens zwei Bildern in eine 3D-Information u¨berfu¨hrt
werden. Hierzu kommen photogrammetrische Verfahren zum Einsatz.
Im Folgenden werden einige allgemeine Aspekte zur Orientierung von Bilddaten aufgezeigt, die im We-
sentlichen auf [Luh10b] basieren.
3.1.2 Orientierung von Bilddaten
Die Grundlage fu¨r viele photogrammetrische Berechnungsverfahren bildet die zentralperspektivische Ab-
bildung: Ein dreidimensionaler Objektpunkt P, der sich im u¨bergeordneten Koordinatensystem (Objekt-
koordinatensystem) befindet und die Objektkoordinaten X, Y, Z besitzt, wird im Bild als Bildpunkt P′
mit den Bildkoordinaten x′, y′ abgebildet.
Abb. 3.1.1: A¨ußere Orientierung (vgl. [Luh10b], [Vog03])
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Die Verbindung beider Punkte PP′ erfolgt durch einen Abbildungsstrahl x′ (Abb. 3.1.1), der durch das
Projektionszentrum der Kamera O′ verla¨uft. Jedem Objektpunkt P kann mit Hilfe seines Abbildungs-
strahls sein korrespondierender Bildpunkt P′ zugeordnet werden.
Die Abbildungsstrahlen aller Objektpunkte schneiden sich im Projektionszentrum O′, dessen ra¨umliche
Lage im Bildkoordinatensystem durch die innere Orientierung festgelegt wird. Die Parameter der inneren
Orientierung sind im Einzelnen:
• der Bildhauptpunkt H′ mit seinen Koordinaten x0 und y0
• die Kamerakonstante c
• die Abbildungsfehler ∆x′ und ∆y′
Zur Beschreibung der Lage und Ausrichtung des Bildkoordinatensystems im Objektkoordinatensystem
wird die a¨ußere Orientierung verwendet. Die a¨ußere Orientierung setzt sich aus sechs Parametern zusam-
men:
• drei Translationen (X0, Y0, Z0) zur Lagebeschreibung
• drei Rotationen (ω,φ,κ) zur Beschreibung der Ausrichtung
Die drei Translationen lassen sich als Vektor X0 (Abb. 3.1.1), die drei Rotationswinkel ω,φ, κ durch die






R = Rω ·Rφ ·Rκ =
 r11 r12 r13r21 r22 r23
r31 r32 r33
 (3.1.2)
Mit Kenntnis der inneren und a¨ußeren Orientierung la¨sst sich der mathematische Zusammenhang zwi-
schen den Bildkoordinaten und den Objektkoordinaten formulieren. Hierzu kommen die Kollinearita¨ts-
gleichungen zum Einsatz (3.1.3). Sie beschreiben die Transformation der Objektkoordinaten (X, Y, Z)
in entsprechende Bildkoordinaten (x′, y′) unter Kenntnis der inneren (x0, y0, c, ∆x′ ∆y′) und a¨ußeren
Orientierung (X0, Y0, Z0,ω,φ,κ).
x′ = x0 − c r11(X−X0) + r21(Y−Y0) + r31(Z− Z0)
r13(X−X0) + r23(Y−Y0) + r33(Z− Z0) + ∆x
′
y′ = y0 − c
r12(X−X0) + r22(Y−Y0) + r32(Z− Z0)
r13(X−X0) + r23(Y−Y0) + r33(Z− Z0) + ∆y
′ (3.1.3)
Bei bekannter innerer und a¨ußerer Orientierung wird jeder 3D-Objektpunkt eindeutig in einem Bildpunkt
abgebildet. Ein gemessener Bildpunkt hingegen la¨sst keine direkte Bestimmung seines korrespondierenden
Objektpunktes zu, da jeder auf dem Abbildungsstrahl liegende Objektpunkt zum selben Bildpunkt fu¨hrt.
Wird der Bildstrahl jedoch mit einem bekannten weiteren geometrischen Element zum Schnitt gebracht,
z.B. einer Raumgeraden, la¨sst sich der Objektpunkt auf dem Strahl und damit seine absolute ra¨umliche
Lage im Objektkoordinatensystem festlegen.
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Werden mehrere Bilder des selben Objektes aus unterschiedlichen Perspektiven aufgenommen, so lassen
sich die Bilder durch den Schnitt von mindestens zwei Abbildungsstrahlen, die zu einem korrespondieren-
den Objektpunkt fu¨hren (homologe Bildstrahlen), verknu¨pfen. Es werden die Stereophotogrammmetrie
und die Mehrbildphotogrammetrie unterschieden. Wa¨hrend die Stereophotogrammetrie auf der Auswer-
tung zweier Bilder basiert, kommen bei der Mehrbildphotogrammetrie mehrere, zumeist in einem Verbund
angeordnete Bilder, zum Einsatz. Diese ko¨nnen im Rahmen einer Bu¨ndelblockausgleichung zu einem Ge-
samtmodell verknu¨pft werden.
Die Bu¨ndelblockausgleichung ist ein Verfahren zur simultanen rechnerischen Einpassung beliebig vie-
ler im Raum angeordneter Bilder ([Luh10b]). Unter der Bedingung, dass sich alle korrespondierenden
Bildstrahlen optimal in ihrem Objektpunkt schneiden, werden alle beobachteten Gro¨ßen und alle unbe-
kannten Parameter eines photogrammetrischen Bildverbandes in einem simultanen Berechnungsvorgang
beru¨cksichtigt. Bei einer ausreichenden Anzahl von Messungen lassen sich damit die dreidimensionalen
Objektkoordinaten der Punkte sowie die a¨ußere Orientierung fu¨r jedes beteiligte Bild und die innere
Orientierung fu¨r jede beteiligte Kamera bestimmen.
Die Bestimmbarkeit des Ausgleichungssystems und die Qualita¨t der Ergebnisse ha¨ngen wesentlich von der
geometrischen Konfiguration des Systems ab ([Luh10b]). Sie wird von der Verteilung korrespondierender
Bildpunkte und somit von der Strahlenschnittgeometrie bestimmt.
Fu¨r die Verknu¨pfung der Bilder ist demnach die Identifikation korrespondierender Verknu¨pfungs- oder
Passpunkte notwendig. Die Grundlage dazu bildet oftmals eine in Signalen enthaltene geometrische Form
([Boo01]).
3.2 Verfahren der Bildverarbeitung
3.2.1 Allgemeines
Zur Identifikation und Extraktion von Verknu¨pfungspunkten werden Verfahren der Bildverarbeitung ein-
gesetzt. Nach [Luh03] stellt die Bildverarbeitung das zentrale Element der photogrammetrischen Bildaus-
wertung dar. Die Genauigkeit und Zuverla¨ssigkeit der Photogrammetrie ha¨ngt neben der Aufnahmeanord-
nung (Anzahl und Position der Bilder) wesentlich von der Identifizierbarkeit und Korrespondenzanalyse
der Verknu¨pfungspunkte ab [Luh10a].
Die Verfahren und Einsatzmo¨glichkeiten der Bildverarbeitung sind vielfa¨ltig. Im Folgenden werden des-
halb nur einige grundlegende Operationen (Kap. 3.2.2), Verfahren zur Segmentierung und Extraktion von
Strukturen aus Bildern (Kap. 3.2.3) sowie Methoden der Bildzuordnung (Kap. 3.2.4) vorgestellt. Weitere
Details sind [JMNS96], [BV05], [AGD07], [HZ03], [AW09] sowie [Luh10b] zu entnehmen. In Kap. 3.2.5
werden existierende Verfahren und spezielle Algorithmen kurz erla¨utert.
3.2.2 Grundlegende Operationen
Operationen der Bildverarbeitung werden eingesetzt, um Bilder zu verbessern oder zu analysieren. Hierbei
werden die Pixel eines Eingabe- bzw. Ausgangsbildes vera¨ndert und ein neues Ausgabe- bzw. Ergebnisbild
erzeugt. [AW09] unterscheidet drei Gruppen von Operationen:
• Punktoperationen: Sie sind unabha¨ngig von der Umgebung eines Pixels und bestimmen den Grau-
oder Farbwert eines Pixels im Ausgabebild ausschließlich von seinem gegebenen Wert im Eingabe-
bild. Beispiele sind die Erho¨hung oder Verminderung von Helligkeit oder Kontrast.
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• Lokale Operationen (Filter): Der Ausgabewert eines Pixels wird aus den Eingabewerten der Pi-
xel in der Umgebung bestimmt. Hierbei wird eine Filtermaske zeilen- und spaltenweise u¨ber das
Bild geschoben. Jedes Pixel innerhalb der Filtermaske wird mit einem Gewichtsfaktor der Maske
multipliziert. Die Addition dieser Produkte ergibt schließlich den Ausgabewert des zentralen Pi-
xels. Die Filtermasken ko¨nnen sehr unterschiedliche Eigenschaften besitzen und eignen sich damit
fu¨r verschiedene Aufgabenstellungen: Tiefpassfilter schwa¨chen die hochfrequenten Bildinhalte und
verringern damit das Rauschen, zugleich gehen aber auch feine Bilddetails verloren. Hochpassfilter
hingegen versta¨rken die hochfrequenten Anteile im Bild. Beispielsweise werden Kanten versta¨rkt,
aber auch das Rauschen nimmt zu.
• Globale Operationen: Ein Bildpunkt des Ausgabebildes ist eine Funktion aller Punkte des Eingangs-
bildes.
3.2.3 Segmentierung und Extraktion von Strukturen aus Bilddaten
3.2.3.1 Segmentierung von Bildinhalten
Zur Extraktion von Strukturen bzw. Verknu¨pfungspunkten aus Bildern ist eine Segmentierung des Bild-
inhaltes erforderlich. Dieser ist zumeist eine Reihe von Verarbeitungsschritten zur Bildverbesserung vor-
geschaltet. Die Verbesserung digitaler Bilder erfolgt dabei im Hinblick auf gute Bedingungen fu¨r eine
automatisierte Bildauswertung ([Kra04]) bzw. eine bessere Eignung fu¨r spezielle Applikationen ([Uhl05]).
Die Segmentierung stellt den ersten Schritt in der Bildanalyse dar und dient der Zuordnung von Pixeln zu
Segmenten. Nach [JMNS96] lassen sich fu¨r die Segmentierung von Bildinhalten Merkmale wie Intensita¨t,
Farbe, Textur, Kanten oder die Tiefeninformation nutzen. Es werden pixelorientierte, regionen- und
kantenbasierte Segmentierungsverfahren unterschieden.
Bei den pixelorientierten Verfahren wird ein bestimmtes Kriterium zur Segmentierung auf jedes einzelne
Pixel angewandt. Ein solches Verfahren ist das Schwellwertverfahren, wobei der Grauwert jedes Pixels
mit einem festgelegten Schwellwert verglichen wird. Das Ergebnis ist ein binarisiertes Ausgabebild.
Zu den regionenbasierten Verfahren za¨hlt beispielsweise das Region-Growing-Verfahren, das der Seg-
mentierung zusammenha¨ngender Bereiche a¨hnlicher Farbe oder Grauwerte dient ([AGD07]), oder das
Watershed-Verfahren ([BL79], [Beu92], [CYP04], [Mey02]).
Die kantenbasierten Verfahren sind zahlreich. Nach [Luh10b] spielen Grauwertkanten bei der Segmentie-
rung von Bildinhalten eine zentrale Rolle, da sie
”
die prima¨ren Bildstrukturen anhand derer der Mensch
Objekte erkennen kann“ bilden. Kanten lassen sich als Diskontinuita¨ten im Verlauf der Intensita¨tswerte
bzw. Grauwerte deuten ([Enc97]). Sie stellen somit hochfrequente Bildanteile dar, die unter Verwendung
der zuvor genannten lokalen Operationen detektiert werden ko¨nnen. Sie bestimmen entweder das Ma-
ximum der ersten Ableitung oder den Nulldurchgang der zweiten Ableitung der Bildfunktion. Bekannte
Operatoren sind beispielsweise der Prewitt-, Sobel- oder Canny-Operator ([Can86]).
Die Kantendetektoren liefern als Ergebnisbild ebenfalls ein Bina¨rbild mit Punkten, welche die Kante
repra¨sentieren. Neben den gesuchten Kanten im Bild wird oftmals eine Vielzahl von Punkten anderer, ir-
relevanter Kanten detektiert und die
”
interessierenden“ Kanten sind oft nicht zusammenha¨ngend ([Fra12]).
Abb. 3.2.1 zeigt beispielhaft die Anwendung des Sobeloperators auf einen Bildausschnitt.
Um Kanten aus dem Ergebnisbild zu extrahieren, muss im na¨chsten Schritt nach Linienobjekten bzw.
Konturen gesucht werden. Hierzu eignet sich die Hough-Transformation ([Hou62], [DH71]). Mit ihr las-
sen sich beliebige, parametrisierbare Formen in Punktverteilungen lokalisieren (z.B. Geraden, Kreise,
Ellipsen). Sie ist daher besonders geeignet zur Detektion ku¨nstlicher Objekte ([Fra12]).
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(a) (b)
Abb. 3.2.1: Exemplarische Anwendung des Sobeloperators auf einen Bildausschnitt – (a) Bildausschnitt –
(b) Bina¨rbild nach Anwendung des Sobeloperators
3.2.3.2 Extraktion von Strukturen aus Bilddaten
Zur Extraktion von Merkmalen aus Bildern werden lokale Operatoren, sogenannte Interest-Operatoren,
eingesetzt ([Wen07]). Diese sind spezielle Algorithmen, die verwendet werden, um markante Strukturen in
Bildern, wie z.B. Ecken, Kanten oder Regionen, zu detektieren ([JF08]). Ihr Einsatzgebiet erstreckt sich
von der Zuordnung eines Stereobildpaares (Stereo-matching) und dem Zusammenfu¨gen von Panorama-
bildern (Stiching) bis zur Erkennung von Objekten in Einzelbildern und deren Verfolgung in Bildserien
([Bar12]).
Es existieren sehr viele unterschiedliche Interest-Operatoren, die auf die Charakteristiken der jeweiligen
Bildmerkmale (Punkte, Linien, Regionen) abgestimmt sind.
Interest-Operatoren zur Extraktion von Punktmerkmalen (Interest-Point-Detektoren) sind beispielswei-
se Moravec ([Mor77]), Fo¨rstner ([FG87]), SUSAN (Smallest Univalue Segment Assimilating Nucleus)
([SB97]), Harris ([HS88]) oder FAST (Features from Accelerated Segment Test) ([RD06]). Kantenbasierte
Interest-Operatoren sind die in Kap. 3.2.3.1 vorgestellten Kantenfilter, wie z.B. Canny- oder Sobelopera-
tor.
Interest-Operatoren spielen eine zentrale Rolle fu¨r das merkmalsbasierte Matching von Bildern (vgl. Kap.
3.2.4). Eine kurze Beschreibung unterschiedlicher Operatoren ist [Wen07] zu entnehmen, eine Gegenu¨ber-
stellung in [SMB00] zu finden.
3.2.4 Bildzuordnung – Korrespondenzherstellung von Bildern
Zur Erzeugung von 3D-Objektkoordinaten ist die Herstellung der Korrespondenz zwischen den Bildern
erforderlich. Die Bilder mu¨ssen einander zugeordnet werden. Hierbei lassen sich einerseits Objektmerk-
male wie beispielsweise Kanten, Konturen, Farben und Texturen nutzen, anderseits ko¨nnen Codierungen
wie Strichcode oder Zielmarken verwendet werden ([JMNS96]). Um eine Lokalisation der Passpunkte zu
erleichtern, wird oftmals eine Bildsignalisierung in Form codierter oder retroreflektierender Punktmar-
ken vorgenommen. Nach [AW09] besteht das Ziel der Bildzuordnung (Matching) in der automatischen
Bestimmung von einander entsprechenden, korrespondierenden Punkten in zwei oder mehr Bildern. Hier-
bei ist eine bildweise Verarbeitung aufgrund unterschiedlicher Perspektive, Ausschnitte und Belichtung
unmo¨glich ([Bar12]), sodass kleine Bildbereiche analysiert werden.
Es existiert eine Vielzahl von Matching-Verfahren. [Maa97] und [Erd10] unterscheiden drei Kategorien:
1. Area-based matching (fla¨chenbasiert).
2. Feature-based matching (merkmalsbasiert).
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3. Relation-based matching (relational).
1. Die area-based (fla¨chenbasierte) oder intensita¨tsbasierte Zuordnung bestimmt die U¨bereinstimmung
zwischen zwei Bildbereichen nach der A¨hnlichkeit ihrer Grauwerte (z.B. durch Korrelation) ([AGD07]).
Hierbei wird die Grauwertverteilung eines kleinen Bildausschnitts, das als Referenzbild (Template) dient,
mit der Grauwertverteilung in einem Suchfenster des anderen Bildes verglichen. Beispiele fu¨r das area-
based matching sind die Kreuzkorrelation und das Least-Squares-Matching.
Bei der Kreuzkorrelation werden die Korrelationskoeffizienten der Grauwerte zwischen dem Template
und dem Suchfenster bestimmt. Ausgehend von einer Na¨herungsposition wird das Suchfenster dabei u¨ber
das Bild bewegt. Die gesuchte Position ist gefunden, wenn das A¨hnlichkeitsmaß des Templates und des
Suchfensters maximal ist. Zur Bestimmung der Na¨herungsposition ko¨nnen die Parameter der a¨ußeren
Orientierung der beiden Bilder verwendet werden.
Das Least-Squares-Matching ([Ack83]) verwendet eine iterative Kleinste-Quadrate-Ausgleichung, wel-
che die Summe der Quadrate der Grauwertdifferenzen des Templates und des Suchfensters minimiert
([Bal12]). Es beru¨cksichtigt Grauwertdifferenzen sowie geometrische Unterschiede. Nach [Bal12] bestehen
die wesentlichen Nachteile des Verfahrens darin, dass sehr gute Na¨herungen (von ca. 2-4 Pixeln) not-
wendig sind und große geometrische oder radiometrische Unterschiede nicht kompensiert werden ko¨nnen.
2. Die Grundlage des feature-based (merkmalsbasierten) Matchings bildet die U¨bereinstimmung mar-
kanter Bildmerkmale, wie Punkte, Linien oder Fla¨chen, die sich fu¨r eine Bild-zu-Bild-Zuordnung eignen.
Diese Merkmale mu¨ssen in einem Vorverarbeitungsschritt extrahiert werden, wozu Interest-Operatoren
(vgl. Kap. 3.2.3.2) zum Einsatz kommen ([Luh10b]).
Fu¨r die spa¨tere Zuordnung der extrahierten Elemente ko¨nnen die A¨hnlichkeit der Merkmalsattribute, wie
Form, Farbe, Gro¨ße und Helligkeit signalisierter Punkte verwendet werden. Hierbei ist die Zuverla¨ssigkeit
dieser Merkmale und ihre Invarianz gegenu¨ber Abbildungen aus unterschiedlichen Aufnahmerichtungen,
mit unterschiedlichen Bildmaßsta¨ben und eventuell unter unterschiedlichen Beleuchtungsbedingungen zu
pru¨fen ([Maa97]).
Die Konsistenz einer mehrfachen Lo¨sungen kann durch die Einbeziehung der lokalen Nachbarschaft u¨ber-
pru¨ft und so die beste Lo¨sung ermittelt werden ([Bal12]). Abb. 3.2.2 zeigt diesen Sachverhalt am Beispiel
von Punktmerkmalen. Fu¨r Punkt 1 (Abb. 3.2.2 (a)) wird eine Matchinglo¨sung gesucht. In Frage kommen
dafu¨r die Punkte 1′ und 1′′ (Abb. 3.2.2 (b)), die ohne Beru¨cksichtigung der Nachbarschaft gleich gute
Lo¨sungen repra¨sentieren. Erst unter Beru¨cksichtigung der Nachbarschaft von Punkt 1 (Abb. 3.2.2 (c))
wird als eindeutige Lo¨sung der Punkt 1′ identifiziert (Abb. 3.2.2 (d)).
(a) (b) (c) (d)
Abb. 3.2.2: Merkmalszuordnung unter Beru¨cksichtigung der Nachbarschaft ([Bal12]) – (a) Ausgewa¨hlter
Punkt 1 im Templatebild – (b) Zwei gleich gute Matchinglo¨sungen 1′ und 1′′ – (c) und (d) U¨berpru¨fung
der Konsistenz der zwei mo¨glichen Lo¨sungen 1′ und 1′′ unter Einbeziehung der Nachbarschaft. Lo¨sung
1′ ist konsistent mit den Lo¨sungen der Nachbarn von Punkt 1 und wird deshalb gewa¨hlt
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Anstelle von Punktmerkmalen ko¨nnen ebenso linienfo¨rmige Elemente verwendet werden. [Maa97] be-
schreibt ein solches Zuordnungsverfahren und geht auf die auftretenden Mehrdeutigkeiten bei der Zuord-
nung von Geradensegmenten ein.
Die merkmalsbasierten Matching-Verfahren sind zahlreich. Ihnen gemeinsam ist zuna¨chst die Extraktion
der markanten Bildstrukturen und die anschließende Zuordnung der korrespondierenden Elemente in
verschiedenen Bildern.
3. Neben den fla¨chen- und merkmalsbasierten Verfahren existiert das relation-based (relationale) Mat-
ching. Es verwendet Bildmerkmale und beru¨cksichtigt die gegenseitigen Beziehungen zwischen Strukturen
bzw. Merkmalen ([Bal12]). Details sind [VH92] zu entnehmen.
Die unterschiedlichen Matchingverfahren besitzen Vor- und Nachteile ([Bal12]): Intensita¨tsbasierte Ver-
fahren sind weniger empfindlich gegenu¨ber Rauschen und gut geeignet fu¨r stark texturierte Bilder. Bei
Bildern mit schwacher Textur ko¨nnen hingegen Probleme auftreten, da unter Umsta¨nden geometrische
Unterschiede in den Bildern nicht erkannt werden. Merkmalsbasierte Verfahren mit Punkten oder linearen
Merkmalen funktionieren besser bei Oberfla¨chendiskontinuita¨ten.
Nach [Bar07] besteht bei den merkmalsbasierten Verfahren das Problem, dass die extrahierten Merkmale
empfindlich gegenu¨ber Drehungen, Verschiebungen, Verzerrungen, Rauschen, Beleuchtung und Verde-
ckungen sind. Es werden deshalb Merkmale gesucht, die gegenu¨ber diesen Einflussgro¨ßen unempfindlich
sind und die trotz vera¨nderten Bedingungen bei der Bildaufnahme (z.B. vera¨nderte Blickrichtung) in den
Bildern erkannt werden.
3.2.5 Spezielle Verfahren zur Extraktion von Strukturen aus Bilddaten und
der Bildzuordnung
Um Bilder mehrerer Aufnahmestandpunkte verknu¨pfen und ein 3D-Modell erstellen zu ko¨nnen, muss eine
Beziehung zwischen den Einzelbildern mit Hilfe von korrespondierenden Elementen oder Strukturen, wie
beispielsweise Punkten oder Linien, hergestellt werden. Da sich nicht alle Elemente oder Strukturen eines
Bildes zur Korrespondenzherstellung eignen (z.B. Punkte in homogenen Regionen), mu¨ssen zuna¨chst
markante Strukturen – mo¨glichst automatisiert – identifiziert werden. Zu diesem Zweck ist auf dem
Gebiet der Computer Vision in den letzten Jahrzehnten eine Reihe von Interest-Point-Detektoren (vgl.
Kap. 3.2.3.2) entwickelt worden.
Die Anforderungen, wie beispielsweise die Ermittlung der
”
wichtigen“ und das Ignorieren der
”
unwichti-
gen“ Punkte, die genaue Lokalisation und Reproduzierbarkeit der Ergebnisse oder die Unempfindlichkeit
gegenu¨ber Bildsto¨rungen und Bildvera¨nderungen werden dabei immer besser erfu¨llt ([Bar12]).
Eine spezielle Methode stellt die Skaleninvariante Merkmalstransformation
”
SIFT“ (Scale Invariant Fea-
ture Transformation) ([Low99], [BL02], [Low04]) dar. Sie wird von [Gre05] in der folgenden Weise be-
schrieben:
”
In einem zu analysierenden Bild werden Schlu¨sselpunkte (SIFT-Keys) gesucht, die in anderen
Aufnahmen derselben Szene mit hoher Wahrscheinlichkeit wiederfindbar sind. Zu jedem Schlu¨sselpunkt
wird ein sogenannter Deskriptor erzeugt, der die Region um den Schlu¨sselpunkt beschreibt.“ Die Be-
rechnung des Deskriptors erfolgt relativ zur Orientierung und Skalierung des Bildes, sodass homologe
Schlu¨sselpunkte in unterschiedlichen Bildern gleiche Deskriptoren besitzen. Da diese invariant gegenu¨ber
Rotation, Translation und Skalierung sind, ko¨nnen sie einander zugeordnet werden. Neben der Invarianz
gegenu¨ber Bildskalierung, Translation und Rotation ist das Verfahren teilweise unempfindlich gegenu¨ber
Beleuchtungsa¨nderungen und Verdeckungen. [MS05] stellt mit
”
GLOH“ (Gradient Location and Orien-
tation Histogram) eine Erweiterung des SIFT-Deskriptors vor. [TLF10] beschreibt mit
”
DAISY“ einen
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Deskriptor fu¨r das Bildmatching von Stereobildern mit großen Basislinien.
Anstelle von Punkten werden fu¨r das merkmalsbasierte Matching oftmals auch Linienelemente genutzt.
[SZ97] beschreibt ein Verfahren zum Matching von Liniensegmenten zwischen Bildern und verwendet
Grauwertinformationen sowie geometrische Beziehungen. [OWH+10] stellt einen Ansatz vor, der auf der
paarweisen Zuordnung von Linienelementen aus Stereo-Luftbildern beruht. Das Verfahren von [WWH09]
nutzt die Information der lokalen Nachbarschaft der Linien, um diese einander zuordnen zu ko¨nnen. [ZB00]
bezieht zusa¨tzliches Wissen u¨ber die Objekte im Bild ein, um Straßen und Fahrbahnra¨nder in Bildern
zu finden. [SV04] kombiniert Luftbilder und Daten aus einem Geographischen Informationssystem (GIS)
fu¨r eine Klassifikation gefundener Linien und eine anschließende 3D-Geba¨uderekonstruktion.
In [MTS+05] erfolgt ein Vergleich mehrerer unterschiedlicher Verfahren bzw. Detektoren. Hierbei zeigt
sich, dass kein Detektor existiert, der optimal fu¨r alle Anwendungsgebiete ist. Zu diesem Ergebnis ge-
langt auch [JF08]. Jeder Detektor besitzt gewisse Sta¨rken. Wa¨hrend ein Detektor besser geeignet ist, um
homogene Regionen mit markanten Grenzen zu detektieren, werden von anderen Verdeckungen besser
kompensiert. [MTS+05] schla¨gt deshalb die simultane Verwendung mehrerer Detektoren vor.
Fu¨r die Zuordnung der extrahierten Merkmale existieren spezielle Algorithmen, wie beispielsweise
”
SfM“
(Structure-from-Motion) ([TK92], [Fau93], [DSTT00], [HZ03]).
”
SfM-Algorithmen bieten die Mo¨glich-
keit mit Hilfe einer Serie sich u¨berschneidender Bilder von (digitalen) Kameras von unterschiedlichen
Standorten die Kamerapositionen und die dreidimensionale Geometrie der photographierten Szene zu
rekonstruieren“ ([Fer11]). Das daraus entstandene 3D-Bildmodell wird aufgrund seiner geringen Punkt-
dichte als
”
sparse point cloud“ oder
”
spa¨rliche Punktwolke“ bezeichnet (vgl. Kap. 4.5.1). In [PVV+04] wird
ein SfM- Algorithmus zur Erstellung von texturierten 3D-Bildmodellen aus einer Sequenz von Bilddaten
verwendet. Basierend auf der Verfolgung und dem Matching spezieller Merkmale wird die Beziehung zwi-
schen einzelnen Kamerastandpunkten berechnet und ein 3D-Modell der Szene sowie die Bewegung der
Kamera abgeleitet.
Derzeit existieren einige frei verfu¨gbare Softwaresysteme, die basierend auf SfM-Algorithmen die Ori-
entierung zwischen Bildern unterschiedlicher Aufnahmestandpunkte oder Aufnahmezeitpunkte ermo¨g-
lichen. Eines dieser Programme ist Bundler ([Sna10], [SSS06], [SSS07]). Bundler wurde an der Uni-
versita¨t Washington entwickelt und ermo¨glicht die Berechnung der Kamerastandpunkte sowie der 3D-
Objektkoordinaten des aufgenommenen Objekts aus einer Vielzahl von ungeordneten Bildsammlungen
ohne vorherige Kenntnis der Kamerakalibrierung. Die Software verwendet hierzu den zuvor genannten
SIFT-Keypoint-Detektor ([Low04]) zur Merkmalsextraktion, ordnet homologe Bildpunkte einander zu
und fu¨hrt abschließend eine Bu¨ndelblockausgleichung, basierend auf [LA09], durch. Das Ergebnis ist eine
kolorierte, spa¨rliche Punktwolke, zu deren Verdichtung weitere Pakete zur Verfu¨gung stehen ([Fur10],
[FP10]). Weitere Details des Verfahrens sind [FP09] und [FP08] zu entnehmen.
Neben der Software Bundler stehen eine Reihe weiterer SfM-Software-Toolboxen zur Verfu¨gung ([Zis12],
[Rab12], [Est12]). [Est12] stellt mit der Toolbox
”
FIT3D“ fu¨r Matlab Funktionen auf Basis von SfM-
Algorithmen bereit, die dem Anwender ermo¨glichen ein 3D-Modell aus kalibrierten Bildern zu erzeugen.
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4.1 Komplementa¨re Eigenschaften
In Kap. 2 und 3 sind die wesentlichen Merkmale sowie wichtige Verarbeitungsschritte bei der alleinigen
Prozessierung von Scan- und Bilddaten vorgestellt worden. Werden die strukturellen Merkmale beider
Datentypen gegenu¨bergestellt, zeigen sich ihre komplementa¨ren Eigenschaften (Tab. 4.1.1).
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Reflexion oder geringer Auflo¨sung
bei Aufnahme aus einer
Perspektive
radiometrische Unterschiede in den
Bilddaten (Beleuchtung), passiv
unabha¨ngig von der Beleuchtung,
aktiv
ho¨here Genauigkeit in bestimmten
Objektbereichen (z.B. an Kanten)
Ungenauigkeiten an Kanten,
Messung diskreter Punkte nicht
mo¨glich, da Raster vorgegeben
Unabha¨ngig aufgenommene Bilddaten besitzen gegenu¨ber Scandaten eine ho¨here Auflo¨sung sowie Farb-
und Texturinformation. Nach [Luh10a] ist ein photographisches Bild (RGB-Bild) deutlich leichter zu
interpretieren als eine 3D-Punktwolke, auch wenn diese durch die Intensita¨t des reflektierten Laserlichts
visualisiert wird. Die 3D-Information der Bilddaten liegt jedoch zuna¨chst nur implizit vor und muss fu¨r
eine geometrische Verarbeitung generiert werden.
Eine Laserscannermessung liefert direkt eine Punktwolke und beinhaltet damit eine explizite, dreidimen-
sionale Geometrieinformation. Aufgrund einiger systemtypischer Einflu¨sse, wie z.B. Strahlbreite, Abtast-
dichte und lu¨ckenhafte Abtastung, ist eine Interpretation dieser Punktwolke fu¨r den Anwender jedoch
oftmals problematisch. Nach [BB06] erschwert die fehlende Farbinformation die
”
bildliche“ Vorstellung
des Auswerters vom Objekt, sodass allein mit der Scannerpunktwolke eine Interpretation der erfassten
Szene nur sehr schwer mo¨glich ist.
Die komplementa¨ren Eigenschaften von Bild- und Scandaten zeigen sich zumeist bei der Betrachtung von
bestimmten Objektbereichen. Beispielsweise ist die Identifikation korrespondierender Elemente in Bild-
daten besonders in texturarmen Gebieten problematisch, weshalb in diesen Bereichen aus den Bilddaten
unter Umsta¨nden keine 3D-Information generiert werden kann. Die 3D-Information fu¨r diese Bereiche
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ko¨nnte demnach aus den Scandaten gewonnen werden. Im umgekehrten Fall ko¨nnen Bilddaten Informa-
tionen von Objektbereichen liefern, die durch Scanning nicht oder nur mit geringerer Genauigkeit erfasst
werden ko¨nnen ([AGL07]).
Durch die gemeinsame Datennutzung von Bild- und Scandaten sollen die Vorteile beider Verfahren und
somit das Informationspotential beider Datentypen maximal genutzt werden, indem die Schwa¨chen oder
Unzula¨nglichkeiten des einen Verfahrens durch die Sta¨rken des anderen Verfahrens kompensiert werden
([Prz05], [Luh10a]). Dies bedarf der Korrespondenzherstellung und somit der Erkennung, Extraktion und
Zuordnung identischer Elemente in Bild- und Scandaten.
4.2 Korrespondenzherstellung von Bild- und Scandaten
Zumeist liegen mehrere Bilder und Scans unterschiedlicher Aufnahmepositionen vor, sodass sowohl zwi-
schen den homogenen Datentypen, als auch zwischen den heterogenen Datentypen Orientierungsberech-
nungen durchgefu¨hrt werden mu¨ssen:
• homogen (Bilddaten): Korrespondenzherstellung zwischen den einzelnen Bildern.
• homogen (Scandaten): Registrierung der Einzelscans unterschiedlicher Standpunkte.
• heterogen (Bild- und Scandaten): Orientierungsberechnung zwischen den Bildern und den Scans.
Abb. 4.2.1 veranschaulicht dies schematisch fu¨r zwei Bilder und zwei Scannerstandpunkte. Die beiden
Korrespondenzherstellungen zwischen den homogenen Datentypen (Bild-zu-Bild) und (Scan-zu-Scan) sind
jeweils außen dargestellt. Die vier unterschiedlichen Optionen fu¨r die Reihenfolge, in der die heterogenen
Datentypen zueinander registriert werden ko¨nnen, werden durch die gleichartigen Pfeile (s. Abb. 4.2.1)
repra¨sentiert.
Abb. 4.2.1: Kombinations- und Fusionsmo¨glichkeiten von Bild- und Scandaten
4.2.1 Bild-Bild-Korrespondenz
Bei den zuvor geschilderten Eigenschaften der Bilddaten ist die notwendige Herstellung der Bild-zu-
Bild-Korrespondenz bereits angesprochen worden. Sie ist essentiell, um aus der 2D-Information eine
3D-Information generieren zu ko¨nnen. Hierzu sind korrespondierende Elemente in den Bildern zu iden-
tifizieren und ihre Bildkoordinaten zu bestimmen. Aus den gemessenen Bildkoordinaten identischer Ob-
jektpunkte zweier oder mehrerer Bilder werden auf Grundlage der sich schneidenden Bildstrahlen die
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Orientierungsparameter der Bilder und die 3D-Objektkoordinaten berechnet ([Luh10b]). Die daraus ge-
wonnene 3D-Information ist in Abb. 4.2.1 als Bildmodell bezeichnet.
4.2.2 Scan-Scan-Korrespondenz
Die erforderliche Herstellung der Scan-Scan-Korrespondenz und die dazu existierenden unterschiedlichen
Verfahren wurden in Kap. 2.5 ausfu¨hrlich erla¨utert. Das Ergebnis der Registrierung stellt das Scanmodell
(Abb. 4.2.1) dar, das die Informationen der erfassten Punktwolken beinhaltet.
4.2.3 Bild-Scan-Korrespondenz
Die Korrespondenzherstellung zwischen Bild- und Scandaten gestaltet sich aufgrund der komplementa¨-
ren Eigenschaften der heterogenen Datentypen als besonders schwierig. Prinzipiell lassen sich folgende
Mo¨glichkeiten unterscheiden (Abb. 4.2.1):
1. Alle Scans und alle Bilder der unterschiedlichen Standpunkte werden untereinander separat regis-
triert. Dadurch entsteht ein 3D-Modell aus den Scan- und ein 3D-Modell aus den Bilddaten (lang
gestrichelte Pfeile). Im Anschluss erfolgt die Zusammenfu¨hrung der beiden heterogenen Modelle,
indem identische Elemente in beiden Datensa¨tzen identifiziert werden (3D-3D-Korrespondenz). Der
Vorteil dieses Verfahrens besteht darin, dass beide Datentypen dreidimensional vorliegen und ein
Vergleich zwischen den unterschiedlichen Modellierungen – kombiniertes Modell und Einzelmodell
– vorgenommen werden kann, um daraus gegebenenfalls Genauigkeitsaussagen ableiten zu ko¨nnen.
Fu¨r die Einzelmodellierung ko¨nnen zwar bestehende Softwarelo¨sungen verwendet werden, dennoch
besteht ein hoher manueller Arbeitsaufwand, da zuna¨chst die separate Modellierung aus den Scan-
und Bilddaten erfolgen muss, und erst im Anschluss die gemeinsame Modellierung mo¨glich ist.
Zudem werden Ungenauigkeiten bei der Modellierung der Einzeldaten nicht beru¨cksichtigt.
2. Die Scans unterschiedlicher Standpunkte werden registriert, wodurch aus den Einzelscans ein 3D-
Scanmodell entsteht. Im Anschluss werden einzelne Bilder zur Kolorierung oder Texturierung der
Punktwolke verwendet oder auf die zuvor triangulierte Punktwolke projiziert (gepunktete Pfeile).
Ein wesentlicher Vorteil dieses Ansatzes besteht darin, dass die Registrierung der Einzelscans mit
Hilfe existierender Software durchgefu¨hrt werden kann, allerdings bringt dies auch gleichzeitig den
Nachteil mit sich, dass die daraus resultierenden Ungenauigkeiten in die spa¨tere Modellierung ein-
fließen.
3. Die Bilder unterschiedlicher Standpunkte werden zu einem Bildmodell verknu¨pft. Diesem werden
die Scandaten einzelner Standpunkte hinterlegt (Strich-Punkt-Pfeile).
4. Es erfolgt eine gemeinsame Registrierung der Bild- und Scandaten fu¨r jeden Standpunkt. Diese sind
in Abb. 4.2.1 als hybride Modelle bezeichnet. Abschließend erfolgt die Zusammenfu¨hrung der beiden
hybriden Modelle (kurz gestrichelte Pfeile), wozu eine Bild-zu-Geometrie-Korrespondenz hergestellt
werden muss. Dieses Verfahren bietet das ho¨chste Potential bei der gemeinsamen Datennutzung,
da versucht wird, die Schwa¨chen der einzelnen Messverfahren schon im ersten Registrierungsschritt
zu kompensieren, und die Sta¨rken des jeweils anderen Verfahrens zu nutzen. Beispielsweise kann an
Kanten auf die Information aus den Bildern zuru¨ckgegriffen werden, anstelle der mit hohem Mess-
rauschen behafteten Information aus dem Scan, oder die Bildinformation kann zur Segmentierung
der Scandaten verwendet werden.
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Die Notwendigkeit der Identifikation korrespondierender Elemente ist demnach sowohl fu¨r die Verknu¨p-
fung der homogenen, als auch zur Korrespondenzherstellung der heterogenen Datentypen gegeben.
4.3 Unterschiedliche Verfahren der gemeinsamen Datennutzung
Fu¨r die gemeinsame Verwendung von Bild- und Scandaten existieren unterschiedliche Verfahren, die
verschiedene Zielsetzungen verfolgen. Im einfachsten Fall erfolgt die Einfa¨rbung der Punktwolke mit Hilfe
der Information aus den Kameradaten. Hierbei muss die Orientierung von Kamera und Scanner bekannt
sein bzw. ermittelt werden. Oftmals wird hierzu eine Kamera am Scanner adaptiert oder die Kamera
wird nach Abschluss des Scanvorganges so auf dem Scannerstandpunkt positioniert, dass ein festgelegter
Drehpunkt (Nodalpunkt) der Kamera im Nullpunkt des Scannerkoordinatensystems liegt (vgl. Kap. 4.4).
[KPL06] unterscheidet die Begriffe Kombination und Fusion bzw. Integration von Bild- und Scandaten:
Wa¨hrend bei der Datenkombination die urspru¨nglichen Daten erhalten bleiben, stellt die Datenfusion
bzw. -integration die Vereinigung bzw. Verschmelzung beider Datensa¨tze dar. Eine farbige Punktwolke,
entstanden aus der Laserscannerpunktwolke und den Farbwerten aus der Bildinformation, ist demnach
das Ergebnis einer Datenfusion.
[Ro¨n07] nimmt eine Einteilung der unterschiedlichen Verfahren fu¨r die fusionierte Nutzung von Bild-
und Scandaten vor. Alle Methoden haben das u¨bergeordnete Ziel, die beiden Datentypen so einzusetzen,
dass ihre komplementa¨ren Eigenschaften und somit das Potential der gemeinsamen Datennutzung mehr
ausgescho¨pft wird. Sie unterscheiden sich allerdings in ihrer konkreten Zielsetzung.
1. Vollsta¨ndigeres Modell des Objektes.
Fehlende Informationen des einen Datentyps sollen durch die Informationen des anderen kompen-
siert werden. Hierbei erfolgt die Verwendung von Scan- und Bilddaten fu¨r die Rekonstruktion unter-
schiedlicher Objektbereiche und die Erstellung eines 3D-Scanmodells sowie eines 3D-Bildmodells,
zwischen denen eine Korrespondenz hergestellt werden muss (Abb. 4.3.1).
Beispielsweise ko¨nnen Bildinformationen von Modellteilbereichen verwendet werden, von denen
keine Geometrieinformation aus den Scandaten aufgrund mangelnder Oberfla¨chenreflexion erhal-
ten werden konnte.
Abb. 4.3.1: Scan- und Bildmodell
2. Hauptinformation aus Scandaten.
Die Informationen beider Datentypen werden nicht gleichwertig genutzt, sondern es erfolgt die Prio-
risierung der Information aus Scandaten. Im Rahmen von Auswerteprozessen wird eine Triangula-
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tion der Punktwolke vorgenommen. Auf das daraus resultierende Oberfla¨chenmodell (vermaschtes
3D-Scanmodell) erfolgt im Anschluss die Projektion der Bilddaten (Abb. 4.3.2(a)). Somit wird die
ho¨here Auflo¨sung der Bilder genutzt, um das Oberfla¨chenmodell zu texturieren (Abb. 4.3.2(b)).
(a) (b)
Abb. 4.3.2: Scandaten als Hauptinformationstra¨ger – (a) Theoretische Modellierung – (b) Texturiertes
Oberfla¨chenmodell ([HS08])
3. Hauptinformation aus Bilddaten.
Ein 3D-Modell aus Bilddaten oder Orthophotos wird mit den Tiefeninformationen aus Scandaten
verknu¨pft (Abb. 4.3.3.
Abb. 4.3.3: Bilddaten als Hauptinformationstra¨ger
4. Verbesserung der Registrierung von Scandaten.
Eine Reihe von Untersuchungen bescha¨ftigt sich mit der Verbesserung der Registrierung von Scan-
daten durch Einbeziehung der Bildinformation, wobei die hybriden Modelle aus Bild- und Scandaten
zum Einsatz kommen (Abb. 4.3.4).
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Abb. 4.3.4: Nutzung hybrider Modelle
[DB06], [DB04], [WH06] und [AF06] verwenden hierzu ein System, bei dem die Kamera an den
Scanner adaptiert ist und nutzen damit die bekannte Orientierung von Kamera und Scanner.
4.4 Aufnahmekonfiguration
Die Aufnahmekonfiguration steht in engem Zusammenhang mit den zuvor geschilderten Verfahren, da
sie das Potential der gemeinsamen Datennutzung einschra¨nkt. Nachfolgend werden die unterschiedlichen
Aufnahmekonfigurationen unterschieden und auf ihre Besonderheiten hingewiesen.
1. Scanner mit integrierter Kamera
Die Kamera ist im Scanner integriert und fester, nicht vera¨nderbarer Bestandteil. Die Farbinfor-
mation der Kamera kann genutzt werden, um die Punktwolke zu kolorieren. Realisiert ist dies
beispielsweise beim Leica-Scanner HDS 3000 oder beim Faro Focus3D. Aufgrund der fest integrier-
ten Kamera wird die Orientierung zwischen dem Projektionszentrum und dem Scannernullpunkt
als unvera¨nderlich angenommen.
Die Kamera besitzt aufgrund ihres Einbaus in den Scanner ein geringes Sichtfeld. Es ko¨nnen keine
Kamerakomponenten getauscht werden, um auf besondere Bedingungen, wie beispielsweise unter-
schiedliche Belichtungsverha¨ltnisse, zu reagieren. Bei gu¨nstigen Lichtbedingungen kann die Punkt-
wolke koloriert werden.
2. Scanner mit adaptierter Kamera
Die Kamera befindet sich nicht im Scanner selbst, sondern ist an diesem adaptiert. Sie ist somit ab-
nehmbar bzw. austauschbar. Ein solches hybrides Messsystem stellt beispielsweise der Riegl Scanner
LMS Z-420i dar (Abb. 4.4.1(b)).
Die Verwendung hybrider Aufnahmesysteme bietet den Vorteil, eine Kalibrierung des Gesamtsys-
tems vor der eigentlichen Messaufgabe durchfu¨hren zu ko¨nnen. So lassen sich die Transformations-
parameter zwischen Kamera- und Scannerkoordinatensystem ermitteln, wenn die Kalibrierparame-
ter der aufgesetzten Kamera und die Mounting-Parameter, d.h. die Parameter, welche die Orientie-
rung zwischen Scanner und Kamera beschreiben, bekannt sind.
Ein weiterer Vorteil dieser adaptierten Kamera liegt darin, dass durch den Austausch der Kamera
oder einzelner Kamerakomponenten, wie beispielsweise des Objektives, auf spezielle Anforderungen
reagiert werden kann. Zudem weisen Kamera und Scanner die gleiche Blickrichtung auf, was bei der
Identifikation von identischen Strukturen von Vorteil ist. Als Nachteil ergibt sich, dass die Position
der Kamera an die des Scanners gebunden ist.
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3. Scanner mit externer, an seine Aufnahmeposition gebundene Kamera
Wird die Kamera so positioniert, dass ein festgelegter Drehpunkt der Kamera (Nodalpunkt) im
Nullpunkt des Scannerkoordinatensystems zu Liegen kommt, kann durch Drehung der Kamera um
den Nodalpunkt und die Aufnahme mehrerer Bilder bei unterschiedlichen Drehwinkeln im Rah-
men des spa¨teren Auswerteprozesses ein Panoramabild erzeugt werden, das zur Texturierung der
Punktwolke dient. Hierzu erfolgt der Einsatz eines Adpaters (Abb. 4.4.1(a)).
Da sich die beiden Aufnahmesysteme auf denselben Referenzpunkt beziehen, besitzen sie die gleiche
Perspektive, was eine spa¨tere Zuordnung identischer Strukturen der Bild- und Scandaten wesentlich
erleichtert. Des Weiteren gelten auch hier die zuvor genannten Vorteile der freien Wahl einzelner
Kamerakomponenten, und der Nachteil der an den Scannerstandpunkt gebundenen Kameraposition.
Mit den in Kap. 2 und 3 beschriebenen Verfahren ergibt sich die Mo¨glichkeit, die Punktwolke zu
kolorieren. Ein Nachteil besteht allerdings darin, dass die ho¨here Auflo¨sung der Bilddaten nicht ver-
wendet wird. Punkte, die u¨ber keine Geometrieinformation verfu¨gen, da sie beispielsweise aufgrund
mangelnder Reflexion der Oberfla¨che vom Scanner nicht erfasst werden konnten, sind im Bild zwar
sichtbar, aber stehen aufgrund der fehlenden 3D-Information nicht fu¨r die spa¨tere Darstellung zur
Verfu¨gung. Damit geht die vorliegende Bildinformation verloren. Zudem ist die Position der Kamera
an die Wahl des Scannerstandpunktes gebunden, und es verbleiben gewisse Abweichungen zwischen
den beiden Nullpunkten der Sensorsysteme, die sich in einer “Verschiebung der Farbinformation“ in
der Punktwolke a¨ußern kann.
 
(a) Beide Datentypen bleiben dabei in ihrer ursprünglich
 
Abb. 8 Laserscanner Riegl 
LMS Z420i mit adaptierter 
(b)
Abb. 4.4.1: Scanner mit adaptierter Kamera – (a) Nodalpunktadapter zum Aufbau der Kamera auf dem
Scannerstandpunkt (Leica Geosystems – Cyclone External Camera Workflow) – (b) Laserscanner Riegl
LMS Z420i
4. Scanner mit externer, frei gefu¨hrter Kamera
Kamera und Scanner werden unabha¨ngig voneinander fu¨r die Objekterfassung eingesetzt, d.h. Geo-
metrie und Textur werden durch zwei unabha¨ngige Prozesse gewonnen, was nach [AHF07] best-
mo¨gliche Aufnahmebedingungen schafft. Die Flexibilita¨t der Bildaufnahme zeigt sich in einer frei
wa¨hlbaren Kamera sowie einem frei definierbaren Aufnahmestandpunkt, an dem oftmals bessere
Lichtbedingungen als am Scannerstandpunkt herrschen.
Nach [AN06] ko¨nnen Probleme bei sich vera¨ndernden Bedingungen, wie z.B. sich bewegenden Ob-
jekten, zudem durch die freie Wahl des Aufnahmezeitpunktes vermieden werden.
Den genannten Vorteilen steht der Nachteil gegenu¨ber, dass fu¨r die fusionierte Datennutzung Orien-
tierungsberechnungen heterogener Datentypen durchzufu¨hren sind, die eine zuverla¨ssige Detektion
44 4 Gemeinsame Nutzung von Bild- und Scandaten
identischer Elemente aus Bild- und Scandaten erfordert.
Liegen aufgrund der Aufnahmekonfiguration bestimmte Rahmenbedingungen vor, ist beispielsweise die
Orientierung von Scanner und Kamera zueinander bekannt, vereinfacht sich zwar eine spa¨tere Identifika-
tion identischer Strukturen, gleichzeitig sind damit aber auch Einschra¨nkungen bei der Flexibilita¨t der
Aufnahme verbunden.
Wird hingegen eine externe, frei gefu¨hrte Kamera verwendet, erho¨ht sich zwar die Flexibilita¨t bei der
Datenerfassung, die Identifikation korrespondierender Elemente gestaltet sich allerdings schwieriger, da
die Daten aus unterschiedlicher Perspektive erfasst werden. Neben den sich komplementa¨r erga¨nzenden
Eigenschaften sind deshalb jene Eigenschaften zu suchen, die sich fu¨r eine mo¨glichst universelle Korres-
pondenzherstellung von Bild- und Scandaten am besten eignen.
4.5 Existierende Ansa¨tze zur Datenfusion
4.5.1 U¨berblick
Die existierenden Ansa¨tze zur Datenfusion von Bild- und Scandaten streben oftmals eine verbesserte
Registrierung der Scandaten mit Hilfe der Bildinformation an (vgl. Kap. 4.3). Hierbei erfolgt zumeist
der Einsatz eines Scanners mit adaptierter Kamera, d.h. eines hybriden Messsystems ([DB06], [Wen07],
[AF06]).
Nach [Luh10a] lassen sich mit Methoden der Bildanalyse zahlreiche Merkmale in Bildern extrahieren,
die sich aufgrund ihrer Oberfla¨chengestalt oder Reflektanz in Laserscanningpunktwolken nicht erkennen
oder segmentieren lassen. Diese Tatsache wird genutzt, um identische Elemente unterschiedlicher Stand-
punkte in den Bildern zu identifizieren und eine Korrespondenz zwischen den Bildern herzustellen. Die
Bildinformation kann im Anschluss zur Korrespondenzherstellung der Scandaten benutzt werden. Dies
ist mo¨glich, da die relative Orientierung zwischen Kamera und Scanner als bekannt vorausgesetzt bzw.
vorab durch ein Kalibrierverfahren des Scannerherstellers ([Wen07]) ermittelt werden kann. Somit ko¨nnen
u¨ber die Bildkorrespondenzen auch die Korrespondenzen zwischen einzelnen Scans herstellt werden.
Die existierenden Verfahren unterscheiden sich bezu¨glich der in den Bildern zu identifizierenden Elemente.
[DB06] beschreibt einen Ansatz zur Registrierung von Scandaten mittels Ebenen. Dieser soll durch die
Kamerabilder, die Texturen der Ebenen liefern, verbessert werden. [Wen07] setzt Interest-Operatoren
(Kap. 3.2.3.2) ein. Hierdurch soll ein ho¨herer Automatisierungsgrad bei der Registrierung der Scandaten
erreicht werden. In [WH06] wird ein Ansatz zur simultanen Orientierungsbestimmung unterschiedlicher
Sensordaten mit Hilfe von Helligkeitsbildern aus Kameradaten sowie Distanz- und Intensita¨tsbildern
(Abb. 4.5.1) aus Scandaten beschrieben.
(a) (b) (c)
Abb. 4.5.1: Unterschiedliche Bildtypen ([WH06]) – (a) Kamerabild – (b) Distanzbild – (c) Intensita¨tsbild
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[AF06] registriert die Punktwolken unterschiedlicher Standpunkte mit Hilfe von codierten Zielmarken,
die ebenfalls u¨ber die mit dem Scanner verbundene Kamera identifiziert werden. Die Bilder der Kame-
ra werden zuna¨chst relativ orientiert, die a¨ußere Orientierung wird u¨ber die bekannte Beziehung zum
Scannerkoordinatensystem hergestellt (Abb. 4.5.2).
Abb. 4.5.2: Relative Orientierung zwischen Kamera- und Scannerkoordinatensystem nach [AF06]
Durch eine Bu¨ndelblockausgleichung kann die Registrierung mehrerer Punktwolken in einem Auswerte-
schritt erfolgen. Die Nutzung codierter Zielmarken sorgt dabei fu¨r einen vollautomatischen Ablauf.
[RHBR06] verwendet ebenfalls einen Scanner mit adaptierter Kamera und beschreibt ein Verfahren, bei
dem die Entfernungsinformation aus den Scandaten dem Bild hinterlegt wird. Dieses Verfahren wird auch
als Monoplotting bezeichnet. Im vorgestellten Ansatz identifiziert der Bearbeiter spezielle Bildpunkte,
fu¨r die eine 3D-Information generiert werden soll. Fu¨r den jeweils ausgewa¨hlten Bildpunkt wird der
zugeho¨rige Bildstrahl ermittelt. Im Anschluss erfolgt die Bestimmung der Scanpunkte, die dem Bildstrahl
am na¨chsten liegen und die Berechnung eines lokalen, approximierten Oberfla¨chenmodells aus diesen
Scanpunkten. Abschließend wird der Bildstrahl mit der approximierten Oberfla¨che verschnitten, sodass
fu¨r den Bildpunkt eine Entfernungsinformation erhalten wird. Das Monoplotting wird ausfu¨hrlich in
[Bec05] und [BBE04] thematisiert.
[Als06], [AHF07], [AGL07], [Abd05] und [Abd09] stellen Verfahren mit einer unabha¨ngig von der Scan-
nerposition eingesetzten Kamera vor. [Als06] bzw. [AHF07] nutzen lineare Strukturen fu¨r die Korres-
pondenzherstellung von Bild- und Scandaten. Zur Extraktion dieser Strukturen aus Intensita¨ts- und
Distanzbildern der Scans sowie der entsprechenden 2D-Linien in den Bilddaten werden kantenbasierte
Segmentierungsverfahren verwendet. Die Bestimmung der Kanten in den Scandaten erfolgt durch eine
Analyse der mittleren Kru¨mmung. Die berechneten Kru¨mmungen werden entlang von Profillinien in
den Distanzbildern extrahiert. Tiefenspru¨nge zeigen sich in deutlichen Minima oder Maxima der mittle-
ren Kru¨mmung. Diese lassen sich in konvexe oder konkave Kanten unterscheiden, indem die Betra¨ge der
mittleren Kru¨mmung herangezogen werden. Die aus den Scandaten extrahierten Linien werden interaktiv
ihren 2D Entsprechungen im Bild zugeordnet. Die Zielsetzung besteht in der Texturierung der Bilddaten
mit Hilfe der Scandaten.
[AGL07] fusioniert Bild- und Scandaten durch ein Matching der aus den Scandaten erhaltenen Distanz-
bilder und der hochaufgelo¨sten Kamerabilder. Hierbei fallen mehrere Vorverarbeitungsschritte an: Bei-
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spielsweise erfolgt eine Auswahl eines
”
Area of Interest“ durch den Benutzer, sodass in beiden Bildern
der selbe Ausschnitt der Szene zu sehen ist. Die Distanzbilder der Scandaten werden interpoliert, um
eine gleichma¨ßigere Verteilung zu erhalten. Die Kamerabilder werden im Kontrast verbessert sowie ra-
diometrisch angeglichen. Die Extraktion der Bildinformation erfolgt mit Hilfe von Interest-Operatoren,
die Verknu¨pfung der Bilder mittels Kreuzkorrelation.
Die Kamerabilder werden nicht nur zur Texturierung eingesetzt. Gefundene Merkmale im Bild werden
dazu benutzt, die Segmentierung in dem zuvor triangulierten Scan-Modell zu komplettieren bzw. zu
verbessern.
In [Abd05] und [Abd09] erfolgt eine gemeinsame Registrierung von Bild- und Scandaten durch eine
Bu¨ndelblockausgleichung. Zuvor wird eine Kamerakalibrierung zur Bestimmung der inneren Orientierung
durchgefu¨hrt. Im zweiten Schritt werden interaktiv natu¨rliche Punkte in den Scandaten identifiziert, die
als Na¨herungswerte fu¨r die Bu¨ndelblockausgleichung verwendet werden.
Nach erfolgreicher Korrespondenzherstellung kann fu¨r jeden Scanpunkt eine Farbinformation aus dem
Bild, fu¨r einen Teil der Bildpunkte die Geometrieinformation aus dem Scan abgegriffen werden. Fu¨r
die Bildpunkte, denen aufgrund der geringeren Auflo¨sung der Scandaten nicht direkt eine Geometrie-
information hinterlegt werden kann, erfolgt die Interpolation der Objektdistanz aus den angrenzenden
Scanpunkten. Fehlerhafte Punktmessungen in den Scandaten mu¨ssen dabei vor der Interpolation elimi-
niert werden. Ansonsten entstehen vor allem an Ecken und Kanten schlechte Ergebnisse. Das Verfahren
kann ebenfalls in den Bereich des Monoplottings eingeordnet werden.
Zudem existieren Lo¨sungsansa¨tze aus dem Bereich Computer Vision. Deren Zielsetzung besteht zumeist
in einer geringeren User-Interaktion bzw. einem effizienten Einsatz von Algorithmen. [SA00] nutzt die
Distanzbilder aus Scandaten und Kamerabilder. Die Scandaten werden in ebene Regionen segmentiert
und eine automatisierte 3D-Linienerkennung durch den Schnitt zuvor gefundener Ebenen realisiert. Die
segmentierten Ebenen werden zudem fu¨r die Registrierung der Scans untereinander verwendet. In den
2D-Bildern erfolgt die Kantenfindung mittels Bildverarbeitungsalgorithmen. Im Anschluss findet das Mat-
ching der 3D- und 2D-Linien statt, das manuell durchgefu¨hrt wird. Eine Beru¨cksichtigung von Messun-
sicherheiten findet nicht statt.
[ZNH05] bescha¨ftigt sich mit der Registrierung von Videobildern zu einem 3D-Scanmodell, d.h. der Be-
stimmung der Bildposition relativ zur 3D-Szene. Hierzu wird zuna¨chst ein 3D-Bildmodell aus einer Se-
quenz von Bildern durch Anwendung eines SfM-Algorithmus (vgl. Kap. 3.2.5) oder eines Stereomodells
erzeugt. Anschließend erfolgt die Registrierung dieses 3D-Bildmodells zum 3D-Scanmodell durch einen
ICP-Algorithmus (vgl. Kap. 2.5.2.2). Der Vorteil dieser 3D-3D-Registrierung besteht darin, fehlende In-
formationen der einen Datenquelle durch die Information der anderen zu kompensieren und so ein voll-
sta¨ndigeres Modell zu erhalten (vgl. Kap. 4.3).
[SLC+08] stellt ein Verfahren vor, das unterschiedliche Registrierungen der 2D-Bilder und 3D-Scans
erlaubt (vgl. Kap. 4.2):
1. Bild-zu-Bild (2D-2D): Einsatz eines SfM-Algorithmus zur Erzeugung eines 3D-Bildmodells.
2. Scan-zu-Scan (3D-3D): Verknu¨pfung der Scandaten verschiedener Standpunkte zu einem 3D-Scan-
modell mit Hilfe von dreidimensionalen Linien- oder Kreisobjekten.
3. Bild-zu-Scanmodell (2D-3D): Matching von 2D- und 3D-Strukturen und Verwendung der Bilder zur
Texturierung des 3D-Scanmodells.
4. Bildmodell-zu-Scanmodell (3D-3D): Die Erzeugung des 3D-Bildmodells (
”
sparse point cloud“) und
des 3D-Scanmodells, das aufgrund der hohen Punktdichte als
”
dense point cloud“ bezeichnet wird.
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Zur Erzeugung eines texturierten 3D-Modells (siehe 3.) muss die Bestimmung der Kameraposition und
Orientierung in Bezug zum Scannermodell erfolgen, sodass alle 2D- und 3D-Daten in einem gemeinsamen
Koordinatensystem vorliegen, und die Bilder auf das Scanmodell projiziert werden ko¨nnen. [SLC+08]
verwendet hierzu linienhafte Merkmale, die in Bild- und Scandaten mit Hilfe von Deskriptoren extrahiert
und einander zugeordnet werden. Mit dieser Methode ko¨nnen Bilder, die u¨ber eine ausreichende Anzahl
dieser linienhaften Merkmale verfu¨gen, registriert werden. Dies trifft allerdings nur fu¨r einen Teil der
Fotos zu, sodass nicht alle Bilder zur Texturierung verwendet werden ko¨nnen. Details zum Verfahren
des automatisierten Texture-Mapping auf 3D-Daten sind [SA01] und [LS05] zu entnehmen. [SA01] nutzt
beispielsweise Orthogonalita¨ts- und Parallelita¨tsbedingungen von Linien. [LS05] beschreibt die Extrak-
tion von Linien und Ebenen aus dem 3D-Scan sowie die Verknu¨pfung der Bilder und Scans u¨ber eine
gemeinsame Struktur, z.B. Parallelepipeds und Rechtecke.
Um die Information aller Bilder verwenden zu ko¨nnen, wird eine Bildmodell-zu-Scanmodell-Registrierung
durchgefu¨hrt (siehe 4.). Diese ermo¨glicht eine vollsta¨ndigere Modellierung (vgl. Kap. 4.3) unter Nutzung
der beiden heterogenen Datentypen. Ein Algorithmus zur Orientierungsberechnung zwischen den beiden
Modellen wird in [LYWZ06] vorgestellt.
Neben den genannten Verfahren existieren eine Reihe von Arbeiten, die eine Verknu¨pfung von Luftbildern
und LIDAR-Daten (Light Detection and Ranging) aus dem flugzeuggestu¨tzten Laserscanning thematisie-
ren, z.B. [DLZ08] oder [MKF05]. [Vos02] und [Bre05] setzen sich mit dieser Thematik unter Beru¨cksichti-
gung der Rekonstruktion von Geba¨uden auseinander. [JC08] stellt ein Verfahren zur Rekonstruktion von
Da¨chern vor. In [PV09] wird eine Verbesserung in der Modellierung angestrebt, indem Linien aus Bildern
extrahiert werden, um die Geba¨udemodelle aus terrestrischen Laserscandaten zu verbessern. Die Linien
werden unter Verwendung eines Canny-Kantendetektors und einer Hough-Transformation extrahiert.
4.5.2 Zusammenfassung und Beurteilung der Verfahren
Aus den zuvor genannten Verfahren wird deutlich, dass sich eine Korrespondenzherstellung von Bild- und
Scandaten auf unterschiedliche Arten realisieren la¨sst. Einige der in Kap. 4.5.1 beschriebenen Verfahren
verwenden ein hybrides Messsystem, bei dem die Kamera an den Scanner adaptiert ist. Dies bietet fu¨r die
Zielsetzung einer verbesserten Registrierung durch Verwendung der Bildinformation Vorteile, schra¨nkt
jedoch die Flexibilita¨t bei der Bildaufnahme ein.
Die Wahl des Verfahrens zur Extraktion von Strukturen aus Scandaten bestimmt zugleich die dabei
erreichbare Genauigkeit. Diese ist bei dem von [Als06] eingesetzten Verfahren zur Extraktion von Kanten
mittels Kru¨mmung geringer einzuscha¨tzen als bei bei der Extraktion von Kanten durch Bestimmung aus
den Schnitten der sie begrenzenden Fla¨chen, wie von [SA00] und [BB06] vorgeschlagen.
Eine Beschreibung der unterschiedlichen Verfahren zur Scha¨tzung der Kru¨mmung aus Distanzbildern
unter Beru¨cksichtigung der Problematik der hohen Rauschempfindlichkeit ist in [Bo¨h05b] zu finden.
Die von [Wen07] beschriebene Methode zeigt sich fehleranfa¨llig bei schwacher Texturierung und der
eindeutigen Identifikation a¨hnlich aussehender oder sich wiederholender Merkmale in den Bildern. Diese
Problematik ko¨nnte durch den Einsatz von Passobjekten oder Zielmarken umgangen werden, die eine
Unabha¨ngigkeit vom aufzunehmenden Objekt und einen ho¨heren Automatisierungsgrad ermo¨glichen.
Der von [Abd09] vorgestellte Lo¨sungsansatz ermo¨glicht eine Korrespondenzherstellung von Bild- und
Scandaten unter Nutzung einer frei gefu¨hrten Kamera. Er erfordert jedoch eine manuelle Selektion und
Extraktion diskreter Scanpunkte, die mit einer hohen Unsicherheit behaftet sind.
Die Ansa¨tze aus dem Bereich der Computer Vision liefern unterschiedliche Verfahren zur Verknu¨pfung
von Bild- und Scandaten. Der Schwerpunkt liegt dabei zumeist auf der Verknu¨pfung von Bildern, die
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zur Texturierung von 3D-Scanmodellen verwendet werden sollen. Die Registrierung von Scandaten un-
terschiedlicher Aufnahmestandpunkte wird oftmals nur am Rande thematisiert.
Das in dieser Arbeit neu entwickelte Verfahren zur Verknu¨pfung von Scandaten gleicht Nachteile der oben
genannten Methoden aus. Gleichzeitig werden die Voraussetzungen fu¨r die gemeinsame Verwendung von
Bild- und Scandaten geschaffen, die den Einsatz einer frei gefu¨hrten Kamera und somit die gro¨ßtmo¨gliche
Flexibilita¨t bei der Bildaufnahme ermo¨glichen. Durch den Einsatz ku¨nstlicher Elemente bzw. Passko¨r-
per kann eine Unabha¨ngigkeit von dem aufzunehmenden Objekt erreicht, die Korrespondenzherstellung
– a¨hnlich der Scandatenregistrierung – erleichtert und ein hoher Automatisierungsgrad durch Nutzung
geeigneter Algorithmen erzielt werden. Fu¨r die Gestaltung der Passobjekte ergeben sich damit gewisse
Anforderungen. Sie sind so zu konzipieren, dass sie sowohl auf die Bild-, als auch auf die Scandaten abge-
stimmt sind und mit mo¨glichst hoher Genauigkeit extrahiert werden ko¨nnen. Fu¨r die Abstimmung auf die
Scandaten sind vor allem die in Kap. 2.5.2.1 und Kap. 2.5.2.3 genannten Aspekte von Bedeutung. Pro-
bleme des auftretenden Kometenschweifs beim Einsatz von Kugeln sollen ebenso umgangen werden, wie
die zeitintensive Zwangszentrierung rotierbarer Zielmarken. Zudem soll die Identifizierbarkeit des Pass-
objektes weitgehend unabha¨ngig vom Auftreffwinkel des Laserstrahls sein, was beim Einsatz von ebenen
Zielmarken (vgl. Abb. 2.5.3) nicht gewa¨hrleistet ist. Des Weiteren ist die bereits angesprochene Wahl des
Verfahrens zur Extraktion von Strukturen aus Scandaten maßgebend fu¨r die erreichbare Genauigkeit.
Im na¨chsten Kapitel erfolgt die Vorstellung des entwickelten Prototyps, der obige Aspekte konzeptionell
beru¨cksichtigt.
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5 Einsatz und Gestaltung von neu entwickelten
Passobjekten zur Fusion von Bild- und Scandaten
5.1 Voru¨berlegungen zur Abstimmung auf Scan- und Bilddaten
Der konzeptionelle Aufbau des Passobjekts erfordert die Beru¨cksichtigung der Eigenheiten der beiden
Messverfahren, um sowohl die Registrierung von Einzelscans zu ermo¨glichen, als auch die Voraussetzungen
fu¨r eine Verknu¨pfung zwischen Bild- und Scandaten zu schaffen.
5.1.1 Scandaten
Die geschilderten Verfahren zur Registrierung von Scandaten verwenden entweder die Geometrie- oder
Intensita¨tsinformation, um Passkugeln oder Zielmarken zu identifizieren. Das neu entwickelte Verfahren
soll beide Informationen zur Identifikation der Passobjekte und damit die gro¨ßtmo¨gliche Informations-
dichte von Bild- und Scandaten nutzen. Folgende Aspekte finden bei der Konzeption des Passobjektes
Beru¨cksichtigung ([SB11]):
• Werden dreidimensionale Passobjekte verwendet, besteht eine Unabha¨ngigkeit von der Zielrichtung.
Es ist keine Zwangszentrierung notwendig.
• Ebene Fla¨chen sind im Gegensatz zu unregelma¨ßigen Oberfla¨chen mit relativ hoher Genauigkeit
erfass- und modellierbar. Kanten sollten im Dreidimensionalen aufgrund ihres hohen Messrauschens
und den damit verbundenen Ungenauigkeiten indirekt, beispielsweise u¨ber den Schnitt zweier ebener
Fla¨chen, ermittelt werden.
• Um die Intensita¨tsinformation nutzen zu ko¨nnen, mu¨ssen die Passko¨rper unterschiedliche Grau-
und/oder Farbwerte repra¨sentieren. Da die Unterscheidung von Farben u¨ber die am Scanner emp-
fangenen Intensita¨tswerte schwierig ist und eine Abha¨ngigkeit der Farben von den spektralen Ei-
genschaften des genutzten Lasers besteht ([Con04]) (vgl. Kap. 2.3.2), sind Grauwerte vorzuziehen.
• Um in einem gewissen Entfernungsbereich zuverla¨ssig abgebildet zu werden, mu¨ssen die Passobjekte
eine gewisse Mindestgro¨ße besitzen.
5.1.2 Bilddaten
Die speziellen Merkmale der Passko¨rper mu¨ssen sich auch in den Bilddaten abbilden. Um im Bild identi-
fiziert werden zu ko¨nnen, muss das Passobjekt einen ausreichenden Kontrast zum Hintergrund aufweisen.
Im Fall eines hinreichenden Bildkontrastes lassen sich Kantenoperatoren zur Konturerkennung einsetzen
([Luh10a]) (vgl. Kap. 3.2.3).
In einem fru¨heren Projekt des i3mainz ([BT01]) wurden farbige Passwu¨rfel zur Orientierungsberechnung
von Bildern erfolgreich verwendet. Die farbigen Wu¨rfel heben sich aufgrund ihres ho¨heren Kontrastes
von ihrer Umgebung ab und ko¨nnen in den Bildern detektiert werden. Um die jeweilige Ausrichtung der
Wu¨rfel sicherzustellen, erha¨lt jede der sechs Wu¨rfelebenen eine unterschiedliche farbliche Codierung, die
in den Bildern erkannt wird und somit die Zuordnung korrespondierender Ebenen in unterschiedlichen
Bildern ermo¨glicht.
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Unter Beru¨cksichtigung der Erfahrungen dieses Projekts und der zuvor aufgezeigten Aspekte fu¨r die
Scandaten entstand die konzeptionelle Idee zur Gestaltung der Passobjekte, die eine Nutzung von 3D-
Ko¨rpern mit einer Grauwertcodierung vorsieht.
5.2 Modellierung der Passko¨rper
Aufgrund der zuvor spezifizierten Anforderungen sind einfache geometrische Ko¨rper wie Wu¨rfel oder
Quader als Passobjekt fu¨r die Datenfusion von Bild- und Scandaten geeignet, wenn es gelingt jede Ebene
in Scan und Bild eindeutig zu identifizieren. Da Wu¨rfelprototypen bereits vorhanden sind, kommen diese
als Passwu¨rfel fu¨r die Untersuchungen zum Einsatz.
Der Passwu¨rfel erlaubt eine vollsta¨ndige mathematische Formulierung seiner einzelnen Komponenten.
Werden in den Scandaten drei Ebenen erkannt, lassen sich bei bekannter Kantenla¨nge die im Vordergrund
liegenden Elemente direkt berechnen. Die sich im Hintergrund befindlichen Elemente ko¨nnen ausgehend
von Orthogonalita¨ts- und Parallelita¨tsbedingungen bei bekannter Sollgeometrie rekonstruiert werden.
Dies ermo¨glicht die Bestimmung aller sechs Ebenen, zwo¨lf Kanten und acht Eckpunkte.
In den Bilddaten bilden sich die Kanten des Wu¨rfels bei ausreichendem Kontrast als Grauwertdiskonti-
nuita¨ten ab. Sie ko¨nnen mit Hilfe von Algorithmen zur Kantenfindung ([Luh10b], [Kra04]) und Verfahren
zur Segmentierung geometrischer Strukturen ([AGD07]), wie beispielsweise der Hough-Transformation,
extrahiert werden. Die Eckpunkte des Wu¨rfels lassen sich im Anschluss durch Kantenschnitt berechnen.
Die Korrespondenzherstellung von Bild- und Scandaten kann demnach durch die Wu¨rfeleckpunkte reali-
siert werden.
Die Voraussetzung fu¨r die eindeutige Identifikation der Eckpunkte und die Ermittlung der ra¨umlichen
Ausrichtung des Wu¨rfels ist die Unterscheidbarkeit der sechs Wu¨rfelebenen. Aufgrund dessen muss jede
Ebene so gestaltet werden, dass sie sich in ihrem Aussehen von den anderen fu¨nf Ebenen unterscheidet
und sich diese Information sowohl in den Scan- als auch in den Bilddaten niederschla¨gt.
Als Unterscheidungskriterien kommen Geometrie- und Intensita¨tsinformationen in Frage. Prinzipiell wa¨re
es mo¨glich, geometrische Unterscheidungsmerkmale auf die einzelnen Ebenen aufzubringen, die im Scan
erkannt und extrahiert werden mu¨ssten. Aufgrund der Divergenz des Laserstrahls bestu¨nde hierbei je-
doch die Gefahr von Abschattungen oder Mehrfachreflektionen, die zu unvollsta¨ndigen oder fehlerhaften
Messungen auf den einzelnen Fla¨chen fu¨hren ko¨nnten. Eine bessere Lo¨sung besteht in der Nutzung der
Intensita¨tsinformation als Unterscheidungskriterium fu¨r die einzelnen Ebenen. Diese liegt direkt als Zu-
satzinformation fu¨r jeden Messpunkt vor und gibt Aufschluss u¨ber die Reflexion an der entsprechenden
Objektposition. Demnach wa¨re es denkbar, die sechs Ebenen des Wu¨rfels so zu konzipieren, dass sie
sich in ihrem Reflexionsverhalten eindeutig unterscheiden und beispielsweise durch verschiedene Farben
oder Grauwerte repra¨sentiert werden. Aufgrund der zuvor genannten Abha¨ngigkeit von Farbe von den
spektralen Eigenschaften des genutzten Lasers werden keine Farben sondern Grauwerte verwendet.
Erha¨lt jede Ebene einen anderen Grauwert, so ko¨nnen die einzelnen Grauwerte – trotz Nutzung einer
Auflo¨sung von 12 bit – im Scan nicht unterschieden werden, da zu geringe Differenzen ihren Intensita¨ts-
werten auftreten. Eigens durchgefu¨hrte Testmessungen zeigen allerdings, dass sich die Grauwerte weiß,
grau und schwarz aufgrund ihrer hohen Reflexionsunterschiede unterscheiden lassen, wenn der Einfluss
des Auftreffwinkels auf die Intensita¨tswerte beru¨cksichtigt wird. Im Hinblick auf die Bilddaten ist zu
beachten, dass aneinandergrenzende Ebenen in den Bildern durch unterschiedliche Intensita¨tswerte bzw.
Grauwerte repra¨sentiert werden, sodass Kanten erkannt werden ko¨nnen.







Um die sechs Ebenen eindeutig unterscheiden zu ko¨nnen, muss jede Ebene u¨ber zwei dieser Grauwerte
verfu¨gen (Abb. 5.2.1).
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Abb. 5.2.1: Entwurf der Wu¨rfelebenen
Jede Wu¨rfelebene wird deshalb in eine Grund- (außen) und Symbolfla¨che (innen) unterteilt (Abb. 5.2.2),
wobei benachbarte Grundfla¨chen stets einen unterschiedlichen Grauwert aufweisen, sodass im Bild ei-
ne Grauwertkante entsteht. Dies bedingt zugleich, dass sich Ebenen mit identischer Grundfla¨chenfarbe
gegenu¨berliegen.
Abb. 5.2.2: Wu¨rfelkonzept: jede Ebene setzt sich aus einer Grund- und Symbolfla¨che zusammen
Da zwischen der Grund- und Symbolfla¨che unterschieden wird, la¨sst sich die Anzahl der Variationsmo¨g-




Hierbei bezeichnet n die Gesamtanzahl der Grauwerte und k die Anzahl der Grauwerte bzw. Fla¨chen
einer Ebene. Somit ergeben sich mit n = 3 und k = 2 die notwendigen sechs unterschiedlich ausgepra¨gten
Ebenen.
Die Entscheidung trotz des ho¨heren Messrauschens den Grauwert
”
schwarz“ zu verwenden (vgl. Kap. 2.4),
liegt darin begru¨ndet, dass die Reflektionsunterschiede fu¨r die Bestimmung der Ebenen mo¨glichst groß
sein sollen. Die schwarzen Teilfla¨chen werden zudem bei der spa¨teren, genauen Berechnung der Wu¨rfel-
eckpunkte nicht mehr beru¨cksichtigt.
Abb. 5.2.3 zeigt einen Ausschnitt der Punktwolke in intensita¨tsbasierter Darstellung, wobei der Wu¨rfel
noch einmal rechts oben separat zu sehen ist. Zum direkten Vergleich befindet sich darunter die Darstel-
lung des Wu¨rfels mit Hilfe eines Kamerabildes.
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Abb. 5.2.3: Punktwolke und Kamerabild eines Passwu¨rfels
5.3 Prototyp
5.3.1 Aufbau des Prototypen
Um die Erkennbarkeit der Passko¨rper bei einer bestimmten Auflo¨sungsstufe und in einem gewissen Ent-
fernungsbereich sicherstellen zu ko¨nnen, mu¨ssen diese eine Mindestgro¨ße besitzen. Fu¨r eine praktikable
Handhabung sollten die Passko¨rper allerdings auch nicht zu groß sein. Konkret bedeutet dies, dass die
Wu¨rfelebenen mit einer gewissen Mindestpunktanzahl erfasst werden mu¨ssen, die es erlaubt die Ebe-
nen zu modellieren. Die theoretisch maximal erfassbare Punktanzahl bei senkrechter Ausrichtung der
Wu¨rfelebene zum Scanner la¨sst sich mit Hilfe der Entfernungen, der Kantenla¨ngen des Wu¨rfels und der
Auflo¨sungsstufen des Scanners ermitteln.
In ersten Tests mit dem Laserscanner HDS 6000 haben sich Wu¨rfel mit einer Kantenla¨nge von 100mm
fu¨r einen Entfernungsbereich bis ca. 15m als brauchbar erwiesen (vgl. Tab. 2.2.1).
Die Wu¨rfel sind industriell gefertigte Kunststoff-Vollko¨rper (Abb. 5.3.1 (a)). Die Gestaltung der Passko¨r-
per erfolgt gema¨ß der zuvor beschriebenen Vorgaben (Abb. 5.3.1 (b) und 5.3.1 (c)).
(a) (b) (c)
Abb. 5.3.1: Prototyp des Wu¨rfels – (a) Ohne Beklebung auf Adapter – (b) Beklebter Wu¨rfel auf Adapter –
(c) Beklebter Wu¨rfel ohne Adapter
Die Ebenen des Wu¨rfels werden mit den in Abb. 5.2.1 vorgestellten Mustern beklebt. Als Symbolfla¨che
der Ebenen wird ein Quadrat verwendet, dass gegenu¨ber der Grundfla¨che um 45◦ gedreht ist. Die Gro¨ße
der Symbolfla¨che betra¨gt 25cm2, die der Grundfla¨che 75cm2 (Prototyp 1).
In einer ersten Testphase erfolgte zudem die Konzeption eines zweiten Prototypen, der sich auf drei
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der sechs Ebenen hinsichtlich der Form der Symbolfla¨chen – Kreise statt Quadrate – unterscheidet.
Durch eine Analyse der Form der Symbolfla¨che sollte eine Unterscheidung der Ebenen ermo¨glicht werden.
Auswertungen der Scandaten zeigten allerdings, dass die Unterscheidbarkeit einzelner Formen aufgrund
der geringen Auflo¨sung im Scan – vor allem bei großem Auftreffwinkel – nicht immer gewa¨hrleistet ist.
5.3.2 Pru¨fung der Wu¨rfelgeometrie
Um den Wu¨rfel als Passko¨rper verwenden zu ko¨nnen, muss seine Geometrie – d.h. die Einhaltung der
Kantenla¨ngen sowie die Orthogonalita¨t und Parallelita¨t der Ebenen – untersucht werden. Hierzu erfolgt
die photogrammetrische Vermessung des Wu¨rfels mit dem Streifenlichtprojektionsscanner GOM Atos III
([GOM11]). Details zum Messverfahren sind unter anderem in [Gu¨r02], [Prz07] und [Gor08] zu finden.
(a)
(b)
Abb. 5.3.2: Messung des Wu¨rfels mit dem Scanner GOM-Atos III ([GOM11]) – (a) Ansicht 1 –
(b) Ansicht 2
Zur Erfassung des Wu¨rfels aus unterschiedlichen Perspektiven wird der Wu¨rfel auf einem Drehteller
gelagert (Abb. 5.3.2), der automatisiert nach jeder Aufnahme um 30◦ gedreht wird.
Nach Abschluss der Datenerfassung lassen sich die Ebenen des Wu¨rfels – mit Ausnahme der Bodenfla¨che
– bestimmen. Im Anschluss werden die Ebenen verschnitten und die Eckpunkte des Wu¨rfels berechnet.
Die oberen Eckpunkte ko¨nnen dabei direkt ermittelt, die unteren Eckpunkte durch Parallelverschiebung
der oberen Ebene und Verschneidung der angrenzenden Ebenen bestimmt werden. Danach erfolgt die
Berechnung der Absta¨nde benachbarter Eckpunkte (Kantenla¨ngen) sowie die Bestimmung der Winkel
zwischen zwei benachbarten Ebenen (Abb. 5.3.3).
Als Ergebnis der Messung ergibt sich die mittlere Kantenla¨nge klm =100.29mm mit einer Standardabwei-
chung von skl± 0.14mm sowie die mittlere Winkelabweichung wmg =0.08◦. Dies entspricht der metrischen
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Abb. 5.3.3: Berechnete Winkelmaße und Punktabsta¨nde der Messung mit dem Scanner GOM-Atos III
Fu¨r die spa¨tere Betrachtung des Fehlerbudgets (vgl. Kap. 6.3.1) wird keine strikte Trennung zwischen der
Standardabweichung der Kantenla¨nge und der mittleren Winkelabweichung vorgenommen. Sie werden zu
einer Gro¨ße zusammengefasst. Diese wird weiterhin als Standardabweichung der Kantenla¨nge bezeichnet,




6.1.1 Einzelkomponenten des Wu¨rfels und ihre Codierungen
Neben der Gestaltung der einzelnen Ebenen des Wu¨rfels sind ihre topologischen Beziehungen zueinander
von besonderer Wichtigkeit, weshalb die Ebenen eine festgelegte Anordnung auf dem Wu¨rfel einnehmen
und nur bestimmte Nachbarschaften von Ebenen existieren. Aufgrund der bereits erwa¨hnten notwen-
digen unterschiedlichen Grundfla¨chenfarben zweier Nachbarebenen, ko¨nnen keine zwei Ebenen gleicher
Grundfla¨chenfarbe eine gemeinsame Kante besitzen.
Erfolgt die Zerlegung des Wu¨rfels in seine einzelnen Elemente, werden sechs Ebenen, zwo¨lf Kanten und
acht Eckpunkte erhalten, deren topologische Beziehungen definiert und abgebildet werden mu¨ssen. Eine
Kante ist der Schnitt zweier benachbarter Ebenen. Ein Eckpunkt entsteht durch den Schnitt dreier
Kanten. Die Formalisierung des topologischen Modells erfolgt durch die Vergabe eines Codes fu¨r jedes
Element. Dieser Code entha¨lt zugleich Informationen u¨ber die Nachbarobjekte des jeweiligen Elementes.
6.1.1.1 Ebenencodierung
Fu¨r die Ebenen werden zwei Codes unterschieden:
• Der Fla¨chencode bzw. Grauwertcode ist ein Zahlencode und repra¨sentiert den Grauwert einer Teil-
fla¨che (Grund- oder Symbolfla¨che) einer Ebene. Jede Ebene besitzt einen Fla¨chencode fu¨r die Grund-
und einen Fla¨chencode fu¨r die Symbolfla¨che. Er kann die Werte gema¨ß Tab. 6.1.1 annehmen.





• Der Ebenencode gibt die Grauwerte beider Teilfla¨chen einer Ebene wieder und ist somit eine Kom-
bination der beiden Fla¨chencodes. Er la¨sst sich in Form einer Buchstaben- oder einer Zahlenkombi-
nation ausdru¨cken. Die Buchstabenkombinationen sind Abku¨rzungen fu¨r die Grauwerte der Grund-
und Symbolfla¨chen. Der erste Buchstabe wird dabei groß geschrieben und repra¨sentiert die Grund-
fla¨che, der zweite Buchstabe bezeichnet die Symbolfla¨che. Die Zahlencodierung der Ebenen erfolgt
aufsteigend vom ho¨chsten zum niedrigsten erwarteten Reflexionswert.
Da der zu erwartende Reflexionswert fu¨r die Ebene mit weißer Grund- und grauer Symbolfla¨che
(Wg) am ho¨chsten ist, erha¨lt diese Ebene die Codierung (1).
Die Zusammenstellung der Codierungen ist der Tabelle 6.1.2 zu entnehmen. Besitzt eine Ebene bei-
spielsweise eine weiße Grundfla¨che (3) und eine schwarze Symbolfla¨che (1), so erha¨lt sie den Ebenenco-
de (2) bzw. (Ws).
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3 2 Wg 1
3 1 Ws 2
2 3 Gw 3
2 1 Gs 4
1 3 Sw 5
1 2 Sg 6
6.1.1.2 Kanten- und Eckpunktcodierung
Die Kanten des Wu¨rfels werden durch die Schnittgeraden zweier angrenzender Ebenen repra¨sentiert,
weshalb sich die Kantencodierungen aus den beiden betreffenden Ebenencodierungen zusammensetzen.
Die Kante, die aus dem Schnitt der Ebenen Wg (1) und Sw (5) hervorgeht, erha¨lt demnach die Codie-
rung (15). Der Code wird so gebildet, dass der niedrigere Zahlenwert stets an erster Stelle steht. Analog
gilt dies fu¨r die Eckpunkte, die durch den Schnitt dreier Ebenen erhalten werden. Zwei Eckpunkte be-
sitzen eine gemeinsame Kante, wenn in ihrer Codierung zwei identische Ziffern beinhaltet sind. Somit
sind die beiden Eckpunkte (145) und (245) u¨ber die Kante (45), die wiederum die Ebenen (4) und (5)
voneinander abgrenzt, verbunden.
Die Tabellen 6.1.3 und 6.1.4 geben eine U¨bersicht der mo¨glichen Kanten- und Eckpunktcodierungen.
Tab. 6.1.3: Codierung der Wu¨rfelkanten
Ebenencode 1 Ebenencode 2
Code der
Kante
Wg (1) Gw (3) 13
Wg (1) Gs (4) 14
Wg (1) Sw (5) 15
Wg (1) Sg (6) 16
Ws (2) Gw (3) 23
Ws (2) Gs (4) 24
Ws (2) Sw (5) 25
Ws (2) Sg (6) 26
Gw (3) Sw (5) 35
Gw (3) Sg (6) 36
Gs (4) Sw (5) 45
Gs (4) Sg (6) 46
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Tab. 6.1.4: Codierung der Wu¨rfeleckpunkte
Ebenencode 1 Ebenencode 2 Ebenencode 3
Code des
Eckpunktes
Wg (1) Gw (3) Sw (5) 135
Wg (1) Gw (3) Sg (6) 136
Wg (1) Gs (4) Sw (5) 145
Wg (1) Gs (4) Sg (6) 146
Ws (2) Gw (3) Sw (5) 235
Ws (2) Gw (3) Sg (6) 236
Ws (2) Gs (4) Sw (5) 245
Ws (2) Gs (4) Sg (6) 246
6.1.2 Mo¨glichkeiten der Ebenenanordnung
Von einem Standpunkt ko¨nnen maximal drei Ebenen eines Wu¨rfels erfasst werden. Die sich daraus erge-
benden Ebenenanordnungen werden im Folgenden dargestellt.
Jeweils drei Ebenen sind benachbart, wenn sie sich in ihrer Grundfla¨chenfarbe unterscheiden. Als benach-
barte Ebenen kommen damit nur bestimmte Ebenenkombinationen in Betracht, die im Wu¨rfelstruktur-
baum der Abb. 6.1.1 schematisch dargestellt sind.
Abb. 6.1.1: Wu¨rfelstrukturbaum
Die fu¨r den Wu¨rfel gu¨ltigen Kombinationen KW (k) berechnen sich nach den allgemeinen Kombinations-
mo¨glichkeiten Kallg(k) abzu¨glich der ausgeschlossenen Kombinationen Kaus(k).














k! (n− k)! (6.1.2)
Hierbei entspricht n der Gesamtanzahl der Ebenen (n = 6) und k der Anzahl der sich schneidenden
Ebenen. Fu¨r eine Kante betra¨gt k = 2, fu¨r einen Eckpunkt betra¨gt k = 3. Nach (6.1.2) gilt damit fu¨r die
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Kanten: Kallg(2) = 15, Kaus(2) = 3 und somit KW (2) = 12, fu¨r die Eckpunkte: Kallg(3) = 20, Kaus(3) = 12
und somit KW (3) = 8.
Eine anschauliche U¨bersicht der Nachbarschaftsbeziehungen der Elemente liefert das in Abb. 6.1.2 (a)
dargestellte Wu¨rfelnetz, zu dessen Erga¨nzung – in Abb. 6.1.2 (b) – zwei mo¨gliche Ansichten auf den
Wu¨rfel mit den jeweiligen Eckpunktbezeichnungen dargestellt sind.
(a)
(b)
Abb. 6.1.2: Wu¨rfeltopologie – (a) Wu¨rfelnetz mit Wu¨rfeleckencodierung – (b) Mo¨gliche Ansichten des
Wu¨rfels
Das dargestellte Wu¨rfelnetz ist allgemeingu¨ltig, d.h. die Ebenen auf dem Wu¨rfel sind immer gema¨ß des
definierten topologischen Modells angeordnet. Soll die Ausrichtung des Wu¨rfels im Raum ermittelt wer-
den, muss mindestens die Codierung von zwei der drei erfassten Ebenen erkannt und ihre Lage zueinander
ermittelt werden.
Die Bestimmung der relativen Lage der einzelnen Ebenen zueinander erfolgt durch die Berechnung der
Schwerpunkte der drei Ebenen. Durch ihre Darstellung in Polarkoordinaten gelingt die Beschreibung
ihrer Lagebeziehung. Hierzu werden im Folgenden die Lageparameter rechts, links, mittig oben bzw.
mittig unten verwendet.
(a) (b)
Abb. 6.1.3: Wu¨rfelansichten – (a) Ansicht 0 – (b) Ansicht 1
Je nach Sicht des Scanners auf den Wu¨rfel liegt die mittige Ebene entweder ober- (Abb. 6.1.3 (a)) oder
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unterhalb (Abb. 6.1.3 (b)) der beiden anderen Ebenen. Die beiden Fa¨lle werden unterschieden und fu¨r die
Implementierung mit Wu¨rfelansicht 0 (mittige Ebene oben) und Wu¨rfelansicht 1 (mittige Ebene unten)
bezeichnet. Die Wu¨rfelansicht gibt damit Aufschluss daru¨ber, wie die vom Scannerstandpunkt erfassten
Ebenen zueinander angeordnet sind.
Abbildung 6.1.3 zeigt je zwei Beispiele fu¨r Ansicht 0 und Ansicht 1 des Wu¨rfels, wobei neben den jewei-
ligen Wu¨rfeln die Codierungen ihrer Ebenen angegeben sind. Die Codierung erfolgt dabei stets nach der
festgelegten Reihenfolge: Ebene rechts, Ebene links, Ebene mittig.
Einen U¨berblick aller mo¨glichen benachbarten Ebenen unter Beru¨cksichtigung ihrer Lage zueinander
bietet Tab. 6.1.5.
Tab. 6.1.5: Mo¨gliche Ebenenanordnungen
Ebene rechts Ebene links
Ebene mittig
oben unten
Wg (1) Gw (3) Sw (5) Sg (6)
Wg (1) Gs (4) Sg (6) Sw (5)
Wg (1) Sw (5) Gs (4) Gw (3)
Wg (1) Sg (6) Gw (3) Gs (4)
Ws (2) Gw (3) Sg (6) Sw (5)
Ws (2) Gs (4) Sw (5) Sg (6)
Ws (2) Sw(5) Gw (3) Gs (4)
Ws (2) Sg (6) Gs (4) Gw (3)
Gw (3) Wg (1) Sg (6) Sw (5)
Gw (3) Ws (2) Sw (5) Sg (6)
Gw (3) Sw (5) Wg (1) Ws (2)
Gw (3) Sg (6) Ws (2) Wg (1)
Gs (4) Wg (1) Sw (5) Sg (6)
Gs (4) Ws (2) Sg (6) Sw (5)
Gs (4) Sw (5) Ws (2) Wg (1)
Gs (4) Sg (6) Wg (1) Ws (2)
Sw (5) Wg (1) Gw (3) Gs (4)
Sw (5) Ws (2) Gs (4) Gw (3)
Sw (5) Gw (3) Ws (2) Wg (1)
Sw (5) Gs (4) Wg (1) Ws (2)
Sg (6) Wg (1) Gs (4) Gw (3)
Sg (6) Ws (2) Gw (3) Gs (4)
Sg (6) Gw (3) Wg (1) Ws (2)
Sg (6) Gs (4) Ws (2) Wg (1)
Die Gegenu¨berstellung der Ebenen oben und unten (Tab. 6.1.5 Spalte 3 und 4) verdeutlicht, dass die
Forderung nach sich gegenu¨berliegenden Ebenen mit gleicher Grundfla¨chenfarbe erfu¨llt ist. Fu¨r das obige
Beispiel bei Wu¨rfelansicht 0 (Abb. 6.1.3 (a)) ergeben sich als verdeckte Ebenen mittig unten: Sw (5)
bei Wu¨rfel 316 (links) und Sg (6) bei Wu¨rfel 135 (rechts). Das Beispiel zeigt die Eindeutigkeit des
topologischen Modells:
• Bei der Lage von Gw (3) rechts und Wg (1) links, muss Sg (6) oben und Sw (5) unten liegen.
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• Im umgekehrten Fall, bei Lage von Wg (1) rechts und Gw (3) links, befindet sich Sw (5) oben und
Sg (6) unten.
Gelingt es, die relative Lage zweier Ebenen und ihre Codierung zu ermitteln, ko¨nnen die restlichen vier
Ebenen in ihrer Codierung ebenfalls eindeutig bestimmt werden. Aus den Codierungen zur Beschreibung
der Wu¨rfelansicht, der Lage der Ebenen zueinander und der Ebenencodierung wird im Folgenden ein
zusammengesetzter dreistelliger Code abgeleitet. Dieser sogenannte LG-Code ist fu¨r jede Ebene eindeutig
und wird verwendet, um die Ebenen des Wu¨rfels gezielter ansprechen zu ko¨nnen (vgl. Kap. 7.3). Der
LG-Code spezifiziert die Lage und die Grauwerte einer Ebene unter Beru¨cksichtigung der Wu¨rfelansicht.
Seine allgemeine Beschreibung ist Abb. 6.1.4, Beispiele der Abb. 6.1.5 zu entnehmen.
Eine U¨bersicht der mo¨glichen LG-Codes ist im Anhang in Tab. A.5 zu finden.
Abb. 6.1.4: LG-Code
LG-Code  0  3  6 
LG-Code  1  2  1 
Würfelansicht Lage der Ebene
Ebenen-
codierung
Abb. 6.1.5: Codierung der Ebene unter Beru¨cksichtigung der Ansicht des Wu¨rfels
6.2 Geometrische Modellierung
6.2.1 Modellierung der Ebenen
Ebenen lassen sich allgemein mit Hilfe der Komponentendarstellung oder der Vektordarstellung formu-
lieren:
nx · x+ ny · y + nz · z +D = 0 (6.2.1)
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~n · ~x+D = 0 (6.2.2)
Der Parameter D beschreibt den Abstand der Ebene vom Koordinatenursprung, ~n den Normalenvek-
tor, der senkrecht auf der Ebene steht. Seine einzelnen Komponenten nx, ny und nz lassen sich mit
Hilfe der Richtungskosinusse ausdru¨cken und stellen die Projektion des Normalenvektors auf die jewei-
lige Koordinatenachse dar. α, β und γ repra¨sentieren die mit den Koordinatenachsen (x-, y-, z-Achse)
























⇒ nz = ~n · ~ez|~ez| = |~n| · cos γ (6.2.5)
Fu¨r eine Ebene, die na¨herungsweise parallel zur horizontalen Ebene des Scanners liegt, ergeben sich damit
in etwa die Werte α = 90◦, β = 90◦ und γ = 0◦.
Eine alternative Darstellung ist mit der Hesseschen Normalform mo¨glich, die den Normaleneinheitsvektor
~n0 und den Abstand der Ebene zum Koordinatenursprung d beru¨cksichtigt.
x · cosα+ y · cosβ + z · cos γ − d = 0 (6.2.6)






z = 1 (6.2.7)












Das Vorzeichen von µ muss entgegengesetzt von D gewa¨hlt werden. Des Weiteren ist d = − D|~n| . Aus





Abb. 6.2.1: Normalenvektor und Ebenenabstand
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Nach [MW99] wird d ≥ 0 gewa¨hlt. In diesem Fall ist der Normalenvektor so definiert, dass er vom
Koordinatenursprung zur Ebene zeigt. Die zur Ausgleichung verwendete Normalform der Ebene ergibt
sich damit zu:
nx · x+ ny · y + nz · z − d = 0 (6.2.9)
Als Ergebnis der Ausgleichung wird damit der normierte Normalenvektor | ~n0| = 1 sowie der Abstand der
Ebene vom Koordinatenursprung d erhalten.
6.2.2 Modellierung der Kanten
Die Kanten des Wu¨rfels lassen sich durch den Schnitt zweier benachbarter Ebenen berechnen. Die Para-
meterdarstellung der Kante entspricht dabei der allgemeinen Darstellung fu¨r eine Gerade g.







Der Richtungsvektor der Kante wird durch das Vektorprodukt der Normalenvektoren der beiden sich
schneidenden Ebenen repra¨sentiert.
Fu¨r die Beschreibung der Kante wird zudem der Aufpunkt ~xS =
 xy
z
 beno¨tigt, der die beiden Ebe-
nengleichungen der benachbarten Ebenen erfu¨llen muss.
n1x · x1 + n1y · y1 + n1z · z1 = d1
n2x · x2 + n2y · y2 + n2z · z2 = d2














Fu¨r dieses unterbestimmte Gleichungssystem mit den drei Unbekannten x, y, z, aber lediglich zwei Beo-
bachtungsgleichungen, existieren im Allgemeinen entweder keine oder unendlich viele Lo¨sungen. Da die
beiden Ebenen nicht parallel sind, mu¨ssen sie sich schneiden, woraus eine unendliche Lo¨sungsmenge, in
Form der gesuchten Kante, entsteht.
6.2.3 Modellierung der Eckpunkte
Werden die Normalenvektoren dreier benachbarter Ebenen zum Schnitt gebracht, lassen sich die Koordi-
naten des Eckpunktes mit Hilfe der Gleichung (6.2.13) berechnen, wobei ∆ die Determinante sowie ∆x,
∆y, und ∆z Unterdeterminanten darstellen.
In Anlehnung an [BSMM08] la¨sst sich der Schnittpunkt x, y, z dreier Ebenen, gegeben durch
n1xx+ n1yy + n1zz = d1
n2xx+ n2yy + n2zz = d2 (6.2.12)
n3xx+ n3yy + n3zz = d3
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mit Hilfe der Determinanten ∆ nach den Formeln:
x = E1x =
∆x
∆
y = E1y =
∆y
∆


























berechnen, wobei an dieser Stelle Gleichung (6.2.9) zugrunde gelegt wird.
Der Schnittpunkt repra¨sentiert den ersten Eckpunkt E1, weshalb seine Komponenten mit E1x , E1y , E1z
bezeichnet werden. Die Variablen n1, n2, n3 stellen die Normalenvektoren, d1, d2, d3 die Absta¨nde der
Ebenen vom Koordinatenursprung dar.
Ausgehend vom ersten Eckpunkt erfolgt die Bestimmung der weiteren Eckpunkte. Hierzu werden die
normierten Richtungsvektoren ~ki der Kanten des Wu¨rfels sowie die Kantenla¨nge kl beno¨tigt. Die Rich-
tungsvektoren ~ki der Kanten lassen sich gema¨ß Gleichung 6.2.14 ermitteln, wobei die Annahme getroffen
wird, dass jeweils vier Kanten des Wu¨rfels parallel sind.
~k1 =
~n1 × ~n2
| ~n1 × ~n2| = E1E2 = E3E7 = E4E6 = E5E8
~k2 =
~n1 × ~n3
| ~n1 × ~n3| = E1E3 = E2E7 = E4E5 = E6E8
~k3 =
~n2 × ~n3
| ~n2 × ~n3| = E1E4 = E2E6 = E3E5 = E7E8 (6.2.14)
Mit Hilfe der festgelegten Kantenla¨nge kl lassen sich die Eckpunkte E2, E3 und E4 in der folgenden Weise
berechnen:
E2 = E1 + kl · ~k1 = E1 + kl ~n1 × ~n2| ~n1 × ~n2|
E3 = E1 + kl · ~k2 = E1 + kl ~n1 × ~n3| ~n1 × ~n3|
E4 = E1 + kl · ~k3 = E1 + kl ~n2 × ~n3| ~n2 × ~n3| (6.2.15)
Um zu bestimmen, in welche Richtung die Kante – ausgehend von Eckpunkt 1 – verla¨uft, werden zwei
potentielle Eckpunkte bestimmt. Der Eckpunkt, dessen Abstand zum Schwerpunkt der Nachbarfla¨che
geringer ist, stellt den gesuchten Eckpunkt dar. Dieser Sachverhalt wird in Abb. 6.2.2 verdeutlicht. Aus-
gehend von Startpunkt E1 wird die Kantenla¨nge kl in beide mo¨glichen Richtungen abgesetzt, wodurch
sich die mo¨glichen Eckpunkte E2a und E2b ergeben. Da der Abstand von E2a zum Schwerpunkt S der
benachbarten Ebene geringer ist als der von E2b zu S, handelt es sich bei E2a um den gesuchten Eckpunkt.
Abb. 6.2.2: Bestimmung der Richtung des Kantenverlaufs
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Die Eckpunkte E5-E8 werden durch den Schnitt zweier Kanten berechnet. Diese Kanten verlaufen parallel
zu den bereits zuvor bestimmten Kanten. Ausgangspunkte bilden jeweils zwei sich auf einer Wu¨rfelebene
































E5 = E3 + kl · ~k3 = E4 + kl · ~k2 = E1 + kl( ~k2 + ~k3)
E6 = E4 + kl · ~k1 = E2 + kl · ~k3 = E1 + kl( ~k1 + ~k3)
E7 = E3 + kl · ~k1 = E2 + kl · ~k2 = E1 + kl( ~k1 + ~k2)
E8 = E6 + kl · ~k2 = E7 + kl · ~k3 = E1 + kl( ~k1 + ~k2 + ~k3)
(6.2.16)
Abb. 6.2.3: Modellierung der Kanten und Eckpunkte
6.3 Fehlerbudget
6.3.1 Bestimmung der Varianzen der Eckpunkte
Es existiert eine Vielzahl von Einflussfaktoren, welche auf die Genauigkeit der Eckpunktbestimmung
einwirken. In erster Linie sind dies Einflu¨sse, die durch den spezifischen Laserscanner und die spezielle
Aufnahmekonfiguration verursacht werden. Des Weiteren spielt die Fertigungsgenauigkeit des Wu¨rfels
eine große Rolle.
Die Untersuchungen in Kap. 5.3.2 haben gezeigt, dass die industriell gefertigten Wu¨rfel eine hohe Ferti-
gungsgenauigkeit aufweisen. Die nachfolgenden Betrachtungen sollen die Auswirkungen auf die Varianzen
der Eckpunkte unter Annahme einer geringeren Fertigungsgenauigkeit sowie den Einfluss der Ebenenaus-
richtung zeigen. Hierzu wird eine Standardabweichung der Kantenla¨nge skl =± 1mm verwendet.
Um eine Aussage u¨ber das Genauigkeitspotenzial der Wu¨rfeleckpunkte treffen zu ko¨nnen, kommt das
Varianzfortpflanzungsgesetz zum Einsatz. Hierbei wird die Zielfunktion nach ihren Variablen partiell ab-
geleitet. Die Variablen stellen dabei die Messgro¨ßen dar, die mit den Varianzen σ2j behaftet sind ([WS00]).
Als Varianzen dienen die wa¨hrend der Ebenenausgleichung ermittelten Fehlerwerte fu¨r die einzelnen
Komponenten der Normalenvektoren sowie des Parameters d. Diese sollen im Folgenden mit nf1x , nf1y ,
nf1z , nf2x , nf2y , nf2z , nf3x , nf3y , nf3z und df1, df2, df3 bezeichnet werden.
Die Bestimmung der Varianzen des Eckpunktes E1 erfolgt gema¨ß Gleichung (6.3.1).













































































Analog erfolgt die Berechnung der Varianzen fu¨r die y- und die z-Komponente. Der mittlere Punktfeh-









Fu¨r die Eckpunkte E2-E4 und E5-E8 werden die partiellen Ableitungen der Gleichungen (6.2.15) bzw.
(6.2.16) gebildet und ebenfalls die Varianzen gema¨ß des Varianzfortpflanzungsgesetzes ermittelt.





















































Es wird deutlich, dass die Standardabweichung der Kantenla¨nge skl in die Bestimmung der Varianzen der
Eckpunkte E2-E8 einfließt.
Tab. 6.3.1 zeigt beispielhaft eine zur Fehlerberechnung verwendete Eingabedatei. Hierbei sind die ermittel-
ten Komponenten der Normalenvektoren der drei Ebenen sowie die Absta¨nde der Ebenen vom Ursprung
mit ihren ermittelten Fehlerwerten dargestellt.
Tab. 6.3.1: Eingabedatei fu¨r die Fehlerberechnung
Ebene
Ebenenparameter
nx ± nfx ny ± nfy nz ± nfz d ± df [m]
1 0.9727 ± 0.0001 0.2319 ± 0.0004 0.0095 ± 0.0003 -0.0456 ± 0.0000
2 0.2339 ± 0.0001 -0.9722 ± 0.0000 -0.0049 ± 0.0001 -0.0155 ± 0.0000
3 0.0067 ± 0.0004 -0.0028 ± 0.0004 1.0000 ± 0.0000 0.0394 ± 0.0000
Gema¨ß der Gleichungen (6.2.3)-(6.2.5) lassen sich die Komponenten des Normalenvektors mit Hilfe des
Richtungskosinus ausdru¨cken. Es ergeben sich dabei zwei mo¨gliche Winkelwerte fu¨r α, β und γ, da gilt:
cosx = cos (2pi − x).
Die Winkelabweichungen der Komponenten des Normalenvektors ko¨nnen mit den Gleichungen (6.3.4) -
(6.3.6) ermittelt werden und bieten eine anschaulichere Darstellung der Fehlerkomponenten in Tab. 6.3.2.
Abb. 6.3.1 veranschaulicht schematisch die Lage der Komponenten der Normalenvektoren im lokalen
Scannerkoordinatensystem. Das lokale Koordinatensystem wird dabei jeweils in den Schwerpunkt der
einzelnen Ebenen verlegt.















































◦] ± nfx [◦] ny [◦] ± nfy [◦] nz [◦] ± nfz [◦]
1 13.418 ± 0.021 76.594 ± 0.021 89.455 ± 0.020
2 76.473 ± 0.003 166.530 ± 0.003 90.282 ± 0.003






















Abb. 6.3.1: Darstellung der Normalenvektoren im lokalen Scannerkoordinatensystem – oben: Wu¨rfel und
lokales Scannerkoordinatensystem – unten: Verschiebung des Scannerkoordinatensystems in den
Schwerpunkt – (a) der Ebene 1 – (b) der Ebene 2 – (c) der Ebene 3
Bei Annahme einer maximalen Standardabweichung der Kantenla¨nge skl = 1mm ergeben sich fu¨r die
Eckpunkte des auf dem Boden gelagerten Wu¨rfels (Abb. 6.3.2) die nachfolgend in Tab. 6.3.3 dargestellten
Fehlerwerte fges.
Tab. 6.3.3: Ermittelte Punktfehler I
fx [mm] fy [mm] fz [mm] fges [mm]
E1 0.02 0.01 0.03 0.03
E2 0.04 0.01 1.00 1.00
E3 0.24 0.97 0.05 1.00
E4 0.97 0.23 0.05 1.00
E5 0.74 1.21 0.07 1.42
E6 0.96 0.23 1.00 1.40
E7 0.25 0.97 1.01 1.42




Die Bestimmungsgenauigkeiten der Eckpunkte lassen sich danach in vier Gruppen einteilen:
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• E1: weist erwartungsgema¨ß den geringsten Fehler auf, da nur die Fehler der Normalenvektoren und
die Absta¨nde der drei Ebenen vom Ursprung in die Berechnung eingehen. Die Standardabweichung
der Kantenla¨nge hat keinen Einfluss.
• E2-E4: es fließt zusa¨tzlich die Unsicherheit einer Kante in die Bestimmung der Varianz ein.
• E5-E7: zwei Kanten haben Einfluss auf die Varianz.
• E8: drei Kanten haben Einfluss auf die Varianz des Eckpunktes.
Die Standardabweichung der Kantenla¨nge stellt damit den gro¨ßten Fehleranteil dar. Mit skl = 1mm ist
sie entsprechend hoch gewa¨hlt, um einen Maximalfehler fu¨r die Eckpunkte abscha¨tzen zu ko¨nnen. Eine
Gegenu¨berstellung der Eckpunktfehler bei geringerer Standardabweichung folgt im nachfolgenden Kapitel,
ebenso die Betrachtung der Fehler der einzelnen Komponenten der Eckpunkte Efx , Efy , Efz .
6.3.2 Bestimmung der Eckpunktgenauigkeit bei unterschiedlichen
Fertigungstoleranzen
Den Einfluss unterschiedlicher Standardabweichungen der Kantenla¨nge auf die Punktfehler der Eckpunk-
te E1-E8 zeigt Abb. 6.3.3. Hierbei zeigt sich bei allen vier unterschiedlich gewa¨hlten Werten fu¨r skl die
zuvor beschriebene Gruppierung der Eckpunkte anhand ihrer Varianzen, und es gilt na¨herungsweise:
• fE2 ≈ fE3 ≈ fE4 ≈
√
s2kl































Abb. 6.3.3: Eckpunktfehler bei unterschiedlichen Fertigungstoleranzen
Werden die Fehleranteile in ihre einzelnen Komponenten Efx , Efy , Efz zerlegt, weisen die einzelnen
Eckpunkte sehr unterschiedliche Ergebnisse auf (Tab. 6.3.3 und Abb. 6.3.4 - 6.3.6).
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Abb. 6.3.4: Fehler der x-Koordinate der Eckpunkte E1 − E8 bei unterschiedlichen Fertigungstoleranzen
Die gro¨ßten Fehlerwerte in den x-Koordinaten treten im obigen Beispiel bei den Eckpunkten E4 und E6,
in den y-Koordinaten bei den Eckpunkten E5 und E8 auf.






















Abb. 6.3.5: Fehler der y-Koordinate der Eckpunkte E1 − E8 bei unterschiedlichen Fertigungstoleranzen
Insgesamt zeigt sich bei allen drei Komponenten, dass jeweils zwei Eckpunkte nahezu identische Fehler-
werte aufweisen.
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Abb. 6.3.6: Fehler der z-Koordinate der Eckpunkte E1 − E8 bei unterschiedlichen Fertigungstoleranzen
Die unterschiedlichen Fehlerwerte in den x-, y- und z-Komponenten liegen in der Lage der einzelnen
Ebenen begru¨ndet. Im Folgenden werden deshalb die Auswirkungen der Fehler der Normalenvektoren in
Abha¨ngigkeit von der Ebenenlage am Beispiel der x-Komponente nx betrachtet.
Den Ausgangspunkt der Betrachtung bilden zwei unterschiedliche Werte: n1x = 1 und n2x = 0. Als Fehler
soll fu¨r beide gelten: dn1 = dn2 = 0.1.
Werden aus den Komponenten die Schnittwinkel mit den Achsen berechnet, ergeben sich die Wer-
te n1x [
◦] = 0◦ und n2x [
◦] = 90◦. Durch Anwendung der Gleichung (6.3.4) lassen sich die Fehler der
x-Komponenten der Normalenvektoren berechnen, die sich deutlich unterscheiden: nf1x [
◦] ≈ 26◦ und
nf2x [
◦]≈6◦. Die Ursache hierfu¨r liegt in den Eigenschaften der Kosinusfunktion begru¨ndet (Abb. 6.3.7).












Abb. 6.3.7: Einfluss der Fehler auf die Achsenschnittwinkel
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Die gro¨ßten Fehlereinflu¨sse ergeben sich in zwei Fa¨llen:
a) 0◦ ≤ nx [◦] ≤ 90◦ und nx [◦] besitzt einen kleinen Winkelwert.
b) 90◦ < nx [◦] ≤ 180◦ und nx [◦] weist einen großen Winkelwert auf.
Analog gilt dies fu¨r die y- und z-Komponente des Normalenvektors.
Die Unsicherheiten von dn1 = dn2 = 0.1 sind im obigen Beispiel zur Veranschaulichung sehr hoch ge-
wa¨hlt. Werden die berechneten Winkelunsicherheiten aus den Messwerten herangezogen, ergibt sich im
Allgemeinen dn ≤ 0.001, was bei den gewa¨hlten Werten Winkela¨nderungen von ≈ 2.6◦ bzw. ≈ 0.1◦ ergibt.
In einigen Fa¨llen werden ho¨here Winkelunsicherheiten erhalten. Die Gru¨nde hierfu¨r werden in Kap. 8.1
diskutiert.
Anhand obiger Betrachtungen lassen sich fu¨r die Eckpunkte E2 - E4 die Komponenten mit dem gro¨ßten
Fehlereinfluss bestimmen. Basierend auf Gleichung (6.2.14) gilt:
~n3 = ~k1 =
~n1 × ~n2
| ~n1 × ~n2|
~n2 = ~k2 =
~n1 × ~n3
| ~n1 × ~n3|
~n1 = ~k3 =
~n2 × ~n3
| ~n2 × ~n3| (6.3.7)
Der Normalenvektor ~n3 bildet die Kante ~k1, die E1 mit E2 verbindet. Aufgrund des geringen Schnittwin-
kels mit der z-Achse, nz3 = 0.4
◦ (Tab. 6.3.2) ergibt sich der gro¨ßte Fehlereinfluss fu¨r E2z .
Fu¨r E3 ist die Kante ~k2 und damit der Normalenvektor ~n2, fu¨r E4 die Kante ~k3 bzw. ~n1 von Bedeutung.
Der gro¨ßte Fehler ergibt sich fu¨r die y-Komponente von E3 (ny2 = 166.5
◦) und fu¨r die x-Komponente
von E4 (nx1 = 13.5
◦). Fu¨r die Eckpunkte E5-E8 ergeben sich die einzelnen Fehlerkomponenten aus der
Kombination ihrer Kanten ausgehend von E1, beispielsweise sind fu¨r E6 die Kanten ~k1 und ~k3 maßgebend.
Befindet sich der Wu¨rfel auf dem Adapter (Abb. 6.3.8) werden bezu¨glich der Gesamtpunktfehler der
einzelnen Eckpunkte a¨hnliche Ergebnisse erhalten wie beim vorherigen Beispiel (s. Tab. 6.3.3).
Die zugeho¨rige Eingabedatei fu¨r den Wu¨rfel auf dem Adapter ist in Tab. 6.3.4 dargestellt. Sie zeigt die
Schnittwinkel der Normalenvektorkomponenten mit den Achsen des lokalen Scannerkoordinatensystems
und die Abha¨ngigkeit der Komponenteneckpunktfehler von der Ebenenlage. Eckpunkt E4 weist fu¨r sei-
ne einzelnen Komponenten Efx4 , Efy4 , Efz4 aufgrund a¨hnlicher Schnittwinkel mit den Achsen nahezu
identische Komponentenfehler auf (Tab. 6.3.5).




◦] ± nfx [◦] ny [◦] ± nfy [◦] nz [◦] ± nfz [◦]
1 48.103 ± 0.072 58.766 ± 0.071 57.723 ± 0.073
2 43.887 ± 0.011 70.361 ± 0.011 52.677 ± 0.011
3 82.527 ± 0.009 37.248 ± 0.010 53.763 ± 0.010
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Tab. 6.3.5: Ermittelte Punktfehler II
fx [mm] fy [mm] fz [mm] fges [mm]
E1 0.05 0.04 0.04 0.08
E2 0.16 0.79 0.60 1.01
E3 0.74 0.33 0.60 1.01
E4 0.68 0.51 0.53 1.00
E5 0.10 0.83 1.13 1.41
E6 0.55 1.30 0.10 1.41
E7 0.87 1.12 0.09 1.42
E8 0.22 1.62 0.54 1.72
Abb. 6.3.8: Wu¨rfeleckpunkte
bei Lagerung auf Adapter
6.3.3 Kontrollberechnungen
Der Schnittwinkel φ zweier Kanten angrenzender Ebenen sollte idealerweise 90◦ ergeben und la¨sst sich
mit Hilfe des Skalarproduktes u¨berpru¨fen.
cosφ =
~n1 · ~n2
| ~n1| · | ~n2| (6.3.8)
Fu¨r einen idealen Wu¨rfel gilt, dass die Normalenvektoren der Wu¨rfelebenen senkrecht aufeinander stehen.
~n1 × ~n2 != ~n3 (6.3.9)
Aufgrund der Messunsicherheiten kommt es jedoch zu Abweichungen vom Sollwert 90◦, sodass die Glei-
chung (6.3.9) nur na¨herungsweise erfu¨llt wird. Abb. 6.3.9 veranschaulicht den Zusammenhang anhand
der Kante k3.
Die theoretische Kante k3 = n2×n3, die senkrecht auf den theoretischen Kanten k1 = n1×n2 und
k2 = n1×n3 steht, besitzt eine Winkel- und eine Lageabweichung zu der aus Berechnungswerten ermittelten
Kante k3ber = n2ber×n3ber.
Abb. 6.3.9: Abweichung vom Sollwinkel
Um die Abweichung vom Sollwert zu bestimmen, erfolgt die Berechnung des Vektorproduktes jeweils
zweier Normalenvektoren und die Bildung des jeweiligen Skalarproduktes.
Fu¨r das obige Beispiel werden demnach die Vektorprodukte n1×n2 und n1×n3 bestimmt und das
Skalarprodukt berechnet. Tab. 6.3.6 veranschaulicht eine beispielhafte Berechnung fu¨r einen gescannten
Wu¨rfel.
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n2 × n3 ^ n1 × n3 ->
n1 ^ n2
90.34 0.34 0.59
n2 × n3 ^ n1 × n2 ->
n1 ^ n3
90.22 0.22 0.38
n1 × n3 ^ n1 × n2 ->
n2 ^ n3
89.84 -0.16 -0.27
Hierbei zeigen sich Abweichungen in den Schnittwinkeln von bis zu ± 0.34◦. Bezogen auf die Kantenla¨n-
ge kl = 100 mm entspricht dies einer Lageabweichung von ca. ± 0.6 mm.
Der Schnittwinkel der Normalenvektoren gibt Aufschluss daru¨ber, wie exakt der jeweilige Wu¨rfel erfasst
werden konnte bzw. wie exakt er schließlich modelliert werden kann. Im obigen Beispiel liegen die Ergeb-
nisse etwas u¨ber den ermittelten Werten der mittleren Winkelabweichung wmg = 0.08
◦ (vgl. Kap. 5.3.2).
Auswertungen von mehr als 50 Wu¨rfeln in unterschiedlichen Entfernungen haben gezeigt, dass diese
Ergebnisse nicht immer erreicht werden ko¨nnen. In einigen Fa¨llen wurden Winkeldifferenzen von ± 3◦
bzw. ± 5 mm (bezogen auf die Kantenla¨nge kl = 100 mm) beobachtet. Diese liegen deutlich u¨ber der
spezifizierten Fertigungstoleranz und weisen auf Probleme bei der Ebenenbestimmung hin.
Folgende Ursachen ko¨nnen hierfu¨r genannt werden (vgl. Kap. 8.1):
• Der Wu¨rfel wird bei großem Abstand gescannt und eine oder mehrere Ebenen ko¨nnen nur mit
geringer Punktanzahl erfasst werden.
• Ein hoher Auftreffwinkel des Laserstrahls auf eine Ebene sorgt fu¨r ein ho¨heres Messrauschen und
damit fu¨r eine unsichere Bestimmung der Ebenenparameter.
Durch die Ermittlung der Schnittwinkel der Normalenvektoren lassen sich zugleich die Abweichungen von
der Sollgeometrie des Wu¨rfels bestimmen, indem die Fla¨chen- und Raumdiagonalen berechnet und den
theoretischen Werten gegenu¨bergestellt werden.




2 · k2l rl =
√
3 · k2l (6.3.10)
Fu¨r die spa¨tere Berechnung der Wu¨rfeleckpunkte wird fu¨r die Kantenla¨nge kl = const. angenommen,
sodass gema¨ß des vorgestellten Prototypen jede Kante eine La¨nge von kl = 100 mm besitzt. Da der
Schnittwinkel zwischen den Ebenen nicht exakt 90◦ betra¨gt, weisen die berechneten Fla¨chen- und Raum-
diagonalen Abweichungen zu ihren Sollla¨ngen auf.
Fu¨r die Abweichungen der Fla¨chendiagonalen dfl1 und dfl2 gilt:





2 · k2l − 2 · kl · kl · cosαs
flb2 =
√
2 · k2l + 2 · kl · kl · cosαs (6.3.12)
Abb. 6.3.10: Schematische Darstellung der
Fla¨chendiagonalen
Zur endgu¨ltigen Pru¨fung der Wu¨rfelgeometrie lassen sich die Abweichungen aller Fla¨chen- und Raumdia-
gonalen des Wu¨rfels berechnen (Tab. 6.3.7).





Ss = E1 − E2
[mm]
Sb = E1b − E2b
[mm]
dS = Ss − Sb
[mm]
1 5 141.4 141.1 0.3
1 6 141.4 141.7 -0.3
1 7 141.4 142.0 -0.6
2 3 141.4 140.8 0.6
2 4 141.4 141.1 0.3
2 8 141.4 141.1 0.3
3 4 141.4 141.8 -0.3
3 8 141.4 141.7 -0.3
4 8 141.4 142.0 -0.6
5 6 141.4 140.8 0.6
5 7 141.4 141.1 0.3
6 7 141.4 141.8 -0.3
1 8 173.2 173.6 -0.4
2 5 173.2 172.2 1.0
3 6 173.2 173.3 0.0
4 7 173.2 173.7 -0.5
Insgesamt ergeben sich dabei 16 Einzelwerte fu¨r die Strecken- bzw. La¨ngenabweichungen, entsprechend
zwo¨lf Fla¨chen- und vier Raumdiagonalen. Zur Beschreibung der Genauigkeit des bestimmten Wu¨rfels
werden ihre maximale La¨ngenabweichung Lmax und die mittlere La¨ngenabweichung Lm verwendet. Die
maximale La¨ngenabweichung wird dabei als Absolutwert (vgl. Kap. 8.1) definiert. Es gilt:
Lmax = max |dS | Lm =
√∑16





7 Scandatenverarbeitung zur Realisierung des
Lo¨sungsansatzes
7.1 Allgemeiner U¨berblick
In diesem Kapitel werden die Verarbeitungsschritte zur halbautomatisierten Registrierung der Scandaten
mittels der vorgestellten Passwu¨rfel beschrieben. Hierzu erfolgt zuna¨chst die manuelle Selektion und das
Ausschneiden der sich in der Aufnahmeszene befindlichen Wu¨rfel. Die weiteren Berechnungsschritte laufen


























































































Abb. 7.1.1: Berechnungsschritte zur Bestimmung der codierten Eckpunkte eines Wu¨rfels
Um die Registrierung der Scandaten durchfu¨hren zu ko¨nnen, mu¨ssen die Koordinaten der Eckpunkte aller
Wu¨rfel sowie ihre Codierung ermittelt und korrespondierende Eckpunkte einander zugeordnet werden.
Dies erfordert eine Reihe von Verarbeitungsschritten, die in Abb. 7.1.1 dargestellt sind.
Die Bestimmung der Eckpunkte der Wu¨rfel erfolgt in einem mehrstufigen Prozess. Zuna¨chst muss der
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Wu¨rfel aus der Punktwolke extrahiert und eine Segmentierung in seine einzelnen Ebenen sowie die Bestim-
mung der jeweiligen Ebenenparameter vorgenommen werden. Im Anschluss lassen sich gema¨ß Kap. 6.2.3
die Koordinaten der Wu¨rfeleckpunkte berechnen.
Tests haben gezeigt, dass diese Eckpunkte als Na¨herungseckpunkte aufgefasst werden sollten, da bei der
gemeinsamen Ausgleichung von Grund- und Symbolfla¨che im Vergleich zur Ausgleichung der alleinigen
helleren Teilfla¨che signifikante Unterschiede bei der Bestimmung der Standardabweichung der Gewichts-
einheit und in den Ergebnissen fu¨r die Parameter des Normalenvektors auftreten (Kap. 7.3.5.3).
Aufgrund dessen erfolgt in einem weiteren Verarbeitungsschritt die Segmentierung der Wu¨rfelebenen in
ihre Teilfla¨chen und die Bestimmung der Normalenvektoren der jeweils helleren Teilfla¨che. Danach werden
die endgu¨ltigen Eckpunkte berechnet.
Abschließend folgt die Intensita¨tswertanalyse zur Bestimmung der vom Scanner
”
sichtbaren“ Ebenen und
somit die Bestimmung der ra¨umlichen Ausrichtung des Wu¨rfels (Kap. 7.4.2).
7.2 Wu¨rfelextraktion
Die manuelle Extraktion der Wu¨rfel erfolgt mit der Scansoftware Cyclone von Leica Geosystems ([Lei11b]),






































Abb. 7.2.1: Manuelle Extraktion des Wu¨rfels aus der Punktwolke
Die Abbildungen 7.2.2(a) und 7.2.2(b) zeigen einen gescannten Wu¨rfel vor einer Wand. Fu¨r die nach-
folgende automatisierte Berechnung muss der Wu¨rfel vom Hintergrund isoliert werden, sodass sich die
Punktwolke des Wu¨rfels wie in Abb. 7.2.2(c) darstellt.
Die den Wu¨rfel repra¨sentierenden Punkte werden anschließend in eine ASCII-Datei exportiert (Abb. 7.2.3),
die sowohl die kartesischen Koordinaten der Punkte X, Y, Z – bezogen auf das lokale Scannerkoordina-
tensystem – als auch deren Intensita¨tswerte I entha¨lt. Eine solche Datei wird fu¨r jeden Wu¨rfel von jedem
einzelnen Scannerstandpunkt erzeugt. Die Wu¨rfel erhalten zuvor eine Nummerierung bzw. ID, um sie von
den einzelnen Scannerstandpunkten eindeutig identifizieren zu ko¨nnen.
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(a) (b) (c)




   
-5.5050 4.9575 -0.8097 -1963 
-5.5011 4.8747 -0.9005 -160 
-5.5014 4.8750 -0.9064 -15 
-5.5009 4.8746 -0.9075 -142 
X [m] Y [m] Z [m] Intensität [-2047 bis 2048] 
Punktanzahl 
Abb. 7.2.3: Eingabedatei
Bei der Erfassung des Wu¨rfels ist darauf zu achten, dass drei Wu¨rfelebenen fu¨r den Scanner
”
sichtbar“
sind. Das bedeutet, dass die Ebenen nicht durch andere Objekte verdeckt sein du¨rfen und der Laserstrahl
mo¨glichst nicht mit einem Auftreffwinkel>80◦ auf die Ebenen treffen sollte.
Durch eine ungu¨nstige Wahl des Scannerstandpunktes und der Scannerho¨he lassen sich unter Umsta¨nden
nur eine oder zwei Ebenen des Wu¨rfels erfassen. Diese sind in Abb. 7.2.4 in unterschiedlichen Grauto¨nen
dargestellt. Besitzt der Scanner dieselbe Aufbauho¨he wie der Wu¨rfel ist die obere Ebene nicht sichtbar
(Abb. 7.2.4 (a) und (b)).
Ebenso sollte auf die Sichtbarkeit der beiden anderen Ebenen durch geeignete Aufstellung geachtet wer-
den. In Abb. 7.2.4 (a) ist die ungu¨nstigste Aufstellung zu sehen. Bei dieser verlaufen der Normalenvektor
einer Wu¨rfelebene und der Richtungsvektor vom Scannerstandpunkt zum Ebenenpunkt nahezu parallel,
sodass nur diese Ebene sichtbar ist.
Zusa¨tzliche Probleme bei der Erfassung der oberen Wu¨rfelebene ko¨nnen bei Aufnahmeentfernungen von
mehr als 15m entstehen, wenn der Wu¨rfel ohne Adapter gelagert wird, sodass die Deckelfla¨che des Wu¨r-
fels in etwa parallel zur X-Y-Ebene des Scanners ausgerichtet ist. Bei einer Ho¨hendifferenz zwischen
dem Nullpunkt des Scannerkoordinatensystems und der Deckelfla¨che des Wu¨rfels von 1.5m ergibt sich














Abb. 7.2.4: Anzahl der erfassbaren Wu¨rfelebenen bei unterschiedlichen Sichten – (a) eine Ebene – (b) zwei
Ebenen – (c) drei Ebenen – links: Aufnahmekonfiguration von Scanner und Wu¨rfel – rechts: Sicht des
Scanners auf die Wu¨rfelebene(n)
Um mo¨glichst alle drei Ebenen zu erfassen, ist demnach eine geeignete Wahl des Scannerstandpunktes
und der Scannerho¨he vorzunehmen.
Der entwickelte Lo¨sungsansatz ist darauf zugeschnitten, dass drei Ebenen des Wu¨rfels vom jeweiligen
Scannerstandpunkt erfasst werden. Dies stellt zugleich den Allgemeinfall dar, der im Folgenden erla¨utert
wird.
Unter gewissen Voraussetzungen lassen sich die Wu¨rfeleckpunkte aber auch bestimmen, wenn nur zwei
Ebenen des Wu¨rfels – beispielsweise aufgrund eines ungu¨nstigen Aufnahmewinkels – aufgenommen werden
ko¨nnen:
1. Bodenfla¨chen ko¨nnen als Ersatzebenen verwendet werden, wenn der Wu¨rfel auf einer Ebene aufliegt
und eine Parallelita¨t dieser Ebene zur Deckelfla¨che des Wu¨rfels vorausgesetzt wird.
2. Die Ebenencodierung der zwei erfassten Ebenen muss eindeutig ermittelbar sein. Die hierzu not-
wendigen Bedingungen werden im Rahmen des allgemeinen Lo¨sungsansatzes erla¨utert.
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7.3 Berechnung der Wu¨rfelelemente
7.3.1 Ebenensegmentierung mittels RANSAC-Algorithmus
Der Extraktion des Wu¨rfels aus der Punktwolke schließt sich die Segmentierung in seine einzelnen Ebe-
nen und die Bestimmung ihrer Normalenvektoren an. Hierbei muss gewa¨hrleistet sein, dass Ausreißer
eliminiert und die Ebenenparameter zuverla¨ssig bestimmt werden.
Zur Durchfu¨hrung der Segmentierung wird auf bestehende Algorithmen in Matlab zuru¨ckgegriffen ([Mat08]),
wobei ein von [Zul08] entwickelter RANSAC-Algorithmus (RANdom SAmple Consensus) ([FB80]) zur
Anwendung kommt. Dieser wird fu¨r die Aufgabenstellung entsprechend modifiziert und beruht auf dem






































Abb. 7.3.1: Segmentierung der Einzelebenen
Der RANSAC-Algorithmus ermo¨glicht eine Scha¨tzung von Modellparametern auf Basis von Messwerten,
auch wenn diese mit einer großen Anzahl von Ausreißern behaftet sind ([HZ03]). Es handelt sich sich
um ein iteratives Verfahren, bei dem im ersten Schritt aus dem Datensatz bzw. der Punktmenge zufa¨l-
lig eine minimale Anzahl an Punkten (minimaler Datensatz), entnommen wird, die notwendig ist, um
die Modellparameter bestimmen zu ko¨nnen. Im Anschluss erfolgt die Berechnung der Modellparameter
ausschließlich mit diesem minimalen Datensatz.
Fu¨r die zu scha¨tzende Ebene werden demnach zuna¨chst zufa¨llig drei Punkte, die nicht auf einer Gera-
den liegen, aus der Gesamtpunktmenge entnommen und mit diesen drei Punkten eine Ebene mit ihren
Ebenenparametern gescha¨tzt.
Im zweiten Schritt erfolgt die U¨berpru¨fung, welche weiteren Punkte des kompletten Datensatzes mit den
im ersten Schritt gescha¨tzten Parametern vereinbar sind. Als U¨berpru¨fungskriterium wird der Abstand
δPi des jeweiligen Punktes (pxi , pyi , pzi) zur gescha¨tzten Ebene verwendet.
δPi =







Liegt δPi unterhalb eines definierten Schwellwertes tn, der den maximal zula¨ssigen senkrechten Abstand
eines Punktes P zur Ebene E beschreibt, um noch als Ebenenpunkt klassifiziert zu werden, erfolgt die
Hinzunahme des jeweiligen Punktes zum Datensatz.
δP ≤ tn ⇒ P ∈E (7.3.2)
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Der Algorithmus bietet zwei unterschiedliche Mo¨glichkeiten zur Festlegung des Schwellwertes tn. Zum
einen la¨sst sich der Schwellwert durch die Beru¨cksichtigung einer Wahrscheinlichkeitsfunktion spezifizie-
ren, zum anderen kann er absolut definiert werden.
Aufgrund der besseren Kontrollmo¨glichkeit wird der Schwellwert tn unter Beru¨cksichtigung des erwarteten




Die in Kap. 2.4 vorgestellten Ergebnisse haben gezeigt, dass das Messrauschen innerhalb der Hersteller-
angabe fu¨r den verwendeten Scanner HDS 6000 liegen (Abb. 2.4.2). Da alle Wu¨rfel in dem untersuchten
Entfernungsbereich bis 25m liegen, wird ein Schwellwert von tn=σs=4mm festgelegt. Die Einschra¨nkung
auf einen Entfernungsbereich bis 25m erfolgt aufgrund der Auflo¨sung, mit der ein Wu¨rfel der Kantenla¨n-
ge kl = 100mm in dieser Entfernung erfasst werden kann (Tab. 2.2.1).
Zur Pru¨fung der Eignung des gesetzten Schwellwertes ko¨nnen die Residuen bzw. deren Verteilung nach
der Ebenenausgleichung (Kap. 7.3.2) herangezogen werden.
Nach jeder Iteration des RANSAC-Algorithmus wird gespeichert, welche Messwerte die Ebene unter-
stu¨tzen. Der Algorithmus stoppt, wenn die Wahrscheinlichkeit einen besseren Datensatz zu finden, unter
einen Schwellwert fa¨llt. Nach Abschluss des RANSAC-Algorithmus liegen die klassifizierten Punkte als
Inlier – auch als Consensus Set (CS) bezeichnet – und Outlier vor.
Der RANSAC-Algorithmus wird im Rahmen der Verarbeitungskette genutzt, um die Ebenen zu segmen-
tieren und Ausreißer aus dem Datensatz zu entfernen. Die Bestimmung der Ebenenparameter und die
weiteren Berechnungen erfolgen im Anschluss durch eigens implementierte Verfahren. Um die Parameter
aller drei Ebenen zu ermitteln, wird der RANSAC-Algorithmus und die nachfolgende Ebenenausgleichung
dreimal durchlaufen.
Sg 73°
Abb. 7.3.2: Beispielhafte Ausrichtung eines Wu¨rfels mit Angabe der Ebenencodierung und des
Auftreffwinkels des Laserstrahls auf die Teilfla¨chen
Fu¨r den in Abb. 7.3.2 dargestellten Wu¨rfel zeigen die Abb. 7.3.3 und 7.3.4 die Ergebnisse der Ebenen-
segmentierung. In Abb. 7.3.3 sind die als Ebenenpunkte klassifizierten Punkte grau dargestellt, wa¨hrend
die schwarzen die Ausreißer repra¨sentieren.
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(a) (b) (c)
Abb. 7.3.3: Ebenensegmentierung mittels RANSAC-Algorithmus – (a) Ebene 021 (links) –
(b) Ebene 013 (rechts) – (c) Ebene 036 (oben)
Abb. 7.3.4 zeigt zusammenfassend die identifizierten Punkte aller drei Ebenen.
Abb. 7.3.4: Ebenenpunkte aller drei Ebenen nach Anwendung des RANSAC-Algorithmus
Bei der Berechnung ist sicherzustellen, dass keine Ebenen detektiert werden, die nicht zum Wu¨rfel geho¨ren.
Eine Kontrolle bietet die Berechnung der Schnittwinkel der Normalenvektoren (Kap. 6.3.3). Wird der
Sollwinkel von 90◦ weit unter- bzw. u¨berschritten, so deutet dies auf eine fehlerhafte oder falsche Ebene
hin.
In Kap. 6.3.3 ist ein Beispiel fu¨r die Abweichung der Schnittwinkel der Normalenvektoren vom Sollwinkel
aufgezeigt worden. Die Auswertung von mehr als hundert Wu¨rfeln ergab maximale Abweichungen von
±2.5◦. In einigen wenigen Fa¨llen traten Abweichungen von mehr als ±3◦ auf, die auf fehlerhaft detektierte
Ebenen hindeuten. Aufgrund dessen wird ein Schwellwert von ±3◦ eingefu¨hrt (vgl. Kap. 8.1.3).
7.3.2 Berechnung der Ebenenparameter durch Ebenenausgleichung
Nach jedem Durchlauf des RANSAC-Algorithmus mu¨ssen unter Verwendung der als Ebenenpunkte klas-
sifizierten Punkte die Ebenenparameter – der Normalenvektor der Ebene mit seinen Komponenten nx,







































Abb. 7.3.5: Bestimmung der Ebenenparameter
Hierzu ist ein u¨berbestimmtes Gleichungssystem zu lo¨sen, das auf Gleichung (6.2.9) beruht.
f(nx, ny, nz, d) : nxxi + nyyi + nzzi − d = 0 mit i = 1, . . . , p (7.3.4)
Nach [KR04] bestehen zur Lo¨sung dieses Gleichungssystems unterschiedliche Mo¨glichkeiten. Unter ande-
rem wird das in [Dri93] beschriebene Verfahren erla¨utert, das die Minimierung der Summe der Quadrate
der orthogonalen Absta¨nde gegebener Punkte zur ausgleichenden Ebene vorsieht. Der Parametervektor,
der die Komponenten des Normalenvektors darstellt, ergibt sich nach dieser Methode als der zum kleinsten
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In Gleichung (7.3.7) ist darauf zu achten, dass das Vorzeichen fu¨r den Parameter d entgegen dem in
[KR04] vorgestellten Verfahren gewa¨hlt wird (vgl. Abb. 6.2.1).
Als weitere Lo¨sungsmethode stellt [KR04] einen Ausgleichungsansatz nach quasivermittelnden Beobach-
tungen vor, der als Bedingung die Normierung des Normalenvektors einfu¨hrt. Durch diesen Ansatz ko¨nnen
fu¨r die Unbekannten Fehlermaße und fu¨r die Beobachtungswerte Verbesserungen ermittelt werden.
Der in a¨hnlicher Form in Matlab implementierte Algorithmus basiert im Wesentlichen auf diesem Ansatz
und beru¨cksichtigt die allgemeinen Aspekte der Ausgleichung nach vermittelnden Beobachtungen mit
Bedingungen zwischen den Unbekannten nach [Ho¨p80]. Die notwendige Bestimmung der Na¨herungswerte
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erfolgt dabei mit dem zuvor geschilderten Eigenwertverfahren. Das der Ausgleichung zugrunde liegende
funktionale Modell lautet:
Ax = l + v⇒ v = Ax− l (7.3.8)
Darin stellt die Matrix A die Koeffizientenmatrix, l den Beobachtungsvektor und x den Unbekanntenvek-
tor dar. Da die Beobachtungen mit zufa¨lligen Messfehlern behaftet sind, wird obige Gleichung nur durch
Addition eines Rest- bzw. Verbesserungsvektors v erfu¨llt.




Hierbei bezeichnet Σll die Kovarianzmatrix, σ
2
0 die Varianz der Gewichtseinheit und Qll die Kofaktorma-
trix. Die Gewichtsmatrix P eines Beobachtungsvektors entspricht der Inversen der Kofaktormatrix Qll:
P = Qll
−1 (7.3.10)
Das Ziel der Ausgleichung besteht in der Minimierung der Summe der Quadrate der Verbesserungen.
Durch Einfu¨hrung der Matrix P, die den Beobachtungen unterschiedliche Gewichte zuordnet, ergibt sich:∑
vTPv = (Ax− l)TP (Ax− l)⇒Min (7.3.11)
Gleichung (7.3.4) muss fu¨r jeden Punkt (xi, yi, zi) mit i = 1, . . . , p Gu¨ltigkeit besitzen, sodass sich der









nxx1 + nyy1 + nzz1 − d
nxx2 + nyy2 + nzz2 − d
. . .
nxxp + nyyp + nzzp − d
 (7.3.12)











































erha¨lt die A-Matrix folgende Gestalt:
A =

x1 y1 z1 −1
x2 y2 z2 −1
. . . . . . . . . . . .
xp yp zp −1
 (7.3.15)
Wie aus Gleichung (7.3.4) ersichtlich und in [KR04] beschrieben, muss fu¨r die Parameter nx, ny, nz und
d eine zusa¨tzliche Bedingung in die Ausgleichung eingefu¨hrt werden, da sich ansonsten die triviale Lo¨sung
mit nx = ny = nz = d = 0 erga¨be. Als Bedingung kann die Normierung des Normalenvektors eingefu¨hrt
und schließlich eine vermittelnde Ausgleichung mit Bedingungen durchgefu¨hrt werden ([Ho¨p80]).






z = 1 ⇒ n2x + n2y + n2z − 1 = 0 (7.3.16)
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Der mittlere Fehler der Gewichtseinheit la¨sst sich nach [Ho¨p80] mit Gleichung (7.3.17) berechnen, wobei
np die Punktanzahl, u die Anzahl der Unbekannten und r die Anzahl der Bedingungen wiedergibt.
m0 =
vTPv
np − (u− r) (7.3.17)
Neben den Komponenten des Normalenvektors und dem Abstand der Ebene vom Koordinatenursprung
liefert die Ausgleichung die Verbesserungen bzw. Residuen der Beobachtungen. Ihre Ha¨ufigkeitsverteilung
la¨sst sich in Form eines Histogramms graphisch darstellen und auf Normalverteilung pru¨fen. Nach [WS00]
wird die Klassenanzahl m mit:
m ≤ 5 · lnnp
gewa¨hlt. Die Abbildungen 7.3.6 - 7.3.8 zeigen die Verteilungen der Residuen fu¨r die drei Ebenen des
zuvor aufgezeigten Beispiels (siehe Abb. 7.3.2) bei der Parameterwahl σs = 4mm. Die schwarze Kurve




der Daten, wobei µ und σ2 gescha¨tzte Werte fu¨r den
Erwartungswert und die Varianz repra¨sentieren.


















Abb. 7.3.6: Residuen der Ebene 021 (weiß-grau) mit Normalverteilung N {0, 0.42}


















Abb. 7.3.7: Residuen der Ebene 013 (grau-weiß) mit Normalverteilung N {0, 0.43}
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Abb. 7.3.8: Residuen der Ebene 036 (schwarz-grau) mit Normalverteilung N {0, 1.2}
Aus Abb. 7.3.8 ist die Schiefe der Verteilung der schwarz-grauen Ebene zu erkennen, die vermutlich auf
einem unvollsta¨ndigen Ausgleichungsmodell basiert und in erster Linie bei der gemeinsamen Ausgleichung
einer schwarzen mit einer grauen oder weißen Teilfla¨che auftritt. Bei der isolierten Auswertung der beiden
Teilfla¨chen einer Ebene verschwindet die Schiefe nahezu vollsta¨ndig (Kap. 7.3.5.2).
Erwartungsgema¨ß ist die Verteilung der Residuen sehr stark von der Wahl des Parameters σs abha¨ngig.
Er muss so gewa¨hlt werden, dass er oberhalb des Messrauschens der dunkelsten Teilfla¨che liegt, da an-
sonsten eigentlich zum Ebenenmodell zugeho¨rige Punkte aus der Punktwolke entfernt werden und Wie-
derholungsmessungen unterschiedliche Ergebnisse fu¨r die Unbekannten liefern. Erkennbar wird eine zu
kleine Wahl des Parameters σs am Histogramm der Residuen. Wird der Parameter σs fu¨r eine Ebene zu
gering gewa¨hlt, beispielsweise σs = 2mm, zeigt sich dies in der Verteilung der Residuen. Die Verteilung
wird seitlich
”
abgeschnitten“. Dieser Effekt tritt vor allem bei schwarz-grauen oder grau-schwarzen Ebe-
nen auf (Abb. 7.3.9 (b)). Bei Ebenen mit weißen und grauen Teilfla¨chen zeigt sich dieser Effekt hingegen
nicht (Abb. 7.3.9 (a)). Weitere Auswertungen von ca. 60 Teilfla¨chen besta¨tigen dieses Ergebnis, sodass
der Parameter σs fu¨r weiße und graue Fla¨chen auch geringer gewa¨hlt werden ko¨nnte, da diese u¨ber ein
geringeres Messrauschen verfu¨gen (Abb. 2.4.2).




































Abb. 7.3.9: Residuenverteilung bei σs = 2mm
(a) Ebene 013 (grau-weiß) – (b) Ebene 036 (schwarz-grau)
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Die schwarzen Fla¨chen limitieren somit das Genauigkeitspotential. Um dennoch eine ho¨here Genauigkeit
bei der Ebenenscha¨tzung zu erreichen, werden fu¨r die Berechnung jeweils die helleren Teilfla¨chen der Ebe-
nen verwendet. Hierzu ist die Separation der helleren von den dunkleren Teilfla¨chen sowie die Berechnung
von Na¨herungskoordinaten der Eckpunkte notwendig.
7.3.3 Na¨herungskoordinaten der Eckpunkte
Die Bestimmung der Na¨herungskoordinaten der Eckpunkte erfolgt nach den Gleichungen (6.2.13), (6.2.15)






































Abb. 7.3.10: Berechnung der gena¨herten Eckpunktkoordinaten
Hierzu kommt eine Pseudocodierung der Ebenen zum Einsatz. Diese gewa¨hrleistet, dass die Eckpunkte
nach einer bestimmten Anordnung berechnet werden, die nicht mit der tatsa¨chlichen u¨bereinstimmen,
allerdings generell mo¨glich sein muss. Sie beru¨cksichtigt die Lage der Ebenen zueinander und vergibt
einen mo¨glichen Code fu¨r die Eckpunkte.
(a) (b)
Abb. 7.3.11: Wu¨rfel mit Pseudocodierung
(a) Wu¨rfelansicht 0
(b) Wu¨rfelansicht 1
Die Pseudocodierung ist abha¨ngig von der Wu¨rfelansicht (Abb. 7.3.11):
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• Wu¨rfelansicht 0: Die Ebene in der Mitte, oberhalb der beiden anderen, erha¨lt den Pseudocode 5.
Die Ebene rechts bekommt den Pseudocode 2, die Ebene links den Code 4 zugewiesen. Die Eck-
punkte werden in der in Klammern angegebenen Reihenfolge der Abbildung 7.3.11 (a) ermittelt
und erhalten die dort angegebenen Pseudopunktnummern.
• Wu¨rfelansicht 1: Die Ebene, welche unterhalb der beiden anderen liegt, bekommt den Code 6. Die
beiden anderen Ebenen erhalten wiederum die Codes 2 und 4. Die Bestimmungsreihenfolge der
Eckpunkte la¨sst sich Abb. 7.3.11 (b) entnehmen.
Die Pseudocodierung gewa¨hrleistet damit die na¨herungsweise Bestimmung der Eckpunktkoordinaten des
Wu¨rfels, ohne ihre tatsa¨chliche Codierung und damit die tatsa¨chliche Ausrichtung des Wu¨rfels im Raum
zu kennen.
7.3.4 Segmentierung der Ebenen in ihre Teilfla¨chen
Um die tatsa¨chliche Codierung der Ebenen ermitteln zu ko¨nnen, erfolgt zuna¨chst die Trennung von
Grund- und Symbolfla¨che. Hierbei wird auf die bekannte Sollgeometrie des Wu¨rfels zuru¨ckgegriffen. Die


























Abb. 7.3.12: Segmentierung in Grund- und Symbolfla¨che
Mit Hilfe der berechneten gena¨herten Eckpunkte la¨sst sich die Solllage der Symbolfla¨che im Bezug zur
Grundfla¨che bestimmen. Abb. 7.3.13 stellt schematisch den Zusammenhang zwischen den Eckpunkten
der Grundfla¨che (EG) und den Eckpunkten der Symbolfla¨che (ES) in 2D-Ansicht dar, wobei das entspre-
chende Koordinatensystem im unteren linken Eckpunkt des Wu¨rfels gelagert ist. Die Koordinaten der
Symbolfla¨cheneckpunkte ES1-ES4 lassen sich in diesem Koordinatensystem gema¨ß Tab. 7.3.1 ausdru¨cken.
Da es sich bei den berechneten Eckpunktkoordinaten des Wu¨rfels nur um Na¨herungskoordinaten handelt,
werden jedoch nicht die tatsa¨chlichen Symbolfla¨cheneckpunkte zur Segmentierung verwendet, sondern
ausgehend von diesen Punkten vier Begrenzungspunkte fu¨r die Symbol- (ESi) und vier Begrenzungs-
punkte fu¨r die Grundfla¨che (EGi) nach innen berechnet. Der Bereich zwischen diesen Punkten gilt als
sogenannter
”
Unsicherheitsbereich“ und ist in Abb. 7.3.14 (a) symbolisch durch die gestrichelten Linien
dargestellt.
88 7 Lo¨sungsansatz




Abb. 7.3.13: Position der Symbolfla¨che in
Bezug zur Grundfla¨che
Tab. 7.3.1: Position der Symbolfla¨che relativ










Abb. 7.3.14: Trennung von Grund- und Symbolfla¨che – (a) schematische Darstellung – (b) berechnete
Punkte innerhalb der Grund- und Symbolfla¨che
Die Segmentierung erfolgt in drei Klassen:
• Punkte, die sich innerhalb des Unsicherheitsbereiches befinden, werden aus der Punktmenge entfernt
und fu¨r die weiteren Berechnungen nicht mehr verwendet.
• Punkte innerhalb der Symbolfla¨chenbegrenzung ESi sind Symbolfla¨chenpunkte.
• Punkte, die innerhalb der gena¨herten Wu¨rfelecken EG und der Grundfla¨chenbegrenzung EGi liegen,
werden als Grundfla¨chenpunkte klassifiziert.
7.3.5 Analyse der Intensita¨tswerte der Teilfla¨chen
7.3.5.1 Zielsetzung
Nach erfolgreicher Segmentierung der Ebenen in ihre Teilfla¨chen erfolgt die Analyse ihrer Intensita¨tswerte,
die zwei Ziele verfolgt:
1. Ermittlung der helleren Teilfla¨chen der drei Ebenen, um den Einfluss des ho¨heren Messrauschens
der dunkleren Fla¨chen zu reduzieren.
2. Bestimmung der Ebenencodierung der erfassten Ebenen und somit der Ausrichtung des Wu¨rfels im
Raum (Kap. 7.4.2).
7.3.5.2 Ermittlung der helleren Teilfla¨chen und ihrer Ebenenparameter
Zur Bestimmung der helleren der beiden Teilfla¨che erfolgt die Betrachtung ihrer Intensita¨tswertverteilung.

























Abb. 7.3.15: Ermittlung der helleren Teilfla¨che der Ebene
Genutzt wird dabei das Intensita¨tswertspektrum von -2047 und 2048, entsprechend den vom Laserscanner
aufgelo¨sten 12 bit bzw. 4096 Graustufen (Abb. 7.3.16).
Abb. 7.3.16: Grauwerte der Intensita¨ten
Die Ha¨ufigkeitsfunktion der Intensita¨tswerte der Ebenen la¨sst sich mittels Histogramm graphisch dar-
stellen. Die Abb. 7.3.17 zeigt die Intensita¨tswertverteilung der Ebene 021 (weiß-grau), die mit einem
Auftreffwinkel von 24◦ erfasst wurde. Es sind deutlich zwei Peaks fu¨r die beiden Teilfla¨chen sowie die
ho¨here Punktanzahl der weißen Teilfla¨che (Grundfla¨che) zu erkennen.
Werden beide Teilfla¨chen isoliert betrachtet, kann fu¨r beide die Klasse mit der ho¨chsten Ha¨ufigkeit ermit-
telt und der jeweilige Klassenmittelwert als Intensita¨tswert der Fla¨che registriert werden (Abb. 7.3.18).



















Abb. 7.3.17: Intensita¨tswertverteilung der Ebene 021 (Abb. 7.3.2: weiß-graue Ebene links unten)
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Abb. 7.3.18: Intensita¨tswertverteilung der Teilfla¨chen der Ebene 021 (weiß-grau) – (a) weiße Grundfla¨che
– (b) graue Symbolfla¨che
Die Intensita¨tswerte fu¨r beide Teilfla¨chen liegen dabei in dem erwarteten Wertebereich, wenn von einer
linearen Verteilung der Werte ausgegangen wird (vgl. Abb. 7.3.21).
Im Gegensatz dazu werden die weiße und graue Teilfla¨che der Ebene 013 (grau-weiß) mit wesentlich
geringeren Intensita¨tswerten repra¨sentiert (Abb. 7.3.19).















Abb. 7.3.19: Intensita¨tswertverteilung Ebene 013 (Abb. 7.3.2 grau-weiße Ebene rechts unten)
Auch in diesem Fall sind deutlich zwei Peaks fu¨r die beiden Teilfla¨chen zu erkennen. Ebenso sichtbar
ist die ho¨here Punktanzahl der dunkleren Teilfla¨che, die somit als Grundfla¨che identifiziert werden kann.
Allerdings ist ebenso auffa¨llig, dass die Verteilung im dunklen Bereich angesiedelt ist, eigentlich jedoch
Grauwerte aus dem mittleren und hellen Bereich repra¨sentiert werden mu¨ssten.
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Abb. 7.3.20: Intensita¨tswertverteilung der Ebene 036 (Abb. 7.3.2: schwarz-graue Ebene mittig oben)
Die dritte, schwarz-graue Ebene 036 (Abb. 7.3.20) zeigt ein a¨hnliches Verhalten, wobei die geringen
Intensita¨tswerte fu¨r die graue Teilfla¨che auffallen. Dennoch la¨sst sich auch bei dieser Ebene die hellere
Teilfla¨che durch die Intensita¨tswertanalyse direkt ermitteln.
Abb. 7.3.21 veranschaulicht die ermittelten, am ha¨ufigsten auftretenden Intensita¨tswerte der drei Ebenen
auf der Intensita¨tswertskala und stellt sie den theoretischen Wertebereichen – schwarz: -2047 bis -682,
grau: -681 bis 683 und weiß: 684 bis 2048 – gegenu¨ber. Wa¨hrend die Intensita¨tswerte der beiden Teilfla¨-
chen der Ebene 021 in dem fu¨r sie theoretisch gu¨ltigen Wertebereich liegen, tritt bei den Intensita¨tswerten
der Teilfla¨chen der beiden anderen Ebenen eine Verschiebung in den dunkleren Bereich auf. Die Inten-
sita¨tswerte dieser Fla¨chen werden abgeschwa¨cht und die beiden grauen sowie die weiße Teilfla¨che liegen
nicht mehr in ihrem theoretischen Wertebereich.
Abb. 7.3.21: Ermittelte Intensita¨tswerte der Teilfla¨chen der drei Ebenen
Tab. 7.3.2 fasst die Ergebnisse zusammen. Hierbei sind neben den Intensita¨tswerten – IG entspricht dem
Intensita¨tswert der Grundfla¨che, IS dem der Symbolfla¨che – zusa¨tzlich die Entfernungen und Auftreffwin-
kel der Ebenen sowie deren LG-Code und die Punktanzahlen von Grund- (PG) und Symbolfla¨che (PS)
nach ihrer Separation dargestellt. Die Teilfla¨chen, aus denen nachfolgend die Ebenenparameter bestimmt
werden, sind mit einem Stern (*) gekennzeichnet.
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PG PS IG IS
5 013 73 2920 924* -1461 -847
5 021 24 10340* 2797 2015 330
5 036 73 1951 886* -1959 -1498
Das Beispiel verdeutlicht, dass eine direkte Zuordnung der Teilfla¨chen zu ihrem jeweiligen Grauwert
anhand ihrer Intensita¨tswerte nicht mo¨glich ist. Die Ursache hierfu¨r liegt im schon benannten Einfluss
des Auftreffwinkels auf die Intensita¨tswerte.
In Kap. 7.4.2 folgen hierzu eingehende Untersuchungen, und es wird gezeigt, dass die Ebenencodierung
mit Hilfe der Intensita¨tswertanalyse unter Beru¨cksichtigung des Auftreffwinkels und dem topologischen
Modell des Wu¨rfels mo¨glich ist.
Nach der Bestimmung der helleren Teilfla¨chen aller drei Ebenen, kommen erneut der RANSAC-Algorithmus




































Abb. 7.3.22: Bestimmung der Ebenenparameter der helleren Teilfla¨che
Unter Beibehaltung des Schwellwertes σs = 4mm zeigen sich geringere Residuen fu¨r die Teilfla¨chen, die
sich u¨ber den Wertebereich von ± 2mm erstrecken.
Durch die Verwendung der helleren Teilfla¨chen und deren geringerem Messrauschen findet keine
”
Be-
schneidung“ der Residuen – im Gegensatz zur gemeinsamen Ausgleichung der beiden Teilfla¨chen der
schwarz-grauen Ebene (Abb. 7.3.9 (b)) – statt. Abb. 7.3.23 veranschaulicht die segmentierten helleren
Fla¨chen der Ebenen 1-3. Die Histogramme der Residuen bei der alleinigen Ausgleichung der jeweils hel-












Abb. 7.3.23: Teilfla¨chensegmentierung – (a) weiße Symbolfla¨che der Ebene 013 (924 Punkte) – (b) weiße
Grundfla¨che der Ebene 021 (10340 Punkte) – (c) graue Symbolfla¨che der Ebene 036 (886 Punkte)


















Abb. 7.3.24: Residuen der weißen Symbolfla¨che der Ebene 013 (grau-weiß) mit N {0, 0.07}


















Abb. 7.3.25: Residuen der weißen Grundfla¨che der Ebene 021 (weiß-grau) mit N {0, 0.21}
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Abb. 7.3.26: Residuen der grauen Symbolfla¨che der Ebene 036 (schwarz-grau) mit N {0, 0.21}
Die Schiefe der Verteilung der Ebene 036 tritt bei der alleinigen Ausgleichung der helleren Teilfla¨che nicht
mehr auf (Abb. 7.3.26). Ebenso zeigen die Verteilungen nach Ausgleichung der dunkleren Teilfla¨chen keine
Schiefe (s. Anhang Abb. C.1 - C.3). Sie verfu¨gen u¨ber ho¨here Scha¨tzwerte fu¨r die Varianz, wobei der Wert
fu¨r die schwarze Teilfla¨che erwartungsgema¨ß am gro¨ßten ist.
Die Ergebnisse der Ebenenausgleichung fu¨r die Teilfla¨chen sind in Tab. 7.3.3 zusammengefasst.
Tab. 7.3.3: Ermittelte Ebenenparameter nach der Ausgleichung der helleren Teilfla¨chen
LG-Code
Ebenenparameter
nx ny nz d
013 0.4394 ± 0.0004 0.8983 ± 0.0002 -0.0038 ± 0.0004 0.0396 ± 0.0000
021 -0.9016 ± 0.0000 0.4325 ± 0.0000 0.0084 ± 0.0000 -0.0171 ± 0.0000
036 0.0201 ± 0.0007 -0.0060 ± 0.0007 0.9998 ± 0.0000 0.0412 ± 0.0000
Nach Kontrolle der Schnittwinkel der Normalenvektoren (Kap. 6.3.3) lassen sich nun die endgu¨ltigen




































Abb. 7.3.27: Endgu¨ltige Bestimmung der Eckpunktkoordinaten
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7.3.5.3 Signifikanztest
Mit Hilfe eines zuvor durchgefu¨hrten Signifikanztests soll sichergestellt werden, dass durch die Verwendung
der helleren Teilfla¨che in Bezug zu der gemeinsamen Ausgleichung von Grund- und Symbolfla¨che bei der
Ebenenscha¨tzung signifikante Unterschiede in den Standardabweichungen bestehen.
Hierzu findet der F-Test Anwendung ([PTVF07], [MMSW00]). Der F-Test testet, ob sich zwei Standard-
abweichungen (σ1,σ2) bzw. Varianzen zweier Grundgesamtheiten signifikant unterscheiden oder nicht. Die
Nullhypothese H0 geht davon aus, dass keine signifikanten Unterschiede bestehen, und es gilt:





wobei mit s2ges die Varianz der kompletten Ebene und mit s
2
teil die Varianz der helleren Teilfla¨che der
Ebene bezeichnet wird.
Der Schwellwert Fs wird aus der Tabelle der F-Verteilung ([And00]) entnommen, wobei das Signifikanz-
niveau αt sowie die Freiheitsgrade der beiden Stichproben zu beru¨cksichtigen sind. Bei
F̂ < Fs (7.3.20)
wird die Nullhypothese angenommen, d.h. die Standardabweichungen unterscheiden sich nicht signifikant.
Andernfalls wird bei
F̂ > Fs (7.3.21)
die Nullhypothese verworfen und ein signifikanter Unterschied der Standardabweichungen angenommen.
Die Auswertung von etwa 40 Ebenen ergab dabei in ca. 95% der Fa¨lle einen signifikanten Unterschied.
Exemplarische Ergebnisse sind im Anhang D zu finden.
Um zu u¨berpru¨fen, ob sich die Ergebnisse der Gesamtebene fu¨r die Komponenten des Normalenvektors
nx, ny, nz und fu¨r den Abstand der Ebene zum Ursprung d von den Resultaten der Teilfla¨che signifikant
unterscheiden, kommt der t-Test zur Anwendung.













• nxteil , nxges – durch Ausgleichung berechnete x-Komponente des Normalenvektors der Teilfla¨che
bzw. der Gesamtebene.
• nfxteil , nfxges – durch Ausgleichung berechneter Fehler der x-Komponente des Normalenvektors
der Teilfla¨che bzw. der Gesamtebene.
• pktteil, pktges – Punktanzahl der Teilfla¨che und der Gesamtebene.
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Erfu¨llt die nach (7.3.22) berechnete Gro¨ße tx die Ungleichung
|tx| > tαt,k (7.3.23)
mit Freiheitsgrad k = pktteil+pktges−2 und Signifikanzniveau αt, wird die Nullhypothese H0 verworfen.
Dann existiert ein signifikanter Unterschied zwischen der x-Komponente des Normalenvektors, die mit
den Punkten der Teilfla¨che und mit den Punkten der Gesamtebene berechnet wird. Analog lassen sich die
Unterschiede in den y- und z-Komponenten sowie dem Abstand der Ebene vom Ursprung auf Signifikanz
pru¨fen.
Gema¨ß Tab. D.2 im Anhang ergeben sich aufgrund der großen Stichprobenumfa¨nge sehr hohe Werte
fu¨r die Pru¨fgro¨ßen tx, ty, tz und td, sodass sich die Ergebnisse mit einer sehr hohen Wahrscheinlichkeit
signifikant unterscheiden. Fu¨r die endgu¨ltige Berechnung der Wu¨rfeleckpunkte wird deshalb die hellere
Teilfla¨che verwendet.
7.4 Ermittlung der Ebenencodierung
7.4.1 Allgemein
Mit der bisher aufgezeigten Vorgehensweise lassen sich die Eckpunkte des Wu¨rfels zwar berechnen, al-
lerdings ist die Ausrichtung des Wu¨rfels im Raum nicht bekannt, sodass die notwendige Codierung der
Eckpunkte noch nicht erfolgen kann. Zu ihrer Bestimmung sind weitere Analysen der Intensita¨tswerte





































Wie zuvor geschildert, stellt sich bei der Analyse der Intensita¨tswerte die starke Abha¨ngigkeit des Inten-
sita¨tswertes vom Auftreffwinkel des Laserstrahls auf die Ebene (Abb. 2.3.3) als besonders problematisch
dar. Da alle drei Ebenen unter verschiedenen Auftreffwinkeln beobachtet werden, der die Reflexionswerte
erheblich beeinflusst, ko¨nnen absolute Intensita¨tswerte nicht direkt einem Grauwert zugeordnet und die
Intensita¨tswerte verschiedener Ebenen nicht direkt miteinander verglichen werden.
Der entwickelte Lo¨sungsansatz stu¨tzt sich deshalb auf empirisch gewonnene Ergebnisse zur Analyse der
Abha¨ngigkeit des Intensita¨tswertes vom Auftreffwinkel und nutzt das festgelegte topologische Modell, um
die Codierung der Eckpunkte zu ermitteln.
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7.4.2 Bestimmung der Ebenencodierung durch Intensita¨tswertanalyse
7.4.2.1 Heller-dunkler-Relation
Die Betrachtungen aus Kap. 7.3.5.2 haben gezeigt, dass die heller-dunkler-Relation der Intensita¨tswerte
der beiden Teilfla¨chen einer Ebene bestehen bleibt, wa¨hrend die direkte Vergleichbarkeit der Intensita¨ts-
werte der Teilfla¨chen unterschiedlicher Ebenen nicht gewa¨hrleistet ist. Auswertungen einer Stichprobe von
u¨ber 50 Fla¨chen stu¨tzen diese Beobachtungen. So liegt der Intensita¨tswert der dunkleren Teilfla¨che einer
Ebene erwartungsgema¨ß unterhalb dem Wert der helleren Fla¨che, die Teilfla¨chen desselben Grauwertes
verschiedener Ebenen ko¨nnen jedoch sehr unterschiedliche Werte annehmen.
Begru¨nden la¨sst sich dies mit dem Einfluss des Auftreffwinkels auf den Intensita¨tswert:
• Da die beiden Teilfla¨chen einer Ebene na¨herungsweise denselben Auftreffwinkel des Laserstrahls
besitzen, bleibt ihre heller-dunkler-Relation unbeeinflusst.
• Da die Teilfla¨chen unterschiedlicher Ebenen mit identischem Grauwert unter sehr verschiedenen
Auftreffwinkeln beobachtet werden, lassen sich ihre Intensita¨tswerte nicht miteinander vergleichen,
sodass keine direkte Zuordnung von Intensita¨tswert zu Grauwert mo¨glich ist.
Diese Tatsache ermo¨glicht es, einen relativen Bezug der Intensita¨tswerte zwischen Grund- und Symbol-
fla¨che einer Ebene herzustellen, und es kann ermittelt werden, welche der beiden Teilfla¨chen heller oder
dunkler ist (vgl. Kap. 7.3.5.2).
Damit liefert die relative Helligkeit zwischen Grund- und Symbolfla¨che ein zuverla¨ssiges Kriterium, um
bestimmte Kombinationsmo¨glichkeiten der Ebenenanordnung auszuschließen, und bildet zugleich eine
erste Entscheidungsgrundlage fu¨r die automatisierte Ebenenerkennung.
Im Folgenden werden die Intensita¨tswerte der Grundfla¨chen IG in Relation zu denen der Symbolfla¨chen
IS der jeweils identischen Ebenen betrachtet.
∆I = IG − IS (7.4.1)
”
Heller“ bedeutet in diesem Kontext, dass die Grundfla¨che einen ho¨heren Intensita¨tswert als die Symbol-
fla¨che besitzt. Es gilt:
∆I >0 (7.4.2)
Fu¨r die heller-dunkler-Relation jeder Ebene wird ein Code verwendet. Ist (7.4.2) erfu¨llt, wird der Code 1
vergeben, bei einer dunkleren Grundfla¨che der Code 0. Durch die Analyse aller drei Ebenen entsteht
ein dreistelliger Heller-dunkler-Code (HD-Code), der prinzipiell 23 = 8 unterschiedliche Werte annehmen
kann (Tab. 7.4.1). Durch den festgelegten Aufbau des Wu¨rfels entfallen allerdings die zwei Mo¨glichkeiten,
dass alle drei Grundfla¨chen heller oder alle dunkler sind. Die Unterscheidbarkeit der einzelnen Codie-
rungen wird wiederum durch die festgelegte Reihenfolge sichergestellt, entsprechend dem LG-Code gilt:
Ebene 1 ≡ rechts, Ebene 2 ≡ links und Ebene 3 ≡ mittig.
Der Code 011 repra¨sentiert beispielsweise eine dunklere Grundfla¨che auf der rechten Ebene sowie eine
hellere Grundfla¨che auf der linken und der mittigen Ebene. Durch Kenntnis der heller-dunkler-Relation
kann direkt ein Ru¨ckschluss auf die potentiellen Ebenen gezogen werden. Ist die Grundfla¨che heller, kann
die Ebene den Code 1, 2 oder 4 besitzen, bei dunklerer Grundfla¨che den Code 3, 5 oder 6.
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Tab. 7.4.1: Variationsmo¨glichkeiten der Helligkeitsrelation von Grund- und Symbolfla¨che
Ebene 1 Ebene 2 Ebene 3 HD-Code
∆ I > 0 ∆ I > 0 ∆ I > 0 111
∆ I > 0 ∆ I > 0 ∆ I < 0 110
∆ I > 0 ∆ I < 0 ∆ I > 0 101
∆ I < 0 ∆ I > 0 ∆ I > 0 011
∆ I < 0 ∆ I < 0 ∆ I > 0 001
∆ I < 0 ∆ I > 0 ∆ I < 0 010
∆ I > 0 ∆ I < 0 ∆ I < 0 100
∆ I < 0 ∆ I < 0 ∆ I < 0 000
Durch den festgelegten Aufbau des Wu¨rfels gema¨ß seines topologischen Modells (Tab. 6.1.5) sind nur
24 Ebenenkombinationen – bei bekannter Wu¨rfelansicht [0 oder 1] – mo¨glich: Ist die Lage der erfassten
Ebenen zueinander bekannt, verbleiben bei Kenntnis des HD-Codes vier mo¨gliche Lo¨sungen fu¨r den
gesuchten kombinierten Ebenencode (K-Code). Der K-Code ist vierstellig und setzt sich aus dem Code
der Wu¨rfelansicht sowie den Ebenencodes der drei Ebenen in der Reihenfolge: Ebene rechts, Ebene links
und Ebene mittig zusammen. Der Code der Wu¨rfelansicht spezifiziert dabei lediglich, ob die mittige
Ebene ober- oder unterhalb der beiden anderen Ebenen liegt (Tab. 6.1.5).
Die Tabellen 7.4.2 und 7.4.3 zeigen jeweils zwei Beispiele fu¨r die mo¨glichen Lo¨sungen bei bekanntem HD-
Code und bekannter Wu¨rfelansicht. Alle Lo¨sungsmo¨glichkeiten sind im Anhang in Tab. A.1 und Tab. A.3,
alternativ mit dem LG-Code in Tab. A.2 und Tab. A.4 dargestellt.
Abb. 7.4.2 gibt einen U¨berblick der verwendeten Codierungen und fasst das bisherige Vorgehen anhand




Lage der Ebenen zueinander“ und
”




K-Code“ weiß. Erga¨nzend ist der LG-Code angegeben.





Ebene rechts Ebene links Ebene mittig
110
Gs (4) Wg (1) Sw (5) 0415
Ws (2) Gs (4) Sw (5) 0245
Gs (4) Ws (2) Sg (6) 0426
Wg (1) Gs (4) Sg (6) 0146
010
Sw (5) Wg (1) Gw (3) 0513
Sg (6) Ws (2) Gw (3) 0623
Gw (3) Ws (2) Sw (5) 0325
Gw (3) Wg (1) Sg (6) 0316
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Ebene rechts Ebene links Ebene mittig
110
Gs (4) Wg (1) Sg (6) 1416
Ws (2) Gs (4) Sg (6) 1246
Gs (4) Ws (2) Sw (5) 1425
Wg (1) Gs (4) Sw (5) 1145
010
Sw (5) Ws (2) Gw (3) 1523
Sg (6) Wg (1) Gw (3) 1613
Gw (3) Ws (2) Sg (6) 1326
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Abb. 7.4.2: U¨berblick der Codierungen
Durch die Ermittlung der obigen Parameter verbleiben die vier Lo¨sungsmo¨glichkeiten fu¨r den gesuchten
K-Code, die in Tabellen hinterlegt sind. Fu¨r die ermittelten Parameter ist in Abb. 7.4.2 der betreffende
Tabellenausschnitt aus Tab. A.2 u¨bernommen. Er beinhaltet in Zeile vier die Solllo¨sung fu¨r den gesuchten
K-Code.
7.4.2.2 Erweiterte Analyse der Intensita¨tswerte
Um die Solllo¨sung aus den verbleibenden vier Mo¨glichkeiten zu ermitteln, mu¨ssen weitere Regeln spezifi-
ziert werden, die den Einfluss des Auftreffwinkels auf die Intensita¨tswerte beru¨cksichtigen. Hierzu erfolgt
die Auswertung einer Testreihe von drei unterschiedlichen Messtagen mit insgesamt 54 schwarzen sowie
56 grauen und 51 weißen Teilfla¨chen im Entfernungsbereich bis 14m, durchgefu¨hrt im Messlabor mit
dem Laserscanner HDS 6000. Fu¨r jede Teilfla¨che wird die Ha¨ufigkeitsverteilung ihrer Intensita¨tswerte
bestimmt und der Klassenmittelwert der am meisten besetzten Klasse als Intensita¨tswert der Fla¨che
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abgelegt. Werden diese ermittelten Werte in Abha¨ngigkeit vom Auftreffwinkel dargestellt, ergibt sich
Abb. 7.4.3, die die lineare Abha¨ngigkeit der Intensita¨tswerte vom Auftreffwinkel fu¨r alle drei Grauwerte
veranschaulicht.
Die Intensita¨tswerte werden mit zunehmendem Auftreffwinkel abgeschwa¨cht, wobei sich dieser Effekt bei
den weißen Fla¨chen am sta¨rksten zeigt. Fu¨r die Messwerte der unterschiedlichen Grauwerte kann demnach
jeweils eine Regressionsgrade ermittelt werden, dargestellt in Abb. 7.4.4 mit einem Konfidenzintervall von
95%.

























Abb. 7.4.3: Einfluss des Auftreffwinkels auf die Intensita¨tswerte

























Abb. 7.4.4: Regressionsgeraden der Intensita¨tswerte der Testreihe (mit 95% Konfidenzintervall)
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Es wird deutlich, dass sich die drei Regressionsgeraden bis zu einem Auftreffwinkel von 75◦ eindeutig
voneinander trennen lassen, was eine Zuordnung der Grauwerte zu den einzelnen Fla¨chen in diesem
Wertebereich erlaubt und die Codierung der Ebenen in etwa 90% der Fa¨lle ermo¨glicht.




































Abb. 7.4.5: Codierung der Eckpunkte
Folgende Fa¨lle bei der Codierung der Eckpunkte werden unterschieden:
1. Alle drei Ebenen haben einen Auftreffwinkel <75◦.
In diesem Fall ko¨nnen die drei Ebenen direkt codiert und das topologische Modell zur Pru¨fung der
Codierung verwendet werden.
2. Der Auftreffwinkel zweier Ebenen ist <75◦.
Es ko¨nnen zwei Ebenen direkt codiert werden. Die Codierung der dritten Ebene la¨sst sich durch
das topologische Modell ermitteln.
3. Nur eine Ebene besitzt einen Auftreffwinkel <75◦.
Es kann nur eine Ebene direkt codiert werden, sodass die Lo¨sung fu¨r die beiden anderen Ebenen
nicht in allen Wu¨rfelausrichtungen eindeutig ist. In der Regel verbleiben zwei Lo¨sungsmo¨glichkeiten
fu¨r die Ausrichtung des Wu¨rfels im Raum.
Große Auftreffwinkel auf zwei Wu¨rfelebenen ko¨nnen demnach die Wu¨rfelcodierung unmo¨glich machen und
sollten deshalb vermieden werden (vgl. Kap. 7.2). Untersuchungen und alternative Lo¨sungsmo¨glichkeiten
werden in Kap. 8.1.2 thematisiert.
7.4.3 Ergebnisse
Nach erfolgreicher Codierung der Ebenen erhalten die Eckpunkte ihren daraus resultierenden Code.
Abb. 7.4.6 zeigt die urspru¨nglich erfassten Ebenen sowie die berechneten Eckpunkte des Wu¨rfels mit
der ermittelten Codierung.
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Abb. 7.4.6: Darstellung der Punktwolke des Wu¨rfels in Cyclone mit den berechneten Kanten und
Eckpunkten
Tab. 7.4.4 stellt die Ergebnisse fu¨r den berechneten Wu¨rfel mit seinen theoretischen Punktfehlern – bei
Annahme der Kantenunsicherheit von 1mm – dar. Efx , Efy , Efz bezeichnen dabei die Fehler der einzelnen
Komponenten, Efges den Gesamtpunktfehler.
Tab. 7.4.4: Ergebnis nach abschließender Eckpunktcodierung
Pnr. X [m] Y [m] Z [m] Efx [mm] Efy [mm] Efz [mm]
Efges
[mm]
101136 -4.7307 0.6296 -1.3287 0.0 0.0 0.0 0.1
101135 -4.7316 0.6297 -1.4287 0.0 0.1 1.0 1.0
101236 -4.8205 0.6736 -1.3266 0.9 0.4 0.1 1.0
101146 -4.7740 0.5395 -1.3283 0.4 0.9 0.1 1.0
101246 -4.8638 0.5834 -1.3263 0.5 1.3 0.1 1.4
101145 -4.7749 0.5395 -1.4283 0.4 0.9 1.0 1.4
101235 -4.8214 0.6736 -1.4266 0.9 0.4 1.0 1.4
101245 -4.8647 0.5834 -1.4263 0.5 1.3 1.0 1.7
Die ermittelten Fehlerkomponenten Efx , Efy , Efz (Konfidenzbereich 1σ) sind in Abb. 7.4.7 als Feh-
lerellipsoide der Wu¨rfeleckpunkte mit einem U¨berho¨hungsfaktor f = 15 bei der Wu¨rfelkantenla¨nge von
kl = 100mm dargestellt. Hierbei wird sichtbar, dass die Fehlerellipsoide nahezu parallel zu den Achsen
ausgerichtet sind. Dies ist auf die Vernachla¨ssigung der Covarianzen zuru¨ckzufu¨hren. Werden die Covari-
anzen beru¨cksichtigt, ko¨nnen sich Lage und Form der Ellipsoide a¨ndern.
Die Fehler der Komponenten einzelner Eckpunkte ko¨nnen sehr verschieden sein (vgl. Kap. 6.3.1 und 6.3.2).
Der Gesamtfehler von Eckpunkt 135 wird beispielsweise nahezu ausschließlich von der z-Komponente Efz
bestimmt.
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Abb. 7.4.7: Darstellung der Fehlerellipsoide der Eckpunkte
Nach der Berechnung und Codierung der Eckpunkte erfolgt gema¨ß Kap. 6.3.3 die abschließende Kontrolle
des Wu¨rfels, indem die Strecken zwischen Eckpunkten, die eine Fla¨chen- oder Raumdiagonale bilden (Sb),
und ihre Abweichungen dS von den Sollla¨ngen Ss, sowie die maximale La¨ngenabweichung Lmax und die
mittlere La¨ngenabweichung Lm bestimmt werden (Tab. 7.4.5).





Ss = E1 − E2
[mm]
Sb = E1b − E2b
[mm]
dS = Ss − Sb
[mm]
135 146 141.4 142.3 -0.9
135 236 141.4 141.4 0.0
135 245 141.4 140.9 0.5
136 145 141.4 140.5 0.9
136 235 141.4 141.4 0.0
136 246 141.4 140.9 0.5
145 235 141.4 142.0 -0.5
145 246 141.4 141.4 0.0
146 236 141.4 142.0 -0.5
146 245 141.4 141.4 0.0
235 246 141.4 142.3 -0.9
236 245 141.4 140.5 0.9
135 246 173.2 173.4 -0.2
136 245 173.2 172.1 1.1
145 236 173.2 172.9 0.3
146 235 173.2 174.4 -1.2
Fu¨r obiges Beispiel betra¨gt Lm = 0.4mm und Lmax = 1.2mm. Der modellierte Wu¨rfel zeigt damit nur
geringe Abweichungen von der Sollgeometrie.
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7.5 Registrierung der Scandaten
Nach erfolgreicher Bestimmung der Eckpunkte mehrerer identischer Wu¨rfel, die von unterschiedlichen
Standpunkten aufgenommen wurden und sich somit auf verschiedene Koordinatensysteme beziehen, er-
folgt die Registrierung der Scandaten auf Basis einer ra¨umlichen, affinen Koordinatentransformation
(Helmert-Transformation). Grundlage hierfu¨r bildet die korrekte Zuordnung korrespondierender Punkte
in den unterschiedlichen Koordinatensystemen.
Im Allgemeinen la¨sst sich eine ra¨umliche, affine Koordinatentransformation mit














Hierbei stellt Xt den Punkt im Zielsystem, Xs den Punkt im Ausgangssystem dar. Die Transformations-
parameter T und R beschreiben die Translation und die Rotation des Ausgangssystems, um es in das
Zielsystem zu transformieren. Der Parameter m stellt den Maßstab dar.
Vor der Durchfu¨hrung der Helmert-Transformation werden die berechneten Eckpunkte aller Wu¨rfel, die
von einem Standpunkt erfasst wurden, zu einer Datei pro Standpunkt zusammengefasst. U¨ber die fest-
gelegte Codierung der Eckpunkte erfolgt im Anschluss die notwendige Zuordnung korrespondierender
Eckpunkte. Abb. 7.5.1 veranschaulicht beispielhaft die Korrespondenzherstellung zwischen dem Eck-
punkt 101136 des ersten Wu¨rfels, aufgenommen vom ersten Standpunkt, und dem korrespondierenden
Punkt 401136, aufgenommen vom vierten Standpunkt.
Tab. 7.5.1 zeigt die Ergebnisse der ermittelten Transformationsparameter fu¨r die Registrierung zweier
Scannerstandpunkte mit vier Wu¨rfeln. Der Maßstab wird dabei auf 1.000 festgesetzt. Der Parameter m0
bezeichnet die Standardabweichung der Gewichtseinheit.
101246 -4.35566 -2.01032 -1.34132
101245 -4.35688 -2.00985 -1.44131
101146 -4.44495 -1.96530 -1.34021
101236 -4.40040 -2.09975 -1.34025
101136 -4.48968 -2.05473 -1.33914
101235 -4.40162 -2.09928 -1.44024
101145 -4.44617 -1.96483 -1.44020
401136  1.20202 -3.09545 -1.33212
101135 -4.49090 -2.05426 -1.43913
102236 -3.77979 -5.68427 -1.33952
102235 -3.77939 -5.68403 -1.43952
102246 -3.86934 -5.72872 -1.33700
102136 -3.73529 -5.77381 -1.33832
102146 -3.82484 -5.81826 -1.33579
102135 -3.73489 -5.77357 -1.43832
102245 -3.86893 -5.72848 -1.43699
401135  1.20283 -3.09477 -1.43212
401236  1.22522 -3.19272 -1.33255
401146  1.29923 -3.07202 -1.33270
401246  1.32243 -3.16929 -1.33312
401145  1.30005 -3.07134 -1.43269
401235  1.22603 -3.19204 -1.43254
401245  1.32325 -3.16861 -1.43312
402246 -1.21930 -5.92743 -1.32912
402245 -1.21849 -5.92738 -1.42911
102145 -3.82443 -5.81802 -1.43579
402146 -1.25886 -6.01927 -1.32949
402236 -1.12771 -5.96750 -1.32717
402136 -1.16726 -6.05934 -1.32754
402235 -1.12689 -5.96746 -1.42717
402145 -1.25804 -6.01923 -1.42948
402135 -1.16645 -6.05930 -1.42754
Abb. 7.5.1: Zuordnung der ermittelten Eckpunkte u¨ber die Codierung
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Tab. 7.5.1: Ergebnisse der Helmert-Transformation mit vier Wu¨rfeln (32 Passpunkten)
Parameter W 1+2+3+4
X0 [m] -7.637 ± 0.000
Y0 [m] -0.993 ± 0.000
Z0 [m] -0.009 ± 0.000
m 1.000
ω [◦] 0.027 ± 0.006
φ [◦] -0.029 ± 0.005
κ [◦] 50.109 ± 0.003
m0 [mm] 1.0
Die Restklaffungen der Punkte sind in Abb. 7.5.2 dargestellt. Details zur Berechnung der Transformations-
parameter sind Anhang B zu entnehmen.

















































Abb. 7.5.2: Restklaffungen nach Transformation mit vier Wu¨rfeln
Im nachfolgenden Kapitel folgen unterschiedliche Untersuchungen zur Berechnung der Wu¨rfeleckpunkte




8.1 Einflussfaktoren auf die Genauigkeit der Wu¨rfeleckpunktbestimmung
Die Genauigkeit, mit der sich die Wu¨rfeleckpunkte berechnen lassen, richtet sich nach der Bestimmungs-
genauigkeit der Normalenvektoren der Ebenen sowie der Fertigungstoleranz des Wu¨rfels.
In Kap. 2.3 sind die allgemeinen Einflussfaktoren auf die Messgro¨ßen des Laserscannings bereits benannt
worden. Diese sind demnach auch fu¨r die Bestimmung der Wu¨rfeleckpunkte von Bedeutung:
• Scannerspezifische Eigenschaften → Divergenz des Laserstrahls
• Oberfla¨cheneigenschaften der Ebene, u.a. Grauwert der Ebene → Reflexionsverhalten
• Ausrichtung des Wu¨rfels zum Scanner → Auftreffwinkel
• Entfernung des Wu¨rfels zum Scanner und gewa¨hlte Auflo¨sungsstufe → Punktanzahl
• Fertigungsgenauigkeit des Wu¨rfels
Die Einflussfaktoren mu¨ssen dabei in einem Gesamtkontext betrachtet werden, wobei sich die aufnah-
mebedingten Einflu¨sse, wie Entfernung, Ausrichtung und Auflo¨sungsstufe, im Hinblick auf Unterschiede
untersuchen lassen.
Als Maß fu¨r die Bestimmungsgenauigkeit der einzelnen Ebenen werden ihre Standardabweichungen der
Gewichtseinheit s0 verwendet. Fu¨r die Genauigkeit der Wu¨rfeleckpunkte liefern die Schnittwinkel der Nor-
malenvektoren bzw. ihre Abweichungen vom Sollwert 90◦ sowie die maximale (Lmax) und mittlere La¨ngen-
abweichung (Lm) der Fla¨chen- und Raumdiagonalen eine geeignete Beschreibungsgro¨ße (vgl. Kap. 6.3.3).
Die Auswertung von 50 Wu¨rfeln ergab keine Systematiken bezu¨glich der maximalen La¨ngenabweichung
Lmax<0 oder Lmax>0. Lmax ist deshalb in den nachfolgenden Betrachtungen gema¨ß (6.3.13) als absolute
Gro¨ße definiert.
8.1.1 Auflo¨sungsstufe und Entfernung
Zur Bestimmung des Einflusses der Aufnahmekonfiguration auf die berechnete Wu¨rfelgeometrie erfolgt die
Auswertung mehrerer in verschiedenen Absta¨nden, Auflo¨sungen und Ausrichtungen gescannter Wu¨rfel.
Zuna¨chst wird die Wu¨rfelgeometrie im Hinblick auf die Auflo¨sungsstufe untersucht. Hierzu erfolgt die
Analyse identischer Wu¨rfel, die im ersten Fall mit einer Auflo¨sung von 0.009◦ (ultrahigh), im zweiten
Fall mit einer Auflo¨sung von 0.018◦ erfasst wurden. Die Wu¨rfel befanden sich auf dem Boden, sodass die
obere Ebene nahezu parallel zur X-Y-Ebene des Scanners ausgerichtet war.
Tab. 8.1.1 gibt exemplarisch die Ergebnisse dreier Wu¨rfel wieder, die etwa 5m, 10m und 12m vom Auf-
nahmestandpunkt entfernt lagen. Die Ergebnisse der niedrigeren Auflo¨sungsstufe sind dabei jeweils mit
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Es ist zu erkennen, dass die maximale und mittlere La¨ngenabweichung bei geringerer Auflo¨sungsstufe in
allen drei Fa¨llen einen ho¨heren Betrag aufweist. Vor allem bei Wu¨rfel 513 und 245 treten hohe Abwei-
chungen aufgrund der geringen Punktanzahl (<100) der Ebene “mo“ auf. Weitere Auswertungen stu¨tzen
diese Beobachtung (s. Anhang Tab. E.1).
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s0 [mm] Lm [mm] Lmax [mm]
154 (5m)
ru 34 9280 2295* 0.5 0.5*
0.4 0.6* 0.8 1.0*lu 62 1409 345* 0.4 0.3*
mo 74 2554 611* 0.7 1.0*
513 (10m)
ru 68 273 68* 0.5 0.5*
1.4 2.1* 2.9 4.3*lu 22 2448 586* 0.7 0.7*
mo 84 104 59* 0.6 1.2*
245 (12m)
ru 50 1165 262* 0.7 0.7*
1.6 2.5* 3.3 5.3*lu 43 1441 353* 1.0 1.1*
mo 86 96 38* 0.8 1.4*
Tendenziell steigt mit zunehmender Entfernung die maximale und die mittlere La¨ngenabweichung an,
wobei zwischen Wu¨rfeln gleicher Entfernung Schwankungen in Lm von ca. 1mm auftreten ko¨nnen (vgl.
Tab. E.1). In gro¨ßeren Entfernungen zeigen sich vor allem bei der Bestimmung der Wu¨rfeldeckelfla¨che
gro¨ßere Standardabweichungen der Gewichtseinheit s0, da der Auftreffwinkel sehr große Werte annimmt
und die Ebene nur mit einer geringen Punktanzahl erfasst wird.
Zugleich fa¨llt auf, dass sich die Standardabweichungen der Gewichtseinheit einzelner Wu¨rfelebenen unter-
scheiden. Zu erwarten wa¨re, dass bei gleichem Auftreffwinkel und gro¨ßerer Punktanzahl – beim direkten
Vergleich einer Ebenenteilfla¨che – s0 geringere Werte aufweist. Zumeist sind die Werte jedoch unabha¨ngig
von der Punktanzahl. Erst bei weniger als 100 Punkten sind gro¨ßere Unterschiede zwischen den Standard-
abweichungen der Gewichtseinheit der verschiedenen Auflo¨sungsstufen sichtbar (Ebene “mo“ des Wu¨rfels
513 und 245 in Tab. 8.1.1).
Des Weiteren liegt die Vermutung nahe, dass s0 bei gro¨ßerem Auftreffwinkel zunimmt. Dies ist jedoch
nicht zwangsla¨ufig gegeben. Fu¨r eine genauere Analyse muss beru¨cksichtigt werden, welche Teilfla¨che (grau
oder weiß, Innen- oder Außenfla¨che) zur Berechnung von s0 verwendet wird. Dies erfolgt im Rahmen der
Analyse der Ausrichtung des Wu¨rfels zum Scanner im nachfolgenden Kapitel.
8.1.2 Ausrichtung des Wu¨rfels zum Scanner
Nachfolgend wird untersucht, ob die Wu¨rfelausrichtung die Ergebnisse fu¨r die mittlere und maximale
La¨ngenabweichung beeinflusst.
Bezu¨glich der Ausrichtung von Wu¨rfel zu Scanner werden gema¨ß Kap. 5.3.1 die zwei Fa¨lle unterschieden:
1. Wu¨rfel befindet sich auf dem Boden oder einer sonstigen horizontaler Ebene, d.h. er liegt mit einer
Ebene auf (Abb. 5.3.1 (c)).
2. Wu¨rfel ist auf einem Adapter gelagert (Abb. 5.3.1 (b)), in den nachfolgenden Tabellen mit [AD]
gekennzeichnet.
Tab. 8.1.2 stellt die Ergebnisse der Auswertungen mehrerer Wu¨rfel dar, die aus unterschiedlichen Entfer-
nungen gescannt wurden. Die Abku¨rzungen (i) und (a) beschreiben, ob die innere (i) oder die a¨ußere (a)
Teilfla¨che zur Berechnung verwendet wurde.
8.1 Einflussfaktoren auf die Genauigkeit der Wu¨rfeleckpunktbestimmung 109





Punktanzahl s0 [mm] Lm [mm] Lmax [mm]
631 (3.4m)
ru 64 671 (i) 0.4
0.2 0.4lu 37 1224 (i) 0.4
mo 68 1773 (a) 0.3
135 (3.4m)
ru 55 3472 (a) 0.4
0.2 0.3lu 46 1193 (i) 0.4
mo 67 662 (i) 0.3
315 (3.4m) [AD]
ro 64 761 (i) 0.4
0.3 0.7lo 42 4747 (a) 0.4
mu 61 871 (i) 0.3
351 (9.4m)
ru 62 404 (i) 0.4
0.2 0.4lu 30 718 (i) 0.6
mo 81 496 (a) 0.7
264 (9.4m)
ru 35 2601 (a) 0.6
1.1 2.2lu 57 480 (i) 0.7
mo 82 422 (a) 0.6
264 (9.4m)
ru 63 1361 (a) 0.6
0.8 1.3lu 29 726 (i) 0.7
mo 83 360 (a) 0.7
426 (9.4m)
ru 37 2585 (a) 1.0
1.0 2.0lu 55 1640 (a) 0.6
mo 82 302 (i) 0.8
154 (9.4m) [AD]
ru 80 520 (a) 0.9
1.2 2.2lu 73 263 (i) 0.5
mo 19 2946 (a) 0.8
415 (9.4m) [AD]
ru 75 699 (a) 0.9
1.0 1.7lu 60 1412 (a) 0.6
mo 35 685 (i) 0.5
245 (12.7m)
ru 27 1448 (a) 0.8
2.7 4.5lu 66 655 (a) 1.0
mo 86 86 (i) 0.8
362 (12.7m)
ru 35 371 (i) 0.6
3.0 4.8lu 56 251 (i) 0.9
mo 86 131 (a) 1.2
614 (12.7m) [AD]
ru 71 146 (i) 0.7
1.0 1.9lu 68 533 (a) 0.9
mo 31 1331 (a) 1.2
325 (12.7m) [AD]
ru 68 177 (i) 0.6
1.0 2.1lu 70 479 (a) 0.9
mo 33 370 (i) 0.7
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Es wird deutlich, dass die mittlere und maximale La¨ngenabweichung unabha¨ngig von der Ausrichtung fu¨r
Entfernungen bis 10m ist. Fu¨r die Entfernung von 12.7m werden bei der Lagerung auf dem Adapter etwas
bessere Ergebnisse erhalten. Weitere Auswertungen (vgl. Tab. 8.1.5, Wu¨rfel 614) zeigen allerdings, dass
dies nicht immer der Fall ist. Auch bei Lagerung des Wu¨rfels auf dem Adapter ko¨nnen große Auftreffwinkel
durch die Verkippung einer Ebene auftreten, welche die Ergebnisse negativ beeinflussen ko¨nnen.
Insgesamt la¨sst sich keine allgemeingu¨ltige Aussage daru¨ber treffen, ob die Lagerung des Wu¨rfels auf dem
Adapter prinzipielle Vorteile bietet. Fu¨r die erreichbare Genauigkeit spielen neben den Auftreffwinkeln
auf die Ebenen die zur Berechnung verwendeten Teilfla¨chen eine Rolle. Bei der weiteren Ergebnisanalyse
hat sich gezeigt, dass Außenfla¨chen zumeist schlechter bestimmt werden. Sie weisen eine ho¨here Stan-
dardabweichung der Gewichtseinheit auf. Die geringsten La¨ngenabweichungen treten zumeist dann auf,
wenn zwei Innenfla¨chen und nur eine Außenfla¨che zur Wu¨rfelberechnung verwendet werden. Die Ursache
hierfu¨r ko¨nnte in einer ungenauen Abgrenzung der Außen- bzw. Grundfla¨che liegen, sodass Punkte im
Randbereich der jeweiligen Ebene zur Ebenenscha¨tzung verwendet werden, die ein ho¨heres Messrauschen
aufweisen.
Abb. 8.1.1 zeigt zwei Punktwolken von Wu¨rfeln,
die aus einer Entfernung von etwa 7m gescannt
wurden. Hierbei ist eine ungleichma¨ßige Verteilung
der Punkte auf der rechten Ebene von Wu¨rfel 641
(Abb. 8.1.1 (a)) deutlich erkennbar, die durch den
großen Auftreffwinkel verursacht wird. Obwohl fu¨r
die spa¨tere Berechnung nur die graue Teilfla¨che
der rechten Ebene von Wu¨rfel 641 verwendet wird,
schla¨gt sich dies in den Schnittwinkeln der Normalen-
vektoren (Tab. 8.1.3) und den La¨ngenabweichungen
von der Sollgeometrie (Tab. 8.1.4) nieder.
(a) (b)
Abb. 8.1.1: Erfasste Scanpunkte fu¨r zwei
unterschiedliche Wu¨rfel in ca. 7m
Entfernung – (a) Wu¨rfel 641 –
(b) Wu¨rfel 326





-> n1 ^ n2
91.00 90.25
n2×n3 ^ n1×n2
-> n1 ^ n3
90.63 90.43
n1×n3 ^ n1×n2
-> n2 ^ n3
90.37 90.24
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Punktanzahl s0 [mm] Lm [mm] Lmax [mm]
641 (7m) [AD]
ro 80 255 (i) 0.4
1.0 2.0lo 41 4315 (a) 0.8
mu 50 3211 (a) 0.6
326 (7m) [AD]
ro 76 376 (i) 0.3
0.4 0.9lo 54 3141 (a) 0.5
mu 39 1222 (i) 0.6
Weitere Beispiele sind in Abb. 8.1.2 veranschaulicht.
(a) (b) (c)
Abb. 8.1.2: Erfasste Scanpunkte fu¨r unterschiedliche Wu¨rfel – (a) Wu¨rfel 235 und (b) Wu¨rfel 452 in
ca. 9.6m Entfernung – (c) Wu¨rfel 614 in 12m Entfernung
Wu¨rfel 452 (Abb. 8.1.2 (b)) zeigt im Vergleich zu Wu¨rfel 235 (Abb. 8.1.2 (a)) trotz gleicher Entfernung
gro¨ßere Abweichungen. Dies a¨ußert sich sowohl in den Schnittwinkeln der Normalenvektoren (Tab. 8.1.6),
als auch in den mittleren und maximalen La¨ngenabweichungen (Tab. 8.1.5). Wu¨rfel 614 (Abb. 8.1.2 (c))
verdeutlicht die Schwierigkeiten der Ebenenerfassung bei Entfernungen >10m. Fu¨r die linke und rechte
Ebene kann nur eine geringe Punktanzahl erfasst werden.




Punktanzahl s0 [mm] Lm [mm] Lmax [mm]
235 (9.6m) [AD]
ro 68 1031 (a) 0.8
1.0 1.8lo 70 269 (i) 0.5
mu 31 665 (i) 0.6
452 (9.6m) [AD]
ru 57 1405 (a) 0.9
2.1 3.7lu 73 231 (i) 0.6
mo 38 2262 (a) 0.8
614 (12m) [AD]
ru 54 298 (i) 0.9
2.4 4.7lu 83 241 (a) 1.2
mo 39 1264 (a) 1.4
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n2 × n3 ^ n1 × n3 ->
n1 ^ n2
90.92 92.41 88.92
n2 × n3 ^ n1 × n2 ->
n1 ^ n3
89.14 89.75 88.89
n1 × n3 ^ n1 × n2 ->
n2 ^ n3
89.99 91.08 87.41
8.1.3 Beurteilung der Wu¨rfelgenauigkeit
Wa¨hrend der Auswertung jedes Wu¨rfels la¨sst sich seine Geometrie auf grobe Fehler pru¨fen, und es kann
eine Genauigkeitsaussage zur Modellierung des jeweiligen Wu¨rfels getroffen werden. Als Beschreibungs-
gro¨ßen werden die mittleren und maximalen La¨ngenabweichungen der Fla¨chen- und Raumdiagonalen
verwendet. Die Untersuchungen haben gezeigt, dass diese Abweichungen zwischen einzelnen Aufnahme-
konfigurationen (bei gleicher Entfernung) in einem Schwankungsbereich von 1-2mm liegen ko¨nnen.
Am geeignetsten ist die Unterteilung in unterschiedliche Entfernungsbereiche mit der Angabe der beiden
maximalen La¨ngenabweichungen (Tab. 8.1.7).




0-5m ≤ 1mm ≤ 2mm
5-10m ≤ 2.5mm ≤ 4mm
10-14m ≤ 3mm ≤ 6mm
Die Auswertungen haben zudem eine Abha¨ngigkeit vom Auftreffwinkel gezeigt. Hohe Auftreffwinkel in
Kombination mit großen Entfernungen sorgen fu¨r eine geringe Punktanzahl. Die erfassten Punkte sind
zudem oftmals ungleichma¨ßig u¨ber die Fla¨che verteilt (s. Abb. 8.1.2 (b) und Abb. 8.1.2 (c)) und weisen
ein ho¨heres Messrauschen auf.
Fu¨r Entfernungen >14m lassen sich die Wu¨rfel zumeist nicht mehr bestimmen. Die Ebenen werden
aufgrund mangelnder Reflexion mit zu wenigen Punkten erfasst, die zudem u¨ber ein hohes Messrauschen
verfu¨gen. Somit ergeben sich fu¨r die Schnittwinkel der Normalenvektoren Abweichungen zum Sollwinkel
von mehr als ±3◦, die La¨ngenabweichungen von >5mm hervorrufen ko¨nnen. Dies erkla¨rt den in Kap. 7.3.1
festgelegten Schwellwert.
Die angegebenen Werte basieren auf der Auswertung von 8 Wu¨rfeln im Entfernungsbereich bis 5m,
35 Wu¨rfeln im Entfernungsbereich 5-10m und 11 Wu¨rfeln bei Aufnahmeentfernungen gro¨ßer 10m. Der
Ho¨chstabstand, mit dem sich die Wu¨rfel dieses Prototyps erfassen lassen, liegt bei etwa 13-14m. Bei
gro¨ßeren Entfernungen mu¨sste der Wu¨rfel entsprechend vergro¨ßert werden, um eine Erfassung mit aus-
reichender Punktanzahl sicherzustellen. Weitere Mo¨glichkeiten bestehen in einem andersartigen Adapter,
der nur eine leichte Verkippung hervorruft, oder der Lagerung des Wu¨rfels auf einer adaptierten Boden-
fla¨che.
Der Wu¨rfel la¨sst sich demnach mit einer hohen (inneren) Genauigkeit aus der Punktwolke modellieren.
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Seine absolute ra¨umliche Lage ha¨ngt von der ermittelten Koordinate des ersten Eckpunktes ab. Fu¨r
diesen Eckpunkt ist zu beru¨cksichtigen, dass sich seine tatsa¨chliche Bestimmungsgenauigkeit nach der
Genauigkeit der Distanzmessung des verwendeten Scanners richtet.
8.2 Registrierung der Scandaten mit Hilfe der Wu¨rfel
8.2.1 Allgemein
In diesem Kapitel erfolgt die Bestimmung der Transformationsparameter mit unterschiedlicher Wu¨rfelan-
zahl sowie die Gegenu¨berstellung der Ergebnisse mit den Resultaten der Registrierung mit Kugeln (K)
und Black- and White-Targets (BW). Die verwendeten BW-Targets besitzen in beiden Berechnungsbei-
spielen einen Durchmesser von ca. 150mm, die Kugeln im Berechnungsbeispiel I einen Durchmesser von
76mm, im Berechnungsbeispiel II 152mm.
Da fu¨r die Bestimmung der Transformationsparameter die Anordnung der Passko¨rper und Zielmarken
von Bedeutung ist, werden fu¨r den Ergebnisvergleich der unterschiedlichen Verfahren Targets verwen-
det, die in etwa dieselbe Aufnahmekonfiguration aufweisen. Alle Messungen erfolgen im Innenbereich mit
dem Laserscanner HDS 6000. Zur Beurteilung der Genauigkeit der unterschiedlichen Verfahren werden
abschließend definierte Punkte des Ausgangssystems mit Hilfe der Transformationsparameter ins Ziel-
system transformiert und die Abweichungen zu ihrer Sollpunktlage (gemessen im Zielsystem) bestimmt
(Berechnungsbeispiel II – Kap. 8.2.2.2).
8.2.2 Berechnungsbeispiele
8.2.2.1 Berechnungsbeispiel I: Berechnung der Transformationsparameter mit
unterschiedlicher Wu¨rfelanzahl und Vergleich der Registrierverfahren
Im Rahmen einer ersten Testmessung erfolgt die Aufnahme von sechs Wu¨rfeln, zehn Black- and White-
Targets und sechs Kugeln von vier Standpunkten (S1, S2, S3, S4). Abb. 8.2.1 zeigt ein Kamerabild der
Aufnahmeszene, Abb. 8.2.2 gibt einen Scanausschnitt mit den Positionen der Targets von Standpunkt S1
wieder.
Abb. 8.2.1: Wu¨rfelanordnung des Berechnungsbeispiels I
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Von den vier Standpunkten wurden insgesamt 24 Wu¨rfel mit dem Laserscanner aufgenommen. Nach
Anwendung des entwickelten Algorithmus ließen sich die in Tab. 8.2.1 dargestellten 17 Wu¨rfel mit ihrer
Codierung bestimmen. Aufgrund einer – wa¨hrend der Auswertung nachgewiesenen – fehlerhaften Codie-
rung konnten fu¨r Wu¨rfel W4 keine Eckpunkte ermittelt werden. Bei den restlichen drei Wu¨rfeln ließ sich
keine Codierung vornehmen, da zwei der drei Wu¨rfelebenen mit einem Auftreffwinkel > 75◦ beobachtet
wurden.
Abb. 8.2.2: Anordnung der eingesetzten Black- and-White-Targets, Kugeln und Wu¨rfel
(Berechnungsbeispiel I)
Tab. 8.2.1: Identifizierte Wu¨rfel pro Standpunkt (Berechnungsbeispiel I)
Wu¨rfel-ID
Detektierte Wu¨rfel







Anzahl 4 5 4 4
Eine schematische Ansicht der Wu¨rfelanordnung wa¨hrend der Messung fu¨r die beiden Standpunkte S1
und S2 zeigt Abb. 8.2.3. Hierbei sind zusa¨tzlich die Schra¨gstrecken vom jeweiligen Scannerstandpunkt zu
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Abb. 8.2.3: Schematische Anordnung, der zur Transformation verwendeten Wu¨rfel
Tab. 8.2.2: Ergebnisse der Transformation der Standpunkte S1 und S2 mit unterschiedlicher Wu¨rfelanzahl
Parameter W1 W1+2 W1+2+5 W1+2+5+6
X0 [m] -2.119 ± 0.017 -2.107 ± 0.001 -2.107 ± 0.000 -2.107 ± 0.000
Y0 [m] 7.340 ± 0.010 7.335 ± 0.002 7.337 ± 0.000 7.336 ± 0.000
Z0 [m] -0.075 ± 0.019 -0.005 ± 0.010 -0.012 ± 0.001 -0.012 ± 0.000
m 1.000
ω [◦] 359.309 ± 0.208 0.107 ± 0.163 0.008 ± 0.010 0.003 ± 0.004
ϕ [◦] -0.146 ± 0.208 -0.010 ± 0.041 0.023 ± 0.005 0.027 ± 0.004
κ [◦] 337.840 ± 0.201 337.705 ± 0.004 337.712 ± 0.003 337.712 ± 0.002
m0 [mm] 0.7 0.8 0.9 1.0
Passpunkte 8 16 24 32
Die Auswertung mit unterschiedlicher Wu¨rfelanzahl erfolgt, um die Vera¨nderungen in den Transformati-
onsparametern sichtbar zu machen. Eine Gewichtung der Eckpunkte nach ihrer Entfernung findet nicht
statt. Es zeigt sich, dass bereits mit nur einem Wu¨rfel, der acht Passpunkte liefert, gute Na¨herungslo¨sun-
gen fu¨r die gesuchten Transformationsparameter erhalten werden ko¨nnen. Zudem nehmen die Standard-
abweichungen der Unbekannten mit zunehmender Wu¨rfelanzahl ab, und beim Einsatz von drei Wu¨rfeln
stabilisieren sich die Ergebnisse.
Abb. 8.2.4 zeigt die Restklaffungen der zur Transformation verwendeten Eckpunkte beim Einsatz von vier
Wu¨rfeln. Die Eckpunkte des Wu¨rfels W6 weisen die gro¨ßten Restklaffungen auf. Dies la¨sst sich mit seiner
geringeren Bestimmungsgenauigkeit erkla¨ren: Aufgrund der relativ großen Aufnahmeentfernung von 14m
zeigt der entsprechende Wu¨rfel eine mittlere La¨ngenabweichung von 2.5mm, die maximale La¨ngenabwei-
chung liegt bei 5mm.
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Abb. 8.2.4: Restklaffungen der Eckpunkte nach Transformation mit vier Wu¨rfeln (Berechnungsbeispiel I)
Fu¨r eine Gegenu¨berstellung der Ergebnisse der verschiedenen Registrierverfahren erfolgt im Anschluss
zum einen die separate Auswertung mit Hilfe der Black- and White-Targets, zum anderen mit den Kugeln.
Tab. 8.2.3 zeigt die Ergebnisse der Registrierung von Standpunkt S1 und Standpunkt S2, wobei alle zur
Verfu¨gung stehenden Targets verwendet werden.
Tab. 8.2.3: Gegenu¨berstellung der Ergebnisse der Transformation von S2 nach S1 berechnet mit vier
Wu¨rfeln, acht Black- and White-Targets bzw. sechs Kugeln
Parameter W 1+2+5+6 BW 3-10 K 1-6
X0 [m] -2.107 ± 0.000 -2.107 ± 0.000 -2.108 ± 0.002
Y0 [m] 7.336 ± 0.000 7.337 ± 0.000 7.345 ± 0.002
Z0 [m] -0.012 ± 0.000 -0.013 ± 0.000 -0.012 ± 0.002
m 1.000
ω[◦] 0.003 ± 0.004 0.007 ± 0.004 0.007 ± 0.046
φ[◦] 0.027 ± 0.004 0.017 ± 0.004 0.036 ± 0.044
κ[◦] 337.712 ± 0.002 337.710 ± 0.002 337.733 ± 0.028
m0 [mm] 1.0 0.7 5.4
Passpunkte 32 8 6
Die mittels Registrierung der Kugeln bestimmten Parameter zeigen deutlich gro¨ßere Standardabweichun-
gen, wa¨hrend die Ergebnisse der Black- and White-Targets und Wu¨rfel nahezu identische Ergebnisse
liefern.
Im Folgenden werden die Ergebnisse der mit drei Wu¨rfeln berechneten Transformationsparameter den mit
einer unterschiedlichen Anzahl an BW-Targets ermittelten Resultaten gegenu¨bergestellt (Tab. 8.2.4). Die
drei BW-Targets besitzen in etwa eine identische ra¨umliche Verteilung wie die drei verwendeten Wu¨rfel
(s. Abb. 8.2.2).
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Tab. 8.2.4: Gegenu¨berstellung der Ergebnisse der Transformation von S2 nach S1 mit drei Wu¨rfeln bzw.
unterschiedlicher Anzahl an Black- and White-Targets
Parameter W 1+2+5 BW 5+9+10 BW 3+5+9+10 BW 3-10
X0 [m] -2.107 ± 0.000 -2.107 ± 0.001 -2.107 ± 0.001 -2.107 ± 0.000
Y0 [m] 7.337 ± 0.000 7.337 ± 0.001 7.337 ± 0.001 7.337 ± 0.000
Z0 [m] -0.012 ± 0.001 -0.012 ± 0.001 -0.013 ± 0.001 -0.013 ± 0.000
m 1.000
ω[◦] 0.008 ± 0.010 0.014 ± 0.033 359.994 ± 0.010 0.007 ± 0.004
φ[◦] 0.023 ± 0.005 0.012 ± 0.011 0.017 ± 0.007 0.017 ± 0.004
κ[◦] 337.712 ± 0.003 337.700 ± 0.010 337.706 ± 0.006 337.710 ± 0.002
m0 [mm] 0.9 1.0 0.8 0.7
Passpunkte 32 3 4 8
Mit drei Wu¨rfeln werden geringere Fehler fu¨r die Unbekannten erhalten als mit drei BW-Targets. Mit
zunehmender Anzahl an BW-Targets na¨hern sich die Ergebnisse fu¨r die Transformationsparameter den
Resultaten mit den Wu¨rfeln an.
8.2.2.2 Berechnungsbeispiel II: Abweichungen zur Sollgeometrie nach Transformation
Im Rahmen einer weiteren Testmessung kommen acht Wu¨rfel, acht Black- and White-Targets und fu¨nf
Kugeln mit einem Durchmesser von 152mm zum Einsatz.
Von den acht Wu¨rfeln ist ein Wu¨rfel (W8) nicht codiert. Er verfu¨gt lediglich u¨ber weiße Ebenen und soll als
Referenz fu¨r die spa¨tere Transformation dienen. Aufgrund der weißen Fla¨chen lassen sich die Eckpunkte
des Wu¨rfels mit hoher relativer Genauigkeit bestimmen. Die Auswertung der Streckendifferenzen fu¨r
den gescannten Wu¨rfel von den Standpunkten S1, S2 und S4 ergibt folgende mittlere Lm und maximale
La¨ngenabweichungen Lmax.
Tab. 8.2.5: La¨ngenabweichungen des Wu¨rfels W8 (weißer Wu¨rfel)
Standpunkt Wu¨rfel Entfernung [m]
La¨ngenabweichung [mm]
Lm Lmax
S1 W8 [AD] 5.3 0.3 0.6
S2 W8 [AD] 5.6 0.4 0.8
S4 W8 [AD] 6.2 0.5 1.0
Die geringen Abweichungen rechtfertigen den Einsatz der Wu¨rfeleckpunkte als Referenzpunkte.
Zuna¨chst werden jedoch die Transformationsparameter mit den unterschiedlichen Verfahren bestimmt.
Die Tab. 8.2.6 - 8.2.8 zeigen hierzu die in den Punktwolken identifizierten Black- and White-Targets,
Kugeln und Wu¨rfel der Standpunkte S1, S2 und S4.
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Tab. 8.2.6: Identifizierte Black- and White-Targets pro Standpunkt (Berechnungsbeispiel II)
Target-ID










Anzahl 6 7 6
Tab. 8.2.7: Identifizierte Kugeln pro Standpunkt (Berechnungsbeispiel II)
Target-ID







Anzahl 5 4 5
Tab. 8.2.8: Identifizierte Wu¨rfel pro Standpunkt (Berechnungsbeispiel II)
Wu¨rfel-ID










Anzahl 7 6 5
Fu¨r die Berechnung der Transformationsparameter zwischen Standpunkt S1 und S2 ko¨nnen demnach
sechs Wu¨rfel, sechs BW-Targets und fu¨nf Kugeln verwendet werden. Fu¨r eine bessere Vergleichbarkeit der
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unterschiedlichen Verfahren werden jeweils vier Targets genutzt, die sich in einer anna¨hernd identischen
Aufnahmekonfiguration befinden, und mit diesen die Transformationsparameter bestimmt. Abb. 8.2.5
verdeutlicht die Anordnung der Targets von Standpunkt 1.
Abb. 8.2.5: Anordnung der erfassten Black- and-White-Targets, Kugeln und Wu¨rfel von Standpunkt S1
(Berechnungsbeispiel II)
Die Ergebnisse fu¨r die Registrierung der Standpunkte S1 und S2 sind in Tab. 8.2.9 zusammengefasst.








X0 [m] 0.001 ± 0.000 0.000 ± 0.000 0.001 ± 0.001
Y0 [m] -4.274 ± 0.000 -4.274 ± 0.001 -4.277 ± 0.002
Z0 [m] -0.008 ± 0.000 -0.007 ± 0.001 -0.006 ± 0.002
m 1.000
ω[◦] 359.975 ± 0.008 359.988 ± 0.012 359.987 ± 0.024
φ[◦] 0.004 ± 0.010 -0.011 ± 0.007 -0.017 ± 0.026
κ[◦] 243.891 ± 0.003 243.889 ± 0.004 243.888 ± 0.014
m0 [mm] 1.0 0.7 2.1
Passpunkte 32 4 4
Die Ergebnisse sind vergleichbar mit den Resultaten des Berechnungsbeispiels I. Die Wu¨rfel und BW-
Targets liefern a¨hnliche Ergebnisse, wa¨hrend bei den Kugeln gro¨ßere Fehler der Unbekannten und der
Standardabweichung der Gewichtseinheit auftreten. Die Restklaffungen der Wu¨rfel betragen <3mm (Abb.
8.2.6) und liegen damit etwas u¨ber den Restklaffungen der BW-Targets (<1.3mm).
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Abb. 8.2.6: Restklaffungen nach Transformation mit vier Wu¨rfeln (Berechnungsbeispiel II)
Der von Standpunkt S2 gemessene, weiße Wu¨rfel wird im Anschluss mit Hilfe der ermittelten Trans-
formationsparameter in Standpunkt S1 transformiert, und es werden seine Abweichungen zur Solllage
bestimmt. Die Solllage stellt dabei der von Standpunkt S1 gemessene, weiße Wu¨rfel dar. Die sich dabei
ergebenden Differenzen in den acht Wu¨rfeleckpunkten sind in Tab. 8.2.10 wiedergegeben. EP bezeichnet









Tab. 8.2.10: Koordinatendifferenzen des weißen Wu¨rfels (Transformation von S2 nach S1)


























136 -0.3 -0.9 0.2 1.0 -0.4 1.4 0.1 1.5 -1.3 2.3 -0.3 2.7
135 -0.4 0.3 0.5 0.7 -0.5 0.8 0.5 1.0 -1.3 2.9 0.1 3.2
146 -0.8 0.9 0.8 1.4 -0.9 1.4 0.8 1.8 -1.8 2.3 0.4 3.0
236 0.1 0.9 0.2 1.0 0.0 1.5 0.2 1.5 -0.9 2.3 -0.2 2.5
246 -0.4 0.9 0.9 1.3 -0.5 1.5 0.9 1.8 -1.4 2.3 0.5 2.7
235 0.1 0.3 0.6 0.7 0.0 0.9 0.6 1.0 -0.9 2.9 0.2 3.0
145 -0.8 0.2 1.1 1.5 -1.0 0.8 1.1 1.7 -1.9 3.0 0.8 3.6
245 -0.4 0.3 1.2 1.3 -0.6 0.8 1.2 1.6 -1.5 2.9 0.8 3.4
Hierbei wird deutlich, dass die Punktabweichungen aller drei Verfahren im Bereich einiger Millimeter
liegen und die Abweichungen der Eckpunkte, die mit den Transformationsparametern der Kugelregistrie-
rung bestimmt wurden, am gro¨ßten sind. Die Berechnung mit den Wu¨rfeln zeigt etwas bessere Ergebnisse
als die Registrierung mit den Black- and White-Targets.
Wie in Tab. 8.2.2 gezeigt, besteht ein Vorteil der Wu¨rfel darin, dass mit nur einem Target die Bestim-
mung der Transformationsparameter mo¨glich ist. Um die Gu¨te dieser Parameter zu bestimmen, erfolgt die
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Berechnung der Abweichungen von der Solllage mit den Transformationsparametern, die zuvor mit unter-
schiedlicher Wu¨rfelanzahl bestimmt wurden. Die Abb. 8.2.7 (a)-(c) und Tab. 8.2.11 stellen die Ergebnisse

































































































Abb. 8.2.7: Abweichungen von der Solllage nach Transformation mit (a) einem, (b) zwei und (c) drei
Wu¨rfeln
Tab. 8.2.11: Koordinatendifferenzen des weißen Wu¨rfels bei Berechnung der Transformationsparameter
mit unterschiedlicher Wu¨rfelanzahl (Transformation von S2 nach S1)


























136 22.1 32.8 38.7 55.3 0.5 1.3 -1.4 1.9 -0.3 -0.8 0.4 0.9
135 22.2 33.8 39.3 56.4 0.6 2.1 -0.8 2.4 -0.4 -0.2 0.7 0.8
146 21.5 33.9 40.1 56.7 -0.1 1.2 -0.7 1.4 -0.8 -0.7 1.0 1.5
236 21.3 33.0 38.3 54.8 0.8 1.1 -1.0 1.7 0.1 -0.8 0.5 1.0
246 20.7 34.1 39.7 56.2 0.2 0.9 -0.3 1.0 -0.4 -0.8 1.1 1.4
235 21.3 34.0 38.9 55.9 0.9 1.9 -0.4 2.2 0.1 -0.2 0.8 0.8
145 21.5 34.9 40.7 57.8 0.0 2.0 -0.1 2.0 -0.8 -0.1 1.4 1.6
245 20.7 35.1 40.3 57.3 0.3 1.8 0.3 1.8 -0.4 -0.2 1.5 1.5
Bei der Transformation mit nur einem Wu¨rfel betragen die Abweichungen weniger als 100mm. Wird ein
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zweiter Wu¨rfel verwendet, bewegen sich die Werte bereits im Bereich von 1-3mm.
Fu¨r die Transformation der sich nahezu gegenu¨berliegenden Standpunkte S4 und S1 mit dem Wu¨rfel W5
ergeben sich a¨hnliche Koordinatendifferenzen (Tab. 8.2.12).
Tab. 8.2.12: Koordinatendifferenzen des












136 -11.2 12.8 62.0 64.2
135 -12.2 14.1 61.7 64.5
146 -11.0 12.2 61.3 63.5
236 -10.9 12.5 62.5 64.6
246 -10.8 11.9 61.9 63.9
235 -11.9 13.9 62.2 64.9
145 -12.0 13.5 61.1 63.7


































Abb. 8.2.8: Differenzen zur Solllage bei
Transformation mit einem Wu¨rfel
(Transformation von S4 nach S1)
Die Punktabweichungen liegen auch in diesem Fall deutlich unter 100mm. Dies besta¨tigt, dass bereits ein
Wu¨rfel eine gute Na¨herungslo¨sung fu¨r die Transformationsparameter liefert.
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8.2.3 Weitere Analysen
8.2.3.1 Transformationsparameter mit vier Wu¨rfeleckpunkten pro Wu¨rfel
Mit dieser Untersuchung wird gepru¨ft, ob ein Einfluss der mit einer ho¨heren Bestimmungsunsicherheit be-
hafteten, vom jeweiligen Standpunkt aus verdeckten Eckpunkte E5-E8 auf die Transformationsparameter
besteht. Hierzu erfolgt die Berechnung der Transformationsparameter zum einen nur mit den vorderen
vier, zum anderen mit allen acht Eckpunkten der erfassten Wu¨rfel. Alle Standpunkte mu¨ssen dabei die
gleiche Sicht auf die Wu¨rfel besitzen. Abb. 8.2.9 zeigt die verwendete Messanordnung fu¨r die Transfor-
mation von S1 und S2, wobei die Wu¨rfel W1-3 und W6-8 verwendet werden.
Abb. 8.2.9: Messanordnung zur Pru¨fung des Einflusses der hinteren Eckpunkte auf die
Transformationsparameter





8 4 8 4
X0 [m] -0.561 ± 0.000 -0.561 ± 0.000 -0.562 ± 0.000 -0.561 ± 0.000
Y0 [m] -0.736 ± 0.000 -0.736 ± 0.000 -0.736 ± 0.000 -0.736 ± 0.000
Z0 [m] 0.001 ± 0.000 0.002 ± 0.000 0.001 ± 0.000 0.001 ± 0.000
m 1.000
ω[◦] 359.983 ± 0.002 359.981 ± 0.003 359.985 ± 0.003 359.984 ± 0.003
φ[◦] 0.041 ± 0.002 0.044 ± 0.003 0.040 ± 0.002 0.045 ± 0.003
κ[◦] 260.674 ±0.001 260.673 ± 0.001 260.672 ±0.001 260.672 ±0.002
m0 [mm] 0.3 0.2 0.2 0.8
Passpunkte 48 24 24 12
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Die Tab. 8.2.13 zeigt die Gegenu¨berstellung der Ergebnisse der Helmert-Transformation mit acht und vier
Eckpunkten unter Verwendung von sechs bzw. drei Wu¨rfeln. Insgesamt treten bei der Nutzung von acht
bzw. vier Eckpunkten pro Wu¨rfel nur sehr geringe Restklaffungen auf, die unterhalb von einem Millimeter
liegen. Die Abb. 8.2.10 und Abb. 8.2.11 veranschaulichen dies, wobei die hinteren Eckpunkte mit einem
Stern (*) symbolisiert sind.




























































































































Abb. 8.2.10: Restklaffungen der Eckpunkte nach Transformation mit sechs Wu¨rfeln – (a) mit acht
Eckpunkten – (b) mit vier Eckpunkten pro Wu¨rfel
Die Ergebnisse bei der Berechnung mit nur vier Eckpunkten weisen keine signifikanten Unterschiede zur
8.2 Registrierung der Scandaten mit Hilfe der Wu¨rfel 125
Bestimmung mit acht Eckpunkten pro Wu¨rfel auf. Erneut ist erkennbar, dass schon mit nur drei Wu¨rfeln
gute Ergebnisse erzielt werden (Abb. 8.2.11). Die Restklaffungen sind in allen Fa¨llen <1mm.




















































































Abb. 8.2.11: Restklaffungen der Eckpunkte nach Transformation mit drei Wu¨rfeln – (a) mit acht
Eckpunkten – (b) mit vier Eckpunkten pro Wu¨rfel
8.2.3.2 Transformationsparameter gegenu¨berliegender Standpunkte
Die Ergebnisse der Transformationsparameter gegenu¨berliegender Standpunkte, berechnet mit drei Wu¨r-
feln, zeigt Tab. 8.2.14. Im Vergleich zur Transformation der Standpunkte mit a¨hnlicher Sicht auf die
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Wu¨rfel (Abb. 8.2.11) zeigen sich hierbei gro¨ßere Restklaffungen (Abb. 8.2.12).
Tab. 8.2.14: Ergebnisse der Transformation gegenu¨berliegender Standpunkte
Parameter W1+3+6
X0 [m] -6.205 ± 0.000
Y0 [m] 3.622 ± 0.001
Z0 [m] -0.369 ± 0.001
m 1.000
ω[◦] 359.981 ± 0.017
φ[◦] -0.010 ± 0.010
κ[◦] 41.778 ± 0.008
m0 [mm] 1.1
Passpunkte 24











































Abb. 8.2.12: Restklaffungen gegenu¨berliegender Standpunkte nach Transformation mit drei Wu¨rfeln
8.2.3.3 Bodenfla¨che als Ersatzebene
Bei der Berechnung der Deckelfla¨che eines sich auf dem Boden befindlichen Wu¨rfels besteht oftmals das
Problem, dass zu wenige Punkte erfasst werden ko¨nnen. Mit gro¨ßer werdendem Auftreffwinkel auf die
Deckelfla¨che verringert sich die theoretisch erfassbare Punktanzahl aufgrund der Rasterung. Deshalb kann
es zweckma¨ßig sein, Bodenfla¨chen als Ersatzebenen fu¨r die Deckelfla¨che heranzuziehen. Tab. 8.2.15 zeigt
beispielhaft die Berechnung der Wu¨rfeleckpunkte mit Deckelfla¨che und Bodenfla¨che sowie die Differenzen
der beiden Ergebnisse fu¨r die Eckpunktkoordinaten.
Die Ergebnisse belegen, dass sich die Bodenfla¨che als Ersatzebene eignet. Allerdings muss beru¨cksich-
tigt werden, dass diese keine Mo¨glichkeit der Codierung bietet. Die Bestimmung der Wu¨rfelcodierung
erschwert sich damit, da die Codierungen der beiden anderen Ebenen eindeutig erkannt werden mu¨ssen.
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Tab. 8.2.15: Vergleich der Eckpunktkoordinaten bei unterschiedlicher Berechnung
EP
Bodenfla¨che Deckelfla¨che Boden-Deckel [mm]
x [m] y [m] z [m] x [m] y [m] z [m] x [mm] y [mm] z [mm]
246 2.2825 1.5427 -0.9456 2.2824 1.5425 -0.9450 0.1 0.2 -0.6
245 2.2812 1.5406 -0.8456 2.2812 1.5408 -0.8450 -0.1 -0.1 -0.6
236 2.3820 1.5524 -0.9452 2.3819 1.5522 -0.9445 0.1 0.2 -0.7
146 2.2731 1.6423 -0.9449 2.2729 1.6421 -0.9441 0.1 0.2 -0.8
136 2.3726 1.6519 -0.9445 2.3725 1.6517 -0.9436 0.1 0.2 -0.9
145 2.2718 1.6402 -0.8449 2.2718 1.6403 -0.8441 -0.0 -0.1 -0.8
235 2.3807 1.5503 -0.8452 2.3808 1.5504 -0.8445 -0.1 -0.1 -0.7
135 2.3713 1.6498 -0.8445 2.3713 1.6499 -0.8436 -0.0 -0.1 -0.9
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9 Auswertung der Bilddaten und ihre Verknu¨pfung
mit den Scandaten
9.1 Auswertung der Bilddaten
In diesem Kapitel wird eine schematische Vorgehensweise zur Erkennung der Eckpunkte in den Bildern
vorgestellt. Diese soll als exemplarisches Beispiel verstanden werden und beinhaltet die wichtigsten Ar-
beitsabla¨ufe. Wie einige dieser Schritte im Einzelnen umgesetzt werden ko¨nnen, zeigen exemplarische
Beispiele unter Verwendung der Image Processing Toolbox in Matlab ([Mat11b]).
Zur Erkennung der Eckpunkte in den Bildern und der Bildzuordnung lassen sich allgemein die in den
Kap. 3.2.3.2 - 3.2.5 genannten Verfahren verwenden. Ein Beispiel hierfu¨r wird in Kap. 9.3 bei der Ver-
knu¨pfung mit den Scandaten erla¨utert.
9.2 Bestimmung der Wu¨rfeleckpunkte im Bild
In einem ersten Schritt muss der Wu¨rfel im Bild gefunden und seine einzelnen Elemente identifiziert wer-
den. Hierzu wird das Bild unter Verwendung der in die Kap. 3.2.3 vorgestellten Verfahren segmentiert. Zur
Lokalisation der Kanten des Wu¨rfels eignen sich Kantenfilter. [Mat11b] liefert beispielsweise bereits vor-
definierte Operatoren (Sobel-, Canny- oder der Prewitt-Operator) zur Kantendetektion (Abb. 3.2.1 (b)).
Zur Lokalisation der Kanten im Bild wird im Anschluss eine Hough-Transformation durchgefu¨hrt.
Die Abb. 9.2.1 (a)-(c) zeigen exemplarisch die Identifikation von Kanten im Bild mittels Kantenfilterung
und anschließender Hough-Transformation. Im na¨chsten Schritt muss gepru¨ft werden, welche identifizier-
ten Kanten zum Wu¨rfel geho¨ren.
(a) (b) (c) (d)
Abb. 9.2.1: Kantenfilterung und Hough-Transformation – (a) Bildausschnitt – (b) Kantenbild – (c)
Identifizierte Kanten nach Hough-Transformation – (d) schematische Darstellung der Elimination
”‘falscher”’ Kanten und der ermittelten Eckpunkte nach Geradenschnitt
In Abb. 9.2.1 (d) ist eine Kante zu sehen, die nicht zum Wu¨rfel geho¨rt. Sie ist durch zwei Kreuze markiert
und muss als
”
sonstige“ Kante klassifiziert werden.
Fu¨r eine Klassifikation von
”
sonstigen“ Kanten und Wu¨rfelkanten werden die Kanten in [Boo01] einer
Homogenita¨tsbetrachtung unterzogen. Durch Einbeziehung der direkten Nachbarschaft der Kante wird
gepru¨ft, ob (Farb-)Fla¨chen vorliegen, die mit den potentiellen Farbwerten einer Wu¨rfelfla¨che u¨bereinstim-
men und homogen sind. Diese Vorgehensweise kann fu¨r die vorliegenden Wu¨rfel mit den Grauwertteilfla¨-
chen der Ebenen ebenfalls angewandt werden. Des Weiteren ko¨nnen Zusatzbedingungen, wie beispiels-
weise Parallelita¨tsbedingungen gegenu¨berliegender Kanten genutzt werden, um diese als Wu¨rfelkanten zu
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identifizieren. Sind die Kanten des Wu¨rfels identifiziert, lassen sich durch Geradenschnitt die gesuchten
Bildkoordinaten der Eckpunkte des Wu¨rfels im Bild bestimmen, schematisch dargestellt in Abb. 9.2.1 (d).
In Abb. 9.2.1 wird ein zuvor manuell selektierter Bildausschnitt des Wu¨rfels verwendet. Ohne diese vor-
geschaltete manuelle Selektion des Bildausschnittes sollte der Suchbereich fu¨r die Wu¨rfelkanten zuna¨chst
eingeschra¨nkt werden.
Anstelle der Suche nach Kanten im Bild lassen sich homogene Segmentierungsverfahren, wie beispiels-
weise das Watershed-Verfahren (vgl. Kap. 3.2.3) zur Abgrenzung der Ebenen und/oder ihrer Teilfla¨chen
einsetzen (Abb. 9.2.2 (b) und (c)). Diese spielen auch fu¨r die Ermittlung der Ausrichtung des Wu¨rfels
eine Rolle: je nach Kamerastandpunkt werden – ebenso wie beim Scanning – unterschiedliche Ebenen mit
Grund- und Symbolfla¨che abgebildet (Abb. 9.2.3 (a)).
Zur Ermittlung der sichtbaren Ebenen in den Bildern kann eine Histogrammanalyse der Ebenen durch-
gefu¨hrt werden. Diese liefert die Verteilung der Grauwerte der einzelnen Teilfla¨chen (Abb. 9.2.3 (b)-(d)).
Unter Beru¨cksichtigung eventuell vorhandener Belichtungsunterschiede und des in Kap. 6.1 entworfenen




Abb. 9.2.2: Segmentierung der Wu¨rfelteilfla¨chen mittels Watershed-Algorithmus –
(a) Manuelles Ausschneiden des Wu¨rfels aus dem Bild – (b) Segmentierung in Teilfla¨chen –
(c) Bestimmung der Bildkoordinaten der Symbolfla¨che
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Abb. 9.2.3: Histogramme der Grauwerte der Ebenen – (a) auszuwertender Wu¨rfel – (b) rechte Ebene: Gw
(grau-weiß) – (c) linke Ebene: Wg (weiß-grau) –(d) obige Ebene: Sg (schwarz-grau)
Nach erfolgreicher Identifikation, Extraktion und Codierung der Eckpunkte muss die Zuordnung homo-
loger Bildpunkte erfolgen. Hierzu eignen sich die in Kap. 3.2.4 und Kap. 3.2.5 beschriebenen Verfahren.
Zur Berechnung des 3D-Bildmodells kann eine Bu¨ndelblockausgleichung (Kap. 3.1.2) verwendet oder auf
SfM-Algorithmen ([LYWZ06]) zuru¨ckgegriffen werden.
Die prinzipielle Funktionstu¨chtigkeit eines Verfahrens zur automatisierten Detektion von kubischen Ver-
knu¨pfungsobjekten in digitalen Messbildern wird in [Boo01] beschrieben. Im Gegensatz zu dem ent-
wickelten Prototypen verfu¨gen die dort verwendeten Ebenen der Wu¨rfel allerdings u¨ber eine farbliche
Codierung, die eine Abgrenzung zum Hintergrund und die Identifikation im Bild erleichtert.
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9.3 Gemeinsame Verwendung von Bild- und Scandaten
Die Eckpunkte der entwickelten Passko¨rper liefern gut identifizierbare (identische) Punkte in den Bild-
und Scandaten. Diese ko¨nnen sowohl zur Korrespondenzherstellung zwischen den homogenen Datentypen
2D-Bild-zu-2D-Bild und 3D-Scan-zu-3D-Scan, als auch zur Verknu¨pfung von Bild- und Scandaten (vgl.
Kap. 4.2 Abb. 4.2.1) verwendet werden. Abb. 9.3.1 zeigt dies schematisch.
Abb. 9.3.1: Gemeinsame Verwendungsmo¨glichkeiten von Bild- und Scandaten
Das Verfahren zur Registrierung der Scandaten (3D-3D) mit Hilfe der Eckpunkte der Passwu¨rfel wurde in
Kap. 7 erla¨utert. Zur Verknu¨pfung der Bilddaten (2D-2D) mu¨ssen die Eckpunkte des Wu¨rfels identifiziert
und homologe Eckpunkte einander zugeordnet werden. Hierzu bestehen unterschiedliche Mo¨glichkeiten. In
Kap. 9.2 ist exemplarisch ein halbautomatisiertes, in Kap. 3.2.5 sind mo¨gliche automatisierte Verfahren
mit Hilfe von Interest-Operatoren vorgestellt worden. Fu¨r die Verknu¨pfung der Bilder zu einem 3D-
Bildmodell ko¨nnen SfM-Algorithmen eingesetzt werden.
Nach der Berechnung des 3D-Bildmodells kann dieses wiederum unter Nutzung der identifizierten Wu¨r-
feleckpunkte mit dem 3D-Scanmodell verknu¨pft werden. Zur Bestimmung der Transformationsparameter
zwischen dem 3D-Scanmodell und 3D-Bildmodell schla¨gt [Sch10] eine integrierte Bu¨ndelblockausglei-
chung von Bildern und Punktwolken vor. Hierbei kann das Objektkoordinatensystem durch das lokale
Scannerkoordinatensystem realisiert werden. [LA09] stellt eine Bu¨ndelblockausgleichung
”
sparse bundle
adjustment“ vor, welche die unterschiedlichen Punktanzahlen beider Modelle beru¨cksichtigt.
Sind die Transformationsparamter zwischen beiden Modellen bekannt, lassen sich Punkte des einen Mo-
dells in das andere transformieren und ein vollsta¨ndigeres Gesamtmodell erhalten. Jeder Punkt des 3D-
Bildmodells und jeder Punkt des 3D-Scanmodells la¨sst sich in ein 2D-Bild projizieren und eine zugeho¨rige
Bildkoordinate bestimmen.
In mehreren Bildern gemessene oder automatisch identifizierte Punkte oder Strukturen ko¨nnen ins 3D-
Bildmodell und anschließend in das 3D-Scanmodell transformiert werden. Zu ihrer Identifikation eignen
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sich die in Kap. 3.2.3.2 und Kap. 3.2.5 beschriebenen Interest-Operatoren wie beispielsweise SIFT.
Abb. 9.3.2 gibt einen U¨berblick des Zusammenspiels von Bild- und Scandaten und zeigt mo¨gliche Ver-
fahren zur Bilddatenverknu¨pfung aus Kap. 3.2.5 und Kap. 4.5.1. Die in dieser Arbeit realisierte Lo¨sung,
die Registrierung der Scandaten, ist dabei grau hinterlegt.
Abb. 9.3.2: Gemeinsame Verwendungsmo¨glichkeiten von Bild- und Scandaten II
Ein beispielhaftes Verfahren zur Erzeugung hybrider Modelle (vgl. Abb. 4.3.1) ist in [SLC+08] zu fin-
den. Hierbei werden 2D-Linien aus den Bildern und 3D-Linien aus den Scandaten extrahiert und in
Clustern zusammengefasst. Auf Basis dieser Linienobjekte wird die Orientierung zwischen Kamera- und
Scannerkoordinatensystem hergestellt. Weitere Details sind [SA02], [LS05] und [SA01] zu entnehmen.
Die Verknu¨pfung von 3D-Bildmodell und 3D-Scanmodell bietet den Vorteil ein vollsta¨ndigeres Modell zu
erhalten und die Geometrieinformationen aus beiden Modellen generieren zu ko¨nnen. Fu¨r feine Struktu-
ren, die in der Punktwolke aufgrund einer geringen Abtastauflo¨sung nicht identifizierbar sind oder Kanten,
die mit einem hohen Messrauschen behaftet sind, kann die Geometrieinformation aus dem Bildmodell
verwendet werden. Fu¨r fla¨chenhafte Elemente mit wenig Textur, die in den Bildern nur unzureichend
bestimmt werden ko¨nnen, lassen sich die Geometrieinformationen aus dem Scanmodell nutzen.
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10.1 Einordnung des Verfahrens
Mit dem entwickelten Verfahren gelingt eine weitgehend automatisierte Registrierung von Scandaten. Es
bietet folgende Vorteile gegenu¨ber bestehenden Methoden:
• Besseres Antastverhalten der Wu¨rfel als bei Kugeln aufgrund der Nutzung der datentypischen Ei-
genschaften des Laserscannings.
• Es ist keine Zwangszentrierung der Passko¨rper notwendig, wie beispielsweise bei rotierbaren Ziel-
marken.
• Die Scannerstandpunkte beno¨tigen keinen U¨berlappungsbereich auf dem Wu¨rfel, d.h. es muss kein
identischer Eckpunkt von unterschiedlichen Standpunkten
”
gesehen“ werden, wie dies bei Black-
and White-Targets der Fall ist. Dies ermo¨glicht die Verknu¨pfung von Standpunkten, die eine kom-
plett unterschiedliche Sicht auf den Wu¨rfel haben.
• Durch den Einsatz von speziell entwickelten Passko¨rpern besteht eine Unabha¨ngigkeit von den
tatsa¨chlich vorhandenen Objekten, die unter Umsta¨nden keine Identifikation identischer Elemente
erlauben.
• Die Qualita¨t eines einzelnen Targets la¨sst sich direkt beurteilen, indem die Wu¨rfelgeometrie, re-
spektive die Abweichungen in den Fla¨chen- und Raumdiagonalen, u¨berpru¨ft, und diese Information
zur Gewichtung bei der Transformation verwendet werden kann.
• Fu¨r die Registrierung werden insgesamt weniger Targets beno¨tigt, da ein Wu¨rfel acht Passpunk-
te bereitstellt. Werden drei Wu¨rfel ra¨umlich verteilt, sind bereits sehr gute Ergebnisse erreichbar.
Mit nur einem Wu¨rfel kann bereits eine gute Na¨herungslo¨sung fu¨r die Transformationsparameter
ermittelt werden, sodass sich das Verfahren sehr gut zur Beschaffung von Na¨herungswerten – bei-
spielsweise fu¨r einen nachfolgenden ICP-Algorithmus – eignet, wenn stark strukturierte Oberfla¨chen
verknu¨pft werden sollen.
Das Verfahren liefert ebenso gute Resultate bezu¨glich der Genauigkeit bei der Registrierung von Scanda-
ten wie bestehende Methoden. Es schafft zugleich gute Voraussetzungen zur Verknu¨pfung der Scan- mit
den Bilddaten, da die charakteristischen Merkmale beider Datentypen, na¨mlich geometrische und visuelle
Eigenschaften, Beru¨cksichtigung finden. Hierdurch wird die kombinierte Nutzung vereinfacht. Einherge-
hend ist eine Erho¨hung der Flexibilita¨t bei der Datenerfassung, da Scanner- und Kamerastandpunkt nicht
identisch sein mu¨ssen.
10.2 Aspekte der Praktikabilita¨t
Das Verfahren ist mit den konzipierten Passko¨rpern bis zu einem Entfernungsbereich von 10m sehr gut
einsetzbar. Fu¨r Distanzen von 10-15m muss je nach Ausrichtung des Wu¨rfels zum Scanner mit ho¨heren
Unsicherheiten bei der Eckpunktbestimmung gerechnet werden, die durch eine entsprechende Gewichtung
bei der Transformation beru¨cksichtigt werden sollten.
Fu¨r gro¨ßere Distanzen ist die Bestimmung der Wu¨rfel nur in Einzelfa¨llen mo¨glich, wobei mit Abweichun-
gen von einigen Millimetern zu rechnen ist.
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Fu¨r die Anwendung bei Entfernungen jenseits von 15m ist eine Vergro¨ßerung der Wu¨rfel notwendig, um
die Wu¨rfel identifizieren zu ko¨nnen. Eine Kantenla¨nge von 200mm sollte aus Gru¨nden der Praktikabilita¨t
jedoch nicht u¨berschritten werden, wodurch sich der Einsatzbereich auf ca. 25m Entfernung erweitern
ließe. Die Ausrichtung des Wu¨rfels muss dabei ebenfalls beachtet werden. Ein Problem fu¨r die Erfassung
der Wu¨rfel bei großen Entfernungen ergibt sich vor allem, wenn die Deckelfla¨che des Wu¨rfels nahezu
parallel zur X-Y-Ebene des Scanners ausgerichtet ist und aufgrund dieser ungu¨nstigen Perspektive nur
unzureichend, d.h. mit nur wenigen Punkten aufgenommen werden kann. In solchen Fa¨llen wird die
Verwendung eines Adapters oder die Nutzung einer Ersatzebene, z.B. einer Bodenfla¨che empfohlen.
Bei Nutzung einer Ersatzebene verschlechtert sich allerdings die Wahrscheinlichkeit fu¨r eine erfolgreiche
Ermittlung der Codierung, da bestenfalls die Codierung der zwei eigentlich zum Wu¨rfel geho¨rigen Ebenen
erfolgen kann. Dementsprechend muss ihre Codierung eindeutig ermittelbar sein, d.h. ihr Auftreffwinkel
darf bei der derzeitigen Modellierung 75◦ nicht u¨berschreiten. Abhilfe ko¨nnte die Verwendung eines weite-
ren Codierungssymbols schaffen, das eine Ermittlung der Wu¨rfelausrichtung mit nur einer identifizierten
Ebene ermo¨glichen soll. Hierbei mu¨sste allerdings sichergestellt werden, dass die unterschiedlichen Sym-
bolfla¨chen aufgelo¨st werden ko¨nnen.
10.3 Verbesserungen bei der Umsetzung des Lo¨sungsansatzes
Da der Wu¨rfel zu Beginn des Verfahrens manuell aus der Punktwolke extrahiert werden muss, besteht
eine Verbesserung des Lo¨sungsansatzes in der Implementation eines Suchalgorihmus, der die Punktwolke
nach dem Wu¨rfel absucht. Eine voll automatisierte Suche wa¨re allerdings mit einer hohen Rechenintensi-
ta¨t behaftet. Anwenderfreundlich erscheint eine teilweise Selektion des Passko¨rperbereiches a¨hnlich dem
Vorgehen bei Black- and White-Targets. Hierzu mu¨ssten Bedingungen bei der Ebenensuche eingefu¨hrt
werden, die eine robuste Identifikation der Wu¨rfelebenen sicherstellt. Beispielsweise sollte die orthogonale
Ausrichtung der Ebenen zueinander Beru¨cksichtigung finden.
Des Weiteren ko¨nnten einige Verbesserungen in der Implementierung erfolgen:
• Gewichtung der Wu¨rfeleckpunkte fu¨r Transformation und Bu¨ndelblockausgleichung.
• Weitere Tests zur Auswertung mittels Bodenfla¨che, um eine Lo¨sungsmo¨glichkeit fu¨r gro¨ßere Ab-
sta¨nde zu realisieren.
• Automatisierte Zuordnung der Targets zueinander durch Nutzung aller sichtbaren Wu¨rfel eines
Standpunktes.
• Einbeziehung von Zusatzinformationen: Bei gescheitertem Codierungsversuch, kann der Wu¨rfel-
schwerpunkt als Passpunkt verwendet werden.
• Intensita¨tsanalysen bei Außenmessungen.
Im Rahmen dieser Arbeit konnte lediglich die schematische Vorgehensweise zur Ermittlung der Wu¨r-
feleckpunkte in den Bilddaten und ihre Verknu¨pfung aufgezeigt werden. Eine komplette algorithmische
Umsetzung konnte bisher noch nicht realisiert werden, sodass dies im Rahmen von Weiterentwicklungen
und unter Beru¨cksichtigung des fu¨r die Scandaten entwickelten topologischen Modells erfolgen sollte.
Der entwickelte Passko¨rper stellt dabei einen mo¨glichen Prototyp dar. Andere Konzeptionen sind denkbar.
Beispielsweise ko¨nnten weitere geometrische Unterscheidungsmerkmale, wie verschiedene Kantenla¨ngen,
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als Zusatzinformationen verwendet werden. Anstelle eines Passwu¨rfels entstu¨nde dann ein Passquader,
der bezu¨glich der Scandatenverarbeitung den Vorteil bietet, die Ebenen geometrisch unterscheiden und
damit die Ausrichtung im Raum einfacher ermitteln zu ko¨nnen. Das entwickelte topologische Modell ließe
sich mit der Zusatzinformation entsprechend erweitern.
Im Hinblick auf die gemeinsame Verwendung mit Bilddaten mu¨ssen die einzelnen Seiten jedoch visuell
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Symbole
α Auftreffwinkel
αs Schnittwinkel zwischen zwei Ebenen
λ Laserwellenla¨nge




σ, σ2 gescha¨tzte Standardabweichung, Varianz der Normalverteilung
σs Parameter, der den Schwellwert fu¨r den Abstand eines Punktes zur Ebene definiert
m0 Standardabweichung der Gewichtseinheit (mittlerer Gewichtseinheitsfehler)
n Normalenvektor der Ebene
R Rotationsmatrix
s0 Standardabweichung der Gewichtseinheit (mittlerer Gewichtseinheitsfehler) bei der
Ebenenbestimmung
d Abstand der Ebene vom Koordinatenursprung
D0 Durchmesser des Laserstrahls beim Verlassen der Optik
D(z) Durchmesser des Laserstrahls im Abstand z
klm mittlere Kantenla¨nge des Wu¨rfels





ges Standardabweichung, Varianz der gesamten Ebene
skl Standardabweichung der Kantenla¨nge
steil, s
2
teil Standardabweichung, Varianz der Ebenenteilfla¨che
wmg mittlere Winkelabweichung [
◦]
wmm metrische Winkelabweichung bezogen auf die Kantenla¨nge
146 Symbole und Abku¨rzungen
Abku¨rzungen
i, a Fla¨chenindex, der zur Berechnung verwendeten Teilfla¨che: innen, außen
lo, lu Ebenenlagebezeichnungen: links oben, links unten
mo, mu Ebenenlagebezeichnungen: mittig oben, mittig unten
ro, ru Ebenenlagebezeichnungen: rechts oben, rechts unten
AD Wu¨rfellagerung auf Adapter
BW Black- and White-Target
CS Consensus Set
EP Wu¨rfeleckpunkt
GLOH Gradient Location and Orientation Histogram
HD-Code Codierung, welche die heller-dunkler-Relation von Grund- und Symbolfla¨che der
drei erfassten Ebenen wiedergibt
ICP Iterative Closest Point Algorithm
K Kugel
LG-Code Code, der die Ausrichtung des Wu¨rfels, die Lage der Ebene sowie deren
Ebenencode entha¨lt
LIDAR LIght Detection And Ranging
RANSAC RANdom SAmple Consensus
S Scannerstandpunkt
SfM Structure-from-Motion
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Anhang
A Topologie – Ebenencodierungen nach
heller-dunkler-Relation
Tab. A.1: K-Code-Lo¨sungsmo¨glichkeiten bei bekannter Lage der Ebenen und heller-dunkler-Relation bei
Wu¨rfelansicht 0
HD-Code Ebene rechts Ebene links Ebene mittig K-Code
110
Gs (4) Wg (1) Sw (5) 0415
Ws (2) Gs (4) Sw (5) 0245
Gs (4) Ws (2) Sg (6) 0426
Wg (1) Gs (4) Sg (6) 0146
101
Gs (4) Sg (6) Wg (1) 0461
Gs (4) Sw (5) Ws (2) 0452
Wg (1) Sw (5) Gs (4) 0154
Ws (2) Sg (6) Gs (4) 0264
011
Sw (5) Gs (4) Wg (1) 0541
Sg (6) Gs (4) Ws (2) 0642
Sw (5) Ws (2) Gs (4) 0524
Sg (6) Wg (1) Gs (4) 0614
001
Gw (3) Sw (5) Wg (1) 0351
Sg (6) Gw (3) Wg (1) 0631
Sw (5) Gw (3) Ws (2) 0532
Gw (3) Sg (6) Ws (2) 0362
010
Sw (5) Wg (1) Gw (3) 0513
Sg (6) Ws (2) Gw (3) 0623
Gw (3) Ws (2) Sw (5) 0325
Gw (3) Wg (1) Sg (6) 0316
100
Ws (2) Sw(5) Gw (3) 0253
Wg (1) Sg (6) Gw (3) 0163
Wg (1) Gw (3) Sw (5) 0135
Ws (2) Gw (3) Sg (6) 0236
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Tab. A.2: K-Code-Lo¨sungsmo¨glichkeiten bei bekannter Lage der Ebenen und heller-dunkler-Relation bei
Wu¨rfelansicht 0 bei Verwendung des LG-Codes
HD-Code LG-Code K-Code
110
014 021 035 0415
012 024 035 0245
014 022 036 0426
011 024 036 0146
101
014 026 031 0461
014 025 032 0452
011 025 034 0154
012 026 034 0264
011
015 024 031 0541
016 024 032 0642
015 022 034 0524
016 021 034 0614
001
013 025 031 0351
016 023 031 0631
015 023 032 0532
013 026 032 0362
010
015 021 033 0513
016 022 033 0623
013 022 035 0325
013 021 036 0316
100
012 025 033 0253
011 026 033 0163
011 023 035 0135
012 023 036 0236
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Tab. A.3: K-Code-Lo¨sungsmo¨glichkeiten bei bekannter Lage der Ebenen und heller-dunkler-Relation bei
Wu¨rfelansicht 1
HD-Code Ebene rechts Ebene links Ebene mittig K-Code
110
Gs (4) Wg (1) Sg (6) 1416
Ws (2) Gs (4) Sg (6) 1246
Gs (4) Ws (2) Sw (5) 1425
Wg (1) Gs (4) Sw (5) 1145
101
Gs (4) Sg (6) Ws (2) 1462
Gs (4) Sw (5) Wg (1) 1451
Ws (2) Sw (5) Gs (4) 1254
Wg (1) Sg (6) Gs (4) 1164
011
Sw (5) Gs (4) Ws (2) 1542
Sg (6) Gs (4) Wg (1) 1641
Sw (5) Wg (1) Gs (4) 1514
Sg (6) Ws (2) Gs (4) 1624
001
Gw (3) Sw (5) Ws (2) 1352
Sg (6) Gw (3) Ws (2) 1632
Sw (5) Gw (3) Wg (1) 1531
Gw (3) Sg (6) Wg (1) 1361
010
Sw (5) Ws (2) Gw (3) 1523
Sg (6) Wg (1) Gw (3) 1613
Gw (3) Ws (2) Sg (6) 1326
Gw (3) Wg (1) Sw (5) 1315
100
Wg (1) Sw(5) Gw (3) 1153
Ws (2) Sg (6) Gw (3) 1263
Wg (1) Gw (3) Sg (6) 1136
Ws (2) Gw (3) Sw (5) 1235
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Tab. A.4: K-Code-Lo¨sungsmo¨glichkeiten bei bekannter Lage der Ebenen und heller-dunkler-Relation bei
Wu¨rfelansicht 1 bei Verwendung des LG-Codes
HD-Code LG-Code K-Code
110
114 121 136 1416
112 124 136 1246
114 122 135 1425
111 124 135 1145
101
114 126 132 1462
114 125 131 1451
112 125 134 1254
111 126 134 1164
011
115 124 132 1542
116 124 131 1641
115 121 134 1514
116 122 134 1624
001
113 125 132 1352
116 123 132 1632
115 123 131 1531
113 126 131 1361
010
115 122 133 1523
116 121 133 1613
113 122 136 1326
113 121 135 1315
100
111 125 133 1153
112 126 133 1263
111 123 136 1136
112 123 135 1235
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Ebene rechts Ebene links Ebene mittig
0
011 021 031 1
012 022 032 2
013 023 033 3
014 024 034 4
015 025 035 5
016 026 036 6
1
111 121 131 1
112 122 132 2
113 123 133 3
114 124 134 4
115 125 135 5
116 126 136 6
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B Helmert-Transformation
Nach [Luh03] setzt sich die Gesamtdrehung R einer ra¨umlichen Koordinatentransformation aus den hin-
tereinander ausgefu¨hrten Einzeldrehungen um die Koordinatenachsen zusammen. Sie la¨sst sich demnach
mit Hilfe der Drehwinkel ω, φ und κ in der folgenden Weise darstellen.
R = Rω ·Rφ ·Rκ (B.1)
Rκ beschreibt die Drehung um die Z-Achse, Rφ die Drehung um die Y-Achse und Rω die Drehung um die
X-Achse. Entsprechend der Definition im rechtsha¨ndigen Koordinatensystem verla¨uft die Drehrichtung
entgegen dem Uhrzeigersinn beim Blick von der positiven Spitze der jeweiligen Achse zum Ursprung.
Abb. B.1: Darstellung der Rotationswinkel um die
Koordinatenachsen
Rω =




 cosφ 0 sinφ0 1 0
− sinφ 0 cosφ

Rκ =
 cosκ − sinκ 0sinκ cosκ 0
0 0 1

Die Gesamtdrehung la¨sst sich schließlich ausdru¨cken durch:
R =
 cosφ · cosκ − cosφ · sinκ sinφcosω · sinκ+ sinω · sinφ · cosκ cosω · cosκ− sinω · sinφ · sinκ − sinω · cosφ
sinω · sinκ− cosω · sinφ · cosκ sinω · cosκ+ cosω · sinφ · sinκ cosω · cosφ
 (B.2)
Neben der Darstellung der Rotationsmatrix mit Hilfe von Eulerwinkeln, ist deren Beschreibung durch
den Einsatz von Quaternionen mo¨glich. Basierend auf dem Einheitsquaternion
q = d+ a · i+ b · j + c · k d2 + a2 + b2 + c2 = 1 (B.3)
ergibt sich:
R =
 d2 + a2 − b2 − c2 2(ab− cd) 2(ac+ bd)2(dc+ ab) d2 − a2 + b2 − c2 2(bc− ad)
2(ac− db) 2(da+ bc) d2 − a2 − b2 + c2
 (B.4)
Der Einsatz von Quaternionen bietet nach [Luh10b] gewisse Vorteile: Sie erlauben zum einen eine Be-
schreibung der Drehwinkel durch Funktionen von vier algebraischen Parametern, zum anderen weisen sie
keine singula¨ren Stellen auf und zeigen ein schnelleres Konvergenzverhalten in Ausgleichungssystemen als
Eulerwinkel, die Mehrdeutigkeiten im Wertebereich von 0− 2pi besitzen.
Aus (B.2) und (B.4) ergeben sich folgende Korrespondenzen zwischen den Quaternionen und den Euler-
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winkeln:
sinφ = 2(ac+ bd) (B.5)
cosφ cosκ = d2 + a2 − b2 − c2 (B.6)
− cosφ sinκ = 2(ab− cd) (B.7)
cosω cosφ = d2 − a2 − b2 + c2 (B.8)
− sinω cosφ = 2(bc− ad) (B.9)
Werden (B.6) und (B.7) sowie (B.8) und (B.9) zusammengefasst, lassen sich unter Beru¨cksichtigung der












d2 − a2 − b2 + c2 (B.11)
Die Berechnung der Transformationsparameter erfolgt iterativ nach der Methode der kleinsten Quadrate.
Die hierzu notwendigen Na¨herungswerte fu¨r die Orientierungsparameter werden nach dem in [Luh03]
beschriebenen Verfahren ermittelt. Gema¨ß obiger Schilderungen werden Quaternionen zur Bestimmung
der Rotationswinkel verwendet.
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C Residuen der dunkleren Teilfla¨chen

















Abb. C.1: Residuen der grauen Grundfla¨che der Ebene 013 (grau-weiß) mit Normalverteilung N {0, 0.26}



















Abb. C.2: Residuen der grauen Symbolfla¨che der Ebene 021 (weiß-grau) mit Normalverteilung N {0, 0.33}

































43.1 4580 1.2 2837 0.5
E2 5 55.2 3113 1.5 593 0.3
E3 3 68.4 1801 0.8 372 0.5
E1 2
4.2
36.7 5030 1.1 3148 0.5
E2 6 56.7 3047 1.4 575 0.5
E3 4 77.8 1048 1.0 710 1.0
E1 6
6.1
48.2 1752 1.5 343 0.6
E2 4 45.9 2131 1.1 1341 0.7
E3 2 74.3 682 1.2 461 1.0
E1 3
3.2
56.0 5823 0.8 1037 0.4
E2 1 40.3 8671 0.8 5308 0.5
E3 6 73.6 2048 1.0 525 0.5
E1 6
3.6
64.0 3391 1.5 704 0.5
E2 2 40.1 7572 1.1 4681 0.5
E3 3 63.3 3772 0.8 726 0.4
E1 2
5.2
41.7 3097 1.1 1990 0.6
E2 5 54.1 2134 1.5 407 0.4
E3 3 71.9 1067 0.8 211 0.5
E1 2
5.1
35.6 3472 1.1 2121 0.5
E2 6 57.0 1986 1.4 387 0.5
E3 4 80.3 554 1.1 372 1.1
E1 6
6.9
50.0 1258 1.5 251 0.6
E2 4 43.3 1693 1.2 1065 0.8
E3 2 76.3 441 1.3 295 1.1
E1 3
3.9
65.7 2939 0.8 522 0.3
E2 1 29.4 6700 0.8 4154 0.5
E3 6 76.1 1155 0.9 312 0.5
E1 6
4.4
67.5 1858 1.3 394 0.4
E2 2 33.0 5246 1.1 3293 0.5
E3 3 68.3 1976 0.9 375 0.5
E1 2
3.1
52.8 8544 1.3 5429 0.7
E2 6 55.1 7126 1.5 1302 0.5
E3 4 59.8 5499 1.1 3417 0.7
E1 2
3.9
49.7 5042 1.1 3275 0.6
E2 6 51.9 4333 1.5 824 0.5
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E Berechnungsbeispiele zur Kontrolle der
Wu¨rfelgeometrie






s0 [mm] Lm [mm] Lmax [mm]
513 (7m)
ru 74 411 107* 0.4 0.4*
1.1 2.5* 2.2 4.9*lu 19 3504 858* 0.5 0.6*
mo 79 283 79* 0.4 0.8*
513 (7m)
ru 53 832 204* 0.4 0.4*
1.3 2.0* 2.7 3.9*lu 39 2487 637* 0.5 0.5*
mo 77 284 76* 0.4 0.8*
513 (10m)
ru 51 435 110* 0.5 0.6*
1.2 1.4* 2.5 3.1*lu 40 2042 503* 0.7 0.6*
mo 83 108 64* 0.5 1.1*
415 (12m)
ru 73 490 138* 1.0 1.2*
3.1 3.8* 5.9 6.1*lu 22 1279 296* 0.8 0.8*
mo 86 97 33* 0.9 1.3*
415 (12m)
ru 49 1134 274* 1.0 1.2*
2.0 2.9* 4.1 5.2*lu 42 1421 348* 0.7 0.8*
mo 86 105 37* 0.9 1.5*
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