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Quantitative parameters for the examination
of InGaN QW multilayers by low-loss EELS
Alberto Eljarrat,*a Lluı´s Lo´pez-Conesa,a Ce´sar Mage´n,b Noemı´ Garcı´a-Lepetit,c
Zˇarko Gacˇevic´,c Enrique Calleja,c Francesca Peiro´a and So`nia Estrade´a
We present a detailed examination of a multiple InxGa1xN quantum well (QW) structure for optoelectronic
applications. The characterization is carried out using scanning transmission electron microscopy (STEM),
combining high-angle annular dark field (HAADF) imaging and electron energy loss spectroscopy (EELS).
Fluctuations in the QW thickness and composition are observed in atomic resolution images. The impact of
these small changes on the electronic properties of the semiconductor material is measured through spatially
localized low-loss EELS, obtaining band gap and plasmon energy values. Because of the small size of the
InGaN QW layers additional eﬀects hinder the analysis. Hence, additional parameters were explored, which
can be assessed using the same EELS data and give further information. For instance, plasmon width was
studied using a model-based fit approach to the plasmon peak; observing a broadening of this peak can be
related to the chemical and structural inhomogeneity in the InGaN QW layers. Additionally, Kramers–Kronig
analysis (KKA) was used to calculate the complex dielectric function (CDF) from the EELS spectrum images
(SIs). After this analysis, the electron effective mass and the sample absolute thickness were obtained, and
an alternative method for the assessment of plasmon energy was demonstrated. Also after KKA, the normali-
zation of the energy-loss spectrum allows us to analyze the Ga 3d transition, which provides additional
chemical information at great spatial resolution. Each one of these methods is presented in this work
together with a critical discussion of their advantages and drawbacks.
1 Introduction
Devices based on the stacking of III–V semiconductor layers
have led to a revolution in the optoelectronic research and
industrial fields because of their ability to operate in a wide
range of applications. Among these applications, high brightness
light emitting diode (LED) devices based on multiple InxGa1xN
quantum well (QW) active layers are important because of their
high quantum efficiency.1,2 There is a strong need to control the
QW thickness down to the monolayer level while keeping a high
indium composition, in order to achieve optimum operating
properties.
The reduction of the QW size, down to the nanometer range,
is diﬃcult to control due to strain accumulation at the InGaN/
GaN interfaces. It is also problematic to achieve a high indium
content, given the tendency of InxGa1xN compounds towards
phase separation. For instance, indiummobility is an issue and
some authors have reported indium coalescence during growth
in similar systems.3–9 In some of these studies,4–7 the formation
of segregated In-rich nanoclusters, with an In content of above
80%, has been reported. In other cases,8,9 some inhomogeneity
inside the InGaN QW, and width variations have been observed.
Variations in both the local In composition and the QW width
have been related to a carrier localization effect in the InGaN
QW regions.10 In these devices, carrier localization improves
recombination rates, notwithstanding the typically high threading
dislocation densities, which, in turn, act as light-quenching
centers. Consequently, this effect could be responsible for the
high emission rates obtained in InxGa1xN heterostructure-
based laser devices.11
In the present work, we aim to give a detailed account of
useful models to characterize group-III nitride heterostructures
at the nanometer scale using scanning transmission electron
microscopy (STEM) methods; electron energy loss spectroscopy
(EELS) and high angle annular dark field (HAADF) imaging. As
the properties of these devices depend on structural features
in the nanometer size range, TEM represents a unique tool
because of its outstanding spatial resolution. The use of
electron microscopy to resolve crystalline structures up to the
atomic level as well as the analytical capabilities oﬀered by its
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diﬀerent operating modes is well established. Among these, the
STEM mode is much appreciated because of its ability to focus
a sub-nm sized electron probe onto a given area of the studied
sample. This paper is centered on the quantitative information
that can be extracted from locally acquired energy-loss spectra.
The scope of our work is the analysis of the chemical and
electronic properties of semiconductors through a typical STEM
acquisition. From the examination of the low-loss region of EELS
and high resolution HAADF images, we obtain complementary
quantitative information following various strategies. The advan-
tages and drawbacks of these diﬀerent approaches are revealed
by a critical comparison of their results and theoretical models.
1.1 Theoretical background
EELS is a technique routinely performed in TEM that analyzes
the kinetic energy of the fast electrons in the beam after
transmission through a thin film sample. As the initial energy
of these electrons is known, given by the microscope operating
voltage, one obtains an energy-loss spectrum; i.e., the integrated
scattering distribution entering the detector, I(E), where E is the
energy-loss relative to the initial energy.
Energy-loss spectroscopy in the region 0–50 eV, below the
excitation threshold for most core inonization edges, is typi-
cally referred to as the low-loss EELS region. Inelastic scattering
in low-loss EELS is dominated by electron excitation processes
whose initial state is in the valence band, with broad energy
ranges. Hence, low-loss EELS can potentially measure the
fundamental properties of semiconductor materials, like the
band gap and other interband transitions. Apart from these
single electron excitations, collective excitation effects, such as
surface and bulk plasmons, are also present in low-loss EELS.
Typically, the (bulk) plasmon peak is the most intense feature
in EELS, apart from the zero-loss peak (ZLP). Note that while
the ZLP carries little chemical information, the plasmon peak is
directly related to the composition of the material and has been
exploited in group-III nitride compound semiconductors.12–16
Fig. 1a shows a typical low-loss EELS spectrum from InxGa1xN,
which includes the mentioned features.
It is advantageous to invoke the dielectric formulation to
link the experimental low-loss EELS intensity, I(E), with the
optical response properties of a material expressed in a complex
dielectric function (CDF), e(q,E) = e1 + ie2. In the framework
provided by the dielectric theory, the energy lost by the fast
electrons can be calculated as the work exerted back by the
induced electric field, with wave-vector q and frequency o = hE,
over the bound charge distribution of the material medium. By
using a semi-classical approximation for single scattering in the
low-q limit, considering an isotropic medium, and keeping only
the bulk loss term from a slab of thickness, t, I(E) is found to be
proportional to the inverse of the CDF, I(1/e), termed the
energy-loss function (ELF). The expression is as follows:17
IðEÞ ¼ I0t
pa0m0v2
=ð1=eÞln 1þ b=yEð Þ2
h i
(1)
where m0 is the electron rest mass, a0 is the first Bohr radius,
b the collection angle and I0 the ZLP intensity, all constants.
Moreover, n is the speed of the fast electrons, determined by the
accelerating voltage used. Finally, yE is a characteristic scattering
angle calculated for each energy-loss. For typical operating con-
ditions, the angular dependent factor varies slowly above 10 eV
and I(E) is approximately proportional to the ELF. In this
proportionality, the only unknown variables are the slab thick-
ness and the ZLP intensity, which in most cases can be obtained
from the low-loss EELS. Fig. 1b shows two CDFs obtained from
energy-loss spectra acquired in diﬀerent regions of the examined
InGaN multiple QW heterostructure.
The main advantage of this formalism is that the quantum
theory realm is bound within the CDF, and thus provides a
qualitative relationship between features in a given spectrum
and material properties derived from calculations, such as
density functional simulations.12 In the low-q scattering limit,
the CDF is in principle determined as a result of the addi-
tive contribution of independent elemental excitations.18,19
Fig. 1 (a) Example of the energy-loss spectrum of InxGa1xN. This panel
shows the eﬀect of our data treatment as it depicts the ZLP model (light
gray) subtracted by deconvolution from the original spectrum (circles) to
obtain the SSD (dark gray). The features analyzed in this work are: the band
gap, which is expected at B3 eV; the plasmon, the most intense peak at
B19 eV; and the Ga-3d transition at B22.5 eV. (b) Two CDFs obtained
after KKA of EELS acquired at the InGaN barrier (solid lines) and QW
(dashed lines) layers. In the inset, the detail of the 17–20 eV region,
showing the e1 fit process, to obtain Ecut is provided. The data from the
barrier are in black and from the QW in blue. Note the shift in Ecut
(red crosses).
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Consider, for the sake of simplicity, an isotropic semiconductor
crystal: because all the occupied states lie in the valence band
below the Fermi energy, only interband transitions, with binding
energies, Ei, are allowed. Then, the CDF can be phenomeno-
logically formulated using simple equations, such as the Lorentz
oscillator model:20
eðEÞ ¼ 1þ
X
i
EP
2fi
Ei2  E2  iGE (2)
where EP is the free-electron (or Drude) plasmon energy and the
damping constant G accounts for the de-excitation processes.
Moreover, fi is the oscillator strength for transition i. The
oscillator strengths are tied to the total number of valence
electrons taking part in the transitions (per unit volume) by the
Bethe f-sum rule.17,18,21 For small damping, an important
property of the CDF is that the threshold for the excitation of
a collective mode (plasmon) is defined as the zero of e1(E), when
it is a monotonically increasing function of E. Then, if we
observe an Ecut such that e1(Ecut) = 0, a plasmon peak appears in
I(1/e). This threshold energy can be measured directly in the
CDF as Ecut. The inset in Fig. 1b shows the region where these
Ecut values are found, for the same two CDFs portrayed in the
main figure. In fact, such a measurement is scarcely done in
EELS, because a direct measurement of the CDF is not possible.
Instead, the Drude (free-electron) model is invoked by setting to
zero all interband binding energies, keeping only the plasmon
excitation term. In this raw approximation, a model for the ELF
is obtained:17
=ð1=eÞ ¼ EGPEP
2
E2  EP2ð Þ2þ EGPð Þ2
(3)
where GP is the plasmon FWHM, characterizing the excitation
life-time.22 For a few alkali metals, this formula is an excellent
approximation of their ELF. For semiconductor materials, the
formula is extensively used in the determination of plasmon
energy and life-time from model-based fitting of experimental
energy-loss spectra.15,16 However, in these materials the corre-
spondence of this model to the ELF is degraded by the presence
of interband transitions (see eqn (2)). The complete low-loss
EELS region of InxGa1xN features a number of interband
transitions in the vicinity of the plasmon peak,8,12,23,24 promi-
nently from the Ga 3d band (more below). Additional eﬀects
exist; for instance, the plasmon peak in EELS is known to shift
in response to deformation in strained structures,13 and,
plasmon broadening in response to strain and the presence
of interfaces and defects has been reported as well.16,25 These
measurements indicate an enhancement of the de-excitation
processes through structural and chemical inhomogeneities
which is yet to be fully understood.
In this work, we use Kramers–Kronig analysis (KKA), which
allows us to retrieve the CDF from EELS measurements, when
I(E) is adequately treated. This treatment is explained in detail
elsewhere,15,17 and only a rough summary of the procedure
follows. In the first step, this treatment requires the suppres-
sion of plural scattering, e.g. by Fourier-log deconvolution. Note
that electrons in I(E) may have been inelastically scattered more
than once, an effect which increases with the thickness of the
sampled region, but only the single scattering distribution
(SSD) is modeled by eqn (1). After this is done, it is customary
to acquire the ZLP intensity and have an approximate knowledge
of the refraction index, n, in order to normalize I(E) using eqn (1)
to obtain the ELF. Finally, the semi-relativistic formalism leading
to eqn (1) also allows us to calculate the non-retarded surface
plasmon contribution to EELS, which is routinely excluded from
I(E) in KKA through iterative subtraction.
Once the CDF has been calculated, additional information
from bulk electronic properties may be obtained. For example,
one can estimate the electron eﬀective mass, m*, related to
charge mobility, following the formula for the free-electron
plasmon energy,26
m ¼ ne
e0e1
eh
EP
 2
(4)
where e0 is the permittivity of free space and e the electron
charge. Also, ne and eN can be obtained from the CDF,
17 as has
been done in similar III–V semiconductor compounds.27
Another interesting study on similar samples proposed the
examination of the Ga 3d transition in e2,
28 in order to quantify
the concentration of this metal. In the present work, we
improve on this method by examining the same transition in
a previously normalized SSD. We show how this normalization
can be done after KKA, based on eqn (1), revealing the gallium
concentration distribution with an excellent spatial resolution.
As already introduced, it is possible to directly measure the
band gap energy from the low-loss EELS.15 For semiconducting
materials with a direct band gap between nearly parabolic
bands, like GaN and InN, this signal presents a characteristic
square root shape / ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃE  Egp , and is recognizable as the
spectral feature with the lowest energy threshold. Nevertheless,
in the above presentation of the dielectric formalism, we have
disregarded radiative contributions to the bulk and surface
losses. In most real operation cases, these have a non-negligible
impact, that can thwart the interpretation of the low energy
features.17,29 In the worst case scenario, the combined impact
of both spurious signals may distort the true band gap signal
shape. An extended formalism to include a full-relativistic
description of the fast electron beam provides a straightforward
way to compute the scattering probability from the CDF.15,24,30
However, the KKA-like reverse computation from I(E) is not yet
feasible given the complexity of the involved equations. It is thus
advisable to use results from first principles calculations or dielec-
tric information from other techniques (e.g. optical measurements)
in order to gain a deeper understanding of the obtained EELS data.
In this work, the low energy features in our experimental EELS were
assessed through such full-relativistic calculations.
For band gap and also for plasmon energies, a size depen-
dent shift is expected in these small structures. As the size of
the QW shrinks it is customary to consider a quantum con-
finement model to assess the band structure related properties.
A simple one is given in ref. 19, for a free particle with eﬀective
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mass, m*, confined in one direction by impenetrable barriers
with a known separation, L. In this simple case, the increase in
ground state energy for that particle, DE, is
DE ¼ 1
2m
hp
L
 2
(5)
Finally, delocalization of inelastic scattering in these energy
ranges is important and can be the leading cause for plasmon
broadening in the vicinity of some interfaces. The electron
probe in a STEM–EELS experiment can be as small as 1 Å,
and onemay expect low-loss spectra to originate from interactions
with an atomic-sized volume of the sample material. However, it
is generally accepted that this realization is far from reality due to
the finite range of electron interaction and the extended nature of
elemental excitations, particularly low-loss excitations.31 Because
the threshold energy for the transitions in valence EELS is low, the
characteristic Coulomb delocalization is increased. Importantly,
for the band gap and other features at low energy-loss (but also for
the plasmon excitation), the effective characteristic length may
become much larger than the probe size.17
2 Experimental details
Themultiple QWheterostructure under study was grown in a RIBER
Compact 21Molecular Beam Epitaxy (MBE) system, equipped with a
radio-frequency plasma nitrogen source and standard Knudsen cells
for Ga and In, on commercial B3.3 mm GaN-on-sapphire (0001)
templates (Lumilog), grown bymetal organic chemical vapor deposi-
tion. Prior to InxGa1xN quantum wells (QWs), an B20 nm thick
In0.05Ga0.95N spacer was grown. Afterwards, six 1.5 nm thick InGaN
QWswith a nominal In content of 20%were grown. The InGaNQWs
are separated by 6 nm thick InGaN quantum barriers and covered
with a 20 nm thick InGaN capping layer, both layers with a nominal
5% In content. The entire growth was performed under intermediate
metal-rich conditions and without interruption, to facilitate good
crystal quality and formation of flat and abrupt interfaces (for growth
details see ref. 32).
To get preliminary insight into the layer structural proper-
ties, X-ray diﬀraction (XRD) was performed. The samples were
assessed using the Cu-Ka1 line (lX = 1.5406 Å), in a commercial
Panalytical X’Pert Pro system, equipped with a Ge(220) hybrid
monocromator. Meanwhile, the sample optical properties were
assessed by photoluminescence (PL) measurements, exciting
using a HeCd laser (l = 325 nm) with a power density of
B1 W cm2 at B10 K and room temperature (RT).
Thin lamella specimens were prepared for TEM observation
using standard techniques of mechanical polishing, dimpling
and low angle Ar-ion milling. The cross-section geometry was
used, in which the c-axis is perpendicular to the electron beam.
In this configuration, the compositional gradients defining the
diﬀerent layers and the interfaces between them become
apparent in TEM observation.
STEM experiments were performed using a probe corrected
FEI Titan 60–300 microscope operated at 300 kV and equipped
with a CEOS aberration corrector for the condenser system
achieving a spatial resolution of o1 Å. For EELS analysis, this
instrument combines a high-brightness Schottky field emission
gun (X-FEG), a Wien Filter gun monochromator, and a Gatan
Tridiem ERS 866 energy filter/spectrometer to provide an
energy resolution better than 0.2 eV. We used the spectrum
imaging (SI) technique, in which the small STEM probe rasters
a rectangular region of the sample, acquiring pixel-by-pixel
spatially localized EELS (estimated probe size below 0.2 nm)
simultaneously with the HAADF signal. In this way, the spectro-
scopic information can be easily correlated with the structural
features of the region of interest.
Additionally, high resolution HAADF images were acquired
because of their ability to portrait the structure with atomic resolu-
tion and Z-contrast. The inclusion of the relatively large indium
atoms will produce a more intense scattering at high angles, giving
away the position of In-rich regions. This information is typically
used to assess the crystalline quality of the sample and to locate the
position of the InGaN QW and barrier layers.33 Beyond that we
performed geometric phase analysis (GPA) of the images to quantify
the lattice deformation of the crystalline structure.34
The low-loss EELS-SI were treated using computational tools
available in the open-source Hyperspy Python package.35 To
improve the spectral signal-to-noise ratio (SNR), we used a
spatial filtering approach (see Fig. 1). First, cross-correlation
of the ZLP was used to calibrate the energy axis. After that,
averaging and deconvolution methods were used in order to
subtract the tails of the ZLP and to eﬀectively improve the SNR.
To perform the averaging, we applied a square uniform spatial
filter (3  3 pixel size). At the same time, we used Richardson–
Lucy deconvolution (RLD), a Bayesian algorithm that uses a ZLP
model to increase spectral resolution.36 Using this method, we
obtain an improvement in spectral resolution from B0.3 eV to
B0.16 eV, measured by the FWHM of the ZLP. Additionally, RLD
also reduced the tail of the ZLP, which masks low-energy features
like the band gap onset. Finally, ZLP and plural scattering were
suppressed by the Fourier-log deconvolution (FLD).15
This data processing improves the SNR at the expense of the
spatial resolution of the datasets, originally below 1 nm. Here,
we have taken into account that we are examining valence
properties with a certain delocalization length, e.g. on the order
of 1 nm for the plasmon. By repeating all the following
calculations using unfiltered datasets, we made sure that no
important information was sacrificed when increasing the SNR
and removing artifacts from the spectra in this manner. After
the processing, we obtained a pixel-by-pixel map of the single
scattering distribution (SSD). Band gap, plasmon and inter-
band transition signals were measured in the SSD using the
model-based fit procedures explained in ref. 15, 16 and 28.
3 Results and discussion
3.1 Preliminary structural and optical characterization: XRD
and PL
Preliminary structural information about the sample under
study has been obtained by o/2Y XRD scans around the (0002)
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GaN Bragg reflection (Fig. 2a). The XRD spectrum reveals satellite
peaks, resolved up to the third order. The satellite peak separation
confirms a structure with a high periodicity, with the period
thickness found to be 7.5 nm, in excellent agreement with the
nominal QW (1.5 nm) and barrier (6 nm) values.
PL measurements, in Fig. 2b, performed at 13 K, reveal three
intense emission peaks, attributed to the underlying GaN, InGaN
spacer/capping and InGaN QWs, respectively (from high to low
energy). The energy of the InGaN QWs and InGaN spacer/capping
is found to be in good agreement with their nominal 20 and 5% In
contents, respectively. The increase in temperature leads to a
certain emission red shift and intensity drop (note that the two
spectra are plotted with diﬀerent scales), as expected. The relative
intensity of InGaN QW emission (defined as the integrated emis-
sion intensity of InGaN QWs versus the total integrated emission
intensity), is nevertheless, higher at room temperature than at low
temperature. This behavior, commonly observed for these types of
structures,37,38 is attributed to the thermally enhanced mobility of
photo-excited carriers, which consequently reach the InGaN QWs
(i.e. the lowest energy emission band) more easily.
3.2 QW structural examination and strain analysis: high
resolution HAADF
Owing to the use of the Cs-corrector, the resolution of the HAADF
images obtained allows us to measure the lattice parameters of the
crystalline layers. Z-Contrast in these images means that the
inclusion of the relatively large indium atoms will produce more
intense scattering at high angles, revealing the position of the
InGaN QW layers. This information is used to assess the crystalline
quality of the sample and to locate the position of the barrier and
QW layers. Fig. 3 shows an example of a high-resolution HAADF
image; it corresponds to an InGaN QW. The width of the QW in
this image is near the nominal value of 1.5 nm, with parallel and
abrupt interfaces.
Fig. 4 shows another high-resolution HAADF image, this
time at a lower magnification, including several periods of
the multilayer structure. In this image, we can still resolve the
crystalline atomic columns and assess the location of the
InGaN QW layers, identified by their brighter contrast. This
allows the measurement of the width of the periods in the
repeating QW and barrier multilayer structure, which is in
excellent agreement with the nominal value of 7.5 nm. We
can also assess the inhomogeneity of the QW layers, with
bulgings extending a few nanometers in some regions. The
formation of these wider inhomogeneities is always detected at
the upper QW interface, which is typically rougher than the
lower one, in good agreement with the previous observations
for similar systems.14,39,40
In these images, the bright Z-contrast is indicative of the
substitution of lighter gallium atoms for heavier indium ones.
As the layers grow epitaxially, keeping the wurtzite structure, we
expect a certain level of strain to be present in the crystalline
structure.8 In order to explore the strain distribution in this
lattice from HAADF images we have used GPA software.34 GPA
calculates the relative spatial deformation maps from an image
of a crystalline lattice using Fourier transforms. For this purpose,
Fig. 2 (a) An XRD line-scan and the simulated intensity from a structural
model; depicted by a gray filled area and a solid line, respectively. The
simulation confirms the growth of a superlattice structure. (b) PL spectra
acquired at room temperature (RT) and at 13 K; depicted with solid and
dashed lines, respectively. The peaks are identified with the band gap from
the GaN substrate and the InGaN QW structure.
Fig. 3 A high resolution HAADF image of the InGaN multilayer portraying
a QW region (bright contrast in the central region) and two barrier layers
(dark contrast regions, above and below). The nominal width of the QW
region, 1.5 nm, is indicated with dashed lines and an arrow.
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it is necessary to define a reference region in the image. The
result of GPA is a map showing the spatial dependence of the
elements of the strain matrix, e, which measures the lattice
deformation relative to the reference region.
Fig. 4 also contains the information obtained from this
analysis. In the GPA calculation, the lower region from the
HAADF image was selected as a reference. It corresponds to a
20 nm InGaN spacer layer with a nominal In composition of
5%, which in principle should be more stable than the adjacent
multilayer structure. GPA maps only show an appreciable strain
in the out-of-plane direction. This direction corresponds to the
c lattice parameter in the wurtzite structure, which we are going
to call the z direction; thus, the lattice strain is expressed in the
ezz matrix term. This term is shown in Fig. 4 using green, blue
and red filled contours for increasing values of strain. Addi-
tionally, the right-side graph in Fig. 4 shows the average strain
in the vertical direction of the whole image. By looking at this
graph and the contours, we observe that the higher values of
this ezz term are located in the InGaN QW layers.
The inclusion of more indium atoms is related to an increase
of the out-of-plane lattice parameter (ezz 4 0).
8,11,33,40,41 For this
and other types of III–V semiconductor alloys, it is natural to
explain this in terms of the Vegard law. In this framework,
a linear relationship is formulated between the measured lattice
parameter of the alloy and the lattice parameter of the pure
components, as a function of composition. If biaxial strain is
also taken into account in wurtzite InxGa1xN,
41 an equation
allows the extraction of x from experimentally determined
a and c lattice-parameters. Using this equation, we first calcu-
lated x for the lattice parameter in the spacer layer, (a, c) =
(0.319, 0.522) nm, measured by analyzing the FFT in this
region. We obtained a concentration of x = 0.05, in excellent
agreement with the nominal value. Considering this result,
we continued using this equation to assess the indium concen-
tration through the strain map in Fig. 4, which gives the
deformation in the c lattice-parameter. Consequently, the
detected strain values above 2.5% correspond to an indium
content of 20%, above the nominal indium composition in
the QW layers. Moreover, lattice deformations of around 5%
correspond to an indium content of B35%. Such large lattice
deformations are consistently detected in our HAADF images,
in the regions showing a wider bulging of the QW. Conversely,
intermediate strain values (below 2%) are detected for the QW
layers, close to the nominal value of 1.5 nm. Finally, the GaN
barrier regions show more moderate strain (below 1%) at the
detection limit for this analysis.
Fig. 4 A high resolution HAADF image with color filled contours showing the out-of-plane strain matrix element (ezz) resulting from the GPA calculation.
The average values of ezz can be examined in the plot on the right hand side.
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Other authors have reported deformations above 10%, indi-
cating an indium content of B80%, for similar systems in
which In-clustering had been observed.4–7 Our results, and the
homogeneous Z-contrast of the HAADF images indicate that,
if present, a more moderate degree of indium diffusion is
occurring in this particular system. Anyway, when preparing
this work we were aware of the reports stating that In-cluster
formation may be induced by the high irradiation damage in
typical HRTEM experiments.8,11,42 In those cases, InGaN samples
containing similar QW heterostructures present an indium
segregation and separation of phases that is detectable by
examination of time series images. However, recent studies
have postulated that a comparatively small amount of irradiation
damage is suffered by InGaN in a typical HR-STEM observation.33
Moreover, this adds to the fact that no particular In-cluster
formation was detected during our STEM acquisition, for
example, through salt-and-pepper or dot-like contrasts, which
we surveyed by acquiring images of the same regions through
the whole experimental process. Because of this, we relate the
detected ezz gradients to the natural lattice deformation
induced during the growth process.
3.3 Measurement of the band gap energy
Using the data treatment explained in Section 2, the SSD is
retrieved after deconvolution of the ZLP from the original
spectrum, as depicted in detail in Fig. 5a, and the features at
low energy-loss are revealed. We assume that the band gap
signal is at the lowest energy-loss (here B3 eV). The validity of
this assumption was assessed by the simulation of the EELS
intensity using a full-relativistic inelastic scattering calculation
for an 80 nm GaN slab (the measured relative thickness, t/l, is
below 0.9 for the examined regions). These calculations were
carried out as explained in ref. 15, with the diﬀerence that these
time optical data were used as input;43 results are shown in
Fig. 5b.
We first note that the experimental and simulated intensi-
ties near the signal onset are in good agreement up to B6 eV
(see Fig. 5b, black solid line). Above that energy, both inten-
sities diverge a little, as the simulation predicts an increase of
the relativistic contribution. The origin of this divergence is in
the relativistic surface-loss term of the calculation, rather than
in the bulk radiative-loss. Hence, the departure can be related
either to a failure to estimate surface eﬀects, or, rather, a failure
of the optical data (from ref. 43) to predict high-energy dielectric
behavior. Nevertheless, the result confirms that the characteristic
square root shape for the direct band gap transition is the
dominant contribution to the spectral intensity below 10 eV.
Moreover, we are now convinced that, for our experimental
thickness and beam energy, the contributions from surface and
radiative losses are not intense enough as to mask the other
low-energy features.
The three panels in Fig. 6b depict two QW periods, both with
suspected In-diﬀusion regions. The InGaN QWs are apparent in
the HAADF image of the same region, thanks to Z-contrast,
allowing the identification of the origin of the energy-loss spectra
in the simultaneously acquired EELS-SI. Spatially resolved band
gap onset energy values were obtained from the inflexion points
at low energies (between 1 and 10 eV), in each spectra. The
inflexion points were calculated using a normalized and smoothed
derivative of the spectrum, obtained from a Savitzky–Golay filter.
This procedure results in energy values of around 3.1  0.1 eV, as
depicted in Fig. 6a (red filled histogram). The band gap onset
energy for InxGa1xN upon the first approximation is linearly
related to the band gap energy of the pure compounds. The
generally accepted values for these energies are 3.44 eV and
0.77 eV,44–46 for pure bulk GaN and InN, respectively. Following
the Vegard law, our average band gap energy value corresponds to
an indium concentration, x, of around 12.4%. Remarkably, these
band gap energy/concentration values are between, and close to
the mean of the nominal values for the InGaN barriers and QW
layers, of 3.3 eV/5% and 2.9 eV/20%, respectively.
In the pure compounds, both band gaps are direct
transitions.12,19,23,47 In EELS, the energy dependence of the
signal in direct transitions is as SSD / ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃE  Egp near the signal
onset. A fit based on a model containing this square root
function has confirmed this type of band gap in our spectra.
This fitting procedure could be carried out throughout the whole
spectrum image, giving an equivalent result to that obtained
Fig. 5 (a) Detail from the 0–10 eV energy-loss region as in Fig. 1. (b) The
same SSD is compared with the results from a full-relativistic calculation,
performed with optical data.43 These results are the relativistic differential
cross-section (DCS), black solid line, and the non-relativistic DCS, red
dashed line.
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above for the onset energy. However, the inflexion-point procedure
proved to be more reliable, giving a much smaller dispersion of
values.
No spatial correlation with the InGaN QW position was
found, neither using the inflexion point procedure nor using
the model-based fit. We have to consider that spatial delocali-
zation for this interaction is larger than the dimensions of the
multilayer structure constituents.12,48 Hence, these extremely
thin QW layers are eﬀectively rendered invisible to the direct
detection of their band gap properties using a fast electron
beam. Given the beam spreading and delocalization lengths for
the band gap signal it is reasonable to think that the electron
beam interacts with both the InGaN barrier and QW layers as a
whole.22 Arguably, the band gap energy that has been observed
is related to an average band gap signal of the layered system.
This is in contrast with the results obtained by similar studies,8
in which In-clusters of around 3 nm in size presented a sizable
band gap onset energy redshift to around 2.65 eV. This diﬀerent
result could be related to a bigger size and higher indium
concentration of the In-clusters in the samples analyzed in
that work.
Finally, taking into account the reduced size of the InGaN
QW layers, quantum confinement eﬀects could be taking place.
Because of that, an increase of the band gap energy, of t1 eV
for a 1.5 nm wide QW (see eqn (5)), is expected in these layers,
which is not detected. Following the discussion in the last
paragraph, trying to assess the impact of this eﬀect by monitoring
the band gap alone seems hopeless given the large delocalization
of this signal.
3.4 Plasmon analysis
Our interest now is in the plasmon peak and the interband
transitions, features appearing at higher energy-loss than the
band gap. After a Drude model-based fit procedure is applied
pixel-by-pixel to our EELS-SI,16 plasmon energy, EP, and width,
GP, values are measured (see eqn (3)). Fig. 6b presents these
results as histograms andmaps, compared with the simultaneously
acquired map of the HAADF intensity. From an examination of the
histograms, in panel (a), it becomes apparent that the dispersion of
the plasmon energy and width values is smaller than for the
inflexion energy values resulting from the study of the band gap
region. From the maps, we see that the spatial distribution of the
plasmon energy and width shows some contrast in the QW region.
Additionally, the HAADF image shows this region and confirms
that acquisition has not suﬀered much from spatial drift.
Plasmon energy measurement across the QW and barrier
layers yields quite constant values. Only a slight variation range
of 0.2 eV is found, between the wider QW regions and the
barrier layers, at about 19.4 eV and 19.6 eV, respectively.
Additionally, a localized broadening of the plasmon peak in
the InGaN QW layers is detected. GP shows a wider change
range between InGaN QWs and barrier layers of around 1 eV.
Parts of the InGaN QW structures are almost invisible by
looking at the plasmon energy distribution. As for the band
gap, delocalization of the plasmon interaction is an important
factor that needs to be addressed. In this sense, we have to take
into account that the delocalization length for the plasmon
interaction is B1 nm. The nominal size of the QW structure,
1.5 nm, is on the order of this length. On the other hand, for
localized QW regions with larger size well above 3 nm at their
most prominent bulging, a consistent plasmon energy and a
width change range are apparent. Then, it is reasonable to
conclude that these measures correspond to characteristic
properties of these objects.
The determination of the indium concentration in the
multilayer structure from these plasmon measurements is a
controversial matter. For instance, following a linear Vegard
law, considering that for the pure compounds, EGaNP = 19.7 eV
and EInNP = 15.7 eV, the obtained EPInxGa1xN in the InGaN
barrier layers would be of x C 2.5%, an indium content half
the nominal value. However, the InxGa1xN system has been
reported to follow a parabolic version of the Vegard law with
a negative bowing parameter, as in ref. 49 for the band gap
(b = 1.43 eV), and ref. 9 for the plasmon (b = 2.55 eV). In this
sense, b C 2.1 eV would suﬃce to get the nominal In
composition of 5% in the InGaN barrier layers. The value of b
in ref. 9 would indicate indium incorporation in the barrier
layers above the nominal concentration.
The measured plasmon energy for the QW layers, around
19.4 eV, deserves a final comment, as it is far too large for
In0.2Ga0.8N. In a hypothetical system of broader layers with the
same nominal composition, a larger negative gradient of the
plasmon energy in the In-rich regions, of several eV, would be
expected.9 Again, one has to consider the impact of nano-
meter size eﬀects, increasing the ground energy by an amount,
termed the confinement energy, proportional to the inverse
Fig. 6 (a) Histogram showing the dispersion of the inflexion energy (bin
size 0.2 eV), GP, and EP (bin size 0.1 eV); in red, green and blue color filled
areas, respectively. The band gap was measured using the inflexion
method, as explained in the text. (b) From top to bottom, the HAADF
image and maps for EP and GP, from the same region. The spatial resolution
wasB0.3 nm.
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square of the barrier separation (see eqn (5)). As a consequence,
both the band gap and the plasmon energies may experience an
increase of DE t 1 eV for barriers separated by L t 1.5 nm.
With the available information, it is diﬃcult to determine
which eﬀect is responsible for the broadening of the plasmon
peak. So far we have showed that plasmon broadening is
sizable in the thin InGaN QW layers, whereas the plasmon
energy shift is undetectable in these regions. Other studies
showed plasmon broadening independent of the energy shift in
similar systems with strained layers.16 It thus seems that these
two facts support the evidence of a strain driven broadening at
a scale similar to the plasmon delocalization length, through
the enhancement of de-excitation processes. Nevertheless, the
QC eﬀect has also been related to a significant broadening of
the plasmons,50,51 as well as the already considered delocaliza-
tion and strain eﬀects.
3.5 Kramers–Kronig analysis
Kramers–Kronig analysis (KKA) was carried out on the SSD
spectrum images, in order to further explore the electronic
properties of the InGaN structure. Before using the KKA algo-
rithm a standard pretreatment procedure was used to taper the
SSD intensity at high and low energies.15 This procedure is
important for the numerical stability of the KKA algorithm,
which uses fast Fourier transforms (FFTs). These are prone to
errors when the spectral intensity at the energy extrema does
not decay smoothly down to zero. Care was taken to suppress
only the intensity at low energies (below the band gap) proceeding
from the remaining signal after ZLP tail subtraction, which is
mostly noise without any specific physical meaning. This is dealt
with using a Hanning taper to filter the data in this region along
the energy dimension. The intensity at high energy comes from
the plasmon tail and the limited energy range used to acquire it.
We use a power law fit to smoothly extend this decaying tail up to
the next power of two, another important factor in the success of
the KKA algorithm.
Once the SSD spectrum image was treated, a standard KKA
algorithm was used to calculate the complex dielectric function
(CDF).15,17 This calculation relays on prior knowledge of the
refraction index, n, of the material under observation. Precise
knowledge of n in a nanostructure is unlikely, except for
notable exceptions.52,53 For our multilayer structure we lacked
this knowledge, but we assumed we could approximate the CDF
by using the known refractive index of pure GaN, nGaN = 2.4,
12
given the relatively low indium concentration. This assumption
is supported by the fact that EELS measurements in these
regions show only quite subtle variations from those in the
barrier regions. In doing this we estimate that QW regions do
not diﬀer strongly in their optoelectronic properties from the
rest of the multilayer. A complex dielectric function (CDF), e(E),
is obtained from each energy-loss spectrum in the EELS-SI.
Additionally, an estimation of the absolute thickness, t, of the
sampled region is obtained, yieldingB80 nm, in good agreement
with the estimation we made from t/l. A tmap was also obtained,
which is presented later in the next subsection.
A closer look at an InGaN QW region, with greater spatial
resolution, is presented in Fig. 7. A smaller bulging, of about
B3 nm at its widest, is visible in the HAADF image. The
contrast from this QW region is also apparent in the EP map.
The contrast in this map is faint, yet an additional region of
lower EP values appears at the top of the image. Because of its
position, we know that this region is not part of the next QW
period, but rather some localized inhomogeneity in the adjacent
barrier.
After the KKA of this spectrum image was performed, we
explored the calculation of spatially resolved properties. For
instance, the zero-cut energy of the CDF, Ecut, was determined
through a linear fit of the real part of the CDF in the 17–20 eV
energy region, as depicted in Fig. 1. Fig. 7 shows a map of Ecut
Fig. 7 From top to bottom, the HAADF image, EP, Ecut and m* maps, from an InGaN QW region. Note that the growth direction is from bottom to top,
and a dashed line is included in all images to indicate the start of the QW deposition. All images are the result of the same SI acquisition, for which the
pixel size was 0.2 nm.
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together with a map of EP, for comparison. The EP map was
obtained through the model based fit procedure explained
above. These plasmon energy maps show a contrast along the
QW and in the indium diffusion region above it. Additionally,
Ecut seems to have an amplified contrast ofB1 eV, greater than
the B0.3 eV one, which we can see in the EP map.
The good agreement between Ecut and EP was already
expected, as both properties are related to the collective mode
excitation. On the one hand, the determination of EP from the
SSD, through model based fitting, relies on the quasi-free
particle approximation in eqn (3). This model can fail to predict
the true shape of the plasmon peak in EELS to some extent,
because of the presence of interband transitions (see eqn (2)).
On the other hand, plasmon energy determination through Ecut
does not rely on a model and still gives a measure of the energy
for collective transitions. To our knowledge, this approach has
not been exploited in the low-loss EELS literature.
Fig. 8 shows the GP map, extracted from the same analysis as
EP in Fig. 7, in which a broadening of the plasmon is again
observed, localized around the InGaN QW layer. Moreover, the
contrast in this map extends along most of the QW, even
through thinner parts (see dashed line).
3.6 Electron eﬀective mass mapping
We also mapped the electron eﬀective mass, m*, using the
plasmon energy (EP) maps and the CDFs (see eqn (4)). To
perform this calculation, we previously calculated and com-
bined the eﬀective density of electrons at the valence excitation,
neﬀ, and the infinite-frequency dielectric function, eN.
27 The
obtained m* map for the EELS-SI (also in Fig. 7) shows values
between 0.16m0 and 0.14m0. The expected m* values for the
conduction of electrons for the binary compounds are mGaN*B
0.2m0 and mInN*B 0.11m0, where m0 is the electron rest mass.
19
For an InxGa1xN compound, we expect the mInxGa1xN
 value to
typically lie between 0.2m0 and 0.11m0. In terms of absolute
values, the agreement of our calculations with the theoretically
expected values is good. We detect somehow lower values
associated with the presence of wider In-rich regions in the
QW at the center of the image, but there is not enough
information to confirm a consistent spatial distribution of
this eﬀect.
3.7 Ga 3d intensity
In addition to the characterization of the plasmon, we also
examined the Ga 3d transition intensity. Before this could be
done, we needed a method to normalize the spectral intensity,
so that it could be used for approximate elemental quantifica-
tion. In the developed method, we take advantage of the
absolute thickness, t, map obtained from KKA. This map is
included at the bottom in Fig. 8, and portraits the thickness
gradient in the region. Using this knowledge and the ZLP total
intensity, I0, we can normalize the SSD following eqn (1).
Because in this equation the angular term varies slowly for
energies above B10 mrad, this procedure ensures that the
intensity in a normalized SSD is proportional to I(1/e). Note
that the angular factor can be calculated and added if necessary,
for instance, if using a wider integration energy window. We
expect the integral of the intensity below the Ga 3d transition to be
proportional to the gallium concentration, following the Bethe
f-sum rule.17,28
To extract the spectral intensity of the Ga 3d transition,
routine background subtraction on the normalized SSD-SI was
performed, using a power-law fit before B21.5 eV. The Ga 3d
intensity is found in the 22–25 eV spectral range. The intensity
integral in this range is shown in the top panel of Fig. 8. To
calibrate the image we used the average over the first nm in
the growth direction (see arrow in the left hand side), that
presented a relatively homogeneous intensity distribution.
Hence, this region was normalized to 95% gallium, the nominal
composition of the barrier. Square regions are marked in Fig. 8,
using color-coded rectangles. Average line profiles in these
regions, through the in-plane direction, were taken from the
Ga 3d and GP maps. These profiles are portrayed in Fig. 9 with
solid and dashed lines, respectively.
Fig. 8 From top to bottom, the Ga 3d intensity, GP and t maps are from the same region as in Fig. 7. Ga 3d is an integral mapping, subjected to
normalization; hence, in this case no intensity bar is given. Additionally, three color squares over the Ga 3d and GP are used to indicate the regions from
which the averages in Fig. 9 were taken.
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The maps and profiles of the Ga 3d intensity inform us of
the composition of the examined InxGa1xN region. Panels (a)
and (b) in Fig. 9 (solid lines), showcase the left-hand side and
central regions of InGaN QW bulging. Both profiles indicate the
depletion of gallium where the QW was deposited, with a width
of B1.5 nm in (a) and B3 nm in (b). In the central region the
depletion is deeper, the Ga 3d intensity drops to almost 50% of
its maximum value, at the wider part of the bulge. The profiles
indicate some localized diﬀusion region above the QW: gallium
concentration in the region after the deposition of the InGaN
QW is much smaller than in the region before. In contrast,
panel (c) from the right-hand side region shows an abrupt start
of the QW valley, 1.5 nm wide, and a lower degree of indium
diﬀusion. The quantification of the profiles indicates that
InxGa1xN composition at the sides of the QW is close to
x = 0.2 (gallium concentration of 80%), and in the central part
of the bulge the composition is closer to x = 0.5. It seems that
the right-hand side region returns somewhat to the Ga 3d
intensity level at the beginning of the next period. Meanwhile,
the other regions keep a low Ga 3d intensity, indicative of
gradual diﬀusion. The origin and the extent of this eﬀect are
hard to precisely identify from this transmission measurement
taking into account the presence of a sizeable thickness gradient
(see Fig. 7). Finally, a region further above the QW shows
compositional inhomogeneity according to the Ga 3d intensity.
Note that this region is a localized spot inside the barrier region,
not visible in the HAADF image.
The examination of the Ga 3d transition was initially
proposed in ref. 28, in similar samples, characterizing also
the e1 shift and intensity. In our work, the possibilities of using
e1 was naturally explored, as we performed KKA. As expected,
we obtained similar maps as for the normalized SSD intensity
ones, but, with an increased numerical noise which we were not
able to improve. Indeed, the analysis of the SSD is advanta-
geous in the sense that it is performed directly from EELS
measurement without the need for model-based fitting to e1.
Anyway, the success of this method relies on our ability to
normalize the SSD to produce spectra eﬀectively proportional to
I[1/e]. This is only possible if the thickness gradient is small (or
better, negligible), as was our case. In cases where thickness
gradients are important, using e1 may be advantageous, if KKA
is still feasible.
In summary, for the InGaN QW and some localized spots
inside the barriers, we have measured the shift and broadening
of the plasmons. See for instance Ecut in Fig. 7, in which a
consistent plasmon energy shift is detected for the QW, and
also at a separate spot on top of the image, in the barrier region.
Meanwhile, the GP map in Fig. 8 and profiles in Fig. 9 (dashed
lines), show broadening of the plasmon peak in these two
regions. These measurements follow a similar trend to the
Ga 3d intensity (solid lines), indicative of a gradual indium
diﬀusion from the QW, as already commented. Note that this
analysis is in overall good agreement with the strain analysis by
GPA. It has been suggested that broadening of the plasmon
peak may serve as an indicator of strain in nanoscaled
systems.25 Indeed, out-of-plane deformation has been related
to the broadening of the plasmon peak before.13
It is hard to give a precise estimation of the magnitude of
indium diﬀusion to the barriers, although evidence from the 3d
Ga intensity and Z-contrast in the HAADF images suggests that
it is small and occurs at localized spots. In the localized region
on top of Fig. 7, the HAADF contrast is not as bright as for the
QW. Additionally, the strain analysis from GPA shows that the
overall structural inhomogeneity inside the barriers is negligible.
4 Conclusions
We have presented an STEM characterization of a multiple
InxGa1xN QW structure, with QW size at the resolution limit
of the low-loss EELS technique. Atomic resolution HAADF
imaging has been used to observe the QW and barrier layers,
using Z-contrast and GPA strain analysis to obtain structural
and chemical information. These analyses reveal the accumula-
tion of out-of-plane strain and indium species above the
nominal concentration in the QWs, forming wider bulging of
these layers. Since such changes are expected to alter the
electronic properties of these materials, we have proceeded
with the examination of low-loss EELS. In order to produce a
consistent quantitative characterization, we have analyzed all
data in the framework of the dielectric formulation. We have
Fig. 9 In panels (a–c), the Ga 3d intensity (solid lines) and GP (dashed
lines) averaged from the blue, green and red rectangular regions high-
lighted in Fig. 8. As in that figure, an arrow indicates the growth direction,
from left to right, and the dashed line indicates the start of the QW.
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also taken into account the strong spatial delocalization and
possible quantum size eﬀects aﬀecting the low-loss EELS measure-
ments, for these structures with sizes in the nanometer range.
After measuring the band gap energy onset, Eg, in EELS-SIs,
we have found that the QW features are virtually undetectable
with no spatial distribution of the values. Indeed, a larger
delocalization length is expected for this signal. However, the
average Eg value has also been related to the mean indium
content in these layers through the Vegard Law. Additionally,
we have compared our measurements with optical data using
full-relativistic calculations of the EELS intensity.
The plasmon peak has been also analyzed, using a model-
based fit technique to measure its energy (EP) and width (GP). A
consistent shift and broadening of this peak in the InGaN QW
layer were detected, with spatial resolution near to the QW size
range. However, the obtained EP values are well above the
expectation for the suspected QW composition, which we relate
to a quantum confinement eﬀect. Moreover, GP maps exhibit
higher contrast and spatial resolution, which can also be
related to the structural and chemical inhomogeneity in the
layers.
In addition, we have proposed other quantitative parameters
that can be accessed using the same EELS data, after KKA. For
instance, the direct determination of the collective mode energy
threshold as Ecut in e(Ecut) = 0 has been demonstrated. The
results from this procedure seem to improve the plasmon
energy contrast in the QW, in relation to model-based plasmon
shift measurement. Other measurements after KKA, electron
eﬀective mass (m*) and absolute thickness (t), have also been
presented. These m* measurements have been related to the
expected values for the pure binaries.
Finally, we have shown how, after normalization of the SSD,
chemical information can be obtained by examination of the
Ga 3d transition. Maps of the intensity of this transition have
been obtained with a strong contrast in the QW regions. These
gradients can be related to gallium depletion in the In-rich QW
regions. They confirm the chemical information extracted from
HAADF and plasmon measurement.
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