The concept of deadline dependent coding (DDC) 
Quality of Service Using a Probabilistic View
of Real-Time Communication
Deadline Dependent Coding
Within the context of a probabilistic view of real-time constraints, the digital communication problem also has an elegant probabilistic formulation due to Shannon [3] . A fundamental result was formulated in [3] known as Shannon's channel capacity. The channel capacity incorporates into one composite parameter the effects of channel parameters such as thermal noise, constrained bandwidth, and limited signal power. The channel capacity is a fundamental upper limit for the achievable data rate over channels described by these parameters. Considering a wireless radio channel in this perspective, bandwidth is limited since the radio spectrum is a limited natural resource. The radio spectrum is assigned according to strictly enforced rules and thus, a fully utilized frequency band cannot easily be complemented by additional resources. Furthermore, wireless devices are often batterypowered and therefore the transmitted signal power should be limited to prolong battery life. In addition, limited transmit power also limits the inherent interference generated by transmitters in a wireless multiple access system.
The significance of channel capacity is that as long as the communication rate is kept below the channel capacity, an arbitrarily low error rate can in principle be obtained if infinitely long signals are used. From coding theory, we know that most finite-length codes are good, provided they are sufficiently long. Decoding complexity, however, may prohibit the use of codes beyond a certain length. When a real-time communication system is used, we are not only concerned with decoding complexity but also transmission time. The question is how well we can perform when complexity requirements in terms of time to decode and time to transmit have to be considered.
A new type of communication protocols may offer desirable benefits for wireless real-time communication as demonstrated in [4] where deadline dependent coding (DDC) was introduced. The main idea behind the concept of DDC is to make all aspects of the communication protocol deadline dependent. The protocol should also attempt to minimize the required bandwidth, the transmitted energy and the time required to successfully deliver the information. The QoS parameters t DL and P d are mapped onto a retransmission protocol, which plays the role of maximizing the probability of correct delivery before a deadline, using a minimum of resources. The DDC protocol performs a series of transmissions triggered by a retransmission protocol, providing increasingly more information for decoding the closer we get to the deadline.
The principles of DDC are illustrated in Figure 1 . In the beginning of the time window, a message is transmitted. The receiver decodes the message and checks the quality of the decoder output. If the decoder output does not meet a pre-determined quality or reliability level, a retransmission is requested. This procedure will be repeated until the requested level of P d has been achieved. The strength of the coding scheme, the decoder strategy, the guiding principles of the retransmission scheme and the maximum allowed number of retransmissions are all components and features to be designed according to the QoS parameters. The maximum number of retransmissions allowed is determined directly by the deadline while other components are designed to provide the required P d before the deadline. It should be noted that once a request has been accepted by the protocol, the probability of delivering a packet, with the required QoS parameters P d and t DL , is guaranteed to hold.
A retransmission scheme is continuously adapting to instantaneous channel conditions. A series of retrans- 
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Deadline missions is initiated when the channel is bad, thus contributing to the robustness of the protocol, while only a negligible number of retransmissions are required when the channel is well behaved. We may therefore be able to use a relatively short code intended for good channel conditions, thereby saving bandwidth resources. Using a regular scheme where no retransmissions are allowed, we have to use a significantly longer code to get the same performance during bad channel conditions as using a retransmission scheme with a short code. As the channel conditions improve, we must continue to use the same long code, requiring more resources than the immediate channel conditions call for. So far, we have discussed static and dynamic channel properties in terms of error rate and amount of resources used. In a multiple access radio system, multiple access interference (MAI) is encountered. Hence, it is important to limit the interference created by the acting nodes. Consequently, another advantage of a carefully designed retransmission scheme is that we only use the required amount of redundancy suitable for the current channel condition and thus the amount of MAI is reduced. As the deadline approaches, it becomes increasingly more important to get the information delivered regardless of possible undesirable MAI. As a consequence, increasingly more channel resources are allocated in order to meet the probabilistic requirements for delivery before the deadline.
The DDC scheme differs from existing communication protocols in a number of ways. Most importantly, DDC explicitly uses the deadline to control the transmission suite. There are a number of real-time communication protocols, e.g., [5] and [6] that are best effort protocols and consequently do not give any guarantees or explicit predictions on the probability of delivery. Other protocols have been developed, which guarantee hard deadlines [7] , [8] . They depend, however, on a reliable channel, while DDC in contrast strives to maximize the probability of correct delivery over an unreliable channel.
DDC Using Concatenated Codes with Iterative Decoding
From the results in the literature (e.g., [4] - [9] ), the principles of DDC tend to provide a new promising design approach for an efficient and fault-tolerant real-time communication protocol for critical deadline dependent communication over unreliable wireless channels. This work is therefore based on DDC, but incorporating serially concatenated codes with iterative decoding. Concatenated codes using iterative decoding is a way of providing long codes with manageable decoding complexity, [10] , [1] . The iterative decoder is sub-optimal and hence less complex, but for certain channels, it approaches the performance of the optimal decoder in an iterative fashion. The resulting DDC protocol presented here is based on concatenated hybrid automatic repeat request (CHARQ) techniques, creating a flexible and dependable scheme to meet realtime constraints. Each packet has a certain t DL and P d required by the user or the application. These two parameters will be translated into a maximum number of retransmissions allowed and a maximum number of iterations allowed for the sub-optimal iterative decoding algorithm per transmission.
If simple, cheap transmitters and receivers are required, e.g., a mobile sensor with limited battery supply, the mapping of the QoS parameters onto the CHARQ-DDC protocol may be done using a look up table. If the transmitter and receiver can be more costly, the mapping can be done adaptively based on the current estimated channel conditions.
Overview of the Paper
This paper discusses different real-time aspects of the CHARQ-DDC scheme and the corresponding mapping of the QoS parameters. Each component of the CHARQ-DDC scheme is designed with the real-time application in mind. Consequently, the paper initially describes the different components in the scheme and their real-time design criteria. Section 2 contains a description of concatenated coding, iterative decoding, and a stopping criterion for the iterative decoding process in order to keep decoding time and complexity at a minimum. Section 3 describes the retransmission scheme, which is truncated due to the real-time constraints. In Section 4 we combine the contents of the two previous sections and describe the CHARQ-DDC protocol. The benchmark performance results of CHARQ-DDC, obtained by computer simulations, are presented in Section 5, and in Section 6 the results are interpreted from a real-time point of view. Concluding remarks are found in Section 7.
Iterative Decoding for Concatenated codes
Concatenated codes were introduced in [10] as a way of providing long codes with manageable decoding complexity. Serially concatenated codes consist of a cascade of an inner code, an interleaver and an outer code. The interleaver is used as an integral component, [1] , permuting the bits from the outer decoder and thus creating longer, more powerful codes. The concatenated structure allows for a partitioned decoding process, where each component code is decoded separately. A modular iterative decoding strategy is then applied to the corresponding concatenated codes, exchanging information between the two component decoders [1] , Figure 2 . The exchange of a posteriori probability (APP), in terms of so-called extrinsic information [1] , has proven most effective, and thus the inner decoder produces APPs of the inner information symbols, which is then passed through the deinterleaver and used by the outer decoder. The outer decoder, in turn, produces APP information, which is then passed via the interleaver back to the inner decoder. This exchange is recursively continued until a stopping criterion is met. The resulting decoder is suboptimal with respect to optimal maximum likelihood (ML) decoding, but in most cases the result will converge to the ML performance in an iterative fashion.
Optimal ML decoding for the complete code is NP-hard and infeasible for large block lengths. However, the concatenated structure allows for optimal ML decoding of each component code separately. Information from these separate decoding processes is then exchanged between the component decoders in an iterative fashion. Since the component codes have very short block lengths as compared to the total code, a considerable complexity reduction is achieved even for a reasonably large number of iterations. The complexity is increasing linearly with the number of iterations as opposed to exponentially with the interleaver size [11] . In addition, only two relatively simple decoder components are needed rather than the very complex decoder for the total code. So, the concatenated structure enables iterative decoding, an elegant iterative solution to a complicated problem, resulting in substantial complexity reduction [1] .
From a real-time communication point-of-view the total block size is also of concern. It is however possible to cater for a variety of block sizes by selecting appropriate component codes and interleaver sizes. A time and safety critical application benefits from the long powerful code yielding reliable communication, while the processing time of the iterative decoder is kept low. Within a DDC protocol, the iterative decoding algorithm also gives the opportunity to always deliver something to the receiver just before the deadline. We can offer a fast tentative response and progressively provide iterative refinements. This last-minute delivery can be complemented by a measure of reliability or quality of the delivered data based on current APP information.
In an iterative APP decoder, reliability information in terms of APP information or extrinsic information is updated recursively [1] . Initially, there is much to be gained from iterating, but in most cases the performance reaches a point of diminishing returns. The number of iterations needed for convergence varies between packets and is generally not known. A common approach for stopping the iterative decoding process is to allow for a fixed number of iterations. This may lead to unnecessary iterations, or to performance degradation if the process is terminated prematurely. Applying a performance based stopping criterion these problems can be addressed. The convergence behavior of iterative APP decoding algorithms has been paid considerable attention recently. In [12] the average behavior of the output extrinsics as a function of the number of iterations is studied for parallel concatenated codes. Here, the extrinsic information is translated into equivalent log-likelihood ratios (LLRs), which provides a one-to-one mapping of extrinsics onto a scalar LLR [1] . A stopping rule based on thresholding the average LLR over a packet is found to be efficient. In this work, we consider the approach for serially concatenated codes. It should be noted that other methods, such as using an additional error detection code or using the error detection capabilities of the constituent codes might also be used. We have chosen the average LLR threshold because it is simple and provides information about the current error rate.
The stopping criterion is intended to stop the iterative process once the mean LLR is above the threshold, however, if the decoding algorithm does not converge for a specific packet, this may never happen. As we are dealing with real-time communication we must have an upper limit on the time to decode a packet. Since the decoding complexity, and hence the time required to deliver a packet with sufficient quality, is directly related to the number of iterations, we consequently need to have an upper limit on the number of iterations. Examining the convergence behavior in a concatenated system, it is generally noticed that for a majority of packets, convergence is observed after a fixed number of iterations. Consequently, in this work the maximum allowed number of iterations is set accordingly. A non-negligible number of packets may, however, converge after less iterations.
Automatic Repeat Request
In a packet based system, an Automatic Repeat reQuest (ARQ) scheme [13] can be used. Whenever a packet arrives, the receiver may choose to reject the packet, and instead request a retransmission through a feedback channel. To determine whether or not a retransmission should be requested the receiver checks the quality or the reliability of the received packet. One of the main to the channel components in a DDC protocol is the retransmission scheme. Since we consider a time-limited channel, we must limit the number of retransmissions, hence the ARQ system becomes truncated [14] . The maximum number of retransmissions allowed is chosen according to the deadline.
A Hybrid ARQ (HARQ) scheme, first suggested in [15] , uses an error control code in conjunction with the retransmission scheme. Consequently, it tries to decode the received code word first and only requests a retransmission if the uncertainty of the decoding decision is considered too high, i.e., if the decoder output is below a certain reliability threshold. There are different methods of determining whether a decoding decision is sufficiently reliable and hence different criteria for requesting a retransmission. The choice of method significantly affects the character of the retransmission scheme. When an error detection code, e.g. a cyclic redundancy check code (CRC) [16] , is used for requesting a retransmission we have a two-code approach since two different codes are concatenated [10] for HARQ purposes. Alternatively, in a one-code approach, e.g., [17] , reliability information within the decoding process is identified and used to determine whether we need a retransmission or not.
In a pure ARQ scheme, rejected packets are discarded. Previously received packets may, however, be used for socalled packet combining, in order to improve performance. There are two major types of packet combining, diversity combining, [18] , and code combining, [19] . Diversity combining is in general done before the decoder whereas code combining is generally done within the decoder.
Concatenated Hybrid ARQ
By Concatenated Hybrid ARQ (CHARQ) we mean a HARQ scheme using concatenated codes as the error control code, but also using concatenation between retransmissions. Now, soft extrinsic information may also be passed between retransmissions to be used in the iterative decoding process. The concept of concatenated HARQ is a relatively new principle. The first time a turbo code, i.e. a parallel concatenated code with iterative decoding, was used in a HARQ scheme was in [20] . The turbo code is applied in a two-code approach, where an outer error detection CRC code is used both for terminating the iterations and for generating retransmission requests.
The CHARQ protocol presented here is a HARQ scheme based on serially concatenated block codes. The convergence behavior of the iterative decoder yielding the average LLR threshold stopping criterion is used to define the applied retransmission criterion. Consequently, we have a one-code approach where a retransmission is requested when the iteration-stopping criterion is not fulfilled after the maximum allowed number of iterations. Since the retransmission scheme is intended for wireless real-time applications, the number of retransmissions is limited and the ARQ scheme becomes truncated. The final decoder results are always delivered prior to the deadline, regardless of quality.
We apply the diversity combining technique equal gain combining [21] . This implies that the receiver just averages over all received copies of a packet to produce a combined packet for decoding. This requires a slightly more complex decoder, since the erroneous copy has to be stored to enable the combing procedure.
Since the error control code used in this HARQ scheme is a concatenated code with iterative decoding, another kind of packet combining technique is also possible. The extrinsic information of the code bits, co, from the outer decoder, Figure 3 , which when interleaved is the same as the a priori information on the information bits, ii, to the inner decoder, can be saved and used as a priori information when decoding the new copy, r 1 , of the packet received from a retransmission, [20] . The extrinsic information to the inner decoder from the previous transmission is denoted 0 iir in Figure 3 . It should be noted that the information saved from the previous retransmission is only used once and we will have a new updated value in the next iteration.
The strategy of saving the extrinsic information can be seen as a code combining technique. The process of saving the extrinsic information requires no extra memory since this information is already saved to be passed and updated between the decoders. It is simply not reset when a new copy of a packet arrives. The strategy of saving the extrinsic information can also be seen as a doping procedure to speed up convergence of the iterative decoder, [22] . The concept of doping is based on providing side information to the decoding process. The extrinsic information from the decoding process of the previous transmission constitutes useful side information. The use of prior knowledge leads to a constructive bias, speeding up convergence. Considering the strategy of saving the extrinsic information as a doping operation, equal gain combining may be used in conjunction with the saved extrinsic information, leading to joint diversity and code combining. 
Performance Results
We have used binary phase shift keying (BPSK) modulation [2] throughout this work, as it is a commonly used method in many existing hardware platforms. A simple and frequently used mathematical model for the communication channel is the additive white Gaussian noise (AWGN) channel [2] which models thermal noise present in all electronic equipment. Further, we consider serially concatenated block codes based on two binary Reed Solomon RS(7,3) codes with a pseudo-random interleaver of size 945 used in conjunction with the ARQ protocol [23] . An error free feedback channel is assumed throughout this work.
In a wireless communication system amplitude fluctuations due to variations in the radio propagation environment are commonly experienced [21] . However, since this paper is mainly focusing on the development of a powerful iterative DDC scheme intended for real-time communication rather than its strict real-time performance analysis, we consider a static AWGN channel for benchmarking the protocol design. For this purpose it is also convenient to assume an error free feedback channel. The reported performance experiments therefore represent best-case limits rather than examples of performance over specific wireless channels.
The maximum number of iterations was chosen, based on simulation results, to be seven and the maximum number of retransmissions allowed was chosen to be four. Consequently, the maximum number of iterations that can ever occur is 7 ⋅ 5=35, yielding an upper bound on the E N all the curves tend towards the regular scheme without ARQ, since the probability of a retransmission tends to zero. For very low SNR, the curves of the different schemes are also on top of each other, since the probability of a retransmission tends to one. Virtually all transmissions are rejected and thus there is nothing to gain from a retransmission since the final packet must be accepted. The region between these two extreme values, however, is the working area of the ARQ schemes and a noticeable gain can be observed. The reason for showing the different truncation lengths in one figure is to see the improvements when more time is allocated to allow for additional retransmissions. At high SNR, a loss in performance due to the stopping criterion can be observed. This is a result of the fact that the threshold is fixed for all values of SNR. The performance in terms of BER for a particular stopping criterion should, however, be compared to the number of iterations actually needed. It can be concluded that, although we have a considerable performance loss for high SNR, the average number of iterations needed to fulfill the stopping criterion is low [23] . It follows that we gain realtime benefits at the expense of BER performance. A truncated ARQ system offers most improvement in the region where the initial probability of retransmission is relatively high at the same time as the probability for accepting a packet within the allowed number of retransmissions is high. This is the case for the region 0-1.5 dB [23] . Consequently, in this region, the stopping criterion is good since we obtain faster convergence at virtually no performance loss. It follows that even though the chosen stopping criterion has an error plateau at 1.5-2 dB, it is still relevant in the SNR area where we expect to operate.
In Figure 5 the BER for the same schemes are shown, but now the extrinsic information is saved and used when decoding after a retransmission. It can be seen that the BER for low SNR is improved as compared to the case in Figure 4 without any packet combing technique. Note that the curves representing a regular scheme with no ARQ in both Figure 4 and Figure 5 are the same since no packet combining is made for these curves and the same stopping criterion is used. When equal gain combining is applied, additional memory is required to store erroneous copies used in the combining process, but the gain in terms of BER is considerable as can be seen in Figure 6 . In the region from 0-1 dB, it is observed that the BER increases when the SNR is increasing. However, the SNR is defined here with reference to a regular scheme without retransmissions. An ARQ scheme has an effective SNR, which is related to the average number of retransmissions. Equal gain combining makes use of old copies pertaining to the same packet, and hence constructively exploits the increased effective SNR. Going from 0 dB to 1 dB, more and more transmissions are considered reliable after the first transmission as opposed to the second transmission [23] , and thus, the effective SNR decreases, even though the reference SNR increases. Consequently, a scheme using an increased effective SNR to improve performance will also suffer when the effective SNR is reduced. This together with the imperfect stopping criterion explains the increase in BER observed between 0 dB and 1 dB.
In the region from 0 dB to 1.5 dB the schemes using between one and four retransmissions have identical performance and their curves are on top of each other. From 2 dB to 3 dB all five schemes are the same since the probability of a retransmission is zero. At -1 dB, however, we only have data from the regular scheme and the scheme allowing one retransmission. This is due to the very low probability of errors occurring in a scheme using equal gain combining of two retransmissions or more. We simply have not encountered any errors during this simulation.
We now have the question of whether saved extrinsic information may improve the equal gain combining technique or speed up the convergence of the iterative decoder. Observing the BER of a scheme using equal gain combining, while simultaneously saving the extrinsic information, we see no immediate improvement, but can, however, conclude that the inclusion of the extrinsic information does not reduce performance in terms of BER.
The performance of an ARQ scheme is usually measured both in terms of BER and in terms of throughput. In our case we are not only concerned with the number of retransmissions, but also the number of iterations made for each retransmission. We want to know if the packet combining technique considered improves both the throughput and the convergence speed. First we compare the scheme saving the extrinsic information to that where no packet combining technique is used. The relative frequency of occurrence of each iteration is plotted in Figure 7 . Note that after seven iterations a retransmission occurs. Consequently, iteration number eight in Figure 7 corresponds to the first iteration of a newly received retransmission. The black columns in Figure 7 correspond to the scheme discarding erroneous copies of a packet. When a new packet arrives, the iterative process is restarted. This can be seen as a staircase characteristic with a step every seventh iteration, starting at one since each new packet requires a few iterations to converge. The lighter columns correspond to the scheme saving the extrinsic information. The number of iterations decreases smoothly due to the fact that the decoder does not have to restart every time a retransmission arrives. Note that the results for the first seven iterations are the same for the two different schemes, as no retransmissions have yet occurred.
In Figure 8 the equal gain combining schemes are compared in a similar way. Here, one scheme is using the saved extrinsic information and the other scheme is not. The most noticeable difference between Figure 7 and Figure 8 is that equal gain combining significantly reduces the number of iterations. For the first seven iterations in Figure 8 the two schemes are the same, since no retransmissions have been made and hence no packet combining is performed. However, we can still see an improvement in the convergence speed when the extrinsic information is saved and used, since the columns for iteration nine and ten have a lower frequency for this scheme. Additional results, together with a more detailed analysis can be found in [23] . Clearly, the best performance results are obtained when equal gain combining is applied. Therefore, this technique should be used whenever the increased complexity required to store erroneous copies of a packet is affordable. Saving the extrinsic information does not require any increase of the decoder complexity but still improves performance regardless of whether equal gain combining is used or not.
In Figure 7 and Figure 8 the relative frequency of occurrence for each iteration is given as measure of decoder complexity. The x-axis may also be seen as a measure of logic time. However, when a real-time scheme is considered, the transmission propagation time has to be taken into account. Consequently, an iteration cannot be compared directly to a retransmission. In the bar charts on relative frequency of occurrence for each iteration, one may use one time unit to make one iteration, while a retransmission with a following iteration takes, for example, five time units.
Mapping the QoS parameters to the DDC scheme
The principles of DDC are illustrated in Figure 1 . The number of retransmissions, the retransmission criterion and the packet combining technique are features that will all affect the DDC scheme in different ways. As stated before, in the beginning of the time window, a message is transmitted. The iterative decoder tries to decode the message while checking the stopping criterion. If it reaches the maximum allowed number of iterations, a retransmission is made. This procedure will be repeated until the requested level of P d has been achieved.
From the bar charts in Section 5 we have the probability of each iteration occurring and from the BER curves we have the probability of bit error for different truncation lengths. Combining these two diagrams, we can plot the probability of correct delivery before deadline, P d , as a function of time [9] . We assume again an error free feedback channel and we do not take into account the possible variations in transmission time of a packet, as these factors will affect the compared schemes equally. For example, the time it takes for each transmission or retransmission may vary due to traffic intensity, buffer sizes, propagation environment, etc. These statistical variations become part of the constraints imposed on the protocol design, affecting the QoS parameters through P d. Selecting a specific time duration for each transmission translates into a probability for the transmission to be completed within the duration. The corresponding analysis is therefore strongly dependent on specific implementation issues and thus, here we adopt the concept of logical time. The true transmission time in a statistical representation will affect all the considered schemes equally and hence merely correspond to a scaling of the x-axis in some manner. In addition we do not put an absolute value on the time to perform one iteration, since it will be hardware dependent.
In Figure 9 four different schemes are compared, scheme A, where erroneous copies of a message are discarded, scheme B, saving the extrinsic information, scheme C, using equal gain combining and finally scheme D, using both equal gain combining and saving the extrinsic information. All the schemes have curves with a staircase characteristic. The length of a step in the staircase depends on the time to do one iteration and, in case of a retransmission every seventh iteration, the transmission time together with the time to do one iteration. The height of each step yields the performance improvement. For each iteration some additional bits can be successfully decoded and results in a new step. For the first seven iterations or steps the performance of the schemes are the same since no packet combining can be done until a retransmission has occurred. As iteration number eight is the first iteration of a newly received packet, this is where we can see a difference between the schemes. Scheme A, which discards erroneous copies of a message, will actually lose in performance in the beginning when a retransmission is requested. This is due to the fact that the whole packet is deemed erroneous and hence even correctly decoded bits will be discarded. Scheme B on the other hand does not have to restart but uses the saved extrinsic information; hence a better performance is achieved faster. Scheme C and D both use equal gain combining and the gain at the eighth iteration is considerable. Scheme D also uses extrinsic information to speed up convergence and we can conclude that the procedure does actually achieve slightly better performance faster. However, it is only for the first few iterations, after which performance is virtually identical. Recall that the extrinsic information is only used once, i.e. in iteration number eight, fifteen, and so on.
It should be noted that at every step there is an increased probability that the packet is correct and retransmissions will cease. Hence, using all allowed retransmissions and iterations is in fact the worst case. Most of the time we will stop earlier because the stopping criterion is fulfilled. The BER should be considered as a mean of all trials in the simulation regardless of when the stopping criterion for each trial is fulfilled.
The P d is obviously SNR dependent. The retransmission scheme can handle temporary amplitude fluctuations due to channel noise, but if the conditions deteriorate over a longer period of time, the protocol should adapt accordingly. Some knowledge of the current channel conditions is available in most wireless communication system, and consequently can be used to guide the selection of the DDC protocol components in terms of coding and decoding strategies, ARQ scheme, and retransmission strategy such that the required QoS is maintained.
The QoS parameters will thus translate into the maximal number of retransmissions allowed and the number iterations permitted for each retransmission, given the components of the DDC protocol. If the requested P d can be achieved after the number of iterations and retransmission given by the t DL -the request is accepted. If the request is rejected the application can renegotiate by stating a lower value on one or both of the QoS parameters. Depending on the application in question one may choose to prolong the deadline or reduce the requested P d . If, for example, we have a sensor value that is over-sampled but the correctness is critical one may chose to prolong the deadline. A multimedia application may, on the other hand chose to reduce the requested P d in order to meet the required deadline.
The mapping of the QoS parameters can be done using a lookup table or, if more advanced structures are allowed the mapping can be done in runtime. The latter will of course enable additional flexibility by continuously adapting to channel variations. Which packet combining method to use is determined at design time by the complexity requirements and the memory resources allowed for the decoder.
Conclusions
We have put forward a framework for transmitting realtime data over a radio channel based on the Quality of Service parameters deadline (t DL ) and probability for correct delivery before deadline (P d ), using a scheme called CHARQ-DDC. The required values for the deadline and the probability of correct delivery can be negotiated by the application, thus forming a transmission mechanism allowing flexible admission control. Serially concatenated codes with iterative decoding were incorporated into a DDC scheme. The stopping criterion for the iterative decoding process was used as a retransmission criterion constructing a concatenated hybrid ARQ scheme with iterative decoding. The goal was to reject packets with slow or no convergence early and request a retransmission to hopefully receive a packet with fast convergence. Two different packet combining techniques for the CHARQ scheme were presented and evaluated. Initially the diversity combining technique equal gain combining was applied, resulting in substantial performance improvements. However, since the CHARQ system is based on serially concatenated codes using iterative decoding, a different category of packet combining techniques can be used. The iterative decoder passes extrinsic information between its constituent component decoders, which can be saved from one transmission and then used in the decoding process of a retransmission. This technique can be viewed as a code combining technique, and using it leads to performance improvement in terms of BER and convergence speed at very low additional cost in decoder complexity. Saving the extrinsic information to use in the decoding process of a retransmission can also be viewed as a doping operation of the iterative decoder and with this observation in mind, it can be used in conjunction with equal gain combining. It is concluded that the extrinsic information does speed up the convergence process of the iterative decoder.
The QoS parameters were then mapped onto the CHARQ-DDC protocol to create a fault-tolerant scheme in presence of communication errors. The mapping of the QoS parameters to the CHARQ-DDC scheme allows a flexible admission control.
