In this paper, we design a semi-implicit scheme for the scalar time fractional reactiondiffusion equation. We theoretically prove that the numerical scheme is stable without the restriction on the ratio of the time and space stepsizes, and numerically show that the convergent orders are 1 in time and 2 in space. As a concrete model, the subdiffusive predator-prey system is discussed in detail. First, we prove that the analytical solution of the system is positive and bounded. Then we use the provided numerical scheme to solve the subdiffusive predator-prey system, and theoretically prove and numerically verify that the numerical scheme preserves the positivity and boundedness.
Introduction
Mathematically, the reaction-diffusion systems take the form of semi-linear parabolic partial differential equations. Usually, in real world applications, the reaction term describes the birth-death or reaction occurring inside the habitat or reactor. The diffusion term models the movement of many individuals in an environment or media. The individuals can be very small particles in physics, bacteria, molecules, or cells, or very large objects such as animals, plants. The diffusion is often described by a power law, x 2 (t) − x(t) 2 ∼ Dt α , where D is the diffusion coefficient and t is the elapsed time. 1 In a normal diffusion, α = 1. If α > 1, the particle undergoes superdiffusion, and it results from active cellular transport processes. If α < 1, the phenomenon is called subdiffusion, it can be protein diffusion within cells, or diffusion through porous media. This paper concerns the subdiffusive reaction-diffusion system, which corresponds to the classical reaction-diffusion equation with its first order time derivative replaced by the α−th order fractional time derivative.
As an important concrete example, we detailedly discuss the subdiffusive predator-prey model. All living things within an ecosystem are interdependent. A change in the size of one population or the environment they live affects all other organisms within the ecosystem. This is shown particularly clearly by the relationship between predator and prey populations. Cavani and Farkas 2 introduce diffusion to the Michaelis-Menten-Holling predator-prey model. Then the more general models are considered 3,4,5 . Here we further discuss the Michaelis-Menten-Holling predatorprey model with the subdiffusive mechanism 6 :
x ∈ (l, r), t > 0,
, x ∈ (l, r), t > 0, (1.1) with the positive initial conditions and the homogeneous Dirichlet boundary conditions N (l, t) = N (r, t) = P (l, t) = P (r, t) = 0, (1.2) or the homogeneous Neumann boundary conditions (∂N (x, t)/∂x)| x=l and r, respectively = (∂P (x, t)/∂x)| x=l and r, respectively = 0, (1.
where a, σ, and β are positive real numbers, and 0 < γ ≤ δ. We prove that the analytical solution of (1.1) and ((1.2) or (1.2 ′ )) is positive and bounded. For the analytical solution of the subdiffusion equation, the reader can refer to Refs. 7, 8, 9, 10, 11, and the references therein. There are also some works for the numerical solutions of subdiffusion equations, e.g., Refs. 12, 13, 14, 15, 16, 17 . In particular, Zhang and Sun develop the semi-implicit schemes for the subdiffusive equations 18 . For the past few decades, the semi-implicit schemes are widely used in various complicated time dependent non-linear equations. Usually the semi-implicit schemes use two time levels; in time level 1, the nonlinear terms are explicitly computed, and then to implicitly solve the high order linear terms. The expected advantage of the semi-implicit scheme is that as the nonlinear terms are computed efficiently but not losing good numerical stability. Here, we construct the semiimplicit scheme to numerically solve the subdiffusive reaction-diffusion equation. The stability of the numerical scheme is strictly proved, and it has no restriction on the ratio of the sizes of space steps and time ones. The convergent orders 1 in time and 2 in space are theoretically obtained and numerically verified. Moreover, we use the provided scheme to numerically solve the subdiffusive predator-prey model. We show both theoretically and numerically that it preserves the positivity and boundedness of the solutions of the subdiffusive predator-prey model.
The outline of the paper is as follows. In Section 2, we propose the time fractional semi-implicit scheme for the subdiffusive reaction-diffusion equation. We discuss the stability and convergence of the proposed scheme in Section 3, and prove that the temporal approximation order is 1 and the order in space is 2. In Section 4, we first prove the positivity and boundedness of the solution of the subdiffusive predatorprey model, then certify that the numerical scheme preserves its positiveness and boundedness. In Section 5, we perform the numerical experiments to confirm the convergent orders and positivity and boundedness preserving. We conclude the paper with some remarks in the last section.
Scheme for the subdiffusive reaction-diffusion equation
We first consider the following scalar subdiffusive reaction-diffusion equation:
with x ∈ Ω = (0, 1), 0 < t ≤ T , 0 < α < 1, the initial condition 2) and the boundary conditions
where
is the time fractional Caputo derivative defined as
For ease of presentation, we uniformly divide the spacial domain Ω = (0, 1) into M subintervals with stepsize h and the time domain (0, T ) into N subintervals with steplength τ . Let
and define
as the discrete time fractional derivative 16 , where b j = (j + 1)
−α . There exists the following error estimate between (∂ α u(x i , t)/∂t α )| t=tn and D And it is well known that δ 2 x u j i is the 2nd order central difference approximation of ∂ 2 u(x, t)/∂x 2 at (x i , t j ). Replacing n by n + 1, Eq. (2.6) can also be recast as
Combining (2.5) and (2.7), we design the semi-implicit finite difference scheme of (2.1) as 8) where i = 1, 2, · · · , M − 1 for boundary condition (2.11), and
From (2.2) the initial condition is specified as
and from (2.3) or (2.3 ′ ) the boundary conditions are given as
namely, the central difference discretization is used for the Neumann boundary.
3. Stability and convergence of the numerical scheme (2.9)-(2.11)
Now we discuss the stability and convergence of the numerical schemes, first we analyze the numerical stability. Let U n i be the approximate solution of the numerical scheme (2.9)-(2.11), and denote ǫ n i = U n i − U n i . From (2.9), we immediately obtain
1) while the perturbation errors of boundary conditions are
Throughout the paper, we assume that the function f satisfies the local Lipschitz condition with the Lipschitz constant L, namely,
. Numerical stability result is as follows.
Theorem 3.1. The numerical scheme (2.9)-(2.11) is stable and there exists
3)
Proof. We prove this theorem by mathematical induction. Taking n = 0 in (3.1), we have
Multiplying both sides of (3.4) by hǫ 1 i and summing up, there exists
Then we obtain
it can be easily checked that this means (3.3) holds for e 1 . Now supposing (3.3) holds for e 1 , e 2 , · · · , e n , we prove
Just as the above process, multiplying both sides of (3.1) by hǫ n+1 i
and summing up, we get
Then, there exists
Theorem 3.2. Let u(x i , t n ) and U n i be the exact solutions of the subdiffusive reaction-diffusion equation (2.1)-(2.3) and of the numerical scheme (2.9)-(2.11), respectively, define ε
n satisfies the following error estimate:
Proof. According to equation (2.8), we know
By Lemma 2.1, there exists a positive constant C, such that
and it is well known that
Thanks to the Lipschitz continuity of f with respect to u, we have
Based on (3.7)-(3.9), there exists
as r n+1 i
, we get
Similar to the proof of Theorem 3.1, taking n = 0 in (3.10), multiplying both sides of (3.10) by hε 1 i , summing up and directly calculating, there exists
Now suppose that
holds for m = 1, 2, · · · , n, then we prove that it holds for E n+1 . Similarly,
Dividing by ||E n+1 || at both sides, we conclude that
According to (3.11) , combining with b
Notice that
Together with b
1−α and (n + 1)τ ≤ T , we obtain
Remark 3.1. The above analysis focuses on scalar equation, but it can be easily extended to the vector one. Take (1.1) as an example, and denote the nonlinear term of the first equation as f (N, P ) and the nonlinear term of the second equation
, and using the following simple trick
and
for m = 1, 2, · · · , n, by the analysis similar to Theorem 3.2.
Remark 3.2. The above analysis is for L 2 estimates, and we hope that the H 1 estimates can be obtained in the near future, but it needs more delicate tricks to dealing with the nonlinear terms. In fact, there are already the H 1 estimates for the linear equations 15 .
Positivity and boundedness of the analytical and numerical solutions of the subdiffusive predator-prey model
In this section, we first prove that the analytical solutions of (1.1)-(1.2) are positive and bounded, then demonstrate that both the numerical schemes (2.9)-(2.10) with (2.11) and with (2.13 ′ ) preserve their positivity and boundedness when utilized to numerically solve (1.1)-(1.2) and (1.1) and (1.2 ′ ), respectively.
Maximum principle for analytical solutions
For analyzing the properties of the analytical solutions, we introduce the following maximum principle. The considered equation is
where Ω T is a bounded domain with Lipschitz continuous boundary.
is the solution of (4.1), then the non-negative maximum (resp. non-positive minimum) value of u(x, t) in Ω T (if exists) must reach at the parabolic boundary Γ T , namely
In fact, if the non-negative maximum value of u(x, t) is not at the boundary Γ T and f (x, t) ≤ 0, then there exists a point (x * , t * ) ∈ Ω T such that
Let b > 0, for any ε > 0, we introduce the auxiliary function
On the one hand, we know that, for any (x, t) ∈ Ω T , v(x, t) satisfies
where E α,β (z) is the Mittag-Leffler function. At the maximum point (x * , t * ), ac-cording to the definition of Caputo derivative, we have
where τ = t * /n, b j is defined in (2.6), and
. Together with
which is contradictory with (4.3). Similar analysis can be done for the case f (x, t) ≥ 0. So, from the above analysis, we arrive at Theorem 4.1.
Remark 4.1. If we take the initial condition of (4.1) as u(x, 0) = 0, and its boundary conditions are Dirichlet's and homogeneous, then from Theorem 4.1 we have u(x, t) ≤ 0 when f (x, t) ≤ 0 and u(x, t) ≥ 0 when f (x, t) ≥ 0. The same results still hold if the homogeneous Neummann boundary conditions are used, since the maximum (minimum) value of u(x, t) at the boundary is non-positive (nonnegative) under the homogeneous Neummann boundary conditions. In fact, if the maximum value of u(x, t) at the boundary is positive, suppose it is located at the left boundary (similar analysis can be done if at the right boundary) and denote the one closest to the line t = 0 by u(x l , t * ), then for any given sufficiently small ε, there exists
∂u(x,t * ) ∂x | x=x l = 0. So there exists sufficiently big M > 2 and small δt > 0 such that
Now consider (4.1) in the domain Ω * = {(x, t) |ξ ε < x < x l + ε; 0 < t < t * }, obviously the maximum value of u(x, t) still is obtained at the parabolic boundary Γ t * of Ω * . Furthermore, if taking ε small enough, then the maximum value is located in the domain Γ t * ∩ Ω * ε . Now at the maximum point,
Positiveness and boundedness of the analytical solutions
Using the upper and lower solutions method, we prove the positiveness and boundedness of the analytical solutions (1.1)-(1.2) and (1.1) and (1.2 ′ ). First, we introduce the definition of the upper and lower solutions. 
suppose thatũ i (x, t) and u i (x, t) satisfy 6) and f 1 (·, ·) is quasi-monotone decreasing, f 2 (·, ·) is quasi-monotone increasing, and
then U (x, t) = (ũ 1 (x, t),ũ 2 (x, t)) and V (x, t) = (u 1 (x, t), u 2 (x, t)) are respectively called upper solution and lower solution of the system (4.4).
Theorem 4.2. Suppose {f 1 , f 2 } is mixed quasi-monotonous and Lipschitz continuous with respect to u 1 and u 2
where L is constant. If the upper and lower solutions, U (x, t) and V (x, t), satisfy V (x, t) ≤ U (x, t), then (4.4) has a unique solution in [V (x, t), U (x, t)].
Proof. See Appendix A. L 1 ) , where L 1 > 1/γ. First, it is needed to check that f is quasimonotone decreasing function and g is quasi-monotone increasing function. Since the derivatives of the nonlinear terms are
it is obvious that f is decreasing w.r.t P and g is increasing w.r.t N . At the same time, it can be noted that both (1.2) and (1.2 ′ ) satisfy the conditions (4.5) directly. And it can be easily checked that the upper solution U (x, t) = (Ñ (x, t),P (x, t)) = (1, L 1 ) and the lower solution V (x, t) = (N (x, t), P (x, t)) = (0, 0) satisfy 
Positiveness and boundedness of the numerical solutions
We show that the numerical schemes (2.9)-(2.13 ′ ) preserve the positiveness and boundedness of the corresponding analytical solutions of (1.1)-(1.2 ′ ). First, for (1.1) with the initial conditions N (x, 0) ∈ (0, 1] and
γ , for any x ∈ (l, r), we have its discretization scheme
We use the induction method to prove 0 < N n i ≤ 1 and 0 < P ). When C α ≤ 1, it's easy to obtain 15) and
Owing to (4.11), (4.12) and (4.15), when C α < min{
(4.17)
In the similar way, owing to (4.13), (4.14) and (4.16), when 
2 .
Then we get
, which still hold even at the boundary, including the Dirichlet and Neummann boundaries. This is contradictory with the assumption that N 
Then we get N n+1 l
, which still hold even at the boundary, including the Dirichlet and Neummann boundaries. This is contradictory with the assumption.
Similarly, we can verify that 0 < P n+1 i ≤ L 1 .
Numerical experiments
We present the simulation results of the schemes (2.9)-(2.11) for Dirichlet boundary and (2.9)-(2.10) and (2.13 ′ ) for Neummann boundary to verify all the above theoretical results. In particular, the subdiffusive predator-prey model (1.1) with homogeneous Neummann boundary conditions (1.2 ′ ) is simulated, and the pictures are displayed. Example 5.1 and 5.2 numerically confirm the unconditional stability of the numerical schemes and first order convergence in time for any α ∈ (0, 1). Example 5.3 is for the subdiffusive predator-prey model with specified initial and boundary conditions.
In the computations of Examples 5.1 and 5.2, we take the spacial steplength h = 0.0005, which is small enough so that the spacial error can be neglected for obtaining convergent rate in time direction. The errors are measured at time T = 1 and by l ∞ norm. And α is, respectively, taken as 0.3, 0.6 and 0.9.
Example 5.1. For (2.1)-(2.3), we take its exact analytical solution as
and the non-linear term as
Then, on the right hand side, we need to add the forcing term 
We still use (5.2) and (5.4) as the non-linear term and initial condition, respectively. And the following forcing term is needed to add to the right hand side of the equation, 1.009537078571210e − 004 0.99120 We focus predominantly on displaying the properties of the numerical solutions for different time fractional order α, see Fig. 1, Fig. 2, and Fig. 3 .
Conclusions
We introduce the unconditional stable semi-implicit numerical schemes for subdiffusive reaction diffusion equation with Dirichlet boundary condition and Neummann boundary condition, respectively. And the subdiffusive predator-prey model is detailedly discussed. We prove that its analytical solution is positive and bounded. Then we show that the proposed numerical schemes preserve the positivity and boundedness of the analytical solutions. The extensive numerical experiments are where L is the maximum of Lipschiz constants of f 1 and f 2 . Subtracting (4.7) and (4.8) from (A.1) leads to
2 ) ≤ 0
According to the maximum principle Theorem 4.1 and Remark 4.1, we know that
, and then that the nonlinear term f 1 is quasi-monotone decreasing results in
In a similar way we also get
So, together with (A.2)-(A.5), the iteration (A.1) implies
Then there existsū
Recalling the iteration (A.1) again, we deduce
≤ L · (u Defining w 1 =ū 1 − u 1 , w 2 =ū 2 − u 2 , we have known w 1 ≥ 0 and w 2 ≥ 0 from above discussions. According to the iteration, we can obtain
= L · (w 1 + w 2 ). . This process can be continued for any finite times, so we obtain w ≡ 0 in Ω T for any T .
Combining with the known w 1 ≥ 0 and w 2 ≥ 0, w ≡ 0 implies w 1 ≡ 0 and w 2 ≡ 0. Then we getū 1 = u 1 andū 2 = u 2 . Setting u i (x, t) =ū i = u i , i = (1, 2), then u(x, t) = (u 1 , u 2 ) solves (4.4).
Next we prove the uniqueness of the solution.
Suppose that there exists another solution u ′ (x, t) = (u i (i = 1, 2). On the one hand, since u ′ (x, t) can be considered as an upper solution, according to V (x, t) ≤ u ′ (x, t), we know u ′ (x, t) can also be considered as a lower solution, according to u ′ (x, t) ≤ U (x, t), we know lim k→∞ū 
