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Polynuclear transition metal complexes such as the P-cluster and the FeMo-cofactor of nitrogenase with eight
transition metal centers represent a great challenge for current electronic structure methods. In this work, we
initiated the use of comb tensor network states (CTNS), whose underlying topology has a one-dimensional
backbone and several one-dimensional branches, as a many-body wavefunction ansatz to tackle such challeng-
ing systems. As an important first step, we explored the expressive power of CTNS with different underlying
topologies. To this end, we presented an algorithm to express a configuration interaction (CI) wavefunction
into CTNS based on the Schmidt decomposition. The algorithm was illustrated for representing selected CI
wavefunctions for the P-cluster and the FeMo-cofactor into CTNS with three chemically meaningful comb
structures, which successively group orbitals belonging to the same atom into branches. The conventional
matrix product states (MPS) representation can be obtained as a special case. We also discussed the insights
gained from such decompositions, which shed some light on the future developments of efficient numerical
tools for polynuclear transition metal complexes.
I. INTRODUCTION
Polynuclear transition metal complexes have many fas-
cinating properties. They can be found as single molec-
ular magnets1 or catalysts for difficult reactions such
as dinitrogen fixation2,3. A prominent example in the
later category is the nitrogenase (Figure 1), which con-
tains two pairs of metalloclusters. The P-cluster has
an [Fe8S7] core
4, and is postulated as the intermediate
for electron transfer during the nitrogen fixation5, which
happens on the FeMo-cofactor (FeMoco or M-cluster)
with an [MoFe7S8C] core
6. Understanding their elec-
tronic structures is the very first step to unveil the un-
usual properties of these complexes. Unfortunately, the
computational cost for an accurate full configuration in-
teraction (FCI) description increases exponentially as the
number of transition metal centers increases. This is the
case even for a minimal active space based theoretical
model, where only the 3d (4d) orbitals on the Fe (Mo)
atoms and the 3p orbitals on the S atoms are considered.
Our previous work7 showed that for the resting state of
the P-cluster (PN), a chemically meaningful active space
comprising 114 electrons and 73 spatial orbitals, denoted
by CAS(114e,73o) later for brevity, leads to a Hilbert
space with 2.8 × 1031 determinants for the spin projec-
tion M = 0. For the ground state of the FeMoco with
S = 3/2, while a CAS(54e,54o) model was previously
suggested8, it is recently shown that to correctly capture
the open-shell characters of the transition metal centers,
a CAS(113e,76o) model is necessary9, leading to a Hilbert
space with dimension about 3.6× 1035. These two com-
plexes represent the most challenging metalloclusters in
nature for the present theoretical methods, which makes
a)Electronic mail: zhendongli@bnu.edu.cn
them a potential target for quantum computers as killer
applications8,10.
The density matrix renormalization group (DMRG)
algorithm11–14, first developed in condensed matter
physics for strongly correlated models, has emerged
as a powerful tool for strongly correlated molecular
systems15–21. Using the matrix product states (MPS)22
as the the underlying variational wavefunction ansatz in
DMRG, the size of the variational space is controlled by
a single parameter D, commonly referred as the bond
dimension. For one-dimensional systems where the en-
tanglement is limited, the ground state can be well cap-
tured by a finite D independent of the system size23. For
higher-dimensional systems, such as the case for polynu-
clear transition metal clusters, since the computational
scaling of DMRG is O(K3D3 +K4D2) with K being the
number of spatial orbitals, which is relatively low with re-
spect to D, an accurate description may still be obtained
by increasing D to O(103)-O(104). This has been shown
for systems as complex as the oxygen-evolving complex24
[Mn4CaO5] and the iron-sulfur clusters with [Fe2S2] and
[Fe4S4] cores
25, by developing efficient ab initio DMRG
algorithm using symmetries and parallelizations26–29.
For the P-cluster of nitrogenase, the first ab intio in-
vestigation has recently been accomplished7 by integrat-
ing several state-of-the-art techniques, including spin-
projected DMRG30 for generating chemically meaning-
ful initial MPS and spin-adapted DMRG29 for efficiently
approaching convergence with large D. Such large-scale
applications, however, require a huge amount of compu-
tational resources. To make the ab initio computation
of polynuclear transition metal complexes as large as the
P-cluster and the FeMoco become routine applications,
further developments of new theories and algorithms are
necessary.
In this work, we initiate the use of comb tensor net-
work states (CTNS), whose underlying topology has a
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2one-dimensional backbone and several one-dimensional
branches, as a wavefunction ansatz for these challeng-
ing systems. As an important first step, we investigate
the expressive power of CTNS with different underlying
topologies. To this end, based on the Schmidt decompo-
sition, we present an algorithm to represent an arbitrary
configuration interaction (CI) wavefunction by CTNS.
Note that the MPS representation can be obtained as
a special case. As a byproduct, it also allows to compute
the entanglement entropy for CI wavefunctions, which
can provide insights into the electronic structures of these
complexes.
The remaining part of the paper is organized as fol-
lows. In Sec. II, we present the theory of CTNS and
the algorithm for exactly representing a CI wavefunction
by CTNS. In Sec. III, we numerically illustrate the al-
gorithm for converting CI wavefunctions obtained from
selected CI calculations for the P-cluster and the FeMo-
cofactor into CTNS with several selected comb struc-
tures. Finally, the conclusion and outlook are drawn in
Sec. IV.
II. THEORY AND ALGORITHM
A. Comb tensor network states (CTNS)
Tensor network states can be viewed as special param-
eterizations of the FCI wavefunction |ΨFCI〉 in the occu-
pation number representation,
|ΨFCI〉 =
∑
{nk}
Ψn1···nK |n1 · · ·nK〉, (1)
Ψn1···nK = tr(
∏
k
Tnk [k]). (2)
where K denotes the number of spatial orbitals and
|nk〉 , |nkαnkβ〉 ∈ {|00〉, |01〉, |10〉, |11〉} The symbol
Tnk [k] represents a tensor Tnkαkβkγk···λk [k], and nk is re-
ferred as physical indices, while indices like αk will be
referred as virtual indices and got contracted in Eq. (2)
as indicated by the trace notation tr(· · · ). The order
(or rank) of Tnk [k] depends on the specific wavefunction
ansatz. For MPS, Eq. (2) has a chain structure,
Ψn1···nK =
∑
{αk}
Tn1α1 [1]T
n2
α1α2 [2] · · ·TnKαK−1 [K], (3)
where the boundary tensors are vectors Tn1α1 [1] (or
TnKαK−1 [K]) for given n1 (or nK) and other tensors in the
middle are matrices Tnkαk−1αk [k] for given nk. Assuming
the dimensions of αk take the same value D, the num-
ber of variational parameters in MPS (3) is O(KD2). To
faithfully represent a generic FCI state (1), D goes as
O(4K/2), that is, exponential in K. However, the power
of TNS approach is that by properly choosing wavefunc-
tion ansatz in Eq. (2), a good approximation can be ob-
tained for the low-energy states with D increasing mildly
with K for quantum chemistry problems.
In this work, we investigate a special class of TNS,
whose underlying topology has a comb structure, which
is composed of a one-dimensional backbone and several
one-dimensional branches. It has recently been used
for studying lattice models in condense matter physics
such as the spin-1/2 Heisenberg model31. Here we use
it for quantum chemistry problems, in particular, the
electronic structures of polynuclear transition metal com-
pounds. The motivations for investigating this ansatz are
twofold. First, it embodies the chemical intuition that
strongly correlated orbitals within each atom need to be
first grouped together. Second, its computational com-
plexity is close to MPS and lower than the generic acyclic
TNS - tree TNS (TTNS)32–35. The compromise between
computational complexities and expressive powers may
leave some room for finding better ansatz beyond MPS
for quantum chemistry problems.
An example of CTNS is shown in Fig. 1(b) for the
CAS(113e,76o) model of the FeMoco9. Each blue dot
represents a physical site Tnk [k] with the red line repre-
senting the physical index nk. The black lines between
two tensors represent virtual indices that are contracted.
Slightly different from Eq. (2), we introduced a set of
internal tensors without physical index, see green dots
in Fig. 1(b). There are two motivations for introducing
them. Physically, they correspond to a coarse-graining
operation which combines the states of two branches (V1
and V2) into a reduced set of states in V1 ⊗ V2,
|α12〉 =
∑
α1α2
|α1〉|α2〉Wα1α2,α12 , (4)
where |α1〉 ∈ V1, |α2〉 ∈ V2, and Wα1α2,α12 is the
coarse-graining transformation, which is also referred as
isometry36 if W†W = I. Computationally, introduc-
ing these internal sites reduces the complexity of TNS to
those with only rank-3 tensors. It can be seen that if they
are contracted with the connected sites on the branches,
the resulting tensors will become a rank-4 tensor, similar
to that appeared in the generic TTNS. Such internal ten-
sors are also essential in the ansatz named three-legged
TTNS (T3NS)37,38. The difference between T3NS and
CTNS is that CTNS has a simpler comb structure and
the two internal sites are allowed to be adjacent to each
other, while T3NS is derived from TTNS by inserting in-
ternal sites in a way that they are interleaved by physical
sites and are not allowed to be adjacent to each other in
order to lower the computational complexity. Further-
more, in connection to the multilayer multiconfiguration
time-dependent Hartree theory (ML-MCTDH)39, which
employs a hierarchical tree TNS as ansatz40,41, we note
that while the MPS can be viewed as an unbalanced hier-
archical binary tree, the generic CTNS is more balanced.
Unlike MPS, whose underlying chain topology is
unique, there can be different topologies for CTNS. While
in the applications to lattice systems the branches can be
quite long depending on the underlying lattice31, in ap-
plication to chemistry, motivated by chemical intuitions
for polynuclear transition metal compounds, we focus on
3comb topologies with relatively short branches. Specifi-
cally, we will investigate three kinds of chemically mean-
ingful topologies:
(1) Topology A is just the MPS, which is a special
CTNS without branches or equivalently with branches
of length one if internal sites are used. This will be the
reference for comparison.
(2) Topology B groups the d orbitals within each tran-
sition metal atom (see Figs. 2 and 3), leaving those active
orbitals of sulfur or carbon atom in the MPS-like back-
bone.
(3) Topology C further groups the active orbitals of
sulfur or carbon atom, as shown in Fig. 1.
The expressive power of CTNS with these three topolo-
gies will be compared for representing CI wavefunctions
of the P-cluster and the FeMoco in the following sections.
B. CTNS representation of CI wavefunctions
We introduce an algorithm to represent an arbitrary CI
wavefunction into CTNS in two steps. In fact, this algo-
rithm works for any TTNS. The first step is to compute
all renormalized basis from the CI wavefunction via the
Schmidt decomposition. The critical feature of acyclic
TNS is that removing a virtual bond leads to a biparti-
tion of the TNS into two parts, each with its own under-
lying physical degrees of freedoms. We denote the occu-
pation basis of one space by {|nl〉} , {|nl1 · · ·nlm〉}, and
that of the other space by {|nr〉} , {|nr1 · · ·nrK−m〉}.
Then, the CI wavefunction (1) can be rewritten as
|ΨCI〉 =
∑
lr
|nlnr〉Ψlr. (5)
Using the singular value decomposition of the matrix
Ψlr = (UσV †)lr =
∑
α UlασαV
∗
rα, the Schmidt decom-
position of the CI wavefunction can be obtained as
|ΨCI〉 =
∑
α
|uαvα〉σα, (6)
where {|uα〉} and {|vα〉} form compressed orthonormal
bases for the two spaces, respectively,
|uα〉 =
∑
l
|nl〉Ulα, |vα〉 =
∑
r
|nr〉V ∗rα. (7)
From Eq. (6), the bipartite entanglement entropy, re-
ferred as von Neumann entropy SvN, can be computed
as
SvN = −
∑
i
λi log2 λi, λi = σ
2
i . (8)
The nonnegative number SvN measures to what extent
the two subsystems are entangled with each other in the
state |ΨCI〉. Clearly, if |ΨCI〉 = |u〉|v〉 is a product state,
then SvN achieves its minimal value zero. This decom-
position can be performed for each virtual bond of TNS,
and the obtained renormalized states (7) are stored.
The second step is to form the TNS representation with
the obtained renormalized states. This can be done by
choosing either the set {|uα〉} or {|vα〉} on each bond.
Graphically, the choice corresponds to assign a direction
to the specific bond in TNS. In Fig. 1(b), we illustrate
the particular choice adopted in this work, referred as
the right canonical form, where at each bond the set of
renormalized states {|vα〉} is chosen. Physical and inter-
nal sites can be constructed from
Tnkαlαr [k] = 〈nkvαr |vαl〉, (9)
Wαlαcαr = 〈vαcvαr |vαl〉, (10)
respectively, where the overlaps on the right hand sides
can be computed using the definition of renormalized
states (7). The ordering of indices for tensors on the
left hand sides is not important, as long as a consistent
convention is used in performing contractions.
Using the above two-step algorithm, we are able to
represent an arbitrary CI wavefunction into CTNS. Gen-
eralizing to represent multiple CI wavefunctions {|Ψi〉}
simultaneously is straightforward by using the state-
averaged reduced density matrix ρ =
∑
i Ψ
T
i Ψ
∗
i to de-
fine the renormalized basis {|vα〉}. This algorithm can
be applied for two purposes. It can be used to produce
a good initial CTNS for variational optimization, which
will be the subject of our future work. In this work, we
focus on using this algorithm as a tool to analyze the
expressive power of CTNS. To this end, we will use a
tight truncation threshold in the Schmidt decomposition
(6) such that the obtained CTNS is a faithful represen-
tation of the original CI wavefunction. The overlap be-
tween the CI wavefunction and the obtained CTNS can
be computed to ensure this. Then, we compare the bond
dimensions, which are the dimensions of the resulting
renormalized states, and the entanglement entropies SvN
for the CTNS with different topologies.
C. Implementation and computational details
The above algorithm was implemented into an in-house
program named Focus in C++. Since FCI is not feasi-
ble for the P-cluster and the FeMoco, we used CI wave-
functions obtained from selected CI (SCI) calculations
as representatives to investigate the expressive power of
CTNS with different topologies. To this end, we imple-
mented the heat-bath CI algorithm42–44, which allows a
fast exploration of the Hilbert space. One point deserves
mentioning is that since CI algorithms usually work with
α-string and β-string, a transformation step needs to be
carried out to convert the basis into the occupation num-
ber representation (2). Specifically, the necessary phase
change can be obtained as
|n1α, · · · , nKα, n1β , · · · , nKβ〉
= |n1α, n1β , · · · , nKα, nKβ〉(−1)
∑K−1
i=1
∑K
j=i+1 njαniβ ,(11)
4where nkα and nkβ are the occupation numbers of spin
orbitals. For each complex, we carried out six SCI it-
erations to generate a representative multi-determinant
CI wavefunction, where in each iteration a new deter-
minant |A〉 /∈ V not belonging to the current varia-
tional space V = {|I〉} of determinants is selected if
maxI∈V |〈A|H|I〉cI | ≥ 1 with 1 = 10−3. This proce-
dure generates SCI wavefunctions with 19338 and 108393
determinants for the P-cluster and the FeMoco using
the previously reported active space models7,9, respec-
tively. The molecular integrals generated using Pyscf45
are available from the online repositories46,47. In the Ap-
pendix, we documented the details of the three topologies
of CTNS for both clusters.
III. RESULTS AND DISCUSSION
The computed results for the P-cluster and the FeMoco
were summarized in Figs. 2 and 3, respectively. We
should emphasize that the quality of these SCI wave-
functions is not expected to be high for such strongly
correlated systems. In fact, the sampled determinants
only correspond to a corner of the Hilbert space around
the initial determinant. Even in this case, as shown in
Figs. 2(b) and 3(c), there are a large number of determi-
nants with magnitudes of coefficients around 10−3, indi-
cating that using a truncated CI would not be sufficient
for such systems. Thus, we do not intend to draw con-
clusions about the nature of the true ground state based
on these wavefunctions, but just use them as represen-
tatives for investigating the expressive power of CTNS
with different topologies.
For the P-cluster, as shown in Fig. 2(c), there is a
valley along the MPS chain for both bond dimensions D
and entanglement entropies SvN, which suggests that the
left and right cubanes are entangled less strongly com-
pared with the couplings within each cubane. This may
be rationalized in view of the geometry of the P-cluster
in its resting state, see Fig. 1(a), where the two cubanes
share a corner sulfide and are connected by two thiolate
bridges. In Figs. 2(d) and 2(e), the sorted D and SvN
are compared for the three different topologies. We can
find that both D and SvN of the topology C are grossly
smaller than those of the MPS (topology A). A more
detailed comparison can be seen from Fig. 2(a), where
the darkness of the color on each bond represents the
magnitude of the bond dimension. Clearly, by putting
the orbitals within an atom on the branches, as done in
topologies B and C, the number of strongly entangled
sites on the backbone is significantly reduced compared
with that for the MPS chain. This may turn into a reduc-
tion of computational cost compared with DMRG assum-
ing the same level of accuracy is to be achieved, which
will be the subject of our future research.
For the FeMoco, we illusrated the decomposition for
two CI wavefunctions, obtained by retaining determi-
nants with largest Nd = 10000 and Nd = 50000 coef-
ficients in magnitude, respectively, from the computed
SCI wavefunction. As shown in Fig. 3(c,d,e), while the
bond dimensions D increase significantly for representing
the CI wavefunction with Nd = 50000 faithfully, the en-
tanglement entropies SvN do not increase too much from
Nd = 10000 to Nd = 50000. Similar to the P-cluster
case, topologies B and C have grossly smaller D and SvN.
Thus, the CTNS with topology C may be a better varia-
tional ansatz for the FeMoco than the simple MPS used
previously9.
Finally, we mention that whereas a valley is observed
for D and SvN in the MPS chain for the P-cluster, the
same behavior is not observed in the corresponding Fig.
3(c) for the FeMoco. This suggests that the two cubanes
in the FeMoco is more strongly entangled, which seems to
be reasonable considering the fact that in the FeMoco the
left cubane (Fe1, Fe2, Fe3, and Fe4) and the right cubane
(Fe5, Fe6, Fe7, and Mo8) are coupled in a face-to-face
way through the central carbon and three sulfide bridges
(see Fig. 1(a)). Future investigation of the elusive elec-
tronic structure of the FeMoco needs to be carried out,
once an efficient method has been developed.
IV. CONCLUSION AND OUTLOOK
In this work, we proposed the use of CTNS for tackling
strongly correlated polynuclear transition metal com-
pounds. The expressibility of CTNS was investigated
for the P-cluster and the FeMoco of nitrogenase using CI
wavefunctions generated from SCI calculations as repre-
sentatives. It is shown that compared with MPS, the
bond dimensions necessary to represent the same SCI
wavefunction are significantly reduced in CTNS with a
chemically more meaningful topology for these challeng-
ing clusters. Whether this reduction can transform into
computational advantages is an intriguing open question,
considering the fact that the generic CTNS are more com-
plex than MPS. Work in this direction is currently being
carried out. In particular, an efficient implementation of
sweep optimization for CTNS needs to be developed in
order to make a fair comparison with the state-of-the-art
implementation of DMRG. Overall, we suggest CTNS as
a promising class of TNS for studying electronic struc-
tures of polynuclear transition metal compounds.
APPENDIX: DETAILS OF THE THREE TOPOLOGIES
OF CTNS
We documented the details of the three topologies of
CTNS used in this work with the previously reported ac-
tive space models7,9 of the P-cluster and the FeMoco.
Numbers in each parenthesis represent the indices of
molecular orbitals within a branch of CTNS.
P-cluster:
1. topology A: (0), (1), (2), (3), (4), (5), (6), (7), (8),
(9), (10), (11), (12), (13), (14), (15), (16), (17),
5(18), (19), (20), (21), (22), (23), (24), (25), (26),
(27), (28), (29), (30), (31), (32), (33), (34), (35),
(36), (37), (38), (39), (40), (41), (42), (43), (44),
(45), (46), (47), (48), (49), (50), (51), (52), (53),
(54), (55), (56), (57), (58), (59), (60), (61), (62),
(63), (64), (65), (66), (67), (68), (69), (70), (71),
(72)
2. topology B: (2), (0), (1), (8), (3, 4, 5, 6, 7), (9),
(10), (11), (12), (20), (13), (14), (22), (21), (15, 16,
17, 18, 19), (23, 24, 25, 26, 27), (28, 29, 30, 31, 32),
(34), (33), (35), (36), (37), (39), (38), (40, 41, 42,
43, 44), (45, 46, 47, 48, 49), (50), (51), (52), (54),
(59, 60, 61, 62, 63), (53), (56), (55), (58), (57), (64,
65, 66, 67, 68), (69), (70), (71), (72)
3. topology C: (2), (8), (0, 1), (3, 4, 5, 6, 7), (9, 12,
14), (10, 11, 13), (15, 16, 17, 18, 19), (20, 21, 22),
(23, 24, 25, 26, 27), (28, 29, 30, 31, 32), (33, 34,
37), (35, 39), (36, 38), (40, 41, 42, 43, 44), (45, 46,
47, 48, 49), (50, 51, 52), (54, 56, 58), (53, 55, 57),
(59, 60, 61, 62, 63), (64, 65, 66, 67, 68), (69, 70),
(71), (72)
FeMoco:
1. topology A: (0), (1), (2), (3), (4), (5), (6), (7), (8),
(9), (10), (11), (12), (13), (14), (15), (16), (17),
(18), (19), (20), (21), (22), (23), (24), (25), (26),
(27), (28), (29), (30), (31), (32), (33), (34), (35),
(36), (37), (38), (39), (40), (41), (42), (43), (44),
(45), (46), (47), (48), (49), (50), (51), (52), (53),
(54), (55), (56), (57), (58), (59), (60), (61), (62),
(63), (64), (66), (67), (68), (65), (69), (70), (71),
(72), (73), (74), (75)
2. topology B: (0), (1), (2, 3, 4, 5, 6), (7), (8), (9),
(10), (11), (12), (14), (13), (15), (16, 17, 18, 19,
20), (21, 22, 23, 24, 25), (26, 27, 28, 29, 30), (31),
(33), (35), (41), (32), (37), (36), (38), (40), (42),
(34), (39), (43), (44, 45, 46, 47, 48), (49, 50, 51,
52, 53), (54, 55, 56, 57, 58), (60), (59), (61), (62),
(68), (63), (64), (66), (65, 69, 70, 71, 72), (67), (73),
(74), (75)
3. topology C: (0), (1), (2, 3, 4, 5, 6), (8, 13, 15), (7,
12, 14), (9, 10, 11), (16, 17, 18, 19, 20), (21, 22, 23,
24, 25), (26, 27, 28, 29, 30), (31, 32, 34), (33, 39,
40), (35, 36, 37, 38), (41, 42, 43), (44, 45, 46, 47,
48), (49, 50, 51, 52, 53), (54, 55, 56, 57, 58), (59,
60, 63), (61, 62, 67), (64, 66, 68), (65, 69, 70, 71,
72), (73), (74), (75)
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(a) P-cluster and FeMoco (M-cluster) in nitrogenase
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FIG. 1. (a) The P-cluster and the FeMo-cofactor (M-cluster) in nitrogenase (PDB ID: 3U7Q). Color legend: Fe, orange; Mo,
green; S, yellow; C, cyan; O, red; N, blue; H, white. The labels in the two complexes index the Fe/Mo atoms in the later
figures. (b) The right canonical form of an CTNS for the active space model [CAS(113e,76o)] of the FeMoco. The sites in blue
represent physical sites associated with spatial orbitals, while the sites in green represent internal sites without physical index
(red lines). Some selected molecular orbitals are also illustrated.
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FIG. 2. CTNS representations with different topologies of the SCI wavefunction (M = 0) obtained with 1 = 10
−3 for the
P-cluster in the active space CAS(114e,73o). (a) Three topologies of CTNS. Each black dot represents a tensor in CTNS, where
the physical indices are omitted for simplicity. Darker color for a bond indicates a larger bond dimension. (b) Magnitude of
SCI coefficients. (c) Bond dimension D and von Neumann entropy SvN of MPS (topology A). (d) Sorted D for three CTNS.
(e) Sorted SvN.
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FIG. 3. CTNS representations with different topologies of the SCI wavefunction (M = 3/2) obtained with 1 = 10
−3 for the
FeMo-cofactor in the active space CAS(113e,76o). The results obtained by retaining determinants with largest Nd = 10000
and Nd = 50000 magnitudes of SCI coefficients in the decomposition into CTNS representations are shown for comparison in
(c,d,e). For other explanations, see Fig. 2.
