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This paper deals with the Laplace equation in a bounded regular domain Ω of RN (N  2)
coupled with a dynamical boundary condition of reactive–diffusive type. In particular we
study the problem{
u = 0 in (0,∞) × Ω,
ut = kuν + lΓ u on (0,∞) × Γ,
u(0, x) = u0(x) on Γ,
where u = u(t, x), t  0, x ∈ Ω , Γ = ∂Ω ,  = x denotes the Laplacian operator with
respect to the space variable, while Γ denotes the Laplace–Beltrami operator on Γ , ν is
the outward normal to Ω , and k and l are given real constants. Well-posedness is proved
for any given initial distribution u0 on Γ , together with the regularity of the solution.
Moreover the Fourier method is applied to represent it in term of the eigenfunctions of a
related eigenvalue problem.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and main results
We deal with a mixed problem that couples the Laplace equation in a bounded domain Ω of RN (N  2) with a
dissipative evolution on the boundary Γ = ∂Ω which also involves interaction with Ω through the Neumann boundary
conditions. The precise problem is⎧⎨⎩
u = 0 in (0,∞) × Ω ,
ut = kuν + lΓ u on (0,∞) × Γ ,
u(0, x) = u0(x) on Γ ,
(1)
where u = u(t, x), t  0, x ∈ Ω ,  = x denotes the Laplacian operator with respect to the space variable. We assume that
Ω is a C∞ regular domain. Here, Γ denotes the Laplace–Beltrami operator on Γ , ν is the outward normal to Ω , and k
and l are given real constants.
A number of authors have studied the coupled problem when there is no Laplacian term on the boundary equation, i.e.
for l = 0, and the problem is known as Laplace equation with dynamic boundary conditions. Then problem (1) is well-posed
if and only if k  0, see [9,10,12,13,20,21], when k < 0, the case k = 0 being trivial. Ill-posedness for k > 0 is also easy.
A similar situation occurs when the Laplacian operator  is replaced by the heat operator ∂t − . We refer to [6–8,11]
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recent papers [2] and [27]. See also [1] and [26] for the related case k = k(x) and [15,16] for other related results.
The case when a Laplace–Beltrami correction to the dynamical boundary condition is present, i.e. the case l = 0, has
been studied in [14] when k < 0, in connection with the heat equation. In particular the problem⎧⎨⎩
εut − u = 0 in (0,∞) × Ω ,
ut = kuν + lΓ u on (0,∞) × Γ ,
u(0, x) = u0(x) in Ω ,
(2)
ε > 0, has been considered, and it is well-posed in a suitable setting. The interest of such a correction both for the modelling
of parabolic and hyperbolic problems has been recently pointed out in [19]. A related semilinear elliptic problem as been
studied in [17] in connection with Landesman and Lazer condition. In particular (2) describes (see [19, p. 465]) an heat
conduction process in Ω with an heat source on the boundary which can depend on the heat ﬂux around the boundary
and on the heat ﬂux across it.
The aim of this paper is to start understanding the effect of such a correction when k > 0, that is the usually ill-posed
case. As a ﬁrst step in this study we consider problem (1), which is the limit problem of (2) as ε → 0+ . The initial datum
is prescribed only on Γ , since it is then determined in the whole of Ω (as a compatibility condition) by the equation as
a unique harmonic lifting of u0. The results obtained here for problem (1) may be considered as a tool for the study of the
well-posedness of problem (2) when k > 0, which is still an open problem to the authors’ knowledge.
In particular, we will prove that problem (1) is well-posed for any distribution u0 ∈ D′(Γ ), or more precisely in the
Sobolev space Hs(Γ ) for any s ∈ R, when l > 0, i.e. for the good sign of the Laplace–Beltrami operator, regardless on the
sign of the constant k. This is the content of our ﬁrst result.
Theorem 1. Under the stated assumptions, let also l > 0. Then for any s ∈ R and u0 ∈ Hs(Γ ) there is a unique strong solution
u = u(u0) ∈ C
([0,∞); Hs+1/2(Ω))∩ C1((0,∞); Hs+1/2(Ω)) (3)
of problem (1). Moreover, the family of maps {u0 	→ u(u0)(t, ·)|Γ , t  0} extends to an analytic semigroup in Hs(Γ ), and consequently
u ∈ C∞((0,∞) × Ω).
Finally if u0 ∈ C∞(Γ ) then u ∈ C∞([0,∞) × Ω) and u is a classical solution of (1).
The proof of Theorem 1, which is presented in Section 2, relies in an application of Kato perturbation theory of semi-
groups. It relies also on the underlying idea that the inﬂuence of the harmonic function u(t, ·) deﬁned in Ω on the boundary
evolution through uν is equivalent to a fractional Laplacian, (−Γ )1/2, and thus it is controlled by the Laplace–Beltrami
term lΓ u. See Section 2 for the precise meaning of strong solution.
The second, more constructive proof of it, independent on semigroup theory, is presented in Section 3 as a byproduct
of our further analysis. Indeed, in order to represent the solution u and to show that Theorem 1 is sharp with respect to
the parameter l, we apply the Fourier method to study problem (1). To perform this task, we study the related eigenvalue
problem{
φ = 0, in Ω,
−kφν − lΓ φ = λφ on Γ , (4)
when l > 0. Concerning it, we get the following result.
Theorem 2. Let l > 0. Then there is an Hilbert basis {Φn,n ∈ N} of L2(Γ ),Φn ∈ D(Γ ), Φn real valued, and an increasing real sequence
(λn)n∈N , λn → +∞ as n → ∞, each λn having ﬁnite multiplicity, such that for any n ∈ N a unique solution Ψn (which belongs to
C∞(Ω)) of the Dirichlet non-homogeneous problem{
Ψn = 0, in Ω,
Ψn(x) = Φn(x) on Γ , (5)
solves the eigenvalue problem{
Ψn = 0, in Ω,
−k(Ψn)ν − lΓ Ψn = λnΨn on Γ . (6)
Moreover {Φn/|||Φn|||Hs(Γ ), n ∈ N} is an Hilbert basis of Hs(Γ ) for all s ∈ R, provided this space is endowed with a suitable scalar
product ((·,·))Hs(Γ ) and norm ||| · |||Hs(Γ ) equivalent to the standard one.
As a consequence of Theorems 1 and 2, we are able to give the following representation result, where 〈·,·〉 denotes
duality in D(Γ ).
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u(t, x) =
∞∑
n=1
〈u0,Φn〉 e−λntΨn(x), (7)
the series being convergent in C∞loc((0,∞) × Ω) and, when u0 ∈ Hs(Γ ), also in C([0,∞); Hs+1/2(Ω)).
An almost direct consequence of Theorem 3 and its proof is the following decay result.
Corollary 1. Let l > 0 and assume that λ1 = 0. Denote by n¯ ∈ N themultiplicity of the zero eigenvalue in problem (4), so λ¯ := λn¯+1 > 0.
Then, for any m ∈ N and u0 ∈ D′(Γ ) there is a positive constant C = C(m,u0,Ω) such that∥∥∥∥∥u(t, ·) −
n¯∑
n=1
〈u0,Φn〉Ψn
∥∥∥∥∥
Cm(Ω)
 Ce−λ¯t
for all t > 0.
This last result is proved in Section 4, after the second proof of Theorems 1 and 3.
The rest of the paper contains additional information on problem (1) and its stationary counterpart (4). Thus, the ill-
posedness of problem (1) when l < 0 is established in Section 5. As an application of the methods used in the paper together
with the Fredholm alternative we get a characterization of the solution of the inhomogeneous version of problem (4), that
is contained in Section 6. Finally, note that, in view of Corollary 1, it is relevant to understand when λ1 = 0, that is, if all λn
are nonnegative. This problem is investigated in Section 7, which also contains the explicit calculation of λn and Ψn in the
radial case.
2. Preliminaries and proof of Theorem 1
Notation. We denote D(Γ ) = C∞(Γ ) and D′(Γ ) denotes its dual space, that is the space of complex valued distributions
on Γ . Moreover for any s ∈ R the symbols Hs(Ω) and Hs(Γ ) denote the Sobolev spaces of complex-valued distributions
respectively on Ω and on the Riemannian manifold Γ , as introduced by [22] or [25]. Moreover 〈·,·〉Hs(Γ )×H−s(Γ ) denotes
the duality product in Hs(Γ ). Clearly, if u ∈ Hs(Γ ), s ∈ R and v ∈ D(Γ ) we have 〈u, v〉Hs(Γ )×H−s(Γ ) = 〈u, v〉.
Laplace–Beltrami operator. We recall some well-known facts on the Laplace–Beltrami operator Γ . We refer to [25] for
more details and proofs. We start by ﬁxing some notation. Clearly, Γ is a Riemannian manifold endowed with the natural
metric inherited from RN , given in local coordinates by (gij)i, j=1,...,N−1. We denote by dV the natural volume element
on Γ , given in local coordinates by
√
g dy1 . . .dyN−1, g = det(gij). We also denote by (·|·) the natural scalar product on
1-forms on Γ associated to the metric and by dΓ the total differential on Γ , to be consistent with our notation Γ .
Then Γ can be at ﬁrst deﬁned on D(Γ ) by the formula∫
Γ
−Γ uv¯ dV =
∫
Γ
(dΓ u | dΓ v)dV (8)
for any u, v ∈ D(Γ ), and it is given in local coordinates by
Γ u = g−1/2
N−1∑
i, j=1
∂
∂ yi
(
gij g1/2
∂u
∂ y j
)
.
In the sequel the notation dV will be dropped.
Formula (8) deﬁnes −Γ as a bounded operator from H1(Γ ) to H−1(Γ ). Since Γ 1 = 0 the operator is not injective,
but ∫
Γ
(−Γ u + u)u¯ = ‖dΓ u‖2L2(Γ ) + ‖u‖2L2(Γ )
which is (the square of) an equivalent norm in H1(Γ ). Consequently, the map −Γ + 1 is a topological and alge-
braic isomorphism between H1(Γ ) and H−1(Γ ), and its inverse (−Γ + 1)−1 deﬁnes a compact and self-adjoint op-
erator on L2(Γ ). Moreover, by elliptic regularity, (−Γ + 1)−1 : Hk−1(Γ ) → Hk+1(Γ ), k = 0,1,2, . . . , is bounded, so
−Γ +1 : Hk+1(Γ ) → Hk−1(Γ ) is an isomorphism. By interpolation, (−Γ +1)−1 : Hs(Γ ) → Hs+2(Γ ) for all s ∈ R, s−1,
giving the inverse of (−Γ + 1) : Hs+2(Γ ) → Hs(Γ ). By duality, this fact holds for all real s. We also note, for further ref-
erence, that by (8), using a standard density argument, we have
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for all u ∈ Hs+2(Γ ), v ∈ H−s(Γ ), s ∈ R.
Dirichlet-to-Neumann operator. We recall some well-known facts about this operator that realizes the coupling between
the state in Ω and the state on its boundary Γ . We refer to [22] for details and proofs. For any u ∈ Hs(Γ ), s ∈ R, the
non-homogeneous Dirichlet problem{
v = 0, in Ω,
v = u on Γ , (10)
has a unique solution v ∈ Hs+1/2(Ω), here denoted by v = Du. Moreover D is a bounded operator from Hs(Γ ) to Hs+1/2(Ω)
for all real s, and v has a normal derivative vν ∈ Hs−1(Γ ). The operator u 	→ vν , known as the Dirichlet-to-Neumann oper-
ator, is bounded from Hs(Γ ) to Hs−1(Γ ), and it will be denoted in the sequel by A. Since for all u, v ∈ D(Γ ), integrating
by parts twice we have∫
Γ
Auv¯ =
∫
Ω
∇(Du)∇(Dv) =
∫
Γ
uAv¯
we get, by density,
〈Au, v〉Hs−1(Γ )×H1−s(Γ ) = 〈Av,u〉H−s(Γ )×Hs(Γ ) (11)
for all s ∈ R, u ∈ Hs(Γ ) and v ∈ H1−s(Γ ).
Before giving the proof of Theorem 1 we make precise the meaning of strong solution of problem (1).
Deﬁnition 1. By a strong solution u of (1) we mean u = Dv , where
v ∈ C([0,∞); Hs(Γ ))∩ C1((0,∞); Hs(Γ )) (12)
satisﬁes
v ′(t) − kAv(t) − lΓ v(t) = 0, in Hs(Γ ) (13)
for all t > 0, and v(0) = u0.
Remark 1. Clearly, if u is like in Deﬁnition 1, then u(t) ∈ C∞(Ω) for all t > 0 by elliptic inner regularity, so u(t) = 0 in
classical sense, while the boundary condition in (1) holds almost everywhere on Γ when s  0, so Hs(Γ ) is a space of
functions, while it holds in distribution sense otherwise.
Proof of Theorem 1. We consider, for any s ∈ R, the operator
Γ : D(Γ ) ⊂ Hs(Γ ) → Hs(Γ ), D(Γ ) = Hs+2(Γ ),
as an unbounded operator in the Hilbert space Hs(Γ ). It is well known that it generates an analytic semigroup in it.
However, since we do not have a precise reference for this result, a proof of it is given in Appendix A for the reader’s
convenience. We also consider the Dirichlet-to-Neumann operator
A : D(A) ⊂ Hs(Γ ) → Hs(Γ ), D(A) = Hs+1(Γ )
as an unbounded operator in the same space. By using the boundedness of A from Hs(Γ ) to Hs−1(Γ ), it is trivial to
verify that A is closed. Moreover, given any ε > 0 and u ∈ Hs+2(Γ ), by using interpolation inequality and weighted Young
inequality, we get
‖Au‖Hs(Γ )  c1‖u‖Hs+1(Γ )  c1‖u‖1/2Hs(Γ )‖u‖1/2Hs+2(Γ )
 c1
2ε
‖u‖Hs(Γ ) + c1ε2 ‖u‖Hs+2(Γ )
 c1
2ε
‖u‖Hs(Γ ) + c2ε2
∥∥(−Γ + 1)u∥∥Hs(Γ )

(
c1
2ε
+ c2ε
2
)
‖u‖Hs(Γ ) + c2ε2 ‖Γ u‖Hs(Γ ).
Here and in the sequel, ci = ci(s,Γ ) are positive constants. Consequently, taking ε > 0 suﬃciently small, we get that kA
is a Kato perturbation of lΓ , or more precisely that the assumption (2.1) of [23, Theorem 2.1, p. 80] holds. Consequently
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Then (see [23, §4.1]), given any u0 ∈ Hs(Γ ) there is a unique strong solution v of (13) satisfying (12). Moreover (see
[23, §2.4]) v ∈ C∞((0,∞); Hs(Γ )). Consequently −kAv − lΓ v ∈ C∞((0,∞); Hs(Γ )). But the boundedness of A yields
kAv ∈ C∞((0,∞); Hs−1(Γ )), so we can conclude that −Γ v + v ∈ C∞((0,∞); Hs−1(Γ )). By elliptic regularity, as recalled
above, we then get v ∈ C∞((0,∞); Hs+1(Γ )). A standard bootstrap procedure then gives v ∈ C∞((0,∞);D(Γ )). To conclude
the proof we then set u = Dv . 
3. Study of the eigenvalue problem
In order to study problem (4) we introduce the auxiliary problem
−kAv − lΓ v + Λv = h (14)
in Hs(Γ ), where Λ is a real parameter and h an arbitrary element of Hs(Γ ). We start by the following preparatory result.
Lemma 1. There is Λ 0 such that for any ΛΛ and h ∈ Hs(Γ ), problem (14) has a unique solution v ∈ Hs+2(Γ ). Moreover, there
is a positive constant C = C(s,Λ,k, l) such that
‖v‖Hs+2(Γ )  C‖h‖Hs(Γ ) for all h ∈ Hs(Γ ). (15)
Proof. We ﬁrst consider the simplest situation s = −1, and we ﬁx h ∈ H−1(Γ ). Then problem (14) can be written in the
more explicit form
−
∫
Γ
kAv φ¯ + l
∫
Γ
(dΓ v | dΓ φ) + Λ
∫
Γ
vφ¯ = 〈h, φ¯〉H−1(Γ )×H1(Γ ) for all φ ∈ H1(Γ ).
We then apply Lax–Milgram theorem (see [4, p. 376]) to the sesquilinear form
a(u, v) = −
∫
Γ
kAuv¯ + l
∫
Γ
(dΓ u | dΓ v) + Λ
∫
Γ
uv¯, u, v ∈ H1(Γ ),
which is trivially hermitian and continuous. To recognize that it is also coercive for Λ suﬃciently large we consider ε > 0
(to be ﬁxed) and we estimate, for any u ∈ H1(Γ ), as follows:
Rea(u,u) = a(u,u) = −
∫
Γ
kAuu¯ + l‖dΓ u‖2L2(Γ ) + Λ‖u‖2L2(Γ )
−|k|‖Au‖L2(Γ )‖u‖L2(Γ ) + l‖dΓ u‖2L2(Γ ) + Λ‖u‖2L2(Γ )
−|k|c3‖u‖H1(Γ )‖u‖L2(Γ ) + lc4‖u‖H1(Γ ) + (Λ − l)‖u‖L2(Γ )

(
lc4 − |k|c3ε
2
)
‖u‖2H1(Γ ) +
(
Λ − l − |k|c3
2ε
)
‖u‖2L2(Γ ).
Consequently, choosing ε = lc4/(c3|k|) we have
Rea(u,u) lc4
2
‖u‖2H1(Γ ) +
(
Λ − l − k
2c23
2lc4
)
‖u‖L2(Γ ) (16)
hence, a is coercive whenever Λ  Λ := l + k2c33/(2lc4). In this way, we have found a unique solution v ∈ H1(Γ ) of (14).
Since the operator AΛ := −kA − lΓ + ΛI : H1(Γ ) → H−1(Γ ) is bounded, and we have just proved that it is bijective, by
the Closed Graph Theorem we get (15) and we complete the proof in the case s = −1.
We now consider s > −1. Applying previous analysis, for any given h ∈ Hs(Γ ) problem (14) has a unique solution
v ∈ H1(Γ ). Hence
−Γ v + v = 1
l
[
h + kAv + (l − Λ)v] ∈ Hmin {s,0}(Γ )
and consequently v ∈ Hmin {s+2,2}(Γ ). It is then clear how the bootstrap procedure ﬁnally gives v ∈ Hs+2(Γ ). The esti-
mate (15) now follows by Closed Graph Theorem as in previous case.
The case s < −1 is treated by duality. Indeed, for any s ∈ R the operator AΛ continuously maps Hs+2(Γ ) to Hs(Γ ). By
(9) and (11) its Banach adjoint is AΛ : H−s(Γ ) → H−s−2(Γ ), which is bijective as −s − 2 > −1 by previous case. The proof
is then completed as in previous case. 
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Proof of Theorem 2. We keep the notation in the proof of Lemma 1. We ﬁx Λ = Λ, noticing that any other choice with
Λ  Λ yields the same result. By (9) and (11) the operator AΛ : H2(Γ ) → L2(Γ ) is symmetric if considered as an un-
bounded operator in L2(Γ ), hence by Lemma 1 and by the compactness of the embedding H2(Γ ) ↪→ L2(Γ ) its inverse
A−1Λ is a compact and self-adjoint operator in L2(Γ ). Consequently, by spectral decomposition theorem, the eigenvalues of
A−1Λ consist in a real sequence μn → 0, μn = μm for n = m and, denoted by Wn the corresponding eigenspace, we have⊕∞
n=1 Wn = L2(Γ ). Since for all n,m ∈ N and all φ ∈ Wn we have A−mΛ φ = (μn)mφ ∈ H2m(Γ ) we get that φ ∈ D(Γ ) and
hence Wn ⊂ D(Γ ) for all n ∈ N. Moreover, for all φ ∈ Wn \ {0} we have μn[−kAφ − lΓ φ + Λφ] = φ and consequently,
by (16),
1
μn
‖φ‖2L2(Γ ) = −k
∫
Γ
Aφφ¯ + l‖dΓ φ‖2L2(Γ ) + Λ‖φ‖2L2(Γ ) = a(φ,φ)
lc4
2
‖φ‖2H1(Γ ) > 0.
Hence μn > 0 for all n ∈ N. Consequently, since the equation A−1Λ φ = μnφ can be re-written as μn[ A
−1
Λ
μn
− I]φ = 0, by Fred-
holm alternative we get that Wn has ﬁnite dimension kn for each n ∈ N. We select for any n ∈ N a basis {Φn1 , . . . ,Φnkn }
of Wn . Then {ReΦn1 , ImΦn1 , . . . ,ReΦnkn , ImΦnkn } is a real valued set of generators for Wn . By applying Gram–Schmidt or-
thonormalization process to this set we then build a real valued orthonormal basis for each Wn . Putting together all these
bases, repeating each μn according to its multiplicity kn (using the same notation) we then get an Hilbert basis {Φn, n ∈ N}
of L2(Γ ) of real valued functions such that μn[−kAΦn − lΓ Φn + ΛΦn] = Φn for all n ∈ N. Then, eventually rearrang-
ing the sequence (μn)n and setting λn = −Λ + 1/μn we get that λn > −Λ, (λn)n is increasing, λn → +∞ as n → ∞ and
−kAΦn − lΓ Φn = λnΦn , each λn having ﬁnite dimensional eigenspace. Setting Ψn = DΦn the proof is completed but for
the last statement. To conclude it we use a classical tool (see [5, Chapter VIII]) by introducing nonnegative real powers
As/2Λ : D(As/2Λ ) ⊂ L2(Γ ) → L2(Γ ), s 0, of the self-adjoint, positive and with compact inverse operator
AΛ : D(AΛ) = H2(Γ ) ⊂ L2(Γ ) → L2(Γ ),
where
D
(
As/2Λ
)= {u ∈ L2(Γ ): ∞∑
n=1
∣∣(u,Φn)L2(Γ )∣∣2(λn + Λ)s < ∞
}
, (17)
As/2Λ u =
∞∑
n=1
(u,Φn)L2(Γ )(λn + Λ)s/2Φn, u ∈ D
(
As/2Λ
)
, (18)
the last series being convergent in L2(Γ ). By interpolation (see [25, Proposition 2.2, p. 277 and Proposition 3.1, p. 282]) we
have D(As/2Λ ) = Hs(Γ ) for all 0 s 2. We claim that
D
(
As/2Λ
)= Hs(Γ ) for all s 0. (19)
To prove our claim we suppose by induction that (19) holds for all s ∈ [0,2n], n ∈ N. We have to prove that (19) holds for
all s ∈ (2n,2n + 2]. Since we already recognized in the proof of Lemma 1 that AΛ is an isomorphism between Hα+2(Γ )
and Hα(Γ ) for all α  0, clearly u ∈ Hs(Γ ) if and only if v := AΛu ∈ Hs−2(Γ ). By induction assumption this is true if and
only if v ∈ D(A(s−2)/2Λ ), that is if and only if
∑∞
n=1 |(v,Φn)L2(Γ )|2(λn + Λ)s−2 < ∞. Since u = A−1Λ v and (A−1Λ v,Φn)L2(Γ ) =
(λn +Λ)−1(v,Φn)L2(Γ ) , this is equivalent to
∑∞
n=1 |(u,Φn)L2(Γ )|2(λn +Λ)s < ∞, that is u ∈ D(As/2Λ ), concluding the proof of
our claim.
Moreover, As/2Λ is an algebraic and topological isomorphism between H
s(Γ ) and L2(Γ ), with inverse A−s/2Λ : L2(Γ ) →
Hs(Γ ). Since As/2Λ is self-adjoint in L
2(Γ ) we can extend it to a linear and algebraic isomorphism As/2Λ : L2(Γ ) → H−s(Γ )
by duality, that is by setting〈
As/2Λ u, v
〉
H−s(Γ )×Hs(Γ ) =
∫
Γ
u As/2Λ v, u ∈ L2(Γ ), v ∈ Hs(Γ ). (20)
Consequently, the inverse A−s/2Λ also extends as a bounded operator from H−s(Γ ) to L2(Γ ) such that〈
u, A−s/2Λ v
〉
H−s(Γ )×Hs(Γ ) =
∫
Γ
v A−s/2Λ u, u ∈ Hs(Γ ), v ∈ L2(Γ ). (21)
Then we equip Hs(Γ ), s ∈ R, with the scalar product ((·,·))Hs(Γ ) and norm ||| · |||Hs(Γ ) respectively deﬁned by
((·,·))Hs(Γ ) =
(
As/2u, As/2v
)
2 , |||u|||Hs(Γ ) =
∥∥As/2u∥∥ 2 , (22)Λ Λ L (Γ ) Λ L (Γ )
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is an orthogonal system, and hence that {Φn/|||Φn|||Hs(Γ ), n ∈ N} is an orthonormal one, with respect to ((·,·))Hs(Γ ) . To
prove that {Φn/|||Φn|||Hs(Γ ), n ∈ N} is actually a complete system, and hence an Hilbert basis, let u ∈ Hs(Γ ) be such that
((u,Φn))Hs(Γ ) = 0 for all n ∈ N. By (22), since As/2Λ Φn = (λn + Λ)s/2Φn and λn + Λ > 0 we get that (As/2Λ u,Φn)L2(Γ ) = 0 for
all n ∈ N, so As/2Λ u = 0. Since As/2Λ is an isomorphism it follows that u = 0, completing the proof. 
Proof of Theorem 3. Let u0 ∈ D′(Γ ). Using the compactness of Γ and the fact that any distribution in RN−1 with compact
support has ﬁnite order (see [24, Théorème XXVI, p. 91]), we recognize that there is s ∈ R such that u0 ∈ Hs(Γ ), so
u0 =
∞∑
n=1
αnΦn in Hs(Γ )
for some αn ∈ C. By Theorem 2 it follows that αn = 〈u0,Φn〉. Hence
u0 =
∞∑
n=1
〈u0,Φn〉Φn in Hs(Γ ). (23)
Since the solution of (1) corresponding to initial datum Φn is trivially given by un(t, x) = e−λntΨ (x), using the semigroup
property in Theorem 1, we get
u|Γ (t, x) =
∞∑
n=1
〈u0,Φn〉e−λntΦn in Hs(Γ ) (24)
for all t  0, the series being convergent in the C([0,∞); Hs(Γ )) topology. Hence formula (7) follows, together with the
convergence in C([0,∞); Hs+1/2(Ω)) asserted there. To prove the convergence in C∞loc((0,∞) × Ω) we remark that, since
the semigroup {T (t), t  0} generated by B := kA + lΓ in Hs(Γ ) is analytic then it is differentiable. Moreover, if we
denote by {TΛ(t), t  0} the semigroup generated by BΛ := B − ΛI = kA + lΓ − ΛI , trivially one has TΛ(t) = e−Λt T (t)
for all t  0. Consequently also {TΛ(t), t  0} is a differentiable semigroup. Hence, by [23, Lemma 4.2, p. 52], for all
n ∈ N and t > 0 the operator BnΛTΛ(t) is bounded from Hs(Γ ) to itself and BnΛTΛ ∈ C((0,∞);L(Hs(Γ ))), where L(Hs(Γ ))
denotes the space of linear bounded operators in Hs(Γ ). Since BΛ = −AΛ and AnΛ is an isomorphism between H2n+s(Γ )
and Hs(Γ ), by the proof of Lemma 1, we get that for all n ∈ N and t > 0 the operator TΛ(t) is bounded from Hs(Γ ) to
H2n+s(Γ ) and TΛ ∈ C((0,∞);L(Hs(Γ ), Hs+2n(Γ ))). Finally, again by [23, Lemma 4.2, p. 52], for all m ∈ N and t > 0 we have
∂mt u(t, ·) = BmΛu0(t). Consequently, for all n,m ∈ N with n m we have TΛ ∈ Cm((0,∞);L(Hs(Γ ), Hs+2n−2m(Γ ))). Being n
arbitrary large we get TΛ ∈ Cn((0,∞);L(Hσ (Γ ))) for all n ∈ N and σ ∈ R. By previous remark the semigroup {T (t), t  0}
enjoys the same properties. Being n ∈ N arbitrary, using Morrey Theorem we get the convergence of the series in (7) in
C∞((0,∞) × Ω). 
4. Alternative proof of Theorems 1 and 3, Corollary 1
As announced in the introduction, Theorem 2 also allows to give a direct proof of Theorem 1. Since this proof is based
on the representation formula established in Theorem 3, which was proved using Theorem 1, in order to avoid any circular
reasoning we present here an alternative proof of both Theorems 1 and 3 which is not based on the semigroup theory
(but for the analyticity of the semigroup, which is proved in the most direct possible way), but on the direct study of the
convergence of the series in (24) in the spirit of the Fourier method.
We ﬁrst point out the following easy result.
Lemma 2. Let −∞ < a < b < ∞, H be an Hilbert space (with scalar product (·,·)H and norm ‖ · ‖H ), a sequence fn ∈ C([a,b]; H),
n ∈ N such that ( fn(t), fm(t))H = 0 for any t ∈ [a,b] and n,m ∈ N, n =m, and
∞∑
n=1
‖ fn‖2C([a,b];H) < ∞.
Then the series
∑∞
n=1 fn converges in C([a,b]; H).
Proof. Clearly, by Riesz–Fisher Theorem, for any t ∈ [a,b] the series ∑∞n=1 fn(t) converges in H . Moreover, for any n ∈ N
and t ∈ [a,b] we have∥∥∥∥∥
∞∑
μ=1
fμ(t) −
n∑
μ=1
fμ(t)
∥∥∥∥∥
2
H
=
∞∑
μ=n+1
∥∥ fμ(t)∥∥2H  ∞∑
μ=n+1
‖ fμ‖2C([a,b];H),
concluding the proof. 
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proof of Theorem 2, the notation of which are kept. At ﬁrst we claim that, for any s ∈ R, we have
u ∈ Hs(Γ ) ⇒
∞∑
n=1
∣∣〈u,Φn〉∣∣2(λn + Λ)s < ∞ (25)
and
As/2Λ u =
∞∑
n=1
〈u,Φn〉(λn + Λ)s/2Φn, (26)
the series in (26) being convergent in L2(Γ ). When s  0, since the eigenfunctions Φn are real valued we have 〈u,Φn〉 =
(u,Φn)L2(Γ ) , so (25) and (26) are consequence of (17)–(19). When s < 0 we note that for any u ∈ Hs(Γ ) we have As/2Λ u ∈
L2(Γ ), hence using (21), the fact that the eigenfunctions Φn are real valued and the fact that A
s/2
Λ Φn = (λn + Λ)s/2Φn for
all n ∈ N, we get
As/2Λ u =
∞∑
n=1
(
As/2Λ u,Φn
)
L2(Γ )Φn =
∞∑
n=1
〈
u, As/2Λ Φn
〉= ∞∑
n=1
〈u,Φn〉(λn + Λ)s/2Φn in L2(Γ ), (27)
which is nothing but formula (26). The same argument shows that the series in (25) converges, concluding the proof of our
claim.
Actually (25) is true in the stronger form
Hs(Γ ) =
{
u ∈ D′(Γ ):
∞∑
n=1
∣∣〈u,Φn〉∣∣2(λn + Λ)s < ∞
}
. (28)
The proof of this fact, which will not be used in the paper, is given in Appendix B for the interested reader.
We remark that, as a consequence of (26), for any u ∈ Hs(Γ ), s ∈ R, we have
((u, v))Hs(Γ ) =
∞∑
n=1
〈u,Φn〉〈v,Φn〉(λn + Λ)s. (29)
Step 1. We ﬁrst prove that, given any u0 ∈ Hs(Γ ), s ∈ R, the series in (24) converges in C([0, T ]; Hs(Γ ))) for all T > 0,
and consequently in the topology of C([0,∞); Hs(Γ ))). This fact yields the convergence of the series in (7) in the topology
of C([0,∞); Hs+1/2(Ω))) since D is linear and bounded from Hs(Γ ) to Hs+1/2(Ω) and Ψn = DΦn . We use Lemma 2, with
fn(t) = 〈u0,Φn〉e−λntΦn . Since
|||Φn|||2Hs(Γ ) = (λn + Λ)s, for all s ∈ R and n ∈ N, (30)
we have the estimate∣∣∣∣∣∣ fn(t)∣∣∣∣∣∣2Hs(Γ ) = ∣∣〈u0,Φn〉∣∣2e−2λnt |||Φn|||Hs(Γ )  e−2λ1T ∣∣〈u0,Φn〉∣∣2(λn + Λ)s, (31)
which holds true for any 0 t  T since λn  λ1 for all n ∈ N. Combining (31) with (25) and applying Lemma 2 we conclude
Step 1.
Step 2. We now claim that the series in (24) converges in Cμ([ε, T ]; Hs+2m(Γ )) for all 0< ε < T < ∞ and μ,m ∈ N, and
consequently (by Morrey Theorem and the properties of D as before) the series in (7) converges in C∞((0,∞) × Ω). To
prove our claim it is equivalent to prove the convergence of the μth time derivative of the series in (24), that is of
∞∑
n=1
〈u0,Φn〉(−λn)μe−λntΦn
in C([ε, T ]; Hs+2m(Γ )). We apply Lemma 2 again with f μn (t) = 〈u0,Φn〉(−λn)μe−λntΦn . Since (λn)n is increasing, λn → +∞
as n → ∞ and λn + Λ > 0 for all n ∈ N, we easily get that there is a positive constant C = C(k, l,Ω) such that |λn| 
C(λn + Λ) for all n ∈ N. By (30) we consequently get for any t ∈ [ε, T ]∣∣∣∣∣∣ f μn (t)∣∣∣∣∣∣2Hs(Γ ) = ∣∣〈u0,Φn〉∣∣2e−2λnt |λn|2μ|||Φn|||Hs(Γ )
 C2μ
∣∣〈u0,Φn〉∣∣2e−2λnt(λn + Λ)s+2m+2μ
 cμ,mC2μe2ΛT (λn + Λ)s
∣∣〈u0,Φn〉∣∣2, (32)
where cμ,m = maxx0 x2m+2μe−2xε . Combining (32) with (25) and applying Lemma 2 we conclude Step 2.
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in the space C([0,∞); Hs(Γ )) ∩ C1((0,∞); Hs(Γ )). Indeed let v be any solution with the asserted regularity. By (29) we
have ((
v(t),Φn
))
Hs(Γ ) =
〈
v(t),Φn
〉
(λn + Λ)s. (33)
By Theorem 2, using (33) and (30) we have that for any t  0
v(t) =
∞∑
n=1
((v(t),Φn))Hs(Γ )
|||Φn|||2Hs(Γ )
Φn =
∞∑
n=1
〈
v(t),Φn
〉
Φn in Hs(Γ ), (34)
and the analogous formula holds for v ′(t) for any t > 0. Then, as AΛ is linear and bounded from Hs(Γ ) to Hs−2(Γ ) and
AΛΦn = (λn + Λ)Φn , we get that AΛv(t) =∑∞n=1〈v(t),Φn〉(λn + Λ)Φn in Hs−2(Γ ). Since (13) can be equivalently written
as v ′ + AΛv − Λv = 0, we consequently get that
∞∑
n=1
[〈
v ′(t),Φn
〉+ λn〈v(t),Φn〉]Φn = 0 in Hs−2(Γ ).
By (33) we have ddt 〈(v(t),Φn〉 = 〈v ′(t),Φn〉, and consequently ddt 〈(v(t),Φn〉 = −λn〈(v(t),Φn〉. Integrating it, using (34) and
comparing with the deﬁnition of u˜ we conclude that v = u˜.
Step 4. Setting T (t)u0 = u˜(t, ·), we recognize that for any t  0 the operator T (t) is trivially linear in Hs(Γ ) and T (0) = I .
Moreover combining (31) with Parseval identity T (t) is also bounded for all t  0. To check that T (t)T (s) = T (t + s)
for all s, t  0 it is an immediate consequence of the orthogonality of {Φn, n ∈ N} in L2(Γ ), while the fact that
limt→0+ |||T (t)u0 − u0|||Hs(Γ ) = 0 for all u0 ∈ Hs(Γ ) is a immediate consequence of the fact that u˜ ∈ C([0,∞); Hs(Γ )). So
{T (t), t  0} is a strongly continuous semigroup.
We recognize that {T (t), t  0} is analytic in Hs(Γ ), without using Kato perturbation theory but formula (7) combined
with [23, Theorem 5.2, (d), p. 61] instead. Now {T (t), t  0} is not an uniformly bounded semigroup, and 0 is an eigenvalue
of kA + lΓ . For this reason we consider the semigroup {TΛ(t), t  0} generated by −AΛ = kA + lΓ − ΛI . Since trivially
one has TΛ(t) = e−Λt T (t) for all t  0, by (7) one immediately sees that TΛ(t)u0 = v(t), where
v(t) =
∞∑
n=1
〈u0,Φn〉e−(λn+Λ)tΦn in Hs(Γ ),
converging in the same sense that (24). Consequently a simple computation, using Theorem 2 and (30), shows that∣∣∣∣∣∣TΛ(t)u0∣∣∣∣∣∣2Hs(Γ ) = ∣∣∣∣∣∣−AΛv(t)∣∣∣∣∣∣2Hs(Γ )
=
∞∑
n=1
(λn + Λ)s+2
∣∣〈u0,Φn〉∣∣2e−2(λn+Λ)t
 1
e2t2
∞∑
n=1
∣∣〈u0,Φn〉∣∣2(λn + Λ)s
= 1
e2t2
|||u0|||2Hs(Γ ), (35)
where the elementary fact that maxx0 x2e−2xt = (et)−2 was used. Then by applying [23, Theorem 5.2, (d), p. 61] we
conclude the proof. 
Proof of Corollary 1. Clearly, as the solution corresponding to u0 =∑n¯n=1〈u0,Φn〉 is constant in time, by linearity we can
assume 〈u0,Φn〉 = 0 for all n = 1, . . . , n¯. Then, by (7), u|Γ (t, ·) =∑∞n=n¯+1〈u0,Φn〉e−λntΦn . In particular, then, for any μ ∈ N,
using (30) and Theorem 2
∣∣∣∣∣∣u|Γ (1, ·)∣∣∣∣∣∣2Hμ(Γ ) = ∞∑
n=n¯+1
e−2λn
∣∣〈u0,Φn〉∣∣2(λn + Λ)μ
and, for t  1,
∣∣∣∣∣∣u|Γ (t, ·)∣∣∣∣∣∣2Hμ(Γ )  e−2λ¯(t−1) ∞∑
n=n¯+1
e−2λn
∣∣〈u0,Φn〉∣∣2(λn + Λ)μ = e−2λ¯(t−1)∣∣∣∣∣∣u|Γ (1, ·)∣∣∣∣∣∣Hμ(Γ ) = Ce−2λ¯t ,
where C = C(μ,Ω,u0) = e2λ¯|||u|Γ (1, ·)‖|Hμ(Γ ) . Since u = Du|Γ , by Sobolev Embedding Theorem the proof is complete. 
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A further byproduct of Theorem 2 is the following ill-posedness result when l < 0. We start with a preliminary deﬁnition.
Deﬁnition 2. We say that u ∈ C([0, T ); Hs+1/2(Ω)) is a weak solution of (1) if
(i) u(t) = Dv(t) for all t ∈ [0, T ), T > 0, where v ∈ C([0, T ); Hs(Γ )) satisﬁes the distribution identity
T∫
0
∫
Γ
vφt +
T∫
0
∫
Γ
kAvφ +
T∫
0
∫
Γ
lΓ vφ = 0 (36)
for all φ ∈ C∞c ((0, T ) × Γ );
(ii) v(0) = u0.
Theorem 4. Let l < 0. Then, there is u0 ∈ D(Γ ) such that problem (1) has no weak solution u ∈ C([0, T ); Hs(Ω)) for any s ∈ R.
Moreover (1) is ill-posed in any normed space D(Γ ) ⊂ X ⊂ D′(Γ ) since there is a sequence (u0n) in D(Γ ) such that
(i) u0n → u0 in D(Γ ) as n → ∞;
(ii) for all n ∈ N problem (1) has a classical solution un ∈ C∞([0,∞) × Ω) with un(0, x) = u0n(x) in Γ ;
(iii) un |Γ (t, ·) does not converge in X, even weakly, for t > 0.
Remark 2. Clearly, if u is a weak solution of (1) in the above precise sense then, choosing test functions in the separate
form φ = χψ , χ ∈ C∞c (0, T ), ψ ∈ D(Γ ), we get
T∫
0
χ ′
∫
Γ
vψ +
T∫
0
χ
∫
Γ
(kAv + lΓ v)ψ = 0 for all ψ ∈ D(Γ )
and then
T∫
0
χ ′v + ξ(kAv + lΓ v) = 0 in Hs−2(Γ ).
Hence v ∈ C1([0, T ); Hs−2(Γ )) and it is a strong solution of (1) in the sense of Deﬁnition 1, with values in Hs−2(Γ ). Since
s is arbitrary in the proof of Theorem 4, we are going to consider strong solutions of (1).
Proof of Theorem 4. We consider the eigenfunctions (Φn)n given by Theorem 2 corresponding to −l > 0 and −k, so that
setting λ˜n = −λn we have
−kAΦn − lΓ Φn = λ˜nΦn.
Hence, in the present case l < 0, Theorem 2 continues to hold provided we replace the sequence (λn)n with the sequence
λ˜n , which is decreasing and goes to −∞ as n → ∞. We extract a subsequence (λ′n)n of it such that λ′n −n for all n ∈ N,
denoting by Φ ′n the corresponding eigenfunction. We now choose
u0 =
∞∑
n=1
e−αnΦ ′n, where αn =
√−λ′n. (37)
In order that (37) makes sense we have to verify that the series there converges in some sense. Actually we claim that
it converges in Hs(Γ ) for all s ∈ R, and consequently in D(Γ ). To prove our claim, since (Φ ′n)n is orthogonal in Hs(Γ )
equipped with the scalar product ((·,·))Hs(Γ ) , we just have to prove that
∞∑
n=1
e−2αn
∣∣∣∣∣∣Φ ′n∣∣∣∣∣∣2Hs(Γ ) < ∞
for all s ∈ R, which trivially follows from (30) since λ′n −n.
Now we are going to prove that (1) has no weak solution u ∈ C([0, T ); Hs+1/2(Ω)), or equivalently, by Remark 2, that
(13) has no solution v ∈ C1([0, T ); Hs(Γ )). We suppose by contradiction that such a v does exist, and we set vn(t) =
((v(t),Φ ′n))Hs(Γ ) to be the projection of v over [Φ ′n], so that vn ∈ C1([0, T )) and v ′n(t) = ((v ′(t),Φ ′n))Hs(Γ ) . Since (13) can
be written as v ′ = AΛv −Λv (where in this case AΛ corresponds to −l > 0 and −k, that is AΛ = kA + lΓ ) we have, using
(27) and (29) together with the fact that the eigenfunctions Φ ′n are real valued,
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((
AΛv,Φ
′
n
))
Hs(Γ ) − Λ
((
v,Φ ′n
))
Hs(Γ )
= (−λ′n + Λ)1+s〈v,Φ ′n〉 − Λ(−λ′n + Λ)s〈v,Φ ′n〉
= −λ′n
((
v,Φ ′n
))
Hs(Γ )
= −λ′nvn(t) (38)
for all t ∈ [0, T ). Since by (37) and (29)
vn(0) =
((
u0,Φ
′
n
))
Hs(Γ ) = e−αn
∣∣∣∣∣∣Φ ′n∣∣∣∣∣∣Hs(Γ ) = (−λ′n + Λ)se−αn
by integrating (38) we get vn(t) = (−λ′n + Λ)se−αn+α2n t . But since {Φ ′n} is an orthogonal system in Hs(Γ ), by Bessel in-
equality we get
∑∞
n=1 |vn(t)/|||Φ ′n|||Hs(Γ )|2 < ∞, that is
∑∞
n=1(−λ′n +Λ)se−2(αn−α
2
n t) < ∞. Since αn √n this is the required
contradiction when t > 0. The last part of the statement can be proved exactly as in [27]. 
6. The inhomogeneous problem
We return to the stationary problems. As an application of the methods used in the paper together with Fredholm
alternative, we get the following result on the system with a forcing term.
Theorem 5. Let l > 0 and h ∈ Hs(Γ ), s ∈ R. Then the elliptic problem{
u = 0, in Ω,
−kuν − lΓ u = h on Γ (39)
has solutions u ∈ Hs+5/2(Ω) if and only if 〈h, φ〉 = 0 for all φ ∈ D(Γ ) which posseses an harmonic extensions Φ on Ω satisfying
kΦν + lΓ Φ = 0 on Γ .
Proof. Keeping the notation in the proof of Theorem 2, problem (39) can be written as AΛv = h + Λv , v ∈ Hs+2(Γ ), that
is, as v − Av = h∗ in Hs(Γ ), where h∗ = A−1Λ h and A = ΛA−1Λ . Since the embedding Hs+2(Γ ) ↪→ Hs(Γ ) is compact by
Rellich Theorem, the operator A is a compact operator in Hs(Γ ). Moreover, when Hs(Γ ) is endowed with ((·,·))Hs(Γ ) , we
claim that the operator A is also symmetric, so it is self-adjoint. To recognize the symmetry of A−1Λ also in Hs(Γ ) we take
u, v ∈ Hs(Γ ). Using (23) and the boundedness of A−1Λ from Hs(Γ ) to Hs+2(Γ ) obtained in Lemma 1 we have that
A−1Λ u =
∞∑
n=1
〈u,Φn〉(λn + Λ)−1Φn in Hs+2(Γ ). (40)
Then, by (29), (40) and (23) again we can evaluate((
A−1Λ u, v
))
Hs(Γ ) =
∞∑
n=1
〈u,Φn〉〈v,Φn〉(λn + Λ)s−1
which proves our claim. By Fredholm alternative, consequently, as remarked in the proof of Theorem 2, we get that N :=
Ker(I − A) is ﬁnite dimensional, and since it corresponds to the eigenspace associated to the zero eigenvalue in Theorem 2,
we have that N ⊂ D(Γ ) and we can write
N = span{Φn¯+1, . . . ,Φn¯+p} (41)
for some n¯, p ∈ N. Moreover in the general case h = 0 problem (39) has solutions if and only if ((h∗, φ))Hs(Γ ) = 0 for all
φ ∈ N , which by (41) can be written as((
h∗,Φn
))
Hs(Γ ) = 0 for all n = n¯ + 1, . . . , n¯ + p. (42)
By (29) we have((
h∗,Φn
))
Hs(Γ ) =
∞∑
m=1
〈
h∗,Φm
〉〈Φn,Φm〉(λm + Λ)s
and then, by Theorem 2 and (40),
((
h∗,Φn
))
Hs(Γ ) = Λs
〈
h∗,Φn
〉= Λs〈 ∞∑
m=1
〈h,Φm〉(λm + Λ)−1Φm,Φn
〉
= Λs−1〈h,Φn〉.
Consequently by (42) it is equivalent to 〈h,Φn〉 = 0 for all n = n¯ + 1, . . . , n¯ + p. Since one can take Λ > 0, by (41) the proof
is complete. 
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Although we do not have a simple answer to the question raised in the Introduction, that is if λ1 = 0 or not, in the
general case, in the easiest case Ω = BR := {x ∈ RN : |x| < R}, R > 0, it is easy to get the following result.
Theorem 6. Let l > 0, Ω = BR , R > 0. Then the eigenvalues of problem (4) are the elements of the set
Λ :=
{
−kn
R
+ ln(N + n − 2), n ∈ N
}
.
In particular then λ1 = 0 if and only if k Rl(N − 1).
Proof. Let λ ∈ R be an eigenvalue of (4) and Ψ ∈ C∞(BR) be the corresponding eigenfunction. Denote Φ = Ψ|∂BR ∈ C∞(∂BR)
and ΦR ∈ C∞(SN−1) as the radial projection of Φ on the unit sphere, that is ΦR(x) = Φ(x/R). It is well known (see [3])
that L2(SN−1) admits the orthogonal decomposition L2(SN−1) =⊕∞n=0 Vn , where Vn ⊂ C∞(SN−1) is ﬁnite dimensional and
−SN−1ψ = νnψ on SN−1, for all ψ ∈ Vn, (43)
where the eigenvalues νn are given by νn = n(N + n − 2). Hence there are αn ∈ C and Sn ∈ Vn , n = 0,1, . . . , such that
ΦR =
∞∑
n=0
αn Sn in L2
(
SN−1
)
. (44)
Moreover standard results (contained in Section 4 in the particular case k = 0) give that (44) actually holds in C∞(SN−1).
Consequently
Φ(x) =
∞∑
n=0
αn Sn
(
x
R
)
in C∞(∂BR). (45)
Since by elliptic regularity (see [22]) the operator D is continuous from C∞(∂BR) to C∞(BR), combining (45) with the fact
that Ψ is harmonic in BR we get
Ψ =
∞∑
n=0
αnUn in C∞(BR), (46)
where we denoted Un = DSRn and SRn (x) = Sn(x/R). Clearly Un is a unique C∞ solution of non-homogeneous Dirichlet
problem{
Un(x) = 0, x ∈ BR ,
Un(x) = Sn(x/R), x ∈ ∂BR . (47)
Problem (47) can be easily solved by looking for Un in the separate form (in spherical coordinates ρ = |x|, σ = x/|x|)
Un(ρ,σ ) = un(ρ)Sn(σ ) and using the well-known radial decomposition of Laplace operator (see [25])
 = ∂
2
∂ρ2
+ N − 1
ρ
∂
∂ρ
+ 1
ρ2
SN−1 , (48)
so that (47) reduces to⎧⎨⎩u′′n(ρ) +
N − 1
ρ
u′n(ρ) −
1
ρ2
νnun(ρ) = 0, ρ ∈ (0, R),
un(R) = 1,
which a unique regular solution is un(ρ) = (ρ/R)n . Hence, by (46),
Ψ (ρ,σ ) =
∞∑
n=0
βnρ
n Sn(σ ) in C
∞([0, R] × SN−1). (49)
By using (48) again we can plug (49) in the boundary condition in (4). We get
∞∑
n=0
βn
[−kn + (lνn − λ)R]Sn = 0 in SN−1,
so βn = 0 or λ = − knR + nl(N + n − 2) for all n ∈ N, so concluding the proof. 
In the general case we can only give a variational characterization of λ1.
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λ1 = min
u∈H1(Γ )\{0}
−k ∫
Γ
∂
∂ν (Du)u¯ + l
∫
Γ
|dΓ u|2
‖u‖2
L2(Γ )
.
Proof. For any u ∈ H1(Γ ) we have
−kAu − lΓ u =
∞∑
n=1
(u,Φn)L2(Γ )λnΦn in H
−1(Γ ),
hence
−k
∫
Γ
∂
∂ν
(Du)u¯ + l
∫
Γ
|dΓ u|2 = 〈−kAu − lΓ u, u¯〉H−1(Γ )×H1(Γ )
=
〈 ∞∑
n=1
(u,Φn)L2(Γ )λnΦn,
∞∑
n=1
(u,Φn)L2(Γ )Φn
〉
H−1(Γ )×H1(Γ )
=
∞∑
n=1
∣∣(u,Φn)∣∣2L2(Γ )λn
 λ1‖u‖2L2(Γ ).
Since, moreover
−k
∫
Γ
∂
∂ν
(DΦ1)Φ1 + l
∫
Γ
|dΓ Φ1|2 = λ1
the proof is complete. 
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Appendix A
In this section we give, for the reader’s convenience, the proof of the following result, which was used in the proof of
Theorem 1.
Lemma 3. The operator Γ : D(Γ ) = Hs+2(Γ ) → Hs(Γ ) generates an analytic semigroup in Hs(Γ ),
Proof. We claim that, for any s ∈ R, the operator Γ − I : Hs+2(Γ ) → Hs(Γ ) generates an analytic semigroup in Hs(Γ ).
Once our claim is proved the statement follows by standard perturbation results (for example [23, Theorem 2.1]) or directly.
To prove our claim we use, for the sake of self-containedess, the theory developed in Sections 3–4, when k = 0 and l = 1.
Looking at the proof of Lemma 1, it is easy to see that in this case Λ = 0, so we can choose Λ = 1 in the sequel.
We start by noting that, by Theorem 2, for any u ∈ Hs+2(Γ ) we have
u =
∞∑
n=1
〈u,Φn〉Φn in Hs+2(Γ ). (50)
Consequently, by the boundedness of −Γ + 1 : Hs+2(Γ ) → Hs(Γ ) we have that
−Γ u + u =
∞∑
n=1
〈u,Φn〉(λn + 1)Φn in Hs(Γ ). (51)
By (29) we then get that, for any u ∈ Hs+2(Γ ) and v ∈ Hs(Γ ),
((−Γ u + u, v))Hs(Γ ) =
∞∑
〈u,Φn〉〈v,Φn〉(λn + 1)s. (52)
n=1
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Γ − I : Hs+2(Γ ) → Hs(Γ ) is sectorial in Hs(Γ ) once this space is equipped with the equivalent scalar product ((·,·))Hs(Γ ) .
Moreover, by Lemma 1, it is also m-sectorial. By [18, Theorem 5.9, p. 37] we get that it generates an analytic semigroup,
completing the proof of our claim. 
Appendix B. Proof of (28)
Indeed, given any u ∈ D′(Γ ) such that the series in (25) converges, the formula
w =
∞∑
n=1
〈u,Φn〉(λn + Λ)s/2Φn
deﬁnes an element of L2(Γ ) by Riesz–Fisher Theorem. Since A−s/2Λ is linear and bounded from L2(Γ ) to Hs(Γ ) and
A−s/2Λ Φn = (λn + Λ)−s/2Φn for all n ∈ N, we have
A−s/2Λ w =
∞∑
n=1
〈u,Φn〉Φn in Hs(Γ ),
and consequently for any v ∈ D(Γ )
〈
A−s/2Λ w, v
〉= ∞∑
n=1
〈u,Φn〉(v,Φn)L2(Γ ). (53)
On the other hand we assert that for any v ∈ D(Γ )
v =
∞∑
n=1
(v,Φn)L2(Γ )Φn in D(Γ ). (54)
Indeed v ∈ Hα(Γ ) for all α  0 and then by (18) we have
Aα/2Λ v =
∞∑
n=1
(v,Φn)L2(Γ )(λn + λ)α/2Φn in L2(Γ ).
Since A−α/2Λ is a linear bounded operator from L2(Γ ) to Hα(Γ ) and A
−α/2
Λ Φn = (λn + Λ)−α/2Φn for all n ∈ N, we get that
v = A−α/2Λ Aα/2Λ v =
∞∑
n=1
(v,Φn)L2(Γ )Φn in H
α(Γ ).
Being α  0 arbitrary and using Morrey Theorem we get (54), concluding the proof of our assertion. As a consequence of it
we have, for any v ∈ D(Γ ),
〈u, v〉 =
∞∑
n=1
(v,Φn)L2(Γ )〈u,Φn〉 =
∞∑
n=1
〈v,Φn〉〈u,Φn〉. (55)
Combining (53) and (55) we have u = A−s/2Λ w ∈ Hs(Γ ).
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