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Abstract
Objectives: With the Accreditation Council for Graduate Medical Education (ACGME) Next Accreditation
System, emergency medicine (EM) residency programs will be required to report residents’ progress
through the EM milestones. The milestones include ﬁve progressively advancing skill levels, with Level 1
deﬁning the skill set of a medical school graduate and Level 5, that of an attending physician. The
ACGME stresses that multiple forms of assessment should be used to ensure capture of the multifaceted
competencies. The objective of this study was to determine the feasibility and results of programmatic
assessment of Level 1 milestones using multisource assessments for incoming EM interns in July.
Methods: The study population was interns starting in 2012 and 2013. Interns’ Level 1 milestone
assessment was done with four distinct methods: 1) the postgraduate orientation assessment (POA) by
the Graduate Medical Education Ofﬁce for all incoming interns (this multistation examination covers nine
of the EM milestones and includes standardized patient cases, task completion, and computer-based
stations); 2) direct observation of patient encounters by core faculty using a milestones-based clinical
skills competency checklist; 3) the global monthly assessment at the end of the intern orientation month
that was updated to reﬂect the EM milestones; and 4) faculty assessment during procedural labs. These
occurred during the July orientation month that included the POA, clinical shifts, didactic sessions, and
procedure labs.
Results: In the POA, interns were competent in 48% to 93% of the milestones assessed. Overall,
competency was 70% to 80%, with low scores noted in aseptic technique (patient care Milestone 13
[PC13]) and written and verbal hand-off (interpersonal communications skills [ICS]2). In overall
communication, 70% of interns demonstrated competency. In excess of 80% demonstrated competency
in critical values interpretation (PC3), informed consent (PC9), pain assessment (PC11), and geriatric
functional assessment (PC3). On direct observation, almost all Level 1 milestones were achieved (93% to
100%); however, only 78% of interns achieved competency in pharmacotherapy (PC5). On global monthly
evaluations, all interns met Level 1 milestones.
Conclusions: A multisource assessment of EM milestones is feasible and useful to determine Level 1
milestones achievement for incoming interns. A structured assessment program, used in conjunction
with more traditional forms of evaluation such as global monthly evaluations and direct observation, is
useful for identifying deﬁcits in new trainees and may be able inform the creation of early intervention
programs.
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Emergency medicine (EM) residency programsare experiencing a historic time of change. TheEM milestones were released in July 2012 as
part of a joint effort by the Accreditation Council for
Graduate Medical Education (ACGME) and the Ameri-
can Board of Emergency Medicine and brought about a
dramatic shift in how residents are assessed.1,2 The
milestones are intended to improve graduate medical
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education by enhancing competency-based education
and assessment. They are “stepping stones” to compe-
tency, and include ﬁve progressively advancing skill
levels, with Level 1 deﬁning the skill level of a medical
student graduate and Level 5 that of an attending
physician.
Incoming interns are expected to have achieved Level
1 milestones by graduation from medical school, but a
surprising number of EM interns struggle to meet this
level of expertise.3 Not all medical schools have manda-
tory EM rotations. This, in addition to the limited
amount of time interns spend in the emergency depart-
ment (ED) during their internship year, as they spend
the majority of months on off-service rotations, makes
assessment of Level 1 milestones especially difﬁcult.
Although preparation for Level 1 milestones takes place
during medical school, it is the responsibility of EM resi-
dency directors to conﬁrm that these milestones have
been met. Thus, residency programs must accurately
assess intern competency at arrival, so that necessary
remediation of these deﬁciencies can occur as early as
possible. The milestones can only have their intended
effect if residency programs use high-quality assessment
tools that accurately measure resident competency.4
The ACGME stresses that multiple forms of assess-
ment should be used to ensure that the complexities
of context are captured.5 Further, the Academic Emer-
gency Medicine consensus conference “Education
Research in Emergency Medicine: Opportunities, Chal-
lenges, and Strategies for Success” highlighted the
importance of educational research, especially in the
area of assessment of competencies.6–8 Direct observa-
tion, global assessment, and objective structured clinical
examinations (OSCE) are common tools used for resi-
dent evaluation.5,9 While medical educators struggle to
determine the utility of individual assessment tools,7,8,10
van der Vleuten and Schuwirth’s11 work suggests that it
is most important to develop a program of assessment
with multiple low-stakes assessments. The tools used in
multiple low-stakes assessments provide educators with
a well-rounded view of learners’ performance. The
objective of this study was to determine the feasibility
and results of programmatic assessment of Level 1 mile-




This was a prospective, descriptive analysis of the use
of multiple assessment tools for EM milestones that was
determined by the institutional review board to be
exempt from informed consent requirements.
Study Setting and Population
The study was conducted at a large EM residency pro-
gram with 28 interns (July 2012 and 2013), representing
19 Liaison Committee on Medical Education–accredited
medical schools.
Study Protocol
Assessment of milestones was done by four distinct
methods: 1) the postgraduate orientation assessment
(POA);12,13 2) direct observation, using a milestone-
based clinical skills assessment (CSA, Data Supplement
S1, available as supporting information in the online
version of this paper) performed by core education fac-
ulty; 3) global milestone assessment at the end of the
intern orientation month complete by faculty members;
and 4) faculty assessment during procedural labs. These
occurred during the July intern orientation month that
includes the POA, clinical shifts, didactic sessions, and
procedure labs.
POA. Entering residents have variable medical school
experiences and differing knowledge and skill levels. To
structure curricula, enhance patient safety, and begin to
meet competency-based accreditation requirements,
baseline assessment of individual resident’s knowledge
and skills is needed. To this end, in 2002 the University
of Michigan created the POA, a 10-station OSCE for
incoming residents. This assessment has built validity
evidence through careful design and scholarship, and
the scores have been shown to correlate with our resi-
dents’ performance.12,13
Milestone-based CSA. The milestone-based CSA uses
direct observation performed by core education faculty.
During the orientation month, each intern was observed
twice by core faculty and the MS-CSA was completed
(Data Supplement S1). The content validity of this
instrument was derived from using the wording of the
EM Level 1 milestones. Faculty scored each intern on
whether the Level 1 milestone was achieved. Prior to
the assessment, the core faculty had discussions about
the Level 1 milestones, which formed the basis of faculty
training on these new competencies.
Global Milestones. The monthly global evaluation
form was based on the EM milestones and was com-
pleted by faculty working with the interns at the end of
the month. The residency uses online software through
MedHub (http://medhub.com/). On the form, all of the
milestones are represented for faculty to assess resi-
dents. A composite score was created for each resident.
Procedure Labs. Finally, there were multiple proce-
dure labs during the intern orientation month including
airway, ultrasound, wound management, and simulation-
based vascular access. Determination of the Level 1 mile-
stones in these labs was assessed by a checklist and the
successful completion of the procedures during the lab.
Data Analysis
Simple descriptive statistics are reported.
RESULTS
Most of the non–procedure-based EM Level 1 mile-
stones were assessed by multiple modalities (Table 1).
The monthly global evaluation and procedure labs
found that 100% of interns met Level 1 milestones.
However, the POA was more discriminating; EM
interns were competent in 48% to 93% of milestones
evaluated. Overall competency was 70% to 80%, with
low scores noted in aseptic technique (48%) (patient
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care [PC]9, PC13, systems-based practice [SBP]1, SBP2),
as well as written (48%) and verbal hand-off (63%)
(PC6, interpersonal communications skills [ICS]2, SBP1).
In overall communication, 70% of interns demonstrated
competency. In excess of 80% achieved competency in
informed consent (professionalism [PROF]1, ICS1), criti-
cal value interpretation (PC3, medical knowledge [MK]),
pain assessment (PC11, PROF1), hand washing (SBP1),
and geriatric functional assessment (PC2, PROF1, ICS1).
On direct observation, almost all Level 1 milestones
were achieved (93% to 100%); however, only 78% of
interns achieved competency in pharmacotherapy (PC5).
DISCUSSION
This pilot study shows that multisource assessment of
incoming interns is both feasible and useful in deter-
mining Level 1 milestones. While global assessments
and procedure labs found 100% Level 1 milestone com-
petency, other methods in differing contexts were
more discriminating. This study also demonstrates that
many interns have not attained full Level 1 milestones
competency by commencement of residency. These are
expected to have been taught and assessed during
medical school. This gap poses a unique challenge for
EM residency programs and emphasizes the impor-
tance of increased collaboration between medical
schools and residency programs.
The path forward on milestone assessment of compe-
tency is undeﬁned.7,8,10 Our ﬁndings conﬁrm the study
by Santen and colleagues3 showing that incoming EM
interns were not taught or assessed on many of the Level
1 milestones. They noted that in the future, medical
schools will need to be responsible for cross-cutting
milestones that span across specialties, with individual
clerkships needing to take responsibility for educating
senior students in specialty-speciﬁc milestones. This will
ensure that incoming interns are fully equipped to begin
successful residency experiences. Nonetheless, it is criti-
cal for program directors to know where the residents
are starting and where they may get into difﬁculty. This
study was supported by the literature showing that the
majority of problem residents are identiﬁed during
internship and not during medical school.14 Thus resi-
dencies should assess interns early in their training using
a multisource assessment to determine their competency
level. Early identiﬁcation of struggling residents is asso-
ciated with a higher likelihood of successful remediation.
Table 1










PC1 Emergency stabilization X 96 100 X
PC2 Focused H&P 89% GFA 96 100 X
PC3 Diagnostic 93% Critical values
78% Imaging
96 100 X
PC4 Diagnosis X 93 100 X
PC5 Pharmacotherapy X 78 100 X
PC6 Observation, reassessment 63% Verbal hand-off
48% Written hand-off
X X X
PC7 Disposition X 96 100 X
PC8 Multitasking X X 100 X
PC9 Procedures 48% Aseptic technique X 100 X
PC10 Airway management X X X 100
PC11 Anesthesia, pain 93% Pain assessment X X X
PC12 Ultrasound X X X 100
PC13 Wound management 48% Aseptic technique X X 100
PC14 Vascular access X X X 100
MK Medical knowledge 93% Critical values X 100 X





PROF2 Accountability X X 100 X




ICS2 Team management 63% Verbal hand-off
48% Written hand-off
X X X
PBLI Performance improvement X 96 100 X





SBP2 Systems-based management 48% Aseptic technique 96 X X
SBP3 Technology X 100 X X
GFA = geriatric functional assessment; H&P = history and physical; ICS = interpersonal communication skills; PBLI = practice-
based learning and improvement; PC = patient care; PROF = professionalism; SBP = systems-based practice; X = not applicable.
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Our study revealed interesting strengths and draw-
backs of each method of assessment. Direct observation
is a vital component of competency assessment. This
workplace-based assessment provides a richness of infor-
mation and provides the insight and close engagement of
practicing clinicians.15–18 Further, it is workplace-based
and thus may have more content validity because it is
measuring true work. However, direct observation pro-
vides a speciﬁc assessment of one encounter and as such
is subject to pitfalls of context, lack of standardization,
rater training, and bias. In this study, direct observation
yielded high levels of competency.
The global monthly evaluation completed at the end of
the rotation has the advantage of being authentic as it is
workplace-based and is the type of resident evaluation
that has been used by our program, as well as many oth-
ers. On the other hand, it is at risk for hindsight bias and
lack of speciﬁcity, as faculty may not remember the details
weeks after the performance. This global “gestalt” may be
a less sensitive metric and may not identify where addi-
tional skill and knowledge development are needed.16,17
We observed that all interns were deemed competent at
Level 1 for the global assessment, even those who did not
achieve competency on other instruments.
In both workplace-based assessments, there is an ele-
ment of social acceptability, meaning that there is a rela-
tionship with and commitment on the part of the faculty
to the individual intern.16,17 As a result, faculty may
want to encourage interns to succeed and do well and
thereby overrate performance. This may result in scor-
ing interns as competent when they may not be. This is
especially true if faculty assessments are not anonymous
or the results are shared immediately with the learner.
On the other hand, they have the advantage of provid-
ing immediate formative feedback for improvement.
The POA is a robust, comprehensive, standardized,
and structured assessment and detected more areas of
deﬁcit.13 The advantages are that the assessments are
consistent and standardized and that there is a lack of
social acceptability. Limitations of a standardized exami-
nation are that the artiﬁcial environment is less authen-
tic and it requires attention to rater training and
potential rater bias. While the POA is unique to our
institution, assessment with an OSCE is widespread in
medical student and some residency programs.19–22 Fur-
ther, generalizability of the OSCE is dependent on the
number of stations.23
By combining all of the assessment tools, however, a
sufﬁciently reasonable, comprehensive depiction of
intern Level 1 milestones competency emerges. This
ﬁnding supports the assertion of van der Vleuten and
Schuwirth11 that a single assessment tool cannot mea-
sure all aspects of a competency. Instead, multiple
assessment methods that are well integrated into educa-
tion curricula provide the most valid information. Many
assessment methods do not have inherently reliable or
valid characteristics, and different methods are better
suited to certain contexts.11 Thus, it may not be the
characteristics of an assessment tool that determine its
utility as much as how that tool is used. Van der Vleuten
and Schuwirth note that multiple, context-speciﬁc, low-
stakes observations are needed to create an overall
assessment. In light of this, emphasis is best placed on
designing a multisource evaluation program as a whole
and not on evaluation of individual tools.
These results also provide insight into the role of
assessments for formative and summative purposes. Eval-
uation programs should be both formative (assessment
for learning) and summative (assessment of learning).24
The combination of many individual formative assess-
ments as part of a comprehensive program, however,
can be used effectively for summative purposes. Our pro-
gram of assessment of intern milestones highlights this
idea, as each individual tool provides unique formative
information to students, while the assessments as a whole
provide useful summative information to the program.
LIMITATIONS
While the data for this study came from one residency
program, that homogeneity is attenuated by the interns
being observed across three different clinical sites by a
diverse faculty body and that the interns come from a
variety of medical schools. We do not know, however, if
our population is representative of interns at other pro-
grams. The ACGME milestones were created recently
and therefore time did not allow for a multi-institutional
study. As such, generalizability to other institutions may
be limited.
The study population was small enough that it was
not possible to determine whether poor performance as
measured by one assessment tool correlated across
modalities. What constitutes an appropriate assessment
of each milestone is a judgment and represents the best
determination by authors.
CONCLUSIONS
It is critical that emergency medicine program directors
recognize early where their interns might need focused
improvement. A structured assessment program, used
in conjunction with more traditional forms of evaluation
such as global monthly evaluations and direct observa-
tion, is useful for identifying deﬁcits in new trainees and
can inform the creation of early intervention programs,
as well as tailor learning programs to both areas of
strength and those that need developing. Many of the
current resources used to determine the competency of
our interns may be used, without any need to develop
elaborate new programs. Most importantly, residencies
need to design a program of multisource assessment
for the intern Level 1 milestones.
The authors acknowledge James Mattimore, MD, and the faculty
who contribute to the development of trainees
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Supporting Information
The following supporting information is available in the
online version of this paper:
Data Supplement S1. Assessment of Level 1 mile-
stones of incoming interns direct observation of clinical
skills by faculty (formerly CSA).
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