Introduction
Heuristics are generally used in many real-world engineering applications ranging from computer aided design, optimization, scheduling and computer communications. Since the relationship between performance and control is unknown in heuristics, some parameters, functions, and procedures are designed either based on user experience or experimentally. These heuristics can usually be improved by automated tuning, machine learning, and generalization. In this chapter, we study the problem of performance generalization of the heuristics learned.
Terminologies
We de ne a problem solver as an algorithm, or more generally, a software package used to solve a problem. A problem solver can be regarded as a black box, with some heuristic components or heuristics designed in an ad hoc way, where a heuristic is \A process that may solve a problem but o ers no guarantees of doing so" 1 . Heuristic elements may appear in the form of numerical parameters, symbolic formulae, rules, and procedures.
The e ectiveness of heuristics is evaluated in terms of their performance measures. In this chapter, we are interested in problem solvers with numerical performance measures; examples of which include the quality of solutions a To appear in Knowledge-Based Systems: Advanced Concepts, Techniques and Applications, S. Tzafestas (ed.), World Scienti c Pub. Co., 1996. found and the cost of getting them. Since the relationship between parameters controlling heuristic components and application performance measures is generally very complex, the performance of heuristics is assessed by testing them on test cases. Fig. 1 shows the application of a problem solver to nd a solution using a given test case (problem instance). Note that in many applications, the number of test cases can be in nitely large.
For instance, consider TimberWolf (version 6) 2;3 , a problem solver based on simulated annealing for placing and routing a set of VLSI circuit components. There are many heuristic components in TimberWolf, including a temperature-control function, various cost functions, and several numerical parameters. A test case in this application is a set of VLSI circuit components to be mapped to a physical layout, where a layout is a solution in this case. The placement of these components (cells and wires) must meet certain timing requirements and the laws of physics. The quality of a solution is in terms of the chip area of the nal layout, and the cost of nding such a solution is in terms of execution time to nd the layout.
Generalization
In this chapter, we study statistical generalization for determining the performance of a given set of heuristic methods (HMs) found in a heuristics-design process over a problem domain. Generalization usually refers to the process of making or choosing an element that is more general than other elements. In the context of heuristics design, statistical generalization is the process of nding or estimating the performance of a given set of HMs over a problem domain based on incomplete performance information found during the design process. This generalization is necessary and important since only an incomplete subset of test cases is used for performance evaluation in the process. Figure 2 shows the concept of generalization. Suppose a subset of test cases in Subdomain 1 are used in learning, and the performance of n heuristics are evaluated statistically on these test cases. Statistical generalization entails the extension and veri cation of the performance of these heuristics on unseen test cases and subdomains (say Subdomain 2 in Figure 2 ).
The primary objective of the generalization process is to nd an HM that performs the \best" over the entire problem domain among the given set of HMs. When it is not possible to distinguish the \best" HM with respect to an existing HM already in use, it is desirable to nd HM(s) that consistently \outperforms" this existing HM over the entire problem domain.
The generalization process is simpli ed when the performance of each HM shares some common statistical characteristics, such as the independent and identically distributed (IID) property, for the entire problem domain. In this case, the performance of an HM over a subset of test cases can be statistically generalized to represent the performance of the HM over the entire problem domain. For example, the sample-mean performance from a subset of test cases can be used to predict the population mean over the entire problem domain. This IID condition may not be true in complex real-world applications. In these applications, there may be many regions in the problem domain, each with di erent performance behavior. To address this issue, we propose to divide the problem domain into smaller subsets called subdomains in such a way that the performance of each HM within each subdomain is IID. Example 1. Consider decomposition heuristics used in a branch-and-bound search to solve vertex cover problems. In this application, the goal is to nd the minimum number of nodes of a graph so that each edge is emanating from one of the covered nodes. A subproblem represents a set of nodes in the graph to cover partially the edges in the graph, and the decomposition HM picks the next node to be included in the covered set. Figure 3 shows the distribution of speedups of an HM with respect to the baseline HM for graphs of various degrees of connectivity. It clearly illustrates that the distributions of speedups are not IID across graphs of di erent degrees of connectivity, and that speedups of this HM cannot be averaged across all the graphs.
The generalization of HMs across multiple subdomains is more di cult because the performance of these HMs may have di erent statistical characteristics in di erent subdomains and cannot be combined or compared. Performance evaluation in one subdomain must, therefore, be dealt with separately and independently from other subdomains. Note that generalization only requires nding one HM that performs better than another across all subdomains. It is not necessary that the performance of the HM found be of the same statistical distribution across all subdomains.
Example 2. In testing two heuristic methods HM 1 and HM 2 on two subdomains of test cases TC 1 and TC 2 , we nd the average performance for HM 1 to be f10, 100g and for HM 2 to be f150, 5g. It will be di cult to say whether HM 1 is better than HM 2 and which HM should be used as a general HM for other test cases.
In the most general case, there are more subdomains than what can be evaluated experimentally. Since computational resources are limited, it will not be possible to evaluate all these subdomains. Hence, generalization can only be made in a weak sense in which related subdomains are clustered together by some other methods, and generalization is only de ned on clusters of subdomains.
Under multiple subdomains, our approach in generalization is to rst evaluate and compare the performance of HMs in each subdomain. Next, we evaluate the performance of each HM over the entire problem domain and conclude whether the performance of the HM can be generalized. Finally, we pick the HM that works best across all the subdomains.
In the next section, we rst present a brief overview of the generalization process commonly used in existing genetics-based machine-learning systems. We then present our extended strategy to handle generalization within one subdomain and over multiple subdomains and our learning system TEACHER. Finally, we present some experimental results based on our statistical generalization procedure for TimberWolf.
Previous Work
Generalization has not been emphasized in most existing genetics-based machine learning systems 4;5;6 . In general, these systems implicitly assume that performance values of HMs share some common statistical characteristics; i.e., performance values during the design process are representative of all possible performance values. In this case, the estimated performance level (i.e., the tness value) of each HM (usually in the form of the sample mean) can be used as a statistical estimator of its true performance level (population mean) over the entire problem domain. These systems can then simply validate this assumption by evaluating their learned HMs on a new set of test cases. The uncertainty of the estimated performance is usually ignored by existing genetics-based machine-learning systems. This uncertainty is more acute when performance evaluation is costly and HMs are not evaluated fully during learning. In Section 3, we present a method to deal with this uncertainty.
This implicit statistical generalization is not adequate when there are multiple subdomains and when no single subset of test cases can be representative of the entire problem domain. Implicit statistical generalization is still necessary within each subdomain as shown in Section 3. However, it is necessary to perform generalization across multiple subdomains when performance across subdomains is not totally correlated. We explore this issue in Section 4.
Note that in this chapter we are dealing with statistical generalization of each HM's performance to get some representative performance over the entire problem domain. We do not modify an HM in order to make it applicable to wider (and more general) conditions. The latter is the type of generalization studied in arti cial intelligence 7 , which requires more domain knowledge speci c to a particular application and problem solver.
Performance Evaluation Within One Subdomain
In this section, we rst present the performance evaluation of two HMs in one subdomain 8;9;10 . We then explore potential problems in extending this strategy to cases with more than two HMs. Finally, we present a strategy for general performance evaluation within a single subdomain.
Strategies for evaluating two HMs
In this subsection, we review the strategy for evaluating the performance of two HMs in one subdomain 8;9;10 . This strategy has been developed under the following assumptions:
The normalized performance values of an HM in a subdomain are IID. The average performance of each HM is the objective metric to optimize. The overall strategy can be divided into three steps.
(1) Symmetric Normalization. To reduce the di erence in magnitude of performance values across test cases, it is necessary to normalize the perfor-mance values of each test case in order to obtain relative performance measures. In this process, one of the HMs is used as the baseline.
One issue in normalization is the compression of certain range of performance values. Consider the improvement ratio that divides the performance of the baseline HM by the performance of the target HM. Here, performance improvements are in the range between 1 and in nity, whereas degradations are in the range between 0 and 1. Hence, when an average improvement ratio is computed, performance improvements and degradations are weighted differently. One immediate consequence is that the conclusion of which HM is better may depend on the baseline HM used.
Example 3. To illustrate such an anomaly, consider the two HMs, HM 1 and HM 2 , discussed in Example 2. It is easy to show that HM 1 has a higher average improvement ratio than HM 2 when HM 1 is used as the baseline. On the other hand, HM 2 has a higher average improvement ratio than HM 1 when HM 2 is used as the baseline. This is an obvious contradiction.
To avoid anomalies in inconsistent ordering due to the choice of the baseline HM, we should avoid normalization methods that emphasize di erently in di erent ranges of the normalized performance values. One normalization method we have developed earlier 9 is the symmetric improvement ratio: 
where S + is the original improvement ratio. The symmetric improvement ratio has the property that improvements are in the range between 0 and in nity, and degradations are in the range between 0 and negative in nity. Further, for two HMs, when we reverse the role of the baseline HM, their symmetric improvement ratios only change in sign. Hence, symmetric improvement ratios avoid the anomaly when using the original improvement ratios.
(2) Multi-objective Learning. When there are multiple performance measures corresponding to multiple objectives, we constrain the average performance of all but one objective measures. This modi ed goal helps nd the best HM among possible HMs that satis es all of the constraints based on a single unconstrained objective. With this approach, each performance measure is dealt with independently from other measures.
(3) Probability of Win. We evaluate the performance of an HM in each of a set of subdomains. Due to the IID property in each subdomain, the average performance of an HM in a subdomain can be estimated by testing it on a subset of test cases. We use the sample-mean values as statistical estimations of the population-mean values in deciding whether an HM satis es or violates a performance constraint or whether it performs better than a baseline HM.
To address uncertainties in using estimated sample means, we have studied a concept called probability of win 9 , P win , that compares two sample averages and computes the probability that one sample average is larger than another. This is similar to hypothesis testing in which we take random samples to test whether a property of a population is likely to be true or false 11 . Obviously, it may be di cult to test a hypothesis fully by testing the entire population of test cases or by testing only a single random sample.
There are four steps in general hypothesis testing. The probability of win measures statistically how much better (or worse) the sample mean of one HM is as compared to that of another. It resembles the signi cance level in general hypothesis testing, but there are two major di erences. First, only one hypothesis H: 1 > 2 is speci ed, without the alternative hypothesis. Further, in contrast to hypothesis testing, acceptance con dence is not given in advance but is evaluated based on sample values.
One advantage of P win is that it is between zero and one and is independent of the actual performance di erence across subdomains. Hence, it can be used to compare HMs in a uniform way across subdomains.
Consider the performance of HM i in subdomain j. (For convenience of formulation, subscript j is ignored in the following discussion.) Let i and i be the true mean and true standard deviation of the symmetric improvement ratio de ned in (1) where the acceptance region of this hypothesis is ?1; i i= p n . Note that the right bound of the acceptance region is a random variable that depends on both the sample mean and sample variance.
Example 4. Table 1 illustrates the P win for three HMs. We see that P win of HM 1 increases towards one when the number of samples increases. (HM 1 is better than the baseline.) In contrast, P win of HM 2 reduces to zero when the number of samples is increased. (HM 2 is worse than the baseline.) Last, P win of HM 3 reaches the maximum value 1.0, which means HM 3 is de nitely better than the baseline. (HM 3 is better than the baseline but with larger mean and smaller variance as compared to HM 1 .)
Note that P win considers both the mean and variance. Hence, when P win of an HM is close to 0.5, it is not clear whether the HM is better than or worse than the baseline.
We now show P win of HM i with respect to the average performance of baseline HM 0 . For performance measure J m in subdomain j, assume that the symmetric improvement ratio of HM i has sample mean^ i;j;m , sample variancê 2 i;j;m , and n i;j test cases. P win is de ned as follows. 
where is the standard cumulative normal distribution function 12 . J 0 is used to denote the single unconstrained optimization measure. We de ne P ok (i; j; m) as the probability that HM i satis es a given set of constraints (where constraint J m , m = 1; : : :; k, is m ) in subdomain j: P ok (i; j; m) min m P ( i;j;m m ) (6) where P( i;j;m m ) = F t n i;j ? 1;^ i;j;m? m p^ 2 i;j;m =ni;j
P ok measures the P win of the worst-violated constraint.
To allow uncertainty in sample means, an HM is considered in violation of a given set of performance constraints when P ok is less than 0:5 + . The value of can be controlled based on the HMs desired. For instance, during learning, when HMs that loosely satisfy the performance constraints are needed to compose new HMs, we can allow to be as low as -0.25. This prevents eliminating many potentially good HMs that can help generate better HMs. On the other hand, when we try to generalize HMs learned to one that de nitely performs better than the baseline HM, it is necessary to set > 0. An HM whose P ok > 0:5+ with a large has a high degree of certainty that it satisfy the corresponding performance constraint. Care must, however, be taken in setting because it is possible to eliminate an HM that is actually better than the baseline HM when is too high. P win is a certainty measure that can be used to order HMs based on the unconstrained optimization objective J 0 and baseline HM 0 . In this case, HM i is considered to have better normalized performance than HM 0 when P win (i; j; 0) > 0:5 + for some > 0. Example 5. Table 2 shows the performance values of four HMs evaluated on three test cases in the performance benchmarking of computers. In this example, an HM represents a computer system, and a test case represents a benchmark program. Each performance value represents the time to execute a benchmark program on a computer system. Using symmetric improvements de ned in (1), we compute the average normalized performance of each HM using di erent HMs as baselines. 99 where each of these orders is based their P win and aver- Table 3 ).
age symmetric improvement ratios. These lead to a cycle in which HM 75 ! HM 86 ! HM 99 ! HM 75 as shown in Figure 4 . Note that there is a high degree of uncertainty for these ordered pairs as their P win 's are close to 0.5.
Due to possible cycles in pair-wise orderings of HMs when each order is evaluated by the average symmetric improvement ratio and P win , it is not always possible to determine the best HM and the total ordering of HMs over a subdomain for a given set of HMs.
Anomalies when the baseline HM is changed A di erent approach to evaluate multiple HMs is to normalize the performance of each HM with respect to a single baseline HM. All HMs can then be ordered based on their average normalized performance. Unfortunately, the ordering of these HMs can be dependent on the choice of the baseline HM; i.e., di erent baseline HMs can lead to di erent orderings. This anomaly is illustrated in the following example.
Example 6. Based on the data in Example 5, we show in Figure 5 the orderings of the four HMs when a di erent HM is used as the baseline each time. Figure 5: Orderings of HMs based on average normalized performance, each with a di erent HM as the baseline HM (based on the data in Table 3 ). The boxed HM is the baseline HM.
We observe that the ordering with HM 75 as the baseline HM is di erent from the ordering when HM 86 is the baseline. In fact, there are three di erent orderings, depending on the choice of the baseline HM. It is obvious that this approach cannot determine the best HM among the four HMs.
Normalization methods without anomalies
We illustrate in this section two normalization methods that do not have the anomalies in performance ordering presented above. Given the performance values of HM i , i = 1; : : :m, on a set of test cases j, j = 1; : : :n, the geometric mean of HM i with respect to the baseline HM 0 is de ned as follows. 
The advantage of (9) is that a change in the baseline HM does not a ect the ordering of HMs found under the original baseline HM. This can be derived easily as follows. 
Example 7. Using the data in Table 2 Although the two methods we have presented avoid anomalies in the ordering of HMs when the baseline HM is changed, they are not always desirable. Each of these methods places di erent emphasis on di erent performance values, resulting in di erent orderings of HMs. For instance, the geometric mean places less emphasis on large performance values because it takes the logarithms of performance values. In contrast, the method in (11) places more emphasis on raw performance values, resulting in an ordering that may be biased by a few large performance values. We are currently studying other normalization methods that can emphasize or deemphasize certain performance ranges while avoiding anomalies in the ordering of HMs.
3.3 Proposed strategy based on a single baseline HM In the previous subsection, we have presented anomalies in the ordering of HMs and some methods to cope with these anomalies. A method that avoids anomalies may not always be desirable because it may emphasize certain parts of the performance range in computing an average measure. We conclude that it may not always be possible to select the \best" HM from a given set of HMs, and our goal in learning and generalization may have to be relaxed to nd an HM that is \better" than the best existing HM. This objective can be accomplished by using the best existing HM as the baseline, which can be used consistently throughout learning, veri cation, and generalization.
There are three advantages when using a single baseline HM. First, using a common baseline HM allows us to compare all HMs consistently with respect to it and to derive con dence levels P win whether an HM is better than the baseline. This is illustrated in the following example.
Example 8. We continue to use the data in Example 5 as our running example. We assume that HM 76 is the baseline HM to be improved upon. From Table 3 and Figure 5 , we observe that both HM 75 and HM 99 have better average normalized performance values than HM 76 (and P win > 0:5 as well). If = 0, then both HMs would be acceptable based on their P win 's. If our comparison is based only on each HM's sample-mean value, then HM 99 will be considered a better HM. On the other hand, if the selection is based on P win , then HM 75 is a better choice.
If 0:4 > > 0:05, then only HM 75 (with P win of 0.981) can be considered better than HM 76 because P win of HM 99 (0.519) is too low. In short, HM 75 is the most robust choice among the given set of HMs that is better than HM 76 .
Second, using a common baseline HM allows us to use it consistently across all subdomains. Consequently, anomalies in orderings due to di erent baseline HMs in di erent subdomains cannot happen.
Third, using a common baseline HM allows us to nd HMs that are better than the baseline HM. The exact ordering of these HMs may not be critical as our goal in learning and generalization is to distinguish good HMs that perform consistently better than the baseline HM across all subdomains from poor HMs that may not perform well all the time.
Proposed strategy without a baseline HM
In some applications, there may not be a single baseline HM for performance to be compared. For example, the baseline HM may change under di erent conditions or may improve as better HMs are found. In this case, it is not feasible to pick a single HM in an ad hoc fashion as the baseline HM, as the set of HMs that are better than an incumbent HM with respect to one baseline HM may not be the same as the set when a di erent baseline HM is used.
One possibility in this case is to use the raw unnormalized performance values in computing the average performance measure. However, this is not acceptable in many cases as the distribution of performance values across di erent test cases may have large variations and unequal distributions, and averaging these non-IID performance values is not valid statistically.
Another method we have developed is to normalize the performance values of HMs on each test case with respect to a test case-speci c constant that is invariant as more HMs are evaluated. One possibility here is to use the median performance value of all HMs on each test case as the baseline for normalization. Unlike using a baseline HM that may induce a di erent ordering when the baseline is changed, the median performance is invariant with respect to HMs and test cases in a subdomain. P win can then be computed based on a pseudo HM with median performance in each test case.
Using this normalization method, the performance distributions of all test cases will center around zero. Further tests can then be made to determine whether these distributions are IID.
A potential problem with this approach is the unavailability of the true median performance value of HMs for each test case. Hence, the sample median may have to be used instead. Unfortunately, estimated sample medians are inaccurate during learning because HMs may not be tested adequately, and sample medians are sensitive to the HMs generated. Solutions to this issue are still open at this time.
Generalization Across Multiple Subdomains
In this section, we study the problem of statistical generalization over a problem domain with multiple subdomains. Because di erent subdomains have di erent statistical behavior, performance from di erent subdomains must be treated independently and cannot be combined.
There are two assumptions on the strategies presented in this subsection.
We assume that the set of subdomains used in the design process are representatives of all the subdomains in the application. These subdomains behave in a statistically similar fashion to subdomains used in learning and generalization.
We assume that the relative importance of one subdomain as compared to another is unknown, and that the performance of HMs in subdomains may be dependent. Under these assumptions, we cannot aggregate performance values of HMs across subdomains. Our strategy is to select HMs so that their worst-case performance across all subdomains is better than a minimum level.
The objective of generalization here is to select an HM that is better than the incumbent HM over a problem domain. When there are multiple such HMs, our procedure should attempt to maximize the likelihood of selecting the best HM among the given set.
When there is a baseline HM, we apply the strategy in Section 3.3 to normalize the performance of an HM in a subdomain with respect to the baseline HM. We consider an HM to be better than the baseline when its P win is greater than 0:5 + for that subdomain, while satisfying all other performance constraints (P ok > 0:5 + ). Hence, an HM is better than the baseline for the entire domain when it is better than the baseline HM in all selected subdomains. The following are four possible outcomes when comparing the performance of an HM to the baseline HM.
(a) One HM is better than the baseline in all subdomains. This HM can then replace the baseline HM in the target problem solver.
(b) Multiple HMs are better than the baseline in all subdomains. Here, we should select one HM that maximizes the likelihood of being better than the baseline over the entire domain. This likelihood (or degree of con dence) can be adjusted by increasing in computing P ok . Using a large is equivalent to placing tighter constraints on each performance measure, hence eliminating some potential HMs that are found to be better than the baseline under looser constraints.
(c) No HM is better than the baseline in all subdomains. This means that we cannot nd 0 such that P ok > 0:5 + . Since no HM is superior to the incumbent, the target problem solver should continue to use the baseline HM.
Alternatively, it is possible to nd HMs such that P ok > 0:5 + where < 0. Such HMs have less certainty in performing better than the baseline across all the subdomains. However, since P ok is based on the worst-case P win across all subdomains, HMs selected this way may still perform better the baseline in some subdomains. Such HMs should be considered as alternatives to the baseline HM.
(d) The incumbent HM violates some performance constraints. Since the baseline HM cannot satisfy all the performance constraints, it is acceptable to have HMs that violate some of the performance constraints as well. This results in HMs that give di erent performance trade-o s. Of course, the HM selected is expected to perform better than the baseline with respect to the unconstrained performance measure. We do not use P win as the criterion in this case since HM selected may not always perform better than the baseline.
When there is no baseline HM, performance generalization across subdomains is more di cult. We cannot use raw performance values for performance comparison across subdomains as they may depend on the size of test cases used and application characteristics. Our approach in this case is similar to that in a single subdomain. We rst normalize the performance of HMs for a speci c test case with respect to the median performance of all HMs for this test case. Probabilities of mean with respect to a pseudo HM with the median performance can then be calculated. Generalization across subdomains can be carried out similar to that of applications with baseline HMs.
TEACHER{A Genetics-Based System for Learning Heuristics in One Subdomain
In this section, we present the architecture of TEACHER (an acronym for Techniques for the Automated Creation of Heuristics), a prototype learning system we have developed to learn improved HMs under resource constraints for a single subdomain 13;14 . Figure 6 shows the architecture of TEACHER. Based on the genetics-based machine-learning paradigm, this population-based learning system has ve main components: (e) Problem Solver that evaluates an HM using a test case.
In our system, we assume that the application-speci c Problem Solver and Test-Case Manager are user-supplied. The remaining three components are designed to deal with the three key issues in heuristics generation, performance evaluation, and resource scheduling. 
Problem Solver
This component is simply the target problem solver whose heuristics we want to improve. The performance of applying a problem solver on a test case is in terms of the quality of the solution found and the cost of the problem-solving process.
In our learning strategy, the problem solver accepts (a) the speci cation of the HM to be used in problem solving, and (b) the test case to be solved. It also has a mechanism to return the measured performance of the problem-solving process as feedback to the learning system.
Test-Case Manager
The purpose of the Test-Case Manager is to provide test cases to be used in learning. These test cases are either generated randomly or retrieved from a database.
In our current implementation, each HM is evaluated on a prede ned sequence of user-speci ed test cases. When a test case is requested for testing a particular HM, the Test-Case Manager returns the rst test case in the sequence that has not been evaluated by the chosen HM. This strategy allows performance data of two HMs to be normalized against each other and is useful when performance data have large variances.
Population-Based Learning Element
The Population-Based Learning Element maintains a pool of active HMs. At the end of each generation, a new set of HMs are generated to replace existing ones. Several top active HMs are usually retained along with the new HMs while other HMs are removed from the active pool.
The Population-Based Learning Element in TEACHER generates new HMs using weak domain-independent operators, such as crossover, mutation, and hill-climbing. These are traditional operators used in genetic algorithms for generating new HMs 15;16 . The process for selecting existing HMs for reproduction is also the same as in traditional genetics-based machine learning.
More advanced generation methods that require additional domain knowledge are left for future study. They are currently not necessary because our application domains are knowledge lean.
Internal Critic In general, the Internal Critic performs credit assignment 17 that apportions credit and blame on components of an HM using results obtained in testing. Credit assignments can be classi ed into temporal credit assignment (TCA) and structural credit assignment (SCA). TCA is the rst stage in the assimilation of feedback and precedes SCA during learning. TCA divides feedback between the current and the past decisions. Methods for TCA depend on whether the state space is Markovian: non-Markovian representations often require more complex TCA procedures. The second stage is SCA that translates the (temporally local but structurally global) feedback associated with a decision point into modi cations associated with various parameters of the decision process.
Since the knowledge-lean applications considered in our research does not have a world model that relates states, decisions, and feedback signals generated by the learning system or measured in the environment, credit assignment has a much weaker in uence on performance improvement. Note that the lack of a world model for credit assignment is the main reason for maintaining competing HMs in our learning system.
In our current prototype, the Internal Critic normalizes the performance value of an HM on a test case against the performance value of the same test case evaluated by the baseline HM. It then updates the tness value of the candidate HM. which is a heuristic measure to di erentiate good HMs from poor ones. Recall that P win is computed for an HM in each subdomain. However, P wins 's across subdomains cannot be averaged because they are generally not IID. Our approach is to check the P win of an HM in each subdomain and places penalty on the HM in that subdomain whenever its P win is worse than 0:5 + , where < 0. On the other hand, if the HM performs better than the baseline HM in all subdomains, then its tness value will be computed using symmetric speedups in all the subdomains. This is done mainly to di erentiate one HM from another that are both better than the baseline; in this case, we cannot use P win to di erentiate these HMs as their P win 's will all approach one.
In short, the equation for computing the tness value of HM i in subdomain j is: The sample-allocation problem involves the scheduling of tests of HMs in a generation, given a xed number of tests in the generation and HMs to be tested. This problem is known in statistics as the (sequential) allocation problem 18;19 and the scheduler, the local scheduler.
The duration-scheduling problem involves deciding when to terminate an existing generation and to start a new one. The part of the resource scheduler that deals with this problem is known as the global scheduler.
These two problems, as well as the scheduling of tests under multiple performance objectives, are presented elsewhere 20;9;13;21;22;23 .
Experimental Results
In this section, we present some results we have obtained in learning and generalizing new HMs for VLSI cell placement and routing. In this application, logic components of a circuit are to be placed and routed on a two-dimensional VLSI chip. Layout consists of three steps: gate assignment, placement, and routing. In this research, we apply learning to the placement problem alone. The objective of placement is to minimize the chip area while satisfying constraints such as wire-ability, while the design is within the maximum time delay and number of poly-silicon layers and does not have severe heat source concentration. This problem is NP-hard, and heuristics are generally used.
We use TimberWolf 6.0 as our problem solver. This is a software package based on simulated annealing (SA) to place and route various cells (transistors, resistors, capacitors, wires, etc.) on a piece of silicon 24 . Its operations can be divided into three stages: placement, global routing, and placement re nement. SA is used in TimberWolf to randomly search for possible placements. Although SA converges asymptotically in theory to the global optimum with probability one, the results generated in nite time are usually suboptimal. Hence, there are trade-o s between the size of a layout and the search time in obtaining the layout. One of the control parameters is called fast n that controls the search speed of SA: the larger fast n is, the shorter time SA will run, and, therefore, the worse the result will be.
TimberWolf has ve major components: cost function, generation function, initial temperature, temperature decrement function, inner loop criterion, and stopping criterion. Many parameters in these components are tuned manually. To demonstrate the applicability of our learning system, we take the cost function and temperature scheduling parameters as two HMs to learn and to generalize.
The cost function is the objective of the SA search component in TimberWolf. Recall that the goal in placement is to minimize the chip area. However, the actual chip area can only be evaluated after global routing is done, based on a placement generated by the SA search. Hence, the chip area after SA has generated a placement is only estimated heuristically by a cost function in TimberWolf. This cost function is as follows:
cost baseline = v1 + v2 v3 (14) where, v1, v2 and v3 are horizontal wire length, vertical wire length, and Table 4 shows the speci cations of six benchmark circuits used to evaluate the performance of HMs: s298, s420, primary1, primary2, struct, fract 25 .
As the behavior of an HM can be quite di erent across di erent circuits, we treat each circuit as a subdomain by itself. We set fast n, the speed of the annealing process, to 1, 5, and 10, respectively. We further used a xed sequence of random seeds as a program control parameter. These are needed because whenever a new result is obtained in annealing, a random number is needed to decide whether to keep that result or not. Di erent random seeds will lead to randomness in the result of each test case.
In our simulations, we used circuits s298, s420, and primary1 as our learning subdomains, and set fast n to 10 in the learning process. The best cost function we found is very similar to that in (14) .
We compare the performance of both HMs in Figure 7 . We evaluate three performance measures based on symmetric improvement ratios, where improvements are measured by reductions in the area of the chip and the cost of obtaining the placement. The average area represents the average chip area after placement and global routing, based on ten runs of TimberWolf using ten random seeds; the minimum area is the minimum chip area achieved; and the average cost is the average execution time in CPU seconds. We see that most of the points are below the horizontal x axis, representing improvements in the area of the layout. However, half of the points are to the right of the y axis, representing increases in execution costs to nd the better layouts.
In another set of learning experiments, we learned numerical temperature scheduling parameters in the temperature function. In simulated annealing, time is divided into four regions, with di erent cooling speeds. In the beginning, temperature drops rather fast, and slows down when time increases. We extracted nine parameters from the program, with default values shown in Table 5. The new parameters learned (based on the default cost function (14) ) are shown in Table 5 under the column labeled \Expt. 1." Figure 8 shows the area-cost improvements with respect to the original temperature parameters. Although most of the points are below the x axis, many of them are to the right of the y axis. These represent better areas of layout at higher execution costs. These experiments show that tuning the temperature function alone may not lead to signi cant improvements. In our last learning experiments, we learned a collection of cost-function and temperature scheduling parameters. The parameters learned are shown in Table 5 under the column labeled \Expt. 2." Note that in these experiments, P 2 is the same as v 3 in (14) . Our learning experiments found a value of 0.2315 instead of 2 in (15) . Figure 9 shows the area-cost improvements. With respect to the average area, most of the results show improved area and cost, while there are less improvements when the minimum area is evaluated based on ten runs of TimberWolf.
Conclusions
In this chapter, we have studied statistical generalization for determining the performance of a given set of heuristic methods (HMs) found in a heuristicsdesign process over a problem domain. The objective of statistical generalization is to determine the \best" HM from among a given set of HMs over test cases in a problem domain. Due to di culties in nding an HM that is superior all the time, the objective in learning and in generalization is relaxed to nding a subset of HMs that are better than the incumbent HM.
One of the major problems in performance generalization is the dependence of performance information on the size of test cases in an application domain. Performance data obtained from test cases of di erent sizes do not belong to a common statistical distribution and cannot be aggregated. We address this problem by dividing test cases in a domain into subdomains and by normalizing performance data in a subdomain so that normalized data in a subdomain are independent and identically distributed. Performance data in a subdomain can then be aggregated statistically into averages.
We have proposed a statistical method for comparing the performance of HMs. Instead of using sample averages alone, which can be erroneous when sample standard deviations are large, we evaluate a measure called probability of win that depends on both the sample mean and the sample standard devia-tion. It measures the probability that the population mean performance of one HM is better than the population mean of another. It can also be considered as a normalized performance measure as it values is between 0 and 1.
We have shown anomalies in the ordering of HMs for some normalization methods when the baseline for normalization is changed, and two normalization methods that do not have anomalies. The best choice of a baseline HM is one whose performance is invariant when new HMs are generated in learning. One such HM is one whose performance on a test case is the median performance of all HMs evaluated on this test case.
In evaluating performance of an HM across subdomains, it is di cult to nd an aggregate statistical measure as performance data across subdomains can be dependent. Moreover, we do not know the weight that should be placed on each subdomain in evaluating the aggregate measure. For this reason, we have proposed to place a common performance constraint across all subdomains and accept an HM if its performance satis es the constraint across all the subdomains. Finally, we have described the architecture of TEACHER, our prototype learning system, and experimental results in learning new HMs for TimberWolf. Our results show that automated learning and generalization will lead to improved HMs.
