Abstract As microscopic (e.g. atomistic, stochastic, agentbased, particle-based) simulations become increasingly prevalent in the modeling of complex systems, so does the need to systematically coarse-grain the information they provide. Before even starting to formulate relevant coarsegrained equations, we need to determine the right macroscopic observables-the right variables in terms of which emergent behavior will be described. This paper illustrates the use of data mining (and, in particular, diffusion maps, a nonlinear manifold learning technique) in coarsegraining the dynamics of a particle-based model of animal swarming. Our computational data-driven coarse-graining approach extracts two coarse (collective) variables from the detailed particle-based simulations, and helps formulate a low-dimensional stochastic differential equation in terms of these two collective variables; this allows the efficient quantification of the interplay of "informed" and "naive" individuals in the collective swarm dynamics. We also present a brief exploration of swarm breakup and use data-mining in an attempt to identify useful predictors for it. In our discussion of the scope and limitations of the approach we focus on the key step of selecting an informative metric, allowing us to usefully compare different particle swarm configurations.
Introduction
A persistent feature of particle-based models is the emergence of macroscopic, collective behavior from the interactions of individual particles (e.g. catalyst particles in a fluidized bed, cells in a chemotactic gradient, individual animals in a population) between themselves and with their environment. To macroscopically usefully describe the behavior of such models we should be able to deduce system-level, macroscopic evolution rules from the microscopic particle motion/interaction rules. Before we can envision the derivation of such macroscopic equations, however, we must first identify the relevant coarse level descriptors: the "right variables", in terms of which the macroscopic dynamics will be described, and in terms of which the macroscopic models will be formulated. For many traditional physical problems, these variables are well established from experience (often backed up by mathematical arguments). Typically, they are the first few, low-order moments of the particle distribution, e.g. concentrations and temperature for chemical kinetics, or 426 density and momentum fields for isothermal Newtonian fluid mechanics, with the addition of stresses for non-Newtonian flows. As we work with increasingly novel and complex problems, however, for which extensive experience and intuition is lacking, the selection of good coarse-grained variables becomes a nontrivial task, even a bottleneck, in the path towards useful macroscopic modeling.
Aiming to address this limitation, and to propose a systematic approach in identifying useful coarse-grained descriptors, we illustrate in this paper a data mining approach that helps identify the relevant coarse variables from fine scale simulation data. In particular, starting with a particle-based (individual agent-based) animal swarming model developed by Couzin et al. [1] , we use diffusion maps (DMAP, a nonlinear manifold learning technique) [2] [3] [4] [5] [6] to capture key features of the collective motion of the swarm. This, in turn, helps succintly describe and understand how a group of socially interacting animals switches its direction of collective motion. Based on the identified DMAP coarse variables, we then construct a reduced (effective) stochastic differential equation (SDE) model which allows us to efficiently quantify the stochastic collective direction switching behavior of the animal group.
The paper is organized as follows: In Sect. 2, the particlebased animal swarming model is described. In Sect. 3, a brief description of the DMAP approach and its underpinnings is given. Section 4 discusses the implementation of the DMAP approach and the (crucial) selection of an appropriate pairwise similarity measure between nearby particle simulation snapshots (nearby swarm configurations). In Sect. 5 we extract a two dimensional effective description of the collective animal motion; Sect. 6, exploits the reduced SDE effective model and the DMAP coarse variables to compute the mean escape time between rare dynamic events: in our case this is the time (on average) it takes for the group to switch between preferred directions of motion. In Sect. 8 we briefly explore the phenomenon of (computational) swarm breakup, and try to identify latent coarse variables that can serve as useful predictors for it. We summarize and conclude with a discussion of the scope of our approach, its links to multiscale computation and its limitations in Sect. 9.
The animal swarming model
We will illustrate, through a nontrivial, informative example, how data mining can complement and enhance the extraction of useful macroscopic dynamic information from detailed, particle-based computations. The illustrative example is an animal swarming model, and the relevant dynamic information in this context is the distribution of times between rare events (motion switching between two preferred directions); yet, even though the particular model and particular task are of interest in themselves, what we hope to convey is a computer-assisted "enabling approach" to detailed modeling, and a sense of its scope and limitations.
The particle-based animal swarming model we study was developed by Couzin et al. [1] . We use this model to study how collective decisions are made in a heterogeneous group when two sub-groups of leaders (informed individuals) have different opinions (information) about the location of the resources (e.g. food). We consider a group of N individuals moving on the plane. Each individual is characterized at a given moment in time by a position vector c i (t), a direction vector d i (t), and has speed s (we assume all individuals have the same constant speed). Individuals attempt to maintain a minimum distance r p between themselves and other individuals; this avoidance is the highest priority in each individual's rule of motion. It is reflected in the model by defining a repulsion zone, Ω p , which is a local neighborhood of radius r p . The desired direction of travel d i is updated as follows:
If no other individuals are detected within the repulsion zone, then the individual is attracted towards, and aligns its direction of travel with, other individuals in a larger neighborhood called the attraction zone, Ω a . This region has radius r a . The resulting desired direction of travel is given by,
Here d i (t +Δt) is converted to the corresponding unit vec-
The model is comprised of three different subgroups of particles; we denote them as Group A, Group B and Group U respectively. Group A and Group B are the "informed individuals", and they have different preferred directions (simulated as unit vectors g A and g B respectively) representing, for example, the directions to two different known food resources; here these directions will be diametrically opposed -"up" and "down" on the plane. All other individuals (Group U) are naive and have no preference to move in any particular direction. Informed individuals balance their preferred directions and the social interactions with others with a weighting factor ω,
In this study we let Group A agents have preferred directions pointing upward (i.e. g A = (0, 1) T in the 2D physical space), and let Group B agents have preferred directions pointing downward (g B = (0, −1) T ). When the weighting factor w is relatively small, the informed individuals have weak desire to move toward their preferred directions, and so does the entire group. As w increases, the level of influence by the preferred directions increases, while influence due to the social interactions decreases. At intermediate values of w, the group is observed to randomly switch between collective upward motion and collective downward motion.
As w further increases, the group can break into two parts, each consisting of one informed group plus a few uninformed individuals. In this study we focus on such "intennediate" values of w, and study how the group switches its direction of collective motion. To account for an individual's error in perception and motion, the direction of motion d~(t + ~t) is rotated by a Gaussian random angle with a standard deviation a, resulting in dV (t + ~t ). There is also a constraint on the rate of turning (the turning angle per unit time 17) . If the angle between d;' (t + ~t) and the individual's previous direction of motion d;' (t) is less than 17~t, then the desired direction of motion at timet+~~ is set to dV (t + ~t). Otherwise, c1;' (t + ~t) is obtained by turning d~(t + ~t ) by an angle TJ~t towards d? (t + ~t). Finally, the position of each individual is updated as follows:
where s denotes the speed of each individual (remember, this is a constant). A sample snapshot of the simulation results is shown in Fig. 1 
Dimension reduction by diffusion maps
Each "data point" arising during temporal simulations of the particle-based model is a vector in a high-dimensional space (of positions and velocities); the more the particles in the swarm, the higher the dimension of this space. We start with the hypothesis that the behavior of the swarm can be effectively reduced; that is, we should be able to write closed causal (deterministic, or possibly Markovian stochastic) evolution equations for a (hopefully small) set of collective swarm descriptors. These descriptors (hopefully far fewer than the dimensionality of the fine-scale particle model) may arise from rigorous mathematical considerations of the model, from intuition/experience with the system, or, -as we describe here-from machine learning (i.e. from mining simulation data); see also the example in [7] and the discussion therein. Principal component analysis (PCA, [8] ), a classical and widely used data-based dimensionality reduction technique works best when the data live on or close to a linear submanifold (a hyperplane) of the high-dimensional particle model state space. However, PCA is severely limited by its inability to successfully capture nonlinear dependencies among the data. Over the past decade or so, nonlinear dimensionality reduction techniques such as local linear embedding (LLE, [9] ), Isomap [10] , and Laplacian Eigenmaps [2] have been developed to uncover and parametrize low-dimensional nonlinear manifolds from high-dimensional datasets, and have attracted great interest. Diffusion maps (DMAP) [4, 5] is a relatively recent such nonlinear dimensionality reduction technique, whose more detailed algorithmic description follows below. By constructing a diffusion process across a given, high-dimensional data point set, and by computing the leading spectrum of the associated Markov matrix, this technique has the potential to identify -and, importantly, parameterize-underlying low-dimensional, nonlinear manifolds. Expressing the data points in terms of coordinates on this lower dimensional manifold results, therefore, in dimensionality reduction. data points, lying on a "slinky" curve, originally live in a three dimensional space; however, the underlying manifold is parameterized by the arc length along the "slinky". By using the first two non-trivial eigenvectors of an appropriately constructed matrix, the DMAP method maps the threedimensional closed curve onto a circle on the plane, thus reducing the description dimension from three to two. The DMAP approach is based on the construction of a Markov transition probability matrix corresponding to a random walk on a graph whose vertices are the data points. The transition probabilities are computed based on the local similarities between pairs of data points. The first few eigenvectors of this Markov matrix are used as coordinates (called the DMAP coordinates); they provide a lower-dimensional (coarser) description of the data points: these are the coarse variables we want to identify, since they parametrize the nonlinear manifold on which the data lives. This manifold is found using only distances between the data; so its geometry and parametrization is intrinsic to the dataset, and does not explicitly depend on the original variables in terms of which the fine model is formulated.
DMAP can be considered as a successful generalization of PCA to nonlinear data sets whose intrinsic geometric structure is not known in advance. Different from PCA, the DMAP coordinates provide nonlinear reduced embeddings of the data. Another distinct feature is that DMAP uses local similarities of neighboring data points to infer the global intrinsic geometric structure of the data-our coveted reduced nonlinear embedding. This makes sense because, for data living on a nonlinear curved manifold, a large Euclidean distance in the ambient data space is not necessarily a meaningful measure of "closeness" or "similarity" between pairs of data points; geodesic distances along the data (as in Isomap) would be more meaningful. Small Euclidean distances (as compared to the curvature of the manifold) on the other band would almost always indicate true closeness of the data (see the discussion and figures in [10] ).
The DMAP construction algorithm.
Given a set of N data points x 1 , x2 , ... , XN E Rd (vectors, arising from particle simulation snapshots) the DMAP embedding is constructed as follows [3, 4, 6] : We first build a weight matrix W using a positive semi-definite kernel function k,
where dis a relevant distance metric (e.g. it can be the Euclidean distance). A popular choice fork is the Gaussian kernel
are also possible. The parameter E is a characteristic length scale which corresponds to the bandwidth of the kernel. Note that the matrix elements Wij almost vanish for pairwise distances larger than E, so in practice W is usually a sparse matrix. The matrix W can also be viewed as an adjacency matrix for a graph with n nodes, with Wij being the weight of the edge between nodes i and j. The weight matrix W is then normalized to be row stochastic, by using a diagonal matrix D whose elements are the row sums of W,
The matrix A is a Markov transition matrix which describes the transitions of a Markov chain involving the nodes of the graph defined by W. The probability PL.k of a random 429 walker starting at point i to arrive at point k at time t is given by A t ik . Then, to compare points i and k at time t, we should compare the rows of A t ,
where D kk is the degree of the vertex k. (This is to make sure each vertex will have a similar contribution to the similarity measure.) We refer to D t (i, j) as the diffusion distance between i and j at time t. It can be related to the eigenvectors and eigenvalues of the Markov transition matrix A as follows:
where ψ 1 , ψ 2 , . . . , ψ N and λ 1 , λ 2 , . . . , λ N are the eigenvectors and eigenvalues of A respectively. Because A is similar to the symmetric matrix
Since A is row stochastic, it can be shown that λ 1 = 1 and the corresponding eigenvector
For many practical problems a spectral gap can be observed at some λ M , e.g.,
In such a case the diffusion distance can be approximated as
The truncated DMAP embedding at time t is then defined as
Usually the following t = 0 embedding is used,
In this paper we call the embedding defined in Eq. (12) the DMAP embedding. Basically we are using the components of the data in the first M − 1 DMAP eigenvectors as our coarse variables, and it is common that M − 1 d, where d is the dimension of the space of the given fine scale data before the DMAP technique is applied. The DMAP embedding gives a good low-dimensional representation of the data set if such a representation exists. It is also interesting to note that if the data actually do come from a Markovian stochastic process, the eigenvectors and eigenvalues are approximations to the eigenfuctions and eigenvalues of the corresponding backward Fokker-Planck operator [6] . Yet in general, the approach is not used to fit a diffusion to the dynamics that produced the data; it is used to detect (with the help of a possibly "unphysical" diffusion process) a good set of variables that parameterize the (reduced-dimensional) manifold on which the data actually lie. The relation between the eigenfunctions of the Laplacian on a domain and the domain geometry (see for example [11] ) is a long-standing harmonic analysis research endeavor.
Manifold interpolation and the Nyström formula
DMAP can be a useful tool for extracting key descriptors of a data set resulting from a dynamical process. However, to successfully incorporate this tool into a systematic coarsegraining framework, we must be able to find the reduced DMAP coordinates for new data points, beyond the ones used to initially identify the useful reduced coordinates. This can be accomplished by manifold interpolation through what is known as the Nyström extension [12] . Before presenting the Nyström formula, we first observe the definition of the DMAP eigenvectors and eigenvalues,
Given a new data point x N ew ∈ R d , an analogous form of Eq. 13 can be written as
where
Equation 14 is the Nyström formula which we use to find the DMAP coordinates for a new "out of set" data point.
DMAP construction and a similarity measure between snapshots
A crucial step in the DMAP construction is the selection of the appropriate pairwise similarity measure between data snapshots. The Euclidean distance is an obvious choice for many data sets; however, often a more "informed" distance may serve better. For example, if the data is characterized by one or more underlying symmetries, these need to be "factored out" before quantifying the distance between data points, and the simple Euclidean distance is not a good choice (see e.g. [13] ). For the particle-based animal swarming model we study in this paper, there are three distinct subgroups of agents. Each subgroup is invariant under a permutation of the identities of its N; indistinguishable agents. For tbis reason, a simple Euclidean distance between the data snapshots is not a useful choice for our problem; it is not clear, when comparing two snapshots, how to order similar particles in each data vector so as to compute a meaningful Euclidean distance. Optimization-based distance measures, like the Earth Mover's distance [14] are much more appropriate as similarity measures between data snapshots with indistinguishable agents. With tbis technique, one considers all possible permutations of the particles in each pair of data snapshots and computes all of the corresponding pairwise distances. The minimum of these distances is then used as the similarity measure between the two data snapshots. The disadvantage of tbis approach is the bigh computational cost, since the enumeration of all possible n! permutations becomes impractical even when n is a modest double digit number. (for recent algorithmic developments in the computation of the EarthMover's distance see [15, 16] .)
In this study, we use instead the first few statistical moments of the particle distributions to construct the similarity measure between each pair of data snapshots (each pair of swarm configurations). Before we describe the details of our similarity measure computation, several terms need to be defined. The microscopic variables of the agent-based animal swarming model are the positions and directions of the individuals in the 2D physical space. So for N individuals the microscopic variables have dimension 4N. We define a set of intermediate coarse variables (swarm statistics, collective swarm descriptors), x; , wbich will be used for the computation of the similarity measure kij = exp ( llx;~xi 11 2 ) between each pair of data points; a data point here actually refers to a data snapshot which contains the positions and directions for each of theN agents in the system. These "intermediate variables" x; will help identify our "ultimate" coarse variables, the first several DMAP eigenvector components of the data.
The assembly of the intermediate variables x; is illustrated in the chart shown in Fig. 3 . There are three different subgroups, each with two types of properties; so in total there are 6 property-groups. For each property-group we choose to use the first few statistical moments (mean, variance and covariance in x-andy-coordinates) as the coarse representation, which gives us a 5 x 6 = 30D dimensional intermediate variable vector. Before we use it for the similarity computation, each element of this vector is weighted, so that every 431 element has similar dynamic range. The choice of the weighting factors is made based on observations of the statistics of the simulation results, and the detailed values of these factors are shown in the top-right corner of Fig. 3 .
A coarse-grained, two-dimensional effective description
Based on the similarity measure chosen in the previous section, we apply DMAP to simulation data from three different cases: (1) To generate the raw data set for the DMAP construction, we run the particle-based simulations and store the data snapshots at a frequency of one snapshot every five time steps. For each case, we generate 60,000 data snapshots, with each data snapshot consisting of positions and directions for all the individuals. However, to best exploit the spatial symmetry of the problem, not all the data snapshots are generated directly from the particle-based simulations. For case (1) , because the problem is symmetric about both the x-and the y-axis passing through the center of mass of the swarm, we generated 15,000 data snapshots from the particle-based simulations, and then performed a reflection about x-axis, the y-axis and also about both the x-and y-axis. Here the statement "the problem is symmetric" implies an equivariance of the dynamics: reflecting a simulation snapshot gives the same result as (commutes with) reflecting the initial conditions and evolving them for the same number of steps. However, caution must be used for this case when we perform the reflection about the x-axis: a little thought shows that, in addition to reflecting the positions and the directions of each agent, the identities of the agents of the two informed subgroups also need to be swapped in order to create the appropriate image. For cases (2) and (3), because the problem is only symmetric about the y-axis, we generated 30,000 data snapshots from the particle-based simulations, and then performed the reflection about the y-axis.
Once the raw data set is generated, we compute the intermediate variables defined in the last section-the rescaled first few statistical moments of positions and directions for each subgroup. Following the procedures discussed in Sect. 3, the DMAP embeddings are obtained. Figure 4 shows the DMAP embedding and the associated representative microscopic snapshots for the symmetric case (case (1)). In the embedded two dimensional DMAP space, the first meaningful Diffusion Map eigenvector (ψ 2 ) corresponds to the up-down direction of collective motion in the original physical space, and the second meaningful DMAP eigenvector (ψ 3 ) corresponds to the left-right direction of collective motion in the original physical space. For example, for the DMAP embedding located on the middle left of the 2D map (ψ 2 ∼ −5, ψ 3 ∼ 0), the direction of collective motion is vertically upward; for the DMAP embedding located on the bottom of the 2D map (ψ 2 ∼ 0, ψ 3 ∼ −0.008), the direction of collective motion is to the left; at the center of the map (ψ 2 ∼ 0, ψ 3 ∼ 0), the group "jiggles" and there is no consensus among the agents about which way to move. There are also interesting microscopic features for the different collective migration states classified through the DMAP embedding. As Fig. 5a, b show, when the group is in the state of upward collective motion, the group is elongated. The informed agents (red circles) who prefer the upward direction of motion tend to cluster at the moving front of the group to lead the migration. The other subgroup of informed agents (black triangles) who prefer the downward direction of motion tend to spread and stay at the tail of the group. The two subgroups of informed agents appear "separated" by the uninformed ones (blue asterisks).
When, on the other hand, the group is in the state of rightward collective motion, as Fig. 5c, d show, the two subgroups of informed agents tend to spread at the two sides of the bulk of the uninformed agents, with some of the agents from one informed subgroup occupying the moving front of the entire group to lead the migration. In the "jiggling state", the agents from the three subgroups are mixed with each other, and there is no developed consensus yet among the agents about which direction to move.
The DMAP embedding gives us comparable interpretations for the other two cases. Based on the DMAP embeddings computed for all the three cases, we plot the logarithm of the corresponding probability densities in DMAP space. As Fig. 6 shows, in the symmetric case (case 1), the group spends most of its time moving either upward or downward with equal overall probability; in the asymmetric case (case 2), the group spends more time traveling along the preferred direction of one of the informed subgroups: the one which contains more individuals. As the proportion of uninformed the individuals increases (case 3), the group spends less time along the preferred direction of the dominant informed subgroup.
The coarse-grained SDE model approximation
In the symmetric case (equal number of informed individuals in each informed group), as Fig. 6a shows, the group spends most of its time in either the state of upward collective motion or downward collective motion. Due to the intrinsic stochastic nature of the motion, detailed simulation shows that the group switches its direction of collective (1)). In the embedded two dimensional Diffusion Map space, the first meaningful diffusion map eigenvector (1/12) corresponds to the up-down direction of collective motion in the original physical space, and the second meaningful motion (from upward to downward and vice versa) at random time intervals. An interesting question naturally arises: bow much time (on average) does it take for this switch to occur? In this section, based on the two dimensional DMAP embedding found in the last section, a reduced stochastic differential equation (SDE) model is constructed in order to address this question in a computationally efficient way. The reduced two dimensional SDE model is in the following form:
where W 1 and W 2 denote independent Wiener processes. μ 1 , μ 2 are the effective drift coefficients, and σ 1 , σ 21 , σ 22 are the effective diffusion coefficients. The following equation can be used to estimate these effective coefficients [17] :
where the angled brackets denote expectation and D i j are the diffusion coefficients of the corresponding Fokker-Planck equation for the effective SDE (16). The drift coefficients μ i govern the deterministic part of the macroscopic dynamics, while the diffusion coefficients D i j represent the stochastic aspect of the SDE. We estimate the drift and diffusion coefficients from finite-length simulations with finite Δt,
Ψ2(t)=ψ2,Ψ3(t)=ψ3
where the last term in Eq. (18) helps to correct for the finite size of Δt [18] . The diffusion coefficients in Eq. (16) are estimated via Cholesky decomposition as follows [17] ,
To numerically estimate the drift and diffusion coefficients using the above formulas, the two-dimensional DMAP space is discretized into 10,000 (100 by 100) small "boxes" or "bins". For each small bin, we locate several instances arising in long-time agent-based simulations, and then for each of these instances, we record DMAP coordinates Δt later. Averaging results as shown above provides numerical estimates of the effective drift and diffusion coefficients. After the drift and diffusion coefficients are estimated, the reduced SDE model is obtained. Figure 7 compares time histories of the agent-based simulations (after converting the solutions to DMAP variables using the Nyström formula discussed in Sect. 3.2) with representative ones from the reduced SDE model. The solutions of the two models appear qualitatively similar to each other. The important thing to note here is that data mining helped us determine the right dimensionality of the coarse description; this in turn allowed us to "intelligently" sample a much lower-dimensional (just two-dimensional here!) space in order to extract the effective SDE from particle simulation bursts.
7 Mean exit time computation through the coarse-grained model.
Once the reduced SDE model (our effective surrogate model) has been obtained, we are able to efficiently compute various macroscopic level properties such as the mean exit time between dynamically important rare events. In this problem, such interesting events are the switches of the system from "vertical" upward collective motion or downward collective motion to some "non-vertical" state of collective motion. Quantitatively, as Fig. 8 illustrates, we define the mean exit time here as the average time it takes for the system to travel from the red dashed line to the green dashed line. Figure  9 shows the distributions of the exit times for the reduced SDE and the original agent-based model. They qualitatively resemble each other; the statistics of the exit times of the two models are computed and summarized in Table 1 , and the results appear reasonably close. Moreover, simulation of the SDE for 1×10 6 steps only takes about half a second, while the original agent-based model requires over 37 min for the same number of time steps (a difference factor of more than 4,000).
An open question: predicting the onset of swarm breakup
In the previous section we were reasonably successful in quantitatively answering an important collective dynamics question (distribution of switching times) through a coarsegrained model constructed in terms of the collective variables we obtained through data mining (DMAP). Informed individuals with stronger desire to move toward their preferred direction are less willing to compromise on their preferences for the sake of the group. At high ω, then, there is a significant chance that a group containing informed individuals will separate into independently operating subunits instead of either "jiggling" or traveling as a coherent whole. We thus turn to an open research question: since swarm breakups are often computationally observed, can we successfully computationally predict them as well? Are there coarse-grained variables ("latent" observables, beyond the ones identified above) whose values provide useful predictions of the the swarm breakup? DMAP enables us to use the coarse level dynamics of collective motion to predict the onset of separation events (henceforth known as "breakups") long before they become macroscopically (meaning here, visually) evident to the observer. Fig. 8 The mean exit time here is defined as the mean time it takes for the system to travel from the region marked by the red dashed line to the region marked by the green dashed line. a Log-probability density
In this section, we examine the DMAP embedding for the collective motion simulation when the group . is characterized by parameters that generate frequent breakups after a Mean Exit Time 1000 1500 2000 2500 3000 3500 4000 4500 Fig. 9 Comparison of the mean exit time distributions between coUective direction switches from a the effective reduced SDE and b the original particle-based model Table 1 Comparison of the statistics (the first three moments) of the mean exit time distribution between the original particle-based and the reduced SDE models however, individuals are not perfectly aligned along the axis of group motion; rather, the normalized individual velocity vectors exhibit a range of divergence from the normalized group velocity vector. If these divergences are large and concentrated enough, individuals may be able to overcome the "pull" of collective motion and turn away from the group, as shown in the second pair of snapshots in Fig. 10 . The turning phenomenon is visually apparent in the original physical space, and confirmed by the evident movement of the corresponding DMAP embedding towards the vertical boundaries and horizontal center of the 2D DMAP plane ( tfrz ~ 0; VrJ f= 0).
If this turning continues, the group will ultimately reach a temporary, apparent "unstable equilibrium" in which the majority of individuals' velocities are oriented perpendicularly to the original direction of motion (in between the preferred directions of the two informed subgroups). This apparent unstable state may be resolved in one of three ways. Collective turning may continue or reverse itself, resulting in a return to coherent motion along the preferred direction of one of the informed subgroups. Alternatively, informed individuals may turn towards their respectively preferred directions, causing a group breakup as the informed individuals lead uninformed followers in opposite directions. We can further classify such breakups depending on how successful informed individuals are at assuming their preferred directions. In "clean" breakups, Group A individuals are clustered close enough to one another, and far enough from Group B individuals during the unstable stage, that the two informed groups separate into entirely separate subunits (Fig. lOc) . In "complex" breakups, one or more Group A individuals end up close enough to the Group B cluster, and far enough from the Group A cluster, that the individual(s) must remain with Group B in order to avoid being left out of a subunit altogether, and vice versa (Fig. 10f) .
The 2D DMAP embedding helps us to better visualize the mechanism by which changes in individual orientation may lead to a group breakup: although the group can stay together even when many individuals deviate somewhat from group direction, coherence is "threatened" when the sharp divergence of a few individuals triggers mass turning. Additional DMAP eigenvectors may help identify factors that cause individuals to begin to turn away from the rest of the group in the first place.
The fourth-most dominant eigenvector (t/1 5 ) is an especially promising candidate for such a "latent breakup predictor". Figure 11 shows the same series of microscopic snapshots contained in Fig. 10 sitions from coherent motion along the preferred direction of one of the informed subgroups to an apparent "unstable equilibrium" in which most individuals are oriented perpendicularly to the original direction increases (going from negative to positive) as the breakup point approaches. However, it is not immediately apparent which of the (easily physically interpretable) intermediate variables used to construct the DMAP embedding is "mainly" responsible for this relationship. This illustrates a fundamental issue that arises in using data-mining-based variables. While such variables will provide useful parsimonious embeddings, and can lead to dramatically reduced (and thus computationally convenient) dynamic models, the variables have no obvious physical meaning. The same can also be said for principal components: linear combinations of state variables have no obvious physical interpretation I do not necessarily help understanding mechanisms. This should not be surprising-since DMAP only "see" scalar distances between data points, and have no direct information about the original, high dimensional state space, one should not expect them to be easily cast in terms of the original state space coordinates. It is the modeler's task to posit, and test, whether interesting/informative physical variables may be one-to-one, over the data set, with the DMAP variables; so that even though they are not the same, they both can be used to parametrize the manifold on which the data lie. Two use- fu1 examples of such a "post mortem" search for physical interpretation of DMAP variables can be found in [7, 19] .
9 Conclusion
In most contemporary particle based computations (from DEM simulations of multiphase flows (e.g. [20] ) to the mechanistic modeling of swarms (e.g. [21 ] ) there is a compelling need for model reduction; and lacking theory-driven or physical-experience driven selections of "the right" collective particle descriptors, it is natural to turn to data-driven, machine learning computational approaches to selecting such variables by mining detailed simulation results. Here we illustrated the use of nonlinear dimensionality reduction techDiques, and in particular diffusion maps (DMAP), to systematically extract an effective macroscopic description for a complex particle-based animal swarming model. The advantage of this approach is that it sidesteps the development of extensive physical intuition about the problem, and/or the great difficulty of direct mathematics-based model reduction. The first few statistical moments of the properties of each particle subgroup were used as a set of "intermediate variables" that helped define an informative pairwise similarity measure between data snapshots. Using this similarity measure, the constructed low dimensional (2D ) DMAP embedding efficiently characterized and quantified the collective up-down and left-right directions of motion for the group of swarming particles. Based on the identified DMAP coarse variables, we also showed how to construct an effective 439 reduced model, here in the form of a two dimensional stochastic different equation (SDE); use of this surrogate model can greatly accelerate the computer-assisted approximation of features of the collective dynamics. Our particular illustration consisted of approximating the "switching time" distribution between the two preferred directions of the swarm. The sampled time series of the reduced SDE solution, as well as the statistics of the exit time distribution indeed closely resemble those obtained from the original agent-based simulations with significantly higher computational cost. We also explored the appearance (in DMAP space) of swarm breakup events, and identified a "latent" DMAP variable that stronly correlates with these events; this constitutes a good candidate breakup predictor.
As a preliminary study, it is promising that the DMAP variables identified in this work successfully captured macroscopic level features of the collective direction of motion for the group of simulated agents. In some particular cases, these coarse features might also be "deducible" by human thought (i.e. we can roughly tell the collective direction of motion by looking at a given data snapshot after observing a few simulations). To make our approach more appealing, it is important for future research to explore more "difficult", less intuitive cases, whose coarse features are not at easily perceived by a human -this was exemplified by the study of how a coherent group of migrating animals might break into separate groups, and the coarse level dynamics associated with the fragmentation process.
We close by noting the natural link that exists between this data mining approach and the so-called equation-free multiscale computation framework [22, 23] developed in our group over the years. The idea is to circumvent the (often impractical) derivation of macroscopic closed effective equations for complex (in our case, interacting particle) systems; instead, by using short bursts of appropriately initialized fine scale simulation, and processing the results of these short bursts, we can in effect solve the unavailable macro-equations without ever deriving them in closed form. The technique involves frequent "translations" between fine scale and coarse scale descriptions ("lifting" from coarse to fine and "restriction" from fine to coarse states respectively). But in order to do all that, we at least need to know what the right collective variables are. In what we presented here, we go beyond equation-free, to "equation-and variable-free" computation: both the relevant variables and the information required to solve the unavailable evolution equations for these variables, come from processing short bursts of simulation results (e.g. see [24, 25] ).
In the current study, the lifting step of the equation-free approach (the construction of fine scale particle swarm realizations consistent with given coarse DMAP variable values) was implemented by running long time particle-based simulations and then creating an "atlas" of eligible finescale realizations for a discretization of two-dimensional DMAP space. The drawback of this approach is that some (rarely visited) coarse value bins may contain insufficient data points for the ensemble average computations. It is therefore important for future research to design more advanced lifting procedures, so that microscopic configurations consistent with prescribed macro-variable values can be constructed systematically and economically. We believe that, as more effort is invested in these directions, and more experienced is acquired, this integration of modern data-mining with multiscale mathematics and numerics will become a "standard" tool for the extraction of system-level, coarsegrained information from particle-level dynamics; and that it has the potential to drastically reduce the associated, often prohibitive, computational cost.
