The purpose of this paper is to investigate the criticism that energy demand estimates based on a specific price decomposition are sensitive to the chosen time period used for the estimation. To analyse this in a systematic way, different time series sample periods are constructed from annual data for 17 OECD countries covering the overall period 1960 to 2008. The specific price decomposition under consideration, often used to estimate asymmetric price response models of energy demand, separates the impact of prices above the previous maximum, of a price recovery below the previous maximum and of a price cut. Therefore, the analysis does not just involve using different time periods; instead, for each time period investigated, a new data set is constructed and for each data set, the price variable is decomposed in this way. An energy demand relationship allowing for asymmetric price responses is therefore estimated for each different sample period and the results suggest that recalculation of the decomposed price variables for each different period does affect the stability of the estimated energy demand responses. In contrast, a similarly estimated energy demand relationship with symmetric price responses for each different sample period is found to have less instability. 
Introduction
In the face of the rising cost and growing demand for energy, concerns surrounding security of supply and challenging CO 2 targets, appropriate energy policy depends upon reliable and stable models of energy demand. History suggests that periods of high energy prices might have a lasting, dampening effect on demand. For example, the high energy prices of the 1970s resulted in increases in efficiency due to the installation of energy-saving technologies that remained in place despite a return to lower prices. This being the case, it has been argued that energy demand models with symmetric demand specifications do not provide an adequate description of energy demand. Consequently, estimates of elasticities and forecasts based on such models are likely to be misleading (Dargay, 1992) .
Various model specifications have been put forward. An often quoted example is Gately and Huntington (2002) , 1 which established that energy demand model specifications which ignore the asymmetric effects of prices on demand usually lead to an underestimation of the income elasticities and therefore to lower projections of energy demand and of carbon dioxide emissions. Griffin and Schulman (2005) criticized this particular asymmetric specification, arguing that using fixed-time effects to capture technical progress provided a better model
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specification than using separate price decomposition components. Furthermore, according to Griffin and Schulman (2005) the asymmetric price model used by Gately and Huntington (2002) and others "has the peculiarity of being dependent on the starting point of the data period so that parameter estimates are not robust across different sample periods" (p. 1).
The focus of this paper is on this criticism of the dependence of the asymmetric price responses specification on the starting point and hence the time period over which the dataset is drawn. To achieve this, different time series sample periods are drawn from an annual panel of 17 OECD countries covering the overall period 1960 to 2008 for per capita energy consumption, per capita real income and real energy prices. Given the price decomposition used by Gately and Huntington (2002) and others, which are required to estimate specific asymmetric price response models, this does not just involve using different time periods;
instead, for each time period investigated, a new data set is constructed. Moreover, for each period, the price variable is decomposed into the asymmetric components that separately measure the impact of prices above the previous maximum ( for short), a price recovery below the previous maximum ( ), and a price cut ( ).
2 From this the effect of changing the start date for the construction of the decomposed price variable on the stability of the estimated price and income elasticities of energy demand are observed.
The paper proceeds with a brief review of the literature in Section 2; a discussion of the data in Section 3 and the methodology employed for analysis in Section 4. The empirical results of the estimation of the demand responses for each of the generated sample periods are presented in Section 5, along with an analysis of the estimated coefficient series obtained. Section 6 summarises and concludes.
Literature
Jones (1994) argues for a general model specification of energy demand that is "representative of the data generation process, capable of providing better estimates of the price and income elasticities needed for forecasting and policy analysis" (p. 252). One of the most important differences in energy consumption decisions compared to other demand 2 The way these are calculated is discussed below.
Page 3 of 33 sectors of an economy is that it is closely linked to the capital stock of energy-using equipment (Gately and Huntington, 2002) . This is because each type of equipment embodies a technology that specifies a given level of energy use per unit of the services it produces thereby affecting the ability of energy users in responding in the long-run to price variations.
Consumers' response therefore becomes a trade-off between their anticipated energy savings and full opportunity cost of replacing the old equipment with new ones (Ryan and Plourde, 2002a ).
The inclusion of technical change in energy demand models is assumed by Beenstock and Willcocks (1981) and Hunt et al. (2003a and 2003b) to be primarily exogenous in nature, separate from the response to changing energy prices. Kouris (1983) argued that technical change is generally price induced; hence, in general it should be captured via the price response (or elasticity) in energy demand models. More recently, Adeyemi et al. (2010) have argued that general energy demand specifications should allow for both.
Furthermore, given some energy-saving technologies remain in place (such as loft insulation) despite falling prices, there is good reason to believe that high energy prices (such as those experienced in the 1970s and early 1980s) had a lasting, dampening effect on demand.
Therefore, it has been argued by Dargay (1992) , Dargay and Gately (1995) , and others that symmetric energy demand functions (with or without an allowance for exogenous technical change) do not provide an adequate description of energy demand, likely making estimates of elasticities and forecasts based on such models misleading; hence, their argument for the inclusion of asymmetric price responses (APR). Energy demand models should therefore arguably allow for both price-induced technical progress in an asymmetric way and exogenous technical progress. However, Hunt et al. (2003a and 2003b) argued that the exogenous component should be suitably flexible to capture not only technical progress but also other non-systematic exogenous influences via what they call an underlying energy demand trend (UEDT). In summary, the most general energy demand specification is one that allows for the exogenous elements (via a flexible UEDT) and an APR (through a decomposed price variable); thus allowing for the distinction between the exogenous effects and the different induced effects of price shocks and rising and falling energy prices (Adeyemi et al., 2010) .
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However, this approach has not always been adopted with some debate in the literature on how it might be achieved. By ignoring the exogenous component, Gately and Huntington (2002) showed that energy demand responds differently to , , and (although a similar asymmetry in income response was generally rejected). Griffin and Schulman (2005) suggested that the price decomposition approach used by Huntington and Gately (2002 Dargay and Gately (2010) , the Griffin and Schulman (2005) approach produces coefficients that are constant across countries for a given year and can vary over time in an "unstructured manner" (p. 6276). This is in contrast to the view of Adeyemi and Hunt (2007) and Adeyemi et al. (2010) . They argue that it is wrong to assume that the UEDT will be represented by a constant change over time given that technical progress and other exogenous factors are unlikely to change in such a way. Therefore, according to Adeyemi and Hunt (2007) and Adeyemi et al. (2010) when estimating panel energy demand models the time dummies suggested by Griffin and Schulman (2005) should be included and the estimated coefficients are very likely to be nonlinear with periods when they are increasing or decreasing -i.e. they are likely to vary in an 'unstructured manner '. 4 In addition, Dargay and Gately (2010) show that for G7 per capita oil demand there is a strong negative correlation between the fixed time effects and arguing that demand reductions were likely to have been induced; reflecting either endogenous technical change or fuel switching not reversed by price cuts. Dargay and Gately (2010) argue that the fixed time effects (the time dummies coefficients) "tell us nothing about the determinants of demand changes, in either the past or the future" (p. 6276). In summary, according to Dargay and Gately (2010) given the time dummies are not independent of prices (at least not ) they do not help explain demand and could be measuring anything. Unfortunately, Dargay and Gately (2010) do not report the tests undertaken by Huntington (2005) and Adeyemi et al. (2010) which would at least give a statistical basis to help determine whether there is a role for the time dummies and/or ARP.
5
The above highlights the issues around the way technical progress (and other exogenous factors) might be incorporated in energy demand models be it exogenously via the UEDT or endogenously via the , , and version of APR. 6 Consequently, in order to focus on the main criticism that estimated APR based on the , , and decomposition depend upon the starting point and hence time period over which the dataset is drawn (discussed further below), models that include and exclude time dummies both with APR are estimated (as explained in Section 4 below).
As highlighted one of the biggest criticisms of research that include APR based on the , , and decomposition is their dependence on the starting point of the dataset and the implicit assumption that energy consumers have very long memories when there is a sustained period of falling prices (or prices rising and falling below the previous maximum).
However, given that the decomposition approach is based on technical progress being price induced and the inclusion of arguably reflects that when price was at its maximum, the induced efficiency change (such as the installation of loft insulation) continues to impact on 5 These tests would give useful additional information on which to choose the preferred model, however, arguably this should not be used blindly without recourse to economic theory and intuition. As Adeyemi and Hunt (2007) notes, the "chosen model should be the one that is accepted by the data while at the same time conforming to economic theory-but this should be estimated and tested rather than imposed at the outset" (p. 707).
6 It is worth noting that these are not the only criticisms of previous energy demand research that has incorporated APR. Adeyemi and Hunt (2007) suggest that in country panel data models a model specification that assumes that the slope and time coefficients are constant across the various countries is unrealistic in light of different socio-economic and institutional patterns and could lead to conflicting statistical and economic estimates. Moreover, they argue that the imposition of the same pattern of the UEDT, proxied by the fixed-time effects in the panel data context, is likely to be too restrictive. Adeyemi and Hunt (2007) also suggest that there might be problems with assuming a Koyck lag structure when modelling energy demand as used by Gately and Huntington amongst others. These are all issues that warrant further investigation, however, in order to focus on the specific , , and decomposition issue, these are not considered here.
energy consumption decisions. Despite this, the decomposed series are conditional on the time period over which the data is drawn. A price increase can therefore be identified as in one dataset but as in another dataset. This therefore raises questions on the robustness of the estimates obtained for different estimation sample periods, meaning that the relative importance of the three decomposed price variables appear highly sensitive to the time period sampled (Griffin and Schulman, 2005) . 1864  1867  1870  1873  1876  1879  1882  1885  1888  1891  1894  1897  1900 1903 1906 1909 1912 1915 1918 1921 1924 1927 1930 1933 1936 1939 1942 1945 1948 1951 1954 1957 1960 1963 1966 1969 1972 1975 1978 1981 1984 1987 1990 1993 1996 1999 2002 2005 2008 2011 Page 7 1960 1962 1964 1966 1968 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 1960 1962 1964 1966 1968 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1960 1962 1964 1966 1968 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1960 1962 1964 1966 1968 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 In summary, although the APR model based on the , , and decomposition has been widely used in estimating energy demand models, there are a number of criticisms of the approach. This paper therefore focuses on the key concern, that the estimates are dependent on the start date of the sample. In particular, various samples with different start and/or end dates are used to estimate models with APR based on the , , and decomposition in order to examine the impact on the stability of the estimated energy demand responses.
Data
Data for 1960-1981, 1961-1982 and so on until 1987-2008) 10 and again re-calculating the decomposed price data for each sample.
Hence, there is a fixed-df and a varying-df dataset of estimation periods that are applied to the models described in the next section in order to analyse the stability of the estimated coefficients. 
Methodology
The exposition of the estimated models is based on Adeyemi and Hunt's (2007) re-statement of the Gately and Huntington (2002) and Griffin and Schulman (2005) methodology. From a Koyck model, a general symmetric model is specified whereby the natural logarithm of per capita energy consumption ( ) is dependent on the natural logarithm of real income per capita ( ) and a distributed lag of the past natural logarithm of the real price of energy ( ).
This is mathematically represented as follows:
, 1
where is the lag operator.
Assuming a linear specification and that the lag distribution on prices follows a geometric lag distribution, Eq. (1) can be written as:
where is the random error term assumed to be 0, ).
Eq. (2) 12 Gately and Huntington assumed in its preferred model specification that is not autocorrelated but independently and normally distributed, thus ignoring the first order moving average, MA(1) structure that comes about from the Koyck derivation (Adeyemi and Hunt, 2007) . This issue also warrants further investigation.
13 Gately and Huntington (2002) include in their decomposition as follows:
, where the components are defined as follow:
= logarithm of price in the starting year, t=1
, ∑ max , … , max , … , , representing cumulative increases in the logarithm of maximum historical price, monotonically non-decreasing, , 0. and have the same definition as those in the text above. This is slightly different to the decomposition used here given the focus on the effect of using samples with different starting years. The alternative was used in order to eliminate any influence on the estimated base constant term. The base constant term in Gately and Huntington (2002) is 1 but for the specification used here it is 1 as in Eq. (4)). It is important to note however that the estimated income, price elasticities are the same irrespective of which decomposition is used. where are as originally defined.
In setting up their model, Griffin and Schulman (2005) attempt to find the 'preferred specification'. (These tests were also explored by Adeyemi et al., 2010.) In an attempt to provide empirical evidence to justify the criticism that specifications with APR, via the , , and decomposition technique, are conditional on the time period over which the data is drawn, Griffin and Schulman (2005) did partially consider the stability hypothesis using two sample periods one for 1970-1996 and one for 1960-1999. However, this did not fully address the issue and arguably a more systematic approach of investigating the stability of the estimated coefficients for different sample periods over time is appropriate. The more systematic approach employed in this paper is therefore achieved by initially estimating Models I and III using the different sample periods as outlined above.
This allows the stability (or otherwise) of the estimated energy demand responses to be observed across the different sample periods. These are then compared to the estimates of the symmetrical Model II where any instability of the estimates is due purely to the different sample periods, not because of the need to re-calculate the decomposed price data over the different periods (as is necessary for the asymmetrical Models I and III). 15 In addition, the Huntington (2006) tests outlined above for the different sample periods are also undertaken to assess their stability (or otherwise). The results of this exercise are discussed in the next section. 15 In other words, investigating the stability of Model II is no different to investigating the stability of the estimates in any model using 'recursive' or 'rolling window' estimation given a new data set does not need to be constructed. In contrast, as already stated, investigation of the stability of Models I and III does require the construction of a new data set for each period but is still similar to 'recursive' or 'rolling window' estimation.
Results
The results from estimating Models I and III using the different sample periods for the varying-df and fixed-df versions of the data are presented in Figures 5-8 . 16 Figures 5 a-priori, there appears to be a relatively large variation. 16 Note, that given the Koyck lag structure the first observation is lost from each data set. Therefore, the x-axis on these charts refers to the 'estimation periods' not the 'data set periods'. 17 The spikes in the estimated , coefficients for the data period starting 1980 (Figures 5b, 6b , 7b, and 8b) might be due to the second oil price shock which was initiated by the 1979 Iranian revolution, which was further worsened by the Iran-Iraq War in September 1980. 2 1961 -2008 1962 -2008 1963 -2008 1964 -2008 1965 -2008 1966 -2008 1967 -2008 1968 -2008 1969 -2008 1970 -2008 1971 -2008 1972 -2008 1973 -2008 1974 -2008 1975 -2008 1976 -2008 1977 -2008 1978 -2008 1979 -2008 1980 -2008 1981 -2008 1982 -2008 1983 -2008 1984 -2008 1985 -2008 1986 -2008 1987 -2008 1988 -2008 -0.25 To explore the stability further (and compare across models and different data samples) Figure 9 presents the estimated income coefficients across all models and data sets (including Model II 18 ). This shows that Model I, for both varying-df and fixed-df, shows the greatest variation. This is also illustrated in Table 1 showing that the income elasticity estimates ranges from 0.3 to 0.7 for varying-df and from 0.3 to 0.8 for fixed-df, however for Model III the variation is less, 0.3 to 0.5 for both varying-df and fixed-df. The range for Model II is similar to Model III; 0.4 to 0.5 for both varying-df and fixed-df. However, the degree of variation is slightly less. The Coefficient of Variation (CoV) for Model III is 8% for varyingdf and 13% for fixed-df compared to the 6% for varying-df and 11% for fixed-df for Model II; both of which are less than Model I, the CoV being 20% for varying-df and 27% for fixeddf. This is further seen in Figure 9 , which also illustrates the similarity between estimated income coefficients from Model III and Model II. In fact, the Model III and Model II estimates are very similar for the varying-df and the fixed-df, suggesting that when time dummies are included, the estimated income coefficient does not noticeably vary whether the price variable is decomposed or not. In summary, it would appear that the different sample periods do impact on the stability of the estimated income coefficient, with the variation generally being greater than the normal time series variation found for Model II, nevertheless, the impact appears to be less when time dummies are included. Model II. This is also illustrated in Table 1 where for the ranges of the price coefficient estimates for Model II and the CoV are on the whole lower than that for the decomposed price coefficients and the CoV in Models I and III. Again this would appear to indicate that the variation in estimated decomposed price coefficients in Models I and III is generally greater than the normal time series variation found in Model II.
18 The values of the coefficients and their associated 95% confidence intervals for Model II are given in Figure  A1 (for varying-df) and Figure A2 (for fixed-df) in Appendix A. Note: To allow for a comparison the x-axis refers to the start of the of the data period used for estimation. Therefore, for estimates with varying-df the end date of each of the series estimates is 2008 whereas for estimates with fixed-df the end date of each of the series estimates is 22 years after the start date shown. Figure 11 illustrates the results from testing for symmetry in both Models I and Model III (i.e.
testing :
). Figure 11a shows that for the varying-df estimates of Model I the null hypothesis of symmetry is generally rejected for the earlier data periods starting before 1970 (when, as seen in the introduction, the early 1970s energy crisis is regarded as just a price recovery for nine of the 17 countries in the sample). However, for the data sets starting from 1970 onwards in the majority of cases, the null hypothesis of symmetry cannot be rejected for Model I; which is similar to the results to the fixed-df results for all the periods. For Model III however, shown in Figure 11b , in almost all cases for all periods the null hypothesis of symmetry cannot be rejected; suggesting that Model II is favoured (statistically) to Model III. A result that is very stable across all estimation periods considered. Note: To allow for a comparison the x-axis refers to the start of the of the data period used for estimation. Therefore, for estimates with varyingdf the end date of each of the series estimates is 2008 whereas for estimates with fixed-df the end date of each of the series estimates is 22 years after the start date shown. Note: Horizontal lines show the 5% and 10% probabilities respectively. To allow for a comparison the x-axis refers to the start of the of the data period used for estimation. Therefore, for estimates with varying-df the end date of each of the series estimates is 2008 whereas for estimates with fixed-df the end date of each of the series estimates is 22 years after the start date shown.
For completeness, the tests of omitting the time dummies (i.e. testing : 0) were conducted and in all cases for Models II and III using both varying-df and fixed-df the null hypothesis was rejected (with a probability of 0.00). Figures 12a and 12b show that for Model III the estimated coefficients for the time dummies are stable across the different estimation Finally, it is interesting to see the relationship between the coefficients of , , and over the different estimation periods (shown in Figure 13 ). It is expected a-priori that in absolute terms the estimated elasticity would be greater than or equal to the estimated elasticity which in turn would be greater than or equal to the estimated elasticity (i.e. | | | | | |). Or generally the estimated coefficient for should be less than the estimated coefficient for which in turn should be less than or equal to estimated coefficient. However, Figure 13 shows that this is rarely the case for both Model I and Model III for both varying-df and fixed-df.
Summary and Conclusion
The price decomposition that separately measure the impact of prices above the previous maximum, a price recovery below the previous maximum and a price cut when modelling energy demand has been criticised as being sensitive to the time period sampled. This paper analyses this criticism in a systematic way by reconstruction the price decomposition terms ( , , and ) for various data periods and estimating the Gately and Huntington (2002) and Griffin and Schulman (2005) models for each sample period. Although the variation is not as great as expected a-priori, the parameter estimates for the different sample periods do vary somewhat for the asymmetric models, whereas the parameter estimates do not vary so much for the symmetric model without a decomposed price variable; thus suggesting that the symmetric model will give more stable and reliable results. The analysis presented here therefore gives support to the argument put forward by Griffin and Schulman (2005) .
Page 27 of 33 The findings of this analysis point to two lines of future enquiry, to further investigate the robustness of our results to i) different datasets and ii) alternative price decompositions.
Therefore, it would be interesting to see the exercise repeated for different panel data sets to ascertain whether there is a dataset for which the results found here do not hold, such as that used in Dargay and Gately (2010) . Moreover, it would also be useful to see whether an alternative decomposition to the , , and version employed in this analysis would also suggest that on the grounds of stability the symmetric model is preferred to the asymmetric model. Hence, it would be interesting to see further work that conducts a similar exercise to that here, but with alternative price decompositions. Two possibilities are those used by Ryan and Plourde (2002a) and Frondel and Vance (2013) , both of which do not require a new data set to be constructed for each period, and consequently are less likely to suffer from some of the problems seen with the , , and decomposition. A fuller understanding of the robustness of our results with respect to the dataset and price decomposition would help ascertain whether the symmetric model is more stable and hence preferred per se or whether in fact there is an alternative price decomposition that is better at capturing APR which produces more stable and reliable estimates than the symmetric model. The results from estimating Model II using the different sample periods for the varying-df and fixed-df versions of the data are presented in Figure A1 and Figure A2 ; i.e. the results for the symmetric model with time dummies (i.e. the Griffin and Shulman, 2005 approach) . These show that the coefficients for both the estimated price and income response are relatively stable. 
