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INTRODUCTION
Augmented reality is an emerging technology with a countless number of practical applications. The last advances in machine learning, computer vision, and smart electronic devices are making possible its integration in everyday life. The goal of augmented reality is to fuse information from the real world with synthetic and virtual information to experience a new level of interaction among the reality, the knowledge of the humankind, and us (the human beings). An essential element for this purpose is to sense and understand the world [1] , along with the human activities that take place in it [2] . Vision-based human action recognition techniques are important tools to achieve it.
A wide range of methods focused on the visual recognition of human actions have been developed. In particular, techniques based on local spatio-temporal features are one of the most popular to characterize human actions in video sequences [3] . In order to extract such features, SpatioTemporal Interest Points (STIP) are detected and robustly characterized by an image descriptor. Recently, many works have proposed to track STIP features to create new descriptors from their trajectories [4] , using even a combination of several descriptors to characterized each STIP [5] . In order to efficiently combine in a compact representation multiple STIPS that are spread temporally and spatially, a Bag of Words (BoW) approach is commonly used. The resulting feature vector is then delivered to a matching algorithm or machine learning technique, such as K-Nearest Neighbor (K-NN) or Support Vector Machine (SVM) to perform the action recognition.
In this paper, a new human-action recognition module that achieves a better recognition accuracy regarding other state-ofthe-art approaches is presented. The human activities in a video flow are represented by local spatio-temporal features, created by detecting STIPs that are later characterized by a combination of HOG-HOF (Histograms of Oriented GradientsHistograms of Optical Flow) descriptors, and finally combined using a BoW approach [6] . The resulting feature descriptors are used as inputs for a classifier, called Citation K-Nearest Neighbor (C-KNN) [7] , which is especially robust for the BoW-based human activity representation, where a high number of outliers/misleading data can be present.
II. HUMAN-ACTION RECOGNITION MODULE
The proposed human-action recognition module is outlined in Fig. 1 .
A. Spatio-Temporal Interest Points (STIP)
In order to extract local spatio-temporal features, first STIP are detected by using 3D Harris detector. Then, the neighborhood of each STIP is described by computing HOG and HOF features, which represent appearance and motion information, respectively [6] . An example of the STIP detection is shown in Fig. 2 . 
B. Bag of Features (BoW)
After the STIP detection and description, a video sequence is represented by a set of feature vectors. To create a compact and vectorized representation, a BoW approach is used. To that end, a training set of features is clustered by using the K-means algorithm, where the resulting cluster centroids represent a visual dictionary. Then, features from new video sequences are assigned to the nearest visual word using the Euclidean distance. Finally, a histogram of visual words is computed.
C. Classification through Citation K-NN
Citation-KNN algorithm was introduced to adapt K-Nearest Neighbor (K-NN) to Multiple-Instance Learning (MIL) problems [7] , where the BoW strategy represents an example of these. In this context, a classifier learns from a training set of bags that contains multiple feature vectors. Each bag has an associated label, but the labels of the individual instances are unknown.
C-KNN is based on two main ideas. The first one consists in defining a new distance function between bags, called minimal Hausdorff distance [7] . Given two bags of instances A={a1,…,an} and B={b 1 ,…,b m }, the mathematical expression is defined as:
The second idea consists in predicting the label of a given bag b by considering, not only the bags contained in its nearest neighborhood (references), but also the bags that contain b in their nearest neighborhood (citers). Once the R-nearest references and the C-nearest citers are computed, if the number of positive bags are larger than the number of negative bags, the label of the bag b is predicted as positive, and otherwise negative.
To deal with the ongoing multi-class problem of human action recognition, one-against-one strategy has been adopted. This way, a voting strategy is applied to the predictions extracted from binary classifiers to make a final decision for every video sequence.
III. RESULTS
In this section, the proposed learning approach is evaluated on the TVHI dataset [8] . This dataset consists of four types of human actions: handshake, highfive, hug and kiss. Each class contains 50 video sequences, which are divided into two subsets: a training set containing the 80% of the sequences, and a test set containing the 20% of the sequences. The first method [9] combines STIP and HOG-HOF descriptors with BoW, and once the visual words have been computed, they are filtered to capture the most meaningful data. In this case, an SVM classifier is used. The second approach [4] is based on dense trajectories and Motion Boundary Histograms (MBH). A BoW together with a SVM classifier is used. Finally, K-NN is used to be compared with C-KNN. It can be observed that our system outperforms the others, and only the system described in [4] is relatively close. 
IV. CONCLUSION
A new human-action recognition module is presented in this paper. It is based on local spatio-temporal features, which are extracted from video sequences by first detecting STIP, and computing HOG-HOF descriptors. For the classification, a BoW approach is adopted together with the Citation K-NN classifier. This classification methodology outperforms other state-of-the-art approaches, proving its suitability for human action recognition oriented to augmented reality.
