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1. Introduction and statement of the main results
A real (planar) polynomial differential system is a differential system of the form
dx
dt
= x˙ = P (x, y), dy
dt
= y˙ = Q (x, y), (1)
where P and Q are real polynomials in the variables x and y. In this work the dependent variables
x and y, the independent variable t , and the coeﬃcients of the polynomials P and Q are all real be-
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system (1) is the maximum of the degrees of the polynomials P and Q .
Associated to the real polynomial differential system (1) there is the real polynomial vector ﬁeld
X = P (x, y) ∂
∂x
+ Q (x, y) ∂
∂ y
, (2)
or simply X = (P , Q ).
Let C[x, y] (respectively R[x, y]) be the ring of all complex (respectively real) polynomials in the
variables x and y. Let f = f (x, y) ∈ C[x, y]. The algebraic curve f (x, y) = 0 of C2 is an invariant
algebraic curve of the real polynomial vector ﬁeld X if for some polynomial K ∈ C[x, y] we have
X f = P ∂ f
∂x
+ Q ∂ f
∂ y
= K f . (3)
The polynomial K is called the cofactor of the invariant algebraic curve f = 0. We note that since
the polynomial system has degree n, then any cofactor has at most degree n − 1. Since X is a real
vector ﬁeld in the case that the invariant algebraic curve f = 0 is not real, then there exists another
invariant algebraic curve f¯ = 0 (obtained conjugating all the coeﬃcients of the polynomial f ) having
cofactor K¯ . Then the reducible curve f f¯ = 0 in C[x, y] is a real irreducible invariant algebraic curve
in R[x, y]. For more details about all these questions see for instance [9].
In what follows when we talk about an invariant algebraic curve, we are talking on complex in-
variant algebraic curves. For real invariant algebraic curves we will mention explicitly the adjective
real.
Since on the points of an algebraic curve f = 0 the gradient (∂ f /∂x, ∂ f /∂ y) of the curve is
orthogonal to the vector ﬁeld X (see (3)), the vector ﬁeld X is tangent to the curve f = 0. Hence the
curve f = 0 is formed by orbits of the vector ﬁeld X . This justiﬁes the name of invariant algebraic
curve given to the algebraic curve f = 0 satisfying (3) for some polynomial K , because it is invariant
under the ﬂow deﬁned by X . By Proposition 2 (see Section 2) we can restrict our attention to the
irreducible invariant algebraic curves in C[x, y].
We recall that a limit cycle of a polynomial vector ﬁeld X is an isolated periodic orbit in the set of
all periodic orbits of X . An algebraic limit cycle of degree m of X is an oval of a real irreducible (on
R[x, y]) invariant algebraic curve f = 0 of degree m which is a limit cycle of X .
Consider the set Σ of all real polynomial vector ﬁelds (2) of degree n. Hilbert in [7] asked: Is there
an upper bound of the number of limit cycles of any real polynomial vector ﬁeld of Σ? This is a version of
the second half of Hilbert’s 16th problem. As Smale said in [15] except for the Riemann hypothesis, it
seems to be the most elusive of Hilbert’s problems.
Consider the set Σ ′ of all real polynomial vector ﬁelds (2) of degree n having real irreducible (on
R[x, y]) invariant algebraic curves. A simpler version of the second part of the 16th Hilbert’s problem
is: Is there an upper bound on the number of algebraic limit cycles of any polynomial vector ﬁeld of Σ ′?
Now we cannot provide an answer to this question for general real algebraic curves, but we give the
answer for the following class of generic algebraic curves.
We say that a set f j = 0, for j = 1, . . . ,k, of irreducible algebraic curves is generic if it satisﬁes the
following ﬁve conditions:
(i) There are no points at which f j = 0 and its ﬁrst derivatives all vanish (i.e. f j = 0 is a non-singular
algebraic curve).
(ii) The highest order homogeneous terms of f j have no repeated factors.
(iii) If two curves intersect at a point in the aﬃne plane, they are transversal at this point.
(iv) There are no more than two curves f j = 0 meeting at any point in the aﬃne plane.
(v) There are no two curves having a common factor in the highest order homogeneous terms.
Our main result is the following.
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curves generic, the maximum number of algebraic limit cycles is at most 1+ (n− 1)(n− 2)/2 if n is even, and
(n − 1)(n − 2)/2 if n is odd. Moreover these upper bounds are reached.
Between the authors which have worked with algebraic limit cycles for polynomial vector ﬁelds
there are the following two more or less well-known conjectures (see for instance [10,13]).
Conjecture 1. Is one the maximum number of algebraic limit cycles that a quadratic polynomial vector ﬁeld
can have?
Conjecture 2. Is two the maximum number of algebraic limit cycles that a cubic polynomial vector ﬁeld can
have?
Here we add the next new conjecture, which contains as particular case the previous two conjec-
tures.
Conjecture 3. Is 1+ (n−1)(n−2)/2 the maximum number of algebraic limit cycles that a polynomial vector
ﬁeld of degree n can have?
Note that from Theorem 1 the Conjecture 1 follows for the class of quadratic polynomial vector
ﬁelds having all their irreducible invariant algebraic curves generic. But it remains open for quadratic
systems having non-generic invariant algebraic curves.
On the other hand for cubic polynomial vector ﬁelds having all their irreducible invariant algebraic
curves generic Theorem 1 says that one is the maximum number of algebraic limit cycles, but there
are examples of cubic polynomial vector ﬁelds having two algebraic limit cycles, of course for non-
generic invariant algebraic curves. Thus the system
x˙ = 2y(10+ xy), y˙ = 20x+ y − 20x3 − 2x2 y + 4y3,
has two algebraic limit cycles contained into the invariant algebraic curve 2x4 − 4x2 + 4y2 + 1 = 0,
see Proposition 19 of [13]. Another example is
x˙ = y(a2 − r2 − 3ax+ 3x2 − ay + 2xy + y2),
y˙ = −a2x+ 3ax2 − 2x3 − r2 y + axy − x2 y + y3,
with r < a/2. This system has the algebraic limit cycles x2 + y2 = r2 and (x− a)2 + y2 = r2, see [14].
The paper is structured as follows. In Section 2 we summarize some basic results that we shall
need later on. In Section 3 we shall prove Theorem 1.
2. Basic results
The next well-known result tell us that we can restrict our attention to the irreducible invariant
algebraic curves, for a proof see for instance [9].
Proposition 2. We suppose that f ∈ C[x, y] and let f = f n11 · · · f nrr be its factorization in irreducible factors
over C[x, y]. Then for a polynomial vector ﬁeld X , f = 0 is an invariant algebraic curve with cofactor K f
if and only if f i = 0 is an invariant algebraic curve for each i = 1, . . . , r with cofactor K fi . Moreover K f =
n1K f1 + · · · + nr K fr .
The next result was proved in [2]. In fact it was proved by complex polynomial vector ﬁelds, but
the same arguments allow us to state it for real polynomial vector ﬁelds.
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j=1 deg f j . We assume that all f j satisfy the generic conditions (i)–(v). Then any real polynomial vector
ﬁeld X of degree n tangent to all f j = 0 satisﬁes one of the three following statements.
(a) If l < n + 1 then
X =
(
k∏
i=1
f i
)
Y +
k∑
i=1
hi
(
k∏
j=1, j =i
f j
)
X f i , (4)
where X f i = (− f iy, f ix) is a Hamiltonian vector ﬁeld; if f i is a real polynomial then the hi is an arbitrary
real polynomial of degree no more than n − l + 1, if f i is a non-real complex polynomial then hi is an
arbitrary complex polynomial of degree no more than n− l+ 1, the polynomial h for f¯ i is h¯i , and the Y is
an arbitrary real polynomial vector ﬁeld of degree no more than n − l.
(b) If l = n + 1 then
X =
k∑
i=1
αi
(
k∏
j=1, j =i
f j
)
X f i , (5)
with αi ∈ R if f i is a real polynomial, αi ∈ C if f i is a non-real complex polynomial, in this last case the α
of f¯ i is α¯i .
(c) If l > n + 1 then X = 0.
This theorem due to Christopher [4] was stated in several papers without proof like [3] and [8], and
used in other papers as [1] and [11]. Zholadek in [18] (see also Theorem 3 of [19]) stated a similar
result to Theorem (3), but as far as we know the paper [18] has not been published. Zholadek’s
approach to Theorem 3 is analytic, while the approach of [2] is completely algebraic.
The next result is due to Christopher and Kooij [8]. For more information on Darboux integrability
see for instance [9].
Proposition 4. The polynomial vector ﬁeld (5) has the integrating factor R = (∏ki=1 f i)−1 , and consequently
the system is Darboux integrable.
The following result of [2] shows that the generic conditions of Theorem 3 are necessary.
Theorem 5. If one of the conditions (i)–(v) of Theorem 3 is not satisﬁed, then the statements of Theorem 3 do
not hold.
3. Proof of Theorem 1
We shall need the following technical result.
Lemma 6. Let D ⊂ Rs be the compact set
D =
{
(x1, x2, . . . , xs) ∈ Rs: x j  1, j = 1,2, . . . , s,
s∑
j=1
x j  l
}
with l s integer, and let k : D → R be the function deﬁned by
k(x1, x2, . . . , xs) = 1
2
s∑
j=1
(x j − 1)(x j − 2) = 12
s∑
j=1
(
x j − 32
)2
− 1
8
s.
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the simplex D.
Proof. Note that the function 2k(x1, x2, . . . , xs) is the square of the distance plus the constant s/4
between the point (x1, x2, . . . , xs) of the simplex D and the point (3/2,3/2, . . . ,3/2). Therefore it is
clear that the maximum of the function k(x1, x2, . . . , xs) will be reached on some of the vertices of
the simplex D.
If s = 1 then D = [1, l]. It is clear that the maximum value of the function (x1 − 1)(x1 − 2)/2 on
the interval [1, l] is (l − 1)(l − 2)/2 and takes place at the endpoint x1 = l. Therefore the lemma is
proved for s = 1.
If s = 2 then D is the triangle T ⊂ R2 of vertices (1,1), (l − 1,1) and (1, l − 1). It is easy to check
that the maximum value (l − 2)(l − 3)/2 of the function ∑2j=1(x j − 1)(x j − 2)/2 on T takes place at
the vertices (l − 1,1) and (1, l − 1). So the lemma is proved for s = 2.
For s > 2 the set D is a simplex S ⊂ Rs of vertices (1, . . . ,1), (l − s + 1,1, . . . ,1), (1, l − s + 1,
1, . . . ,1), . . . , (1, . . . ,1, l− s+ 1). It is not diﬃcult to verify that the maximum value (l− s)(l− s− 1)/
2  0 of the function k on S takes place at the vertices of the simplex S different from (1, . . . ,1).
Hence the lemma follows. 
Several proofs of the next result are known, see for instance [16,17].
Theorem 7 (Harnack’s Theorem). The number of ovals of a real algebraic curve of degree m is at most
1+ (m − 1)(m − 2)/2 when m is even, and (m − 1)(m − 2)/2 when m is odd. Moreover these upper bounds
are reached for convenient algebraic curves of degree m called M-curves.
We note that if X is a real polynomial vector ﬁeld and the set of all complex irreducible invariant
algebraic curves of X are f j = 0 for j = 1, . . . ,k. Then we consider the set of all real irreducible (on
R[x, y]) invariant algebraic curves gi = 0 of X which are formed by the curves f j = 0 if f j is a real
polynomial, or f j f¯ j = 0 if f j is not a real polynomial. In what follows we shall call the set of curves
gi = 0 for i = 1, . . . , s the set of real invariant algebraic curves associated to f j = 0 for j = 1, . . . ,k.
We denote by A(l, s) the maximum number of ovals contained in the irreducible (on R[x, y])
invariant algebraic curves gi = 0 for i = 1, . . . , s of a real polynomial vector ﬁeld having exactly these
s invariant algebraic curves with l =∑si=1 deg(gi). In the next proposition we shall provide an upper
bound for A(l, s). This proposition plays a main role in the proof of Theorem 1.
Proposition 8. For j = 1, . . . , s let g j = 0 be irreducible (on R[x, y]) real algebraic curves such that
deg(g j) =mj  1, l =
s∑
j=1
mj,
and let k j be the possible maximum number of ovals of the curve g j = 0. For a polynomial vector ﬁeld X of
degree n for which the curves g j = 0, for j = 1, . . . , s, are the only invariant algebraic curves of X we have
A(l, s) 1
2
(l − s)(l − s − 1) +
s∑
j=1
a j,
where a j = 1 if m j is even, and a j = 0 if m j is odd.
Proof. From the Harnack’s Theorem we know that
k j =
{
1+ 12 (mj − 1)(mj − 2) ifmj is even,
1 (mj − 1)(mj − 2) ifmj is odd.2
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s∑
j=1
k j = k(m1,m2, . . . ,ms) +
s∑
j=1
a j. (6)
By Lemma 6 we have that
k(m1, . . . ,ms) +
s∑
j=1
a j 
1
2
(l − s)(l − s − 1) +
s∑
j=1
a j. (7)
Therefore from (6) and (7) the proposition follows. 
The next result is due to Christopher [5].
Theorem 9. Let g = 0 be a real non-singular algebraic curve of degree n, and h a ﬁrst degree polynomial,
chosen so that the real straight line h = 0 lies outside all ovals of g = 0. Choose the real numbers a and b so
that ahx + bhy = 0, then the polynomial vector ﬁeld of degree n,
x˙ = ag − hgy, y˙ = bg + hgx,
has all the ovals of g = 0 as hyperbolic limit cycles. Furthermore this vector ﬁeld has no other limit cycles.
Proposition 10. For a real polynomial vector ﬁeld X of degree n with only one real non-singular irreducible
invariant algebraic curve of degree n 2, we have
A(n,1) =
{
1+ 12 (n − 1)(n − 2) if n is even,
1
2 (n − 1)(n − 2) if n is odd.
(8)
Moreover this upper bound A(n,1) for the maximum number of algebraic limit cycles of X is reached.
Proof. The proof follows immediately from Theorem 9 and the Harnack’s Theorem stated. 
Let U be an open subset of R2. A function V : U → R is an inverse integrating factor of a vector
ﬁeld (P , Q ) deﬁned on U if V veriﬁes the linear partial differential equation
P
∂V
∂x
+ Q ∂V
∂ y
=
(
∂ P
∂x
+ ∂Q
∂ y
)
V (9)
in U . We note that V satisﬁes (9) in U if and only if R = 1/V is an integrating factor in
U \ {(x, y) ∈ U : V (x, y) = 0}.
The following result is due to Giacomini, Llibre and Viano [6], see another proof in [12].
Theorem 11. Let X be a C1 vector ﬁeld deﬁned in the open subset U of R2 . Let V : U → R be an inverse
integrating factor of X . If γ is a limit cycle of X , then γ is contained in {(x, y) ∈ U : V (x, y) = 0}.
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rem 3, and that
l =
k∑
j=1
deg f j = n + 1.
Let gi = 0 for i = 1, . . . , s be the set of real invariant algebraic curves associated to the f j = 0 for j = 1, . . . ,k.
Then, for s = 2, . . . ,n the polynomial vector ﬁeld (5) of degree n satisﬁes that
A(n + 1, s)
{
1+ 12 (n − 1)(n − 2) if n is even,
1
2 (n − 1)(n − 2) if n is odd.
If s = 1 then A(n + 1,1) = 0.
Proof. By Proposition 4 we know that
∏s
i=1 gi is an inverse integrating factor of the polynomial vector
ﬁeld (5). Therefore, by Theorem 11 all the limit cycles of (5) must be contained in the algebraic curves
gi = 0 for some i = 1, . . . , s. In particular all the limit cycles of (5) are algebraic.
Using Proposition 8 if s = 2, . . . ,n we have that
A(n + 1, s) 1
2
(n + 1− s)(n − s) +
s∑
i=1
a j.
Since the maximum of the above right-hand side expression takes place when s = 2 and the degrees
of the two invariant algebraic curves are n and 1. Then we get that
A(n + 1, s)
{
1+ 12 (n − 1)(n − 2) if n is even,
1
2 (n − 1)(n − 2) if n is odd.
So the proposition is proved for s = 2, . . . ,n.
If s = 1 the polynomial vector ﬁeld (5) is Hamiltonian, and consequently it has no limit cycles. 
The solution of the 16th Hilbert problem for algebraic limit cycles which are contained in generic
invariant algebraic curves is giving Theorem 1, and its proof is the following.
Proof of Theorem 1. Since all the irreducible invariant algebraic curves f j = 0 for j = 1, . . . ,k of X
are generic, we are in the assumptions of Theorem 3. So X is the polynomial vector ﬁeld given by
either (4), or (5), or 0. Clearly this last case has no limit cycles.
For the polynomial vector ﬁeld (5) the proof follows from Proposition 12.
Let gi = 0 for i = 1, . . . , s be the set of all irreducible (on R[x, y]) invariant algebraic curves asso-
ciated to f j = 0 for j = 1, . . . ,k.
Now we assume that X is a polynomial vector ﬁeld given by (4) (so l < n + 1), and we shall
apply Proposition 8 to it (hence l  s). The l deﬁned in the statement of such a proposition takes the
maximum value when l = n. Therefore we have that l = n and l > s, because if l = s then all the n
invariant algebraic curves are straight lines, and consequently X has no algebraic limit cycles.
Applying Proposition 8 to the vector ﬁeld X with l = n > s, and since X has exactly s irreducible
(on R[x, y]) invariant algebraic curves, we get that
A(n, s) 1
2
(n − s)(n − s − 1) +
s∑
j=1
a j .
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Case 1: Assume that n is even. Then we have that
A(n, s) 1
2
(n − s)(n − s − 1) +
s∑
j=1
a j 
1
2
(n − s)(n − s − 1) + s. (10)
We claim that
1
2
(n − s)(n − s − 1) + s 1
2
(n − 1)(n − 2) + 1 for n 3. (11)
Now we shall prove the claim. We deﬁne the function
h(s) = 1
2
(n − s)(n − s − 1) + s − 1
2
(n − 1)(n − 2) − 1.
The graphic of this function is a parabola in s satisfying that
h(s) 0 if and only if s ∈ [1,2(n − 2)].
Therefore, if n  3 then 1  s  n − 1  2(n − 2). So h(s)  0 if 1  s  n − 1, and consequently the
claim is proved.
From (10) and (11) we have for n 4 even that
A(n, s) 1
2
(n − 1)(n − 2) + 1.
Hence the theorem is proved in this case. For n even it remains to prove the theorem when
n = 2 > s = 1. This case is trivial because from Proposition 8 we have that A(2,1)  1. In short the
theorem is proved for n 2 even.
Case 2: Assume that n is odd. Then, since l = n > s it must be at least one invariant algebraic curve gi
of odd degree, so
A(n, s) 1
2
(n − s)(n − s − 1) +
s∑
j=1
a j 
1
2
(n − s)(n − s − 1) + s − 1.
From the inequality (11) we have that
A(n, s) 1
2
(n − s)(n − s − 1) + s − 1 1
2
(n − 1)(n − 2).
Hence the theorem is proved for n 3 odd. So the ﬁrst part of the theorem is proved.
By Proposition 10 it follows that the bound for A(n, s) is reached. This completes the proof of the
theorem. 
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