Problem domain information extraction is a critical issue in many real-world optimization problems. Increasing the repertoire of techniques available in evolutionary algorithms with this purpose is fundamental for extending the applicability of these algorithms. In this paper we introduce a unifying information mining approach for evolutionary algorithms. Our proposal is based on a division of the stages where structural modelling of the variables interactions is applied. Particular topological characteristics induced from different stages of the modelling process are identified. Network theory is used to harvest problem structural information from the learned probabilistic graphical models (PGMs). We show how different statistical measures, previously studied for networks from different domains, can be applied to mine the graphical component of PGMs. We provide evidence that the computed measures can be employed for studying problem difficulty, classifying different problem instances and predicting the algorithm behavior.
Introduction
Although the primary expected outcome of an evolutionary algorithm (EA) is the solution to a given optimization problem, there is an increasing need to add new capabilities to these algorithms. There are several situations in which the end-user may expect other benefits from the computational effort spent in the optimization. The user may be interested in acquiring a better problem understanding (knowledge extraction), 1, 2 reusing the experience gained by the algorithm to solve similar optimization problems (transfer learning), 3 or evaluating and improving the way in which different components of the algorithm interact by analyzing its output (algorithm enhancement). 4, 5 In principle, since EAs use populations of solutions, they can be seen as automatic generators of information about the search space. This valuable information can be mined to extract knowledge about the problem domain. The conception of methods to such information extraction from EAs constitutes a relevant topic and it expands the natural scope of these algorithms. Mining the information gener-ated by EAs may be useful in real-world applications such as bioinformatics, engineering or design, where structural interactions between problem components are usually only partially known. The key issues are then, first, how to capture and process this information and, secondly, how to transform such information into useful answers to question the endusers may face.
In this paper, we propose the aplication of methods and algorithms coming from network theory 6, 7 in order to extract valuable information from the EA evaluation. Networks are convenient tools to represent relationships between the components of very diverse nature systems. The proposed framework can be seen as structural mining in a space of networks which are related to the objective function and the EA variation operators. The application of network theory to the analysis of EAs intends to capture complex relationships that arise between the problem variables in different subspaces of the search space. Research on the use of networks as an effective tool to model complex systems has experienced an important upsurge in recent years. [6] [7] [8] [9] [10] Network theoretic measures have been proposed to extract informative descriptors of such networks. These measures allow to abstract from the particular characteristics of the system's components and to reveal patterns of interactions between the variables of such system.
We focus on the network-based analysis of two types of evolutionary algorithms: Genetic algorithms (GAs) 11, 12 and estimation of distribution algorithms (EDAs). [13] [14] [15] [16] EDAs are population based optimization methods that share a number of similarities with GAs. However, while GAs use genetic operators, EDAs intensively apply learning of probabilistic models to domains where the underlying interactions between the variables are often unknown. Network measures can be applied to identify properties about the problem being solved by EAs, but also to serve as descriptors of the algorithms behavior. Topological measures extracted from the networks could be used to compare the difficulty of different optimization problems (e.g. number of optima), extract problem information (e.g. average number of generations needed to converge), or predict the behavior of the EA (e.g. number of times the optimum was reached). Once a mapping between the network measures and the characteristics of a problem is constructed from a set of training examples, it is possible to predict problem's features such as difficulty, favorable search regions or expected values for optimal solutions. End-user questions might be also answered.
Througout this paper, our main aims are, first, to show that the structural components of graphical models extracted from GAs and EDAs can be characterized as networks. Valuable information about the optimization problem and the behavior of the algorithms used to solve it can be extracted from the analysis of the networks. Our second aim is to introduce a methodological framework for practical implementation of network analysis of GAs and EDAs. This framework identifies a priori, online, and a posteriori structural knowledge on the application of network analysis.
The content of the paper is divided as follows. Section 2 presents network measures for information extraction with local and global approaches. The concepts of a priori, online, and a posteriori structural knowledge on the application of network analysis are introduced. The experimental framework and the numerical results of our experiments are introduced in Section 3. Subsections 3.1, 3.2 and 3.3 respectively present three optimization problems with different characteristics and discuss the results of our general approach when applied to these problems. Previous work in this field is discussed in Section 4 and conclusions and future lines are drawn in Section 5.
Network analysis
In recent years, results from graph theory have been developed and integrated in the modern theory of networks. [6] [7] [8] [9] [10] The term network is an informal description for a set of elements with connections or interactions between them. 17 We see an optimization problem as a network where different kinds of relationships between the variables of the problem are represented as connections in the network. To deal with networks in a formal way, they are usually modeled as graphs. Similarly to networks, graphs comprise vertices and arcs representing elements and connections. They are mathematical structures that abstract for the particular interpretation given to a network.
There is an extensive set of measures defined for networks. Some of them have a direct interpretation within the probabilistic graphical models (PGM) application context. For instance, the treewidth of the junction tree, or equivalently, the size of the maximum-clique for the associated undirected graph, are related to the complexity of the inference step. 18 Apart from this and other few examples, most network measures have not been used in the context of PGMs.
For our analysis, we divide network measures into two groups. First, local measures which identify local patterns in network topologies (e.g. number of arcs outgoing from a given vertex). Second, global measures that serve to capture the global structure of a network (e.g. number of edges). In this group we include meso measures such as those related to the community structure and contrastive measures that reflect differences between two or more networks. A number of definitions related to network theory are following presented, focussing on the analysis of networks represented by directed graphs.
Local network measures
The range g i j of an arc e i j 19 is the length of the shortest path from j to i after arc e i j has been removed from the graph. If g i j > 2, then the arc forms a shortcut from j to i.
Node eccentricity is the maximal shortest path length between a node and any other node. Let k i be the number of neighbors for vertex v i . The maximal number of arcs between the neighbors of v i is
The clustering coefficient C i of v i is defined as the fraction of the existing number of node arcs (|A i |) to the total possible number of neighbor-neighbor arcs: 20
Let λ st be the total number of shortest paths between vertices s and t and let δ st (v) denote the fraction of shortest paths between s and t that pass through a particular vertex v, i.e. δ st (v) = λ st (v) λ st
. Betweenness centrality of a vertex v is defined as 21
Similarly, edge betweenness centrality is the fraction of all shortest paths in the network that traverse a given edge. 22 A clique is a set of nodes that are all adjacent to each other, i.e. a maximal fullyconnected sub-graph.
Global network measures
The assortativity coefficient is a correlation coefficient for the degree of nodes that are joined by an arc (linked nodes). A positive assortativity coefficient indicates that nodes tend to link to other nodes with the same or similar degree. 23 Assortativity coefficients can be also used to capture dependencies between any node property that might be of interest. However, in this paper we restrict the analysis to the correlations between node degrees.
The characteristic path length of a graph is the average shortest path length between every pair of reachable vertices in the graph. Network radius is the minimum eccentricity and network diameter is the maximum eccentricity.
A structural motif of size Z 24 is a connected graph with Z vertices. For each Z there is a limited set of distinct structural motifs which are called motif classes.
A motif frequency spectrum records the number of occurrences of each motif of a given class for a size Z. Motif number is the total number of all motifs of any class (for a given size Z) encountered in a network. The motif number is obtained as the sum over the motif frequency spectrum. Motif analysis can be seen as a generalization of the clustering coefficient. 25 Figure 1 shows all structural motifs for a motif class of size Z = 3. Figure 2 shows an example of a directed network. The motif frequency spectrum of this network is motifs are ordered as in Figure 1 . The network motif number is 8. A module is usually recognized as a unit that is a component part of a larger system and yet possesses its own structural or functional identity. 26 There is no generally accepted definition of what constitutes a module within a complex network. It is generally associated to a densely connected subset of nodes that is only sparsely linked to the remaining network. Score functions are defined to measure the degree of network modularity.
We propose the use of two different approaches for modularity detection: Newman's spectral algorithm 27 and the Louvain method for community detection in large networks. 28 Newman's algorithm is based on the idea that modularity can be expressed in terms of the eigenvectors of a characteristic matrix for the network (modularity matrix). The leading eigenvector of the modularity matrix is computed and the vertices are divided into two groups according to the signs of the elements in this vector. The decomposition process is continued until the entire network has been decomposed into indivisible subgraphs. 27 The Louvain method is a greedy algorithm divided into two phases that are repeated iteratively. First, the method looks for small communities by optimizing modularity locally. Second, it aggregates nodes belonging to the same community and builds a new network whose nodes are the communities. 28 
Collection of network measures
On the basis of the introduced concepts, we chose a set of key network measures which are able to capture important characteristics of the EA dynamics. The whole set of selected measures follows:
1. dagdif : Number of different arcs between the directed acyclic graphs (DAGs) 29 learned at generations t and t + 1.
2.
Ndensity: Connection density of the network, i.e. the number of connections present in the network out of all possible (n 2 − n), where n is the number of vertices.
3. indegree: Indegree of a vertex.
outdegree:
Outdegree of a vertex.
betw. cent.:
Edge betweenness centrality.
6. pair dist.: For a vertex, average distance to the other vertices. Disconnected vertices are assigned a very high, unattainable, distance value.
7
. reachability: For a vertex, average reachability to the other vertices. The reachability value between vertices i and j is 1 if i is reachable from j, 0 otherwise.
clust. coef.:
The clustering coefficient of a vertex.
9. shortcut prob.: The shortcut probability is the fraction of shortcuts in the network. 30 10. n. motifs, Z = 3: Motif frequency for all motifs of size Z = 3.
11. n. motifs, Z = 4: Motif frequency for all motifs of size Z = 4.
max. modularity:
The maximum modularity gives a modularity value corresponding to a network module decomposition computed with the Louvain modularity algorithm 28 and the Newman's spectral optimization method, 27 generalized to directed networks * .
vert. participation coef.:
The vertex participation coefficient 31 defines how well distributed the arcs of a node are among different modules.
In the previous list, network measures 3, 4, 6, 7, and 8 are computed as the average of the local measures computed for each vertex. Similarly, network measure 5 is the average of the measures computed for each edge. The other measures correspond to global values.
Network approach to the modelling of evolutionary algorithms: a priori, online and a posteriori
Algorithm 1 describes the main steps of our general proposal for the analysis of EAs.
Step 1 corresponds to a general collection of information or the induction of networks from the outputs of the EAs.
Step 2 computes the relevant measures for each particular case. In Steps 3 and 4 the information extracted could be used with different purposes. Variations of this general scheme are tested in the section of experiments.
Algorithm 1: Network approach for modelling 1 Create the network from the available information or extract them from the PGMs. 2 Compute a set of relevant measures for each network. 3 Map the network measures to the problem characteristics using machine learning. 4 Apply the machine learning algorithms for classification and inference.
In Figure 3 we illustrate a possible application of Algorithm 1. It shows a schematic representation of an EDA for an optimization problem of four variables. Five generations are represented with different colors. In Figure 3 , the populations selected at different generations are mapped to Bayesian networks learned from them where the nodes correspond to the variables of the optimization problem (Step 1 in Algorithm 1). Similarly, each Bayesian network structure is mapped to a vector of network descriptors (Step 2 in Algorithm 1). After the network measures have been computed, a classifier that maps the network measures for the characterization of the problem (Class) is learned (Step 3, Algorithm 1). Finally, network measures extracted from an unknown class problem are passed to the previous classifier. The model then uses these measurements to predict the class of that new problem (Step 4, Algorithm 1).
Machine learning algorithms used in the context of EAs should exhibit a good balance between the computational time spent to learn them and their classification accuracy. The exact balance between the time complexity and the accuracy will depend on the particular task being solved within the EA. In the experiments presented in this paper we have selected machine learning algorithms that are easy to compute and interpret, and not overly complex.
Structural modelling can be done in EAs at different stages of the algorithm. A priori modelling is done when some knowledge about the problem structure is available previous to the optimization process. In contrast, A posteriori modelling pursues the construction of networks learned after the search is finished. They can correspond to the structural component of the PGM or constructed with other procedure using the information generated by the EA during the evolution. Notice that it is possible to construct more than one class of a posteriori probabilistic graphical model of the data, allowing to compare their different associated networks.
In EDAs, the network contained in the probabilistic model is learned from data during the optimization process, i.e. online. In this case, the main goal is to achieve an accurate description of the regularities (e.g. relationships between the variables) contained in the selected solutions and translated to probabilistic (in)dependences. The main use given to the network during online modelling is the sampling of new solutions.
While online learning is more suited to EDAs, a posteriori learning is able to induce probabilistic models of the selected populations produced by a GA. Regarding a priori modelling, if the structure of the problem is previously known, we could use the corresponding networks to evaluate to which extent the crossover operator respects the original problem interactions. However, we will focus the experiments on the online and a posteriori stages in which the considered networks are derived from the graphical structure of PGMs, rather than using expert knowledge, unavailable most of the times.
Experiments
The objective of our experiments is to show how the use of structural modelling within EAs expands the range of application of these algorithms and can be used to improve their efficiency. We take three optimization problems from disparate fields to illustrate different scenarios in which structural modelling can be applied, showing the gains that can be achieved by its application. We devote one section to each problem. 
NK fitness landscape
The NK fitness landscape model is a parameterized model of a fitness landscape that allows to explore the way in which the neighborhood structure and the strength of interactions between neighboring variables determine the ruggedness of the landscape. For given parameters, the problem consists of finding the global maximum of the function. An NK fitness landscape 32 is defined by the following components:
• Number of variables n.
• Number of neighbors per variable, k.
• A set of k neighbors Π(X i ) for X i , i ∈ {1, . . . , n}.
• A subfunction f i defining a real value for each combination of values of X i and Π(X i), i ∈ {1, . . . , n}.
The objective function f nk to maximize is defined as:
The complexity of the NK fitness landscape problem depends on all its components. For k > 1 it is NP-hard. This problem is particularly suitable to investigate the use of network measures since it has been extensively analyzed to investigate EAs and other heuristic algorithms. 33 
Instance generation
To generate our benchmark, we used an initial dataset of 9, 000 random instances as described in. 33 There are 1, 000 for every possible combination of n ∈ {20, 28, 34} and k ∈ {4, 5, 6}. Instance generation was addressed as an optimization problem defined in the space of instances, i.e., our goal in this case is to find instances that maximizes a criterion of easiness (respectively hardness). The function to optimize was the number of times the estimation of Bayesian networks algorithm (EBNA) 34 found the optimum in 30 runs. Notice that in this context EBNA is used as auxiliar algorithm to compute the fitness g(I) of instance I. An instance that maximizes this function, i.e. for which EBNA converged in the 30 runs (g(I) = 30), is labeled as an easy instance. Similarly, when the number of successful runs reached by EBNA is minimized (g(I) = 0), the corresponding instance is labeled as hard. The easiness and hardness of the instances generated in this way are related to the characteristics of the algorithm used to evolve them. Starting from each of the 9, 000 instances we generated two additional instances, one easy and one hard instance. The final benchmark comprised 18, 000 instances, including only those easy and hard instances.
To search in the space of instances, we used a greedy algorithm that starts from the original random instance and randomly modifies its neighborhood structure. If the optimization function is improved (g(I ′ ) > g(I)), then the new instance I ′ is accepted. The maximum number of moves allowed to the greedy algorithm was set to 50. Notice that every time a new instance is generated we need to run a branch-and-bound algorithm to compute the new optimum of the NK fitness landscape function. This was necessary in order to identify the number of successful runs by EBNA.
For the NK fitness landscape we apply online structural modelling of the structures generated by an EDA. Two different issues are investigated:
• The use of network measures to predict the class of an instance.
• The evaluation of the sensitivity of the prediction methods to the EA parameters.
Prediction of the class instance
For each of the 18, 000 instances we run EBNA using three different population sizes (N = n, 2n, 4n). Ten different runs of the algorithm were conducted for each instance. The total number of runs was 18, 000 × 3 × 10 = 540, 000. All experiments were computed in a cluster of over 240 computers and we used C++ implementations of the NK fitness model, 33 EBNA, 34 and of the brain connectivity toolbox. 35 The networks produced by the algorithms in the first three generations were stored and from each network the corresponding network measures described in Section 2.4 were computed. Network measures that corresponds to each ten runs of an EBNA configuration for the same instance were averaged. These were the features used for our classification experiments.
In the NK landscape problem, the problem classes can be defined by fixing the parameters n and k. For a fixed n and with the objective of restricting the analysis to a subset of instances with similar problem difficulty (easy or hard), we group instances into three classes according to the number of neighbors k per variable:
For a fixed n, as the number of neighbors per variable (k) grows, also the difficulty of the problem for an optimization algorithm grows. Empirical evidence showing this effect in the behavior of different EAs is presented in. 33 To solve the classification task we used regularized multi-logit regression which is an intuitive and relatively simple classifier. 36 It is used to address the general case where the response variable C can have m possible values, i.e. the cardinality of C is m 2. In this case, the multi-logit model is expressed as:
where β 0l and β l are the parameters of the linear model for class l, and y is a p-vector of predictor variables. In our application, the predictor variables correspond to the network measures. Following, 37, 38 Pr(
The model is fitted using the regularized maximum multi-logit likelihood by means of the elastic net approach. 39 This is an algorithm applied in different domains, that allows to combine the lasso and ridge regularization and for which an efficient implementation was available. We used elastic net regularized multi-logistic regression 37 with α = 0.9 and 5-fold-cross-validation to compute the accuracy at predicting the problem class. Table 1 presents the accuracy results for each combination of the factors considered. In the table, gens = i refers to a situation where only networks up to the ith generation were used to compute the network measures. For gens = 1, only networks from the first generation were considered in the analysis. This way we evaluate the influence that limiting the amount of information passed to the classifier has in the accuracy results. Similarly, considering different population sizes N ∈ {n, 2n, 4n}, we evaluate to what extent a higher population size has an effect in the amount of structural information captured by the networks and in the associated network measures.
An analysis of the results shown in Table 1 reveals that it is possible to accurately extract the problem class by using the network measures as features. Even when a very small population size is used (N = n) and one single network is used to extract the network measures (gens = 1), the classification accuracy can be twice the accuracy of a random predictor (0.33). As the population size and the number of networks considered for the analysis grow the classification accuracy also increases reaching 0.99 when n = 34, N = 4n, and networks from the three first generations are used to extract the features. Also remarkably, accuracy improves with the number of variables.
HP protein model
The HP functional protein problem consists of finding a configuration of a simplified protein model that minimizes an energy representing the interaction between hydrophobic (H) and polar (P) residues. The HP simplified protein model 40 is used in bioinformatics to investigate protein folding. In the HP model, a protein is considered a sequence of hydrophobic (H) and hydrophilic or polar (P) residues which are located in regular lattice models forming self-avoided paths. Figure 4 shows the graphical representation of one possible configuration for the sequence HHHPHPPPPPH. Interactions between neighbor residues (adjacent in the lattice, but not connected in the sequence) contribute to the total energy of the HP lattice configuration. The energy values associated with the functional HP model 41 contain both attractive ε HH = −2 and repulsive interactions (ε PP = 1, ε HP = 1, and ε PH = 1). The HP problem consists of finding the solution (HP chain topological configuration) that minimizes the total energy. The energy that the functional model protein associates with the configuration shown in Figure 4 is 1 because there is one HH interaction, one HP interaction, and two PP interactions.
An HP protein configuration can be represented as a walk in the lattice (sequence of moves). In the sequence of moves, the two initial residues are located adjacent in the lattice. Each other residue is located to the left, to the right, or forming a line with the previous two residues. For a given HP sequence and lattice, X i will represent the relative move of residue i in relation to the previous two residues. Taking as a reference the location of the previous two residues in the lattice, X i takes values in {0, 1, 2}. With respect to the location of the previous two residues, X i = 0 means that residue i is located to the left. Similarly X i = 1 and X i = 2 respectively mean that residue i will be located in line with the previous two residues and to their right. Values for X 1 and X 2 are meaningless and they are arbitrarily set to 0. This codification is called relative encoding. 42 The representation of the configuration in Figure 4 is thus x = (0, 0, 0, 2, 2, 0, 0, 2, 2, 1, 0).
Relative encoding can also represent illegal or unfeasible solutions (e.g., x = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)) which correspond to selfintercepting protein sequences. To address this situation, in the evaluation phase of the EA we use repairing algorithms 1, 43 to transform unfeasible solutions into feasible ones. Protein folds corresponding to proteins from the same family usually share common structural patterns. We expect that two similar HP sequences will have similar optimal lattice configurations. This fact explains the choice of this problem for the experiments. Therefore, we again propose the use of an online modelling problem, with the following goals:
1. Can we predict whether EBNA has converged to the optimum value without knowing which the value of the optimum actually is?
2. Can we predict the number of local optima for a given HP protein instance? uncharacterized problem. Also, notice that the questions stated above address three distinct types of information about the problems: 1) Information about the algorithm behavior; 2) Information about the problem characteristics; 3) Information about the similarity between the problems.
Instance selection and data exploratory analysis
In this example, our final goal is to be able to predict problem features from the network measures derived from the probabilistic models learned by the EDAs. We assume that we have collected information from the structures learned in the optimization of a group of characterized problems and we also have the structures generated during the optimization of a given uncharacterized problem. The characterization is given as a description of some problem attributes or features. What we want to obtain is the characterization of the new, uncharacterized, problem.
We will start from a dataset of characterized problems and use a subset of them to characterize the other problems as in a classical supervised classification problem. Classification accuracy is used as a measure of the informativeness of the descriptors used. It also gives a measure of the EDA ability to produce information that can be used to characterize similar problems. We do not ignore the fact that the classification accuracy will also depend on the type of classifier used. We acknowledge that better classifiers could improve the results presented here. However, the focus of our investigation is to assess the usability of the descriptors employed.
We use a dataset of 611 functional HP proteins corresponding to different sequences of 23 residues. This dataset is a subset of an original database of 17, 681 sequences introduced in. 42 These instances have a suitable characteristic: We know their optimal value, which is reached at a single configuration (disregarding symmetric representations). In addition, we know the closest suboptimal value and the number of configurations where this suboptimal value is reached. This information is used as a characterization of the problem. To evaluate the EDA behavior and collect the networks, 30 independent runs of EBNA were executed for each HP protein instance. We used the MATEDA-2.0 software 44 implementation of EBNA. The learning and sampling steps of the Bayesian networks included in this program are implemented using the Matlab Bayes-Net (BNT) toolbox. 45 The scoring metric used was the BIC with uniform priors, and each node was allowed a maximum number of five parents. Truncation selection was used with a parameter of truncation T = 0.5. The population size was N = 500 and the termination criterion was to reach the maximum number of generations (gens = 50). For each instance, we computed how many times the optimum was found in the 30 experiments, the average generation at which it was found and the average fitness of the best solutions found in all runs. Figure 6 shows a histogram of the number of times the optimum was found in the 30 experiments for the 611 instances. For 310 out of the 611 problems the optimum was found at least once. For 80 instances it was found only once and for 62 it was found 10 or more times. There were also differences in the average generation at which the optimum was found for the successful runs of the algorithm (data not shown). Most of the times the optimum is found, on average, between generations 10 and 15. There are important differences between the behavior of the EDA for the instances. In general, most problems are hard for the EDA since the success rate of the algorithm is low. However, some problems, in which the EDA finds no optimum in any run, are clearly even harder to solve. 
Prediction of convergence and number of local optima
The first problems considered are the determination of the algorithm convergence and the number of suboptima of the problem. For these two classification tasks, we specify two classes. In the first case, classes are: 1A) Instances for which EBNA did not converge to the optimum in any of the 30 experiments. 1B) The other instances. For the second classification problem, classes are: 2A) Instances with 4 or fewer suboptima. 2B) Instances with 193 or more suboptima. To get some clues about possible characteristic patterns associated to each of the classes, we computed and analyzed the average network measures from networks in each of the classes. Figure 8 shows the motif frequencies for problems with a successful rate 0 (Class 1A) and with a successful rate higher than 0 (Class 1B). In addition, the charts display information for a subset of instances of Class 1B. This subset is comprised by instances where the EDA converged 9 or more times out of the 30 experiments. An initial observation is that the frequencies of all motif classes get higher for instances that are easier to solve by the EDA. A similar pattern was observed for the problem of classifying the number of suboptima of the instance (results not shown). In this case, instances with a lower number of suboptima produce networks with a higher frequency of all types of motifs.
To determine good predictors of the problem characteristics, we use a multivariate Gaussian classifier 46 which is a simple classifier that only requires to learn two multivariate Gaussian distributions. Additionally, this classifier allows to consider potential interactions between the features that can be relevant for the classification process. The conditional density of a solution given the class value A i is computed as
where Z i ∈ {X 1 , . . . , X n }, i.e. Z is a subset of n c = |Z| components (or features of X). A i denotes a class, and µ A i and Σ A i are the parameters of a multivariate Gaussian distribution estimated from the points in class A i . In the simplest case n c = 1, i.e. only one variable of the problem is used as a predictor. In this case, Equation (6) only involves univariate Gaussian distributions.
For a given set of features, we estimated the classifier accuracy using k-fold cross-validation with k = 5. The parameters of the multivariate Gaussians were learned using maximum likelihood estimation. In the classification step, we used that p(A i |z) ∝ p(z, A i ) = p(z|A i )p(A i ) and assumed all classes A i are equiprobable. Therefore the assigned class was the one with the highest p(z|A i ). The k-fold cross-validation procedure was repeated 50 times and from these experiments we computed the mean and standard deviation of the classifier accuracy estimator.
For the first two classification problems, finding the optimum and estimating the number of suboptima, the predicted accuracy given by each of the features were independently computed. These results are shown in Table 2 . For the sets of network motifs (Z = 3 and Z = 4), the table only includes the accuracy corresponding to the network motif with the highest accuracy. The best classification results achieved by single features are highlighted in bold. It can be seen that the best accuracy is achieved by the betweenness centrality in the first problem, and by the clustering coefficient in the second problem. Accuracies are higher for the second problem than for the first. It seems easier here to predict whether the problem has few or many suboptima than determining if the algorithm has converged to the optimum.
In order to improve the classification accuracy, we consider interactions between the predictors. In this case, we search for a set of features that maximizes the classification accuracy. This feature subset selection problem, with 39 variables, is addressed using a tree-based EDA as implemented with MATEDA. 44 EDAs have shown to be a good alternative for feature subset selection problems. 47 Only one run of Tree-EDA was used to compute the best set of features. Since Tree-EDA is a stochastic algorithm, we expect that more runs would improve the best solution found. Therefore subsets of features with a better accuracy are likely to exist for this problem. The accuracies obtained with the best combination of features are shown in the last row of Table 2 . For both problems, improvements over the best single classifiers were achieved. The clas- We highlight that although the two classification tasks were conducted independently, we could think of simultaneously classifying the EDA convergence and the number of suboptima of the problem. This could be a suitable alternative considering the interactions between the two problems.
We have empirically shown that the information learned during the optimization of past problems for which some particular features are known can be employed to predict features of new problems for which we do not have the same class of information.
Prediction of most similar and most different instances
In the next step, we intend to use the structures to distinguish, in a data set of characterized problems, similar from dissimilar problems. Two different measures of similarity between instances are used: 1) The sequence similarity, which is the number of common residues in the two instances, and,
2) The fitness correlation between two fitness functions, computed from a random sample taken from the solutions space. Figure 9 shows the sequence similarity against the fitness correlation for all pairs of instances. Recall that each instance defines a different fitness landscape. We use 10, 000 points to compute the correlation between fitness functions. It can be observed that there is a strong relationship between both similarity measures. However, as expected, pairs of instances with equal sequence similarity can have very different fitness correlation. To construct the database of cases, we identified,
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Copyright: the authorsfor each instance, the most similar and most different instance. We used two different similarity measures for selecting pairs of most similar and most dissimilar instances. After the identification process concluded, there were two dataset, one for each similarity measure. We then were interested in detecting those instances with highest values of similarity and dissimilarity at the same time. To detect those pairs of instances, we took the difference y = x i − x j as features, i.e. the difference between the network descriptors corresponding to instances i and j. The values of y were categorized as very similar instances as class label 1 or very dissimilar instances as class label 0. This supervised set of values constitued the classification problem to deal with. Since an instance may have more than one most similar or dissimilar matches. we chose an arbitrary instance among those being closest. As a result, there was a database of 611 × 2 = 1, 222 points for each similarity measure, equally distributed between the two classes We used the same type of classifier and experimental protocols than in the previous classification experiments. Results are shown in Table 3 . In this prediction problem, the single classifiers have more similar performance. The best individual predictor, when sequence similarity measure is used, is the reachability measure (0.6558). When the fitness correlation measure is used, the best predictor is the outdegree (0.6683). In general, single predictors do not give a high accuracy. However, when interactions between features are considered, the accuracy in the prediction is much higher for both problems (an increase of 0.07 for the first problem and of 0.13 for the second). The main conclusion from the experiment is that information extracted from the networks can be used to distinguish similar and dissimilar pairs of instances, particularly if interactions between the network measures are considered.
Neuroproteomics multi-objective feature selection problem
The neuroproteomics multi-objective feature selection problem consists of selecting a minimal subset of features that gives the highest classification accuracy in the diagnosis of Alzheimer's disease (AD).
For this multi-objective feature selection problem, we have a dataset of cases with a set of attributes and an observed class label. The minimal subset of features will be used as input to a predefined classifier, giving a correct classification rate as high as possible. There are two objectives to be fulfilled: 1) Maximize the correct classification rate, and 2) Minimize the number of selected features. Therefore, the problem is to obtain a good approximation of the Pareto set of solutions. The database used for this experimentation comes from the work presented in. 48 A panel of biomarkers is investigated for the clinical diagnosis of AD. The work makes use of a proteomic dataset of 120 signaling proteins measured in individuals with proved AD diagnosis and in various control samples. We use the training set of this work as input to our heuristic search. It comprises 120 features on a dichotomic supervised problem with 43 AD samples and 40 healthy controls.
Each solution is represented using a binary vector where X i = 1 means that the corresponding feature is included in the classifier. Two different classification strategies, that can be interpreted as two different problem formulations with two fitness functions, are used:
• k-nearest neighbor -The k-NN algorithm 49 performs the classification task in terms of similarity: unlabeled examples are classified based on their distance to the examples in the training set. k-NN has no explicit classification model and, hence, there is no learning stage. It finds the k closest examples in the data and assigns the class that most frequently appears within such k-subset. For our experiments, k-NN was computed with Euclidean distance and k = 1.
• Naïve Bayes -Continuous naïve Bayes 50 is based upon the Bayes formulation of conditional dependencies. The simplest structure is based on the assumption of conditional independence between the predictor variables given the class variable, that is, the naïve Bayes structure. Then, the model parameters are estimated with a factorization based on the normal distribution assumption for each variable given each value of the class variable. To tackle this problem, we made use of the a posteriori modelling to a multi-objective optimization problem. The main goal of our experiment is to show that a posteriori modelling can provide useful information when applied to evolutionary algorithms other than EDAs. To this end, we analyzed the selected populations generated by a GA (GA-KNN and GA-NB), constructing networks from these populations and comparing them to those generated by EBNA (EDA-KNN and EDA-NB). Our analysis intends to show the convenience of analyzing the network theoretic measures extracted from the evolution of EAs. In particular to this application, we want to find answers to the following questions:
1. Can network theoretic measures be used for characterizing the effect of different EA variation operators and problem formulations?
2. From a given time in the evolution, is it possible to predict dynamics of the algorithm in subsequent generations?
Generation of the data
We applied a GA with single-point crossover and also an EBNA to find a Pareto set approximation of the bi-objective function under consideration. GA and EBNA were modified to address the multiobjective problem. The modification is based on the use of Pareto ranking selection. This selection method begins by computing all the Pareto sets in the population, then solutions within each Pareto set are sorted according to the average rank of the fitness function for all the objectives. Finally, the selected population is taken from the sorted population applying truncation selection. We have successfully applied this selection method in previous applications to multi-objective problems. 5, 51 The idea is to compare the networks produced during the evolution of the GA with those generated by EBNA. The k-NN and naïve Bayes classifiers were used as two alternative feature subset selection (FSS) problem formulations. Each classifier can assign a different accuracy to the same set of features. However, there is a high correlation between the fitness given by both classifiers. For each fitness function, we executed 16 runs of the two EAs. The GA used one-point crossover and bit-flip mutation with crossover and mutation probabilities respectively equal to P c = 1.0 and P m = 0.01. The population size used for the two algorithms was N = 250. Truncation selection with T = 0.5 was used. The stopping condition was to reach a number of generations gens = 50.
In the case of the GA, the selected sets of each generation were stored and a posteriori modelling was done by learning the Bayesian networks from the selected populations. For EBNA, the networks generated during the evolution were used for the analysis. As a result, there were 16 × 50 = 800 Bayesian networks for each fitness function and each algorithm. The set of networks measures described in Section 2.4 were computed for each of the networks.
Influence of the variation operators and the fitness function
The most straightforward analysis of the topological characteristics of the networks is the analysis of the frequency matrices. These matrices simply compute how many times each arc appears in all the networks learned by the EAs. The rationale is that the most frequent arcs may correspond to relevant pairwise interactions between the problem variables. Therefore, we start by computing these matrices for each of the fitness functions and algorithm. Frequency matrices shown in Figure 10 store the frequency of the arcs from the set of 800 DAGs learned for each problem. In the figure, the colorbars indicate the mapping between the arc frequencies and the colors. For the two fitness functions, it can be seen in Figure 10 (a and b) that the GAs produce networks in which arcs corresponding to adjacent nodes have a much higher frequency. This is a known effect of one-point crossover: it tends to respect relationships between variables closer in the representation, but variables distant from each other are more vulnerable to the disruption. The networks learned by EBNA, Figure 10 (c and d) , are less prone to disrupt dependencies between distant nodes and less likely to promote dependencies between adjacent variables in the representation. This example clearly shows how a posteriori modelling of the GA can serve to detect the effect of the crossover operators in the arousal of dependencies. In cases where the potential bias that the crossover operator induces in the generation of solutions is less evident, frequency matrices may be useful to detect this bias and to modify the choice of the crossover operator accordingly.
Further analysis of Figures 10 reveals that the k-NN classifier (a) induces more dependencies between the variables of the problem than the naïve Bayes classifier (b). This can be deduced from the higher frequency of the learned arcs. In this case, a posteriori modelling is useful to reveal differences in the number of problem interactions determined by the different fitness functions. Based on this information, the user could be able to decide whether to employ a problem formulation that induces more or less dependencies between the variables. Notice that the number of dependencies between the variables is usually associated to the complexity of the problem for the EA.
A more detailed characterization of the influence that the variation operators and the fitness function have in the evolution of the algorithms can be obtained by analyzing the network measures. We focus on two alternative approaches to the network measures analysis:
1. Vertex approach: Focuses on the differences between the vertices of the networks. The information learned from all the EA generation networks is condensed to compute the statistics of each vertex. This approach does not focus on differences between generations but on the salient characteristics of the vertices, allowing to identify differences between the roles played by the variables.
2. Generation approach: Focuses on the differences between the networks learned at each generation. Global network and local measures computed at each generation are used. When the network measure is local (e.g. associated to a vertex), it is the average of all local measures computed for the network. Therefore, this approach does not look at differences between the vertices or edges. It focuses on salient characteristics of the generations captured by the network measures. Figure 11 shows examples of the two approaches using the betweenness centrality local measure. Figure 11 (left) shows the betweenness centrality values for each of the 120 vertices computed from the 800 networks learned for each fitness function. Figure 11 (right) shows the average betweenness centrality at each generation of the algorithms. The betweenness centrality of a network is computed by averaging the betweenness centrality of its 120 nodes. The final average betweenness centrality at generation g is computed as the mean of the network betweenness connectivity of the networks learned at generation g in all the 16 runs. The same procedures are used to compute the average of the other network measures. Global network measures (e.g. modularity coefficient) are only computed for the generation approach.
The analysis of betweenness centrality of the vertices shown in Figure 11 (left) also reveals the effect of the crossover operator in the topologies of the networks. Vertices corresponding to the first and last variables in the representation have a lower betweenness centrality since their potential dependencies to the other variables are more likely to be disrupted. The characteristic bell shape of the betweenness centrality values for the GA-produced networks contrasts with the flat distribution of the centrality values achieved by the EDA networks. The generation approach to the analysis of the network measures shown in Figure 11 (right) reveals clear differences in the behavior of the GA with respect to the EDA. The average betweenness centrality of the networks produced by the GA is always higher than those produced by the EDA. This fact may be related to the different role played by the variables in both variation operators.
The generation approach to the analysis of the network measures also supports a dynamical view of the EA behavior. It is possible to classify or group generations according to the similarities between the computed network measures. In particular, extreme values of the network measures may point to critical periods for the EDA behavior. In Figure 11 GAs are rapidly reached around generation 5. EDAs take more time to reach the maximal values (around generation 15). As evolution advances the betweenness centrality tends to decrease in the two algorithms. Convergent behavior of the network measures may denote the stagnation of the evolutionary process. More importantly, they could be used as predictors of the future algorithm behavior, as analyzed later on Section 3.3.3.
Three network measures that have a relevant place in the analysis of complex networks are the clustering coefficient, the path length and the modularity. We use these measures to compare the effect of the different problem formulations. Figure 12 shows the values of the three measures in each generation of the EAs and for the two fitness functions. The differences between the networks generated for k-NN and naïve Bayes depend for the three measures on the type of algorithm used to optimize the functions. While the network measures of k-NN and naïve Bayes are very similar for the GA, there are bigger differences between them when the EDA is used. A similar behavior was observed for other network measures (results not shown). These results seem to indicate that, in general, the translation of the problem differences to the network measures will highly depend on the used variation operator. However, some network measures may be more sensitive to the differences in problem formulation. In addition, the joint use of different network measures can serve to better characterize the differences between problem formulations. One example of this joint use of measures appears in the examination of different motif frequencies.
We computed the network motif frequencies for all motifs (Z = 3 and Z = 4) present in the DAGs. Figure 13 shows the motif frequencies for the only four motifs (Z = 3) which can be found in the DAGs. These motifs are shown in Figure 7 . The analysis of Figure 13 reveals that the motif frequencies for the networks produced by the EDAs tend to be higher than the motif frequencies of networks generated by the GAs for three out of the four motifs (Figure 7 a) , c) and d)). The exception is the second motif from the left in Figure 13 , for which the corresponding frequencies are higher in the case of the EDA.
We have not been able to find a mechanistic explanation for the unequal distribution of motif frequencies between algorithms. Nevertheless, the increase of motif frequencies with the number of generations in GA could be explained by the increase in the network density. In the case of motifs with Z = 4 (results not shown), it is possible to identify a wider variety of behaviors for the motifs frequencies. This variability suggests the use of motifs as signatures of the characteristic evolutionary path followed by an EA in the solution of a given problem. These signatures depend on the relationships between the variables captured by the networks and therefore they would allow to compare not only different formulations of the same optimization problem but also single and multi-objective problems from completely different domains.
Prediction of the algorithm behavior
Vertex network theoretic measures can also be used to predict the behavior of the algorithms in future generations. To investigate this use of the network measures, we focus on the evolution of the univariate probability distributions computed from the selected sets. We show that univariate probabilities of the selected set can be used as descriptors of the population homogeneity allowing the implementation of diversity preserving methods.
Let p j i be the empirical probability of X i = x i at generation j. Let (y 1 i, j , . . . , y r i, j ) the set of the r vertex network measures computed for vertex i from the network learned at generation j. Then we want to find a mapping γ g such that p
where g is the number of generations from the current generation, from which the prediction is to be made.
The idea of including the current univariate value p j i as a source of information for prediction is because univariate probabilities usually experiment only minor changes from one generation to the few next generations. Therefore, the current univariate probability of the selected population is a good candidate for a predictor variable.
We find γ g using linear regression which can be computed very fast. The minimum square er- In our experiments, we set the number of vertex network measures r = 8. The used network measures were: indegree, outdegree, clustering coefficient, betweenness centrality, pair distance, reachability, shortcut probability, and the vertex participation coefficient. Figure 14 shows the average MSE value, computed from all the variables, for GA-KNN, GA-NB, EDA-KNN, and EDA-NB, when g ∈ {1, 5, 10, 20}. It can be seen that the error of the approximation is in general very low and converges to zero in the last generations. As expected, the error gets higher with g.
We further investigated whether the good approximation is exclusively due to the use of p j i as a regressor or because of the vertex network measures contribute to the prediction. Figure 15 shows the prediction gain achieved in the estimation of the univariate probabilities by including vertex networks descriptors. To compute the prediction gain, we found the difference between the prediction error given using p j i as the only regressor variable, and the prediction given when all vertex network measures are included as regressors. Therefore, in Figure 15 , positive values indicate a prediction gain. Not surprisingly, prediction gain is very small when g = 1, i.e. prediction is made on the univariate probabilities of the next generation. However, as g increases the contribution of the vertex network measures is more important.
If the charts showing the prediction gains are further inspected, it is possible to see that between generations 15 and 20 GA-NB (Figure 15 b) ) there is a negative prediction gain from the use of the network measures. This case demonstrates that not in all the situations the predictions will be improved. There are also marked differences between the algorithms: the prediction gain is clearer for EDA-KNN and EDA-NB (Figure 15 c) and d) ) than for the GAs. We applied also regression methods that consider the interactions between the predictors. Using these methods it was possible to further improve the prediction gain (results not shown). However, at some generations the low density of the networks and the similarity between the measures computed from them makes the behavior of the regression methods more unstable. Also due to their simpler complexity, we recommend the use of the linear regression methods.
Discussion on the structural findings
We have not found previous references on the structural modelling of GAs from the perspective of network theory. Therefore, the following analysis covers previous work on EDAs that addresses different facets of the models learned by these algorithms. We review some of this work, stressing the differences with the results introduced in this paper. We also include an account of work on meta-learning that is relevant to our research. Note that current work on EDAs is a very productive field 52 and our review is by no means exhaustive.
Relationship between the problem structure and the structure of dependencies
There are many papers that study and describe the main characteristics of the structural component of the probabilistic models learned by EDAs. [53] [54] [55] [56] This description is mainly done in terms of the number of edges or arcs that appear in the model structures.
Another popular approach has been the classification of the graph edges in correct or spurious, in accordance with their relationship with the (known) problem structure. This has been done by computing the most frequent edges appearing in the structural component of the probabilistic models in EDAs and analyzing their mapping with the structure of interactions of the problem. 55, 57-62
Using the models to improve the search in EDAs
In EDAs, the use of structural information has been mainly constrained to bias model building and approximate fitness functions. Two main approaches have been identified to bias model building in EDAs: 63 Impose soft restrictions by biasing the scoring metric to prefer models that closely correspond to the problem structure 4 or impose hard restrictions by strictly disallowing some dependencies. 4, [64] [65] [66] The question of how to extract the structural information to bias the model is reviewed in the next section.
For estimating the fitness function using the models, statistical analysis of the structures, of the type presented in this paper, is not usually made. Instead, the marginal probabilities or the probability associated by the model to a given point are used to estimate the fitness. [67] [68] [69] [70] 
Extracting information from the learned models by EDAs
The first work where automatic procedures for extracting and reusing information in the future of the solution of similar problems was recently presented in. 4 Two different approaches were introduced to extract the problem information: a) Computation of the probability coincidence matrix and b) Computation of a distance-based metric between variables from the known problem structure.
In both approaches the extracted information was used to bias model building in problems which are known a priori to be similar. The information is not used to infer, predict or characterize other instances. Another difference to our approach is the class of information extracted from the models. The coincidence matrix extracts local information about edge frequencies in the model structures. The distance based metric computes the distance from the original problem structure (e.g. lattice and SAT based interaction graph between the variables). The first approach can be considered as a particular case of online structural learning where only a particular network measure is employed. The second approach can be included as one of the possible a priori structural modelling strategies. Addressing the question of knowledge exchange in EAs using network measures as problem structural descriptors, together with classifiers as inference techniques, is both a more general and flexible approach.
In parallel to the work presented in this paper, recent works have described a variety of ways for knowledge extraction and its exploitation in EDAs. 2 presents an example of how structural information extracted from Bayesian networks by simple analysis of edge frequencies can be used to reconstruct networks of metabolites that reflect physiological metabolite interconnections. In, 71 peakbin selection in mass spectrometry data is addressed using an ensemble approach that integrates information from different probabilistic models learned by an EDA. In, 72 structural transfer between instances is implemented combining Bayesian network edge frequencies computed from instances (single nucleotide polymorphisms of 58 human populations) with different sizes and only partially overlapping variables. Extraction of information is also possible by analyzing the parameters in regularized Gaussian models, 73 or models that learn dependencies between variables and objectives. 74 Lastly, 3 shows that a distance-based bias technique can be applied for knowledge exchange between instances that have different sizes.
Other related work in evolutionary computation
While we have focused on structural modelling, recent work takes profit of all the information contained in the probabilistic model to investigate the efficiency of the EDAs components, and the relationship between the model structure and the quality of the solutions found. This is done by computing different measures associated to the probabilistic models such as the most probable configurations 75 and the correlations between the model probabilities and the fitness function. 57, 76 Using measures that contain information about the model structure and parameters can be seen as a possible way to generalize structural modelling. However, this type of measures have not been applied to problem characterization or instance classification within EDAs.
One of the few papers that treats different issues related to EDAs complexity in terms of the topological characteristics of the models learned by EDAs is. 18 By analyzing some topological characteristics of the interaction graphs for random additively decomposable functions, the authors prove that the space complexity of the factorized distribution algorithm and Bayesian network-based algorithms may be exponential in the problem size even if the optimization problem has a very sparse interaction structure. The network descriptors used by 18 are just one case of the informative network measures that could be of application in EDAs.
The identification of network motifs and the computation of their frequencies have been extensively applied to the analysis of biological, 24, 77 artificial 24, 78 and evolved networks. 51, 79 However, we have not found previous references to the systematic analysis of network motif frequencies in Bayesian networks or graphical models in general.
Meta-Learning
Our work is also related to meta-learning, 80, 81 an area where active research is pursued by several research groups. The goal in meta-learning is twofold: 80 1) To provide automatic and systematic user guidance by mapping a particular task to a model (or combination of models) and 2) To allow the learning mechanism itself to relearn, taking into account previous experience.
There are some main differences between metalearning approaches and the method we propose to extract relevant problem information from the data generated by the EAs. The primary difference from meta-learning methods is that we do not need explicit structural (a priori) information about the problem. This information can be extracted from the networks learned from the data. In this sense, our work is relevant for the question of identifying features that correlate with the empirical hardness of problem instances. This is a fundamental question that arises in meta-learning and other areas.
Conclusions and future work
In this paper we have shown that network measures computed from networks produced from the analysis of EAs can capture problem characteristic information and also support evidence about the behavior of the algorithms. We argue that the use of these measures could serve to devise "intelligent" optimization methods, able to learn from past experience to recognize and solve related problems. In addition, the application of network measures opens a different perspective for the analysis of problem difficulty and algorithm behavior in EAs. There are a number of directions where further research is worth.
Network measures can be employed to compare different algorithms that produce networks, describing their behavior. Collaborative problem solving between different optimizers (e.g. EAs that use different types of variation operators) can be organized using the information derived from the networks produced by the optimizers for different classes of problems. It could be possible to assign optimization problems based on previous performance of the optimizers for similar classes of problems.
One assumed fact is that the identification of strongly related subsets of variables can be used as a way for problem decomposition. In directed and undirected networks, a set of strongly related variables can be associated to a network module, community, or cluster of vertices. In weighted networks, 82 modules can be considered as sets of related variables whose edges add to a high weight. When applied in the context of EAs, a possibility would be to investigate algorithms available for network community detection 83 as a way to achieve problem decomposition.
In some of the conducted experiments, the analysis of the classifiers learned from the network measures allowed us to capture information about which were the features relevant for classification. This type of information could support additional knowledge about the optimization problem and its relationship with the structural characteristics captured by the network measures.
In previous work, 1, 5 we showed that marginal probabilities extracted from Bayesian networks can help to detect valuable partial configurations. The combination of structural and quantitative information from Bayesian networks could help to improve classification accuracy and we envision this topic as worth for future work.
Another possible development is the application of network measures defined for weighted networks using as weights some parameters derived from probability distributions in order to obtain other descriptors of probability distributions.
