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Im Zentrum der Naturwissenschaften steht die Suche nach Gesetzm¨ aßigkeiten, die ei-
ne Strukturierung der Welt, wie wir sie in den mannigfaltigen Ph¨ anomenen erkennen,
erm¨ oglichen. Daher l¨ aßt sich die T¨ atigkeit des Wissenschaftlers auch als eine Form der
Datenkompression [118, 119] verstehen: Die unendliche Menge der Ph¨ anomene wird auf
eine endliche, ¨ uberschaubare Anzahl von Naturgesetzen zur¨ uckgef¨ uhrt, die jene erkl¨ a-
ren. Neben dem reinen Erkenntnisinteresse er¨ oﬀnet diese Reduktion der Ph¨ anomene auf
Naturgesetze die praktisch wichtige M¨ oglichkeit, die Zukunft in beschr¨ anktem Maße
vorherzusagen.
Echter Zufall widersetzt sich aufgrund seiner impliziten Regellosigkeit1 gerade solch einer
Kompression, daher l¨ aßt er sich in einfacher Form nur in seiner typischen, kollektiven
Form wahrscheinlichkeitstheoretisch fassen; die Beschreibung einer individuellen, zuf¨ allig
erzeugten Sequenz hingegen kann im Mittel nicht wesentlich k¨ urzer sein als die Nennung
der Sequenz [21, 82, 117].
Gerade diese Unm¨ oglichkeit der indivuellen Beschreibung und Vorhersage hat schon fr¨ uh
zum Bau und Einsatz von Zufallsgeneratoren gef¨ uhrt. So datiert die k¨ unstliche Erzeu-
gung von Zufall unter Verwendung von Zufallsgeneratoren, wie z.B. W¨ urfeln, Orakelkno-
chen usw., mindestens bis in die Zeiten der fr¨ uhen Hochkulturen zur¨ uck, wo diese ersten
Zufallsgeneratoren zu divinatorischen Zwecken2 und beim Gl¨ ucksspiel verwendet wur-
den. Der letztgenannte Anwendungszweck erfreut sich nach wie vor großer Beliebtheit
und ist heute sicherlich das kommerziell bedeutendste Einsatzgebiet von Zufallsgene-
ratoren, w¨ ahrend der erstgenannte doch etwas an Bedeutung verloren hat und zudem
immer noch mit traditionellen, wenig technischen Mitteln (Kaﬀeesatz, Tarotkarten...)
betrieben wird.
Im letzten Jahrhundert sind allerdings eine ganze Reihe von Anwendungen f¨ ur Zufalls-
zahlen in Wissenschaft und Technik neu hinzugekommen: Beispielhaft seien die Monte-
Carlo-Verfahren in der numerischen Mathematik [106], die Realisierung von Sequenzen
von Einzelereignissen gem¨ aß einer vorgegebenen Wahrscheinlichkeitsverteilung f¨ ur Simu-
1Wie sehr Zufall hiermit auch der Grunddisposition des menschlichen Verstandes zuwiderl¨ auft, zeigt
sich sowohl in der Wahrnehmung, die in zuf¨ alligen Mustern immer noch eine Struktur zu erkennen sucht,
als auch in dem menschlichem Unverm¨ ogen ”per Hand“ wirkliche Zufallsmuster zu generieren [7]; unser
Gehirn verf¨ ugt also durchaus nicht ¨ uber einen ”eingebauten“ Zufallsgenerator.
2Aus Sicht der Gl¨ aubigen sind die Ergebnisse nat¨ urlich nicht zuf¨ allig, sondern durch einen verborge-
nen, g¨ ottlichen Determinismus verursacht.
9lationen [14] und probabilistische Algorithmen, z.B. zur Primzahlsuche [107], genannt.
Weiter werden Zufallszahlen gern in der Informatik bei der Evaluation der Eﬃzienz von
Algorithmen [68] verwendet, man denke z. B. an das Laufzeitverhalten von Sortieralgo-
rithmen. In der Kryptographie schließlich verwenden Stromchiﬀrierer (pseudo-)zuf¨ allige
Bitstr¨ ome, um Nachrichten bitweise zu verschl¨ usseln [86, 91].
Die verschiedenen Methoden, die heute zur Erzeugung von Zufallszahlen verwendet wer-
den, lassen sich im wesentlichen in zwei große Gruppen einordnen:
Algorithmische Methoden: Hier wird aus einer oder mehreren vorhergehenden Zah-
len die n¨ achste Zahl berechnet, wobei am Anfang ein Startwert (entweder eine
einzelne Zahl oder eine Zahlenfolge) stehen muß.
Da in solchen Ans¨ atzen alles streng deterministisch ist, wird bei gleichem Startwert
auch immer dieselbe Sequenz durchlaufen. Solche Methoden sind also vom Prinzip
her eher Zufalls-Strecker [72] (f¨ ur einen zuf¨ allig gew¨ ahlten Startwert) als Zufalls-
generatoren. Allerdings bedeutet dies nicht notwendigerweise, daß aus Teilen der
Sequenz leicht auf den Startwert oder den weiteren Fortgang der Folge geschlossen
werden kann.
Physikalische Methoden: Es wird ein physikalischer Prozeß verwendet, der glaubhaft
zuf¨ allig ist – also weder vorhersagbar noch deterministisch – und eine Entschei-
dung zwischen mindestens zwei Alternativen erlaubt (Laplace-Mechanismus). Die
Zahlen, i. a. einzelne Bitwerte, werden dann durch Messungen an diesem physi-
kalischen Prozeß erzeugt. Dieser Weg wird bei den in dieser Arbeit pr¨ asentierten
quantenoptischen Zufallsgeneratoren beschritten.
F¨ ur viele Verwendungszwecke sind Zufallszahlen, die mit Hilfe algorithmischer Methoden
erzeugt wurden, v¨ ollig ausreichend oder sogar vorteilhaft:
So geht es bei Anwendungen von Zufallszahlen in der Statistik, bei Simulationen oder in
der numerischen Mathematik oft lediglich darum, Zahlen parat zu haben, die in einem
bestimmten Intervall gleichverteilt sind. Unvorhersagbarkeit wird hierbei nicht ben¨ otigt,
nur Strukturbildung sollte vermieden werden; ja es kann sogar vorteilhaft sein, Zahlen
zu generieren, die gleichm¨ aßiger verteilt sind als wirkliche Zufallszahlen [106].
Ist die Erzeugung der Zahlen deterministisch, so handelt es sich selbstverst¨ andlich immer
nur um Pseudozufall, da eine wesentliche Eigenschaft des ”echten“ Zufalls fehlt: seine
prinzipielle Unvorhersagbarkeit – oder wie es John von Neumann drastisch ausdr¨ uckt:
Any one who considers arithmetical methods of producing random digits is, of course,
in a state of sin. [96]. In der vorliegenden Arbeit soll es haupts¨ achlich um die – hof-
fentlich – ”s¨ undenfreien“ Methoden gehen, mit denen sich Zufallszahlen erzeugen lassen.
Dies nicht zuletzt deshalb, weil es durchaus Anwendungen von Zufallszahlen gibt, bei
denen es tats¨ achlich wesentlich auf die Eigenschaft der prinzipiellen Unvorhersagbarkeit
ankommt, n¨ amlich in der Kryptographie und bei Gl¨ ucksspielen.
Bei kryptographischen Anwendungen wird immer die praktische Unvorhersagbarkeit
der Zufallszahlen durch Dritte gefordert und f¨ ur Hochsicherheitsbelange, z.B. bei der
Schl¨ usselpaar-Generierung in Trustcentern, ist sogar prinzipielle Unvorhersagbarkeit
notwendig. Die Eﬃzienz des Zufallszahlengenerators steht h¨ auﬁg nicht im Vordergrund;
es sind Sicherheit, Stabilit¨ at und Unbeeinﬂußbarkeit, auf denen das Hauptaugenmerk
liegt.
10Praktische Unvorhersagbarkeit l¨ aßt sich durchaus auch mit kryptographisch starken, al-
gorithmischen Pseudozufallsgeneratoren, s. Abschnitt 2.1, erreichen, aber auch sie brau-
chen dennoch einen zuf¨ alligen Startwert, den sie nat¨ urlich nicht selbst produzieren k¨ on-
nen – d.h. auch bei ihnen kommt der echte Zufall wieder ins Spiel.
Zuf¨ alligkeit und prinzipielle Unvorhersagbarkeit wird zudem f¨ ur die Erzeugung von
Schl¨ usseln f¨ ur die Verschl¨ usselung mit Einmalschl¨ usseln3 (OTP, One Time Pad) gefor-
dert, da sich nur dann die prinzipielle Unbrechbarkeit dieser Verschl¨ usselungsmethode
mathematisch beweisen l¨ aßt.
1.1 Eigene Zielsetzung
Trotz des lebhaften Interesses an der Quanteninformationstheorie [99] und der intensi-
ven, weltweiten Forschungsaktivit¨ aten auf diesem Gebiet ist die praxisrelevante, skalier-
bare Realisierung von Quantencomputern oder auch nur kaskadierbaren Quantengattern
aufgrund der hiermit verbundenen großen, experimentellen Schwierigkeiten immer noch
ein weitgehend oﬀenes Problem. Die einzige, hinreichend praxisrelevante Nutzanwendung
im Bereich der Quanteninformationstheorie stellt nach wie vor die Quantenkryptogra-
phie4 dar; allerdings muß sie mit anderen kryptographischen Verfahren konkurrieren,
die erheblich kosteng¨ unstiger und ﬂexibler einsetzbar5 sind.
Im Zuge der Zusammenarbeit der Quantenoptik-Gruppe des Physikalischen Insti-
tuts der Johann-Wolfgang-Goethe-Universit¨ at mit dem Technologie-Zentrum
der Deutschen Telekom AG (heute: Technologie-Zentrum in der T-Systems) ent-
stand daher die Idee, im Rahmen der Suche nach weiteren praxisrelevanten Nutzan-
wendungen der Quanteninformationstheorie verschiedene M¨ oglichkeiten zur Realisierung
quantenoptischer Zufallszahlengeneratoren experimentell zu untersuchen.
Da physikalische Zufallsgeneratoren im Vergleich zu softwarebasierten Pseudozufallsge-
neratoren immer aufwendiger sind, werden sie in der Praxis prim¨ ar f¨ ur kryptographische
Anwendungen6 interessant sein. Bei ihnen ist die Nichtvorhersagbarkeit der Zufallsse-
quenzen entscheidend, gew¨ unscht ist eine Art Orakel, das einzelne Bits ausgibt, die mit
einer Wahrscheinlichkeit von 1/2 den Wert Eins bzw. Null haben, wobei v¨ ollig unvorher-
sagbar sein sollte, wann welcher Wert ausgegeben wird. Dies l¨ aßt sich mit Hilfe eine Reihe
von Anforderungen an physikalische Zufallsgeneratoren zusammenfassend formulieren:
3Bei dieser Verschl¨ usselung wird der zu verschl¨ usselnde Klartext und ein gleich langer Einmalschl¨ us-
sel mit Hilfe einer XOR-Operation bitweise zum Chiﬀrentext umgewandelt. Zum Dechiﬀrieren wird der
Chiﬀrentext einfach nochmals mit demselben Einmalschl¨ ussel XOR-verkn¨ upft. Ist der Einmalschl¨ us-
sel wirklich zuf¨ allig und wird er tats¨ achlich nur einmal verwendet, so l¨ aßt sich das Chiﬀrat ohne den
Einmalschl¨ ussel nicht entschl¨ usseln, da das zuf¨ allige Bitmuster des Schl¨ ussels den Klartext vollst¨ andig
maskiert.
4Im Rahmen des EU-Projektes EQCSPOT, European Quantum Cryptography and Single
Photon Optical Technologies wurde versucht die Quantenkryptographie und die bei ihr be-
n¨ otigten Komponenten bis zur industriellen Einsatzreife weiterzuentwickeln. Seit Anfang 2002 bie-
tet das aus dem Projekt hervorgegangene Unternehmen id Quantique auch die ersten kommerziellen
Quantenkryptographie-Komponenten an.
5Es handelt sich meist um Software-L¨ osungen auf standardisierter Hardware. Kritisch f¨ ur den prakti-
schen Einsatz der Quantenkryptographie sind ihre begrenzte Reichweite und die Anforderungen, welche
sie an den ¨ Ubertragungsweg (dedizierte Glasfaser mit geringer Streckend¨ ampfung) stellt.
6¨ Uberdies ist gerade in der ”Kryptographengemeinde“ das Interesse an m¨ oglichst fundamentalen,
physikalischen Zufallsgeneratoren am gr¨ oßten.
11• Ein genuin zuf¨ alliger Prozeß, der nicht vorhersagbar ist, soll zugrunde gelegt wer-
den. Dieser Prozeß soll weiter m¨ oglichst einfach, ”intuitiv einsichtig“ und aufgrund
wissenschaftlicher Erkenntnisse glaubhaft zuf¨ allig sein, um mit einer gr¨ oßtm¨ ogli-
chen Akzeptanz potentieller Anwender rechnen zu k¨ onnen.
• Der Prozeß soll m¨ oglichst resistent gegen ¨ außere Beeinﬂussung sein; dies gilt ins-
besondere f¨ ur das Einstrahlen elektromagnetischer Wellen.
• Aus Gr¨ unden der Betriebssicherheit, des Arbeits- und Brandschutzes kommt die
Verwendung von radioaktiven Quellen nicht in Frage.
• Elektronische Rauschquellen sind nicht akzeptabel, da bei ihnen nur schwer aus-
zuschließen ist, daß sich ¨ außere Einﬂ¨ usse auf den Rauschprozeß auswirken7.
• Hinsichtlich der Geschwindigkeit, mit der die Zufallsbits erzeugt werden, sind Bit-
raten im Bereich von kBit/s meist ausreichend; h¨ ohere Datenraten w¨ aren bei glei-
cher Qualit¨ at der Zufallzahlen nat¨ urlich durchaus w¨ unschenswert.
• Der Generator soll hinreichend wartungsarm, kompakt, leicht zu transportieren
und kosteng¨ unstig sein.
• Es w¨ are w¨ unschenswert, daß das Funktionsprinzip des Generators, eventuell mit
gewissen Modiﬁkationen, eine Miniaturisierung des Generators nicht grunds¨ atzlich
ausschl¨ osse.
In der vorliegenden Arbeit wird untersucht, inwieweit quantenoptische Zufallsgenera-
toren diese Bedingungen erf¨ ullen und f¨ ur einen Einsatz im Rahmen kryptographischer
Anwendungen geeignet sind. Hierbei werden im Hinblick auf einen Einsatz in der Praxis
sowohl freistrahl- als auch faseroptische Realisierungen aufgebaut und getestet.
Außerdem wird untersucht, welche Vor- und Nachteile Einphotonen-Anzahlzust¨ ande als
”Betriebsmedium“ des Zufallsgenerators gegen¨ uber in der Amplitude stark abgeschw¨ ach-
ten Lichtfeldern8 mit einer Poissonstatistik der Photonenanzahl haben.
Zur Beurteilung der G¨ ute der Zufallszahlen werden die statistischen Eigenschaften der
generierten Zufallsbitstr¨ ome mit Hilfe statistischer Tests, die der Problemstellung an-
gemessenen sind, analysiert und mit der G¨ ute von Zufallszahlen aus (kryptographisch
starken) Pseudozufallszahlengeneratoren verglichen.
Schließlich werden noch Entw¨ urfe f¨ ur alternative quantenoptische Zufallsgeneratoren
und f¨ ur die physikalische Generierung von ”Signaturen“ in den erzeugten Bin¨ arsequenzen
pr¨ asentiert.
Im folgenden zweiten Kapitel der Arbeit wird der Stand der Forschung anhand der
verschiedenen Funktionsprinzipien physikalischer Zufallsgeneratoren dargelegt. In Kapi-
tel 3 werden die theoretischen Grundlagen erl¨ autert, auch f¨ ur die nachher verwendeten,
empirischen Tests der Zufallszahlen. Kapitel 4 ist dann der Beschreibung des Aufbaus
der verschiedenen Varianten quantenoptischer Zufallsgeneratoren gewidmet. In Kapi-
tel 5 werden die durchgef¨ uhrten Experimente mit den verschiedenen Aufbauvarianten
7Insbesondere besteht bei ihnen die Gefahr, daß mit Hilfe von elektromagnetischen St¨ orfeldern der
Rauschprozeß gezielt beeinﬂußt werden k¨ onnte.
8Experimentell werden gepulste Lichtfelder verwendet, Fragestellungen, die beim Einsatz kontinuier-
licher Lichtfelder auftreten, werden aber in der Diskussion ebenfalls ber¨ ucksichtigt.
12beschrieben. Nach einer kurzen Zusammenfassung der wesentlichen Ergebnisse der Ana-
lysen der Zufallssequenzen werden im Diskussionskapitel die Vor- und Nachteile der
verschiedenen Aufbauvarianten quantenoptischer Zufallsgeneratoren er¨ ortert und wei-
tergehende Ausgestaltungs- und Optimierungsm¨ oglichkeiten dargelegt. Der Haupttext
schließt mit der Zusammenfassung und dem Literaturverzeichnis.
Im Anhang ﬁnden sich dann noch eine Reihe von Detailinformationen und Erg¨ anzungen:
1. eine Auﬂistung der durchgef¨ uhrten Generatorl¨ aufe,
2. eine ausf¨ uhrliche Darstellung der Ergebnisse der Analysen der Zufallssequenzen
mit Wertung der statistischen Tests auf ihre Eignung zum Test physikalischer
Zufallsgeneratoren,
3. einige Detailrechnungen f¨ ur den vorgeschlagenen HOM-Zufallsgenerator,
4. ein Abschnitt zur G¨ ute der in einigen Tests verwendeten Normalapproximation,
5. Theorie und Durchf¨ uhrungsdetails der universellen Tests,
6. zus¨ atzliche Informationen zur Darstellung der Datenaufnahme-Parameter bei der
Datenaufnahme-Software und




Aufgrund der großen Bedeutung, die Zufallszahlen in der angewandten Mathematik,
Statistik, Nachrichtentechnik und Kryptographie haben, besch¨ aftigt man sich schon seit
langem mit der Erzeugung und Pr¨ ufung von Zufallszahlen. Hierbei liegt der Schwerpunkt
eindeutig auf der Entwicklung und Untersuchung von Pseudozufallszahlengeneratoren,
also der algorithmischen und somit1 deterministischen Erzeugung von Zahlen, deren
statistische Eigenschaften genuinen Zufallszahlen m¨ oglichst nahe kommen sollen.
2.1 Pseudozufallszahlengeneratoren
Bei der Entwicklung von Pseudozufallsgeneratoren spielt das Einsatzgebiet, f¨ ur das die
Generatoren vorgesehen sind, eine große Rolle, da es die gew¨ unschten Eigenschaften der
Generatoren bestimmt:
Pseudozufallsgeneratoren f¨ ur die Anwendung in der Statistik, numerischen Mathematik,
Informatik und bei Simulationen sollten folgende Eigenschaften haben [68, 76]:
• Die erzeugten Zufallzahlen sollten gute statistische Eigenschaften aufweisen, d.h.
die Zahlen sollten praktikable2 Tests auf Abweichung vom ideal zuf¨ alligen Verhal-
ten bestehen.
• Der Generator sollte sich auf eine mathematische Theorie st¨ utzen k¨ onnen, damit
eine theoretische Analyse zumindest prinzipiell m¨ oglich ist.
• Der Generator sollte eine lange Periode3 haben, d.h. bei fortlaufender Erzeugung
1Algorithmen m¨ ussen nicht deterministisch sein, es gibt auch probabilistische Algorithmen, allerdings
setzen diese bereits Zufallszahlen voraus und k¨ onnen folglich nicht zur Erzeugung solcher eingesetzt
werden.
2Als praktikabel gelten hierbei solche Tests, die ein polynomial von der Stichprobengr¨ oße abh¨ angiges
Laufzeitverhalten aufweisen, wobei der maximale Exponent nat¨ urlich m¨ oglichst klein sein sollte. Solche
Tests lassen sich auf herk¨ ommlichen Rechnern eﬃzient durchf¨ uhren.
3Gibt der verwendete Algorithmus eine Zahl aus, die bereits einmal generiert wurde, so beﬁndet er
sich danach in einem inneren Zustand, der schon einmal auftrat und alle nachfolgenden Zahlen sind
dementsprechend ebenfalls bereits aufgetreten. Beim Entwurf eines Pseudozufallsgenerators muß daher
daf¨ ur Sorge getragen werden, daß dieser Zyklus maximal lang ist und nicht abh¨ angig von den Startwerten
k¨ urzere Zyklen, s. a. [40], auftreten k¨ onnen.
15von Zufallszahlen sollte es hinreichend lange4 dauern, bis sich die erzeugten Zahlen
wiederholen.
• Die Erzeugung der Zahlen sollte m¨ oglichst eﬃzient und schnell sein.
• Der verwendete Algorithmus sollte gut portierbar sein, d.h. in einer verbreiteten
Programmiersprache ohne explizite Maschinenabh¨ angigkeit (z.B. von der Register-
l¨ ange) programmierbar sein.
• Die erzeugten Zufallszahlen sollten reproduzierbar sein, d.h. bei gegebenem Start-
wert bzw. gegebenen Startwerten wird immer dieselbe Zufallszahlensequenz er-
zeugt.
• Gern wird auch die M¨ oglichkeit gew¨ unscht, an eine bestimmte Stelle innerhalb
einer Zufallssequenz springen zu k¨ onnen, ohne alle vorhergehenden Zahlen gene-
rieren zu m¨ ussen.
Kryptographisch starke Pseudozufallsgeneratoren werden f¨ ur kryptographische Zwecke
eingesetzt und m¨ ussen daher neben einer m¨ oglichst eﬃzienten Zahlengenerierung und
guten statistischen Eigenschaften der Zufallszahlen noch weitere Eigenschaften besitzen:
• Der Generierungsalgorithmus verwendet neben den Startwerten noch zus¨ atzliche,
ﬂexibel w¨ ahlbare Parameter, die es erlauben, trotz eines einheitlichen Grundalgo-
rithmus eine Vielzahl unterschiedlicher Pseudozufallsgeneratoren gleicher G¨ ute zu
erzeugen.
• Es muß prinzipiell oder zumindest praktisch unm¨ oglich5 sein, aus der Kenntnis
eines Teiles der Zufallssequenz auf die ihm vorhergehenden oder nachfolgenden
Zahlen schließen zu k¨ onnen.
F¨ ur beide Gruppen von Pseudozufallsgeneratoren existieren eine ganze Reihe von Reali-
sierungsvorschl¨ agen und zugeh¨ orige Implementationen (s. z. B. [68, 75, 101, 106]), wobei
Pseudozufallszahlengeneratoren f¨ ur numerische Anwendungen den L¨ owenanteil stellen.
Da bei numerischen Anwendungen h¨ auﬁg große Mengen von Zufallszahlen generiert
werden m¨ ussen, d¨ urfen die i. a. in Software implementierten Generatoren nicht viel
Rechenleistung verbrauchen und somit auch nicht zu komplex sein. Einige typische Ge-
neratoren, die sp¨ ater auch bei den empirischen Tests zum Vergleich verwendet werden,
werden in Abschnitt B.1 n¨ aher beschrieben. Hier seien nur summarisch die wichtigsten
kryptographisch starken Generatortypen aufgef¨ uhrt.
F¨ ur kryptographische Anwendungen wurden insbesondere folgende zwei Arten von
Zufallsgeneratoren vorgeschlagen:
4
”Hinreichend lang“ bemißt sich hierbei an der Menge der ben¨ otigten Zahlen: Als Faustregel gilt, daß
die Periode mindestens doppelt so groß sein sollte, wie die Menge der verwendeten Zahlen.
5Prinzipiell unm¨ oglich bedeutet hierbei, daß sich Abh¨ angigkeiten zwischen den Teilen einer Sequenz
nur durch Tests ermitteln ließen, deren Zeit bzw. Resourcenverbrauch so hoch w¨ are, daß sich prinzipiell
kein Rechner konstruieren ließe, auf dem diese Tests erfolgreich durchgef¨ uhrt werden k¨ onnten. Praktisch
unm¨ oglich schw¨ acht dies dahin gehend ab, daß sich kein solcher Rechner mit vertretbarem Aufwand
bauen ließe.
161. Pseudozufallszahlengeneratoren, deren praktische Unvorhersagbarkeit auf der
Schwierigkeit zahlentheoretischer Probleme basiert [72, 86], erlauben es, ihre Un-
vorhersagbarkeit mathematisch zu beweisen, wobei allerdings immer angenommen
werden muß, daß die ihnen zugrundeliegenden zahlentheoretischen Probleme tat-
s¨ achlich nicht leichter zu l¨ osen sind, als heute angenommen wird. Es gibt immer
wieder neue Vorschl¨ age f¨ ur solche Zufallsgeneratoren, die bekanntesten Beispiele
f¨ ur diesen Typ von Generator sind:
• der RSA-Zufallsgenerator6 [3, 6], dessen Sicherheit auf der Schwierigkeit des
Faktorisierung großer Zahlen basiert.
Dieser Generator ben¨ otigt eine Zahl N = p·q, die das Produkt zwei großer7,
nicht identischer Primzahlen p und q darstellt und eine Zahl d, die teilerfremd
zu dem Produkt (p−1)·(q −1) ist, d.h. der gr¨ oßte gemeinsame Teiler dieses
Produktes und der Zahl d ist lediglich die Eins. Zufallszahlen werden dann
gem¨ aß der Vorschrift:
xn+1 = xd
n mod N
erzeugt. Allerdings d¨ urfen f¨ ur kryptographische Anwendungen lediglich
log2(k) Bits, f¨ ur den Zufallsbitstroms verwendet werden [6], wenn k f¨ ur die
Anzahl der Bin¨ arstellen von N steht. Eine verbesserte Variante des Genera-
tors von Micali und Schnorr [92] erm¨ oglicht allerdings die Nutzung aller Bits
f¨ ur die Ausgabe des Zufallsbitstroms.
• der BBS-Generator8 [13], der das Quadrieren modulo N verwendet:
xn+1 = x2
n mod N.
Hierbei ist N wieder das Produkt zwei großer, nicht identischer Primzahlen
p und q, wobei allerdings diese Primzahlen noch eine Reihe weiterer Bedin-
gungen erf¨ ullen m¨ ussen, außerdem kann der Anfangswert x0 ebenfalls nicht
beliebig gew¨ ahlt werden, da sonst die Gefahr besteht, daß der Generator sehr
schnell in einen Zyklus ger¨ at, s. [13]. Als Ausgabe liefert der BBS-Generator
in seiner urspr¨ unglich vorgeschlagenen Form9 pro Generierungsschritt jeweils
das niederwertigste Bit der Zahl xn+1.
2. Stromchiﬀren: Hierbei handelt es sich um Chiﬀrierverfahren, die einen praktisch
nicht vorhersagbaren, von einem geheimen Schl¨ ussel deterministisch abh¨ angigen
Bitstrom erzeugen. Stromchiﬀren lassen sich auf verschiedenste Weise realisieren
[91, 113], gern wird dabei auf bereits vorhandene Primitive zur¨ uckgegriﬀen, z.B. :
6Die Abk¨ urzung RSA steht f¨ ur die Initialen der Erﬁnder (innerhalb der freien Wissenschaft) des
asymmetrischen Verschl¨ usselungsverfahrens, das auf der Faktorisierung großer Zahlen basiert: Ron Ri-
vest, Adi Shamir und Ron Adleman.
7Die L¨ ange der Primzahlen ist ein Sicherheitsparameter des Generators; eine typische, f¨ ur die n¨ ach-
sten Jahre noch als sicher angesehene L¨ ange sind 1024 Bits. Bei Fortschritten in der algorithmischen
Zahlentheorie bzw. Rechnertechnik verschiebt sich dieser Wert zu gr¨ oßeren L¨ angen hin.
8Die Abk¨ urzung BBS steht f¨ ur die Initialen der Erﬁnder des Generators: M. Blum, L. Blum und M.
Shub.
9Die Eﬃzienz des Generators l¨ aßt sich steigern indem mehrere niederwertige Bits entnommen werden,
die Anzahl h¨ angt von der Gr¨ oße der Zahl N und einer Konstante ab.
17• Mehrere, eventuell asynchron laufende, r¨ uckgekoppelte10 Schieberegister wer-
den miteinander nichtlinear verkn¨ upft [113, 111].
• Es werden Blockchiﬀren11 in folgenden Modi zur Zufallsgenerierung verwen-
det:
– In einem R¨ uckkopplungsmodus, bei welchem der verschl¨ usselte Ausgabe-
block als Eingabeblock f¨ ur den n¨ achsten Verschl¨ usselungsschritt dient12;
die aneinandergef¨ ugten Ausgabebl¨ ocke ergeben den Ausgangsbitstrom
der Stromchiﬀre. Selbstverst¨ andlich kann man die Ausgabebl¨ ocke auch
einzeln als Zufallszahlen verwenden.
– Im sogenannten Z¨ ahlermodus, bei dem ein typischerweise 64-Bit langer
Z¨ ahlerwert als zu verschl¨ usselnder Klartextblock dient und die chiﬀrier-
ten Ausgangsbl¨ ocke wieder die Zufallszahlen bzw. den Zufallsstrom dar-
stellen. Nach jedem Verschl¨ usselungsschritt wird der Z¨ ahler um Eins in-
krementiert. Dieser Modus weist den großen Vorteil auf, daß es bei ihm
m¨ oglich ist, an eine beliebige Stelle des Zufallsstromes zu springen, da au-
ßer dem frei w¨ ahlbaren Z¨ ahlerwert und dem (konstanten) Schl¨ ussel keine
weiteren Werte in die Berechnung eingehen.
In der Praxis werden meist Stromchiﬀren zur Erzeugung kryptographisch starker Pseu-
dozufallszahlensequenzen verwendet, da sich die oben aufgef¨ uhrten Vorgehensweisen in
Hardware oder in Software13 hinreichend eﬃzient realisieren lassen. Pseudozufallszahlen-
generatoren, die auf zahlentheoretischen Problemen basieren, sind aufgrund der hierf¨ ur
notwendigen sehr großen ganzen Zahlen (> 512 Bit Darstellungsl¨ ange) weniger eﬃzient
auf herk¨ ommlichen Prozessoren zu implementieren und daher oft zu langsam; Abhilfe
k¨ onnen spezielle Langzahlprozessoren bringen, die allerdings meist nur in dedizierter
kryptographischer Hardware, wie z.B. Sicherheits-Chipkarten, zu ﬁnden sind.
2.2 Physikalische Zufallsgeneratoren
Physikalische Zufallsgeneratoren lassen sich grob nach ihrem grundlegenden Funktions-
prinzip in drei Klassen unterteilen:
10Hierbei werden nach dem ”Schieben“ die Bitwerte bestimmter Schieberegister-Zellen ¨ uber eine ad-
¨ aquate R¨ uckkopplungsfunktion verkn¨ upft und das Ergebnis in die h¨ ochste Zelle geschrieben. Als Ausga-
bewert dient der beim Schieben aus der niedrigsten Zelle geschobene Wert. Im einfachsten Fall handelt
es sich um lineare Schieberegister, bei denen die R¨ uckkopplungsfunktion einfach eine XOR-Verkn¨ upfung
der Bitwerte ist.
11Blockchiﬀren sind schl¨ usselabh¨ angige, stark nichtlineare Funktionen, die einen n Bit langen Ein-
gabeblock auf einen gleichlangen Ausgabeblock eineindeutig abbilden. Auch f¨ ur die Zufallsgenerierung
ist die Eineindeutigkeit durchaus von Bedeutung, da hierdurch bei Verwendung des OFB-Modus (s.u.)
verhindert wird, daß sich Zyklen bilden, welche die maximale Periode reduzieren.
12Dies ist der sogenannte OFB-Modus, Output Feedback Mode, bei ihm sollten alle (typisch 64) Bits
eines Ausgabeblockes r¨ uckgekoppelt werden, da eine R¨ uckkopplung von weniger Bits die Wahrschein-
lichkeit drastisch erh¨ oht, daß solch ein Generator in einen Zyklus ger¨ at, s. a. [91], Sec. 7.25
13Schieberegister lassen sich nat¨ urlich eﬃzienter in Hardware als in Software realisieren. Es gibt al-
lerdings auch spezielle f¨ ur die Implementation in Software optimierte Stromchiﬀren, wie z.B. RC4 und
SEAL.
18• Zufallsgeneratoren, welche die Unvorhersagbarkeit von Ereignissen aufgrund der
(komplexen) Dynamik eines makroskopischen Systems verwenden.
• Zufallsgeneratoren, die eine ﬂuktuierende makroskopische Meßgr¨ oße eines mikro-
skopischen Vielteilchensystem zur Zufallserzeugung benutzen.
• Zufallsgeneratoren, welche die Unbestimmtheit einer Messung mit mehreren m¨ og-
lichen Meßresultaten an einem quantenmechanischen Objekt nutzen.
Grunds¨ atzlich k¨ onnen nat¨ urlich auch mehrere Funktionsprinzipien gleichzeitig bei einem
physikalischen Zufallsgenerator zum Tragen kommen, allerdings wird meist eines der
Prinzipien ¨ uberwiegen.
2.2.1 Zufallserzeugung mit Hilfe der Dynamik makroskopischer Syste-
me
Generatoren dieser Klasse verwenden ein im Grunde genommen deterministisches, ma-
kroskopisches System, das allerdings dennoch unter bestimmten Umst¨ anden nicht vor-
hersagbares Verhalten aufweisen kann. Es lassen sich hierbei mehrere M¨ oglichkeiten
unterscheiden:
1. Mikroskopisches, nicht kontrollierbares14
”Rauschen“ wird durch die Systemdyna-
mik, die in diesem Fall durchaus auch linear sein kann, auf eine makroskopische
Skala gebracht.
2. Unabh¨ angige Ereignisketten bzw. Systeme mit einer an sich deterministischen Dy-
namik, aber nicht vollst¨ andig bekannten Startbedingungen bzw. mathematischen
Modellparametern werden, via Koinzidenz oder Kombination, zu einem (vermeint-
lich) stochastischen Gesamtprozeß vereinigt15.
3. Die Systemdynamik ist nichtlinear und zeigt eine sensitive Abh¨ angigkeit von den
Startbedingungen gekoppelt mit starken Mischungseigenschaften im Phasenraum.
Durch Festlegung der Steuerparameter der Systemdynamik auf bestimmte Wer-
te kann man erreichen, daß Prognosen nur noch bis zu einem Vorhersagehorizont
m¨ oglich sind. Mißt man nun eine durch die Systemdynamik bestimmte Meßgr¨ o-
ße zu Zeitenpunkten, zwischen denen eine Zeitspanne liegt, die gr¨ oßer als dieser
Vorhersagehorizont ist, so erh¨ alt man unkorrelierte Werte.
Bekannte Beispiele f¨ ur ”klassische“ Zufallsgeneratoren, wie W¨ urfel, Gl¨ ucksrad, Roulet-
te und ¨ ahnliche bei Gl¨ ucksspielen16 eingesetzte Zufallsgeneratoren, basieren weitgehend
nicht auf einer komplexen17 Dynamik, sondern bei ihnen r¨ uhrt die Zuf¨ alligkeit des End-
resultates daher, daß bei einer entsprechenden Wahl der Parameter sich kleine unkontrol-
lierbare Abweichungen in den Anfangsbedingungen stark auf den (diskreten) Ausgang
14Das muß nicht unbedingt heißen, daß es grunds¨ atzlich nicht kontrollier- oder unterdr¨ uckbar ist,
sondern es reicht aus, wenn es beim betrachteten Aufbau vorhanden ist.
15Man denke z.B. an ein Roulette mit einem sich drehenden Kessel und einer gegenl¨ auﬁg umlaufenden
Kugel.
16Die heutigen Geldspielautomaten basieren nicht auf oben genannten Prinzipien, bei ihnen werden
meist Pseudozufallszahlengeneratoren verwendet!
17Das Auftreﬀen und Abprallen von W¨ urfen oder M¨ unzen auf einer Oberﬂ¨ ache wird hierbei nicht
ber¨ ucksichtigt.
19des Zufallsexperiments auswirken. Ein sch¨ ones Beispiel hierf¨ ur ist der Wurf einer fairen
M¨ unze mit Auﬀangen [29, 37, 44, 66], dies ist ein Vorgang, der eine recht einfache Dy-
namik besitzt und daher auch nur unter bestimmten Bedingungen, n¨ amlich m¨ oglichst
hoher Steigh¨ ohe und schneller Drehung der M¨ unze, als hinreichend zuf¨ allig angesehen
werden kann: Sind diese Bedingungen nicht erf¨ ullt, ist auch keine Zuf¨ alligkeit gegeben,
so gibt es z.B. Zauberer, die in der Lage sind, gezielt Kopf oder Zahl zu werfen [29].
¨ Ahnlich ist die Lage beim Roulette; auch hier l¨ aßt sich das Ergebnis eines Laufes bei
entsprechender Kenntnis der Anfangsbedingungen und zus¨ atzlicher Einﬂußgr¨ oßen, ins-
besondere den Modellparametern, in Grenzen18 vorhersagen [8, 9]. Solche Systeme sind
also eher ”Zufallsverst¨ arker“, d.h. sie bringen eine implizit in den Startbedingungen oder
Modellparametern vorhandene (mikroskopische) Ungenauigkeit, im Extremfall sogar
quantenmechanisch bedingte Unbestimmtheit, auf eine makroskopische Skala. Dement-
sprechend nimmt ihre Eignung als Zufallsgenerator auch in dem Maße ab, in dem die
Anfangsbedingungen bekannt sind bzw. konstant gehalten werden.
Entsch¨ arfen lassen sich solche Probleme, indem man Systeme mit einer komplizierteren
Dynamik verwendet; ein bekanntes Beispiel f¨ ur solch eine Vorgehensweise ist das Zie-
hungsger¨ at der Lottozahlen, bei dem ebenfalls ein makroskopisches Vielteilchensystem
verwendet wird.
Beim Entwurf von Zufallsgeneratoren, die mit makroskopischen Systemen arbeiten, kann
man sich auch die Erkenntnisse der nichtlinearen Dynamik zu Nutze machen und eine Sy-
stemdynamik ausw¨ ahlen, die bei geeigneter Parameterwahl chaotisches Verhalten zeigt
und sich bei hinreichend großen Intervallen zwischen der Zufallsdatengenerierung nicht
vorhersagen l¨ aßt. T. Kuusela hat genau dies getan [71], indem er einen Zufallsgenerator
auf Basis eines chaotischen Taktgenerators konstruierte. F¨ ur diesen chaotischen Taktge-
nerator werden zwei identische LC-Oszillatoren, deren nichtlineares Verhalten von der
nichtlinearen Kennlinie der Kapazit¨ atsdioden herr¨ uhrt, mit Hilfe eines periodischen uni-
polaren Rechteck-Taktsignals (ca. 500 kHz) zu erzwungenen Schwingungen angeregt, die
aufgrund einer geeigneten Wahl der Parameter nicht periodisch, sondern chaotisch sind.
Die an den beiden Kapazit¨ atsdioden anliegenden chaotischen Spannungssignale werden
von zwei schnellen Komparatoren in Rechtecksignale mit Logikpegeln umgewandelt.
Wobei eines der beiden Signale das ¨ Ubernahmesignal f¨ ur ein D-Flipﬂop generiert und
das andere als Eingangssignal f¨ ur dieses Flipﬂop dient19. Der Q-Ausgang des D-Flipﬂop
dient dann als Ausgang des chaotischen Taktgenerators. Dieses Vorgehensweise muß ver-
wendet werden, da ein einzelnes chaotisches Logik-Signal nicht zuf¨ allig genug ist, d.h.
es ist nicht in der Lage, alle m¨ oglichen Bitsequenzen zu erzeugen. So aber gelingt es,
Zufallszahlen mit der recht hohen Rate von 60.000 Zahlen ` a 8 Bit L¨ ange (entsprechend
einer Bitrate von 480.000 Bits/s) zu erzeugen. Die so erzeugten Rohdaten zeigen zwar
keine oﬀensichtlichen Korrelationen auf, allerdings lassen sich in der Wiederholungsab-
bildung20 noch Strukturen erkennen, die von einer Ungleichverteilung der generierten
18Wenn die Anfangsbedingungen hinreichend genau bekannt sind, l¨ aßt sich z.B. die Wahrscheinlichkeit
berechnen, mit der die Kugel in eines der Viertel des Kessels f¨ allt; diese Wahrscheinlichkeit ist nicht f¨ ur
alle Viertel gleich. W¨ ahlt man aber eine bin¨ are Zufallsvariable wie Gerade-Ungerade oder Rot-Schwarz,
lassen sich keine Vorhersagen machen, die bessere Ergebnisse liefern als bloßes Raten.
19Eine ¨ ahnliche Vorgehensweise wird gerne verwendet, um die statistischen Eigenschaften von Pseu-
dozufallszahlengeneratoren zu verbessern, allerdings im Rahmen der Programmlogik. Es empﬁehlt sich
hierbei, m¨ oglichst Generatoren unterschiedlicher Struktur zu kombinieren.
20Hierzu wurden jeweils 8 Bit zu einer Zahl zusammengefaßt.
20Zahlen herr¨ uhren. Um die Verteilung zu gl¨ atten, werden daher jeweils zwei aufeinander-
folgende 8 Bit lange Zahlen mit Hilfe einer bitweisen XOR-Verkn¨ upfung, d.h zu einer
Ausgabezahl zusammengefaßt.
Eine besonders sch¨ one Eigenschaft21 dieser Art von Generator sei hier noch erw¨ ahnt:
Alle relevanten Spannungen sind recht groß (mehrere Volt), so daß etwaige elektroma-
gnetische St¨ orsignale die Dynamik des Generators nur unwesentlich beeinﬂussen.
Solch ein System ist nat¨ urlich immer noch deterministisch, insofern kann man es als
eine ”physikalische Realisierung“ eines Pseudozufallsgenerators, n¨ amlich der mathema-
tisch modellierten Dynamik des Systems, bezeichnen. Es unterscheidet sich allerdings von
einer (einfachen) Rechnersimulation der Dynamik dadurch, daß in einem realen physi-
kalischen System immer kleine Rauschanteile die Variablen geringf¨ ugig ver¨ andern. Dies
ist also ein Fall, in dem zwei unterschiedliche Funktionsprinzipien der Zufallserzeugung
gleichzeitig eine Rolle spielen. Ob der Zufallsgenerator trotz seiner zufriedenstellenden
statistischen Eigenschaften, aufgrund seines grunds¨ atzlich deterministischen Charakters
f¨ ur kryptographische Anwendungen ungeeignet sein k¨ onnte22, m¨ ußte vor einem Einsatz
in der Praxis allerdings noch genauer gepr¨ uft werden.
Es ist interessant, diesen Generator mit Zufallsgeneratoren zu vergleichen, die zwar eben-
falls mit Oszillatoren arbeiten, allerdings nicht mit chaotischen [30, 41, 67]. Auch in
diesem Fall wird die ¨ Ubernahme eines Bitwertes eines Oszillators durch einen anderen
gesteuert; hierbei handelt es sich bei dem Abtast-Oszillator, der die ¨ Ubernahme steu-
ert, um einen niederfrequenten Oszillator geringer G¨ ute mit h¨ oherem Frequenz- und
Phasenrauschen, w¨ ahrend es sich bei dem anderen um einen stabilen hochfrequenten (8
MHz) Oszillator handelt. Die Zuf¨ alligkeit des Oszillators h¨ angt kritisch von den Pha-
senschwankungen oder Frequenzﬂuktuationen des niederfrequenten Oszillators ab. Da
die Fluktuationen eines einfachen Oszillator-Ansatzes nicht stark genug sind, verbessern
Fairfield et al. [41] die statistischen Eigenschaften mit Hilfe eines zus¨ atzlichen Ver-
w¨ urﬂers, außerdem wird eine Pseudoregularisierungslogik (s. S. 224) verwendet, um die
relativen H¨ auﬁgkeiten von Einsen und Nullen anzugleichen. Sowohl die Oszillatoren als
auch der zus¨ atzliche Verw¨ urﬂer und die Pseudoregularisierungslogik werden digital aus-
gef¨ uhrt, so dass sich diese Zufallsgeneratoren als integrierte Schaltkreise fertigen lassen
[41]; lediglich das RC-Glied f¨ ur den niederfrequenten Oszillator muß extern angeschlos-
sen werden. Die Bitrate dieser Art von Zufallsgenerator h¨ angt nat¨ urlich stark von den
verwendeten Oszillatoren ab, f¨ ur den oben beschriebenen Generator betrug sie allerdings
lediglich 27 Bits/s.
Bei einem aktuellen Typ dieser Art von Generator23 [30] werden die Frequenzﬂuktua-
tionen durch Modulation des niederfrequenten Oszillators mit Hilfe einer Rauschspan-
nung24 erzeugt. Um den Einﬂuß von externen St¨ orungen zu minimieren, wird als Rausch-
spannung die Spannungsdiﬀerenz des verst¨ arkten Johnson-Rauschens zweier nahe beiein-
ander liegender Widerst¨ ande verwendet. Die statistischen Eigenschaften des Generators
21Man vergleiche dies mit Eigenschaften der in Abschnitt 2.2.2.1 aufgef¨ uhrten Zufallsgeneratoren, die
elektrisches Rauschen verwenden.
22Es wurden schon Verschl¨ usselungssysteme, die chaotische Systeme verwendeten, von Kryptanalyti-
kern gebrochen, s. [11].
23Er ist in den Intel 82802 Firmware Hub integriert, es handelt sich bei diesem um einen integrierten
Baustein eines Computer-Hauptplatinen-Chip-Sets.
24Der interne Ursprung des Zufalls ist in diesem Fall also ein Typ von Zufallsgenerator, wie er in
Abschnitt 2.2.2.1 besprochen wird, allerdings mit analogem Ausgangsignal.
21werden verbessert durch eine auf dem Chip beﬁndliche Signalverarbeitungslogik, die ei-
ne Variante25 der von Neumann-Regularisierung (s. S. 40) durchf¨ uhrt. Die Bitraten des
Zufallsgenerators liegen bei bis zu 75 kBit/s.
Abschließend sei noch kurz auf einen recht ausgefallenen Typ von Zufallsgenerator hinge-
wiesen, der sich die komplexe Dynamik eines Systems zu Nutze macht: Der Lavalampen-
Zufallsgenerator von SGI [115]. Bei diesem werden sechs Lavalampen26 von einer CCD-
Kamera aufgenommen. Bis auf die Blasen-Muster der unter konstanten Bedingungen
betriebenen Lavalampen ¨ andert sich das Bild nicht. Von Zeit zu Zeit wird aus jedem
siebten27 der 921.600 Byte Daten eines Einzelbildes mit Hilfe einer kryptographischen
Hash-Funktion28 eine 160 Bit lange Zahl erzeugt, die als Startwert f¨ ur einen eben-
falls kryptographisch starken Pseudozufallszahlengenerator (BBS-Generator) verwendet
wird.
Diese Vorgehensweise – eine (große) Menge strukturierter Daten werden mit Hilfe einer
Hash-Funktion zu einer nicht aus den urspr¨ unglichen Daten erschließbaren, kurzen Bitse-
quenz verlustbehaftet ”komprimiert“ – ist eine beliebte Methode, um kurze, zuf¨ allige
Bitsequenzen aus verh¨ altnism¨ aßig stark strukturierten Daten zu erzeugen. Die meisten
E-Mail-Verschl¨ usselungsprogramme verwenden diese Vorgehensweise bei der Generie-
rung von zuf¨ alligen Sitzungsschl¨ usseln, z.B. aus Mausbewegungen oder dem Tippverhal-
ten des Nutzers.
2.2.2 Mikroskopische Vielteilchensysteme
Aufgrund der großen Anzahl innerer Freiheitsgrade zeigen mikroskopische Vielteilchen-
systeme bei der Messung makroskopischer Zustandsgr¨ oßen Schwankungen um einen Mit-
telwert. Dies l¨ aßt sich ebenfalls als Funktionsprinzip f¨ ur einen Zufallsgenerator nutzen,
indem man die makroskopische Gr¨ oße periodisch mißt und den erhaltenen Meßwert mit
einem Schwellwert, bevorzugt den Median der Meßgr¨ oße, vergleicht und anschließend
auf eine der folgenden Weisen eine bin¨ are Zufallsgr¨ oße generiert:
1. Liegt ein Meßwert ¨ uber dem Schwellwert, so wird eine Eins generiert, liegt er
darunter, wird eine Null ausgegeben.
2. Bleibt der Meßwert ¨ uber oder unter dem Schwellwert, wird eine Null generiert;
ﬁndet im Vergleich zum vorhergehenden Wert ein Unter- bzw. ¨ Uberschreiten des
Schwellwertes statt, wird eine Eins ausgegeben.
3. Die in Punkt 2 aufgef¨ uhrte Vorgehensweise l¨ aßt sich noch erweitern, indem man
die auf diese Weise generierten Einsen in einem durch einen externen Takt vorgege-
benen Zeitintervall ”z¨ ahlt“ und anschließend die Parit¨ at des Z¨ ahlwertes als bin¨ are
25Die Details des Verfahrens sind aus ”patentrechtlichen“ Gr¨ unden noch nicht oﬀengelegt, aber die Un-
terdr¨ uckung von m¨ oglichen Korrelationen aufeinanderfolgender Bits der Rohdaten soll dabei verbessert
worden sein.
26Es handelt sich dabei tats¨ achlich um die in letzter Zeit wieder in Mode gekommenen Design-
Unget¨ ume, bei denen von einer Lampe aufgeheizte und angestrahlte Wachstropfen in einer Fl¨ ussigkeit
noch oben schweben.
27Man nimmt diesen Wert, damit nicht immer dasselbe Byte eines Pixels, z.B. immer der Rot-Wert,
verwendet wird.
28Es wird der vom National Institute of Standards standardisierte Secure Hash Standard-
Algorithmus verwendet.
22Zufallsvariable verwendet. Dies l¨ aßt sich eﬃzient mit Hilfe eines als Modulo-2-
Z¨ ahler fungierendem Flipﬂops29 erledigen [110].
Die Zeit zwischen zwei Messungen am System darf bei allen drei Vorgehensweisen nicht
zu kurz sein, da sonst die Gefahr besteht, daß die mikroskopischen Fluktuationen den
Meßwert innerhalb der Zeitspanne prinzipiell nicht stark genug ¨ andern k¨ onnen und somit
Korrelationen zwischen aufeinanderfolgenden Meßwerten unvermeidlich werden. ¨ Uber-
dies muß sichergestellt werden, daß es nicht m¨ oglich ist, durch eine (z.B. periodische)
St¨ orung des Systems von außen das Vielteilchensystem so zu beeinﬂussen, daß es zu
einseitig ver¨ anderten Schwankungen kommt.
2.2.2.1 Elektronische Rauschgeneratoren
Zufallsgeneratoren, die auf diesem Prinzip basieren, werden in der Praxis besonders gern
mit elektronischen Rauschquellen30 realisiert, da dies den Aufbau vereinfacht und kleine
Abmessungen erm¨ oglicht, bis hin zu integrierten Schaltkreisen [30, 125] oder auch Chip-
karten (z.B. [100], viele moderne Krypto-Chipkarten enthalten physikalische Zufallsge-
neratoren). Der gr¨ oßte Teil der kommerziell erh¨ altlichen Zufallsgeneratoren basiert ganz
oder teilweise auf diesem Prinzip [1, 30, 59, 45, 58, 125, 35]! Die elektronischen Rausch-
quellen verwenden i. A. entweder das Johnson-Rauschen in Widerst¨ anden [24, 30, 125]
oder das Rauschen von Halbleiter-Bauelementen [1, 59, 50, 58, 110]; hierbei werden
besonders gern Zenerdioden eingesetzt, deren Rauschspannung bei Betrieb im Durch-
bruchsgebiet gemessen wird. Das Vielteilchensystem sind hierbei die Ladungstr¨ ager der
Diode unter dem Einﬂuß der statistischen W¨ armebewegung. F¨ ur eine ausf¨ uhrliche Dar-
stellung der (Schaltungs-)Technik sei insbesondere auf die Dissertation von Manfred
Richter [110] verwiesen, hier sei lediglich das generelle Vorgehen erl¨ autert.
Typischerweise wird die Rauschspannung des Widerstandes oder der Zenerdiode entwe-
der direkt oder nach einer Filterung31 [1, 59] mit Hilfe eines Verst¨ arkers verst¨ arkt und
anschließend dessen Ausgangssignal digitalisiert. Eine Variante besteht darin, daß man
mit zwei Rauschquellen arbeitet und nach Verst¨ arkung und Digitalisierung die beiden
digitalen Signale logisch kombiniert [58]. Typische Bitraten32 von Zufallsgeneratoren, die
auf elektronischem Rauschen basieren, liegen zwischen 1 kBit/s [59] und 50 kBit/s [110];
h¨ ohere Bitraten lassen sich nat¨ urlich durch parallelen Betrieb mehrerer Generatoren
erreichen [45, 95].
Abschließend sei noch ein interessanter Vorschlag von G.B. Agnew [4] f¨ ur einen elektro-
nischen Zufallsgenerator erw¨ ahnt, der sich vermutlich auch gut f¨ ur eine Integration in
VLSI-Chips eignet. Er schl¨ agt hierzu vor, zwei Metall-Isolator-Halbleiter-Kondensatoren
als Grundelemente des Generators zu verwenden. Diese Kondensatoren bestehen aus
29Zu Beginn des n¨ achsten Intervalls wird der Wert des Flipﬂops in ein nachfolgendes ¨ Ubernahme-
Flipﬂop geschrieben und das Z¨ ahl-Flipﬂop wieder zur¨ uckgesetzt.
30Prinzipiell lassen sich nat¨ urlich auch anders geartete Rauschquellen verwenden, wie z.B. akustische.
31Meist wird das Rauschsignal wechselspannungsgekoppelt an den Verst¨ arker gegeben. Werden keine
allzu hohen Bitraten angestrebt, so ist es vorteilhaft das Rauschspektrum z.B. bei ca. 100 kHz ab-
zuschneiden, um Probleme mit dem Ankoppeln von Radiofrequenz-St¨ orsignalen (Rundfunksender!) zu
minimieren.
32Eine ganze Reihe von Zufallsgeneratoren [1, 24, 58, 35] wird an die RS232-Schnittstelle angeschlossen,
dies allein beschr¨ ankt bereits die maximal m¨ ogliche Bitrate. Durch die Verwendung schnellerer, serieller
Schnittstellen, wie z.B. USB oder Firewire, ließe sich das Problem allerdings umgehen.
23einem p-dotierten Halbleitersubstrat, auf das eine isolierende Oxidschicht mit Metalli-
sierung aufgebracht wurde. Legt man eine positive Spannung zwischen Metallisierung
und Substrat an, so bildet sich im Substrat ein Potentialtopf aus. Allerdings werden im
Laufe der Zeit auch thermisch generierte Elektronen als Dunkelstrom33 in das Gebiet
ﬂießen; dieser Prozeß gehorcht einer Poisson-Statistik und scheint auch f¨ ur benachbarte
Kondensatoren unkorreliert zu sein. Nach Abschalten der Spannung wird mit Hilfe eines
ladungssensitiven Diﬀerenzverst¨ arkers die Ladungsdiﬀerenz zwischen den zwei Konden-
satoren gemessen und aus dem Ergebnis ein Zufallsbit generiert, anschließend wird die
Spannung wieder f¨ ur eine gewisse Periode angelegt, um gen¨ ugend Rauschelektronen f¨ ur
Generierung des n¨ achsten Bits zu sammeln.
Aufgrund der relativ niedrigen Rauschspannungspegel m¨ ussen alle auf elektronischem
Rauschen basierenden Zufallsgeneratoren sehr gut gegen ¨ außere Einwirkungen, welche
die statistischen Eigenschaften des Rauschens ver¨ andern, abgeschirmt werden. Angriﬀs-
szenarien auf Rauschgeneratoren reichen von gezielten Temperatur¨ anderungen34, Mani-
pulationen an der Versorgungsspannung bis hin zur Beeinﬂussung des Generators durch
Einstrahlen von Radiofrequenzen.
2.2.2.2 Optische Rauschgeneratoren
Bei optischen Rauschgeneratoren ist die Grenzziehung zu den in den n¨ achsten Abschnit-
ten folgenden Zufallsgeneratoren, die auf Messungen an quantenmechanischen Objekten
basieren, nicht sehr trennscharf. Senkt man n¨ amlich die Lichtintensit¨ at, so wird sich die
Quantennatur des Lichts bemerkbar machen.
Dennoch sollen in diesem Abschnitt nur Generatoren erw¨ ahnt werden, welche die Quan-
tennatur des Lichtes nicht direkt als Mechanismus der Zufallserzeugung verwenden, d.h.
Generatoren, die sich prinzipiell auch noch im rein klassischen Wellenbild erkl¨ aren lassen.
Licht hat gegen¨ uber elektrischen Ph¨ anomenen einen großen Vorteil, der auch bei der
rein optischen Informationsverarbeitung genutzt wird, es eignet sich sehr gut zu Paralle-
lisierung von Operationen. Diese Eigenschaft machen sich Marron et al. [87] in ihrem
Zufallsmatrix-Generator (Random Array Generator) auf der Basis von Laser-Speckle-
Mustern zu Nutze. Dieser Generator liefert gleich eine zweidimensionale bin¨ are Matrix
aus Null- und Eins-Werten, die ¨ uberdies einer vom Anwender speziﬁzierten r¨ aumlichen
Wahrscheinlichkeitsverteilung folgen. Das Muster wird hierzu von einem 2-dimensional
r¨ aumlich auﬂ¨ osenden Detektor abgetastet und der digitalisierte Ausgabewert jedes ein-
zelnen Detektor-Pixels anhand eines Schwellwertes, der aufgrund der gew¨ unschten r¨ aum-
lichen Wahrscheinlichkeitsverteilung festgesetzt wird, auf die Werte Null bzw. Eins rech-
nerisch abgebildet. Wenn die Abbildungsoptik zwischen Laser und Detektor so justiert
wird, daß die Specklegr¨ oße ungef¨ ahr der Pixelgr¨ oße des Detektors entspricht, sind die
Werte benachbarter Pixel statistisch voneinander unabh¨ angig.
In einer Folgearbeit derselben Forschungsgruppe [88] wird ein neuartiger Zufallsgenera-
tor f¨ ur zweidimensionale Zufallsvektoren pr¨ asentiert, der anders als der Zufallsmatrix-
Generator keine nachfolgende rechnerische Bearbeitung der Detektorwerte ben¨ otigt, da
die Wahrscheinlichkeitsverteilung bereits beim optischen Aufbau mitber¨ ucksichtigt wird.
33Licht kann ebenfalls freie Elektronen erzeugen, die den Potentialtopf f¨ ullen, dieses Prinzip wird bei
den CCD-Kameras verwendet.
34Ein in der Praxis durchaus wirksamer Angriﬀ: K¨ altespray.
24Um dies zu erreichen, wird die r¨ aumliche Wahrscheinlichkeitsverteilung als Kontrollmu-
ster auf ein Objekt35
”aufgebracht“ und dieses mit Hilfe einer Optik auf ein Detekti-
onssystem36 abgebildet. Durch ein stark abschw¨ achendes Grauglas vor dem Detektor
wird die Leuchtdichte des Bildes auf dem Detektor so stark abgesenkt, daß r¨ aumlich
aufgel¨ oste Einzelquantendetektion sinnvoll m¨ oglich ist. Als Detektionssystem dient ein
positionsempﬁndlicher, photonenz¨ ahlender Detektor, der bis zu 105 Detektionsereignisse
pro Sekunde noch r¨ aumlich aufgel¨ ost detektieren kann. Jedes Detektionsereignis liefert
einen zweidimensionalen Zufallsvektor.
Neben der M¨ oglichkeit r¨ aumliche Wahrscheinlichkeitsverteilungen des Nutzers vorzu-
geben, erlaubt das Einbringen eines Kontrollobjektes ”in“37 den Strahlengang es auch,
Abbildungsfehler der Optik und Abweichungen der r¨ aumlichen Detektionseﬃzienz von
der Gleichverteilung beim Detektor auszugleichen.
Eine ¨ ahnliche Art von optisch basiertem Zufallsgenerator f¨ ur zweidimensionale Zufalls-
vektoren haben unabh¨ angig von obigen Arbeiten Tang et al. [124] entwickelt.
2.2.3 Quantenmechanische Zufallsgeneratoren
Bei quantenmechanischen Objekten ist der Zufall elementar, d.h. bereits ein einzelnes
Objekt tr¨ agt ihn in sich. Beﬁndet sich ein quantenmechanisches Objekt nicht gerade in
einem bestimmten Eigenzustand einer zu messenden Gr¨ oße, so ist der Wert dieser Meß-
gr¨ oße unbestimmt, solange man keine Messung vornimmt. Dies ist nicht lediglich eine
Folge des fehlenden Wissens des Experimentators um den exakten Wert der Gr¨ oße, son-
dern vielmehr ist die Gr¨ oße an sich unbestimmt. War dies lange Zeit heiß umstritten,
so kann doch nach den zahlreichen Messungen zum EPR-Paradoxon und der Verlet-
zung der Bellschen Ungleichung (s. Abschnitt 3.1.1) davon ausgegangen werden, daß die
Unbestimmtheit tats¨ achlich eine intrinsische Eigenschaft quantenmechanischer Objekte
ist:
Es lassen sich nur Aussagen ¨ uber Wahrscheinlichkeitsverteilungen machen; welches der
m¨ oglichen Resultate bei einer einzelnen Messung realisiert wird, ist prinzipiell nicht
sicher vorhersagbar. Es gibt keine verborgenen Parameter, die auf deterministische Weise
den Ausgang einer Messung vorherbestimmen.
Will man ein quantenmechanisches Objekt als Zufallsquelle f¨ ur einen Zufallsgenerator
verwenden, so lassen sich verschiedene Wege einschlagen:
• Man verwendet die Unbestimmtheit eines Entstehungszeitpunktes38; z. B. den
Emissionszeitpunkt eines Teilchens bzw. γ-Quants beim radioaktiven Zerfall oder
den Emissionszeitpunkt eines Lichtquants bei einer stark abgeschw¨ achten, aber
kontinuierlich betriebenen Lichtquelle.
35In der Arbeit wurden zwei Varianten erprobt: ein von einer LED beleuchtetes Schwarzweiß-Negativ
und ein Videomonitor, der vom selben Computer angesteuert wurde, der auch die Zufallsmatrizen ab-
speicherte.
36Innerhalb der Klassiﬁzierung der Zufallsgeneratoren geh¨ ort dieser Generator eigentlich in die Ka-
tegorie der ”Messung an quantenmechanischen Objekten“, aber aufgrund seiner ¨ Ahnlichkeit mit dem
klassischen Vorl¨ aufer, wird er hier auch im Anschluß an diesen aufgef¨ uhrt.
37Im Falle des Videomonitors ist das Videobild nat¨ urlich der Ausgangspunkt des Strahlenganges.
38Nat¨ urlich l¨ aßt sich alternativ auch die L¨ ange des Zeitintervalles zwischen zwei zuf¨ alligen Emissionen
als Zufallsvariable verwenden.
25• Man nutzt die Unbestimmtheit einer Emissionsrichtung, indem man z.B. den De-
tektionsort eines Teilchens oder Quants auf einem zweidimensional r¨ aumlich auf-
l¨ osenden Detektor als Zufallsvariable verwendet.
• Man verwendet eine Welcher-Weg-Entscheidung einzelner quantenmechanischer
Objekte; dies geschieht bei dem weiter unten ausf¨ uhrlich vorgestellten quantenop-
tischen Zufallsgenerator.
Nat¨ urlich sind auch Kombinationen dieser Zufallsmechanismen m¨ oglich.
2.2.3.1 Zufallsgeneratoren auf Basis des radioaktiven Zerfalls
Bei Zufallsgeneratoren, die den radioaktiven Zerfall als Zufallsmechanismus verwenden,
nutzt man den Umstand, daß es unm¨ oglich ist, zu wissen, wann ein einzelner Atomkern
zerf¨ allt bzw. ein Teilchen emittiert. Bei Kernreaktionen, wie z.B. der Emission eines α-
Teilchens, spielt bei der ¨ Uberwindung der Aktivierungsenergie der ”Tunnel-Eﬀekt“ eine
große Rolle. Bei ihm handelt es sich um einen quantenmechanischen, nichtdetermini-
stischen Eﬀekt. Daher lassen sich auch lediglich Wahrscheinlichkeitsaussagen machen,
wann ein Kern ein Teilchen aussendet.
Experimentelle Realisierungen von Zufallsgeneratoren, die radioaktive Quellen39 verwen-
den [5, 50, 60], benutzen meist β-Strahler (insbesondere 137Cs). Detektiert wird hierbei
die γ-Strahlung bei Niveau¨ uberg¨ angen im Tochterkern [60, 50].
Wurden in ¨ alteren Arbeiten von Inoue et al. [60] und M. Gude [50] mit ﬂ¨ ussigem Stick-
stoﬀ gek¨ uhlte Ge-Li-Detektoren verwendet, was f¨ ur einen praktischen Einsatz außerhalb
eines Labors zu aufwendig ist, so kann man neueren Arbeiten von John Walker [126]
und Ricardo Aguayo et. al. [5] aber entnehmen, daß dies keineswegs unbedingt not-
wendig ist; handels¨ ubliche Geiger-M¨ uller-Z¨ ahlrohre sind vollkommen ausreichend40.
Die Generierung der Zufallsbits erfolgt aus den beiden Zeitintervallen zwischen drei
Z¨ ahlereignissen41. Ist das erste Intervall gr¨ oßer als das zweite, wird ein Zufallsbit mit
dem Wert Null erzeugt und im umgekehrten Fall eines mit dem Wert Eins. Im rela-
tiv unwahrscheinlichen Fall, daß die beiden Intervalle gleich lang sind, wird gar kein
Bit ausgegeben. Der große Vorteil dieser Vorgehensweise besteht darin, daß man keine
zus¨ atzliche, nachfolgende Regularisierung der Zufallsbits ben¨ otigt, da bei hinreichend
konstanten Emissionsraten die Wahrscheinlichkeit f¨ ur den Bitwert Null gleich der f¨ ur
den Bitwert Eins ist!
Ein Nachteil von Zufallsgeneratoren auf Basis des radioaktiven Zerfalls besteht nat¨ urlich
darin, daß die verwendete Quelle im Laufe der Zeit schw¨ acher wird; allerdings wirkt
sich dies prim¨ ar auf die Bitrate des Generators aus, die statistischen Eigenschaften der
39Im Prinzip kann man nat¨ urlich auch die kosmische Hintergrundstrahlung oder andere nat¨ urliche
Quellen der Radioaktivit¨ at verwenden, allerdings kommt man in diesem Fall (hoﬀentlich!) nur auf sehr
geringe Bitraten (< 1 Bit/s).
40Aware Electronics Corporation bietet daher zus¨ atzlich zu ihren Strahlungsmeßger¨ aten auch gleich
ein PC-basiertes Programm zur Zufallszahlen-Erzeugung aus den Meßdaten an, s. [27].
41In [60] wird ein alternatives Verfahren angewandt: Die Zeitwerte (entspr. Anzahl der Clock-Ticks)
von drei Intervallen werden zusammengez¨ ahlt und die niederwertigste Dezimalstelle wird direkt als
Zufallszahl ausgegeben. Dieses Vorgehen ist eﬃzienter, f¨ uhrt aber zu (sehr) geringen Abweichungen von
der Idealverteilung.
26Zufallsbits selbst werden nicht merklich ver¨ andert42, aufgrund der K¨ urze der Intervalle
zwischen zwei Z¨ ahlereignissen im Verh¨ altnis zur Halbwertszeit der Quelle [5, 126].
Auch wenn die von diesen Zufallsgeneratoren erzeugten Zufallszahlen sehr gut den Er-
wartungen entsprechen, so werden die Generatoren in der Praxis doch recht selten einge-
setzt. Der Hauptgrund43 hierf¨ ur ist in den zus¨ atzlichen Schutzmaßnahmen zu sehen, die
auf Grund der Verwendung von radioaktiven Quellen getroﬀen werden m¨ ussen. ¨ Uberdies
ergeben sich gerade im kommerziellen Bereich noch zus¨ atzliche versicherungsrechtliche
Fragen44 und damit verbundene Kosten45. Zudem ist die Akzeptanz dieser Technik bei
den Besch¨ aftigten nicht besonders hoch, zumal es Alternativen beim Aufbau physikali-
scher Zufallsgeneratoren gibt.
2.2.3.2 Zufallsgeneratoren auf Basis einer unbestimmten Emissionsrichtung
Da bei diesem Typ von Zufallsgenerator die Unbestimmtheit der Emissionsrichtung die
entscheidende Voraussetzung f¨ ur die Zuf¨ alligkeit der generierten Bits ist, muß unbedingt
sichergestellt werden, daß weder Schwankungserscheinungen bei der physikalischen Quel-
le noch ¨ außere Einﬂ¨ usse die Unbestimmtheit der Emissionsrichtung zerst¨ oren. Auch hier
lassen sich wieder die verschiedensten Emissionsprozesse verwenden, so schlagen z.B.
Edelkind et al. [33] vor, die Unbestimmtheit der Emissionsrichtung einer radioaktiven
Quelle zu verwenden.
Einen optischen Zufallsgenerator, der sich die unbestimmte Emissionsrichtung zunutze
macht, wurde von ´ A. Stefanov et al. [120] entwickelt; dies wird auf sehr geschick-
te Weise erreicht: Das Licht einer gepulsten LED (λ = 830 nm) wird in eine 2 m lange
Einmoden-Glasfaser eingekoppelt; am Ausgang dieser Glasfaser beﬁndet sich das Licht in
einer einzigen r¨ aumlichen Mode, die aufgrund des kleinen Kerndurchmessers der Glasfa-
ser als Kugelwelle abgestrahlt wird. Positioniert man nun im Abstand einiger Millimeter
gegen¨ uber der Austrittsﬂ¨ ache der Einmoden-Glasfaser zwei dicht parallel nebeneinander
liegende Mehrmoden-Glasfasern, so ist gew¨ ahrleistet, daß nicht vorherbestimmt werden
kann, in welche dieser beiden Glasfasern ein abgestrahltes Photon46 eingekoppelt wird.
Die Ausgangs-Lichtfelder der beiden unterschiedlich langen Mehrmoden-Glasfasern fal-
len auf einen Detektor, wobei aufgrund der unterschiedlichen L¨ angen der beiden Glas-
fasern, die eine Laufzeitdiﬀerenz von ca. 60 ns bedingen, durch Koinzidenz-Messung
mit dem elektrischen Ansteuerpuls47 f¨ ur die LED leicht unterschieden werden kann, aus
welcher der Glasfasern ein Photon auf den Detektor f¨ allt. Wenn die LED mit einer Puls-
42Selbst wenn sich dies bemerkbar machte, f¨ uhrte es lediglich zu ungleichen Wahrscheinlichkeiten f¨ ur
Einsen und Nullen; diese ließen sich mit den in Abschnitt G besprochenen Regularisierungsmethoden
leicht angleichen.
43Hinzu kommt noch, daß die Bitraten bei der (¨ ublichen) Verwendung von radioaktiven Standard-
Eichquellen bei weniger als ca. 2000 Bits/s liegt; dies ließe sich aber vermutlich noch etwas verbessern.
44Insbesondere die Brandschutzversicherung ist kritisch, da sich die Folgekosten im Brandfalle durch
eine m¨ ogliche Kontaminierung erh¨ ohen.
45Es handelt sich bei dem Einsatzort i.a. nicht um ein Physiklabor!
46Durch das Einkoppeln in die Einmoden-Glasfaser wird das Lichtfeld bereits stark abgeschw¨ acht, ¨ uber
die Entfernung der beiden Mehrmoden-Glasfasern von der Austritts¨ oﬀnung der Einmoden-Glasfaser und
die elektrische Ansteuerung der LED l¨ aßt sich erreichen, daß die mittlere Intensit¨ at lediglich 0.1 Photon
pro Lichtpuls betr¨ agt, s. a. Abschnitt 3.1.2.
47Hierbei m¨ ussen nat¨ urlich zus¨ atzliche Verz¨ ogerungen ber¨ ucksichtigt und noch ein zus¨ atzlicher 60 ns
verz¨ ogerter Puls generiert werden.
27rate von 1 MHz angesteuert wird, k¨ onnen auf diese Weise Zufallsbits mit einer Rate bis
zu 100 kBit/s erzeugt werden, wobei es sich nat¨ urlich um Rohdaten handelt, die noch
regularisiert werden m¨ ussen.
2.2.3.3 Zufallsgeneratoren auf Basis stark abgeschw¨ achter Lichtfelder
Takeuchi et al. [122] haben f¨ ur Anwendungen in der Kernphysik48 einen Zufalls-Pulser
entwickelt. Bei diesem Pulser emittiert eine kontinuierlich betriebene LED Photonen
hin zu einem (miniaturisierten) Photomultiplier, der sie detektiert. Die Ausgangspul-
se des Photomultipliers werden verst¨ arkt, diskriminiert und auf eine kurze elektrische
Pulsbreite gebracht.
Damit der Zufalls-Pulser m¨ oglichst dem Ideal der Poisson-Statistik entspricht,wird mit
Hilfe eines auf Auf-Ab-Z¨ ahlern und einem Digital-Analog-Wandler basierenden Reg-
ler die LED gezielt angesteuert. Denn ¨ ahnlich wie bei einer radioaktiven Quelle muß
man daf¨ ur sorgen, daß die mittlere Rate m¨ oglichst konstant bleibt49. Zwar wurde dieser
Zufalls-Pulser nicht zum Generieren von Zufallsbits entwickelt, aber seine elektrischen
Ausgangspulse lassen sich nat¨ urlich mit Hilfe der gleichen Methodik wie bei den auf Ra-
dioaktivit¨ at basierenden Zufallsgeneratoren zum Erzeugen von Zufallsbits verwenden.
Beim historisch ersten Experiment zur Quantenkryptographie verwenden Bennett et
al. [10] Daten, die mit einem optischen Zufallsgenerator generiert wurden, zum zuf¨ alli-
gen Ansteuern von Pockelszellen. Der Generator, mit dem diese Daten erzeugt werden,
besteht aus einer LED, die stark abgeschw¨ achte Lichtpulse abstrahlt, und einem direkt
im Ausgangslichtfeld der LED stehenden Photomultiplier. Die Intensit¨ at des Lichtfel-
des wird so gew¨ ahlt, daß nur in der H¨ alfte aller Detektionszeitfenster Ereignisse regi-
striert werden, wobei die Fenster mit Ereignis einen Bitwert von Eins generieren und
die ohne Ereignis eine Bitwert von Null. Die so generierten Rohdaten werden noch einer
von-Neumann-Regularisierung (s. Abschnitt 3.1.3) unterzogen und zus¨ atzlich mit ei-
ner Pseudozufallszahlenfolge XOR-verkn¨ upft, s. a. Abschnitt G.2.2, bevor sie verwendet
werden.
Als Komponente f¨ ur Experimente zum Test der Bellschen Ungleichung [127] bei strikter
raumartiger Trennung der Detektionen wurde von T. Jennewein und U. Achleit-
ner [63] von der Universit¨ at Innsbruck ein Zufallsgenerator gebaut, der eine kontinu-
ierlich betriebene LED verwendet. Als Zufall generierendes Element (s. a. Abschnitt
3.1.1) dient ein Strahlteiler mit zwei Photomultipliern zur Detektion der Photonen in
den Ausgangsarmen. Je nachdem, welcher der beiden Photomultiplier ein Lichtquant50
detektiert, wird ein Bitwert Eins bzw. Null als Zufallsbit erzeugt. Sprechen beide Pho-
tomultiplier in einem Zeitintervall von ∆t ≤ 2 ns an, werden beide Ereignisse ignoriert.
Die Quellenintensit¨ at der LED wurde so einreguliert, daß das mittlere Zeitintervall zwi-
schen zwei Detektionsereignissen ca. 10 ns betrug, um eine m¨ oglichst hohe Rate von
Zufallsbits f¨ ur die Experimente zur Verf¨ ugung zu haben.
48Die von dem Zufalls-Pulser erzeugten elektrischen Pulse sollen m¨ oglichst genau der Poisson-Statistik
bei einer bestimmten mittleren Pulsrate entsprechen, und daher als Modell f¨ ur einfache Zerf¨ alle dienen
k¨ onnen.
49 Bei einer radioaktiven Quelle ist dies bei entsprechend langer Halbwertszeit, i. A. in sehr guter
N¨ aherung automatisch erf¨ ullt.
50Es k¨ onnen bei der Verwendung von Poisson-Lichtfeldern nat¨ urlich auch mehrere sein, s. Abschnitt
3.1.2.
282.2.3.4 Zufallsgeneratoren und Quantenkryptographie
Unter die Bezeichnung Quantenkryptographie [57, 104] werden alle Verfahren subsu-
miert, die quantenmechanische Zust¨ ande verwenden, um eine abh¨ orsichere51 ¨ Ubertra-
gung von Daten zu erreichen. Hierbei ﬁndet allerdings i. a. keine ¨ Ubertragung von Nutz-
daten statt, sondern eine Generierung von korrelierten Zufallssequenzen an den beiden
Endpunkten der Quantenkryptographie-Strecke. Den korrelierten Zufallssequenzen k¨ on-
nen anschließend die geheimen Schl¨ ussel entnommen werden f¨ ur die algorithmische Chif-
frierung der Daten einer herk¨ ommlicher Daten¨ ubertragung. Die Quantenkryptographie
dient also zum Schl¨ ussel-”Austausch“ zwischen den beiden Endpunkten.
Betrachtet man, was Abh¨ oren im ¨ ublichen, d.h. klassischen Sinne, bedeutet, so erkennt
man schnell, daß es entweder ein Abzapfen eines Teils des ¨ Ubertragungssignales oder
ein Kopieren des Signals (ohne merkbare Beeintr¨ achtigung des Original-Signals) voraus-
setzt. Verwendet man allerdings f¨ ur die ¨ Ubertragung quantenmechanische Zust¨ ande, so
lassen sich durch die ad¨ aquate Wahl der Zust¨ ande, die oben genannten Manipulationen
bemerken.
So erlaubt z.B. die Verwendung von einzelnen Photonen als Informationstr¨ ager, das
Anzapfen des Signals gut zu erkennen, da man von einem einzelnen Photon nichts ”Ab-
zapfen“ kann, ohne daß dies dem legitimen Empf¨ anger auﬀ¨ allt. Allerdings sch¨ utzt die
Verwendung von einzelnen Photonen allein nicht vor dem Kopieren des Signals, hierzu
bedarf es der Wahl bestimmter Einphotonen-Anzahlzust¨ ande, z.B. von ¨ Uberlagerungs-
zust¨ anden aus den Zust¨ anden zweier nichtorthogonaler Basen52, die sich nicht unver-
f¨ alscht kopieren lassen [129]. Es ist gerade die Heisenbergsche Unbestimmtheitsrelation,
die das exakte Kopieren, das einer unverf¨ alschten Messung zweier nichtkommutierender
Variablen entspr¨ ache, verbietet.
Will man Daten53 mit Hilfe solcher Zust¨ ande ¨ ubertragen, so wird jedem Bitwert jeweils
ein Zustand von i. a. zwei Zust¨ anden der beiden nichtorthogonalen Basissysteme zuge-
ordnet. Bei der ¨ Ubertragung w¨ ahlt dann der Sender die Basis f¨ ur jedes zu ¨ ubertragende
Bit zuf¨ allig aus und schickt den entsprechenden Zustand ¨ uber eine freistrahl- oder fa-
seroptische ¨ Ubertragungsstrecke zum Empf¨ anger, der ebenfalls zuf¨ allig und unabh¨ angig
vom Sender eine Basis w¨ ahlt, in der er den Zustand mißt. Meist wird die zuf¨ allige Wahl
der Basis mit Hilfe eines externen Zufallsgenerators und elektrooptischen Komponenten
realisiert [10]. In einer Ver¨ oﬀentlichung von J. G. Rarity et al. [108] wird hingegen
die Verwendung von Zufallsgeneratoren auf Basis von Strahlteilerw¨ urfeln oder Faser-
kopplern vorgeschlagen, die keinen54 externen Zufallsgenerator ben¨ otigen, da sie selbst
bereits passiv Zufall generieren. Der Vorschlag ist besonders elegant, da weitgehend auf
zus¨ atzliche elektronische Komponenten verzichten werden kann.
51Strenggenommen handelt es sich nicht um eine abh¨ orsichere, sondern um eine abh¨ orsensitive ¨ Uber-
tragung, d.h. man kann mit einer hohen Wahrscheinlichkeit erkennen, ob abgeh¨ ort wird oder nicht.
52Bei entsprechendem Entwurf des ¨ Ubertragungssystems [47] lassen sich vermutlich [102, 48] auch
orthogonale Zust¨ ande verwenden.
53Nutzdaten ¨ ubertr¨ agt man auf diese Weise besser nicht, da der weitaus gr¨ oßte Teil der Quanten
verloren geht, mithin also eine sehr große Redundanz eingebaut werden m¨ ußte.
54Dies gilt allerdings nur f¨ ur die Quantenkryptographie mit Photonenpaaren (s. z. B. [34]), hier kann
n¨ amlich sowohl bei Sender als auch bei Empf¨ anger passive Randomisierung eingesetzt werden, bei der
immer ein Photon vernichtet wird. Die auf schwachen Lichtpulsen basierende Quantenkryptographie
erlaubt dies nicht, da immer nur jeweils ein Lichtpuls zur Verf¨ ugung steht; daher muß auf der Sendeseite




Photonen werden durch die Parameter Energie, Impuls und Polarisation beschrieben.
Photonen haben keine innere Struktur, sie sind im wahrsten Sinne des Wortes elementar:
Das Photon l¨ aßt sich nicht weiter in Untereinheiten auﬂ¨ osen und analysieren. Auch
gibt es bei Photonen keine internen Parameter, die lediglich nicht zug¨ anglich sind und
eventuell die quantenmechanischen Eigenschaften subtil beeinﬂussen k¨ onnten. Da sich
Photonen ¨ uberdies leicht erzeugen und hinreichend gut detektieren lassen, andererseits
aber ohne direkte Eingriﬀe in den Strahlengang nicht zu beeinﬂussen sind, bieten sie
sich in idealer Weise als Bestandteil eines Zufallsprozesses an.
3.1.1 Der Zufallsprozeß beim quantenoptischen Zufallsgenerator
Die verschiedenen, im Rahmen der vorliegenden realisierten quantenoptischen Zufalls-
generatoren nutzen alle einen genuin zuf¨ alligen, elementar1 quantenmechanischen Pro-
zeß, um Zufall zu generieren: Die Welcher-Weg-Entscheidung eines Photons am (50:50)
Strahlteiler [49, 108] mit anschließender Detektion des Photons in den Ausg¨ angen des
Strahlteilers, s. Abb. 3.1. Das Teilungsverh¨ altnis von 50:50 bezieht sich dabei immer auf
eine feste Polarisations- und Ausbreitungsrichtung des Photons und eine feste Zentral-
wellenl¨ ange2. Unter diesen Voraussetzungen ist der Prozeß ideal f¨ ur einen Zufallsgenera-
tor geeignet, da das Photon elementar und seine Wechselwirkung mit dem Strahlteiler
nicht deterministisch ist, d.h. man kann bei jedem einzelnen der Photonen nicht vor-
hersagen, ob man es im Transmissions- oder im Reﬂektionsarm des 50:50-Strahlteiler
detektieren wird. Es gibt keine verborgenen Parameter, die dies in irgendeiner Weise
festlegen.
Daß dies so ist und nicht nur aufgrund fehlender Kenntnisse einer wie auch immer
gearteten inneren Struktur des Photons so erscheint, wird durch eine große Anzahl im-
1Mit ”elementar“ ist hierbei gemeint, daß die Wechselwirkung der Photonen mit dem Strahlteiler for-
mal elementar beschreibbar [42, 105] ist; der Strahlteiler selbst ist als makroskopisches Gebilde nat¨ urlich
alles andere als elementar.
2Inwiefern dies notwendig ist, inwieweit es bei den praktischen Aufbauten erreicht wird und welche







Abbildung 3.1: Welcher-Weg-Entscheidung am Strahlteiler
mer weiter verfeinerter Experimente3 zum Einstein-Podolsky-Rosen-”Paradoxon“ und
zur Verletzung der Bellschen Ungleichung nahegelegt. Bei diesen Experimenten wer-
den die beiden hinsichtlich nichtkommutierender Observablen miteinander verschr¨ ank-
ten Photonen eines Photonenpaares an zwei raumartig voneinander getrennten Orten
einer Messung dieser Observablen unterzogen, wobei an beiden Orten zuf¨ allig gew¨ ahlt
wird, welche der beiden Observablen gemessen wird. Bisher haben die auf diese Weise
gewonnen Meßreihen immer wieder die These best¨ atigt, daß lokale Theorien verborgener
Parameter4 mit den Ergebnissen nicht in Einklang zu bringen sind, wobei allerdings ein-
gestanden werden muß, daß aufgrund gewisser experimenteller Randbedingungen, wie
z.B. der Detektionseﬃzienz der Detektoren, noch gewisse ”Schlupﬂ¨ ocher“ existieren, die
ein vollst¨ andiges Verwerfen lokaler Theorien verborgener Parameter bisher (noch) nicht
erlauben. Die oben erw¨ ahnten Experimente schließen nichtlokale Theorien verborgen-
der Parameter zwar nicht aus, diese w¨ urden aber implizieren, daß sich die raumartig
voneinander getrennten Photonen dennoch instantan beeinﬂussen k¨ onnten, was ziem-
lich fragw¨ urdig erscheint und den Begriﬀ des Determinismus bis zur Unkenntlichkeit
ver¨ andert.
Es sei an dieser Stelle noch einmal ausdr¨ ucklich betont: Es wird in der vorliegenden
Arbeit davon ausgegangen, daß Photonen keine verborgenen Parameter besitzen. Es
wird also vorausgesetzt, daß sich die einzelnen Photonen an einem Strahlteiler tats¨ achlich
zuf¨ allig verhalten und nicht in vorausbestimmter Weise. Die Frage inwieweit Messungen,
die mehrere m¨ ogliche Ergebnisse haben k¨ onnen, an einem Quantensystem tats¨ achlich
gem¨ aß der vorhergesagten Wahrscheinlichkeiten zuf¨ allig sind, wird in der vorliegenden
Arbeit also nicht er¨ ortert, f¨ ur diese Frage sei auf die Arbeiten von Erber et. al. [38, 39]
zu Quantenspr¨ ungen in Einzelatomen verwiesen.
Unabh¨ angig von der Frage der verborgenen Parameter l¨ aßt sich allerdings eine hypothe-
tische Beeinﬂussung der Photonen untereinander durch Betriebsbedingungen ausschlie-
3Stellvertretend f¨ ur die große Zahl von Experimenten sei hier nur auf zwei neuere Experimente zum
Test der Bellschen Ungleichung [127, 133] und einen ¨ Ubersichtsartikel [54] verwiesen.
4
”Anschaulich“ stelle man sich hierbei das Photon als ein Teilchen mit einem (komplizierten) inne-
ren ”Mechanismus“ vor, der bei der Emission (durchaus mit jeweils unterschiedlichen Anfangswerten)
in Gang gesetzt w¨ urde und zu jedem Zeitpunkt das ” Verhalten“ des Photons bei den verschiedenen
m¨ oglichen Messungen determinierte.
32ßen, die daf¨ ur sorgen, daß w¨ ahrend der Zeitspanne, in der das aktuelle Photon mit dem
Strahlteiler wechselwirkt und anschließend von einem der Quantendetektoren registriert
wird, das nachfolgende Photon noch gar nicht erzeugt wurde.
Als weiterer Vorteil des erw¨ ahnten Prozesses kommt noch hinzu, daß Photonen sich in
linearen Medien nicht durch ¨ außere elektromagnetische Felder beeinﬂussen lassen.
Dieser Prozeß erf¨ ullt daher bereits wesentliche Anforderungen an physikalische Zu-
fallsgeneratoren, wie sie in der Einleitung, Abschnitt 1.1 aufgef¨ uhrt wurden und l¨ aßt
sich ¨ uberdies mit verf¨ ugbarer Technik gut realisieren. Man hat hier also eine Art von
”Quanten-M¨ unzwurf“ vorliegen, der allerdings sehr viel besser, ”zuf¨ alliger“, als der ma-
kroskopische Wurf einer M¨ unze ist und sich daher im Prinzip gut als glaubw¨ urdiges
”Zufalls-Standardnormal“ eignet.
Wenn allerdings von einem Teilungsverh¨ altnis von 50:50 die Rede ist, so bezieht sich
dies nur im theoretischen Idealfall allein auf den Stahlteiler5. Im Experiment muß man
einerseits noch die spektrale Breite des Lichtes und andererseits die Eigenschaften der
Detektoren mitber¨ ucksichtigen; denn erst, wenn ein Photon detektiert wurde, l¨ aßt sich
sagen, welchen Weg es genommen hat! Detektierte man jedes Photon in einem der Aus-
g¨ ange des Strahlteilers unabh¨ angig von der Wellenl¨ ange des Photons mit einer Quan-
teneﬃzienz von 100% (d.h., wenn ein Photon sich im Ausgang beﬁndet, so wird es auch
detektiert), dann hinge die Wahrscheinlichkeit, ein einzelnes Photon in dem einen oder
dem anderen Ausgang zu ﬁnden, tats¨ achlich nur vom Transmissions- bzw. Reﬂektions-
koeﬃzienten des Strahlteilers ab, die bei Verwendung eines Breitband-Strahlteilers auch
f¨ ur unterschiedliche Wellenl¨ angen des speziﬁzierten Bereiches recht nahe beim idealen
Teilungverh¨ altnis liegen.
In der Realit¨ at ist die Detektion eines Photons leider nicht so eﬃzient (s. Abschnitt
4.4.1.2) und außerdem stark von der Wellenl¨ ange des Photons abh¨ angig. Zudem k¨ onnen
die Eigenschaften der beiden in den Ausg¨ angen stehenden Detektoren voneinander ab-
weichen, insbesondere werden i. a. die Quanteneﬃzienzen der Detektoren nicht genau
gleich sein6. Daher wird sich in der Praxis das Teilungsverh¨ altnis immer auf die Gesamt-
heit von Strahlteiler und Detektoren beziehen. Aufgrund der in das Teilungsverh¨ altnis
eingehenden Detektionseﬃzienzen l¨ aßt sich auch nicht ausschließen, daß Temperatur-
eﬀekte eine Rolle spielen, da diese die Detektionseﬃzienz der Detektoren beeinﬂussen
k¨ onnen. Somit kann selbst bei einer festen Wellenl¨ ange der Photonen i. a. nicht von ei-
nem konstanten Teilungsverh¨ altnis ausgegangen werden, auch wenn die Ver¨ anderungen
nach einer gewissen Aufw¨ armphase nur gering sein werden, s. S. 154.
Welche Auswirkungen die spektrale Breite der Photonen im Zusammenspiel mit der
Quanteneﬃzienz der Detektoren hat, wird im Abschnitt 6.2.3 diskutiert.
5Hierbei ist ¨ uberdies zu bedenken, daß das Teilungsverh¨ altnis eines Strahlteilers, selbst wenn nur eine
Wellenl¨ ange zu ber¨ ucksichtigen ist und nicht eine ganzer Wellenl¨ angenbereich immer nur bis zu einer
gewissen Toleranz speziﬁziert ist.
6In der Tat war dies beim Laboraufbau auch so.
333.1.2 Erzeugung einzelner Photonen
Die meisten Lichtquellen emittieren Photonen gem¨ aß einer Bose-Einstein-Verteilung7
oder einer Poisson-Verteilung. So sendet der bei quantenoptischen Experimenten gern
verwendete Laser (idealisiert) sogenannte ”koh¨ arente Zust¨ ande“ mit einer mittleren Pho-
tonenanzahl ¯ n, einer Varianz ¯ n und somit einer Standardabweichung
√
¯ n aus; die Wahr-





Es l¨ aßt sich also nicht sicher vorhersagen, ob eine kontinuierliche Lichtquelle w¨ ahrend
eines betrachteten Zeitintervalles oder eine gepulste Quelle in einem ausgesandten Licht-
puls gerade genau ein Photon emittiert oder gar keines bzw. mehrere auf einmal. Zur
Illustration sind in den Abbildungen 3.2 und 3.3 die Wahrscheinlichkeiten aufgetragen,
n Photonen im Puls eines idealen Lasers mit einer mittleren Photonenzahl ¯ n von 1 bzw.
0,1 zu ﬁnden. Man kann hierbei gut erkennen, daß man eine sehr niedrige mittlere Pho-
tonenrate – gern wird der Wert ¯ n = 0,1 verwendet – braucht, um die Wahrscheinlichkeit
f¨ ur das gleichzeitige Auftreten von mehreren Photonen gering zu halten.
Eine ideale Einphotonenquelle hingegen h¨ atte eine Verteilung, bei der lediglich f¨ ur n = 1
die Wahrscheinlichkeit P(n) gleich Eins w¨ are und bei allen anderen Werten gleich Null.
Eine reale Einphotonenquelle auf Basis der parametrischen Fluoreszenz, s. Abschnitt
3.1.2.1, kommt diesem Ideal schon recht nahe, da sich eine Wahrscheinlichkeit von P(1) >
0,9 erreichen l¨ aßt, wenn man von einem Anteil von zuf¨ alligen Koinzidenzen8 von 5–10%
ausgeht, s. a. [55].
In vielen Forschungsinstituten wird bereits seit geraumer Zeit an der Entwicklung von
Lichtquellen gearbeitet, die Anzahlzust¨ ande abstrahlen k¨ onnen. Diese ohnehin schon
schwierige Aufgabe wird noch zus¨ atzlich dadurch erschwert, daß f¨ ur die meisten Experi-
mente und praktischen Anwendungen ein m¨ oglichst gerichtetes Aussenden der Anzahl-
zust¨ ande wichtig ist. Lediglich der einfachste Fall – einzelne Photonen – l¨ aßt sich bisher
verh¨ altnism¨ aßig gut realisieren.
Die verschiedenen Methoden, um gesteuert oder zumindest gesichert9 Lichtfelder mit
m¨ oglichst geringer, im Idealfall verschwindender, Varianz um die mittlere Photonenan-
zahl zu erzeugen, lassen sich nach der Vorgehensweise gliedern:
Verringerung der Varianz durch parametrische Verst¨ arkung Dieser Vorschlag
von D. Stoler [121] war einer der ersten, in dem beschrieben wurde, wie man die
Schwankungen der Photonenanzahl um die mittlere Photonenzahl herk¨ ommlicher Laser-
Lichtfelder verringern k¨ onnte. Erreicht werden sollte dies mit Hilfe eines entarteten opti-
schen parametrischen Verst¨ arkers. Er sollte hierzu mit einer frequenzverdoppelten Licht-
welle gepumpt werden, die vorher mit Hilfe eines nichtlinear optischen Kristalls aus der
7Die Koh¨ arenzzeit thermischer Lichtquelle ist sehr viel kleiner als die bestm¨ ogliche zeitliche Auﬂ¨ osung
der verwendeten Detektoren, deshalb geht die Statistik der gez¨ ahlten Photonen in den Grenzfall einer
Poisson-Verteilung ¨ uber, s. [84], S. 233.
8Diese machen sich dann in einer von Null verschiedenen Wahrscheinlichkeit f¨ ur P(0) bemerkbar,
d.h. P(0) = 1 − P(1).
9Der Unterschied ist folgender: Bei der gesteuerten Erzeugung kann man den Emissionszeitpunkt des
Photons selbst bestimmen, bei der gesicherten Erzeugung, weiß man ihn lediglich.

























Abbildung 3.2: Wahrscheinlichkeit f¨ ur eine Anzahl von n Photonen in einem koh¨ arenten Puls
mit einer mittleren Photonenanzahl ¯ n = 1


























Abbildung 3.3: Wahrscheinlichkeit f¨ ur eine Anzahl von n Photonen in einem koh¨ arenten Puls
mit einer mittleren Photonenanzahl ¯ n = 0,1
Fundamentalen durch Frequenzverdopplung erzeugt wird. Die fundamentale Welle dient
dann beim entarteten Fall des parametrischen Verst¨ arkers, f¨ ur beide, in diesem Spezial-
fall kollineare, Eingangswellen. Durch entsprechende Wahl der Parameter des parame-
trischen Verst¨ arkers sollte sich theoretisch die Photonenstatistik auf der Fundamentalen
dadurch beeinﬂussen lassen, daß durch Umwandlung je zweier Photonen der Fundamen-
35talen in ein Photon der Pumpwellenl¨ ange die Tendenz der Photonen zum ”Klumpen“
(Bunching), d.h. dem verst¨ arkten Auftreten von mehreren Photonen gleichzeitig, ver-
ringert wird. Man bezeichnet dies auch als ”Anti-Bunching“. Da die Umwandlung bei
hohen Photonenzahlen wahrscheinlicher ist als bei geringen, wirkt der parametrische
Verst¨ arker also wie ein nichtlinearer Absorber.
Verringerung der Varianz durch Rauschunterdr¨ uckung direkt bei der Er-
zeugung Hierf¨ ur werden Leucht- oder Laserdioden, die einen hohen Wirkungsgrad
besitzen m¨ ussen, mit einem sehr rauscharmen Elektronenstrom betrieben, um diese Ei-
genschaft auf das Lichtfeld zu ¨ ubertragen. Auf diese Weise10 gelingt es allerdings wie
beim vorangegangenen Vorschlag lediglich, die Varianz um den Mittelwert ¯ n etwas zu
reduzieren [130] (sogenanntes ”Amplituden-Squeezing“). Eine Realisierung von Photonen-
Anzahlzust¨ anden, die eine exakte Anzahl von Photonen haben, d.h. bei denen die Vari-
anz verschwindet, ist auf diesem Wege noch nicht gelungen.
Verwendung selektiv getriebener singul¨ arer Emitter Bei diesen Verfahren wer-
den keine makroskopischen Quellen eingesetzt, sondern vereinzelte, quantenmechanische
Systeme, wobei bisher einzelne Farbstoﬀmolek¨ ule, Quantenpunkte und NV-Zentren ver-
wendet wurden. Die Anti-Bunching-Eigenschaften des Lichtfeldes kommen bei diesem
Ansatz dadurch zustande, daß der singul¨ are Emitter nach Emission eines Photon erst
nach einer gewissen Zeitspanne in der Lage ist, ein weiteres Photon zu emittieren.
Ein Ansatz auf diesem Wege eine Einphotonenquelle zu bauen, stammt von Brunel
et. al. [19]: Sie verwenden die kontrollierte Fluoreszenz einzelner organischer Farbstoﬀ-
molek¨ ule bei tiefen Temperaturen (1,8 K); die Eigenschaften des ausgesandte Lichtes
entsprechen tats¨ achlich denen einer Einphotonenquelle. Ein ¨ ahnliches Experiment mit
einem einzelnen organischen Farbstoﬀmolek¨ ul als Lichtquelle bei Zimmertemperatur wur-
de von B. Lounis und W. E. Moerner [85] durchgef¨ uhrt. Allerdings wurde hierbei
kein reiner Einphotonenzustand erreicht, sondern in einem F¨ unftel der F¨ alle wurden
zwei Photonen ausgesandt.
Bei Zimmertemperatur besteht allerdings immer noch das große Problem, daß die ver-
wendeten einzelnen Farbstoﬀmolek¨ ule aufgrund der starken Belastungen durch das op-
tische Pumpen mit einem Laser nur eine sehr begrenzte Haltbarkeit aufweisen.
Dieses Problem wird bei zwei neuen, festk¨ orperphysikalischen Ans¨ atzen zur Realisierung
einer Einphotonenquelle durch Verwendung stabilerer Systeme als Emitter vermieden.
P. Michler et al. [93] realisieren solch eine Quelle, indem sie die Photonenerzeugung
durch Verwendung des anharmonischen Verhaltens eines Exzitonen-Mehrfach¨ uberganges
eines einzelnen Quantenpunktes regeln. Die Anregung der Quantenpunkte erfolgt mit
250 fs langen Pulsen eines Titan-Saphir-Lasers. Es l¨ aßt sich durch Koinzidenzmessungen
zeigen, daß bei einer Emission tats¨ achlich niemals mehr als ein Photon abgestrahlt wird.
¨ Uberdies erfolgt die Emission der einzelnen Photonen innerhalb weniger Nanosekunden,
in enger zeitlicher Korrelation mit dem Pumplaser und mit hoher Quanteneﬃzienz (η ≈
1), so daß die Quelle dem Ideal einer gepulsten Einphotonenquelle sehr nahe kommt.
Leider hat diese Erzeugungsmethode (noch) zwei Nachteile, die sich aber in Zukunft
zumindest teilweise beseitigen lassen werden: Die einzelnen Photonen werden nicht in
10F¨ ur eine ¨ Ubersicht ¨ uber diesen und ¨ ahnliche Ans¨ atze, s. [131].
36eine Richtung abgestrahlt und die Proben mit den Quantenpunkten m¨ ussen auf unter
4 K gek¨ uhlt werden.
Der zweite festk¨ orperphysikalische Ansatz, um eine Einphotonenquelle zu realisieren,
verwendet die Fluoreszenz von NV-Zentren, d.h. einem System aus einer Fehlstelle in der
direkten Nachbarschaft eines einzelnen Atoms einer Stickstoﬀ-Verunreinigung und dem
Stickstoﬀatom, in Diamant bei Zimmertemperatur. Die hohe Quanteneﬃzienz der Ab-
strahlung, die kurze Zerfallszeit des angeregten Zustandes und die Stabilit¨ at des Systems
gestatten hierbei die Realisierung einer Einphotonenquelle. Angeregt wird das System
mit Hilfe eines frequenzverdoppelten Neodym-YAG-Laser, die Fluoreszenz erfolgt im ro-
ten bis nah-infraroten Teil des Spektrums mit einer Bandbreite von ca. 120 nm. Das emit-
tierte Licht zeigt deutliche Antibunching-Eigenschaften, ein vorhandener Fluoreszenz-
Untergrund des Diamant bedingt allerdings, daß kein perfektes Antibunching gemessen
wird. Der große Vorteil dieser Einphotonenquelle besteht darin, daß sie einen kompakten
Aufbau, eine gerichtete Abstrahlung11 und einen Betrieb bei Zimmertemperatur ohne
Degradationserscheinungen erlaubt.
Bei den in der vorliegenden Arbeit beschriebenen Experimenten werden die Photonen-
Anzahlzust¨ ande nicht direkt realisiert, sondern sie werden indirekt erzeugt. Dies ist f¨ ur
einen Einphotonen-Zustand gut m¨ oglich [55], man geht dabei folgendermaßen vor: Man
nehme ein Paar zeitlich und r¨ aumlich korrelierter Photonen und detektiere eines der
Photonen mit einem (Trigger-)Detektor, ohne das andere Photon des Paares zu ver-
nichten. Aufgrund der Korrelation der beiden Photonen kann dann davon ausgegangen
werden, daß bei einem Ansprechen des (Trigger-)Detektors (im Idealfall) noch ein Pho-
ton in dem korrespondierenden Raumbereich innerhalb des betrachteten Zeitintervalles
vorhanden sein muß.
Es bleiben bei dieser Vorgehensweise noch zwei Probleme zu l¨ osen:
• Man muß ein Verfahren ﬁnden, um einzelne Photonenpaare zu erzeugen.
• Die beiden Photonen eines Paares m¨ ussen ohne gr¨ oßere Verluste r¨ aumlich getrennt
werden k¨ onnen, damit die Detektion des einen Photons das andere nicht ebenfalls
vernichtet.
Diese beiden Probleme lassen sich elegant l¨ osen, indem man die sogenannte parametri-
sche Fluoreszenz zur Erzeugung von Photonenpaaren nutzt.
3.1.2.1 Parametrische Fluoreszenz
Unter parametrischer Fluoreszenz [20, 123, 132] versteht man die nichtlineare Wechsel-
wirkung eines einfallenden Pumplichtfeldes mit einem optisch anisotropen Kristall, bei
der Paare von zeitlich12, energetisch und r¨ aumlich korrelierten Photonen ausgesandt
werden. Es gibt eine ganze Reihe von optisch anisotropen Kristallen, die zur Erzeugung
parametrischer Fluoreszenz benutzt werden, am gebr¨ auchlichsten sind hierbei KDP (Ka-
liumdihydrogenphosphat KH2PO4), ADP (Ammoniumdihydrogenphosphat NH4H2PO4,
11Das abgestrahlte Licht wurde direkt in eine Glasfaser eingekoppelt.
12Die beiden Photonen werden gleichzeitig innerhalb eines Zeitintervalles von 50–100 Femtosekunden
abgestrahlt, s. [56]; mit den verwendeten Photodetektoren, die eine Zeitauﬂ¨ osung von 500 ps haben und
zudem noch eine Totzeit von typ. 50 ns besitzen, l¨ aßt sich das Photonenpaar daher nicht mit einem
einzelnen Detektor zeitlich in die beiden einzelnen Photonen auﬂ¨ osen.
37Lithiumniobat (LiNbO3), Lithiumjodat (LiIO3), Kaliumniobat (KN abgek¨ urzt, KNbO3)
und BBO (β–Bariumborat BaB2O4). Die parametrische Fluoreszenz ist eine experimen-
tell gut realisierbare Methode, Photonenpaare zu erzeugen, die außerdem noch den ent-
scheidenden Vorteil hat, die Photonen eines Paares in zwei relativ kleine Raumwinkelbe-
reiche13 abzustrahlen, so daß sie sich mit herk¨ ommlichen Detektoren eﬃzient detektieren
lassen.
Die parametrische Fluoreszenz l¨ aßt folgendermaßen anschaulich beschreiben: Ein ein-
fallendes Pump-Photon wird aufgrund der Nichtlinearit¨ at des Mediums spontan in ein
Photonenpaar umgewandelt, das aus einem ”Signal“-Photon der Frequenz ωs und einem
”Idler“-Photon der Frequenz ωi besteht. Da hierbei sowohl Energie als auch Impuls er-
halten bleiben m¨ ussen, die Energie eines Photons durch ¯ hω und der Impuls durch ¯ h~ k
gegeben ist, hat man als Beziehung zwischen dem Pump-Photon und den Photonen des
erzeugten Paares:
ωs + ωi = ωp und ~ ks +~ ki = ~ kp. (3.1)
Die Wahrscheinlichkeit, daß ein Pumpphoton in ein Photonenpaar umgewandelt wird,
ist abh¨ angig von der St¨ arke der Nichtlinearit¨ at, typischerweise14 aber leider sehr klein:
Pkonv. ≈ 10−11. Somit ist die Wahrscheinlichkeit, zwei Photonenpaare gleichzeitig zu
erhalten, entsprechend gering; man kann also von einzelnen Photonenpaaren ausgehen.
Dies bezieht sich insbesondere auf den Zeitraum zwischen Emission des Paares und De-
tektion der Photonen des Paares; ist es doch gerade f¨ ur einen quantenoptischen Zufalls-
generator sehr w¨ unschenswert, immer nur einzelne Photonen f¨ ur den Zufallsprozeß zu
verwenden, da sich so eine direkte Beeinﬂussung15 aufeinanderfolgender Zufallsereignisse
grunds¨ atzlich ausschließen l¨ aßt. Wurde n¨ amlich das nachfolgende Photonenpaar noch gar
nicht von der Quelle emittiert, kann es nat¨ urlich nicht direkt von dem vorhergehenden
Paar bzw. von einem der Photonen des Paares beeinﬂußt werden. Allerdings gehorcht
die Emission der Photonenpaare einer Poisson-Statistik [74] und somit existiert eine
nicht verschwindende Wahrscheinlichkeit daf¨ ur, daß ein Photonenpaar emittiert wird,
w¨ ahrend sich das vorangehende noch ”im Flug“ durch den experimentellen Aufbau be-
ﬁndet; allerdings ist die Wahrscheinlichkeit hierf¨ ur bei den gegebenen experimentellen
Randbedingungen recht klein, s. Diskussion, Abschnitt 6.2.3.1.
Mit der parametrischen Fluoreszenz l¨ aßt sich somit zwar keine Lichtquelle realisieren,
die zu bestimmten Zeiten genau ein Photonenpaar emittiert16 und somit auch keine ent-
sprechende Einphotonenquelle, aber durch das Signal des Triggerdetektors weiß man im
nachhinein, wann das Signalphoton emittiert wurde. F¨ ur die meisten Experimente ist
dies v¨ ollig ausreichend, so auch f¨ ur die mit einzelnen Photonen arbeitenden quantenop-
tischen Zufallsgeneratoren.
13F¨ ur den sogenannten kollinearen Fall, s.u., sind die beiden Raumwinkelbereiche deckungsgleich.
14In Abschnitt 5.1.4 wird diese Konversionseﬃzienz f¨ ur die durchgef¨ uhrten Experimente berechnet.
15Eine indirekte Beeinﬂussung ist sehr wohl m¨ oglich, z. B. ¨ uber Totzeiteﬀekte der Detektoren.
16Verwendet man einen Kurzpuls-Laser zum Pumpen des nichtlinearen Kristalls, so kann man aufgrund
der instantanen Natur des parametrischen Prozesses sicher sein, daß ein auslaufendes Photonenpaar
w¨ ahrend des Zeitintervalles der Wechselwirkung zwischen Lichtpuls und Kristall entstanden sein muß.
Ob allerdings ¨ uberhaupt ein Photonenpaar bei der Wechselwirkung entsteht, ist nat¨ urlich immer noch
ein stochastischer Vorgang: Nur bei hoher Pulsintensit¨ at kann man hinreichend sicher sein, daß ein Paar
entsteht. Die bei der parametrischen Fluoreszenz entstehenden Paare sind aber Poisson-verteilt, so daß
bei solch hoher Intensit¨ at des Pumplichtes h¨ auﬁg mehrere Photonenpaare pro Pump-Puls entstehen
w¨ urden.
38Bei der experimentellen Realisierung der parametrischen Fluoreszenz muß man aller-
dings noch einen wichtigen, weiteren Aspekt ber¨ ucksichtigen. Soll m¨ oglichst intensives
Fluoreszenzlicht erzeugt werden, d.h. m¨ oglichst viele Photonenpaare, muß man erreichen,
daß an verschiedenen Stellen eines Kristalls erzeugtes Fluoreszenzlicht sich phasenrichtig
¨ uberlagert, da sonst die Intensit¨ at des Fluoreszenzlichtes ab- und nicht wie gew¨ unscht
zunehmen k¨ onnte. Dies wird durch die Dispersion des Mediums erschwert, denn f¨ ur
eine gegebene Frequenzanpassung ωp = ωs + ωi ist im allgemeinen der Betrag des Wel-
lenvektors der Pumpwelle gr¨ oßer als die Summe der Signal- und Idler-Wellenvektoren:
|~ kp| > |~ ks +~ ki|, so daß die Phasenlage zwischen Pump- und dem Fluoreszenzlicht nicht
konstant bleibt.
Methoden um den Wellenvektor der Pumpwelle so abzustimmen, daß es zu einer pha-
senrichtigen ¨ Uberlagerung des entstehenden Fluoreszenzlichtes kommt, nennt man Pha-
senanpassungen. Meist nutzt man bei ihnen die doppelbrechenden Eigenschaften des
optisch nichtlinearen Kristalls aus, d.h. den Umstand, daß der Brechungsindex (bzw.
die Phasengeschwindigkeit des Lichtes im Kristall) f¨ ur verschiedene Polarisations- und
Ausbreitungsrichtungen im allgemeinen unterschiedlich ist.
Im Falle eines optisch negativen, uniaxialen Kristalls, wie z.B. Lithiumjodat, schickt man
die Pumpwelle als außerordentliche Welle durch den Kristall, und Signal-und Idler-Welle
laufen entweder beide als ordentliche Welle (Typ-I-Phasenanpassung, s. Abb. 3.4) oder













Abbildung 3.4: Typ-I-Phasenanpassung, nichtkollinearer Fall
Welcher der beiden F¨ alle dabei realisiert wird, h¨ angt vom Winkel zwischen der opti-
schen Achse und der Ausbreitungsrichtung der Pumpwelle ab. Durch ihn wird auch
bestimmt, ob die Photonenpaare kollinear oder nichtkollinear, zum Pumpstrahl emit-
tiert werden. Die Impulserhaltung fordert im nichtkollinearen Fall, daß die Signal- bzw.
Idler-Photonen in Winkeln Θs und Θi relativ zur Strahlachse des Pumplasers emittiert18
werden:
17Zur besseren ¨ Ubersicht ist die Brechung der Signal- und Idler-Strahlen am ¨ Ubergang Kristall-Luft
in den Abbildungen nicht dargestellt.
18Der Winkel zwischen Pumpstrahl und der Richtung der Photonen eines Paares ist in Abb. 3.4 zur
Verdeutlichung stark ¨ ubertrieben dargestellt, im Experiment werden die Winkel so klein wie m¨ oglich

















wobei np, ns und ni die Brechungsindices des Kristalls f¨ ur die Wellenl¨ angen λp, λs und
λi sind. Die Winkel Θs und Θi k¨ onnen hierbei auf einem Kegelmantel um die Strahl-
achse des Pumplasers liegen. Im kollinearen Fall gilt Θs = Θi = 0. Neben der eben
beschriebenen Winkel-Phasenanpassung bieten Kristalle. wie z.B. Kaliumniobat, bei de-
nen die Temperaturabh¨ angigkeit der Brechungsindices entlang der Kristallhauptachsen
unterschiedlich ist, noch zus¨ atzlich die M¨ oglichkeit einer Phasenanpassung mit Hilfe der
Temperatur. Der Vorteil dieser Methode liegt darin, daß es nicht n¨ otig ist, den Kristall
wie bei der Winkel-Phasenanpassung mit Hilfe einer Winkelverstelleinheit zu drehen und
sich hiermit die Justage des Gesamtaufbaus vereinfacht. Allerdings erkauft man sich dies
mit leichten Schwankungen in der Wellenl¨ angenverteilung der Signal- und Idler-Strahlen,
da sich bereits kleine Temperaturschwankungen von 0,1◦ C auf die Phasenanpassung
auswirken, s. Abschnitt 5.1.2.3.
3.1.3 Von-Neumann-Regularisierung
Bei nahezu allen19 physikalischen Zufallsgeneratoren taucht ein grunds¨ atzliches Problem
auf: Wie nahe das Verh¨ altnis von Nullen und Einsen auch beim idealen Teilungsverh¨ alt-
nis von 50:50 liegen mag, wenn die zuf¨ allige Bin¨ arsequenz nur lang genug ist, wird man
auch kleinste Abweichungen bemerken, s. Abschnitt 3.2.3.
Dieses Problem l¨ aßt sich aber direkt bei der Datenaufnahme oder auch im nachhinein be-
heben, indem man ein einfaches mathematisches Verfahren anwendet, das auf John von
Neumann [96] zur¨ uckgeht und als einzige Voraussetzung die statistische Unabh¨ angigkeit
aufeinanderfolgender Ereignisse verlangt.
Bei der Von-Neuman-Regularisierung werden jeweils zwei aufeinanderfolgende Eingangs-
bits ¨ uberlappungsfrei zusammengefaßt und aus ihnen ein Ausgangsbit nach folgender
Vorschrift generiert:





Dieses Verfahren bringt zwar den Nachteil einer mindestens 75-prozentigen Reduktion
der maximal erreichbaren Bitrate mit sich, garantiert daf¨ ur aber auch, daß keine syste-
matischen Fehler bei der 50:50 Verteilung der relativen H¨ auﬁgkeit der Nullen und Einsen
auftreten.
19Bei Zufallsgeneratoren, die radioaktive Zerf¨ alle in der in Abschnitt 2.2.3.1 erl¨ auterten Weise zur
Zufallsgenerierung verwenden, tritt dieses Problem nicht auf.
40Neben der Von-Neumann-Regularisierung, die durch ihre Einfachheit besticht, gibt es
auch noch andere, ausgefeiltere Methoden, um das Verh¨ altnis von Nullen und Einsen
im Mittel auf den Idealwert von 50:50 zu bringen. Diese Methoden sind komplizierter,
daf¨ ur erm¨ oglichen einige von ihnen aber selbst dann eine Regularisierung, wenn stati-
stische Abh¨ angigkeiten zwischen den Zufallsbits vorliegen, w¨ ahrend andere eﬃzienter
als die Von-Neumann-Regularisierung sind und eine h¨ ohere Netto-Bitrate erlauben. Ei-
ne ausf¨ uhrliche Darstellung der Von-Neumann-Regularisierung und anderer, praktisch
anwendbarer Regularisierungsmethoden ﬁndet sich im Anhang, Abschnitt G.
3.2 Statistische Tests der Zufallszahlen
Aufgrund der großen Bedeutung, die Zufallszahlen f¨ ur Simulationen, Monte-Carlo-
Methoden und in der Kryptographie haben, wurden im Laufe der Zeit eine große Anzahl
von statistischen Tests entwickelt (s. z.B. [25, 28, 51, 68, 77, 78, 90]), um insbesondere
algorithmisch arbeitende Zufallszahlengeneratoren auf statistische Defekte zu testen.
Im Prinzip lassen sich sogar beliebig viele weitere Tests ersinnen, und in der Tat werden
auch immer wieder neue Tests vorgeschlagen. Dies hat allerdings auch einen triftigen
Grund: Selbst bei einem Pseudozufallszahlengenerator, der bereits eine Reihe von Tests
bestanden hat, kann man sich nie sicher sein, daß er einen neu entworfenen Test ebenfalls
bestehen wird. Daher hat man keine andere Wahl, als vor dem Einsatz eines Pseudozu-
fallszahlengenerators, einen Test durchzuf¨ uhren, der m¨ oglichst diejenigen statistischen
Eigenschaften der Zufallszahlen testet, die bei der jeweiligen Anwendung ben¨ otigt wer-
den und bei denen eine Abweichung vom statistischen Idealverhalten zu Fehlern f¨ uhren
k¨ onnte.
So viele Tests f¨ ur Pseudozufallszahlengeneratoren es auch geben mag – es stellt sich
dennoch die Frage, welche dieser Tests man am besten zur Untersuchung physikalischer
Zufallsgeneratoren verwenden sollte. So wurden z.B. einige der Standardtests [78] f¨ ur
algorithmische Zufallsgeneratoren speziell entwickelt, um statistische Defekte wie lang-
reichweitige Korrelationen aufzudecken, die bei physikalischen Zufallsgeneratoren i.a.
ohnehin keine Rolle spielen, s. Abschnitt 3.2.6.
Nat¨ urlich sollte ein physikalischer Zufallsgenerator dennoch beliebige statistische Tests
auf Zuf¨ alligkeit – also auch die oben erw¨ ahnten – bestehen, allerdings zeigt sich hierbei
ein speziﬁsches Problem der meisten physikalischen Zufallsgeneratoren:
Die ”Rohdaten“ eines physikalischen Zufallsgenerators, also die Daten, welche keiner Re-
gularisierung unterzogen wurden, besitzen eine relative H¨ auﬁgkeitsverteilung der Nullen
und Einsen, die i. a. nicht dem theoretischen Idealfall einer Binomialverteilung mit glei-
cher Wahrscheinlichkeit f¨ ur das Auftreten einer Eins oder einer Null entspricht. L¨ aßt sich
die sogenannte Nullhypothese (s.u.), die das rein zufallsgesteuerte statistische Verhalten
beschreibt, nur f¨ ur eine ideale Gleichverteilung von Nullen und Einsen analytisch20 be-
rechnen, ist ein Test der bekanntermaßen tendenzbehafteten Rohdaten wenig sinnvoll,
da nur die ohnehin bereits bekannten Abweichungen von der idealen Gleichverteilung
20Numerische Berechnungen, die sich in solchen F¨ allen oft auf Simulationen st¨ utzen, bei denen wieder-
um h¨ auﬁg Pseudozufallszahlengeneratoren benutzt werden, sind nat¨ urlich etwas unbefriedigend. Derart
erhaltene Ergebnisse lassen sich zwar durch Cross-Validierung mit mehreren Pseudozufallsgeneratoren
absichern, aber ein unangenehmer Beigeschmack bleibt.
41”aufgedeckt“ w¨ urden. Eventuell vorhandene, tieferliegende statistische Defekte w¨ urden
vollst¨ andig von diesem Umstand ¨ uberdeckt.
Um dennoch weitergehende statistische Tests durchf¨ uhren zu k¨ onnen, bieten sich zwei
m¨ ogliche Vorgehensweisen an:
1. Man betrachtet nicht die Rohdaten, sondern testet nur regularisierte Daten, bei
denen die H¨ auﬁgkeitsverteilung der Nullen und Einsen ideal sein sollte.
2. Man benutzt nur Tests, deren Statistik als Parameter die Wahrscheinlichkeit f¨ ur
eine Eins P(Bit = 1) = p erlauben. Hierbei wird der Wert p aus der f¨ ur den
Test jeweils verwendeten Stichprobe gesch¨ atzt. Allerdings erlauben nicht alle Tests
dieses Vorgehen, so daß interessante Tests, wie z.B. der bin¨ are Ableitungstest [28],
nicht durchgef¨ uhrt werden k¨ onnen.
In der vorliegenden Arbeit wird bei den meisten Tests der zweite Weg eingeschlagen.
Lediglich zum Vergleich und um die Auswirkungen von Regularisierungsverfahren dar-
zulegen, werden vereinzelt Tests an regularisierten Daten durchgef¨ uhrt.
3.2.1 Methodisches Vorgehen bei statistischen Tests
Im folgenden wird die Vorgehensweise bei den statistischen Tests der Zufallsgeneratoren
beschrieben, wobei in diesem Abschnitt allerdings nur auf die grundlegende Methodik
von einstuﬁgen und zweistuﬁgen statistischen Tests eingegangen wird. Die Details der
von Test zu Test verschiedenen Statistiken werden in nachfolgenden Unterkapiteln be-
sprochen. Lediglich der Kolmogorov-Smirnov-Test, der einen integralen Bestandteil der
in dieser Arbeit verwendeten zweistuﬁgen, statistischen Tests darstellt, wird bereits hier
erl¨ autert.
Statistische Tests werden allgemein verwendet, um zu entscheiden, mit welcher Wahr-
scheinlichkeit ein experimentell gewonnener Datensatz mit einer i. a. vor dem Experi-
ment aufgestellten Hypothese vereinbar ist. Formal wird die Hypothese hierbei durch
eine theoretische, meist parametrisierte Wahrscheinlichkeitsverteilung einer Zufallsva-
riablen dargestellt, wobei diese Zufallvariable mit Hilfe einer Funktion, der sogenannten
Statistik, aus den Daten berechnet wird.
Es wird allerdings nicht die Wahrscheinlichkeit f¨ ur die G¨ ultigkeit der Hypothese er-
mittelt, sondern umgekehrt die Wahrscheinlichkeit f¨ ur das Ablehnen der sogenannten
Nullhypothese, d.h. der Hypothese, daß bloße Zufallsschwankungen f¨ ur die Ergebnisse
verantwortlich sind, berechnet. Hierbei sollte die Wahrscheinlichkeit, daß man die Null-
hypothese zu unrecht ablehnt21, d.h. Eﬀekte erkennt, wo eigentlich nur der Zufall regiert,
hinreichend klein sein. Typische Werte f¨ ur diese Signiﬁkanzniveau genannte Wahrschein-
lichkeit sind z.B. α = 0,02, α = 0,05 oder bisweilen auch α = 0,1. Entsprechend ist 1−α
das Sicherheitsniveau, auf dem man ”ausschließen kann“, daß Zufallsschwankungen ledig-
lich einen vermeintlichen Eﬀekt vorget¨ auscht haben, d.h. man die Hypothese als g¨ ultig
akzeptiert, obwohl sie es nicht ist. W¨ ahlt man α relativ groß und somit das Sicherheitsni-
veau entsprechend klein, besteht die Gefahr, daß eine Hypothese von den Daten best¨ atigt
zu werden scheint, obwohl dies eigentlich nicht der Fall ist. W¨ ahlt man andererseits α
sehr klein, so besteht die Gefahr, daß die Nullhypothese nicht abgelehnt wird, obwohl
21Man nennt dies auch Fehler erster Art.
42sie eigentlich verworfen werden sollte22, da tats¨ achlich ein Eﬀekt vorliegt, der sich aller-
dings nicht so deutlich in den Daten zeigt, daß er auf einem so hohen Sicherheitsniveau
best¨ atigt werden k¨ onnte.
Die Wahl des Sicherheitsniveaus bzw. von α h¨ angt auch von der Stichprobengr¨ oße ab,
da Zufallsschwankungen mit zunehmender Stichprobengr¨ oße geringer ausfallen, so daß
sich h¨ ohere Sicherheitsniveaus erreichen lassen.
Hat man ein Sicherheitsniveau gew¨ ahlt, so muß noch ber¨ ucksichtigt werden, ob es sich
um einen einseitigen oder einen zweiseitigen Test handelt, d.h. ob die Region der f¨ ur die
Nullhypothese akzeptablen Statistik-Werte nach einer oder nach zwei Seiten abgegrenzt
ist. Im ersten Fall l¨ aßt sich aus der Wahrscheinlichkeitsverteilung der Statistik direkt der
Wert der Statistik ablesen, ab dem die Nullhypothese verworfen wird, im zweiten Fall
werden zwei Werte der Statistik so gew¨ ahlt, daß die Wahrscheinlichkeit f¨ ur die Werte der
Statistik außerhalb des von ihnen begrenzten Akzeptanz-Gebietes gerade gleich α ist.
Bei Verteilungen mit symmetrischer Dichtefunktion, wie z.B. der Normalverteilung, wird
man die beiden Werte so w¨ ahlen, daß die Wahrscheinlichkeit f¨ ur die Werte außerhalb
des Intervalls auf jeder Seite jeweils α/2 betr¨ agt.
Will man Zufallgeneratoren auf statistische Defekte testen, so hat man es mit einer
etwas ungew¨ ohnlichen Situation zu tun: Das Idealverhalten des Zufallgenerators sollte
gerade das zuf¨ allige Verhalten sein, d. h. die G¨ ultigkeit der Nullhypothese ist in diesem
Fall das, was man erwartet. Jeder ”Eﬀekt“ im obigen Sinne ist ein Defekt, wobei aller-
dings i.a. keine speziﬁsche Hypothese betrachtet wird, sondern alle m¨ oglichen anderen
Hypothesen, d.h. Defekte werden zusammengefaßt zu einer Alternative.
3.2.1.1 Einstuﬁge Tests
Bei einstuﬁgen statistischen Tests geht man folgendermaßen vor:
1. Man w¨ ahle eine hinreichend große23 Stichprobe aufeinanderfolgender24, Bits aus
dem Zufallsbitstrom.
2. Man berechne aus den Daten (D1,...,Dn) der Stichprobe mit Hilfe einer f¨ ur den
Test speziﬁschen Funktion, der Statistik X(D1,...,Dn), einen einzelnen Wert x.
Der auf diese Weise erhaltene Wert x wird nun danach beurteilt, wie wahrscheinlich es
ist, daß ein idealer Zufallsgenerator ihn erzeugt haben k¨ onnte. Dies kann auf zwei Arten
geschehen:
22Man bezeichnet dies als Fehler zweiter Art.
23Wie groß ”hinreichend groß“ ist, h¨ angt von den Details der jeweiligen Test-Statistik ab. Wird z.B.
eine Approximation f¨ ur die tats¨ achliche, theoretische Wahrscheinlichkeitsverteilung verwendet, so muß
die Stichprobe nat¨ urlich so groß sein, daß die Bedingungen f¨ ur eine gute Approximation erf¨ ullt sind, s.a.
Abschnitt D.
24Bei physikalischen Zufallsgeneratoren ist dieses Vorgehen angemessen, bei Pseudozufallsgeneratoren
kann es aber durchaus geboten sein, auch unzusammenh¨ angende Teilmengen zu testen. Aufgrund der
Berechnung der jeweils folgenden Zahl aus ihren Vorg¨ angern stellt die maximale L¨ ange der Zahlen, die
i.a. der Registerl¨ ange des verwendeten Prozessors entspricht, eine nat¨ urliche Einteilung des Bitstroms
dar. Es ist daher auch durchaus m¨ oglich, daß die niederwertigen Bits der Zahlzahlen f¨ ur sich betrachtet
andere statistische Eigenschaften haben als die h¨ oherwertigen.
431. Es wird ein Signiﬁkanzniveau α von vornherein vorgeben, das beim Test von Zu-
fallsgeneratoren festlegt, wie hoch die Wahrscheinlichkeit ist, daß auch ein idealer
Zufallsgenerator den Test aufgrund starker Zufallsschwankungen nicht besteht.
Anschließend berechnet man durch Inversion der Wahrscheinlichkeitsverteilung der
Nullhypothese den Wert oder die Werte der Statistik, die diesem Signiﬁkanzniveau
entsprechen.
Liegt der aus den empirischen Daten errechnete Wert x der Statistik innerhalb
des speziﬁzierten Bereiches, wird der Test als auf dem Sicherheitsniveau (1 − α)
bestanden angesehen; ansonsten gilt der Generator als defektbehaftet25.
2. Es wird keine feste Wahrscheinlichkeit α vorgegeben, sondern erst anhand des em-
pirisch erhaltenen Wertes x der Statistik und der Wahrscheinlichkeitsverteilung
wird berechnet, wie hoch die Wahrscheinlichkeit α daf¨ ur w¨ are, daß die Stichprobe
eines idealen Zufallsgenerators außerhalb eines Bereiches l¨ age, dessen (eine) Grenze
x ist. Hierbei wird ¨ ahnlich wie im vorhergehenden Fall bei Schritt 2 vorgegangen;
nat¨ urlich muß auch hierbei beachtet werden, ob es sich um einen einseitigen oder
einen zweiseitigen Test handelt. Ist der auf diese Weise erhaltene Wert α relativ
groß, so gilt der Generator als nicht defektbehaftet.
Beide Vorgehensweisen zeigen ein Problem auf, das sich bei einstuﬁgen Tests nicht ver-
meiden l¨ aßt: F¨ uhrt man einen einstuﬁgen Test lediglich einmal durch, so l¨ aßt sich i.a.
die G¨ ute eines Zufallsgenerators nicht hinreichend genau beurteilen. Nur bei sehr großen
Abweichungen vom Idealverhalten kann man einen Generator guten Gewissens als ”nicht
zuf¨ allig“ ablehnen. Dieses Problem l¨ aßt sich etwas abmildern, indem man mehrere einstu-
ﬁge Tests durchf¨ uhrt; g¨ unstiger ist es allerdings, gleich zweistuﬁge Tests durchzuf¨ uhren,
die pr¨ azisere Aussagen hinsichtlich der G¨ ute des Generators erm¨ oglichen.
3.2.1.2 Zweistuﬁge Tests
Die erste Stufe eines zweistuﬁgen Tests unterscheidet sich lediglich in einem Punkt von
einem einstuﬁgen Test: Es wird nicht nur einmal eine Statistik berechnet, sondern der
Test wird mehrere Male auf unterschiedlichen Teilsequenzen der Daten durchgef¨ uhrt,
so daß man entsprechend viele Realisierungen der Statistik erh¨ alt. Erh¨ alt man im Falle
des einstuﬁgen Tests also lediglich einen einzigen Wert f¨ ur die Statistik, so l¨ aßt sich bei
zweistuﬁgen Tests aus der Menge aller Testergebnisse der ersten Stufe eine empirische
H¨ auﬁgkeitsverteilung f¨ ur die Statistik erstellen. Diese empirische H¨ auﬁgkeitsverteilung
ist es, die man in einer zweiten Teststufe mit der theoretischen Wahrscheinlichkeitsver-
teilung vergleicht. Auf diese Weise erhaltene Ergebnisse sind wesentlich aussagekr¨ aftiger
als ein einzelner Testwert, bei dem es sich durchaus um einen Ausreißer oder – schlim-
mer noch – um einen zuf¨ alligerweise guten Wert eines ansonsten schlechten Generators
handeln k¨ onnte.
Starke Abweichungen der empirischen von der theoretischen Verteilung erkennt man
nat¨ urlich leicht durch einen visuellen Vergleich der Graphen der beiden Verteilungen.
25Nach dem oben Gesagten ist nat¨ urlich klar, daß auch ein idealer Generator durch den Test fallen
kann, daher darf α bei einstuﬁgen Tests nicht zu groß gew¨ ahlt werden, f¨ ur typische Werte vgl. z.B.
FIPS-Tests in Abschnitt 3.2.2.
44Ein objektiveres Maß f¨ ur die Gr¨ oße der Abweichung l¨ aßt sich mit Hilfe der Kolmogorov-
Smirnov-Statistik berechnen.
3.2.1.3 Kolmogorov-Smirnov-Test
Will man eine empirische mit einer theoretischen Verteilung auch quantitativ verglei-
chen, braucht man ein Maß f¨ ur den Abstand zwischen den beiden Verteilungen. Der
Kolmogorov-Smirnov-Test verwendet hierf¨ ur die maximalen Abweichungen der beiden
Verteilungen in positiver wie negativer Richtung. Bezeichnet man die empirische Vertei-











Ist die theoretische Verteilung analytisch gegeben, lassen sich K+
n und K−
n aus den em-
pirischen Daten leicht ermitteln. Will man einsch¨ atzen, wie wahrscheinlich es ist, daß
es sich bei der empirischen Verteilung um eine Realisierung der theoretischen Vertei-
lung handelt, muß man wiederum ein Signiﬁkanzniveau vorgeben bzw. berechnen. Das
Signiﬁkanzniveau ist hierbei die Wahrscheinlichkeit, daß der Abstand K+
n (bzw. der
Abstand K−
n ) kleiner oder gleich einem Schwellwert s ist, f¨ ur den Fall, daß es sich bei
der empirischen H¨ auﬁgkeitsverteilung tats¨ achlich um eine Realisierung der theoretischen
Wahrscheinlichkeitsverteilung handelt.



















F¨ ur die Werte von K−
n gilt die gleiche Approximation. Es empﬁehlt sich hierbei wieder,
direkt den empirisch erhaltenen Wert f¨ ur K+
n als Schwellwert s zu w¨ ahlen und das
zugeh¨ orige Signiﬁkanzniveau mit Hilfe der oben stehenden Formel zu berechnen.
Typischerweise wird eine empirische Verteilung an manchen Stellen gr¨ oßer und an ande-
ren wiederum kleiner als die theoretische Verteilung sein. Liegt die empirische Verteilung
nahe bei der theoretischen, erh¨ alt man entsprechend kleine Werte f¨ ur K+
n bzw. K−
n , und
die entsprechenden Wahrscheinlichkeiten sind dementsprechend ebenfalls recht gering.
Zwar kann dies grunds¨ atzlich auch vorkommen, doch sind solche sehr niedrigen Werte
meist ein Zeichen daf¨ ur, daß der Zufallsgenerator in dem Sinne ”zu zuf¨ allig ist“, als daß
seine Fluktuationen zu gering sind. Ein solches Verhalten ist allerdings h¨ ochstens von
Pseudozufallsgeneratoren zu erwarten.
26Beide Abst¨ ande getrennt zu betrachten, ist die ”Smirnov-Variante“ des Tests. Beim Kolmogorov-
Smirnov-Test im strengen Sinne wird nur der gr¨ oßere der beiden Abst¨ ande betrachtet. Die hier verwen-
dete Variante weist den Vorteil auf, daß sich f¨ ur die Signiﬁkanz der maximalen Abweichungen sowohl
ein endlicher analytischer Ausdruck als auch eine sehr gute Approximation angeben l¨ aßt.
27Die Approximation ist bei mehr als 100 Tests der ersten Stufe sehr gut erf¨ ullt, erst in der vierten
Nachkommastelle zeigen sich Abweichungen vom exakten Ergebnis; mehr als zwei Nachkommastellen
sind f¨ ur eine Interpretation der Ergebnisse ohnehin unn¨ otig.
45Sind umgekehrt die Werte f¨ ur K+
n und K−
n recht groß – ein Fall, der bei physikalischen
Generatoren eher anzutreﬀen ist – dann sind die Wahrscheinlichkeiten daf¨ ur, daß die
Werte f¨ ur K+
n und K−
n idealer Zufallsgeneratoren kleiner als die empirisch erhaltenen
w¨ aren, sehr nah bei Eins, da es fast sicher ist, daß die empirische Verteilung n¨ aher an
der theoretischen liegen sollte, als dies der Fall ist.
H¨ auﬁg kommt es auch vor, daß einer der beiden Werte groß, der andere aber klein ist:
Auch dies ist ein Zeichen f¨ ur einen statistischen Defekt des Generators.
”Gute Werte“ der Signiﬁkanz werden also weder nahe bei Eins noch nahe bei Null liegen,
sondern bei 1/2. Man sieht also, daß die Signiﬁkanz im Falle des Kolmogorov-Smirnov-
Tests eine etwas andere Bedeutung hat als bei den oben erw¨ ahnten einfachen Tests.
Grunds¨ atzlich besteht nat¨ urlich die M¨ oglichkeit, in der statistischen Auswertung noch
eine Stufe weiter zu gehen, d.h. man f¨ uhrt eine m¨ oglichst große Zahl von zweistuﬁgen
Tests durch, berechnet jeweils die Werte f¨ ur K+
n und K−
n und ermittelt auf diese Weise
empirische Verteilungen f¨ ur K+
n und K−
n , die sich nun wiederum mit ihrer theoreti-
schen Verteilung vergleichen lassen. Allerdings muß man bei diesem Vorgehen mit zwei
Problemen rechnen:
• Die ben¨ otigten Datenmengen nehmen stark zu, da man sehr viele Tests der ersten
Stufe machen muß.
• H¨ auﬁg wird f¨ ur die theoretische Verteilung, zu der man in der zweiten Stufe den
Abstand berechnet, eine Approximation verwendet28, so daß die Gefahr besteht,
in einer dritten Teststufe von Approximationsfehlern in die Irre geleitet zu werden.
Aus diesen beiden Gr¨ unden wird bis auf die dreistuﬁge Auswertung der Autokorrelati-
onskoeﬃzienten, s. Abschnitt B.10.3, darauf verzichtet, quantitative dreistuﬁge statisti-
sche Tests durchzuf¨ uhren. Wie gut die Approximationen der Verteilungsfunktionen sind,
wird im Anhang, Abschnitt D ausgef¨ uhrt.
3.2.2 Tests nach FIPS 140-1
FIPS 140-1 steht f¨ ur Federal Information Processing Standards Publication 140-1, Secu-
rity Requirements for Cryptographic Modules, herausgegeben vom U.S. Department
of Commerce und dem National Institute of Standards and Technology29
(NIST). Innerhalb des Dokumentes, das diesen Standard beschreibt, ﬁndet man in Ka-
pitel 4 unter ”4.11.1 Power-Up Tests“ einen Unterabschnitt ”Statistical random number
generator test“. In diesem Abschnitt werden vier Selbsttests dargelegt, die ein Krypto-
modul bei jedem Anschalten an einem eingebauten Zufallsgenerator durchf¨ uhren soll.
Als Stichprobe schreibt der FIPS-Standard eine 20.000 Bit-Sequenz vor, an der alle vier
Tests durchgef¨ uhrt werden sollen. Falls ein Zufallsgenerator einen der vier Tests nicht
besteht, soll das Kryptomodul in einen Defektmodus gehen. Bei den vier Tests handelt
es sich um den Monobit-Test, den Poker-Test, den Lauf-Test und den Test auf lange
L¨ aufe.
Die genaue Vorgehensweise bei diesen vier Tests wird im folgenden n¨ aher erl¨ autert, vor-
her sei aber noch angemerkt, daß die Tests nach FIPS 140-1 nur deshalb hier erw¨ ahnt
28Dies ist z.B. beim Autokorrelationskoeﬃziententest der Fall.
29Der Text l¨ aßt sich ¨ uber das Internet beziehen, man ﬁndet ihn auf den Seiten des NIST, s. bei
http://www.nist.gov.
46und zum Testen der quantenoptischen Zufallsgeneratoren verwendet werden, weil sie
einen gewissen oﬃziellen Charakter30 haben. Die Tests stellen nur einen Minimalstan-
dard dar, denn aufgrund der kleinen Stichprobengr¨ oße sind sie lediglich dazu geeignet,
recht große Abweichungen vom Idealverhalten zu erkennen.
3.2.2.1 Der Monobit-Test
1. Man z¨ ahle die Anzahl der Einsen (X) innerhalb der 20.000 Bit-Sequenz.
2. Der Generator hat den Test31 bestanden, wenn gilt:
9654 < X < 10346, bei einem idealen Generator betr¨ agt die Wahrscheinlichkeit
daf¨ ur, daß die Zufallsvariable X außerhalb dieses Bereiches liegt, lediglich 10−6 .
3.2.2.2 Der Poker-Test
1. Man teile die 20.000 Bit lange Sequenz in 5.000 aufeinanderfolgende, nicht¨ uberlap-
pende 4-Bit-Segmente ein und z¨ ahle, wie oft jeder der 16 m¨ oglichen, verschiedenen
Segment-Werte vorkommt. Man bezeichne mit f(i) die Anzahl, wie oft ein 4 Bit-
Wert i mit 0 ≤ i ≤ 15 auftritt.










3. Der Test gilt als bestanden, falls gilt: 1.03 < χ2 < 57.4, die Wahrscheinlichkeit, daß
der χ2-Wert bei einem idealen Generator außerhalb dieser Grenzen liegt, betr¨ agt
10−6.
3.2.2.3 Der Lauﬂ¨ angen-Test
1. Ein Lauf ist die Anzahl von Einsen bzw. Nullen zwischen zwei Nullen bzw. Einsen.
Beim Lauf-Test wird die H¨ auﬁgkeitsverteilung der L¨ aufe der Einsen und Nullen in
der Stichprobe ermittelt.
2. Der Test gilt als bestanden, wenn sowohl die H¨ auﬁgkeiten der L¨ aufe der Einsen
als auch der Nullen mit L¨ angen 1 bis 6 innerhalb der in Tabelle 3.1 angegebenen
Grenzen liegen. L¨ aufe, die l¨ anger als 6 aufeinanderfolgende Nullen bzw. Einsen
sind, werden hierbei unter L¨ ange 6 mitgez¨ ahlt32.
30Weitergehende statistische Tests sind f¨ ur den sich momentan in der Standardisierung beﬁndenden
Nachfolgestandard vorgesehen.
31Eine allgemeinere und ausf¨ uhrlichere Erl¨ auterung solcher Tests ﬁndet sich in Abschnitt 3.2.3.
32Daher wird das Intervall auch gr¨ oßer gew¨ ahlt.
47L¨ ange des Laufes Intervall
1 2267 – 2733
2 1079 – 1421
3 502 – 748
4 223 – 402
5 90 – 223
6 und mehr 90 – 223
Tabelle 3.1: Akzeptanz-Intervalle f¨ ur die Auftrittsh¨ auﬁgkeiten der L¨ aufe beim FIPS-Lauftest
3.2.2.4 Der Test auf lange L¨ aufe
1. Als lange L¨ aufe gelten solche, die l¨ anger als 34 aufeinanderfolgende Nullen oder
Einsen lang sind.
2. Der Generator besteht den Test, wenn es in der Stichprobe keinen langen Lauf
gibt.
3.2.3 Test auf Gleichverteilung der Nullen und Einsen
Bei einem idealen Zufallsgenerator sollten keine statistischen Abh¨ angigkeiten zwischen
den generierten Bits bestehen und die Wahrscheinlichkeit p, eine Eins zu erhalten, sollte
gleich der Wahrscheinlichkeit q sein, eine Null zu erhalten. Die Anzahl der Einsen33 x in
einer n Bit großen Stichprobe sollte einer Binomialverteilung b(x;n,p) folgen. Betrachtet
man große Stichproben, was beim Test von Zufallsgeneratoren meist der Fall ist, so l¨ aßt


















hierbei ist x = n · p der Erwartungswert und σ =
p
n · p · (1 − p) die Standardabwei-
chung der Binomialverteilung. Ein naheliegender, einfacher erster Test besteht darin,
eine Stichprobe von n aufeinanderfolgenden Bits aus dem Strom der Zufallsbits zu ent-
nehmen und die Anzahl der Einsen x in ihr zu ermitteln. Die quantitative Auswertung
erfolgt hierbei nach der in Abschnitt 3.2.1.1 beschriebenen, allgemeinen Vorgehensweise
bei einstuﬁgen Tests, unter der Voraussetzung, daß die Zufallsbits von einem ”idealen“
Zufallsgenerator erzeugt wurden.
Wie allerdings bereits in Abschnitt 3.2 erw¨ ahnt, sind bei physikalischen Zufallsgenera-
toren die Wahrscheinlichkeiten p und q = (1 − p) f¨ ur Einsen und Nullen selten wirklich
gleich. Will man dennoch unregularisierte Rohdaten eines Generators testen, so muß
man die Wahrscheinlichkeit P(1) = ˆ p f¨ ur das Auftreten einer Eins aus den Daten34
33Das gilt nat¨ urlich analog f¨ ur die Anzahl der Nullen.
34P(1) l¨ aßt sich entweder aus der Gesamtsequenz oder anhand der jeweiligen einzelnen Stichprobe
sch¨ atzen. Als Sch¨ atzwert ˆ p f¨ ur P(1) wird aber meist die relative H¨ auﬁgkeit der Einsen innerhalb der
gesamten Stichprobe verwendet, da sich bei der Untersuchung der empirischen H¨ auﬁgkeitsverteilung,
lokale Schwankungen der Wahrscheinlichkeit ˆ p dann st¨ arker bemerkbar machen.
48sch¨ atzen. F¨ ur den Test wird entweder die ganze Sequenz oder eine hinreichend, z.B. 10
MByte, große Stichprobe genommen und in Teilsequenzen einheitlicher L¨ ange N unter-
teilt, f¨ ur die jeweils die Anzahl der Einsen nE bestimmt wird. Aus den so erhaltenen
Werten wird nach Standardnormierung
XE =
nE − N · ˆ p
p
N · ˆ p · (1 − ˆ p)
eine empirische H¨ auﬁgkeitsverteilung erstellt und diese mit der theoretischen Verteilung
(Normalverteilung) verglichen. Um die Abweichung der empirischen von der theoreti-
schen Verteilung auch quantitativ zu erfassen, wird anschließend in einer zweiten Test-
stufe ein Kolmogorov-Smirnov-Tests durchgef¨ uhrt, s. a. Abschnitt 3.2.1.2.
3.2.4 χ2-Test
χ2-Tests werden immer dann durchgef¨ uhrt, wenn es gilt, eine diskrete Zufallsvariable X
mit k m¨ oglichen Werten, daraufhin zu untersuchen, ob ihre empirische H¨ auﬁgkeitsvertei-
lung mit einer vermuteten, theoretischen Wahrscheinlichkeitsverteilung (pi,i = 1...k)
vertr¨ aglich ist. Hierzu nimmt man eine m¨ oglichst große Stichprobe von n unabh¨ angigen
Realisierungen35 der Zufallsvariable X und berechnet als Maß f¨ ur die ” Vertr¨ aglichkeit“
den sogenannten χ2-Wert auf folgende Weise:
F¨ ur jede Kategorie i der k m¨ oglichen Werte wird das Abstandsquadrat zwischen der
empirisch erhaltenen Anzahl xi und dem Erwartungswert n·pi gebildet und auf den Er-
















Die Wahrscheinlichkeitsverteilung der χ2-Werte ist approximativ36 bekannt, es ist die
sogenannte χ2-Verteilung mit k−1 Freiheitsgraden, welche die Wahrscheinlichkeit daf¨ ur
angibt, daß ein empirisch ermittelter χ2-Wert kleiner oder gleich einem vorgegebenen
Wert v ist:




















35Als Daumenregel gilt, daß mindestens xi > n·minpi sein sollte, wobei es allerdings empfehlenswert
ist, eine gr¨ oßere Stichprobe zu w¨ ahlen, s. [68].
36Das ist auch ein Grund f¨ ur die Mindestgr¨ oße n, welche die Stichprobe haben sollte, s. vorangehende
Fußnote.
49f¨ ur die unvollst¨ andige bzw. vollst¨ andige Gammafunktion stehen. Soll ein Zufallsgenera-
tor mit Hilfe eines χ2-Tests auf Musterbildung oder Korrelationen untersucht werden, so
wird zuerst eine Stichprobe aus dem Strom der Zufallsbits entnommen, indem n nicht-
¨ uberlappende Bl¨ ocke fester L¨ ange m herausgeschnitten werden. Die Bitfolgen der Bl¨ ocke
werden als Bin¨ arkodierung ganzer Zahlen interpretiert; auf diesen n Zahlenwerten wird
dann der χ2-Test durchgef¨ uhrt, wobei die Gleichverteilung der Zahlen (pi = (1/2)m, ∀i)
als theoretische Verteilung gefordert wird.
Werden Rohdaten eines physikalischen Zufallsgenerators getestet, so ist es meist nicht
sinnvoll einen χ2-Test auf Gleichverteilung durchzuf¨ uhren, da die Wahrscheinlichkei-
ten von Nullen und Einsen oft bekanntermaßen unterschiedlich sind, s. Abschnitt B.4.
Diesem Umstand tr¨ agt man am besten Rechnung, indem die theoretischen Wahrschein-
lichkeiten pi f¨ ur die Zahlenwerte der Bit-Bl¨ ocke gem¨ aß der Anzahl der Nullen und Einsen
im Block mit Hilfe der Wahrscheinlichkeiten ˆ p und q = (1− ˆ p) berechnet werden, wobei
ˆ p aus der Stichprobe gesch¨ atzt wird, d.h. ˆ pi = ˆ p#1·(1−ˆ p)m−#1, wobei #1 f¨ ur die Anzahl
der Einsen im betrachteten m Bit langen Block steht.
Beim einstuﬁgen χ2-Test handelt es sich um einen einseitigen Test, dessen Auswertung
nach der in Abschnitt 3.2.1.1 beschriebenen, allgemeinen Vorgehensweise bei einstuﬁgen
Tests erfolgt.
Allerdings sind einzelne χ2-Tests f¨ ur sich genommen noch nicht sehr aussagekr¨ aftig, es
empﬁehlt sich daher, zweistuﬁge Tests durchzuf¨ uhren; hierbei entnimmt man eine hinrei-
chend große Anzahl von nicht¨ uberlappenden Testsequenzen aus m Bit langen Bl¨ ocken,
berechnet die einzelnen χ2-Werte, sortiert sie nach aufsteigender Reihenfolge, ermit-
telt die empirische Verteilungsfunktion und vergleicht37 sie mit der theoretischen χ2-
Verteilung mit 2m − 1 Freiheitsgraden.
3.2.5 Kontingenz-Test
Ein Kontingenz-Test [109] l¨ aßt sich immer dann gut einsetzen, wenn untersucht werden
soll, ob innerhalb einer Gesamtheit von Elementen, die Auspr¨ agungen zweier Merkmale
dieser Elemente unabh¨ angig voneinander38 auftreten. Die beiden Merkmale, die unter-
sucht werden, k¨ onnen im allgemeinen Fall eine Anzahl von m¨ oglichen diskreten Werten
annehmen, die f¨ ur die beiden Merkmale auch durchaus nicht gleich groß sein m¨ ussen.
Da im folgenden einzelne Bits betrachtet werden, wird die Darstellung im weiteren auf
den Spezialfall von jeweils zwei Werten pro Merkmal, n¨ amlich 0 und 1, beschr¨ ankt. Der
Kontingenz-Test wird in diesem Fall dazu verwendet, Abh¨ angigkeiten zwischen den Bits
einer Sequenz aufzudecken. Hierbei stellen die nicht ¨ uberlappenden Paare der Bitse-
quenz die betrachteten Elemente der Gesamtheit dar und die beiden Bits eines Paares
entsprechen den beiden ”Merkmalen“. F¨ ur physikalische Zufallsgeneratoren, bei denen
besonders Korrelationen unmittelbar aufeinanderfolgender Bits interessieren, werden die
37Dies kann entweder visuell an Hand eines Graphen oder mit Hilfe der Kolmogorov-Smirnov-Statistik
geschehen.
38¨ Ublicherweise wird dieser Test nat¨ urlich genau gegenteilig angewendet, n¨ amlich um zu pr¨ ufen, inwie-
weit zwei Merkmale gemeinsam auftreten. Hierzu muß man zuerst die Nullhypothese, d.h. den Umstand,
daß Merkmalspaare lediglich zuf¨ allig geh¨ auft auftreten, auf einem (m¨ oglichst hohen) Sicherheitsniveau
ablehnen. NB: Ist dies m¨ oglich, so bedeutet dies allerdings lediglich, daß es sehr wahrscheinlich ist, daß
ein Zusammenhang zwischen den beiden Merkmalen besteht, zwingend ist dies nicht!
50Paare entsprechend aus aufeinanderfolgenden Bits der Sequenz gebildet39.
Beim einstuﬁgen Kontingenz-Tests geht man folgendermaßen vor:
1. Man nehme eine Stichprobe mit n Elementen (Bit-Paaren).
2. Man z¨ ahle die Anzahl der Elemente nik, die zur i-ten Gruppe hinsichtlich des ersten
Merkmals (erstes Bit) und zur k-ten Gruppe hinsichtlich des zweiten Merkmals
(zweites Bit) geh¨ oren, wobei hier i,k ∈ {0,1} sind.
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4. Man ¨ uberpr¨ ufe die Nullhypothese mit Hilfe eines χ2-Tests.
Der χ2-Wert wird hierbei gem¨ aß:










, oder explizit ausgeschrieben:
χ2 =
n · (n00n11 − n01n10)2
n0· n1· n·0 n·1
, berechnet.
Es l¨ aßt sich zeigen [109], daß diese Gr¨ oße einer χ2-Verteilung mit einem Freiheitsgrad
folgt.
Will man kleinste Korrelationen aufdecken, empﬁehlt es sich, wieder einen zweistuﬁgen
Test durchzuf¨ uhren; dies geschieht analog zu dem Vorgehen bei den zweistuﬁgen χ2-
Tests.
3.2.6 Autokorrelationstest
Die Berechnung einer Autokorrelationsfunktion stellt allgemein eine gute Methode dar,
um Strukturen m¨ oglicher Abh¨ angigkeiten innerhalb eines (diskreten) stochastischen Si-
gnals – in unserem Fall einer diskreten, bin¨ aren Zufallssequenz – aufzusp¨ uren. Berechnet
man hierbei lediglich eine Autokorrelationsfunktion anhand einer relativ kleinen Teil-
menge der Daten, so lassen sich auf diese Weise zwar starke Abweichungen einer Sequenz
von der Korrelationsfreiheit erkennen, aber geringe Abweichungen vom theoretischen
Verhalten wird man auf diese Weise nicht aufdecken k¨ onnen. Will man diese ebenfalls
erkennen k¨ onnen, bedarf es wieder eines zweistuﬁgen Vorgehens.
Es werden beim Test der quantenoptischen Zufallsgeneratoren daher auch zwei verschie-
dene Arten von Autokorrelationstests verwendet:
39Grunds¨ atzlich k¨ onnen aber auch Paare aus nicht aufeinanderfolgenden Bits untersucht werden; wie
bereits erw¨ ahnt, kann dies bei der Untersuchung von Pseudozufallszahlengeneratoren sinnvoll sein.
511. Ein Autokorrelationstest, bei dem die standardnormierte Variable x(d) f¨ ur aufein-
anderfolgende Verschiebungen d mit 1 ≤ d ≤ k berechnet wird, wobei typische
Werte f¨ ur k zwischen 32 und 128 liegen. Es ist zwar kein Problem, die Autokorre-
lationsfunktion f¨ ur gr¨ oßere Verschiebungswerte zu berechnen, da aber bei physika-
lischen Prozessen, die zur Zufallsgenerierung verwendet werden, die Autokorrela-
tionswerte zu gr¨ oßeren Verschiebungen hin generell abnehmen40, ist dies unn¨ otig.
Dieser Test dient nur dazu, sich einen ersten ¨ Uberblick41 ¨ uber etwaige statistische
Defekte zu verschaﬀen; so wird er z.B. dazu benutzt, die in Abschnitt 5.1.2.5 ge-
schilderten anf¨ anglichen Probleme mit der neuen Datenaufnahme-Elektronik auf-
zudecken bzw. zu illustrieren. Selbstverst¨ andlich kann man auch mehrere solcher
Tests in einer Graﬁk zusammenfassen, um etwaige Tendenzen bei bestimmten Au-
tokorrelationskoeﬃzienten deutlicher zu erkennen.
2. Ein Autokorrelationskoeﬃzienten-Verteilungstest42, bei dem f¨ ur eine feste Ver-
schiebung d, wobei insbesondere d = 1 gew¨ ahlt wird, auf einer großen Anzahl von
Stichproben (typ. 128) gleicher L¨ ange (typ. 8 kB) die jeweilige standardnormierte
Variable x(d) berechnet wird. Aus den Realisierungen der standardnormierten Va-
riable wird anschließend eine empirische Verteilungsfunktion ermittelt, graphisch
dargestellt und mit Hilfe eines Kolmogorov-Smirnov-Tests mit der theoretisch zu
erwartenden Normalverteilung verglichen. Da sich statistische Defekte physikali-
scher Zufallsgeneratoren am st¨ arksten beim ersten Autokorrelationskoeﬃzienten
bemerkbar machen, werden die Tests haupts¨ achlich auf Stichproben mit einer fe-
sten Verschiebung43 von d = 1 durchgef¨ uhrt. Teilweise wird auch noch eine dritte
Teststufe verwendet, um die Abweichungen einer gr¨ oßeren Zahl dieser Autokorre-
lationskoeﬃziententests von der theoretischen Verteilung zu erfassen, s. Abschnitt
B.10.3.
3.2.6.1 Theoretische Verteilung der Autokorrelationskoeﬃzienten
Die Berechnung der Autokorrelationskoeﬃzienten geschieht bei den Tests auf eine etwas
andere Weise [91] als sonst ¨ ublich: Anstatt der Multiplikation wird eine XOR-Operation
verwendet. Hierdurch wird von vornherein die bin¨ are Natur der Zufallssequenzen und die
Symmetrie der Nullen und Einsen bei der theoretischen Idealverteilung ber¨ ucksichtigt.





40Ausnahme: Bei periodischen Prozessen k¨ onnen sie auch wieder zunehmen, aber bei solchen Prozessen
haben die Autokorrelationskoeﬃzienten i. a. bereits bei kleinen Verschiebungen Werte, die sich stark von
den Werten idealer Zufallsprozesse unterscheiden.
41So m¨ ußte bei einer quantitativen Auswertung z.B. auch ber¨ ucksichtigt werden, daß die einzelnen
Autokorrelationskoeﬃzienten nicht voneinander unabh¨ angig sind.
42Der K¨ urze wegen, wird im weiteren f¨ ur diesen Verteilungstests der Ausdruck Autokorrelationskoef-
ﬁziententest verwendet.
43Angesichts einer Strichprobenl¨ ange von typ. 8 kB und kleinen Verschiebungen sind Randeﬀekte
nat¨ urlich vernachl¨ assigbar.
52Hierbei ist d wieder die Verschiebung44, n die L¨ ange der Sequenz, auf der die Autokorre-
lation berechnet wird, bi der Wert des Bits45 an der Stelle i und ⊕ die XOR-Operation,
d.h. die Addition Modulo 2.
F¨ ur die Nullhypothese unabh¨ angiger Bits mit den Wahrscheinlichkeiten P(bi = 1) := p
f¨ ur eine Eins und P(bi = 0) := q = 1 − p f¨ ur eine Null, gilt:
P (bi ⊕ bj = 1) = (p · q) + (q · p) = 2 · p · (1 − p) := P,
so daß A(d) binomialverteilt ist:





· PA(d) · (1 − P)(n−d)−A(d).
F¨ ur die theoretische Verteilungsfunktion m¨ ußte man dementsprechend die kumulierte
Binomialverteilung verwenden. F¨ ur so große n, wie sie bei den Tests auftreten, ist dies
allerdings nicht sehr praktikabel, es wird daher die Normalapproximation46 mit stan-
dardnormierter Variable verwendet, die hier berechnet wird gem¨ aß:
x =
A(d) − (n − d) · P
p
(n − d) · P · (1 − P)
.
Da der Wert von P nur im Idealfall (p = q = 1/2) bekannt ist, muß er f¨ ur bekannterma-
ßen tendenzbehaftete Zufallsbits aus der Stichprobe gesch¨ atzt werden. Hierzu sch¨ atzt
man die Wahrscheinlichkeit p, daß ein Bit gleich Eins ist, mit Hilfe der relativen H¨ au-
ﬁgkeit der Einsen ab. Hierf¨ ur lassen sich entweder die relativen H¨ auﬁgkeiten in der Teil-
stichprobe oder in der Gesamtstichprobe verwenden. Angesichts der i. a. recht großen
Werte der Teilstichprobenl¨ ange n spielt es aber keine Rolle, welche Sch¨ atzung man f¨ ur
die Einswahrscheinlichkeit benutzt. Bei den sp¨ ater in Abschnitt B.9 aufgef¨ uhrten Tests
wird daher immer die aus der Gesamtstichprobe gesch¨ atzte Wahrscheinlichkeit f¨ ur eine
Eins verwendet47.
3.2.7 Universelle Tests nach Maurer und Coron
Der von Ueli Maurer entwickelte universelle statistische Test f¨ ur Zufallsgenerato-
ren [90] ist der einzige Test, der von vornherein f¨ ur die Untersuchung von Hardware-
Zufallsgeneratoren entworfen wurde. Der Test ist in der Lage bei entsprechender L¨ ange
der Bit-Sequenz, einen idealen Zufallsgenerator von einem Generator zu unterscheiden,
44Die Verschiebung d sollte hierbei m¨ oglichst im Bereich 1 ≤ d ≤ bn/2c liegen, um Randeﬀekte zu
vermeiden; dies ist bei den sp¨ ateren Tests, die typische Werte von n = 65536 und d < 128 verwenden,
immer der Fall.
45Um die Laufzeit des Tests zu minimieren, arbeitet die Programm-Routine nat¨ urlich direkt mit Bytes
und nicht mit einzelnen Bits. Weitergehende Optimierungen, wie z.B. der Einsatz von FFT-Algorithmen,
wurden aber nicht weiter verfolgt.
46Es g¨ abe sonst ohnehin ein Problem bei der Anwendung des Kolmogorov-Smirnov-Tests, da dieser
stetige Verteilungen f¨ ur die theoretische Verteilung voraussetzt.
47Dies ist ein restriktives Vorgehen, da etwaige systematische Abweichungen der empirischen Vertei-
lung der x gegen¨ uber der theoretischen Standardnormalverteilung bei einer Sch¨ atzung aus der betrach-
teten Teilstichprobe kleiner w¨ aren.
53bei dem Einsen und Nullen nicht gleich wahrscheinlich sind oder Korrelationen zwischen
aufeinanderfolgenden Bits bestehen48. Die Grundidee des Tests besteht darin, daß sich
ein statistischer Test mit Hilfe eines universellen Quellkodierers realisieren l¨ aßt, d.h. man
verwendet die ”Komprimierbarkeit“ einer Bitsequenz als Maß f¨ ur ihre ”Zuf¨ alligkeit“, s. a.
Abschnitt B.8. Allerdings ist es nicht unbedingt notwendig, auch tats¨ achlich die Bitse-
quenz zu komprimieren, es reicht aus, eine Gr¨ oße zu berechnen, die ein Maß f¨ ur die
L¨ ange der komprimierten Sequenz darstellt.
Ein Vorteil dieses Tests besteht darin, daß er eine kryptographisch relevante Gr¨ oße
ermittelt: die eﬀektive Schl¨ ussell¨ ange. Hierbei nimmt man an, daß nicht ¨ uberlappende,
L Bit lange Bl¨ ocke aus der vom Generator erzeugten Bitsequenz als Schl¨ ussel49 f¨ ur ein
Chiﬀriersystem fortlaufend entnommen werden. Maurer deﬁniert hierbei die eﬀektive
Schl¨ ussell¨ ange als den Logarithmus50 zur Basis 2 aus der minimalen Anzahl der Schl¨ ussel,
bezeichnet mit µQ(L,1/2), die ein Angreifer bei optimaler Suchstrategie testen muß, um
den richtigen Schl¨ ussel mit einer Wahrscheinlichkeit von 1/2 zu ﬁnden51, wenn ein L Bit
langer Schl¨ ussel verwendet wurde. F¨ ur einen idealen Zufallsgenerator ist die eﬀektive
Schl¨ ussell¨ ange gerade gleich log2 µQ(L,1/2) = n − 1.
Weiter zeigt er, daß die eﬀektive Schl¨ ussell¨ ange f¨ ur eine bin¨ are Quelle ohne Ged¨ achtnis
(BQoGp), die den Bitwert Eins mit einer Wahrscheinlichkeit p ausgibt, gleich:








Die eﬀektive Schl¨ ussell¨ ange ist ¨ uberdies nicht nur f¨ ur kryptanalytische Zwecke interes-
sant, sondern sie stellt auch ein generell interessantes Charakterisierungsmerkmal f¨ ur
eine Bin¨ arsequenz dar. Dies r¨ uhrt daher, daß ein enger Zusammenhang zwischen ihr
und der Entropie pro Bit, deﬁniert durch:
H(x) = −plog2 p − (1 − p)log2(1 − p), mit 0 < p < 1 und
H(0) = H(1) = 0,
besteht. Die auf die Blockl¨ ange L normierte, eﬀektive Schl¨ ussell¨ ange erreicht n¨ amlich






Die bin¨ are Entropie H(p) entspricht daher gerade dem Faktor, um den die eﬀektive
Schl¨ ussell¨ ange verringert wird, wenn es sich nicht um eine symmetrische Quelle handelt.
48Pr¨ aziser ausgedr¨ uckt: Er kann eine bin¨ are, ged¨ achtnislose, symmetrische Quelle von bin¨ aren, ged¨ acht-
nislosen, unsymmetrischen Quellen und bin¨ aren, (station¨ aren), symmetrischen oder unsymmetrischen
Quellen mit endlichem Ged¨ achtnis unterscheiden.
49Bei einem guten Schl¨ ussel-Generator sind alle 2
L m¨ oglichen Schl¨ ussel gleich wahrscheinlich, bei
einem schlechten Generator hingegen k¨ onnte ein Angreifer versuchen, die Zeit, die eine erfolgreiche
Schl¨ usselsuche ben¨ otigte, dadurch zu reduzieren, daß er mit den wahrscheinlichsten Schl¨ usseln anf¨ angt;
in diesem Fall w¨ are die eﬀektive Schl¨ ussell¨ ange kleiner, als angesichts der Blockl¨ ange zu erwarten.
50 Logarithmus zur Basis 2: Liefert direkt die Anzahl der Bits, die zur Darstellung des Arguments
notwendig sind.
51Die Wahl des Wertes 1/2 f¨ ur die Erfolgswahrscheinlichkeit ist etwas willk¨ urlich, aber nicht un¨ ublich.
54Eine analoge Relation zwischen eﬀektiver Schl¨ ussell¨ ange und Entropie pro Bit52 gilt auch
im allgemeinen Fall einer ergodischen, station¨ aren Quelle.
Die Nachteile des universellen Tests seien aber in dieser Stelle auch nicht verschwiegen:
• Die notwendige L¨ ange der Testsequenz vergr¨ oßert sich exponentiell mit der Block-
l¨ ange, so daß der Test schon bald nicht mehr angemessen durchf¨ uhrbar ist [51].
Dies ist insbesondere deswegen problematisch, weil zu kurze Testsequenzen immer
zu einer Ablehnung des getesteten Generators f¨ uhren, quasi unabh¨ angig von der
tats¨ achlichen Qualit¨ at.
• Der Test ist nicht in der Lage Defekte zu klassiﬁzieren, d.h. er zeigt lediglich, daß
ein Generator mit hoher Wahrscheinlichkeit nicht ideal ist, aber nicht aufgrund
welchen Defektes. Dies ist insofern bedauerlich, als dies das Testen von Rohda-
ten eines physikalischen Zufallsgenerators quasi ausschließt, da bei Rohdaten die
Wahrscheinlichkeiten f¨ ur Nullen und Einsen nicht exakt gleich sind und der univer-
selle Test dies nat¨ urlich als Defekt erkennt. Eventuell vorhandene, tieferliegende
statistische Defekte des Generators werden also hiervon bereits maskiert und lassen
sich daher mit Hilfe des universellen Tests nicht aufdecken.
Die Theorie des universellen Tests und die bei einer Durchf¨ uhrung des Tests zu beachten-
den Details sind im Anhang, Abschnitt E beschrieben. Zus¨ atzlich wird dort auch noch
eine verbesserte Variante des universellen Tests von Jean-S´ ebastian Coron darge-
legt. Diese Variante verwendet eine leicht modiﬁzierte Teststatistik, die gegen¨ uber der
urspr¨ unglichen Teststatistik den Vorteil hat, daß ihr Erwartungswert bis auf statistische
Schwankungen f¨ ur alle Blockl¨ angen der Entropie der Quelle entspricht und nicht erst im
Grenzwert der Blockl¨ ange gegen unendlich.
3.2.8 Tests aus der nichtlinearen Zeitreihen-Analyse
Im Zuge der immer weitergehenden Modellierung komplexer Systeme wurde in den letz-
ten Jahrzehnten festgestellt, daß in der Natur dynamische Systeme existieren, die eine
gewisse Struktur¨ ahnlichkeit mit Pseudozufallsgeneratoren aufweisen: ¨ Ahnlich wie ein
Pseudozufallszahlengenerator trotz eines relativ einfachen Algorithmus eine sehr lange
Sequenz von Pseudozufallszahlen erzeugen kann, die sich in ihren Eigenschaften nur
schwer oder sogar ¨ uberhaupt nicht von genuin zuf¨ alligen Sequenzen unterscheiden l¨ aßt,
kann in der Natur eine scheinbar stochastische Zeitreihe einer Meßgr¨ oße dennoch von
einem deterministischen System mit einer mathematisch verh¨ altnism¨ aßig einfach zu be-
schreibenden Dynamik erzeugt worden sein. Solche Systeme weisen eine nichtlineare
Dynamik [114] mit starken Mischungseigenschaften53 im Phasenraum auf.
Lag am Anfang das Augenmerk der Wissenschaft haupts¨ achlich auf der Untersuchung
der Dynamik von nichtlinearen Modell-Gleichungen, wie z.B. der logistischen Abbil-
dung, gewann sp¨ ater auch die Untersuchung von empirisch gewonnenen Zeitreihen auf
Vorliegen von niedrigdimensionalem Chaos zunehmend an Bedeutung. Hierbei wird ver-
52In diesem Fall handelt es sich nicht um die bin¨ are Entropie. So gehen z.B. f¨ ur den Fall einer Quelle
mit endlichem Ged¨ achtnis sowohl die station¨ aren Zustandswahrscheinlichkeiten als auch die ¨ Ubergangs-
wahrscheinlichkeiten in die Entropie mit ein, s. [90].
53Hierin ¨ ahneln sie g¨ angigen Blockchiﬀren.
55sucht, ein niedrigdimensionales54, deterministisches, dynamisches System zu ﬁnden, das
direkt oder indirekt als ”Generator“ der Zeitreihe angesehen werden kann und eine tiefe-
re Erkenntnis verbunden mit einer besseren Vorhersagbarkeit der Zeitreihe erlaubt. Die
im Rahmen der Analyse von Zeitreihen niedrigdimensionaler chaotischer Systeme ent-
wickelten Methoden wurden dann f¨ ur die Untersuchung von beliebigen Zeitreihen verall-
gemeinert und dem Reigen traditioneller Analysemethoden hinzugef¨ ugt, s. [65] f¨ ur eine
ausf¨ uhrliche und kritische Darstellung dieser Analysemethoden.
Allerdings ist es nat¨ urlich nicht immer m¨ oglich, eine Zeitreihe auf ein einfaches, dy-
namisches System zur¨ uckzuf¨ uhren, da es selbstverst¨ andlich auch h¨ auﬁg vorkommt, daß
Zeitreihen von komplexen, nur durch eine große Zahl von Parametern zu beschreibenden
Systemen generiert werden (hochdimensionales Chaos) oder sich ¨ uberhaupt nur stocha-
stisch beschreiben lassen, wie dies z.B. der Fall ist, wenn sie durch das Zusammenwirken
einer Vielzahl von (quasi-) unabh¨ angigen Faktoren zustande kommen.
Dementsprechend ist eine Anwendung von Analysemethoden aus der nichtlinearen Dy-
namik bei der Untersuchung von Zeitreihen auch nur dann erfolgversprechend, wenn eine
einfache, der Zeitreihe unterliegende Dynamik theoretisch plausibel erscheint und ¨ uber-
dies nicht durch zus¨ atzliche, systemexterne Faktoren, wie z.B. Rauschen, stark maskiert
wird. Das Anwenden von Methoden aus der nichtlinearen Dynamik bei der Analyse
von Zeitreihen, bei denen diese Voraussetzungen nicht gegeben sind, ist hingegen ein
Vabanquespiel, da es leicht zu einer Mißinterpretation der Ergebnisse kommen kann55.
Lassen sich nun die Analysemethoden aus der nichtlinearen Dynamik f¨ ur die Untersu-
chung der Ausgabesequenzen von Zufallsgeneratoren verwenden?
Diese Frage l¨ aßt sich nicht pauschal beantworten, sondern es m¨ ussen zwei F¨ alle unter-
schieden werden:
1. Die Bin¨ arsequenzen sind (indirekt) von einem Generationsmechanismus mit einer
mathematisch einfachen, (teilweise) deterministischen Dynamik erzeugt worden.
2. Jedes Bit der Sequenz wird von einem Zufallsmechanismus erzeugt, der stocha-
stisch ist, d.h. h¨ ochstens sehr geringe ”Determinismus-Verunreinigungen“ durch
externe Einﬂ¨ usse aufweist.
Im ersten Fall kann eine Untersuchung mit den Methoden der nichtlinearen Dynamik
sinnvoll sein, insbesondere nat¨ urlich dann, wenn sogar bekanntermaßen ein determini-
stisches System eingesetzt wird, wie im Falle des Generators von T. Kuusela, s. S. 20.
Im zweiten Fall lassen sich viele Methoden aus der nichtlinearen Dynamik, wie z.B. die
diversen Phasenraummethoden56, nicht sinnvoll einsetzen, da in diesem Fall die prinzi-
piellen Voraussetzungen f¨ ur ihren Einsatz nicht gegeben sind.
Eine Ausnahme stellen Methoden dar, die kein niedrigdimensionales Modell unterstellen,
sondern eine informationstheoretische Charakterisierung der Sequenz erlauben.
54Die Dimensionalit¨ at bezieht sich hierbei auf den Phasenraum des dynamischen Systems und ent-
spricht der Anzahl seiner Freiheitsgrade.
55Kapitel 7 des Buches ¨ uber nichtlineare Zeitreihenanalyse [65] von H.Kantz und T. Schneider
widmet sich ausf¨ uhrlich der Problematik der Anwendung nichtlinearer Methoden, wenn die determini-
stischen Anteile einer Zeitreihe nur schwach ausgepr¨ agt sind.
56Alle phasenraumbasierten Methoden haben Probleme bei hochdimensionalen Systemen, da eine
enorme Datenanzahl notwendig ist, um z.B. bei hohen Dimensionen eine gen¨ ugend hohe Dichte von
Meßpunkten zu erreichen. Hinzu kommt noch, daß die notwendige Phasenraumrekonstruktion durch
zus¨ atzliches Rauschen extrem erschwert wird.
563.2.8.1 Die Transinformation
Insbesondere das informationstheoretische Maß Transinformation [32] ist ein interessan-
tes Analyse-Instrument f¨ ur die Untersuchung station¨ arer Symbolsequenzen. Sie erlaubt
es, Korrelationen innerhalb von Symbolsequenzen aufzusp¨ uren. Betrachtet man Symbo-
le c1 und c2 im Abstand m voneinander, so berechnet sich die Transinformation Tm als
Summe ¨ uber alle m¨ oglichen Symbolpaare, gem¨ aß:
Tm = k ·
X
(c1,c2)∈A2




wobei A f¨ ur das Alphabet der Symbole steht, p(c) die relative H¨ auﬁgkeit des jeweiligen
Einzelsymbols ist und p(m)(c1,c2) die relative H¨ auﬁgkeit der jeweiligen Symbolpaare.
W¨ ahlt man statt des nat¨ urlichen Logarithmus den Logarithmus zur Basis Zwei, so ergibt
sich f¨ ur die Normierungskonstante k gerade der Wert k = 1 und die Transinformation
gibt dann die Information in Bits an, die man ¨ uber das im Abstand m folgende zweite
Symbol bereits erh¨ alt, wenn man das erste Symbol ”empf¨ angt“. Die Verwendung der
Transinformation als Analyse-Instrument hat eine Reihe von Vorteilen [53], da sie:
• jede Art von Abh¨ angigkeit zwischen den untersuchten Symbolen einer Sequenz
feststellt und nicht nur die linearen Abh¨ angigkeiten,
• invariant bez¨ uglich Koordinaten-Transformationen ist,
• keine Zuweisung von Zahlen (und Verwendung von algebraischen Operationen) f¨ ur
die Symbole notwendig macht und keine Struktur des Zustandsraumes unterstellt,
• dann und nur dann verschwindet, wenn die Symbole c1 und c2 im Abstand m
voneinander unabh¨ angig sind und
• aufgrund der Auswertung von Symbolpaaren, auch noch bei Stichprobengr¨ oßen
verwendet werden kann, bei denen Methoden, welche die relative H¨ auﬁgkeiten von
Symbol-Bl¨ ocken auswerten, bereits zu starke statistische Schwankungen zeigen.
Allerdings hat die Transinformation auch Nachteile:
• Sie ist nicht so speziﬁsch wie die Autokorrelation: Alle Abweichungen gehen in eine
Zahl ein, die nur positiv oder gleich Null sein kann.
• F¨ ur endliche Sequenzen gibt es einen systematischen Sch¨ atzfehler [83], der zu einem
zu großen Wert der Transinformation f¨ uhrt, sich allerdings korrigieren l¨ aßt.
So interessant die Transinformation f¨ ur die Untersuchung von Abh¨ angigkeiten innerhalb
von Symbolsequenzen auch sein mag, H. Herzel et al. [53] haben in Fortf¨ uhrung der Ar-
beit von Wentian Li [83] gezeigt, daß die Transinformation just f¨ ur unseren Spezialfall
bin¨ arer Sequenzen gegen¨ uber der Autokorrelationsfunktion keine zus¨ atzlichen Informa-
tionen erbringt; erst ab tern¨ aren Symbolsequenzen liefert sie zus¨ atzliche Informationen.





In diesem Kapitel werden die experimentellen Details der verschiedenen, realisierten Auf-
bauvarianten quantenoptischer Zufallsgeneratoren beschrieben. M¨ ogliche Ver¨ anderungen
und Varianten, die nicht experimentell realisiert wurden, werden in der Diskussion, Ab-
schnitt 6.3 dargelegt.










Abbildung 4.1: Prinzipieller Aufbau quantenoptischen Zufallszahlengeneratoren
Beim prinzipiellen Aufbau eines quantenoptischen Zufallsgenerators, s. Abb. 4.1, lassen
sich drei grundlegende Bestandteile unterscheiden:
• eine Photonenquelle, sei es eine Quelle, die approximative Photonen-Anzahlzu-
st¨ ande aussendet, oder eine Quelle, die stark abgeschw¨ achten Poisson-Lichtfelder
emittiert,
• das eigentliche, Zufall generierende Element, wobei die Detektion des Photons
ebenfalls mit dazu geh¨ ort, und
59• die Elektronik f¨ ur die Signalverarbeitung, Datenaufnahme und ¨ Ubertragung zum
Meßrechner.
Die Varianten quantenoptischer Zufallsgeneratoren unterscheiden sich hierbei durch die
verschiedenen Photonenquellen und Zufall generierenden Elemente.
In den folgenden Abschnitten werden die einzelnen Komponenten der realisierten quan-
tenoptischen Zufallsgeneratoren detailliert beschrieben.
4.2 Die Einphotonenquelle auf Basis der parametrischen
Fluoreszenz
Zur Erzeugung einzelner Photonen wird die parametrische Fluoreszenz (s. Abschnitt
3.1.2.1) verwendet. Die Einphotonenquelle selbst setzt sich aus drei Bestandteilen zu-
sammen:
• dem Pumplaser mit zwei weiteren optischen Komponenten (Filter und Linearpo-
larisator),
• dem optisch nichtlinearen Kristall (entweder temperaturgeregelt oder drehbar mit
Hilfe einer Winkelverstelleinheit) und
• einem Triggerdetektor.
4.2.1 Der Pump-Laser
Die Zentralwellenl¨ angen der einzelnen Photonen eines Paares entsprechen der doppel-
ten Pumpwellenl¨ ange. Es werden Einzelquantendetektoren auf Si-Basis benutzt, da sie
die zur Zeit h¨ ochste Quanteneﬃzienz aufweisen, s. Abschnitt 4.4.1.2. Damit sich diese
Detektoren hinreichend eﬃzient einsetzen lassen, d¨ urfen allerdings weder Signal- noch
Idlerwellenl¨ ange ¨ uber 950 nm liegen, da die Quanteneﬃzienz der Detektoren ihr Maxi-
mum bei ca. 700 nm hat und zu gr¨ oßeren Wellenl¨ angen hin quasi linear abnimmt, s.
Abb. 4.6.
Am g¨ unstigsten w¨ are es nat¨ urlich, wenn die Zentralwellenl¨ angen in der N¨ ahe des Ma-
ximums der Detektionseﬃzienz der Detektoren, d.h. bei ca. 700 nm, l¨ agen. Dies setzte
allerdings voraus, daß man einen UV-Laser mit einer Wellenl¨ ange von 350 nm als Pumpe
verwendete. Da kein kleiner UV-Laser zur Verf¨ ugung steht und die Verwendung eines
leistungsstarken (teureren) UV-Argonionen-Laser f¨ ur diese Aufgabe, gerade auch im Hin-
blick auf den sp¨ ateren Einsatz des Generators, nicht sinnvoll erscheint, wird ein im Phy-
sikalischen Institut bereits vorhandener Helium-Cadmium-Laser mit einer Wellenl¨ ange
von 442 nm f¨ ur die Experimente verwendet (Omnichrome Serie 56X, Model 4056R-S-A01
mit einer speziﬁzierten Ausgangsleistung von 16 mW bei 442 nm). Dieser Laser ist re-
lativ kompakt und braucht keine Wasserk¨ uhlung; zudem liegt seine Betriebswellenl¨ ange
mit 442 nm unterhalb der sichtbaren Wellenl¨ angen eines Argon-Ionen-Lasers1.
Der Laser steht getrennt vom restlichen Aufbau des quantenoptischen Zufallsgenerators,
der sich im Inneren eines lichtdichten, schwarzen Holzkastens beﬁndet. Dies empﬁehlt
1Wassergek¨ uhlte Laser scheiden aus praktischen Gr¨ unden aus und luftgek¨ uhlte Argon-Ionen-Laser
haben Wellenl¨ angen ¨ uber 450 nm.
60sich, da der eingebaute L¨ ufter des Lasers und das durch die L¨ uftungsschlitze dringende
Licht der Plasmar¨ ohre den optischen Aufbau nur st¨ oren w¨ urden. Der Pumplaserstrahl
wird mit Hilfe eines Spiegels durch eine kleine ¨ Oﬀnung hindurch in den Kasten gelenkt.
Da es sich bei dem verwendeten Laser um einen Gas-Metalldampf-Laser handelt, der
neben der gew¨ unschten Laseremission im blauen auch rein thermische Strahlung im
infraroten Spektralbereich abgibt, bedarf es noch eines Blauglases (Typ Schott BG 39)
als Filter, um zu verhindern, daß diese Strahlung in den nachfolgenden optischen Aufbau
eindringt und das Signal-Rauschverh¨ altnis beeintr¨ achtigt.
Leider emittiert der verwendete Laser zuf¨ allig polarisierte Wellenz¨ uge, die nur inner-
halb ihrer Koh¨ arenzzeit eine feste Polarisation aufweisen, daher muß zus¨ atzlich noch
ein Linearpolarisator (Glan-Thompson-Polarisationsprisma) verwendet werden, um das
Pumplicht zu polarisieren; dies bedeutet allerdings, daß nur die H¨ alfte der Ausgangslei-
stung des Lasers zum Pumpen des Kristalls zur Verf¨ ugung steht. Bei der noch neuen
Laserr¨ ohre sind dies 10 mW; im Laufe der Zeit wird die Laserleistung auf den speziﬁzier-
ten Wert abnehmen, so daß dann nur noch ca. 8 mW Pumpleistung zur Verf¨ ugung stehen
werden. Durch Drehen des Linearpolarisators l¨ aßt sich die eﬀektive Pumpleistung bei
Bedarf auch weiter senken, da nur der Anteil des Lichtes mit der f¨ ur die Phasenanpassung
richtigen Polarisationsrichtung zum Prozeß der parametrischen Fluoreszenz beitr¨ agt, s.
Abschnitt 3.1.2.1.
4.2.2 Der optisch nichtlineare Kristall
Bei allen Experimenten wird die parametrische Fluoreszenz mit Typ-I-Phasenanpassung
verwendet. Die beiden Photonen eines Paares haben hierbei die gleiche Polarisations-
richtung. Will man sie eﬃzient trennen, muß man daf¨ ur sorgen, daß sie vom Kristall in
verschiedene Richtungen emittiert werden. Dies erreicht man durch eine Phasenanpas-
sung f¨ ur den nichtkollinearen Fall, s. Abb. 3.4 (auf S. 39) bzw. Abb. 4.4 (auf S. 67).
Beim ersten Aufbau der Einphotonenquelle, s. Abb. 4.2 auf S. 65, wurde ein mit Hilfe
der Temperatur phasenangepaßter Kaliumniobat-Kristall2 verwendet.
Kaliumniobat, KNbO3, ist eines der eﬃzientesten optisch nichtlinearen Medien, das ins-
besondere gern bei der Frequenzverdopplung von Laserdioden benutzt wird. Die Tem-
peraturphasenanpassung erm¨ oglicht es, allein durch Ver¨ andern der Temperatur einen
kontinuierlichen ¨ Ubergang zwischen kollinearem und nichtkollinearem Fall zu erreichen.
Dies bedeutet allerdings auch, daß selbst kleine Temperaturver¨ anderungen, wie sie bei
der Temperaturregelung des Kristalls durchaus vorkommen, bereits die Abstrahlcharak-
teristik des Kristalls ver¨ andern. Da ¨ uberdies aufgrund der verwendeten Pumpwellen-
l¨ ange eine relativ hohe Phasenanpasstemperatur (80,4◦C) eingestellt werden muß, die
laut Hersteller auf die Dauer zu einer Beeintr¨ achtigung der optischen Eigenschaften3
des Kristalls f¨ uhren kann, wurde im Hinblick auf einen Dauerbetrieb des Generators
der Kaliumniobat-Kristall bei sp¨ ateren Experimenten gegen einen Lithiumjodat-Kristall
ausgetauscht.
2Der Kristall (HBL: 3 × 3 × 5 mm
3) ist mit Hilfe zweier Plastikschrauben an die W¨ ande der ¨ Oﬀ-
nung eines durchbohrten, temperierbaren Kupferblocks gedr¨ uckt. Der Kupferblock wird zur thermischen
Isolierung von einem Styroformblock umgeben, der zwei einander gegen¨ uberliegende ¨ Oﬀnungen f¨ ur das
Pumplicht bzw. das aus dem Kristall auslaufende Lichtfeld hat.
3In der Tat war dies stellenweise auch schon am verwendeten Kristall zu sehen.
61Lithiumjodat, LiIO3, ist ¨ ahnlich eﬃzient wie Kaliumniobat und hat ¨ uberdies den Vor-
teil, auch im ultravioletten Wellenl¨ angenbereich transparent zu sein4, d.h. der Spielraum
bei der Wahl des Pumplasers ist gr¨ oßer. Als Nachteil hat zu gelten, daß Lithiumjodat
hygroskopisch ist. Allerdings wird dies durch die ohnehin empfehlenswerte Antireﬂex-
beschichtung stark abgemildert. F¨ ur den Dauerbetrieb empﬁehlt es sich dennoch, einen
komplett von der Luft isolierten Lithiumjodat-Kristall zu verwenden5.
Beim Laboraufbau werden die Auswirkungen der Luftfeuchtigkeit auf den Lithiumjodat-
Kristall durch folgende Maßnahmen gering gehalten: Der Kristall beﬁndet sich in einer
Fassung, deren zum Pumplaser gerichtete Seite von einem Deckglas luftdicht abgeschlos-
sen wird. Die gegen¨ uberliegende Seite bleibt zwar oﬀen6, an die Kristallfassung schließt
sich aber direkt ein mit Silika-Gel-Perlen gef¨ ullter Metallbeh¨ alter an, bei dem in der Mit-
te ein rechteckiger Ausgangskanal f¨ ur das Fluoreszenzlicht ausgespart ist. Die seitlichen
W¨ ande des Ausgangskanals sind dabei aus Drahtnetz, so daß das Silika-Gel die Luft-
feuchtigkeit der von außen in den Kanal eintretenden Luft senken kann. Zus¨ atzlich wird
der Kristall in der Fassung und mit dem daran befestigten Metallbeh¨ alter außerhalb der
Meßzeiten in einem Vorratsbeh¨ alter mit Silika-Gel aufbewahrt.
Da der Lithiumjodat-Kristall winkel-phasenangepaßt wird und mittlere Temperatur-
schwankungen (d.h. < ±30◦C) die Brechungsindices nicht maßgeblich ¨ andern, ist der
Aufbau nach einmaliger Einstellung des gew¨ unschten Phasenanpasswinkels sehr stabil
– Schwankungen wie beim Einsatz des Kaliumniobat-Kristalls treten nicht auf, s. Ab-
schnitt 5.1.2.3.
F¨ ur den Laboraufbau wurde ein antireﬂexbeschichteter Lithiumjodat-Kristall mit einer
L¨ ange von 9 mm (10 mm Breite, 7 mm H¨ ohe) verwendet, der vom Hersteller bereits
vorkonfektioniert wurde (Schnittwinkel von 39◦ zur optischen Achse). Da der Schnitt-
winkel vom Hersteller nur auf 0,5◦ Genauigkeit speziﬁziert wird, ist der gefaßte Kristall
samt Luftfeuchtigkeitsschutzvorrichtung mit einer Halterung auf einer Winkelverstel-
leinheit befestigt, die es erlaubt, den Kristall um eine Achse senkrecht zum Pumpstrahl
zu drehen. Durch Ver¨ andern des Drehwinkels lassen sich die Abstrahlwinkel von Signal-
und Idler-Strahl beeinﬂussen, wobei es sich empﬁehlt, m¨ oglichst kleine Abstrahlwinkel
zu w¨ ahlen, da der Prozeß der parametrischen Fluoreszenz f¨ ur diese am eﬃzientesten
ist. Allerdings hat dies auch Nachteile: Es ist ein relativ langer optischer Weg n¨ otig,
um eine gute r¨ aumliche Trennung von Pump-, Signal- und Idler-Strahl zu erreichen. Im
aktuellen Aufbau wird die Trennung der Strahlen durch zwei hochreﬂektierende Silber-
spiegel (12 mm Durchmesser) erreicht. Sie sind im Abstand von 67 cm hinter der Quelle
derart aufgestellt, daß der eine den Idler-Strahl auf einen Photonendetektor lenkt, der
als Triggerdetektor fungiert, w¨ ahrend der andere den Signal-Strahl auf das zufallgene-
rierende Element schickt. Die beiden Spiegel stehen eng nebeneinander und sind dabei
so angeordnet, daß der Pumpstrahl gerade zwischen ihnen hindurchl¨ auft und auf einen
Strahlabsorber triﬀt, so daß der Streulichtanteil im Aufbau gering gehalten werden kann.
Der Winkel zwischen den Hauptausbreitungsrichtungen der Photonen der Photonenpaa-
re und dem Pumpstrahl betr¨ agt ca. 0,3◦.
4Kaliumniobat ist f¨ ur Wellenl¨ angen unter 420 nm stark absorbierend.
5Die Kristalle sind kommerziell auch in durchsichtigen Beh¨ altern erh¨ altlich, die mit einem Schutzgas
oder einer im Brechungsindex angepaßten Schutzﬂ¨ ussigkeit gef¨ ullt sind.
6Dies geschieht, um eine m¨ oglichst hohe Eﬃzienz zu erreichen; ein Vorgehen wie bei der Eingangs-
Seite w¨ urde aufgrund von Reﬂexion zu Verlusten bei den Photonenpaaren f¨ uhren.
62Bei dem Trigger-Photonendetektor handelt es sich um ein passiv gequenchtes Detektor-
modul der Firma EG&G, s. Abschnitt 4.4.1.2.
4.3 Die Photonenquelle auf Basis abgeschw¨ achter Licht-
pulse
Einphotonenquellen auf Basis abgeschw¨ achter Lichtpulse lassen sich mit verh¨ altnism¨ a-
ßig geringem technischen Aufwand realisieren, da ihr Grundaufbau recht einfach ist:
Man nehme eine herk¨ ommliche Lichtquelle, z.B. eine Leuchtdiode oder eine Laserdiode,
und schw¨ ache diese mit Hilfe von Filtern so stark ab, daß die Wahrscheinlichkeit f¨ ur
das gleichzeitige7 Auftreten mehrerer Photonen hinreichend8 klein ist. Diese Photonen-
quellen lassen sich weiter unterteilen in gepulste und kontinuierliche Quellen. Bei den
im folgenden vorgestellten Aufbauten kommen nur gepulste Quellen zum Einsatz, da
der Grundaufbau (s. Abb. 4.1) eine Photonenquelle mit Trigger-Ausgang vorsieht. Dies
empﬁehlt sich, da hierdurch Auswirkungen der Detektor-Dunkelz¨ ahlrate oder m¨ oglicher,
¨ außerer Manipulationsversuche minimiert werden. Anders als bei der Einphotonenquelle
auf Basis der parametrischen Fluoreszenz, die einen Triggerdetektor ben¨ otigt, ist dies bei
der Einphotonenquelle, die stark abgeschw¨ achte Pulse emittiert, nicht der Fall, denn das
elektrische Pulssignal, das die Lichtquelle ansteuert, kann gleichzeitig als Triggersignal
verwendet werden.
Bei der konkreten Wahl der Lichtquelle f¨ ur die statistische Einphotonenquelle sollten
außerdem noch folgende Zusatzbedingungen erf¨ ullt sein:
• Die Lichtquelle sollte sich ohne aufwendige Beschaltung mit einem herk¨ ommlichen
Pulsgenerator ansteuern lassen.
• Die von der Lichtquelle ausgesandten Pulse sollten eine Zeitdauer von ca. 10 ns
oder weniger haben.
• Das Spektralproﬁl sollte in demselben Wellenl¨ angenbereich wie das der auf der
parametrischen Fluoreszenz basierenden Einphotonenquelle (s.o.) liegen.
• Die Lichtquelle sollte preisg¨ unstig sein und einen kompakten Aufbau der Quelle
erlauben.
Die Motivation hinter der Aufstellung dieser Bedingungen d¨ urfte – bis auf die Forde-
rung hinsichtlich des Spektralproﬁls – oﬀensichtlich sein. Wie bereits in Abschnitt 4.2.1
erw¨ ahnt, ist es am g¨ unstigsten, wenn die Photonen, die bei der Zufallsgenerierung ver-
wendet werden, in einem Wellenl¨ angenbereich liegen, f¨ ur den die Quanteneﬃzienz der
Detektoren m¨ oglichst hoch ist. Anders als bei der echten Einphotonenquelle ist dies
im Falle einer statistischen Einphotonenquelle auch leicht zu erf¨ ullen, da es f¨ ur den
7
”Gleichzeitig“ bezieht sich dabei auf die Zeitauﬂ¨ osung der Detektoren bzw. der Signalverarbeitung;
bei den vorgestellten Experimenten wird sie durch das Koinzidenzfenster von 10 ns gegeben.
8Welche Wahrscheinlichkeit man als hinreichend klein ansieht, ist nat¨ urlich Ermessenssache. Bei den
Experimenten wird der Wert P(n ≥ 2) ≈ 0,01, der bei Experimenten zur Quantenkryptographie mit
abgeschw¨ achten Lichtpulsen [57, 104] auch gern verwendet wird, als Richtwert genommen. Dies entspricht
einer mittleren Photonenrate von 0,1 Photon pro Puls.
63Wellenl¨ angenbereich in dem die Detektoren eine sehr gute Quanteneﬃzienz besitzen, s.
Abb. 4.6, Laserdioden bzw. LEDs gibt.
Bei den in der vorliegenden Arbeit durchgef¨ uhrten Experimenten mit statistischen Ein-
photonenquellen wird allerdings auf eine m¨ oglichst gute Vergleichbarkeit zwischen der
statistischen Einphotonenquelle und der echten Einphotonenquelle Wert gelegt und da-
bei eine schlechtere Quanteneﬃzienz und eine somit niedrigere Bitrate in Kauf genom-
men, da nicht im Wellenl¨ angenbereich maximaler Quanteneﬃzienz der Detektoren ge-
arbeitet werden kann.
F¨ ur die Lichtquelle ﬁel die Wahl auf eine schnelle Signal-Leuchtdiode Typ Honeywell
High Speed Fiber Optic LED HFE 4023-323 mit 150 MHz Bandbreite und einem Spek-
tralproﬁl von 850 nm ± 50 nm. Die Diode hat eine Kugellinse direkt ¨ uber dem Chip zur
eﬃzienten Einkopplung in Mehrmodenfasern, so daß aufgrund der geringen Strahldiver-
genz keine zus¨ atzliche Kollimationslinse notwendig ist. Ein Interferenzﬁlter (Zentralwel-
lenl¨ ange 882 nm, Halbwertsbreite 8,6 nm) dient dazu, das Spektralproﬁl des Ausgangs-
lichtfeldes auf den Zentralbereich der Wellenl¨ angenverteilung bei der Einphotonenquelle
einzuschr¨ anken.
Die Abschw¨ achung der Lichtpulse erfolgt durch den Interferenzﬁlter und zwei zus¨ atzlich
hinter ihm in den Strahlengang eingebrachte Graugl¨ aser. Die LED und der Interferenz-
ﬁlter beﬁnden sich in einem einseitig abgeschlossenen Tubus, der durch die direkt am
Ausgang angebrachten Graugl¨ aser abgeschlossen wird; die Quelle ist daher recht kom-
pakt (ca. 11 cm L¨ ange) und k¨ onnte ¨ uberdies auch noch erheblich weiter verkleinert wer-
den. Die Graugl¨ aser werden so gew¨ ahlt, daß die mittlere Photonenzahl pro Puls nicht
gr¨ oßer als 0,1 Photon pro Puls ist, zur genauen Vorgehensweise, s. Abschnitt 5.2.1. Das
ist eine sehr restriktive Wahl, da die nachfolgenden optischen Komponenten des Zufall
generierenden Elementes nochmals abschw¨ achend wirken und die Detektoren, aufgrund
ihrer nicht 100% betragenden Quanteneﬃzienz, die gemessene mittlere Photonenzahl
weiter senken. Wegen ihres kompakten Aufbaus kann die statistische Einphotonenquelle
direkt vor dem Zufall generierenden Element plaziert werden, so daß der gesamte Ge-
neratoraufbau kompakter gestaltet werden kann als im Fall der Einphotonenquelle auf
Basis der parametrischen Fluoreszenz.
Die LED ist sehr einfach beschaltet: ¨ Uber einen Vorwiderstand9 werden Vor- und Puls-
spannung angelegt, das einzige weitere Bauteil ist eine zur LED antiparallel geschaltete,
schnelle Signaldiode, die dazu dient, ¨ Uberschwinger in den positiven Spannungsbereich,
die sch¨ adlich f¨ ur die LED sein k¨ onnten, kurzzuschließen.
Die Ansteuerung der LED erfolgt mit einem handels¨ ublichen Pulsgenerator (Hewlett
Packard, Typ 8007B), wobei die Parameter so gew¨ ahlt werden, daß die von der LED
ausgesandten Lichtpulse eine L¨ ange von ≤ 10 ns haben10. Hierzu wird die LED mit
-1 V vorgespannt und mit elektrischen Pulsen aus dem Pulsgenerator angesteuert, die
eine L¨ ange von 8,2 nm (FWHM) haben und eine Amplitude von -2 V. Die Vorspan-
nung ist notwendig, da nur auf diese Weise hinreichend kurze Pulse erzeugt werden
k¨ onnen. Negative Spannungen werden verwendet, damit das Signal des Pulsgenerators
9Es wurde anstatt 50 Ω ein Wert von 27 Ω f¨ ur den Widerstand gew¨ ahlt, um mit Hilfe eines h¨ oheren
Stroms (50 mA bei einer Betriebsspannung der LED von 1,7 V) k¨ urzere Lichtpulse zu erreichen.
10Typischer Wert f¨ ur die L¨ ange der Lichtpulse: 8,6 ns FWHM, k¨ urzere Pulse sind prinzipiell m¨ oglich
(bis ca. 5 ns), da die verwendete Koinzidenzelektronik allerdings ein minimales Koinzidenzfenster von
10 ns hat, w¨ are dies beim Laboraufbau nicht sinnvoll.
64auch als Triggersignal11 dienen kann, wobei allerdings ein Kondensator mit der Kapazi-
t¨ at (CAC = 1 nF) zur AC-Kopplung an die nachfolgende Signalverarbeitung verwendet
werden muß, damit die Vorspannung nicht ebenfalls am Eingang anliegt. Mit Hilfe von
Verz¨ ogerungsleitungen wird daf¨ ur gesorgt, daß das Triggersignal bei den Experimenten
koinzident zu den elektrischen Ausgangspulsen der Signaldetektoren ist. Die Verz¨ oge-
rungen m¨ ussen hierbei aufgrund der unterschiedlichen optischen Wege bei Freistrahl-
und Faseroptik jeweils f¨ ur den entsprechenden Aufbau dimensioniert werden.
4.4 Das Zufall generierende Element
4.4.1 Aufbau in Freistrahloptik
Das Zufall generierende Element besteht beim Aufbau in Freistrahloptik, s. Abb. 4.2,
Abb. 4.3, Abb. 4.4 und Abb. 4.5 aus drei Komponenten: einem Strahlteilerw¨ urfel (falls
polarisierend, mit einem zus¨ atzlichen λ/2-Pl¨ attchen davor) und den beiden Quantende-
tektoren in den Ausg¨ angen des Strahlteilers. Die Grundidee wurde schon in Abschnitt






















Abbildung 4.2: Freistrahloptischer Aufbau eines quantenoptischen Zufallsgenerators mit
Kaliumniobat-Kristall, λ/2-Pl¨ attchen und polarisierenden Strahlteiler
11Bei den Experimenten mit der gepulsten, statistischen Einphotonenquelle werden f¨ ur die Signalvor-
verarbeitung NIM-Einsch¨ ube benutzt, diese setzen negative Spannungen bei den Signalen voraus.
65Abbildung 4.3: Photographie des freistrahloptischen Aufbaus eines quantenoptischen Zufallsge-
nerators mit Kaliumniobat-Kristall, λ/2-Pl¨ attchen und polarisierenden Strahlteiler
4.4.1.1 Der Strahlteilerw¨ urfel
Der Strahlteilerw¨ urfel ist der integrale Bestandteil des Zufall generierenden Elementes.
Anfangs wurde f¨ ur das Experiment ein polarisierender Strahlteiler (entspiegelter dielek-
trischer Breitband-Strahlteilerw¨ urfel (650-900 nm) mit Absorption < 0,5%, Melles
Griot) benutzt. Polarisierende Strahlteiler haben eine hohe Transmission f¨ ur parallel
zur Einfallsebene polarisiertes Licht und eine niedrige f¨ ur senkrecht zur Einfallsebene
polarisiertes Licht. Umgekehrt wird das senkrecht polarisierte Licht sehr gut reﬂektiert,
w¨ ahrend das parallel polarisierte nahezu gar nicht reﬂektiert wird. Das Licht aus der Ein-
photonenquelle auf Basis der parametrischen Fluoreszenz ist linear polarisiert. Mit Hilfe
eines drehbar gelagerten λ/2-Pl¨ attchens (Doppelplatte aus Quarz, f¨ ur eine Lichtwellen-
l¨ ange von λ = 884 nm gefertigt, breitbandentspiegelt, 25 mm Durchmesser, Spindler
& Hoyer) l¨ aßt sich die lineare Polarisationsrichtung des Lichtes drehen. Dies erm¨ og-
licht es, die lineare Polarisationsrichtung des einfallenden Lichtes so zu drehen, daß das
Strahlteilungsverh¨ altnis genau 50:50 betr¨ agt.
Auch mit dem sp¨ ater verwendeten unpolarisierenden Strahlteiler l¨ aßt sich aber ohne zu-
s¨ atzliche Einstellm¨ oglichkeit ein Teilungsverh¨ altnis von 48:52 erreichen. Die Abweichun-
gen vom idealen Teilungsverh¨ altnis r¨ uhren hierbei nicht nur von geringen wellenl¨ angen-
bedingten Abweichungen im Teilungsverh¨ altnis des Strahlteilerw¨ urfels her, sondern auch
von leichten Unterschieden in der Quanteneﬃzienz der Detektoren, des Durchmessers der
Irisblenden vor den Detektoren und von minimalen Fehlstellungen der Detektoren. Diese
66Fehlstellungen lassen sich bei den freistrahloptischen Aufbauten nur schwer vermeiden,
da auf eine sehr kleine Detektorﬂ¨ ache (s.u.) fokussiert werden muß. Beim faseroptischen
Aufbau hingegen, werden solche Fehlstellungen vermieden, da der Aufbau symmetri-
scher ist, allerdings weicht nun das Teilungsverh¨ altnis des Faserkopplers selbst st¨ arker















F2: Kantenfilter (RG 830)
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NLK: Lithiumjodat-Kristall
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Abbildung 4.4: Freistrahloptischer Aufbau eines quantenoptischen Zufallsgenerators mit
Lithiumjodat-Kristall und unpolarisierenden Strahlteiler
4.4.1.2 Die Detektoren
Die Detektoren beﬁnden sich in den beiden Ausg¨ angen des Strahlteilerw¨ urfels. Ihr Ab-
stand zu den Glasﬂ¨ achen des Strahlteilerw¨ urfels betr¨ agt ca. 4 cm. Die Detektoren beste-
hen aus einem Tubus mit optischen Komponenten und dahinterliegenden kommerziell
erh¨ altlichen Detektormodulen, die sich mit Hilfe einer XY-Verschiebeeinheit senkrecht
zur Tubusachse verschieben lassen. Bei den optischen Komponenten, die sich im Tu-
bus beﬁnden, handelt es sich jeweils um eine Irisblende (¨ Oﬀnung: 0,5 – 12 mm), einen
Kantenﬁlter (RG 830, Schott, entspiegelt)und eine kurzbrennweitige, achromatische
Sammellinse (f = 30 mm, ebenfalls entspiegelt). Die Irisblende dient dazu den Raum-
winkel, den die verschiedenen Detektoren sehen, so einzugrenzen, daß er f¨ ur alle drei























F: Farbglasfilter (RG 830)
IF: Interferenzfilter
Abbildung 4.5: Freistrahloptischer Aufbau eines quantenoptischen Zufallsgenerators mit gepul-
ster, statistischer Einphotonenquelle
Kristall stehen12. Der Kantenﬁlter unterdr¨ uckt alles Licht mit einer Wellenl¨ ange un-
ter 830 nm, so z. B. Streulicht des Pumplasers (442 nm); er ist aufgrund der hohen
Empﬁndlichkeit der Detektoren unumg¨ anglich.
Der Abschnitt des Tubus, der sich zwischen Linse und Detektorhalterung beﬁndet, ist
in seiner L¨ ange ver¨ anderlich und arretierbar, so daß sich auf diese Weise der Fokus der
Linse longitudinal verstellen l¨ aßt. Die M¨ oglichkeit, den Fokus zu ver¨ andern und das
Detektormodul senkrecht zu Tubusachse zu verschieben, erlaubt es, das Licht auf die
recht kleine Detektorﬂ¨ ache13 (Durchmesser: 200 µm) zu fokussieren.
EG&G-Detektormodule F¨ ur die Funktion des quantenoptischen Zufallszahlengene-
rators sind Einzelquantendetektoren von gr¨ oßter Bedeutung. Ohne eﬃziente Detektoren
ist die technische Realisierung eines auf quantenoptischen Prinzipien beruhenden Gene-
rators ausgeschlossen. Gl¨ ucklicherweise gibt es seit einigen Jahren ausgesprochen eﬃzi-
ente Einzelquanten-Detektormodule der Firma EG&G. Diese Module zeichnen sich bei
Betriebstemperaturen im Bereich von 10◦–35◦ C durch hohe Quanteneﬃzienz, Rauschar-
mut (Dunkelz¨ ahlrate < 100 Hz), gute Zeitauﬂ¨ osung, kompakte Bauweise und Robust-
heit aus. ¨ Uberdies haben sie den großen Vorteil, daß sie einen zweistuﬁgen On-Chip-
Peltierk¨ uhler besitzen, eine externe aktive K¨ uhlung also ¨ uberﬂ¨ ussig ist, sofern f¨ ur gute
Luftzufuhr bzw. W¨ armeableitung ¨ uber das Geh¨ ause gesorgt wird, s. a. Abschnitt 3.2.3.
12Der Triggerdetektor beﬁndet sich in einer geringf¨ ugig kleineren Entfernung vom Kristall als die
beiden Signaldetektoren.
13Bei den neuen Detektoren wird eigentlich nicht auf die Detektorﬂ¨ ache, sondern auf die Faserzuleitung
zum Chip fokussiert, diese hat allerdings einen noch kleineren Kerndurchmesser (100 µm).






























Abbildung 4.6: Quanteneﬃzienz der EG&G-Detektormodule, Typ: SPCM-AQ, in Abh¨ angigkeit
von der Detektionswellenl¨ ange
Da es sich bei dem eigentlichen Detektorchip um eine Si-Avalanchephotodiode (APD)
handelt, folgt die Quanteneﬃzienz den typischen Kurven f¨ ur Si-Photodioden, einzig
aufgrund der K¨ uhlung ist eine Verschiebung des Quanteneﬃzienzmaximums zu k¨ urzeren
Wellenl¨ angen hin zu beobachten, s. Abb. 4.6). In dem f¨ ur die folgenden Experimente
relevanten Wellenl¨ angenbereich um 884 nm l¨ aßt sich die Wellenl¨ angenabh¨ angigkeit der
Quanteneﬃzienz sehr gut durch eine abfallende Gerade approximieren.
Die verwendeten Avalanchedioden sind gezielt f¨ ur die Detektion einzelner Photonen ent-
wickelt worden und werden bei der Herstellung nach m¨ oglichst niedriger Dunkelz¨ ahlrate
selektiert. Zur Detektion einzelner Photonen werden die Avalanchedioden in einem spe-
ziellen Zustand, dem ”Geiger-Modus“, betrieben, der sich dadurch auszeichnet, daß bei
ihm die APDs mit einer Spannung, die 20 bis 40 Volt ¨ uber ihrer Durchbruchsspannung
liegt, vorgespannt werden. Ein innerhalb der Sperrschicht der APD absorbiertes Pho-
ton erzeugt ein Elektron-Loch-Paar und aufgrund des hohen elektrischen Feldes wird
das Elektron14 des Paares in einer Generationsschicht beschleunigt und kann weitere
Elektronen ins Leitungsband anregen, die wiederum beschleunigt werden und weitere
Elektronen anregen k¨ onnen. Auf diese Weise bildet sich eine Elektronenlawine aus, die
aber anders als im herk¨ ommlichen Betriebsmodus einer APD (Vorspannung < Durch-
bruchsspannung) nicht von allein wieder abklingt, sondern erst dann, wenn die Spannung
an der Diode unter die Durchbruchsspannung gefallen ist. Dies l¨ aßt sich auf zwei Weisen
erreichen: passiv, durch einen in Reihe zur APD geschalteten, strombegrenzenden hoch-
ohmigen Widerstand R, ¨ uber den sich die Sperrschichtkapazit¨ at Cs entl¨ adt oder aktiv,
indem gleich bei Einsetzen des Lawinenstroms die Vorspannung sofort unter die Durch-
14Die L¨ ocher tragen wenig zum Aufbau der Lawine bei, da die Dotierungsproﬁle der APDs so angelegt
sind, daß ihre Ionisationskoeﬃzienten sehr viel kleiner als die der Elektronen sind.
69bruchsspannung gesenkt wird. Die aktive Vorgehensweise ist empfehlenswert, da man
anders als im passiven Fall nicht mehrere Zeitkonstanten τ = Cs · R lang warten muß,
bevor die Sperrschichtkapazit¨ at wieder aufgeladen werden kann. Daher weisen Detek-
toren, die eine Beschaltung f¨ ur dieses ”active quenching“ genannte Vorgehen aufweisen,
eine k¨ urzere Totzeit auf, so daß ihre Detektionseﬃzienz h¨ oher ist und sich S¨ attigungsef-
fekte erst bei h¨ oheren Z¨ ahlraten bemerkbar machen.
Die Detektor-Module enthalten bereits die komplette Elektronik, die f¨ ur die Ansteuerung
der APDs n¨ otig ist. Aufgrund ihres Metallgeh¨ auses und der hohen Ausgangspegel (TTL-
Pegel) sind sie sehr st¨ orunempﬁndlich gegen¨ uber elektromagnetischer Beeinﬂussung von
außen.
Bei den experimentellen Aufbauten der quantenoptischen Zufallsgeneratoren ﬁnden zwei
verschiedene Modultypen ihre Anwendung15. F¨ ur den Triggerdetektor wird ein Detek-
tor Typ EG&G SPCM-200-PQ verwendet, seine Dunkelz¨ ahlrate betr¨ agt weniger als 100
Z¨ ahlereignisse pro Sekunde, die Zeitauﬂ¨ osung betr¨ agt 500 ps FWHM, und die elektri-
schen Ausgangspulse haben eine L¨ ange von 300 ns.
Bei diesem Modul handelt sich um ein ¨ alteres Modell, bei dem die APD ”passiv ge-
quencht“ wird und das daher eine Detektor-Totzeit von 200 ns aufweist. Aufgrund der
relativ langen Totzeit geht der Detektor bei hohen Photonenraten in die S¨ attigung, d.h.
er z¨ ahlt einen betr¨ achtlichen Anteil der Photonen, die absorbiert werden, nicht mehr,
da sie w¨ ahrend der Totzeit auf den Detektor auftreﬀen. Die l¨ angere Totzeit ist neben
der kleinen Pumpleistung und der mit ihr einhergehenden niedrigen Photonenpaar-Rate
ein limitierendes Element f¨ ur die maximal m¨ ogliche Bitrate des Zufallsgenerators. Die
Quanteneﬃzienz dieses Detektors betr¨ agt bei 884 nm ca. ηpq = 0,23.
Die beiden Detektoren in den Ausg¨ angen des Strahlteilers sind Detektoren des Typs
EG&G SPCM-AQ-131-FL. Sie haben eine Dunkelz¨ ahlrate von weniger als 100 Z¨ ahler-
eignisse pro Sekunde, eine Zeitauﬂ¨ osung von 300 ps FWHM, eine Ausgangspulsl¨ ange
von 10 ns und eine Totzeit16 von 50 ns. Aufgrund dieser k¨ urzeren Totzeit, die durch ein
”aktives Quenching“ der Elektronen-Lawine erreicht wird, zeigen sich S¨ attigungserschei-
nungen erst bei h¨ oheren Photonenraten.
Eine negative Eigenschaft der Detektoren (alte wie neue Modelle) ist ihre Tendenz, daß
mit einer gewissen Wahrscheinlichkeit nach einem Detektionsereignis zus¨ atzliche Nach-
pulse auftreten. Allerdings ist die mittlere Nachpulswahrscheinlichkeit recht klein, sie
betr¨ agt f¨ ur die verwendeten Detektoren PNachpuls = 3 · 10−3 bzw. PNachpuls = 2 · 10−3.
Zudem ist die Verteilung der Nachpulse stark zeitabh¨ angig; sie hat einen nahezu ex-
ponentiell abfallenden Verlauf, wobei die weitaus meisten Nachpulse im Zeitraum bis
200 ns nach der Detektion auftreten. Da f¨ ur den Zufallsgenerator nur Koinzidenzereig-
nisse zwischen zwei Detektoren17 relevant sind, wird der Einﬂuß des Nachpulsens noch
weiter reduziert. Beim Aufbau mit einer Einphotonenquelle ist der Einﬂuß noch geringer,
da der Triggerdetektor mit seiner l¨ angeren Totzeit (200 ns) w¨ ahrend der Zeitspanne, in
der die Nachpulswahrscheinlichkeit der Signaldetektoren am gr¨ oßten ist, ohnehin keine
Pulse liefern und es somit zu keinem Koinzidenzereignis kommen kann.
15Es standen nur zwei der neueren Detektoren des Typs EG&G SPCM-AQ-131-F zur Verf¨ ugung.
16Die in den Meßprotokollen der verwendeten Signaldetektoren f¨ ur die Totzeit aufgef¨ uhrten Werte
sind mit 32 und 27 ns sogar noch k¨ urzer.
17Im Falle der Photonenquelle, die stark abgeschw¨ achte Pulse aussendet, handelt es sich um Koinzi-
denzereignisse zwischen dem elektrischen Ansteuerpuls der LED und einem Detektorsignal.
70Die neuen Detektor-Modelle haben jeweils eine FC-Faseranschlußbuchse, was Experi-
mente mit faseroptischen Bauteilen (z.B. Faser-3dB-Koppler statt eines Strahlteiler-
w¨ urfels, s. Abschnitt 4.4.2) stark vereinfacht18 und diverse Komponenten spart, wie
z.B. die x-y-Verstelleinheiten. Allerdings wird durch die notwendig Ankopplung des FC-
Faseranschlusses an die Detektoroberﬂ¨ ache die Quanteneﬃzienz etwas vermindert, sie
betr¨ agt bei 884 nm f¨ ur die verwendeten Detektoren ηaq = 0,31 bzw. 0,29.
4.4.2 Aufbau in Faseroptik
Der Aufbau mit faseroptischen Komponenten, s. Abb. 4.7 bzw. 4.8, unterscheidet sich
vom Aufbau in Freistrahloptik lediglich durch ein anderes Zufall generierendes Ele-
ment: Anstatt eines Strahlteilerw¨ urfels mit Detektoren in den Ausgangsarmen wird
ein Mehrmoden-Faserkoppler mit an den Ausgangsfasern angeschlossenen Detektoren
verwendet. Die Wahl ﬁel dabei auf einen Mehrmoden- und nicht auf einen Einmoden-
Faserkoppler19, da aufgrund des wesentlich gr¨ oßeren Kerndurchmessers von Mehrmo-
denfasern das Einkoppeln des Signalphotons in die Faser erheblich eﬃzienter m¨ oglich ist



















MMFC: Multimode Faser Koppler
F2: Filter (RG 830)
Abbildung 4.7: Faseroptischer Aufbau eines quantenoptischen Zufallsgenerators mit Einphoto-
nenquelle
18Allerdings erschweren die Anschl¨ usse die Justage des Aufbaus mit Freistrahloptik erheblich, da sie
f¨ ur solch eine Verwendung eigentlich nicht vorgesehen sind und das Fokussieren in die Faseranschl¨ usse
relativ schwierig ist. Selbstverst¨ andlich gibt es diese Detektoren auch als Modell ohne Faseranschl¨ usse,
solche Detektoren standen aber nicht zur Verf¨ ugung.
19Einen Einmoden-Faserkoppler h¨ atte man f¨ ur die ungew¨ ohnliche (Zentral-) Wellenl¨ ange speziell fer-






































F: Farbglasfilter (RG 830)
Abbildung 4.8: Faseroptischer Aufbau eines quantenoptischen Zufallsgenerators mit gepulster,
statistischer Einphotonenquelle
Bei dem verwendeten Mehrmoden-Faserkoppler handelt es sich um einen 1 auf 2 Kopp-
ler20 Model 5202 der Firma FOD, mit einer 1 m langen Eingangsfaser und zwei 30 cm
langen Ausgangsfasern, die alle mit FC-Steckern konfektioniert sind. Der Koppler ist f¨ ur
den Wellenl¨ angenbereich von 850 bis 1300 nm konstruiert, wobei allerdings das mit 3±1
dB angegebene Teilungsverh¨ altnis im Bereich um 884 nm bei typisch 40:60 liegt, was
leider erheblich21 vom idealen Teilungsverh¨ altnis von 50:50 abweicht. Die Zusatzverluste
des Kopplers werden von FOD mit kleiner als 1 dB speziﬁziert.
Zum Einkoppeln des Signalphotons bzw. der Lichtpulse der LED in die Eingangsfaser
des Faserkopplers dient ein Fokussierkollimator mit achromatischem Objektiv (Spind-
ler & Hoyer, MB 04), der eine ganze Reihe von Freiheitsgraden bietet, um die Ein-
kopplungseﬃzienz zu erh¨ ohen. Neben der longitudinalen Verstellbarkeit des Fokus, kann
der Fokussierkollimator senkrecht zur Strahleinfallsrichtung verkippt und mit Hilfe ei-
ner zus¨ atzlichen x-y-Verschiebeeinheit ¨ uberdies senkrecht zur Einfallsrichtung bewegt
werden.
Die Ausgangsfasern des Faserkopplers werden direkt an die mit FC-Faseranschlußbuch-
sen versehenen Detektoren angeschlossen. Gegen¨ uber dem Aufbau in Freistrahloptik
reduziert dies den Einﬂuß des ohnehin geringen Streulichtes noch weiter. Hierdurch
verbessert sich auch die Symmetrie zwischen den Signaldetektoren, da nicht mehr auf
20Nat¨ urlich handelt es sich eigentlich um einen 2 auf 2 Koppler, w¨ ahrend aber beide Ausgangsfasern
aus dem Geh¨ ause des Kopplers herausgef¨ uhrt sind, gilt dies nur f¨ ur eine der Eingangsfasern; die andere
ist intern abgeschlossen.
21Es ließe sich im Prinzip nat¨ urlich auch ein speziell f¨ ur den gew¨ unschten Wellenl¨ angenbereich opti-
mierter Faserkoppler mit einem ausgewogenen Teilungsverh¨ altnis fertigen.
72jede Detektorﬂ¨ ache einzeln justiert werden muß, was ebenfalls eine große Zeitersparnis
darstellt.
Die Fasern zeigen in Bezug auf beim Aufbau auftretende Biegungen (Kr¨ ummungsradien
> 10 cm) kein die Detektorz¨ ahlraten beeinﬂussendes Verhalten.
Da die Ausgangsfasern des Faserkopplers direkt an die Detektoren angeschlossen sind,
m¨ ussen die Irisblende und der nachfolgende Kantenﬁlter, die sich beim Aufbau in Frei-
strahloptik im Tubus vor dem jeweiligen Detektor beﬁnden (s. Abschnitt 4.4.1.2), jetzt
in einem Tubus direkt vor der Fasereinkopplungsoptik plaziert werden. Dies bietet einen
großen Vorteil: Es l¨ aßt sich n¨ amlich damit sicherstellen, daß beide Detektoren auf jeden
Fall denselben Raumwinkel ”sehen“. Insbesondere f¨ ur den mit abgeschw¨ achten Lichtpul-
sen arbeitenden Zufallsgenerator ist dies wichtig, s. Abschnitt 5.2.3.
4.5 Die Signalverarbeitung und Datenaufnahme
Bei den Laboraufbauten wurden im Laufe der Arbeit drei verschiedene Varianten der
Signalverarbeitungs- und Datenaufnahme-Elektronik verwendet:
1. Eine auf NIM-Einsch¨ uben (von EG&G) basierende Elektronik, gefolgt von einer
einfachen Schnittstellen-Elektronik zur Datenaufnahme mit Hilfe eines Meßrech-
ners.
2. Eine kompakte, kosteng¨ unstige Elektronik, die Signalverarbeitung, programmier-
bare Datenaufnahmem¨ oglichkeiten und einen Zwischenspeicher kombiniert und ei-
ne eﬃziente Daten¨ ubertragung zum Meßrechner erlaubt.
3. Eine hybride Elektronik, bei der die Pulsformung und die Koinzidenzbildung mit
Hilfe von NIM-Einsch¨ uben erfolgt, aber die Bit¨ ubernahme, Zwischenspeicherung
und Daten¨ ubertragung zum Rechner durch Teile der bei Punkt 2 genannten Elek-
tronik.
Hierbei stellt die kompakte Elektronik eine Eigenentwicklung dar, die im Hinblick auf
die praktische Anwendung quantenoptischer Zufallsgeneratoren entworfen wurde. Die
Gemeinsamkeiten und Unterschiede der drei Varianten der Datenaufnahme-Elektronik
werden weiter unten besprochen.
4.5.1 Auf NIM-Einsch¨ uben basierende Signalverarbeitungselektronik
In Abb. 4.9 ist die f¨ ur die Verarbeitung der Signale notwendige Elektronik im Prinzip-
schaltbild dargestellt.
Die NIM-Einsch¨ ube verwenden negative Logikpegel (kompatibel zu ECL-Logikpegeln),
um m¨ oglichst kurze Verarbeitungszeiten zu erreichen. Dies bedingt eine Umwandlung der
Detektorsignale mit ihren TTL-Pegeln in Signale mit ECL-Pegeln. Beim Generator mit
Einphotonenquelle muß das Signal des Triggerdetektors (s. Abschnitt 4.4.1.2) auf 10 ns
verk¨ urzt22 werden, damit man eine sinnvolle Koinzidenz zwischen dem Triggerdetektor
und den Signaldetektoren erh¨ alt. Vers¨ aumte man dies, n¨ ahme die Rate der zuf¨ alligen
Koinzidenzen unn¨ otigerweise betr¨ achtlich zu.
































































Abbildung 4.9: Prinzipschaltbild der Signalverarbeitungselektronik
Aufgrund der unterschiedlichen internen Verschaltung der alten und der neuen Detektor-
module und der zus¨ atzlichen Verz¨ ogerung, die der Triggerdetektorpuls bei der Verk¨ ur-
zung erf¨ ahrt, ist es außerdem notwendig, die Signaldetektorsignale ¨ uber kompensierende
Verz¨ ogerungsleitungen den Koinzidenzeinheiten (EG&G, Modell C314/NL) zuzuf¨ uhren.
Bei den experimentellen Aufbauten mit der statistischen Einphotonenquelle wird kein
Triggerdetektor, sondern nur ein bereits hinreichend kurzes elektronisches Triggersignal
verwendet, so daß in diesem Fall nur das Triggersignal mit Hilfe einer Verz¨ ogerungslei-
tungen in Koinzidenz mit den Signalen der Detektoren gebracht wird.
Die Ausgangssignale der Koinzidenzeinheiten stellen die eigentlichen Meßsignale dar,
d.h. je nachdem, welche der Koinzidenzeinheiten einen Ausgangspuls liefert, generiert
der Zufallsgenerator einen Bitwert Eins oder Null. Da die Ausgangspulse aus den Ko-
inzidenzen lediglich 10 ns lang sind, ist es n¨ otig, sie f¨ ur die direkte Daten¨ ubertragung
zum Meßrechner wieder zu verl¨ angern. Als Meßrechner wurde anfangs ein relativ lang-
samer Standard-PC (Prozessor: Intel 80386, 20 MHz Takt) genutzt23, so daß aufgrund
der interruptgesteuerten Datenaufnahme-Software (s. u. Abschnitt 4.5.1.1) allein dieser
Umstand24 bereits l¨ angere Pulse verlangte.
Die Ausg¨ ange der Koinzidenzeinheiten k¨ onnen außerdem ¨ uber ECL-TTL-Wandlungs-
gatter an eine im Meßrechner steckende Z¨ ahlerkarte angeschlossen werden, so daß sowohl
die Einzelz¨ ahlraten der Detektoren als auch die Koinzidenzz¨ ahlraten ermittelt werden
23Bei den Messungen mit der weiter unten beschriebenen kompakten Datenaufnahme-Elektronik wur-
de ein leistungsf¨ ahigerer Meßrechner (Prozessor Intel 80486, 50 MHz Takt) eingesetzt. Auch bei sp¨ ateren
Kontrollmessungen wurde dieser Rechner verwendet.
24Das Problem liegt hierbei nicht beim ¨ Ubergabesignal, das den Hardware-Interrupt ausl¨ ost, sondern
bei der Dauer der Signalpulse, denn ihre HIGH-Pegel m¨ ussen auch dann noch am Eingang des Rechners
anliegen, wenn der Rechner den Zustand der Eingangsports schließlich einliest.
74k¨ onnen. Dies ist insbesondere f¨ ur die Justage wichtig; so optimiert man z.B. die Detek-
torpositionen durch eine Maximierung der jeweiligen Koinzidenzz¨ ahlraten (unter Abzug
der zuf¨ alligen Koinzidenzen).
Die Ausgangssignale der Koinzidenzeinheiten werden zuerst jeweils mit einer
Gate&Delay-Einheit25 (EG&G, Typ 416 A) auf eine L¨ ange von 4 µs gebracht26. Hier-
bei werden gleichzeitig die negativen Pegel in positive (TTL-)Logikpegel umwandelt.
Mit einem Monoﬂop (74HCT221) je Signalleitung werden die Pulse weiter verl¨ angert
auf 100 µs27. Aus diesen beiden Signalen wird zus¨ atzlich mit Hilfe eines Oder-Gatters
(74HCT32) ein ¨ Ubernahmesignal generiert, das dem Meßrechner anzeigt, wann er ein
Bit einlesen soll28.
Die Bits werden ¨ uber den Parallel-Port eingelesen, wobei das Signal f¨ ur eine logische Eins
auf Pin 13 (Printer Select) und das f¨ ur eine logische Null auf Pin 12 (Paper End) gelegt
wird. Das ¨ Ubernahmesignal liegt an Pin 10 (Acknowledge) und kann einen Hardware-
Interrupt (Interrupt 7, der ”Printer-Interrupt“) ausl¨ osen. Diese Art des Einlesens wurde
gew¨ ahlt, damit der Generator an einen beliebigen PC-Meßrechner angeschlossen werden
kann. Auch die Stromversorgung f¨ ur die Monoﬂops und das Oder-Gatter geschieht dabei
¨ uber die parallele Schnittstelle.
4.5.1.1 Datenaufnahme-Software
Der Meß-PC l¨ auft unter dem ”Betriebssystem“ MSDOS und die Datenerfassungssoftwa-
re beschr¨ ankt sich auf ein Minimum. Das Erfassungsprogramm besteht im wesentlichen
aus drei Interrupt-Routinen (eine f¨ ur jeden Aufnahmemodus, s. Anhang F), Routinen
f¨ ur Datenspeicherung und Dateibenennung und einer Routine f¨ ur die (abschaltbare)
Bildschirmdarstellung der wichtigsten Parameter. Alle Routinen wurden in C++ pro-
grammiert. Auf die Programm-Interna soll hier nicht detailliert eingegangen werden,
es sei nur angemerkt, daß die Datenaufnahme interruptgesteuert geschieht, wobei das
Programm hierzu in eine Interrupt-Routine springt, in der das Zufallsbit an die n¨ achst-
folgende Bitposition in einen 32 kB großen Puﬀerspeicher geschrieben wird.
Durch eine Reihe von Kommandozeilen-Parametern kann der Datenaufnahme-Modus,
die Dateil¨ ange und die Anzahl der aufzunehmenden Zufallsdateien angegeben werden;
auch kann man festgelegen, ob eine (alphanumerische) Bildschirmdarstellung der ele-
mentaren statistischen Eigenschaften des Laufes und der Parameter erfolgen soll, f¨ ur
eine genaue Beschreibung der Parameter, s. Anhang F.
4.5.2 Kompakte Signalverarbeitungs- und Datenaufnahme-Elektronik
Die im vorhergehenden Abschnitt beschriebene Signalverarbeitungselektronik bew¨ ahrt
sich in den Experimenten zwar gut, aber sie hat auch einige Nachteile: NIM-Einsch¨ ube
sind relativ teuer, groß und leistungszehrend. Gerade im Hinblick auf einen Einsatz des
quantenoptischen Zufallsgenerators in der Praxis wurde daher eine kleinere, preisg¨ un-
25Verwendet wird nur die M¨ oglichkeit die Signaldauer zu verl¨ angern.
26Der f¨ ur die Pulsverl¨ angerung verwendete Einschub kann nur Pulse mit einer maximalen L¨ ange ca.
4,6 µs erzeugen.
27In der Abb. 4.9 sind die beiden Pulsverl¨ angerungsstufen nur zusammengefaßt dargestellt.
28Wenn mindestens eines der Signale auf HIGH ist, ist das ¨ Ubernahme-Signal ebenfalls HIGH. Das
Oder-Gatter hat nichts mit der Von-Neumann-Regulierung zu tun!
75stigere und energiesparende Signalverarbeitungs- und Datenaufnahme-Elektronik ent-
wickelt und gebaut.
Auch die kompakte Elektronik muß in der Lage sein, die Pulsl¨ angen der Detektorpulse
einander anzugleichen und Koinzidenzen zwischen Trigger- und dem jeweiligen Signal-
detektor registrieren zu k¨ onnen. Zus¨ atzlich wurde noch eine Zwischenspeicherungslogik
eingebaut, die den Datentransfer zwischen Zufallsgenerator und Meßrechner vereinfa-
chen und so den Meßrechner entlasten soll. Dies ist insbesondere f¨ ur den praktischen
Einsatz des Zufallsgenerators wichtig, da der Zufallsgenerator nur eine ”Zulieferfunk-
tion“ f¨ ur einen Rechner hat, der innerhalb seiner Programmbearbeitung Zufallsdaten
ben¨ otigt. Doch selbst wenn ein spezieller Rechner lediglich f¨ ur das Aufnehmen von Zu-
fallsdaten abgestellt w¨ urde, w¨ are es dennoch vorteilhaft, die Daten¨ ubertragung zwischen
Zufallsgenerator und Rechner m¨ oglichst eﬃzient zu gestalten, da der Rechner dann z.B.
auch mehr Zeit f¨ ur den Einsatz eﬃzienter Regularisierungsverfahren h¨ atte, s. Anhang G.
An die kompakte Datenaufnahmeelektronik werden folgende Anforderungen gestellt:
• Sie soll ohne schwer zu beschaﬀende und teure Spezialbauteile aufgebaut sein,
damit im Falle eines Defektes eine schnelle und preisg¨ unstige Reparatur m¨ oglich
ist. ¨ Uberdies sollte die Stromversorgung im gleichen Geh¨ ause untergebracht sein,
um auf ein zus¨ atzliches Netzteil verzichten zu k¨ onnen.
• Die einlaufenden Pulse sollen alle auf gleiche L¨ ange gebracht werden und die beiden
Koinzidenzeinheiten sollen m¨ oglichst kleine (< 10 ns) Koinzidenzfenster aufweisen,
um den Prozentsatz der zuf¨ alligen Koinzidenzen m¨ oglichst niedrig zu halten.
• Nur wenn genau einer der beiden Signaldetektoren mit dem Triggerdetektor in
Koinzidenz anspricht, soll ein Zufallsbit weitergegeben werden.
• Um den nachgeschalteten Rechner zu entlasten, sollen die Zufallsbits in einem Puf-
fer zwischengespeichert werden, um bei Bedarf vom Rechner byteweise in gr¨ oßeren
Bl¨ ocken ausgelesen werden zu k¨ onnen. Der Rechner muß dann nicht mehr auf jedes
Ereignis interruptgesteuert reagieren.
• Der Puﬀerspeicher soll mit der Pulsformungs- und Koinzidenzelektronik ¨ uber einen
programmierbaren Baustein verbunden sein, der auch die Implementierung einfa-
cher Regularisierungsalgorithmen erlaubt.
Das entsprechende Blockschaltbild f¨ ur eine solche Datenaufnahmeelektronik ist in Abb.
4.10 dargestellt, in den folgenden Unterkapiteln wird der genaue Aufbau n¨ aher bespro-
chen.
4.5.2.1 Pulsformung und Koinzidenz
Da die verwendeten Detektoren Pulse mit TTL-Pegeln ausgeben, wird f¨ ur die inte-
grierten Bausteine, die f¨ ur Pulsformung und Koinzidenz verwendet werden, eine TTL-
kompatible Logikfamilie verwendet, da sonst noch eine zus¨ atzliche Umwandlungsstufe
notwendig w¨ are; dies hat ¨ uberdies den Vorteil, daß sich die (Standard-)Bauteile leich-



















Abbildung 4.10: Blockschaltbild der kompakten Datenaufnahmeelektronik
sie besagte TTL-Pegel-Kompatibilit¨ at mit niedriger Leistungsaufnahme29 und schnellem
Schaltverhalten vereint.
Wie bereits erw¨ ahnt wird beim Einphotonen-Generator f¨ ur den Triggerdetektor ein et-
was ¨ alterer Typ von Detektor-Modul verwendet, dessen TTL-Ausgangspulse eine L¨ ange
von 300 ns haben und daher f¨ ur eine sinnvolle Koinzidenz mit den nur 10 ns langen
Pulsen der beiden Signaldetektormodule verk¨ urzt werden m¨ ussen. Um Laufzeitunter-
schiede zwischen dem Trigger- und den Signaldetektorsignalen zu vermeiden, durchlau-
fen die Pulse der Signaldetektoren die gleiche Pulsverk¨ urzung30. Diese Pulsverk¨ urzung
(s. Abb.4.11) wird schaltungstechnisch mit einer Kombination aus zwei Negationsgat-
tern und einem Diﬀerenzierer realisiert. Das erste Gatter dient der Pulsformung, ein
R-C-Glied diﬀerenziert den Puls, so daß nach Durchlaufen nur kurze Nadelpulse an den
Pulsﬂanken ¨ ubrig bleiben. Der positive Nadelpuls wird ¨ uber eine Signaldiode abgeleitet,
um ein ¨ Uberschreiten des HIGH-Pegels am Eingang des zweiten Negationsgatters zu ver-
meiden; der negative wird nach Durchlaufen des zweiten Gatters zu einem positiven Puls
kurzer L¨ ange. Nachdem die verschiedenen Detektorsignale auf gleiche L¨ ange (ca. 10 ns)
gebracht sind, wird mit Hilfe von NAND-Gattern auf Koinzidenz getestet. Hierbei wird
das Triggersignal (einlaufend an Buchse Bu2) an jeweils einen der Eing¨ ange der beiden
NAND-Gatter gelegt, und an den jeweils anderen das entsprechende Signaldetektor-
Signal. An den Ausg¨ angen der NAND-Gatter liegt somit immer ein HIGH-Pegel, es sei
denn die Eing¨ ange liegen (kurzzeitig) beide auf HIGH, so daß der Ausgangspegel des
Gatters auf LOW liegt. Die Ausg¨ ange dieser einfachen Koinzidenzeinheiten sind zum
einen mit den Eing¨ angen eines aus zwei NAND-Gattern aufgebauten Flipﬂops verbun-
den, und zum anderen mit den Eing¨ angen eines XOR-Gatters. Einer der beiden Aus-
g¨ ange des Flipﬂops ist mit dem Eingangs-Port PB1 eines Mikrocontollers Programmable
Interrupt Controller, PIC verbunden. Das Flipﬂop dient zur Zwischenspeicherung der
kurzen Koinzidenzsignale, da der nachfolgende PIC zu langsam (s.u.) ist, um Signale,
29Im Gegensatz zu Fast-TTL-Bausteinen, die eine verh¨ altnism¨ aßig hohe Leistungsaufnahme haben.
30Diese f¨ uhrt allerdings zu keiner merklichen Verk¨ urzung, da die Pulse mit 10 ns ohnehin schon kurz
genug sind.
77Abbildung 4.11: Schaltplan der kompakten Datenaufnahme-Elektronik
die nur 10 ns lang sind, an seinen Eing¨ angen zu registrieren.
Das XOR-Gatter dient zu Generierung eines Interrupt-Signals f¨ ur den PIC, da es nur
dann einen HIGH-Pegel an seinem Ausgang liefert, wenn genau eines der beiden Koinzi-
denzsignale anliegt, ansonsten liegt sein Ausgang auf LOW. Da der Ausgangssignalpegel
des XOR-Gatters aufgrund der kurzen Eingangspulsl¨ angen nicht ausreicht, um den In-
terrupt31 am PIC direkt auszul¨ osen, wird ein zus¨ atzlicher Transistor benutzt, der durch
den Puls kurzzeitig in S¨ attigung geschaltet wird und so am Porteingang PB0 des PICs
eine HIGH-LOW-Flanke erzeugt.
4.5.2.2 Bitaufnahme, Zwischenspeicherung und Datentransfer
Ein wesentliches Problem der NIM-Einsch¨ ube verwendenden einfachen Datenaufnahme-
elektronik besteht in der ineﬃzienten Daten¨ ubergabe an den Meßrechner. Der Meßrech-
ner muß interruptgesteuert jedes einzelne vom Generator erzeugte Bit einzeln einlesen,
so daß er einen nicht unerheblichen Teil seiner Rechenzeit f¨ ur den reinen Datentrans-
fer ben¨ otigt. L¨ aßt sich dies bei einem reinen Meß- und Datenaufnahmerechner noch
verschmerzen, ist es bei einem Rechner, der Zufallsbits lediglich als Input f¨ ur eigene
Programme braucht, v¨ ollig untragbar.
Deshalb wird bei der kompakten Datenaufnahmeelektronik ein 8-Bit CMOS EEPROM
Microcontroller (PIC), Typ Microchip 16C84 verwendet, um die einzelnen Bits zu Bytes
zusammenzufassen, und diese immer, wenn ein Byte vollst¨ andig ist, an einen nachfol-
genden High Density First-In First-Out (FIFO) 4096 × 9-Bit CMOS Speicher32 wei-
31Es wird allerdings aufgrund der großen Interrupt-Latenz von 4,75 Instruktionszyklen keine Interrupt-
Routine verwendet, sondern lediglich in einer Endlosschleife abgefragt, ob das Interrupt-Flag gesetzt ist.
32Das neunte Bit der FIFO-Bl¨ ocke dient ¨ ublicherweise als Parit¨ at und wird hier nicht verwendet.
78terzureichen. Die Verwendung eines PIC bietet sich an, da sich PICs aufgrund ihrer
relativ leichten Programmierbarkeit und einfachen Beschaltung sehr gut daf¨ ur eignen,
kompliziertere Digitalschaltungen durch ein Programm zu ersetzen. Dies bringt ¨ uberdies
den Vorteil mit sich, daß sich auch nach Aufbau der Schaltung noch leicht ¨ Anderungen
in der Verarbeitung der Bits vornehmen lassen. So k¨ onnen durch Programm¨ anderung
zus¨ atzliche Verz¨ ogerungen oder auch einfache Regularisierungsalgorithmen (z.B. Von-
Neumann-Regularisierung) implementiert werden.
Da der verwendete PIC mit 10 MHz getaktet wird und ein Instruktionszyklus vier Takt-
zyklen dauert, braucht er f¨ ur die Abarbeitung eines Befehls33 400 ns, angesichts der
relativ niedrigen Bitraten der Zufallsbits, ist dies aber ausreichend. Allerdings ist es not-
wendig, das generierte Zufallsbit in einem Flipﬂop zwischenzuspeichern, da mindestens
zwei Instruktionszyklen vergehen, bis der PIC nach einem Signal an seinem Eingangs-
Port PB0 das Bit ¨ uber den Eingangs-Port PB1 einliest.
Der als Eingang programmierte Port PB2 wird dazu verwendet, das Full-Flag des FIFO
abzufragen; ist das Full-Flag gesetzt (active low), ¨ ubertr¨ agt der PIC das Byte nicht in den
FIFO, sondern wartet, bis im FIFO wieder Speicherplatz vorhanden ist; w¨ ahrenddessen
werden allerdings auch keine Zufallsbits mehr vom PIC angenommen.
Der FIFO faßt 4 kB und hat die ausgesprochen praktische Eigenschaft, daß das Schreiben
in ihn und das Lesen aus ihm entkoppelt sind. Daher ist es m¨ oglich, daß der PIC Daten
in den FIFO ¨ ubertr¨ agt, w¨ ahrend der Computer Daten aus dem FIFO liest. F¨ ur die mit
dem momentanen Aufbau erreichbaren Bitraten unter 10 kBit pro Sekunde ist es somit
v¨ ollig ausreichend, einmal pro Sekunde Daten auszulesen34.
Der Meßrechner liest die Daten aus dem FIFO ¨ uber eine bidirektionale Parallelschnitt-
stelle, die Druckerschnittstelle moderner PCs, ein. Um den Generator auch problemlos
an eine herk¨ ommliche Schnittstelle anschließen zu k¨ onnen, wurde f¨ ur den Datenausgang
eine 25-polige Sub-D-Buchse mit entsprechender Anschlußbelegung gew¨ ahlt: An Pin 1
(Strobe) liegt der Read-Clock f¨ ur den FIFO, an den Pins 2 bis 9 liegen die Datenaus-
g¨ ange und an Pin 12 (Paper Empty) ist das Empty-Flag des FIFO angeschlossen. Mit
Hilfe der Jumper K1 und K2 l¨ aßt sich ¨ uberdies die Signalﬂanke von ”Strobe“ und ”Paper
Empty“ w¨ ahlen. Ist das Empty-Flag gesetzt (active low), k¨ onnen keine Daten mehr aus
dem FIFO gelesen werden, da keine mehr im Speicher sind. Das auf dem Computer
laufende Daten¨ ubertragungsprogramm darf dann keine Daten mehr anfordern, da sonst
immer nur Nullen gesendet werden!
Ist hingegen das Full-Flag des FIFO gesetzt, so werden keine Bytes mehr vom PIC in
den FIFO geschrieben, und auch keine neuen Zufallsbits vom PIC ¨ ubernommen. Erst
wenn wieder Platz im FIFO ist, d.h. wenn der angeschlossene Rechner Daten aus dem
FIFO ausgelesen hat, geht das Abspeichern der Zufallsbits weiter. Bei den Experimenten
wird der FIFO aber hinreichend oft ausgelesen, so daß dieses unfreiwillige ”Anhalten“
des Zufallsgenerators nicht auftritt.
33Die Befehle des PICs ben¨ otigen i.a. einen Instruktionszyklus, lediglich bedingte Programmverzwei-
gungen ben¨ otigen zwei.
34Bei den Messungen wurde allerdings der FIFO in einer Programmierschleife st¨ andig vom Rechner
ausgelesen, nur unterbrochen von Festplattenzugriﬀen und Bildschirmausgaben.
794.5.2.3 Datenaufnahme-Software
Die Datenaufnahme-Software f¨ ur die kompakte Datenaufnahme-Elektronik ist eine ver-
einfachte Version des Datenaufnahme-Programmes der auf NIM-Einsch¨ uben basierenden
Datenaufnahme-Elektronik. Benutzerschnittstelle und Kommandozeilen-Optionen wur-
den beibehalten, lediglich der innere Aufbau des Programmes wurde leicht ver¨ andert:
Da aufgrund des Zwischenspeichers innerhalb der kompakten Datenaufnahmeelektronik
nun keine Notwendigkeit mehr besteht, interruptgesteuert zu arbeiten, wird nur noch
in einem Abfragemodus gearbeitet. Hierbei wird der mit Daten gef¨ ullte Teil des FIFO-
Puﬀerspeichers ¨ uber die Parallelschnittstelle byteweise vollst¨ andig ausgelesen.
4.5.3 Hybride Signalverarbeitungs- und Datenaufnahme-Elektronik
Bei der hybriden Signalverarbeitungs- und Datenaufnahme-Elektronik wird die Puls-
formung und Koinzidenz wieder mit Hilfe von NIM-Einschubmodulen realisiert, s. Ab-
schnitt 4.5.1; allerdings wird das ¨ Ubernahmesignal anders erzeugt und die nachfolgende
Datenaufnahme-Elektronik verwendet den gr¨ oßten Teil der Elektronik der kompakten
Datenaufnahme-Elektronik. Mit Hilfe eines NIM-Logikmoduls (EG&G, 4fold logic, Mo-
del CO4010) wird aus den Koinzidenzsignalen ein ¨ Ubernahmesignal generiert. Hierzu
wird der Einfachheit halber aber keine XOR, sondern lediglich eine ODER-Verkn¨ upfung
der beiden Signale gew¨ ahlt. Dies mag auf den ersten Blick etwas inkonsequent erscheinen,
da auch dann ein Bit35 generiert wird, wenn auf beiden Signal-Eing¨ angen ein HIGH-Pegel
liegt, dies tritt allerdings aufgrund der relativ niedrigen Koinzidenzz¨ ahlraten selten auf.
Eine der beiden Koinzidenz-Ausgangsleitungen dient als Signal f¨ ur den Bitwert Eins
und wird ¨ uber eine Gate&Delay-Einheit36 an den Bitwert-Eingang des PIC (Eingangs-
Port PB1, s. Abschnitt 4.5.2.2) innerhalb der kompakten Datenaufnahme-Elektronik
angeschlosssen. Der Bitwert Null wird durch einen LOW-Pegel auf der Signal-Leitung bei
gleichzeitig vorhandenem ¨ Ubernahme-Signal generiert. Das ¨ Ubernahme-Signal37 wird
mit Hilfe einer Gate&Delay-Einheit auf die Dauer eines Instruktionszyklus des PIC
(400 ns) verl¨ angert und an den Interrupt-f¨ ahigen Eingang des PICs (Eingangs-Port PB0)
gelegt38.
Wie in Abschnitt 4.5.2.2 erw¨ ahnt, muß bei der Ansteuerung des PIC daf¨ ur gesorgt
werden, daß das Bitsignal nach Generierung des Interrupts lange genug am Eingangs-
Port PB0 des PIC anliegt. W¨ ahlte man n¨ amlich die Pulsl¨ ange zu kurz39, so l¨ age trotz
eines Eins-Signals kein HIGH-Pegel mehr am Eingang des PIC beim Lesen des Ein-
gangszustand, so daß nur Nullwerte aufgenommen w¨ urden. Eine zu lange Pulsl¨ ange ist
andererseits auch nicht vorteilhaft, da in diesem Fall die M¨ oglichkeit besteht, daß ein
weiteres ¨ Ubernahmesignal generiert wird, obwohl noch der vorhergehende Signal-Wert
anliegt.
Da w¨ ahrend der insgesamt 2 µs dauernden Interrupt-Bearbeitung kein neuer Interrupt
35Das in diesem Fall generierte Bit h¨ atte immer den Wert Eins, s.u..
36Die Gate&Delay-Einheit gibt positive Pulse aus, die zur nachfolgenden TTL-Logik kompatibel sind.
37Die vom Logik-Modul verursachte Laufzeitverz¨ ogerung betr¨ agt lediglich 7 ns und kann daher ver-
nachl¨ assigt werden, s.u..
38Genau genommen wird das Signal wieder an die Basis des Transistors T1 gelegt, vgl. Abschnitt
4.5.2.1.
39In der Tat f¨ uhrt z.B. eine Bitpulsl¨ ange von 1,2 µs zu einem erheblich reduzierten Anteil von Einsen.
80bearbeitet40 wird, tritt das Problem insbesondere bei Pulsen auf, die l¨ anger als diese
Zeitspanne sind, so daß schließlich41 f¨ ur die L¨ ange des Bitwertpulses eine Zeitdauer von
2 µs gew¨ ahlt wird.
40Das Interrupt-Flag wird nur am Anfang der Aufnahme-Routine abgefragt und erst am Ende wird
das Flag wieder zur¨ uckgesetzt f¨ ur die n¨ achste Abfrage.
41Bei zwei L¨ aufen, LH1 und LH4 wurde eine Bitpuls-L¨ ange von 4,6 µs verwendet, was allerdings starke
Antikorrelationen zur Folge hatte, s. Abschnitt B.10.4 und 6.1.1.2.
8182Kapitel 5
Durchf¨ uhrung und Ergebnisse der
Experimente
In diesem Kapitel wird die Durchf¨ uhrung der Experimente mit den beiden verschiedenen
Typen von quantenoptischen Zufallsgeneratoren und ihren Aufbauvarianten beschrieben.
Neben der Vorgehensweise bei der Justage der verwendeten Komponenten werden die
Gr¨ unde f¨ ur die verschiedenen Modiﬁkationen am experimentellen Aufbau dargelegt und
die typischen Leistungsdaten der Generatorvarianten aufgef¨ uhrt. Eine Zusammenfassung
der Ergebnisse der Analysen der erhaltenen Zufallsdaten mit Hilfe statistischer Tests
ﬁndet sich in der Diskussion, eine ausf¨ uhrliche Darstellung im Anhang.
Um das Kapitel nicht mit einer l¨ anglichen Tabelle zu ¨ uberfrachten, wurde die ausf¨ uhr-
liche Auﬂistung der durchgef¨ uhrten L¨ aufe, mit Bitraten und zus¨ atzlichen Bemerkungen
zu den einzelnen L¨ aufen in den Abschnitt A des Anhangs verschoben.
Zur Vereinfachung der Verweise in den folgenden Abschnitten ist jeder Lauf mit einem
K¨ urzel versehen. L¨ aufe mit einer Einphotonenquelle auf Basis der parametrischen Fluo-
reszenz werden durch ein K¨ urzel, das mit K oder L anf¨ angt, gekennzeichnet, je nachdem
ob der Kaliumniobat- oder der Lithiumjodat-Kristall verwendet wird. Die L¨ aufe mit der
statistischen Einphotonenquelle besitzen K¨ urzel, die mit P beginnen. Ein F im K¨ urzel
steht daf¨ ur, daß der Lauf mit einem faseroptischen Aufbau durchgef¨ uhrt wurde. Die
nach den Buchstaben eines K¨ urzels folgende Zahl zeigt an, der wievielte Lauf es in einer
Reihe von L¨ aufen einer bestimmten Aufbauvariante ist.
5.1 Experimente mit der Einphotonenquelle auf Basis der
parametrischen Fluoreszenz
Allen verschiedenen Aufbauvarianten des quantenoptischen Zufallsgenerators mit einer
Einphotonenquelle auf Basis der parametrischen Fluoreszenz ist eigen, daß als erstes die
Einphotonenquelle optimal einjustiert werden muß. Da sich das Verhalten der Quelle,
wenn sie einmal einjustiert ist, sehr gut reproduzieren l¨ aßt, ist eine vollst¨ andige Neujus-
tage nur am Anfang der Experimente oder bei gr¨ oßeren ¨ Anderungen notwendig, wie z.B.
der Verwendung eines anderen optisch nichtlinearen Kristalls. Auch bei l¨ angeren Stand-
83zeiten des Aufbaus oder dem Entfernen des nichtlinearen Kristalls aus seiner Halterung1
zeigt es sich, daß lediglich eine geringf¨ ugige Justage n¨ otig ist.
5.1.1 Justage der Einphotonenquelle
Bevor mit der eigentlichen Justage begonnen wird, berechnet man anhand des bekannten
Schnittwinkels des Kristalls und der verwendeten Pumpwellenl¨ ange, welche Temperatur
(im Falle des Kaliumniobat-Kristalls) bzw. welcher Winkel (im Falle des Lithiumjodat-
Kristalls) f¨ ur eine Typ-I-Phasenanpassung f¨ ur den kollinearen Fall notwendig ist. Nach-
dem man den entsprechenden Parameter auf den berechneten Wert gebracht hat, wird
nachgepr¨ uft ob auch tats¨ achlich Photonen mit der doppelten Wellenl¨ ange der Pumpla-
sers erzeugt werden. Hierzu wird geht man in zwei Schritten vor:
1. Man stellt hinter einem RG 830-Farbglas und einem dielektrischen Spiegel f¨ ur die
Pumpwellenl¨ ange – beide dienen als Filter f¨ ur das um Gr¨ oßenordnungen intensivere
Licht des Pumplasers – einen Quanten-Detektor und kontrolliert ob der Detektor
bei richtiger Justage auf die optische Achse2 erheblich mehr Quanten detektiert
als bei einer Fehlstellung. Zus¨ atzlich muß noch die richtige Position der Linse zur
Fokussierung des Lichtes auf die Detektorﬂ¨ ache bzw. den Faseranschluß3 gefunden
werden.
2. Man f¨ ugt vor dem Detektor einen 50:50 unpolarisierenden Strahlteiler ein und ori-
entiert ihn so, daß der in unver¨ anderter Stellung stehende Detektor eine maximale
Z¨ ahlrate zeigt. In den anderen Ausgangsarm des Strahlteilers stellt man ebenfalls
einen Quantendetektor und justiert diesen auf optimale Z¨ ahlrate.
3. Zur ¨ Uberpr¨ ufung, ob auch tats¨ achlich Photonenpaare entstehen, verwendet man
zwei Koinzidenzeinheiten. An eine werden die elektrischen Detektorsignale direkt
angelegt, so daß auf diese Weise die echten Koinzidenzen durch einen Z¨ ahler am
Ausgang der Koinzidenzeinheit gez¨ ahlt werden k¨ onnen. An die andere wird das
Signal des einen Detektors direkt und das des anderen ¨ uber eine zus¨ atzlichen
Verz¨ ogerungsleitung angelegt. Hierbei wird die Verz¨ ogerung gr¨ oßer als das Ko-
inzidenzfenster4, gew¨ ahlt, so daß sich auf diese Weise die zuf¨ alligen Koinzidenzen
bestimmen lassen.
Bei maximaler Einzelz¨ ahlrate der beiden Detektoren ist die Koinzidenz-Z¨ ahlrate
der echten Koinzidenzen durchaus nicht maximal, da die Quanteneﬃzienz der De-
tektoren ihr Maximum bei einer niedrigeren Wellenl¨ ange hat, als der Zentralwel-
lenl¨ ange der Photonen eines Paares, s. Abb. 4.6 auf S. 69. Daher ist es notwendig,
die beiden Detektoren abwechselnd solange in ihrer Position zu justieren, bis die
Rate der echten Koinzidenzen maximal wird.
1Dies ist beim Lithiumjodat-Kristall aufgrund seines hygroskopischen Charakters notwendig.
2 Beim kollinearen Fall wird die Justage gerade deswegen stark vereinfacht, weil der Pumpstrahl die
optische Achse ”markiert“.
3Gerade das Fokussieren in den Faseranschluß der neueren Detektoren des Typs EG&G SPCM-AQ-
131-F ist recht zeitaufwendig; eine Neujustage ist allerdings gl¨ ucklicherweise nur bei Ver¨ anderungen am
Aufbau notwendig.
4Bei einem Koinzidenzfenster von ∆koinz =10 ns wurde f¨ ur die Messung der zuf¨ alligen Koinzidenzen
eine Verz¨ ogerung von ∆zuf = 40,5 ns verwendet
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den, kann man anschließend dazu ¨ ubergehen, den nichtkollinearen Fall einzujustieren.
Hierzu wird zuerst der entsprechende Phasenanpass-Parameter geringf¨ ugig so ver¨ andert,
daß die Hauptausbreitungsrichtungen der Photonen eines Paares in einem kleinen Win-
kel (ca. 0,3◦) links und rechts von der durch den Pumplaserstrahl vorgegebenen optischen
Achse emittiert werden. Da die Photonen des Paares jetzt r¨ aumlich getrennt sind, kann
man die beiden Quantendetektoren jeweils direkt5 in die beiden Strahleng¨ ange stellen.
Das weitere Vorgehen entspricht dem beim kollinearen Fall: Die Position der Detektoren
wird auf die maximale Rate der echten Koinzidenzen hin optimiert.
Neben der Position der Detektoren beeinﬂußt auch noch der Durchmesser der Irisblen-
den vor den Detektoren die Koinzidenzraten. Ist es bei der anf¨ anglichen Justage noch
sinnvoll den Blendendurchmesser m¨ oglichst groß (≈1 cm) zu w¨ ahlen, um ¨ uberhaupt Pho-
tonen zu detektieren, empﬁehlt es sich bei der Justage auf die maximale Koinzidenzrate,
die Blendendurchmesser zu verkleinern, da sonst der Anteil der zuf¨ alligen Koinzidenzen
zu hoch liegt. Verkleinert man den Blendendurchmesser, nimmt die Rate der zuf¨ alligen
Koinzidenzen ab, wobei allerdings festzustellen ist, daß Durchmesser unter ca. 2 mm das
Verh¨ altnis der echten zu den zuf¨ alligen Koinzidenzen nicht mehr verbessern6. Durchmes-
ser ¨ uber 4 mm verbieten sich allerdings fast von allein, da die Notwendigkeit, daß alle
Detektoren den gleichen Raumwinkel sehen, im Falle des (”langsameren“) Triggerdetek-
tors schon zu einem Betrieb mit nichtlinearem (S¨ attigungs-) Verhalten f¨ uhren w¨ urde.
Typische Blendendurchmesser7 liegen daher zwischen 2 und 4 mm.
Wenn dies alles erledigt ist, kann die Einphotonenquelle als justiert angesehen werden.
5.1.2 Freistrahloptik
F¨ ur die Messungen am Aufbau des quantenoptischen Zufallsgenerators mit Einphotonen-
quelle wird der Detektor, der bei der Justage der Quelle zur Detektion des Signalphotons
dient, ausgetauscht gegen das Zufall generierende Element, bestehend aus Strahlteiler
und zwei Detektoren.
Im Zuge der Experimente wurden zwei verschiedene Varianten des freistrahloptischen
Aufbaus untersucht:
1. Die ersten Messungen (L¨ aufe K1 bis K10) wurden mit einer Einphotonenquelle,
die einen Temperatur phasenangepaßten Kaliumniobat-Kristall verwendet, durch-
gef¨ uhrt. Bei diesem ersten Meß-Aufbau bestand das Zufall generierende Element
aus einem drehbarem λ/2-Pl¨ attchen, einem polarisierendem Strahlteiler und zwei
Detektoren in den Ausgangsarmen des Strahlteilers. F¨ ur die Datenaufnahme wur-
de die in Abschnitt 4.5.1 beschriebene auf NIM-Einsch¨ uben basierende Elektronik
verwendet.
2. Bei der zweiten Aufbau-Variante wurde der Kaliumniobat-Kristall gegen einen
5Um einen ¨ uberm¨ aßig langen Aufbau zu vermeiden werden allerdings noch zwei Spiegel verwendet,
um die Strahlen umzulenken, s. Abschnitt 4.2.2.
6Dieser Wert h¨ angt nat¨ urlich auch von der Entfernung des jeweiligen Detektors vom nichtlinearen
Kristall ab.
7Bei Wahl des Durchmessers hat man einen gewissen Spielraum, die konkrete Wahl h¨ angt davon
ab, ob man minimale zuf¨ allige Koinzidenzen oder eine m¨ oglichst hohe Bitrate haben m¨ ochte, bei leicht
erh¨ ohtem Anteil der zuf¨ alligen Koinzidenzen.
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polarisierende Strahlteiler des Zufall generierenden Elementes gegen einen unpola-
risierenden ersetzt; dementsprechend wurde auch das λ/2-Pl¨ attchen aus dem Auf-
bau entfernt. Sp¨ ater wurde bei dieser Aufbau-Variante, die auf NIM-Einsch¨ uben
basierende Elektronik durch eine kompakte aus Standard-Bauteilen aufgebauten
Signalverarbeitungs- und Datenaufnahme-Elektronik (s. Abschnitt 4.5.2) ersetzt
(bei den L¨ aufen LN2,LN4 bis LN7 und LD1 bis LD9). Bei den letzten L¨ aufen,
LH1 bis LH5, wurde eine hybride Elektronik aus NIM-Einsch¨ uben und Teilen der
neu entwickelten Datenaufnahme-Elektronik verwendet.
Es sind zwei Gr¨ unde, die zum Austausch des polarisierenden Strahlteilers und des λ/2-
Pl¨ attchen f¨ uhrten:
1. Es hat sich herausgestellt, daß es aufgrund der Verwendung dielektrischer Schich-
ten in Transmissionsrichtung des Strahlteilers immer einen gewissen Untergrund
gibt, selbst wenn aufgrund der Eingangspolarisation des Lichtes eine v¨ ollige Re-
ﬂexion zu erwarten w¨ are. Dies ist eine Abweichung vom Verhalten des idealen,
polarisierenden Strahlteilers, die sich auch nur in Transmission zeigt; in Reﬂexi-
on ﬁndet man die theoretischen Erwartungen best¨ atigt. Zwar sieht es nicht so
aus, als ob es nach Einstellung eines Teilungsverh¨ altnisses von 50:50 mit Hilfe
des λ/2-Pl¨ attchens Probleme g¨ abe, aber da man in diesem Fall ein zus¨ atzliches
Stellelement hat, das sich dejustieren kann, erscheint es sinnvoller, einen unpola-
risierenden Strahlteiler zu verwenden.
Mit anderen Arten von polarisierenden Strahlteilern, die nicht dielektrische Schich-
ten benutzen, sondern beispielsweise kristalloptische Eigenschaften, wie z.B. einem
Wollaston-Prisma, sollte sich dieses Asymmetrieproblem allerdings vermeiden las-
sen.
2. Das λ/2-Pl¨ attchen dreht die lineare Polarisationsrichtung nur f¨ ur eine Wellenl¨ ange
exakt, n¨ amlich f¨ ur die Wellenl¨ ange, f¨ ur die es gefertigt wurde. Diese Wellenl¨ ange
wurde beim Laboraufbau gleich der Zentralwellenl¨ ange (884 nm) der Photonen
der Paare gew¨ ahlt. Allerdings haben die Photonen eines Paares eine Bandbreite
von ca. 100 nm um die Zentralwellenl¨ ange, was dazu f¨ uhrt, daß f¨ ur Wellenl¨ angen,
die von der Zentralwellenl¨ ange abweichen, das λ/2-Pl¨ attchen nicht mehr nur die
lineare Polarisationsrichtung dreht, sondern zus¨ atzlich eine elliptische Polarisati-
onskomponente einf¨ uhrt. Dies erscheint gerade im Zusammenspiel mit dem oben
aufgef¨ uhrten Asymmetrieproblem als nicht unproblematisch. Dies auch deswegen,
weil der anfangs verwendete temperatur-phasenangepaßte Kaliumniobat-Kristall
ein leicht schwankendes Abstrahlproﬁl besitzt, s. Abschnitte 4.2.2 und 5.1.2.3). Bei
diesen Schwankungen ver¨ andert sich der Winkel, in dem die Zentralwellenl¨ ange ge-
gen¨ uber dem Pumpstrahl emittiert wird, mit der Temperatur des Kristalls; dies
f¨ uhrt dazu, daß die Detektoren einen anderen, leicht verschobenen Wellenl¨ angenbe-
reich sehen. Ein zeitlich schwankendes, eventuell sogar mit der Temperaturregelung
korreliertes Teilungsverh¨ altnis l¨ aßt sich in diesem Fall nicht ausschließen.
Bei allen Aufbauvarianten zeigen sich allerdings geringe, zeitliche Schwankungen des
Teilungsverh¨ altnisses auf großen Zeitskalen, s. Anhang B.2. Diese Schwankungen wer-
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tektoren hervorgerufen; mit einer zus¨ atzlichen aktiven K¨ uhlung l¨ aßt sich dieser Eﬀekt
minimieren.
5.1.2.1 Z¨ ahlraten beim Freistrahlaufbau
Die H¨ ohe der Z¨ ahlraten ist stark abh¨ angig vom jeweiligen Aufbau, da z. B. die Blen-
den¨ oﬀnung der Irisblenden oder die Einkoppeleﬃzienz der Lichtfelder in die Faseran-
schl¨ usse der Signaldetektoren einen starken Einﬂuß auf die Z¨ ahlraten haben. In Tabelle
5.1 sind die Einzel- und Koinzidenzz¨ ahlraten f¨ ur jeweils einen typischen Lauf mit dem
Kaliumniobat- bzw. Lithiumjodat-Kristall angegeben8. Die Koinzidenzen beziehen sich
immer auf die Koinzidenz zwischen dem jeweiligen Signaldetektor und dem Triggerde-
tektor.
Lauf Detektor Einzelz¨ ahlrate [1/s] echte Koinz. [1/s] zuf¨ allige Koinz. [1/s]
K10 T 121.921 ± 7052
A 108.890 ± 4863 7727 ± 246 352 ± 28
B 109.021 ± 3025 7985 ± 314 374 ± 33
LH 5 T 140.898 ± 766
A 96.650 ± 982 3490 ± 57 146 ± 13
B 85.834 ± 853 2934 ± 56 106 ± 11
Tabelle 5.1: Tabelle mit den Z¨ ahlraten pro Sekunde der L¨ aufe K10 und LH5
Es f¨ allt auf, daß die Einzelz¨ ahlraten des Triggerdetektors zu niedrig sind, sollte der Trig-
gerdetektor doch eigentlich die doppelte Photonenrate sehen wie die Signaldetektoren,
da vor ihm kein Strahlteiler steht wie bei diesen. Der Grund hierf¨ ur liegt in der niedrige-
ren Quanteneﬃzienz und l¨ angeren Totzeit, die der Triggerdetektor – ein ¨ alteres Modell
– aufweist9.
Mit den verwendeten Koinzidenzeinheiten (10 ns Fenster) liegt das Verh¨ altnis zwischen
echten und zuf¨ alligen Koinzidenzen bei typischerweise 20:1 oder besser. Bei Kontrollmes-
sungen vor dem Lauf LH5 stellte sich ¨ uberraschenderweise heraus, daß die elektrischen
Signale der beiden Signaldetektoren, die eigentlich k¨ urzer als das gew¨ ahlte Koinzidenz-
fenster sind, durch die TTL-ECL-Wandlung auf ca. 30 ns und damit auf die dreifa-
che Breite des Koinzidenzfensters verl¨ angert werden; daher m¨ ussen sie bei Verwendung
von NIM-Einsch¨ uben f¨ ur die Koinzidenz vorher wieder verk¨ urzt werden. Dieses Pro-
blem betriﬀt alle L¨ aufe vor dem Lauf LH5, welche nicht die kompakte Datenaufnahme-
Elektronik verwendeten, d.h. insbesondere alle L¨ aufe mit der einfachen Datenaufnahme-
Elektronik. Außerdem gilt es f¨ ur die entsprechenden Kontrollmessungen zur Ermittlung
der Koinzidenzraten vor und nach einem Lauf. Die betroﬀenen L¨ aufe weisen daher einen
h¨ oheren Anteil von zuf¨ alligen Koinzidenzen auf. Dementsprechend besser ist auch das
8 Es handelt sich hierbei um die mittleren Raten mit Standardabweichung aus Kontrollmessungen vor
dem Start des jeweiligen Laufes. Die Werte sind aufgrund einer geringeren eﬀektiven Quanteneﬃzienz
der Detektoren bei h¨ oheren Chiptemperaturen i.a. vor Beginn eines Laufes h¨ oher als nach Ende des
Laufes, s. a. Abschnitt 5.1.2.3.
9Eines der neuen Modelle, an derselben Stelle wie der Triggerdetektor aufgestellt, sieht erheblich
mehr.
87Verh¨ altnis von echten zu zuf¨ alligen Koinzidenzen nach Beseitigung dieser Verl¨ angerung
bzw. den L¨ aufen mit der kompakten Datenaufnahmeelektronik: Bei der Kontrollmessung
zu Lauf LH5 ergibt sich ohne Pulsverk¨ urzung ein Verh¨ altnis von nur 12:1, mit Pulsver-
k¨ urzung bei ansonsten unver¨ anderten Rahmenbedingungen hingegen ein Verh¨ altnis von
32:1. Aus oben erw¨ ahnten Kontrollmessungen mit und ohne zus¨ atzliche Pulsverk¨ urzung
der Signaldetektor-Pulse ergibt sich, daß die Rate der ”echten“ Koinzidenzen bei den
fr¨ uheren Kontrollmessungen um ca. 12 % zu hoch liegt, w¨ ahrend die zuf¨ alligen Ko-
inzidenzen um einen Faktor drei zu hoch sind. Dennoch l¨ aßt sich festhalten, daß der
elementare Zufall des Zufall generierenden Elementes nur verh¨ altnism¨ aßig geringf¨ ugig
durch andere Zufallsmechanismen ”verunreinigt“ wird.
Die Koinzidenzz¨ ahlraten – und damit auch die Bitraten10 des Generators – lassen sich
im Prinzip noch weiter erh¨ ohen, indem man die Irisblenden vor den drei Detektoren
weiter ¨ oﬀnet, allerdings steigt dann auch der Anteil der zuf¨ alligen Koinzidenzen. Sie
lassen sich bei einer Koinzidenzdetektion nie ganz vermeiden, sondern nur durch ein
kleineres Koinzidenz-Fenster minimieren11.
5.1.2.2 Messungen mit der einfachen Datenaufnahme-Elektronik
Bevor l¨ angere Messungen mit den verschiedenen Typen der quantenoptischen Generato-
ren gemacht werden, muß kontrolliert werden, inwieweit die Elektronik ihren Zweck er-
f¨ ullt. Wie in Abschnitt 4.5.1 bereits erw¨ ahnt, mußten aufgrund des anfangs verwendeten
Rechners (80386 Prozessor, 20 MHz) und dem Einlesen der einzelnen Bits ¨ uber den Par-
allelport des Rechners die elektrischen Signale f¨ ur die Bitwerte leider betr¨ achtlich verl¨ an-
gert werden. Es empﬁehlt sich daher eine Messung mit dem Test-Datenaufnahmeformat
durchzuf¨ uhren, bei welchem der Status beider Signalleitungen aufgezeichnet wird, s. An-
hang, S.209. Es zeigt sich hierbei, daß die langen elektrischen Pulsdauern von 100 µs
einen bis zu sechsprozentigen12 Anteil von ”Fehlern“ erzeugen, bei denen auf beiden
Eingangsleitungen ein HIGH-Pegel anliegt13, also scheinbar ein Null- und ein Einswert
gleichzeitig generiert werden. Solche Ereignisse werden von der Datenaufnahmesoftware
bei den Standard-Datenaufnahmeformaten nicht aufgezeichnet, sondern lediglich gez¨ ahlt
und automatisch verworfen, da es sich bei ihnen um einen von den langen Pulsdauern
hervorgerufenen Artefakt handelt.
Weiter kann man feststellen, daß es auch nicht m¨ oglich ist, mit der einfachen Elek-
tronik die Bitraten zu erreichen, die man aufgrund der Koinzidenzz¨ ahlraten erwarten
w¨ urde. Wegen der interruptgesteuerten ¨ Ubernahme jedes einzelnen Bits durch den Steu-
errechner wird die maximale Bitrate auf ca. 4700 Bits/s limitiert, unabh¨ angig von den
tats¨ achlichen Koinzidenz-Z¨ ahlraten, deren Summe i. a. h¨ oher liegt. Dieses Problem l¨ aßt
sich nur durch eine eﬃzientere Datenaufnahme l¨ osen, die in der Lage ist, kurze Pulse
10Vorausgesetzt die Datenaufnahme-Elektronik ist schnell genug, was z.B. anfangs nicht der Fall war,
s. Abschnitt 4.5.1.
11Grunds¨ atzlich ließe sich das auch erreichen, da die Zeitauﬂ¨ osung der Detektoren unter 1 ns liegt.
Mit schnellen GaAs-Logik-Bausteinen ließen sich f¨ ur eine kompakte Datenaufnahmeelektronik eventuell
Koinzidenzeinheiten mit 1–2 ns Koinzidenz-Fenstern bauen.
12Der Anteil ist abh¨ angig von der Bitrate, bei niedrigeren Raten werden auch entsprechend weniger
”Fehler“ erzeugt.
13Alle Fehler sind von dieser Art, aufgrund der langen der Signalpulse gab es keine Fehler, bei denen
ein ¨ Ubergabesignal generiert wurde, aber gar kein HIGH-Pegel (mehr) an der Signalleitungen anliegt.
88zu verarbeiten, eine Zwischenspeicherung f¨ ur die Bits besitzt und ¨ uber eine eﬃziente
Daten¨ ubertragung der Zufallsbits zum Meßrechner verf¨ ugt. Deshalb wurde auch eine
neue, kompakte Signalverarbeitungs- und Datenaufnahme-Elektronik entwickelt.
5.1.2.3 Messungen mit dem temperaturgeregelten Kristall
Die M¨ oglichkeit das Teilungsverh¨ altnis des Zufall generierenden Elementes mit Hilfe
des λ/2-Pl¨ attchens einzustellen, funktioniert wie erwartet gut. Allerdings zeigt sich bei
der jeweils vor und nach einem Lauf durchgef¨ uhrten Messung der Einzeldetektions-
und Koinzidenzz¨ ahlraten, daß die Z¨ ahlraten insbesondere nach einem l¨ angeren Lauf
stark schwanken. Zur Illustration sind in Abbildung 5.1 die Koinzidenzz¨ ahlraten zwi-
schen einem der Signaldetektoren14 und dem Triggerdetektor vor und nach einem 59
Stunden dauernden Lauf15 (K8) aufgetragen. Zum Vergleich sind in Abb. 5.2 die ent-







































Vor dem Lauf 
Nach dem Lauf
Abbildung 5.1: Koinzidenzrate vor und nach dem Lauf K8 mit dem temperatur-
phasenangepaßten Kaliumniobatkristall
sprechenden Z¨ ahlraten f¨ ur einen 52 Stunden dauernden Lauf (LO2) mit dem winkel-
phasenangepaßten Lithiumjodat-Kristalls dargestellt. Man erkennt in Abb. 5.1 bei der
Messung nach dem Lauf einen deutlichen R¨ uckgang der Koinzidenzz¨ ahlrate bei gleich-
zeitiger starker Zunahme der Schwankungen im Vergleich zur Messung vor dem Start
des Laufes. Der R¨ uckgang der Koinzidenzz¨ ahlrate, der sich bereits bei den Einzelz¨ ahl-
raten feststellen l¨ aßt, r¨ uhrt daher, daß sich die Detektionseﬃzienz der Detektoren bei
zunehmender Temperatur verschlechtert; dementsprechend tritt auch bei Verwendung
des winkel-phasenangepaßten Lithiumjodat-Kristalls solch ein R¨ uckgang auf, s. Abb. 5.2.
14Es handelt sich um den Detektor, der die Nullen generiert.
15Bei anderen L¨ aufen mit dem Kaliumniobat-Kristall waren die Schwankungen anfangs sogar noch
st¨ arker.







































Vor dem Lauf 
Nach dem Lauf
Abbildung 5.2: Koinzidenzrate vor und nach dem Lauf LO2 mit dem winkel-phasenangepaßten
Lithiumjodatkristall
Die starken Schwankungen in der Koinzidenzz¨ ahlrate werden allerdings von thermischen
Eﬀekten16 im temperatur-phasenangepaßten Kaliumniobat-Kristall verursacht, die zu
einer Fehlanpassung f¨ uhren; hierbei werden die zentralen Ausbreitungsrichtungen l¨ angs
derer das Signal- bzw. das Triggerphoton propagieren, im Winkel ver¨ andert, so daß
weniger Photonen auf die Detektoren fallen. Daher schwanken die beiden Koinzidenz-
z¨ ahlraten zwischen den Signaldetektoren und dem Triggerdetektoren auch gleichartig.
Wie in Abb. 5.2 zu sehen ist, treten diese Schwankungen bei Messungen mit dem winkel-
phasenangepaßten Lithiumjodat-Kristall nicht auf.
Nach den anf¨ anglichen Testmessungen im beide Signalwerte abspeichernden Format und
einer weiteren Messung wurden die meisten17 l¨ angeren L¨ aufe (K1,..., K9) mit einer in
Software realisierten (s. S. 209) Von-Neumann-Regularisierung durchgef¨ uhrt. Dies gesch-
ah, um gleich m¨ oglichst ideale Zufallssequenzen zur Verf¨ ugung zu haben und nicht erst
große Datenmengen18 mit tendenzbehafteten Bits abspeichern zu m¨ ussen. Es stellte sich
aber heraus, daß dies keine gl¨ uckliche Entscheidung war, da die Regularisierung zwar in
der Tat ihren Zweck erf¨ ullt, dies aber so gr¨ undlich, daß etwaige tieferliegende, physika-
lisch bedingte Eigenheiten des Generators von ihr verschleiert werden. Ab der letzten
Messung mit dem Kaliumniobat-Kristall wurde deswegen bei allen weiteren Messungen
auf eine direkt bei der Datenaufnahme stattﬁndende Regularisierung verzichtet.
16Hierbei spielt auch die aufgrund der verwendeten Pumpwellenl¨ ange notwendige, verh¨ altnism¨ aßig
hohe Phasenanpassungstemperatur von 80,4
◦C eine Rolle.
17 Lediglich beim letzten Lauf (K10) mit dem Kaliumniobatkristall wurden Rohdaten abgespeichert.
18Bei einer Abspeicherung der Rohdaten ist mit einer mindestens vierfachen Datenmenge zu rechnen
und der f¨ ur die Datenerfassung zur Verf¨ ugung stehende Festplattenplatz im Laborrechner war anfangs
recht eingeschr¨ ankt.
905.1.2.4 Messungen mit dem winkel-phasenangepaßten Kristall
Das Auswechseln des Kaliumniobat-Kristalls gegen einen ¨ uber den Winkel phasenan-
passbaren Lithiumjodat-Kristall beseitigt das Problem der schwankenden Koinzidenz-
Z¨ ahlraten, sie bleiben jetzt weitgehend konstant (s. Abb. 5.2). Dies war auch zu erwarten,
da sich der Winkel, einmal eingestellt, nicht mehr ver¨ andert. Bei allen Messungen mit
dem Lithiumjodat-Kristall wurde im Hinblick auf einen m¨ oglichst einfachen Aufbau ein
unpolarisierender Strahlteiler verwendet und so das λ/2-Pl¨ attchen ganz eingespart. Es
zeigt sich, daß auch bei diesem einfacheren Aufbau das Teilungsverh¨ altnis des Zufall
generierende Elementes noch nahe genug bei 50:50 liegt, s. Abschnitt B.2.
Grunds¨ atzlich besteht aber auch bei Verwendung eines unpolarisierenden Strahlteilers
die M¨ oglichkeit in beschr¨ anktem, aber durchaus ausreichendem Maße, das Teilungsver-
h¨ altnis des Zufall generierenden Elementes zu ver¨ andern: Lassen sich die Blenden vor
den Detektoren doch leicht unterschiedlich einstellen19, so daß auf einen der Detekto-
ren weniger Photonen fallen, als vom Strahlteiler in diese Richtung gelenkt werden. Bei
den einzelnen L¨ aufen wurde allerdings immer versucht, die Blenden¨ oﬀnungen der beiden
Signaldetektoren m¨ oglichst gleich weit zu ¨ oﬀnen. Lediglich die Blende vor dem Trigger-
detektor wird ca. 10% gr¨ oßer als die Blende vor den Signaldetektoren gew¨ ahlt, da er sich
in etwas weiterem Abstand vom Kristall (bzw. den Umlenkspiegeln) beﬁndet.
Bei den L¨ aufen LO1 bis LO3 und LN3 des Generators wurde noch die einfache
Datenaufnahme-Elektronik verwendet, ab dem Lauf LN1 wurde dann die kompakte
Signalverarbeitungs- und Datenaufnahme-Elektronik eingesetzt. Hierbei gab es zwei
große Probleme; das eine ließ sich weitgehend beseitigen (s. Abschnitt 5.1.2.5 und Ab-
schnitt B.9), das andere (s. Abschnitt B.9) wurde durch Einsatz der hybriden Elektronik
(s. Abschnitt 4.5.3) sehr stark abgeschw¨ acht. Die hybride Elektronik wurde f¨ ur alle L¨ aufe
ab Lauf LH1 verwendet, d.h. bei den letzten L¨ aufen des freistrahloptischen Aufbaus mit
Einphotonenquelle, allen L¨ aufen des Generators mit dem entsprechenden faseroptischen
Aufbau und allen L¨ aufen des Generators mit einer statistischen Einphotonenquelle.
5.1.2.5 Messungen mit der kompakten Signalverarbeitungs- und Datenauf-
nahme-Elektronik
Wie in Abschnitt 4.5.2 beschrieben, besteht die kompakte Elektronik aus einem Schal-
tungsteil f¨ ur die Puls-Verk¨ urzung und Formung, einer Koinzidenz-Logik, einem program-
mierbaren Kontrollbaustein (PIC) und einem FIFO-Speicher. F¨ ur die weiteren Messun-
gen am Zufallsgenerator, ist es nat¨ urlich wichtig, inwieweit die einzelnen Bestandteile
der Elektronik auch tats¨ achlich ihre Funktionen erf¨ ullen.
Nach Dimensionierung des Diﬀerenzierglieds in der Pulsformung und Pulsverk¨ urzung
funktioniert dieser Teil der Schaltung gut. Die verschiedenen Signale sind nach dieser
Stufe alle etwa 10 ns lang. Die als Koinzidenzeinheiten arbeitenden NAND-Gatter sind
ebenfalls in der Lage, ihre Funktion zufriedenstellend zu erf¨ ullen, und die Koinzidenzfen-
ster sind auch nicht gr¨ oßer als bei den bisher verwendeten NIM-Einsch¨ uben. Was noch
etwas zu w¨ unschen ¨ ubrig l¨ aßt, ist allerdings der Umstand, daß man sich bei den doch
recht kurzen Pulsen im Hinblick auf Anstiegssteilheit und Amplitude der Ausgangssi-
19Da Irisblenden verwendet werden, ist eine exakt gleich große ¨ Oﬀnung der beiden Blenden vor den
Signaldetektoren ohnehin nur schwer zu erreichen.
91gnale schon an den Grenzen der verwendeten Logik beﬁndet. Eine schnellere Logik, die
allerdings nicht mehr Standardbauteile verwenden w¨ urde20, w¨ are hier eventuell w¨ un-
schenswert.
Nach anf¨ anglichen Problemen mit der Programmierung des PICs und der Generierung
des Interruptsignals durch das XOR-Gatter21, funktioniert die ¨ Ubernahme der einzel-
nen Bits in den PIC und die ¨ Ubergabe der Bytes an den FIFO. Als sehr kritisch erweist
sich allerdings die Zwischenspeicherung der Bitwerte in dem aus zwei NAND-Gattern
aufgebautem Flipﬂop, s. Abschnitte 6.1.1.1 und B.9.3, im Zusammenspiel mit der Bit-
¨ ubernahme durch den PIC.
Der PIC hat keine Probleme, die relativ niedrigen22 anfallenden Bitraten im kHz-Bereich
zu verarbeiten. Bei Tests mit k¨ unstlichen, von einem Signalgenerator produzierten Pul-
sen, traten erst oberhalb von 100 kHz S¨ attigungserscheinungen auf (bei 125 kHz liegt
die Bitrate um ca. 5%, bei 150 kHz um ca. 10% zu niedrig), so daß die Datenaufnahme-
Elektronik die erreichbare Bitrate, insbesondere beim Einsatz einer Einphotonenquelle
auf Basis der parametrischen Fluoreszenz, nicht merklich schm¨ alert23.
Will man ganz sicher gehen, daß S¨ attigungserscheinungen erst bei noch h¨ oheren Raten
auftreten, kann man den PIC durch einen schnelleren, diskreten Aufbau mit einzelnen
Digitalbausteinen ersetzen; dies wird bei einem mit Photonenpaaren arbeitenden Ge-
nerator allerdings kaum n¨ otig sein. Bei Generatoren hingegen, die mit abgeschw¨ achten
Pulsen arbeiten, k¨ onnte dies bei hohen Pulsrepetitionsraten aber durchaus notwendig
werden.
Leider hat sich die Zwischenspeicherung der Bytes im FIFO anfangs als außerordentlich
problemtr¨ achtig erwiesen. Aus nicht gekl¨ arten Gr¨ unden kam es bei dem zuerst verwen-
deten Typ von FIFO-Baustein, nach einer gewissen Laufzeit der Messung vereinzelt und
nur zwei Bytes betreﬀend, zu Wiederholungen in den an den Computer gesandten Da-
ten. Nach den ersten paar Megabyte Daten (bisweilen auch fr¨ uher) mehrten sich diese
Wiederholungen und es gab eine Tendenz zu immer st¨ arkeren Wiederholungen, auch von
mehr als zwei Bytes, unterbrochen von Passagen, in denen wieder alles in Ordnung zu
sein schien. Im weiteren Verlauf h¨ auften sich diese Wiederholungen und wurden immer
st¨ arker, bis das Auslesen der Daten oﬀensichtlich gar nichts mehr mit dem eigentlichen
Zufallsgenerierung zu tun hatte. Schließlich wurden nur noch in schneller Folge die im-
mer gleichen Werte aus dem FIFO gelesen, was sich leicht an extrem hohen Datenraten
erkennen ließ, welche der Generator mit Einphotonen-Quelle gar nicht h¨ atte erreichen
k¨ onnen.
Zur Illustration seien hier Graphen der standardnormierten Autokorrelationskoeﬃzi-
enten24 in Abh¨ angigkeit von der Verschiebung aus den oben erw¨ ahnten verschiedenen
20Dies kann Probleme bei der Bauteilbeschaﬀung geben, falls bei einem praktischen Einsatz eine
Reparatur n¨ otig werden sollte.
21Das Signal direkt aus dem XOR-Gatter hat eine zu niedrige Amplitude, um einen Interrupt am Port
PB0 auszul¨ osen, s. S. 78.
22Bei der Verwendung von stark abgeschw¨ achten Lichtpulsen mit hoher Pulsfrequenz k¨ onnte es aller-
dings Probleme geben, s.u..
23Die Rechteck-Pulse aus dem Signalgenerator kommen allerdings in regelm¨ aßigen Abst¨ anden, was bei
den Detektorsignalen nicht der Fall sein muß, insofern spielen S¨ attigungserscheinungen beim praktischen
Betrieb bereits bei etwas niedrigeren Raten eine (kleine) Rolle.
24Zur besseren ¨ Ubersicht ist in den folgenden Graphen die Ordinate gleich mit Prozentangaben ver-
sehen worden, welche die Wahrscheinlichkeit angeben, daß ein Korrelationskoeﬃzient bei statistisch


































































Abbildung 5.3: Standardnormierte, bin¨ are Autokorrelationsfunktion einer Teilsequenz zu Beginn
der Datenaufnahme
Phasen gezeigt. Hierbei betr¨ agt die Stichprobenl¨ ange 16 kB, die maximale Verschie-
bung 63 und alle Stichproben sind einem ersten Probelauf LN1 des Generators mit der
kompakten Datenaufnahme-Elektronik entnommen.
In Abb. 5.3 sieht die Autokorrelationsfunktion noch akzeptabel aus25. Etwas weiter in der
Bitsequenz (s. Abb. 5.4, S. 94) erkennt man aber bereits einen sehr großen, negativen26
Autokorrelationskoeﬃzienten bei einer Verschiebung von 16, also gerade um zwei Bytes.
Kurz danach (s. Abb. 5.5, S. 95) ist das Wiederholungsproblem nicht mehr zu ¨ ubersehen:
Die meisten Autokorrelationskoeﬃzienten haben Werte, die bei einer echten Zufallsfolge
extrem unwahrscheinlich sind.
Da sowohl der PIC als auch der Puﬀerspeicher im Computer die Daten byteweise schrei-
ben bzw. lesen und immer nur maximal ein Byte zwischenspeichern, ist klar, daß es sich
um ein Problem des FIFOs bzw. des Zusammenspiels zwischen FIFO und Computer27
handeln muß.
unabh¨ angigen Bitsequenzen in dem entsprechenden Intervall, d.h. zwischen den beiden Markierungen
mit gleichen Prozentangaben, liegt.
25Das ist nat¨ urlich keine sehr genaue Aussage. Wie man signiﬁkante Abweichungen bei Autokorrela-
tionskoeﬃzienten pr¨ aziser nachweisen kann, wird in Abschnitt B.9 ausf¨ uhrlich dargelegt.
26Der Koeﬃzient ist negativ, da die bin¨ are Autokorrelationfunktion eine XOR-Verkn¨ upfung verwendet,
die bei stark korrelierten Werten mehr Nullen als Einsen liefert; durch die Bildung der Diﬀerenz mit dem
theoretischen Erwartungswert ergibt sich somit ein negativer Koeﬃzient, sein Wert betr¨ agt: −15,33.
27N¨ ahere Betrachtung der aufgenommenen Daten zeigt, daß sich teilweise l¨ angere Byte-Sequenzen
wiederholen. Das kann nat¨ urlich nicht vom PIC herr¨ uhren, da Fehler in der Daten¨ ubergabe von PIC zu
FIFO h¨ ochstens zu einer Wiederholung von einem einzelnen Byte, gegebenenfalls mehrmals hinterein-
ander, f¨ uhren k¨ onnten.







































































Abbildung 5.4: Standardnormierte, bin¨ are Autokorrelationsfunktion einer ”problematischen“
Teilsequenz
Zur Fehlereinkreisung wurden folgende Kontrollmessung vorgenommen: Der FIFO wurde
aus der neuen Datenaufnahme-Elektronik entfernt, und die Ausg¨ ange des PICs wurden
¨ uber die bidirektionale Druckerschnittstelle direkt vom Computer ausgelesen. Hierzu
wird der Ausgangs-Port PB3 mit Pin 10 des Druckerports (Acknowledge-Eingang, in-
terruptf¨ ahig) verbunden und so umprogrammiert, daß er eine Interruptﬂanke f¨ ur den
Hardware-Interrupt 7 (Druckerinterrupt) des Computers generiert. Bei Ausl¨ osen dieses
Interrupt springt der Computer in eine Interruptroutine, die das Byte vom PIC ¨ uber-
nimmt. Bei der Untersuchung der auf diese Weise aufgenommenen Daten zeigten sich
die oben dargelegten Eﬀekte nicht. Dies zeigte, daß nur die Daten¨ ubergabe vom FIFO
zum Computer die Ursache f¨ ur das Problem darstellen konnte.
Um einen Defekt des verwendeten Exemplars konnte es sich ebenfalls nicht handeln,
da das Problem auch nach Auswechseln des Bausteins gegen einen neuen FIFO glei-
chen Typs weiterhin auftrat. Eine m¨ ogliche Ursache f¨ ur die seltsame Fehlfunktion h¨ atte
ein starkes ¨ Ubersprechen sein k¨ onnen; der FIFO-Baustein verf¨ ugt n¨ amlich ¨ uber einen
Eingang, der bei entsprechender Ansteuerung eine Retransmit-Funktion ausl¨ ost, d.h. die
gelesenen Daten k¨ onnen noch einmal gelesen werden; das w¨ are nat¨ urlich ein ”guter Kan-
didat“ f¨ ur die Ursache dieser Eﬀekte gewesen. Allerdings ist der Pin in der Schaltung
deaktiviert, indem er direkt an der Versorgungsspannung, d.h. auf HIGH-Pegel, liegt. Ein
¨ Ubersprechen, das diesen Pin kurzzeitig auf LOW-Pegel ziehen k¨ onnte, sollte aufgrund
des Schaltungslayouts nicht erfolgen k¨ onnen und ließ sich auch nicht bei Messungen
mit dem Oszilloskop entdecken. Erstaunlicherweise verschwanden die Probleme sofort,
nachdem ein pin-kompatibler FIFO-Baustein von einem anderen Hersteller eingesetzt
wurde.







































































Abbildung 5.5: Standardnormierte, bin¨ are Autokorrelationsfunktion einer ganz und gar nicht
zuf¨ alligen Teilsequenz
Es wird hier trotzdem so ausf¨ uhrlich auf dieses Problem eingegangen, um einerseits zu
illustrieren, daß Probleme auch an Stellen auftreten k¨ onnen, an denen man sie eigentlich
gar nicht erwartet und andererseits, um zu zeigen, wie sich Abweichungen vom zuf¨ alligen
Verhalten eines Zufallsgenerators mit Hilfe von Tests entdecken lassen.
Bedauerlicherweise trat sp¨ ater bei einem der letzten L¨ aufe (LH5) allerdings doch noch
einmal kurzzeitig ein ¨ ahnlich geartetes Problem auf, das wahrscheinlich vom FIFO ver-
ursacht wurde, s. Abschnitt B.9.2.
5.1.2.6 Manipulationsversuche durch Lichteinstrahlung
Die freistrahloptischen Laboraufbauten sind – anders als man dies bei einem prototy-
pischen Aufbau eines quantenoptischen Zufallsgenerators f¨ ur den industriellen Einsatz
t¨ ate – nicht gegen absichtlichen Einﬂuß von außen gesch¨ utzt. Zwar ist eine Absicherung
gegen optische Beeinﬂussung von außen kein grunds¨ atzliches Problem, da hiermit aber
eine verringerte Flexibilit¨ at und eine erschwerte Justage einhergehen, unterblieb dies bei
den Laboraufbauten. Zur ¨ Uberpr¨ ufung, wie kritisch sich optische St¨ orversuche auf die
Zufallsgenerierung auswirken, wurde probeweise mit einer handels¨ ublichen Taschenlam-
pe28 Licht durch den unbenutzten Eingang des Strahlteilerw¨ urfels in Richtung auf einen
28Das ist ein relativ brachiales Vorgehen, da die Detektoren f¨ ur das Z¨ ahlen von einzelnen Lichtquanten
optimiert sind. Sie werden bei solch ”intensiver“ Bestrahlung recht stark belastet, deswegen wurde auch
nur einmal solch ein optischer Manipulationsversuch versucht.
95der Signaldetektoren gestrahlt29. Durch eine leichte Variation der Einstrahlrichtung der
Taschenlampe ist es m¨ oglich, gezielt die Bitgenerationsrate eines Signaldetektors zu be-
einﬂussen. Je nachdem, wieviel Licht auf ihn f¨ allt, steigt die Rate30 bis zu einem Faktor
vier an. Interessanterweise f¨ uhrt eine noch st¨ arke Bestrahlung zu einem gegenl¨ auﬁgen
Eﬀekt, die Rate nimmt wieder ab. Wahrscheinlich wird in diesem Fall der Signaldetek-
tor so stark bestrahlt, daß auf den Detektor auftreﬀende Photonen bereits vor Ende des
Auﬂadens der Detektordiodenkapazit¨ at f¨ ur eine Entladung sorgen und so die eﬀektive
Totzeit des Signaldetektors erh¨ ohen.
Durch die starke Zunahme der Rate, bei lediglich einem der beiden Signaldetektoren
weicht das Verh¨ altnis der relativen H¨ auﬁgkeiten der Einsen und Nullen im Ausgangsbit-
strom der Rohdaten nat¨ urlich stark vom idealen bzw. dem Verh¨ altnis ohne Beeinﬂussung
ab. Verwendet man eine nachgeschaltete Von-Neumann-Regularisierung wird diese Ab-
weichung selbstverst¨ andlich korrigiert; w¨ ahrend der Manipulationsversuche zeigte die
Teilungsverh¨ altnisanzeige bei einer Datenaufnahme mit gleichzeitiger Von-Neumann-
Regularisierung keine markanten Abweichungen vom idealen Verh¨ altnis.
5.1.3 Faseroptik
Der Aufbau in Faseroptik verwendet den winkelangepaßten Lithiumjodat-Kristall. Der
Umbau auf ein Zufall generierendes Element, das einen Faserkoppler benutzt, stellte sich
als erfreulich einfach heraus. Als erstes wurde der Fokussierkollimator einjustiert. Hierzu
wurde einer der Signaldetektoren mit einer Mehrmoden-Glasfaser direkt an den Fokus-
sierkollimator angeschlossen, und dieser anschließend auf optimale Koinzidenz-Z¨ ahlraten
justiert. Dabei ist zu beachten, daß sowohl bei dieser Justage als auch nach Austausch
der einfachen Mehrmoden-Glasfaser durch den Faserkoppler, der l¨ angere optische Weg
aufgrund der jeweiligen Glasfaser-Strecke durch eine entsprechende elektronische Verz¨ o-
gerung des Trigger-Signals ausgeglichen wird.
Ist der Fokussierkollimator optimal einjustiert und stabil ﬁxiert, ist das Zufall generie-
rende Element bereits vollst¨ andig justiert, da der Anschluß des Faserkopplers und der
Detektoren an dessen Ausg¨ angen mit ein paar Handgriﬀen erledigt ist. Diese einfache
Handhabung erlaubt es auch, die beiden Signaldetektoren sehr gut miteinander zu ver-
gleichen, da sie leicht ¨ uber eine Mehrmoden-Glasfaser direkt an den Fokussierkollimator
angeschlossen werden k¨ onnen.
Hierzu werden die Z¨ ahlraten der beiden Detektoren bei ansonsten identischen Bedin-
gungen ermittelt, man erh¨ alt f¨ ur die Einzelz¨ ahlrate31 bei Detektor A: 319.816 ± 1643
[1/s] und bei Detektor B: 288.363 ± 1493 [1/s]. Die eﬀektive Quanteneﬃzienz f¨ ur den
Wellenl¨ angenbereich der statistischen Einphotonenquelle, ist also bei Detektor A relativ
zu Detektor B um ca. 11% h¨ oher, was auch mit den Angaben in den Meßprotokollen des
Herstellers ¨ ubereinstimmt.
29Dies geschah beim freistrahloptischen Aufbau mit Kaliumniobat-Kristall, polarisierendem Strahltei-
lerw¨ urfel und alter Datenaufnahme-Elektronik in der Zeit zwischen den L¨ aufen K9 und K10.
30Dies ist die Koinzidenzdetektionsrate zwischen Triggerdetektor und dem Signaldetektor, die Einzel-
detektionsrate des Signaldetektors steigt nat¨ urlich noch viel extremer an.
31Es handelt sich hierbei um die Werte der Kontrollmessungen vor dem Lauf LF1. Die Z¨ ahlraten waren
bei diesem Lauf aufgrund der Irisblenden¨ oﬀnung von 2,1 mm vor dem Faserkollimator und 2,5 mm vor
dem Triggerdetektor relativ hoch. Der Triggerdetektor registrierte eine Einzelz¨ ahlrate von: 167.265 ±
722 [1/s].
96Koinzidenzen [1/s] direkt am Faserkollimator an den Ausg¨ angen des Faserkopplers
echte (AT) 14169 ± 169 5960 ± 75
zuf¨ allige (AT) 693 ± 26 215 ± 15
echte (BT) 14353 ± 114 3468 ± 61
zuf¨ allige (BT) 407 ± 20 128 ± 10
Tabelle 5.2: Koinzidenzz¨ ahlraten pro Sekunde zwischen Signaldetektoren und Triggerdetektor
mit und ohne Faserkoppler, Kontrollmessungen vor Lauf LF1
Ziemlich drastisch wirkt sich das Einf¨ ugen des Faserkopplers aus: Die Einzelz¨ ahlraten
betragen dann nur noch 121.448 ± 1051 [1/s] bei Detektor A und 83.713 ± 886 [1/s] bei
Detektor B, wobei die ungleichen Z¨ ahlraten durch das ungleiche Teilungsverh¨ altnis des
Faserkopplers dominiert werden. Die entsprechenden Werte f¨ ur die Koinzidenzz¨ ahlraten
sind in Tabelle 5.2 aufgef¨ uhrt.
Trotz des Betriebs des Triggerdetektors in einem Z¨ ahlratenbereich, wo er bereits star-
ke S¨ attigungserscheinungen zeigt, erh¨ alt man ein gutes Verh¨ altnis zwischen echten und
zuf¨ alligen Koinzidenzen von ca. 27:1 f¨ ur den Lauf LF1. Bei beiden L¨ aufen mit dem fase-
roptischen Aufbau des Zufallsgenerators auf Basis einer Einphotonenquelle wird wie bei
den letzten L¨ aufen mit dem freistrahloptischen Aufbau die hybride Signalverarbeitungs-
und Datenaufnahme-Elektronik verwendet.
5.1.4 Absch¨ atzung der Photonenpaarrate
Aus den Einzelz¨ ahlraten des Laufes LF132 l¨ aßt sich auch gut die Konversionseﬃzienz
ηKonv absch¨ atzen, mit der die blauen Pumpphotonen durch parametrische Fluoreszenz in
Photonenpaare umgewandelt werden. Da ohnehin nur eine grobe Berechnung m¨ oglich ist,
werden Verluste an den Umlenkspiegeln und dem Faser-Einkoppler nicht ber¨ ucksichtigt;
die recht kleinen Dunkelz¨ ahlraten werden ebenfalls vernachl¨ assigt. Ber¨ ucksichtigt werden
selbstverst¨ andlich die eﬀektive33 Quanteneﬃzienz des Detektors34 in Abh¨ angigkeit von
der Wellenl¨ ange und die Durchlaßcharakteristik des Farbglases. Aus der detektierten
Einzelz¨ ahlrate l¨ aßt sich so die Photonenrate berechnen; die Konversionseﬃzienz ergibt
sich als Quotient aus der Photonenrate und der Anzahl der Pumpphotonen pro Sekunde
bei einer Pumpleistung von 10 mW. Man erh¨ alt f¨ ur sie einen Wert von ηKonv = 5,3·10−11.
5.2 Experimente mit der Photonenquelle auf Basis abge-
schw¨ achter Pulse
Die Messungen mit der statistischen Einphotonenquelle unterscheiden sich nur durch
die verwendete Lichtquelle von den Messungen mit der Einphotonenquelle auf Basis
32Die Einzelz¨ ahlraten bei den freistrahloptischen Aufbauten sind hierf¨ ur nicht gut geeignet, da bei ih-
nen die Einkopplung in die Faseranschl¨ usse der Detektoren schwer einsch¨ atzbare, stark justageabh¨ angige,
zus¨ atzliche Verluste verursacht.
33In sie gehen neben der Quanteneﬃzienz auch noch die zus¨ atzlichen Verluste durch die Ankopplung
von Faseranschluß und Chip ein.
34Totzeitkorrekturen sind bei den niedrigen Z¨ ahlraten noch nicht notwendig.
97der parametrischen Fluoreszenz. Allerdings stellt sich der Versuchsaufbau nun erheb-
lich reduziert dar, denn kein Laser, kein Kristall und auch kein Triggerdetektor werden
ben¨ otigt; lediglich das Zufall generierende Element bleibt gleich. Gleichzeitig bedeutet
dies auch, daß der Streulichtanteil sehr stark abnimmt, da kein Pumplaserstrahl mehr
den Aufbau durchquert35. Daher werden die Irisblenden vor den Detektoren bzw. dem
Fokussierkollimator weit36 ge¨ oﬀnet, damit m¨ oglichst viele von der Quelle abgestrahlte
Photonen auf den Detektor fallen. Dies ist auch noch aus zwei anderen Gr¨ unden m¨ oglich:
1. Anders als bei der parametrischen Fluoreszenz (s. S. 84) muß nicht darauf ge-
achtet werden, daß bestimmte Bereiche des abgestrahlten Lichtfeldes nicht auf
den Detektor fallen; alle Photonen sind bei der statistischen Einphotonenquelle
”gleichberechtigt“.
2. Es werden nur die beiden ”schnellen“ Signaldetektoren verwendet, d.h. es muß keine
R¨ ucksicht auf die S¨ attigung des Triggerdetektors bei hohen Z¨ ahlraten37 genommen
werden.
Eine hinreichend große Blenden¨ oﬀnung ist außerdem notwendig, weil bei der statisti-
schen Einphotonenquelle explizit sichergestellt werden muß, daß beide Signaldetektoren
tats¨ achlich denselben Raumwinkel sehen.
Als erstes muß auch bei den Experimenten mit einer statistischen Einphotonenquelle,
die Quelle justiert werden.
5.2.1 Justage der Photonenquelle
Der Aufbau der Quelle selbst ist recht einfach, daher besteht die Hauptaufgabe darin,
die optische Dichte der Graugl¨ aser, die zur Abschw¨ achung der Lichtintensit¨ at dienen38,
so zu w¨ ahlen, daß die angestrebte Lichtintensit¨ at von ca. 0,1 Photon pro Puls erreicht
wird.
Strenggenommen wird allerdings nicht die Intensit¨ at des von der Quelle abgestrahlten
Lichtfeldes auf diesen Wert gebracht, sondern nur der Anteil, der auch tats¨ achlich auf
die Fl¨ ache des zum Einmessen verwendeten Quantendetektors gelangt. Auch bei voll-
st¨ andig ge¨ oﬀneter Irisblende gelangt gerade beim freistrahloptischen Aufbau, aufgrund
der schwierigen Fokussierung des Lichtes auf die Faseranschl¨ usse der Detektoren, nicht
der gesamte Anteil des abgestrahlten Lichtes auch tats¨ achlich auf die Detektoroberﬂ¨ a-
che. Beim faseroptischen Aufbau wird ein dedizierter Einkoppelkollimator verwendet,
35Aufgrund der sehr hohen Empﬁndlichkeit der Detektoren konnte allerdings dennoch nicht auf die
Kantenﬁlter vor den Detektoren bzw. dem Fokussierkollimator verzichtet werden.
36Die Photonenquelle auf Basis abgeschw¨ achter Pulse sendet aufgrund der ins Geh¨ ause der LED einge-
bauten Kugellinse ein gut kollimiertes Lichtfeld aus. Anfangs wurden die Irisblenden maximal (12 mm)
ge¨ oﬀnet, bei den L¨ aufen allerdings auf 5 mm ¨ Oﬀnung begrenzt, denn ab einer gewissen Irisblenden¨ oﬀ-
nung stellt man keine Erh¨ ohung der Z¨ ahlraten mehr fest, was als Zeichen gelten kann, daß man den
gesamten Abstrahlraumwinkel erfaßt.
37Allerdings sind die Z¨ ahlraten aufgrund der starken Abschw¨ achung des LED-Lichtfeldes durch die
Graugl¨ aser ohnehin recht niedrig.
38Insgesamt tragen nat¨ urlich auch noch das Farbglas vor dem jeweiligen Detektor bzw. dem Faserein-
koppler und insbesondere der Interferenzﬁlter stark zur Abschw¨ achung bei; diese optischen Elemente
sind allerdings nicht variabel.
98der sehr viel eﬃzienter in die Faser einkoppelt, so daß bei diesem Aufbau die Graugl¨ a-
ser vor der LED unterschiedlich gew¨ ahlt werden m¨ ussen; dementsprechend bedarf es
bei der Umstellung vom freistrahloptischen auf den Faseraufbau auch eines erneuten
Einmessens.
Die geeignete optische Dichte der Graugl¨ aser wird anhand der Einz¨ ahlrate eines Detek-
tors bestimmt, der optimal einjustiert direkt39 vor der Quelle steht.
Hierbei gilt es allerdings zu beachten, daß die verwendeten Quantendetektoren ledig-
lich detektieren, ob zu einer bestimmten Zeit Photonen absorbiert werden und eine
Elektronen-Lawine ausl¨ osen. Es kann also anhand des Ausgangssignals nicht zwischen
einem oder mehreren Photonen unterschieden werden. ¨ Uberdies muß ber¨ ucksichtigt wer-
den, daß nur ein relativ kleiner Anteil der Photonen ¨ uberhaupt eine Lawine ausl¨ ost, da
die Quanteneﬃzienz η der Detektoren f¨ ur die betrachtete Wellenl¨ ange von 884 nm ledig-
lich bei ca. 30 % (η = 0,3) liegt. Somit berechnet sich die Wahrscheinlichkeit, daß beim
Auftreﬀen von n Photonen auf die Detektorﬂ¨ ache ein Detektorsignal ausgel¨ ost wird,
gem¨ aß:
PDet(n,η) = 1 − (1 − η)n,
wobei der Ausdruck in der Klammer gerade die Wahrscheinlichkeit ist, daß kein elektri-
sches Ausgangssignal erzeugt wird40. Kombiniert man dies mit der Wahrscheinlichkeit,
daß ein Puls bei einer mittleren Intensit¨ at von ¯ n genau n Photonen ”enth¨ alt“:








PPoisson(n, ¯ n) · PDet(n,η),
wobei die Summation aufgrund der stark abfallenden Wahrscheinlichkeit von
PPoisson(0.1,n) problemlos bei n = 100 abgebrochen werden kann. Die erwartete Ein-
zelz¨ ahlrate betr¨ agt also f¨ ur eine Pulsfrequenz f im Mittel:
R(¯ n,η,f) = PSig · f.
Die Graugl¨ aser werden nun so gew¨ ahlt41, daß die Einzelz¨ ahlrate des Detektors nicht
gr¨ oßer ist als die gem¨ aß dieser Formel berechnete Rate.
Das Vorgehen bei der Wahl der optischen Dichte der Graugl¨ aser ist recht restriktiv, sie
werden so gew¨ ahlt, daß die mittlere Photonenzahl pro Puls, die auf die Detektorﬂ¨ ache
auftriﬀt, nicht gr¨ oßer als 0,1 Photon pro Puls ist. Damit liegt die Wahrscheinlichkeit, daß
mehr als ein Photon bei einem Puls auf den Detektor triﬀt, auch nur bei P(n > 1) = 0,01,
s. o. Abschnitt 3.1.2. Leider fallen durch dieses Vorgehen die Z¨ ahlraten bei vorgegebener
39Beim faseroptischen Aufbau ist der Detektor ¨ uber eine Mehrmoden-Glasfaser an den direkt vor der
Quelle stehenden Faserkollimator angeschlossen.
40Es wird hier statistische Unabh¨ angigkeit unterstellt.
41F¨ ur den Aufbau in Freistrahloptik werden Graugl¨ aser mit einer optischen Dichte von 4,6 ben¨ otigt
und beim Aufbau mit Faseroptik ist eine optische Dichte von 5,6 erforderlich. Die Bestimmung fand
immer ohne das Zufall generierende Element statt, aber mit der entsprechenden Einkoppeloptik, direkt
hinter der Quelle.
99Pulsfrequenz recht niedrig aus, da sie durch die nichtideale Quanteneﬃzienz der Detek-
toren gegen¨ uber der Photonenrate reduziert werden, in Abschnitt 6.2.1.3 der Diskussion
werden daher Vorschl¨ age diskutiert, wie sich die Z¨ ahlraten erh¨ ohen ließen.
5.2.2 Freistrahloptik
Es werden zwei L¨ aufe mit dem freistrahloptischen Aufbau und der statistischen Einpho-
tonenquelle durchgef¨ uhrt: ein kurzer Testlauf (PB1) mit einer Pulsrate von 250 kHz und
ein l¨ angerer Lauf (PB2) mit einer Pulsrate von 500 kHz.
Zuf¨ allige Koinzidenzen zwischen Trigger(-puls) und Signaldetektoren spielen keine Rolle,
ihre Z¨ ahlraten sind quasi Null und damit vernachl¨ assigbar.
Daher ist es auch aussagekr¨ aftiger, die Koinzidenzz¨ ahlrate zwischen den beiden Signal-
detektoren zu betrachten, da sie direkt angibt, wie h¨ auﬁg es vorkommt, daß beide Si-
gnaldetektoren gleichzeitig ansprechen, was sie aufgrund des Lichtfeldes der stark ab-
geschw¨ achten Quelle nur selten42 tun sollten. Diese Rate liegt im Verh¨ altnis zu den
Bitz¨ ahlraten ebenfalls sehr niedrig, s. Tab. 5.3.
Lauf Pulsrate Z¨ ahlrate A [1/s] Z¨ ahlrate B [1/s] Koinzidenzen AB [1/s]
PB1 250 kHz 2211 ± 44 1792 ± 41 13 ± 4
PB2 500 kHz 4989 ± 71 3989 ± 63 35 ± 6
PF 500 kHz 2050 ± 48 1654 ± 45 5 ± 2
Tabelle 5.3: Koinzidenz- und Einzel- Z¨ ahlraten der Signaldetektoren f¨ ur die L¨ aufe mit der stati-
stischen Einphotonenquelle
Beim l¨ angeren der beiden L¨ aufe (PB2) zeigen sich zu Anfang des Laufes (im ersten und
im dritten MB der Daten) drei Spitzen43 im Verlauf der Einswahrscheinlichkeit, s. Abb.
5.6, die sich nicht mit statistischen Fluktuationen erkl¨ aren lassen. Eine Autokorrelati-
onsanalyse zeigt, daß es sich nicht um ein Problem der Datenaufnahme oder Speicherung
handelt, anders als dies z.B. bei Problemen mit dem FIFO der Fall ist. Da es sich um
St¨ orungen am Anfang des Laufes handelt, lassen sich auch etwaige ¨ Uberhitzungseﬀekte
ausschließen, da diese erst nach l¨ angerem Betrieb auftreten sollten. Ein starker Anstieg
des Umgebungsst¨ orlichtes zu den entsprechenden Zeiten – z.B. durch Anschalten des
Raumlichtes – w¨ are zwar bei den ersten beiden Spitzen durchaus denkbar, aber auf-
grund des weniger abrupten Anstiegs und der l¨ angeren Dauer bei der dritten Spitze eher
unwahrscheinlich.
Wahrscheinlich handelte es sich um eine elektrische (Kontakt)-St¨ orung in einer der ver-
schiedenen, meist aus mehreren Teilst¨ ucken zusammengesetzten, elektrischen Verz¨ oge-
rungsleitungen.
42Die Wahrscheinlichkeit f¨ ur zwei Photonen im Lichtpuls ist um einen Faktor 10 kleiner als die f¨ ur ein
Photon, s. Abschnitt 3.1.2.
43Die erste Spitze erstreckt sich ¨ uber eine Datenaufnahmezeitraum von ca. 31 s, die zweite ¨ uber ca.
145 s und die dritte ¨ uber ca. 415 Sekunden.













































Abbildung 5.6: Verlauf der Wahrscheinlichkeit f¨ ur eine Eins berechnet auf 8 kB Bl¨ ocken f¨ ur den
Anfang des Laufes PB2
5.2.3 Faseraufbau
Es wurde ein Lauf (PF) durchgef¨ uhrt, die grundlegenden Daten ﬁnden sich in der Ta-
belle 5.3 des vorangehenden Abschnitts. Die niedrigere Bitrate beim faseroptischen Auf-
bau mit statistischer Einphotonenquelle gegen¨ uber dem freistrahloptischen Aufbau wird
durch die im Vergleich zum Strahlteilerw¨ urfel st¨ arkere D¨ ampfung des Faserkopplers ver-




In diesem Kapitel werden die wesentlichen Ergebnisse der Analyse der Zufallssequen-
zen summarisch dargelegt und diskutiert. Weiter werden die Vor- und Nachteile der
verschiedenen Aufbauvarianten besprochen, Optimierungen f¨ ur den Wirkbetrieb vorge-
schlagen und alternative Aufbaum¨ oglichkeiten f¨ ur quantenoptische Zufallsgeneratoren
aufgezeigt. Nach einem Abschnitt ¨ uber die Resistenz der Zufallsgeneratoren gegen ¨ au-
ßere Beeinﬂussungsversuche schließt das Kapitel mit der Darlegung verschiedener Arten
von Signaturen bei quantenoptischen Zufallsgeneratoren.
6.1 Analyse der Zufallssequenzen
In diesem Abschnitt der Diskussion werden nur die wichtigsten Ergebnisse aus den sta-
tistischen Analysen der Zufallssequenzen pr¨ asentiert, f¨ ur eine ausf¨ uhrliche Darstellung
der Testdurchf¨ uhrung, der Ergebnisse und f¨ ur eine Wertung der einzelnen Tests sei auf
den Anhang, Abschnitt B verwiesen.
Bis auf wenige Ausnahmen werden alle Tests auf Rohdaten der quantenoptischen Zufalls-
generatoren durchgef¨ uhrt. Dies hat zur Konsequenz, daß man bereits bei den einfachsten
der Tests, n¨ amlich dem Test auf die H¨ auﬁgkeitsverteilung der Bitwerte, Abweichungen
von der theoretisch erwarteten Normalverteilung ﬁndet. Dies verwundert nicht, da das
nicht ideale Teilungsverh¨ altnis des Strahlteilers bzw. Faserkopplers zusammen mit den
unterschiedlichen Quanteneﬃzienzen der verwendeten Signaldetektoren erwartungsge-
m¨ aß zu einer Wahrscheinlichkeit f¨ ur den Bitwert Eins f¨ uhrt, die nicht gleich p = 0,5 ist.
Der Test der H¨ auﬁgkeitsverteilung der Bitwerte l¨ aßt sich gl¨ ucklicherweise mit der aus
den Rohdaten ermittelten Wahrscheinlichkeit parametrisieren. Interessanterweise ﬁnden
sich aber auch dann noch Abweichungen von der theoretisch zu erwartenden Verteilung.
Bei n¨ aherer Untersuchung stellt man fest, daß leicht unterschiedliche thermische Drif-
ten der Quanteneﬃzienz der Detektoren hierf¨ ur verantwortlich sind. Reduziert man die
Schwankungen der Labor- und damit auch der Detektortemperatur mit Hilfe einer Kli-
maanlage, nimmt dieser Eﬀekt entsprechend ab. Er zeigt sich ¨ uberdies nur bei Rohdaten;
eine einfache Regularisierung beseitigt ihn. F¨ ur eine ausf¨ uhrlichere und auch graphische
Darstellung sei auf Abschnitt B.2 verwiesen.
Die Tests nach FIPS 140-1 bestehen die quantenoptischen Zufallsgeneratoren mit frei-
strahloptischen Aufbau alle ohne Probleme, was angesichts der relativ weiten Akzeptanz-
103schranken der Tests nicht ¨ uberrascht. Lediglich Sequenzen der Zufallsgeneratoren mit
faseroptischen Aufbau fallen aufgrund des Teilungsverh¨ altnis des Faserkopplers (40:60
statt dem Idealwert von 50:50) erwartungsgem¨ aß durch diese nicht parametrisierten
Tests.
Die beiden sich von der Methodik her ¨ ahnelnden zweistuﬁgen Kontingenz- und χ2-Tests
auf Bitpaaren liefern auch ¨ ahnliche Ergebnisse, wobei der Kontingenztest den Vorteil
aufweist, daß bei ihm von vornherein nur aus der Stichprobe gesch¨ atzte Wahrschein-
lichkeiten in die Berechnung der Statistik eingehen und somit eine Abweichung der
Einswahrscheinlichkeit vom idealen Wert nicht extra ber¨ ucksichtigt werden muß. Beide
Tests sind trotz großer Stichprobengr¨ oße nicht dazu in der Lage, schwache Antikorrela-
tionseﬀekte aufzudecken. F¨ ur eine detaillierte Darstellung wird auf die Abschnitte B.4,
B.5 und B.6 des Anhangs verwiesen.
¨ Uberraschend sind die Ergebnisse der universellen Tests nach Maurer und Coron.
Vor dem Test der Daten der quantenoptischen Zufallsgeneratoren werden beide Tests
auf Datens¨ atzen von kryptographisch starken Pseudozufallsgeneratoren getestet, hierbei
fallen starke Fluktuationen der Testergebnisse auf, wenn f¨ ur die Stichprobengr¨ oßen die
vorgeschlagenen Minimalwerte verwendet werden. Es werden daher wesentlich gr¨ oßere
Stichproben verwendet. Da der Verlauf der Teststatistik bei beiden Tests weitgehend
gleichartig ist, kann man sich auf den universellen Test nach Coron beschr¨ anken.
Aufgrund der in Abschnitt 3.2.7 beschriebenen Einschr¨ ankungen der universellen Tests
ist eigentlich nicht zu erwarten, daß sich Rohdaten physikalischer Zufallsgeneratoren
damit gut testen lassen. In der Tat ist dies bei Rohdaten mit stark vom idealen Tei-
lungsverh¨ altnis abweichenden relativen H¨ auﬁgkeiten von Einsen und Nullen auch so; bei
nur geringen Abweichungen (ca. 2%) wirken sich diese nur gering auf die Testergebnisse
aus, so daß erst bei großen Stichproben der Lauf als nichtideal abgelehnt wird.
Zur Evaluation, ob universelle Tests bei der g¨ angigen Blockgr¨ oße von 8 Bit in der Lage
sind, tieferliegende Defekte zu erkennen, wurde ein Lauf mit Antikorrelationen und na-
he bei 50:50 liegendem Teilungsverh¨ altnis getestet. Der Lauf wird von den universellen
Tests nicht als problematisch erkannt; dies r¨ uhrt oﬀensichtlich daher, daß die Tester-
gebnisse st¨ arker durch die relativen H¨ auﬁgkeiten der Bits als durch ihre statistischen
Abh¨ angigkeiten innerhalb der Bitbl¨ ocke bestimmt werden.
Ein ¨ ahnlich dominanter Einﬂuß der relativen H¨ auﬁgkeiten auf die Ergebnisse statistischer
Test besteht auch bei Komplexit¨ atstests, s. Abschnitt B.8. Diese an sich sehr interes-
santen Tests, bei denen gerade in letzter Zeit wesentliche Fortschritte erzielt wurden
[22, 79, 97, 98], weisen ¨ uberdies noch das Problem auf, daß wenig ¨ uber Erwartungswerte
und Varianz der zugeh¨ origen Komplexit¨ atsmaße f¨ ur endliche Stichproben bekannt ist.
Zur Illustration der Problematik ist der Einﬂuß der relativen H¨ auﬁgkeiten am Beispiel
einfacher Komplexit¨ atstests mit Hilfe eines vielverwendeten Kompressionsprogramms in
Abschnitt B.8.2 dargelegt.
Als die am besten geeigneten Tests, um auch noch schwache Defekte in den Zufallsse-
quenzen zu erkennen, haben sich ein- bis dreistuﬁge Autokorrelationskoeﬃziententests
erwiesen. Mit jeder Stufe nimmt bei ihnen die Erkennungsempﬁndlichkeit f¨ ur schwache
(globale) Defekte zu.
Mit einstuﬁgen Tests, die eine Visualisierung der Testergebnisse in Abh¨ angigkeit von
der Verschiebung erlauben, lassen sich st¨ arkere Defekte gut erkennen, wie sie z.B. durch
fehlerhaft arbeitende, elektronische Bauteile verursacht werden, s. Abschnitte 5.1.2.5,
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Zweistuﬁge Tests erlauben es, auch noch schwache globale Defekte aufzudecken, wie z.B.
Antikorrelationen bei aufeinanderfolgenden Bits, s. Abschnitt B.9.3. Mit zweistuﬁgen
Autokorrelationskoeﬃziententests lassen sich die Antikorrelationen erkennen, die keiner
der oben erw¨ ahnten, anderen Tests nachweist. Zweistuﬁge Tests haben sich auch als
außerordentlich n¨ utzlich bei der Kl¨ arung der Ursachen der Antikorrelationen, die bei den
L¨ aufen mit der kompakten Datenaufnahme-Elektronik auftreten, s. Abschnitte B.10.1
und B.10.2, erwiesen.
Dreistuﬁge Tests werden allgemein nur selten eingesetzt, da die Gefahr besteht, daß die
Testergebnisse der dritten Stufe von Approximationsartefakten der ersten Stufe stark
beeinﬂußt werden k¨ onnten. Bei den Autokorrelationskoeﬃziententests der ersten Stufe
ist die verwendete Approximation allerdings sehr gut, s. Abschnitt D und f¨ ur die zweite
Teststufe ist eine exakte Verteilung berechenbar, so daß dreistuﬁge Tests gefahrlos durch-
gef¨ uhrt werden k¨ onnen. Dies ist sogar mit relativ ”kleinen“ Stichproben m¨ oglich, wie sich
anhand von Testdatens¨ atzen kryptographisch starker Pseudozufallszahlengeneratoren1,
veriﬁzieren l¨ aßt, s. Abschnitt B.10.3.
Mit Hilfe dreistuﬁger Autokorrelationskoeﬃziententests k¨ onnen auch noch sehr schwache
Antikorrelationen in L¨ aufen entdeckt werden, die mit Tests der zweiten Stufe nicht zu
erkennen sind, s. Abschnitt B.10.4.
6.1.1 Gr¨ unde f¨ ur das Auftreten der Antikorrelationen
In den folgenden Unterabschnitten werden die Gr¨ unde f¨ ur das Auftreten unterschied-
lich starker Antikorrelationen bei verschiedenen L¨ aufen aufgef¨ uhrt und ergriﬀene oder
m¨ ogliche Gegenmaßnahmen erl¨ autert.
6.1.1.1 Antikorrelationen bei den L¨ aufen mit kompakter Datenaufnahme-
Elektronik
Die in zweistuﬁgen Autokorrelationskoeﬃziententests deutlich zu erkennenden Antikor-
relationen, s. Abschnitt B.9.3, treten in den L¨ aufen mit der kompakten Datenaufnahme-
Elektronik auch noch auf Zeitskalen auf, die lang im Verh¨ altnis zur Detektionszeit, zu den
Koinzidenzintervallen und zu den Detektortotzeiten sind. Daher ist nicht davon auszuge-
hen, daß sie von den eigentlichen physikalischen Zufallsmechanismen, optischen Kompo-
nenten oder Detektoren herr¨ uhren, da sich z.B. Probleme mit Detektortotzeit lediglich
auf relativ kurzen Zeitskalen auswirken k¨ onnen. Probleme innerhalb der Datenaufnahme-
Elektronik bleiben deshalb als die wahrscheinlichste Ursache.
Da sich die Antikorrelationen auch nur auf Bitebene auswirken und abh¨ angig von der
Zeitspanne zwischen der Verarbeitung zweier Ereignisse sind, s. Abschnitt B.10.1 und
B.10.2, lassen sich der FIFO-Baustein oder die PIC-interne Verarbeitung als Ursachen
ausschließen. Da die Pulsverk¨ urzung und die aus NAND-Gattern aufgebaute Koinzidenz-
schaltung aufgrund der Zeitskalen, auf denen sich die Probleme noch zeigen, ebenfalls
nicht in Frage kommen, ist sehr wahrscheinlich die Zwischenspeicherung in dem aus
zwei NAND-Gattern aufgebauten Flipﬂop und die ¨ Ubergabe an den PIC, s. S. 78, daf¨ ur
verantwortlich:
1In Abschnitt B.1 ist beschrieben, welche Pseudozufallsgeneratoren verwendet werden.
1051. Die Entscheidung, das Flipﬂop aus zwei noch unbenutzten NAND-Gattern eines
f¨ ur die Koinzidenzsschaltung verwendeten integrierten Baustein aufzubauen, war
zwar preiswert, aber leider kontraproduktiv, da die hierdurch verl¨ angerten Signal-
laufzeiten zu l¨ anger andauernden instabilen Zust¨ anden f¨ uhren k¨ onnen.
2. Die Ansteuerung eines Flipﬂops durch ein stochastisches Signal f¨ uhrt ohne zus¨ atz-
liche schaltungstechnische Maßnahmen h¨ auﬁg zu Problemen [31].
Um diese Probleme zu umgehen, wurde in den sp¨ ateren L¨ aufen auch die Elektronik,
welche dem PIC vorgeschaltet ist, durch NIM-Einsch¨ ube ersetzt, vgl. Abschnitt 4.5.3.
Wie in Abschnitt B.10.4 gezeigt, reduziert dies bei entsprechender Wahl der Signall¨ angen
auch tats¨ achlich die Antikorrelationen drastisch.
6.1.1.2 Antikorrelationen bei den L¨ aufen mit hybrider Datenaufnahme-
Elektronik
Wie in Abschnitt B.10.4 ausf¨ uhrlich dargelegt, weisen die beiden L¨ aufe mit hybrider
Datenaufnahme-Elektronik LH1 und LH4 in zweistuﬁgen Autokorrelationskoeﬃzien-
tentests Antikorrelationen von ¨ ahnlicher Gr¨ oße auf wie die L¨ aufe mit der kompakten
Datenaufnahme-Elektronik. Bei den sp¨ ateren L¨ aufen mit k¨ urzer gew¨ ahlten Signal-Pulsen
hingegen, lassen sich erst bei Einsatz von dreistuﬁgen Tests schwache Spuren von Anti-
korrelationen aufdecken und bei den L¨ aufen mit einer gepulsten statistischen Einphoto-
nenquelle sind keine Antikorrelationen feststellbar.
Betrachtet man die Unterschiede der verschiedenen L¨ aufe und ber¨ ucksichtigt auch noch
die Ergebnisse der L¨ aufe mit verminderter Laserleistung und solcher mit verz¨ ogerter Da-
tenaufnahme, s. Abschnitt B.10.1 bzw. B.10.2, so erkennt man, daß die Antikorrelationen
von zeitlich kurz aufeinanderfolgenden Ereignissen erzeugt werden.
Bei den L¨ aufen mit der gepulsten statistischen Einphotonenquelle treten daher schon
allein deshalb keine Antikorrelationen auf, weil die Abst¨ ande zwischen den Pulsen 2 µs
lang sind, 90 % der Pulse gar kein Photon enthalten und zudem nur jedes dritte Photon
¨ uberhaupt registriert wird, da die Quanteneﬃzienz der Detektoren lediglich bei η ≈ 0,3
liegt, s. Abschnitt 131.
Die gut erkennbaren Antikorrelationen bei den L¨ aufen LH1 bzw. LH2, sind durch die
L¨ ange des Bitwertsignals von 4,6µs bedingt. Aufgrund der minimalen Dauer von 2 µs,
welche der PIC ben¨ otigt um einen Bitwert einzulesen und in einem internen Register
abzuspeichern, wirken sich ¨ Ubernahmepulse eines nachfolgenden Ereignisses innerhalb
der ersten 2 µs nur dann auf die Datenaufnahme aus, wenn ein Eins-Signal weniger als
800 ns (2 Befehlszyklen des PIC) nach einem Null-Signal kommt, dann wird statt einer
Null eine Eins eingelesen2. In diesem Fall wird aber lediglich ein Bit mit dem Wert Null
ausgelassen, was sich zwar auf die relativen H¨ auﬁgkeiten (geringf¨ ugig) auswirkt, aber
keine Korrelationen verursacht.
In den verbleibenden 2,6 µs ist allerdings sehr wohl eine Antikorrelationen erzeugende
Beeinﬂussung der Datenaufnahme m¨ oglich. Folgende F¨ alle lassen sich unterscheiden:
2Der umgekehrte Fall kann nat¨ urlich nicht auftreten, da ein Null-Signal lediglich durch das Fehlen
eines HIGH-Pegels auf der Signal-Leitung bei vorhandenem ¨ Ubernahme-Signal erzeugt wird. Bei den
anderen Kombinationen Eins-Eins und Null-Null, wird der richtige Wert f¨ ur das Bit eingelesen, aber nur
ein Bit generiert.
1061. Der nachfolgende ¨ Ubernahmepuls kommt so knapp nach dem vorangehenden Ein-
lesevorgang, daß der PIC innerhalb der L¨ ange des Bitwertsignals (des ersten Er-
eignisses) den Eingangsport noch abfragen kann.
2. Der nachfolgende ¨ Ubernahmepuls kommt zwar noch innerhalb der Dauer des vor-
angehenden Bitwertsignals, aber so sp¨ at, daß bei Abfrage des Ports der Signalpegel
des vorangehenden Signals nicht mehr anliegt.
Da die Abst¨ ande zwischen zwei Ereignissen abfallend exponentialverteilt sind3, ist der
zweite Fall wahrscheinlicher als der erste. Da nur einer der Detektoren das Bitwertsignal
erzeugt und der andere Wert durch einen fehlenden HIGH-Pegel auf der Eingangsleitung
repr¨ asentiert wird, muß unterschieden werden, welche Bitwerte aufeinander folgen:
• Zeitlich eng aufeinanderfolgenden Null-Werte werden in beiden F¨ allen vom PIC
als zwei Bits mit dem Wert Null eingelesen. Ist das erste Ereignis ein Null-Wert
und es folgt ein Eins-Wert, so wird dies ebenfalls in beiden F¨ allen auch so vom
PIC eingelesen. Ist es umgekehrt, ein Eins-Wert wird von einem Null-Wert gefolgt,
werden aufgrund der L¨ ange des Bitsignals im ersten Fall zwei Einsen generiert und
im zweiten Fall erst eine Eins und dann eine Null generiert.
• Sind die beiden Ereignisse Eins-Werte, so wird der PIC im ersten Fall tats¨ achlich
zwei Eins-Werte einlesen (allerdings aufgrund von einem Bitwertsignal), im zweiten
Fall hingegen liest er ein Bit mit dem Wert Eins gefolgt von einem Bit mit dem Wert
Null ein, da bei Abfrage des Eingangs-Ports der HIGH-Pegel des vorangehenden
Bitwert-Signals nicht mehr anliegt und das zweite Ereignis aufgrund der Totzeit4
des Gate&Delay-Generators keinen Bitwertpuls erzeugt.
Betrachtet man die dargelegten, verschiedenen F¨ alle zusammen, so sieht man, daß es
bei eng aufeinanderfolgenden Ereignissen eine Tendenz zu alternierenden Werten gibt,
die sich in den Ergebnissen der Autokorrelationskoeﬃzienztentests niederschl¨ agt.
Bei den L¨ aufen, die eine L¨ ange des Bitwertsignal von 2µs verwenden, sollte diese Ten-
denz eigentlich nicht auftreten, entspricht diese Zeitspanne doch gerade der minimalen
Bitfolgezeit, die noch vom PIC bew¨ altigt werden kann. Dennoch treten Antikorrelatio-
nen auf, die allerdings erheblich schw¨ acher ausgepr¨ agt sind als im obigen Fall. Durch eine
k¨ unstlich eingef¨ uhrte Totzeit bei der Datenaufnahme, die sich, ¨ ahnlich wie in Abschnitt
B.10.2 beschrieben, durch Umprogrammieren des PICs erzeugen ließe, sollten sich diese
schwachen Antikorrelationen beseitigen lassen. W¨ ahlte man eine L¨ ange von 2µs f¨ ur die
k¨ unstliche Totzeit, so sollten Einﬂ¨ usse vom vorhergehenden Ereignis vollst¨ andig aus-
geschlossen sein. Die geringe zus¨ atzlichen Zeitverz¨ ogerung w¨ urde sich auch nur wenig
auf die Bitrate des Generators auswirken, vgl. Bitraten von Lauf LD1 und LD2 in der
Auﬂistung der L¨ aufe in Anhang A.
3Bedingt durch die Totzeiten der Detektoren gilt dies allerdings erst f¨ ur Abst¨ ande oberhalb der
Totzeit (des Triggerdetektors) von 200 ns.
4Die Totzeit des Gate&Delay-Generators (EG&G, Typ 416 A) entspricht der eingestellten Pulsbreite
zuz¨ uglich 0,2µs.
1076.1.2 Zusammenfassende Bewertung der Analysen
Bei den statistischen Tests zur Analyse der erzeugten Zufallsbitstr¨ ome zeigt sich, daß
f¨ ur den Test von Rohdaten physikalischer Zufallsgeneratoren Autokorrelationskoeﬃzi-
ententests besonders gut geeignet sind. Insbesondere mehrstuﬁge Autokorrelationskoef-
ﬁziententests eigenen sich hervorragend dazu, tieferliegende Defekte sowohl anschaulich
aufzuzeigen als auch quantitativ nachzuweisen. Universelle Tests, die speziell f¨ ur den
Test physikalischer Zufallsgeneratoren vorgeschlagenen wurden, sind zumindest f¨ ur die
Tests von Rohdaten auf tieferliegende Defekte nicht geeignet, da ihre Ergebnisse zu stark
von den relativen H¨ auﬁgkeiten dominiert werden.
Bei den L¨ aufen der quantenoptischen Zufallsgeneratoren mit einer kontinuierlich arbei-
tenden Einphotonenquelle auf Basis der parametrischen Fluoreszenz ließen sich mit Hil-
fe von zweistuﬁgen Autokorrelationskoeﬃziententests Antikorrelationen zwischen direkt
aufeinanderfolgenden Bits aufdecken.
Die Antikorrelationen stammen allerdings nicht aus dem eigentlichen Zufallsprozeß –
quantenoptische Zufallsgeneratoren haben also nicht per se Defekte – sondern es han-
delt sich um Artefakte, die von Problemen innerhalb der Datenaufnahme-Elektronik
erzeugt werden. ¨ Andert man die Datenaufnahme, was durch Einsatz der hybriden
Datenaufnahme-Elektronik geschieht, so werden die bei eng aufeinanderfolgenden De-
tektionsereignissen auftretenden Antikorrelationen sehr stark unterdr¨ uckt. Durch Ein-
f¨ uhren einer k¨ unstlichen Totzeit innerhalb der Elektronik ließen sich die verbleibenden,
allerdings nur noch sehr schwachen Defekte, vollst¨ andig eliminieren. Bei der gepulst be-
triebenen Photonenquelle, die stark abgeschw¨ achte Pulse verwendet, zeigen sich keine
Antikorrelationen, aufgrund der Gr¨ oße der minimalen Abst¨ ande, die durch die Pulsfre-
quenz vorgegebenen sind. Bei Einsatz einer kontinuierlich betriebenen Quelle h¨ atten sich
dieselben Probleme mit der Elektronik gezeigt.
F¨ ur den praktischen Betrieb empﬁehlt sich ein Neuentwurf der kompakten Datenauf-
nahme-Elektronik, speziell der Zwischenspeicherung der Bitwerte, zumal der Einsatz
gleichartiger, schneller Detektoren, die sich scharf schalten lassen, m¨ oglichst kleine Koin-
zidenzfenster und die Zufallsgenerierung aus zus¨ atzlichen Zufallsprozessen, s. Abschnitt
6.3.1, ohnehin Modiﬁkationen verlangen.
6.2 Vergleich der verschiedenen Aufbauten
In den folgenden Unterabschnitten wird diskutiert, welche Vor- und Nachteile die ver-
schiedenen Aufbauten der quantenoptischen Zufallsgeneratoren aufweisen.
6.2.1 Vor- und Nachteile der verwendeten Einphotonen-Quellen
Angesichts des relativ großen Aufwandes f¨ ur die Erzeugung von m¨ oglichst guten Ap-
proximationen von Einphotonen-Anzahlzust¨ anden ist nat¨ urlich die Frage zu stellen, ob
der Aufwand gerechtfertigt ist oder eine Verwendung von abgeschw¨ achten koh¨ arenten
Zust¨ anden eventuell v¨ ollig ausreicht. Die Vorteile der quantenoptischen Lichtfelder, die
mit Hilfe der parametrischen Fluoreszenz erzeugt werden, liegen auf der Hand:
• Es handelt sich bei ihnen um eine sehr gute N¨ aherung f¨ ur einen Einphotonen-
Anzahlzustand.
108• Diese approximative Einphotonen-Anzahlzust¨ ande sind relativ anschaulich und
erm¨ oglichen in Verbindung mit der Welcher-Weg-Entscheidung am Strahlteiler ei-
ne plausible, konzeptionell einfache und reine Realisierung eines elementaren Zu-
fallsprozesses, quasi als eine Art ”Quanten-M¨ unzwurf“.
Leider bringt die Erzeugung der Einphotonen-Anzahlzust¨ ande mit Hilfe der parametri-
schen Fluoreszenz auch eine Reihe von Nachteilen mit sich:
• Ihre Anzahl ist aufgrund der niedrigen Erzeugungsrate bei kleiner Pumpleistun-
gen recht begrenzt. Mit leistungsstarken Pumplasern l¨ aßt sich dieses Problem zwar
umgehen, aber man erkauft es sich mit erh¨ ohten Kosten, st¨ arkeren K¨ uhlanforde-
rungen und einem vergr¨ oßerten Aufbau. Vorschl¨ age, wie man diese Probleme mit
Hilfe einer noch zu entwickelnden, kompakten Photonenpaarquelle umgehen k¨ onn-
te, werden in Abschnitt 6.4.4 dargelegt.
• Die erzeugten Photonen sind bei der von uns verwendeten Typ-I-Phasenanpassung
recht breitbandig5 und eine Beschr¨ ankung der Bandbreite, z.B. durch Interferenz-
ﬁlter, senkt die Rate der Photonenpaare, die f¨ ur die Experimente zur Verf¨ ugung
stehen, leider drastisch.
• Photonenpaare mit Photonen, deren Zentralwellenl¨ angen im Maximum der Detek-
tionseﬃzienz liegen, lassen sich nur durch Einsatz von Pumplasern im UV-Bereich
erzeugen.
• Verlustprozesse im Aufbau und insbesondere die Detektion mit nichtidealer Quan-
teneﬃzienz reduzieren die Rate der Signalphotonen, die bei Koinzidenz mit dem
Triggerphoton registriert werden, stark.
Demgegen¨ uber haben Photonenquellen auf Basis von stark abgeschw¨ achten Lichtfeldern
mit Poisson-Statistik folgende Vorteile:
• Sie sind sehr kosteng¨ unstig, kompakt, verbrauchen wenig Strom und lassen sich
sowohl gepulst als auch kontinuierlich betreiben.
• Die Anzahl der zur Verf¨ ugung stehenden Photonen ist sehr groß.
• Es stehen Quellen zur Verf¨ ugung, die bei Wellenl¨ angen um 700 nm abstrahlen, wo
die Quanteneﬃzienz der Einzelphotonendetektoren ihr Maximum von ηmax = 0,7
hat6. ¨ Uberdies lassen sich die Verluste im Aufbau und nichtideale Quanteneﬃzi-
enzen der Detektoren bei der Abschw¨ achung des Lichtfeldes mitber¨ ucksichtigen, s.
Abschnitt 6.2.1.3.
5Aus einer Divergenz des Pumplasers von 1 mrad um den Phasenanpassungswinkel des entarteten
Falles λs = λi resultiert eine spektrale Bandbreite des Fluoreszenzlichts von ca. 100 nm. Bei Verwen-
dung eines nichtlinear optischen Kristalls f¨ ur Typ-II-Phasenanpassung lassen sich durchaus geringere
Bandbreiten von nur ca. 5 nm erreichen, s. [18], allerdings ist dies meist mit einer erheblich geringeren
Photonenpaarrate verbunden.
6Zum Vergleich: In den Experimenten hatten die Detektoren bei der Zentralwellenl¨ ange von 884 nm
Quanteneﬃzienzen um η = 0,3, die Bitrate w¨ urde sich also bei Lichtfeldern um 700 nm – bei sonst
gleichen Parametern – mehr als verdoppeln.
109• Die Bandbreite des abgestrahlten Lichtfeldes kann sehr gering gew¨ ahlt werden,
was vorteilhaft f¨ ur ein konstantes Teilungsverh¨ altnis und eine gleichbleibende De-
tektionseﬃzienz ist.
• Das Lichtfeld kann gut kollimiert werden, was z.B. das Einkoppeln in Glasfasern
vereinfacht, insbesondere wenn es sich um Einmodenfasern handelt.
Neben diesen Vorteilen weisen die stark abgeschw¨ achten Poisson- Lichtfelder allerdings
auch eine Reihe von Nachteilen auf:
• Es handelt sich nicht um echte Einphotonenanzahlzust¨ ande, das Auftreten von
mehreren Photonen (innerhalb eines Pulses) l¨ aßt sich nicht ausschließen, sondern
nur durch die Wahl einer hinreichend kleinen mittleren Photonenzahl unter einer
(willk¨ urlich) gew¨ ahlten Wahrscheinlichkeit halten.
• Durch die notwendig starke Abschw¨ achung weisen sie einen sehr hohen Vakuu-
manteil auf, d.h. der weitaus gr¨ oßte Teil der Pulse enth¨ alt ¨ uberhaupt kein Photon,
s. Abschnitt 3.1.2.
• Alterungseﬀekte7 und Schwankungen im Ansteuerstrom der Quelle k¨ onnen zu einer
Ver¨ anderung der Photonenstatistik der Quelle f¨ uhren, was insbesondere bei Pulsen
schwer zu erkennen ist.
W¨ agt man die oben aufgef¨ uhrten Vor- und Nachteile der verschiedenen Arten von Ein-
photonenquellen gegeneinander ab, so spricht in erster Linie die konzeptionelle Rein-
heit f¨ ur die Einphotonenquelle auf Basis der parametrischen Fluoreszenz, da sie dem
Einphotonen-Anzahlzustand sehr viel n¨ aher kommt als die statistische Einphotonen-
quelle. In Verbindung mit dem Zufall generierenden Element erlaubt sie daher dem
Ideal einer Folge von einzelnen ”Quantenm¨ unzw¨ urfen“ m¨ oglichst nahe zu kommen.
Legt man allerdings den Schwerpunkt st¨ arker auf die Einfachheit der experimentellen
Realisierung, wie dies gerade bei einem kompakten, kosteng¨ unstigen, wartungsarmen
Aufbau der Fall w¨ are, so ist der statistischen Einphotonenquelle der Vorzug zu geben.
Sicherlich k¨ onnte eine kompakte Einphotonenquelle, sei es auf Basis der parametrischen
Fluoreszenz oder einem der neueren Ans¨ atze, wie sie auf S. 34 erw¨ ahnt wurden, auch
den experimentellen Aufwand (und die Kosten) betr¨ achtlich senken, allerdings fordert
die gute Approximation des Einphotonen-Anzahlzustandes immer den Einsatz m¨ oglichst
eﬃzienter Detektoren, w¨ ahrend dies bei der statistischen Einphotonenquelle eine weitaus
geringere Rolle spielt.
6.2.1.1 Beurteilung der Quellen f¨ ur Einphotonen-Anzahlzust¨ ande
Wie in Abschnitt 5.1.2.3 dargelegt, weist die Einphotonenquelle auf Basis der para-
metrischen Fluoreszenz, die einen temperatur-phasenangepaßten Kaliumniobat-Kristall
verwendet, st¨ arkere Schwankungen in den Z¨ ahlraten auf als die Quelle, mit dem winkel-
phasenangepaßten Lithiumjodat-Kristall. Auch wenn durch eine weitergehende thermi-
sche Isolierung8 des Kaliumniobat-Kristalls diese Schwankungen noch etwas reduziert
7Sie sind weniger kritisch, da durch sie lediglich die Photonenrate und damit die Bitrate des Zufalls-
generators gesenkt wird.
8Hierbei m¨ ußten allerdings auch zus¨ atzliche Glasfenster in den optischen Weg eingebracht werden,
was insbesondere am Ausgangsfenster zwingend eine sehr gute Entspiegelung erforderte.
110werden k¨ onnten, so ist doch insgesamt festzuhalten, daß der Aufbau mit einem winke-
langepaßten Kristall f¨ ur einen kontinuierlichen, produktiven Einsatz geeigneter ist, da
nach einer einmaligen Fixierung der Komponenten im Aufbau keinerlei weitere Justage
mehr notwendig w¨ are.
Bei allen experimentellen Aufbauten wurde f¨ ur die Erzeugung von Photonenpaaren stets
der nichtkollineare Fall der parametrischen Fluoreszenz mit Typ-I-Phasenanpassung ver-
wendet. Um die beiden Photonen eines Paares r¨ aumlich zu trennen, mußte daher ein
gr¨ oßerer Abstand zwischen Photonenpaarquelle und den Detektoren in Kauf genommen
werden.
Eine M¨ oglichkeit, den Aufbau kompakter zu gestalten, besteht darin, statt des nichtkol-
linearen Falles den kollinearen Fall bei der Erzeugung der Photonenpaare zu verwenden.
Damit sich die Photonen eines Paares aber immer noch eﬃzient trennen lassen, muß dann
die parametrische Fluoreszenz mit Typ-II-Phasenanpassung eingesetzt werden, da bei
ihr die Photonen eines Paares unterschiedlich polarisiert sind und sich somit durch po-
larisationsoptische Komponenten gut trennen lassen. Allerdings muß auch daf¨ ur gesorgt
werden, daß das Pumplaserlicht, das nun dieselbe Ausbreitungsrichtung wie die Photo-
nenpaare hat, von dem weiteren Strahlengang ferngehalten wird, was sich durch Filter,
dichroitische Spiegel oder Prismen bzw. einer Kombination mehrerer dieser Kompo-
nenten erreichen l¨ aßt9. Diese Filterelemente sollten f¨ ur das Photonenpaarlicht nat¨ urlich
maximal durchl¨ assig sein, da sich jeder Verlust der Photonen eines Paares quadratisch10
auf die Koinzidenzz¨ ahlrate auswirkt. Somit hat man hier eine Abw¨ agung zwischen der
Gesamtgr¨ oße des Zufallsgeneratoraufbaus und der erh¨ ohten Anforderung an die G¨ ute
der optischen Komponenten zu treﬀen.
6.2.1.2 Echte versus zuf¨ allige Koinzidenzen
Anders als bei Experimenten, bei denen nur die Gesamtzahl von Koinzidenzereignissen
in einem bestimmten Zeitintervall von Interesse ist, weshalb die Anzahl der zuf¨ alligen
Koinzidenzen von der Zahl der insgesamt gemessenen abgezogen werden kann, ist dies
bei den von uns untersuchten quantenoptischen Zufallsgeneratoren nicht m¨ oglich. Bei
ihnen z¨ ahlt jedes einzelne Ereignis und f¨ ur ein einzelnes Bit l¨ aßt sich grunds¨ atzlich nicht
entscheiden, ob es durch eine echte oder eine zuf¨ allige Koinzidenz erzeugt wurde. Eine
Messung der zuf¨ alligen Koinzidenzrate ist in diesem Fall lediglich eine Zusatzinforma-
tion, welche die ”G¨ ute“ des Quantenzufalls angibt und es erlaubt, abzusch¨ atzen, wie
hoch der Anteil derjenigen Bits ist, die durch andere Ursachen erzeugt wurden. Bei die-
sen Ursachen kann es sich um systembedingte handeln, wie z.B. thermisches Rauschen
der Detektoren oder Umgebungslicht, oder auch um Manipulationen, wie z.B. gezieltes
Einstrahlen von Licht, s. Abschnitt 5.1.2.6.
Der weitaus gr¨ oßte Anteil der zuf¨ alligen Koinzidenzen wird allerdings dadurch verur-
sacht, daß aufgrund der nichtidealen Quanteneﬃzienzen oder sonstiger Verlustmecha-
nismen nur einer der beiden beteiligten Detektoren ein Photon eines Paares registriert,
w¨ ahrend der andere Detektor das zugeh¨ orige Photon nicht registriert und daher auch
9Man bedenke, daß das Pumplaserlicht auch hinter dem Kristall immer noch mehr als 10 Gr¨ oßenord-
nungen intensiver ist als das Photonenpaarlicht.
10So senkt bereits eine nicht entspiegelte Glasplatte, die bei senkrechter Inzidenz 4% des einfallenden
Lichtes reﬂektiert, die Koinzidenzrate um 16%.
111noch f¨ ur Photonen direkt11 folgender Photonenpaare ansprechbar ist, was er sonst auf-
grund der Detektortotzeit nicht w¨ are. Dies ist ein weiterer Grund, warum es bei quan-
tenoptischen Zufallsgeneratoren die Einphotonenquellen auf Basis der parametrischen
Fluoreszenz verwenden, besonders wichtig ist, Detektoren mit m¨ oglichst hoher Quan-
teneﬃzienz einzusetzen. Beim Einsatz einer Photonenquelle, die abgeschw¨ achte Pulse
emittiert und bei der das Triggersignal elektronisch generiert wird, sind die Auswirkun-
gen einer nichtidealen Quanteneﬃzienz nicht so gravierend, s. Abschnitt 6.2.1.3.
6.2.1.3 Stark abgeschw¨ achte Lichtquellen: Gepulst oder kontinuierlich?
Die Frage, welche Art von statistischer Einphotonenquelle besser f¨ ur einen quantenop-
tischen Zufallsgenerator geeignet ist, gepulste oder kontinuierliche, h¨ angt stark von der
Art der verwendeten Detektoren ab, speziell von ihrer Totzeit.
Generell ist eine gepulste Quelle im Hinblick auf Totzeiteﬀekte unproblematischer, da
man die Abst¨ ande der Pulse so w¨ ahlen kann, daß das n¨ achste Photon ¨ uberhaupt erst nach
einer Zeit, die der Summe der Gesamtlaufzeit des Photons und der Totzeit des Detek-
tors entspricht, emittiert wird. Hiermit wird die Gefahr vermieden, daß sich (schwache)
Antikorrelationseﬀekte aufgrund des Detektorsverhaltens einstellen.
Diese Wahl limitiert die Pulsrate allerdings auf 1/ttot, d.h. f¨ ur die Totzeit12 der Signal-
detektoren von typ. 50 ns auf eine maximale Pulsrate von 20 MHz. Geht man von einer
mittleren Photonenzahl pro Puls von 0,1 Photon aus, so bedeutet dies eine Photonenrate
von max. 2 MHz. Bei nichtidealen Einzelquantendetektoren l¨ age dann die entsprechende
Bitrate je nach Wellenl¨ ange des Lichtes zwischen 30% bis 70% der Photonenrate, was
allerdings f¨ ur viele Zwecke immer noch mehr als ausreichend w¨ are.
H¨ ohere Z¨ ahlraten lassen sich bei einer Photonenquelle auf Basis stark abgeschw¨ achter
Pulse dadurch erreichen, daß nicht das von der Quelle emittierte Lichtfeld auf eine
mittlere Photonenanzahl von 0,1 Photon pro Puls abschw¨ acht wird, sondern das eﬀektive
Lichtfeld, wie es der Detektor registriert. Es wird also die vom Idealwert abweichende
Quanteneﬃzienz des Detektors quasi als ein Art ”zus¨ atzliches Grauglas“ betrachtet13 und
die Z¨ ahlrate dementsprechend auf einen ideal gedachten Detektor angepaßt, d.h. man
setzt η = 1. Dies w¨ urde bei den Wellenl¨ angen, die in den vorgestellten Experimenten
verwendet wurden, eine mehr als dreimal so hohe Z¨ ahlrate erm¨ oglichen.
Mit Blick auf die nicht wirklich identischen Quanteneﬃzienzen der beiden Detektoren
wurde bei den Experimenten mit der Photonenquelle auf Basis abgeschw¨ achter Pulse
allerdings stets das restriktive Vorgehen gew¨ ahlt. Will man aber eine m¨ oglichst hohe
Z¨ ahlrate erreichen und daher die Quanteneﬃzienz als Abschw¨ achungsfaktor direkt be-
r¨ ucksichtigen, so empﬁehlt es sich, den gr¨ oßeren der beiden, i. a. leicht unterschiedlichen,
Quanteneﬃzienzwerte der Signaldetektoren zu verwenden. Hierdurch wird in beiden F¨ al-
len das letztendlich im Detektor registrierte Lichtfeld unterhalb des gew¨ ahlten Wertes
f¨ ur die mittlere Photonenzahl liegen.
11Dies bezieht sich auf die Verz¨ ogerungszeit, die bei der Bestimmung der zuf¨ alligen Koinzidenzen
verwendet wird.
12Das bezieht sich auf die ”aktiv gel¨ oschten“ Detektoren, ”passiv gel¨ oschte“ mit einer Totzeit von
200 ns erlauben lediglich 5 MHz.
13Desgleichen lassen sich nat¨ urlich auch etwaige andere Verluste in dieser Form mit in den Abschw¨ a-
chungsfaktor einrechnen.
112Die ¨ ublichen S¨ attigungsprobleme, die der Hersteller f¨ ur große Detektionsraten angibt,
treten bei gepulsten Quellen auch nicht in gravierender Form auf, da sich die Angaben
immer auf kontinuierliche Lichtfelder mit Poissonstatistik beziehen und sich ¨ uberdies die
Photonen auf zwei Signaldetektoren verteilen. Allerdings muß bei hohen Z¨ ahlraten mit
zunehmenden K¨ uhlanforderungen gerechnet werden, s. S. 154.
F¨ ur einen Aufbau mit gepulsten Poisson-Lichtfeldern empﬁehlt es sich, scharf schalt-
bare Detektoren14 einzusetzen, da ohnehin keine wirkliche Koinzidenzdetektion wie bei
den Einphotonen-Anzahlzust¨ anden auf Basis der parametrischen Fluoreszenz stattﬁn-
det. Durch die Verwendung solcher Detektoren ließe sich die externe Koinzidenz-Einheit
einsparen.
Ein zus¨ atzlicher Vorteil dieser Vorgehensweise besteht darin, daß sich hierdurch die Puls-
raten noch ¨ uber den oben angegebenen restriktiven Wert steigern lassen. Erzeugt man
n¨ amlich das Triggersignal f¨ ur die Detektoren nicht direkt aus dem elektrischen Ansteuer-
puls f¨ ur die Lichtquelle, sondern immer nur dann, wenn ein hinreichend langer Abstand
zum letzten Detektionsereignis eines der beiden Signaldetektoren gew¨ ahrleistet ist, l¨ aßt
sich ebenfalls vermeiden, daß totzeitbedingte Antikorrelationen bei der Bitgenerierung
auftauchen, s.u.. Dies l¨ aßt sich z.B. durch eine Hemmung des Pulssignals durch das
Ausgangssignal eines Monoﬂops, das vom Detektionsereignis gestartet wird, erreichen.
Kann man Einzelquanten-Detektoren mit einer geringen Totzeit, wie z.B. Photomulti-
plier einsetzen, wie dies bei Betriebswellenl¨ angen der statistischen Einphotonenquelle
bei Wellenl¨ angen unterhalb von 650 nm gut m¨ oglich ist, so lassen sich auch kontinu-
ierliche Quellen einsetzen, s. [63]. In diesem Fall, empﬁehlt es sich allerdings dennoch,
eine nachgeschaltete Elektronik zu verwenden, welche die Z¨ ahlereignisse, die in einer
Zeitspanne von der Gr¨ oßenordnung der Detektortotzeit registriert werden, verwirft, um
(geringe) totzeitbedingte Antikorrelationseﬀekte zu vermeiden.
Wenn man kontinuierliche Quellen mit den bei unseren Experimenten verwendeten
Avalanche-Photodiodendetektoren kombinieren wollte, muß auch noch ber¨ ucksichtigt
werden, daß bei diesen Detektoren Nachpulse auftreten k¨ onnen, vgl. S. 70 und Abschnitt
6.4.1.
Solche Nachpulse k¨ onnten sich durch schwache Korrelationen im Ausgangsbitstrom be-
merkbar machen, da bei solch einem Aufbau alle Detektionsereignisse, bei denen einer
der Detektoren anspricht, zur Generierung eines Bits f¨ uhren. Dies war neben der Ver-
minderung des Einﬂusses der Dunkelz¨ ahlereignisse auch der Grund f¨ ur den Einsatz einer
gepulsten15 statistischen Einphotonenquelle.
Die Nachpulsverteilung f¨ allt gl¨ ucklicherweise exponentiell mit der Zeit ab, daher w¨ ur-
den Nachpulse kaum zu langreichweitigen Korrelationen im Ausgangsbitstrom f¨ uhren,
sondern nur das n¨ achstfolgende Bit und eventuell in noch schw¨ acherem Maße das ¨ uber-
n¨ achste betreﬀen.
Da sich durch Nachpulse generierte Ereignisse allerdings nicht von Ereignissen, die von
in kurzem Abstand folgenden Photonen erzeugt wurden, unterscheiden lassen, empﬁehlt
14Das aktuelle Modell der Detektoren von EG& G wird jetzt ohnehin standardm¨ aßig mit einem zu-
s¨ atzlichem ”Gate“-Eingang geliefert, der eine Beschr¨ ankung der Messung auf einen kurzen Zeitschlitz
erlaubt.
15Zus¨ atzlich wurden die Abst¨ ande zwischen den einzelnen Pulsen viel gr¨ oßer gew¨ ahlt als die Zeit, in
der nach einer Detektion Nachpulse auftreten k¨ onnen.
113sich deshalb wieder eine k¨ unstlich eingef¨ uhrte Totzeit16 nach einer Detektion; w¨ ahlt man
f¨ ur sie 500 ns, l¨ aßt sich hiermit die Nachpulswahrscheinlichkeit auf unter 10−4 senken.
6.2.2 Faseroptischer versus freistrahloptischer Aufbau
Wie bereits im vorangehenden Kapitel erw¨ ahnt, ist der faseroptische Aufbau f¨ ur beide
Arten von quantenoptischen Zufallsgeneratoren erheblich justagefreundlicher, insbeson-
dere wegen der faseroptischen Anschl¨ usse der Signaldetektoren. ¨ Uberdies kommt als wei-
terer Vorteil hinzu, daß die faseroptischen Zuleitungen einen kompakteren Aufbau und
eine – gerade im Hinblick auf die beim l¨ angeren Betrieb anfallenden K¨ uhlerfordernisse,
s. S. 154, ﬂexible Positionierung der Detektoren erlauben.
Als weiterer großer Vorteil eines faseroptischen Aufbaus ist der bessere Schutz gegen
Streulicht, Licht von außen und optische Manipulationsversuche (s. Abschnitt 5.1.2.6)
zu nennen, zumal die Faseranschl¨ usse an den Detektoren auch versiegelt werden k¨ onnen.
F¨ ur den produktiven Betrieb eines quantenoptischen Zufallsgenerators in Faserbauweise
empﬁehlt es sich, nicht einen Standard-Mehrmoden-Faserkoppler zu verwenden, sondern
einen Mehrmoden-Faserkoppler in Auftrag zu geben, der so gefertigt wird, daß er in
einem Bereich von ± 50 nm der Zentralwellenl¨ ange der Photonen der Paare ein m¨ oglichst
gleichm¨ aßiges und nah bei 50:50 liegendes Teilungsverh¨ altnis besitzt.
Bei einem Faseraufbau mit einer Photonenquelle auf Basis abgeschw¨ achter Pulse ist die
Fertigung solch eines Faserkopplers noch unproblematischer, da in diesem Fall durch
Einsatz einer schmalbandigen Quelle das Teilungsverh¨ altnis nur f¨ ur einen verh¨ altnis-
m¨ aßig kleinen Wellenl¨ angenbereich bei 50:50 liegen muß. Da etwaige Verluste auch mit
in die Abschw¨ achung des Lichtfeldes eingerechnet werden k¨ onnen, ist es in diesem Fall
auch gut m¨ oglich, einen Einmoden-Faserkoppler17 zu verwenden, was im Fall einer auf
Photonenpaaren basierenden Quelle nicht eﬃzient m¨ oglich ist, s. a. Abschnitt 4.4.2.
Ein Nachteil der faseroptischen Aufbauten sind sicherlich die etwas h¨ oheren Einkoppel-
verluste18 bzw. niedrigeren eﬀektiven Quanteneﬃzienzen19, bedingt durch die detekto-
rinterne Ankopplung der Faseranschl¨ usse an den Detektorchip.
Diese zus¨ atzlichen Verluste lassen sich beim Aufbau mit einer Photonenquelle auf Ba-
sis abgeschw¨ achter Poisson-Lichtfelder wieder als zus¨ atzlichen Abschw¨ achungsfaktor des
Lichtfeldes behandeln, s. S. 112, und sich somit quasi kompensieren; dies ist bei Verwen-
dung einer Einphotonenquelle auf Basis der parametrischen Fluoreszenz nat¨ urlich nicht
m¨ oglich.
F¨ ur einen Aufbau, der abgeschw¨ achte Poisson-Lichtfelder als Photonenquelle verwendet,
kann man daher den faseroptischen Aufbau klar als den besseren empfehlen, zumal bei
ihm auch das Problem, wie man sicherstellt, daß beide Signaldetektoren auch tats¨ achlich
den gleichen Raumwinkel sehen, gar nicht erst auftritt, s. Abschnitt 5.2.
16Gegen¨ uber der normalen Totzeit bezieht sich die k¨ unstliche Totzeit auf beide Detektoren, da sonst
wiederum Antikorrelationsprobleme auftauchen w¨ urden.
17Solche Einmoden-Faserkoppler werden von vielen Herstellern f¨ ur Standardwellenl¨ angen mit einem
nach Kundenwunsch w¨ ahlbarem Teilungsverh¨ altnis gefertigt.
18Das bezieht sich auf freistrahloptische Aufbauten mit Detektoren ohne Faseranschl¨ usse und nicht
auf unseren Aufbau, bei dem die Detektoren mit Faseranschl¨ ussen f¨ ur den Freistrahlaufbau ”zweckent-
fremdet“ wurden.
19Gegen¨ uber Detektoren ohne Faserstecker sind die Quanteneﬃzienzen um absolut 10% verringert,
d.h. statt 56% betr¨ agt die Quanteneﬃzienz bei der Referenzwellenl¨ ange 820 nm nur 46%.
114¨ Uberdies ließe sich durch den Einsatz von faseroptischen Abschw¨ achungsgliedern in Ver-
bindung mit einer ﬂexiblen Stromregelung der Leucht- bzw. Laserdiode auch ein voll-
st¨ andig faseroptischer Aufbau von der Quelle bis zu den Detektoren realisieren, was sehr
w¨ unschenswert w¨ are, da dies eine bessere Abschirmung gegen ¨ außere Einﬂ¨ usse und einen
noch kompakteren Aufbau erm¨ oglichen w¨ urde.
F¨ ur den Fall der Einphotonenquelle auf Basis der parametrischen Fluoreszenz muß zwi-
schen den Vorteilen des einfacheren, ﬂexibleren Aufbaus und den h¨ oheren Verlusten
abgewogen werden. Aufgrund der sehr positiven Erfahrungen mit dem faseroptischen
Aufbau bei den Experimenten und der besseren Resistenz, die er gegen Beeinﬂussungs-
versuche von außen bietet, s. Abschnitt 6.5.2.1, wird aber auch hier eine Empfehlung f¨ ur
den Faseraufbau ausgesprochen. Falls eine noch zu entwickelnde, kompakte Einphoto-
nenquelle, s. Abschnitt 6.4.4, Faseranschl¨ usse h¨ atte, w¨ are ein Justage sogar v¨ ollig unn¨ o-
tig und ein quantenoptischer Zufallsgenerator k¨ onnte innerhalb k¨ urzester Zeit aufgebaut
werden.
6.2.3 Mittelwertschwankungen im Teilungsverh¨ altnis
Wie in Abschnitt B.2 dargelegt, zeigen quantenoptische Zufallsgeneratoren, wie nahezu
alle physikalischen Zufallsgeneratoren, keine gleichen relativen H¨ auﬁgkeiten von Einsen
und Nullen bei den unregularisierten Rohdaten. Dies war zu erwarten und st¨ ort bei
vielen Anwendungen auch nicht.
Die relativen H¨ auﬁgkeiten sind bei quantenoptischen Zufallsgeneratoren, die als Zufall
generierendes Element einen Strahlteiler bzw. Faserkoppler verwenden und bei denen das
Photon in den Ausgangsarmen mit Einzelquanten-Detektoren registriert wird, abh¨ angig
von den Eigenschaften der Photonen, des Strahlteilers, der Detektoren und teilweise
auch der nachfolgenden Datenaufnahme und Verarbeitungselektronik20.
Im folgenden werden die Ursachen und Auswirkungen der Eigenschaften der verschie-
denen Bestandteile des Zufall generierenden Elementes f¨ ur die verschiedenen Aufbauten
diskutiert.
6.2.3.1 Photonen
Bei ihnen spielen vier Eigenschaften eine Rolle: Anzahl, Polarisation, Spektrum und die
Ausbreitungsrichtung.
Die Anzahl der Photonen, die sich gleichzeitig, d.h. im Rahmen des Koinzidenzfensters,
im21 Zufall generierenden Element beﬁnden, ist bei der abgeschw¨ achte Pulse emittieren-
den Photonenquelle aufgrund der mittleren Anzahl von 0,1 Photon pro Puls nur alle 100
Pulse gr¨ oßer als eins, s. Abschnitt 3.1.2. Dementsprechend hat man auch eine geringe
Rate von Ereignissen, bei denen beide Detektoren ansprechen, s. Abschnitt 5.2.2.
Bei der Einphotonenquelle auf Basis der parametrischen Fluoreszenz, l¨ aßt sich die Wahr-
scheinlichkeit f¨ ur mehr als zwei Paare w¨ ahrend dieses Intervalls, und somit zwei Si-
20Letzteres sollte m¨ oglichst vermieden oder falls dies nicht gelingt, zumindest minimiert werden. Es
handelt es sich dabei allerdings nicht um ein Speziﬁkum quantenoptischer Zufallsgeneratoren.
21
”Im“ bezieht sich hierbei auf das Koinzidenzintervall von 10 ns im Rahmen dessen Photonen als
gleichzeitig registriert werden, die tats¨ achliche ”Aufenthaltsdauer“ im Zufall generierenden Element ist
beim freistrahloptischen Aufbau unter 1 ns und beim Faseraufbau unter 1,3 ns.
115gnalphotonen im Zufall generierenden Element, aus der Anzahl der Photonen22 die auf





hierbei ist ρ die mittlere Photonendichte, in Photonen pro Sekunde. Selbst f¨ ur die re-
lativ hohen Einzelz¨ ahlraten des Laufes LF1 erh¨ alt man Pn=2(∆koinz) = 6,9 · 10−5. Die
Wahrscheinlichkeit ist also auch bei hohen Z¨ ahlraten recht klein23. Daher sind es also
tats¨ achlich nahezu nur Einphotonen-Anzahlzust¨ ande, die beim Prozeß der Zufallsgene-
rierung verwendet werden.
¨ Uberdies muß noch ber¨ ucksichtigt werden, daß aufgrund der verschiedenen Verlustme-
chanismen nur ein geringer Bruchteil der Photonen, die in das Zufall generierende Ele-
ment gelangen, auch koinzident zu einem Detektionsereignis des Triggerdetektors sind
und somit tats¨ achlich zu einem registrierten Zufallsereignis f¨ uhren.
Die Polarisationsrichtung liegt bei der Einphotonenquelle auf Basis der parametrischen
Fluoreszenz prinzipbedingt fest, s. Abschnitt 3.1.2.1, daher wird sich die Polarisati-
onsrichtung bei den Aufbauten mit einem unpolarisierten Strahlteiler bzw. Faserkoppler
nicht in Schwankungen bemerkbar machen k¨ onnen, sondern lediglich als konstanter Fak-
tor in das Teilungsverh¨ altnis eingehen. Eine Ausnahme hierzu stellen lediglich die an-
f¨ anglichen Experimente mit dem ¨ uber die Temperatur phasenangepaßten Kaliumniobat-
Kristall und der Kombination aus λ/2-Pl¨ attchen und polarisierten Strahlteiler dar. Die
bei dieser Variante auftretenden Probleme mit der ver¨ anderlichen Polarisation24 wurden
bereits in Abschnitt 5.1.2 ausgef¨ uhrt und waren auch der Grund, warum die weiteren
Experimente mit einem unpolarisierten Strahlteiler und einem ¨ uber den Winkel phasen-
angepaßten, optisch nichtlinearen Kristall durchgef¨ uhrt wurden.
Bei der Photonenquelle, die stark abgeschw¨ achte Pulse aussendet, liegt die Polarisa-
tionsrichtung nicht fest. Bei den durchgef¨ uhrten Experimenten wurde aufgrund des
Einsatzes eines unpolarisierenden Strahlteilerw¨ urfels bzw. eines Faserkopplers bei allen
Experimenten mit dieser Photonenquelle auf den Einsatz eines Polarisators verzichtet.
Die schwankende Polarisationsrichtung kann sich bei einer (geringen) Abh¨ angigkeit der
Teilungsrate von der Polarisationsrichtung grunds¨ atzlich in einem dementsprechend va-
riierenden Teilungsverh¨ altnis bemerkbar machen. Bei einer zeitlich ﬂuktuierenden, zu-
f¨ alligen Polarisation, wie sie bei der breitbandigen, gepulsten LED vorhanden ist, wer-
den sich solche Fluktuationen allerdings wegmitteln, lediglich wenn die Polarisation des
Lichtfeldes auf langsamen Zeitskalen eine Tendenz aufweisen w¨ urde, k¨ onnte sich dies
minimal25 auf die relativen H¨ auﬁgkeiten im Ausgangsbitstrom auswirken.
Beim Faseraufbau w¨ aren die Auswirkungen der Polarisationseﬀekte noch weniger be-
merkbar, da die verwendeten Mehrmodenfasern nicht polarisationserhaltend sind und
der Faserkoppler auch nicht polarisationsempﬁndlich ist, was sich darin zeigt, daß sich
die Teilungsraten bei leichtem Biegen der Zuleitungsfasern nicht ¨ andern.
22Die Berechnung erfolgt wie in Abschnitt 5.1.4 beschrieben.
23Zumal noch hinzukommt, daß viele der Photonen durch die nichtideale Quanteneﬃzienz der Detek-
toren und die Einf¨ uged¨ ampfung des Faserkopplers nicht registriert werden.
24In diesem Fall ver¨ andert sich sowohl der von den Detektoren gesehene Anteil des auf das λ/2-
Pl¨ attchen fallenden Bereich des Lichtspektrums als auch in Folge davon die Polarisation.
25Allerdings w¨ urden solche Eﬀekte von den thermisch bedingten relativen Quanteneﬃzienzschwan-
kungen der Detektoren ¨ uberlagert.
116Bei der spektralen Charakteristik sind die Photonen der abgeschw¨ achte Pulse emittieren-
den Photonenquelle aufgrund des verwendeten Interferenzﬁlters auf einen relativ kleinen
Wellenl¨ angenbereich beschr¨ ankt, so daß sich Abh¨ angigkeiten der Transmissions- und Re-
ﬂexionskoeﬃzienten oder der Quanteneﬃzienz der Detektoren von der Wellenl¨ ange nur
geringf¨ ugig bemerkbar machen. Eine Abh¨ angigkeit zwischen Ausbreitungsrichtung und
abgestrahltem Spektrum besteht nicht.
Dies ist bei Photonenpaaren anders. Bei den beiden Photonen eines Paares sind aufgrund
der Phasenanpassung, s. Abschnitt 3.1.2.1, S. 38, die jeweiligen Ausbreitungsrichtungen
und Spektren miteinander gekoppelt. ¨ Uberdies sind die Spektren, die bei guter Justa-
ge der Blenden und Detektoren gleiche Zentralwellenl¨ angen und -breiten haben, relativ
breitbandig, s. S. 109; die Frage inwieweit sich dies in Verbindung mit einem wellenl¨ an-
genabh¨ angigen Teilungsverhalten des Strahlteilers auf den Ausgabebitstrom auswirkt,
wird in Abschnitt 6.2.3.4 er¨ ortert.
6.2.3.2 Strahlteiler
Der erste Aufbau des quantenoptischen Zufallsgenerators, mit einem polarisierenden
Strahlteiler und davor im Strahlengang beﬁndlichem, drehbaren λ/2-Pl¨ attchen, erlaubt
zwar ein anf¨ angliches Einstellen des Teilungsverh¨ altnisses auf 50:50, ist aber unn¨ otig
kompliziert, ohne wesentliche Vorteile mit sich zu bringen. Neben den bereits in Ab-
schnitt 4.4.1.1 erw¨ ahnten Problemen, schwankt das Teilungsverh¨ altnis allein aufgrund
des Einﬂusses des thermischen Verhaltens der Detektoren ohnehin immer leicht, so daß
ein einmaliges, festes Einstellen des Teilungsverh¨ altnisses nicht sinnvoll ist. Da sich das
λ/2-Pl¨ attchen auch mit Hilfe eines Schrittschaltmotors rechnergesteuert verdrehen l¨ aßt,
k¨ onnte man nat¨ urlich das Teilungsverh¨ altnis auch zeitlich variabel einstellen, um es na-
he dem Idealwert zu halten. Dies ist allerdings aufwendiger, als nachtr¨ aglich die zur
Verf¨ ugung stehenden, eﬀektiven Regularisierungsmethoden, s. Anhang, Abschnitt G an-
zuwenden und f¨ uhrt auch nicht zu besseren Ergebnissen. ¨ Uberdies besteht die Gefahr26,
daß die so generierten Zufallsstr¨ ome ”verschlimmbessert“ werden, indem man auch le-
gitime Abweichungen vom idealen Teilungsverh¨ altnis ”herausregelt“. Da sich auch beim
Einsatz des unpolarisierenden Breitband-Strahlteilers hinreichend gute Teilungsverh¨ alt-
nisse erzielen lassen, s. Abschnitt B.2, sind die aufwendigeren L¨ osungen nicht notwendig.
Das Teilungsverh¨ altnis des Faserkopplers ist, s. a. Abschnitt 4.4.2, S. 72, erheblich st¨ ar-
ker wellenl¨ angenabh¨ angig. Wieder betriﬀt dies die breitbandige Einphotonenquelle auf
Basis der parametrischen Fluoreszenz st¨ arker als die schmalbandigere statistische Ein-
photonenquelle.
6.2.3.3 Detektoren
Die Detektoren haben in dem Wellenl¨ angenbereich, der f¨ ur die Experimente gew¨ ahlt
wurde, eine linear mit der Wellenl¨ ange stark abfallende Quanteneﬃzienz27, s. Abschnitt
131, Abb. 4.6. Grunds¨ atzlich unterscheidet sich das Detektionsverhalten der beiden Si-
gnaldetektoren in Abh¨ angigkeit von der Wellenl¨ ange nur durch eine konstante Diﬀerenz.
26Durch hinreichend große Stichproben zur Berechnung des Ist-Wertes des Teilungsverh¨ altnisses sollte
sich diese Gefahr allerdings weitgehend vermeiden lassen.
27Die Wellenl¨ angenabh¨ angigkeit der Detektoren l¨ aßt sich daher durch parallele Geraden, mit gleicher
Steigung approximieren, wobei lediglich der y-Abschnitt f¨ ur den jeweiligen Detektor speziﬁsch ist.
117Daher geht es bei hinreichend28 genauer Justage auch nur statisch in die Teilungsrate
ein. Allerdings machen sich aufgrund von unterschiedlichem thermischen Verhalten der
Detektoren auf Zeitskalen im Minutenbereich langsame, schwache Drifteﬀekte im Tei-
lungsverh¨ altnis bemerkbar, s. Abschnitt B.2. Diese Unterschiede lassen sich durch Auf-
bauvarianten vermeiden, die nicht zwei, sondern nur einen Signaldetektor verwenden, s.
Abschnitt 6.4.5.
6.2.3.4 Auswirkungen der Abh¨ angigkeiten
Die oben aufgef¨ uhrten Abh¨ angigkeiten des Teilungsverh¨ altnisses wirken sich nicht in
gleichem Maße auf den Strom der Zufallsbits aus. Sieht man von den anf¨ anglichen Ex-
perimenten29 mit dem polarisierenden Strahlteiler ab, spielt die Polarisiationsrichtung
des Lichtes keine Rolle.
Die Wellenl¨ angenabh¨ angigkeit des Teilungsverh¨ altnisses macht sich allerdings durch die
Wellenl¨ angenabh¨ angigkeit des Strahlteilers bzw. insbesondere des Faserkopplers bei den
Aufbauten mit einer Einphotonenquelle auf Basis der parametrischen Fluoreszenz be-
merkbar. Da sich zus¨ atzlich noch die langsamen Fluktuationen durch das unterschied-
liche thermische Verhalten der Signaldetektoren bemerkbar30 machen, lassen sich die
Auswirkungen der Bandbreite der Photonen auf das Teilungsverh¨ altnis nur ermitteln,
indem man Stichproben aus dem Zufallsstrom entnimmt, bei denen die thermisch be-
dingten Eﬀekte nicht so stark ausgepr¨ agt sind.
Um den Einﬂuß der spektralen Verteilung der Photonen auf das Teilungsverh¨ altnis zu
veranschaulichen, empﬁehlt sich das folgende einfache Modell:
Jede einzelne Zufallsentscheidung werde durch einen Wurf einer M¨ unze31 dargestellt,
wobei die Wahrscheinlichkeiten f¨ ur Kopf oder Zahl, bzw. Null oder Eins, nicht gleich
sein m¨ ussen.
Die Zufallsentscheidung eines breitbandigen Photons an einem Zufall generierenden Ele-
ment mit wellenl¨ angenabh¨ angigen Teilungsverh¨ altnis l¨ aßt sich dann durch die zuf¨ allige
Wahl und den anschließenden Wurf einer M¨ unze aus einem Sack mit einer großen Men-
ge32 unterschiedlicher M¨ unzen mit Zur¨ ucklegen modellieren; hierbei wird davon ausge-
gangen, daß die einzelnen M¨ unzw¨ urfe unabh¨ angig voneinander geschehen.
Bei einer statischen Verteilung33 der M¨ unzen wird das Verh¨ altnis der Einsen und Nullen
in einer l¨ angeren Ausgabesequenz gerade durch den Mittelwert ¨ uber die Wahrschein-
lichkeiten aller M¨ unzen gegeben sein. Da die Varianz wesentlich von der Verteilung der
28Die beiden Signaldetektoren sollten einen identischen Raumwinkel sehen, da dieser beim parametri-
schen Fluoreszenzlicht den Spektralbereich des Lichtes bestimmt, der auf den Detektor f¨ allt.
29Da bei diesen Experimenten bereits bei der Datenaufnahme eine Regularisierung durchgef¨ uhrt wur-
de, sind etwaige Fluktuationen nicht in den Datens¨ atzen erkennbar.
30Hierbei handelt es sich allerdings nicht um einen wellenl¨ angenabh¨ angigen Eﬀekt.
31
”Randeﬀekte“ werden vernachl¨ assigt.
32Da das Spektrum kontinuierlich ist, m¨ ußte man rein formal eine unendliche Zahl von M¨ unzen vor-
sehen, da sich allerdings das Teilungsverh¨ altnis nur mit endlicher Genauigkeit bestimmen l¨ aßt, ist eine
endliche Zahl von M¨ unzen ausreichend.
33Bei den ersten Experimenten mit dem temperatur-phasenangepaßten Kaliumniobat-Kristall w¨ are
genau dies bereits auf kleinen Zeitskalen im Sekundenbereich nicht gegeben gewesen, was der Grund
f¨ ur die Verwendung des Lithiumjodat-Kristalls bei den nachfolgenden Experimenten war. Bei diesen
f¨ uhrt lediglich das bereits erw¨ ahnte unterschiedliche Temperaturverhalten der beiden Signaldetektoren
zu einer Drift im Teilungsverh¨ altnis auf l¨ angeren Zeitskalen.
118verschiedenen M¨ unzen abh¨ angt, lassen sich unterschiedliche ”M¨ unzs¨ acke“ durch sie von-
einander unterscheiden.
F¨ ur eine genaue Analyse wie sich die spektralen Bandbreiten der beiden verschiedenen
Lichtfelder im Zusammenspiel mit dem Strahlteiler bzw. Faserkoppler und den Detek-
toren bei der Zufallsgenerierung bemerkbar machen, muß eine quantitative Modellrech-
nung durchgef¨ uhrt werden. Hierbei werden folgende vereinfachende Annahmen gemacht:
• Es wird angenommen, daß die Signaldetektoren und der Triggerdetektor (bei der
parametrischen Fluoreszenz) den gleichen Raumwinkel und das gleiche34 Wellen-
l¨ angenspektrum sehen, was bei idealer Justage der Fall sein sollte.
• Verluste durch Absorption u. ¨ a. werden nicht ber¨ ucksichtigt, die wellenl¨ angen-
abh¨ angige Quanteneﬃzienz der Detektoren und das Filterverhalten des RG 830
Farbglases vor den Detektoren hingegen schon. S¨ attigungseﬀekte beim Triggerde-
tektor werden nicht ber¨ ucksichtigt.
• Die Wellenl¨ ange des Pumplasers wird als monochromatisch angesehen, so daß sich
aus der Wellenl¨ ange des Triggerphotons exakt die Wellenl¨ ange des Signalphotons
berechnen l¨ aßt.
• Zuf¨ allige Koinzidenzen werden nicht ber¨ ucksichtigt.
In diesem Fall ist die Wellenl¨ angenverteilung der beiden korrelierten Photonen jeweils
durch eine Gaußverteilung gegeben, wobei die beiden Wellenl¨ angen aufgrund der Pha-
senanpassung miteinander korreliert sind.
Bei der Photonenquelle auf Basis abgeschw¨ achter Pulse sind die oben aufgef¨ uhrten An-
nahmen nat¨ urlich unn¨ otig, bei ihr wird eine Gaußsche Spektralverteilung angenommen,
mit gleicher Zentralwellenl¨ ange (884 nm) aber einer unterschiedlichen spektralen Breite,
die bei ihr durch den Interferenzﬁlter gegeben ist.
In Abb. 6.1 sind die Spektralverteilungen der Signalphotonen der gepulsten Quelle und
der Quelle auf Basis der parametrischen Fluoreszenz dargestellt; man erkennt deutlich
die erheblich gr¨ oßere Bandbreite35 der Photonen bei der parametrischen Fluoreszenz.
Der bei der Zufallsgenerierung auf Basis der parametrischen Fluoreszenz verwendete
approximative Einphotonenanzahlzustand wird durch die Detektion eines der Photonen
des Paares hergestellt. Diese Detektion durch den Triggerdetektor f¨ uhrt aufgrund der
Energiekorrelation der beiden Photonen eines Paares, s. Abschnitt 3.1.2.1, und der wel-
lenl¨ angenabh¨ angigen Quanteneﬃzienz des Triggerdetektors zu einer entsprechend ver-
schobenen spektralen Verteilung des Signalphotons. Zur Illustration sind in Abb. 6.2 die
errechneten Spektren des Signalphotons ohne und mit (idealer) Koinzidenzdetektion des
Triggerphotons dargestellt. Zus¨ atzlich ist auch noch die Verteilung der Detektorereignis-
se bei der Detektion des Signalphotons in Abh¨ angigkeit von der Wellenl¨ ange dargestellt.
34Die genaue r¨ aumliche Korrelation der Photonen eines Paares (aufgrund der Impulserhaltung bei der
Phasenanpassung) innerhalb dieses Raumwinkels wird also nicht weiter ber¨ ucksichtigt.
35Es wird von einer typischen Bandbreite von 100 nm (1/e-Wert) ausgegangen.



































Abbildung 6.1: Spektrale Verteilung der Signalphotonen f¨ ur die beiden verwendeten Einphoto-
nenquellen




























Abbildung 6.2: Signalphotonen-Verteilung, Verteilung der Signalphotonen mit koinzidentem
Triggerdetektor-Signal, Verteilung der Detektionsereignisse (ohne Strahlteiler)
Man sieht hier neben dem starken Einﬂuß einer nichtidealen Quanteneﬃzienz auf die
Detektion auch noch gut die Wellenl¨ angenabh¨ angigkeit der Quanteneﬃzienz, die sich in
einer Verschiebung der Verteilung des Spektrums36 der ”registrierbaren“ Einphotonen-
36Nur die Verteilung der Signalphotonen ist in Abb.6.2 auf Eins normiert, die anderen beiden Vertei-
lungen sind es aufgrund der in die Berechnung eingehenden Quanteneﬃzienzen der Detektoren nicht.
120anzahlzust¨ ande bemerkbar macht.
Betrachtet man allerdings die Verteilung der Detektorereignisse nach einer Detektion
des Signalphotons, so macht sich die gleichartige Wellenl¨ angenabh¨ angigkeit der verwen-
deten Detektoren bemerkbar, indem die Verteilung wieder zur Zentralwellenl¨ ange hin
verschoben ist. Aufgrund der wellenl¨ angenabh¨ angigen Quanteneﬃzienz und der RG 830
Farbgl¨ asern vor den Detektoren hat diese Verteilung aber eine geringere Breite als das
Signalphotonenspektrum. Von den verwendeten Zufall generierenden Elementen ist beim
Faserkoppler das Teilungsverh¨ altnisses am st¨ arksten wellenl¨ angenabh¨ angig, daher sollten
sich bei ihm m¨ ogliche Auswirkungen der unterschiedlichen Bandbreiten der Photonen-
quellen am deutlichsten zeigen. In der Tat zeigt sich im Vergleich der beiden L¨ aufe37
mit Faseraufbau und Klimaanlage im Raum LF2 und PF, daß die Wahrscheinlichkeit f¨ ur
eine Eins beim Lauf PF im Mittel um drei Prozentpunkte h¨ oher lag als beim Lauf LF2
mit der Quelle auf Basis der parametrischen Fluoreszenz. Dies bedeutet allerdings ledig-
lich, daß sich die ¨ uber die verschiedenen Teilungsverh¨ altnisse je Wellenl¨ ange gemittelten
Gesamtteilungsverh¨ altnisse unterscheiden; da dieser Wert weitgehend38 statisch ist, ist
dies unproblematisch. Interessanter ist die Frage, ob die Anzahl der Einsen aufgrund ei-







































Abbildung 6.3: Verteilung der standardnormierten Werte der Einsen in 8 kB Stichproben inner-
halb der letzten 4 MB der L¨ aufe LF2 und PF
nes wellenl¨ angenabh¨ angigen Teilungsverh¨ altnisses st¨ arker um den Mittelwert schwankt,
als bei einem festen Teilungsverh¨ altnis. Auf den ersten Blick scheint dies der Fall zu
sein, bl¨ attert man auf die Seite 157 und betrachtet sich in Abb. B.4 die empirische Ver-
37Die beiden L¨ aufe sind gut miteinander vergleichbar, weil am Zufall generierenden Element selbst
keine ¨ Anderungen vorgenommen werden m¨ ussen; dies ist ein Vorteil des faseroptischen Aufbaus, bei dem
die Detektoren direkt an den Faserkoppler angeschlossen sind. Die thermisch bedingten Schwankungen
der Detektoren wirken sich hier auch nur gering aus, ¨ uberdies werden bei den Stichproben f¨ ur die weiter
unten erw¨ ahnten Tests m¨ oglichst station¨ are Teile der L¨ aufe untersucht.
38Die leichten ¨ Anderungen r¨ uhren wieder vom Temperaturverhalten der Detektoren her.
121teilungsfunktion der Einsen in einem ”weitgehend station¨ aren“ Abschnittes des Laufes
LO2 mit einem Strahlteiler, sieht man, daß die Varianz tats¨ achlich gr¨ oßer als theore-
tisch erwartet ist. Allerdings liegt dies lediglich daran, daß dieser Abschnitt eben doch
nicht wirklich station¨ ar ist, was man im zeitlichen Verlauf der Einswahrscheinlichkeit, s.
Abb. B.2 auf S. 155, an einem leichten Anstieg erkennen kann. Es ist dieser Anstieg, der
zu dieser Abweichung bei der Verteilung f¨ uhrt. In Abb. 6.3 sind f¨ ur die jeweils letzten
4 MB der beiden L¨ aufe LF2 und PF die Verteilungsfunktionen39 der standardnormierten
Anzahl der Einsen in Stichproben von 8 kB dargestellt.
Wie man deutlich erkennt, sind beide Verteilungen sehr nah bei der theoretischen Ver-
teilung. Dies bedeutet, daß sich die diﬀerierenden Bandbreiten nicht in unterschiedlich
starken Schwankungen um den jeweiligen Mittelwert bemerkbar machen, sondern in
beiden F¨ allen die jeweilige Verteilung dem von der theoretischen Kurve beschriebenen
Verhalten eines Strahlteilers mit festem Teilungsverh¨ altnis folgt, wobei es sich hierbei,
wie oben erw¨ ahnt, um einen Mittelwert handelt.
6.2.4 Zusammenfassende Bewertung der Aufbauten
Alle in der vorliegenden Arbeit untersuchten Aufbauten quantenoptischer Zufallsgene-
ratoren eignen sich prinzipiell gut zur Generierung von Zufallsbitstr¨ omen.
Bei allen wirken sich allerdings die leicht unterschiedlichen thermischen Eigenschaften
der Einzelquantendetektoren in Form einer Drift der relativen H¨ auﬁgkeiten auf langen
Zeitskalen aus. Durch eine aktive K¨ uhlung lassen sich diese Eﬀekte jedoch sehr stark
abmildern, ¨ uberdies werden sie von einer beim produktiven Einsatz i. a. nachfolgenden
mathematischen Regularisierung der Rohdaten ohnehin eliminiert. Innerhalb der Roh-
daten ließen sie sich lediglich dann ganz vermeiden, wenn f¨ ur beide m¨ oglichen Ereignisse
ein gemeinsamer Signaldetektor verwendet w¨ urde, s. Abschnitt 6.4.5.
Der Einﬂuß der unterschiedlichen Bandbreite der verwendeten Lichtfelder zeigt sich auch
beim Einsatz des relativ stark wellenl¨ angenabh¨ angigen Faserkopplers nur im Teilungs-
verh¨ altnis und nicht in st¨ arkeren Fluktuationen.
F¨ ur einen m¨ oglichst kompakten, kosteng¨ unstigen Aufbau empfehlen sich die Aufbauten
mit einer stark abgeschw¨ achten LED, s. a. Abschnitt 6.3.3, w¨ ahrend f¨ ur eine konzeptio-
nell nah am Ideal der kontrollierten Zufallsentscheidung liegenden Realisierung einem
Zufallsgenerator auf Basis der parametrischen Fluoreszenz der Vorzug gegeben werden
sollte.
F¨ ur Zufallsgeneratoren, die mit Photonen-Anzahlzust¨ anden arbeiten, sind alle Verlust-
prozesse sehr kritisch, daher sollten f¨ ur den praktischen Einsatz von quantenoptischen
Zufallsgeneratoren auf Basis der parametrischen Fluoreszenz die Zentralwellenl¨ ange der
Photonen noch n¨ aher beim Quanteneﬃzienzmaximum der Detektoren liegen; dies lie-
ße sich mit einer noch zu entwickelnden kompakten Photonenpaarquelle erreichen, s.
Abschnitt 6.4.4. Weiter hat es sich bei diesen Generatoren gezeigt, daß eine Winkel-
Phasenanpassung nicht nur einfacher, sondern auch aufgrund der besseren Stabilit¨ atsei-
genschaften einer thermischen Phasenanpassung ¨ uberlegen ist.
Unabh¨ angig von der verwendeten Photonenquelle sprechen die gegen¨ uber den freistrahl-
optischen Aufbauten erheblich einfachere Justage, die besseren Schutzm¨ oglichkeiten ge-
gen ¨ außere Beeinﬂussung, die gr¨ oßere Flexibilit¨ at in der geometrischen Gestaltung des
39Die Berechnung geschieht wie in Abschnitt B.2.
122Aufbaus und die damit einhergehende Erleichterung der K¨ uhlung der Detektoren im
Dauerbetrieb grunds¨ atzlich f¨ ur einen Aufbau in Faseroptik.
6.3 Vorschl¨ age weiterer Varianten quantenoptischer Zu-
fallsgeneratoren
Angesichts der verh¨ altnism¨ aßig niedrigen Photonenraten, die sich mit Einphotonenquel-
len auf Basis der parametrischen Fluoreszenz erreichen lassen, ist es lohnenswert, zu
¨ uberlegen, ob sich die Rate, mit welcher der Zufallsgenerator Bits generiert, auch an-
derweitig steigern l¨ aßt als durch eine bloße Erh¨ ohung der Rate, mit der die Quelle
Einphotonenzust¨ ande aussendet. In den folgenden Unterabschnitten werden daher eine
Reihe von Aufbauvarianten quantenoptischer Zufallgeneratoren vorgeschlagen, die eine
Erh¨ ohung der Rate erlauben, und ihre Vor- und Nachteile er¨ ortert.
Grunds¨ atzlich stehen folgende M¨ oglichkeiten zur Verf¨ ugung, die von der Quelle ausge-
sandten Photonen m¨ oglichst eﬃzient zu nutzen:
1. Das Triggerphoton wird ebenfalls zur Generierung von Zufallsbits verwendet, s.
Abschnitt 6.3.1.1.
2. Die negativ-exponentialverteilten Abst¨ ande zwischen den Photonenpaaren werden
zus¨ atzlich zur Generierung von Zufallsbits verwendet, s. Abschnitt 6.3.1.2.
3. Durch die Verwendung von Photonenpaaren bei der Welcher-Weg-Entscheidung
wird die eﬀektive Detektionswahrscheinlichkeit der Detektoren erh¨ oht, s. Abschnitt
6.3.2.
¨ Uberdies lassen sich auch jeweils die erste und die zweite bzw. die zweite und die dritte
M¨ oglichkeit kombinieren.
6.3.1 Mehrfachgeneratoren
Neben dem Minimieren von Absorption und ungewollter Reﬂektion an optischen Kom-
ponenten, die bei den vorgestellten Aufbauten erreicht werden, z.B. durch den nicht-
kollinearen Aufbau, empﬁehlt es sich auch, m¨ oglichst alle physikalisch vorhandenen Zu-
fallsmechanismen zur Generierung von Zufallsbits zu verwenden. Aus den verschiedenen
Zufallsmechanismen k¨ onnen dann in solch einem Mehrfachgenerator mehrere zuf¨ allige
Bitstr¨ ome gleichzeitig erzeugt werden.
Neben der reinen Erh¨ ohung der Bitrate gegen¨ uber einem einfachen Zufallsgenerator
lassen sich mit Hilfe der zus¨ atzlichen Bitstr¨ ome, die i. a. unterschiedlich große Raten
aufweisen werden, auch noch weitere Verbesserungen der Eigenschaften des Zufallsge-
nerators erzielen, z.B. durch Verwendung der verschiedenen Str¨ ome innerhalb eines ma-
thematischen Regularisierungsverfahrens. Auch f¨ ur das Einf¨ ugen von Signaturen in den
Ausgangsbitstrom eines Zufallsgenerators, s. Abschnitt 6.5.4, ließen sich solche Mehr-
fachgeneratoren gut einsetzen.
1236.3.1.1 Zufallsgenerierung mit dem Triggerphoton
Beim Zufallsgenerator auf Basis der parametrischen Fluoreszenz verhalten sich die bei-
den Photonen eines Paares symmetrisch zueinander, d.h. im Prinzip ist es beliebig,
welches der beiden Photonen man auf den Strahlteiler schickt und welches man auf
den Triggerdetektor fallen l¨ aßt. Daher l¨ aßt sich das bisher nur zum Triggern benutzte
Photon auch noch zus¨ atzlich zur Zufallsgenerierung nutzen, indem man es ebenfalls auf
einen Strahlteiler mit zwei in den Ausg¨ angen stehenden Signaldetektoren schickt, s. Abb.
6.4. Seine Funktion als Triggerphoton kann es immer noch erf¨ ullen, nur daß jetzt zwei
”Triggerdetektoren“ vorhanden sind, was ¨ uberdies von Vorteil ist, da S¨ attigungseﬀekte
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Abbildung 6.4: Der quantenoptische ”Doppel“-Zufallsgenerator
Aufgrund der vollst¨ andigen Symmetrie, kann nat¨ urlich umgekehrt das bisher als Si-
gnalphoton benutzte Photon als Triggerphoton f¨ ur das andere dienen. Auf diese Weise
hat man den Generator quasi verdoppelt und erzielt dementsprechend auch eine dop-
pelt40 so hohe Bitrate. Allerdings wird die Erh¨ ohung der Bitrate solch eines ”Doppel-
Zufallsgenerators“ gegen¨ uber der einfachen Version durch einen zus¨ atzlich notwendigen
Detektor erkauft.
Bei einer Version f¨ ur den praktischen Einsatz wird man daher versuchen, die Kosten
40Bei einer Variante mit vier Detektoren ist aufgrund von geringeren S¨ attigungseﬀekten auch noch
mit einer leichten Erh¨ ohung der Rate zu rechnen; bei Einsatz von nur jeweils einem Detektor bei den
beiden Zufall generierenden Elementen geht dieser Vorteil nat¨ urlich wieder verloren.
124m¨ oglichst gering zu halten und nur jeweils einen Detektor f¨ ur ”Signal-“ und ”Trigger-
photon“ verwenden, s. Abschnitt 6.4.5.
Anders als bei den bisher vorgestellten Aufbauten ist allerdings darauf zu achten, daß
eine m¨ oglichst weitgehende Symmetrie der beiden Zufall generierenden Prozesse gegeben
ist, so sollten in diesem Fall auch die Detektoren alle gleichen Typs sein, auch wenn dies
bedeutet, daß Totzeiteﬀekte der Detektoren nun st¨ arker ber¨ ucksichtigt werden m¨ ussen,
s. a. Abschnitt 6.4.1. Die Verschr¨ ankung der beiden Photonen eines Paares bzgl. Energie
(d.h. Wellenl¨ ange) und Impuls(richtung) bringt es außerdem mit sich, daß die zwei Bits,
die im Falle eines Koinzidenzereignisses generiert werden, nicht statistisch unabh¨ angig
voneinander sind. Durch einen m¨ oglichst symmetrischen Aufbau lassen sich diese Eﬀekte
zwar minimieren, aber ganz beseitigen lassen sie sich nicht. Andererseits l¨ aßt sich diese –
teilweise steuerbare – statistische Abh¨ angigkeit gerade dazu nutzen, Korrelationssigna-
turen, s. Abschnitt 6.5.4.2, in den kombinierten Ausgangsbitstrom einzuf¨ ugen.
6.3.1.2 Zufallsgenerierung aus den zeitlichen Abst¨ anden
Im Idealfall sind die Intervalle zwischen aufeinanderfolgenden Photonenpaaren aufgrund
der Poissonverteilung der Paare abfallend exponentialverteilt [74]. Allerdings verursa-
chen Totzeiteﬀekte der Detektoren bei kleinen Intervallen eine Ver¨ anderung dieser Sta-
tistik. Da sich diese Totzeiteﬀekte in gleicher Weise bei allen Detektionsereignissen be-
merkbar machen, l¨ aßt sich ihr Einﬂuß beseitigen, indem man das bereits auf S. 26 bei
den radioaktiven Zufallsgeneratoren beschriebene Verfahren zur Generierung eines Zu-
fallsbits aus den Abst¨ anden zwischen Ereignissen verwendet: Je nachdem, welches der
beiden Intervalle zwischen drei aufeinanderfolgenden Ereignissen gr¨ oßer ist, wird eine
Null oder eine Eins generiert. Durch dieses Vorgehen, mit dem die unendlich vielen
M¨ oglichkeiten der Abst¨ ande auf eine bin¨ are Entscheidung abgebildet werden, wird auch
gleich der Einﬂuß von langsamen Schwankungen der Pumpleistung des Lasers oder von
Drifteﬀekten bei den Detektoren, wie sie durchaus in der Praxis auftreten, s. S. 154, auf
die relativen H¨ auﬁgkeiten von Einsen und Nullen eliminiert.
Diese Methode der Erzeugung zuf¨ alliger Bits l¨ aßt sich mit der bereits bestehenden kom-
binieren. Die Ausgangsbitrate41 des Generators erh¨ oht sich gegen¨ uber der einfachen Va-
riante um nahezu 50%. Auch ein Einsatz bei einem Generator auf Basis abgeschw¨ achter
Lichtfelder als zus¨ atzlicher oder alleiniger Zufallgenerierungsmechanismus, s. Abschnitt
6.3.3, ist m¨ oglich.
6.3.2 Quantenoptische Zufallsgeneratoren mit Hong-Ou-Mandel-
Aufbau
Bisher wurden f¨ ur die Zufallsgenerierung immer nur einzelne Photonen am Strahlteiler
betrachtet, interessant f¨ ur die Zufallgenerierung ist allerdings auch das Verhalten von
Photonenpaaren am Strahlteiler [15, 17, 73]. Im Jahre 1987 haben C. K. Hong, Ou
41Es ließe sich auch aus der Gr¨ oße jedes einzelnen Intervalls zwischen zwei aufeinanderfolgenden Er-
eignissen direkt ein Zufallsbit generieren, indem man es mit dem Median der Verteilung der Intervalle
(unter Ber¨ ucksichtigung der Totzeit) vergleicht und je nachdem, ob die L¨ ange des Intervalls kleiner oder
gr¨ oßer als dieser Wert ist, eine Null oder eine Eins generierte. Auf diese Weise ließe sich sogar die Aus-
gangsbitrate um nahezu 100 % steigern, wobei sich allerdings Schwankungen des Medians, z.B. durch
eine leicht ver¨ anderliche Laserleistung, direkt auf die relativen H¨ auﬁgkeiten auswirken.
125und L. Mandel [56] erstmals experimentell untersucht, was passiert, wenn man die
Photonen eines Photonenpaares, die mit Hilfe des nichtkollinearen Falles der parame-
trischen Fluoreszenz r¨ aumlich getrennt erzeugt wurden, auf die beiden Eing¨ ange eines
Strahlteilers lenkt und an diesem ¨ uberlagert42, s. a. Abb. 6.5. Hiermit gelang es ihnen,
den von H. Fearn und R. Loudon [42] vorhergesagten Eﬀekt nachzuweisen, daß die
beiden Photonen, wenn sie ununterscheidbar43 voneinander sind, im verlustfreien Ideal-
fall immer zusammen als Paar aus einem der beiden Ausg¨ ange austreten. In den beiden
Ausg¨ angen beﬁndliche Detektoren werden daher bei exakter ¨ Uberlagerung der Photo-
nen eines Paares am Strahlteiler eine minimale – im Idealfall44 sogar verschwindende –
Koinzidenzrate ausweisen.
Bei einer Laufzeitdiﬀerenz45 zwischen den Photonen, die gr¨ oßer als die Koh¨ arenzzeit
der Einzelphotonen ist, wird die Koinzidenzrate hingegen nicht verschwinden, sondern
der H¨ alfte der Photonenpaarrate entsprechen, da in diesem Fall die Photonen zuf¨ allig
und unabh¨ angig voneinander in einen der beiden Ausg¨ ange laufen und vier der acht
m¨ oglichen F¨ alle46 zu einem Koinzidenzereignis f¨ uhren. Indem man also die optischen
Wegl¨ angen, welche die Photonen bis zum Strahlteil zur¨ ucklegen, so einstellt, daß die
Koinzidenzrate minimiert wird, l¨ aßt sich der Aufbau einjustieren.
Der Aufbau von Hong et al. l¨ aßt sich aufgrund der zuf¨ alligen Welcher-Weg-Entscheidung
der Photonen am Strahlteiler ebenfalls als Zufallsgenerator, im folgenden ”HOM-
Zufallsgenerator“ genannt, verwenden; bei ihm ist es nicht die Entscheidung eines einzel-
nen Photons am Strahlteiler, sondern eines Photonenpaares, die zur Zufallgenerierung47
verwendet wird. Die Berechnungen zu einigen der weiter unten erw¨ ahnten Eigenschaften
des HOM-Generators ﬁnden sich im Anhang, Abschnitt C.
In Abb. 6.5 ist eine platzsparende Aufbauvariante48 dieses Zufallsgenerators mit gefal-
tetem Strahlengang dargestellt. Die Verschiebeeinheit an einem der Spiegel ist f¨ ur den
Feinabgleich der optischen Wegl¨ angen notwendig. Damit durch sie nicht die ¨ Uberlage-
rung der Moden am Strahlteiler49 verschlechtert wird, muß bereits beim Aufbau auf
m¨ oglichst exakte Symmetrie geachtet werden, so daß keine großen Verschiebungswege
notwendig sind.
42C. K. Hong et al. vermaßen hiermit die Subpikosekunden-Zeitintervalle zwischen den Photonen des
Paares.
43 Hierzu m¨ ussen die Photonen dieselbe Polarisationsrichtung aufweisen, die gleiche Wellenl¨ angenver-
teilung besitzen, die Moden am Strahlteiler exakt ¨ uberlagert werden und die beiden Photonen zeitgleich
am Strahlteiler ankommen.
44Idealfall bedeutet: perfekte ¨ Uberlagerung der Moden, 100 % Quanteneﬃzienz, keine Detektortotzeit
und keine Verluste bei den Photonen eines Paares durch Absorption, Streuung usw..
45Die Ununterscheidbarkeit der Photonen l¨ aßt sich nat¨ urlich auch auf andere Weise aufheben, z.B.
durch eine ¨ Anderung der Polarisationrichtung eines der Photonen um 90
◦.
46Es gibt zwei M¨ oglichkeiten, die beiden unterscheidbaren Photonen auf die Eing¨ ange zu verteilen und
jeweils vier M¨ oglichkeiten, wie sie in die Ausg¨ ange laufen k¨ onnen, s. Anhang, Abschnitt C.
47Bei einem realen Aufbau tragen allerdings aufgrund von geringer Modenfehlanpassung oder Verlu-
sten durchaus auch einzelne Photonen zur Zufallsgenerierung bei.
48Die Abbildung ist nat¨ urlich nicht maßst¨ ablich, auch sind die Winkel zwischen Pumpstrahl und den
Ausbreitungsrichtungen der Photonen ¨ ubertrieben groß gezeichnet.
49Um dies zu vermeiden, kann man z.B. auch trompetenzug-artige Spiegelkonstruktionen im Strah-
lengang verwenden, bei denen eine Verschiebung die Ausfallrichtung des Strahls nicht ¨ andert. Allerdings
sind die ausfallenden Strahlenb¨ undel bei der parametrischen Fluoreszenz ohnehin divergent, daher er-
scheinen solche Konstruktionen hier nicht vorteilhaft, zumal die bei ihnen in beiden Armen zus¨ atzlich
notwendigen Spiegel die Verluste erh¨ ohen.























Abbildung 6.5: Eine Aufbauvariante des ”HOM-Zufallsgenerators“ mit gefaltetem Strahlengang
Der HOM-Zufallsgenerator bietet folgende Vorteile:
• Das Teilungsverh¨ altnis ist im verlustlosen Idealfall symmetrisch50, auch wenn
der Strahlteiler unterschiedlich große und von der Wellenl¨ ange abh¨ angige
Transmissions- und Reﬂexionskoeﬃzienten besitzt.
• Die eﬀektive Detektionseﬃzienz51 wird auf P = 1−(1−η)2 = 2η−η2 = η·(2−η)
erh¨ oht, d.h. f¨ ur η = 0,3 erh¨ oht sich die eﬀektive Quanteneﬃzienz um 70 % auf
einen Wert von ηeff = 0,51.
• Es wird kein Triggerdetektor mehr verwendet, so daß sich S¨ attigungseﬀekte auf-
grund hoher Einzelphotonenraten weniger stark bemerkbar machen, als beim Zu-
fallsgenerator, der mit Einphotonen-Anzahlzust¨ anden arbeitet 52.
• Durch Einf¨ uhren einer hinreichend großen Wegl¨ angendiﬀerenz zwischen den We-
gen, welche die beiden Photonen bis zum Strahlteiler zur¨ ucklegen, l¨ aßt sich konti-
nuierlich zwischen unterscheidbaren und ununterscheidbaren Photonen wechseln,
so daß sich also zwischen der Zufallsentscheidung eines Photonenpaares und zwei-
er voneinander unabh¨ angiger Zufallsentscheidungen der einzelnen Photonen eines
50Abweichungen vom idealen Teilungsverh¨ altnis durch unterschiedliche Detektoreﬃzienzen werden
hierdurch allerdings nicht ber¨ uhrt.
51Hierbei wird davon ausgegangen, daß beim gleichzeitigen Auftreﬀen von zwei Photonen auf einen
Detektorchip die Detektionswahrscheinlichkeit f¨ ur jedes einzelne Photon sich nicht ver¨ andert. Dann
entspricht die eﬀektive Detektionswahrscheinlichkeit gerade der komplement¨ aren Wahrscheinlichkeit zu
dem Fall, daß beide Photonen kein Ereignis ausl¨ osen (Term (1 − η)
2).
52 Bei diesem sieht der Triggerdetektor prinzipbedingt eine doppelt so hohe Photonenrate wie ein jeder
der Signaldetektoren; bei einem gut einjustierten HOM-Zufallsgenerator sehen beide Signaldetektoren
die gleiche Photonenpaarrate.
127Paares am Strahlteiler w¨ ahlen l¨ aßt53. Dies ließe sich eventuell zum Einf¨ ugen zeitlich
ver¨ anderbarer Signaturen, s. Abschnitt 6.5.4, nutzen.
Wenn der HOM-Zufallsgenerator auf Ununterscheidbarkeit der Photonen einjustiert ist,
sollte die Rate der Koinzidenzen zwischen den beiden Detektoren minimal sein, im Ide-
alfall gleich Null. Lediglich etwaige Verluste, wenn z.B. eines der beiden Photonen eines
Paares absorbiert wurde, und Streulicht sorgen f¨ ur einen ”Untergrund“ von einzelnen
Photonen, der sich in einer geringen Koinzidenzrate zwischen den beiden Signaldetek-
toren bemerkbar macht, s. Abschnitt C. Ereignisse, bei denen beide Detektoren anspre-
chen, lassen sich aber immer von einer nachfolgenden Datenaufnahmeelektronik verwer-
fen.
Zus¨ atzliche Lichteinstrahlung, z.B. bei einem Manipulationsversuch, s. Abschnitt 5.1.2.6,
w¨ urde zu einer Zunahme dieses ”Untergrundes“ f¨ uhren und w¨ are somit sowohl an einer
erh¨ ohten Einzelz¨ ahlrate also auch an einer erh¨ ohten Koinzidenzrate zu erkennen.
Auch beim HOM-Zufallsgenerator lassen sich die zeitlichen Abst¨ ande zwischen aufeinan-
derfolgenden Photonenpaaren zum Generieren eines zus¨ atzlichen Zufallsstromes verwen-
den. Eine Verwendung beider Photonen zur Generierung je eines Zufallstromes ist hin-
gegen nicht sinnvoll, weil hierdurch ein wesentlicher Vorteil des HOM-Zufallsgenerators
– die bessere eﬀektive Quanteneﬃzienz bei der Detektion – wieder verloren ginge.
Leider hat der HOM-Zufallsgenerator auch eine Reihe von Nachteilen:
• Da die Generierung der Photonenpaare einer Poisson-Statistik folgt, beim HOM-
Generator die beiden Photonen eines Paares auch als Paar gemeinsam an der
Welcher-Weg-Entscheidung teilnehmen und somit keine Triggerm¨ oglichkeit mehr
zur Verf¨ ugung steht, wird de facto eine kontinuierlich arbeitende, sehr schwache
Poisson-Photonenquelle verwendet. Daher muß bei HOM-Generator darauf geach-
tet werden, daß sich die Detektortotzeiten nicht im Zufallsstrom bemerkbar ma-
chen54.
• Die notwendige ¨ Uberlagerung der beiden Eingangsmoden am Strahlteiler bzw.
Faserkoppler bedingt einen pr¨ azisen Abgleich der optischen Wege55 der beiden
Photonen eines Paares. Insbesondere ein freistrahloptischer Aufbau des HOM-
Zufallsgenerators wird daher empﬁndlich auf Ersch¨ utterungen reagieren. Zwar ist
der HOM-Aufbau bei weitem nicht so empﬁndlich wie ein Interferometer, da bei
ihm nicht die Wellenl¨ ange, sondern die Koh¨ arenzl¨ ange, die f¨ ur den Abgleich der
Wegl¨ angen relevante Gr¨ oße ist, aber eine Einstellm¨ oglichkeit der optischen We-
ge mit Hilfe einer elektronisch ansteuerbaren Verschiebeeinheit und einer Regel-
Software wird dennoch notwendig sein, um die beiden optischen Wege w¨ ahrend
des Betriebs gleich zu halten.
• Ein faseroptischer Aufbau ist zwar auch beim HOM-Zufallsgenerator grunds¨ atz-
lich m¨ oglich, aufgrund der notwendigen, m¨ oglichst guten ¨ Uberlagerung der beiden
53Die beiden Extremf¨ alle liegen bei gleichen optischen Wegl¨ angen bzw. bei Wegl¨ angen, die sich um
eine Koh¨ arenzl¨ ange oder mehr unterscheiden, dazwischen hat man eine ¨ Uberlagerung beider F¨ alle.
54Dies ließe sich wieder durch Einf¨ uhren einer k¨ unstlichen Totzeit erreichen, in der keinerlei Detekti-
onsereignisse aufgenommen werden.
55Der Abgleich muß auf ca. 1/10 der Koh¨ arenzl¨ ange der Einzelphotonen, typ. auf 1 µm, erfolgen.
128Moden am Faserkoppler ist aber eine Verwendung von Einmodenfasern und Po-
larisationskontrollern zwingend erforderlich56. Einmodenfasern bringen allerdings
erheblich h¨ ohere Einkoppelverluste der Photonen eines Paares in die jeweiligen
Fasern mit sich, vgl. [128], so daß die eﬀektive Photonen(paar)rate gesenkt wird,
was den Vorteil einer erh¨ ohten eﬀektiven Quanteneﬃzienz leicht wieder zunichte
macht.
Bei einem realen Aufbau werden sich gegen¨ uber dem Idealfall noch zus¨ atzlich folgende
Eﬀekte bemerkbar machen:
• Absorption, Streuung und Restreﬂektion an Oberﬂ¨ achen k¨ onnen dazu f¨ uhren,
daß ein Photon des Paares fehlt, und daher nur eine einfache Welcher-Weg-
Entscheidung als Zufallsprozeß dient, die allerdings auch nicht minder zuf¨ allig ist.
• Fehl¨ uberlagerung der Moden am Strahlteiler, f¨ uhren zu einer Beimischung der
einfachen Welcher-Weg-Entscheidung einzelner Photonen.
• Thermische Drifteﬀekte der Quanteneﬃzienz der Detektoren f¨ uhren zu einer lang-
samen Drift im Teilungsverh¨ altnis, die sich st¨ arker auswirkt als beim einfachen
Zufallsgenerator, s. Anhang, Abschnitt C.
6.3.3 ”Integrierter“ Aufbau quantenoptischer Zufallsgeneratoren
F¨ ur einen weitgehend ”integrierten“ Aufbau57 eines quantenoptischen Generators eignet
sich eine stark abgeschw¨ achte Poisson-Photonenquelle besser als eine Einphotonenquel-
le auf Basis der parametrischen Fluoreszenz, und zwar sowohl aufgrund der erheblich
niedrigeren Kosten als auch der einfacheren Justage.
Bei solch einem ”integrierten“ Aufbau w¨ urde sich insbesondere ein abgewandelter, ver-
einfachter Aufbau des Zufallsgenerators von Takeuchi et al. [122] anbieten. Der Zufall
w¨ urde direkt aus der Poisson-Statistik des abgeschw¨ achten Lichtfeldes generiert werden,
was den Vorteil mit sich br¨ achte, daß kein zus¨ atzliches Zufall generierendes Element
und auch nur ein Detektor notwendig w¨ are und somit die Integration vereinfacht w¨ urde.
Anders als bei Takeuchi et al., die mit ihrem Zufalls-Pulser nach der Detektion des
Lichtes elektrische Pulse erzeugen, die m¨ oglichst genau der Poisson-Statistik bei einer
bestimmten mittleren Pulsrate entsprechen sollten, empﬁehlt es sich, hier lediglich Zu-
fallbits aus den Intervallen von jeweils drei Detektionsereignissen zu erzeugen, vgl. S. 26
bzw. Abschnitt 6.3.1.2, da dies die Anforderungen an die Stabilisierung auf mittleren
und langen Zeitskalen der Lichtquelle senkt und keine explizite Ber¨ ucksichtigung von
Totzeiteﬀekten verlangt. Der grunds¨ atzliche Aufbau solch eines integrierten quantenop-
tischen Zufallsgenerators ist in Abb. 6.6 skizziert.
56 Zudem empﬁehlt es sich, auch die Fasern m¨ oglichst kurz zu halten, zu ﬁxieren und thermisch durch
eine entsprechende Isolierung des Aufbaus zu isolieren, damit unterschiedliche Einwirkungen auf die
beiden optischen Wege durch ¨ außere Einﬂ¨ usse m¨ oglichst gering gehalten werden.
57Das ”integriert“ steht in Anf¨ uhrungszeichen, weil hierbei in erster Linie an eine Integration in
ein makroskopisches Modul gedacht ist und nicht in einem Chip, da dies angesichts der momentanen
































Abbildung 6.6: Vorschlag f¨ ur einen einfachen, kosteng¨ unstigen ”integrierten“ Aufbau eines quan-
tenoptischen Abstand-Zufallsgenerators
Als Lichtquelle empﬁehlt sich eine LED oder eine Laserdiode, deren Lichtfeld wieder
durch ein Grauglas stark abgeschw¨ acht wird. Das Grauglas dient zur groben Grundab-
schw¨ achung, die Feinregulierung der Intensit¨ at auf einen Zustand mit niedriger mittlerer
Photonenzahl erfolgt ¨ uber die Reﬂektion an der Glasplatte58 und die den Diodenstrom
regelnde Monitor-PIN-Diode. Die Verwendung einer Monitor-PIN-Diode59 zur nachf¨ uh-
renden Stromregelung empﬁehlt sich aus folgenden Gr¨ unden:
• Bauteilstreuungen bei den LEDs k¨ onnen leicht ohne gr¨ oßeren Justageaufwand, rein
elektronisch, ausgeglichen werden.
• Es lassen sich hiermit Defekte leichter lokalisieren; bei einem Abbruch der Zu-
fallsgenerierung l¨ aßt sich so erkennen, ob die LED oder der Signaldetektor eine
Funktionsst¨ orung hat.
• Alterungseﬀekte der LED im laufenden Betrieb, die zu einer Abnahme der Licht-
leistung und damit der Bitrate f¨ uhren, k¨ onnen kompensiert werden.
• Zur Erkennung etwaiger Manipulationsversuche k¨ onnen sowohl die Bitrate als auch
die Meßwerte der Monitordiode herangezogen werden.
Die Wahl des Diodenstromes w¨ urde in gleicher Weise geschehen wie bei der Justage der
abgeschw¨ achten Photonenquelle bei unseren Experimenten, s. Abschnitt 5.2.1.
58Da die Glasplatte polarisationsabh¨ angig reﬂektiert, empﬁehlt es sich, mit Hilfe eines Linearpolari-
sators das Lichtfeld auf eine Polarisationsrichtung zu beschr¨ anken.
59Insbesondere Laserdioden verf¨ ugen bisweilen bereits ¨ uber eine in das Geh¨ ause eingebaute Monitor-
Diode, diese k¨ onnte nat¨ urlich anstelle einer externen Monitor-Diode verwendet werden.
1306.3.4 Zusammenfassende Bewertung der Aufbauvarianten
Bei quantenoptischen Zufallsgeneratoren, welche die parametrische Fluoreszenz verwen-
den, empﬁehlt sich die Verdopplung der Bitrate durch Einsatz eines zus¨ atzlich Zufall
generierenden Elementes im Strahlengang des Triggerphotons. Hiermit werden ¨ uber-
dies S¨ attigungseﬀekte bei den Detektoren verringert, so daß mit einer weiteren leichten
Erh¨ ohung der Bitrate zu rechnen ist. Etwaige Korrelationseﬀekte zwischen den beiden
Bitstr¨ omen, aufgrund der Phasenanpass-Bedingung, s. Abschnitt 3.1.2.1, k¨ onnen ent-
weder durch sorgf¨ altige Wahl der optischen Elemente und Einsatz von entsprechenden
Regularisierungsverfahren, Anhang, Abschnitt G, verhindert oder gezielt f¨ ur Signaturen,
s. Abschnitt 6.5.4.2, ausgenutzt werden.
Angesichts der M¨ oglichkeit ohne gr¨ oßeren Aufwand einen weiteren Zufallsstrom zu ge-
nerieren, sollte die Zufallsgenerierung aus den Abst¨ anden zwischen den Detektionserr-
eignissen beim praktischen Einsatz der Generatoren immer vorgesehen werden.
Als Fazit zum HOM-Generator kann man festhalten, daß er zwar aufgrund der h¨ oheren
Z¨ ahlraten, die man ohne Einsatz zus¨ atzlicher Detektoren erzielen kann, und der bei ihm
automatisch gegebenen Symmetrie der Welcher-Weg-Entscheidung zun¨ achst besticht,
aber aufgrund des erheblich aufwendigeren Aufbaus, der Schwierigkeiten, ihn in Faser-
optik zu realisieren, und der Notwendigkeit, ihn aktiv mechanisch zu stabilisieren, f¨ ur
den praktischen Einsatz weniger gut geeignet erscheint.
Die integrierte Aufbauvariante empﬁehlt sich f¨ ur einen m¨ oglichst kleinen und kosten-
g¨ unstigen Aufbau, da kein Pumplaser notwendig ist und aufgrund der Einbeziehung
der Detektorquanteneﬃzienz in die Abschw¨ achung der Lichtquelle, s. S. 214, keine kost-
spieligen Detektormodule verwendet werden m¨ ussen, sondern kosteng¨ unstigere APDs60
eingesetzt werden k¨ onnen.
6.4 M¨ ogliche Optimierungen f¨ ur den technischen Einsatz
Bei den experimentell realisierten, quantenoptischen Zufallsgeneratoren handelt es sich
um Laboraufbauten, die in erster Linie dazu dienen sollen, die grunds¨ atzlichen M¨ og-
lichkeiten und etwaigen Probleme beim Aufbau von quantenoptischen Zufallsgenerato-
ren aufzuzeigen. Deshalb ﬁnden auch nur in relativ beschr¨ anktem Maße Optimierun-
gen statt, wie sie f¨ ur den praktischen Einsatz nat¨ urlich durchaus wichtig sind. In den
folgenden Unterabschnitten werden daher eine Reihe von Verbesserungen und Opti-
mierungsm¨ oglichkeiten f¨ ur den quantenoptischen Zufallsgenerator dargestellt, der eine
Einphotonenquelle auf Basis der parametrischen Fluoreszenz verwendet.
6.4.1 Schneller Triggerdetektor
Der Einsatz eines schnelleren Triggerdetektors wird bei einer technischen Realisierung
f¨ ur den kontinuierlichen Betrieb schon allein deshalb nahegelegt, weil der Triggerdetek-
tor die doppelte Photonenrate der Signaldetektoren sieht und daher der Einsatz eines
aktiv gel¨ oschten, hocheﬃzienten Detektors w¨ unschenswert ist. Im Falle eines Mehrfach-
generators, s. Abschnitt 6.3.1.1, ist der Einsatz von Detektoren des gleichen Typs wie
60Selbstverst¨ andlich muß es sich dennoch um rauscharme und f¨ ur den Betrieb im Geigermodus geeig-
nete Avalanchephotodioden handeln, wie z.B. die APD von EG&G, Typ C30902E
131bei den ”Signaldetektoren“ schon allein aus Symmetriegr¨ unden geboten. Wird f¨ ur den
Triggerdetektor ebenfalls ein aktiv gel¨ oschter Einzelquantendetektor mit kurzer Tot-
zeit verwendet, empﬁehlt es sich, nach jedem registrierten Generatorereignis durch eine
k¨ unstlich f¨ ur alle Detektoren eingef¨ uhrte Totzeit daf¨ ur zu sorgen, daß kein weiteres, kurz
darauf folgendes Ereignis registriert werden kann.
Erst wenn die Ansprechwahrscheinlichkeiten f¨ ur die Signaldetektoren wieder gleich groß
sind, sollte wieder detektiert werden, da andernfalls eine leichte Tendenz zu Antikorre-
lationen auftreten wird. Insbesondere mit Detektoren, die einen Gate-Eingang besitzen,
¨ uber den sich der Detektor ”scharf“ schalten l¨ aßt, lassen sich solche k¨ unstlichen Totzeiten
gut realisieren.
Wird der Triggerdetektor durch ein aktiv gel¨ oschtes Modell ersetzt, k¨ onnte es im Prinzip
verst¨ arkte Probleme mit Nachpulsen geben; daß dies aber nicht der Fall sein wird, zeigt
folgendes: Aufgrund der Koinzidenzdetektion und der geringen Breite der Ausgangspulse
(< 10 ns) ist die Wahrscheinlichkeit relativ klein, daß ein Nachpuls des Signaldetektors61
einen korrelierten Bitwert generiert. Legt man n¨ amlich die mittlere Nachpulswahrschein-
lichkeit von PNachpuls = 3·10−3 eines Nachpulses im Intervall von 50 ns bis 500 ns nach
der urspr¨ unglichen Detektion zugrunde, ist die Wahrscheinlichkeit f¨ ur die Generierung
eines korrelierten Bitwertes gerade gegeben durch das Produkt aus der Nachpulswahr-
scheinlichkeit und der Wahrscheinlichkeit, daß ein (regul¨ ares) Detektionsereignis des
Triggerdetektors62 im Koinzidenzintervall von 10 ns liegt: PNachpuls · Pt(∆tkoinz). Geht
man von einer mittleren Einzelz¨ ahlrate des Triggerdetektors von ca. 300.000 Ereignis-
sen63 aus, so ist Pt ≈ 3 · 10−3, daher liegt die Gesamtwahrscheinlichkeit in der Gr¨ oßen-
ordnung von 10−6 und kann vernachl¨ assigt werden.
Tats¨ achlich wird die Wahrscheinlichkeit f¨ ur ein auf diese Weise generiertes, korreliertes
Bit sogar noch niedriger liegen, da zu der regul¨ aren Detektion des Triggerdetektors noch
eine Detektion an einem der Signaldetektoren geh¨ oren sollte. F¨ allt das Signalphoton
auf den anderen Signaldetektor und wird detektiert, wird ohnehin kein Bit generiert64,
f¨ allt es aber auf den Signaldetektor mit dem Nachpuls, kann man schlecht von einer
Korrelation reden. Nur wenn es auf den anderen Signaldetektor ﬁele und nicht detektiert
w¨ urde, wird ¨ uberhaupt ein korreliertes Bit durch den Nachpuls generiert.
6.4.2 Optimierte Filterung von parasit¨ arem Licht
Einphotonen-Anzahlzust¨ ande sind sehr fragil. Dies gilt in noch st¨ arkerem Maße f¨ ur ihre
Erzeugung aus Photonenpaaren, da alle D¨ ampfungseﬀekte – wie Absorption, Restreﬂe-
xion an optischen Bauteilen oder nichtideale Quanteneﬃzienzen und S¨ attigungseﬀekte
bei den Detektoren – quadratisch die eﬀektive Einphotonenrate, d.h. die Koinzidenzrate
61Wenn ein Nachpuls des Triggers koinzident zu einem echten Signalphoton-Detektionsereignis auftritt,
ist dies nat¨ urlich unproblematisch, da er keine Korrelationen verursacht, es sei denn, es handelt sich um
einen Mehrfachgenerator, s. Abschnitt 6.3.1.1.




−6. Da die Gr¨ oße des Koinzidenzintervalles nur von der Elektronik bestimmt
wird – die Zeitauﬂ¨ osung der Detektoren ist erheblich besser – ließe sich durch eine Reduzierung des
Intervalls z.B. auf 1 ns diese Wahrscheinlichkeit noch weiter senken.
63Hier wird also f¨ ur den Triggerdetektor eine ¨ ahnliche hohe Z¨ ahlrate angenommen wie f¨ ur den Signal-
detektor direkt am Ausgang des Fasereinkopplers, s. Abschnitt 5.1.3.
64Dies gilt nat¨ urlich nur im Falle der XOR-Verkn¨ upfung der beiden Signale der Signaldetektoren.
132zwischen dem Triggerdetektor und den Signaldetektoren, verringern. Dementsprechend
empﬁehlt es sich, D¨ ampfungseﬀekte m¨ oglichst zu minimieren, was in den Laboraufbau-
ten durch die Verwendung des nichtkollinearen Falls bei der parametrischen Fluoreszenz
und eine Entspiegelung der Bauteile erreicht wird.
Auch sollten Filter und Farbgl¨ aser so gew¨ ahlt werden, daß sie maximal durchl¨ assig f¨ ur
das Photonenpaarlicht sind, bei sehr guter Filterwirkung gegen¨ uber dem parasit¨ aren
Streulicht auf der Pumpwellenl¨ ange. Die f¨ ur die Unterdr¨ uckung des Streulichtes ver-
wendeten RG 830 Farbgl¨ aser verringern zwar die parasit¨ are Detektion des Pumplaser-
Streulichtes um f¨ unf Gr¨ oßenordnungen, haben aber leider nur einen Reintransmissions-
grad von 0,95 bei der Zentralwellenl¨ ange der Photonenpaare.
Nimmt man eine erschwerte Justage65 in Kauf, kann man bei einem Neuaufbau RG 715
Farbgl¨ aser f¨ ur diesen Zweck verwenden, die einen Reintransmissionsgrad von 1,0 im
Wellenl¨ angenbereich des Photonenpaarlichtes haben, bei gleicher Filterwirkung auf das
Pumplicht. Der Aufbau sollte in diesem Fall allerdings optisch sehr gut abgedichtet
werden, da diese Farbgl¨ aser Umgebungslicht im roten Spektralbereich weniger stark
ﬁltern als die in den Experimenten eingesetzten RG 830 Farbgl¨ aser.
Alternativ ließe sich statt des Farbglases eventuell auch eine Kombination aus Prisma,
Blende und Konvexlinse zur Unterdr¨ uckung des Streulichtes direkt vor den Detektoren
bzw. dem Fasereinkoppler einsetzen; allerdings erschwert auch dies die Justage.
6.4.3 Der Pumplaser
Der Laser stellt hinsichtlich Erstinvestition und laufenden Kosten den gr¨ oßten Kosten-
faktor dar. Grunds¨ atzlich hat man bei der Wahl des Pumplasers folgende M¨ oglichkeiten:
• Verwendung eines HeCd-Gaslasers: Dies entspricht dem momentanen Aufbau. Um
eine m¨ oglichst hohe Bitrate zu erreichen, w¨ are es allerdings w¨ unschenswert, wenn
die Zentralwellenl¨ ange der Photonen eines Paares m¨ oglichst der Wellenl¨ ange ent-
spr¨ ache, bei der die Quanteneﬃzienz der Detektoren maximal ist (um 700 nm).
Da die Pumpwellenl¨ ange bei der H¨ alfte der Zentralwellenl¨ ange liegt, bedeutet dies,
daß man hierzu einen Laser mit einer Emissionswellenl¨ ange von ca. 350 nm brauch-
te, also einen UV-Laser. Mit HeCd-Lasern66, mit einer UV-Emission bei 325 nm,
steht ein verh¨ altnism¨ aßig kosteng¨ unstiger Lasertyp hierf¨ ur zur Verf¨ ugung. Leider
bringt die Verwendung von UV-Lasern aufgrund von erh¨ ohter Streuung und Fluo-
reszenzanregung eine Erh¨ ohung des Streulichtes mit sich. Daher ist es wichtig, den
Pumpstrahl so weit wie m¨ oglich vom Zufall erzeugenden Element fernzuhalten.
Es sei an dieser Stelle nicht verschwiegen, daß ein genereller, zus¨ atzlicher Nachteil
der Gaslaser in der relativ kurzen Lebensdauer der Laserr¨ ohren und den damit
verbundenen h¨ oheren Betriebskosten liegt. Nachfragen bei verschiedenen Herstel-
lern von HeCd-Lasern ergaben, daß mittlere Lebensdauern der R¨ ohren von 6000
Stunden garantiert werden (Hersteller: Kimmon Ltd.) und f¨ ur Industriekunden
die M¨ oglichkeit eines ﬂexiblen R¨ ohrenaustauschprogramms67 besteht, mit dem sich
ein kontinuierlicher Betrieb ohne l¨ angere Ausfallzeiten sicherstellen l¨ aßt.
65Das Labor und insbesondere der Aufbau muß noch st¨ arker abgedunkelt werden.
66UV-Argon-Ionen-Laser scheiden trotz h¨ oherer Leistung wegen ihrer hohen Kosten aus.
67Es setzt allerdings einen zweiten Reserve-Laser voraus: Ein Laser mit verbrauchter R¨ ohre bleibt in
der deutschen Filiale und wird erst zum Einbau einer neuen R¨ ohre in die Fabrik geschickt, wenn der
133• Verwendung eines diodengepumpten, frequenzverdoppelten Festk¨ orperlasers: Dies
w¨ are besonders interessant aufgrund der langen Lebensdauern der zum Pumpen
des Festk¨ orperlasers verwendeten Halbleiterlaserdioden. Da f¨ ur den Zufallsgenera-
tor im Vergleich zu sonstigen Anwendungen nur relativ niedrige Leistungen (d.h.
< 100 mW) ben¨ otigt werden, sind mittlere Lebensdauern ¨ uber 20.000 Stunden
zu erwarten. ¨ Uberdies sind diese Laser auch in der Anschaﬀung preisg¨ unstiger als
HeCd-Laser. Allerdings schl¨ agt negativ zu Buche, daß ihre Betriebswellenl¨ ange
mit λ = 457 nm verh¨ altnism¨ aßig hoch liegt, so daß auch bei h¨ oherer Leistung ge-
gen¨ uber dem jetzt verwendeten HeCd-Laser nicht mit einer entsprechend h¨ oheren
Bitrate zu rechnen ist.
• Verwendung einer frequenzverdoppelten Halbleiterlaserdiode: Seit kurzer Zeit sind
frequenzverdoppelte Laserdioden als kommerzielle Komplettl¨ osung f¨ ur den Wellen-
l¨ angenbereich um 450 nm erh¨ altlich. Sie zeichnen sich durch l¨ angere Lebensdauer
(mind. 10.000 Stunden, bei niedrigerer Leistung l¨ aßt sich die Dauer eventuell sogar
verdreifachen), einen kompakten Aufbau, hohe Leistung (im Vergleich zu HeCd-
Lasern) und einen relativ g¨ unstigen Preis aus. Ihr Nachteil ist allerdings die rela-
tiv lange Wellenl¨ ange; k¨ onnte man solch einen Laser bei niedrigeren Wellenl¨ angen
(350-440 nm) bekommen, w¨ are dies ideal. Wichtig ist in diesem Zusammenhang
auch, daß f¨ ur die Verwendung solch eines Lasers als Pumpe f¨ ur die parametrische
Fluoreszenz, die f¨ ur andere Anwendungen wichtige Leistungsstablilit¨ at nicht so
wichtig ist, s. a. Abschnitt 6.4.4.
• Verwendung einer ”blauen“ Halbleiterlaserdiode: Dies w¨ are vermutlich die beste
L¨ osung. Nachdem nun ”blaue“Laserdioden68 erh¨ altlich sind und die Lebenszeit (bei
Laserdioden der Firma Nichia) bereits ¨ uber 5.000 Stunden (unter Standardbedin-
gungen) im kontinuierlichen Betrieb betr¨ agt, scheinen gesch¨ atzte 10.000 Stunden
im Dauerbetrieb nicht unrealistisch. Es gibt jetzt sogar schon solche Laserdioden
mit 30 mW Ausgangsleistung, so daß sie einen HeCd-Laser ersetzen k¨ onnen, zumal
ihre niedrigere Wellenl¨ ange von λ = 405 nm noch zus¨ atzlich den Vorteil mit sich
bringt, daß die Quanteneﬃzienzen69 f¨ ur die Detektion der Photonen eines Paares
(bei 810 nm) fast doppelt so hoch sind wie die Werte bei der in den Laboraufbauten
verwendeten Wellenl¨ ange, s. S. 69, Abb. 4.6.
Leider sind diese Laserdioden zur Zeit noch unverh¨ altnism¨ aßig teuer im Vergleich
zu Laserdioden im (infra)roten Spektralbereich; aber aufgrund ihres bald anstehen-
den Einsatzes in optischen Laufwerken f¨ ur den Massenmarkt ist mittelfristig mit
einer ¨ ahnlichen Entwicklung wie bei den Laserdioden f¨ ur CD-Player zu rechnen,
d.h. große St¨ uckzahlen und damit einhergehender Preisverfall. Hinsichtlich Preis,
Betriebssicherheit, Gr¨ oße, Integrationsf¨ ahigkeit in Module, L¨ armentwicklung, Lei-
stungsverbrauch und Lebensdauer werden sie mit Sicherheit die beiden oben ge-
nannten Alternativen in den Schatten stellen. Die kleinen Abmessungen der Laser-
Betriebslaser an die minimale garantierte R¨ ohrenbetriebszeit herankommt. Ist die neue R¨ ohre in den
Reserve-Laser eingebaut, wird der Betriebslaser durch ihn ersetzt und zur Filiale geschickt.
68Mit ihrer Wellenl¨ ange von λ = 405 nm sind sie nat¨ urlich (im Gegensatz zum Sprachgebrauch) violett.
69Im Gegensatz zur Pumpleistung gehen die Quanteneﬃzienzen der Detektoren quadratisch in die
Koinzidenz- und damit schlußendlich in die Bitrate ein!
134diode sind nat¨ urlich auch interessant, wenn es darum geht, ein Zufallsgenerator-
Modul zu bauen.
• Direkte Verwendung einer ”roten“ Halbleiterlaserdiode: Eine weitere Alternative
best¨ unde darin, eine kosteng¨ unstige und leistungsstarke rote Halbleiter-Laserdiode
(bei 650 nm) als Pumpe zu verwenden und Photonenpaaren im nahen Infrarotbe-
reich bei 1300 nm zu generieren. Ein großer Vorteil hiervon best¨ unde in der guten
Verf¨ ugbarkeit von faseroptischen Standardkomponenten, wie sie f¨ ur die Telekom-
munikation verwendet werden. Allerdings stehen in diesem Wellenl¨ angenbereich
leider noch keine dedizierten Einzelquantendetektoren zur Verf¨ ugung, dementspre-
chend haben selbst die im Hinblick auf die Sensitivit¨ at bei schwachen Lichtfeldern
am besten geeigneten Ge- oder InGaAs-Avalanche-Dioden bei der Detektion ein-
zelner Photonen nur eine sehr niedrige Quanteneﬃzienz. Ein weiterer – insbeson-
dere f¨ ur den praktischen Betrieb schwerwiegender – Nachteil besteht darin, daß
diese Detektoren, um das elektronische Detektorrauschen zu reduzieren, entweder
sehr stark gek¨ uhlt (m¨ oglichst mit ﬂ¨ ussigem Stickstoﬀ) oder in einem speziellen
Triggermodus betrieben werden m¨ ussen, der dementsprechend auch eine gepulste
Pumpe70 voraussetzt.
Der Faktor Lebensdauer darf bei einem praxistauglichen Aufbau nicht auf die leichte
Schulter genommen werden, da die Installation einer neuen R¨ ohre bzw. einer neuen
Laserdiodenpumpeinheit meist beim Hersteller (oft in den USA) vorgenommen wird und
bis zu sechs Wochen dauern kann. Will man einen kontinuierlichen Betrieb sicherstellen,
muß man immer einen Ersatzlaser vorhalten.
Der Pumplaser sollte daher m¨ oglichst nicht in den Generatoraufbau integriert werden,
sondern getrennt vom Aufbau stehen, da die mittlere Lebensdauer von Laserr¨ ohren bzw.
Laserdioden einen Austausch alle ein bis zwei Jahre bei kontinuierlichem Betrieb bedingt.
Wird das Laserlicht des Pumplasers z.B. ¨ uber eine Lichtleitfaser71 in den restlichen Ge-
neratoraufbau geleitet, ließe sich ein schneller, justagearmer Austausch des Lasers ohne
l¨ angere Betriebsbeeintr¨ achtigung gew¨ ahrleisten, da auf diese Weise die Eigenschaften
des Pumplichtfeldes im Aufbau hinreichend gleich gehalten werden k¨ onnten. Außerdem
w¨ are solch ein Aufbau auch unempﬁndlicher gegen¨ uber mechanischen St¨ orungen. Damit
die volle Pumpleistung in der beim nichtlinearen Prozeß f¨ ur die Pumpe vorgesehenen Po-
larisationsrichtung vorliegt, muß allerdings entweder eine polarisationserhaltende Faser
verwendet oder ein zus¨ atzliches faseroptisches Polarisationsstellglied vorgesehen werden.
70Alternativ kann man auch den nichtentarteten Fall der parametrischen Fluoreszenz verwenden und
das Triggerphoton bei einer anderen Wellenl¨ ange als das Signalphoton generieren, die sich mit Si-
Einzelquantendetektoren noch hinreichend eﬀektiv detektieren l¨ aßt. Entsprechend verschiebt sich dann
die Wellenl¨ ange des Signalphotons zu noch l¨ angeren Wellenl¨ angen hin. Beispielsweise h¨ atte f¨ ur eine
Pumpe bei 600 nm und einem Signalphoton bei der Telekommunikationswellenl¨ ange von 1550 nm das
Triggerphoton eine Wellenl¨ ange von 979 nm. Die Wellenl¨ ange des Triggerphotons liegt in diesem Fall
bereits in einem Bereich, in dem ein Si-Einzelquantendetektor ”nur“ noch eine Quanteneﬃzienz von
20% hat. Dennoch wird man aufgrund der stark unterschiedlichen Quanteneﬃzienzen der beiden ein-
gesetzten Detektortypen, bei den angestrebten hohen Photonenpaarraten mit S¨ attigungseﬀekten beim
Triggerdetektor rechnen m¨ ussen.
71Da die Rayleigh-Streuung mit der vierten Potenz der Frequenz zunimmt, muß man allerdings bei
kurzwelligen Pumpwellenl¨ angen mit st¨ arkeren Verlusten in dieser Lichtleitfaser rechnen; die Faser sollte
daher m¨ oglichst kurz sein. Bei Verwendung eines UV-Lasers ist die Faser auch st¨ arkeren Strahlungsbe-
lastungen ausgesetzt, so daß sie vermutlich turnusm¨ aßig durch eine neue ersetzt werden m¨ ußte.
1356.4.4 Kompakte Einphotonenquellen
Wie im vorhergehenden Abschnitt schon erw¨ ahnt, w¨ are die Ideall¨ osung f¨ ur die Laserquel-
le ein frequenzverdoppelter Diodenlaser im Bereich von 350–440 nm. Einer der Haupt-
gr¨ unde, warum es zur Zeit der Durchf¨ uhrung der Experimente noch keinen g¨ unstigen,
halbwegs leistungsstarken (mind. 10 mW) frequenzverdoppelten Diodenlaser in diesem
Bereich gibt, liegt darin, daß die Hersteller mit massiven Schwierigkeiten k¨ ampfen, die
Intensit¨ atsﬂuktuationen des Lasers unter die Grenze von 10% zu bringen.
F¨ ur die Verwendung solch eines Lasers als Pumplaser bei der parametrischen Fluoreszenz
sind diese Intensit¨ atsﬂuktuationen hingegen nahezu72 irrelevant, denn sie w¨ urden sich
lediglich in einer schwankenden Photonenpaarrate bemerkbar machen.
Gel¨ ange es, den Pumpstrahl, der beim Durchlaufen des Kristalls nur unwesentlich ge-
schw¨ acht wird, zu ”recyclen“, k¨ ame man bereits mit relativ niedrigen Pumpleistungen
aus.
Eine kompakte Photonenpaarquelle best¨ unde also aus einer frequenzverdoppelten La-
serdiode, wobei das frequenzverdoppelte Licht gar nicht ausgekoppelt w¨ urde, sondern
im Resonator bliebe. Innerhalb dieses Resonators bef¨ ande sich der nichtlineare Kristall
zur Erzeugung der Photonenpaare; auf diese Weise k¨ onnte es gelingen, zu einer kom-
pakten, sehr preiswerten und leistungsstarken Photonenpaarquelle zu kommen. Es sei
hier allerdings nicht verschwiegen, daß noch eine ganze Reihe von Problemen zu l¨ osen
w¨ aren, bevor solch eine Photonenpaarquelle einsatzf¨ ahig w¨ are.
Eine etwas leistungsschw¨ achere, daf¨ ur aber leichter zu realisierende Variante einer kom-
pakten Einphotonenquelle ließe sich auf der Basis einer kommerziell erh¨ altlichen, entspie-
gelten blauen Laserdiode und eines breitbandentspiegelten optisch nichtlinearen Kristalls
entwickeln. In diesem Fall w¨ urde die Laserdiode mit einem externen Resonator betrie-
ben, der den optisch nichtlinearen Kristall f¨ ur die Erzeugung der Photonenpaare im
optischen Weg enth¨ alt. Da die Photonenpaarerzeugung den Pumpstrahl nur vernachl¨ as-
sigbar schw¨ acht, sollte es bei Minimierung sonstiger optischer Verluste m¨ oglich sein, den
Laser zum Anschwingen zu bringen, bei gleichzeitiger Photonenpaarerzeugung durch
den Kristall. Durch die Photonenpaarerzeugung im Laserresonator h¨ atte man auch eine
erheblich gr¨ oßere Pumpleistung f¨ ur den nichtlinearen Prozeß zur Verf¨ ugung als beim
herk¨ ommlichen Pumpen mit der ausgekoppelten Leistung.
Gegen¨ uber einer kompakten Quelle mit frequenzverdoppelter Laserdiode vermeidet man
bei dieser Variante auch das Problem, daß etwaiges Streulicht des Pumplasers, der in
jenem Fall dieselbe Wellenl¨ ange h¨ atte wie die Zentralwellenl¨ ange der Photonen eines
Paares, das Signal-Rausch-Verh¨ altnis verschlechtern k¨ onnte. Lediglich eine m¨ oglichst
absorbtionsarme r¨ aumliche Trennung von Photonenpaar-Lichtfeld und Pumplicht ist
auch hier notwendig.
Bei beiden Varianten w¨ are es im Hinblick auf einen m¨ oglichst einfachen Einsatz der
kompakten Quelle sehr w¨ unschenswert, die Photonen eines Paares gleich getrennt in
Glasfasern einzukoppeln.
72Bei einer zus¨ atzlichen Zufallsgenerierung aus den Abst¨ anden zwischen den Paaren, s. Abschnitt
6.3.1.2 , k¨ onnte sich dies – je nachdem wie man die Bits generiert – bemerkbar machen.
1366.4.5 Reduktion der Anzahl der ben¨ otigten Detektoren
Die f¨ ur den quantenoptischen Zufallsgenerator auf Basis der parametrischen Fluores-
zenz notwendigen Detektoren sind f¨ ur einen Einsatz des Generators in der Praxis leider
nahezu prohibitiv teuer.
Daher ist es es w¨ unschenswert, zu ¨ uberlegen, inwieweit sich bei der Detektion des ”Si-
gnalphotons“ ein Detektor einsparen l¨ aßt, indem man ”einfach“ beide Ausg¨ ange des
Strahlteilers bzw. Faserkopplers in unterscheidbarer Weise auf lediglich einen Detek-
tor lenkt. Die Entscheidung, ¨ uber welchen Ausgang das Photon auf den Detektor f¨ allt,
l¨ aßt sich nur durch eine zus¨ atzliche optische Verz¨ ogerung erreichen, die so groß gew¨ ahlt
werden muß, daß bei der Koinzidenzdetektion mit dem Triggerphoton zwischen dem
direkten und dem verz¨ ogerten Eintreﬀen des Signalphotons unterschieden werden kann.
Angesichts einer Zeitauﬂ¨ osung der Detektoren von 300 ps w¨ are bei Aufbauten mit der
bisher verwendeten Elektronik die minimale Gr¨ oße des Koinzidenzfensters (10 ns) die
ausschlaggebende Gr¨ oße f¨ ur die Dimensionierung. Legt man die verwendete Fenstergr¨ oße
zugrunde, so ist bereits ein optischer Verz¨ ogerungsweg von ca. 3 m bei einem freistrahl-
optischen und ca. 2 m bei einem faseroptischen Aufbau notwendig. W¨ ahrend dies bei
einem faseroptischen Aufbau unproblematisch ist – Glasfasern lassen sich gut aufrollen –
kompliziert ein 3 m langer optischer Verz¨ ogerungsweg einen freistrahloptischen Aufbau
betr¨ achtlich. Der f¨ ur den praktischen Einsatz notwendige, kompakte Aufbau ließe sich
dann nur durch eine Faltung der optischen Verz¨ ogerungsstrecke erreichen; die hierf¨ ur
notwendigen zus¨ atzlichen optischen Elemente w¨ urden aber wiederum die Absorptions-
und Reﬂexionsverluste erh¨ ohen.
Durch den Einsatz eines hochauﬂ¨ osenden Zeitpulsh¨ ohenkonverters und zwei73 nachfol-
genden Diskriminatoren ließe sich allerdings eine bessere zeitliche Auﬂ¨ osung, s. [16], bis
hinunter auf die minimal m¨ ogliche Auﬂ¨ osung der Detektoren erzielen. In diesem Fall
w¨ are zwar eine freistrahloptische Variante im Prinzip realisierbar, allerdings best¨ unde
bei ihr das Problem, wie man die verz¨ ogerte der beiden r¨ aumlichen Ausgangsmoden des
Lichtfeldes m¨ oglichst verlustfrei ebenfalls auf die Detektorﬂ¨ ache abbildet. Durch Einsatz
eines polarisierenden Strahlteilers und zus¨ atzlichen λ/2-Pl¨ attchen im Verz¨ ogerungsweg
w¨ are zwar solch eine Abbildung grunds¨ atzlich m¨ oglich, aber aufgrund der breiten Wel-
lenl¨ angenverteilung des Lichtfeldes nur mit recht großen Verlusten, was somit wiederum
zu einem stark vom idealen Wert abweichenden Teilungsverh¨ altnis f¨ uhren w¨ urde. Somit
l¨ aßt sich als Fazit festhalten, daß ein faseroptischer Aufbau auch hier wieder die bessere
Realisierungsvariante darstellt.
Bei der Gestaltung der faseroptischen Variante mit nur einem Detektor ist ein ¨ ahnli-
ches Vorgehen, wie es ´ A. Stefanov et al. [120] bei ihrem Zufallsgenerator verwenden,
empfehlenswert, d.h. die beiden unterschiedlich langen Ausgangsfasern werden beide
auf dieselbe Detektorﬂ¨ ache abgebildet. Allerdings sollten aufgrund des stark verlustbe-
hafteten Einkoppelns von Einphotonen-Anzahlzust¨ anden in Einmodenglasfasern besser
Mehrmodenglasfasern mit entsprechenden Faserkopplern verwendet werden. Die beiden
unterschiedlichen langen Ausgangsfasern des jeweiligen Faserkopplers m¨ ussen hierbei
entweder durch Schmelz- oder Kernanschliﬀ-Technik zu einem an den Detektor anzu-
schließenden Ausgang ”zusammengefaßt“ werden, wobei diese Stelle m¨ oglichst nah am
73Bei Mehrfachgeneratoren, die auch auf das Triggerphoton zu Zufallsgenerierung verwenden, w¨ urde
man dementsprechend drei oder vier Diskriminatoren einsetzen.
137Detektor liegen sollte, um die Koppelverluste gering zu halten. Dies setzt nat¨ urlich den
Zugriﬀ auf entsprechende Methoden der Faserbearbeitung voraus74.
6.4.6 Zusammenfassende Bewertung der Optimierungsvorschl¨ age
F¨ ur einen praktischen Betrieb des Generators sollten gleichartige, schnelle Detektoren,
die sich scharf schalten lassen, und m¨ oglichst kleine Koinzidenzfenster verwendet wer-
den. Etwaige Korrelationen zwischen aufeinanderfolgenden Bits aufgrund von Detektor-
Totzeiteﬀekten lassen sich durch die Einf¨ uhrung einer k¨ unstlichen Totzeit verhindern.
Ein wesentlicher Nachteil des quantenoptischen Zufallsgenerators auf Basis der para-
metrischen Fluoreszenz ist die verh¨ altnism¨ aßig hohe Pumpleistung, die f¨ ur hinreichend
große Bitraten notwendig ist. Dieses Problem ließe sich durch eine kompakte Photonen-
paarquelle wesentlich entsch¨ arfen; daher sollte f¨ ur den praktischen Einsatz solch eine
Quelle entwickelt werden, und zwar m¨ oglichst mit Faserausg¨ angen.
Eine Reduktion der ben¨ otigten Detektoren ohne wesentliche Verschlechterung der Detek-
tion, ist aufgrund der hohen Detektorkosten w¨ unschenswert. Sie setzt allerdings bei dem
praxisrelevanten faseroptischen Aufbau mit Mehrmodenfasern eine entsprechende Modi-
ﬁkation der Detektormodule voraus, die aufgrund der Verbindung zwischen Detektorchip
und Faser nur vom Hersteller durchgef¨ uhrt werden k¨ onnte. Lediglich wenn es gel¨ ange,
die Photonen eines Paares in der oben erw¨ ahnten kompakten Quelle hocheﬃzient in
zwei Einmodenfasern einzukoppeln, ließen sich die bisher verwendeten Detektormodule
verwenden75.
6.5 Resistenz der Zufallsgeneratoren gegen Beeinﬂus-
sungsversuche
Grunds¨ atzlich kann man zwischen zwei verschiedenen Angriﬀsarten auf den Zufallsge-
nerator unterscheiden:
• Destruktive Angriﬀe, die darauf abzielen, die Zufallsgenerierung komplett zum Er-
liegen zu bringen.
• Nichtdestruktive Angriﬀe, bei denen versucht wird, die Funktion des Generators
(m¨ oglichst unbemerkt) zu beeinﬂussen, so daß der Angreifer daraus einen Nutzen
ziehen kann oder dem legitimen Anwender des Generators ein Schaden daraus
entsteht.
74Anders als bei ´ A. Stefanov et al., die Einmodenfasern verwenden und daher die Ausgangslichtfelder
der beiden Fasern sehr gut auf die Detektorﬂ¨ ache abbilden k¨ onnen, liegt der Kerndurchmesser von
Mehrmodenfasern sehr viel n¨ aher an den Abmessungen der aktiven Detektorﬂ¨ ache (< 200 µm). Bei
Detektoren mit FC-Faseranschluß entspricht der Anschluß nat¨ urlich gerade einem Faserdurchmesser.
Daher ist diese Vorgehensweise beim Einsatz von Mehrmodenfasern technisch aufwendiger.
75 In diesem Fall w¨ urden im ganzen Aufbau Einmodenfasern verwendet und die Einkopplung zweier
Einmodenfasern in den Mehrmodenfaseranschluß des Detektors ließe sich durch einen speziell gefertigten
Stecker erreichen.
1386.5.1 Destruktive Angriﬀe
Gegen rohe Gewalt sind nat¨ urlich auch quantenoptische Zufallsgeneratoren nur zu sch¨ ut-
zen, indem man sie entsprechend ”panzert“. Auch f¨ ur andere (¨ außere) destruktive An-
griﬀe wie:
• die Stromversorgung des Lasers bzw. der LED, der Detektoren, der Signalverar-
beitungselektronik oder der Datenaufnahmeelektronik zu unterbinden,
• den optischen Weg zwischen Pumplaser bzw. LED und eigentlichem Zufallsgene-
rator zu blockieren (z.B. indem man eine Lichtleitfaser entfernt bzw. zerst¨ ort),
• die Datenleitung zwischen Zufallsgenerator und Computer zu entfernen bzw. zu
zerst¨ oren,
gilt, daß sie zu einem sofortigem Erliegen der Zufallsgenerierung f¨ uhren; mit internen
Manipulationen an der Optik oder Elektronik kann dies nat¨ urlich ebenfalls erreicht wer-
den. Solche Angriﬀe lassen sich nur mit angemessenen isolierenden Mitteln verhindern.
6.5.2 Nichtdestruktive Angriﬀe
Anders als bei den destruktiven Angriﬀen besteht bei nichtdestruktiven Angriﬀen die
Gefahr, daß sie unentdeckt bleiben und hierdurch die Sicherheit nachfolgender krypto-
graphischer Verfahren und Anwendungen gef¨ ahrdet wird. Daher ist es wichtig, solche
Angriﬀe zu erschweren, zu erkennen und ihre Auswirkungen m¨ oglichst gering zu halten
oder ganz zu neutralisieren.
Nichtdestruktive Manipulationsversuche z.B. durch Einstrahlen von Licht lassen sich
auf zwei verschiedene Arten leicht entdecken: durch die Kontrolle der Signaldetektor-
raten und durch eine ¨ Uberwachung des Verh¨ altnisses zwischen echten und zuf¨ alligen
Koinzidenzen.
W¨ ahrend die erste Variante sich auch f¨ ur die Manipulations¨ uberwachung von quanten-
optischen Zufallsgeneratoren mit gepulsten, statistischen Einphotonenquellen eignet, gilt
dies f¨ ur die zweite Variante nicht. Der Grund hierf¨ ur besteht darin, daß ein Angreifer
in diesem Fall ein ebenfalls gepulstes St¨ orsignal synchron zur Taktung des legitimen
Signals76 einstrahlen k¨ onnte.
Da bei einem einmal einjustierten Aufbau die Z¨ ahlraten bis auf leichte Schwankungen
(s. Abschnitt B.2) nicht zunehmen, ist eine ¨ Uberwachung der Signalraten, bzw. des Tei-
lungsverh¨ altnisses zwischen Nullen und Einsen, eine einfache und allgemein anwendbare
Methode, die sich ¨ uberdies leicht in Software implementieren l¨ aßt, s. Abschnitt 4.5.1.1.
Eine ¨ Uberwachung des Verh¨ altnisses zwischen echten und zuf¨ alligen Koinzidenzen
ist nur sinnvoll bei einem quantenoptischen Zufallsgenerator, der eine Einphotonen-
Anzahlzust¨ ande aussendende Quelle (z.B. auf Basis der parametrischen Fluoreszenz)
verwendet.
76Die Synchronisation auf die Taktung des Generators ist zwar nicht ganz so einfach, da hierf¨ ur zuerst
einmal das elektrische Ansteuersignal f¨ ur die Einphotonenquelle, z.B. ¨ uber seine elektromagnetischen
Abstrahlungen, abgeh¨ ort werden muß, aber wenn keine entsprechenden Gegenmaßnahmen getroﬀen
werden, ist dies durchaus machbar. Lediglich wenn die Taktung selbst zuf¨ allig geschehen w¨ urde, w¨ are
dies ausgeschlossen.
139In diesem Fall wird nicht die Statistik der erhaltenen Zufallszahlen untersucht, sondern
es werden die zus¨ atzlichen Informationen genutzt, die man aus der Koninzidenzdetekti-
on gewinnt. Der Vorteil dieser Methode liegt darin, daß man nicht tats¨ achlich zuf¨ allig
erzeugte Muster versehentlich als Fehlfunktionen des Generators interpretiert; eine Ge-
fahr, die z.B. bei der Anwendung des Selbsttests nach FIPS-140-1-Standard durchaus
besteht. Ein Nachteil des Verfahrens besteht allerdings darin, daß man zus¨ atzliche Hard-
ware vorsehen muß.
Die Idee, die hinter der laufenden Kontrolle des Generators steht, ist relativ einfach:
Wenn der Generator ordnungsgem¨ aß funktioniert, dann wird die Rate der echten Koin-
zidenzen zwischen dem Triggerdetektor und den jeweiligen Signaldetektoren wesentlich
h¨ oher sein, als die der zuf¨ alligen Koinzidenzen. Typischerweise liegt die Rate der echten
Koinzidenzen um einen Faktor 20 bis 30 ¨ uber der Rate der zuf¨ alligen. Weicht das Ver-
h¨ altnis von echten zu zuf¨ alligen Koinzidenzen st¨ arker von diesem Wert ab, dann liegt
entweder ein Defekt im Generator oder ein Angriﬀ auf den Generator vor77.
Bei quantenoptischen Zufallsgeneratoren, welche die parametrische Fluoreszenz ausnut-
zen, f¨ uhren insbesondere Manipulationen am Kristall oder der Optik sofort zu einem
drastischen Einbruch der Rate der echten Koinzidenzen78.
6.5.2.1 Angriﬀe von außen
Gegen Angriﬀe von außen ist ein quantenoptischer Zufallsgenerator, welcher die para-
metrische Fluoreszenz verwendet, besser gesch¨ utzt als ein Zufallsgenerator auf Basis
abgeschw¨ achter Pulse. Alle Angriﬀe von außen, die eine Ver¨ anderung in der Statistik
der Zufallsbits erreichen wollen, m¨ ussen genau zwei Detektoren beeinﬂussen, n¨ amlich
jeweils den Triggerdetektor und genau einen der Signaldetektoren. Angenommen, ein
Angreifer strahlte extrem helle Lichtblitze ¨ uber den eigentlich f¨ ur den Pumplaser vor-
gesehenen Anschluß ein, dann w¨ urden mit hoher Wahrscheinlichkeit alle Detektoren
gleichzeitig ansprechen. Werden aber beide Signaldetektoren gleichzeitig beeinﬂußt, so
hat dies entweder gar keine Folgen (n¨ amlich dann wenn der Triggerdetektor nicht eben-
falls gleichzeitig anspricht) oder es f¨ uhrt zu einem ”Fehler“, d.h. einem Ereignis bei dem
beide Koinzidenzeinheiten ein Signal liefern. Diese Fehler werden allerdings von der Da-
tenaufnahmelogik nicht79 mit abgespeichert; somit h¨ atte der Angreifer in beiden F¨ allen
sein Ziel nicht erreicht.
Dies gilt nicht nur f¨ ur intensive Lichtblitze, sondern f¨ ur alle Angriﬀe, bei denen der
Angreifer quasi den ganzen Generator am St¨ uck, bzw. große Teile des Generators, auf
einmal zu beeinﬂussen sucht. F¨ ur den Aufbau des Zufallsgenerators folgt daraus, daß
die beiden Signaldetektoren m¨ oglichst nahe beieinanderstehen sollten, damit jeder Be-
einﬂussungsversuch von außen immer beide betriﬀt. Die l¨ aßt sich insbesondere beim
faseroptischen Aufbau auch sehr gut erreichen.
77Ab welcher Abweichung man Alarm schl¨ agt, ist nat¨ urlich Ermessenssache.
78St¨ arkere Manipulationen w¨ urden sich allerdings ohnehin in der Datenrate bemerkbar machen; so
f¨ uhrt das Verdrehen des Kristalls um nur 0,5
◦ bereits zu einem totalen Zusammenbruch der Bitrate.
Bei einem Aufbau mit Freistrahloptik gilt dies quasi f¨ ur jede Fehlstellung einer optischen Komponente,
dies ist auch einer der Hauptgr¨ unde, warum sich ein m¨ oglichst kompakter Aufbau oder – besser noch –
faseroptischer Aufbau empﬁehlt.
79Dies gilt nur f¨ ur die Verwendung einer XOR-Verkn¨ upfung f¨ ur das Daten¨ ubernahmesignal, bei der
sp¨ ater verwendeten Oder-Verkn¨ upfung gilt es nicht.
140Gelingt es einem Angreifer, mit welchen Mitteln auch immer, selektiv immer nur einen
der Signaldetektoren und gleichzeitig80 auch den Triggerdetektor zu beeinﬂussen, so kann
er auf diese Weise selektiv Bits einschleusen. Allerdings darf er es nicht ¨ ubertreiben,
da sich dies in einer h¨ oheren Bitrate zeigen w¨ urde und durch ein Ansteigen der echten
gegen¨ uber den zuf¨ alligen Koinzidenzen zu bemerken w¨ are. Wenn er allerdings nur m¨ aßig
viele Bits unbemerkt einschleust, kann er damit eigentlich nichts anfangen, da er nicht
wissen kann, wieviele echte Zufallsbits zwischen den von ihm eingeschleusten liegen.
6.5.2.2 Angriﬀe durch Ver¨ anderung des inneren Aufbaus
Nat¨ urlich hilft alle Koinzidenztechnik nichts, wenn ein Angriﬀ auf das Innenleben des
Generators derart durchgef¨ uhrt wird, daß der optische Teil des Generators samt Detek-
toren von der Elektronik getrennt und anstelle der Detektoren ein fremder Pseudozu-
fallszahlengenerator an die Eing¨ ange der Datenaufnahmeelektronik angeschlossen wird.
Ebenfalls sehr anf¨ allig in dieser Hinsicht sind die elektronischen Komponenten der Si-
gnalverarbeitungselektronik, was sich bereits bei den diversen Problemen mit dem FIFO
zeigte, s. Abschnitt 5.1.2.5.
Gegen solche und ¨ ahnlich geartete Attacken, die direkte Eingriﬀe in den inneren Aufbau
des Generators darstellen, helfen nur mechanische Abwehrmaßnahmen81.
6.5.3 Maßnahmen zur Schadensbegrenzung bei Angriﬀen
Will man die Auswirkungen von Defekten bzw. Angriﬀen auf nachfolgende Anwendungen
minimieren, so empﬁehlt es sich, noch zwei nachfolgende Bearbeitungsstufen vorzusehen:
1. Eine Regularisierungsroutine, die einerseits daf¨ ur sorgt, daß einseitige Beeinﬂus-
sungen, die sich auf das Teilungsverh¨ altnis auswirken, weitgehend neutralisiert
werden und andererseits bei massiven Defekten des Generators82 keine Daten mehr
ausgibt, was dem Prinzip entspricht: ”Besser gar keine Zufallsdaten als schlechte“.
2. Eine bitweise XOR-Verkn¨ upfung83 der regularisierten Zufallsdaten mit dem Da-
tenstrom eines kryptographisch starken Pseudozufallszahlengenerators oder einer
Stromchiﬀre. Hierbei wird mit Hilfe einer logischen Exklusiv-Oder-Operation aus je
einem Bit des Rohdatenstromes und des Chiﬀrenstroms der Stromchiﬀre ein neu-
es Ausgabe-Bit erzeugt. Auf diese Weise kann ein Angreifer selbst bei extremer
Manipulation des Generators nicht mehr wissen, wie sich seine Beeinﬂussungen
auf nachfolgende Anwendungen auswirken, da er hierf¨ ur nicht nur den Ausga-
bestroms des physikalischen Zufallsgenerators (nach der Regularisierung) kennen
m¨ ußte, sondern auch den Chiﬀrenstrom.
80In Bezug auf das verwendete Koinzidenzfenster von 10 ns.
81Außerdem sollte der Generator aus Sicherheitsgr¨ unden nur von autorisiertem Personal ge¨ oﬀnet und
gewartet werden.
82Dies w¨ are z. B. bei Ausfall eines der Signaldetektoren der Fall.
83Gegen¨ uber einer einfachen blockweisen Verschl¨ usselung der Zufallsdaten besitzt dies den Vorteil,
daß auch bei extremen Defekten, die zu einer Wiederholung im ”Zufalls“-Datenstrom f¨ uhren, trotzdem
keine Wiederholungen im Ausgabedatenstrom auftreten. Allerdings kann man dies durch Verwendung
entsprechender Chiﬀriermodi auch mit einer Blockchiﬀre erreichen, s. Abschnitt G.2.3.
141Die Regularisierung kann zwar im Zufallsgenerator durchgef¨ uhrt werden, muß es aber
nicht, zumal die gr¨ oßere Rechenleistung in einem externen Rechner auch eﬃzientere Re-
gularisierungsverfahren erlaubt, s. Anhang, Abschnitt G. Die XOR-Verkn¨ upfung sollte
aus Sicherheitsgr¨ unden sogar immer nach der ¨ Ubertragung der Zufallsdaten zu einem
Rechner erfolgen, da hiermit auch gleichzeitig ein etwaiges Abh¨ oren des Zufallsdaten-
stroms unwirksam84 gemacht werden kann. Da eine bitweise XOR-Verkn¨ upfung von
Zufallsdaten mit einer Stromchiﬀre85 auch zur Regularisierung der Zufallsdaten dienen
kann, s. Abschnitt G.2.2, ließe sich zur Vereinfachung im Prinzip auch auf die voran-
gehende Regularisierung verzichten, allerdings sind dann sowohl die Regularisierung als
auch die Verschl¨ usselung des Zufallsstroms von der Sicherheit der Stromchiﬀre bzw. ihres
Schl¨ ussels abh¨ angig.
6.5.4 Signatur eines Zufallsgenerators
Bei den empirischen Tests von Zufallszahlen wird meist ein Black-Box-Standpunkt einge-
nommen, d.h. man betrachtet lediglich die Bits, wie sie von einer Black-Box ausgegeben
werden, so daß es unerheblich ist, ob sie tats¨ achlich in Echtzeit von einem Zufallspro-
zeß erzeugt werden oder nur als eine Aufzeichnung der Ausgabe eines Zufallsprozesses
”abgespielt“ werden.
Unterscheiden kann man diese beiden F¨ alle nur dadurch, daß man den Zufallsprozeß
beeinﬂußt und damit die ausgegebene Bitsequenz ver¨ andert, was beim reinen Abspie-
len von bereits vorher generierten Daten nichts ¨ andern w¨ urde. Jede St¨ orung, die eine
merkliche Auswirkung auf die Ausgabe der Black-Box hat, somit also ein Merkmal, eine
Struktur erzeugt, st¨ ort (zumindest lokal) wiederum die Zuf¨ alligkeit des Bitstroms. Bei
der Unterscheidung zwischen echtem Zufall von Pseudozufall oder ”gespeichertem“ oder
”wiederholtem“ Zufall steht man also vor dem Paradox, daß man die Zuf¨ alligkeit st¨ oren
muß, um sie zu erkennen. Dieser Gedanke ist es, der in direkter Linie zur Signatur eines
Zufallsgenerators – dem bewußt bei der Konzeption gew¨ ahlten Abweichen vom ”reinen
Zufall“ – f¨ uhrt.
Im Abschnitt 6.5.2 wurde bereits betont, daß Angriﬀe durch Ver¨ anderung des inneren
Aufbaus des Zufallsgenerators am bedrohlichsten sind und unbedingt verhindert wer-
den m¨ ussen. Wie man das Erkennen von Defekten oder Manipulationen am inneren
Aufbau eines Zufallsgenerators erm¨ oglicht, ist eng mit der Frage verbunden, ob man Zu-
fallsgeneratoren anhand einer Signatur, d.h. anhand charakteristischer Eigenschaften,
identiﬁzieren kann, um so beim Fehlen dieser Signatur auf ein Problem schließen zu
k¨ onnen.
Folgende Arten m¨ oglicher Signaturen lassen sich unterscheiden:
• Genuine Signaturen im Zufallsprozeß: Hierbei handelt es sich um Abweichungen
vom idealen Zufall, die vom physikalischen Zufallsprozeß selbst herr¨ uhren.
84Dies gilt nat¨ urlich nur, wenn ein Angreifer den Schl¨ ussel der Stromchiﬀre bzw. des kryptographischen
starken Pseudozufallsgenerators nicht kennt.
85bzw. der Ausgabesequenz eines kryptographisch starken Pseudozufallszahlengenerators.
142• K¨ unstlich eingef¨ uhrte Signaturen: Hier lassen sich nochmals zwei verschiedene Ar-
ten unterscheiden:
– Signaturen, die durch reale, nicht ideal arbeitende Bauteile verursacht werden.
Hierzu z¨ ahlen z.B. statistische Defekte, die durch Totzeiten von Detektoren
oder Abweichungen vom 50:50-Teilungsverh¨ altnis des Strahlteilers verursacht
werden.
– Zus¨ atzlich aufgepr¨ agte Signaturen: So l¨ aßt sich z.B. durch Modulation des
Pumplasers bzw. der Leuchtdiode die Bitrate beeinﬂussen, oder durch Ver-
wendung einer Kombination aus verstellbarem Polarisationsdreher (λ/2-
Platte) und polarisierendem Strahlteiler die Teilungsrate des Strahlteilers
¨ andern.
Die oben genannten Signaturen lassen sich noch unterscheiden in ver¨ anderliche und un-
ver¨ anderliche Signaturen, wobei nat¨ urlich bei beiden immer statistische Schwankungen
ber¨ ucksichtigt werden m¨ ussen. Ver¨ anderliche Signaturen sollen es hierbei dem Angreifer
noch schwerer machen, ¨ uberhaupt zu erkennen, daß eine Signatur vorhanden ist.
6.5.4.1 Bitraten- und Teilungsverh¨ altnis-Signaturen
Die einfachste M¨ oglichkeit, eine unver¨ anderliche Signatur zu realisieren, besteht darin,
einen Strahlteiler zu verwenden, der kein 50:50-Teilungsverh¨ altnis aufweist, sondern ein
signiﬁkant davon abweichendes Teilungsverh¨ altnis, z.B. 60:40. Da die relativen H¨ auﬁg-
keiten von Nullen und Einsen in großen Stichproben statistisch nur sehr wenig, und
durch Driftph¨ anomene nur geringf¨ ugig und langsam (s. Abschnitt B.2) schwanken, l¨ aßt
sich diese Signatur leicht erkennen.
Dies gilt allerdings auch f¨ ur den Angreifer, und kennt er sie, so kann er sie leicht nach-
bilden, indem er z.B. die Bitfolge eines Pseudozufallsgenerators entsprechend anpaßt.
Generell empﬁehlt es sich daher, entweder eine schwer erkennbare unver¨ anderliche oder
eine ver¨ anderliche Signatur zu verwenden.
Eine naheliegende Abwandlung des obigen Verfahrens besteht darin, die Teilungsrate
des Strahlteilers ver¨ anderbar zu machen, indem man einen polarisierenden Strahlteiler
verwendet und mit Hilfe einer rotierbaren λ/2-Platte den linearen Polarisationszustand
des Signalphotons so dreht, daß sich das gew¨ unschte Teilungsverh¨ altnis einstellt. Dies
erm¨ oglicht es, die Teilungsrate ¨ uber einen weiten Bereich einzustellen. Indem man den
Drehwinkel der λ/2-Platte rechnergesteuert ver¨ andert, kann man durch Kontrolle des
Verh¨ altnisses von Nullen und Einsen anschließend testen, ob die generierten Bits tat-
s¨ achlich vom Generator erzeugt wurden.
Wenn der Angreifer allerdings weiß, wie die λ/2-Platte eingebaut ist und wie sie ange-
steuert wird, kann er selbstverst¨ andlich den Bitstrom seines deterministischen Zufalls-
generators entsprechend dem zu erwartenden Teilungsverh¨ altnis anpassen86.
Eine weitere M¨ oglichkeit, eine ver¨ anderliche Signatur zu erzeugen, besteht im Modu-
lieren des Pumplasers: Dreht man die Polarisationsrichtung87 des Pumplaserlichtes um
86Nat¨ urlich reicht auch ein Angriﬀ auf die Ausgangsleitungen der Koinzidenzeinheiten, da sich an
ihnen direkt die Nullen und Einsen abgreifen lassen und sich somit das Teilungsverh¨ altnis hinreichend
genau rekonstruieren l¨ aßt.
87Das l¨ aßt sich z.B. mit elektrooptischen Modulatoren erreichen.
14390◦, so werden die Photonen eines Paares im nichtkollinearen Fall in andere Richtungen
abgelenkt und treﬀen nicht mehr auf die Detektoren88, so daß die Bitrate sofort auf Null
zur¨ uckgeht. Diese Methode hat den Vorteil, daß sie nur die Rate und nicht die Statistik
der Zufallsbits ver¨ andert. Sie ist allerdings nur anwendbar, wenn sichergestellt werden
kann, daß der Pumplaser auch wirklich moduliert wird, die Modulation nicht regelm¨ aßig
ist, ein Angreifer nicht einfach die Detektorsignale zur Detektion der Modulation ver-
wenden kann und ¨ uberdies die Bits direkt eingelesen werden. Da dies doch eine ganze
Reihe von Voraussetzungen sind, ist die Methode f¨ ur das Feststellen von Angriﬀen auf
den inneren Aufbau des Generators weniger geeignet; allerdings kann sie dazu benutzt
werden, die Resistenz des Generators gegen ¨ außere Angriﬀe noch weiter zu erh¨ ohen.
6.5.4.2 Korrelationssignaturen
Die im vorhergehenden Abschnitt vorgestellten Signaturverfahren lassen sich leicht von
einem Angreifer erkennen und somit auch einfach außer Kraft setzen. Korrelationssigna-
turen hingegen sind nicht auf Anhieb, sondern erst durch das Testen gr¨ oßerer Datenmen-
gen hinreichend sicher zu erkennen. So lassen sich z.B. die in Abschnitt B.9.3 dargeleg-
ten Abweichungen der empirischen Verteilung des ersten Korrelationskoeﬃzienten von
seiner theoretischen Verteilung sogar hierf¨ ur zu Nutze machen. Die Gr¨ oße der Abwei-
chung wird bei ihnen maßgeblich durch den minimalen zeitlichen Abstand zwischen zwei
aufeinanderfolgenden Bits bestimmt. Die Datenaufnahme-Elektronik l¨ aßt sich mit Hilfe
von Verz¨ ogerungsroutinen innerhalb des PIC-Programmes auf einen bestimmten Min-
destabstand, den die Bits haben m¨ ussen, einstellen; bei Bits, die in k¨ urzeren Abst¨ anden
aufeinander folgen, wird das zweite dann einfach nicht registriert. Auf diese Weise las-
sen sich die oben genannten Abweichungen gezielt beeinﬂussen, und daher als Signatur
verwenden. Allerdings sind die oben erw¨ ahnten, elektronisch bedingten Abweichungen
bei einem Generator f¨ ur den produktiven Einsatz sicherlich nicht w¨ unschenswert.
Korrelationssignaturen lassen sich bei quantenoptischen Zufallsgeneratoren aber auch
auf fundamentalere Weise erzeugen. Insbesondere Mehrfachgeneratoren sind hierf¨ ur
gut geeignet, wenn auch das Triggerphoton zur Zufallsgenerierung verwendet wird, s.
Abschnitt 6.3.1.1, da Signal- und Triggerphoton bereits aufgrund der Phasenanpass-
Bedingung korreliert sind, s. Abschnitt 3.1.2.1. Sorgt man nun daf¨ ur, daß die Zufall
generierenden Elemente auf diese Korrelation reagieren, z.B. indem ihr Teilungsverh¨ al-
tis wellenl¨ angenabh¨ angig ist, werden auch die Werte der beiden Zufallsbits, die bei jedem
Ereignis generiert werden, entsprechend korreliert sein. Da die Anordnung der Bits der
beiden Zufallsstr¨ ome bei ihrer Zusammenf¨ ugung zu einem Ausgangsdatenstrom prinzi-
piell frei gew¨ ahlt werden kann, lassen sich auf vielf¨ altigste Weise Korrelationssignaturen
in den Ausgangsbitstrom einf¨ ugen. Gerade diese frei w¨ ahlbare Anordnung, die im PIC
vorgenommen werden kann, ist besonders gut geeignet f¨ ur das Einf¨ ugen von ver¨ anderli-
chen oder auch interaktiven Signaturen in einen Zufallsstrom.
88Ein ¨ ahnlicher Eﬀekt ließe sich auch durch Verdrehen des Kristalls erreichen, dies ginge allerdings
nicht ann¨ ahernd so schnell und ist auch nicht ganz unproblematisch hinsichtlich der R¨ uckf¨ uhrgenauigkeit.
1446.5.4.3 Mehrfach-Signaturen
Die Sicherheit von Signatur-Verfahren l¨ aßt sich im Prinzip durch Kombination mehrerer
verschiedenartiger Signaturen erh¨ ohen. Insbesondere bei der Verwendung eines mehrere
Zufallsstr¨ ome produzierenden Generators bietet sich diese Vorgehensweise an. F¨ ur einen
Angreifer ist es in diesem Fall schwierig, die verschiedenen Signaturen alle auf einmal zu
detektieren und zu imitieren.
6.5.4.4 Detektion, Stabilit¨ at und Entfernung von Signaturen
Die einfachen Signaturen, wie z.B. bei ver¨ andertem Teilungsverh¨ altnis oder bei Pum-
plichtmodulation, lassen sich mit wenig Aufwand detektieren. Kompliziertere Signatu-
ren, wie z.B. bei den Korrelations-Signaturen, bed¨ urfen aufwendigerer Tests. Sind gr¨ o-
ßere Datenmengen zum Testen notwendig, kann es sinnvoll sein, die Zufallsdaten erst zu
testen, bevor man sie weiter verwendet, da man sonst bei einem Angriﬀ Gefahr l¨ auft,
die mit ihnen durchgef¨ uhrten Berechnungen als kompromittiert verwerfen zu m¨ ussen.
Die Stabilit¨ at der Signaturen ist bei unver¨ anderlichen Signaturen leicht dadurch zu erh¨ o-
hen, daß man gr¨ oßere Stichproben bei den Tests verwendet. Als Beispiel sind in Abb. 6.7
die empirischen Verteilungen89 des ersten Autokorrelationskoeﬃzienten in Abh¨ angigkeit
von der Anzahl der Tests90 erster Stufe dargestellt.



























empir. Vert. aus 16 Tests
empir. Vert. aus 24 Tests
empir. Vert. aus 32 Tests
empir. Vert. aus 48 Tests
empir. Vert. aus 64 Tests
empir. Vert. aus 128 Tests
Abbildung 6.7: Empirische Verteilungsfunktionen des ersten Autokorrelationskoeﬃzienten bei
unterschiedlicher Anzahl der Tests erster Stufe, Testdaten des Laufes LN4
Bei ver¨ anderlichen Signaturen ist dies nat¨ urlich nicht so leicht m¨ oglich, sondern man
muß im Zweifelsfall mehrere Tests kombinieren. Generell gilt f¨ ur beide Typen von Si-
89Die ¨ ublichen Treppenkurven f¨ ur die empirischen Verteilungen wurden ausnahmsweise durch direkte
Verbindungen ersetzt, da sonst der Graph zu un¨ ubersichtlich geworden w¨ are.
90Die Stichprobenl¨ ange bei diesen Tests war 16 kB, getestet wurde der Anfang des antikorrelations-
behafteten Laufes LN4.
145gnaturen, daß man bei st¨ arkeren Abweichen vom Idealfall stabilere Signaturen hat und
auch st¨ arkere Drifteﬀekte keine Probleme bereiten91.
Bevor man die Zufallsbits verwendet, sollte man die Signaturen aus dem Bitstrom ent-
fernen; zu diesem Zweck bieten sich wieder Regularisierungsverfahren an. Je nach ver-
wendeter Signatur bedarf es auch des jeweils angemessenen Regularisierungsverfahrens.
W¨ ahrend bei einfachen Ver¨ anderungen der relativen H¨ auﬁgkeiten von Nullen und Ein-
sen Regularisierungsverfahren f¨ ur unabh¨ angige Bits angewendet werden k¨ onnen, m¨ ussen
bei Korrelationssignaturen Verfahren f¨ ur statistisch abh¨ angige Bits verwendet werden.
Hierf¨ ur geeignete Regularisierungsmethoden sind im Anhang G ausf¨ uhrlich beschrieben.
6.5.5 Zusammenfassende Bewertung zur Resistenz und zu Signaturen
Die besonders kritischen, nichtdestruktiven Beeinﬂussungsversuche lassen sich durch
¨ Uberwachung der verschiedenen Kenngr¨ oßen des Generators erkennen. Ihre Auswirkun-
gen auf die Anwendungen k¨ onnen durch ein nachfolgendes Regularisierungsverfahren
und eine Chiﬀrierung des Zufallsstroms mit einer Stromchiﬀre ausgeschlossen werden.
Als ein weitergehendes Mittel, um nachtr¨ agliche Manipulationen an einem physikali-
schen Zufallgenerator zu erkennen, bieten sich Signaturen an. Da sich Signaturen auf
einem herk¨ ommlichen PC durch statistische Tests erkennen und mit Hilfe entsprechen-
der Regularisierungsverfahren entfernen lassen, sollten sie im praktischen Einsatz eines
Zufallsgenerators als zus¨ atzliche Absicherung gegen Manipulationen eingesetzt werden.
Ihr Einf¨ ugen kann durch das ¨ Andern physikalischer Parameter oder programmtechnisch
in der Datenaufnahme-Elektronik des Zufallsgenerators geschehen; gerade im Falle von
Zufallsgeneratoren mit mehreren Zufallsstr¨ omen empﬁehlt sich die zweite Vorgehenswei-
se, zumal sie auch interaktiv ver¨ anderbare Signaturen erlaubt.
91Allerdings reduziert dies nat¨ urlich auch die eﬀektiv nutzbare Bitrate, da beim Entfernen der Signatur
mit Hilfe von angepaßten Regularisierungsverfahren auch mehr Bits verworfen werden m¨ ussen.
146Kapitel 7
Zusammenfassung
In der vorliegenden Arbeit wird untersucht, inwieweit sich quantenoptische Zufallsgene-
ratoren, bei denen die ” Welcher-Weg-Entscheidung“ einzelner Photonen am Strahlteiler
bzw. Faserkoppler zur Zufallsgenerierung verwendet wird, zur Erzeugung von Zufallsbit-
str¨ omen eignen.
Es werden hierbei im wesentlichen vier verschiedene Varianten aufgebaut, die sich durch
die eingesetzte Lichtquelle und die Realisierung des optischen Aufbaus unterscheiden,
um zu erkennen, welche Detailprobleme sich beim Aufbau solcher Generatoren zeigen.
Als Lichtquellen werden eine Einphotonenquelle auf Basis der parametrischen Fluores-
zenz und eine Quelle, die stark abgeschw¨ achte, gepulste Poisson-Lichtfelder abstrahlt,
eingesetzt. Bei der optischen Realisierung wird jeweils einmal Freistrahl- und einmal
Faseroptik f¨ ur das Zufall generierende Element verwendet.
Die Rohdaten-Bitstr¨ ome der verschiedenen Varianten werden mit Hilfe von statistischen
Verfahren untersucht, die f¨ ur Tests von physikalischen Zufallsgeneratoren geeignet sind.
In der Diskussion werden die verschiedenen Testverfahren hinsichtlich ihrer Eignung zum
Aufdecken tieferliegender Defekte bewertet.
Thermische Einﬂ¨ usse auf die Rohdaten-Str¨ ome werden dargelegt, Methoden zur Verrin-
gerung der Einﬂ¨ usse angegeben und gezeigt, wie mit Hilfe von mathematischen Regula-
risierungsverfahren ideale Bitstr¨ ome aus den Rohdaten erzeugt werden k¨ onnen.
Anhand von (mehrstuﬁgen) Autokorrelationskoeﬃziententests werden die Auswirkun-
gen von Problemen mit verschiedenen Datenaufnahme-Elektroniken auf die Rohdaten-
Str¨ ome analysiert. Die Ursachen der Probleme werden diskutiert, m¨ ogliche L¨ osungen,
wie sich die Probleme stark verringern bzw. vermeiden lassen, werden vorgeschlagen und
experimentell untersucht.
Die Einﬂ¨ usse der Eigenschaften der verwendeten Photonenquellen im Zusammenspiel
mit den verwendeten optischen Komponenten und Detektoren werden analysiert und
ihre Auswirkungen auf die Zufallsgenerierung diskutiert.
Zur Erh¨ ohung der Ausgangbitrate quantenoptischer Zufallsgeneratoren werden verschie-
dene Ausf¨ uhrungen von Mehrfachzufallsgeneratoren vorgeschlagen, insbesondere f¨ ur den
quantenoptischen Zufallsgenerator auf Basis der parametrischen Fluoreszenz. Als weite-
re, interessante Variante eines quantenoptischen Zufallsgenerators wird das theoretische
Konzept f¨ ur den ”HOM-Generator“ pr¨ asentiert, bei dem beide Photonen eines Photo-
nenpaares bei einer gemeinsamen ” Welcher-Weg-Entscheidung“ zur Zufallsgenerierung
147verwendet werden. Die vorgeschlagenen Varianten quantenoptischer Zufallsgeneratoren
werden hinsichtlich ihrer Eignung f¨ ur einen praktischen Einsatz diskutiert und bewertet.
F¨ ur den Dauereinsatz quantenoptischer Zufallsgeneratoren als Komponente in Sicher-
heitsinfrastrukturen, wie z.B. Trustcentern, werden Optimierungen, M¨ oglichkeiten der
Kostenreduzierung und weitere Aufbauvarianten vorgeschlagen. Die Optimierungen wer-
den hinsichtlich ihrer Praxistauglichkeit diskutiert und gewertet.
M¨ ogliche Angriﬀe auf quantenoptische Zufallsgeneratoren werden diskutiert und zur Er-
kennung von Manipulationen an physikalischen Zufallsgeneratoren werden verschiedene
M¨ oglichkeiten vorgestellt, um k¨ unstliche Signaturen einzuf¨ ugen, sie vor Verwendung der
Zufallsdaten zu veriﬁzieren und aus dem Zufallsstrom zu entfernen.
148Anhang A
L¨ aufe der quantenoptischen
Zufallsgeneratoren
In der folgenden Auﬂistung der L¨ aufe sind bis auf die allerersten, kurzen Testl¨ aufe alle sp¨ ate-
ren L¨ aufe enthalten; zur Vereinfachung der weiteren Verweise im Text werden die L¨ aufe mit
einem K¨ urzel versehen. L¨ aufe mit einer Einphotonenquelle auf Basis der parametrischen Fluo-
reszenz werden durch ein K¨ urzel, das mit K oder L anf¨ angt, gekennzeichnet, je nachdem, ob der
Kaliumniobat- oder der Lithiumjodat-Kristall verwendet wird. Die L¨ aufe mit der Photonenquelle
auf Basis abgeschw¨ achter Lichtpulse besitzen K¨ urzel, die mit P beginnen. Neben Startzeitpunkt
und Zeitdauer des Laufes sind auch noch der Datenaufnahmetyp (von-Neumann-regularisierte
oder Rohdaten, abgek¨ urzt durch VNR bzw. BIN), die mittlere Bitrate pro Sekunde und eine
kurze Beschreibung der Speziﬁka des Laufes in der Tabelle aufgef¨ uhrt. Die mittlere Bitrate be-
zieht sich immer auf den gesamten Lauf, typischerweise ist die Bitrate zu Anfang eines Laufes
gr¨ oßer als gegen Ende, s. Abschnitt 5.1.2.3.
Die durchaus großen Unterschiede in der Bitrate r¨ uhren von den unterschiedlichen Rahmenbe-
dingungen bei den verschiedenen L¨ aufen her. Bei L¨ aufen mit abgeschw¨ achter Pumpleistung bzw.
zus¨ atzlichen Verz¨ ogerungen bei der Datenaufnahme ist dies nat¨ urlich intuitiv klar, desgleichen
bei den L¨ aufen mit Von-Neumann-Regularisierung1 bei der Datenaufnahme, die eine ungef¨ ahr
um den Faktor vier verringerte Bitrate aufweisen.
Bei L¨ aufen, welche die einfache Datenaufnahme-Elektronik verwenden, sorgt diese f¨ ur eine Be-
schr¨ ankung der maximalen Bitgenerationsrate, s. Abschnitt 5.1.2.2. Die relativ hohen Bitraten
bei den L¨ aufen mit den faseroptischen Aufbauten und der Einphotonenquelle auf Basis der
parametrischen Fluoreszenz erkl¨ aren sich aus der h¨ oheren eﬀektiven Detektionseﬃzienz der De-
tektoren aufgrund der besseren Einkopplung der Lichtfelder, s. 4.4.1.2.
K1 Start: 10.01.1997, 14:27, Dauer: 24 h 39 m 32 s, Datenvol.:13 MB, VNR, Bitrate: 1133 ± 7
Speziﬁka: Einphotonenquelle mit KNbO3, Aufbau in Freistrahloptik mit λ/2-Pl¨ attchen,
nachfolgendem polarisierenden Strahlteiler und alter Datenaufnahme-Elektronik
K2 Start: 14.01.1997, 10:53, Dauer: 25 h 41 m 46 s, Datenvol.:12 MB, VNR, Bitrate: 1088 ± 22
Speziﬁka: wie K1
K3 Start: 15.01.1997, 14:54, Dauer: 22 h 53 m 0 s, Datenvol.: 11 MB, VNR, Bitrate: 1119 ± 3
Speziﬁka: wie K1
K4 Start: 16.01.1997, 15:19, Dauer: 22 h 49 m 48 s, Datenvol.: 11 MB, VNR, Bitrate: 1122±11
Speziﬁka: wie K1
1Die Von-Neumann-Regularisierung ist in diesem Fall auch f¨ ur die geringeren Schwankungen der
Bitrate verantwortlich.
149K5 Start: 20.06.1997, 16:11, Dauer: 60 h 4 m 16 s, Datenvol.: 30 MB, VNR, Bitrate: 1163 ± 3
Speziﬁka: weitgehend wie K1, aber aufgrund leicht ver¨ anderter Strahlcharakteristika des
neuen HeCd-Pumplasers mit ge¨ anderter Entfernung vom Pumplaser zum Kristall
K6 Start: 24.06.1997, 17:09,Dauer: 59 h 23 m 25 s, Datenvol.: 30 MB, VNR, Bitrate: 1176 ± 1
Speziﬁka: Neujustage des Aufbaus gegen¨ uber K5 f¨ uhrte zwar zu h¨ oheren Koinzidenzz¨ ahl-
raten, Bitrate ist aber nicht erh¨ oht
K7 Start: 27.06.1997, 19:24, Dauer: 59 h 37 m 30 s, Datenvol.: 30 MB, VNR, Bitrate: 1172 ± 3
Speziﬁka: wie K6
K8 Start: 30.06.1997, 18:38, Dauer: 59 h 0 m 23 s, Datenvol.: 30 MB, VNR, Bitrate: 1184 ± 1
Speziﬁka: Neujustage der Signaldetektoren, hohe Koinzidenzraten
K9 Start: 04.07.1997, 18:38, Dauer: 59 h 0 m 23 s, Datenvol.: 30 MB, VNR, Bitrate: 1184 ± 1
Speziﬁka: –
K10 Start: 18.07.1997, 17:29, Dauer: 53 h 47 m 26 s, Datenvol.: 106 MB, BIN, Bitrate: 4593±66
Speziﬁka: einziger nicht regularisierter Lauf mit dem Kaliumniobat-Kristall
LO1 Start: 29.08.1997, 16:46, Dauer: 51 h 49 m 29 s, Datenvol.: 100 MB, BIN, Bitrate: 4766±8
Speziﬁka: Freistrahlaufbau mit LiIO3-Kristall und unpolarisierendem Strahlteiler, Pum-
plaserleistung verringert, um S¨ attigungseﬀekte beim Triggerdetektor zu verringern
LO2 Start: 8.09.1997, 14:38, Dauer: 51 h 53 m 37 s, Datenvol.: 100 MB, BIN, Bitrate: 4760±9
Speziﬁka: –
LO3 Start: 13.09.1997, 19:21, Dauer: 54 h 53 m 34 s, Datenvol.: 100 MB, BIN Bitrate: 4245±24
Speziﬁka: –
LN1 Start: 2.02.1998, Dauer: abgebrochen, Datenvol.: 2 MB, BIN, Bitrate: -
Speziﬁka: Testlauf mit kompakter Datenaufnahme-Elektronik, starke Probleme mit dem
FIFO, Lauf bis auf den Anfang unbrauchbar
LN2 Start: 24.03.1998, 18:36, Dauer: 3 h 43 m 19 s, Datenvol.: 5 MB, BIN, Bitrate: 3130 ± 7
Speziﬁka: Test des Zufallsgenerators ohne den FIFO, d.h. PIC liefert die Bytes direkt an
den IO-Ausgang, Daten werden byteweise ¨ ubernommen, Antikorrelationen sind vorhanden
LN3 Start: 25.03.1998, 20:17, Dauer: 3 h 1 m 5 s, Datenvol.: 5 MB, BIN, Bitrate: 3860 ± 4
Speziﬁka:Vergleichsmessung mit der einfachen Datenaufnahme-Elektronik
LN4 Start: 26.03.1998, 13:54, Dauer: 5 h 4 m 2 s, Datenvol.: 10 MB, BIN, Bitrate: 4599 ± 17
Speziﬁka: Messung mit kompakter Datenaufnahme-Elektronik, ohne FIFO
LN5 Start: 26.03.1998, 19:59, Dauer: 15 h 24 m 12 s, Datenvol.: 20 MB, BIN, Bitrate: 3026±25
Speziﬁka: Messung mit kompakter Datenaufnahme-Elektronik, ohne FIFO und mit halber
Pumpleistung
LN6 Start: 27.03.1998, 15:48, Dauer: 26 h 37 m 22 s, Datenvol.: 20 MB, BIN, Bitrate: 1750±7
Speziﬁka: Messung mit kompakter Datenaufnahme-Elektronik, ohne FIFO und mit einem
Viertel der vollen Pumpleistung
LN7 Start: 29.04.1998, 21:36, Dauer: 11 h 56 m 43 s, Datenvol.: 18 MB, BIN, Bitrate: 3396±35
Speziﬁka: Messung mit kompakter Datenaufnahme-Elektronik, ohne FIFO
LD1 Start: 4.05.1998, 19:38, Dauer: 13 h 45 m 35 s, Datenvol.: 30 MB, BIN, Bitrate: 5084±95
Speziﬁka: Messung mit kompakter Datenaufnahme-Elektronik und neuem FIFO-Chip
LD2 Start: 6.05.1998, 19:09, Dauer: 14 h 15 m 32 s, Datenvol.: 30 MB, BIN, Bitrate: 4907±118
Speziﬁka: wie LD1, aber mit Gesamtverz¨ ogerung bei der Bit¨ ubernahme von 4 µs
150LD3 Start: 12.05.1998, 14:06, Dauer: 4 h 5 m 44 s, Datenvol.: 8 MB, BIN, Bitrate: 4558 ± 164
Speziﬁka: wie LD1, aber mit Gesamtverz¨ ogerung bei der Bit¨ ubernahme von 6 µs
LD4 Start: 12.05.1998, 18:25, Dauer: 18 h 10 m 52 s, Datenvol.: 30 MB, BIN, Bitrate: 3857±221
Speziﬁka: wie LD1, aber mit Gesamtverz¨ ogerung bei der Bit¨ ubernahme von 10 µs
LD5 Start: 20.05.1998, 11:33, Dauer: 5 h 37 m 44 s, Datenvol.: 10 MB, BIN, Bitrate: 4144±123
Speziﬁka: wie LD1, aber mit Gesamtverz¨ ogerung bei der Bit¨ ubernahme von 18 µs
LD6 Start: 25.05.1998, 20:01, Dauer: 17 h 4 m 0 s, Datenvol.: 21 MB, BIN, Bitrate: 2886±247
Speziﬁka: wie LD1, aber mit Gesamtverz¨ ogerung bei der Bit¨ ubernahme von 32 µs
LD7 Start: 27.05.1998, 21:04, Dauer: 12 h 28 m 31 s, Datenvol.: 20 MB, BIN, Bitrate: 3737±57
Speziﬁka: wie LD1, aber mit Gesamtverz¨ ogerung bei der Bit¨ ubernahme von 50 µs
LD8 Start: 2.06.1998, 19:32, Dauer: 16 h 22 m 50 s, Datenvol.: 21 MB, BIN, Bitrate: 2993±138
Speziﬁka: wie LD1, aber mit Gesamtverz¨ ogerung bei der Bit¨ ubernahme von 92 µs
LD9 Start: 24.07.1998, 17:07, Dauer: 3 h 57 m 25 s, Datenvol.: 11 MB, BIN, Bitrate: 6482±108
Speziﬁka: wie LD1
LH1 Start: 27.07.1998, 18:40, Dauer: 15 h 46 m 2 s, Datenvol.: 52 MB, BIN, Bitrate: 7693±149
Speziﬁka: parametrische Fluoreszenz, Freistrahloptik, Lauf mit hybrider Datenaufnahme-
Elektronik, 400 ns ¨ Ubernahmepuls, 100 ns vor Bitwert-Puls von 4,6µs L¨ ange, starke An-
tikorrelationen
LH2 Start: 30.07.1998, 00:19, Dauer: 9 h 54 m 27 s, Datenvol.: 33 MB, BIN, Bitrate: 7769±97
Speziﬁka: parametrische Fluoreszenz, Freistrahloptik, Lauf mit hybrider Datenaufnahme-
Elektronik, 400 ns ¨ Ubernahmepuls, keine Verz¨ ogerung, Bitwert-Puls von 2µs
LH3 Start: 4.08.1998, 21:06, Dauer: 12 h 17 m 57 s, Datenvol.: 33 MB, BIN, Bitrate: 6303±571
Speziﬁka: parametrische Fluoreszenz, Freistrahloptik, Lauf mit hybrider Datenaufnahme-
Elektronik, 400 ns ¨ Ubernahmepuls, keine Verz¨ ogerung, Bitwert-Puls von 2µs
LH4 Start: 5.08.1998, 10:34, Dauer: 6 h 31 m 28 s, Datenvol.: 15 MB, BIN, Bitrate: 5361±112
Speziﬁka: parametrische Fluoreszenz, Freistrahloptik, Lauf mit hybrider Datenaufnahme-
Elektronik, 400 ns ¨ Ubernahmepuls, keine Verz¨ ogerung, Bitwert-Puls von 4.6 µs L¨ ange;
¨ ahnlich LH1, zur ¨ Uberpr¨ ufung der Antikorrelationsprobleme, zeigt ebenfalls starke Anti-
korrelationen
LH5 Start: 8.08.1998, 18:38, Dauer: 18 h 41 m 9 s, Datenvol.: 53 MB, BIN, Bitrate: 6615±124
Speziﬁka: parametrische Fluoreszenz, Freistrahloptik, Lauf mit hybrider Datenaufnahme-
Elektronik (Parameter wie LH3), FIFO-bedingte St¨ orung zu Anfang des Laufs
LF1 Start: 20.08.1998, 21:36, Dauer: 13 h 3 m 40 s, Datenvol.: 55 MB, BIN, Bitrate: 9823±102
Speziﬁka: parametrische Fluoreszenz, hybride Datenaufnahme-Elektronik (Parameter wie
LH3), Faseraufbau
LF2 Start: 21.08.1998, 22:43, Dauer: 59 h 16 m 49 s, Datenvol.: 251 MB, BIN, Bitrate: 9876±38
Speziﬁka: parametrische Fluoreszenz, hybride Datenaufnahme-Elektronik (Parameter wie
LH3), Faseraufbau, mit Klimaanlage im Raum
PB1 Start: 13.08.98, 18:35, Dauer: 5 h 51 m 19 s, Datenvol.: 10 MB, BIN, Bitrate: 3980 ± 20
Speziﬁka: abgeschw¨ achte, gepulste Photonenquelle, 250 kHz Pulsfrequenz, freistrahlopti-
scher Aufbau, hybride Datenaufnahme-Elektronik (Parameter wie LH3)
PB2 Start: 17.08.98, 18:25, Dauer: 15 h 1 m 0 s, Datenvol.: 55 MB, BIN, Bitrate: 8542 ± 38
Speziﬁka: abgeschw¨ achte, gepulste Photonenquelle, 500 kHz Pulsfrequenz, freistrahlopti-
scher Aufbau, hybride Datenaufnahme-Elektronik (Parameter wie LH3); elektrische St¨ o-
rungen zu Anfang des Laufes
151PF Start: 25.08.98, 23:03, Dauer: 18 h 44 m 28 s, Datenvol.: 30 MB, BIN, Bitrate: 3731 ± 27
Speziﬁka: abgeschw¨ achte, gepulste Photonenquelle, 500 kHz Pulsfrequenz, Faseraufbau,
hybride Datenaufnahme-Elektronik (Parameter wie LH3), mit Klimaanlage im Raum
152Anhang B
Analyse der Zufallssequenzen
Wenn nicht gesondert hervorgehoben, werden die statistischen Tests zur Analyse der Zufalls-
sequenzen mit Rohdaten der quantenoptischen Zufallsgeneratoren durchgef¨ uhrt, d.h. mit Se-
quenzen, die nicht regularisiert wurden und somit neben ungleichen H¨ auﬁgkeiten der Null- und
Eins-Werte auch Drifteﬀekte bei den relativen H¨ auﬁgkeiten aufweisen k¨ onnen, s. Abschnitt B.2.
B.1 Vergleichs-Pseudozufallszahlengeneratoren
Will man die G¨ ute physikalischer Zufallsgeneratoren mit Hilfe von statistischen Tests einsch¨ atzen,
empﬁehlt es sich, die verwendeten Testmethoden vorher an algorithmischen Pseudozufallsgene-
ratoren zu evaluieren. Hierf¨ ur werden eine Reihe von Referenzgeneratoren unter folgenden zwei
Gesichtspunkten ausgew¨ ahlt: Sie sollen hinreichend repr¨ asentativ f¨ ur g¨ angige Generatortypen
sein, und es sollen sowohl statistisch und kryptographisch schwache als auch starke1 Pseudozu-
fallsgeneratoren dabei sein.
Es mag vielleicht erstaunen, warum statistisch bekanntermaßen schwache Generatoren ¨ uberhaupt
zum Vergleich herangezogen werden, aber dies hat durchaus einen Grund: Die statistischen Tests
lassen sich auf diese Weise hinsichtlich ihrer ”M¨ achtigkeit“ beurteilen, sollte ein statistischer Test
doch i. a. statistisch schwache Zufallsgeneratoren auch als solche erkennen.
Die Referenzgeneratoren werden aus folgenden Arten von Pseudozufallsgeneratoren gew¨ ahlt:
• lineare Kongruenzen verwendende Zufallszahlengeneratoren, da deren Eigenschaften gut
untersucht wurden, s. z. B. [68]. Bei ihnen wird die n¨ achste Zufallszahl aus ihrer Vorg¨ an-
gerzahl gem¨ aß:
Xn+1 = a · Xn (mod m)
berechnet. F¨ ur alle linearen Kongruenz-Generatoren wird mit dem hexadezimalen Start-
wert X0: 5ED4BA6D (dezimal: 1590999661) begonnen. Folgende, teilweise etwas modiﬁzier-
te, lineare Kongruenz-Generatoren werden als Referenz verwendet:
– RANDU, ein Generator mit bekanntermaßen [68] schlechten statistischen Eigenschaften
und den Parameterwerten a = 56539, m = 231 und X0 ungerade.
1Pseudozufallsgeneratoren mit guten statistischen Eigenschaften m¨ ussen nicht kryptographisch stark
sein, da es bei der kryptographischen St¨ arke um die Frage der Vorhersagbarkeit und nur indirekt um
eine Gleichverteilung der Werte geht; umgekehrt gilt allerdings, daß kryptographisch starke Pseudozu-
fallsgeneratoren auch sehr gute statistische Eigenschaften haben. Gute Pseudozufallsgeneratoren dienen
insbesondere dazu, die korrekte Implementation der statistischen Tests in Software zu kontrollieren.
153– Der ”Minimal-Standard-Generator“ von Park und Miller [101], mit den Parameter-
werten a = 75 = 16807 und m = 231 − 1 = 2147483647; der Generator entspricht2
dem ran0 aus den Numerical Recipes [106].
– Der ran1 genannte Generator aus den Numerical Recipes, der gegen¨ uber dem ran0
noch eine zus¨ atzliche Verw¨ urfel-Tabelle verwendet, die daf¨ ur sorgt, daß die generier-
ten Zahlen in variabler, anderer Reihenfolge ausgegeben werden.
– Der ran2 genannte Generator aus den Numerical Recipes, ein Kombinationsgenera-
tor, bei dem zwei lineare Kongruenz-Generatoren (mit den Parametern a1 = 40014
und m1 = 2147483563 bzw. a2 = 40692 und m2 = 2147483399) durch Addition mo-
dulo m1 miteinander kombiniert werden; zus¨ atzlich kommt wieder eine Verw¨ urfel-
Tabelle zum Einsatz.
• kryptographisch starke Zufallsgeneratoren, welche die symmetrischen Blockchiﬀrier-
Algorithmen DES3 bzw. IDEA4 im Output-Feedback-Modus und im Counter-Modus (s.
S. 18) zur Erzeugung von Zufallszahlen benutzen.
B.2 H¨ auﬁgkeitsverteilung der Bitwerte
Einer der elementarsten, statistischen Tests, den man auf den generierten Bitsequenzen durch-
f¨ uhren kann, ist die Untersuchung der H¨ auﬁgkeitsverteilung der Einsen (bzw. der Nullen) durch
einen Vergleich der empirisch erhaltenen Verteilungsfunktion mit der theoretisch erwarteten.
Bereits bei diesem einfachen Test zeigen sich einige interessante Aspekte quantenoptischer Zu-
fallsgeneratoren.
Hierzu wird f¨ ur den typischen, langen Lauf LO2 zuerst der empirische Sch¨ atzwert f¨ ur die Wahr-
scheinlichkeit ˆ P(1) = ˆ p ermittelt, daß ein Bit den Wert Eins hat. Anschließend wird eine empi-
rische H¨ auﬁgkeitsverteilung der Anzahl der Einsen nE in nicht ¨ uberlappenden Bl¨ ocken mit der
L¨ ange N Bits (typ. N = 128 kB = 1.048.576 Bits) erstellt, wobei die Werte nE vorher noch stan-
dardnormiert (XE) werden. Im Idealfall sollten die standardnormierten Werte XE in sehr guter
N¨ aherung, s. a. Abschnitt D.1, einer Normalverteilung folgen. Betrachtet man sich allerdings
die empirische Verteilungsfunktion und vergleicht sie mit der theoretischen Kurve (s. Abb. B.1),
so sieht man auch ohne Anwendung eines Kolmogorov-Smirnov-Tests sofort, daß die empirische
Verteilungsfunktion sehr stark von einer Normalverteilung abweicht. Diese Abweichung ist ein
Zeichen daf¨ ur, daß die Wahrscheinlichkeit P(1) zeitlich st¨ arker schwankt, als im theoretischen
Idealfall zu erwarten w¨ are. Noch deutlicher l¨ aßt sich dies erkennen, wenn man die lokale Wahr-
scheinlichkeit pBlock f¨ ur eine Eins auf nicht ¨ uberlappenden Bl¨ ocken gleicher L¨ ange5 sch¨ atzt und
graphisch in Abh¨ angigkeit vom Blockindex auftr¨ agt, s. Abb. B.2. Zwar sind die Schwankungen
recht gering, w¨ urde man sie auf einer Skala von Null bis Eins betrachten, aber in der vergr¨ oßerten
Darstellung von Abb. B.2 kann man eine deutliche Tendenz erkennen.
2Lediglich der letzte Schritt, in dem aus den Ganzzahlwerten Fließkommazahlen errechnet werden,
unterbleibt hier nat¨ urlich, dies gilt auch f¨ ur die folgenden Generatoren.
3DES steht f¨ ur Data Encryption Standard und bezeichnet einen vom National Institute of Stan-
dards, NIST im FIPS 46-2 standardisierten, stark nichtlinearen Verschl¨ usselungsalgorithmus, der 64
Bit lange Klartext-Eingangsbl¨ ocke in Abh¨ angigkeit von einem 56 Bit langen, geheimen Schl¨ ussel ein-
eindeutig auf ebenfalls 64 Bit lange Chiﬀrat-Bl¨ ocke abbildet. Aufgrund von je einem Parit¨ atsbit pro
7-Schl¨ usselbits ist der eingegebene Schl¨ usselformat schließlich 64 Bit lang.
4IDEA steht f¨ ur International Data Encryption Algorithm. IDEA verschl¨ usselt 64 Bit lange Einga-
bebl¨ ocke in Abh¨ angigkeit von einem 128 Bit langen Schl¨ ussel und erzeugt dabei ebenfalls 64 Bit lange
Chiﬀrat-Bl¨ ocke; f¨ ur eine n¨ ahere Beschreibung s. z.B. [91], Abschnitt 7.6.
5Damit die graphische Darstellung nicht durch zu viele Punkte ¨ uberladen und durch rein statistische
Schwankungen der Verlauf zu undeutlich wird, werden hierf¨ ur ebenfalls Bl¨ ocke der L¨ ange N = 128 kB
verwendet.





































empirische Verteilung (gesamter Lauf)
Abbildung B.1: Empirische und theoretische Verteilungsfunktion der standardnormierten Anzahl
der Einsen in Bl¨ ocken der L¨ ange N =128 kB f¨ ur den typischen Lauf LO2










































Abbildung B.2: Verlauf der gesch¨ atzten Wahrscheinlichkeit pBlock f¨ ur eine Eins bei einer Block-
gr¨ oße von N = 128 kB f¨ ur den Lauf LO2
Diese Tendenz ﬁndet sich auch bei anderen Meßl¨ aufen zu Anfang der Zufallsgenerierung, sie
kommt aufgrund von Aufw¨ armeﬀekten der Detektoren zustande und l¨ aßt sich gut durch folgende
155Formel6 beschreiben:
p(t) = pstat − (p0 − pstat) · e
− ln 2·t
th ,
wobei p0 f¨ ur die Anfangswahrscheinlichkeit, pstat f¨ ur die ”station¨ are“ Endwahrscheinlichkeit f¨ ur
eine Eins und th f¨ ur die ”Halbwertszeit“ des Anstiegs7 steht.
Ebenfalls gut zu erkennen ist der weitgehend station¨ are Zustand, der sich nach dieser ”Aufw¨ arm-
phase“ ausbildet. Die oben dargestellte, stark von der Normalverteilung abweichende, empirische
H¨ auﬁgkeitsverteilung wird also haupts¨ achlich durch die Aufw¨ armphase verursacht. Dies sieht
man besonders gut, wenn man eine empirische H¨ auﬁgkeitsverteilung, die aus den Daten der er-
sten 32 MB des Laufes erstellt wurde (s. Abb. B.3), mit einer Verteilungsfunktion vergleicht (s.
Abb. B.4), die aus den darauf folgenden 32 MB des ”weitgehend station¨ aren“ Abschnittes erstellt
wurde. Die beiden Signiﬁkanzwerte P(K+
n ) = 0,85 und P(K−
n ) = 0,98, welche die Kolmogorov-
Smirnov-Auswertung f¨ ur den zweiten Abschnitt liefert, sind zwar besser als die Werte des ersten
Abschnitts P(K+
n ) = 1,00 und P(K−
n ) = 1,00, aber dennoch zeigt insbesondere der Wert f¨ ur
die negative Abweichung deutlich, daß der Test die langsamen Schwankungen8 in der relativen
H¨ auﬁgkeit ”aufdecken“ kann.





































empirische Verteilung (erste 32 MB)
Abbildung B.3: Empirische und theoretische Verteilungsfunktion der standardnormierten Anzahl
der Einsen in N =128 kB Bl¨ ocken f¨ ur die ersten 32 MB des Laufes LO2 (”Aufw¨ armphase“)
Betrachtet man sich die Darstellung des Verlaufes der Wahrscheinlichkeit f¨ ur eine Eins aus Abb.
B.2 genauer, so sieht man gegen Ende der Messung einen leichten Abfall der Wahrscheinlichkeit.
6Je nachdem welcher der Detektoren die Einsen generiert, muß entweder eine abklingende oder eine
zunehmende Exponentialfunktion verwendet werden, i. a. nahm die Einswahrscheinlichkeit aber meist
im Laufe der Zeit zu.
7Je nach Wahl der ”Einheit“ f¨ ur th l¨ aßt sich der Wahrscheinlichkeitverlauf auf Block- oder Bitebene an
eine empirische Kurve anpassen. Unter Verwendung der Anpasskurven lassen sich auch Surrogat-Daten,
die ebenfalls ”Aufw¨ armeﬀekte“ zeigen, mit Hilfe von Pseudozufallsgeneratoren erzeugen.
8Im Verlauf der Einswahrscheinlichkeiten dieser Stichprobe, sieht man auch beim zweiten 32 MB
großen Abschnitt eine langsame Zunahme der Einswahrscheinlichkeit, die sich in der Verteilungsfunktion
in Abb. B.4 durch eine erh¨ ohte Varianz bemerkbar macht.





































empir. Verteil. (zweite 32 MB)
Abbildung B.4: Empirische und theoretische Verteilungsfunktion der standardnormierten Anzahl
der Einsen in N =128 kB Bl¨ ocken f¨ ur die zweiten 32 MB des Laufes LO2 (”weitgehend station¨ are
Phase“)
Solche langsamen Schwankungen werden im wesentlichen durch Temperaturschwankungen auf-
grund von Wetterumschw¨ ungen bzw. Tag-Nacht-Wechseln9 erzeugt.
Zur Illustration, wie stark sich die Temperaturschwankungen auswirken k¨ onnen, sind in Abb.
B.5 Verl¨ aufe der Wahrscheinlichkeit f¨ ur eine Eins f¨ ur zwei L¨ aufe10 (LF1 und LF2) dargestellt, die
sich neben ihrer unterschiedlichen L¨ ange darin unterscheiden, daß bei einem von ihnen (LF2) das
Labor mit Hilfe einer transportablen Klimaanlage durch K¨ uhlung in der Temperatur konstant
gehalten wurde (26◦ ± 0,3◦) und auch die Detektoren im Luftstrom der Klimaanlage standen.
Wie man sehr gut erkennen kann, f¨ uhrt die Temperierung durch die Klimaanlage dazu, daß die
Aufw¨ armeﬀekte wesentlich moderater ausfallen als ohne Klimaanlage. Da beim faseroptischen
Aufbau sich ¨ uberdies etwaige mechanische Schlupfeffekte der optischen Justageeinrichtungen
meist auf die Z¨ ahlraten von Nullen und Einsen auswirken m¨ ußten, kann man daraus schließen,
daß die Ursache f¨ ur die Ver¨ anderung der relativen H¨ auﬁgkeit der Einsen tats¨ achlich im unter-
schiedlichen thermischen Verhalten der beiden Signaldetektoren zu sehen ist. Dies wird auch
noch dadurch nahegelegt, daß beim Lauf mit Klimaanlage nicht nur die Umgebungstemperatur
im Labor niedriger (26◦ C statt 29◦ bis 31,7◦ im Falle ohne Klimaanlage) ist, sondern auch die
Geh¨ ausetemperatur der Detektoren (32◦ statt 41,9◦ C). Bedenkt man, daß die Detektoren nur bis
35◦ C Betriebstemperatur speziﬁziert sind, sind die Abweichungen im Verhalten der Detektoren
also durchaus verst¨ andlich.
Im Prinzip k¨ onnte nat¨ urlich auch eine thermische Abh¨ angigkeit des Teilungsverh¨ altnisses11 des
Faserkopplers daf¨ ur verantwortlich sein; aufgrund der sehr viel geringeren Schwankungen der
Raumtemperatur gegen¨ uber der Detektortemperatur und des Auftretens ¨ ahnlicher Schwankun-
gen bei den Aufbauten mit Freistrahloptik erscheint es aber wahrscheinlicher, daß die Schwan-
9Der oben dargestellte Lauf erstreckte sich ¨ uber mehr als zwei Tage.
10Bei beiden wird ein faseroptischer Aufbau und eine Einphotonenquelle auf Basis der parametrischen
Fluoreszenz verwendet.
11Die Speziﬁkation des Faserkopplers gibt tats¨ achlich eine Schwankung von ± 2% f¨ ur das Teilungs-
verh¨ altnis an, allerdings ohne den Temperaturbereich anzugeben.
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Abbildung B.5: Verlauf der gesch¨ atzten Wahrscheinlichkeit pBlock f¨ ur eine Eins bei einer Block-
gr¨ oße von N = 128 kB f¨ ur einen Lauf mit LF2 und einen ohne LF1 Klimaanlage
kungen der relativen H¨ auﬁgkeiten tats¨ achlich vom Detektorverhalten herr¨ uhren. Generell gilt
aber auch bei Einsatz einer Klimaanlage, daß sich geringe Unterschiede im thermischen Verhal-
ten der Signaldetektoren in einer Schwankungsbreite der relativen H¨ auﬁgkeit von einem halben
Prozent bemerkbar machen.
Abweichungen der relativen H¨ auﬁgkeiten vom Idealwert p = 0,5 und langsame Schwankungen
der H¨ auﬁgkeiten, wie die oben dargestellten, lassen sich allerdings leicht durch die im prakti-
schen Betrieb i.a. nachfolgende Regularisierung der Rohdaten vollst¨ andig beseitigen, s. Abschnitt
G. Zur Illustration werden die Rohdaten des Laufes ohne Klimaanlage einer Von-Neumann-
Regularisierung unterzogen und aus diesen Daten der Verlauf der gesch¨ atzten Wahrscheinlichkeit
pBlock berechnet, s. Abb. B.6.
Wie man sieht, ﬂuktuiert nun die relative H¨ auﬁgkeit tats¨ achlich statistisch um den Idealwert
p = 0,5, man beachte auch die feinere Ordinaten-Teilung. In Abb. B.7 ist die dazugeh¨ orige empi-
rische Verteilungsfunktion der Einsen in 128 kB Bl¨ ocken dargestellt; auch sie liegt jetzt nah bei
der theoretisch zu erwartenden Normalverteilung, was sich auch in entsprechenden Wahrschein-
lichkeiten des Kolmogorov-Smirnov-Tests zeigt: P(K+
n ) = 0,44 und P(K−
n ) = 0,72. Man sieht
deutlich, wie jetzt die empirische Verteilungsfunktion die Normalverteilung quasi ”umspielt“ und
nicht einseitig verschoben neben ihr liegt.
B.3 Resultate der Tests nach FIPS 140-1
Zuerst wird hier wieder der Lauf LO2 getestet. Es werden 100 FIPS-Tests an 100 aufeinanderfol-
genden, nicht ¨ uberlappenden Stichproben12 durchgef¨ uhrt. Der Generator besteht dennoch jeden
der Tests. Weicht allerdings bereits die Wahrscheinlichkeit f¨ ur eine Eins stark vom Idealwert
ab, wie dies z.B. aufgrund des nicht idealen Teilungsverh¨ altnisses des verwendeten Mehrmoden-
Faserkopplers bei allen Faseraufbauten der Fall ist, so ist nat¨ urlich auch nicht zu erwarten, daß
12 Man beachte, daß es sich um Stichproben mit nicht regularisierten Rohdaten handelt und sich die
Wahrscheinlichkeit f¨ ur eine Eins, die allerdings nahe bei p = 0,5 liegt, gerade am Anfang relativ stark
¨ andert, s. Abb. B.2 auf S. 155.
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Abbildung B.6: Verlauf der gesch¨ atzten Wahrscheinlichkeit pBlock f¨ ur eine Eins bei einer Block-
gr¨ oße von N = 128 kB f¨ ur die von-Neumann-regularisierten Daten des Laufes ohne Klimaanlage
(s. Abb. B.5)





































empir. Verteil. (vnr−reg. Daten)
Abbildung B.7: Empirische und theoretische Verteilungsfunktion der standardnormierten Anzahl
der Einsen in Bl¨ ocken der L¨ ange N =128 kB f¨ ur die von-Neumann-regularisierten Daten des
Laufes ohne Klimaanlage (s. Abb. B.5)
159die Bitsequenzen der Rohdaten die FIPS-Tests bestehen. Bei Durchf¨ uhrung von 100 FIPS-Tests
am Anfang des Laufes LF1 des faseroptischen Aufbaus des Generators wird erwartungsgem¨ aß
keiner der 100 Tests bestanden.
Um einen Vergleich zu haben und einsch¨ atzen zu k¨ onnen, ”wie stark“ die FIPS-Tests sind, wer-
den sie auch an Sequenzen der Vergleichs-Pseudozufallszahlengeneratoren durchgef¨ uhrt. Es zeigt
sich dabei, daß nur Sequenzen bekanntermaßen schlechter Generatoren, wie z.B. RANDU, die Tests
nicht bestehen, alle besseren Pseudozufallszahlengeneratoren (aus den Numerical Recipes) be-
stehen die Tests problemlos, die auf starken Blockchiﬀren basierenden Zufallszahlengeneratoren
selbstverst¨ andlich auch.
Somit kann man feststellen, daß die FIPS-Tests f¨ ur die grunds¨ atzliche Pr¨ ufung eines Zufalls-
generators nicht geeignet sind, sondern tats¨ achlich nur f¨ ur ihren Hauptanwendungszweck: die
¨ Uberpr¨ ufung eines Generators auf Hardware-Defekte beim Anschalten einer Chiﬀriereinheit. Da
zu diesen Defekten allerdings auch st¨ arkere Abweichungen von der idealen 50:50-Verteilung der
Einsen und Nullen geh¨ oren, fallen erwartungsgem¨ aß all diejenigen physikalischen Zufallsgenera-
toren durch diese Tests, die st¨ arkere Abweichungen vom idealen Teilungsverh¨ altnis aufweisen,
wie z.B. die faseroptischen Aufbauvarianten der quantenoptischen Zufallsgeneratoren. Anderer-
seits bestehen physikalische Generatoren mit geringeren Abweichungen oder die Datens¨ atze stark
abweichender Generatoren nach einer Von-Neumann-Regularisierung die FIPS-Tests problemlos,
selbst dann, wenn sie tieferliegende Defekte besitzen.
Zur Zeit wird daher auch im NIST an einem Nachfolge-Standard f¨ ur den FIPS-140-1 gearbeitet;
in diesem sollen dann auch st¨ arkere Tests enthalten sein.
B.4 χ2-Tests
Bei der Durchf¨ uhrung der χ2-Tests lassen sich eine Reihe von Parametern frei w¨ ahlen: die L¨ ange
der Bl¨ ocke, ihre Position im Zufallsstrom, die Stichprobengr¨ oße pro (einstuﬁgem) Test und die
Anzahl der Tests erster Stufe bei Durchf¨ uhrung zweistuﬁger Tests. Wie im Abschnitt zur Theorie
bereits ausgef¨ uhrt, ist es beim Test physikalisch erzeugter Zufallszahlen i. a. sinnvoll l¨ uckenlos
aufeinanderfolgende Bl¨ ocke zu testen. Die Gr¨ oße der Bl¨ ocke l¨ aßt sich zwar prinzipiell frei w¨ ah-
len, da sich etwaige Defekte aber bei Generatoren, die einzelne Bits generieren13, besonders in
Korrelationen zum n¨ achsten Nachbarn bemerkbar machen sollten, werden die χ2-Tests nicht auf
Bl¨ ocken der L¨ ange n = 4 wie beim Poker-Test aus den Tests nach FIPS 140-1 (s. Abschn. B.3)
durchgef¨ uhrt, sondern auf Bitpaaren. Wegen der besseren und willk¨ urfreieren Interpretierbarkeit
der Testresultate, s. Abschnitt 3.2.1.2, werden grunds¨ atzlich zweistuﬁge Tests durchgef¨ uhrt. Die
Stichprobengr¨ oße der Tests erster Stufe wird hierbei relativ groß gew¨ ahlt, um etwaige statistische
Probleme aufgrund zu kleiner Stichproben von vornherein auszuschließen. Da die Zufallsdaten in
Dateien ` a einem Megabyte abgespeichert sind, erweist es sich als praktisch, bei der Durchf¨ uhrung
von zweistuﬁgen Tests 128 Tests mit einer Stichprobengr¨ oße von jeweils 8 kB, entsprechend einer
Anzahl von 32.768 Bitpaaren, f¨ ur jede Datei durchzuf¨ uhren. Die Auswertung der zweiten Test-
stufe erfolgt mit einem nachfolgenden Kolmogorov-Smirnov-Test, wobei eine χ2-Verteilung mit
drei Freiheitsgraden f¨ ur die theoretische Verteilung verwendet werden muß. Die Interpretation
der Ergebnisse der Kolmogorov-Smirnov-Tests, d. h. was man genau als eine ”starke“ Abwei-
chung vom idealen Verhalten eines Zufallsgenerators ansieht, ist nat¨ urlich eine Ermessenssache,
aber Werte f¨ ur die Wahrscheinlichkeiten P(K+
n ) und P(K−
n ) kleiner 0,05 oder gr¨ oßer als 0,95
lassen sich zumindest als ”verd¨ achtig“ (s. a. [68], S. 46 ﬀ) ansehen.
Wie bereits im Abschnitt 3.2.4 erw¨ ahnt, sollten bei Tests von Rohdaten die aus der Stichpro-
be gesch¨ atzten Werte f¨ ur die Wahrscheinlichkeit f¨ ur eine Eins verwendet werden; tut man dies
nicht, f¨ uhrt bereits eine geringe Abweichung vom idealen Wert p = 1/2 zu einer massiven Abwei-
chung der empirischen Verteilungsfunktion von der theoretischen. Zur Illustration sind in Abb.
13Bei Generatoren, die z.B. ein physikalisches Rauschsignal in einen mehrere Bits lange Zahl digitali-
sieren, w¨ are nat¨ urlich eine entsprechende Blockgr¨ oße angeraten.
160B.8 zwei Tests auf identischen Stichproben des Laufs LO2 des Generators mit einer durchaus
nah am idealen Wert liegenden, gesch¨ atzten Einswahrscheinlichkeit von ˆ p = 0,50287 dargestellt.
Sie unterscheiden sich nur darin, daß beim einen die gesch¨ atzte Einswahrscheinlichkeit zur Er-
mittlung der empirischen Verteilungsfunktion verwendet wird und beim anderen die ideale mit
p = 1/2.



























Empir. Verteil. (1. MB, P(1) = 0.50287)
Empir. Verteil. (1. MB, P(1) := 0.5)
Abbildung B.8: Empirische Verteilungsfunktionen zweier zweistuﬁger χ2-Tests einer identischen
Stichprobe aus Lauf LO2 im Vergleich zu theoretischen Verteilungsfunktion
Die Ergebnisse der Kolmogorov-Smirnov-Tests fassen den visuellen Eindruck in Zahlen: F¨ ur den
Test mit der gesch¨ atzten Einswahrscheinlichkeit sind die Werte f¨ ur die Wahrscheinlichkeit, daß
die maximale positive bzw. negative Abweichung von der theoretischen Kurve kleiner als der
aus der Stichprobe berechnete Wert ist, mit P(K
+
128) = 0,53046 bzw. P(K
−
128) = 0,41618 nicht
zu beanstanden, die entsprechenden Wahrscheinlichkeiten hingegen f¨ ur die mit der idealen Eins-
wahrscheinlichkeit ermittelten Verteilungsfunktion berechnen sich zu P(K
+
128) = 0,0000 bzw.
P(K
−
128) = 1,0000. Es ist also ausgeschlossen, daß die maximale positive Abweichung noch klei-
ner ist, aber daf¨ ur sicher, daß es die negative ist. F¨ ur L¨ aufe mit noch st¨ arkerer Abweichung vom
idealen Wert (z.B. 48:52 Verh¨ altnis zwischen Nullen und Einsen) weichen die empirischen Ver-
teilungsfunktionen nat¨ urlich noch st¨ arker von der theoretischen Verteilungsfunktion ab; daher
muß beim Test von Rohdaten immer die Einswahrscheinlichkeit aus der Stichprobe gesch¨ atzt
werden.
B.4.1 Ergebnisse der χ2-Tests
In Abb. B.9 sind die empirischen Verteilungsfunktionen von 3 aufeinanderfolgenden zweistuﬁgen
χ2-Tests mit den oben aufgef¨ uhrten Testparametern auf aufeinanderfolgenden Stichproben von
je 1 MB dargestellt; in der Tabelle B.1 ﬁnden sich die dazugeh¨ origen Ergebnisse der Kolmogorov-
Smirnov-Tests. F¨ ur diese Tests wurde bewußt der Lauf LD1 des Generators gew¨ ahlt, bei dem
aufgrund von Problemen mit der kompakten Datenaufnahme-Elektronik Antikorrelationen zwi-
schen aufeinanderfolgenden Bits bestehen. Diese Korrelationen sollten sich eigentlich auch in den
Ergebnissen der χ2-Tests bemerkbar machen.
Wie man allerdings sieht, sind keine starken Abweichungen der empirischen Verteilungsfunk-



























Empir. Verteil. (1. MB, P(1) = 0.5154)
Empir. Verteil. (2. MB, P(1) = 0.5153)
Empir. Verteil. (3. MB, P(1) = 0.5148) 
Abbildung B.9: Empirische Verteilungsfunktionen f¨ ur drei zweistuﬁge χ2-Tests auf korrelations-
behafteten Rohdaten des Laufes LD1 im Vergleich zur theoretischen Verteilungsfunktion
tionen von der theoretischen Verteilungsfunktion zu erkennen; auch die Kolmogorov-Smirnov-







1. MB 0.571167 0.49677 0.691579 0.63145
2. MB 0.763990 0.70282 0.706115 0.64644
3. MB 0.068718 0.01341 0.853171 0.77851
4. MB 0.576971 0.50360 0.341586 0.22407
5. MB 1.085264 0.91123 0.419530 0.31411
Tabelle B.1: Ergebnisse der Kolmogorov-Smirnov-Auswertung der ersten f¨ unf zweistuﬁgen χ2-
Tests auf korrelationsbehafteten Rohdaten des Laufes LD1
Um die in diesen Daten bekanntermaßen (s. Abschnitt B.9.3) vorhandenen Antikorrelationen zu
entdecken, ist ein zweistuﬁger χ2-Tests bei gleicher Stichprobengr¨ oße oﬀensichtlich nicht geeignet,
deshalb wird auch darauf verzichtet, andere L¨ aufe der verschiedenen Generatorvarianten auf diese
Weise zu testen.
Abschließend sei noch kurz erw¨ ahnt, wie die Vergleichspseudozufallsgeneratoren bei zweistu-
ﬁgen χ2-Tests15 abschneiden. Lediglich der bekanntermaßen schwache Pseudozufallsgenerators
RANDU besteht den Test nicht, alle Tests der anderen Vergleichsgeneratoren zeigen keine all-
14Lediglich die positive Abweichung beim dritten Test ist recht niedrig, aber solch ein einzelner Wert
kann auch bei ideal zuf¨ alligen Generatoren vorkommen.
15Es werden dieselben Testparameter wie bei den Tests der Daten des quantenoptischen Zufallsgene-
rators verwendet, wobei allerdings f¨ ur die Einswahrscheinlichkeit der ideale Wert von p = 0,5 genommen
wird. Es wird aber nicht versucht, die Tests gezielt auf bestimmte Schw¨ achen der Pseudozufallsgenera-
toren hin zu optimieren!



























Empir. Verteil. (1. MB)
Empir. Verteil. (2. MB)
Empir. Verteil. (3. MB) 
Abbildung B.10: Empirische Verteilungsfunktionen f¨ ur drei zweistuﬁge Kontingenz-Tests
auf korrelationsbehafteten Rohdaten des Laufes LD1 im Vergleich zur theoretischen
Verteilungsfunktion(χ2-Verteilung mit einem Freiheitsgrad)
zu ”verd¨ achtigen“ Abweichungen16 der empirischen Verteilungsfunktionen von der theoretischen
Verteilungsfunktion.
B.5 Kontingenztests
F¨ ur die zweistuﬁgen Kontingenztests werden ¨ ahnliche Parameter gew¨ ahlt, wie bei den zweistu-
ﬁgen χ2-Tests, d.h. es werden jeweils 8 kB große Stichproben (entsprechend 32.768 Bitpaaren)
f¨ ur die 128 Tests der ersten Stufe verwendet.
Abb. B.10 zeigt die Ergebnisse der Kontingenztests auf der gleichen Stichprobe (Anfang des Laufs







1. MB 0.167678 0.063959 1.223238 0.953462
2. MB 0.453671 0.354537 0.616895 0.549162
3. MB 0.541573 0.460863 0.871372 0.791816
Tabelle B.2: Ergebnisse der Kolmogorov-Smirnov-Auswertung der ersten drei zweistuﬁgen
Kontingenz-Tests auf korrelationsbehafteten Rohdaten des Laufes LD1
Lediglich der erste Test sieht bei beiden Abweichungen etwas ”verd¨ achtig“ aus, die anderen sind
nicht zu beanstanden. Man erkennt also, daß man gegen¨ uber den χ2-Tests etwas an M¨ achtig-
keit gewinnt, aber nicht genug, um die innerhalb dieses Laufes vorhandenen Korrelationen klar
16RAN0 zeigt bei zwei von f¨ unf Tests relativ kleine Werte f¨ ur P(K
+
128), insgesamt ist bei ihm eine
gewisse Tendenz zu gr¨ oßeren positiven Abweichungen hin zu erkennen.
163aufzudecken. Deshalb wurde auch bei den Tests anderer L¨ aufe auf Kontingenztests verzichtet.
Die Ergebnisse bei den Vergleichspseudozufallsgeneratoren liegen ¨ ahnlich. Interessant ist, daß
RANDU zwar immer noch als statistisch schlecht erkannt wird, aber nicht in dem Maße wie bei
den χ2-Tests, so daß sein schlechtes Abschneiden dort oﬀensichtlich auf eine st¨ arkere Abweichung
von den idealen Werten f¨ ur die Einswahrscheinlichkeit und nicht so sehr auf andere Defekte, wie
Korrelationen, zur¨ uckzuf¨ uhren ist, s. folgender Abschnitt.
B.6 Die M¨ achtigkeit von χ2- und Kontingenz-Tests
Aufgrund des ¨ ahnlichen grundlegenden Aufbaus des Kontingenztest (bei zwei Merkmalen) und
dem χ2-Test auf Bitpaaren, ist es nicht verwunderlich, daß sich die beiden Tests in ihrer Aussa-
gekraft nur wenig voneinander unterscheiden. Ein Vorteil des Kontingenztests sei allerdings an
dieser Stelle erw¨ ahnt: Anders als beim χ2-Test gehen bei ihm von vornherein nur aus der Stich-
probe gesch¨ atzte Wahrscheinlichkeiten in die Berechnung der Statistik ein, so daß ein Abweichen
von idealen Werten nicht extra ber¨ ucksichtigt werden muß.
Insgesamt betrachtet ist das schlechte Abschneiden der (zweistuﬁgen) χ2- und Kontingenz-Tests
bei bekanntermaßen (anti-)korrelationsbehafteten Bitsequenzen erstaunlich, gerade aufgrund der
im Vergleich zu ¨ ublichen statistischen Anwendungen recht großen Stichproben. Dies legt zumin-
dest die Vermutung nahe, daß die weiter unten beschriebenen, zweistuﬁgen Autokorrelations-
koeﬃziententests auch bei anderen statistischen Untersuchungen, bei denen nach (schwachen)
Korrelationseﬀekten bzw. dem gemeinsamen Auftreten von Merkmalen gesucht wird, eventuell
von Nutzen sein k¨ onnten.
B.7 Universelle Tests nach Maurer und Coron
Die universellen Tests nach Maurer bzw. Coron werden im folgenden immer auf 8 Bit langen
Bl¨ ocken durchgef¨ uhrt, da diese einerseits keine ¨ uberm¨ aßig großen Stichproben verlangen und die
Tests sich mit ein Byte großen Bl¨ ocken besonders eﬃzient programmieren lassen.
Zuerst werden die beiden Varianten des universellen Tests auf einem Lauf eines kryptographisch
starken Pseudozufallszahlengenerators17. Hierbei wird die jeweils berechnete Teststatistik nicht
nur f¨ ur den gesamten Lauf, sondern auch f¨ ur Zwischenwerte in festen Intervallen ermittelt, um
¨ uberpr¨ ufen zu k¨ onnen, wie sich die Stichprobenl¨ ange auf sie auswirkt.
In Abb. B.11 und B.12 sind die Werte der Teststatistik f¨ ur einen universellen Test nach Maurer
auf 8 Bit langen Bl¨ ocken dieses Laufes dargestellt; hierbei sind in Abb. B.11 die Ergebnisse der
Teststatistik der ersten 5 MB des Laufes in Intervallen von 1024 Bl¨ ocken abgebildet und in
Abb. B.12 die Werte f¨ ur den gesamten Lauf mit einer L¨ ange von 20 MB in Intervallen von
65536 Bl¨ ocken. Die entsprechenden Ergebnisse f¨ ur einen universellen Test nach Coron sind
in Abb. B.13 und B.14 dargestellt. In allen Abbildungen sind neben den empirischen Werten
f¨ ur die Teststatistik noch ihr Erwartungswert und die Standardabweichungen in negative und
positive Richtung als Kurven eingezeichnet. Die Werte der Teststatistik f¨ ur den gesamten Lauf
betragen ˆ fU(RN) = 7,184048 f¨ ur die Maurer-Variante und ˆ HBlock = 8,000393 f¨ ur die Coron-
Variante, die zugeh¨ origen Werte f¨ ur die Ablehnungsquote, betragen ρMau = 0,115 und ρCor =
0,112, so daß beide Tests den DES-Generator als hinreichend zuf¨ allig akzeptieren. Vergleicht
man die Ergebnisse der Tests nach Maurer bzw. Coron miteinander, so f¨ allt auf, daß sich
der grundlegende Verlauf der Teststatistiken gleicht. Es ist daher vollkommen ausreichend, nur
jeweils eine der beiden Varianten des universellen Tests zu verwenden; aufgrund seiner Vorteile,
s. Abschnitt E.3, wird f¨ ur die weiteren Untersuchungen die Testvariante von Coron gew¨ ahlt.
Betrachtet man die Testergebnisse, so fallen starke Fluktuationen zu Anfang der Tests auf,
17Der Zufallsgenerator verwendet DES im Counter-Modus.









































Abbildung B.11: Teststatistik des universellen Tests nach Maurer auf 8 Bit langen Bl¨ ocken in
Abh¨ angigkeit von der Stichprobenl¨ ange f¨ ur die ersten 5 MB eines DES-Pseudozufallsgenerator-
Laufes, Ausgabeintervall: alle 1024 Bl¨ ocke









































Abbildung B.12: Teststatistik des universellen Tests nach Maurer auf 8 Bit langen Bl¨ ocken
in Abh¨ angigkeit von der Stichprobenl¨ ange f¨ ur 20 MB eines DES-Pseudozufallsgenerator-Laufes,
Ausgabeintervall: alle 65536 Bl¨ ocke


























Abbildung B.13: Teststatistik des universellen Tests nach Coron auf 8 Bit langen Bl¨ ocken in
Abh¨ angigkeit von der Stichprobenl¨ ange f¨ ur die ersten 5 MB eines DES-Pseudozufallsgenerator-
Laufes, Ausgabeintervall: alle 1024 Bl¨ ocke


























Abbildung B.14: Teststatistik des universellen Tests nach Maurer auf 8 Bit langen Bl¨ ocken
in Abh¨ angigkeit von der Stichprobenl¨ ange f¨ ur 20 MB eines DES-Pseudozufallsgenerator-Laufes,
Ausgabeintervall: alle 65536 Bl¨ ocke
166die durchaus noch weiter reichen als bis zu den minimalen Werten18 f¨ ur K. Es ist also bei der
praktischen Durchf¨ uhrung eines universellen Tests unbedingt darauf zu achten, daß entsprechend
große Stichproben19, z. B. K = 10000 · 2L, zur Verf¨ ugung stehen.
Wie im Abschnitt 3.2.7 zur Theorie der universellen Tests erw¨ ahnt, lassen sich die universel-
len Tests schlecht auf Rohdaten durchf¨ uhren. Zur Illustration und um zu pr¨ ufen, wie sich der
Coron-Test bei unsymmetrischen Quellen verh¨ alt, werden allerdings trotzdem mehrere Tests
mit Rohdaten-L¨ aufen durchgef¨ uhrt. Hierbei m¨ ussen allerdings L¨ aufe gew¨ ahlt werden, die ein
Teilungsverh¨ altnis in der N¨ ahe von 50:50 haben, d.h. die Daten, welche von einem quantenop-
tischen Zufallsgenerator mit faseroptischen Aufbau erzeugt wurden, kommen aufgrund ihres in
der N¨ ahe 40:60 liegenden Teilungsverh¨ altnisses gar nicht erst in Frage.
In Abb. B.15 ist der Verlauf der Coron-Teststatistik f¨ ur die ersten 20 MB des Laufes LO3 dar-
gestellt. Wie wegen des nicht idealen Teilungsverh¨ altnisses20 zu erwarten ist, wird der maximale
Wert der (Block-) Entropie nicht erreicht, sondern lediglich ein Wert von ˆ HBlock = 7,994638 und
der Test liefert eine Ablehnungsquote21 von ρLO3 = 0,000000. Dies bedeutet, daß nur bei einer
extrem niedrigen Ablehnungsquote der Lauf noch als akzeptabler Lauf eines idealen Zufallsge-
nerators akzeptiert w¨ urde.





























Abbildung B.15: Teststatistik des universellen Test nach Coron auf 8 Bit langen Bl¨ ocken der
ersten 20 MB des Laufes LO3, Ausgabeintervall: alle 65536 Bl¨ ocke
Interessanterweise ist es aber durchaus nicht immer so, daß der universelle Tests einen Lauf einer
unsymmetrischen Quelle gleich deutlich erkennt. In Abb. B.16 sind die empirischen Werte f¨ ur die
ersten 5 MB des Laufes LO2 dargestellt, diese Testwerte beﬁnden sich noch vollst¨ andig innerhalb
18Typischerweise, vgl. Abschnitt 3.2.7, wird f¨ ur einen universellen Test eine Vorlaufsequenz der L¨ ange
Q = 10·2
L und eine Testsequenz mit einer Mindestl¨ ange K = 1000·2
L ben¨ otigt; bei der hier verwendeten
Blockl¨ ange von 8 Bit bedeutet dies, daß Q = 2560 und K > 256000 Bl¨ ocke (Bytes) lang sein sollten.
19Daher nehmen die praktischen Einsatzm¨ oglichkeiten der universellen Tests, s. a. [51], mit zuneh-
mender Blockl¨ ange noch st¨ arker ab, als mit Blick auf die Mindestwerte f¨ ur K zu erwarten w¨ are.
20Die Wahrscheinlichkeit f¨ ur eine Eins betr¨ agt f¨ ur die ersten 20 MB: p = 0,4846 ± 0,0021, wobei die
Standardabweichung auf 8 kB-Bl¨ ocken berechnet wurde.
21Die Ablehnungsquote wird nur auf sechs Nachkommastellen genau berechnet, mehr w¨ are auch nicht
sinnvoll.
167des Intervalls einer Standardabweichung um den Mittelwert. Dies ist umso erstaunlicher, als es
sich um Daten aus einem Lauf mit einer deutlichen Ver¨ anderung der Wahrscheinlichkeit f¨ ur den
Bitwert Eins handelt, s. Abschnitt B.2, Abb. B.2.


























Abbildung B.16: Teststatistik des universellen Test nach Coron auf 8 Bit langen Bl¨ ocken der
ersten 5 MB des Laufes LO2, Ausgabeintervall: alle 1024 Bl¨ ocke
Betrachtet man sich allerdings den Verlauf der Teststatistik f¨ ur die ersten 20 MB des Laufes,
s. Abb. B.17, so sieht man deutliche Abweichungen in den sp¨ ateren Abschnitten des Laufes.
Ab etwa dem achten MB machen sich diese in deutlichen, einseitig zunehmenden Abweichungen
vom Erwartungswert bemerkbar. Dementsprechend ist die Ablehnungsquote, die zu dem stark
abweichenden Wert der Teststatistik nach 20 MB von ˆ HBlock = 7,997335 geh¨ ort, ¨ ahnlich klein
wie bei dem Lauf LO3. Interessanterweise ﬁndet sich an der Stelle, an der die Abweichungen
zunehmen, im Verlauf der Einswahrscheinlichkeit dieses Laufes, s. Abb. B.2, keine markante
¨ Anderung.
Vergleicht man aber die mittlere Wahrscheinlichkeit f¨ ur eine Eins innerhalb der ersten 5 MB des
Laufes LO2, die p5MB = 0,5052 ± 0,0025 betr¨ agt, mit der mittleren Wahrscheinlichkeit f¨ ur die
ersten 20 MB, die bei einem Wert p20MB = 0,5103 ± 0,0041 liegt, so stellt man fest, daß es
anscheinend nicht die dynamische Ver¨ anderung der Wahrscheinlichkeit ist, auf die der Coron-Test
anspricht, sondern die Abweichung der Wahrscheinlichkeit vom idealen Wert p = 0,5.
Es stellt sich daher die Frage, inwieweit der Coron-Test in der Lage ist, Korrelationen in einem
Lauf aufzudecken. Gl¨ ucklicherweise liegt bei dem Testlauf LN2 die Wahrscheinlichkeit f¨ ur eine
Eins recht nah22 beim idealen Wert. Da dieser Lauf mit dem Autokorrelationskoeﬃziententest
deutlich erkennbare Antikorrelationen aufweist, ist er somit ein guter Kandidat, um die Eignung
des Coron-Tests zum Aufdecken von Korrelationen zu pr¨ ufen.
In Abb. B.18 ist der Verlauf der Teststatistik f¨ ur den nur 5 MB umfassenden Lauf dargestellt.
Man sieht: Der Coron-Test ist nicht in der Lage, die Antikorrelationen aufzudecken. Mit einem
Wert f¨ ur die Teststatistik von ˆ HBlock = 7,999884 und einer entsprechend g¨ unstigen Ablehnungs-
quote von ρLN2 = 0,816 wird der Lauf nicht als fehlerbehaftet erkannt.
Der Coron-Test wurde auch noch auf von-Neumann-regularisierten Daten durchgef¨ uhrt, insbe-
22 Die mittlere Wahrscheinlichkeit f¨ ur eine Eins betr¨ agt p = 0,4995 ± 0,002.





























Abbildung B.17: Teststatistik des universellen Test nach Coron auf 8 Bit langen Bl¨ ocken der
ersten 20 MB des Laufes LO2, Ausgabeintervall: alle 65536 Bl¨ ocke





























Abbildung B.18: Teststatistik des universellen Test nach Coron auf 8 Bit langen Bl¨ ocken des
(anti)-korrelationsbehafteten Laufes LN2, Ausgabeintervall: alle 1024 Bl¨ ocke
169sondere auf den bereits bei der Datenaufnahme regularisierten fr¨ uhen L¨ aufen23. Wie aufgrund
der vorangehenden Ergebnisse allerdings nicht anderes zu vermuten, f¨ uhren die idealen Wahr-
scheinlichkeiten nach der Regularisierung auch zu entsprechend guten Testergebnissen, daher
wird hier auch auf eine Darstellung verzichtet.
Als Fazit l¨ aßt sich festhalten, daß universelle Tests sowohl in der Maurer- als auch der Coron-
Variante, nicht dazu geeignet sind, Antikorrelationen aufzudecken, die sich selbst bei einer er-
heblich kleineren Stichprobe mit einem Autokorrelationskoeﬃziententests problemlos aufdecken
lassen.
Betrachtet man die Ergebnisse der universellen Tests, so f¨ allt nicht nur auf, daß sie verh¨ altnism¨ a-
ßig große Stichproben ben¨ otigen, wie bereits in der Ver¨ oﬀentlichung von Gustafson et al. [51]
f¨ ur große Blockl¨ angen bem¨ angelt wurde, sondern daß ihre Ergebnisse in weitaus st¨ arkerem Maße
durch die relativen H¨ auﬁgkeiten der Bits als durch die statistischen Abh¨ angigkeiten innerhalb
der Bitbl¨ ocke bestimmt werden.
B.8 Komplexit¨ atstests
Wie kann eine einzelne Bitsequenz zuf¨ allig genannt werden, wenn doch jede einzelne Sequenz die
gleiche Erzeugungswahrscheinlichkeit hat? Dieses Paradoxon l¨ aßt sich mit Hilfe der algorithmi-
schen Komplexit¨ at24
”auﬂ¨ osen“.
Die algorithmische Komplexit¨ at formalisiert hierbei den intuitiven Begriﬀ vom Zufall als regel-
losem, nicht genauer beschreibbaren Verhalten, indem sie die Zuf¨ alligkeit durch die L¨ ange des
k¨ urzesten Programmes auf einer universellen Turingmaschine mißt, welches die zu untersuchende
Bitsequenz erzeugt. Die ”wirklich“ und nicht nur pseudozuf¨ alligen Sequenzen sind hierbei dieje-
nigen, deren algorithmische Komplexit¨ at gerade ihrer L¨ ange entspricht, d.h. sie sind so regellos,
daß sie nur genannt, aber nicht eﬃzienter generiert werden k¨ onnen. Umgekehrt bedeutet dies
nun aber auch, daß sich alle nicht ”wirklich“ zuf¨ alligen Sequenzen komprimieren lassen, n¨ amlich
gerade auf die L¨ ange des k¨ urzesten Programmes, das sie generiert.
Der Begriﬀ der algorithmischen Komplexit¨ at ist recht radikal [23], so weist er nat¨ urlich allen von
Pseudozufallsgeneratoren erzeugten Bitsequenzen eine relativ kleine Komplexit¨ at zu, da sie sich
oﬀensichtlich recht kompakt, n¨ amlich durch Angabe des Programmes des Generators und einigen
wenigen zus¨ atzlichen Parametern, beschreiben lassen. Betrachtet man nun aber eine bestimmte
Klasse von Zufallsgeneratoren, wie z.B. die linearen Kongruenzgeneratoren, s. Abschnitt B.1,
so weisen die von ihnen erzeugten Sequenzen bei empirischen Tests der Zufallszahlen starke
”Qualit¨ atsunterschiede“ auf, je nachdem welche Parameter man f¨ ur den Generator w¨ ahlt. Ihre
algorithmische Komplexit¨ at wird sich dennoch kaum unterscheiden. Erschwerend kommt noch
hinzu, daß die algorithmische Komplexit¨ at beim Durchlaufen25 einer Sequenz stark schwanken
kann [82].
So elegant und intuitiv der Begriﬀ der algorithmischen Komplexit¨ at auch ist, so unbrauchbar
ist er f¨ ur praktische Tests auf Zuf¨ alligkeit, denn leider l¨ aßt sich die algorithmische Komplexi-
t¨ at grunds¨ atzlich nicht berechnen [82]. Praktikable, d.h. eﬃzient berechenbare, Maße f¨ ur ”die“26
23Eigentlich war noch geplant zu pr¨ ufen, inwieweit nachtr¨ aglich von-Neumann-regularisierte, korrela-
tionsbehaftete L¨ aufe beim Coron-Test als (leicht) fehlerbehaftet aufgedeckt werden k¨ onnen; aufgrund
der oben aufgef¨ uhrten Ergebnisse der Coron-Tests von korrelationsbehafteten L¨ aufen mit Wahrschein-
lichkeiten in der N¨ ahe der idealen Werte erschien dies aber nicht mehr sinnvoll.
24Sie wird nach den beiden Entdeckern [21, 117] auch gern Kolmogorov-Chaitin-Komplexit¨ at genannt.
25Man spricht dann vom Komplexit¨ atsproﬁl; bei ihm wird f¨ ur jede Subsequenz, die vom Anfang bis zu
einer fortlaufenden Position der zu untersuchenden Bitsequenz reicht, ein Komplexit¨ atsmaß berechnet.
Bei der algorithmischen Komplexit¨ at werden die Schwankungen allerdings theoretisch hergeleitet.
26Die algorithmische Komplexit¨ at in ihrem urspr¨ unglichen Sinn ist gerade deswegen ein eindeutiges
Maß, weil sie auf einer universellen Turingmaschine, die jeden anderen Computer emulieren kann, deﬁ-
niert ist.
170algorithmische Komplexit¨ at kann man nur dadurch erreichen, daß man algorithmische Beschrei-
bungen auf einer weniger m¨ achtigen Maschine betrachtet, so daß eine Berechnung m¨ oglich wird.
Auf diese Weise lassen sich Komplexit¨ atsmaße relativ zu bestimmten Automatentypen deﬁnie-
ren27:
• Die Lineare Komplexit¨ at [111], bei der die L¨ ange des k¨ urzesten linear r¨ uckgekoppelten
Schieberegisters, das die untersuchte Folge erzeugt, als Maß f¨ ur die Komplexit¨ at verwendet
wird.
• Die Maximal-Ordnungs-Komplexit¨ at [61, 62], bei der die L¨ ange des k¨ urzesten Schiebere-
gisters mit allgemeiner, m¨ oglicherweise nichtlinearer, aber ged¨ achtnisloser R¨ uckkopplung
als Maß dient.
• Die Lempel-Ziv oder Sequenzkomplexit¨ at28 [80, 94, 134], bei der ein endlicher Zustandsau-
tomat zugrunde gelegt wird und die man als ein Maß f¨ ur die Rate ansehen kann, mit der
neue Bitmuster beim Durchlaufen der Testsequenz auftreten.
• Die ”grammatikalische Komplexit¨ at“29 [22, 79, 97, 98], bei der die L¨ ange der Regeln der
k¨ urzesten kontextfreien Grammatik, welche die untersuchte Folge beschreibt, als Kom-
plexit¨ atsmaß dient. Die exakte Berechnung der ”grammatikalischen Komplexit¨ at“ ist ein
NP-vollst¨ andiges Problem [116], aber gl¨ ucklicherweise gibt es seit kurzem eﬃziente Algo-
rithmen, die es erlauben, dieses Maß in guter N¨ aherung zu berechnen [79].
Leider k¨ onnen die so deﬁnierten Maße nur von beschr¨ anktem Nutzen sein, da sie teilweise so
speziell sind, daß sie zum Teil selbst eindeutig nicht zuf¨ alligen Sequenzen dennoch eine hohe
Komplexit¨ at zuweisen, lediglich weil sie sich auf der entsprechenden Referenzmaschine nicht
kompakter als durch die vollst¨ andige Wiedergabe der Originalsequenz reproduzieren lassen.
¨ Uberdies ist bei grammatikalischen Komplexit¨ atsmaßen zu bedenken, daß ihnen Ersetzungsregeln
zugrunde liegen, mit deren Hilfe sich wiederholende Muster in Sequenzen beschreiben lassen.
Betrachtet man aber z.B. die Ziﬀernfolge von π bis zu einer bestimmten L¨ ange, so wird diese
vermutlich dennoch ein große Komplexit¨ at haben, obwohl es kompakte Formeln zur Berechnung
gibt.
B.8.1 Lineare Komplexit¨ atstests
Bei diesen Tests wird mit Hilfe des Berlekamp-Massey-Algorithmus, s. z.B. [89, 91, 111], f¨ ur
eine gegebene Bitsequenz das k¨ urzeste, linear r¨ uckgekoppelte Schieberegister ermittelt, das mit
entsprechenden Startwerten diese Sequenz generieren k¨ onnte. Die L¨ ange dieses Schieberegisters
wird dann als lineare Komplexit¨ at bezeichnet und ist ein relatives Maß f¨ ur die Komplexit¨ at der
Sequenz [111]. Interessanterweise gibt es eine Ver¨ oﬀentlichung von Dai et al. [12] in der bewiesen
wird, daß die lineare Komplexit¨ at im Limes unendlich langer Sequenzen im Mittel halb so groß
wie die algorithmische Komplexit¨ at ist.
Aussagekr¨ aftiger, aber auch aufwendiger in der Berechnung als die lineare Komplexit¨ at, ist das
lineare Komplexit¨ atsproﬁl [111], bei dem die lineare Komplexit¨ at nicht nur f¨ ur die gesamte Se-
quenz bestimmt wird, sondern sukzessive f¨ ur alle Positionen beim Durchlaufen der Bitsequenz.
Die linearen Komplexit¨ atstests wurden zwar programmiert, es stellte sich aber bereits bei den
Voruntersuchungen mit bekanntermaßen schlechten Pseudozufallsgeneratoren heraus, daß diese
bereits eine große lineare Komplexit¨ at besitzen und somit im Bezug auf dieses Maß als gute
Zufallsgeneratoren anzusehen gewesen w¨ aren. Auch eine Untersuchung des Komplexit¨ atsproﬁles
27Die Aufz¨ ahlung erfolgt in aufsteigender M¨ achtigkeit der Automaten.
28Die Bezeichnung Sequenzkomplexit¨ at bzw. englisch sequency ist etwas ungl¨ ucklich, da sich Komple-
xit¨ atsmaße f¨ ur Zufallssequenzen immer auf eine Sequenz beziehen.
29Eine pr¨ azisere, aber daf¨ ur etwas unhandlichere Bezeichnung w¨ are: ”approximative kontextfreie
Grammatik-Komplexit¨ at“; der ihr zugrunde liegende Automat ist ein sogenannter ”Kellerautomat“.
171lieferte keine deutlichen Hinweise auf die schlechten Eigenschaften dieser Generatoren. Daher
wurden die linearen Komplexit¨ atstests f¨ ur die Untersuchung der Datens¨ atze als untauglich ver-
worfen30, sinnvoll einsetzbar sind sie nat¨ urlich dennoch immer dann, wenn tats¨ achlich linear
r¨ uckgekoppelte Schieberegister als Grundkomponenten f¨ ur einen Pseudozufallsgenerator einge-
setzt werden.
Aufgrund der schlechten Erfahrungen mit der linearen Komplexit¨ at wurden dann ¨ ahnlich geartete
Tests, die auf verallgemeinerten, aber ebenfalls auf Schieberegistern basierten Komplexit¨ atsma-
ßen gr¨ unden, wie die Maximal-Ordnungs-Komplexit¨ at31 [61, 62], auch nicht programmiert und
durchgef¨ uhrt.
B.8.2 Kompressionstests
Ein sehr einfacher, leicht durchzuf¨ uhrender Test auf Zuf¨ alligkeit, welcher die in Abschnitt B.8
erw¨ ahnte Idee der schlechten Komprimierbarkeit von zuf¨ alligen Sequenzen verwendet, besteht
darin, daß man versucht, eine Sequenz mit einem Kompressionsverfahren zu komprimieren und
anschließend das Kompressionsverh¨ altnis KV ermittelt, d.h. den Quotienten aus der L¨ ange der
komprimierten Sequenz Lk zur L¨ ange der Originalsequenz Lo bildet: KV = Lk/Lo. F¨ ur eine
Zufallssequenz sollte dieser Wert in der N¨ ahe von Eins liegen, w¨ ahrend er f¨ ur komprimierbare
Sequenzen kleiner als Eins sein sollte. Betrachtet man die in Tab. B.3 aufgef¨ uhrten Ergebnisse
Datensatz Lo [Byte] Lk [Byte] KV
LD1, 1. MB 1048576 1048767 1.00018
LD1, regularisiert, 1. MB 1048576 1048773 1.00019
LF1, 1. MB 1048576 1016799 0.96952
Tabelle B.3: Kompressionsverhalten von 1 MB großen Zufallsdatens¨ atzen bei Kompression mit
gzip -9
der mit gzip -9 durchgef¨ uhrten ”Kompressionstests“32, f¨ allt folgendes auf: Datens¨ atze mit einer
Einswahrscheinlichkeit, die nahe beim Ideal 1/2 liegen, wie LD1 (mit P(1) ≈ 0,515) oder die
1 MB große Stichprobe des Laufes LD1 nach Von-Neumann-Regularisierung, lassen sich nicht
komprimieren. Hingegen lassen sich die Daten des Laufes LF1, (mit P(1) ≈ 0,387) geringf¨ ugig
komprimieren. Andererseits zeigen sich beim Lauf LD1 bereits bei zweistuﬁgen Autokorrelati-
onskoeﬃziententests Antikorrelationen, s. u. Abschnitt B.9.3 und dementsprechend nach Von-
Neumann-Regularisierung Korrelationen, s. Anhang, Abschnitt G.1.2, w¨ ahrend sich bei Lauf
LF1 erst durch dreistuﬁge Tests geringe Spuren von Antikorrelationen nachweisen lassen. Mit
solch einfachen ”Kompressionstests“ lassen sich also tiefer liegende Defekte nicht erkennen.
Ein massiver Nachteil solch einfacher Ad-hoc-Tests besteht zudem darin, daß die genaue Vertei-
lung des Kompressionsverh¨ altnisses f¨ ur endliche, zuf¨ allige Sequenzen f¨ ur das jeweilige Kompres-
sionsverfahren i. a. nicht bekannt ist und somit ein exakter, statistischer Test wie bei den anderen
Testverfahren nicht m¨ oglich33 ist. ¨ Uberdies w¨ urde sie auch noch von verschiedenen Parametern
30Dementsprechend werden sie sowohl was Theorie als auch Testergebnisse angeht, aus Platzgr¨ unden
in dieser Arbeit nicht n¨ aher besprochen.
31Wie bei der linearen Komplexit¨ at kann auch bei der Maximal-Ordungs-Komplexit¨ at ein Proﬁl f¨ ur
die Testsequenz erstellt werden.
32Bei der Kompression mit gzip wird eine Variation des LZ77 (Sliding Window)-Algorithmus [135]
kombiniert mit statischer Huﬀmann-Kodierung verwendet.
33Lediglich f¨ ur die Tests von Maurer bzw. Coron, die ein von Kompressionsverfahren abgeleitetes
Komplexit¨ atsmaß verwenden, ist dies bisher gelungen, s. Abschnitt 3.2.7.
172des Kompressionsverfahrens, wie z.B. der Fenstergr¨ oße34 beim gzip-Kompressionsverfahren, ab-
h¨ angen.
Besser als solch ein Ad-hoc-Vorgehen ist daher eine Berechnung der Sequenzkomplexit¨ at, da sie
pr¨ azise deﬁniert [80, 134] ist und nicht von zus¨ atzlichen, w¨ ahlbaren Parametern abh¨ angt.
Eine positive Eigenschaft der Sequenzkomplexit¨ at ist ihr Verhalten im Grenzwert unendlich
langer Bitsequenzen, die von einer station¨ aren Quelle erzeugt wurden; in diesem Fall l¨ aßt sich
zeigen [134], daß ihr Erwartungswert gegen die Entropie der Quelle geht.
Bedauerlicherweise sind keine solch exakten Aussagen f¨ ur den Fall endlicher Bitsequenzen be-
kannt [81], so daß die Durchf¨ uhrung exakter statistischer Tests auch bei der Sequenzkomplexit¨ at
problematisch ist.
Zudem w¨ urde beim Test von Rohdaten eines physikalischen Zufallsgenerators wieder das bereits
in Abschnitt 3.2 erw¨ ahnte Problem auftreten, daß die Abweichung vom idealen Teilungsverh¨ alt-
nis alle anderen Defekte kaschiert, wie dies bereits beim einfachen Kompressionstest mit gzip
-9 zu sehen war. F¨ ur einen aussagekr¨ aftigen Test von Rohdaten m¨ ußte also nicht nur die ge-
naue Verteilung der Teststatistik bekannt sein, sondern die Verteilung sollte sich auch mit der
Wahrscheinlichkeit f¨ ur eine Eins parametrisieren lassen.
Als ein Komplexit¨ atsmaß in Bezug auf einen bestimmten Maschinentyp hat die Sequenzkomple-
xit¨ at zudem noch einige unintuitive Eigenschaften:
• Die Sequenzkomplexit¨ at einer Bitsequenz kann sich stark unterscheiden, abh¨ angig davon,
ob man sie in der Originalreihenfolge oder in umgekehrter Reihenfolge durchl¨ auft [46].
• Es gibt Sequenzen, die eine hohe Sequenzkomplexit¨ at haben, obwohl sie keineswegs zu-
f¨ allig sind [134]. Dies gilt z.B. f¨ ur eine Sequenz, welche aus der Aneinanderreihung der
nat¨ urlichen Zahlen in ihrem Bin¨ arformat besteht, d.h. 11011100101110111....
Aus diesen Gr¨ unden wird auch davon abgesehen, Tests mit der Sequenzkomplexit¨ at durchzuf¨ uh-
ren.
B.9 Autokorrelationstests
Die Autokorrelationsfunktionstests verwenden wie die vorangehenden χ2- bzw. Kontingenztests
eine Stichprobengr¨ oße von 8 kB f¨ ur die Tests der ersten Stufe. Bei der Berechnung der Autokor-
relationskoeﬃzienten werden immer nur die Bits der Stichprobe in ihrer gegebenen Reihenfolge35
ber¨ ucksichtigt, dementsprechend treten mit zunehmender Verschiebung st¨ arker werdende Rand-
eﬀekte auf. Bei der verwendeten maximalen Verschiebung von l = 128 spielen diese Randeﬀekte
aber angesichts einer Sequenzl¨ ange von 65.536 Bits keine Rolle, zumal die Autokorrelationsko-
eﬃzienten bei kleinen Verschiebungen (typ. l = 1) im Zentrum der Untersuchung stehen.
B.9.1 Einfache Autokorrelationsfunktionstests
Die bereits in Abschnitt 5.1.2.5 zur Aufdeckung der anf¨ anglichen Probleme mit dem FIFO ver-
wendeten einfachen Autokorrelationsfunktionstests erlauben einen ersten Test auf Antikorrela-
tionen in einer Sequenz. Allerdings k¨ onnen mit ihnen nur verh¨ altnism¨ aßig starke Abweichungen
vom ideal zuf¨ alligen, korrelationsfreien Verhalten aufgedeckt werden. Dies sei zur Illustration
an zwei Autokorrelationsfunktionstests aufeinander folgender 8 kB langen Teilsequenzen vom
Anfang einer antikorrelationsbehafteten Sequenz36 verdeutlicht, s. Abb. B.19 und Abb. B.20.
Auch wenn einige der Autokorrelationskoeﬃzienten betragsm¨ aßig große Werte aufweisen, so ist
dies doch nicht gleich ein Zeichen f¨ ur einen Defekt, da solche Werte durchaus auch bei idealen
34In der Tat wird eine Bitsequenz, die aus zwei identischen H¨ alften besteht, die erheblich gr¨ oßer sind
als das entsprechende Fenster, nicht merklich besser komprimiert als eine der H¨ alften.
35Es wird also keine zyklische Verschiebung verwendet.
36Wieder die bereits bei den χ
2-Tests verwendete Sequenz LD1.


































































Abbildung B.19: Standardnormierte, bin¨ are Autokorrelationsfunktion einer antikorrelationsbe-
hafteten Sequenz des Laufes LD1, 8 kB Stichprobe


































































Abbildung B.20: Standardnormierte, bin¨ are Autokorrelationsfunktion einer antikorrelationsbe-
hafteten Sequenz, direkt auf die erste Stichprobe folgend
174Zufallsgeneratoren vorkommen k¨ onnen. So ﬁndet man betragsm¨ aßig große Autokorrelationskoef-
ﬁzienten durchaus auch bei kryptographisch starken Pseudozufallsgeneratoren s. Abb. B.21 und
nat¨ urlich auch bei kryptographisch schwachen, s. Abb. B.22.


































































Abbildung B.21: Standardnormierte, bin¨ are Autokorrelationsfunktion einer Sequenz, die von ei-
nem DES-Countermodus-Pseudozufallsgenerator erzeugt wurde
Eindeutige, sofort erkennbare Abweichungen vom zuf¨ alligen Verhalten lassen sich mit diesem
Test nur bei sehr schlechten Zufallsgeneratoren erkennen, wie z.B. bei Pseudozufallsgenerator
RANDU. Man erkennt also, f¨ ur eine weitergehende Untersuchungen sind unbedingt zweistuﬁge
Autokorrelationskoeﬃziententests notwendig.
B.9.2 Einfache Autokorrelationstests zur Analyse von Spitzen im Ver-
lauf der Einswahrscheinlichkeit des Laufes LH5
Einfache Autokorrelationstests sind allerdings durchaus gut geeignet, um st¨ arkere Defekte zu
analysieren. So zeigen sich bei Lauf LH5 zu Anfang des insgesamt 53 MB umfassenden Laufes
massive St¨ orungen, die sich deutlich in einer schlagartig ver¨ anderten Wahrscheinlichkeit f¨ ur eine
Eins bemerkbar machen, s. Abb. B.23, in welcher der Verlauf der auf 8 kB großen Bl¨ ocken
gesch¨ atzten Wahrscheinlichkeit f¨ ur eine Eins aufgetragen ist.
Bei der ersten Abweichung (Blockindices 272 bis 317) ist oﬀensichtlich, daß es sich keinesfalls um
eine zuf¨ allige Fluktuation handeln kann, da es sich nicht nur um eine sehr starke Abweichung
vom Mittelwert handelt, sondern auch l¨ angere Zeit exakt gleiche Wahrscheinlichkeiten auftreten.
Die Konstanz des Wahrscheinlichkeitswertes schließt auch eine elektrische (Kontakt-)St¨ orung
aus, wie sie bei Lauf PB2 auftrat, s. Abschnitt 5.2.2.
Bei der zweiten Abweichung, die sich lediglich in einem Block, n¨ amlich bei Blockindex 333, massiv
bemerkbar macht, ist der Typ der St¨ orung nicht oﬀensichtlich, eine Autokorrelationsanalyse37
37Aufgrund der sehr großen Absolutwerte f¨ ur die Autokorrelationskoeﬃzienten werden in Abb. B.24
keine Prozentintervalle f¨ ur die Ordinatenbeschriftung verwendet, sondern direkt die standardnormierten


































































Abbildung B.22: Standardnormierte, bin¨ are Autokorrelationsfunktion einer mit dem linearen
Kongruenzgenerator ran0 erzeugten Sequenz
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Abbildung B.23: Ausschnitt aus dem Verlauf der gesch¨ atzten Wahrscheinlichkeit pBlock f¨ ur eine
Eins bei einer Blockgr¨ oße von N = 8 kB f¨ ur den Lauf LH5
176des betreﬀenden Blockes zeigt aber sofort, daß es sich keinesfalls um eine elektrische St¨ orung
oder gar eine zuf¨ allige Fluktuation handeln kann, s. Abb. B.24.






















































Abbildung B.24: Standardnormierte, bin¨ are Autokorrelationsfunktion des 8 kB großen Blockes
bei dem die zweite Abweichung auftritt
Die stark negativen Werte der Autokorrelationsfunktion deuten darauf hin, daß lange Folgen
von Bits widerholt werden; auﬀ¨ allig sind zudem die Minima der Autokorrelationsfunktion bei
Vielfachen von 32.
Eine Inspektion der entsprechenden Bitbl¨ ocke mit einem Hex-Editor zeigt dann auch sehr
schnell, daß beide Abweichungen oﬀensichtlich von einem selten auftretenden Fehler in der
Datenaufnahme-Elektronik/Software nach dem programmierbaren Interrupt-Controller herr¨ uh-
ren. Bei der ersten Abweichung wird n¨ amlich, beginnend bei Adresse: 001E000, der zwei Byte38
lange Hexadezimalwert 23cf f¨ ur die n¨ achsten 366 kB wiederholt; besonders verd¨ achtig ist hierbei,
daß der Anfang der St¨ orung innerhalb der Datei genau auf einer 8 kB-Grenze liegt.
Die zweite 2048 Byte lange Abweichung f¨ angt ebenfalls an einer 8 KB Grenze an; das Problem
beginnt bei Adresse:0098000 und zerf¨ allt in zwei Bl¨ ocke mit unterschiedlicher Struktur: Im ersten
1336 Bytes langen Block wird ein ”Z¨ ahler“, beginnend mit dem Hexadezimalwert b1aa 0000 bis
zum Wert b2f7 0000 hochgez¨ ahlt; anschließend folgen in einem zweiten Block nur noch Nullen
bis zum Ende der Abweichung.
Betrachtet man die fr¨ uheren Probleme mit dem FIFO, s. Abschnitt 5.1.2.5, scheint insbesondere
die erste Abweichung ¨ ahnliche Ursachen zu haben. Bei der zweiten Abweichung ist dies weniger
klar, hier k¨ onnte auch ein nur selten auftretender Fehler in der Datenaufnahmeroutine des PCs
die Ursache sein. Abweichungen, wie die oben dokumentierten, kamen allerdings nur in diesem
einen Lauf vor.
Zahlenwerte; zur Orientierung: das 99.99%-Intervall geht von −3,895 bis +3,895.
38Dies ist wiederum der Grund, warum es sich nicht um ein Problem des PICs handeln kann, das
PIC-Programm kann n¨ amlich nur ein Byte abspeichern.
177B.9.3 Zweistuﬁge Autokorrelationskoeﬃziententests
F¨ ur eine weitergehende Analyse des in Abbschnitt B.9.1 mit einstuﬁgen Tests untersuchten
Laufes LD139 empfehlen sich zweistuﬁge Autokorrelationskoeﬃziententests40.
Bei physikalischen Zufallsgeneratoren ist nat¨ urlich insbesondere die Verschiebung um ein Bit
interessant; in Abb. B.25 sind daher die empirischen Verteilungsfunktionen f¨ ur den ersten Auto-
korrelationskoeﬃzienten von jeweils f¨ unf zweistuﬁgen Tests und die Normalverteilung, der sie sich
ann¨ ahern sollten, abgebildet. In Tabelle B.4 sind die dazugeh¨ origen quantitativen Ergebnisse41






1 0.053316 0.00879 1.271988 0.96362
2 0.001406 0.00009 1.742447 0.99793
3 0.107308 0.02895 1.499345 0.98983
4 0.020187 0.00200 1.830187 0.99890
5 0.260495 0.14031 1.981805 0.99966
Tabelle B.4: Kolmogorov-Smirnov-Auswertung der empirischen Verteilungsfunktionen von f¨ unf
zweistuﬁgen Tests zu Beginn des Laufes LD1 f¨ ur den ersten Autokorrelationskoeﬃzienten
Die Ergebnisse des Kolmogorov-Smirnov-Tests best¨ atigen den ersten Eindruck, den man beim
Betrachten der Graphen hat: Die Wahrscheinlichkeitswerte, daß die jeweiligen maximalen Abwei-
chungen in positiver oder negativer Richtung kleiner sind, liegen bei den f¨ unf Tests sehr nahe bei
ihren Extremwerten. Oﬀensichtlich liegt bei diesem Lauf ein statistischer Defekt des Generators
vor, der vom Autokorrelationskoeﬃziententest – anders als bei allen vorangehenden Tests – auch
eindeutig erkannt wird.
Die empirischen Verteilungsfunktionen der standardnormierten Variable X(l = 1) sind nach
rechts zu gr¨ oßeren Werten hin verschoben. Das bedeutet, daß die Summe ¨ uber die einzelnen
XOR-Terme bi ⊕ bi+1 gr¨ oßer ist, als erwartet. Gr¨ oßer kann die Summe aber nur werden, wenn
die Anzahl der Summanden, die eine Eins liefern, gr¨ oßer ist als die Anzahl der Summanden, die
eine Null liefern. Einen Wahrheitswert Eins liefern die XOR-Terme aber genau dann, wenn sie
ungleichwertige Bits (also 0 ⊕ 1 oder 1 ⊕ 0) enthalten. Man sieht also, daß es bei diesem Lauf
eine Tendenz zu Antikorrelationen zwischen direkt aufeinanderfolgenden Bits gibt.
Um zu ¨ uberpr¨ ufen, ob die Antikorrelationen weiter reichen, wird auch noch f¨ ur den zweiten
Autokorrelationskoeﬃzienten ein Verteilungstest durchgef¨ uhrt; in Abb. B.26 sind die empirischen
Verteilungsfunktionen des zweiten Autokorrelationskoeﬃzienten f¨ ur f¨ unf Tests42 dargestellt, die
Ergebnisse der zugeh¨ origen Kolmogorov-Smirnov-Tests sind in Tab. B.5 aufgef¨ uhrt:
Man kann in Abb. B.26 deutlich erkennen, daß die empirischen Verteilungsfunktionen des zwei-
ten Autokorrelationskoeﬃzienten wesentlich n¨ aher an der Normalverteilung liegen, als dies bei
den entsprechenden Verteilungsfunktionen des ersten Autokorrelationskoeﬃzienten der Fall ist.
39Bei ihm diente ein freistrahloptischer Aufbau mit Einphotonenquelle auf Basis der parametrischen
Fluoreszenz und mit kompakter Signalverarbeitungs- und Datenaufnahme-Elektronik zur Zufallsgene-
rierung.
40Wie bereits in Abschnitt 3.2.6 erw¨ ahnt, werden in der ersten Stufe 128 Tests jeweils auf einer 8 kB
großen Stichprobe durchgef¨ uhrt und aus den 128 Autokorrelationskoeﬃzienten f¨ ur eine feste Verschie-
bung eine empirische Verteilungsfunktion ermittelt und diese mit der theoretischen Verteilungsfunktion
verglichen.
41Die Wahrscheinlichkeitswerte geben an, wie wahrscheinlich es ist, daß ein Wert f¨ ur die maximale
Abweichung in positiver oder negativer Richtung kleiner als der empirisch ermittelte Wert ist.
42Es werden die gleichen Stichproben wie beim Test des ersten Autokorrelationskoeﬃzienten verwen-
det.



























empir. Verteil. (1. MB)
empir. Verteil. (2. MB)
empir. Verteil. (3. MB)
empir. Verteil. (4. MB)
empir. Verteil. (5. MB)
Abbildung B.25: Empirische Verteilungsfunktionen des ersten Autokorrelationskoeﬃzienten von
f¨ unf zweistuﬁgen Tests zu Beginn des Laufes LD1



























empir. Verteil. (1. MB)
empir. Verteil. (2. MB)
empir. Verteil. (3. MB)
empir. Verteil. (4. MB)
empir. Verteil. (5. MB)
Abbildung B.26: Empirische Verteilungsfunktionen des zweiten Autokorrelationskoeﬃzienten






1 0.508084 0.42114 0.705120 0.64542
2 0.767022 0.70562 0.373716 0.26036
3 0.382520 0.27053 0.678761 0.61797
4 1.036892 0.89066 0.328706 0.20995
5 0.091330 0.02184 0.699570 0.63973
Tabelle B.5: Kolmogorov-Smirnov-Auswertung der empirischen Verteilungsfunktionen von f¨ unf
zweistuﬁgen Tests zu Beginn des Laufes LD1 f¨ ur den zweiten Autokorrelationskoeﬃzienten
Dementsprechend ﬁndet sich in den Ergebnissen der Kolmogorov-Smirnov-Tests lediglich in ei-
nem Fall (K
+
128 und die zugeh¨ orige Wahrscheinlichkeit P(K
+
128) in Test Nr. 5) ein bedenklicher
Wert; solche Werte k¨ onnen aber vereinzelt auch bei idealen Sequenzen auftreten.
Da es nicht sinnvoll w¨ are, jetzt f¨ ur alle weiteren Koeﬃzienten eine graphische Darstellung der
empirischen Verteilungsfunktion und eine tabellarische Auﬂistung der Ergebnisse der zugeh¨ ori-
gen Kolmogorov-Smirnov-Tests zu pr¨ asentieren, sind in den beiden Abbildungen B.27 und B.28




128) graphisch in Abh¨ angigkeit von der Verschiebung
f¨ ur die ersten zehn zweistuﬁgen Tests dargestellt.





























128)-Werte der ersten 30 Verschiebungswerte f¨ ur 10 aufeinander folgende
Tests des Laufes LD1
Man erkennt in beiden Abbildungen deutlich, daß die Verteilung der Wahrscheinlichkeitswerte
der Kolmogorov-Smirnov-Tests bei den gr¨ oßeren Verschiebungen sehr viel ausgeglichener ist als
bei der Verschiebung um ein Bit. Eine weitergehende Interpretation der Verteilungen verbietet
sich allerdings, da die Autokorrelationskoeﬃzienten einer Stichprobe nicht unabh¨ angig vonein-
ander sind und das menschliche Auge ¨ uberdies auch gern Strukturen erkennt, wo gar keine sind.





























128)-Werte der ersten 30 Verschiebungswerte (neue Datenaufnahme-
Elektronik) f¨ ur 10 aufeinanderfolgende Tests des Laufes LD1
B.10 Analyse der teilweise auftretenden Antikorrelationen
Im vorangegangenen Abschnitt wurde beschrieben, wie sich mit Hilfe des Autokorrelationskoeﬃ-
ziententests Korrelationen in Zufallssequenzen der Generatoren feststellen lassen; und tats¨ achlich
wurden auch Antikorrelationen in L¨ aufen (z.B. LD1) festgestellt.
Vergleicht man zur Kontrolle den Lauf LD1 mit einem Lauf (LN3) des Generators, der sich von
diesem lediglich durch die Verwendung der vorher verwendeten auf NIM-Einsch¨ uben basierenden
Signalverarbeitungs- und Datenaufnahme-Elektronik unterscheidet, so stellt man fest, daß sich
durch den Autokorrelationskoeﬃziententest bei diesem keine Antikorrelationen feststellen lassen,






1 0.581807 0.50928 0.421826 0.31685
2 0.385909 0.27447 0.733661 0.67395
3 0.654662 0.59201 0.803775 0.73832
4 1.280816 0.96525 0.302971 0.18258
5 0.849389 0.77559 0.252799 0.13309
Tabelle B.6: Kolmogorov-Smirnov-Auswertung der empirischen Verteilungsfunktionen von f¨ unf
Tests zu Beginn des Laufes LN3 f¨ ur den ersten Autokorrelationskoeﬃzienten
Daher liegt der Verdacht nahe, daß die Antikorrelationen entweder von Problemen innerhalb der
kompakten Signalverarbeitungs- und Datenaufnahme-Elektronik herr¨ uhren, oder anderen Ur-
sprungs (z.B. Auswirkungen von Detektor-Totzeiten) sind und dies von der vorher verwendeten
Datenaufnahme-Elektronik lediglich kaschiert wurde43.
43In der Tat ist es bei der alten Datenaufnahme-Elektronik notwendig, die Signale aus den Koinzi-



























empir. Verteil. (1. MB)
empir. Verteil. (2. MB)
empir. Verteil. (3. MB) 
empir. Verteil. (4. MB)
empir. Verteil. (5. MB)
Abbildung B.29: Empirische Verteilungsfunktionen des ersten Autokorrelationskoeﬃzienten f¨ ur
einen Lauf (LN3) mit der ”alten“ Datenaufnahme-Elektronik
Zur Einkreisung der Ursache der Antikorrelationen werden noch weitere Messungen durchge-
f¨ uhrt:
1. L¨ aufe mit reduzierter Laserpumpleistung und
2. L¨ aufe mit k¨ unstlich eingef¨ ugter Zeitverz¨ ogerung bei der Registrierung der Bits durch die
kompakte Datenaufnahme-Elektronik.
B.10.1 L¨ aufe mit reduzierter Laserpumpleistung
Bei diesen Messungen wird die Leistung der Pumplasers mit Hilfe von Neutralglasﬁltern gesenkt,
was sich in einer entsprechend niedrigeren Rate der Paarerzeugung und damit auch in einem gr¨ o-
ßeren mittleren Abstand der Photonenpaare zueinander auswirkt. Bei niedrigerer Pumpleistung
ist also zu erwarten, daß die Abweichungen von der theoretischen Verteilung geringer ausfallen,
da nun die Anzahl der kurz hintereinander folgenden Paare niedriger ist und sich daher indirekte
Einﬂ¨ usse des vorhergehenden Bits auf das nachfolgende weniger bemerkbar machen.
In Abb. B.30 sind f¨ ur den Anfang eines Laufes (LN5) mit halber und in Abb. B.31 eines Lau-
fes (LN6) mit einem Viertel der urspr¨ unglichen Laserpumpleistung die ersten f¨ unf empirischen
Verteilungsfunktionen f¨ ur den ersten Autokorrelationskoeﬃzienten aufgetragen.
In Tabelle B.7 sind die zugeh¨ origen Ergebnisse der Kolmogorov-Smirnov-Tests f¨ ur den Lauf LN5
mit halber Pumpleistung aufgef¨ uhrt und in Tabelle B.8 die Ergebnisse f¨ ur den Lauf LN6 mit
einem Viertel der Laserleistung.
denzeinheiten auf ca. 100 µs zu verl¨ angern. Dies f¨ uhrt dazu, daß ein bestimmter Anteil von ”Fehlern“
(ca. 12%) auftritt, d.h. Ereignisse, bei denen auf beiden Signalleitungen – der f¨ ur Einsen und der f¨ ur
Nullen – ein HIGH-Pegel vorliegt. Diese Fehler werden nicht als Bits registriert. Aufgrund der starken
Verl¨ angerung der Pulse (die Ausgangspulse der Koinzidenzeinheiten sind lediglich ca. 10 ns lang) werden
also alle Ereignisse, die innerhalb eines Zeitintervalls von 100 µs aufeinanderfolgen – oft f¨ alschlicherweise
– als Fehler verworfen.
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Abbildung B.30: Empirische Verteilungsfunktionen des ersten Autokorrelationskoeﬃzienten mit
neuer Datenaufnahme-Elektronik bei auf die H¨ alfte reduzierter Laserleistung, Lauf LN5
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empir. Verteil. (2. MB)
empir. Verteil. (3. MB) 
empir. Verteil. (4. MB)
empir. Verteil. (5. MB)
Abbildung B.31: Empirische Verteilungsfunktionen des ersten Autokorrelationskoeﬃzienten mit
neuer Datenaufnahme-Elektronik bei auf ein Viertel reduzierter Laserleistung, Lauf LN6
Wie man sieht, nehmen die Abweichungen der empirischen Verteilungsfunktionen von der theore-
tischen in der Tat bei verminderter Rate der Paare ab. Die Ergebnisse der Kolmogorov-Smirnov-
Tests tendieren aber auch bei reduzierter Paarrate zu den Extremwerten hin, so daß sich immer






1 0.095709 0.02369 1.453369 0.98662
2 0.371445 0.25775 0.839986 0.76821
3 0.089141 0.02094 1.166954 0.93887
4 0.069645 0.01372 1.543571 0.99225
5 0.090586 0.02153 1.252841 0.95988







1 0.157456 0.05720 0.878029 0.79709
2 0.634679 0.56991 1.630836 0.99557
3 0.200871 0.08845 0.798527 0.73379
4 0.207805 0.09397 1.337387 0.97425
5 0.473880 0.37963 0.411123 0.30411
Tabelle B.8: Ergebnisse der Kolmogorov-Smirnov-Tests f¨ ur 5 Stichproben des Laufes LN6 mit
einem Viertel der ¨ ublichen Pumplaserleistung)
B.10.2 L¨ aufe mit k¨ unstlich eingef¨ ugter Zeitverz¨ ogerung
Will man die Zeitskala bestimmen, auf der sich die Antikorrelationen auswirken, empﬁehlt es sich,
die Datenaufnahme-Routine im PIC zu modiﬁzieren. Die Modiﬁkationen bestehen darin, zu der
minimal notwendigen Laufzeit von 2 µs, welche die Interrupt-Routine im PIC ben¨ otigt, um den
anliegenden Bitwert einzulesen, noch eine zus¨ atzliche, programmtechnisch realisierte Verz¨ ogerung
hinzuzuf¨ ugen. Da w¨ ahrend dieser verl¨ angerten Interrupt-Bearbeitung keine weiteren Bitwerte
aufgenommen werden, l¨ aßt sich durch die Erh¨ ohung der Verz¨ ogerung von Lauf zu Lauf des
Generators, die minimale Zeit zwischen zwei aufeinanderfolgenden Bits bei der Zufallsgenerierung
ebenfalls schrittweise vergr¨ oßern.
F¨ uhrt man anschließend f¨ ur jeden der Meßl¨ aufe eine Reihe von zweistuﬁgen Verteilungstests f¨ ur
den ersten Autokorrelationskoeﬃzienten durch, so l¨ aßt sich an den Auswertungsergebnissen der
Kolmogorov-Smirnov-Tests feststellen, ob sich noch Antikorrelationen zeigen.
Insgesamt werden die Tests f¨ ur 8 L¨ aufe mit verschiedenen Verz¨ ogerungszeiten durchgef¨ uhrt. Die
entsprechenden Verz¨ ogerungszeiten44 betragen entsprechend der Gesamtdauer der Interrupt-
Routine 2, 4, 6, 10, 18, 32, 50 und 92 µs. Die generierte Datenmenge bzw. Dauer der L¨ aufe,
ist hierbei nicht immer gleich gew¨ ahlt45, so daß auch die Anzahl der erhaltenen Ergebnisse der
Kolmogorov-Smirnov-Tests unterschiedlich ist.
In Abb. B.32 und B.33 sind die Ergebnisse zweistuﬁger Autokorrelationskoeﬃziententests46 f¨ ur






44Der Grund f¨ ur die uneinheitlichen Abst¨ ande zwischen den verschiedenen Verz¨ ogerungszeiten erkl¨ art
sich daraus, daß bedingt durch die relativ lange Zeitdauer f¨ ur einen Lauf versucht wurde, durch ” Ver-
doppeln“ der Verz¨ ogerungszeit mit einer m¨ oglichst geringen Zahl von L¨ aufen auszukommen.
45Bei L¨ aufen mit geringer Verz¨ ogerung zeigten die Ergebnisse der Kolmogorov-Smirnov-Tests eine so
starke Tendenz, daß die L¨ aufe k¨ urzer gehalten wurden, erst bei den l¨ angeren Verz¨ ogerungen wurden
gr¨ oßere Datenmengen aufgenommen.
46Es werden dieselben Stichprobengr¨ oßen wie in den vorangehenden Abschnitten verwendet, d.h. ein
zweistuﬁger Test umfaßt eine Gesamtstichprobengr¨ oße von 1 MB.





























128)-Werte zweistuﬁger Autokorrelationskoeﬃziententests des ersten Au-
tokorrelationskoeﬃzienten f¨ ur verschiedene L¨ aufe mit verz¨ ogerter Bit¨ ubernahme





























128)-Werte zweistuﬁger Autokorrelationskoeﬃziententests des ersten Au-
tokorrelationskoeﬃzienten f¨ ur verschiedene L¨ aufe mit verz¨ ogerter Bit¨ ubernahme
Man sieht insbesondere bei den Werten f¨ ur P(K
−
128) in Abb. B.32 sehr gut, wie die Antikorrelatio-
nen mit zunehmender Verz¨ ogerung bei der Bitaufnahme abnehmen. Bei der l¨ angsten Verz¨ ogerung
ist keine so oﬀensichtliche Tendenz der Verteilung der Werte wie bei den k¨ urzeren Verz¨ ogerungen
zu erkennen, was auch der Grund daf¨ ur ist, daß keine Messungen mit noch l¨ angerer Verz¨ ogerung
durchgef¨ uhrt werden. Lediglich das Ausbleiben von niedrigen Wahrscheinlichkeitswerten f¨ ur die
185P(K
−
128) f¨ allt auf. Dies ist gleichbedeutend damit, daß es selten Autokorrelationskoeﬃzienten-
verteilungen f¨ ur den ersten Autokorrelationskoeﬃzienten gibt, die sehr nah an der theoretischen
Verteilung liegen. Betrachtet man die zugeh¨ origen P(K
+
128)-Werte, so stellt man fest, daß bei
diesen sowohl große als auch kleine Werte auftreten, was die Entscheidung, keine L¨ aufe mit
l¨ angeren Verz¨ ogerungen durchzuf¨ uhren, zus¨ atzlich unterst¨ utzt.
B.10.3 Dreistuﬁge Autokorrelationstests





128) sind zwar f¨ ur kurze Verz¨ ogerungen deutlich tendenzbehaftet, aber bei den l¨ an-
geren Verz¨ ogerungen ist eine Beurteilung schwieriger. Es erscheint daher nachtr¨ aglich sinnvoll,
die Verteilung der Testwerte noch genauer zu untersuchen; dies geschieht durch eine weitere
Teststufe.
Zwar ist die Anzahl der zweistuﬁgen Tests bei der l¨ angsten Verz¨ ogerung (Lauf LD8) nicht allzu
groß, aber aufgrund der guten Approximation auf der ersten und zweiten Teststufe ist es dennoch




128 wiederum eine Verteilungsfunktion47 zu erstellen






Zur Kontrolle, inwieweit solch ein Test ¨ uberhaupt aussagekr¨ aftig sein kann oder ob die kleinen
Stichproben der dritten Stufe eventuell die Ergebnisse stark verf¨ alschen, wird zuerst auf einer le-
diglich 10 MB umfassenden Stichprobe eines kryptographisch starken Pseudozufallsgenerators48
ein dreistuﬁger Referenztest durchgef¨ uhrt. Der graphischen Darstellung der Ergebnisse f¨ ur die
Verteilung der K
−
10 in Abb. B.34 und der K
+
10 in Abb. B.35 entnimmt man, daß auch bei relativ
kleinen Stichproben die Verteilung eines idealen Zufallsgenerators die theoretische Verteilung
”umspielt“ und somit eine Durchf¨ uhrung dreistuﬁger Tests durchaus sinnvolle Ergebnisse liefert.
Eine quantitative Auswertung erscheint allerdings aufgrund der doch relativ großen Spr¨ unge bei
kleinen Stichproben nicht sinnvoll, daher wird nur ein graphischer Vergleich der empirischen mit
der theoretischen Verteilung durchgef¨ uhrt, der aber dennoch sehr aufschlußreich sein kann.
Die entsprechenden Ergebnisse solch eines dreistuﬁgen Tests sind f¨ ur den Lauf LD8 in den
Abb. B.36 (Verteilung der K
−
128) und B.37 (Verteilung der K
+
128) dargestellt. W¨ ahrend die
empirische Verteilungsfunktion der K
+
128 recht nah bei der theoretischen Verteilungsfunktion
liegt, gilt dies f¨ ur die Verteilungsfunktion der K
−
128 weniger gut, so daß auch noch bei gegen¨ uber
der normalen Zeit f¨ ur die Bit¨ ubernahme relativ langen Verz¨ ogerungen mit Hilfe eines dreistuﬁgen
Autokorrelationskoeﬃziententests – wenn auch sehr geringe – Spuren von Antikorrelationen zu
entdecken sind.
B.10.4 Autokorrelationstests der L¨ aufe mit hybrider Datenaufnahme-
Elektronik
Wie in Abschnitt 4.5.3 erw¨ ahnt, lassen sich bei der hybriden Elektronik drei Parameter ein-
stellen:die L¨ ange des ¨ Ubernahme-Signals, die L¨ ange des Bit-Signals und die Zeitverz¨ ogerung
zwischen Bit-Signal und ¨ Ubernahme-Signal.
Beim ersten Lauf (LH1) wurde noch eine Zeitverz¨ ogerung von 100 ns zwischen den beiden Pulsen
eingestellt, dies geschah um sicherzustellen, daß auf jeden Fall ein stabiles Bit-Signal am Eingang-
Port des PIC anliegt, bevor die Interrupt-Bearbeitung startet. Bei den nachfolgenden L¨ aufen
wurde allerdings auf diese Verz¨ ogerung verzichtet, da angesichts einer minimalen Dauer der
Interrupt-Bearbeitung von 400 ns auch ohne Zeitverz¨ ogerung ein stabiles Signal anliegt.
47Es wird also nicht eine Verteilung aus den Wahrscheinlichkeitswerten gebildet, sondern direkt aus
den Werten f¨ ur die maximale Abweichung der einzelnen Tests der zweiten Stufe, diese Verteilung sollte
einer Kolmogorov-Smirnov-Verteilung folgen.
48Der Zufallsgenerator verwendet DES im OFB-Modus, s. Abschnitt B.1.




























Abbildung B.34: Vergleich der empirischen Verteilungsfunktion aus den K
−
128-Werten von 10
zweistuﬁgen Tests f¨ ur den ersten Autokorrelationskoeﬃzienten mit der theoretischen Vertei-
lungsfunktion f¨ ur eine 10 MB umfassende Stichprobe eines Pseudozufallsgenerators




























Abbildung B.35: Vergleich der empirischen Verteilungsfunktion aus den K
+
128-Werten von 10
zweistuﬁgen Tests f¨ ur den ersten Autokorrelationskoeﬃzienten mit der theoretischen Vertei-
lungsfunktion f¨ ur eine 10 MB umfassende Stichprobe eines Pseudozufallsgenerators




























Abbildung B.36: Darstellung der empirischen Verteilungsfunktion aus den K
−
128-Werten von 21
zweistuﬁgen Autokorrelationskoeﬃziententests auf dem Lauf LD8 f¨ ur den ersten Autokorrelati-
onskoeﬃzienten




























Abbildung B.37: Darstellung der empirischen Verteilungsfunktion aus den K
+
128-Werten von 21
zweistuﬁgen Autokorrelationskoeﬃziententests auf dem Lauf LD8 f¨ ur den ersten Autokorrelati-
onskoeﬃzienten
188Die beim Lauf LH1 mit hybrider Datenaufnahme-Elektronik und dem sp¨ ater nochmals zur Kon-
trolle durchgef¨ uhrten ¨ ahnlichen Lauf LH4 gew¨ ahlte Bit-Signall¨ ange von 4,6µs hat sich als zu lang
herausgestellt; bei der Kontrolle der Signale mit einem Oszilloskop war zu erkennen, daß w¨ ahrend
dieser Zeit weitere ¨ Ubernahme-Signale eintreﬀen, die auch noch einen weiteren Einlesevorgang
beim PIC ausl¨ osen k¨ onnen.
Sowohl bei Lauf LH1 als auch bei Lauf LH4 treten sehr starke Antikorrelationen auf, die sich
insbesondere in den Wahrscheinlichkeiten f¨ ur P(K
−
128) der Kolmogorov-Smirnov-Auswertung nie-
derschlagen: Alle 52 zweistuﬁgen Autokorrelationskoeﬃziententests des ersten Autokorrelations-
koeﬃzienten liegen bei Lauf LH1 beim maximalen Wert P(K
−
128) = 1,0 und bei Lauf LH4 ist
lediglich einer der 15 Testwerte ungleich49 diesem Maximalwert. Die Gr¨ unde f¨ ur diese starken
Antikorrelationen werden in Abschnitt 6.1.1.2 er¨ ortert.
Bei allen anderen L¨ aufen, welche die hybride Elektronik verwenden, wird daher f¨ ur die Bit-
Signall¨ ange eine Zeitdauer von 2 µs gew¨ ahlt, die gerade der minimalen Zeit entspricht, die zur
Aufnahme eines Bits durch den PIC ben¨ otigt wird.
Betrachtet man sich die in Abb. B.38 abgebildeten ersten f¨ unf zweistuﬁgen Autokorrelationsko-
eﬃziententests f¨ ur den ersten Autokorrelationskoeﬃzienten des Laufes LH5, so fallen bis auf die
bereits weiter oben auf S. 175 dargelegten FIFO-Probleme bei der dritten 1 MB umfassenden
Stichprobe keine weiteren markanten Abweichungen auf.



























empir. Verteil. (1. MB)
empir. Verteil. (2. MB)
empir. Verteil. (3. MB)
empir. Verteil. (4. MB)
empir. Verteil. (5. MB)
Abbildung B.38: Empirische Verteilungsfunktionen des ersten Autokorrelationskoeﬃzienten von
f¨ unf zweistuﬁgen Tests auf Daten des Laufes LH5
Untersucht man allerdings die Verteilung der Werte K
−
128 der insgesamt 53 zweistuﬁgen Autokor-
relationskoeﬃziententests in einer weiteren Teststufe und vergleicht sie mit der entsprechenden
theoretischen Kolmogorov-Smirnov-Verteilung, ergibt sich ein etwas anderes Bild, s. Abb. B.39.
Man erkennt, daß die Verteilung50 der K
−
128 zu gr¨ oßeren Werten hin verschoben ist, d.h. die
maximalen Abst¨ ande der Verteilungen der zweiten Teststufe liegen zu weit von der theoretischen
Verteilung entfernt, was genau dann der Fall ist, wenn Antikorrelationen auftreten. Diese sind
49Der Wert betr¨ agt P(K
−
128) = 0,99985, was nat¨ urlich auch nicht wesentlich besser ist.
50Auf eine graphische Darstellung der Verteilung der K
+
128 wird hier verzichtet, sie zeigt – wie zu
erwarten – genau das entgegengesetzte Verhalten.




























Abbildung B.39: Vergleich der empirischen Verteilungsfunktion aus den Ergebnissen K
−
128 von 53
zweistuﬁgen Autokorrelationskoeﬃziententests f¨ ur den ersten Autokorrelationskoeﬃzienten mit
der theoretischen Verteilungsfunktion f¨ ur den Lauf LH5
allerdings erheblich schw¨ acher ausgepr¨ agt als vorher, was sich darin zeigt, daß sie sich nicht
direkt auf der zweiten Teststufe erkennen lassen, sondern erst mit einem dreistuﬁgen Test.
Bei den folgenden Untersuchungen werden keine zweistuﬁgen Autokorrelationskoeﬃziententests
mehr verwendet, sondern nur noch dreistuﬁge, da diese oﬀensichtlich eine h¨ ohere Nachweiskraft
haben.
In Abb. B.40 ist das Ergebnis eines dreistuﬁgen Autokorrelationskoeﬃziententests f¨ ur die Werte
der negativen Abweichungen K
−
128 von 55 zweistuﬁgen Autokorrelationskoeﬃziententests des
Laufes51 LF1 eines Zufallsgenerators mit faseroptischem Aufbau und einer Einphotonenquelle auf
Basis der parametrischen Fluoreszenz dargestellt. Auch hier sieht man ¨ ahnliche Abweichungen
wie beim dreistuﬁgen Test des Laufes LH5.
Zum Vergleich ist in Abb. B.41 ein dreistuﬁger Test auf den Werten der negativen Abweichungen
K
−
128 von 55 zweistuﬁgen Autokorrelationskoeﬃziententests des Laufes52 PB2 dargestellt.
Man erkennt deutlich, daß bei dem dreistuﬁgen Test des Laufes PB2 keine markanten Abwei-
chungen der empirischen von der theoretischen Verteilungsfunktion zu erkennen sind. Vergleicht
man die entsprechende Verteilung f¨ ur die positiven Abweichungen K
+
128, die in Abb.B.42 darge-
stellt ist, mit der theoretischen Verteilung, so sind auch bei ihr keine markanten Abweichungen
zu erkennen.
Auch die Auswertungen53 der L¨ aufe LF2 und PF f¨ ugen sich in das bisherige Bild ein: Bei Lauf
LF2 zeigen sich ebenfalls noch schwache Antikorrelationen, wohingegen Lauf PF keine markanten
Abweichungen54 von der theoretischen Verteilung aufweist.
51Bei diesem Lauf wurden dieselben Werte f¨ ur die L¨ angen von Bit-Signal und ¨ Ubernahme-Puls ver-
wendet wie bei Lauf LH5.
52Dies ist ein Lauf eines Zufallsgenerators in freistrahloptischer Ausf¨ uhrung mit einer gepulsten, stark
abgeschw¨ achten Poisson-Lichtquelle, bei dem die hybride Datenaufnahme-Elektronik mit den gleichen
Parametern wie bei Lauf LF1 verwendet wird.
53Der kurze Testslauf PB1 umfaßt nur 10 MB und wird daher nicht f¨ ur dreistuﬁge Tests herangezogen.
54Da ”nur“ 30 MB Stichprobengr¨ oße zur Verf¨ ugung stehen, ist die empirische Verteilungsfunktion in




























Abbildung B.40: Vergleich der empirischen Verteilungsfunktion aus den Ergebnissen K
−
128 von 55
zweistuﬁgen Autokorrelationskoeﬃziententests f¨ ur den ersten Autokorrelationskoeﬃzienten mit
der theoretischen Verteilungsfunktion f¨ ur den Lauf LF1




























Abbildung B.41: Vergleich der empirischen Verteilungsfunktion aus den Ergebnissen K
−
128 von 55
zweistuﬁgen Autokorrelationskoeﬃziententests f¨ ur den ersten Autokorrelationskoeﬃzienten mit
der theoretischen Verteilungsfunktion f¨ ur den Lauf PB2




























Abbildung B.42: Vergleich der empirischen Verteilungsfunktion aus den Ergebnissen K
+
128 von 55
zweistuﬁgen Autokorrelationskoeﬃziententests f¨ ur den ersten Autokorrelationskoeﬃzienten mit
der theoretischen Verteilungsfunktion f¨ ur den Lauf PB2
B.11 Die M¨ achtigkeit der Autokorrelationstests
Wie in den letzten Abschnitten deutlich geworden sein d¨ urfte, sind Autokorrelationskoeﬃzien-
tentests ein sehr gutes Werkzeug zur Untersuchung von Abh¨ angigkeiten in Bitsequenzen, wobei
ein großer Vorteil dieser Tests in ihrer guten Interpretierbarkeit liegt, die direkte R¨ uckschl¨ usse
auf die Art der Defekte erlaubt. Anderes als die vorher dargelegten Tests erlauben es die Au-
tokorrelationskoeﬃziententests auch noch schwache (Anti-)Korrelationen aufzudecken, wobei sie
mit jeder weiteren Teststufe das Aufdecken feinerer Abweichungen von der Korrelationsfreiheit
erlauben. Allerdings muß einschr¨ ankend darauf hingewiesen werden, daß dies nur dann gilt, wenn
es sich um einen globalen Defekt handelt, der sich auch in der gesamten Stichprobe bemerkbar
macht; lokale Abweichungen w¨ urden durch die Vergr¨ oßerung der Gesamtstichprobe bei den h¨ o-
heren Teststufen eher verdeckt werden. Dies erkennt man auch an den Ergebnissen der ersten
f¨ unf zweistuﬁgen Tests des Laufes LH5, s. Abb. B.38, bei denen ein Autokorrelationskoeﬃzien-
tentest aufgrund eines lokalen Defektes, s. a. Abschnitt B.9.2, sehr stark von der theoretischen
Verteilung abweicht. Im dreistuﬁgen Test des gesamten Laufs hingegen, s. Abb. B.39, f¨ allt dieser
einzelne Test nicht auf und w¨ urde bei einer quantitativen Auswertung mit Hilfe der Kolmogorov-
Smirnov-Statistik auch nicht erkannt. Somit haben also auch die niedrigeren Teststufen durchaus
ihre Berechtigung.
diesem Fall nat¨ urlich etwas grober.
192Anhang C
Berechnung der Z¨ ahlraten beim
HOM-Zufallsgenerator
Bei den folgenden Berechnungen wird zwar ein von 50:50 abweichendes Teilungsverh¨ altnis des
Strahlteilers zugelassen und es werden auch ungleiche, vom Idealwert abweichende und unter-
schiedliche Quanteneﬃzienzen der beiden Detektoren1 ber¨ ucksichtigt, aber es wird idealisierend
davon ausgegangen, daß die Photonen eines Paares ideal am Strahlteiler ¨ uberlappen und weder
vorher noch am Strahlteiler Verluste durch Absorption, Reﬂektion an Oberﬂ¨ achen oder Streu-
ung vorhanden sind. Der betrachtete Idealfall entspr¨ ache also einer Messung mit maximaler
Sichtbarkeit.
P1 P2 P3 P4
P5 P6 P7 P8
Abbildung C.1: ¨ Uberlagerungsprozesse am Strahlteiler beim HOM-Aufbau
Bei den folgenden Berechnungen werden Wahrscheinlichkeitsamplituden, s. [18], f¨ ur die verschie-
denen M¨ oglichkeiten der ¨ Uberlagerung der Photonen am Strahlteiler, s. Abb. C.1, verwendet.
Die zu den ¨ Uberlagerungsprozessen geh¨ orenden Werte der Wahrscheinlichkeitsamplituden sind
in Tabelle C.1 aufgef¨ uhrt2. Hierbei stehen r und t f¨ ur die komplexen Reﬂexions- bzw. Transmis-
1¨ Uberdies werden keine Totzeiteﬀekte der Detektoren ber¨ ucksichtigt, da davon ausgegangen wird,
daß diese bei einem Zufallsgenerator im HOM-Aufbau durch die nachfolgende Datenaufnahmeelektronik
neutralisiert werden.
2Der besseren Lesbarkeit wegen werden im weiteren die Wahrscheinlichkeitsamplituden aus Tabelle
C.1 von rechts nach links und zeilenweise von oben nach unten mit A1 bis A8 abgek¨ urzt.
193sionskoeﬃzienten, f¨ ur die bei Vernachl¨ assigung von Verlusten gilt:
|r|2 + |t|2 = 1
r∗t + rt∗ = 0.
Der relative Phasensprung um π/2 zwischen Transmission und Reﬂexion wird bei den Wahr-
scheinlichkeitsamplituden explizit durch einen Faktor i vor dem Reﬂexionskoeﬃzienten ber¨ uck-
sichtigt, so daß also r und t im weiteren reellwertig sind.
P P1 P2 P3 P4
A A1 = 1 √
2irt A2 = 1 √
2t2 A3 = −1 √
2r2 A4 = 1 √
2irt
P0 P5 P6 P7 P8
A0 A5 = 1 √
2irt A6 = −1 √
2r2 A7 = 1 √
2t2 A8 = 1 √
2irt
Tabelle C.1: Wahrscheinlichkeitsamplituden f¨ ur die ¨ Uberlagerungsprozesse der beiden Photonen
eines Photonenpaares am Strahlteiler
Im Fall ununterscheidbarer Photonen, s. Abschnitt C.1, m¨ ussen die zu nicht unterscheidbaren
Prozessen geh¨ orenden Amplituden A und A0 erst summiert werden, bevor die Norm gebildet und
quadriert wird, um die Gesamtwahrscheinlichkeit zu erhalten. Anders bei den unterscheidbaren
Photonen, s. Abschnitt C.2, hier wird zuerst f¨ ur jede Wahrscheinlichkeitsamplitude die qua-
drierte Norm gebildet und anschließend werden die resultierenden Einzelwahrscheinlichkeiten
zur Gesamtwahrscheinlichkeit aufsummiert.
Neben den Wahrscheinlichkeitsamplituden gehen noch folgende Faktoren in die Formeln f¨ ur die
Einzelz¨ ahlraten der Detektoren ein:
• Np, die mittlere Rate der auf den Strahlteiler treﬀenden Photonenpaare, die mittlere Rate
der Photonen ist also 2Np,
• ηp0 und ηp1, die eﬀektiven Quanteneﬃzienzen der jeweiligen Signaldetektoren, wenn ein
Photonenpaar auf die Detektorﬂ¨ ache f¨ allt und
• ηe0 und ηe1, die Quanteneﬃzienz der jeweiligen Signaldetektoren f¨ ur die Detektion eines
einzelnen Photons.
Hierbei gilt f¨ ur die eﬀektive Quanteneﬃzienz ηp, s. Abschnitt 6.3.2 :
ηp = 1 − (1 − ηe)2 = 2 · ηe − η2
e = ηe · (2 − ηe)
C.1 Fall 1: Ununterscheidbare Photonen
Bei ununterscheidbaren Photonen haben wir zwei nicht zu unterscheidende Prozesse, bei denen
ein Photonenpaar auf den jeweiligen Detektor f¨ allt und vier ebenfalls voneinander nicht zu unter-
scheidende Prozesse, bei denen nur jeweils ein Photon auf den Detektor f¨ allt. W¨ ahrend sich die
Wahrscheinlichkeitsamplituden f¨ ur die erstgenannten Prozesse, je nach betrachtetem Ausgang
unterscheiden, ist die Summe der Wahrscheinlichkeitsamplituden der letztgenannten Prozesse
f¨ ur beide Ausg¨ ange gleich, da in dem von uns betrachteten, verlustfreien Fall dann in jedem
Ausgang ein Photon vorhanden ist.
Zur Berechnung der Z¨ ahlraten der Signaldetektoren m¨ ussen die Ereignisse, bei denen ein Photo-
nenpaar auf den Detektor f¨ allt, mit der eﬀektiven Quanteneﬃzienz gewichtet werden, w¨ ahrend
die Ereignisse, bei denen nur ein einzelnes Photon auf den Detektor f¨ allt, lediglich mit der ein-
fachen Quanteneﬃzienz eingehen.
194F¨ ur die Z¨ ahlrate eines Detektors im ”horizontalen Ausgang“ von Abb. C.1 setzt man daher an:
N0 = Np ·
 
ηp0 · |A1 + A5|2 + ηe0 · |A2 + A3 + A6 + A7|2
,
bzw. f¨ ur den anderen Ausgang:
N1 = Np ·
 
ηp1 · |A4 + A8|2 + ηe1 · |A2 + A3 + A6 + A7|2
.
Setzt man nun die Wahrscheinlichkeitsamplituden aus Tabelle C.1 in die einzelnen Terme ein,
so erh¨ alt man nach kurzer Rechnung:
|A1 + A5|2 = 2 · r2 · t2
|A4 + A8|2 = 2 · r2 · t2
|A2 + A3 + A6 + A7|2 = 2 · (t2 − r2).
Hieraus ersieht man sofort, daß die Formeln f¨ ur die Z¨ ahlraten der Detektoren in den Ausg¨ angen
des Strahlteilers sich nur durch die unterschiedlichen (eﬀektiven) Quanteneﬃzienzen unterschei-
den:
N0/1 = Np ·
 
ηp0/1 · 2 · r2 · t2 + ηe0/1 · 2 · (t2 − r2)

.
Handelt es sich um einen Strahlteiler mit nicht idealem Teilungsverh¨ altnis, bei dem also Trans-
mission t2 und Reﬂexion r2 nicht gleich sind, so spielt dies – anders im Fall einzelner Photonen
am Strahlteiler – hier demnach keine Rolle. Dies ist angesichts der Symmetrie der Prozesse,
welche in die Berechnung der Z¨ ahlrate eingehen, auch anschaulich klar.
Sind Transmission und Reﬂexion gleich, d.h. r2 = t2 = 1/2, so ist die Diﬀerenz im zweiten Term
gerade identisch Null und die Photonen eines Paares laufen immer nur gemeinsam in einem
Ausgang; in diesem Fall erh¨ alt man f¨ ur die mittleren Z¨ ahlraten N0/1 = ηp0/1 · Np/2.
Auch im Fall eines m¨ aßig vom Ideal abweichenden Teilungsverh¨ altnisses wird der zweite Term
aufgrund der Diﬀerenzbildung nur wenig beitragen. Somit geht die Quanteneﬃzienz der Detek-
toren in erster Linie durch die eﬀektive Quanteneﬃzienz in die Z¨ ahlrate ein. Unterschiedliche
Quanteneﬃzienzen der Detektoren werden somit beim HOM-Zufallsgenerator die Hauptursache
f¨ ur Abweichungen vom idealen Fall gleicher relativer H¨ auﬁgkeiten der Nullen und Einsen sein.
Da es haupts¨ achlich die eﬀektive Quanteneﬃzienz ist, die in die Z¨ ahlraten eingeht, ist es interes-
sant zu betrachten, wie sich eine geringe Diﬀerenz ∆ηe = ηe1 − ηe0 zwischen den Quanteneﬃzi-
enzen der Signaldetektoren auf die Diﬀerenz der eﬀektiven Quanteneﬃzienzen, ∆ηp = ηe1 − ηe0
auswirkt. Setzt man ηe1 = ηe0 + ∆ηe in die Formel f¨ ur die eﬀektive Quanteneﬃzienz ein3 und
formt etwas um, so erh¨ alt man f¨ ur diese Diﬀerenz:
∆ηp = ∆ηe · (2 − 2η0 − ∆ηe).
Je nachdem wie groß der Ausdruck in der Klammer ist, kann die Abweichung bei der eﬀektiven
Quanteneﬃzienz gr¨ oßer oder kleiner als die Diﬀerenz der einfachen Quanteneﬃzienzen sein. Da
∆ηe meist relativ klein ist und typischerweise in der Gr¨ oßenordnung von η/10 liegt, wird die
Summe von den ersten beiden Summanden dominiert. Bei einer Quanteneﬃzienz von ηe ≈ 0,5
liegt der Klammerterm bei Eins und dementsprechend ist ∆ηp ≈ ∆ηe. Liegt die Quanteneﬃzienz
ηe unter diesem Schwellwert, ist die Diﬀerenz ∆ηp > ∆ηe; f¨ ur einen Wert von ηe ≈ 0,3 w¨ are z.B.
∆ηp ≈ 1,4 · ∆ηe; unterschiedliche Quanteneﬃzienzen wirken sich in diesem Fall also st¨ arker aus
als beim Zufallsgenerator mit einzelnen Photonen.
3Hierbei wird oBdA. angenommen, daß ηe1 > ηe0 ist.
195C.2 Fall 2: Unterscheidbare Photonen
In diesem Fall sind alle Prozesse am Strahlteiler voneinander unterscheidbar und man erh¨ alt
folgenden Ansatz f¨ ur die Z¨ ahlraten:








|A2|2 + |A3|2 + |A6|2 + |A7|2

, bzw.








|A2|2 + |A3|2 + |A6|2 + |A7|2

.
Auch hier sind in den beiden Gleichungen wieder die Terme gleich, deren Amplituden zu Pro-
zessen geh¨ oren, bei denen die Photonen in unterschiedliche Ausgangsarme laufen. Setzt man die
















r2r2 = |A6|2, gerade:
N0/1 = Np ·






Die Formeln f¨ ur die mittleren Einzelz¨ ahlraten unterscheiden sich also auch in diesem Fall wieder
nur in den unterschiedlichen (eﬀektiven) Quanteneﬃzienzen; Abweichungen des Strahlteilers vom
idealen Teilungsverh¨ altnis spielen keine Rolle. Allerdings sind nun die Entscheidungsprozesse der
beiden Photonen am Strahlteiler unabh¨ angig voneinander; daher f¨ allt auch im Idealfall r2 = t2 =
1/2 der Anteil der Prozesse, bei denen die Photonen in unterschiedliche Arme gehen, nicht weg,
sondern es ergibt sich:










Man erkennt, daß im Falle unterscheidbarer Photonen der Anteil der einzelnen Photonen, die
auf den Detektor fallen, vorherrscht. Bei den Einzelz¨ ahlraten im Falle unterscheidbarer Photo-
nen muß nat¨ urlich ber¨ ucksichtigt werden, daß alle Ereignisse verworfen werden, bei denen beide
Detektoren gleichzeitig ansprechen. Somit tr¨ agt der zweite Term im Falle idealer Quanteneﬃ-
zienzen gar nicht und unter realen Bedingungen in verminderter Form zur Zufallsgenerierung
bei.
Bei realen Quanteneﬃzienzen muß aber noch ber¨ ucksichtigt werden, daß zu kleiner Quanteneﬃ-
zienz hin die Wahrscheinlichkeit zunimmt, daß nur einer der beiden Detektoren anspricht, auch
wenn auf beide ein Photon f¨ allt. Wie stark dieser Eﬀekt ist, l¨ aßt sich berechnen, indem man
jeweils die beiden Terme zusammenfaßt, die zu den einzelnen Photonen in einem Ausgangs-
arm geh¨ oren, und mit der Wahrscheinlichkeit wichtet, daß genau einer der beiden Detektoren
anspricht.
Insgesamt fallen 2 · Np Photonen auf den Strahlteiler, und mit einer Wahrscheinlichkeit von
P01 = r4 +t4 tritt der Fall auf, daß sie getrennt in die beiden Ausg¨ ange des Strahlteilers laufen.
Die Wahrscheinlichkeit, daß darauf nur einer der beiden Detektoren anspricht und somit ein
Zufallsbit generiert wird, betr¨ agt:
P(1Bit|2Photonen) = η0 · (1 − η1) + η1 · (1 − η0)
= η0 + η1 − 2η0η1
196Somit erh¨ alt man also f¨ ur den Anteil Ne der Zufallsereignisse, die nicht aufgrund eines Photo-
nenpaares in einem der Ausg¨ ange des Strahlteilers generiert wurden, sondern durch ein einzelnes
Photon:
Ne = 2 · Np · (r4 + t4) · (η0 + η1 − 2η0η1).
Betrachtet man den Fall mit idealem Teilungsverh¨ altnis r2 = t2 = 1/2 und gleichen Quantenef-
ﬁzienzen, so erh¨ alt man f¨ ur eine typische Quanteneﬃzienz von η = 0,3:











= Np · 0,42 .
Man sieht also, wie stark die nichtidealen Quanteneﬃzienzen dazu beitragen, daß die im Idealfall





Bei zweistuﬁgen, statistischen Tests wird eine empirisch ermittelte Verteilungsfunktion mit ei-
ner theoretischen verglichen. Oft handelt es sich bei dieser theoretischen Verteilungsfunktion
allerdings ”nur“ um eine Approximation der exakten Verteilungsfunktion. So wird zum Beispiel
beim Test der Verteilung der Autokorrelationskoeﬃzienten als theoretische Verteilung die Nor-
malverteilung verwendet, die exakte Verteilungsfunktion ist hingegen durch die (kumulierte)
Binomialverteilung1 gegeben. Es stellt sich daher die Frage, ob die Approximation gut genug ist
oder die Gefahr besteht, daß sie das Resultat des Tests verf¨ alscht.
D.1 Die G¨ ute der Normalapproximation













































1Im Prinzip l¨ aßt sich die Binomialverteilung heutzutage nat¨ urlich per Computer auch f¨ ur große n
berechnen, allerdings w¨ are sie ohnehin nicht als theoretische Verteilungsfunktion f¨ ur einen Kolmogorov-
Smirnov-Test geeignet, da bei diesem eine stetige theoretische Verteilungsfunktion vorausgesetzt wird.
199Bei Zufallsgeneratoren weicht p in der Regel nicht stark vom Idealwert p = 1/2 ab, so daß die
Abweichung der Approximation von der exakten Verteilung kleiner als ≈ 0,4/
√
n ist.
Beim Autokorrelationskoeﬃzienten-Test (s. S. 51) werden Stichproben mit 8 kB Daten genom-
men, d.h. n = 65536 Bits; in diesem Fall weicht die Approximation also h¨ ochstens um 0,0015625
vom exakten Wahrscheinlichkeitswert ab. Kritisch k¨ onnte solch eine Abweichung nat¨ urlich be-
sonders dann werden, wenn sie an einer Stelle der Gr¨ oße eines Wahrscheinlichkeitwertes der Ver-
teilung gleichkommt. Um abzusch¨ atzen, inwieweit dies tats¨ achlich ein Problem bei Kolmogorov-
Smirnov-Tests darstellen k¨ onnte, empﬁehlt es sich, die Normalverteilung besser doch einmal
explizit mit der kumulierten Binomialverteilung zu vergleichen. Hierzu wird eine Berechnungs-





umgehen kann. Die auftretenden Binomialkoeﬃzienten mit k = 1...1000
bzw. k = 64536...65536 werden exakt berechnet, w¨ ahrend bei der Berechnung der ¨ ubrigen
Koeﬃzienten eine Stirling-Approximation2 verwendet wird. Diese Approximation ist sehr gut:
Der relative Fehler der approximierten Binomialkoeﬃzienten gegen¨ uber den exakten3 ist hier-
bei kleiner als 10−17. Dies f¨ uhrt zu einer relativen Abweichung der approximativ berechneten,
kumulierten Binomialverteilung von der exakten Verteilung, die kleiner als 10−11 ist. Solch eine
Abweichung spielt h¨ ochstens in den ”Außenbereichen“ der Verteilung eine Rolle; diese Bereiche
haben allerdings f¨ ur die praktische Durchf¨ uhrung der Tests keine Relevanz4, so tragen sie insbe-
sondere nicht zu den Abweichungen zwischen theoretischer und empirischer Verteilung bei, die
mit Hilfe des Kolmogorov-Smirnov-Tests untersucht werden.
In Abb. D.1 sind sowohl die nach oben erw¨ ahnter Vorgehensweise berechnete Binomialverteilung
B(X) f¨ ur die Parameter n = 65536 und p = 0,5 als auch die entsprechende Normalverteilung
N(x) aufgetragen; wie man sieht, liegen die beiden Graphen außerordentlich nah ”beieinander“.
Damit sich die geringen Unterschiede besser erkennen lassen, ist in Abb. D.2 die Diﬀerenz
B(X) − N(X) zwischen der kumulierten Binomialverteilung B(X) und der Normalverteilung
N(X) dargestellt, wobei zus¨ atzlich noch die oben erw¨ ahnte obere Grenze f¨ ur die Abweichung
eingezeichnet ist. Wie man deutlich erkennt, stellt sie in der Tat eine gute Absch¨ atzung f¨ ur die
maximale Abweichung der Normal-Approximation dar. Da es sich bei ihr aber nur um einen kon-
stanten Wert handelt, gibt sie die lokalen Abweichungen abseits des Mittelwertes nur schlecht
wieder.
Abschließend l¨ aßt sich zusammenfassen, daß die Normalverteilung f¨ ur die im weiteren ver-
wendeten Stichprobengr¨ oßen eine exzellente Approximation der kumulierten Binomialvertei-
lung darstellt und daher keinerlei Beeintr¨ achtigungen der Kolmogorov-Smirnov-Tests durch
Approximations-Artefakte zu bef¨ urchten sind.
D.2 Die G¨ ute der χ2 Approximation
Leider l¨ aßt sich die G¨ ute der χ2-Approximation nur mit einem erheblich gr¨ oßeren Rechenauf-
wand durch einen Vergleich mit der exakten Multinomialverteilung ermitteln; daher wird hier
auch darauf verzichtet. Allerdings stellt sich bei einem solchen Vergleich heraus [31], daß in der
Tat an den R¨ andern der Verteilung eine merkliche Abweichung zwischen der Approximation
und der exakten Multinomialverteilung besteht. Dies kann dazu f¨ uhren, daß bei sehr kleinen
Ablehnungswerten die Generatoren h¨ auﬁger verworfen werden, als man bei Verwendung der
Approximation unter der Nullhypothese erwarten w¨ urde.


















3Diesen Wert f¨ ur den relativen Fehler erh¨ alt man aus dem Quotienten des exakten und des approxi-





, f¨ ur k > 1000 ist der relative Fehler sogar noch kleiner.
4Die Abweichung spielt in den Außenbereichen gerade deswegen eine Rolle, weil sie in die Gr¨ oßen-
ordnung der Wahrscheinlichkeit selbst kommt; das heißt aber gleichzeitig auch, daß solche Werte der
standardnormierten Variable X nur sehr selten auftreten.




































Binomialverteil. (N=65536, p=0.5) 
Normalverteilung 
Abbildung D.1: Kumulierte, standardnormierte Binomialverteilung B(X) und Normalverteilung
N(X)





























Abbildung D.2: Diﬀerenz zwischen der kumulierten, standardnormierten Binomialverteilung
B(X) und der Normalverteilung N(X), gestrichelte Linie: 0,4/
p
(n) f¨ ur n = 65536
201202Anhang E
Theorie und Details der
universellen Tests
E.1 Theorie des universellen Tests
Die eﬀektive Schl¨ ussell¨ ange f¨ ur eine bin¨ are Quelle ohne Ged¨ achtnis (BQoGp), die den Bitwert
Eins mit einer Wahrscheinlichkeit p ausgibt, ist, wie in Abschnitt 3.2.7 bereits aufgef¨ uhrt, gleich:








aber als Berechnungsvorschrift f¨ ur die eﬀektive Schl¨ ussell¨ ange l¨ aßt sich dieser Ausdruck nur
schlecht verwenden. Deshalb wird bei der Durchf¨ uhrung des universellen Tests anders vorge-
gangen und eine ¨ aquivalente Teststatistik1 benutzt. Bei ihrer Berechnung werden die Abst¨ ande
verwendet, in denen sich identische Bit-Bl¨ ocke innerhalb einer in aufeinanderfolgende, nicht¨ uber-
lappende Bit-Bl¨ ocke aufgeteilten Bin¨ arsequenz wiederholen. Teilt man die Bitsequenz in Bl¨ ocke
der L¨ ange L auf, d.h. bn(SN) = [sL(n−1)+1,...,sLn], so bedeutet dies, daß f¨ ur den Fall identi-
scher Bl¨ ocke gilt: bn(SN) = bn−i(SN). Der Abstand An(SN) zwischen zwei Bl¨ ocken entspricht
dann gerade gleich i, falls der Block bn(SN) bereits einmal aufgetreten ist oder gleich n, falls dies
noch nicht der Fall war, was nat¨ urlich am Anfang der Sequenz h¨ auﬁg vorkommen wird. Daher
teilt man die zu untersuchende Sequenz in einen Initialisierungsabschnitt mit Q Bl¨ ocken und
einem Testabschnitt mit K Bl¨ ocken. Hierbei muß Q so groß gew¨ ahlt werden, daß jeder Block
m¨ oglichst bereits im Initialisierungsabschnitt auftritt; es empﬁehlt sich ein Wert Q ≥ 10·2L. Der
Testabschnitt sollte so groß wie m¨ oglich gew¨ ahlt werden, d.h. K ≥ 1000·2L, wobei dies nat¨ urlich
mit zunehmender Blockgr¨ oße L immer schwieriger wird, da der Testabschnitt exponentiell an
L¨ ange zunimmt, daher wird in der Praxis meist nur bis zu einem Wert von L = 16 getestet.
Die Teststatistik fT(sN) wird dann deﬁniert als der Mittelwert des Logarithmus zur Basis Zwei







Die Verteilungsfunktion der Teststatistik fU(sN) l¨ aßt sich f¨ ur die Nullhypothese einer Bitsequenz
1Strenggenommen ist diese Teststatistik allerdings erst im Grenzwert großer Blockl¨ angen wirklich
¨ aquivalent, was hinsichtlich der exponentiell mit der Blockgr¨ oße zunehmenden L¨ ange der ben¨ otigten
Bitsequenz nicht unproblematisch ist! Die Variante des universellen Tests von Coron behebt dieses
Problem, s.u.
203RN aus einer symmetrischen, bin¨ aren Quelle ohne Ged¨ achtnis durch eine Normalverteilung ap-
proximieren mit dem Erwartungswert:
E[fU(RN)] = E[log2 An(RN)] = 2−L
∞ X
i=1







Mit wachsender L¨ ange K der Testsequenz nimmt σ ab, dementsprechend lassen sich Abweichun-
gen eines Generators vom idealen Verhalten mit zunehmendem K besser aufdecken.
Die Varianz Var[log2 An(RN)] in obiger Formel ist gegeben durch:




(1 − 2−L)i−1(log2 i)2 − (E[fU(RN)])2.
Der Korrekturfaktor c(L,K) r¨ uhrt daher, daß die Abst¨ ande An(RN) nicht voneinander unab-
h¨ angig sind; er verringert die Standardabweichung gegen¨ uber dem Wert, den sie bei voneinander
unabh¨ angigen An(RN) h¨ atte. In der Originalver¨ oﬀentlichung von Maurer wurde c(L,K) noch
mit Hilfe einer Simulation bestimmt. Eine exakte, aber leider etwas unhandliche, analytische
Formel ﬁndet sich in einer Arbeit von Jean-S´ ebastien Coron und David Naccache [26];
dort ﬁndet man gl¨ ucklicherweise aber auch eine gute Approximation f¨ ur c(L,K):




die Werte f¨ ur E[fU(RN)], Var[log2 An(RN)], d(L) und e(L) sind in der ebenfalls aus [26] ent-
nommenen Tabelle E.1 f¨ ur verschiedene Blockl¨ angen L zusammengefaßt2.
E.2 Durchf¨ uhrung des universellen Tests
Der universelle Test verwendet drei ganzzahlige Parameter L,Q,K und eine Bitsequenz des zu
testenden Zufallsgenerators als Eingabe. Die drei Eingabe-Parameter L,Q,K stehen dabei f¨ ur
folgende Gr¨ oßen:
• L: die Block-L¨ ange in Bits, typische Werte: 3 ≤ L ≤ 16, f¨ ur eine eﬃziente Implementierung
eignen sich die Werte L = 8 bzw. L = 16 nat¨ urlich besonders gut,
• Q: die Anzahl der Initialisierungsschritte, wobei Q so groß gew¨ ahlt wird, daß jeder Block
mit hoher Wahrscheinlichkeit schon einmal aufgetreten sein sollte, d.h. Q ≥ 10 · 2L und
• K: die Anzahl der Testschritte; K sollte m¨ oglichst groß gew¨ ahlt werden, d.h. m¨ oglichst
K ≥ 1000 · 2L.
Dementsprechend muß eine Stichprobe sN = [s1 ...sN] mit (Q + K) × L = N Bits zum Testen
verf¨ ugbar sein. Bei großen Blockl¨ angen nimmt die f¨ ur den Test notwendige L¨ ange der Bitsequenz
exponentiell zu: So ben¨ otigt man f¨ ur Q = 10 und K = 1000 bei einem Test mit 8 Bit Blockl¨ ange
lediglich 258.560 Byte, also ca. 258 kB, wohingegen man bei einem Test mit einer Bockl¨ ange von
L = 16 bereits 129.280 kB, d.h. ca. 126 MB ben¨ otigt.
Durchgef¨ uhrt wird der Test folgendermaßen:
2e(L) und d(L) sind analytisch durch schnell konvergierende Potenzreihen gegeben, f¨ ur Details s. [26].
204L E[fU(RN)] Var[log2 An(RN)] d(L) e(L)
3 2.4016068 1.9013347 0.2732725 0.4890883
4 3.3112247 2.3577369 0.3045101 0.4435381
5 4.2534266 2.7045528 0.3296587 0.4137196
6 5.2177052 2.9540324 0.3489769 0.3941338
7 6.1962507 3.1253919 0.3631815 0.3813210
8 7.1836656 3.2386622 0.3732189 0.3730195
9 8.1764248 3.3112009 0.3800637 0.3677118
10 9.1723243 3.3564569 0.3845867 0.3643695
11 10.1700323 3.3840870 0.3874942 0.3622979
12 11.1687649 3.4006541 0.3893189 0.3610336
13 12.1680703 3.4104380 0.3904405 0.3602731
14 13.1676926 3.4161418 0.3911178 0.3598216
15 14.1674884 3.4194304 0.3915202 0.3595571
16 15.1673788 3.4213083 0.3917561 0.3594040
∞ L − 0.8327462 3.4237147 0.3920729 0.3592016
Tabelle E.1: E[fU(RN)], Var[log2 An(RN)], d(L) und e(L) f¨ ur 3 ≤ L ≤ 16 und L → ∞
1. Die Bitsequenz sN werde in n jeweils L Bit lange Bl¨ ocke unterteilt3, d.h. f¨ ur alle 1 ≤ n ≤
Q + K ist der n-te Block gegeben durch bn(SN) = [sL(n−1)+1,...,sLn].
2. Initialisierung:
• Man erstelle eine Tabelle mit 2L Platzhaltern, indiziert durch die m¨ oglichen Werte ei-
nes Blockes 0,...,2L−1. Jeder Platzhalter muß groß genug sein, um einen Blockindex
n aufnehmen zu k¨ onnen; hierzu reichen 2 Byte Speicherplatz pro Eintrag aus.
• Man durchlaufe die ersten Q Bl¨ ocke der Blocksequenz und speichere f¨ ur jeden Bit-
block bk den Index k an der entsprechenden Stelle der Tabelle. Nach dieser Initia-
lisierung sind mit hoher Wahrscheinlichkeit alle Zellen der Tabelle mit Blockindices
ausgef¨ ullt.







Hierbei sind die Abst¨ ande An gegeben durch die Diﬀerenz zwischen dem Index n des
aktuellen Blocks und dem Tabelleneintrag4 zu diesem Blockwert. Nach Berechnung von
An wird der Wert n in die entsprechende Zelle der Index-Tabelle geschrieben. Um die
Laufzeit des Algorithmus zu verk¨ urzen, summiert man die Werte f¨ ur den Logarithmus
log2 An(SN) auf und teilt erst nach Durchlaufen der gesamten Testsequenz durch die
Anzahl der Testbl¨ ocke K.
3Bei einer Implementierung des Tests wird die ”Unterteilung“ nat¨ urlich direkt beim eigentlichen Test-
Schritt vollzogen.
4Der Tabelleneintrag entspricht dem Index des letzten Auftretens des Blockwertes in der Sequenz.
Sollte trotz Initialisierungssequenz einmal ein Block noch nicht aufgetreten und somit seine Tabellenzelle
leer sein, setzt man: An = n.
205Der erhaltene empirische Wert f¨ ur fU(RN) l¨ aßt sich nun leicht quantitativ bewerten, indem man
berechnet, wie wahrscheinlich es bei g¨ ultiger Nullhypothese5 ist, daß sich dieser Wert ergibt. Ein
Generator wird dann abgelehnt, wenn der empirisch gewonnene Wert f¨ ur fU(RN) außerhalb eines
symmetrischen um den Erwartungswert liegenden Intervalls [t1,t2] liegt, wobei die Schwellwerte
t1 und t2 deﬁniert werden durch:
t1 = E[fU(RN)] − y · σ und t2 = E[fU(RN)] + y · σ.
Hierbei ist y die Anzahl der Standardabweichungen σ die fU(RN) maximal vom Erwartungs-
wert entfernt liegen darf. Da es sich um einen zweiseitigen Test handelt, ist der Zusammenhang










Als Werte f¨ ur die Ablehnungsquote ρ empﬁehlt Maurer ρ ≈ 0,001...0,01, je nach Anwendung
des Generators, d.h. nur in einem Promille bzw. einem Prozent aller Testf¨ alle, wird ein guter Ge-
nerator zu Unrecht verworfen. Bei den sp¨ ater durchgef¨ uhrten Tests wird eine leicht ver¨ andertes
Vorgehen gew¨ ahlt. Anstatt eine feste Ablehnungsquote von vornherein vorzugeben, wird f¨ ur den
jeweils erhaltenen empirischen Wert der Teststatistik berechnet, mit welcher Ablehnungsquote6
er sich noch verwerfen ließe. Je gr¨ oßer der Wert ist, umso n¨ aher kommt ein Generator dem ideal
zuf¨ alligen Verhalten.
E.3 Verbesserte Variante des universellen Tests von Co-
ron
Jean-S´ ebastian Coron schl¨ agt eine modiﬁzierte Teststatistik [25] f¨ ur den universellen Test
vor, die gegen¨ uber der urspr¨ unglichen Teststatistik den Vorteil hat, daß ihr Erwartungswert bis
auf statistische Schwankungen f¨ ur alle Blockl¨ angen der Entropie der Quelle entspricht und nicht
erst im Grenzwert der Blockl¨ ange gegen unendlich.
An der Testdurchf¨ uhrung selbst ¨ andert sich nur wenig, lediglich die Software-Routinen f¨ ur die
Berechnung der Teststatistik m¨ ussen geringf¨ ugig modiﬁziert werden. Bei der Auswertung des
Tests sind dementsprechend nat¨ urlich der Erwartungswert, die Varianz bzw. die modiﬁzierte
Varianz (s.o.) der neuen Teststatistik zu verwenden.
Die modiﬁzierte Teststatistik unterscheidet sich von der urspr¨ unglichen Maurerschen darin,













Diese Funktion g(j) wird hierbei von Coron gerade so bestimmt, daß der Erwartungswert der
neuen Teststatistik f¨ ur ergodische, station¨ are Quellen gerade gleich der Entropie eines L Bit









5d.h. der Annahme, daß die Testsequenz von einer bin¨ aren, symmetrischen Quelle ohne Ged¨ achtnis
erzeugt wurde.
6Es wird in diesem Fall also die Wahrscheinlichkeit berechnet, daß ein Wert der Teststatistik außerhalb
eines symmetrischen Intervalls um den Erwartungswert der Statistik liegt, wobei die eine Grenze des
Intervalls der erhaltene Testwert ist.
206L Var[g(A(RN))] d(L) e(L)
3 2.5769918 0.3313257 0.4381809
4 2.9191004 0.3516506 0.4050170
5 3.1291382 0.3660832 0.3856668
6 3.2547450 0.3758725 0.3743782
7 3.3282150 0.3822459 0.3678269
8 3.3704039 0.3862500 0.3640569
9 3.3942629 0.3886906 0.3619091
10 3.4075860 0.3901408 0.3606982
11 3.4149476 0.3909846 0.3600222
12 3.4189794 0.3914671 0.3596484
13 3.4211711 0.3917390 0.3594433
14 3.4223549 0.3918905 0.3593316
15 3.4229908 0.3919740 0.3592712
16 3.4233308 0.3920198 0.3592384
∞ 3.4237147 0.3920729 0.3592016
Tabelle E.2: Var[g(An(RN)], d(L) und e(L) f¨ ur 3 ≤ L ≤ 16 und L → ∞





















e−x lnx dx ' 0.577216.
Durch diese Wahl f¨ ur g(j) erreicht man, daß der Erwartungswert der Teststatistik f¨ ur eine bi-
n¨ are, symmetrische Quelle ohne Ged¨ achtnis gerade den Wert E[f
g
U(RN)] = L, also der beim Test
verwendeten Blockl¨ ange, annimmt; dieser Wert entspricht genau der Entropie einer ideal zuf¨ al-
ligen Sequenz f¨ ur L Bit lange Bl¨ ocke. F¨ ur eine bin¨ are, unsymmetrische Quelle ohne Ged¨ achtnis




BUQ)] = L × H(p),
wobei H(p) die Entropie pro Bit ist.
Um die Varianz der Teststatistik f¨ ur die Nullhypothese einer bin¨ aren, symmetrischen Quelle ohne
Ged¨ achtnis zu berechnen, muß wie beim urspr¨ unglichen universellen Test auch hier die Varianz
Var[f
g
U(RN)] durch einen Wert cg(L,K) korrigiert werden:
Var[f
g









Bei einer bin¨ aren, symmetrischen Quelle ohne Ged¨ achtnis gilt:
Pr[An(RN) = j] = 2−L(1 − 2−L)j−1, f¨ ur j ≥ 1,
7Bereits f¨ ur j ≥ 23 ist der Approximationsfehler kleiner als 10
−8.
8F¨ ur die Details der Herleitung, s. [25].































Der Korrekturfaktor cg(L,K) l¨ aßt sich wiederum gut approximieren durch:




die entsprechenden angepaßten Werte f¨ ur Var[g(An(RN))], d(L) und e(L) sind in der [25] entnom-
menen Tabelle E.2 f¨ ur verschiedene Blockl¨ angen L aufgef¨ uhrt. Die Berechnung der Schwellwerte,
ab denen ein Generator verworfen wird, erfolgt wieder auf die in Abschnitt E.2 beschriebene Wei-
se.
Zwar erlaubt die verbesserte Variante des universellen Tests die Berechnung des Erwartungswer-
tes der Teststatistik f¨ ur unsymmetrische Quellen, aber aufgrund der fehlenden Berechnungsm¨ og-
lichkeit f¨ ur die zugeh¨ orige Varianz ist es dennoch nicht m¨ oglich, diese Testvariante direkt zum




Wird eine Bildschirmdarstellung der Datenaufnahme-Parameter gew¨ ahlt, werden folgende Gr¨ o-
ßen numerisch dargestellt:
• Anzahl der aufzunehmenden Dateien (typ. 1 MB groß, Dateigr¨ oße und Dateianzahl werden
als Kommandozeilenoption beim Programmstart ¨ ubergeben.)
• Anzahl der bisher aufgenommenen Dateien,
• Startdatum und Startzeit (bezogen auf die aktuelle Datei),
• Anzahl der Meßereignisse1,
• Anzahl der bisher aufgenommenen Bits ohne Regularisierung (Meßereignisse abz¨ uglich der
Fehler),
• Anzahl der Fehler2,
• Art der Datenerfassung3:
– Aufnahme aller ankommenden Signale in einem Zweibitformat, d.h. f¨ ur jedes Meßer-
eignis werden zwei Bits verwendet, von denen das jeweilige Bit dann gesetzt wird,
wenn der Pegel der zugeh¨ origen Signalleitung auf HIGH liegt; es werden also auch
Ereignisse mitaufgenommen, bei denen auf beiden Leitungen ein HIGH-Pegel vor-
liegt4,
– Aufnahme der Bits ohne Fehler, d.h. nur wenn genau eine der Signalleitungen HIGH
ist, wird der entsprechende Wert (Null oder Eins) ¨ ubernommen,
– Aufnahme der Bits mit Von-Neumann-Regularisierung (s. 3.1.3)
• Verh¨ altnis zwischen regularisierten und unregularisierten Bits
• Anzahl der in die Datei ¨ ubernommenen Bits,
1Alle nun folgenden Gr¨ oßen beziehen sich immer auf die aktuelle Datei.
2Fehler sind die Ereignisse, bei denen ein Interrupt ausgel¨ ost wurde, aber entweder auf der 1- und
der 0-Leitung ein HIGH-Pegel oder auf beiden ein LOW-Pegel lag. W¨ ahrend der Verwendung dieser
Datenaufnahmelektronik stellte es sich heraus, daß alle Fehler solche sind, bei denen zwei HIGH-Pegel
auf beiden Leitungen registriert werden.
3Sie l¨ aßt sich beim Programmstart durch eine Kommandozeilenoption ausw¨ ahlen.
4Dieses Format wird nur zum Test der Signalverarbeitungselektronik verwendet.
209• Anzahl der Nullen und der Einsen und das daraus berechnete Verh¨ altnis der Nullen zu
den Einsen,





Physikalische Zufallsgeneratoren erzeugen meist Bin¨ arfolgen, die von sich aus keine ideale Gleich-
verteilung der Nullen und Einsen aufweisen; w¨ urde eine ideale Gleichverteilung doch verlan-
gen, daß die Statistik der Nullen und Einsen einer Binomialverteilung mit den Parametern
p = P(Bit = 1) = 0,5 und q = P(Bit = 0) = 1 − p mit beliebiger Genauigkeit folgte. Na-
t¨ urlich kann man versuchen, durch entsprechendes Einstellen der experimentellen Parameter des
Zufallsgenerators m¨ oglichst nahe an das ideale Verh¨ altnis der Nullen und Einsen von 50:50 her-
anzukommen. Wenn aber die zuf¨ allige Bin¨ arfolge nur lang genug ist, wird dennoch selbst die
kleinste Abweichung von diesem Verh¨ altnis feststellbar (s. Abschnitt 3.2.3). Daher ist es auch
nicht sinnvoll, mit viel Aufwand ein m¨ oglichst nahe bei 50:50 liegendes Verh¨ altnis erreichen zu
wollen.
Ben¨ otigt man dennoch eine ideale Gleichverteilung von Nullen und Einsen, so geht man am
besten folgendermaßen vor:
1. Man w¨ ahlt die Parameter des Zufallsgenerators derart, daß man hinreichend nahe beim
idealen Verh¨ altnis der Nullen und Einsen von 50:50 liegt; meist ist dies mit vertretbarem
Aufwand m¨ oglich.
2. Mit Hilfe einer sogenannten Regularisierungsmethode wird aus der vom Zufallsgenerator
erzeugten Bin¨ arfolge eine ideale Ausgangsbitsequenz erzeugt.
Unter einer Regularisierungsmethode versteht man hierbei eine mathematische Prozedur, die
es unter bestimmten Voraussetzungen erlaubt, aus einer tendenzbehafteten Bitfolge, die bei
einigen Verfahren sogar Korrelationen zwischen den einzelnen Bits enthalten kann, eine Fol-
ge unabh¨ angiger, gleichverteilter Bits1 zu erzeugen. Regularisierungsmethoden werden meist in
Software realisiert, wobei, je nach programmiertechnischem Aufwand, die entsprechende Regu-
larisierungsroutine in einem nachgeschalteten Computer oder direkt in einem Mikrocontroller
ausgef¨ uhrt wird, der im Zufallsgenerator miteingebaut ist und auch gleichzeitig f¨ ur andere Steu-
eraufgaben verwendet werden kann. Einfache Regularisierungsmethoden lassen sich auch direkt
in Hardware realisieren.
Regularisierungsmethoden lassen sich in echte Regularisierungsverfahren und in Pseudoregulari-
sierungsverfahren (s. Abschnitt G.2) einteilen. Die echten Regularisierungsmethoden lassen sich
1Regularisierungsverfahren, die aus der Eingangsbitsequenz nicht gleichverteilte Zufallszahlen erzeu-
gen, sondern solche, die einer anderen Statistik (z.B. einer Normalverteilung) gehorchen, werden hier
nicht behandelt, s. dazu z.B. [52].
211weiter grob nach den Bin¨ arfolgen klassiﬁzieren, auf die sie erfolgreich angewandt werden k¨ onnen:
• Regularisierungsverfahren f¨ ur tendenzbehaftete, aber korrelationsfreie Bin¨ arfolgen,
• Regularisierungsverfahren f¨ ur tendenzbehaftete Bin¨ arfolgen mit Korrelationen zwischen
aufeinander folgenden Bits.
Im folgenden werden die g¨ angigsten Regularisierungsmethoden dargelegt und ihre Vor- und Nach-
teile er¨ ortert. Hierbei wird der Schwerpunkt auf Regularisierungsmethoden f¨ ur tendenzbehaftete,
aber korrelationsfreie Bin¨ arfolgen gelegt, da diese f¨ ur quantenoptische Zufallgeneratoren prim¨ ar
von Bedeutung sind. Verallgemeinerungen des jeweiligen Verfahrens f¨ ur die Anwendung auf Bi-
n¨ arfolgen mit (kurzreichweitigen) Korrelationen werden ebenfalls aufgef¨ uhrt.
Auch wenn die einfachsten der weiter unten erl¨ auterten Verfahren schon Jahrzehnte alt sind, so
sind doch andere wiederum erst vor wenigen Jahren entwickelt worden und auch heute werden
noch neue Regularisierungsalgorithmen vorgeschlagen. Als ein Beispiel f¨ ur eine weitere, neue
Variante sei auf die Arbeit von Juels et al. [64] verwiesen.
Bevor die einzelnen Verfahren besprochen werden, sei hier noch eine wichtige Kenngr¨ oße f¨ ur
die Eﬃzienz eines Regularisierungsverfahrens deﬁniert: Unter der Eﬃzienz η eines Regulari-
sierungsverfahrens versteht man den Quotienten aus dem Erwartungswert f¨ ur die Anzahl der






Hierbei ist die obere Schranke f¨ ur die Eﬃzienz eines wie auch immer gearteten Regularisierungs-
verfahrens durch die Entropie pro Bit gegeben:
Hp = −plog2(p) − (1 − p)log2(1 − p), wobei wieder p = P(Bit = 1) ist.
Die folgenden Regularisierungsmethoden werden vorgestellt:
• Von-Neumann-Regularisierung2 [96]: Dies ist das ¨ alteste und einfachste Regularisierungs-
verfahren, das aufgrund seines leicht zu implementierenden Algorithmus immer noch sehr
gern verwendet wird. Es setzt voraus, daß die Bits des Eingangsbitstrom statistisch un-
abh¨ angig voneinander sind. F¨ ur die Regularisierung wird der Eingangsbitstrom in nicht-
¨ uberlappende, direkt aufeinanderfolgende Bitpaare eingeteilt, aus denen die Bits des Aus-
gangsbitstroms generiert werden.
• Von-Neumann-Regularisierung f¨ ur Eingangsbitfolgen mit zus¨ atzlichen statistischen Abh¨ an-
gigkeiten [112]: Diese Verallgemeinerung des Von-Neumann-Verfahrens erlaubt es, aus ei-
nem Eingangsbitstrom mit ungleichen relativen H¨ auﬁgkeiten von Nullen und Einsen und
statistischen Abh¨ angigkeiten zwischen aufeinanderfolgenden Bits, eine Ausgangsbitfolge
mit unabh¨ angigen, gleichverteilten Bits zu erzeugen.
• Verallgemeinerte Von-Neumann-Regularisierung nach Elias [36]: Sie stellt eine Verallge-
meinerung des Von-Neumann-Verfahrens dar, bei der nicht Bitpaare, sondern gr¨ oßere Bit-
bl¨ ocke betrachtet und diese nicht auf einzelne Bits, sondern auf Ausgangsbitbl¨ ocke abge-
bildet werden.
• Verallgemeinerte Von-Neumann-Regularisierung nach Elias f¨ ur Eingangsfolgen mit stati-
stischen Abh¨ angigkeiten, dies ist die Verallgemeinerung des obengenannten Verfahrens auf
Eingangsbitfolgen mit statistischen Abh¨ angigkeiten zwischen aufeinanderfolgenden Bits.
2Damit der Anhang ¨ uber Regularisierungsverfahren in sich abgeschlossen ist, wird die Ausgangspro-
blematik kurz erl¨ autert und das Von-Neumann-Verfahren ebenfalls noch einmal dargelegt.
212• Iterierte Von-Neumann-Regularisierung nach Peres [103]: Bei dieser Verallgemeinerung der
Von-Neumann-Regularisierung wird die Eﬃzienz der Regularisierung gegen¨ uber der ein-
fachen Von-Neumann-Regularisierung erh¨ oht, indem nicht nur die Bitpaare des Eingangs-
stromes selbst, sondern zus¨ atzlich aus diesen abgeleitete Bitstr¨ ome einer Regularisierung
unterworfen werden. Durch eine iterierte Vorgehensweise kann die Regularisierungseﬃzienz
noch weiter gesteigert werden.
• Iterierte Von-Neumann-Regularisierung nach Peres f¨ ur Eingangsfolgen mit statistischen
Abh¨ angigkeiten ist die Verallgemeinerung des oben genannten Verfahrens auf Eingangsbit-
folgen mit statistischen Abh¨ angigkeiten der Bits untereinander.
Bei den Verfahren, die eine Eliminierung der statistischen Abh¨ angigkeiten der Bits erlauben, wird
immer nur der f¨ ur die Praxis besonders relevante Fall der Abh¨ angigkeit vom direkten Vorg¨ anger
betrachtet, modelliert durch eine Markovkette; im Prinzip lassen sich auch kompliziertere Ab-
h¨ angigkeiten entfernen, allerdings nimmt die Regularisierungsrate hierbei ab und der Aufwand
zu.
G.1.1 Von-Neumann-Regularisierung
Dieses Verfahren geht auf John von Neumann [96] zur¨ uck, der es im Rahmen seiner Arbeiten
zur Erzeugung von Zufallszahlen bereits in den 50er Jahren entwickelte. Es ist das ¨ alteste Regu-
larisierungsverfahren und damit quasi der ”Urahn“3 der meisten sp¨ ater entwickelten Verfahren.
Da es gleichzeitig das einfachste aller Regularisierungsverfahren ist und sich daher mit geringem
Aufwand sowohl in Soft- als auch in Hardware implementieren l¨ aßt, wird es auch heute noch
h¨ auﬁg eingesetzt, um physikalisch erzeugte Bin¨ arfolgen zu regularisieren, s. z.B. [50, 110]. Diese
Regularisierungsmethode l¨ aßt sich immer dann anwenden, wenn sichergestellt werden kann, daß
aufeinanderfolgende Bits des zu regularisierenden Bitstroms statistisch unabh¨ angig voneinander
sind.
Bei der Von-Neumann-Regularisierung geht man folgendermaßen vor: Der Eingangsbitstrom wird
¨ uberlappungsfrei und l¨ uckenlos in Paare aufeinanderfolgender Bits aufgeteilt. Aus diesen Paaren






Aufgrund dieser Abbildungsvorschrift wird also nur dann ein Bit ausgegeben, wenn die Bits des
Eingangsbitpaares ungleiche Werte haben. Man sieht leicht, daß die Null- und Eins-Werte bei
den auf diese Weise erzeugten Bits tats¨ achlich gleichverteilt sind: Ist n¨ amlich pE = P(Bit =
1) die Wahrscheinlichkeit, daß ein Bit des Eingangsbitstroms den Wert Eins hat und qE =
P(Bit = 0) = 1 − pE die Wahrscheinlichkeit, daß der Wert des Bits gleich Null ist, so gilt f¨ ur
die entsprechenden Wahrscheinlichkeiten der aus den Bitpaaren generierten Ausgangsbits:
pA = P([10]) = pE · qE = qE · pE = P[01] = qA
Somit ist die Wahrscheinlichkeit, mit der eine Eins ausgeben wird, gleich der Wahrscheinlich-
keit, mit der eine Null erzeugt wird; eine ideale Gleichverteilung im Ausgangsbitstrom ist daher
gegeben. Ein zus¨ atzlicher Vorteil der Von-Neumann-Regularisierung besteht darin, daß es nicht
3In der Tat sind die meisten Regularisierungsverfahren Abwandlungen oder Verallgemeinerungen der
Von-Neumann-Regularisierung.
213notwendig ist, die Wahrscheinlichkeiten p bzw. q zu kennen, da sie an keiner Stelle des Ver-
fahrens explizit ben¨ otigt werden. Lediglich schnelle Schwankungen der Wahrscheinlichkeiten auf
Ebene der Bitpaare k¨ onnten dazu f¨ uhren, daß die Regularisierung nicht ihren Zweck erf¨ ullt; in
der Praxis treten solch schnellen Schwankungen allerdings nicht auf.
Leider hat die Von-Neumann-Regularisierung neben dem Vorteil ihrer großen Einfachheit auch
zwei Nachteile:
1. Die verwendete Abbildung geht sehr verschwenderisch mit den Zufallsbits um. Selbst wenn
das Verh¨ altnis der relativen H¨ auﬁgkeiten von Nullen und Einsen in der Eingangsbitfolge
bereits 50:50 betr¨ agt, werden dennoch 75% der Eingangsbits verworfen! Weicht das Ver-
h¨ altnis vom Idealwert ab, so erh¨ alt man noch weniger Ausgangsbits. Die Regularisierungs-
eﬃzienz betr¨ agt bei einem Eingangsbitstrom mit der Wahrscheinlichkeit f¨ ur eine Eins pE
lediglich:
ηvnr = pE · qE = pE · (1 − pE),
s. Abb. G.1, in der neben ηvnr zum Vergleich auch noch die Kurve f¨ ur die Entropie pro
Bit in Abh¨ angigkeit von pE eingezeichnet ist.
2. Es wird bei der Von-Neumann-Regularisierung vorausgesetzt, daß die zu verarbeitende
Eingangsbitfolge aus statistisch unabh¨ angigen Bits besteht. Falls Abh¨ angigkeiten zwischen
dem gerade generierten Bit und den ihm vorausgehenden Bits bestehen, wird keine ideale
Zufallsfolge mehr generiert. Allerdings vermindert die Regularisierung dennoch die Korre-
lationen4 zwischen den Bits, da im Schnitt (s.o.) drei von vier Bits des Eingangsbitstroms
”verworfen“ werden; sie verbessert also auch in diesem Fall die Statistik.
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Abbildung G.1: Regularisierungseﬃzienz der Von-Neumann-Regularisierung in Abh¨ angigkeit
von der Wahrscheinlichkeit pe f¨ ur eine Eins im Eingangsbitstrom
Der zweite Nachteil spielt bei den meisten physikalischen Zufallsgeneratoren keine große Rolle,
da sich durch entsprechende Einstellung der Generatorparameter Korrelationen zwischen auf-
4Wie in Abschnitt G.1.2 ausf¨ uhrlich erl¨ autert wird, gilt dies f¨ ur Korrelationen in st¨ arkerem Maße als
f¨ ur Antikorrelationen.
214einander folgenden Bits vermeiden lassen. Dennoch ist es im Hinblick auf alternative Ausf¨ uh-
rungen quantenoptischer oder sonstiger physikalischer Zufallsgeneratoren w¨ unschenswert, eine
Regularisierungsmethode zur Verf¨ ugung zu haben, die nicht nur Null- und Einsh¨ auﬁgkeiten ein-
ander angleicht, sondern ¨ uberdies noch statistische Abh¨ angigkeiten zwischen den generierten Bits
zerst¨ ort. Solche Regularisierungsverfahren sind auch notwendig, um Korrelationssignaturen, s.
Abschnitt 6.5.4.2, aus dem Zufallsstrom zu entfernen.
Das unter Punkt eins aufgef¨ uhrte Eﬃzienzproblem betriﬀt hingegen jeden physikalischen Zufalls-
generator, bei dem die Von-Neumann-Regularisierung verwendet wird. Das gr¨ oßtenteils unn¨ otige
Verwerfen von mindestens 75% der urspr¨ unglich generierten Bits ist gerade bei physikalischen
Zufallsgeneratoren mit ihren nicht allzu hohen Bitraten besonders ¨ argerlich, da es ihre Verwen-
dung bei Aufgaben, die gr¨ oßere Mengen von Zufallsbits ben¨ otigen, erschwert und somit ihren
m¨ oglichen Einsatzbereich weiter einschr¨ ankt.
G.1.2 Von-Neumann-Regularisierung antikorrelierter Rohdaten
Was passiert, wenn man die Von-Neumann-Regularisierung, verwendet, um (anti-) korrelati-
onsbehaftete Rohdaten zu regularisieren? Zwar ist eine Voraussetzung f¨ ur die Anwendung der
Von-Neumann-Regularisierung die statistische Unabh¨ angigkeit der Bits des zu regularisierenden
Eingangsbitstroms, dennoch ist es durchaus praxisrelevant zu betrachten, wie sich die Von-
Neumann-Regularisierung auf Eingangsbitstr¨ ome auswirkt, bei denen diese Voraussetzung ver-
letzt wird.
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Abbildung G.2: Empirische Verteilungsfunktionen des ersten Autokorrelationskoeﬃzienten von
f¨ unf zweistuﬁgen Tests auf von-Neumann-regularisierten Daten des Laufes LD1
Nat¨ urlich ist nicht zu erwarten, daß die regularisierten Daten ideale Eigenschaften haben wer-
den, da hierf¨ ur die Korrelationsfreiheit eine notwendige Voraussetzung bei der einfachen Von-
Neumann-Regulierung ist. Dennoch erwartet man auch in diesem Fall, daß das Verwerfen von
75 % der Bits sich in besseren statistischen Eigenschaften bemerkbar machen sollte. Im Folgenden
wird exemplarisch untersucht, welche Ergebnisse zweistuﬁge Autokorrelationskoeﬃziententests
der von-Neumann-regularisierten Daten eines antikorrelationsbehafteten Laufes (LD1) liefern.
In Abb. G.2 sind die empirischen Verteilungen der ersten f¨ unf zweistuﬁgen Autokorrelationsko-
215eﬃziententests f¨ ur den ersten Autokorrelationskoeﬃzienten dargestellt. Die zugeh¨ origen Werte5






1 1.166488 0.93874 0.152902 0.05428
2 1.280734 0.96523 0.082885 0.01846
3 1.482878 0.98877 0.261144 0.14093
4 0.368717 0.25463 0.969320 0.85601
5 0.834415 0.76376 0.240357 0.12174
6 0.906193 0.81681 0.170724 0.06612
7 0.955336 0.84791 0.780419 0.71781
Tabelle G.1: Kolmogorov-Smirnov-Auswertung der empirischen Verteilungsfunktionen des ersten
Autokorrelationskoeﬃzienten von sieben zweistuﬁgen Tests der regularisierten Daten des Laufes
LD1
Vergleicht man diese Kurven der Verteilungsfunktionen mit den Kurven f¨ ur die Rohdaten in
Abb. B.25 auf S. 179, so fallen zwei Merkmale auf:
1. Die Kurven liegen – wie erwartet – n¨ aher bei der theoretischen Verteilung. Insbesondere
sind nicht alle Kurven zu einer Seite hin verschoben wie bei den Verteilungfunktionen aus
den Tests der Rohdaten, s. Abschnitt B.9.3.
2. Die Verteilungsfunktionen sind gegen¨ uber der theoretischen Verteilung meist zu negativen
Abszissenwerten hin verschoben, also genau in entgegengesetzter Richtung wie die Ver-
teilungsfunktionen der Rohdaten. Dies bedeutet, daß es eine Tendenz zu Korrelationen
gibt.
Die beiden Merkmale spiegeln sich nat¨ urlich auch in den Werten der Kolmogorov-Smirnov-
Auswertung wieder, wobei allerdings die Wahrscheinlichkeitswerte der einzelnen Verteilungen f¨ ur
sich genommen nur in zwei F¨ allen so groß sind, daß sie direkt ”verd¨ achtig“ erscheinen. Betrachtet
man allerdings alle Werte zusammen, so f¨ allt doch die in Abb. G.2 ebenfalls gut erkennbare
H¨ aufung der Kurven auf einer Seite der theoretischen Verteilung auf.
Wie l¨ aßt sich die ”Umwandlung“ der Antikorrelationen innerhalb der Rohdaten in Korrelationen
bei den regularisierten Daten erkl¨ aren?
Hierzu ist es interessant zu bemerken, daß sich die Von-Neumann-Regularisierung durchaus nicht
symmetrisch gegen¨ uber den verschiedenen Abweichungen verh¨ alt. Dies sieht man besonders deut-
lich, wenn man sich die beiden m¨ oglichen Extremf¨ alle der Abweichung – vollst¨ andige Korrelation
bzw. Antikorrelation der Eingangsbits – betrachtet:
• Bei vollst¨ andiger Korrelation bestehen alle Eingangspaare der Von-Neumann-
Regularisierung nur aus Nullen oder Einsen, was dazu f¨ uhrt, daß der Algorithmus
keinerlei Bits ausgibt.
• Bei vollst¨ andiger Antikorrelation, d.h. einer alternierenden Sequenz von Nullen und Einsen,
bestehen die Eingangspaare jeweils aus gleichartigen Paaren mit zwei unterschiedlichen
Bitwerten. Je nach Anfangsstelle, an der Regularisierung beginnt, wird eine Ausgangsfolge
generiert, die nur aus Nullen oder nur aus Einsen besteht, d.h. die Ausgangssequenz ist
vollst¨ andig korreliert.
5Die 30 MB Rohdaten liefern lediglich 7 MB regularisierte Daten, in der Tabelle werden daher gleich
die Werte aller sieben Tests aufgelistet.
216Der erste Fall ist nicht so abwegig, wie man auf den ersten Blick meinen k¨ onnte, so kann er
durchaus bei einem massiven Defekt des Generators, wie z.B. dem vollst¨ andigen Ausfall eines der
Signaldetektoren, auftreten. In diesem Fall verhindert aber die Von-Neumann-Regularisierung
die Ausgabe eines fehlerhaften Zufallsstroms, was nat¨ urlich sehr w¨ unschenswert ist.
Der zweite Fall ist in diesem Extrem allerdings tats¨ achlich sehr unwahrscheinlich. Dennoch ver-
deutlicht er sehr gut, warum sich bei dem zweistuﬁgen Autokorrelationskoeﬃziententests von-
Neumann-regularisierter Stichproben schwach antikorrelationsbehafteter Daten Korrelationen
zeigen.
Als Fazit kann man somit festhalten, daß Antikorrelationen des Eingangsbitstromes sehr viel
kritischer f¨ ur eine nachfolgende Von-Neumann-Regularisierung sind als Korrelationen. W¨ ahrend
man sich darauf verlassen kann, daß eine nachfolgende Von-Neumann-Regularisierung Korrela-
tionen grunds¨ atzlich stark abschw¨ acht, schw¨ acht sie zwar Korrelationseﬀekte bei Antikorrela-
tionen der Rohdaten in den regularisierten Daten ab, aber in geringerem Maße. Will man den
Einﬂuß von Antikorrelationen im Eingangsbitstrom auf die statistischen Eigenschaften des Aus-
gangsbitstroms eliminieren, so sollten dediziert f¨ ur (anti-)korrelationsbehaftete Eingangsbitst¨ ome
entworfende Regularisierungsverfahren, s. z.B. Abschnitt G.1.4, eingesetzt werden.
G.1.3 Markovketten
Markovketten stellen die einfachsten Modelle f¨ ur einen Zufallsprozeß dar, bei dem die generierten
Bits nicht unabh¨ angig voneinander sind. Bei Markovketten h¨ angt der Ausgang des Zufallsexperi-
mentes zur Generierung eines Bits statistisch noch zus¨ atzlich vom Ergebnis des vorhergehenden
Experimentes ab, allerdings auch nur von diesem.
F¨ ur die folgenden Verfahren wird ein Spezialfall der Markovkette betrachtet: die zeit- und zu-
standsdiskrete, homogene Markovkette. Zustandsdiskret, da ein Bit nur die beiden Zust¨ ande ”0“
und ”1“ hat, zeitdiskret6, da lediglich die Position des Bits in der generierten Sequenz betrach-
tet wird und nicht der genaue Zeitpunkt der Bitgenerierung und homogen, da die ¨ Ubergangs-
wahrscheinlichkeiten von Zustand zu Zustand nicht von der absoluten Position innerhalb der
Zufallssequenz abh¨ angen (sollen).
Nat¨ urlich stellen diese zus¨ atzlichen Modellannahmen eine Vereinfachung der tats¨ achlichen Ver-
h¨ altnisse dar. Vollkommen unproblematisch ist bei einem quantenoptischen Zufallsgenerator die
Diskretisierung der Zust¨ ande, da sowohl Bits als auch Photonen tats¨ achlich diskret sind. Die An-
nahme einer zeitdiskreten Reihenfolge der Zust¨ ande bzw. Bits scheint zwar auf den ersten Blick
unbedenklich, da die generierten Bitfolgen keinerlei Information ¨ uber die zeitliche Abfolge der
Bits enthalten, f¨ ur den eigentlichen Generationsvorgang muß dies allerdings nicht gelten, da sich
z.B. Detektortotzeiten auf kleinen Zeitskalen auf die ¨ Ubergangswahrscheinlichkeiten auswirken
k¨ onnten.
Homogenit¨ at ist dagegen eher auf sehr großen Skalen problematisch, da z.B. temperaturbedingte
Drifterscheinungen die Zustandswahrscheinlichkeiten f¨ ur Einsen und Nullen ¨ andern k¨ onnen. Auf
kleinen Skalen hingegen ist Homogenit¨ at gegeben und genau diese Homogenit¨ at auf kleinen
Skalen ist es, die bei Regularisierungsverfahren meist gefordert wird.
6Zeitdiskret triﬀt es eigentlich nicht ganz, da die Zeit bis auf die Reihenfolge vollst¨ andig vernachl¨ assigt
wird, besser: ”zeitvernachl¨ assigend“.
217Die relevanten Gr¨ oßen f¨ ur die betrachteten zweigliedrigen Markovketten sind in Abb. G.3 aufge-
f¨ uhrt, hierbei werden die Zustandswahrscheinlichkeiten mit Großbuchstaben und die ¨ Ubergangs-
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Abbildung G.3: Wahrscheinlichkeiten bei der Markovkette
G.1.4 Von-Neumann-Regularisierung f¨ ur statistisch abh¨ angige Bits
Eine von Samuelson [112] und Pratt7 vorgeschlagene Verallgemeinerung des Von-Neumann-
Verfahrens erlaubt die Regularisierung von Zufallssequenzen mit statistischen Abh¨ angigkeiten.
In erster Linie8 ist das Verfahren dazu geeignet, einen h¨ auﬁg auftretenden Defekt physikalischer
Zufallsgeneratoren zu beheben: die Abh¨ angigkeit der Generierungswahrscheinlichkeit vom Wert
des vorangehenden Bits. Da das Verfahren sich auf die Von-Neumann-Regularisierung st¨ utzt,
teilt es auch dessen Vor- und Nachteile: gute Implementierbarkeit, bei geringer Regularisierungs-
eﬃzienz.
Bei der hier vorgestellten Variante der Regularisierungsmethode wird davon ausgegangen, daß
die Werte der Eingangsbits vom Wert des jeweils vorangehenden Bits abh¨ angig sein k¨ onnen, d.h.:
P(Bi = 1|Bi−1 = 1) = p11 6= p01 = P(Bi = 1|Bi−1 = 0), bzw.
P(Bi = 0|Bi−1 = 1) = p10 6= p00 = P(Bi = 0|Bi−1 = 0).
Die Grundidee des Verfahrens ist recht einfach: Man wende die Von-Neuman-Regularisierung
einfach zweimal hintereinander an. Dies geschieht hierbei auf folgende Weise: Zuerst teilt man
wieder die Eingangsbitfolge in nicht ¨ uberlappende Paare und erzeugt mit Hilfe folgender Abbil-
dung:





eine Zwischen-Bitsequenz. Diese Sequenz besteht bereits aus unabh¨ angigen Bits, da bei einer
Markovkette ein Bit nur von seinem direkten Vorg¨ anger beeinﬂußt wird und die Paare, welche
7Die an dieser Stelle dargestellte Variante geht auf einen in [112] zitierten Vorschlag von John W. Pratt
zur¨ uck.
8Das Verfahren l¨ aßt sich im Prinzip derart modiﬁzieren, daß auch statistische Abh¨ angigkeiten ¨ uber
gr¨ oßere Reichweiten bei der Regularisierung aufgehoben werden, allerdings nimmt dann die Regularisie-
rungsrate drastisch ab.
218die Ausgangsbits erzeugen, mit demselben Startzustand (einer Eins) anfangen. Die ¨ Ubergangs-
wahrscheinlichkeiten vom ersten zum zweiten Bit (das bestimmt, ob eine Eins oder eine Null
ausgegeben wird) haben in diesem Fall somit die festen Werte p10 f¨ ur eine Null bzw. p11 f¨ ur eine
Eins.
Da i.a. p10 6= p11 sein wird, sind die relativen H¨ auﬁgkeiten der Einsen und Nullen dieser
Zwischen-Sequenz allerdings noch nicht gleich, so daß noch eine herk¨ ommliche Von-Neumann-
Regularisierung der Bits durchgef¨ uhrt werden muß, um schlußendlich eine Sequenz unabh¨ angiger
und gleichverteilter Bits zu erhalten.
Aufgrund der sequentiellen Verarbeitung der Bits und der einfachen Regularisierungsvorschriften,
l¨ aßt sich dieses Verfahren gut in Soft- oder Hardware implementieren. Allerdings geht es mit den
Eingangsbits noch verschwenderischer als das Von-Neumann-Verfahren um: Selbst im g¨ unstigsten
Fall bleibt nach jeder der Abbildungen h¨ ochstens 1/4 der Eingangsbitrate ¨ ubrig, so daß die
letztendliche Ausgangsbitrate auf 1/16 oder noch weniger der urspr¨ unglichen Rate reduziert
wird.
Abschließend sei aber noch erw¨ ahnt, daß sich das Verfahren eﬀektiver gestalten l¨ aßt: Verwen-
det man statt der ersten Von-Neumann-Regularisierung eine etwas trickreichere und nur wenig
aufwendigere Vorgehensweise, s. Abschnitt G.1.6, so kann man wieder die Werte f¨ ur die Regula-
risierungsrate der einfachen Von-Neumann-Regularisierung erzielen!
G.1.5 Regularisierung nach Elias
Eine einfachere Regularisierung als die Von-Neumann-Methode l¨ aßt sich nicht ﬁnden, allerdings
kann man sich die Frage stellen, ob es nicht eine Regularisierungsmethode gibt, die eﬃzienter ist
als sie – wenn auch auf Kosten einer h¨ oheren Komplexit¨ at des Verfahrens.
Peter Elias [36] hat genau dies getan und eine ganze Familie von Regularisierungsverfahren
ersonnen, um aus einer Sequenz unabh¨ angiger, aber nicht gleichverteilter Bits eine Sequenz mit
gleichverteilten Bits zu erzeugen. Hierbei stellt die herk¨ ommliche Von-Neumann-Regularisierung
einen Spezialfall der von ihm entwickelten allgemeineren Prozeduren dar.
Die Grundidee der von Elias vorgeschlagene Verfahren besteht darin, daß man sich nicht mehr
wie bei der Von-Neumann-Regularisierung auf Paare beschr¨ ankt, sondern gr¨ oßere Bitbl¨ ocke be-
trachtet und diesen Bl¨ ocken auch nicht einzelne Bits, sondern gleich ganze Bitbl¨ ocke zuweist.
Elias gelingt es zu zeigen, daß das Verfahren im Limes großer Blockgr¨ oßen den theoretischen
Grenzwert f¨ ur die Eﬃzienz, die Entropie pro Bit, erreicht. ¨ Uberdies gibt er f¨ ur den praktisch
relevanten Fall fester Blockl¨ ange N explizite Ausdr¨ ucke f¨ ur die obere und untere Schranke der






wobei H() die Berechnungsfunktion f¨ ur die Entropie ist und XN f¨ ur die N-Bit langen Eingangs-
bl¨ ocke steht. Bestehen die Bl¨ ocke aus statistisch unabh¨ angigen Bits, so gilt H(XN) = N ·H(X1)
und es folgt, daß die Eﬃzienz h¨ ochstens so groß sein kann wie die Entropie pro Bit, die nur
im Falle einer Gleichverteilung der Bitwerte P(X = 0) := q = P(X = 1) := p = 0,5 ihren
Maximalwert von Eins annimmt.





























In Abb. G.4 sind f¨ ur verschiedene Wahrscheinlichkeiten eine Eins zu erhalten (p = 0.5,0.6,0.7),
219die unteren9 und oberen Schranken der Eﬃzienz des Verfahrens in Abh¨ angigkeit von der Block-
l¨ ange aufgetragen10.




































Abbildung G.4: Eﬃzienz der Elias-Regularisierung in Abh¨ angigkeit von der Blockl¨ ange f¨ ur ver-
schiedene Einswahrscheinlichkeiten p
Den Gewinn gegen¨ uber der Von-Neumann-Regularisierung sieht man sofort, indem man ihre
Eﬃzienz, d.h. die Eﬃzienz bei der Blockgr¨ oße N = 2, mit der Eﬃzienz bei gr¨ oßeren Blockl¨ angen
vergleicht.
Das eigentliche Verfahren funktioniert nun folgendermaßen:
¨ Ahnlich wie beim Von-Neumann-Verfahren wird die Eingangssequenz in nicht ¨ uberlappende,
aufeinander folgende Bl¨ ocke eingeteilt, nur daß diese nun eine Gr¨ oße N ≥ 2 haben, wobei N
m¨ oglichst groß gew¨ ahlt werden sollte. Allerdings ist die Zuweisung der Ausgangs- zu den Ein-
gangsbl¨ ocken nicht mehr so einfach wie beim Von-Neumann-Verfahren, sondern bedarf eines
gr¨ oßeren Aufwandes:
1. Die Menge aller m¨ oglichen Bl¨ ocke der L¨ ange N wird nach der Anzahl der Einsen (k)
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9Die untere Schranke ist f¨ ur kleine Blockl¨ angen negativ und daher nat¨ urlich nicht zutreﬀend. Das
Von-Neumann-Verfahren liegt in der Praxis immer in der N¨ ahe der oberen Schranke.
10Die Kurven sind hierbei lediglich der ¨ Ubersichtlichkeit wegen durchgezogen, die Eﬃzienz ist nat¨ urlich
nur f¨ ur ganze Bl¨ ocke deﬁniert. Die Werte f¨ ur p liegen bei physikalischen Zufallsgeneratoren i.a. nahe bei
1/2, die zugeh¨ origen Schranken liegen in diesen F¨ allen so nahe bei denen f¨ ur p = 0,5, daß sie in Abb. G.4
nicht extraeingezeichnet werden.
220F¨ ur jeden nichtverschwindenden Koeﬃzienten αj ∈ {αn ···α0}, mit 0 ≤ j ≤ n, werden
die 2j m¨ oglichen Ausgabebl¨ ocke der L¨ ange j den 2j unterschiedlichen Sequenzen aus Sk
zugewiesen, die noch nicht angewiesen sind. Hierbei wird jeweils einem Block der Klasse
Sk f¨ ur α0 = 1 der ”leere Ausgabeblock“ zugewiesen, d.h. in diesem Fall wird kein Block
ausgegeben. Die Klassen S0 und SN haben nur jeweils ein Element; diesem wird immer
der ”leere Ausgabeblock“ zugewiesen.
3. Indem man die obigen Zuordnungen f¨ ur alle Klassen Sk mit 0 ≤ k ≤ N vornimmt, hat
man die vollst¨ andige Regularisierungsprozedur angegeben.
Zur Illustration dieser etwas un¨ ubersichtlichen Regularisierungsvorschrift sei hier die Zuordnung
anhand einer Blockgr¨ oße von N = 4 verdeutlicht:









S0 0 1 1 0
S1 1 4 100 2
S2 2 6 110 2
S3 3 4 100 2
S4 4 1 1 0
In diesem Fall hat man 24 = 16 m¨ ogliche Eingangsbl¨ ocke, die sich nach der Anzahl ihrer Einsen
in (N + 1 = 5) Klassen Sk einteilen lassen.
Die Klassen S0 und S4 werden jeweils auf den leeren Ausgabeblock abgebildet, d.h. die Ein-
gangsbl¨ ocke [0000] und [1111] liefern keine Ausgabe.
Die Zuordnung der Eingangsbl¨ ocke zu den Ausgangsbl¨ ocken sei am Beispiel der Bl¨ ocke
der Klasse S1 dargestellt, die folgende Eingangsbl¨ ocke umfaßt (in lexikalischer Ordnung):




ist nur f¨ ur j = 2 der Koeﬃzi-
ent αj 6= 0, so daß die vier Eingangsbl¨ ocke den 2j = 22 = 4 m¨ oglichen Ausgangsbl¨ ocken
[00],[01],[10],[11] zugeordnet werden. Analog geht man f¨ ur die anderen Klassen vor. So hat
man z.B. f¨ ur S2 eine Zuordnung der 6 m¨ oglichen Eingangsbl¨ ocke zu den Ausgangsbl¨ ocken
[00],[01],[10],[11],[0],[1].
Die Zuweisung der Eingangsbl¨ ocke zu den Ausgangsbl¨ ocken ist wie bei der Von-Neumann-
Regularisierung deterministisch; welchen der Eingangsbl¨ ocke man welchem Ausgangsblock zu-
weist, das ist beliebig und kann daher mit Blick auf Laufzeit- oder Speicherplatzoptimierung
geschehen.
G.1.6 Elias-Regularisierung bei statistisch abh¨ angigen Bits
Das Regularisierungsverfahren von Elias l¨ aßt sich im Prinzip auch auf abh¨ angige Bits anwen-
den11. Wie schon beim Verfahren von Samuelson und Pratt besteht die Grundidee darin,
in einem ersten Schritt aus der Eingangsbitfolge mit statistischen Abh¨ angigkeiten eine Bitse-
quenz zu generieren, die zwar noch tendenzbehaftet ist, aber keine statistischen Abh¨ angigkeiten
zwischen den Bits mehr aufweist. Aus ihr wird anschließend in einem zweiten Schritt eine gleich-
verteilte Ausgabesequenz erzeugt; f¨ ur diesen zweiten Schritt wird jetzt allerdings das Regulari-
sierungsverfahren von Elias verwendet.
F¨ ur den ersten Schritt schl¨ agt Elias folgende Vorgehensweise vor:
1. Man nimmt das erste Bit x1 der Eingangssequenz, um festzulegen, aus welchem Zustand
heraus das n¨ achste Bit x2 erzeugt wird.
2. Die restliche Eingangssequenz x2x3 ... wird nach folgender Regel in zwei Teilsequenzen S0
und S1 zerlegt:
11Auch hier wird wieder nur die statistische Abh¨ angigkeit des generierten Bits vom direkten Vorg¨ anger
behandelt.
221S0: enth¨ alt alle xm, f¨ ur die xm−1 = 0 ist, aufgereiht in aufsteigender Reihenfolge,
S1: enth¨ alt alle xm, f¨ ur die xm−1 = 1 ist, aufgereiht in aufsteigender Reihenfolge.
Diese beiden Teilsequenzen sind nun Sequenzen mit unabh¨ angigen Bits, da die Bits des jeweiligen
Prozesses immer aus nur einem Zustand heraus generiert wurden, d.h. die Wahrscheinlichkeiten,
eine Null bzw. eine Eins zu erhalten, haben im Falle von S0 gerade die festen Werte p00 und p01
und bei S1 die Werte p10 und p11.
Nach Anwendung des Regularisierungsverfahren auf die beiden Teilsequenzen werden dann ein-
fach die beiden zugeh¨ origen Teilausgangssequenzen zu einer gemeinsamen Ausgangssequenz ver-
kn¨ upft, ob dies durch einfache Konkatenation der Teilausgangssequenzen oder durch bitweises
Abwechseln zwischen den beiden Sequenzen geschieht, ist dabei unerheblich.
G.1.7 Iterierte Von-Neumann-Regularisierung
Bei dieser von Yuval Peres [103] vorgeschlagenen Regularisierungsmethode handelt es sich
ebenfalls um eine Verallgemeinerung der Von-Neumann-Regularisierung. Der Grundgedanke des
Verfahrens besteht darin, nicht nur die Bitpaare des Eingangsbitstroms mit unterschiedlichen
Bitwerten zur Erzeugung der Ausgangsbits zu benutzen, sondern auch noch zwei weitere Bit-
str¨ ome, die aus den bei der Von-Neumann-Regularisierung verworfenen Paaren bzw. aus der
Paarstatistik abgeleitet werden. Diese Grundidee l¨ aßt sich ¨ uberdies iterativ anwenden und lie-
fert somit eine ganze Familie von Regularisierungsverfahren.
Wie bei der Von-Neumann-Regularisierung wird auch hier vorausgesetzt, daß es keine Korre-
lationen zwischen den Bits des Eingangsstromes gibt. Peres beweist f¨ ur den Fall, daß die m
Bits eines Eingangsbitblocks, auf den das Verfahren angewandt wird, vertauschbare Zufallsvaria-
blen12 sind, die Gleichverteilung des regularisierten, k¨ urzeren, k Bit langen Ausgangsbitblocks
im Raum [0,1]k.
Die iterierten Von-Neumann-Regularisierungen erh¨ alt man nun auf folgende Weise: Die her-
k¨ ommliche Von-Neumann-Regularisierung stellt die iterierte erster Ordnung Ψ1 dar und wird
hier allerdings folgendermaßen deﬁniert:
Ψ1(x1,x2,...,x2n+1) = Ψ1(x1,x2,...,x2n) = (y1,y2,...,yk), wobei
yi = x2mi und m1 < m2 < ... < mk all diejenigen Indices m ≤ n sind, f¨ ur die gilt x2m 6= x2m−1;
bei einer ungeraden Anzahl von Bits im Eingangsbitstrom wird das letzte Bit einfach weggelas-
sen. Bei dieser Deﬁnition wird außerdem jeweils der Wert des zweiten Bits13 eines Bitpaares mit
ungleichen Bitwerten als Ausgangsbitwert verwendet, was nat¨ urlich keinen prinzipiellen Unter-
schied zur bisherigen Deﬁnition darstellt.
Die oben bereits erw¨ ahnten abgeleiteten Bitstr¨ ome beschaﬀt man sich folgendermaßen: Sind
die zu bearbeitenden Eingangsbits gegeben durch x1,...,x2n so erzeugt man einen zus¨ atzlichen
Bitstrom halber L¨ ange durch eine XOR-Verkn¨ upfung aufeinander folgender Bits (ohne ¨ Uber-
lapp): uj = x2j−1 ⊕ x2j. Der andere Bitstrom wird aus den bei der einfachen Von-Neumann-
Regularisierung verworfenen Bitpaaren vj = x2ij gebildet, wobei i1 < i2 < ... < in−k diejenigen
Indices i ≤ n sind, bei denen die zugeh¨ origen Bitpaare gleiche Bitwerte haben, d.h. x2i = x2i−1
ist, und k die Anzahl der Indices mit m ≤ n darstellt, f¨ ur die gilt: x2i 6= x2i−1. F¨ ur ein Bitpaar
[11] wird also ein Wert 1 in diesen Bitstrom geschrieben und f¨ ur ein Bitpaar [00] ein Wert 0. Die
L¨ ange dieses Bitstroms ist nat¨ urlich variabel, da sie von der Anzahl der ”verworfenen“ Bitpaare
abh¨ angt; sie ist aber immer kleiner als die halbe L¨ ange des Eingangsbitstroms.
Die ν-te iterierte Von-Neumann-Regularisierung wird nun auf rekursive Weise folgendermaßen
deﬁniert:
Ψν(x1,x2,...,x2n) = Ψ1(x1,x2,...,x2n) ∗ Ψν−1(u1,...,un) ∗ Ψν−1(v1,...,vn−k),
12Eine Anzahl von n Zufallsvariablen heißt vertauschbar, wenn ihre n! Permutationen alle dieselbe
n-dimensionale Wahrscheinlichkeitsdichte haben, s. [43], VII.4
13Bei der ¨ ubliche Deﬁnition der Von-Neumann-Regularisierung wird es i.a. umgekehrt gehandhabt.
222wobei ∗ f¨ ur die Konkatenationsoperation f¨ ur Bitstr¨ ome steht. F¨ ur Bitstr¨ ome mit einer ungeraden
Anzahl von Bits, wird hierbei ebenfalls einfach das letzte Bit nicht ber¨ ucksichtigt, d.h. die ν-te
iterierte Von-Neumann-Regularisierung wird deﬁniert gem¨ aß:
Ψν(x1,x2,...,x2n+1) = Ψν(x1,x2,...,x2n).
Zur Illustration sei die iterierte Von-Neumann-Regularisierung anhand der nach der
einfachen Von-Neumann-Regularisierung Ψ1(x1,x2,...,x2n) folgenden zweiten Iterierten
Ψ2(x1,x2,...,x2n) kurz erl¨ autert. Hierbei wird der Gesamtausgangsbitstrom durch die Kon-
katenation der Ausgangsbitstr¨ ome von drei Von-Neumann-Regularisierungen erzeugt, n¨ amlich:
der einfachen Von-Neumann-Regularisierung auf den Bitpaaren des Eingangsbitstroms (erster
Term), einer Von-Neumann-Regularisierung auf den durch Exklusiv-Oder-Verkn¨ upfung erzeug-
ten Bits (zweiter Term) und einer Von-Neumann-Regularisierung auf den einfachen Bitwerten
der verworfenen Bitpaare der ersten Von-Neumann-Regularisierung (dritter Term):
Ψ2(x1,x2,...,x2n) = Ψ1(x1,x2,...,x2n) ∗ Ψ1(u1,...,un) ∗ Ψ1(v1,...,vn−k).
Peres gibt die Regularisierungseﬃzienz ην(p) der ν-ten iterierten Von-Neumann-Regularisierung
in Abh¨ angigkeit von der Wahrscheinlichkeit p f¨ ur eine Eins an; die ebenfalls rekursive Formel14
lautet:
ην(p) = p · q +
1
2
ην−1(p2 + q2) +
1
2






wobei η1(p) = p · q die ¨ ubliche Rate f¨ ur die einfache Von-Neumann-Regularisierung ist. In Abb.
G.5 ist die jeweilige Regularisierungseﬃzienz f¨ ur verschiedene Werte von p in Abh¨ angigkeit von
der Iterationsordnung aufgetragen15.
Wieviel eﬃzienter iterierte Von-Neumann-Regularisierungen im Vergleich zur einfachen Von-
Neumann-Regularisierung sind, l¨ aßt sich bereits aus dem Vergleich der Eﬃzienz η1(p) der her-
k¨ ommlichen Von-Neumann-Regularisierung mit der Eﬃzienz η2(p) der zweiten iterierten Von-
Neumann-Regularisierung ersehen: Bei einer Wahrscheinlichkeit p = 0,5 f¨ ur eine Eins im Ein-
gangsbitstrom betr¨ agt die (maximale) Regularisierungseﬃzienz η1(0,5) = 0,25, hingegen hat
η2(p) bereits den Wert η2(0,5) = 0,4375. Somit l¨ aßt sich selbst mit relativ geringem programm-
technischen Aufwand die mittlere Regularisierungsausbeute um 75% gegen¨ uber der einfachen
Von-Neumann-Regularisierung steigern!
Durch Einsatz iterierter Von-Neumann-Regularisierungen h¨ oherer Ordnung l¨ aßt sich diese Re-
gularisierungsausbeute sogar noch weiter erh¨ ohen, wobei allerdings der zus¨ atzliche Gewinn mit
steigender Ordnung abnimmt. F¨ ur den Grenzfall, daß die Ordnung gegen unendlich geht, kann
Peres sogar beweisen, daß die Regularisierungseﬃzienz gleichm¨ aßig gegen die theoretische Ober-
grenze, die Entropie pro Bit, konvergiert. Gl¨ ucklicherweise konvergiert die Regularisierungseﬃ-
zienz mit steigender Iterationsordnung ν recht schnell gegen diesen Wert: F¨ ur p = 0,5 betr¨ agt
die Regularisierungseﬃzienz der achten Iterierten bereits η8(p) ≈ 0,9, was dem theoretischen
Maximalwert der Entropie pro Bit von H(p = 0,5) = 1,0 bereits sehr nahe kommt.
In der Praxis gilt es abzuw¨ agen, wieviel Aufwand man treiben will, d.h. welche Iterationsordnung
man w¨ ahlt, um eine hohe Regularisierungsrate zu erreichen. Da die Regularisierung typischerwei-
se in Echtzeit erfolgt und der Prozessor auch noch andere Aufgaben ausf¨ uhren muß, wie z. B. die
Daten¨ ubernahme vom Zufallsgenerator, ist bei der Wahl der Iterationsordnung, sowohl die Re-
chenleistung des Prozessors als auch seine Belastung durch andere Prozesse zu ber¨ ucksichtigen.
Soll die Regularisierung durch einen im Zufallsgenerator eingebauten Mikrocontroller erfolgen,
so muß man sich aufgrund der niedrigeren Rechenleistung und des geringeren zur Verf¨ ugung
stehenden Speichers auf niedrige Iterationsordnungen beschr¨ anken.
14Die Formel f¨ ur die Eﬃzienz gilt im Grenzwert einer unendlichen Anzahl von Eingangsbit.
15Die Kurven sind hierbei lediglich der ¨ Ubersichtlichkeit wegen durchgezogen, die Regularisierungsrate
ist nat¨ urlich wieder nur f¨ ur ganze Iterationsstufen deﬁniert.






































Abbildung G.5: Regularisierungseﬃzienz der iterierten Von-Neumann-Regularisierung in Abh¨ an-
gigkeit von der Iterationsordnung ν f¨ ur verschiedene Werte der Einswahrscheinlichkeit p im Ein-
gangsbitstrom
Bei der Implementation einer iterierten Von-Neumann-Regularisierung empﬁehlt es sich, den
Eingangsbitstrom in Bitbl¨ ocke fester L¨ ange b zu unterteilen, die dann nacheinander durch die
entsprechende Regularisierungsvorschrift Ψ bearbeitet werden und deren Ausgangsbitbl¨ ocke an-
einander geh¨ angt werden:
Φ(x1,...,xb) ∗ Φ(xb+1,...,x2b) ∗ ....
Hierbei darf die L¨ ange b der Bl¨ ocke einerseits nicht zu kurz sein, da sonst die Regularisierungs-
rate nur unwesentlich gr¨ oßer als bei der einfachen Von-Neumann-Regularisierung ist, anderseits
aber auch nicht zu lang, denn sonst k¨ onnte die bei dieser Regularisierungsmethode vorausge-
setzte Vertauschbarkeit f¨ ur die Bits eines Blockes m¨ oglicherweise nicht mehr gew¨ ahrleistet sein.
So k¨ onnen z.B. Drifteﬀekte, welche die Wahrscheinlichkeit p ¨ uber die L¨ ange des Blockes ver¨ an-
dern, zu einer Verletzung dieser Voraussetzung f¨ uhren, und ohne diese Voraussetzung kann keine
Gleichverteilung der Ausgangsbits garantiert werden.
G.1.8 Iterierte Von-Neumann-Regularisierung bei statistisch abh¨ angi-
gen Bits
Die iterierte Von-Neumann-Regularisierung l¨ aßt sich auch auf den Fall verallgemeinern, daß es
sich bei dem Eingangsbitstrom um eine endliche Markovkette handelt, wobei der praxisrelevante-
ste Fall wieder die zweigliedrige Markovkette ist. Man geht hierbei genauso vor, wie in Abschnitt
G.1.6 f¨ ur die Elias-Regularisierung beschrieben, nur daß anstatt der Elias-Regularisierung die
iterierte Von-Neumann-Regularisierung nach Peres verwendet wird.
G.2 Pseudoregularisierungsverfahren
Die bisher besprochenen Regularisierungsverfahren zeichnen sich dadurch aus, daß sie garantie-
ren, aus einem Eingangsbitstrom mit einer Entropie pro Bit kleiner Eins einen k¨ urzeren Aus-
224gangsbitstrom zu erzeugen, der den Maximalwert der Entropie als Erwartungswert erreicht. Er-
kauft wird diese ideale Eigenschaft des Ausgangsbitstroms durch seine k¨ urzere L¨ ange. Diese
Reduktion gegen¨ uber der L¨ ange des Eingangsbitstroms ist unvermeidlich, da nur auf diese Wei-
se die Entropie erh¨ oht werden kann. Jede deterministische Transformation, die einen Bitstrom
von n Bits wiederum in einen gleich langen Bitstrom abbildet, ist n¨ amlich h¨ ochstens Entropie
erhaltend, erh¨ oht werden kann die Entropie nicht, so daß sich auf diese Weise im Prinzip kein
Bitstrom mit idealen Eigenschaften erhalten l¨ aßt.
F¨ ur manche Anwendung ist allerdings ein Bitstrom mit idealen Eigenschaften gar nicht unbedingt
notwendig. Oft ist ein Bitstrom ohne feststellbare statistische Defekte oder sogar mit geringen
statistischen Defekten ausreichend, die unterhalb einer gew¨ ahlten kritischen Schwelle liegen. Gibt
man sich mit diesen etwas geringeren Anforderungen zufrieden, so kommen eine ganze Reihe von
mathematischen Verfahren zur ”Pseudoregularisierung“ in Betracht:
• die XOR-Transformation des Eingangsbitstroms,
• die XOR-Verkn¨ upfung des Rohdatenstromes mit dem Ausgangsbitstrom eines guten Pseu-
dozufallszahlengenerators, mit gleicher relativer H¨ auﬁgkeit der Nullen und der Einsen und
• die Transformation des Eingangsbitstroms mit kryptographisch starken Blockchiﬀren.
G.2.1 Die XOR-Transformation
Die XOR-Transformation des Eingangsbitstroms stellt eine sehr einfache Art der Pseudoregula-
risierung dar, um den Ausgangsbitstrom n¨ aherungsweise zu regularisieren.
Bei der einfachsten Vorgehensweise wird der Eingangsbitstrom wie bei der Von-Neumann-
Regularisierung in nicht ¨ uberlappende Bitpaare aufgeteilt. Das Ausgangsbit ist dann gegeben
durch den Ausgangswert der XOR-Verkn¨ upfung der logischen Werte der beiden Bits des Paares:
Bit-Paar Ausgangsbit Wahrscheinlichkeit
[11] 0 p2
[10] 1 p · (1 − p)
[01] 1 (1 − p) · p
[00] 0 (1 − p)2
Die Wahrscheinlichkeit, daß das Ausgangsbit den Wert Eins bzw. Null hat, betr¨ agt in Abh¨ an-
gigkeit von der Wahrscheinlichkeit pE f¨ ur eine Eins im Eingangsstrom:
P(Baus = 1) = 2 · pE · (1 − pE) = 2pE − 2p2
E, bzw.
P(Baus = 0) = p2
E + (1 − pE)2 = 1 − (2pE − 2p2
E) = 1 − P(Bitaus = 1)
Betr¨ agt nun die Wahrscheinlichkeit f¨ ur eine Eins im Eingangsstrom pE = 0.5+, so erh¨ alt man
nach der XOR-Transformation die Wahrscheinlichkeit f¨ ur eine Eins im Ausgangsbitstrom:
P(Baus = 1|pE) = 2 · (0.5 + ) − 2 · (0.5 + )2 = 0.5 − 2 · 2.
Durch die XOR-Transformation reduziert sich also die systematische Abweichung vom Idealwert.
Allerdings wird dies mit einer konstant 50-prozentigen Reduktion der Bitrate erkauft.
Grunds¨ atzlich l¨ aßt sich die systematische Abweichung vom idealen Verh¨ altnis noch weiter
reduzieren, indem man auf den derart erzeugten Ausgangsbitstrom wiederum eine XOR-
Transformation anwendet. Allerdings f¨ uhrt dies bereits zu einer konstanten Reduktion um ins-
gesamt 75% gegen¨ uber der urspr¨ unglichen Eingangsbitrate. In diesem Falle kann man nat¨ urlich
auch gleich die Von-Neumann-Regularisierung verwenden16, die eine ideale Verteilung der Aus-
gangsbitfolge erzeugt.
16 Die Von-Neumann-Regularisierung f¨ uhrt nat¨ urlich zu einer Reduktion von mindestens 75%, aller-
dings beﬁndet man sich bei den praxisrelevanten F¨ allen meist nur wenig ¨ uber diesem Wert.
225Der Vorteil der XOR-Transformation gegen¨ uber der Von-Neumann-Regularisierung besteht le-
diglich darin, daß immer ein fester und bei einfacher XOR-Transformation h¨ oherer Prozentsatz
der Eingangsbitrate ausgegeben wird. Im Falle eines Defektes kann ersteres allerdings von Nach-
teil sein, da z.B. lange L¨ aufe von Nullen bzw. Einsen in der Eingangssequenz auf entsprechende,
wenn auch nur halb so lange, Null-L¨ aufe in der Ausgangssequenz abgebildet werden. Bei der
Von-Neumann-Regularisierung hingegen fallen solche L¨ aufe quasi ganz17 heraus.
Zusammenfassend l¨ aßt sich die XOR-Transformation als eine Pseudoregularisierungsmethode
charakterisieren, die sich zwar leicht in Hardware oder Software implementieren l¨ aßt, aber nur in
einfacher Form und f¨ ur geringe Abweichungen vom Idealverh¨ altnis sinnvoll anwendbar ist. Echte
Regularisierungsverfahren sind ihr auf jeden Fall vorzuziehen.
G.2.2 XOR-Verkn¨ upfung des Rohdatenstroms mit dem Ausgabestrom
eines Pseudozufallsgenerators
In diesem Fall kombiniert man die Vorteile eines physikalischen Zufallsgenerators – Korrela-
tionsfreiheit und Unvorhersagbarkeit – mit dem Vorteil eines (guten) Pseudozufallsgenerators,
gleiche relative H¨ auﬁgkeiten von Nullen und Einsen zu besitzen. Erreicht wird dies durch eine
XOR-Verkn¨ upfung der Rohdatenbits des physikalischen Zufallsgenerators mit den entsprechen-
den Ausgangsbits des Pseudozufallsgenerators. Seien die Wahrscheinlichkeiten f¨ ur eine Eins bzw.
eine Null innerhalb der Rohdaten P(Brnd = 1) = p und P(Brnd = 0) = (1−p) = q mit p 6= q und
die als ideal angenommen Wahrscheinlichkeiten im Ausgangsstrom des Pseudozufallsgenerators
P(Bprng = 1) = P(Bprng = 0) = 1/2, dann erh¨ alt man f¨ ur die entsprechenden Wahrscheinlich-
keiten des schlußendlichen Ausgangsbitstroms nach Durchf¨ uhrung der XOR-Operation:






















Die Wahrscheinlichkeiten f¨ ur Nullen und Einsen sind also nach der XOR-Verkn¨ upfung der bei-
den Zufallsstr¨ ome im Ausgangsstrom gleich. Als Pseudozufallszahlengeneratoren empfehlen sich
nat¨ urlich wieder insbesondere die in Abschnitt B.1 aufgef¨ uhrten kryptographisch starken Pseu-
dozufallsgeneratoren; alternativ kann hierf¨ ur auch der Chiﬀrenstrom von dedizierten Stromchif-
frierern verwendet werden.
G.2.3 Transformation mit kryptographisch starken Blockchiﬀren
Kryptographisch starke Blockchiﬀren lassen sich sehr leicht zur Pseudoregularisierung verwen-
den. Generell transformiert eine Blockchiﬀre einen n Bit langen Eingangsblock18 mit Hilfe eines
schl¨ usselabh¨ angigen, stark nichtlinearen19 Algorithmus in einen ebenfalls n Bit langen Ausga-
17Selbstverst¨ andlich heißt dies nicht, daß es keine legitimen langen L¨ aufe in einer Zufallssequenz geben
k¨ onnte! Bei einer Von-Neumann-Regularisierung werden zwar diese urspr¨ unglichen L¨ aufe zerst¨ ort, daf¨ ur
werden aber innerhalb der Ausgangssequenz neue erzeugt, die von Eingangsteilsequenzen mit alternie-
renden Bitwerten verursacht werden. Defekte an einem Generator wirken sich bei einer nachfolgenden
Von-Neumann-Regularisierung deswegen weniger aus, weil sie alternierende Bitfolgen erzeugen m¨ ußten,
um zu langen L¨ aufen in der regularisierten Ausgabesequenz zu f¨ uhren.
18Bei vielen Blockchiﬀren (z.B. bei DES und IDEA) ist n = 64, erst bei neueren Blockchiﬀren ist n
gr¨ oßer, meist n = 128.
19Beim Entwurf kryptographisch starker Blockchiﬀren wird i.a. gefordert, daß das Lawinen-Kriterium
[69, 91] gilt: Die ¨ Anderung eines einzigen Bits des Schl¨ ussels oder des Eingangsblockes f¨ uhrt zur ¨ Anderung
der Bitwerte bei mindestens 50% der Bits des Ausgangsblocks.
226beblock. Es bietet sich daher an, eine Blockchiﬀre zur eﬃzienten Pseudoregularisierung zu ver-
wenden, da anders als bei den meisten echten Regularisierungsmethoden keine Bits ”verworfen“
werden; hierbei geht man folgendermaßen vor:
1. Man w¨ ahlt einen geheimen, zuf¨ alligen20 Schl¨ ussel f¨ ur die Blockchiﬀre. Da es im Prinzip
ausreicht, nur einmal einen Schl¨ ussel zu w¨ ahlen und er auch nur eine geringe Anzahl von
Bits umfaßt, kann man die Bits f¨ ur diesen Schl¨ ussel aus dem Zufallsstrom entnehmen und
sie mit Hilfe eines (ineﬃzienten) Regularisierungsalgorithmus regularisieren.
2. Der restliche Zufallstrom wird in n Bit lange Bl¨ ocke aufgeteilt, die anschließend nach-
einander von der Blockchiﬀre mit dem im ersten Schritt erzeugten Schl¨ ussel verschl¨ usselt
werden.
3. Optional kann in unregelm¨ aßigen Abst¨ anden gem¨ aß Schritt Eins ein neuer Schl¨ ussel gene-
riert werden.
Die oben genannte Vorgehensweise ist aus folgenden Gr¨ unden ebenfalls ”nur“ als Pseudoregula-
risierung anzusehen:
• Die Bits eines Ausgangsblocks sind, wenn auch in komplizierter, nichtlinearer Weise, von
den Bits des Schl¨ ussels abh¨ angig.
• Die Bits eines Ausgangsblocks sind nicht voneinander unabh¨ angig, allerdings sind diese
nichtlinearen Abh¨ angigkeiten viel zu schwach, um festgestellt werden zu k¨ onnen21.
• Bei Verwendung einfacher Chiﬀriermodi, wie z.B. dem Electronic Code Book-Modus,
(ECB) werden gleiche Eingabe-Bl¨ ocke auf ebenfalls gleiche Ausgabe-Bl¨ ocke abgebildet.
Selbst wenn man also den Schl¨ ussel h¨ auﬁg wechselt, z.B. indem man den jeweils vorhergehenden
Eingangsblock als Schl¨ ussel f¨ ur den n¨ achsten Eingangsblock verwendet, f¨ ugt man doch immer Ab-
h¨ angigkeiten in den Ausgangsbitstrom ein. Etwas polemisch ausgedr¨ uckt, kann man sagen, daß
diese verlustfreien Pseudoregularisierungsverfahren den Zufalls-Bitstrom ”verschlimmbessern“.
Wobei man der Fairneß halber darauf hinweisen muß, daß die durch sie eingef¨ ugten, kompli-
zierten Abh¨ angigkeiten in empirischen Tests nicht zu entdecken sind, wie die guten statistischen
Eigenschaften der auf starken Blockchiﬀren beruhenden Pseudozufallszahlengeneratoren zeigen.
¨ Uberdies haben starke Blockchiﬀren die w¨ unschenswerte Eigenschaft, daß sie etwaige Abh¨ angig-
keiten im Eingangsstrom, wie z.B. leichte Korrelationen zwischen den Bits, im Ausgangsstrom
vollst¨ andig unkenntlich machen.
Will man allerdings einen langen Einmalschl¨ ussel (One Time Pad) mit Hilfe eines physikalischen
Zufallsgenerators erzeugen, sollten keine Pseudoregularisierungverfahren, sondern nur exakte
Regularisierungsverfahren verwendet werden, da nur sie die ideal zuf¨ alligen Eigenschaften des
Einmalschl¨ ussels garantieren, die f¨ ur den mathematischen Beweis der Sicherheit des zugeh¨ ori-
gen Verschl¨ usselungsverfahrens notwendig sind. Dies mag vielleicht auf den ersten Blick etwas
¨ ubertrieben erscheinen, aber nur auf diese Weise l¨ aßt sich der absolute Sicherheitsanspruch der
Verschl¨ usselungsverfahren auf Basis von langen Einmalschl¨ usseln aufrechterhalten. Nach heuti-
gem (¨ oﬀentlichen) Wissensstand ist allerdings nicht davon auszugehen, daß sich die durch Pseu-
doregularisierungsverfahren auf Basis von Blockchiﬀren eventuell eingef¨ uhrten Abh¨ angigkeiten
20Der Schl¨ ussel muß nicht unbedingt zuf¨ allig gew¨ ahlt sein, da die Pseudoregularisierung mit starken
Verschl¨ usselungsalgorithmen auch bei einem sehr stark strukturbehafteten Schl¨ ussel nicht erkennbar
schlechter ist. Zuf¨ allig gew¨ ahlte Schl¨ ussel lassen sich lediglich schlechter erraten, was hier allerdings
kaum eine Rolle spielt.
21Das Problem aus einem Eingangsbitstrom mit niedriger Entropie auf deterministische und ¨ uber-
dies umkehrbare Weise einen Ausgangsbitstrom mit scheinbar hoher Entropie zu erzeugen, stellt das
Grundproblem der Kryptographie dar. Denn durch eine Verschl¨ usselung soll ein Bitstrom mit Korre-
lationen und einer (starken) Ungleichverteilung der einzelnen Symbole, n¨ amlich der Klartext, mit Hilfe
eines schl¨ usselabh¨ angigen Algorithmus zu einem Chiﬀrentext verschl¨ usselt werden, der keine erkennbare
Struktur aufweist, so daß ein Kryptanalytiker keinen Ansatzpunkt f¨ ur einen Angriﬀ ﬁndet.
227zwischen den Bits eines Ausgangsblockes tats¨ achlich f¨ ur eine praktische Attacke gegen einen den
Ausgangsbitstrom verwendenden kryptographischen Algorithmus ausnutzen ließen; hierzu sind
die nichtlinearen Abh¨ angigkeiten zwischen den Bits zu kompliziert und die Entropie pro Bit des
Eingangsbitstrom i.a. doch zu groß.
Sehr viel kritischer ist das Problem, das bei einem Defekt im Zufallsgenerator auftreten kann.
Starke Musterbildung22 des defekten Generators wird durch eine nachfolgende, einfache Trans-
formation der Daten mit einer Blockchiﬀre lediglich verschleiert. Zwar sind die einzelnen Bl¨ ocke
nach der Transformation nicht mehr musterbehaftet, aber eine Wiederholung des Eingangsmu-
sters f¨ uhrt auch wieder zu einem gleichen Ausgabeblock, was sich allerdings nicht immer leicht
erkennen l¨ aßt, da es sich aufgrund der Blockl¨ ange (typ. 64 oder 128 Bit) nur in entsprechend
langreichweitigen Korrelationen zeigt. Umgehen l¨ aßt sich dieses Problem, indem man nicht allein
den Rohdatenbitstrom des Zufallsgenerators verschl¨ usselt, sondern zus¨ atzlich eine R¨ uckkopplung
des Ausgangsbitstroms vorsieht, ¨ ahnlich wie dies bei der Verwendung einer Blockchiﬀre im OFB-
Modus als Pseudozufallsgenerator geschieht, s. S. 18.
Abschließend sei noch kurz erw¨ ahnt, daß sich nat¨ urlich auch kryptographisch starke Hashfunk-
tionen, s. z.B. [91], Kap. 9, gut f¨ ur eine Pseudoregularisierung verwenden lassen, s. Abschnitt 36.
Allerdings werden hierbei in starkem Maße Bits verworfen, so daß sich Hashfunktionen eher f¨ ur
die ”Zufallsdestillierung“ relativ kurzer Zufallssequenzen aus einer großen Menge von schwach zu-
f¨ alligen Rohdaten eignen23. F¨ ur die Regularisierung der Rohdaten herk¨ ommlicher, physikalischer
Zufallsgeneratoren sind sie hingegen weniger geeignet, da sie weder im Hinblick auf das Laufzeit-
verhalten noch die Regularisierungseﬃzienz guten Regularisierungsverfahren ¨ uberlegen sind. Ein
kleiner Vorteil der Pseudoregularisierung mit Hilfe von kryptographisch starken Hashfunktionen
liegt lediglich darin, daß sie – wie die Pseudoregularisierung mit Blockchiﬀren – eine konstante
Regularisierungseﬃzienz garantieren. Wenn man allerdings Pseudoregularisierungsverfahren auf
Basis kryptographisch starker Algorithmen einsetzen m¨ ochte, wird man mit Blick auf die ideale
Regularisierungseﬃzienz wohl eher gleich Blockchiﬀren oder die XOR-Verkn¨ upfung mit einer
Stromchiﬀre verwenden.
G.3 Fazit: Welches Regularisierungsverfahren sollte man
verwenden?
Es stehen mehrere Regularisierungsalgorithmen zur L¨ osung der beiden Hauptprobleme physika-
lischer Zufallsgeneratoren – eine Tendenz in den relativen H¨ auﬁgkeiten von Nullen und Einsen
und statistische Abh¨ angigkeiten zwischen aufeinanderfolgenden Bits – zur Verf¨ ugung.
Generell sind eﬃzientere Algorithmen nat¨ urlich zu bevorzugen, allerdings setzt dies z.B. bei den
Verfahren von Elias oder Peres fast zwangsl¨ auﬁg eine Software-Implementierung voraus. Will
man Regularisierungsalgorithmen in Hardware oder softwarebasiert auf einem Mikrocontroller
implementieren, wird man auf die einfacheren Algorithmen von Samuelson und Pratt bzw.
von John von Neumann zur¨ uckgreifen.
Als Endpunkt der ¨ Uberlegungen in diesem Abschnitt wird empfohlen, bei Verwendung eines
physikalischen Zufallsgenerators zumindest Software-Implementationen eﬃzienter Regularisie-
rungsalgorithmen zu nutzen, da sie es erm¨ oglichen, einen Bitstrom zu erzeugen, der tats¨ achlich
maximale Entropie hat. Zwar mag dies im Hinblick auf die beim Einsatz in der Praxis ohne-
hin meist nachfolgende Transformation des Bitstroms durch starke Blockchiﬀren oder durch
eine XOR-Verkn¨ upfung mit einer Stromchiﬀre ¨ ubertrieben wirken, man sollte hier allerdings be-
denken, daß diese Transformationen die Entropie ”lediglich“ auf eine gr¨ oßere Anzahl von Bits
verteilen, nicht aber erh¨ ohen k¨ onnen. Insofern bedeutet eine vorgeschaltete Regularisierungsstufe
22Am realistischsten sind lange L¨ aufe mit nur einem Bitwert im Ausgangsbitstrom, aber es k¨ onnen
auch komplizierte Defekte auftreten, s. Abschnitt 5.1.2.5.
23 Wie dies bei dem auf Seite 22 erw¨ ahnten ”Lavalampen-Zufallsgenerator“ [115] geschieht.
228einen – zugegebenermaßen kleinen – zus¨ atzlichen Gewinn an Sicherheit.
¨ Uberdies lassen sich mit Hilfe von Regularisierungsverfahren die Auswirkungen gegl¨ uckter An-
griﬀe auf einen physikalischen Zufallsgenerator minimieren: Regularisierungsalgorithmen ver¨ an-
dern immer die Anordnung der Bits und reduzieren ihre Anzahl, somit wird die Vorhersagbarkeit
des Ausgangsbitstroms bei teilweise bekanntem Eingangsbitstrom erschwert, was insbesondere
im Zusammenwirken mit einer nachfolgenden Verschl¨ usselung die Sicherheit zus¨ atzlich erh¨ oht.
Auch im Falle eines Defektes des Generators ist dies von Vorteil, da eine alleinige Verschl¨ usselung
keine Bits verwirft.
F¨ ur die nachfolgende Chiﬀrierung der regularisierten Zufallsstr¨ ome empﬁehlt sich die Verwen-
dung einer Stromchiﬀre, da diese zus¨ atzlich regularisierend wirkt und auch im Falle eines mas-
siven Defektes des Generators immer noch einen guten Pseudozufallsstrom liefert.
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experimentellen Aufbaus hatte nicht geringen Anteil am Gelingen der Versuche.
Frau Ingeborg Derlien m¨ ochte ich herzlichst daf¨ ur danken, daß ich, auch als ich nicht
mehr am Physikalischen Institut besch¨ aftigt war, die Max- Born- Bibliothek außerhalb
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Schlußendlich danke ich Frau Hannah D¨ oring f¨ ur ihre Hilfsbereitschaft bei verwaltungs-
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