Crystalline sapphire (Al2O3) is a hard and transparent material widely used in industry. When applying IR laser wavelengths, sapphire can be laser-processed inside the bulk (sub-surface) to produce 3D structures, which can find uses, for example, in the production of microfluidic devices. Ultrashort and tightly focused laser pulses trigger several energy absorption mechanisms inside the bulk. The absorbed energy locally modifies the structure of sapphire. Existing (numerical) models of sapphire laser processing describe mainly femtosecond pulsed laser-material interaction (most of them only addressing surface processing) and, in addition, these models do not simulate the laser-induced temperatures of the lattice. Therefore, this study is aimed at a 2D-axisymmetric, time dependent, numerical model of the physics in picosecond laser-material interaction with sapphire. The physical phenomena in model include, but are not limited to: multiphoton absorption, tunneling ionization, avalanche ionization, recombination of carriers, diffusion of carriers and heat diffusion. Based on these phenomena, three quantities are calculated, namely: electron density, electron temperature and lattice temperature. The model was implemented in COMSOL Multiphysics®. It was found that, sapphire is modified by the laser radiation only if avalanche ionisation is triggered in the bulk.
Introduction
Sapphire, (or α − Al2O3), is an aluminium oxide with a crystalline structure, that can be produced synthetically in a variety of shapes and sizes. Sapphire is one of the hardest materials with a hardness ranging from 1835 HV1 to 2039 HV1 [1] . In its crystalline form it is highly chemically inert [1] [2] [3] . Because of its wide bandgap [1, 4] , sapphire is a good electric insulator and is optically transparent to a broad range of wavelengths going from deep UV to mid infrared in the electromagnetic spectrum [1] . The combination of unique physical and chemical properties and the possibility of producing the material synthetically make sapphire suitable for numerous applications. This includes bearings, smart-phone screens, optics, biomedical applications and microfluidic devices [2, 3, 5, 6] .
In order to increase the understanding of the fundamental processes that contribute during subsurface processing of sapphire by means of picosecond pulsed laser sources, a numerical model, which allows simulation of the process under different conditions, is needed. The model should at least be able to describe the electron densities and lattice temperatures that are induced by the absorbed laser energy. This would allow the study of resulting structures and the physics behind the process itself, which will therefore contribute to the fundamental knowledge on subsurface micro-processing of sapphire. In literature, most models address mainly the surface damage induced by ultra-short pulsed lasers [7] [8] [9] [10] [11] [12] . These studies typically cover laser pulse durations of less than one picosecond and mostly consider semiconductors, instead of large bandgap dielectric materials, such as sapphire.
In addition, no models are reported, which are suitable for the application to sapphire, allowing to calculate the temperatures in the material as a result of the laser pulse. The literature on modelling of subsurface laser-material interaction that do take into account optical effects, such as focussing and spherical aberrations of a laser beam in sapphire, is quite limited. This is likely due to the complicated electromagnetic description that is required to accurately describe the envelope (caustic) of the laser beam, while taking into account absorption and the challenges that it presents for the numerical simulations.
Models that describe the individual physical phenomena or a part of the laser-material interaction are more frequently reported [13] [14] [15] . Although, these models are dominantly applied to ultra-short pulse processing and in studies that show the modelling of electron densities generated, in order to describe or predict the damage threshold for ablation. Therefore, most of the studies reviewed do not take into account electron temperatures.
Based on literature, the governing equations, which make up the model, were selected (see section 2). The equations are implemented in the numerical software tool COMSOL Multiphysics® (see section 3). The three main quantities which are calculated are the free electron density, the electron temperature and the lattice temperature (see section 4).
The tables 1, 2 and 3 list the variables, quantities and constants used in this paper. The reader is invited to refer to DOI: 10.2961/jlmn.2018.03.0005 these tables when the variables, quantities and constants are not directly explained in the text. Fig. 1 shows a diagram of the structure of the model. The coloured arrows indicate the dependencies of the free electron density, the free electron temperature, the lattice temperature and the beam propagation on the main physical phenomena (blocks in the graph) occurring during and after the laser pulse. There are four "subsystems" that are considered. The first subsystem is the laser intensity distribution (red arrows). Depending on the level of the laser intensity, multiphoton ionization, avalanche ionization, free electron absorption and tunnelling ionization might be triggered. In turn, the laser intensity is reduced by multiphoton ionization and free electron absorption (dashed red arrows). The free electron density subsystem is indicated by the green arrows. Phenomena that generate free carriers are avalanche ionization, multiphoton ionization and tunnelling ionization. The free electron density will be reduced by recombination effects as free carrier diffusion can be neglected as discussed later in section 2.1. The free electron temperature depends on all phenomena that either affect the free carrier density or lead to a change of the electron kinetic energy. Energy transfer to the lattice, indicated by the black arrows, is described by the well-known two-temperature model [16] . In summary, the model consists of four partial differential equations (PDEs) describing: (i) free electron density, (ii) free electron temperature, (iii) lattice temperature, and (iv) beam propagation. These four PDEs are described in the following subsections. 
Model description and governing equations

Free electron density
The free electron density ne can be described by a commonly used electron conservation equation [10-12, 14, 15, 17, 18] :
where J denotes the current and x is the propagation coordinate. The first term on the left hand side of equation (2.1) describes the change of electron density in time. The second term describes the diffusion of electrons in the material. The terms on the right hand side are source and loss terms. The carrier excitation rate source term, Wsource in equation (2.1), can be described considering single or multi-photon ionization, tunnelling and avalanche ionization rates. The general expression for the single or multiphoton ionization rate equals (2.2) where n denotes the single or multiphoton absorption coefficient. The subscript n indicates the number of photons required to excite a single electron from the valence to the conduction band. Single photon absorption-i.e. n = 1, which is a linear process, is significant when the photon energy of a photon is equal or larger than the band gap of the material. Multiphoton absorption on the other hand, is an n-th order process that will only be significant for sufficiently high laser intensities [19] . Photon ionization in general is only significant at low free-electron densities and when the intensity of the electric field due to the laser fluence is not sufficiently high such that tunneling ionization would dominate [20, 21] . For the wavelength of 1030 nm, which was selected for this study, the photon energy is too low for linear, single photon absorption in sapphire.
The single or multiphoton absorption coefficient (σn) is a phenomenologically determined parameter that depends on material parameters and processing conditions [12, 22] .
In large bandgap dielectrics, the density of thermally excited electrons is close to zero [23] . For short and ultrashort pulse durations, when processing large bandgap dielectrics, single and multiphoton ionization will therefore generate the required electron density to allow significant free electron absorption and subsequently impact ionization to take place [24] . A well-studied approach to model avalanche ionization is the Drude model. The parameters of the Drude model are all known and Jing et al. [24] have shown that the model performs well on fused silica for a laser with 800 nm wavelength and a pulse duration of 0.3 ps. That is, the avalanche ionization rate Wav, can be calculated from The mean electron collision time τc in equation (2.5) is crucial for estimating the avalanche ionization rate and is highly dependent on the material and process conditions such as the electron density, wavelength and effective electron mass. The mean electron collision time τc can be determined phenomenologically or by the expression as developed by Starke et al. [25] , which reads (2.6) This expression increases the applicability of the Drude model under various conditions and when data on the mean electron collision time for various process conditions is limited.
When the absorption of photons is sufficiently high (see section 4), the increased absorption generates a significant amount of free carriers to trigger avalanche ionization [19] .
In addition to multiphoton and avalanche ionization, tunneling ionization may occur if the laser intensities are sufficiently high. Multiphoton and tunneling ionization can be described by the same theoretical framework via the socalled Keldysh ionization rate Wpi, which is calculated as [20] Here, the functions K (γ) and E (γ) represent the complete elliptic integral of the first and second kind respectively. The "crossover" from multiphoton dominated ionization to tunnelling dominated ionization is characterized by the Keldysh parameter, γ. That is, for γ << 1, tunnelling ionization dominates and for γ >> 1 multiphoton ionization dominates.
The multiphoton ionization rate coincides with the Keldysh photo-ionization rate only for low laser intensity levels. It should be noted that, the validity of the multiphoton ionization rate, when considering a large range of laser intensities, when avalanche ionization is triggered, is questionable.
When electron-hole pairs recombine the electron density is reduced. In sapphire radiative recombination is not significant due to a large radiative recombination lifetime of about 100 ps, when compared to the pulse duration [26] . Therefore, radiative recombination is neglected in the model.
In the case that the pulse duration is shorter than the recombination time τe, the recombination of electron-hole pairs is often neglected [7, 8, 27] . However, Auger recombination is included in the model. Typically, the Auger recombination rate Wrec is calculated as [13, 14, 16, [28] [29] [30] (2.12) in which τe denotes the mean recombination time. In the case of pulse durations equal or longer than the recombination time, or when the decay and behaviour of the electron density, as well as the electron temperature is an important subject of study, recombination needs to be taken into account. For sapphire, the electron-hole recombination time of τe = 1 ps was applied by Bulgakova et al. [14, 31] . As this recombination time τe is smaller than the pulse duration considered in this study, Auger recombination will be significant.
Besides recombination effects, diffusion of electrons into the substrate also reduce the local electron density. However, for large bandgap dielectrics, the diffusion of free electrons is small due to a high electron-hole mass. Hence, in the case of sapphire, electron diffusion can be neglected [4, 22] (see also Fig. 1 ).
For the set of (simulation) parameters considered, the Keyldish parameter is never exclusively γ >> 1 or γ << 1. Hence, the model will only be realistic when both multiphoton and tunnelling ionization are considered. Hence, the full Keldysh ionization rate Smpi is included in the model. Substituting the relevant expressions into equation (2.1), and neglecting carrier diffusion, will result in the PDE describing the conservation of electron-hole pairs, which will be used to describe the carrier density in the numerical model as (2.13)
Free electron temperature
The absorbed laser energy will first be "stored in" the free electrons, before it is transferred to the lattice via electron-phonon scattering [16] . The energy (density) in the free electron subsystem is the sum of the kinetic energy and band gap energy per unit of volume [21] . The kinetic energy distribution can take several "shapes". That is, when high carrier densities are encountered (ne ≈ 10 17 − 10 18 W/cm 3 ), the carrier-carrier interactions will force the shape of the distribution into a Maxwell-Boltzmann (also referred to as Maxwellian) distribution [32, 33] . For a Maxwellian distribution the energy density of the electron-hole pairs can be computed from [32] (2.14)
The electron heat capacity Ce is equal to the change of energy U with respect to the electron temperature Te. That is,
The overall expression to compute the change of energy in the electron subsystem reads (2.16) in which S and L denote the source and loss terms respectively, and the term ���⃗ on the left hand side of the equation describes the diffusion of electronic energy. This diffusion is the result of carrier-carrier scattering, which is described by [16] (2.17) and (2.18) in which ke is the electron thermal conductivity, µe is the electron mobility and µh is the hole mobility. Sapphire has a low hole mobility so that µh may be neglected [4, 22] . Substituting expression (2.14) into (2.16) will result in a differential equation (2.19) On the right hand side of equation (2.19 ) are source terms S, which describe an increase of energy due to multiphotonionization and free electron absorption, and loss terms L that describe transfer of energy from the electron subsystem to the lattice (via the two temperature model, see below).
Multiphoton ionization will excite electrons with an excess kinetic energy and will therefore add energy to the free electron subsystem. The energy rate per volume unit can be determined by multiplying the ionization rate Wmpi by the energy of the absorbed photons [18, 34] in which nph is the number of photons and ħ is the reduced Planck constant. Free electrons will gain extra kinetic energy when they absorb photons. This process will result in an increase of energy in the free electron subsystem. Free electron absorption can be described by a source term including a free electron cross section (2.21) in which σab is the free electron cross-section. This type of source term is referred to as Coulomb heating. Karras et al. [35] determined the free electron cross-section for a 800 nm laser source to equal (12.5 ± 0.2)⋅10 -18 cm . The main loss to the electron energy is due to the interaction of the electron subsystem with the lattice caused by electron-phonon scattering, described by the well-known Two Temperature Model (TTM) [16] . The TTM is derived under the assumption that electron and phonon energy transport is described by the classical Fourier law. This approach is valid as long as the time scale of changes of the temperature (field) is much larger than relaxation time of the free electrons [36] . The TTM describes a balance between the electron temperature Te and the lattice temperature Tl and reads (2.22) in which the electron-phonon coupling coefficient Γ may be expressed as Ce/τr. Here τr is the characteristic electron-lattice relaxation time. The latter is chosen here to equal τr = 1 ps [22] . Substituting source terms (equations (2.20) and (2.21)) and loss terms (equation (2.22)) in equation (2.19) , results in the PDE describing the free electron temperature (2.23)
Lattice temperature
The classical Fourier law describes the spatial and temporal lattice temperature Tl, which is the result of a source term Q and heat conduction, and reads [37] : (2.24) in which heat conduction is described by where kl denotes the thermal conductivity of the lattice. The source term Q is the result of electron-phonon coupling (two temperature model, see previous subsection): 
Beam propagation
The mathematical complexity of describing both beam propagation and focussing proved to be difficult in the implementation of the model in COMSOL (see section 3). Therefore, the beam envelope is simplified to a collimatedi.e. a non-converging and non-diverging beam passing through the complete sapphire substrate. The laser intensity absorption can then be described by a beam optics approach.
Assuming laser beam propagation in the positive z-direction, a non-diverging beam and a volume absorbing material, the propagation losses can be described as [16] (2.26) in which S mpi denotes the intensity loss of the laser beam due to multiphoton ionization. Note that the term Smpi is the same as the source term for the electron subsystem in equation (2.20) . Intensity losses due to multiphoton ionization will be significant when multiphoton ionization rate is relevant. That is when the electron densities are low and when the Keldysh parameter γ >> 1 [24] . The term Sab describes the intensity loss due to absorption of photons by conduction band electrons.
Model implementation
The PDEs were solved using the numerical software tool COMSOL Multiphysics® (COMSOL Inc.). An axis-symmetric simplified configuration on a time-dependent study was implemented.
It proved that the evaluating the Keldysh ionization rate, containing the complete elliptic integrals of the first and second kind (see section 2.1), was computationally too demanding. That is because the ionization rates Wpi, (equation (2.7)) and Wmpi, (equation (2.2)), need to be evaluated at every node on the calculation grid at every time-step. Therefore, the Keldysh ionization rates were implemented as a lookup table, which, via an interpolation, allows COMSOL Multiphysics® to compute an approximation of the full Keldysh ionization rate, as well as allow to approximate multiphoton absorption as function of the intensity. To that end, the lookup table was generated in MATLAB® (Mathworks Inc.) for a laser intensity range of I = 0 to 10 20 [W/m 2 ] on a total of 10 6 data points. Figure 2 shows this lookup table graphically.
Initial and boundary conditions
The beam diameter in the simulations was set to w0=50.15 nm in order to reduce the computer memory requirements and computation time. This simplification can be considered reasonable for the model because only the absorption phenomena are simulated, without taking into account optical effects (i.e. diffraction).
Also, the pulse duration was set to tp = 3 ps, for the same reason. The model would still be valid for a larger pulse duration (in the picosecond regime), but the effects of the resultant increase of electron density would need further investigation. The anisotropy of sapphire is neglected. At the first time instance, the electron and lattice temperatures are at equilibrium and were set to 300 K. For both the lattice and electron temperature, all the boundary conditions, except for the symmetry axis, are set to a zero flux boundary conditions, as the thermal flux passing through the boundaries, at the time-ranges considered, will be negligible. In the lattice the specific heat is assumed to be constant. At the first time instance, the electron density is set to equal to the density corresponding to thermally excited electrons at 300 K. Applying these initial conditions to calculate the initial electron density results in a density of 3.18⋅10
-48 m -3 . This low value is typical for large bandgap semiconductors at low temperatures. However, due to numerical restrictions, an initial electron density of eps ≈ 2.22⋅10 -16 m -3 was applied, which corresponds to the smallest number allowable due to machine precision. This value is much smaller than the multiphoton ionization rate occurring (just) before avalanche and tunnelling ionization will dominate. Hence, this value will not "trigger" avalanche ionization or significant free electron absorption. Therefore, the simulation results are not affected by setting the initial electron density to eps ≈ 2.22⋅10 -16 m -3 instead of 3.18⋅10 -48 m -3 .
Results
This section presents the simulation results for various pulse energies listed in table 4. The rounded values that will be used to refer to the simulations in this section are listed in the first column of the table. The simulations only converged for pulse energies which induce electron densities lower than the critical electron density, that is ne < ncr. That is, simulations where avalanche ionization was triggered resulted in an over critical electron density (plasma), see last column of table 4. The high absorption of the critical electron density resulted in extreme absorption rates in a very small (skin) layer of the material. The latter imposed numerical problems (failure to converge). Nevertheless, up to this instance the simulations provide interpretable results. Therefore, these results are included and discussed in the following subsections. Figure 3 shows the maximum electron densities in the sample, as function of time for several pulse energies at three different locations: at the surface of the sample, at 5 nm and 10 nm below the surface of the sample. For low pulse energies, the maximum electron densities at different depths are close. That is, the data points in the graph coincide. This indicates that the absorption of photons in the material is small and the laser intensity, and electron densities do not vary with depth. From the graph it is clear that pulse energies over about 2.75 µJ induce a maximum electron density, which is over the critical electron density. It was found that, these simulations failed to converge as soon as the electron density reaches a value ne >1.5·10 28 m -3 . In addition, in the graph, the values of the maximum electron density for the corresponding pulse energies do not coincide. This indicates that the electron density at the locations near the surface prevents/reduces the ionization (rate) at locations further below the surface. Figure 4 (top) shows the electron density as a function of time. Here it is shown that for low pulse energies, both the generation of free electrons and the decrease of electrons (due to recombination of electron-hole pairs) is non-linear but "smooth" in time. For high electron densities, that is ne≈5·10 23 m -3 , the absorption and generation of free carriers by means of avalanche ionization results in a sudden increase in the electron density at the sample surface. In the graphs, this occurs at t ≈ -2 ps (where the time instance 0 ps represents the maximum intensity of a Gaussian shaped laser pulse in time). Figure 5 shows the electron and lattice temperatures in the material as function of time at several pulse energies. Here it is shown that the electron temperature increases until the pulse power has dropped significantly after 3 ps, see figure 5 (top). From this time instance on, the steep increase of the electron temperature does level off but still increases over time. This is due to the recombination of electron-hole pairs. Also, the lattice temperature induced by a pulse energy of Ep = 0.11 µJ is much higher than the lattice temperature due to the pulse energy below 0.11 µJ, see Figure 5 (bottom). This illustrates the non-linear increase in absorption rate due to multiphoton absorption. However, the difference in electron temperatures for the same pulse energy is much smaller (see figure 5 (top) ), due to the fact that the energy in the electron subsystem depends on the electron temperature and specific heat (which depends on the electron density), where in the lattice the specific heat is assumed constant. Figure 6 shows the electron and lattice temperatures as a function of time for pulse energies Ep = 0.28 µJ, 0.45 µJ and 0.55 µJ. At these pulse energies, electron densities over the critical electron densities were found. In these cases, the electron temperature shows a sudden decline at t ≈ -0.8 ps (where the time instance 0 ps represents the maximum intensity of a Gaussian laser pulse in time). At this instance, avalanche ionization becomes significant, resulting in a temporary decrease in the electron temperature. This behavior was also observed by van Driel [21] .
Electron density
Electron and lattice temperatures
Laser intensity spatial distribution
At a pulse energy of Ep = 0.11 µJ the absorption of photons in the material is negligible as the electron density is not sufficient to cause significant free electron absorption. As a result, the laser intensity distribution is not "distorted", but maintains its collimated "shape". Figure 7 (top) shows the laser intensity distribution for Ep = 0.45 µJ. From this graph, the effect of electron shielding can be observed, especially in the middle and right graph.
Electron density distribution
The electron density induced by a pulse energy of Ep = 0.11 µJ was found to be nearly constant along the z-axis. This is another indication that the electron density is too low to cause any significant free electron absorption.
At a higher pulse energy of Ep = 0.45 µJ, the electron densities are plotted in figure 7 (bottom) at three different time instances. Here the rapid increase in electron density due to the avalanche ionization can be observed, especially at t = -0.6 ps. This graph also shows that the electron density is high near the surface of the sample.
Here, the locally high concentration of electrons implies an increased absorption rate and avalanche ionization rate, which will result in an even higher electron density near the surface. The strong absorption lead to high spatial gradients in the laser intensity and electron density, which are hard to represent on a discrete mesh. This mechanism causes the convergence error that was encountered during the simulations with a critical electron density (see section 4.1). Figure 8 shows the lattice temperature Tl (left graphs) and the electron energy density Ee (right graphs) for a pulse energy of E p = 0.11 µJ. At t = -3 ps, the graphs do not show any significant increase in Tl nor Ee. The highest electron energy density is reached at t = 1.2 ps. In contrast, the maximum lattice temperature is reached at t = 2.5 ps. The time difference between these maxima confirms the need for applying the two-temperature model. At t = 6 ps, the electron energy density has reduced significantly and some thermal conduction is present in the lattice. At the end of the simulation time (t = 20 ps) the electronic energy (density) is negligible. Also, the effects of heat conduction in the lattice become significant, as the spatial gradients are reduced and the energy has been spread over a larger volume in the sample.
Temperature and energy distribution in the electron subsystem
Limitations of the model
Phase transformation and material properties
In the model, the material properties were assumed to be constant. In reality the conductivity and heat capacity of the material depend on the phase of the material, as well as on temperature [1] . Also, the anisotropy of sapphire was neglected, as the differences are small and it allows the application of an axis-symmetric simplification. The properties would in particular change when the material undergoes a phase transformation. This will affect the temperature distributions and should therefore be included when studying the lattice temperature distribution. The anisotropy may lead to a loss of axial symmetry of distributions, but the impact on the resulting is unknown and requires therefore more research.
A small change in the value for effective electron mass will significantly change the ionization rates, as stated by Jing [24] . The values reported have a range (m * e = 0.35 − 0.38) which may cause a deviation from the actual ionization rates.
Beam propagation and focusing optics
The laser beam propagation in the governing equations was simplified to a collimated beam resulting in a system that is representative for surface processing. This rigorous simplification allows to demonstrate the phenomena during laser-material interaction of sapphire, but more work is required to include the beam propagation into the model in order to study subsurface laser-material interaction. Also, the beam propagation was taken one directional where in reality reflection at sample boundaries and at high electron densities may occur [7] .
Free electron temperature
In section 2, it was shown that the electron temperature remains constant, after excitation, due to the recombination of electron-hole pairs and only converged to the lattice temperature when recombination ends. The same behavior was encountered in the simulations in the previous section, where the electron temperature keeps raising after the pulse maximum is reached, due to the recombination. However, this behavior seems to be plausible, confirmed by [39] in which is shown that this occurs due to the recombination of electron-hole pairs that alone result in a temperature difference [38] .
Self-focussing and Kerr effect
The simulation does not take into account self-focusing caused by the Kerr effect because this effect is not trigged under the laser conditions considered. That is, the critical power to trigger the Kerr effect depends on the nonlinear refractive index of sapphire (n2) and is given by [39] (5.1)
For the parameters studied in this paper, the critical power equals about 3.2 MW. This is one order of magnitude larger than the maximum peak power used in our study. Therefore, self-focusing is not modelled.
Conclusions
The objective of the study was to set the base for a numerical model that allows the simulation of the laser-material interaction in sapphire. Based on literature, a set of governing equations was established, describing the free electron density, the free electron temperature, the lattice temperature and beam propagation. The resulting model includes beam propagation of a collimated laser beam. The model was implemented and simulated in COMSOL Multiphysics®. It was shown that the resulting model is capable of simulating the laser-material interaction during short ps pulse durations for sub-critical electron densities. The simulation results, when the critical electron density of n cr = 3.83 · 10 26 [m -3 ] was exceeded, failed to converge due to numerical issues. Nevertheless, the behavior of the model up to this density was as expected when compared to literature. Considering the lack in the literature of models describing jointly all the mentioned physical phenomena, this study can be seen as a significant contribution to a numerical model that is able to estimate both the absorption and the resulting thermal effects of the laser-material interaction in sapphire.
