Abstract-We investigate flow rate optimization on a wireless link with randomly varying channel gain using techniques from adaptive modulation and network utility maximization. We consider the problem of choosing the data flow rate to optimally trade off average transmit power and the average utility of the smoothed data flow rate. The smoothing allows us to model the demands of an application that can tolerate variations in flow over a certain time interval; we will see that this smoothing leads to a substantially different optimal data flow rate policy than without smoothing. We pose the problem as a convex stochastic control problem. For the case of a single flow, the optimal data flow rate policy can be numerically computed using stochastic dynamic programming. For the case of multiple data flows on a single link, we propose an approximate dynamic programming approach to obtain suboptimal data flow rate policies. We illustrate, through numerical examples, that these approximate policies perform very well. [6] . In the NUM framework, performance of an upper layer protocol (e.g., TCP) is determined by utility of flow attributes, e.g., utility of link flow rate. Combining both AM and NUM techniques, e.g., [7] , obtains improved performance over either one technique alone.
I. INTRODUCTION
In wireless communications, controlling a link's transmit rate and power depending on channel conditions is called adaptive modulation (AM), see, e.g., [1] , [2] , [3] . One drawback of AM is that as a physical layer technique it has no knowledge of upper layer optimization protocols. Network utility maximization (NUM) is used for upper layer protocols, see, e.g., [4] , [5] , [6] . In the NUM framework, performance of an upper layer protocol (e.g., TCP) is determined by utility of flow attributes, e.g., utility of link flow rate. Combining both AM and NUM techniques, e.g., [7] , obtains improved performance over either one technique alone.
Our approach combines both AM and NUM, but is unique in several respects: We consider the utility of smoothed flows, we consider an infinite discrete-time network, and we consider multiple flows over the same wireless link. We model the system as a convex stochastic control problem and propose a simple suboptimal flow control policy. In [8] we introduced our linear smoothing model which highlighted distinctions between our resultant multi-period problem and some singleperiod variants, e.g., [7] . In this paper we give another interpretation of the multi-period problem and propose simple, approximate, flow control policies.
These flow policies serve as the theoretical equivalent of a network protocol. Suppose two network applications, say, video streaming and batch file transfer, represented by two separate flows, share a single wireless link. Suppose also that the file transfer application is less time-sensitive, i.e., compared to video streaming, file transfer can tolerate more variations in flow over a certain time interval. Our smoothing model captures these heterogeneous flow rate demands. At each time t, our flow policy must decide for each flow how many data packets to inject into the wireless link, taking into account the different levels of smoothing, the time-varying link gains, and the power required by the link to support the data packets. We say that the flow representing file transfer has higher smoothing. (We review the smoothing model in the next section.)
We show that the optimal policy includes a "no-transmit" zone, i.e., a region in the smoothed flow/channel gain plane, where the optimal flow rate is zero. Not suprisingly, the optimal flow policy can be roughly described as waiting until the channel gain is large, or until the smoothed flow has fallen to a low level, at which point we transmit. Roughly speaking, the higher the level of smoothing, the longer we can afford to wait for a large channel gain before transmitting. The average power required to support a given utility level decreases, sometimes dramatically, as the level of smoothing increases.
We show that the optimal policy for the case of a single flow is readily computed numerically, working from Bellman's characterization [9] of the optimal policy, and the behavior of the optimal policy is not particularly sensitive to the details of the utility functions, smoothing levels, or power functions. For the case of multiple flows, we cannot easily compute the optimal policy. For this case we propose an approximate policy, based on approximate dynamic programming (ADP), see, e.g., [10] , [11] , [12] . By computing an upper bound, by allowing the flow control policy to use future values of channel gain, we show in numerical experiments that these suboptimal policies can perform very well. This paper is organized as follows: Section II describes the problem setup and system performance model and Section III characterizes the optimal flow policy. Sections IV and V give our policies along with numerical examples for both the single and multi-flow cases. We conclude in Section VI.
II. SYSTEM MODEL A. Average smoothed flow utility
A wireless communication link supports n data flows in a channel that varies with time, which we model using discrete-978-1-4244-5638-3/10/$26.00 ©2010 IEEE time intervals t = 0, 1, 2, . . .. We let f t ∈ R n + be the data flow rate vector on the link, where (f t ) j , j = 1, . . . , n, is the jth flow's data rate at time t, and R + denotes the set of positive numbers. We let F t = 1 T f t denote the total flow rate over all flows, where 1 is the vector with all entries one. The flows, and the total flow rate, will depend on the random channel gain (through the flow policy, described below) and so are random variables.
We work with a smoothed version of the flow rates, which is meant to capture the tolerance of the applications using the data flows to time variations in data rate. This was introduced in [13] using delivery contracts, in which the utility is a function of the total flow over a given time interval. Here, we use instead, a simple first order linear smoothing. At each time t, the smoothed data flow rate vector s t ∈ R n + is given by
where Θ = diag(θ), and θ j ∈ [0, 1), j = 1, . . . , n, is the smoothing parameter for the jth flow, and we take s 0 = 0.
The smoothing parameter θ j determines the level of smoothing on flow j. Small smoothing parameter values (θ j close to zero) correspond to light smoothing; large values (θ j close to one) correspond to heavy smoothing. (Note that θ j = 0 means that flow j is not smoothed; we have (s t ) j = (f t ) j .) The level of smoothing can be related to the time scale over which the smoothing occurs. We define T j = 1/ log(1/θ j ) to be the smoothing time associated with flow j. Roughly speaking, the smoothing time is the time interval over which the effect of a flow on the smoothed flow decays by a factor 1/e. Light smoothing corresponds to short smoothing times, while heavy smoothing corresponds to longer smoothing times.
We associate with each smoothed flow rate (s t ) j a concave nondecreasing utility function U j : R + → R, where the utility of (s t ) j is U j ((s t ) j ). The average utility derived over all flows, over all time isŪ
where
Here, the expectation is over the smoothed flows s t , and we are assuming that the expectations and limit above exist. While most of our results will hold for more general utilities, we will focus on the family of power utility functions, defined for x > 0 as
parametrized by α ∈ (0, 1) and β > 0. The parameter α sets the curvature (or risk aversion), while β sets the overall weight of the utility. (For small values of α, U approaches a log utility.) Before proceeding, we make some general comments on our use of smoothed flows. The smoothing can be considered a type of time averaging; then we apply a concave utility function; and finally, we average this utility. The time averaging and utility function operations do not commute, except in the case when the utility is linear (or affine). Jensen's inequality tells us that average smoothed utility is greater than or equal to the average utility applied directly to the flow rates. So the time smoothing step does affect our average utility; we will see later that it has a dramatic effect on the optimal flow policy.
B. Average power
We model the wireless channel with time-varying positive gain parameters g t , t = 0, 1, . . ., which we assume are independent identically distributed (IID), with known distribution. At each time t, the gain parameter affects the power P t required to support the total data flow rate F t . The power P t is given by
where φ : R + × R ++ → R + is increasing and convex in F t for each value of g t . (The notation R ++ is the set of positive numbers.) While our results will hold for the more general case, we will focus on the more specific power function described here. We suppose that the signal-to-interference-and-noise ratio (SINR) of the channel is given by g t P t . (Here g t includes the effect of time-varying channel gain, and noise.) The channel capacity is then μ log(1 + g t P t ), where μ is a constant; this must equal at least the total flow rate F t , so we obtain
The total average power is given bȳ
where again, we are assuming that the expectations and limit exist. We set μ = 1 for simplicity.
C. Flow rate control problem
The overall objective is to maximize a weighted difference between average utility and average power,
where λ ∈ R ++ is used to trade off average utility and power. We require that the flow policy is causal, i.e., when f t is chosen, we know the previous and current values of the flows, smoothed flows, and channel gains. Standard arguments in stochastic control (see, e.g., [14] , [15] ) can be used to conclude that, without loss of generality, we can assume that the flow control policy has the form
In other words, the policy depends only on the current smoothed flows, and the current channel gain.
The flow rate control problem is to choose the flow rate policy ϕ to maximize the objective (3). This is a standard convex stochastic control problem, with linear dynamics. We let J be the optimal objective value, and ϕ be an optimal policy.
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III. OPTIMAL POLICY CHARACTERIZATION

A. Static case
We first consider the special case Θ = 0, where there is no smoothing. We have s t = f t−1 , so the average smoothed utility is then the same as the average utility. In this case the stochastic control problem reduces to a single-period optimization problem. At each time t, we simply choose f t to maximize U (f t ) − λP t . Several variations of the static case have been studied in the literature; see, e.g., [7] .
B. General case
We now consider the more general case, with smoothing. We can characterize the optimal flow rate policy ϕ using stochastic dynamic programming and a form of Bellman's equation [9] . The optimal flow rate policy has the form
where z + = Θz + (I − Θ)w and V : R n + → R is the Bellman value function. The value function (and optimal value) is characterized via the fixed point equation
where for any function W : R n + → R, the Bellman operator T is given by
where the expectation is over g. The fixed point equation and Bellman operator are invariant under adding a constant; that is, we have T (W + a) = T W + a, for any constant (function) a, and similarly, V satisfies the fixed point equation if and only if V + a does. So without loss of generality we can assume that for some fixed smoothed flow state z nrm , V (z nrm ) = 0. (If 0 ∈ dom U , a natural choice is z nrm = 0.) The optimal value function V is difficult to find analytically. We solve for V numerically using value iteration [9] , [14] . Value iteration repeatedly applies T until we find J and V that satisfy (6) . We take V (0) = 0, and repeat the following iteration, for k = 0, 1, . . .
Value iteration in average cost problems is not guaranteed to converge. For average cost problems with compact support, convergence is proven in [16] . Working with finite spaces we assume therefore that if J (k) and V (k) converge, they converge to J and V , respectively.
C. No transmit region
From the form of the optimal policy, we see that ϕ(z, g) = 0 if and only if w = 0 is optimal for the (convex) problem
with variable w ∈ R n . This is the case if and only if
where φ is the derivative of φ with respect to its first argument. (See, e.g., [17, p142] .) We can rewrite this as
Using the specific power function (2) associated with the log capacity formula, we obtain
as the necessary and sufficient condition under which φ (z, g) = 0. Since ∇V is decreasing, the above equation is roughly explained as follows: do not transmit if the channel is bad (g small) or the smoothed flow is high (z large).
IV. SINGLE FLOW CASE
A. Optimal policy
In the case of a single flow, n = 1, we can carry out value iteration numerically, by choosing a grid of z values, and computing the expectation numerically, after discretizing the values of g.
B. Power law approximate policy
We replace the value function (in the above optimal flow policy expression) with a simple analytic approximation to get the approximate policŷ
whereV is an approximation of the value function. Since V is increasing, concave and satisfies V (0) = 0, it is reasonable to fit it with a power law function as well. We let
with parametersβ > 0 andα ∈ (0, 1) to be estimated. (For example, for discretized values of z, we find the Chebyshev fit ofV to V .) We letĴ be the objective value obtained using our power law approximate suboptimal policyφ. (Recall that J is the optimal objective value associated with ϕ .) To determine how well our power law policy performs, we run both controllers and compare objective values. Table I showsĴ and J for different θ (η is the percent error in objective value). Clearlŷ ϕ is a good approximation for ϕ . 978-1-4244-5638-3/10/$26.00 ©2010 IEEE The analytic expression forV allows us to obtain explicit optimality conditions for (7). SubstitutingV from above and φ from §II-B into (7), we get the optimality conditions
The first condition ensures nonnegativity. The second condition gives a unique solution only if w > 0. (We can find an analytical expression for w using the Lambert function [18] .)
C. Numerical example
We illustrate the single-flow power law approximate policy by examining two flows: Flow 1, with light smoothing (T = 1; θ = 0.37), and flow 2, with heavy smoothing (T = 50; θ = 0.98). We use the utility function U (z) = z 1/2 , where α = 1/2, and β = 1. The channel gains g t , t = 0, 1, 2, . . ., are chosen to be IID from an exponential distribution with mean E g t = 1. We consider the case λ = 1.
The approximate value functions for flows 1 and 2 arê V 1 (z) = 1.7 z 0.60 , andV 2 (z) = 42.7 z 0.74 . Figure 1 shows both flow policies, and as we see the policies are quite different. As expected, the heavily smoothed flow transmits less often and has a larger no-transmit region.
We also compare the average power used by both flows, for the same average utility. Choosing λ = 0.29 for flow 1 and λ = 0.35 for flow 2 givesŪ = 0.7 for each policy. 
A. Approximate dynamic programming (ADP) policy
In this section we describe a suboptimal policy that can be used in the multiple flow case. Our proposed policy has the same form as the optimal policy, with the true value function V replaced with an approximation V adp :
A policy obtained by replacing V with an approximation is called an approximate dynamic programming (ADP) policy [12] . We construct V adp in a simple way. LetV j : R + → R denote the power law value function for the associated single flow problem with only the jth flow. (This can obtained numerically as described above.) We then take
where,V j , j = 1, . . . , n, are called basis functions. Solving (8) is equivalent to solving the optimization problem maximize n j=1V j (z
with variables f j , j = 1, . . . , n and F . Our ADP policy therefore is reduced to a resource allocation problem, which has several solution methods in the optimization literature. The waterfilling solution method is summarized as follows: At each time t, we solve
with variables f j , F and Lagrange multiplier ν. Maximixing over f j and F separately and for a fixed ν we have
for j = 1, . . . , n, adjusting ν, say, by bisection, until 1 T f = F . We note that for fixed ν, solving these equations above is similar to solving (7).
B. Prescient upper bound
In single flow case we measured policy performance by comparingĴ to J . We cannot easily compute J in the multiflow case so we compute instead a prescient upper bound on J . To obtain our prescient upper bound, we relax the causality requirement imposed earlier on the flow policy in (4) and assume complete knowledge of the channel gains for all t. For each realization of channel gains, we must solve the optimization problem
The optimization variables are s 1 , . . . , s N −1 , f 0 , . . . , f N −1 , and s 0 , λ, U , φ, g 0 , . . . , g N −1 , are problem data. The optimal value of the optimization problem above is a random variable. Let J pre denote our prescient upper bound on J , which we obtain via Monte Carlo simulation: We take N large and solve the problem for multiple, independent realizations of channel gains. The mean optimum value is our prescient upper bound.
C. Numerical example
In this section we compare our ADP suboptimal policy to the above heuristic policy using a simple numerical example with n = 2 flows. Let J adp be the objective value we find using our ADP suboptimal policy.
We construct this multiple flow example from the problem instance in IV-C, where here, flow 1 (flow with light smoothing) and flow 2 (flow with heavy smoothing) share the single link. We keep the same assumptions on the g t , i.e., IID, exponentially distributed, E g t = 1. We use the utility U αβ = z 1/2 and we set λ = 1. For this example we generated 1000 realizations, each with sequences of length N = 1000. We found J adp = 0.47, and J pre = 0.5. Our ADP suboptimal policy obtains an objective value that is no more than 0.03-suboptimal.
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VI. CONCLUSION
We extend previous work to include new analytical power law approximate flow control policies. In the case of a single flow, we show that our power law approximate policies give near optimal performance and we show that the flow policy is dramatically different depending on the level of smoothing. We also show that smoothing results in significant power savings for applications that can wait for favorable channel conditions. In the case of multiple flows we propose a simple suboptimal ADP flow control policy. We show that this ADP policy can perform very well compared to a traditional heuristic upper bound.
