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Selvitän pro gradu -tutkielmassani laskennallista musiikkianalyysia hyödyntäen, millä 
tavoin japanilaisen bambuhuilun shakuhachin1 (jap. 尺八) dynamiikan ja soinnin käsittely 
ilmenee honkyoku-musiikissa. Shakuhachia soitetaan tyypillisesti soolona tai pienissä 
yhtyeissä. Honkyoku viittaa yhdellä – tai muutamissa harvoissa tapauksissa kahdella – 
shakuhachilla soitettavaan musiikkiin, jonka alkuperä on 1600–1800-luvuilla 
zenbuddhalaisen tradition piirissä soitetuissa kappaleissa. 1800-luvun lopulta lähtien on 
sävelletty myös uusia niin sanottuja kindai honkyoku -kappaleita, jotka eroavat tyyliltään 
vanhemmasta honkyoku-musiikista (Tsukitani 2008: 160), joten niiden käsittely rajautuu 
tämän tutkimuksen ulkopuolelle.  
Musiikintyylin analysoiminen, tässä tapauksessa dynamiikan ja soinnin kautta, auttaa 
jäsentämään musiikin yhtäläisyyksiä, eroavaisuuksia ja muovautumista historian saatossa. 
Esimerkiksi Tukitanin ja kollegoiden (1994) tutkimuksessa pyritään konstruoimaan 
honkyoku-musiikin tradition kehittymistä menneisyydestä tähän päivään. Tutkimuksessa 
pohditaan, että tyylin kehittymistä voisi analysoida tietokoneavusteisesti (mts. 122). 
Tässä tutkimuksessa ei vielä päästä aivan alkuperien jäljittämisen juurille, mutta 
analyysissa käytettävät työkalut saattaisivat toimia jatkotutkimuksissa. 
Tämän tutkimuksen lähdekirjallisuus koostuu pääasiassa englanninkielisestä 
materiaalista, mikä saattaa jonkin verran rajata pois shakuhachi-tutkimuksia. Toisaalta 
Tsukitani (2008: 168) huomioi, että Japanissa shakuhachin tutkimus perustuu lähinnä 
muutaman henkilön työhön, ja itse asiassa valtaosa tutkimuksesta tehdään Japanin 
ulkopuolella. Lisäksi huomionarvoista on, että Tsukitanin mainitsemien tutkijoiden, 
Kamisangōn, Seyaman, Simuran ja hänen itsensä, tekstejä on julkaistu myös englanniksi, 
                                                          
1  Japanilaiset termit, kuten shakuhachi ja honkyoku, on kirjoitettu Hepburn-järjestelmän kirjoitusasun 
mukaan (ks. esim. ”Japaninkieliset nimet” 2017). Vaihtoehtoisen järjestelmän mukaan 
esimerkiksi ”shakuhachi” kirjoitetaan syakuhati (ks. esim. Blasdel 2002). Tutkijoiden nimet on kuitenkin 
merkitty niin kuin ne esiintyvät lähteessä esimerkiksi Tsuneko Tsukitani ja Tuneko Tukitani riippuen 
lähteen muotoilusta. Japanilaiset nimet kirjoitetaan yleensä sukunimi ensin, joten tässä tutkimuksessa 




joten olen luottavainen, että tutkimukseni kytkeytyy riittävästi tämänhetkiseen 
shakuhachi-tutkimuksen kenttään. 
Työkalujen puolesta sijoitan tutkielmani laskennallisen musiikkianalyysin piiriin, siten 
kuin David Meredith (2016) pohjustaa alaa toimittamassaan artikkelikokoelmassaan 
Computational Music Analysis. Hän esittelee, kuinka useisiin eri koulukuntiin laskentaa 
ja musiikintutkimusta hyödyntävät tutkijat ovat jakautuneet (mts. v), mutta toivoo, että 
eri näkökulmat voisivat yhdistyä termin laskennallinen musiikkianalyysi alle (mts. viii). 
Alan Marsden (2016) hahmottelee samassa teoksessa olevassa artikkelissaan 
tietokoneiden roolia musiikkianalyyttisissa kysymyksissä ja minkälaisissa tutkimuksissa 
laskenta antaa etua verrattuna muihin analyysimenetelmiin. Eräs tällainen kysymys voisi 
olla esimerkiksi tyylin tutkiminen, jota varten olisi syytä selvittää riittävän suurta 
aineistoa, jotta päätelmät olisivat valideja. 
Musiikintyyliä tutkittaessa on tärkeää pohtia, minkälainen materiaali kuvastaa sitä 
parhaiten. Gutzwiller ja Bennettin (1991: 36–37) mukaan analysointia pitäisi lähestyä 
musiikillisesta kontekstista käsin, toisin sanoen materiaalin pitäisi koostua varsinaisesta 
musisointitilanteesta. Heidän mukaansa yksittäisten äänien analysoiminen irrallaan 
ympäröivästä materiaalista ei kerro mitään musiikin varsinaisesta luonteesta. Sikäli 
huomio on tärkeä, että musiikkianalyysilla, jolla halutaan selittää tyyliä, olisi syytä 
käsitellä varsinaista musiikkimateriaalia, mutta esimerkiksi valmiit levytykset aiheuttavat 
ongelmia äänitysten teknisen dokumentaation puuttumisen takia; usein ei ole tarkkaa 
tietoa mikrofonivalinnoista taikka niiden asettelusta. Gutzwiller ja Bennett (1991) 
järjestivät asian äänittämällä Gutzwillerin omaa soittoa, mutta näin ollen musiikillinen 
konteksti, jonka tärkeyttä he peräänkuuluttivat, on jo typistynyt yhden muusikon 
tulkintaan. Kokonaiskuvan saavuttamiseksi tässä tutkimuksessa korostetaan eri soittajien 
lukuisten kappaleiden analysointia, silläkin uhalla, että materiaali on teknisen laatunsa 
puolesta varsin epäyhtenäistä. Aineiston voisi tässä tapauksessa nähdä laajana näytteenä, 
joka ehkä kertoo yleisemmälläkin tasolla honkyokusta, mutta ainakin se osoittaa, 
minkälaista honkyoku on kyseisillä äänitteillä. Yhtä kaikki Gutzwiller ja Bennettin (1991) 
tapa pilkkoa kappaleet pienempiin osiin – yhden hengityksen mittaisiin niin sanottuihin 




Aineisto koostuu 111 kappaleesta 21 levyltä japanilaisten shakuhachin soittajien 
esittämänä. Materiaali jaetaan hengityksen mittaisiin osiin eli niin sanottuihin 
äänisoluihin. Äänisoluista laaditaan aaltomuotokuvaajan perusteella dynamiikkaa 
kuvaavia verhokäyriä ja spektrin perusteella sointia kuvaavia taajuussisällön muutosta 
merkitseviä käyriä eli deskriptoreita. Verhokäyrät ja deskriptorit kategorisoidaan 
klusterointimenetelmillä. Kategorisoinnilla on kaksi tavoitetta: 1) korpuksen 
deskriptiivinen tulkinta sekä 2) eri soittajien tyylien vertaileminen. Hyödynnän 
pääasiallisina tutkimustyökaluina MATLAB-laskentaohjelmointiympäristössä 
käytettäviä MIRtoolbox- (ks. Lartillot ja Toiviainen 2007) ja Statistics and Machine 
Learning Toolbox -työkalupaketteja. 
Viittaan tässä tutkimuksessa dynamiikalla sanakirjamääritelmäisesti äänenvoimakkuuden 
vaihteluun (esim. Thiemel 2013). Sen sijaan toinen analyysin kohteena oleva ominaisuus 
– sointi – on monitulkintainen termi, jolla on vaihtoehtoisiakin muotoiluja suomeksi 
muun muassa äänenväri, sointiväri, soundi ja klangi. Englanninkieliseen terminologiaan 
on pitkälti vakiintunut termi timbre (mutta ks. muita vaihtoehtoja Williams 2015: 42), 
joka tosin ei ole juurikaan yksiselitteisempi. Usein toistettu määritelmä, joka on kirjattu 
eri vuosien ANSI- ja ASA-standardeihin ponnistaa negaation kautta; soinniksi lasketaan 
kaikki se, mikä ei ole äänenkorkeutta, harmoniaa taikka voimakkuutta (esim. Rossing ym. 
2002: 135; Handel 1995: 426; Williams 2015: 41). Määritelmä koetaan usein 
riittämättömäksi, joten yleinen tarkennus toistuu tutkimuksesta toiseen: sointi on äänen 
ominaisuus, jonka avulla pystymme erottamaan kaksi soitinta toisistaan silloin kun 
äänenkorkeus, voimakkuus ja kesto ovat samoja (esim. Pratt ja Doak 1976: 317; Lerch 
2012: 41). Sointia voidaan lähestyä moniulotteisena ominaisuutena, johon vaikuttaa 
temporaaliset ja spektraaliset tekijät. Ensimmäiseen kuuluu muun muassa äänen aluke ja 
jälkimmäiseen harmonisten komponenttien keskinäiset vahvuudet. (McAdams 2013.) 
Analysoin tässä tutkimuksessa sointia Bolger ja Griffithin (2005) honkyoku-kappaleen 
analyysin tapaan spektriin liittyvien ominaisuuksien kautta eli käytännössä sointia 
käsitellään yläsävelsarjan sävelien keskinäisten voimakkuuksien ja kohinan määrän 
kautta.  
Seuraavassa luvussa esittelen shakuhachin perusteita muun muassa rakenteen, historian, 
notaation ja estetiikan osalta. Luvun lopussa käyn läpi honkyoku-musiikin 
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ominaispiirteitä. Tarkoituksenani on luoda kattava näkemys analyysimateriaalin 
kontekstista. Kolmannessa luvussa esittelen analyysin kannalta relevantit työkalut ja 
aikaisempien tutkimuksien menetelmät. Neljännessä luvussa kokoan kahden edeltävän 
luvun perusteella varsinaisen analyysimenetelmän tähän tutkimukseen. Esittelen samassa 
yhteydessä analyysiaineiston. Viidennessä luvussa käsitellään dynamiikan analyysin 
tuloksia, tarkastellaan parannusehdotuksia menetelmään ja lopulta paneudutaan hiotun 
tutkimusmentelmän aikaansaamiin tuloksiin. Kuudennessa luvussa käsitellään soinnin 
analyysia. Pääfokuksessa on kuitenkin analyysityökalujen ja aineiston kriittinen 
tarkastelu ennemmin kuin varsinainen tavoiteltu deskriptio honkyokun soinnista. 
Viimeisessä luvussa arvioin tuloksia ja ehdotan näkökulmia jatkotutkimukselle.  
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2. SHAKUHACHI JA HONKYOKU 
Shakuhachi on japanilainen päästä puhallettava huilu, joka valmistetaan tyypillisesti 
bambusta (ks. kuva  1). Tavallisesti shakuhachissa on sormituksia varten viisi reikää; 
neljä päällä ja yksi alla. Shakuhachin suukappale muodostuu viistosti leikatusta terävästä 
reunasta eli utaguchista. Shakuhachista on useita variaatioita esimerkiksi pituuden ja 
rakenteen perusteella. Nykyään tavanomaisin on kahdesta osasta tehty lakattu shakuhachi, 
joka on noin 54,5 senttimetriä pitkä (Tsukitani 2008: 152–153; Linder 2012: 84–85). 
Myös soittimen nimi perustuu pituuteen. Vanhassa mittayksikköjärjestelmässä shaku 
tarkoittaa 30,3 senttimetriä ja sun kymmenystä siitä – japaniksi kahdeksan on hachi, joten 
shakuhachi viittaa pituuteen shaku ja kahdeksan sunia. Tämän mittaista shakuhachia 
saatetaan kutsua tarkemmin 1,8-shakuhachiksi erotuksena muun pituisista soittimista. 
Kun reiät peitetään kokonaan, huilusta saadaan sävel ro (ロ), joka vastaa yksiviivaisen 
oktaavialan d-nuottia.2 Avattaessa reiät yksitellen alhaalta ylöspäin saadaan aikaiseksi tsu 
(ツ), re (レ), chi (千) ja ri (リ), jotka vastaavat länsimaisessa notaatiossa nuotteja f, g, a ja 
                                                          
2 Shakuhachi-notaatiot ovat tabulatuureja, joten luonnollisesti ro on pidemmillä huiluilla matalampi kuin 
yksiviivainen d ja vastaavasti lyhyemmillä huiluilla korkeampi.  
Kuva 1: 1,8-shakuhachi. Oikeassa yläkulmassa on suurennos utaguchista eli suukappaleesta. Oikealla 
alhaalla on suurennos toisesta päästä, joka koostuu bambun juuresta. 
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c. Muut äänet saadaan aikaiseksi peittämällä reikiä osittain tai ristisormituksilla (ks. 
Linder 2010: 213–217; japanshakuhachi 2017) sekä muuttamalla puhalluskulmaa pään 
asentoa vaihtamalla. Ylipuhaltamalla saadaan aikaiseksi oktaavivaihdos, jonka avulla on 
mahdollista jatkaa shakuhachin äänialaa melkein kolme oktaavia. (Linder 2013: 71; 
Malm 1990: 158–159.) 
 Shakuhachin rakenne ja erilaiset tyypit 
Shakuhachille läheisiä soittimia ovat kiinalainen donxiao ja lähi-idän ney, jotka ovat 
shakuhachin tapaan päästä puhallettavia huiluja. Shakuhachi kuitenkin eroaa oleellisesti 
molemmista edellä mainituista muun muassa suukappaleen terävän reunan leikkauksen 
suhteen. Neyn puhalluskulma on leikattu kohtisuorasti poikki ja donxiao viistosti sisälle, 
mutta shakuhachi viistosti ulos. (Tukitani ym. 1994: 103.) Tällainen viistosti ulos leikattu 
muotoilu suukappaleessa löytyy vain japanilaisista soittimista (Tukitani ym. 1994: 104–
105). Tukitani ja kollegat (1994: 104–105; myös Tsukitani 2008: 146–147) 
argumentoivat näiden seikkojen perusteella, että erilaiset variaatiot shakuhachista ovat 
kehittyneet samasta lähteestä. Myös Linder (2012: 85) pitää shakuhachien eri versioiden 
perustana xiaoa. Berger (1969: 32) ja Kishibe (1969: 51) mainitsevat niin ikään, että 
xiaosta (”hsiao”) kehittyi lopulta tämän päivän shakuhachi, mutta ensimmäinen 
shakuhachin variaatio olisi saapunut Japaniin jo aikaisemmin ja se olisi aivan eri soitin. 
Shakuhachin ensimmäiset versiot ovatkin monilta osin erilaisia kuin moderni shakuhachi.  
Kuva 2: Gagaku-shakuhachi Japanin keisarillisessa kokoelmassa (Shosoin 2016).  
© The Office of the Shosoin Treasure House, The Imperial Household Agency 
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Ensimmäisenä shakuhachin variaationa voidaan pitää vuosien 600–800 niin sanottua 
gagaku-shakuhachia, jossa on kiinalaiseen tyyliin kuusi reikää (Tsukitani 2008: 146; 
Linder 2012: 87; ks. kuva 2). Myöhemmissä versioissa reikien lukumäärä on pudonnut 
viiteen, mikä mukailee paremmin japanilaisessa musiikissa käytettyjä pentatonisia 
skaaloja (Tsukitani 2008: 146). 1500–1600-luvulla soitettiin hitoyogiria, shakuhachin 
yksinivelistä variaatiota, joka oli muihin shakuhachi-tyyppeihin verrattuna huomattavasti 
lyhyempi (ks. Tsukitani 2008: 145–147). Tsukitani (2008: 148) mainitsee hitoyogirin 
aikalaisen tenpukun yhtenä shakuhachin variaatiosta, mutta hän huomauttaa, että 
suukappale on donxiaon kaltainen, joten se saattaa olla kuitenkin alkuperältään eri linjaa 
kuin muut. Myös Linder (2012: 85, 90) toteaa tenpukun alkuperän olevan mysteeri. 
Toisaalta tenpukussa on kolme niveltä (engl. node) gagaku shakuhachin tapaan ja 
myöhempien shakuhachi-versioiden tyyliin viisi reikää sormituksille (Linder 2012: 90). 
Edo-kaudella (1603–1868) kehittyi niin sanottu komusō shakuhachi, joka tunnetaan myös 
nimityksillä fuke shakuhachi, hocchiku, kyotaku, Myōan shakuhachi, Edo shakuhachi 
sekä jinashi shakuhachi (Day 2011: 62). Viimeinen nimitys tarkoittaa kirjaimellisesti 
lakkaamatonta shakuhachia, mikä kuvastaa soittimen rakennustapaa suhteessa moderniin 
shakuhachiin, mutta siitä lisää seuraavassa kappaleessa. Tämä instrumentti oli se versio, 
jonka myötä shakuhachi-musiikki kehittyi uskonnollisena välineenä honkyoku-musiikiksi 
(ks. historiallisista vaiheista musiikin osalta luku 2.2.). Komusō shakuhachissa vakiintui 
soittimen koostuminen seitsemästä nivelestä sekä juuren käyttäminen soittimen alapäänä 
(ks. paksunnos soittimen alapäässä kuvassa 1 ja kuvassa 3; vrt. gagaku shakuhachi kuva 
2) (Linder 2012: 84, 93). Viimeisten vuosikymmenien aikana kiinnostus tähän 
shakuhachin versioon, eli lakkaamattomaan soittimeen, on noussut uudelleen Japanissa 
ja maailmalla. Paluu rakenteellisesti yksinkertaisempaan instrumenttiin on ollut jo sen 
verran laajalevikkistä, että Linder (2012: 85) kuvaa sitä soittimen renessanssiksi. 
Nykyään yleisin shakuhachi-tyyppi on jinuri3 shakuhachi, josta yleensä puhutaan vain 
shakuhachina, ja se on ulkoiselta olemukseltaan komusō shakuhachin tyylinen, mutta ne 
                                                          
3 Käytetään myös muotoa jiari (Day 2011: 63). 
 8 
 
eroavat merkittävästi toisistaan. Jinuri shakuhachi on vuorattu sisältä jillä 4  eli 
sekoituksella hiomakiven pölyä, vettä ja urushia, joka on japaninlakkapuun mahlasta 
tehtyä lakkausmateriaalia (Day 2011: 62–63). Jinuri tarkoittaakin lakattua shakuhachia 
(Day 2011: 63). Komusō shakuhachissa ei ole tällaista ji-kerrosta, jolloin instrumentin 
sointi riippuu huomattavasti enemmän itse bambun luonnollisen muodon akustisista 
ominaisuuksista. Ji tuli suosituksi shakuhachin valmistusprosessissa Meiji- (1868–1912) 
ja Taishō-kausien (1912–1926) aikana, jolloin yleistyi shakuhachin käyttäminen 
erilaisissa kokoonpanoissa; yhtyesoittaminen vaati tasalaatuisia ja kovaäänisiä soittimia, 
minkä lakkaus mahdollisti (Day 2011: 63; Tsukitani 2008: 153).  
Toisin kuin komusō shakuhachi, nykyinen shakuhachi on yleensä halkaistu keskeltä 
kahtia valmistusprosessin aikana. Kohtaa, josta soitin jakaantuu kahteen osaan, kutsutaan 
naka-tsugiksi5 (Linder 2012: 84). Linder (2012: 84) perustelee jakamista kolmella syyllä: 
1) jotta bambun nivelkohdat tulisivat oikeisiin kohtiin soittimen juuresta koostuvaan 
alapäähän ja puhallusaukon kohdalle, virettä on helpompi säädellä, jos soitin on katkaistu 
                                                          
4 Linder (2012: 85) käyttää myös termiä tonoko massasta itsestään ja termiä ji silloin kuin se viittaa 
lakattuun ji-ari tai lakkaamattomaan ji-nashi shakuhachiin. 
5 Ks. myös kuva 1 vasen reuna, jossa soittimessa on musta naka-tsugi. 
Kuva 3: Kokoelma shakuhacheja. Oikeassa reunassa on lakattu 1,8-shakuhachi ja muut ovat jinashi 
nobekan shakuhacheja eli yksiosaisia lakkaamattomia shakuhacheja. 
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keskeltä, 2) soittimen sisällystä on helpompi työstää ja 3) soitinta on helpompi kuljettaa 
pienemmissä osissa. Komusō shakuhachissa vireen ei ole tarvinnut olla yhtä tarkasti 
muiden soittimien mukaisessa vireessä kuin yhtyesoittoon suunnatussa jinuri 
shakuhachissa, joten pituutta ei ole tarvinnut säätää vaan nivelvälien variaatio on 
kuulunut osaksi soitinta. Myöskään sisältöä ei ole työstetty yhtä paljon, koska lakkaa ei 
ole käytetty.  
Modernissa shakuhachissa utaguchi on vahvistettu luusta tai sarvesta koostuvalla 
upotteella (Linder 2012: 84), jonka muoto vaihtelee koulukunnan mukaan, esimerkiksi 
Tozan-ryūssa6 upote on kaarimainen ja Kinko-ryūssa trapetsoidin muotoinen (Tsukitani 
2008: 153; ks. kuva 1 oikea yläkulma). Myös Meian-ryūn upote on kaarimainen, joskin 
joissain tapauksissa se on jätetty kokonaan pois (Berger 1969: 41). Lisäksi osa soittimista, 
kuten kuvan 1 instrumentti, on sidottu eli soittimen ympäri on kierretty narua. Sitomisen 
tarkoituksena on korjata ja estää halkeilu, jolle bambu on erittäin altis varsinkin kuivassa 
ja kylmässä ilmastossa. 
Edellä kuvatun modernin instrumentin ohessa on kehitetty muita variaatioita, kuten 
länsimaiseen musiikkiin sovitetut seitsemän- ja yhdeksänreikäiset shakuhachit, joilla 
pystytään soittamaan soinnillisesti ja äänenvoimakkuudeltaan perinteisiä instrumentteja 
vakaammin länsimaisten soittimien ja viritysjärjestelmien mukana. Tällaisia käytettiin 
lähinnä 1920–1930-luvuilla. (Tsukitani 2008: 153; Tukitani ym. 1994: 107–108.) Lisäksi 
shakuhacheja on valmistettu muista puumateriaaleista ja muovista, joita Tsukitani (2008: 
154) pitää ”huomattavasti huonompina”. 1990-luvulla shakuhachi yhdistettiin 
elektronisen musiikin esityksiin, joissa perinteinen shakuhachi oli yksi osa kokonaisuutta 
ja loput äänet kaiuttimista tulevia muokattuja shakuhachin ääniä. Kokonaisuuden nimi oli 
cyber shakuhachi. (Seyama 1998: 69–70.)  
Eräs mielenkiintoinen kuriositeetti shakuhachin versioista on ōkurauro, joka on 
shakuhachin ja länsimaisen poikkihuilun hybridi 1920–1930-luvulta (ks. kuva 4). 
Länsimaisittain soittimen nimi voitaisiin kirjoittaa myös muodossa ”Okraulo” soittimen 
                                                          
6 Ryū tarkoittaa koulukuntaa (ks. luku 2.3.). 
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merkin mukaan (ks. Tanaka 2016). ”Ōkurauro”-kirjoitusmuoto lienee peräisin Okraulon 
japanilaisesta ääntämyksestä. Soittimessa on shakuhachin suukappale ja sitä soitetaan 
vertikaalisesti, mutta muuten se koostuu poikkihuilusta (ks. Tsukitani 2008: 154). Soitin 
ei koskaan noussut suureen suosioon ja se poistui käytöstä pian keksimisensä jälkeen 
lähes kokonaan. Kuitenkin vuonna 2011 Okraulo on osittain palannut muutaman soittajan 
toimesta (Tanaka 2016). Myös vuodelta 2001 on vastaavanlainen kehittely nimeltään 
shakulute, jossa tavallisen poikkihuilun päähän laitetaan shakuhachin suukappale (Tai 
Hei Shakuhachi 2017).  
 Shakuhachin musiikki historian saatossa 
Tässä luvussa esitellään lyhyesti shakuhachi-musiikin historiaa. Tässä musiikkianalyysin 
painottuvassa tutkimuksessa syvällisempi historiantutkimuksellinen osuus ei ole 
pääfokuksessa, joten käyn vain lyhyesti läpi shakuhachi-musiikin historian pääpiirteet.7 
Tsukitani (2008: 146–147) listaa erilaisia teorioita shakuhachin esiasteiden 
kantautumisesta Japaniin. Tarkkaa historiaa on hankala jäljittää, mutta todennäköisesti 
instrumentin juuret ovat Kiinassa, jonka kautta Japaniin tuli samankaltaisia instrumentteja 
600–700-luvun vaihteessa. Aluksi shakuhachia käytettiin tōgaku-kokoonpanossa 
                                                          
7 Gunnar Linder (2012) on käsitellyt väitöskirjassaan aihetta varsin ansiokkaasti ja tarkoituksenmukaisen 
kriittisesti. 
Kuva 4: Basso-, altto- ja sopraano-okraulo 1936 (Tanaka 2016). 
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gagaku-musiikissa, joka on eräänlainen hovimusiikin muoto, mutta jo 800-luvun lopulla 
se hävisi useiksi sadoiksi vuosiksi. 
Edo-kaudella (1603–1868) feodaalisessa Japanissa mestarittomat samurait, rōninit, jäivät 
vaille paikkaa yhteiskunnassa. Osa näistä yhteiskunnan ulkopuolelle jääneistä sotureista 
kääntyi zenbuddhalaisen uskonnon puoleen. (Malm 1990: 153.) Yhtenä seurauksena 
syntyi komusō-munkkien koulukunta, joka harjoitti zen-meditaatiota soittamalla 
shakuhachia. 8  Nämä munkit kuuluivat niin sanottuun Fuke-lahkoon. Shakuhachin 
käyttäminen meditaation välineenä (jap. hōki) ja almujenkeruumatkojen (jap. takuhatsu) 
instrumenttina, johti lopulta soolo-shakuhachi-musiikkiin, jota kutsutaan honkyokuksi.  
Usein shakuhachin historiasta puhuttaessa viitataan myös komusō-munkkien 
historiallisiin kytköksiin aikaisempien kausien buddhalaisiin traditioihin boroon ja 
komosōn sekä myyttiseksi hahmoksi kohonneeseen zen-mestari Fukeen (ks. esim. 
Tsukitani 2008: 151; Malm 1990: 152–153). Näkemys perustuu kyotaku denkiin eli 
legendaariseen kertomukseen shakuhachin historiasta (ks. Tsuge 1977). Linder (2012) 
haastaa väitöskirjassaan tämän komusōn ja sitä edeltäneiden ryhmittymien linkityksen 
shakuhachin historiasta, jota on toistettu varsin kritiikittä. Linder osoittaa, että komusō on 
konstruoinut historian vaikuttaakseen autenttisemmalta ja vaikuttavammalta. 
Lopulta komusōn shakuhachin soittaminen koki kovia, kun Japani kävi merkittäviä 
yhteiskunnallisia muutoksia läpi Meiji-kauden (1868–1912) alussa. Fuke-lahko 
lakkautettiin ja honkyoku-musiikki meinasi uskonnollisuutensa takia hävitä. Kaksi 
komusō shakuhachin soittajaa, Araki Kodō II ja Yoshida Itchō, onnistuivat vakuuttamaan 
uudelle Meiji-hallinnolle, että shakuhachilla on sekulaari perusta ennen komusōa. He 
onnistuivat myös vakuuttamaan, ettei honkyoku-kappaleitakaan kannata hävittää, koska 
ne ovat hyviä teknisiä harjoitteita soittimen aloittelijoille. (Linder 2012: 240–241.) 
Shakuhachi-musiikki säilyi ja vanhan uskonnollisen linjan rinnalle kehittyi uusi sekulaari 
muoto. Shakuhachi yleistyi yhtyesoittimena, esimerkiksi niin sanotussa sankyoku-
musiikissa koton ja shamisenin rinnalla (ks. Berger 1969: 35). Shakuhachille sävellettiin 
uusia honkyoku-kappaleita eli niin sanottuja kindai honkyoku -kappaleita (Tsukitani 2008: 
                                                          
8 Shakuhachilla tehtävää meditaatiota kutsutaan suizeniksi eli puhallusmeditaatioksi (ks. esim. Matoušek 
2011; Wong 2014).  
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160). Näissä kappaleissa on kuultavissa aiempaa selvemmin tasaisia rytmejä, mikä 
heijastelee länsimaisen musiikin vaikutteita. Niin ikään shakuhachi-repertuaaria 
kehitettiin myös länsimaisen taidemusiikin tyylisessä säveltämisessä, mistä mainittakoon 
esimerkikisi Miyagi Michion sävellys Haru no umi (1929) (ks. Tsukitani 2008: 162; 
Malm 1990: 158), Hirose Ryōhein Heki (1964), Moroi Makoton Chikurai goshō (1964) 
sekä Takemitsu Tōrun November Steps (1967) (Simura 2002: 705). 
Japanin ulkopuolella on ollut mainintoja shakuhachista ainakin 1900-luvun alusta lähtien. 
Le Ménestrel -lehdessä (1902: 204) mainitaan konserttiohjelmassa shakuhachi-esitys 
Lontoossa. Zeitschrift der Internationalen Musik-Gesellschaftin (1903: 62) hakemistossa 
shakuhachia kuvaillaan ”japanilaisten bambuklarinetiksi”. Musical Americassa (1909: 
39) on parin kappaleen esittely ”Japanin naamioituneista muusikoista”, joilla epäilemättä 
viitataan komusō-munkkeihin. ”Bambuklarinetin” tyylisesti myös tässä julkaisussa 
kuvaillaan shakuhachia harhaanjohtavasti nimittämällä sitä ”ruoko-oboeksi”. Painettujen 
lähteiden lisäksi shakuhachi-musiikki on edustanut japanilaista kulttuuria British 
Movietonen uutiskatsauksessa vuodelta 1929, mikä saattaa hyvin olla ensimmäisiä 
taltioituja shakuhachi-esityksiä kuvaa ja ääntä synkronoivalla filmillä (ks. British 
Movietone 2016). Honkyoku-musiikki on saanut myös paikkansa musiikkikulttuurien 
edustajana maapallomme ulkopuolella; Yamaguchi Gorōn esitys honkyoku-kappaleesta 
Tsuru no Sugomori on taltioitu Voyager-luotaimen Golden Record -levylle (NASA 2017; 
Linder 2012: 59). 
Blasdel (2002) selostaa, kuinka shakuhachista on tullut varsin kansainvälinen soitin. Hän 
esittelee kansainvälistymisen merkkipaaluiksi muun muassa 1900-luvun alun 
japanilaisten maasta muuttajien instrumenttitulijaiset Amerikkaan, shakuhachin 
opettajien muutot Yhdysvaltoihin ja Brasiliaan 1950–1960-luvuilla, erilaiset 
musiikkifestivaalit, Yamaguchi Gorōn opetusprofessuurin Wesleyan collegessa sekä 
Takemitsu Tōrun sävellyksen November Steps. 1970-luvulta eteenpäin Japanissa on 
käynyt useita länsimaalaisia opiskelemassa shakuhachin soittoa. He ovat usein opettaneet 
shakuhachia edelleen palattuaan kotimaihinsa. Myös Seyama (1998: 81) toteaa 
shakuhachin olevan yksi kansainvälisimmistä japanilaisista instrumenteista. Syiksi hän 
mainitsee shakuhachin äänen ja sanoituksien puuttumisen, toisin sanoen 
kielitaidottomuus ei nouse esteeksi. Simura (2002: 701) niin ikään toteaa shakuhachin 
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olevan Japanin kaikkein kansainvälisin soitin, mikä johtuu soittimen laajasta 
ilmaisuvoimaisuudesta. 
 Koulukunnat 
Shakuhachin soittajat ovat jakautuneet lukuisiin koulukuntiin, joita kutsutaan japaniksi 
termillä ryū. Kirjaimellisesti ryū tarkoittaa virtausta (Linder 2013: 72), mikä ehkä tietyllä 
tavalla kuvastaa opetuksen ideologiaa; traditio välittyy mestarilta oppilaalle jatkuvassa 
linjassa ikään kuin jatkuvana virtana. Koulukunnat on tyypillisesti nimetty koulukunnan 
perustajan tai syntypaikan, toisin sanoen temppelin, mukaan. Koulukunnat eroavat 
toisistaan muun muassa repertuaarin, soinnin, notaation, ornamentoinnin ja muutamissa 
tapauksissa shakuhachin rakenteen perusteella. (Ks. Tsukitani 2008: 154–163.) 
Shakuhachin piirissä suuria koulukuntia on vain muutama, mutta pienempiä jopa 
kymmeniä, ellei satoja. Tällä hetkellä suurimmat koulukunnat ovat Kinko-ryū sekä 
Tozan-ryū. Kinko-ryū on 1700-luvulla eläneen Kurosawa Kinkon kehittämä tyyli, ja se 
on vanhin vielä tänä päivänä olemassa oleva koulukunta (Linder 2013: 72). Muita 
vanhoja koulukuntia ovat temppeleiden mukaan nimetyt Seien-ryū, Myōan Taizan-ryū ja 
Itchōken. (Tsukitani 2008: 157.)  
Toinen tämän hetken suurimmista koulukunnista, Tozan-ryū, sai nimensä perustajansa 
Nakao Tozanin mukaan 1800-luvun lopulla. Vanhemmista koulukunnista poiketen 
Tozan-ryūssa on myös paljon niin sanottua uutta musiikkia. Tämä tarkoittaa, että 
kappaleissa on muun muassa vaikutteita länsimaisesta musiikista esimerkiksi metriikan 
suhteen. Lisäksi useat kappaleet on sävelletty yhtyeille. Näin on myös kahdessa 1900-
luvun alussa perustetussa koulukunnassa Ueda-ryūssa ja Chikuho-ryūssa. (Tsukitani 
2008: 159–160.) He myös sävelsivät uusia honkyoku-kappaleita, mutta ne eivät liity 
komusō-perustaiseen musiikkiin (Linder 2012: 236). Tsukitani (2008: 160) viittaa näihin 
kappaleisiin termillä kindai honkyoku.  
Viimeisen sadan vuoden aikana erilaisia koulukuntia ja tyylejä on syntynyt valtavasti. 
Osa keskittyy shakuhachin uskonnollis-filosofiseen perustaan, toiset vanhojen tyylien 
hiomiseen omanlaisekseen ja muutamat pyrkivät etsimään uusia muotoja ja ilmaisutapoja 
sekä shakuhachin rajoja.  
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Esteettiset käsitykset ja toimintatavat musiikissa, sekä muissa taiteissa ja traditioissa, on 
usein välitetty eteenpäin niin sanotussa iemoto-järjestelmässä, joka on Edo-kaudella 
syntynyt opetusjärjestelmä. Iemoto tarkoittaa perheen päätä, mutta sillä viitataan usein 
yleisemmin opetusjärjestelmään, joka koostuu mestareiden ja oppilaiden hierarkiasta. 
Hierarkian ylimpänä on iemoto, hänen allaan ovat muut mestarit, heidän allaan edelleen 
pienemmät mestarit ja lopuksi oppilaat. Päästäkseen ylöspäin hierarkiassa oppilaat 
maksavat titteleistä, mikä kuulostaa kyseenalaiselta taitoa kuvaavassa järjestelmässä, 
mutta yhtä kaikki iemoto-järjestelmällä on ollut tärkeä rooli japanilaisten traditioiden 
ylläpitäjinä. Myös shakuhachin kohdalla useat koulukunnat ovat järjestäytyneet iemoton 
alle. (Tokita ja Hughes 2008: 15–16; ks. myös Linder 2012: 49, 57, 235, 263.) 
 Oraalinen traditio ja notaatiojärjestelmät 
Shakuhachille on useita eri notaatiota, mikä ei ole tavatonta japanilaisessa musiikissa, 
koska musiikinopetus on pääasiassa kulkeutunut mestarilta oppilaalle pienissä tarkoin 
rajatuissa yhteisöissä koulukuntien, uskontojen ja soittimien mukaan (ks. Tokita ja 
Hughes 2008: 17–18). Yhdelläkään soittimella ei siis ole ollut samaa notaatiota, eikä 
absoluuttisilla äänenkorkeuksilla ole edes ollut yhtenäisiä nimiä ennen länsimaisen 
nuotinkirjoituksen vaikutusta (Tokita ja Hughes 2008: 17, 20). Shakuhachi-notaatioille 
on kuitenkin yleensä yhtenäistä katakanojen eli foneettisten merkkien käyttö, joilla 
esitetään pääasiassa sormituksia, mutta myös tietynlaisille ornamenteille on omia 
merkintöjä. Shakuhachi-notaation osalta merkkejä kutsutaan myös tarkemmin termillä 
fuji (Tsukitani 2008: 164). Perinteinen japanilaisen tekstin lukujärjestys on ylhäältä alas 
ja oikealta vasemmalle, ja myös shakuhachi-notaatio etenee samalla tavalla. 
Vertikaalisilla viivoilla osoitetaan viitteellisesti nuotin kestoa. Muutamissa 
notaatiojärjestelmissä rytmiä osoitetaan pienillä pilkuilla. Lyhyet horisontaaliset viivat 
merkitsevät hengitystaukoa. Oktaavialoja varten ovat merkinnät otsu (乙), ryo (呂) ja 
kan (甲), joista kaksi ensimmäistä tarkoittavat matalaa ja jälkimmäinen korkeaa rekisteriä. 
(Ks. esim. Linder 2010; Berger 1969; Linder 2013: 78; Tsukitani 2008: 164–166.) 
Tässä työssä mainitsemieni nuottien nimien, esimerkiksi ro, tsu ja re, lisäksi on olemassa 
muita nimitysjärjestelmiä. Tsukitani (2008: 157) nimittää nuottiesimerkissä ro, tsu, re, 
chi, ri ja hin olevan uuden järjestelmän mukainen nimeämistapa. Vastaavasti vanhan 
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systeemin mukaan nuottien nimet olisivat fu, ho, u, e, ya ja i. Riley Lee (1991: 21) 
mainitsee, että chikuho ryū käyttää vielä tänä päivänä vanhaan järjestelmään perustuvaa 
notaatiojärjestelmää. Bergerin (1969: 34) mukaan fu, ho, u, e, ya ja i -järjestelmään 
perustuva notaatio on Meian-ryūn fuke shakuhachille kehittämä versio, ja se perustuu 
aikaisempaan hitoyogirin notaatioon (ks. myös Lee 1988). 
Notaatiojärjestelmät otettiin kuitenkin laajamittaisesti käyttöön vasta 1800-luvun lopulla 
(Lee 1991: 19), vaikka nuotteja on ollut olemassa jo hitoyogirin aikana (mts. 21) ja 
komusō-shakuhachillekin ainakin 1700-luvun lopulta saakka (Linder 2012: 242). 
Komusō-munkit kuitenkin opettelivat kappaleet oraalisena traditiona kulkiessaan ympäri 
maata (mt.). Vielä nykyäänkin, vaikka notaatioita käytetään, honkyoku välitetään pitkälti 
oraalisena traditiona (mts. 255). Notaatio on vain muistin avuksi, eikä kappaleiden 
opettelemisen lähde. Kappaleet opetellaan ensisijaisesti opettajan välityksellä (Linder 
2012: 259). Notaatiossa esitetään usein vain kappaleen perusasiat, joten niihin ei 
esimerkiksi merkitä kaikkia ornamentteja, eikä joissain tapauksissa edes välttämättä 
tarkkaa virettä. Esimerkiksi notaatiossa oleva merkintä tsu voi kappaleesta ja tilanteesta 
riippuen tarkoittaa – standardimittaisella 1,8-shakuhachilla – mitä vain matalasta E♭:stä 
korkeaan F:ään.   
 Japanilaisen musiikin estetiikka ja shakuhachi 
Lehtonen (2015) listaa tyypillisiä japanilaisen musiikin esteettisiä aspekteja: 1) 
absoluuttisilla sävelkorkeuksilla ei ole niinkään merkitystä – oleellisempaa ovat 
intervallisuhteet, 2) tempot ja rytmit eivät välttämättä perustu selkeään pulssiin, kuten 
länsimaisessa musiikissa, 3) musiikki on usein monofonista, 4) soinnin merkitys on 
korostunut ja 5) ma – aika ja tila. Vastaavia ominaisuuksia japanilaisen musiikin 
estetiikasta on käsitellyt muun muassa Tokita ja Hughes (2008: 24–26). Lista heijastelee 
varsin hyvin myös shakuhachi-musiikissa kuultavia piirteitä. 
Lisäksi japanilaisen musiikin kirjallisuudessa kohtaa termin Jo-ha-kyū, joka on useissa 
japanin musiikintyyleissä esiintyvä rakennejärjestelmä. Termi viittaa kolmiosaiseen 
kehittelyyn, jossa alku on esittely, toinen osa lisää kompleksisuutta ja viimeinen osa on 
nopea kiihdytys ennen hidasta lopetusta (Tokita ja Hughes 2008: 26). Tällaista 
kolmijakoista kehittelyä ei suoranaisesti ole kuultavissa honkyokussa. Myös Malm (1990: 
 16 
 
161) toteaa, ettei sitä ole, mutta hän jatkaa, että ”yksityiskohtainen analyysi saattaisi 
paljastaa sellaisen olemassaolon”. Toisaalta Araki (1971: 49–52) analysoi muotoa Kokū-
Reibo-kappaleen osalta perustuen Jo-ha-kyūhun. Araki on erään Kinko-ryūn linjan 
iemotojen jälkeläinen (myöhemmin itsekin iemoto) ja shakuhachin soittaja, joten 
oletettavasti hänen emisistinen näkökulma saattaisi olla relevantti. 
Japanilaisen musiikin perusteisiin yhdistetään usein luonnon merkitys. Kikkawan (1987: 
86) mukaan japanilaisessa musiikissa ei olisi tarkkaa jakoa luonnonäänien ja musiikin 
äänien välillä. Weisgarber (1968: 318) yhdistää luonnon merkityksen nimenomaan 
shakuhachiin instrumentin itsensä rosoisen luonnollisuuden ja äänentuottamisen takia. 
Molemmissa perustelut jäävät enemmän henkilökohtaisten näkemysten tasolle, joita 
pönkitetään sopivilla esimerkeillä.  Kikkawa (1987: 86) muun muassa perustelee 
luontosuhdetta taiteessa ja kirjallisuudessa olleilla yhtäläisyyksillä, joissa tuulen suhina 
ja huilujen äänet yhdistyvät tai ihmiset kuuntelevat sirkkojen siritystä kuin musiikkina. 
Kikkawa (1987) esittelee myös muita japanilaisuudelle ominaisia käsityksiä, mutta 
artikkeli on ennemmin nihonjin-ronia9 kuin perusteltua analyysia, joten en käsittele sitä 
enempää tämän tutkimuksen puitteissa. Edellä esitetyt esteettiset käsitykset riittävät 
pohjustukseksi tämän tutkimuksen analyyseihin.  
Weisgarber (1968: 318) toteaa, että japanilaisen perinnemusiikin ymmärtämiseksi on 
välttämätöntä ymmärtää yksinkertaisuuden merkitys, joka ponnistaa ”viimeisenpäälle 
hienostuneesta ja herkästä kompleksisuudesta”. Näkemys tulee esille paremmin 
seuraavassa alaluvussa, jossa käsitellään yhden äänen merkitystä shakuhachi-musiikin 
kehittymisessä. 
                                                          
9 Nihonjin-ronilla viitataan japanilaisen kirjallisuuden tyyliin, jossa japanilaisuuden essentiaalisuutta ja 
uniikkiutta korostetaan suhteessa muihin kulttuureihin, ja sitä voi ymmärtää vain syntyperäiset japanilaiset 
(Linder 2012: 50; ks. myös Tokita ja Hughes 2008: 27). Myös ulkomaalaiset pitävät välillä keinotekoisesti 
yllä japanilaisuuden ainutlaatuisuutta (ks. esim. Gutzwiller ja Bennettin (1991) käsitykset yksittäisen äänen 
roolista, jollaista ei heidän mukaan ole länsimaissa havaittavissa).   
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 Ichi on jōbutsu – valaistuminen yhtä ääntä soittamalla 
Blasdel (1990 [1984]) esittelee artikkelissaan lyhyesti shakuhachi-musiikille ominaisen 
käsityksen yhden äänen merkityksestä. Hän esittelee, kuinka historialliset käsitykset – 
olivat ne sitten enemmän tai vähemmän myyttisiä luonteiltaan – ovat muovanneet 
shakuhachi-musiikkia. Soittimen käyttäminen meditaation välineenä johti käsitykseen 
valaistumisen saavuttamisesta yhtä ääntä soittamalla – ichi on jōbutsu (jap. 一音成仏). 
Tähän perustuen myös nykyään shakuhachi-musiikin merkitys kumpuaa soinnin 
vaihtelevuudesta ja rikkaista nyansseista, toki uskonnollisen näkökulman ohella. 10 
Gutzwiller ja Bennett (1991: 56) huomioivat myös ichi on jōbutsun merkityksen 
shakuhachi-musiikin kehittymisessä. He arvelevat, että meditaation osana syvällisesti 
yhteen äänen keskittyminen johti musiikilliseen eräänlaiseen yhdellä äänellä 
säveltämiseen. 
Muusikko ja opettaja Masayuki Koga (1978: 107) kuvailee ichi on jōbutsua 
seuraavasti: ”Yhden äänen pitäisi olla täydellinen. Yksi kappale kuuluu yhdelle äänelle. 
Kaikki äänet, mukaan lukien melu, kuuluu yhdelle äänelle. Ichi on jōbutsun 
ymmärtäminen sisältää nämä kaikki puolet.” 
Ichi on jōbutsun perusajatus on usein vähintään implisiittisesti esillä puhuttaessa 
honkyoku-musiikista. Esimerkiksi shakuhachin harjoittelemisen yhtenä peruspilarina 
pidetään ro-bukia eli matalan ro-sävelen soittamista pitkinä ääninä. Yhden äänen 
merkityksen rooli tulee ilmi myös musiikin jakamisessa hengityksestä hengitykseen, 
mistä johdetaan käsitys äänisolusta (ks. luku 3.1.). Vastaavaan viittaa myös Matoušek 
(2011), joka korostaa ichi on jōbutsun merkitystä honkyoku-musiikissa. Hän korostaa 
hengitysmeditaation vaikutusta honkyoku-musiikkiin ja siten yksi hengitys ja yksi ääni 
olisivat tärkeitä. 
                                                          
10 Tämän tutkielman osalta uskonnon merkitys rajautuu esteettiseen ja historialliseen perspektiiviin niiltä 
osin kuin se on oleellista musiikkimateriaalin analyysin kannalta. Shakuhachin ja (zenbuddhalaisen) 
uskonnon välistä suhdetta käsitellään enemmän muissa lähteissä (ks. esim. Sanford 1977; Matoušek 2011; 
Wallmark 2012; Wong 2014).  
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Toisaalta varsinaisessa honkyoku-musiikissa on hyvin harvoin vain yksittäisiä pitkiä 
ääniä. Ichi on jōbutsu on saattanut olla pohjalla, kun kyseinen musiikintyyli on kehittynyt, 
mutta varsinaisessa soitossa fraasit koostuvat tyypillisesti useammasta kuin yhdestä 
äänestä. Silloinkin kun fraasi koostuu lähinnä yhdestä pitkästä äänestä, sen alkuun otetaan 
usein ornamentoitava sävel tai sävelkulku. 
 Honkyoku-musiikin tyypilliset ominaisuudet 
Tsukitanin (2008: 154–155) mukaan erilaisia honkyoku-kappaleita on yli 150, mutta 
niiden säveltäjistä tai sävellysajankohdasta ei ole usein selvyyttä. Kappaleet ovat 
muodostuneet vuosien saatossa (Tukitani ym. 1994: 121), joten varsinaisesta säveltäjästä 
puhuminen ei välttämättä ole edes relevanttia. Lisäksi kappaleiden määrää hämärtää 
tyylien erot. Kuinka paljon kappaletta voidaan varioida ilman, että sen katsottaisiin 
olevan toinen teos? Simura (2002: 702) arvioikin kappaleita olevan 150–200 ja 
kansainvälisen shakuhachi-yhdistyksen (The International Shakuhachi Society 2017) 
sivustolla on listattu vanhoja honkyoku-kappaleita jopa 262. Useat kappaleet tästä listasta 
eroavat vain koulukunnan mukaan, joten niitä voitaneen pitää samoina kappaleina. 
Näiden kappaleiden osalta voidaan johtaa muutamia yhteisiä nimittäjiä, joita käsitellään 
seuraavissa alaluvuissa ominaisuus kerrallaan. 
2.7.1. Ääniala ja skaalat 
Honkyoku-melodioiden ambitus on yleensä oktaavista hieman yli kahteen (Tsukitani 
2008: 156). Shakuhachin pituus määrittää matalimman sävelen ja siten myös korkeimman. 
Edellä mainitun tyypillisimmän 1,8-shakuhachin lisäksi on korkeammalle yltäviä 
lyhimmillään jopa 1,3 shakun pituisia soittimia ja matalampaan suuntaan pituudeltaan yli 
3 shakuisia instrumentteja (Linder 2013: 71). Äänenkorkeus muuttuu noin 
puolisävelaskeleen verran kutakin shakun kymmenystä kohden (mp.). Absoluuttisilla 
sävelkorkeuksilla ei ole niinkään merkitystä soitettavan musiikin suhteen. Nuotit 
kuvastavat sormituksia, joten esimerkiksi alin ro on jokaisella shakuhachilla kaikki 
sormet peitettynä oleva ääni. Samoja kappaleita esitetään eripituisilla soittimilla. 
Useiden honkyoku-kappaleiden perusskaala on miyako-bushi, joka esimerkiksi D:stä 
alkaen on D-E♭-G-A♭-C (Tsukitani 2008: 156–157; myös Araki 1971: 55). Simon (2014: 
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175–176) on samoilla linjoilla, mutta hän esittelee, että honkyokussa olisi miyako-
bushista, Fumio Koizumin muotoileman teorian pohjalta, kaksi versiota. Yhdessä 
versiossa sointu, intervallisuhteilla pieni sekunti ja suuri terssi, on asetettu ikään kuin 
toisiinsa kiinni eli jälkimmäinen sointu alkaa edellisen viimeisestä sävelestä: D-E♭-G-A♭-
C. Toisessa ne ovat peräkkäin eli jälkimmäinen sointu alkaa kokosävelaskeleen edellisen 
soinnun korkeinta säveltä korkeammalta: D-E♭-G-A-B♭-D. Lisäksi Malm (1990: 160) ja 
Stanfield (1977: 120) mainitsevat in-skaalan D-E♭-F-G-A-B♭-C-D, joskin Stanfield 
jatkaa, että ainakin hänen analysoimissaan kappaleissa A on tyypillisesti alennettu. 
Kappaleisiin kuuluu myös modulaatioita ja erilaisia venytyksiä alas- ja ylöspäin, mitä 
kutsutaan meri-kari-tekniikaksi. Merissä pää on hieman kallellaan alas ja tiettyjen äänien 
kohdalla myös peitetään osittain tai varjostetaan auki olevia reikiä, jolloin vire laskee, ja 
karissa pää on kohti suoraan tai aavistuksen ylös, jolloin vire vastaavasti nousee (esim. 
Gutzwiller ja Bennett 1991: 44).  
2.7.2. Rytmi 
Tsukitani (2008: 156; ks. vastaavaa mm. Harich-Schneider 1973: 513; Berger 1969: 35; 
Kishibe 1969: 53 ja Malm 1990: 160) toteaa rytmin olevan pääasiassa vapaata, mikä 
tiettyyn pisteeseen saakka pitääkin paikkansa. Honkyoku-kappaleilla ei usein ole 
varsinaista perussykettä ja tahteja samassa mielessä kuin esimerkiksi länsimaisessa 
musiikissa on totuttu kuulemaan, mutta toisaalta hengityksen rytmi ja fraasien soljuminen 
tuovat omanlaisensa rytmisen jatkuvuuden. Esimerkiksi Matoušek (2011) huomioikin, 
että musiikki kytkeytyy hengitykseen, joka perustuu meditaatiolle, ja näin ollen johtaa 
hitaisiin liikkeisiin. Fraasin loppumisen jälkeen on yleensä sekunnista kahteen hiljaista, 
jonka jälkeen tulee usein selvästi kuultavissa oleva sisäänhengitys, sekunnin murto-osan 
tauko ja sitten alkaa uusi fraasi (Pitkänen 2016; ks. myös Simon 2014: 206). Rytmit 
saattavat erota paljon eri esittäjien välillä, mutta niissä vaikuttaisi olevan 
säännönmukaisuuksia ja muutamien koulukuntien osalta notaatiossakin niihin viitataan 
eripituisilla viivoilla ja pilkuilla. Rytmit eivät siis näennäisestä vapaudestaan huolimatta 
ole mielivaltaisia.  
Honkyoku-kappaleiden tempot ovat pääasiassa hitaita ja rauhallisia. Tsukitanin (2008: 
158) mukaan kappaleet tyypillisesti alkavat hitaasti ja nopeutuvat myöhemmin. Berger 
(1969: 56) niin ikään kuvailee honkyoku-kappaleiden alkavan hitaasti, sitten kiihtyvän ja 
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loppua kohden taas hidastuvan. Hän jatkaa, että kappaleen sisällä on vastaavia muutoksia 
pienemmässä mittakaavassa. Myös Linderin (2010: 29) listassa tyypillisistä 
ominaisuuksista Kinko-ryū honkyokussa mainitaan tempon hitaus, jolloin tulee mielikuva 
vapaasta rytmistä, mutta siellä pitäisi olla pulssi. Hän kehottaa olemaan tarkka 
hengityksen ja sen kontrolloinnin kanssa. 
Osa kappaleista, joilla ei ole uskonnollista perustaa, ovat selvästi tasaisempia metriltään 
(Araki 1971: 22). Tällaisia kappaleita ovat muun muassa Kinko-ryūn sugagaki-kappaleet, 
jotka perustuvat tunnelmaltaan tyypillisesti kotolla soitettuihin kappaleisiin. Myös 
Weisgarber (1968: 330) toteaa Sanya-sugagaki-kappaleen omaavan selvän ja tasaisen 
pulssin, vaikka hän (mts. 318) toteaakin, että Kinko-honkyokussa on ajattomuuden tuntu. 
2.7.3. Muotorakenne 
Tsukitani (2008: 158) listaa erilaisia muotorakenteita honkyoku-kappaleille: kaksiosainen, 
kaari, neliosainen ja dan-rakenne. Kaksiosainen koostuu nimensä mukaisesti kahdesta 
osasta, jotka molemmat jakautuvat vielä kahteen pienempään osaan: ”I: A-B; II: C-B-
coda. A-osa alkaa korkeasta rekisteristä, B on relatiivisen pitkä melodia matalassa 
rekisterissä; C on eräänlainen kliimaksi kaikkein korkeimmassa rekisterissä.” Kaari 
kuvastaa kappaleen melodiankaarrosta matalasta rekisteristä korkeaan ja takaisin. 
Neliosainen koostuu neljästä pitkästä ja itsenäisestä osasta, mutta kunkin perusmelodioita 
on olemassa kaikissa osissa. Dan-rakenne perustuu danien – eräänlaisten yksittäisten 
jaksojen – mittaisille kokonaisuuksille. Hän kuitenkin jatkaa, etteivät useat kappaleet 
suoranaisesti mahdu näihin kategorioihin. 
Rajoitteista huolimatta Tsukitanin kategoriointi on huomattavasti tarkempi kuin 
esimerkiksi Malmin (1990: 161) näkemys, jonka mukaan honkyokun rakenne on ”yleensä 
rondomainen”, jossa on perusmelodia ja muutamia osia uutta musiikkia, puhumattakaan 
Bergerin (1969: 35) näkemyksestä, jonka mukaan honkyokussa ei ole vakiintuneita 
muotoja. Bergerin tapaan hieman samankaltaiseen lopputulemaan on päätynyt myös 
Gutzwiller ja Bennett (1991: 38, 58), joiden mukaan ”äärimmäisen hitaiden tempojen 
takia äänisolut [ks. luku 3.1.] harvoin muovautuvat koherenteiksi melodioiksi, vaan 
ennemminkin ne muodostavat suhteellisen itsenäisiä musiikillisia entiteettejä” 
ja ”[t]osiasiassa on erittäin vaikeaa havaita korkeamman tason muotorakenteita 
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honkyoku-kappaleissa”. Gutzwillerin ja Bennettin sekä Bergerin näkemykset ovat sikäli 
ymmärrettäviä, että honkyoku-musiikkiin voi hyvin uppoutua pelkän sen hetkisen äänen 
perusteella, mutta esimerkiksi toistot ja pidemmät melodiset kaaret ovat selvästi esillä 
niin äänitteillä kuin nuoteissakin. Tästä on muun muassa hyvänä osoituksena Linderin 
(2013) kehittämä jaottelu erilaisten rakennepalasten analysointiin pienimmästä 
suurimpaan: yksittäinen ääni oto, performanssitekniikka gikō, idiomaattinen ilmaisu 
kankō hyōgen hōshiki, kuvio onkei, fraasi fushi ja jakso gakusō. Niin ikään Matoušek 
(2011: 65–67) hahmottelee rakennetasoja pienistä yksittäisistä äänistä aina suurempiin 
usean fraasin kokonaisuuksiin honkyoku-musiikissa. Tsukitanin, Linderin ja Matoušekin 
näkemyksiä yhdistämällä voi mahdollisesti saada kattavamman kuvan honkyokun 
rakenteista. 
Araki (1971) analysoi lyhykäisesti muutamia kappaleita, minkä perusteella hän 
argumentoi muodon perustuvan Jo-ha-kyūhun. Jin Nyodōn oppaassa honkyoku-
kappaleiden soittamisesta mainitaan Tōhoku-tyyli, jossa kuuluisi selkeä Jo-ha-kyū, mutta 
hän jatkaa, että Kinko-ryūn kappaleet ovat ”joko useita huippuja sisältävä tasanteita tai 
muuten ne liikkuvat mutkittelevasti” (Kamisangô 1989: 52–53). Tsukitanin (2008: 158) 
jaottelussa kaari-muotoon kuuluu Tōhoku-tyylin Reibo- ja Sanya-kappaleet. 
2.7.4. Ornamentointi 
Honkyoku-musiikissa on paljon yksityiskohtia, joita ei merkitä nuottiin, mutta jotka ovat 
tärkeitä. Niitä voitaisiin kutsua yleisesti ornamentoinniksi. Ornamentointiin lasketaan 
muun muassa erilaiset venytykset ja liu’utukset sekä tietynlaiset sormitukset. Linder 
(2010: 38, 41) erottelee myös ornamentit varsinaisessa melodiassa esiintyvien äänien ja 
lisäsävelten välillä. Toisin sanoen kappaleisiin kuuluu ensisijaisia nuotteja, shuyō-on, 
jotka ovat yleensä – mutta ei suinkaan aina – nuotinnettu sekä lisänuotit eli sōshoku-kaon. 
Näiden lisäksi voidaan erotella oleellinen ornamentointitekniikka vibrato eli yuri, joka 
voidaan toteuttaa lukuisilla tavoilla esimerkiksi kääntämällä päätä horisontaalisesti, 
vertikaalisesti tai niiden yhdistelmällä, jolloin liike etenee ympyrän mukaan (Linder 
2010: 81). Yuri voidaan toteuttaa myös hengityksellä (Koga 1978: 82). 
Malm (1990: 160) mainitsee myös yhdeksi shakuhachi-ammattilaisen merkiksi jokaista 
fraasia seuraavan korusävelen. Malm on sikäli oikeassa, että esimerkiksi Yamaguchi 
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Gorō ja monet muut Kinko-ryūn soittajat tekevät tällaisia usein ja Linderin (2010: 221) 
Kinko-ryū-soitonoppaassa on listattu kokonainen sivu erilaisia lopukkeita, mutta en silti 
yleistäisi sitä koskemaan jokaista fraasia. Esimerkiksi Honshiraben eri esityksissä vain 
osa soittajista soittaa tällaisia loppuääniä (Pitkänen 2016). 
2.7.5. Dynamiikka 
Shakuhachi-musiikin dynamiikkaa karakterisoi suuret muutokset. Malm (1990: 160 
[1959]) tarinoi dynamiikasta varsin hauskasti: ”From a whispering, reedy piano, the 
sound swells to a ringing metallic forte only to sink back into a cotton-wrapped softness, 
ending with an almost inaudible grace note, seemingly an afterthought.” 11  Harich-
Schneider (1973: 513) kuvaa dynamiikan vaihteluita tylyksi (engl. brusque). Gutzwiller 
ja Bennett (1991: 42–43) menevät adjektiiveja syvemmälle tarkkailemalla 
äänenvoimakkuustasoa yhden äänen osalta, mikä osoittaa dynamiikan koostuvan selvästä 
alukkeesta, pienestä notkahduksesta hiljaisemmaksi ennen kasvua huippuun ja lopulta 
hitaasta vaimenemisesta kohti hiljaisuutta. Berger (1969: 48) huomauttaa, ettei 
shakuhachin dynamiikka ole kovin laaja. Vaikka sillä voidaankin soittaa todella hiljaa, 
sillä ei pystytä soittamaan ”korviasärkevää fortissimoa” (mp.). Oma kokemukseni dai-
kan-rekisterissä soitetuista täräytyksistä puhuu Bergerin luonnehdintaa vastaan. 
Araki (1971: 33) toteaa, että valinnat dynamiikan suhteen ovat esittäjän harteilla. 
Toisaalta hän jatkaa, että yhden äänen sisällä dynamiikka on yleensä hitaasti nousevaa ja 
laskevaa. Araki (1971: 33–34) huomauttaa, että dynamiikkaan vaikuttaa, onko soitettava 
ääni meri- vai kari-asennossa. Ensimmäisessä, joka siis koostuu reikien varjostamisesta 
tai osittain sulkemisesta ja puhalluskulman madaltamisesta laskemalla päätä, 
äänenvoimakkuus on välttämättä hiljaisempi kuin karissa, jossa reiät peitetään kokonaan 
ja puhalluskulma on tavallisessa asennossa. 
                                                          
11 Kuvailun osuvuudesta on hyvänä osoituksena sitaatin esiintyminen sellaisenaan myös muissa lähteissä 




Okuda Atsuyan (2015) mukaan shakuhachin soittamisen ytimessä on lämpimän ja 
kylmän puhallusilman tasapainon löytäminen. Siinä missä länsimaisen taidemusiikin 
poikkihuilun sointi-ihanne perustuu hyvin kontrolloidulle kylmälle ilmalle, shakuhachi-
musiikin yksi oleellisimpia tekijöitä on lämpimän ilman lisääminen, joka tuo sawaria 
instrumentin äänenväriin. Sawarilla viitataan yleensä shamisenin12 matalimman kielen 
resonoinnista syntyvään surisevaan ääneen (Tokumaru 1992: 25; Tokita ja Hughes 2008: 
26), mutta tässä tapauksessa Okuda käyttää termiä selvästi esteettisenä käsitteenä, jolla 
viitataan karkeuteen, rosoisuuteen, sihinään – kohinan (engl. noise) eri adjektiiveihin (ks. 
myös Wallmark 2012: 3; Kikkawa 1987: 91). Vastaavaa ilmenee Bergerin (1969: 47–48) 
huomioissa, että kohina on japanilaisessa perinteisessä musiikissa olennaista. Lisäksi hän 
kuvailee shakuhachin sointia vaihtelevaksi; esiintyjät vaihtelevat pehmeiden ja nasaalien 
sointien välillä. Myös Kishibe (1969: 53) mainitsee soinnin pehmeyden ja kohinan 
merkityksen. Terada (1907: 1) kuvailee shakuhachin äänen muistuttavan huilua ja oboeta 
sekä sointia liikuttavaksi ja maanläheiseksi. Hän jopa väittää, ettei mikään muu soitin yllä 
shakuhachin ilmaisun ja äänenvärin moninaisuuteen. Weisgarber (1968: 318) menee 
kuvailussaan proosamaisiin mittoihin. Hänen mukaan soinnissa on tietynlaista rosoisuutta, 
joka nousee esille iän ja kulumisen myötä – luonnonvoimaa, jossa on 
viimeistelemättömyyden tuntua. 
Gutzwiller ja Bennett (1991: 44) huomauttavat, että äänenkorkeuden muutokset ja 
dynamiikan vaihtelu vaikuttavat sointiin, ja koska honkyoku-musiikissa yksittäisten 
äänien kohdalla on molempien muuttumista, pääasiassa meri-kari-prosessin takia, myös 
sointi kehittyy ajan mittaan. Vertailemalla meri- ja kari-asennoissa soitettuja ääniä 
keskenään he päätyivät tuloksiin, että merissä soitetuissa äänissä on huomattavasti 
heikommat ylemmät yläsävelsarjan sävelet kuin karissa. Lisäksi merissä on selvempiä 
vahvojen yläsävelsarjan sävelien keskittymiä verrattuna karin tasaisempaan 
magnitudispektriin. Molemmissa on huomattavasti kohinaa. (Mts. 47.) 
Meri-kari-tekniikan lisäksi on useita esitystekniikoita, jotka liittyvät myös sointiin. 
Wallmark (2012: 3) listaa: sasane eli ilmava ääni, muraiki räjähtävä melkein 
                                                          
12 ”[J]apanilainen kolmikielinen näppäiltävä luuttu” (Tokumaru 1992: 25). 
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perkussiivinen suhahdus, korokoro kupliva trilli, tamane tärisevä r-äänne, fuusei korkea 
läpitunkeva kiljahdus. Hieman vastaavia seikkoja nostaa esille Simon (2014). Hän esittää, 
että länsimaisessa taidemusiikissa on ruvettu käyttämään niin sanottuja laajennettuja 
tekniikoita (engl. extended techniques), joihin lasketaan mukaan ”multifoniset efektit, 
mikrotonaalisuus, äänenkorkeuden venytykset ja tärinäkielitys”, 13  mutta shakuhachin 
kohdalla nämä ovat olleet perusasioita jo pidempään (mts. 1). Tämä saattaa olla ainakin 
yhtenä – mahdollisesti implisiittisenä – syynä soittimen ilmaisuvoimaisuuden 
korostamiseen. 
Shakuhachin soinnin kuvauksissa siis toistuu pehmeys, kohinaisuus, eräänlainen 
luonnollisuus ja ilmaisuvoimaisuus. 
2.7.7. Essentiaaliset ja aksidentaaliset ominaisuudet 
Linder (2013) analysoi Yamaguchi Gorōn eri esityksiä kappaleesta Hi-fu-mi Hachi-
gaeshi no Shirabe. Artikkelin fokuksessa on rakenteellisten kokonaisuuksien 
analysoimiseen suunniteltujen terminologisten työkalujen kehittäminen, mutta samalla 
hän tekee tarkkoja huomioita kappaleen essentiaalisista, eli pysyvistä, ja aksidentaalisista, 
eli muuttuvista, ominaisuuksista. Toki yhden esittäjän eri versioissa saattaa olla joitain 
pysyviä ominaisuuksia, joita muut muusikot eivät soita, mutta yhtä kaikki havaitut erot 
saattavat hyvin olla samoja, jotka vaihtelevat myös muiden kappaleiden kohdalla. Linder 
(2013: 83–85) selvittää, millaisia asioita Yamaguchi painottaa, venyttää ja säilyttää 
äänityksien välillä. Esimerkiksi ornamentaatiot vaihtelevat ja kestotkin saattavat olla 
useita sekunteja eripituisia. Fraasit ja melodiankaarrokset vaikuttaisivat kuitenkin 
pysyvän suhteellisen muuttumattomina (mts. 85). 
Matoušek (2011: 67–72) vertailee yhdeksää eri versiota honkykoku-kappaleesta Kyorei 
rakenteen osalta. Vertailusta selviää, että eroja selvästi on, mutta Matoušek ei arvioi 
niiden merkitystä. Esimerkiksi useimmat soittavat kappaleen reilulla 50 hengityksellä, 
mutta yksi soittajista vain 25:llä ja toinen 32:lla, mutta analyysista ei selviä, onko 
                                                          
13 Laajennetut tekniikat alkavat toisaalta olla sen verran yleisessä käytössä, ettei välttämättä ole mielekästä 
puhua niistä laajennettuina. Simon (2014: 1–3) huomioikin, että 1900-luvulta lähtien niitä on käytetty 
paljon, mutta laajentuminen voitaisiin nähdä suhteessa tradition aikaisempiin vaiheisiin. 
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esimerkiksi melodian kokonaiskaarros samankaltainen vai eroavatko esitykset 
merkittävästi toisistaan. Joka tapauksessa rakenteen systemaattinen analysointi voisi olla 
jatkossa hedelmällinen suunta shakuhachi-musiikin tutkimisessa. 
Vertailin aikaisemmassa tutkimuksessani (Pitkänen 2016) honkyoku-kappale 
Honshiraben seitsemää eri versioita edellä mainittujen ominaisuuksien pohjalta. 
Analyysin perusteella vaikutti, että rakenne ja soinnin peruspiirteet ovat essentiaalisia ja 
tempo, dynamiikka ja äänenkorkeus aksidentaalisia. Sointiin liittyvät tulokset olivat 
kuitenkin karkeasti suuntaa-antavia, koska esimerkiksi instrumentin sointia vertailtiin 
magnitudispektreillä vain yhdessä kohdassa kappaletta, ja pelkästään äänitteillä olevat 
mikrofonivalinnat, tila, äänitysformaatti ja muut vastaavat ominaisuudet ovat saattaneet 
tehdä vertailusta mitäänsanomattoman. Soinnin teki essentiaaliseksi kohinan olemassaolo 
ja magnitudispektrien yhtäläisyydet, mutta itse asiassa varsinaisessa analyysissa selvisi 
erilaisia soinnin kehittymisen tapoja, joten niiltä osin se olisi aksidentaalista.  
Matoušek (2011) ja minä (Pitkänen 2016) käytimme aineistona eri koulukuntien soittajien 
esityksiä, mutta Linder (2012: 247) huomauttaa teoksien rajojen selvittämisestä, 
että ”vertailut ovat valideja vain koulukuntien alaryhmissä, ja olisi hyvin vaikeaa vetää 
johtopäätöksiä siitä, että onko minkään mielivaltaisen kappaleen essentiaaliset 
osat ’shakuhachitradition’ mukaisia”.  Muusikolla saattaa olla hyvin erilaisia näkemyksiä 
honkyokusta, esimerkiksi onko kyseessä uskonnollinen puhallusmeditaatio, autenttinen 
traditio, joka toisinnetaan sukupolvista toiseen tai vain musiikkia, joka elää ja hengittää 
kussakin hetkessä omanlaisenaan (ks. esim. Linder 2012: 245–246). Näin ollen saattaa 
olla jokseenkin irrelevanttia pyrkiä selvittämään jonkinlaista essentiaalisuutta näistä 
kappaleista, mitä tulee muusikoiden näkemyksiin. Toisaalta edustaako muusikoiden 
näkemys välttämättä musiikin essentiaalisia ominaisuuksia, ja mitä tulee Linderin sinänsä 
asialliseen huomioon, tarvitseeko analyysin välttämättä pyrkiä selvittämään 
tiettyä ”shakuhachitraditiota” vai voisiko sitä käsitellä ikään kuin korkeammalla tasolla? 
Näkisin, että analysointia voi tehdä koko honkyoku-tyylin tasolla, koska kaikkien 
moninaisten koulukuntien ja tyylien kohdalla kuitenkin puhutaan honkyokusta. Lisäksi 
vertaileminen saattaa paljastaa koulukuntien välisiä eroja, jotka voivat olla hyödyllisiä 




Näiden tutkimuksien perusteella honkyoku-musiikin useat eri elementit sopisivat 
analyysin kohteeksi. Tämän tutkimuksen analyyseissa paneudutaan tarkemmin 
dynamiikkaan ja sointiin.  
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3. TUTKIMUKSEN METODOLOGIA 
Tässä pääluvussa käsittelen analyysin kannalta oleellisia työkaluja sekä niiden teoreettisia 
taustoja ja oletuksia. Tutkimuksen aineisto jaetaan lyhyisiin, hengityksen mittaisiin osiin 
eli äänisoluihin, jotka esitellään luvussa 3.1. Äänisolua lähestytään dynamiikan (luku 
3.2.) ja soinnin (luku 3.3.) analysoimisella, joten esittelen aikaisempaa tutkimusta niistä 
siltä osin kuin se on relevanttia tämän tutkimuksen kannalta. Luvussa 3.4. perehdytään 
tämän tutkimuksen kannalta oleelliseen tiedonlouhinnan menetelmään, klusterointiin, 
joka on äänisolujen luokittelun perusteena. Ennen näitä näkökulmia avaan kuitenkin 
hieman tutkimuksen työkalujen kontekstia laskennallisen musiikkianalyysiin osalta. 
Laskennan, tai tarkkaan ottaen matematiikan, rooli musiikissa kantautuu tuhansien 
vuosien päähän. Usein musiikin matematiikan isäksi mainitaan antiikin Kreikan 
Pythagoras (esim. Volk ja Honingh 2012: 74), mutta on olemassa viitteitä aiheen 
käsittelystä jo muinaisessa Egyptissä, Mesopotamiassa, Intiassa ja Kiinassa (Pont 2004). 
Ensimmäiset käsittelyt ovat liittyneet pääasiassa viritysjärjestelmien lukusuhteisiin ja 
musiikinteoriaan. Varsinaisten laskennallisten menetelmien juuret musiikkitieteessä 
näkisin olevan 1800–1900-lukujen taitteessa vertailevan musiikintutkimuksen piirissä, 
jossa esimerkiksi vertailtiin musiikkikulttuureita tilastotieteellisillä menetelmillä (ks. 
Nettheim 1997). Kuitenkin vasta tietokoneiden keksimisen ja kehittymisen myötä 
laskennallisten menetelmien hyödyntäminen musiikkitieteessä tuli ajankohtaiseksi. 
Varhaisia projekteja tehtiin 1960-luvulla, mutta alan varsinainen kehittyminen 
merkittäväksi tieteenalaksi kulki käsi kädessä musiikin digitalisoitumisen kanssa, jolloin 
suurien aineistojen käsittely mahdollistui. (Volk ym. 2011: 138.)  
Nykyään musiikin ja laskennan kenttä koostuu useista tutkimusaloista hieman eri 
painotuksilla. Meredith (2016: v) listaa alojen nimiä: ”matemaattinen musiikinteoria, 
tietokonemusiikki, systemaattinen musiikkitiede, musiikin tiedonhaun tutkimus, 
laskennallinen musiikkitiede, digitaalinen musiikkitiede, äänen ja musiikin laskenta sekä 
musiikin informaatiotutkimus.” Hän ehdottaa, että termi ”laskennallinen 
musiikkianalyysi” voitaisiin nähdä useissa tapauksissa mainittujen tutkimusalojen 
risteyskohtana. Käytän tässä tutkimuksessa kyseistä termiä ensisijaisesti tutkimukseni 
kuvailun sopivuuden kannalta, mutta myös eri aloja yhdistävää tekijää korostaakseni. 
Tässä tutkimuksessa käytettyjä työkaluja soinnin kuvailemisen osalta esitellään 
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Alexander Lerchin (2012) kirjassa An Introduction to Audio Content Analysis, joten 
varteenotettavana vaihtoehtona olisi voinut olla esimerkiksi Lerchin käyttämä 
termi ”äänen sisällön analyysi” (engl. audio content analysis, lyh. ACA). Sen 
päätarkoituksena on tiedon tuottaminen äänimateriaalista, toisin sanoen äänen sisällöstä 
poimitaan sitä kuvaavia attribuutteja (mts. 1). Lerch käyttää termiä tarkennuksena 
musiikin tiedonhaun tutkimuksen (engl. music information retrieval, lyh. MIR) 
varsinaiseen äänisignaaliin keskittyvästä osioista. Musiikin tiedonhaun tutkimuksessa 
tarkastellaan myös muun muassa nuotinnoksia, sanoituksia ja äänimateriaaliin liittyvää 
materiaalia muutakin kuin itse signaalia, esimerkiksi nimikkeitä kuten tyylilaji, säveltäjä 
ja äänitysajankohta (mts. 2). 
Alan Marsden (2016) hahmottelee tietokoneella suoritettavan laskennallisen 
musiikkianalyysin perusteita, esimerkiksi minkälaista laskennallisessa analyysissa 
käytettävä materiaali on, mitä sen analysoinnilla voidaan selvittää, minkälaisiin 
kysymyksiin laskennallinen analyysi sopii ja mitä pitäisi ottaa huomioon analyysissa 
verrattuna muilla tavoilla tehtäviin musiikkianalyyseihin.  Marsden (2016: 23) esittää, 
että sillä voidaan pyrkiä löytämään vastauksia kysymyksiin, joihin toisenlaiset 
analyysimetodit eivät välttämättä sovi. Laskennallisen analyysin etuja on muun muassa 
käsittelyn eksplikointi ja toistettavuus sekä suurten aineistojen läpikäyminen (mts. 25). 
Marsden (2016: 23–24) huomioi, ettei ohjelman tulos – mikä voi toki tarkasti esittää 
esimerkiksi tietynlaisia motiiveja, rytmejä tai muita vastaavia ominaisuuksia – ole 
lopullinen analyysi vaan tutkija tekee lopullisen tulkinnan asiasta. Laskennallisia 
työkaluja käytetään lopullisen tulkinnan tukena ikään kuin rikostutkija tekee päätelmiä 
rikoksentekijästä materiaalisten todisteiden perusteella (mts. 24). Myös tässä 
tutkimuksessa analyysia lähestytään vastaavalla tavalla; äänen ominaisuuksien 
selvittäminen ja kategorisoinnit tehdään laskennallisesti, mutta varsinaiset tulkinnat 
niiden merkityksistä jäävät tutkijalle. 
 Äänisolu 
Äänisolu (engl. tone cell) on Gutzwillerin (2005 [1983]) sekä Gutzwiller ja Bennettin 
(1991: 38) kehittämä termi, joka tarkoittaa yhden hengityksen verran kestävää 
musiikillista kokonaisuutta honkyoku-musiikissa. Myös Tsukitanin (2008: 156) mukaan 
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honkyoku-kappaleet perustuvat lyhyisiin melodioihin, jotka kestävät yhden hengityksen 
verran. Näin ollen äänisolu on varsin sopiva kokonaisuus laskennalliseen analyysiin, 
koska signaali voidaan jakaa hengityksien kohdalta. Bolger ja Griffith (2005) perustaa 
analyysinsa niin ikään Gutzwillerin ja Bennettin (1991) määrittelemälle äänisolulle. 
Gutzwillerin ja Bennettin (1991: 38) mukaan äänisolu koostuu tyypillisesti kolmesta 
osasta: valmistelevasta äänestä, pää-äänestä ja lopetuksesta. Äänisolut ovat 
perustavanlaatuisia pääasiassa meditaatioperustaisissa kappaleissa erotuksena 
esimerkiksi sekulaareihin sugagaki-kappaleisiin (ks. luku 2.7.2.), jotka kuitenkin 
lasketaan mukaan vanhoihin klassisiin honkyoku-kappaleisiin, mutta Simon (2014: 179) 
huomauttaa, että äänisolut ovat toimivia näissäkin kappaleissa. Tosin hän keskittyy 
äänenkorkeuteen äänisolua määrittävänä tekijänä, jolloin korostuu lyhytkestoinen 
määritelmä: ”lyhyt solu voidaan toistaa useita kertoja yhden hengityksen aikana” (mt.). 
Tämän perusteella Simon (2014: 179) jakaa äänisolun kahteen 
erilliseen ”äänenkorkeussoluun” ja ”rytmisoluun”. Niin sanottu rytmisolu perustuisi siis 
edelleen hengityksen mittaisiin osiin. Gutzwillerin ja Bennettin (1991) muotoilemasta 
äänisolun käsitteestä huokuu kuitenkin tietynlainen korkeamman tason käsite kuin 
välttämättä yksittäisten tai muutamien äänien yhdistelmät. Heidän analyysinsa keskittyy 
yksinkertaisiin äänisoluihin, kuten tsu-ro tai u-chi, mutta he huomioivat, että äänisolun 
käsitettä voi laajentaa käsittämään useampia nuotteja ilman, että kolmijakoinen rakenne 
muuttuu (mts. 58). Tässä tutkimuksessa äänisolulla viitataan kahden hengityksen väliseen 
osaan honkyoku-musiikissa, eikä nuottien määrän suhteen tehdä erottelua. 
Weisgarberin (1968: 318–319) mukaan Kinko-ryū honkyoku -repertuaarissa on yli 300 
erilaista kuviota tai ”solua”, toisin sanoen äänisolua Gutzwiller ja Bennettin (1991: 58) 
terminologian mukaan. Näin ollen äänisolujen määrä saattaa äkkiseltään kuulostaa 
suurelta, mutta Kinko-ryūn repertuaarin 36 kappaleessa, joista monet ovat reippaasti yli 
kymmenen minuuttia kestoltaan, alkaa olla paljon toistuvia kuvioita. Weisgarber (1968: 
332) kuvaileekin: ”Kinkon honkyoku-repertuaari vaikuttaa enemmän ja enemmän yhdeltä 
sävellykseltä, jossa palataan jatkuvasti pääkuvioihin aina uusissa konteksteissa – –.” Niin 
ikään Jin Nyodōn honkyokun soitto-oppaassa mainitaan, että (Kinko-ryūn) honkyoku-
kappaleissa ”melodisia kuvioita on varsin rajallinen määrä, eivätkä ne koostu suurista 
fraaseista vaan enneminkin pienemmistä yksiköistä, joita yhdistetään ja muunnellaan 
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toistojen aikana” (Kamisangô 1989: 53). Linder (2012: 275) on samoilla linjoilla 
kuvioiden määrästä, mutta hän huomauttaa, että traditioon vihkiytynyt pystyy erottamaan 
eri esiintyjien tyylit toisistaan, joten vaikka kuviot ovat pääasiassa samoja niiden 
tulkinnoissa voi olla huomattaviakin eroja. 
Äänisolun tyylisiä komponentteja on hahmotellut myös Matoušek (2011: 65–66). Hän 
luokittelee honkyokun rakennekomponentteja pienistä suuriin. Jaottelun kategorioista 
äänisolua vastaa parhaiten fraasi (engl. phrase), joka Matoušekin (2011: 66) mukaan 
kestää yhden hengityksen verran. Hän kyllä huomioi, ettei fraasi aina välttämättä ole 
kokonainen musiikillinen virke (engl. sentence). Hänen käyttönsä termistä fraasi 
kuitenkin eroaa esimerkiksi verrattuna Bergeriin (1969: 56), jonka mukaan fraasin 
keskellä voi hengittää. Terminologian suhteen shakuhachi-musiikin analysoinnissa voi 
tulla juuri tällaisia pieniä sekaannuksia, kun samoilla termeillä viitataan eri asioihin. 
Myös Linder (2013: 91) käyttää termiä fraasi, joka vastaa kutakuinkin yhden hengityksen 
mittaista osaa, mutta ei välttämättä – pidempi kokonaisuus olisi jakso ja se 
vastaisi ”kokonaista musikaalista ilmausta”, mikä vaikuttaa pitkälti vastaavan 
Matoušekin virkettä. Näistä päätellen äänisolun kaltaisia jaotteluita on olemassa, mutta 
ne eivät kanna yhtä selvästi musiikillisen kokonaisuuden merkitystä yhden hengityksen 
aikana kuin Gutzwiller ja Bennett (1991) antavat ymmärtää. Näin ollen äänisolu ei ole 
yksinomaan ongelmaton shakuhachi-musiikin analyysissa.  
Linder (2013: 88) huomauttaakin, etteivät hengityskohdat ole aina tarkasti samassa 
kohdassa. Lienee myös todennäköistä, että vaikka kaksi äänisolua olisi päällisin puolin 
identtisiä, niiden funktio kappaleessa, esimerkiksi paikan osalta, saattaa luoda niille 
erilaisen merkityksen. Toisaalta tämän tutkimuksen analyysin osalta äänisolun ongelmat 
eivät välttämättä kaada tutkimuksen merkitystä. Se, ettei äänisolu vastaa kaikissa 
tapauksissa täyttä fraasia (ts. virkettä, motiivia, jaksoa, musiikillista ideaa kokonaisena), 
ei välttämättä osoita, etteikö äänisolujen analysoinnilla voisi olla musiikkianalyyttista 
merkitystä – ne voivat toimia eräänlaisena sopivan kokoisena tarkastelukohteena muutoin 
liian massiiviseen materiaaliin. 
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 Dynamiikan tutkiminen 
Äänen dynamiikkaa voi tarkastella esimerkiksi verhokäyrällä (ks. kuva 5), joka kuvastaa 
äänenvoimakkuuden muutosta ajassa. Verhokäyrän perustana voi olla esimerkiksi äänen 
aaltomuodon reunan muoto, kuten on tässä tutkimuksessa käytettävän analyysityökalun 
kohdalla. Muotoa on mahdollista yksinkertaistaa alipäästösuotimella, jolloin nopea 
vaihtelu tasaantuu, mutta dynamiikan kuvaus on edelleen riittävän informatiivinen. 
Useissa tutkimuksissa käytetään myös vähemmän suoria tapoja, joilla pyritään 
esimerkiksi hahmottelemaan dynamiikan kehittymistä ottamalla huomioon ihmisen 
havaitsema psykoakustinen äänekkyys. Lerch (2012: 73–78) esittelee, että äänitallenteilta 
voidaan laskea dynamiikkaa kuvaavia käyriä neliöllisellä keskiarvolla (engl. root-mean-
square, lyh. RMS), sen varianteilla, joissa on painotuksia eri asioiden suhteen, 
huippukäyrällä (engl. peak envelope), jonka tarkoituksena on esittää korkein arvo tietyn 
jakson puitteissa, ja äänekkyyteen perustuvilla ominaisuuksilla. Tällainen voisi olla 
esimerkiksi Fletcher-Munson-käyrän mukainen kuvaaja, jossa otetaan huomioon 
äänentaajuuden vaikutus havaittuun äänenvoimakkuuteen. Käytettävä menetelmä 
vaihtelee tutkimuksen tavoitteiden mukaan. 
Dynamiikkaa on käsitelty kognitiotieteen (esim. Palmer 1997; Bishop ym. 2014) sekä 
esitystutkimuksen näkökulmasta esimerkiksi jazzin (ks. Dean ja Bailes 2010; Abeßer ym. 
2014) ja taidemusiikin (ks. Todd 1992; Repp 1996; Repp 1999; Cancino-Chacón ym. 
2017) suhteen. Seuraavaksi esittelen lyhyesti muutamien esitystutkimukseen liittyvien 
tutkimuksien tapoja käsitellä dynamiikkaa. Dynamiikan kognitiotieteellisessä 
tutkimuksessa lähestymistapa ja tavoitteet poikkeavat merkittävästi tästä tutkimuksesta, 
joten en paneudu niihin tarkemmin. 
Repp (1999: 1973–1974) tarkasteli neliöllisellä keskiarvolla laadittuja verhokäyriä 117 
versiosta Chopinin E-duuri-etydin viidestä ensimmäisestä tahdista. Verhokäyrien 
ajallinen tarkkuus oli 30 millisekuntia. Niiden pohjalta laskettiin huippuilmaisimella 
kunkin äänen tai soinnun korkein amplitudi, ja sen perusteella muodostettiin kustakin 
esityksestä dynamiikkaprofiili. Niitä vertailemalla selvitettiin tilastollisilla menetelmillä 
tyypillisiä dynamiikan käsittelyitä ja eroavaisuuksia.  
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Cancino-Chacón kollegoineen (2017) tutkivat dynamiikkaa piano- ja sinfoniamusiikissa. 
He kehittelevät järjestelmää, jonka avulla nuotinnoksien dynamiikkaan vaikuttavia 
tekijöitä, kuten dynamiikka- ja aksentointimerkintöjä, voitaisiin mallintaa. Mallinnuksen 
testaamisessa he käyttivät kahden tyyppistä aineistoa. Ensimmäisessä aineistona oli 
erityisrakenteisella pianolla taltioitu materiaali. Pianon sisälle oli rakennettu järjestelmä, 
joka mittaa koskettimiston vasarakoneiston nopeuden soitettaessa. Näin ollen dynamiikka 
saadaan suoraan soittimesta. Toinen aineisto koostui sinfoniaorkesterin äänityksistä. 
Äänityksien näytteenottotaajuus oli 44100 hertsiä, ja äänenvoimakkuus taltioitiin 1024 
näytteen kokoisista jaksoista 1024 näytteen välein. Äänekkyys laskettiin EBU-R 
128 -mittaussuosituksen 14  mukaan, jossa selvitetään kriteerit eri äänitteiden 
äänekkyyksien vertailuun.   
Dean ja Bailes (2010) tutkivat dynamiikkaa improvisoidussa musiikissa erilaisissa 
kokoonpanoissa ja tyyleissä markkinoilla olevista äänitteistä. Äänenvoimakkuudesta 
haettiin huippuja 0,04, 0,5, 5 ja 10 sekunnin ikkunanpituuksilla, jolloin dynamiikan 
kehittymistä voidaan tarkastella eri rakenneosien tasolla. Tutkimus käsittelee kuitenkin 
vain nousevia ja laskevia (crescendo–decrescendo) dynamiikkapareja, joten sanoisin, että 
tutkimuksen varsinainen musiikillinen merkitys on vähäinen. Tulokset ovatkin 
kohtalaisen pinnalliset: dynamiikan nousut ovat tyypillisesti lyhyempiä kestoiltaan kuin 
laskevat dynamiikat. 
Abeßer kollegoineen (2014) tutkivat dynamiikkaa jazz-improvisaatiossa. Äänityksien 
näytteenottotaajuus oli 44100 hertsiä, ja äänenvoimakkuus taltioitiin 512 näytteen 
kokoisista jaksoista 480 näytteen välein. He käsittelivät moniäänisiä äänitteitä, joista 
pyrittiin eristämään päämelodia analyysia varten jakamalla spektri useisiin 
taajuuskaistoihin. Erotteleminen tuotti kuultavia artefakteja, mutta testiaineiston 
dynamiikan vertaaminen vastaavaan moniraitaiseen äänitykseen, jossa soittimet olivat 
omilla raidoillaan, oli riittävän samankaltainen. Tutkimuksessa on tartuttu tärkeään 
aiheeseen. Repp (1999: 1972) huomauttaa, että yhtenä ongelmana musiikin dynamiikan 
tutkimuksessa on sopivan materiaalin löytäminen, koska useiden soittimien soidessa 
samaan aikaan yksittäisen instrumentin äänenvoimakkuuden tarkastelu on hankalaa. 
                                                          
14 Kompakti tiivistelmä mittaussuosituksesta (ks. Lerch 2012: 78). 
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Honkyoku on muutamia poikkeuksia lukuun ottamatta soolomusiikkia yksiääniselle 
instrumentille, joten sen analysoimisessa ei tule vastaavaa ongelmaa. 
Honkyoku-musiikin osalta dynamiikkaa tutkivat Gutzwiller ja Bennett (1991). He (mts. 
42–44) tarkastelivat tsu-ro-äänisolua verhokäyrän avulla, minkä perusteella he päättelivät, 
että äänisolun dynamiikka koostuu kolmesta vaiheesta, ja että se menee käsi kädessä 
äänenkorkeuden kehittymisen kanssa. Ensimmäinen vaihe koostuu äänen alukkeesta, 
jossa on selvä voimakas aksentti alussa, jota seuraa nopea vaimeneminen, kunnes se alkaa 
pikkuhiljaa voimistua. Toinen osa koostuu voimistumisesta huippuun ja sen jälkeisestä 
hitaasta vaimenemisesta. Kolmas osa koostuu äänenvoimakkuuden nopeasta 
vaimenemisesta, hiljaisesta hännästä ja pienestä kohoumasta lopun ornamentissa. Esitetty 
tulkinta honkyokun dynamiikasta on varsin yksioikoinen. Siitä huolimatta se on tarkin 
shakuhachin dynamiikkaa käsittelevä tutkimus. Valtaosassa kirjallisuutta dynamiikkaa 
kuvaillaan lyhyillä luonnehdinnoilla (ks. luku 2.7.5.). 
Dynamiikkaa voidaan lähestyä varsin erilaisista lähtökohdista ja tavoitteista käsin. Tässä 
tutkimuksessa tavoitteena on aineiston analyysin pohjalta kuvailla musiikintyylin 
tavanomaisia dynamiikan muotoja, joten esiteltyjen tutkimuksien menetelmät eivät ole 
suoraan sovellettavissa tähän tutkimukseen, mutta vastaavanlaisia elementtejä voidaan 
hyödyntää. Esittelen tarkemmin analyysimenetelmäni dynamiikan suhteen tässä 
tutkimuksessa luvuissa 4. ja 5.2.  
 Soinnin tutkiminen 
Sointia on tutkittu useiden eri musiikintyylien kohdalla moninaisilla työkaluilla. Sointi 
on moniulotteinen äänen ominaisuus, johon vaikuttaa ajalliset tapahtumat, etenkin äänen 
aluke, ja spektriin liittyvät ominaisuudet (McAdams 2013; Lerch 2012: 41–42). Tässä 
tutkimuksessa sointia vertaillaan yhdellä ja samalla instrumentilla esitettyjen eri 
kappaleiden välillä, joten alukkeen tarkastelu ei välttämättä tuo informatiivisinta sisältöä 
eri sointien ominaisuuksista. Sen sijaan tässä hyödynnetään spektrianalyysia, joka on 
menetelmä tarkastella äänen taajuussisältöä. Sen avulla voi tuoda konkreettista näyttöä 
yleensä hieman monitulkintaisiksi jäävistä laadullisista termeistä. 
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Spektrianalyysin työkaluina hyödynnetään kuvaajia, jotka laaditaan äänisignaalista 
Fourier-analyysilla. Tyypillisiä kuvausmuotoja ovat magnitudispektrit, sonogrammit ja 
kolmiulotteiset spektrogrammit. Magnitudispektri näyttää signaalin taajuussisällön 
komponenttien voimakkuudet. Se sopii mainiosti esimerkiksi soittimien yläsävelsarjojen 
tarkasteluun. Sonogrammilla tarkastellaan taajuussisällön kehittymistä suhteessa aikaan 
eli se on ikään kuin magnitudispektrin tarkastelemista toisesta näkökulmasta, niin että 
magnitudispektrikuvaajia on asetettu vierekkäin. Tässä kuvaajatyypissä voimakkuudet 
näytetään eri väreillä ja sävyillä, joten sen perusteella ei voida tehdä yhtä tarkkoja 
päätelmiä yksittäisten taajuuksien voimakkuuden suhteen kuin magnitudispektrillä, mutta 
käyttötarkoitus ratkaiseekin, onko se tarkoituksenmukaista. Sonogrammi sopii muun 
muassa kokonaisten kappaleiden taajuussisällön tarkasteluun, jolloin esimerkiksi sointiin 
perustuvat musiikin rakenteelliset ominaisuudet tulevat hyvin esille. Kolmiulotteinen 
spektrogrammi on edellä esiteltyjen kuvaajien yhdistelmä. Se sopii hyvin esimerkiksi 
osoittamaan soittimen äänen yläsävelsarjan sävelien kehittymistä ajan suhteen. (Lassfolk 
2013; Lassfolk 2014.) 
Spektriä voidaan analysoida kuvaajien lisäksi erilaisilla deskriptoreilla eli äänisignaalista 
taltioitavilla ja eri algoritmeilla laskettavilla ominaisuuksilla. Lerch (2012) esittelee 
tällaisten ominaisuuksien matemaattista perustaa ja sovellusmahdollisuuksia musiikin 
analysoimisessa. Eräs tällainen soinnin kehittymistä kuvaava deskriptori on spektrin 
korkeiden taajuuksien energian rajataajuus, joka kuvastaa, minkä taajuuden alapuolella 
on n prosenttia kokonaisenergiasta (engl. spectral rolloff, ks. Tzanetakis ja Cook 2002: 
294; Lerch 2012: 42). Yleisiä arvoja n:lle on 85 ja 95 (Lerch 2012: 42). 
Rajataajuuskäyrällä voidaan näin ollen kuvastaa soinnin kehittymistä esimerkiksi 
yläsävelsarjan sävelien keskinäisten voimakkuuksien vaihtelun suhteen. 
Shakuhachin kohdalla sointia on käsitelty usein esittelyosiossa yleisluontoisella tasolla 
(ks. luku 2.7.6.), mutta varsinaisesti tutkimuksen kohteena sointi on ollut Dayn (2009), 
Gutzwiller ja Bennettin (1991), Bolger ja Grifftihin (2005) ja Simonin (2014) kohdalla 
sekä akustiikan parissa tehdyissä tutkimuksissa. Lisäksi Wallmark (2012) hyödyntää 
spektrianalyysia argumentoinnissaan, vaikka sointi ei olekaan päätutkimuskohteena. 
Seuraavaksi esittelen tarkemmin, miten mainituissa tutkimuksissa sointia on lähestytty. 
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Kiku Day (2009) tutki väitöskirjassaan shakuhachin sointia vertaillessaan lakatun ja 
lakkaamattoman (ks. luku 2.1.) instrumentin eroja. Yhtenä tutkimusmenetelmänä oli 
aivosähkökäyrän tulkintaan perustuva analyysi. Day soitti kahta shakuhachia 
koehenkilöille, joiden kokemusta sointien eroista mielialaan – pääasiassa rauhallisuuteen 
– tulkittiin aivosähkökäyrän ja koehenkilön kommenttien perusteella. Johtopäätöksessä 
päädyttiin toteamaan, että soittimien välillä saattaa olla havaitsemiseen perustuvia eroja. 
(Day 2009: 75–82.) Lopputulos on syystäkin varsin varovainen ja itsestäänselvyyteen 
keskittyvä. Koehenkilöitä oli vain kaksi ja tutkimusasetelma itsessään oli kaikin puolin 
puutteellinen. Day (2009: 82) toteaakin itse, ettei testi vastaa tieteellisen tutkimuksen 
standardeja.  
Samassa väitöskirjassa Day (2009: 82–86; sama teksti julkaistu Day 2011: 80–82) tutkii 
niin ikään lakatun ja lakkaamattoman shakuhachin sointien eroja, mutta tällä kertaa 
magnitudispektreillä ja sonogrammeilla. Lakkaamattomassa soittimessa olisi hänen 
mukaansa tasaisemmin jakaantunutta kohinaa koko taajuusalueella verrattuna lakattuun, 
jonka kohina on keskittynyt muutamille alueille. Ikävä kyllä, kuten aivosähkökäyrän 
analysoimisen kohdalla, tämäkin tutkimus jättää toivomisen varaa. Analysoitavasta 
materiaalista ilmoitetaan vain, että soittimet ovat olleet eripituisia ja niillä on soitettu 
sävel ro. Myöskään analyysissa käytetyistä työkaluista ja menetelmistä ei sanota mitään. 
Esimerkiksi soinnin erilaisuutta on argumentoitu asettamalla kaksi sonogrammia 
vierekkäin, jotka toki näyttävät erilaisilta, mutta pelkästään ilmoitettujen pituuksien 
perusteella kuvaajien perusteet eroavat huomattavasti toisistaan,15 joten niistä on hankala 
mennä sanomaan juuri mitään lakkauksen merkityksestä, vaikka oletettaisiinkin, että 
muut kuvaajiin vaikuttavat seikat olisivat olleet vertailukelpoisia. 
Gutzwiller ja Bennett (1991) lähestyivät soinnin tutkimista spektrianalyysin kautta. He 
vertailivat soinnissa olevia eroja meri- ja kari-asennoissa magnitudispektrien ja 
kolmiulotteisten spektrogrammien avulla. Spektrit luotiin nopealla Fourier-muunnoksella. 
                                                          
15 Perussävelien ero on ylinousevan kvartin verran eli pidemmällä huilulla ro on G3 ja lyhemmällä C♯4. 
Sonogrammien 10000 hertsin taajuusalueella matalampi nuotti näyttäytyy paljon tiheämpänä, koska 
kuvaajaan mahtuu 15 harmonista kerrannaista enemmän kuin korkeammasta nuotista (jos oletetaan, että 
G3:n taajuus on 196 Hz ja C♯4 277 Hz, 10000 hertsiin mahtuu G3:n kerrannaisia 51ja C♯4:n 36). 
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Magnitudispektreistä selvisi, että meri-asennossa ylemmät harmoniset kerrannaiset ovat 
vaimeampia ja lisäksi reikien osittainen peittäminen korostaa tiettyjä komponentteja (mts. 
47). Kolmiulotteisilla kuvaajilla he hahmottelivat soinnin kehittymistä ajan suhteen. He 
osoittivat, että eri yläsävelsarjan sävelet saavuttavat huippunsa eri aikoihin. (Mts. 48.) 
Bolger ja Griffith (2005) tutkivat sointia aineistonaan honkyoku-kappale Kokū. He 
pyrkivät laatimaan menetelmän, jonka avulla pystyisi jaottelemaan kappaleessa olevia 
rakenteellisia elementtejä soinnin perusteella. Sointianalyysi koostui kolmesta osasta. 
Ensiksi musiikkisignaalille tehtiin lyhyen aikavälin Fourier-muunnos, jota käsiteltiin 
huippujen havaitsemisella (engl. peak detection routine) ikkunoinnista johtuvien 
artefaktien hylkäämiseksi, äänen intensiteetin muunnoksella äänekkyydeksi Fletcher-
Munson-käyrän mukaisesti ja lopulta spektristä poistettiin peittoilmiön takia 
epäolennaiseksi määritelty data (mts. 2–3). Seuraavaksi ikkunoidusta signaalista 
laskettiin sointia kuvaavia ominaisuuksia eli deskriptoreita neljällä menetelmällä: 
spektrin sentroidilla (engl. spectral centroid), epäsäännöllisyydellä (engl. irregularity), 
harmonisuudella (engl. harmonicity) ja karheudella (engl. roughness) (mts. 3–5). Lopuksi 
nämä deskriptorit klusteroitiin yhteen itseorganisoituvalla kartalla (engl. Self-Organising 
Feature Map, lyh. SOFM), jolloin samankaltaiset arvot päätyvät yhteen klusteriin ja 
erilaiset toiseen klusteriin, jolloin on mahdollista nähdä klusterien perusteella, missä 
kohdin tapahtuu muutoksia soinnissa (mts. 6–7). Analyysi perustui vain yhden kappaleen 
yhden äänisolun – joka tosin toistui useita kertoja – tutkimiseen, joten varsinaiset tulokset 
jäävät selitysvoimaltaan vaatimattomiksi, mutta hyödynnetyt deskriptorit vaikuttavat 
tarkoituksenmukaisilta soinnin analysoimisessa, joten hyödynnän vastaavia työkaluja 
myös tämän tutkimuksen analyyseissa (ks. luku 4.).  
Simon (2014) tutki shakuhachin esitystekniikoita transkriptioilla ja, tämän tutkimuksen 
kannalta relevantimmalla menetelmällä, spektrianalyysilla. Hänen tutkimuksensa 
aineistona oli Aoki Reibo II:n ja Yamaguchi Gorōn esittämät versiot kappaleesta Sokaku 
Reibo (mts 7). Analyyseja varten soinnin muutokset oli jaettu kolmeen kategoriaan sen 
perusteella, mikä ominaisuus aiheuttaa muutokset: 1) ansatsi ja ilmanpaine, 2) 
hengityksen äänet ja 3) multifoniset efektit (mts. 18). Myös sormitukset hahmotettiin 
sointimuutoksien lähteenä. Analyysityökaluina käytettiin SPEAR-, Melodyne- ja Praat-
ohjelmia. Tärkeimmässä roolissa oli SPEAR, jolla voi luoda eräänlaisia sonogrammeja. 
 37 
 
Sinänsä tutkimuksessa on järkevästi jaoteltu sointiin vaikuttavia muutostekijöitä ja 
spektrianalyysi olisi varmasti sopiva havainnollistamaan asiaa, mutta SPEAR:ia 
sopivimpiakin työkaluja olisi erojen selvittämiseksi, koska ohjelman visuaalinen 
esitystapa on kaikkea muuta kuin tarkoituksenmukainen – toisin kuin tyypilliset 
sonogrammien luomiseen tarkoitetut ohjelmat, SPEAR pyrkii korostamaan harmonisia 
komponentteja interpoloimalla huippujen välisiä kohtia yhtenäisten viivojen luomiseksi 
(ks. Klingbeil 2005). Tällainen korkeamman tason representaatio saattaa joissain 
tapauksissa olla sopiva, mutta shakuhachin kohinaiseen sointiin sen hyödyntäminen ei 
välttämättä ole järkevää. 
Wallmark (2012: 5–7) havainnollistaa shakuhachi-musiikin kahtiajakautumista musiikki-
instrumentiksi ja uskonnollis-filosofis-luonnolliseksi entiteetiksi sonogrammeilla. 
Jälkimmäisen tapauksessa kuvaajasta on havaittavissa vähemmän yläsävelsarjan säveliä 
ja selkeästi enemmän kohinaa kuin niin sanotun musiikki-instrumentin kohdalla. 
Toisaalta kuvaajat eivät välttämättä ole tarkoituksenmukaiset vertailuun; niin sanotusti 
ei-musiikillista shakuhachin soittamista havainnollistavassa esimerkissä pohjakohinataso 
on selvästi korkeampi kuin toisessa. Mikä mahtaa olla kuvaajissa äänitysprosessin 
merkitys? Tähän kysymykseen palataan soinnin analysointia käsittelevässä luvussa 6. 
Soinnin tutkimiseen liittyy myös akustiikan parissa tehdyt tutkimukset. Terada (1907) 
tutki jo viime vuosisadan alussa shakuhachin akustisia ominaisuuksia liittyen etenkin 
vireen säilymiseen ansatsin muutoksissa. Ando (1986) tutki shakuhachien 
tuloadmittanssia ja resonanssia. Yoshikawa ja Kajiwara (2014) tutkivat shakuhachien 
ristisormituksia. Vaikka akustiikan parissa tehty tutkimus on tärkeää shakuhachin soinnin 
tutkimisessa, tämän tutkimuksen analyysin kannalta menetelmät eivät ole kuitenkaan 
olennaisia. Tutkimusten varsinaiset sointiin liittyvät pohdinnat jäivät myös olemattomiksi. 
 Klusteroinnin perusteet 
Klusterointi on tiedonlouhinnan menetelmä, jolla samankaltaiset alkiot ryhmitellään 
yhteen ja erilaiset alkiot erotetaan toisistaan (Han ym. 2012: 443–444). Tässä 
tutkimuksessa menetelmää hyödynnetään honkyokun dynamiikan ja soinnin 
analysoimiseen klusteroimalla ominaisuuksia kuvaavat signaalit kategorioihin. Esittelen 
tässä alaluvussa klusteroinnin perusperiaatteet. 
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Tiedonlouhinnan luokitteluperiaatteet voidaan jakaa ohjattuihin ja ohjaamattomiin 
menetelmiin. Ohjattuja menetelmiä ovat järjestelmät, jossa luokittelija opetetaan 
toimimaan ennalta määrättyjen ohjeiden perusteella. (Han ym. 2012: 445.) Tällaisia ovat 
muun muassa neuroverkkomallinnukset, kuten self-organizing map, jota hyödynnettiin 
esimerkiksi edellisessä luvussa esitellyssä Bolger ja Griffithin (2005) tutkimuksessa. 
Tällaiset menetelmät tarvitsevat ennakkotietoja tutkittavasta materiaalista. 
Ohjaamattomissa menetelmissä data ryhmitellään laskennallisesti alkioiden 
samankaltaisuuksien ja eroavaisuuksien perustella. Tällaista ryhmittelyä kutsutaan 
klusteroinniksi tai automaattiseksi luokitteluksi (Han ym. 2012: 444–445). Lopullisten – 
tutkimuksen kannalta oleellisten – ryhmien saavuttaminen perustuu klusteroinnin 
hyödyntämiseen tutkimustyökaluna (engl. exploratory tool). Dataa klusteroidaan eri 
parametreilla, jolloin nähdään, minkälaisia kokonaisuuksia datasta ylipäätänsä on 
saatavissa. 
Erilaisia klusterointimenetelmiä on kehitetty viimeisten vuosikymmenien aikana lukuisia. 
Han ja kollegat (2012: 443, 448–450) jaottelevat menetelmät osittaviin, hierarkkisiin, 
tiheyspohjaisiin ja ristikkopohjaisiin menetelmiin.16 Tässä tutkimuksessa hyödynnetään 
kahta ensimmäistä, joten keskityn menetelmien esittelyssä niihin. 
Osittavissa menetelmissä data jaetaan käyttäjän määrittelemään määrään klustereita 
jakamalla data kerralla ja – tyypillisimmissä menetelmissä – kukin alkio asettuu vain 
yhteen klusteriin (mts. 448). Tässä tutkimuksessa hyödynnetään k:n keskiarvon sekä k:n 
medoidin klusterointimenetelmiä, jotka kuuluvat osittaviin menetelmiin. K:n keskiarvon 
klusterointimenetelmä on yksi vanhimmista klusterointimenetelmistä. Musiikin osalta 
sitä on hyödynnetty esimerkiksi tyyliin vaikuttavien ominaisuuksien ryhmittelyssä, jotta 
ohjelma löytäisi kuuntelijan mieltymyksiin sopivaa materiaalia (esim. Kim ym. 2007; 
Logan ja Salomon 2001). Seuraavaksi havainnollistan tarkemmin näiden menetelmien 
toimintaperiaatteet esimerkkitapauksella.17 
                                                          
16  Tiedonlouhinnan termien suomennokset perustuvat pääasiassa Pirjo Moenin (2017) keräämään 
sanastoon. 
17 Menetelmän laskennallisesta perustasta ja käytöstä muihin tapauksiin (ks. Han ym. 2012: 451–454). 
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Kuvassa 5 on esitetty kolme verhokäyrää, jotka eroavat toisistaan äänen alukkeen 
voimakkuuden, äänen ylläpitovaiheen voimakkuuden tason ja äänen vapauttamisen 
jälkeen hiljaisuuteen hiipumiseen menevän ajan perusteella. Näiden ominaisuuksien 
pohjalta on luotu viisitoista signaalia, joiden perusteena on ollut yksi kolmesta 
ohjeistuksesta: 1) signaali, joka koostuu voimakkaasta alukkeesta, vaimeasta 
ylläpitovaiheesta ja pitkästä vapautusajasta, 2) signaali, joka koostuu voimakkaasta 
alukkeesta, voimakkaasta ylläpitovaiheesta ja lyhyestä vapautusajasta sekä 3) signaali, 
joka koostuu kohtalaisesta alukkeesta, kohtalaisesta ylläpitovaiheesta ja kohtalaisesta 
vapautusajasta. Kuvassa 6 kukin signaali on visualisoitu näiden ominaisuuksien 
perusteella pisteinä kolmiulotteisessa avaruudessa. Vasemmassa ylänurkassa alkiot ovat 
alkuvaiheessa. Kuvaajasta on jo nähtävissä, että aineisto koostuu kolmesta ryhmästä, 
mutta klusteroinnin toimintaperiaatteen havainnollistamiseksi signaalit on luotu 
mahdollisimman selvästi tiettyihin klustereihin kuuluvaksi. 
Ensiksi määritetään, mikä on k:n arvo, toisin sanoen kuinka monta klusteria halutaan 
muodostaa. Kuvaajan perusteella voidaan määrittää k:n arvoksi kolme. Kuvan 6 oikeassa 
yläkulmassa on k:n keskiarvon klusterointimenetelmän ensimmäinen askel eli iteraatio. 
Aineistoon asetetaan satunnaisesti kolme pistettä eli sentroidia. Kustakin alkiosta 
lasketaan etäisyys lähimpään sentrodiin. Etäisyys voi olla esimerkiksi euklidinen etäisyys, 
joka on yksinkertaisin etäisyysmitta, mikä tarkoittaa käytännössä kahden pisteen välisen 
etäisyyden suoraa mittaamista ikään kuin viivoittimella vedettäisiin suora pisteiden 
välille. Sentroidien ympärille muodostuu nyt ensimmäiset klusterit, joita merkitään 
kolmella eri värillä. Seuraavaan iteraatioon siirryttäessä sentroidit siirretään klusteriin 
kuuluvien pisteiden keskiarvoon. Sentroidin liikkumisen takia osa alkioista saattaa 
vaihtaa klusteria, johon se sopisi paremmin (ks. kuva 6 vasen alakulma). Tätä prosessia 
jatketaan, kunnes sentroidin asettaminen alkioiden keskiarvoon ei enää muuta alkioiden 
ryhmittelyä, toisin sanoen laskenta konvergoituu (ks. kuva 6 oikea alakulma). 
Kuva 5: Verhokäyriä k:n keskiarvon klusterointimenetelmän toiminnan demonstroimista varten. 
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Joissain tapauksissa aloituspisteet saattavat osua sen verran epätarkoituksenmukaisiin 
kohtiin, että konvergoituminen tapahtuu, vaikka klusterointi ei olisikaan paras 
mahdollinen (Han ym. 2012: 453). Esimerkiksi kuvan 6 ryhmien tapauksessa kolmesta 
ensimmäisestä sentroidista yksi olisi saattanut osua keskelle kahta rykelmää ja kaksi 
muuta sentroidia olisivat voineet asettua hyvin lähelle kolmatta rykelmää, jolloin se 
jaettaisiin kahteen klusteriin ja kaksi muuta rykelmää asettuisivat yhteen klusteriin, mikä 
ei tieteenkään olisi tarkoituksenmukaista. Käytännössä ensimmäisten pisteiden sijaintia 
voidaan pyrkiä optimoimaan laskennallisesti. 18  Lisäksi k:n keskiarvoa käytettäessä 
laskenta usein toistetaan eri aloituspisteillä, jolloin epätarkoituksenmukaisesti asetettujen 
aloituspisteiden merkitys voidaan minimoida (Han ym. 2012: 453). Eri toistoista valitaan 
se, jonka sentroidit ovat lähimpänä vastaavia alkioitaan. 
                                                          
18  MATLAB-ohjelmistossa k:n keskiarvon klusterointimenetelmän aloituspisteinä käytetään 
oletusarvoisesti k-means++-algoritmia (ks. Arthur ja Vassilvitskii 2007). 
Kuva 6: Esimerkki k:n keskiarvon klusterointimenetelmän toiminnasta. Ympyrät viittaavat signaaleihin ja 
X-merkit sentroideihin. Y-akselilla on äänen vapauttamisen jälkeisen hiipumiseen menevä aika, x-akselilla 
äänen ylläpidon amplitudi ja z-akselilla alukkeen voimakkuus. 
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K:n medoidin ryhmittelyanalyysi toimii vastaavalla tavalla, mutta keskiarvoon 
perustuvan sentroidin sijaan käytetään mediaania, eli keskimmäistä alkiota. Menetelmä 
sopii paremmin aineistoihin, joissa saattaa olla poikkeavia havaintoja, koska poikkeavat 
havainnot voivat vaikuttaa keskiarvoon perustuvaan sentroidiin niin paljon, että klusterin 
raja liikkuu, jolloin siihen kuuluvat alkiot vaihtavat toiseen klusteriin, mikä ei välttämättä 
ole tarkoituksenmukaista. (Han ym. 2012: 454–455.) 
Mikä tahansa aineisto on klusteroitavissa, mutta tuloksen toimivuutta ja luotettavuutta 
täytyy arvioida. Jos alkioiden välinen rakenne on satunnaista, klusterointi ei ole 
mielekästä. (Han ym. 2012: 484.) Klusteroinnin toimivuutta voidaan arvioida esimerkiksi 
siluettikuvaajalla (ks. kuva 7). Siluettikuvaajassa alkioille annetaan arvo välillä ± 1, jossa 
negatiiviset arvot tarkoittavat, että alkio on todennäköisesti väärässä klusterissa ja 
positiiviset arvot ilmaisevat, kuinka hyvin se kuuluu vastaavaan klusteriin (Han ym. 
2012: 489–490; Vehkalahti 2014: 167–168). Kuvassa 7 on siluettikuvaaja yllä olevan 
esimerkin klustereista. Kuvaajasta on nähtävissä, että klusterointi on onnistunut hyvin, 
koska alkiot ovat saaneet tasaisesti korkeita arvoja lähelle yhtä. 
Kuva 7: Siluettikuvaaja kuvan 6 esimerkin klustereista. 
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Hierarkkisissa menetelmissä klusterointi tapahtuu joko kokoavasti tai jakavasti; kukin 
samankaltainen alkio yhdistetään toisiinsa, kunnes kaikki alkiot kuuluvat yhteen 
klusteriin tai aluksi kaikki kuuluvat yhteen ja alkiot jaetaan erilleen toisistaan, kunnes 
kukin alkio on omassa klusterissaan (Han ym. 2012: 449–450).  Klusteroinnista syntyy 
dendrogrammi eli puumainen kuvaaja, jossa kukin klusterointi näytetään suhteessa 
toisiinsa, joten eri klustereiden määrien vaikutusta voidaan tarkastella (mts. 460). 
Perusasetelmassaan hierarkkisen klusteroinnin heikkous on kunkin jaon tai yhdistämisen 
jäykkyys – alkiota ei enää oteta huomioon seuraavien vaiheiden muissa haarautumisissa 
(mts. 458). Menetelmän hyvänä puolena on mahdollisuus tarkastella klusterointia eri 
tasoilla, toisin sanoen eri klustereiden määrällä (mts. 457–458). Lisäksi dendrogrammia 
tarkastelemalla voidaan arvioida eri klustereiden yhdistämisien toimivuutta (mts. 457, 
460). Kuvassa 8 on aiemman esimerkin viidentoista signaalin dendrogrammi. Kuvaajasta 
on nähtävissä, millä tasolla signaalit on yhdistetty toisiinsa. Kolme klusteria muodostuu 
selkeästi. Vaakaviivat osoittavat, millä etäisyysmitan arvolla klusterointi tehdään. Näin 
ollen kuvaajasta voidaan päätellä, että mikäli halutaan pienempi määrä klustereita, täytyy 
yhteen liittämisen kriteeriä nostaa moninkertaisesti, mutta silloin signaalit eivät 
välttämättä olisi enää samankaltaisia. 
Hiearkkisessa klusteroinnissa signaalien vertaileminen voidaan tehdä niin ikään 
euklidisessa avaruudessa, kuten osittavissa klusterointimenetelmissä. Kuitenkin 
yksittäisten signaalien vertailemisen ja yhdistämisen lisäksi hiearkkisessa klusteroinnissa 
Kuva 8: Esimerkki kokoavan hiearkkisen klusteroinnin dendrogrammista. X-akselilla on kukin signaali 
numeroituna. Y-akselilla osoitetaan etäisyys, jossa alkiot ja klusterit yhdistetään toisiinsa. 
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tulee vastaan klustereiden vertaaminen keskenään ja niiden yhdistäminen, silloin kun 
klusterissa on useampi kuin yksi alkio. Miten klustereita verrataan keskenään? 
Klustereiden vertailemisen menetelmää kutsutaan linkitykseksi (engl. linkage). 
Tyypillisiä linkitysperiaatteita ovat lähimmän naapurin menetelmä, kauimman naapurin 
menetelmä, keskiarvo, mediaani ja Wardin menetelmä. Lähimmän naapurin 
menetelmässä verrataan yhdistettävien klustereiden alkioita, jotka ovat mahdollisimman 
samankaltaisia, toisin sanoen vertailtavat alkiot ovat klustereiden kaikista pisteistä ne 
kaksi, jotka ovat lähimpänä toisiaan (Han ym. 2012: 461). Kuvassa 9 on visualisoitu eri 
linkitysmenetelmiä. Punaisella viivalla kuvataan kahden yhdistettävän klusterin 
lähimmäisiä alkioita. Kauimman naapurin menetelmässä valitaan kaksi alkioita klusterin 
kuvaajaksi sen perustella, mitkä ovat mahdollisimman erilaisia, toisin sanoen kaukana 
toisistaan (mts. 462; ks. kuva 9 magenta viiva). Keskiarvossa vertaillaan kunkin alkion 
keskiarvoja toisiinsa. Sentroidi-menetelmissä linkitys perustuu klusterin alkioiden 
keskiarvojen tai mediaanien vertailuun. Wardin menetelmässä klustereiden 
muodostamisessa pyritään mahdollisimman pieneen etäisyyksien varianssiin kaikkien 
alkioiden suhteen. (MathWorks 2017.) 
   
Kuva 9: Esimerkki klustereiden linkittämisestä lähimmän ja kauimman naapurin suhteen. 
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4. HONKYOKUSTA ÄÄNISOLUIKSI – ÄÄNISOLUISTA 
KATEGORIOIHIN 
Edellisissä luvuissa perehdyttiin shakuhachin perusteisiin, honkyokun ominaisuuksiin 
sekä analyysin kannalta oleellisiin metodologisiin näkökohtiin ja työkaluihin. Tässä 
luvussa esittelen aineiston sekä analyysimenetelmäni shakuhachin honkyoku-musiikin 
dynamiikan ja soinnin tutkimiseen. 
Tämän tutkimuksen tarkoituksena on selvittää, millä tavoin dynamiikkaa ja sointia 
käsitellään honkyoku-musiikissa. Kuten luvuissa 2.7.5. ja 2.7.6. esittelin, molempia 
ominaisuuksia on käsitelty yleisemmällä tasolla, mutta tässä tutkimuksessa luon 
laskennallista musiikkianalyysia hyödyntäen kuvauksen dynamiikasta ja soinnista 
pohjautuen suureen aineistoon. Dynamiikkaa ja sointia voidaan lähestyä yksittäisten 
kappaleiden kautta, kuten käy ilmi luvussa 3 esittelemissäni tutkimuksissa, mutta niiden 
tulosten yleistettävyys kokonaiseen musiikintyyliin on kyseenalaista. Laskennallinen 
analyysi laajasta aineistosta saattaa valottaa yleistettävämmällä tasolla musiikintyylin 
ominaisuuksia. Tosin tässäkään tutkimuksessa ei ole varsinaisesti tarkasti rajattua 
populaatiota, jota voitaisiin tutkia satunnaisotannalla, vaan tilastotieteellisessä mielessä 
kyseessä on näyte. Joka tapauksessa laaja näyte kuvastaa kattavammin tyyliä kuin 
yksittäinen kappale yhdeltä esittäjältä. Deskriptiivisen tavoitteen lisäksi analyysissa on 
tarkoitus vertailla soittajien välisiä yhtäläisyyksiä ja eroja. 
Analyysin pääasiallisena työkaluna on MATLAB-laskentaohjelmointiympäristö, jonka 
kautta käytetään työkalu-ohjelmistoja (engl. toolbox). Analyysissa hyödynnetään 
Jyväskylän yliopistossa kehitettyä MIRtoolboxia (ks. Lartillot ja Toiviainen 2007) sekä 
MathWorksin Statistics and Machine Learning Toolboxia. Kummallakaan ei tiettävästi 
ole tutkittu juuri shakuhachi-musiikkia, mutta MIRtoolboxia on hyödynnetty useissa 
musiikkitieteellisissä tutkimuksissa, esimerkiksi Lartillot (2012) pyrki kehittämään 
automatisoitua transkriptiota ney-huilun musiikista. Tutkimus sivuaa tämän analyysin 
aihepiiriä sikäli, että ney-huilua ja shakuhachia on usein vertailtu keskenään (ks. 





Analysoitava materiaali koostuu kolmentoista soittajan 5911 äänisolusta. Kultakin 
soittajalta on 215–686 äänisolua. Aineisto on rajattu japanilaisiin muusikoihin. 
Tarkoituksenani ei ole toisintaa myyttistä japanilaista essentiaalisuutta (ks. sivu 16 
alaviite 9), jonka mukaan vain japanilainen voisi ymmärtää shakuhachi-musiikkia, mutta 
rajauksella aineisto pysyy tutkimuksen kannalta järkevissä rajoissa. Kaikkia kohtia ei ole 
pystytty automatisoimaan, joten valtavan aineiston läpikäyminen ei olisi ollut mahdollista, 
ja lisäksi haluan tuntea analysoitavan materiaalin mahdollisimman hyvin, koska 
tutkimusmenetelmä ei ole vakiintunut.  
Analyysimateriaali on CD-laatuista eli näytteenottotaajuus on 44100 hertsiä ja 
erottelutarkkuus 16 bittiä. Toisaalta, vaikka formaatti onkin yhtäläinen, äänitteiden välillä 
on huomattavasti eroja esimerkiksi pohjakohinatason, tilan ja epäilemättä myös 
mikrofonivalintojen suhteen, mikä johtaa epätarkkuuksiin analyysissa. Yhtä kaikki olen 
päättänyt käyttää valmista aineistoa ekologisen validiteetin takaamiseksi. Epäyhtenäisen 
analyysimateriaalin ei-musiikillisten ominaisuuksien merkitystä olen pyrkinyt 
minimoimaan jättämällä pois materiaalin, jossa vaikuttaa olevan paljon teknisiä ongelmia 
(ks. liite 2). Esimerkiksi pohjakohinataso on muutamissa kappaleissa sen verran korkea, 
että todennäköisesti hiljaiset kohdat sekoittuvat taustaan liikaa. Muutamissa äänityksissä 
on kuultavissa äänitysteknisiä ja mahdollisesti formaattimuutoksista johtuvia artefakteja 
tai muita ongelmia, esimerkiksi Taniguchin äänitykset kuulostaa tehdyn nauhalle, josta 
vanhaa materiaalia ei ole täysin poistettu. 
Analyysiaineiston muusikot ovat Fukuda Teruhisa, Ishikawa Toshimitsu, Iwamoto 
Yoshikazu, Izumi Takeo, Kakizakai Kaoru, Mitsuhashi Kifū, Miyata Kōhachirō, Okuda 
Atsuya, Tajima Tadashi, Taniguchi Yoshinobu, Yamaguchi Gorō, Yokoyama Katsuya ja 
Zenyoji Keisuke. 
Fukuda (s. 1949) opiskeli Kinko-ryūn repertuaarin, ja myöhemmin hän on soittanut myös 
uudempaa shakuhachi-musiikkia. Vuonna 2002 hän aloitti oman koulukuntansa Hijiri-




Ishikawa on niin ikään Kinko-ryūn kasvatti, mutta hän on myös opiskellut muita 
perinteisiä honkyoku-kappaleita.  Hänen opettajinaan on toiminut Tajima Tadashi ja 
Yokoyama Katsuya. Hän on esiintynyt aktiivisesti 1990-luvulta saakka yksin ja erilaisissa 
yhtyeissä. (”Ishikawa” 2002.) 
Iwamoto (s. 1945) aloitti shakuhachin soittamisen teini-ikäisenä. Nuorena aikuisena hän 
opiskeli soolo-shakuhachia Onishi Baisenin ja myöhemmin Yokoyama Katsuyan 
johdolla. Iwamoto esittää perinteisen honkyokun lisäksi myös yhtyemusiikkia ja 
nykymusiikkia. Hän opetti shakuhachin soittamista 1970-luvullaYhdysvalloissa ja 1980-
luvulta lähtien Englannissa. (Lecomte 1996.) 
Izumi soittaa honkyoku-kappaleet lakkaamattomalla shakuhachilla. Hänen tyylinsä 
perustuu Watazumi Dōson tyyliin, dōkyokuun, jossa korostuu uskonnollisfilosofinen 
näkökulma. Izumin opettaja oli Yokoyama Katsuya, jonka Izumi huomioi olleen 
Watazumin oppilas. (”Izumi” 2007.)  
Kakizakai opiskeli honkyokua niin ikään Yokoyama Katsuyan ohjauksessa 1980-luvulla. 
1990-luvulta tähän päivään saakka hän on esiintynyt niin Japanissa kuin ulkomailla. Hän 
on toiminut myös ohjaajana shakuhachi-festivaaleilla. (”Kakizakai” 2009.) 
Mitsuhashi (s. 1950) opiskeli Kinko-ryūn tyyliä Sasaki Sōfun opastuksella ja Fuke-tyyliä 
Okamoto Chikugain ohjauksessa. Hän on esiintynyt useita kertoja Japanissa ja muualla 
maailmalla, levyttänyt perinne- ja nykymusiikkia sekä voittanut erinäisiä 
musiikkipalkintoja. Hän on Kinko-ryūn mestari ja aktiivinen opettaja. (Kayū 2003.) 
Miyata (s. 1938) ei kuulu mihinkään koulukuntaan vaan hän on kehittänyt omanlaisensa 
tyylin. Hän on soittanut ja opettanut shakuhachi-musiikkia useita vuosikymmeniä. 
(”Miyata Kōhachirō shakuhachi purofiiru” 2017.) 
Okuda oli alun perin jazz-trumpetisti, mutta hän jätti sen taakseen opiskellakseen 
shakuhachia. Okuda soittaa yksiosaista lakkaamatonta shakuhachia, ja hän pyrkii 
musiikissaan Watazumia seuraten zen-buddhalaisuuden juurille. (Okuda 2015.) 
Tajima (s. 1942) aloitti shakuhachin soiton Tozan-ryūssa, josta hän jatkoi Chikuho-
ryūhun. Sittemmin hänen tyylinsä on laajentunut koulukuntarajojen yli ja 
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perinnemusiikista nykymusiikkiin. Hän on myös opiskellut shakuhachin soittoa 
Yokoyama Katsuyan ohjauksessa. (Yamaguti 1999.) 
Taniguchi on palkittu shakuhachin mestari, mutta hän esiintyy vain harvakseltaan. Hän 
on ollut Aoki Reibon, Yamaguchi Gorōn ja Yokoyama Katsuyan oppilaana. (Levenson 
2001: 7.) Taniguchi (2001) korostaa zen-buddhalaisuutta ja oman äänen löytämistä 
honkyokun soittamisessa. 
Yamaguchi (1933–1999) oli Kinko-ryūn Chikumeisha-linjan johtaja, merkittävä 
muusikko ja nuorin jūyō mukei bunka-zai -tittelin19 saanut henkilö (Linder 2010). 
Yokoyama (1934–2010) on yksi merkittävimpiä 1900-luvun shakuhachin soittajia. Hän 
aloitti Azuma- ja Kinko-tyylien opiskelulla ja myöhemmin hän oli Fukuda Randōn sekä 
Watasumi Dōson oppilas. Perinteisen musiikin lisäksi hän oli tärkeässä asemassa uuden 
shakuhachi-musiikin esiintuomisessa. Esimerkiksi hän soitti Takemitsu Tōrun November 
Steps -kappaleen ensiesityksessä. (Kojima 1980; Tokumaru 1993: 53.) 
Zenyoji on aktiivinen esiintyjä ja opettaja. Hän opiskeli Yamaguchi Gorōn opastuksella, 
mutta Kinko-ryūn lisäksi hän hallitsee Kinpu-ryū nezasa-han tyylin. (European 
Shakuhachi Society 2017.)  
                                                          
19 Jūyō mukei bunka-zai (重要無形文化財) on titteli, jonka Japanin hallinto antaa taiteilijoille tunnustuksena 
erinomaisesta työstä kulttuurin saralla (Agency for Cultural Affairs, Government of Japan 2017). 
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 Analyysin eteneminen 
Dynamiikan analyysi koostuu seuraavista osista:20 
1. Äänitiedostot tallennetaan CD:iltä wav-tiedostoiksi. 
2. Kappaleet jaotellaan hengityksien kohdalta.21 
3. Materiaalista luodaan verhokäyrät MIRtoolboxin mirenvelope-funktiolla. Vertailun 
mahdollistamiseksi verhokäyrä normalisoidaan kappaleittain välille 0–1.22 
4. Äänisolujen verhokäyrät tallennetaan matriisiin, jota voidaan käsitellä MIRtoolboxin 
ulkopuolella Matlabin muilla työkaluilla. 
5. Jaotellaan signaalit k:n medoidin klusterointimenetelmällä eri kategorioihin. 
6. Luodaan soittajien tyyleistä profiilit, jotka perustuvat siihen, kuinka monta prosenttia 
äänisoluista kuuluu eri kategorioihin. 
7. Ryhmitellään soittajat tyyliprofiilien perusteella. 
Lerch (2012: 4–5) jakaa signaalista tehtävät reduktiot – esimerkiksi yllä mainittu 
verhokäyrä on reduktio – matalan tason ja korkean tason ominaisuuksiksi. Matalalla hän 
viittaa ominaisuuteen, joka antaa signaalista arvon, joka ei välttämättä suoraan merkitse 
ihmiselle jotain tiettyä musiikillista parametria. Sitä vastoin korkean tason ominaisuudet 
voidaan ymmärtää sellaisenaan. (Mp.) Verhokäyrää voidaan pitää tässä tutkimuksessa 
                                                          
20 Liitteessä 3 on analyysiin käytetty MATLAB-skripti. Sen tarkoituksena ei ole niinkään uuden ohjelman 
luominen, vaan listata analyysissa käytetyt komennot ja parametrit, jotta tutkimus olisi toistettavissa. 
21  Ensimmäisessä pilottikokeessa aineiston jaotteleminen äänisoluiksi oli automatisoitu tehtäväksi 
automaattisesti hiljaisten kohtien perusteella. Lopputulos sopi vain osaan aineistosta. Jaottelun raja-arvojen 
optimoiminen koko aineistolle osoittautui mahdottomaksi tehtäväksi. Lisäksi vaikka jaottelu vaikutti 
hyvältä, se saattoi kuitenkin leikata äänisolun poikki liian aikaisin tai myöhään. Loppuen lopuksi kävin 
aineiston läpi samanaikaisesti kuuntelemalla ja aaltomuotokuvaajaa tarkkailemalla, ja asetin jakokohdat 
manuaalisesti. 
22  Näytteiden normalisoinnin ongelmana on pohjakohinatason nouseminen, mutta jos näytteitä ei 
normalisoida, klusterointi saattaa yhdistää esitykset, joissa signaali on kauttaaltaan hyvin vaimeaa sen 
sijaan, että se voisi keskittyä varsinaiseen verhokäyrän muotoon. 
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korkeamman tason ominaisuutena, toisin sanoen se kuvastaa varsin selvästi 
äänenvoimakkuuden vaihtelua. Soinnin arvioinnissa vastaavaa ei juuri ole. Periaatteessa 
sonogrammia voisi tarkastella, mutta laskennallinen kategorisointi sellaisesta olisi turhan 
monimutkaista. Sen sijaan sointia voidaan ajatella matalan tason ominaisuutena, toisin 
sanoen sointiin liittyviä tekijöitä voidaan taltioida datasta, mutta vertailemista varten data 
on ikään kuin nostettava korkeammalle tasolle. Tätä varten äänisolut ikkunoidaan, jonka 
jälkeen datasta voidaan hakea erilaisilla algoritmeilla sointia kuvaavia ominaisuuksia eli 
deskriptoreita (ks. myös luku 3.3.). Deskriptoreiden arvoja ketjuttamalla voidaan luoda 
soinnin kehittymistä kuvaavia käyriä. Lopputuloksena syntyviä käyriä voidaan käsitellä 
dynamiikan verhokäyrien tavoin. 
Kuvassa 10 on esimerkki rajataajuus-deskriptorin arvojen ketjuttamisesta syntyvä käyrä. 
Taustalla on sonogrammi ensimmäisestä 15 sekunnista Honshirabe-kappaleesta Tajima 
Tadashin tulkitsemana. Punaisella on merkitty taajuus, jonka alapuolella on 85 prosenttia 
kokonaisenergiasta. Sininen viiva kuvastaa verhokäyrää. Kuvaajasta tulee selvinten esille 
Kuva 10: Sonogrammi, verhokäyrä sinisellä ja 85 prosentin rajataajuuskäyrä punaisella. 
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hiljaisten kohtien vaikutus rajataajuuskäyrään. Jotta käyrällä voitaisiin esittää 
mielekkäästi nimenomaan soivan materiaalin spektrin kehittymistä, hiljaiset kohdat 
täytyy poistaa analyyseista. Hiljaiset kohdat voidaan poistaa analyysista esimerkiksi 
silloin, kun signaali vaimenee asetetun tehollisarvon (engl. root mean square, lyh. RMS) 
rajan alapuolelle. Muuten käyrä vaikuttaa menevän tarkoituksenmukaisesti suhteessa 
sonogrammiin; äänien alukkeissa näkyy eräänlainen pylväs, jolloin rajataajuus myös 
nousee ja lisäksi lopussa näkyy pieni vaimeneminen korkeiden taajuuksien osalta.  
Muita tähän tutkimukseen sopivia deskriptoreita ovat:  
- Spektrin muuttuvuus (engl. spectral flux), joka kuvaa spektrissä tapahtuvia 
muutoksia. Mitä suurempi ero edelliseen näytteeseen, sitä suurempi arvo. (Ks. 
Lerch 2012: 44.) 
- Spektrin sentroidi (engl. spectral centroid), joka korreloi kirkkauden ja 
terävyyden kanssa (Lerch 2012: 45). 
- Nollakohtien ylitysten tahti (engl. zero-crossing rate), jolla voidaan arvioida 
signaalin korkeiden taajuuksien määrää ja periodisuutta; mitä kohinaisempi ääni, 
sitä suurempi nollakohtien ylitysten tahti on (Lerch 2012: 62–63). 
Deskriptoreiden toiminnalla tyypillisissä tapauksissa ei ole niinkään merkitystä, kuten ei 
myöskään absoluuttisilla arvoilla. Esimerkiksi soittajalla saattaa olla matalaääninen 
lakkaamaton shakuhachi, jolloin spektrin sentroidi tuottaa matalia arvoja tai 
korkeaääninen lakattu shakuhachi, jolloin vastaavat arvot ovat korkeita, mutta näiden 
perusteella ei ole mielekästä selvittää nimenomaan soittotyyliä. Tämän tutkimuksen 
osalta kiinnostavinta on muutos ja sen muoto. Shakuhachille on tyypillistä kohinaisuuden 
varioiminen, joten jos ääni alkaa esimerkiksi hyvin suhisevana, ja loppua kohden tiivistyy, 
edellä mainituilla deskriptoreilla pitäisi nähdä sointia kuvaava käyrä, joka alkaa ylhäältä 
ja laskee loppua kohden. Vastaavasti soittotyylit, joissa kohinaa lisätään äänisolun 
keskellä, tuottavat käyrän, joka alkaa matalta, nousee kohinan määrän mukaan ja laskee 
vastaavasti sen vähentyessä.  
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5. DYNAMIIKAN ANALYYSI 
Tässä luvussa esittelen analyysin tulokset dynamiikan osalta. Menetelmissä ilmeni 
merkittäviä ongelmia, minkä johdosta alaluvussa 4.2. esitetty analyysimenetelmä vaatii 
tarkennusta. Selvitän näitä tarkennuksia alaluvussa 5.2. ja menetelmän kehittämisen 
myötä syntyviä tuloksia alaluvussa 5.3. 
 Ensimmäisen analyysin tulokset 
Dynamiikan verhokäyrien k:n medoidin klusteroinnilla ei saavutettu 
tarkoituksenmukaisia kategorioita honkyoku-musiikin tyylin kuvailemista varten. 
Klusteroinnin toimivuuden arvioinnissa voidaan tarkastella klustereiden määrän 
sopivuutta siluettikuvaajalla. Siinä missä luvun 3.4. esimerkkiaineiston kolmen 
verhokäyrän esittelyssä siluettikuvaaja näytti tasaiselta, vastaavaa ei voida sanoa tästä 
aineistosta. Siluettikuvaajat eri klusterien määrillä näyttivät johdonmukaisesti 
ongelmallisilta, kuten on selvästi nähtävissä kuvan 11 esimerkin osalta, jossa on 
siluettikuvaaja, kun aineisto on ositettu viiteen klusteriin. 
Kuva 11: Siluettikuvaaja dynamiikan verhokäyrien klusteroinnista. 
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Kuvassa 12 on esitetty saman klusteroinnin tulos. Vaaleansinisellä on merkitty yksittäiset 
signaalit, tummansinisellä kategorian keskiarvo, violetilla keskihajonta23 ja punaisella 
mediaanisignaali, jonka suhteen klusterointi on toteutettu.  Klustereista voisi päätellä, että 
honkyoku-musiikki alkaa enemmän tai vähemmän voimakkaalla alukkeella, joka 
vaimenee vähitellen. Täytyy kuitenkin pitää mielessä, että klusteroinnin siluettiarvot 
jäivät heikoiksi. Lisäksi yksittäisten signaalien tarkastelun perusteella vaikuttaisi, ettei 
mediaani- tai keskiarvosignaali ole kovin kuvaava. Kuvassa 13 on muutama esimerkki 
signaaleista, jotka ovat kuuntelun perusteella tyypillisiä honkyoku-musiikissa, mutta jotka 
ovat hukkuneet klusteroinnissa massan alle. Ylärivillä vasemmalla on Gutzwillerin ja 
Bennettin (1991) kuvailun mukainen verhokäyrä. Ylhäällä keskellä on esimerkki 
äänisolusta, jossa on voimakas aluke ja astettainen vaimentuminen. Ylhäällä  oikealla ja 
                                                          
23 Keskihajonta kuvaa vaihtelun määrää keskiarvon ympärillä. 
Kuva 12: Aineisto ositettuna viiteen klusteriin. Y-akselilla on amplitudi ja x-akselilla näytteet. ”n” viittaa 
klusteriin kuuluvien signaalisen lukumäärään, ja prosentti ilmaisee, kuinka suuri osuus koko aineiston 
signaalien määrästä kuuluu kyseiseen klusteriin. 
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alhaalla vasemmalla on tyypillinen esimerkki nopeasta ja voimakkaasta alukkeesta, jonka 
jälkeen on pitkä, suhteellisen tasainen häntä. Alhaalla keskellä on esimerkki äänisolusta, 
jossa ei ole voimakasta aluketta vaan huippuun noustaan pikkuhiljaa ja samaten loppua 
kohden vaimenee asteittain. Alhaalla oikealla on esimerkki siitä, kuinka hengityksen 
väliin voi jäädä useampi sävel, joiden väliin jää ilmeisen hiljaisia kohtia. Varmasti etenkin 
näiden useista sävelistä koostuvien äänisolujen takia klusteroinnin tulos hämärtyy; ne 
tuottavat valtavasti vaihtelua, koska hiljaiset ja voimakkaat kohdat eivät osu mihinkään 
tiettyyn kohtaan äänisolussa. 
 Analyysimenetelmän kehittäminen 
Dynamiikka-aineiston osittamisessa klustereihin ilmeni selviä ongelmia, mutta 
menetelmää on mahdollista hioa tämän tutkimuksen piirissä. Ensinnäkin äänisolujen 
kestoissa on huomattavaa variaatiota, joten niiden vertaileminen suoraan ei ole 
välttämättä mielekästä. Aineisto olisi syytä jakaa pienempiin osakokonaisuuksiin, jotta 
vertailtavat äänisolut olisivat pituudeltaan samankaltaisia. 
Kuvassa 14 on esitetty äänisolujen määrät eri kestoilla. Kuvaajasta päätellen äänisolujen 
kestot ovat jakautuneet noin 10 sekunnin ympärille. Kaikkein pisimmät äänisolut eli 
pidemmät kuin 25 sekuntia ovat hyvin harvinaisia, joten niiden voisi olettaa olevan 
Kuva 13: Kuuntelun perusteella pääteltyjä tyypillisiä dynamiikan verhokäyriä. 
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poikkeavia havaintoja. Kaikkein pisimmissä äänisoluissa on saattanut tulla virhe 
merkitsemisvaiheessa, koska puhallinsoittajalle niin pitkien fraasien soittaminen alkaa 
olla äärirajoilla fyysisestikin. 
Varsinaisten poikkeavien havaintojen lisäksi – tai itse asiassa käytännössä samalla aikaa 
– rajaan aineistosta ensimmäiset ja viimeiset 2,5 persentiiliä24 äänisoluista. Ääripäissä 
signaaleja on sen verran vähän, ettei niiden poistaminen todennäköisesti juuri vaikuta 
tyypillisimipien kategorioiden kuvailuun, mutta jäljelle jäävä aineisto sopii 
poisjättämisen takia paremmin vertailtavaksi. Käytännössä 2,5 persentiilin rajat 
koskettavat äänisoluja, jotka ovat kestoltaan lyhyempiä kuin 3,7 sekuntia tai pidempiä 
kuin 19 sekuntia. Alle 3,7 sekunnin äänisoluissa varsinaiset dynaamiset kehittelyt eivät 
välttämättä muutenkaan ole kovin merkittäviä, joten leikkaaminen on perusteltua. Yli 19 
sekunnin äänisoluihin on saattanut päätyä useita fraaseja, joten ne eivät välttämättä 
käytännössä ole sopivinta materiaalia tyypillisimpien kategorioiden selvittämiselle. 
Lisäksi analyysi on syytä jakaa jo ennen klusterointia pienempiin osiin, niin että 
                                                          
24 Persentiili on kertymäfunktio, jolla osoitetaan, kuinka monta prosenttia aineistosta on käsitelty tiettyyn 
arvoon mennessä. Esimerkiksi kuvassa 14 aloitetaan kertymän laskeminen nollasta sekunnista. 9,6 
sekuntiin mennessä histogrammissa on esitetty puolet materiaalista eli se on 50 persentiilin raja. 
Kuva 14: Äänisolujen määrä kestojen mukaan. Punaiset viivat näyttävät persentiilejä eli, mihin sekuntiin 
mennessä on kasaantunut n prosenttia kokonaisaineistosta. 
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vertailtavien signaalien kestot ja ryhmissä olevien signaalien määrät ovat samankaltaisia. 
Tämä voidaan toteuttaa jakamalla aineisto persentiilien mukaan. Ensimmäinen 
persentiiliryhmä koostuu äänisoluista, jotka ovat persentiilien 2,5 ja 25 välillä eli 
sekunteina äänisolut, joiden kesto on välillä 3,7–7,3 sekuntia. Toinen ryhmä koostuu 
persentiilivälistä 25–50, sekunneissa 7,3–9,6; kolmas ryhmä persentiilit 50–75, 
sekunneissa 9,6–12,2 ja neljäs ryhmä välistä 75–97,5 eli sekunneissa 12,2–19. Siispä 
jatkoanalyyseissa klusterointi toteutetaan kullekin persentiiliryhmälle erikseen, jotta 
signaalien kestot – toisin sanoen esimerkiksi hiljaiset hännät, jotka ovat lyhyiden 
äänisolujen perässä – eivät dominoisi samankaltaisuutta arvioitaessa. 
Aineiston osittamisessa pienempiin osiin muodostui toiseksi ongelmaksi signaalien 
näytteiden määrä. Vaikka näytteiden määrä oli jo huomattavasti pienempi kuin 
äänitteiden näytteenottotaajuus, niiden määrä saattoi olla liian suuri laskennallisiin 
menetelmiin. Kuten kuvasta 12 voi nähdä, signaalit koostuivat kymmenistä tuhansista 
näytteistä. Ajallinen tarkkuus oli siis alle millisekunnin luokkaa, mikä on tarpeettoman 
tarkkaa dynamiikan tutkimiseen (vrt. luvussa 3.2. esitettyihin tutkimuksiin). 
Alipäästösuotimella signaalit voidaan yksinkertaistaa satoihin näytteisiin, jolloin 
ajallinen tarkkuus on 50 millisekuntia, ja silloinkin dynamiikasta erottuu vielä kaikki 
oleellinen informaatio, kuten alukkeiden voimakkaat piikit. Näytteiden määrää 
vähentämällä laskenta suoraviivaistuu ja nopeutuu huomattavasti. Lisäksi signaalista 
karsiutuu pois turhaa varianssia muodostavia pisteitä. 
Kolmas ongelma liittyy itse menetelmään; k:n medoidin klusterointimenetelmässä 
havainnot ositetaan ikään kuin yhdellä tasolla, toisin sanoen, kun viimeinen iteraatio on 
tehty eli keskimmäisen havainnon liikkuminen ei enää muuta klusteroinnin tulosta, 
aineiston osittaminen täytyy tehdä uudelleen, mikäli klusterien määrää tai niiden välistä 
suhdetta halutaan muuttaa. Tälle mahdollisesti tarkoituksenmukainen vaihtoehto olisi 
kokoava hierarkkinen klusterointi. Myös signaalien näytteiden, eli käytännössä 
ulottuvuuksien, suuren määrän takia signaalien läheisyyksien laskeminen saattaa olla 
hankalaa tai ainakin epäintuitiivista, joten läheisyyden arvioinnissa voisi käyttää 
euklidisen avaruuden etäisyysmittojen sijaan korrelaatiota. Tällä tavoin klusteroituna 
aineistoa voidaan tarkastella eri korrelaatiokertoimien tasolla ja signaalit, jotka eivät 
oikein sovi kunnolla mihinkään klusteriin voidaan jättää pois analyysista. Lopputulos ei 
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tietenkään enää kattaisi kuin osan materiaalista, mutta ne klusterit, jotka menetelmällä 
muodostetaan, kuvaisivat paremmin osaa aineistosta kuin klusterit, joihin otetaan koko 
aineisto, mutta joka liian suuren varianssin takia ei lopulta kuvaisi mitään kunnolla. 
Käytännössä tämä voidaan toteuttaa laskemalla korrelaatioon perustuva erilaisuus-
etäisyysmitta. Statistics and Machine Learning Toolbox sisältää funktion tällaiseen 
perustuvan etäisyysmitan laskemiseksi. Tyypillinen korrelaatiokerroin, jossa siis 1 viittaa 
positiiviseen lineaariseen riippuvuuteen, 0 riippumattomuuteen ja -1 negatiiviseen 
riippuvuuteen, muunnetaan erilaisuuskertoimeksi vähentämällä yhdestä 
korrelaatiokerroin. Esimerkiksi erilaisuuskerroin 0 vastaa korrelaatiokerrointa 1 ja 0,6 
vastaa korrelaatiokerrointa 0,4. Erilaisuuskerroin 1 vastaa korrelaatiokerrointa 0 ja 1,4 
vastaa korrelaatiokerrointa -0,4. Siispä skaala on ikään kuin käännetty ja asetettu väliltä 
-1–+1 välille 0–2. Erilaisuuskerroin sopii signaalien vertailuun hyvin, koska se tarjoaa 
intuitiivisestikin helposti lähestyttävän tavan arvioida signaalien samankaltaisuutta. Mitä 
lähempänä arvo on nollaa, sitä samankaltaisemmasta muodosta on kyse. Tärkein hyöty 
tästä etäisyysmitasta on kuitenkin klustereiden määrän asettamisessa; klusterointia 
kannattaa jatkaa vain siihen pisteeseen saakka, jossa voidaan ajatella signaalien vielä 
mielekkäästi olevan samankaltaisia. Esimerkiksi erilaisuuskertoimen ollessa 0,8 – eli 
vastaavan korrelaatiokertoimen ollessa 0,2 – signaalit eivät vastaa kovin hyvin toisiaan, 
joten mikäli klusterointi tehdään tällä tasolla, klusterin alkiot eivät välttämättä sovi kovin 
hyvin yhteen. Esimerkiksi kuvassa 15 on visualisoitu hiearkkista klusterointia, jossa 
korrelaatiota on käytetty etäisyysmittana. Kuvan vaakaviivat osoittavat, millä 
erilaisuuskertoimen tasolla klustereiden yhdistäminen on tapahtunut. 
Tässä analyysissa klustereiden linkitykseen sopii parhaiten kauimman naapurin 
menetelmä (ks. luku 3.4.), koska voidaan olettaa, että mikäli kaikkein erilaisimpien 
signaalien korrelaatiokerroin on korkea, myös muiden signaalien korrelaatiokertoimet 
ovat vähintään yhtä hyvät. Sitä paitsi lähimmän naapurin menetelmää hyödyntämällä 
saattaisi käydä niin, ettei klustereiden ääripäissä olevat signaalit olisivatkaan kovin 
läheisiä. Keskiarvosentroidiin perustuva menetelmä ei myöskään vaikuta hyvältä idealta, 
koska siinä tapauksessa klustereissa olevat poikkeavat havainnot saattavat muovata 
klusteria liikaa, eikä keskiarvosignaali välttämättä enää millään tavalla vastaa todellisia 
signaaleja. Ward, mediaani ja muut linkitystavat eivät ole Matlabin linkage-funktiossa 
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käytettävissä, silloin kun etäisyysmittana käytetään muita kuin euklidiseen avaruuteen 
perustuvia mittoja. 
 Toisen analyysin tulos 
Korrelaatioon ja kauimman naapurin menetelmään perustuva kokoava hierarkkinen 
klusterointi tuotti kaksikymmentä klusteria (ks. kuva 16), kun rajoiksi määriteltiin:  
1. Erilaisuuskertoimen maksimi: 0,6 (eli korrelaatiokerroin 0,4). 
2. Klusterissa täytyi olla äänisoluja vähintään prosentti koko aineistosta (eli yli 
kuusikymmentä signaalia). 
Eri kriteereillä tuotetuista analyyseista yllä esitetyt rajat muodostivat sopivan tasapainon 
samankaltaisuuden, klustereiden määrän ja klustereissa olevien signaalien määrän 
suhteen. Pienemmillä erilaisuuskertoimilla signaalinen määrät per klusteri jäivät niin 
pieniksi, että klusterin selitysvoimaisuus jäisi huomattavan vajavaiseksi. Sen sijaan 
suuremmilla erilaisuuskertoimilla kävisi kyseenalaiseksi, voiko yhteen klusteroituja 
signaaleja pitää riittävän samankaltaisina. Kuvassa 15 on esimerkki klusteroinnin 
dendrogrammeista lyhimpien äänisolujen osalta. Klusterit on osoitettu väreillä. 
Vasemmalla on klusteroinnit ennen signaalien poisrajaamista ja oikealla klusteroinnin 
jälkeen, toisin sanoen oikeanpuoleisesta on jätetty pois ne signaalit, jotka eivät ole 
riittävän samankaltaisia suurissa kokonaisuuksissa tarkasteltuina. Siispä oikeanpuoleiset 
kuvaavat signaaleja, joiden pohjalta tehdään tulkittavia klusterikuvaajia. 
Kuva 15: Dendrogrammit persenttiiliryhmän 2,5–25 hierarkkisesta klusteroinnista. Vasemmalla on 




Kuva 16: Hiearkkisen klusteroinnin tulos. Y-akselilla on amplitudi ja x-akselilla näytteet. n viittaa klusteriin 
kuuluvien signaalisen lukumäärään, ja prosentti ilmaisee, kuinka suuri osuus kategorioihin mukaan 
lasketuista signaaleista kuuluu kyseiseen klusteriin. 
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Edellä mainituilla kriteereillä muodostetuista kahdestakymmenestä klusterista kuusi 
koostuu persentiiliryhmän 2,5–25 äänisoluista, neljä perustuu ryhmään 25–50, kuusi 50–
75 ja loput neljä klusteria perustuvat persentiiliryhmän 75–97,5 äänisoluille. Kuvassa 16 
on esitetty klusteroinnin tulos. Rajauksien takia kuvaajissa esitettävien äänisolujen määrä 
on typistynyt 5911:sta 1869:ään eli kuvaajien kategoriat kattavat vain vajaa 32 prosenttia 
kokonaisaineistosta, mutta kuten mainitsin aikaisemmin, aineiston typistäminen on 
välttämätöntä, jotta kategoriat olisivat merkityksellisiä tutkimuksen tavoitteiden kannalta. 
Kuvaajista on selvästi nähtävissä dynamiikkakategorioiden moninaisuus, joka ei tullut 
ilmi k:n medoidin klusterointimenetelmällä (vrt. kuva 12). Osassa on samoja piirteitä eri 
kestoissa. Esimerkiksi kategoriat 10, 14 ja 18 vaikuttavat koostuvan pääpiirteittäin 
samankaltaisista muodoista; nopeasta voimakkaasta alukkeesta, joka asteittain vaimenee. 
Ne perustuvat eri persentiiliryhmiin, joten ne ovat tässä erillään toisistaan. Vastaavasti 
tulkitsisin kategoriat 9, 12 ja 20 yhtenäiseksi. Näillä kategorioilla on nopeahko, voimakas 
aluke ja sen jälkeen vaimeneminen sekä eräänlainen hiljainen häntä. Kategoriat 4, 5, 13 
ja 17 erottuvat varsin karaktäärisen seikan suhteen. Näissä kategorioissa on nähtävissä 
erillinen aluke, jonka jälkeen signaali vaimenee ennen etenemistä korkeimpaan huippuun. 
Kategorioissa 8, 15 ja 19 toistuu signaalin asteittainen voimistuminen korkeimpaan 
huippuun ja vastaavanlainen vaimeneminen. 
Kuvassa 17 on soittajien tyyliprofiilit, toisin sanoen kunkin soittajan tyyliä on kuvattu 
kategorioiden prosentuaalisilla osuuksilla, eli kuinka monta prosenttia kunkin soittajan 
äänisolujen kokonaismäärästä kuuluu eri kategorioihin. Esimerkiksi Tajiman äänisoluista 
valtaosa sijoittuu kategoriaan 18, joten pylväskaaviossa näkyy kyseistä kategoriaa 
vastaava väri suurimpana. Tyyliprofiilia tarkastelemalla on mahdollista tehdä tulkintoja 
soittajien tyylistä ja eri soittajia vertailemalla saattaisi olla mahdollista tehdä päätelmiä 
tyylien mahdollisista samankaltaisuuksista. Muusikkokohtaisesti äänisolujen määrät 
kuitenkin supistuivat varsin epätasaisesti, joten tulkintojen tekeminen ei ole mielekästä. 
Kuvassa 18 on taulukoitu kunkin soittajan alkuperäinen äänisolujen määrä, rajauksen 
jälkeen jäljelle jäänyt määrä, sekä prosentteina, kuinka paljon rajattu aineisto selittää 
kunkin soittajan tyylistä. Taulukosta selviää esimerkiksi, ettei kuvatut kategoriat juuri 
kosketa Izumin, Kakizakain ja Okudan tyyliä. Toisaalta Iwamoton tyyli tulee pääasiassa 




Muusikko Äänisolut (kpl) Äänisolut rajattu (kpl) Rajattu (%) 
Fukuda 667 198 30 
Ishikawa 334 224 67 
Iwamoto 285 204 72 
Izumi 612 82 13 
Kakizakai 686 83 12 
Mitsuhashi 487 209 43 
Miyata 215 80 37 
Okuda 451 69 15 
Tajima 626 130 21 
Taniguchi 286 170 59 
Yamaguchi 245 153 62 
Yokoyama 418 129 31 
Zenyoji 599 138 23 
Kuva 18: Alkuperäinen äänisolujen määrä, äänisolujen määrä rajaamisen jälkeen sekä kuinka monta 
prosenttia äänisoluista tulee selitettyä rajatuilla kategorioilla. 
Kuva 17: Soittajien tyyliprofiilit. Kukin erivärinen palkki osoittaa, kuinka monta prosenttia kyseisen 
muusikon äänisoluista kuuluu väriä vastaavaan kategoriaan. Soittajat on järjestetty karkeasti 
tyyliprofiilien samankaltaisuuksien mukaan. 
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6. SOINNIN ANALYYSI 
Sointi osoittautui liian monitahoiseksi ominaisuudeksi tämän tutkimuksen työkaluilla 
tarkasteltavaksi. Lisäksi aineiston tekniset epäyhtenäisyydet muodostivat 
perustavanlaatuisen ongelman, joka vaikuttaa deskriptoreiden vertailun mielekkyyteen. 
Tässä luvussa esittelen tarkemmin käsitteellisten haasteiden merkitystä ja demonstroin 
tapausesimerkin kautta äänitystilanteessa tehtyjen valintojen vaikutusta deskriptoreihin. 
 Käsitteelliset haasteet 
Analyysien perusteella kokonainen äänisolu on liian kompleksinen kokonaisuus 
soinnissa tapahtuvien muutoksien tarkasteluun ja soittajien väliseen vertailuun. Yhteen 
äänisoluun saattaa mahtua useampi sävel, jotka saattavat olla yli oktaavin päässä 
toisistaan, ja koska shakuhachissa suurin osa energiasta on perussävelellä ja 
ensimmäisillä yläsävelsarjan taajuuksilla, melodiasta tulee sointia kuvaavien 
deskriptorikäyrien dominoivin ominaisuus. Jotta laskennallisilla menetelmillä 
saavutettaisiin vertailukelpoista materiaalia, äänisolut tulisi karsia yksittäisiin pitkiin 
ääniin. Toisaalta tällainen typistäminen johtaisi siihen, ettei analyysilla ole enää 
musiikillista merkitystä. Vaikka honkyoku-musiikin perusta on saattanut olla ichi on 
jōbutsun (ks. luku 2.6.) kaltaisessa ajattelussa ja musiikissa saattaa korostua yhden 
hengityksen mittainen osuus – ja senkin musiikillinen merkitys on kyseenalaistettavissa 
(ks. luku 3.1.) – se harvoin vastaa yhtä ääntä.  
Yksinkertaisissakin äänisoluissa yhtä pitkää ääntä yleensä ennakoi jonkinlainen lyhyt 
ornamentti. Esimerkiksi kuvassa 19 on Fukuda Teruhisan esittämänä Mukaiji-Reibo-
kappaleen ensimmäinen fraasi. Vihreällä on kuvattu spektrin sentroidi, ja taustalla on 
sonogrammi. Heti deskriptorikäyrän alussa ilmenee tarpeetonta materiaalia. Varsinainen 
ääni ei ole vielä alkanut, jolloin spektrin sentroidi asettuu pohjakohinatason mukaan. 
Ensimmäiset reilu kaksi sekuntia menee fraasin aloituksessa. Ensimmäinen pää-ääni on 
kan-rekisterin tsu (kaksiviivainen E♭), ja sille otetaan ornamentiksi nopea sykäys oktaavia 
alempaa, mikä korostaa fraasin alkua. Tsu:n alettua vire pudotetaan nopeasti ja 
pikkuhiljaa nostetaan takaisin perusvireeseen. Fraasin toinen osa on kan-rekisterin ro 
(kaksiviivainen D), joka alkaa pian 2 sekunnin jälkeen ja kestää fraasin loppuun saakka. 
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Tämän äänen kohdalla deskriptori kuvaa tarkoituksenmukaisesti soinnin kehittymistä 
reilusta kahdesta sekunnista noin 7,5 sekuntiin saakka. Kuulokuvan perusteella 
yläsävelsarjan sävelien voimakkuus ja kohinan taso etenevät tasaisesti voimistuen ja 
huipun jälkeen vastaavasti vaimentuen. Vastaava liike näkyy myös deskriptorissa. 
Vajaasta kahdeksasta sekunnista eteenpäin deskriptori lähtee liikehtimään 
vaihtelevammin, mikä johtunee siitä, että äänenvoimakkuus vaimenee ja shakuhachin 
kohina, sekä lopulta pohjakohina, saavat suuremman merkityksen. 
Esimerkin kaltaiset deskriptorit on analysoitavissa tarkkaan kuuntelemalla, mutta niihin 
vaikuttavat tekijät – äänenkorkeus, yläsävelsarjan sävelet, kohinan määrä – ovat sen 
verran monimuotoisia, ettei deskriptori toimi riittävän tarkkana kuvauksena soinnin 
kehittymisestä. Laskennallisiin menetelmiin epätarkoituksenmukaista vaihtelua on liikaa. 
Esimerkiksi edellä kuvaillusta fraasista vain muutama sekunti fraasin keskellä olisi ollut 
sellaista materiaalia, joka olisi helposti vertailtavissa eri äänisolujen välillä. 
Kokonaisuudessaankin se on selkeimmästä päästä, joten suurimmassa osassa äänisoluista 
käyrä on huomattavan paljon monitulkintaisempi ja näin ollen laskennallisiin 
menetelmiin sovellettuna heikosti perusteltu.  
Kuva 19: Sonogrammi ja spektrin sentroidia kuvaava deskriptori Mukaiji-Reibo-kappaleen ensimmäisestä 
fraasista Fukuda Teruhisan soittamana. 
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Deskriptorit pitäisi äänisolun ajallisen rajauksen lisäksi saada rajoitettua yksittäisiin 
soinnin osatekijöihin. Vaikka tässä tutkimuksessa sointia on lähestytty vain kahden 
näkökulman, yläsävelsarjan sävelien keskinäisten voimakkuuksien ja kohinan määrän 
suhteen, niitä ei voi esittää samassa deskriptorissa ilman monitulkintaisuutta. Pelkkää 
deskriptoria tarkastellessa ei voida tietää, esimerkiksi vahvistuuko korkeat yläsävelsarjan 
sävelet vai onko kohinaa enemmän, silloin kun käyrä nousee ylöspäin. Käytännössä 
kuulokuva olisi kuitenkin hyvin erilainen. Ensimmäinen tapaus saatettaisiin havaita 
kirkkaana ja jälkimmäinen hyvinkin rosoisena ja suhisevana, mutta deskriptorista sitä ei 
olisi mahdollista päätellä. 
 Tekniset haasteet 
Käsitteellisten haasteiden lisäksi tässä tutkimuksessa käytetty laadullisesti moninainen 
aineisto tuo teknisestä näkökulmasta ongelmia analysointiin. Vaikka luvussa 4.1. arvioin, 
että sointia voisi analysoida silloinkin, kun materiaali on teknisesti epäyhtenäistä, 
analyysien perusteella vaikuttaisi, ettei soinnin kehittymisen kannalta merkitykselliseen 
informaatioon päästäkään käsiksi. Seuraavissa kappaleissa on demonstroitu eri teknisten 
seikkojen vaikutusta deskriptoriin tilanteessa, jossa eri vaikutusparametrit ovat tiedossa. 
Tarkoituksenani ei ole luoda jokaiseen tilanteeseen sopivaa mallia teknisistä syistä 
tulevan virheen mittaamiseen, vaan yksinkertaisilla esimerkeillä osoittaa, miten 
deskriptori saattaa muuttua äänitysteknisten valintojen seurauksena. 
Kuvassa 20 on demonstroitu mikrofoninen asettelun merkitystä deskriptoreihin. Magenta 
ja syaniinin sininen kuvaavat korkeiden taajuuksien raja-arvoa. Molemmat käyrät 
perustuvat herttakuvioisiin Neumann U87 Ai -kondensaattorimikrofoneilla tehtyihin 
äänityksiin kappaleen Ashi no Shirabe ensimmäisestä fraasista Gunnar Jinmei Linderin 
tulkitsemana. 25   Ainoana erona on mikrofonien asettelu; syaniinin sininen kuvastaa 
äänitettä, joka on taltioitu poikkiviistosti lähelle utaguchia asetetulla mikrofonilla ja 
magenta kuvastaa mikrofonia, joka on asetettu noin 80 senttimetriä yläviistoon, suoraan 
soittimen eteen. Kuvan taustalla on sonogrammi jälkimmäisen mikrofonin taltioinnista. 
                                                          
25 Ashi no Shirabe -kappaleen äänitys on tehty Helsingin yliopiston musiikkitieteen studiossa (Unioninkatu 
38 C) 22.2.2017. 
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Muoto on kutakuinkin samankaltainen, mutta suurimmillaan käyrät eroavat useita 
tuhansia hertsejä.  
Kuva 20: Korkeiden taajuuksien raja-arvo kahdella samanlaisella mikrofonilla eri kohtiin sijoitettuna. 
Kuva 21: Spektrin sentroidit kahdella eri mikrofonilla ja asettelulla. 
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Kuvassa 21 on esitetty vastaavan tilanteen spektrin sentroidit, mutta tällä kertaa toinen 
mikrofoni on eri mallia ja eri kohtaan asetettu. Magenta kuvaa edelleen samaa mikrofonia 
samassa asennossa, mutta vihreällä kuvattu käyrä on taltioitu pallokuvioisella AKG C 
460 B -kondensaattorimikrofonilla, joka on asetettu noin kolme metriä soittajasta 
eteenpäin, vajaan parin metrin korkeuteen. Spektrin sentroidissa ei ilmene valtavia eroja, 
mutta kokonaismuoto ei ole yhdenmukainen.  
Kuvassa 22 on magentalla edelleen sama Neumann U87 Ai -mikrofonilla taltioidun 
signaalin spektrin sentroidi. Sinisellä on kuvattu sama signaali, mutta siihen on lisätty 
Ableton Live Suite 9 -ohjelmassa Max for Live Essentials -ohjelmapaketin 
konvoluutiokaiulla26 Yorkin yliopiston Dixon-teatterin27 kaiku. Tarkoituksena on testata 
erilaisen tilan vaikutusta deskriptoriin. Kuvan perusteella vaikuttaa, että kaiutettu 
deskriptori on nopeiden piikikkäiden korostumien osalta hieman jäljessä, kuten arvata 
saattaa, mutta yleismuoto on myös muuttunut kauttaaltaan jonkin verran matalammaksi.  
                                                          
26 Konvoluutio tarkoittaa kahden signaalin signaalin yhdistämistä. Konvoluutiokaiussa muokattava signaali 
käsitellään toisesta tilasta tai laitteesta taltioidulla mahdollisimman lyhyellä ja kovaäänisellä äänilähteellä 
aikaansaadulla signaalilla eli impulssivasteella. 
27 Kaiun impulssivaste (“In the centre of the tiered seating opposite the main performance area” 
r1_rir_bformat.wav) on ladattavissa OpenAirin (2017) internet-sivustolta. 
Kuva 22: Spektrin sentroidit eri tiloissa. 
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Kuvassa 23 magenta kuvastaa edelleen samoaa kuin aikaisemmissa esimerkeissä, mutta 
tummanvihreällä kuvataan sama signaali, kun siihen on lisätty taustakohinaa. 
Taustakohina on äänitetty hiljakseltaan humisevan tietokoneen kera pienessä huoneessa 
AKG C214 -kondensaattorimikrofonilla Soundcraft Signature MTK12 -miksauspöydän 
kautta Ableton Live Suite 9 -ohjelmalla. Pyrin taustakohinan mikasaamisessa signaalin 
kanssa jäljittelemään honkyoku-äänityksiä, joissa on selvästi kuultavissa olevaa 
pohjakohinaa. Lopputuloksena syntyvä signaali on pääasiassa alkuperäisen signaalin 
mukainen, mutta spektrin sentroidin vaihteluväli on suppeampi, mikä korostuu etenkin 
signaalin ääripäissä. 
Viimeisessä esimerkissä kuvassa 24 magenta on niin ikään sama signaali kuin 
aikaisemmin. Musta signaali kuvaa deskriptoria, jossa on yhdistetty aikaisempien 
esimerkkien tapaukset yhteen. Lähelle soittajaa asetettuun Neumann U87 Ai -mikrofoniin 
Kuva 23: Spektrin sentroidit. Tummanvihreään signaaliin on lisätty kohinaa. 
Kuva 24: Spektrin sentroidien vertailua. 
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verrattuna mustan deskriptorin AKG C 460 B -mikrofonilla taltioitu signaali, johon on 
lisätty kuvan 22 esimerkin konvoluutikaiku ja kuvan 23 esimerkin tapaisesti taustakohina, 
on huomattavan erilainen. Tässä esimerkissä molemmat signaalit perustuvat saman 
äänitystilanteen taltiointiin, joten eri soittotilanteiden, ja varsinkin eri fraasien 
analysoimisessa, erot epäilemättä vain korostuvat. Yhteisvaikutuksien perusteella on 






Tässä tutkimuksessa pyrittiin analysoimaan tyypillisiä dynamiikan ja soinnin 
ilmenemismuotoja honkyoku-musiikissa. Aineistona käytettiin japanilaisten soittajien 
levyjä, joista musiikkisignaali taltioitiin analysointia varten dynamiikan verhokäyriksi ja 
soinnin deskriptoreiksi äänisolujen, eli yksittäisten hengityksien, kestoisiksi jaksoiksi. 
Tyylin analysointia varten verhokäyrät ja deskriptorit pyrittiin kategorisoimaan 
klusterointimenetelmillä.  
Analyysin perusteella honkyoku-musiikin dynamiikkaa koostuu ainakin neljästä 
kategoriasta: 1) nopea voimakas aluke, joka vaimenee vähitellen, 2) nopeahko, voimakas 
aluke, jota seuraa vastaavanlainen vaimeneminen sekä pitkä häntä lopussa, 3) selvä 
erillinen aluke, jonka jälkeen signaali vaimenee hetkeksi ennen etenemistä korkeimpaan 
huippuun ja loppuun vielä asteittainen vaimeneminen ja 4) asteittainen voimistuminen 
korkeimpaan huippuun ja vastaavanlainen vaimeneminen. Tuloksissa on yhtäläisyyksiä 
aikaisempaan tutkimukseen ja honkyokuun liittyvään kirjallisuuteen. Listan kolmas 
dynamiikkakategoria vastaa Gutzwiller ja Bennettin (1991) ja neljäs Arakin (1971) 
kuvailua honkyokun dynamiikasta. Näiden kategorioiden lisäksi tutkimuksessa tuli esille 
pienempiä kategorioita, joiden merkitystä olisi syytä selvittää jatkotutkimuksissa. 
Tällaisenaan niistä ei erotu selviä ominaispiirteitä samalla tavoin kuin yllämainituista 
kategorioista. Tulokset kattavat soittajasta riippuen 12–72 prosenttia äänisolujen 
kokonaismäärästä, joten osalle soittajista analyysista esiin nousseet kategoriat eivät 
välttämättä sovi.  
Korrelaatioon perustuva kokoava hierarkkinen klusterointi osoittautui k:n 
medoidiryhmittelyä tarkoituksenmukaisemmaksi menetelmäksi honkyoku-musiikin 
dynamiikan analysointiin. Osittavat klusterointimenetelmät vaikuttivat alkuun sopivilta, 
mutta siluettiarvot jäivät heikoiksi. Lisäksi alkioiden yksityiskohtaisempi tarkastelu 
osoitti, etteivät klustereiden mediaanisignaalit, eivätkä keskiarvot, muodosta kovin 
selkeää kuvaa dynamiikan käsittelystä. 
Soinnin analysoiminen jäi tässä tutkimuksessa työkalujen testauksen tasolle. Tuloksien 
perusteella äänisolu ei ole sopiva rakenneosa soinnin analysoimiseen, mutta toisaalta 
kestoltaan lyhyemmillä rakenteellisilla tasoilla ei välttämättä saavuteta musiikillisesti 
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relevanttia informaatiota. Lisäksi soinnin kuvaajiksi kaavaillut deskriptorit kuvasivat 
lopulta liian monitulkintaisesti asioita, koska samaan kuvaajaan vaikuttaa soinnin eri 
osatekijät, kuten yläsävelsarjan sävelien keskinäinen voimakkuus ja kohinan määrä, 
mutta myös äänenkorkeus vaikutti kuvaajiin. Teknisten valintojen vaikutusta deskriptorin 
arvoihin demonstroitiin esimerkeillä, joissa alkuperäisen signaalin ja teknisten seikkojen 
parametrit olivat tiedossa. Tämän perusteella selvisi, että pienetkin eroavaisuudet 
teknisissä valinnoissa tekee vertailun vaikeaksi, ellei jopa mahdottomaksi. Eräs 
mahdollisuus olisi käyttää ja kehittää deskriptoreita edelleen, niin että deskriptoriin 
vaikuttavat seikat pyrittäisiin minimoimaan esimerkiksi luomalla standardoitu 
äänitystilanne. Analyysit lienee parasta toteuttaa vain pienellä aineistolla, niin että tutkija 
toteuttaisi yhtäläisyyksiin ja eroavaisuuksiin perustuvat tulkinnat itse kuuntelemalla. 
Lisäksi vertailtavan aineiston tulisi perustua samoihin fraaseihin, mieluiten samasta 
kappaleesta, jotta vertaileminen olisi mielekästä. Tällaisenaan sointia kuvaavat 
deskriptorit ovat liian satunnaisia klusterointimenetelmille. 
Tämän tutkimuksen toimivuutta voidaan arvioida validiteetin ja reliabiliteetin kautta 
suhteutettuna muihin honkyoku-musiikin tutkimuksiin. Useissa tutkimuksissa 
analysoitava materiaali on ollut hyvin suppeaa, esimerkiksi se on perustunut vain yhteen 
soittajaan. Toisaalta mittausvirhe on saatu minimoitua, kun materiaalin äänittämiseen 
liittyvät seikat on tunnettu yksityiskohtaisesti. Näin ollen reliabiliteettia voidaan pitää 
hyvänä. Loppupäätelmät on usein kuitenkin ulotettu koko honkyoku-musiikkiin, joka ei 
välttämättä ole perusteltua. Tässä tutkimuksessa asia on tietyllä tapaa toisin päin. Aineisto 
koostuu lukuisten soittajien eri kappaleista, joten näytettä voidaan pitää validina – ainakin 
jos verrataan aikaisempiin tutkimuksiin. Toisaalta reliabiliteetti ei ole vastaavalla tasolla, 
koska suurimmat mittausvirhettä aiheuttavat tekijät – äänityksien dokumentaation 
puuttuminen ja materiaalin laadun ilmiselvä epäyhtenäisyys – vaikuttavat huomattavasti 
laskennallisten menetelmien lopputuloksiin, jotka ovat tulkintojen pohjana. 
Laskennalliset työkalut saattaisivat olla tarkoituksenmukaisia tyylin kartoittamisessa ja 
soittajien vertailemisessa, mutta sekä validiteettia ja reliabiliteettia täytyy kohentaa. 
Aineiston luokitteluperiaatteita täytyy kehittää ja äänisolun funktiota tyyliä kuvaavana 
tekijänä ja analyysimetodien perustana täytyy tarkentaa. Saattaisi olla 
tarkoituksenmukaista tehdä ensiksi sopivien musiikillisten kokonaisuuksien analyysi, 
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joka ei perustuisi niin tiukasti ennalta määrättyihin käsityksiin, kuten hengityksen 
mittaisiin osioihin.  Aineiston osalta tyylin täsmällisempi analysoiminen vaatisi 
käytännössä kenttätyötä Japanissa; analyysia varten olisi syytä äänittää mahdollisimman 
samankaltaisella järjestelyllä samoja kappaleita useiden soittajien esittämänä, jotta 
virheen määrää saadaan minimoitua. 
Vaikka tämänkertaiset honkyokun tutkimiseen käytetyt menetelmät osoittautuivat 
rajallisiksi, tämän tutkimuksen puitteissa käytetyt ja kehitellyt menetelmät voivat tarjota 
hyödyllisiä työkaluja musiikintutkimukseen. Etenkin dynamiikkaa itsessään käsittelevät 
musiikkianalyysit ovat vielä suhteellisen harvassa, siitä huolimatta, että dynamiikka on 
musiikillisen ekspressiivisyyden peruspilareita. Suuriin aineistoihin perustuvat analyysit 
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Liite 1: Sanasto keskeisistä termeistä ja lyhenteistä 
Deskriptori Sointia kuvaava arvo, joka voidaan laskea eri 
menetelmillä. Arvoja ketjuttamalla voidaan 
luoda soinnin muutosta kuvaava käyrä. 
Erilaisuuskerroin 1 – korrelaatiokerroin. Käytetään 
etäisyysmittana hierarkkisessa 
klusterointimenetelmässä. 
Etäisyysmitta Kahden alkion samankaltaisuuden laskemiseen 
käytetty menetelmä. Esimerkiksi kahden 
pisteen välisen suoraan mitattua etäisyyttä 
kutsutaan euklidiseksi etäisyydeksi. 
Hierarkkinen klusterointimenetelmä Tiedonlouhinnan menetelmä, jossa 
samankaltaiset alkiot ryhmitellään yhteen. 
Honkyoku Musiikkia sooloshakuhachille. 
K:n keskiarvon klusterointimenetelmä Tiedonlouhinnan menetelmä, jossa 
samankaltaiset alkiot ryhmitellään yhteen. 
Klusteri Klusterointimenetelmistä syntyvät ryhmät (ts. 
kategoriat). 
Korrelaatiokerroin Pearsonin lineaarista riippuvuutta kuvaava arvo 
välillä ±1. 
Linkitys (engl. linkage)  Hiearkkisen klusterointimenetelmän klusterien 
yhdistämisen kriteeri. Linkityksiä ovat muun 
muassa lähimmän naapurin menetelmä ja 
kauimman naapurin menetelmä. 
mp. Mainittu paikka. Käytetään lähdeviittauksessa, 
kun viite ja kohta ovat samoja kuin edellisessä 
viitteessä. 
mt. Mainittu teos. Käytetään lähdeviittauksessa, 
kun viite on samasta teoksesta kuin edellinen 
viite. 
mts. Mainittu teos sivu. Käytetään 
lähdeviittauksessa, kun viite on samasta 
teoksesta kuin edellinen viite, mutta eri sivulta. 
Shakuhachi Japanilainen päästäpuhallettava bambuhuilu. 
Siluettiarvo Klusteroinnin tuloksen arvioimiseen käytetty 
työkalu. Siluettiarvot ovat välillä ±1. Arvot 
lähellä yhtä viittaavat, että alkio on oikeassa 
klusterissa. Arvot lähellä nollaa viittaavat, ettei 
alkio sovi hyvin klusteriin. Negatiiviset arvot 
osoittavat, että alkio on todennäköisesti 
väärässä ryhmässä. 
ym. Ynnä muut. Käytettään lähdeviittauksessa 
osoittamaan useita kirjoittajia. 





Liite 2: Analyysiaineisto 
Seuraavassa taulukossa esitetään analyysiaineisto. Esiintyjät ja levyt mainitaan vain 
ensimmäisellä kerralla, joten tyhjien solujen kohdalla on sama arvo kuin sen yläpuolella 
olevassa tekstiä sisältävä solussa. Viimeisessä sarakkeessa on merkintä, mikäli kappale 
on poistettu (lyh. P.) analyysista. ”X” viittaa tekniseen ongelmaan eli esimerkiksi liian 
suureen pohjakohinatasoon ja napsahteluihin. ”!=” merkitsee, ettei kappale kuulu 
honkyoku-musiikkiin. ”Duo” viittaa kahteen soittajaan. Lisäksi kappale ja kesto on 
merkitty näissä tapauksissa punaisella. 
Esittäjä Levy Kappale Kesto P.  
Fukuda 
Teruhisa 




  Kokû-Reibo 13:51 
 
  Mukaiji-Reibo 12:03 
 
  Shin-Kyorei 17:59 
 
  Sôkaku-reibo 10:37 
 




In Dead Earnest Hon Shirabe 3:32 
 
  Koden Sugomori 4:57 
 
  Koku 11:16 
 
  Nezasa Shirabe 2:50 X 
  Sagarha 3:10 
 
  San an 6:48 
 
  Sanya 6:39 
 
  Tamuke 4:20 
 
  Yamagoe 3:20 
 
 In Dead Earnest II Azuma Jishi 2:39 
 
  Da ha 5:11 
 
  Reibo 14:36 
 
  San ya 11:55 
 
  Singetsu 6:07 
 
  Sokkan 5:19 
 
  Takiochi 8:01 
 










  San'ya 11:24 
 




  Yuguré 16:47 
 
 The Spirit of Silence Koku 12:40 
 
  Matsukaze 7:26 
 
  San'ya Sugagaki 10:12 
 
  Shingetsu 5:48 
 
  Shin Ya 9:36 
 
  Shishi 10:21 
 
Izumi Takeo Bridge of Sound - Dokyoku 




  Koku 10:59 
 
  Rinsen chosho 10:31 != 
  San'an 7:46 
 
  San'ya 9:15 
 
  Shi 2:38 != 
  Shin no Kyorei 16:34 
 




Shakuhachi Honkyoku II Daha 4:45 
 
  Koden Sugomori 4:42 
 
  Reibo 10:58 
 
  Sagariha 4:01 
 
  Sanya 10:15 
 
  Sokkan 5:11 
 








  Hachi-Gaeshi 3:48 
 
  Hifumi-Cho 3:33 
 
  Muju Shin Kyoku 11:43 != 
  Mukaiji 13:08 
 
  Somakusha 8:15 
 
  Tsuru no Sugomori 21:55 
 




  Echigo Reibo 12:51 
 
  Echigo San'ya 13:20 
 
  Kyorei 9:04 
 
  Marobashi Sugagaki 11:08 != 
  Taki-Ochi 17:18 
 




Shakuhachi: The Japanese 
Flute 
Akita Sugagaki 9:31 
 




  Sanya 6:38 
 
  Shika no tone 7:54 
 




The Sound of Zen Honte no Shirabe 4:56 
 
  Kokū 17:09 X 
  Ōshūashi 7:40 
 
  Shinkyorei 12:03 
 
  Tamuke 5:53 
 




Japan: Tajima Tadashi 
Master of Shakuhachi 
Hon Shirabe 5:43 
 
  Kokû 15:38 
 
  San'an 7:51 
 
  Shika no Tône 7:46 
 
  Shingetsu Chô 7:15 
 
  Tsuru no Sugomori 11:28 
 
  Ukigumo 11:29 
 




Ajikan Ajikan 6:45 
 
  Esashi Oiwake 7:03 != 
  Hi Fu Mi Hachigaeshi 10:43 X 
  Honshirabe 4:31 X 
  Ichi Jo [Seiho Kineya] 9:17 != 
  Kaze no Uta 10:20 != 
  Kumoijishi 2:41 X 
  Reihou 3:52 X 
  Sagariha 3:03 X 
  Shika no Tone 9:19 X 
  Tamuke 3:56 X 
 Bosatsu Akita Sugagaki 16:44 X 
  Bosatsu 11:39 != 
  Furin 9:48 
 
  Koden Sugomori (Suzuru) 8:32 X 
  San An 6:02 X 
  Sanya 7:55 ok 
  Shishi 9:40 X 
 Sokkan Daha 4:51 X 
  Echigo Reibo 10:43 
 
  Ekoh 6:09 
 
  Fudaiji Koku 11:49 
 
  Ryobo 11:04 X 




  Sokkan 6:05 X 
  Taki Ochi 9:52 
 
  Uki Gumo 4:01 
 
 Tamuke Kyorei 15:05 X 
  Mukaiji 9:10 
 
  Nezasa Koku 20:56 
 
  Reihou 5:33 X 
  Ryobo 12:03 X 
  Tamuke 4:37 X 
  Uki Gumo 3:57 X 
Yamaguchi 
Gorō 
Art of Shakuhachi Flute ho sho su 21:35 Duo 
  igusa reibo 18:02 X 
  sokaku reibo 18:02 X 
  yugure no kyoku 15:03 X 
 Kinkoryu shakuhachi hifumi hachigaeshi no shirabe 10:52 
 
  mukaiji reibo 28:31 
 
  shika no tone 10:04 
 




Japon L'art du shakuhachi Azuma Jishi 3:08 Duo 
  Koku 10:57 
 
  Reibo 12:15 
 
  Reihou 4:29 
 
  San an 7:04 
 
  Sanya Sugagaki 6:51 Duo 
  shika no tone 9:30 Duo 
  Tamuke 4:17 
 
  Tsuru no Sugomori 6:28 
 
 Zen- Katsuya Yokoyama 
Plays Classical Shakuhachi 
Masterworks 
Azuma Jishi 2:09 
 
  Daha 3:40 X 
  Hifumi hachi kaeshi 9:05 X 
  Honshirabe 4:10 
 
  Kokuu 10:20 X 
  Kumoi Jishi 3:07 X 
  Nezasa Shirabe 2:26 
 
  Saga Ri Ha 3:05 X 
  San-an 6:06 X 
  San-ya 6:01 X 
  Shika no Toone 8:31 Duo 
  Shingetsu 6:03 X 
  Tamuke 4:19 X 
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  Tsuru no Sugomori 9:13 X 
  Yamagoe 3:31 X 
Zenyoji 
Keisuke 
The Essence of Japanese 
traditional music 
Azuma no kyoku (Ichyoken) 4:14 
 
  Choushi (Hudaiji) 4:07 
 
  Koku (Hudaiji) 11:34 
 
  Reibo (Shoganken) 12:39 
 
  Sanya (Echigo Myoanji) 10:43 
 
  Shika no Tone (Kinko-ryu) 10:13 
 





Fudaiji Kyorei 10:53 
 
  Fudaiji Mukaiji 9:53 
 














Liite 3: MATLAB-skripti 
Tässä tutkimuksessa käytetty ohjelma perustuu yhteen pääskriptiin ja useaan funktioon. 
MATLAB-ohjelmiston versiosta 2016b eteenpäin skriptin sisäiset funktiot ovat sallittuja, 
joten koko ohjelma pitäisi pystyä suorittaa yhdestä tiedostosta. Muussa tapauksessa 
funktiot täytyy tallentaa erillisiin tiedostoihin. Kokonaisuuden toimivuus on varmennettu 
ohjelmien versioilla MATLAB 2016a, MIRtoolbox 1.6.1 (ks. Lartillot ja Toiviainen 
2007; Lartillot 2014) ja Statistics and Machine Learning Toolbox 10.2 Windows 
10 -käyttöjärjestelmässä. Tarkoituksenani ei ole kehittää varsinaista uutta ohjelmistoa 
erilaisiin analyysitilanteisiin, vaan skripti on dokumentaationa analyysin etenemisestä, 
joten useat kohdat eivät ole optimoituja. 
% Honkyoku Analyzer 
% This script analyzes Tone Cells (cf. Gutzwiller & Bennet 1991) of  
% honkyoku pieces in the current directory. ToneCellsIndex contains  
% information about these tone cells: the name of the file, the  
% starting and ending temporal positions in seconds, and number of the  
% corresponding cluster. Analysis material should be in the current  
% directory. File names should be in format:  
% [Musicians name]_[Name of the piece].wav. For the positions of the  
% segments there should be a folder called 'FramePositions' and  
% file name should correspond to real piece with extension  
% '-FramePositions.wav'. 
  
% Henri Pitkänen 2017 
% Requires MIRtoolbox (1.6.1) and Statistics and Machine Learning  
% Toolbox 
  
%% This section turns honkyoku pieces into tone cells. 
  
% Initialize ToneCells variable (preallocate memory). 
% First value is the maximum number of rows ie. signals. 
% Second value is the maximum number of frames in a tone cell. 
ToneCells = zeros(6000, 100000); 
  
% Index variable for names and signal beginning and ending times. 
% Initialize table and variable formats.  
form = {'Name' 0 0 0}; % These values will be overridden later. 
ToneCellsIndex  = cell2table(form, 'VariableNames', {'File', ...  
    'Start', 'End', 'Categories'}); 
  
% Initialize the row pointer (so that we know where to add signals  
% next time). 
rowPointer = 1; 
  
% Go through all the wav-files in the current folder. 
% Results are saved into ToneCells. 
files = dir('*.wav'); 
for file = files' 
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    % Check the frame positions of the segments i.e. tone cells. 
    FramePositions = [pwd, '\FramePositions\', ... 
        strtok(file.name, '.'), '-FramePositions.wav']; 
    [FramePositionsFile, ~] = audioread(FramePositions); 
    [positionsInSec, positionsForMirsegment] = ... 
        framePositionsExtractor( FramePositionsFile ); 
     
    % Turn audio file into an envelope. 
    envelope = mirenvelope(file.name, 'Tau', 0.06, 'Normal'); 
     
    % Segment the envelope using Frame Positions 
    segmentedEnvelope = mirsegment(envelope, positionsForMirsegment); 
                
    % Export MIRtoolbox envelope-object into a double array. 
    % Each segment will be one column. 
    envelopeData = mirgetdata(segmentedEnvelope); 
     
    % Transpose data so that signals (i.e. segments) are in rows. 
    envelopeData = transpose(envelopeData); 
     
    % Turn NaN into zeros. 
    envelopeData(isnan(envelopeData)) = 0; 
     
    % Delete first and last segment which are redundant. 
    envelopeData(1, :) = []; 
    envelopeData(end, :) = []; 
     
    % Save envelopes into ToneCells. 
    ToneCells = saveData2ToneCells(ToneCells, envelopeData, ... 
        rowPointer); 
     
    % Save index information. 
    counter = 0; 
    while counter < size(envelopeData, 1) 
        ToneCellsIndex.File(rowPointer + counter, 1) = ... 
            cellstr(file.name); 
         
        % Save start and ending times into the table. 
        ToneCellsIndex.Start(rowPointer + counter, 1) = ... 
            positionsInSec(counter + 1, 1); 
        ToneCellsIndex.End(rowPointer + counter, 1) = ... 
            positionsInSec(counter + 1, 2); 
            
        counter = counter + 1; 
    end 
     
    % Update row pointer. 
    rowPointer = rowPointer + size(envelopeData, 1); 
end 
  
% Delete unused rows and columns from ToneCells. 
ToneCells = cleanData(ToneCells); 
  
% Delete temporary variables. 
clearvars rowPointer files file envelope envelopeData counter ...  
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    FramePositionsFile FramePositions index positionsInSec audio ... 
    form piece segmentedEnvelope positionsForMirsegment 
  
%% How long are the tone cells? 
  
ToneCellsLength = zeros(size(ToneCells, 1), 1); 
  
for k = 1 : size(ToneCellsIndex.File, 1) 
   ToneCellsLength(k, 1) = ToneCellsIndex.End(k) - ... 





%% Visualize tone cell lengths. 
% figure; 
% boxplot(ToneCellsLength, 'orientation', 'horizontal') 
% set(gcf,'color','w'); % Set background white. 
% % Set labels etc. 
% ay = gca; 
% ay.YTickLabel = '';  





ylabel('Number of Tone Cells');  
xlabel('Time (s)'); 
  
% Percentiles of tone cell lengths 
percentiles = prctile(ToneCellsLength, [2.5 25 50 75 97.5]); 
% Plot percentiles 
yyaxis right; 
bar(percentiles, [2.5 25 50 75 97.5], 0.05, 'r', 'EdgeColor', 'none') 
% Revert axis color back into black. 
ax = gca; 
ax.YColor = 'black'; 
  




%% If according to histogram and boxplot, data includes outliers,  
% very short or way too long signals, delete signals. 
% E.g. in this section, delete first and last 2.5 percentiles of  
% signals. 
  
% Initialize row pointer. 
pointer = 1; 
  
while pointer <= size(ToneCellsIndex.Start, 1)    
    % Show progress on command prompt. 
    progress = round(pointer / size(ToneCellsIndex.Start, 1) * 100); 
    disp(['Progress: ' num2str(progress) '% complete'])  
     
    if (ToneCellsLength(pointer, 1) < percentiles(1, 1) || ... 
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            ToneCellsLength(pointer, 1) > percentiles(1, 5)) 
        % Delete signal 
        ToneCells(pointer, :) = []; 
  
        % Delete row from index. 
        ToneCellsIndex(pointer, :) = []; 
         
        % Delete signal from the array containing lengths 
        ToneCellsLength(pointer, :) = []; 
         
    else % move to the next row. 
        pointer = pointer + 1;   
    end 
end 
  
% Remove unused columns from ToneCells, because deleting signals might 
% have reduced the size needed for longer signals. 
ToneCells = cleanData(ToneCells); 
  
clearvars pointer progress 
  
%% Split data based on percentiles. 
  
% Initialize tone cell arrays based on percentiles. 
ToneCellsShort = zeros(size(croppedToneCells)); 
ToneCellsMedShort = zeros(size(croppedToneCells)); 
ToneCellsMedLong = zeros(size(croppedToneCells)); 
ToneCellsLong = zeros(size(croppedToneCells)); 
  
% Initialize counters for index tables 
shortIndexCounter = 1; 
medShortIndexCounter = 1; 
medLongIndexCounter = 1; 
longIndexCounter = 1; 
  
% Copy tone cells according to the length into the corresponding  
% array. 
for k = 1 : size(croppedToneCells, 1) 
    % Short tone cells i.e. percentiles from 2.5 to 25. 
    if ToneCellsLength(k, 1) > percentiles(1, 1) ... 
            && ToneCellsLength(k, 1) < percentiles(1, 2) 
        ToneCellsShort(k, :) = croppedToneCells(k, :); 
        ToneCellsIndexShort(shortIndexCounter, :) = ... 
            ToneCellsIndex(k, :); 
        shortIndexCounter = shortIndexCounter + 1; 
         
    % Medium short tone cells i.e. percentiles from 25 to 50. 
    elseif ToneCellsLength(k, 1) > percentiles(1, 2) ... 
            && ToneCellsLength(k, 1) < percentiles(1, 3) 
        ToneCellsMedShort(k, :) = croppedToneCells(k, :); 
        ToneCellsIndexMedShort(medShortIndexCounter, :) = ... 
            ToneCellsIndex(k, :); 
        medShortIndexCounter = medShortIndexCounter + 1; 
         
    % Medium long tone cells i.e. percentiles from 50 to 75. 
    elseif ToneCellsLength(k, 1) > percentiles(1, 3) ... 
            && ToneCellsLength(k, 1) < percentiles(1, 4) 
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        ToneCellsMedLong(k, :) = croppedToneCells(k, :); 
        ToneCellsIndexMedLong(medLongIndexCounter, :) = ... 
            ToneCellsIndex(k, :); 
        medLongIndexCounter = medLongIndexCounter + 1; 
         
    % Long tone cells i.e. percentiles from 75 to 97.5. 
    elseif ToneCellsLength(k, 1) > percentiles(1, 4) ... 
            && ToneCellsLength(k, 1) < percentiles(1, 5) 
        ToneCellsLong(k, :) = croppedToneCells(k, :); 
        ToneCellsIndexLong(longIndexCounter, :) = ... 
            ToneCellsIndex(k, :); 
        longIndexCounter = longIndexCounter + 1; 
         
    end 
     
    progress = round(k / size(croppedToneCells, 1) * 100); 
    disp(['Progress: ' num2str(progress) '% complete'])  
end 
  
ToneCellsShort = cleanData(ToneCellsShort); 
ToneCellsMedShort = cleanData(ToneCellsMedShort); 
ToneCellsMedLong = cleanData(ToneCellsMedLong); 




%% Decimate tone cell data 
ToneCellsShort = decimateToneCells(ToneCellsShort); 
ToneCellsMedShort = decimateToneCells(ToneCellsMedShort); 
ToneCellsMedLong = decimateToneCells(ToneCellsMedLong); 
ToneCellsLong = decimateToneCells(ToneCellsLong); 
  
%% Clustering part 
% Clustering will be done to each percentile group one at a time. 
[ToneCellsShort, ToneCellsIndexShort] = ... 
    HonkyokuAnalyzerClustering(ToneCellsShort, ToneCellsIndexShort); 
[ToneCellsMedShort, ToneCellsIndexMedShort] = ... 
    HonkyokuAnalyzerClustering(ToneCellsMedShort, ... 
    ToneCellsIndexMedShort); 
[ToneCellsMedLong, ToneCellsIndexMedLong] = ... 
    HonkyokuAnalyzerClustering(ToneCellsMedLong, ... 
    ToneCellsIndexMedLong); 
[ToneCellsLong, ToneCellsIndexLong] = ... 
    HonkyokuAnalyzerClustering(ToneCellsLong, ToneCellsIndexLong); 
  
%% Merge back into one big file. 
% Renumber categories so that they don't mix unintetionally. 
  
% Number of categories in short tone cells. 
shortCategories = max(ToneCellsIndexShort.Categories); 
% Similarly, number of categories in other percentile groupings. 
medShortCategories = max(ToneCellsIndexMedShort.Categories); 
medLongCategories = max(ToneCellsIndexMedLong.Categories); 
longCategories = max(ToneCellsIndexLong.Categories); 
  
% Renumber: 
ToneCellsIndexMedShort.Categories = ... 
 90 
 
    ToneCellsIndexMedShort.Categories + shortCategories; 
  
ToneCellsIndexMedLong.Categories = ... 
    ToneCellsIndexMedLong.Categories + shortCategories + ... 
    medShortCategories; 
  
ToneCellsIndexLong.Categories = ToneCellsIndexLong.Categories + ... 
    shortCategories + medShortCategories + medLongCategories; 
  
% Merge tables 
ToneCellsIndex = vertcat(ToneCellsIndexShort, ... 
    ToneCellsIndexMedShort, ToneCellsIndexMedLong, ... 
    ToneCellsIndexLong); 
  
% Merge signals 
% First, zero pad shorter signals 
ToneCellsShort = padarray(ToneCellsShort, ... 
    [0, size(ToneCellsLong, 2) - size(ToneCellsShort, 2)], 'post'); 
ToneCellsMedShort = padarray(ToneCellsMedShort, ... 
    [0, size(ToneCellsLong, 2) - size(ToneCellsMedShort, 2)], 'post'); 
ToneCellsMedLong = padarray(ToneCellsMedLong, ... 
    [0, size(ToneCellsLong, 2) - size(ToneCellsMedLong, 2)], 'post'); 
  
ToneCells = vertcat(ToneCellsShort, ToneCellsMedShort, ... 
    ToneCellsMedLong, ToneCellsLong); 
  
clearvars longCategories medLongCategories medShortCategories ... 
    shortCategories 
  
% Visualize results of clustering 
plotCategories(ToneCells, ToneCellsIndex.Categories) 
  
%% Turn the results of categorizing into a more approachable format.  
  
% Find players: Check unique instances of names (before character 
% "_") in ToneCellsSplitIndex.File. 
Musicians = unique(strtok(ToneCellsIndex.File, '_')); 
  
% Values of categories. 
uniqueCategoryValues = unique(ToneCellsIndex.Categories); 
  
outerPointer = 1; 
while outerPointer <= size(Musicians, 1) 
    % Restrict to rows corresponding to player in cell outerPointer. 
    restrictor = ismember(strtok(ToneCellsIndex.File(:, 1), '_'), ... 
        Musicians{outerPointer, 1}); 
     
    % Save the number of tone cells by each musician. 
    Musicians{outerPointer, 3} = sum(restrictor(:)); 
     
    % Check how many occurrences each category has. 
    index = 1; 
    while index <= size(uniqueCategoryValues, 1); 
  
        % Number of occurrences. 
        numOfOccurences = sum(ToneCellsIndex.Categories(restrictor)... 
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            == index); 
        uniqueCategoryValues(index, 2) = numOfOccurences; 
        index = index + 1; 
    end 
     
    % Save the number of occurences by each category into Musicians. 
    Musicians{outerPointer, 2} = uniqueCategoryValues; 
     
    outerPointer = outerPointer + 1; 
end 
  
clearvars index i numOfOccurences restrictor 
  
% Turn the number of tone cells into percentage of each category by  
% one player. Set outer pointer eg. cell array pointer. 
outerPointer = 1; 
while outerPointer <= size(Musicians, 1) 
    % Set inner pointer e.g. pointer within a cell. 
    innerPointer = 1; 
     
    while innerPointer <= size(uniqueCategoryValues, 1); 
        Musicians{outerPointer, 4}(innerPointer,1) = ...  
            Musicians{outerPointer, 2}(innerPointer, 2) / ... 
            Musicians{outerPointer, 3} * 100; 
        innerPointer = innerPointer + 1; 
    end 
     
    outerPointer = outerPointer + 1; 
end 
  
clearvars outerPointer innerPointer 
  
% Create table based on earlier section. 
for i = 1 : size(Musicians, 1); 
    % Number of Tone Cells. 
    numberOfToneCellsSplit(i, :) = Musicians{i, 2}(:, 2)'; 
    % Tone Cells as Percentages. 
    ToneCellPercentage(i, :) = Musicians{i, 4}(:, 1)'; 
end 
  
clearvars i uniqueCatVal 
  
numberOfToneCellTable = array2table(numberOfToneCellsSplit); 
ToneCellPercentageTable = array2table(ToneCellPercentage); 
  
% Delete redundant data (i.e. data transformed above) from variable. 
% Only name and total number of Tone Cells remain. 
Musicians(:, 2) = []; 
Musicians(:, 3) = []; 
  
% Turn array into table for merging all the tables. 
Musicians = array2table(Musicians); 
% Merge tables and save into a xlsx-file. 
Musicians = horzcat(Musicians, numberOfToneCellTable, ... 
    ToneCellPercentageTable); 




clearvars i uniqueCateroryValues numberOfToneCellsSplit ... 
    numberOfToneCellTable ToneCellPercentageTable 
  
%% K-means clustering of musicians. 
% Cluster musicians based on how many percent of their respective tone 
% cells belong to certain category i.e. cluster by differences in  
% style. 
  
% Create k clusters (e.g. 3).  
% K-means will be replicated 5 times to configure lowest  
% within-cluster sums of point-to-centroid distances. Display final  
% iteration. 
groups = kmeans(ToneCellPercentage, 4, 'Replicates', 5, ...  




%% Plot profiles of playing style. 
  
% Sort musicians by group. 
Musicians.groupNumber = groups; 
Musicians = sortrows(Musicians, {'groupNumber'}); 
  
for k = 1 : size(unique(ToneCellsIndex.Categories), 1) 
    sortedPercentages(:, k) = ... 




figure('Name','Player style profiles','NumberTitle','off') 
barh(sortedPercentages,'stacked','DisplayName','ToneCellPercentage') 
xlim([0 100]) 
set(gcf,'color','w'); % Set background white. 
  
% Set y-axis tick labels according to names of the musicians. 
ay = gca; 
ay.YTickLabel = Musicians.Musicians1; 
xlabel('Percentage'); 
% Configure colormap. 
colormap(winter) 
% Create labels for plot legend. 
for k = 1 : size(unique(ToneCellsIndex.Categories), 1)     
    tmp = ['Category ' num2str(k)]; 




legend('location', 'eastoutside', 'Orientation', 'Vertical'); 
  








function [ data ] = cleanData( data ) 
%cleanData Delete unused rows and columns from the data. 
    data( ~any(data,2), : ) = [];  %rows 
    data( :, ~any(data,1) ) = [];  %columns  
end 
  
function [ ToneCells ] = saveData2ToneCells( ToneCells, data, rp ) 
%Save data into the ToneCells 
%  Input: ToneCells, data (eg. exported envelopes or spectral  
% features) and row pointer. 
  
[datarows, datacols] = size(data); 
ToneCells(rp:rp+datarows-1, 1:datacols) = reshape(data, ...  





function [ positionsInSec, mirsegmentCompatibleFramePositions ] = ... 
    framePositionsExtractor( FramePositionFile ) 
%framePositionsExtractor This functions returns frame positions of the 
%segments. 
  
positions = FramePositionFile; 
  
threshold = 0.4; 
positionsInSec = zeros(300, 2); 
  
% Go through samples. If sample > threshold save location. 
% If the next sample comes before half a second, don't save the  
% location. 
  
% Initialize first run. Refractory period is set to negative so that  
% first if condition will be true. 
refractoryPeriod = -1; 
numOfPositions = 1; 
  
% Go through samples in positions. 
for sample = 1 : size(positions, 1)   
    if refractoryPeriod < sample 
         
        % If sample amplitude in corresponding row is higher than the 
        % threshold, save the location in seconds (sample divided   
        % by sampling rate).  
        if positions(sample, 1) > threshold 
            positionsInSec(numOfPositions, 1) = sample / 44100; 
            numOfPositions = numOfPositions + 1; 
            % refractoryPeriod is half a second. 
            refractoryPeriod =  sample + 22050; 
        end 
    end  
end 
  
% Delete unused rows. 




% Set ending times into column 2. 
positionsInSec(1 : size(positionsInSec, 1)-1, 2) = ... 
    positionsInSec(2 : end, 1); 
% Delete last row, because it only shows ending time of the last  
% segment and it was moved to coloumn 2. 
positionsInSec(end, :) = []; 
  
% Create mirsegment compatible array of positions. 
mirsegmentCompatibleFramePositions = [0; positionsInSec(1, 1); ... 




function [] = plotCategories( data, categories ) 
%plotCategories Plot categories (i.e. clusters). 
% Input: data (eg. ToneCells envelope data) and categories 
% from index-variable (eg. ToneCellsIndex.Categories). 
  
numberOfCategories = length(unique(categories)); 
figure('Name','Tone Cell Categories','NumberTitle','off') 
  
% Number of subplots according to number of categories arranged into a 
% square. Plot data. 
for index = 1 : numberOfCategories 
    subplot(ceil(sqrt(numberOfCategories)), ...  
        ceil(sqrt(numberOfCategories)), index), ... 
        plot(data(categories(:,1) == index, : )', ... 
        'color', [0.529412 0.807843 0.921569]) 
    % Set plot limits. 
    ylim([0 1]) 
    xlim([0 400]) 
     
    % Plot mean signal on top of the data. 
    hold on; 
    m = mean(data(categories(:,1) == index, :)); 
    plot(m, 'color', [0.294118 0 0.509804]) 
     
    % Plot medoid 
    % med = medoids(index, :); 
    % plot(med, 'color', 'r') 
     
    % Plot standard deviation. 
    plot(m + 1 * std(data(categories(:,1) == index, :)), ... 
        'color', [0.415686 0.352941 0.803922]) 
    plot(m - 1 * std(data(categories(:,1) == index, :)), ... 
        'color', [0.415686 0.352941 0.803922]) 
    hold off; 
     
    % Write title: number of category, number of Tone Cells, and 
    % percentage of all tone cells this category includes. 
    n = sum(categories(:,1) == index); 
    nPercentage = n / length(categories) * 100; 
    title(['Category ' num2str(index) ' (n = ' num2str(n) ';  ' ... 
        num2str(round(nPercentage)) ' %)']) 
end 
  







function [ DecimatedToneCellData ] = decimateToneCells( ToneCellData ) 
% This function decimates Tone Cells envelope data. 
  
% Decimation factor 130 seems to be good enough. 
% Temporal resolution should be around 47 ms. 
  
% Initialize decimated array. 
% First, check how many columns decimation results. 
decimated = decimate(ToneCellData, 130); 
DecimatedToneCellData = zeros(size(ToneCellData, 1), ... 
    size(decimated, 2)); 
  
for k = 1 : size(ToneCellData, 1) 
   DecimatedToneCellData(k, :) = decimate(ToneCellData(k, :), 130); 
    
   progress = k / size(ToneCellData, 1) * 100; 





function [ToneCellData, ToneCellDataIndex] = ... 
    HonkyokuAnalyzerClustering(ToneCellData, ToneCellDataIndex) 
  
% Cluster 
[ToneCellDataIndex, numberOfGroups, signalsInGroups] = ... 
    correlationClustering(ToneCellData, ToneCellDataIndex); 
  
% Filter signals which don't fit clusters well enough. 
[ToneCellData, ToneCellDataIndex] = ... 
    unfittingSignalFilter(ToneCellData, ToneCellDataIndex, ... 
    numberOfGroups, signalsInGroups); 
  
% Update clustering after filtering. 
[ToneCellDataIndex, ~, ~] = correlationClustering(ToneCellData, ... 






function [ ToneCellDataIndex, numOfGroups, signalsInGroups ] = ... 
    correlationClustering( ToneCellData, ToneCellDataIndex) 
% Hierarchical agglomerative clustering based on correlation  
% dissimilarity. 
  
% Set threshold for how dissimilar signals are clustered together. 
% Threshold of 0 corresponds to correlation coefficient of 1, 0.1 
% corresponds to coefficient of 0.9, 0.7 to 0.3, 1.2 to -0.2 etc.  
% until dissimilarity of 2 corresponds to correlation coefficient of  
% -1. 




% Calculate dissimilarity based on correlation. 
pairwiseDistances = pdist(ToneCellData, 'correlation'); 
% Link clusters based on farthest neighbor. 
clusterTree = linkage(pairwiseDistances,'complete'); 
% Cluster based on linkage tree.  
groups = cluster(clusterTree,'cutoff',threshold,'criterion', ... 
    'distance'); 
  
% Visualize hierarchical cluster tree. Colorize groups. 
figure('Name','Agglomerative hierarchical cluster tree', ... 
    'NumberTitle','off') 
dendrogram(clusterTree,0,'colorthreshold',threshold) 
  
% How many groups were created? 
numOfGroups = max(groups); 
  
% Initialize variable. 
signalsInGroups = zeros(numOfGroups, 1); 
  
% Count number of signals in each group. 
for k = 1 : numOfGroups 




figure('Name','Number of signals in groups (histogram)', ... 
    'NumberTitle','off') 
histogram(signalsInGroups) 
figure('Name','Number of signals in groups (box)', ... 
    'NumberTitle','off') 
boxplot(signalsInGroups) 
figure('Name','Number of signals in groups (plot)', ... 
    'NumberTitle','off') 
plot(signalsInGroups) 
  
% Save grouping into the ToneCellDataIndex 




function [ToneCellData, ToneCellDataIndex] = ... 
    unfittingSignalFilter(ToneCellData, ToneCellDataIndex, ... 
    numberOfGroups, signalsInGroups) 
%Filter signals which don't fit well to categories. Works only with 
%correlationClustering.m outputs. 
  
% Set threshold for deletion. One cluster should have enough signals  
% to be valid for interpretations. One cluster should describe  
% relatively large part of the data, therefore, practical threshold  
% could be one percent of all signals i.e. 60 signals in this study. 
groupThreshold = 60; % > 1 % of all the Tone Cells 
  
for k = 1 : numberOfGroups 
    % If the amount of signals in group is smaller than threshold... 
    if signalsInGroups(k, 1) < groupThreshold 
        % ... turn signals in that group into NaN. 
 97 
 
        signalsToDelete = find(ToneCellDataIndex.Categories == k); 
        for i = 1 : size(signalsToDelete, 1) 
           ToneCellData(signalsToDelete(i, 1), :) = NaN; 
           ToneCellDataIndex.Categories(signalsToDelete(i, 1), 1) ... 
               = NaN; 
        end      
    end 
end 
  
% Delete signals marked NaN 
ToneCellData = cleanData(ToneCellData); 
k = 1; 
while k <= size(ToneCellDataIndex.Categories, 1) 
   if isnan(ToneCellDataIndex.Categories(k)) 
        ToneCellDataIndex(k, :) = []; 
   else 
        k = k + 1;  
   end   
end 
end 
 
 
