ABSTRACT. Inflation rate, unemployment rate and interest rate are some of the most important indicators used at macroeconomic level. These variables present an important interest for the central banks that establish the monetary policy (inflation target), but also for the government interested in public policies. Macroeconometric modeling offers the advantage of using more models to describe the evolution of a single variable and also the advantage of predicting it. But it is important to choose the forecast with the higher degree of accuracy. Calculating some indicators of accuracy we may know the best forecast that will be used to establish the macroeconomic policies. For the interest rate and unemployment rate in Romania VAR (2) models generated more accurate forecasts than ARMA models or models with lags. For the inflation rate the model with lag, which is consistent with Granger causality, determined the most accurate forecasts. The predictions based on all these models are better than those got using smoothing exponential techniques.
Introduction
In establishing the monetary policy, the deciders must take into account the possible future evolution of some important macroeconomic variables as inflation rate, unemployment rate or interest rate. This fact implies the knowledge of the predictions of these indicators. In econometrics we can build forecasts starting from a valid model. The real problem appears when we have some alternative models and we must choose the one with the higher degree of accuracy.
In this article, we modeled the three selected variables and we made predictions for them. Using indicators of accuracy we demonstrated that simple econometric models generated better forecasts in Romania than the smoothing exponential techniques. The last forecasting method is most widely used of all forecasting techniques because of the little computation. Exponential smoothing has among the advantages: simplicity, reasonable accuracy and computationally efficiency.
Literature
To assess the forecast accuracy, as well as their ordering, statisticians have developed several measures of accuracy. For comparisons between the MSE indicators of forecasts, Granger and Newbold proposed a statistic. Another statistic is presented by Diebold and Mariano (1995) for comparison of other quantitative measures of errors. Diebold and Mariano test proposed in 1995 a test to compare the accuracy of two forecasts under the null hypothesis that assumes no differences in accuracy. The test proposed by them was later improved by Ashley and Harvey, who developed a new statistic based on a bootstrap inference. Subsequently, Diebold and Christoffersen have developed a new way of measuring the accuracy while preserving the co-integrating relation between variables. Armstrong and Fildes (1995) showed that the purpose of measuring an error of prediction is to provide information about the distribution of errors form and they proposed to assess the prediction error using a loss function. They showed that it is not sufficient to use a single measure of accuracy.
Since the normal distribution is a poor approximation of the distribution of a lowvolume data series, Harvey, Leybourne, and Newbold improved the properties of small length data series, applying some corrections: the change of DM statistics to eliminate the bias and the comparison of this statistics not with normal distribution, but with the T-Student one. Clark evaluated the power of equality forecast accuracy tests , such as modified versions of the DM test or those used by or Newey and West, based on Bartlett core and a determined length of data series.
In literature, there are several traditional ways of measurement, which can be ranked according to the dependence or independence of measurement scale. A complete classification is made by Hyndman and Koehler (2005)  Free-scale error metrics (resulted from dividing each error at average error) Hyndman and Koehler (2005) introduce in this class of errors "Mean Absolute Scaled Error" (MASE) in order to compare the accuracy of forecasts of more time series.
In practice, the most used measures of forecast error are:
The sign of indicator value provides important information: if it has a positive value, then the current value of the variable was underestimated, which means expected average values too small. A negative value of the indicator shows expected values too high on average. These measures of accuracy have some disadvantages. For example, RMSE is affected by outliers. Armstrong and Collopy (2000) stress that these measures are not independent of the unit of measurement, unless if they are expressed as percentage. Fair, Jenkins, Diebold and Baillie show that these measures include average errors with different degrees of variability. The purpose of using these indicators is related to the characterization of distribution errors. Clements and Hendry have proposed a generalized version of the RMSE based on errors intercorrelation, when at least two series of macroeconomic data are used. If we have two forecasts with the same mean absolute error, RMSE penalizes the one with the biggest errors. U Theil's statistic is calculated in two variants by the Australian Tresorery in order to evaluate the forecasts accuracy.
The following notations are used: a -the registered results; p -the predicted results; t -reference time; e -the error (e=a-p); n -number of time periods. The more closer of one is U 1 , the forecasts accuracy is higher. 
The models used to make macroeconomic forecasts
The variables used in models are: the inflation rate calculated starting from the harmonized index of consumer prices, unemployment rate in BIM approach and interest rate on short term. The last indicator is calculated as average of daily values of interest rates on the market. For the inflation rate.the high values alternate with the low one and we can not identify an ascending or a descending trend the values with one digit start, the trend being a descending one. For unemployment rate we have low values, but from 2009, because of the financial crise, the rate growed.
The data series for the Romanian economy are monthly ones and they are taken from Eurostat website for the period from February 1999 to October 2011. The indicators are expressed in comparable prices, the reference base being the values from January 1999. We eliminated the influence of seasonal factors for the inflation rate using Census X11 (historical) method.
After applying the ADF test (Augmented Dickey-Fuller test) and Phillips Perron for 1, 2 and 4 lags, we got that interest rate series is stationary, while the inflation rate (denoted rin) and the unemployment rate (denoted rsn) series have one single unit root each of them. In order to stationarize the data we differenced the series, rezulting stationary data series:
Taking into account that our objective is the achievement of one-month-ahead forecasts for December 2011, January and February 2012, we considered necessary to update the models. We used two types of models: a VAR(2) model, an ARMA one and a model in which inflation and interest rate are explained using variables with lag.
Vector autoregressive (VAR) models are used to capture the linear interdependencies among multiple time series. These models were introduced by Sims in 1980 and he showed as advantage the providing of theory-free method to estimate economic relationships. VAR models treat all variables as endogenous, whereas in econometric modeling one generally needs to classify variables as exogenous, predetermined and endogenous. The autoregressivemoving-average (ARMA) models or Box-Jenkins models are typically applied to autocorrelated time series data.
The models with lagged variables take into account the Granger causality. A variable X Granger-causes Y if Y can be better predicted using the histories of both X and Y than using the history of Y alone.
The models for each analyzed period are shown in the table below. We developed onemonth-ahead forecasts starting from these models, then we evaluated their accuracy. Source: own calculations using EViews.
The forecasts based on these models are made for December 2011, January and February 2012 in the version of one-step-ahead forecasts. Source: own calculations using Excel.
The assessment of forecasts' accuracy
A generalization of Diebold-Mariano test (DM) is used to determine whether the MSFE matrix trace of the model with aggregation variables is significantly lower than that of the model in which the aggregation of forecasts is done. If the MSFE determinant is used, according Athanasopoulos and Vahid (2005) , the DM test can not be used in this version, because the difference between the two models MSFE determinants can not be written as an average. In this case, a test that uses a bootstrap method is recommended.
The (1) T -number of months for which forecasts are developed;
the h-steps-ahead forecast error of variable i at time t for the VAR(2) model;
the h-steps-ahead forecast error of variable i at time t for the ARMA; s -the square root of a consistent estimator of the limiting variance of the numerator.
The null hypothesis of the test refers to the same accuracy of forecasts. Under this assumption and taking into account the usual conditions of central limit theorem for weakly correlated processes, DM statistic follows a standard normal asymptotic distribution. For the variance the Newey-West estimator with the corresponding lag-truncation parameter set to h − 1 is used.
On 3 months we compared in terms of accuracy the predictions for all the three variables, predictions made starting from VAR(2) models and ARMA models. The value of DM statistics (32,18) is greater than the critical one, fact that shows there are significant differences between the two predictions. The accuracy of forecasts based on VAR models is higher than that based on ARMA models.
VAR (2), ARMA models and the ones with lags have the tendency to underestimate the forecasted values of inflation rate. The predictions of inflation based on models with lag have the higher accuracy, the value close to zero for U1 confirming this observation as the other accuracy indicators that registered the lowest values. As the U2 Theil's statistic has values lower than one for al one-step-ahead forecasts, these predictions are better than those based on naïve model. Source: own calculations using Excel.
For the unemployment rate the VAR (2) and ARMA models overestimate the forecasted values. The values registered by the indicators are contradictory, because some of the indicators of accuracy indicate a higher precision for predictions based on VAR(2) models (RMSE,MPE,U1), and the others consider that ARMA models should be used in forecasting the unemployment rate (MAE,ME). The unemployment rate forecasts based on VAR models are better than those obtained using the naive model. Source: own calculations using Excel. Source: own calculations using Excel.
The best forecasts for the interest rate are those based on VAR (2) Exponential smoothing is a technique used to make forecasts as the econometric modeling. It is a simple method that takes into account the more recent data. In other words, recent observations in the data series are given more weight in predicting than the older values. Exponential smoothing considers exponentially decreasing weights over time. The basic assumption of smoothing models is the "locally stationary" of time series with a slowly varying mean. However, this method was rather criticized for leading to unstable forecasts and, indeed, empirical studies have shown that they are less successful than the simpler, traditional procedure of constant optimized parameters. Rosas and Guerrero (1994) presented a methodology for obtaining optimal forecasts with exponential smoothing (ES) techniques when additional information, other than the historical record of a time series, is available. Taylor (2004) used a new adaptive exponential smoothing method, which enables a smoothing parameter to be modeled as a logistic function of a user-specified variable.
Simple exponential smoothing method (M1)
The technique can be applied for stationary data to make short run forecasts. Starting from the formula of each rate
, where a is a constant and  t u residue, s -seasonal frequency, the prediction for the next period is: Each future smoothed value is calculated as a weighted average of the n past observations, resulting:
Holt-Winters Simple exponential smoothing method (M2)
The method is recommended for data series with linear trend and without seasonal variations, the forecast being determined as:
Finally, the prediction value on horizon k is: 
Holt-Winters multiplicative exponential smoothing method (M3)
This technique is used when the trend is linear and the seasonal variation follows a multiplicative model. The smoothed data series is:
where a -intercept, b -trend, c -multiplicative seasonal factor.
The prediction is:
Seasonality is the tendency of time-series data to exhibit behavior that repeats itself every L periods.
Holt-Winters additive exponential smoothing method (M4)
This technique is used when the trend is linear and the seasonal variation follows a multiplicative model. The smoothed data series is (14):
Double exponential smoothing method (M5)
This technique is recommended when the trend is linear, two recursive equations being used: All the techniques tend to underestimate the values of the variables, excepting the simple and the double exponential smoothing method for the inflation rate. For the inflation rate and the interest rate the Holt-Winters Simple exponential smoothing method (M2) generated the best forecasts. For the unemployment rate the simple exponential smoothing method (M1) is the best. Only the predictions of the inflation rate based on M5 and of the unemployment rate based on M1 are better than those based on naive model. The forecasts based on econometric models are better in terms of accuracy than those got using exponential smoothing techniques, because of the values of U1 that are closer to 1.
Conclusions
There are many quantitative methods used to make forecasts and we selected for this research two types of techniques: some common econometric models used for structural forecasting (VAR models and model with lagged variables) and non-structural forecasting (ARMA models) and smooth exponential techniques. The first class of methods takes into account all the values in the data series, reflecting a larger evolution of the phenomenon, and the second one only the recent values.
An econometric model is one of the tools that economists use to forecast future developments in the economy. In the simplest terms, econometricians measure past relationships between variables such as inflation rate and unemployment rate, and then try to forecast how changes in some variables will affect the future course of others.
Econometric models are developed in specialized institutions, government agencies, and banks. Model building is indeed guided by theory but the model specification is not really determined by theory.
One of the most successful forecasting methods is the exponential smoothing (ES) techniques. Moreover, it can be modified efficiently to use effectively for time series with seasonal patterns. It is also easy to adjust for past errors-easy to prepare follow-on forecasts, ideal for situations where many forecasts must be prepared, several different forms are used depending on presence of trend or cyclical variations. In short, an ES is an averaging technique that uses unequal weights; however, the weights applied to past observations decline in an exponential manner.
We selected three important variables from the macroeconomic level (inflation rate, unemployment rate and interest rate) and we analyzed their monthly evolution using data series from February 1999 to October 2011. The forecasts for these variables are very used by the central bank especially in establishing the monetary policy. We made one-step-ahead forecasts for the next 3 months starting from the specified econometric models and using exponential smoothing technique. The accuracy of the predictions is evaluated using some common indicators.
Analyzing the results of this research, we can use VAR models in making predictions about macroeconomic variables as unemployment rate or interest rate in Romania and the model with lags for the inflation rate. We got a higher accuracy for the forecasts based on econometric models unlike the ones based on smoothing techniques, because we compared the U1 Theil's statistics, an indicator used to evaluate the differences between forecasts in terms of accuracy. This result implies that it is important to take into account all the previous values of the variables in making predictions, not only the recent ones like in the case of smoothing exponential methods.
VAR (2), ARMA models and the ones with lags have the tendency to underestimate the forecasted values of inflation rate and interest rate. For the unemployment rate the VAR(2) and ARMA models overestimate the forecasted values. All the exponential smoothing techniques tend to underestimate the values of the variables, excepting the simple To improve the policy we can use monthly forecasts based on econometric models instead of those obtained using smoothing methods. The policy is improved by choosing the most accurate forecast which will help the government or the bank in taking the best decisions.
