This paper discusses asymptotic distributions of various estimators of the underlying parameters in some regression models with long memory (LM) Gaussian design and nonparametric heteroscedastic LM moving average errors. In the simple linear regression model, the first-order asymptotic distribution of the least square estimator of the slope parameter is observed to be degenerate. However, in the second order, this estimator is n 1/2 -consistent and asymptotically normal for h + H < 3/2; nonnormal otherwise, where h and H are LM parameters of design and error processes, respectively. The finite-dimensional asymptotic distributions of a class of kernel type estimators of the conditional variance function σ 2 (x) in a more general heteroscedastic regression model are found to be normal whenever H < (1 + h)/2, and non-normal otherwise. In addition, in this general model, log(n)-consistency of the local Whittle estimator of H based on pseudo residuals and consistency of a cross validation type estimator of σ 2 (x) are established. All of these findings are then used to propose a lack-of-fit test of a parametric regression model, with an application to some currency exchange rate data which exhibit LM.
1. Introduction. This paper discusses asymptotic distributions of some estimators of the underlying parameters in some heteroscedastic regression models with LM in design and errors. This is of interest partly for the purpose of regression model diagnostics and partly for the sake of some large sample inference in these models. Regression models with LM in both design and error variables are useful when LM in the given response variable is not fully explained by LM in the given design variable; see [26] .
For the sake of clarity of exposition, we first focus on a simple linear regression model where one observes a strictly stationary bivariate process Y t = β 0 + β 1 X t + σ(X t )u t , for some (β 0 , β 1 ) ∈ R 2 , (1.1)
2) as j → ∞, for some 1 2 < H < 1. Here, ε t are standardized i.i.d. r.v.'s, independent of the X t -process and the constant C is such that ∞ j=0 b 2 j = 1. Under this set up, σ 2 (x) = Var(Y 0 |X 0 = x), x ∈ R, and Eσ 2 (X 0 ) < ∞.
For a stationary second-order process ξ t , t ∈ Z, let f ξ (γ ξ ) denote its spectral density (auto-covariance function). We also assume that {X t } is a Gaussian process with mean µ, variance γ 2 := γ X (0), and
as k → ∞, for some 1/2 < h < 1, (1.3) where θ(h) := 2Γ(2 − 2h) cos(π(1 − h)) and G X > 0 is a constant. The sequence b j is also assumed to satisfy b j → 0, as j → ∞ and for some a < ∞, b j+1 ≤ b j (1 + j −1 a), for all sufficiently large j. This condition, for example, is satisfied by FARIMA(0, H − 1/2, 0) model where b j = Γ(j + H − 1/2)/Γ(j + 1)Γ(H − 1/2). As pointed out in [24] , page 1632, under this condition,
where G u is a positive constant. Several authors have discussed regression models with LM errors when σ(x) ≡ c, a constant. The asymptotic distributions of the least squares estimator (LSE) and M-and R-estimators in nonrandom design linear regression models with LM errors are established in [12, 17, 18, 33, 34] and for nonlinear regression models in [19] . The asymptotic distribution of the generalized LSE (GLSE) in certain polynomial regression models is discussed in [6] and [16] . The errors in [6] are assumed to be LM Gaussian, while in [16] a function of a long memory moving average (LMMA) process.
In the context of homoscedastic multiple linear regression models with LM in both covariates and errors and when the error process has a known parametric spectral density, the GLSE of the slope parameter vector is known to be n 1/2 -consistent and asymptotically normal with the Gauss-Markov variance; see [26] . This result is adapted in [15] to the case where the error spectral density is semi-parametric as in (1.4) . A crucial result needed here is the availability of a preliminary n 1/2 -consistent estimator of the slope parameter vector. In [26] it was also noted that the LSE is n 1/2 -consistent for certain values of H, h. In a simulation study reported in [15] it was found that the adaptive estimator where LSE was used as a preliminary estimator had smaller MSE compared to the one where GLSE was used. This partly motivates the need to understand asymptotic behavior of the LSE in the current set up, for were one to carry out an analogous adaptation program here, even to get started one would need a preliminary n 1/2 -consistent estimator of β 1 in order to estimate σ(x) and f u (λ) nonparametrically. And at least for those values of H and h for which the LSE is n 1/2 -consistent, its use in constructing such adaptive estimators would be justified. Other reasons are to be able to estimate G u and H and to understand asymptotic behavior of some lack-of-fit tests for fitting a heteroscedastic linear regression model. Currently there is a void on this topic in the literature which this paper is attempting to fill. Because of its simplicity, it is desirable to use the LSE for these purposes.
Section 2 discusses asymptotic distribution of the LSEβ := (β 0 ,β 1 ) ′ of β := (β 0 , β 1 ) ′ in the models (1.1) and (1.2). The weak limit of n 1−H (β − β) is shown to be a bivariate normal distribution, for all 1/2 < H, h < 1. But if µ = EX = 0 and σ(x) is an even function, then this asymptotic distribution ofβ 1 is degenerate. In this case we further obtain that if H + h < 3/2, n 1/2 (β 1 − β 1 ) converges weakly to a normal r.v. On the other hand, in the case H ∧ h := min(H, h) > 3/4, and even when both u t and X t are Gaussian, β 1 has a nonnormal weak limit with the normalization n 2−H−h .
To implement the proposed lack-of-fit test for fitting a regression model or to carry out some inference about β and σ 2 (x), one needs consistent estimators of σ(x), G u and a ln(n)-consistent estimator of H. Section 3 derives asymptotic distributions of a class of kernel type estimatorsσ 2 (x) of σ 2 (x) in the regression model
where r(x) is a vector of some known q functions and the rest of the entities are as in (1.2) and (1.3). It is proved that when H < (1 + h)/2, the finite-dimensional distributions of n 1−h (σ 2 − σ 2 ) converge weakly to kvariate normal distributions, while for H > (1 + h)/2, the weak limit of
Using the approach in [25] , the local Whittle estimator of H based on the pseudo residuals Y t −β ′ r(X t ) in the model (1.5) is shown to be log(n)-consistent, whereβ is the LSE. This is unlike the case of nonparametric heteroscedastic regression model with X t = t/n, 1 ≤ t ≤ n, and LMMA errors, where it is necessary to base estimators of H on the standardized residuals; see [11] .
An important inference problem is to assess the accuracy of an assumed regression model. Let (X, Y ) denote a copy of (X 0 , Y 0 ) and µ(x) := E(Y |X = x). Consider the problem of testing H 0 : µ(x) = β ′ r(x), for some β ∈ R q and for all x ∈ R, against the alternative that H 0 is not true. In the 1990's, several authors found that tests of H 0 based on the marked empirical process
have desirable level and power properties against a broad class of alternatives; see, for example, [ [1] , [21] , [29] , [30] , [31] ], among others. See [1] , pages 132-134 of [13] , and [29] for more motivation about using this process for lack-of-fit testing. In the presence of long memory in design and/or errors and when σ(x) ≡ c, some tests based on this process have been studied in [20] . Under the current set up, Theorem 5.1 below proves that, under H 0 , n −H V n (x) converges weakly to J σ (x)ψ 1 Z, in D(R) and uniform metric, where Z is a N (0, 1) r.v.,
, and A −1 is assumed to exist. Thus, to use V n for testing H 0 , we need a uniformly consistent estimator of J σ (x) and a consistent estimator of ψ 1 . A uniformly consistent estimator of J σ , under H 0 , based on the leave-one-observation-out estimator of σ(x), is given in Section 5. The regular kernel type estimator is not useful here because of the unstable behavior ofσ 2 (X t ). The estimators of G u and H constructed in Section 4 are used to provide a consistent estimator of ψ 1 under H 0 . Section 6 includes a finite sample simulation and an application to some monthly currency exchange rate data that exhibits long memory. The last section is the Appendix consisting of some proofs and necessary lemmas.
In this paper all limits are taken as n → ∞, unless specified otherwise. For any two sequences of real numbers, a n ∼ b n means that a n /b n → 1, → d stands for the convergence in distribution of a sequence of r.v.'s, while =⇒ denotes the weak convergence of a sequence of stochastic processes, and u p (1) denotes a sequence of stochastic processes that tends to zero uniformly over its time domain, in probability. Henceforth, the independence of X t and u t processes is used without mention.
2. Asymptotics of the LSE. This section discusses asymptotic distribution of the LSE in the model (1.1)-(1.3). For this purpose, we need the following result. Let ν be a real valued function on R with Eν 2 (X) < ∞.
, for all sufficiently large and positive t. Hence, ∀1/2 < h, H < 1, [8] , we obtain
Recall that the LSE satisfieŝ (1) and hence, the following:
But Γ 1 = 0 if either σ(x) ≡ c, a constant or µ = 0 and σ(x) is an even function of x. Since in these cases the weak limit of n 1−H (β 1 − β 1 ) is degenerate at zero, it is pertinent to investigate higher-order approximation to the distribution ofβ 1 . The former case has been discussed in [20] . We shall next discuss the second-order result under the following:
is an even function of x ∈ R and µ := E(X) = 0.
where B 1 and B 2 are the two Wiener random measures; see [32] . We also need to define Z n2 := n 1−H−h n t=1 X t u t /γ, Z n2 := n −h n i=1 X i /γ, and c 1 := E(X 2 σ(X)). We are now ready to state and prove the following: 
Proof. Let H j denote the jth Hermite polynomial, j ≥ 1; see, for example, [32] . The Hermite expansion of the function xσ(x) is
Using the independence of X i 's and u i 's, we obtain Var S n = O(n −4+2H+2h ). Because of the orthogonality of the Hermite polynomials,
This fact and (2.8) readily yield (2.5). The claim (2.6) is proved similarly, using the fact that under Assumption 1, the Hermite rank of σ(x) is 2.
To prove (2.7), let
,
Next, by the Hermite expansion of xσ(x) and σ(x), we obtain
.
This proves (2.7).
The following theorem gives a nonstandard second-order limiting distribution ofβ 1 when H ∧ h > 3/4, where Z 2 is as in (2.4) with B 1 and B 2 independent.
Proof. Lemma 2.2 combined with (2.3) yields that
Using the derivations similar to those in the proof of Theorems 6.1 and 6.2 in [10] , one verifies that
. These facts together with (2.3) complete the proof of (2.9).
Consistent estimates of c 1 , σ 0 and γ are
)/n and s, respectively, where V i 's are defined in (5.2) below. However, the distribution of the limiting r.v. in (2.9) is not easy to determine and, hence, any decent inference about β 1 based onβ 1 appears to be infeasible in this case.
We shall next discuss asymptotic distribution ofβ 1 when u t 's form the moving average (1.2) and H + h < 3/2. This in turn is facilitated by the following lemma where
In addition, suppose ν is a measurable function such that Eν(X) = 0, Eν 2 (X) < ∞, the Hermite rank of ν(X) is 1, and
Proof. The proof uses the truncation method similar to the one used in [26] . The main idea here is to approximate U n by a weighted partial sum of the i.i.d. r.v.'s {ε i }. Fix H, h such that H + h < 3/2. Let ν t := ν(X t ) and M = M n > n (2h−1)/(2−2H) , and define
Because the Hermite rank of ν t is 1, by (A.20) below,
Hence, it suffices to show that (a)
But A = A 1 + A 2 , where
Next, let g j := n −1 n−j t=1 ν t ν t+j . Then, one can rewrite B = B 1 − B 2 , where
For the term B 1 , we have
By applying Theorem 6 of [3] and the fact that the Hermite rank of the bivariate function
for 1/2 < h < 1, and hence, for H + h < 3/2,
Also, note that lim n B 12 exists for H + h < 3/2. These facts and the fact that κ 2 2 = γ ν (0)γ u (0) + 2 lim n B 12 complete the proof of (a). The claim (b) is proved by showing that the conditional distribution of U n,M , given F , converges weakly to N (0, κ 2 ). In view of the fact (a), by the Lindeberg-Feller theorem, this is equivalent to showing
To prove this, recall from [5] that max 1≤t≤n |X t | = O p (ln n). By the CauchySchwarz (C-S) inequality, we obtain that, for any integer l > 0,
In view of (2.10), this upper bound is o p (1), for any l = O(n 2η/(2H−1) ). Hence, (2.12) follows, thereby completing the proof of the lemma. Now, take ν(x) = xσ(x) in the above lemma. Because σ is an even function, the Hermite rank of ν(x) is 1. Also, the fact max 1≤t≤n |X t | = O p (ln n) and (2.6) implyXē = o p (n −1/2 ) for H + h < 3/2. Hence, we readily obtain the following:
3), and Assumption 1 hold. In addition, suppose EX 2 σ 2 (X) < ∞ and (2.10) holds with ν(x) = xσ(x). Then, for
An estimate of κ 2 is obtained as follows. Because, under Assumption 1,
, for all sufficiently large k, the process X t σ(X t )u t is weakly dependent when H + h < 3/2. Thus, one may use the block bootstrap method to estimate κ 2 here using X t V t (X t )(Y t − β 0 −β 1 X t ), 1 ≤ t ≤ n, see [22] , where V t is as in (5.2) below. Although we do not prove it here, such an estimator should be consistent for κ 2 .
3. Asymptotic distribution ofσ 2 (x). In this section we shall investigate asymptotic distribution of the kernel type estimatorσ 2 (x) of σ 2 (x) in regression model (1.5) under the following:
An example of r := (r 1 , . . . , r q ) satisfying this condition is r j (x) = x j , j = 1, . . . , q.
To defineσ 2 (x), let K be a density function on [−1, 1], b = b n be sequence of positive numbers, φ denote the density of the N (0, 1) r.v., ϕ(x) := γ −1 φ((x − µ)/γ), and ϕ n (x) :
, and define the kernel type estimator of σ 2 (x) to bê
Now fix an x ∈ R and consider the following additional assumptions.
Assumption 3. The density K is symmetric around zero. 
To describe our results, we need to introduce Z * n2 := n 1−2H n t=1 (u 2 t − 1), µ rσ := Er(X)σ(X). The proof of the following theorem is given in the Appendix. In it, Z * 2 is the Z 2 of (2.4) with B 1 = B 2 and ψ := (ψ 2 1 + ψ 2 2 ) 1/2 . 
Then,
Consistent estimators of ψ 1 , ψ 2 are obtained by plugging in the estimators of H, G u , G X and h in there while that of µ rσ is n −1 n i=1 r(X i )V i (X i ).
Remark 3.1. Suppose we choose b = O(n −δ ). Then Assumption 5 and (3.1) hold, for all δ in the range (1 − h)/2 < δ < 2(1 − h) whenever h > 3/4; and for all δ in the range (1 − h)/2 < δ < 2h − 1, whenever h ≤ 3/4 in the case (a). Similarly, in the case (b), Assumption 5 and (3.2) hold for 1 − H < δ < 2h − 1 whenever h < 3/4; and for 1 − H < δ < 2 − 2h whenever h > 3/4.
We also note here that by using the truncation method as in [2] , the above Theorem 3.1 will continue to hold for a symmetric density kernel function K with noncompact support and finite variance, for example, normal density.
Estimation of H.
In this section we consider the problem of estimating G u , H in the model (1.5) based onẽ t := Y t −β ′ r(X t ), 1 ≤ t ≤ n.
For a process ξ t , 1 ≤ t ≤ n, let w ξ (λ) := (2πn) −1/2 n t=1 ξ t e itλ , I ξ (λ) := |w ξ (λ)| 2 , λ ∈ [−π, π], denote its discrete Fourier transform and periodogram, respectively, where i := (−1) 1/2 . Fix 1/2 < a 1 < a 2 < 1. With λ j := 2πj/n and an integer m ∈ [1, n/2), for a 1 ≤ ψ ≤ a 2 , let
Then the local Whittle estimators of G u and H in the model (1.1) based on {ẽ t } are defined to beĜ u = Q(Ĥ),Ĥ = arg min ψ∈[a 1 ,a 2 ] R(ψ), respectively. The log(n) consistency of an analog ofĤ and consistency of an analog ofĜ u in nonparametric homoscedastic regression models with X t = t/n, t = 1, . . . , n is proved in [25] . The following theorem shows that these results continue to hold in the regression model (1.5) under much simpler restrictions on m than those required in [25] , partly due to the parametric nature of the model and partly due to random design. 
The proof of this theorem is sketched in the Appendix. We note here that if m = Cn a for an 0 < a < 1, then (4.1) holds for H ≥ h. In the case H < h, it holds for any a > (2h − H − 1)/(2h − 2H). In particular, in the case of Gaussian {u t }'s, [14] shows that the optimal bandwidth m equals Cn 4/5 , which always satisfies (4.1).
Regression model diagnostics.
In this section we investigate the weak convergence of V n under H 0 and the assumptions (1.2)-(1.3). The following Glivenko-Cantelli type result is used repeatedly in this connection: for a measurable real valued function g, with E|g(X)| < ∞,
We are now ready to state and prove the following: Theorem 5.1. Under (1.2), (1.3), (1.5) and Assumption 2,
, and uniform metric.
Proof. Let Z n = n t=1 r(X t )σ t u t , nĀ n := A n , and for an x ∈R, let α(x) := Er(X)I(X ≤ x), L(x) := Eσ 2 (X)I(X ≤ x),
Now, assume H 0 holds. Using the Hermite expansion argument, we have
for all x, y ∈R. Then the chaining argument of [9] yields that sup x∈R |U n (x)| = o p (1), and hence, n −H V n (x) = F σ (x)Z n1 + u p (1). By (2.1), we also have
. From these facts we readily obtain
. This, uniform continuity of J σ and (2.2) complete the proof.
In order to implement the above result, we need a uniformly consistent estimator of J σ (x). One of the unknown entities in J σ is σ(X). Because of unstable behavior ofσ(X t ), we shall use an alternate estimator of σ(x) based on the ideas of cross validation method that leave one observation out each time. For this purpose, we assume the design density is known, that is, µ, γ are known and take them to be 0, 1 without the loss of generality. Let
for i = 1, . . . , n. Note that V i (x) is an estimator of σ(x) and that of J σ (x) iŝ
To prove its uniform consistency, we need the following: Assumption 6. The function σ has continuous first derivative. 
j (X) < ∞, for j = 1, . . . , q, k = 0, 1, and
The proof of this theorem follows from the following lemma. LetΛ
Lemma 5.1. Under the conditions of Theorem 5.2,
The proof of this lemma appears in the Appendix. We have the following: Corollary 5.1. Under the conditions of Theorem 5.2,
Proof. The claim (5.5) follows from (5.3) and the inequality |a 1/2 − b 1/2 | 2 ≤ |a − b|, a ∧ b ≥ 0. We shall prove (5.6) for j = 1 only, it being similar for j = 2, . . . , q. It suffices to show that
By the Hölder inequality, the expectation of the l.h.s. of (5.8) is bounded above by n t=1 E 1/3 {Λ −t (X t )−σ(X t )φ 1/2 (X t )} 3 E 2/3 {r 3/2 1 (X t )φ −3/4 (X t )}/n. Since E|r 1 (X)| 3/2 /φ 3/4 (X) = E|r 1 (2X)| 3/2 < ∞, (5.8) follows from (5.5).
Next, by the C-S inequality, the l.h.s. of (5.7) is bounded above by
≤ CEr 2 1 (2X) < ∞, (5.7) follows from this bound and (5.4).
Proof of Theorem 5.2. The proof follows from (5.6), the triangle inequality, the facts that Ā −1 n − A −1 = o p (1), and sup x ᾱ n (x) − α(x) = o p (1) implied by (5.1), in a routine fashion.
A consequence of the above results is that whenever sup x |J σ (x)| = 0, the test that rejects H 0 , whenever, withψ 1 :=Ĝ u θ(Ĥ)/Ĥ(2Ĥ − 1),
is of the asymptotic size α. Here z α is the 100(1 − α)% percentile of the N (0, 1) d.f. In the simple linear regression model with nonzero intercept, that is, when r(x) = (1, x) ′ , J σ (x) ≡ 0 if and only if σ(x) is constant in x.
In the case of a polynomial regression through the origin, sup x |J σ (x)| = 0. In particular, the above test is applicable when fitting a heteroscedastic polynomial.
Proving consistency of the proposed test against a fixed alternative is a delicate matter. However, suppose G u , H and σ are known such that sup x |J σ (x)| = 0. Then the test that rejects H 0 whenever sup x | V n (x)| ≥ n H z α/2 ψ 1 sup x |J σ (x)| will be consistent against the alternative µ(x) = β ′ r(x)+ ℓ(x), for all x, where ℓ is such that Eℓ 2 (X) < ∞ and
In the case these parameters are unknown, the above test (5.9) will be consistent against this alternative, provided estimators of these parameters continue to be consistent under the given alternative.
6. Numerical results. This section contains a simulation study and a real data application.
A simulation study.
In this simulation we take r(x) = (1, x) ′ , β 0 = 0, β 1 = 2 and σ 2 (x) = 1 + x 2 . The errors {u t } are taken to be FARIMA(0, H − 1/2, 0) with standardized Gaussian innovations and {X t } is taken to be fractional Gaussian noise with the LM parameter h. The values of H, h range in the interval [0.6, 0.95] with increments of 0.05. These processes were generated using the codes given in Chapter 12 of [4] .
We first concentrate on the properties ofβ 1 andĤ. Table 1 provides the root mean square errors (RMSE) of the LSEβ 1 with sample size 500 and 2000 replications. As can be seen from this table, when H + h increases, so does the RMSE ofβ 1 . Typically, when H + h < 3/2, the RMSE is small. Table 2 provides the RMSE's of the local Whittle estimatorĤ of H based onε t = Y t −β 1 X t , 1 ≤ t ≤ 500, repeated 1000 times. From this table, we observe that, for H ≤ 0.85, the overall RMSE is less than 0.072 and stable regardless of the values of h. Next, to assess the finite sample behavior ofσ 2 , we simulated the estimatorσ 2 (x) for the values of x in the grid x 1 = −1.50, x 2 = −1.49, . . . , x 301 = 1.50, and for 0.65 ≤ H, h ≤ 0.95. We used the built-in smoothing function of the R program with normal kernel and sample size 500 repeated 500 times. The ranges for δ in the bandwidths b = Cn −δ are given in Table 3 according to the Remark 3.1. The symbols (a) and (b) indicate "Case a" and "Case b" of Theorem 3.1, respectively. Based on Table 3 , for convenience, we used δ = 0.2, b = Cn −.2 in our simulations for all cases of H and h considered except when h = 0.95. In this case, we used δ = 0.099. The constant C is adjusted for different values of H and h according to the average squared errors:
. We record those C values which possibly make ASE the smallest. Some summary statistics of ASE are reported in Tables 4-7 . It can be seen that the estimatorσ 2 (x) is relatively stable for the values of H, h ≤ 0.85. Similar results are observed when we replace the normal kernel by the kernel function K(x) = 0.5(1 + cos(xπ))I(|x| ≤ 1) or the uniform kernel.
6.2.
Application to a foreign exchange data set. In this section we shall apply the above proposed lack-of-fit test to fit a simple linear regression model with heteroscedastic errors to some currency exchange rate data obtained from www.federalreserve.gov/releases/H10/hist/. The data are noon buying rates in New York for cable transfers payable in foreign currencies. We use the currency exchange rates of the United Kingdom Pounds (UK£) vs. US$ and the Switzerland Franc (SZF) vs. US$ from January 4, 1971 to December 2, 2005. We first delete missing values and obtain 437 monthly observations. The symbols X = dlUK and Y = dlSZ stand for differenced log exchange rate of UK£vs. US$ and SZF vs. US$, respectively. We obtain mean(dlUK) = −0.0001775461, Stdev(dlUK) = 0.001701488, Comparing the X-process with a simulated fractional Gaussian noise witĥ h = 0.6610273 and n = 437, Figure 1 suggests that the marginal distribution of X is Gaussian.
Next, we regress Y on X, using the normal density kernel regression function estimator and a simple linear regression model. Both of these estimates are depicted in Figure 2 . They display a negative association between X and Y . The estimated linear equation isŶ = −0.000118775 − 0.4141107X, with a residual standard error of 0.00102992. Figure 3 provides the nonparametric kernel estimator of σ(x) when regressing Y on X with K(x) = 0.5(1 + cos(xπ))I(|x| ≤ 1).
The estimators of H based onε = Y −βX andû = (Y −βX)/σ(X) are equal to 0.6046235 and 0.6246576, respectively. This again suggests the presence of long memory in the error process.
Finally, to check if the regression of Y on X is simple linear, we obtain D n = 0.4137897 with the asymptotic p-value 66%. As expected, this test fails to reject the null hypothesis that there exists a linear relationship between these two processes.
APPENDIX
This section contains some preliminaries and proofs. To begin with we give a reduction principle involving the kernel function K b . Let G := {ν : Eν 2 (X) < ∞}, µ = EX, γ 2 = Var(X) and Z = (X − µ)/γ. Then Hermite expansion of a ν ∈ G is equal to j≥0 (c j /j!)H j (Z), where now c j = Eν(γZ + µ)H j (Z). We also need the fact that for any auto-covariance function c(k
We are now ready to state and prove the following:
Lemma A.1. Let X t , t ∈ Z, be a stationary Gaussian process with µ = EX and γ 2 = Var(X). Let ξ be a real valued measurable function on R, K be a density kernel on R, and b = b n be a sequence of positive numbers, b → 0. In addition, suppose x ∈ R is such that 
Proof. Without loss of generality, assume µ = 0, γ = 1. Let x be as in
n (X), n ≥ 1} < ∞, so that ν n (X) ∈ G, ∀n ≥ 1. This in turn implies that sup n≥1 ∞ j=1 c 2 nj /j! < ∞, where, ∀j ≥ 1,
Hence,
This and (A.1) applied to c(k) = γ X (k) complete the proof.
We also need to recall the following result from [11] . Suppose {u t } is as in (1.2) with Eε 4 < ∞. Then, for all 1/2 < H < 1,
and for s, t, r such that |t − s|, |r − t| and |s − r| all tending to infinity, 
Note that if K is supported on [−1, 1] and ξ is continuous at x, then (A.2) holds, for in this case the l.h.s. of (A.2) is bounded above by C max |z|≤b ξ 2 (x− z) → Cξ 2 (x) < ∞. It also holds if ξ is bounded and K is square integrable on R. In particular, under Assumptions 3 and 4 and continuity of r at x, it holds for ξ(y) = σ 2 (y) and ξ(y) = σ(y)r(y), y ∈ R.
Next, we give some inequalities that are useful in approximating an average of certain covariances of a square integrable function of a Gaussian vector by the corresponding average where the components of the Gaussian vector are i.i.d. Accordingly, let E 0 k denote the expectation of a standard k-dimensional normal random vector. Let A 0,s,t be the covariance matrix of X 0 , X s , X t , 0 ≤ s ≤ t, and B 0,s,t = A 0,s,t − I 3 = ((b i,j (s, t))), where I 3 is the 3 × 3 identity matrix. Let ̺ s,t denote the largest eigen value of B 0,s,t . From [23] , Chapter 6.2, page 194, we obtain that ̺ s,t ≤ max i 3 j=1 |b i,j (s, t)|. This in turn implies that
For a square integrable function g of k r.v.'s, let g 0 k := (E 0 k g 2 ) 1/2 and τ 3 (τ 2 ) denote the Hermite rank of g(X 0 , X 1 , X 2 )−Eg(X 0 , X 1 , X 2 ) (g(X 0 , X 1 )− Eg(X 0 , X 1 )). Since both τ 3 ∧ τ 2 ≥ 1, Theorem 2.1 of [27] yields that, for sufficiently large |s − i|, |t − i| and |t − s|, ∃ a C < ∞ free of i, s, t, such that
X (t − s). In turn, (A.9) implies that, uniformly in i = 1, . . . , n,
Proof of Theorem 3.1. Let x be a point at which r is continuous and Assumption 4 holds. Letd :
Now let ν b := EK b (x − X)σ 2 (X) and rewrite I * = I + II , where
First consider the term II . Use Assumption 4 to verify that
Assumption 5 implies that n 2−2h = o(nb). By Lemma A.1 applied to ξ(y) = σ 2 (y), we obtain that, under Assumptions 3-5,
Now consider the term I. Because EI = 0, (A.6)-(A.7) applied to ξ(y) = σ 2 (y) yield that EI 2 = O((nb) −1 ), for 1/2 < H < 3/4, EI 2 = O((nb) −1 + n 4H−4 ), for 3/4 < H < 1, and I = O p ((nb) −1/2 ln 1/2 (n)), for H = 3/4. We summarize these results here: Under Assumptions 2-5, and Eε 4 < ∞, Note also that E(Σ n ) → r(x)r ′ (x).
Lemma A.1 applied to ξ(y) = (r(y)r ′ (y)) i,j , i, j = 1, . . . , q, yields
To deal with the III * term, by (A.1) applied with c(k) = γ X (k), we have
This and the identity s − γ = (s 2 − γ 2 )/(s + γ) yield that s − γ = o p (n h−1 ). In turn, this fact, the continuity of ϕ and the Taylor expansion yield that
Proof of (a). Here H < (1 + h)/2. From (A.12) and (A.14), one sees that in this case n 1−h I = o p (1) = n 1−h II 2 . Hence, by (A.13) and Assumption 5, These results, (A.17) and the fact thatσ 2 (x) → p σ(x) yield n 1−h (σ 2 (x) − σ 2 (x)) = x − µ γ σ 2 (x)(Z n1 + Z n2 ) + o p (1), (A.18) where now Z n2 = n −h n t=1 (X t − µ)/γ. By the independence of X t 's and u t 's, Z n1 and Z n2 are independent. Clearly, under the assumed conditions, (A.18) holds for each x 1 , . . . , x k given in part (a). Hence, part (a) follows from (2.2) and the Cramér-Wold device.
Proof of (b). In this case, 2H − 2 > h − 1. Let a = 2 − 2H. Then, by (A.17), n a III * = o p (1). By (2.1) applied with ν(x) = r(x)σ(x), Proof. From (v.2.1), page 186 of [35] we obtain that, for any 0 < α < 1, In the case τ (2 − 2h) + (2 − 2H) ≥ 1, EI ξu (λ) ≤ C log n, for all λ ∈ [−π, π].
The following fact proved in [7] is also needed for the proof of Theorem 4.1. Under (1.2) and when m = o(n), Proof of Theorem 4.1. The basic proof is the same as in [25] , with some difference in technical details. So we shall be brief, indicating only the main differences. With σ 0 = Eσ(X), r 0 := Er(X), let η t := e t − σ 0 u t , ξ := (β −β) ′ r 0 and ζ t := (β −β) ′ r(X t ). Thenẽ t = ξζ t + η t + σ 0 u t . Let f j = λ 
