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Radiographic inspection is a commonplace task at the Oak Ridge Y-12 
Plant.* It is a labor intensive operation that requires human beings to 
make subjective decisions that are precise and consistent with previous 
decisions. These qualities of the inspection procedure have made it 
desirable to seek to automate both the irradiation of the part under test 
and the interpretation of the resulting radiographs. 
Radiographs for automatic interpretation are acquired by an X-ray 
sensitive scintillating lightpipe that illuminates a charge-coupled device 
(CCD) camera. The CCD camera is interfaced to an image processor and the 
pixels in the camera are digitized at video rates. The image is available 
for storage and/or processing in the image processor as it is acquired. 
There are two distinct phases in the automated inspection of such 
radiographs. These can be loosely described as image segmentation and 
pattern classification. The segmentation phase is concerned with dividing 
the radiograph into regions of interest and regions of boredom. The 
regions of interest consist of those areas in the image that contain the 
shadows of mass excess or mass defect, while the regions of boredom are 
marked by the signature of noise on an otherwise uneventful average mass 
density. The classification problem is one of characterizing discovered 
defects (the term "defect" will be used to denote any deviation from the 
average mass density) as to their shape, size, radiographic density, or 
the like. This paper will be limited to a discussion of an algorithmic 
approach to the implementation of the segmentation phase. 
The image generated by the CCD camera must be processed before 
segmentation can be attempted. The raw data are simultaneously corrected 
for the exponential variation of detected intensity with density, for the 
variation of the source intensity over the surface of the lightpipe-CCD 
assembly, and for the X-ray conversion efficiency of the camera system by 
subtracting the logarithm of a reference image from the raw data image. 
The effects of the scattering of photons in the part under test are 
*Operated by the U.S. Department of Energy by Martin Marietta Energy 
Systems, Inc., under contract DE-AC05-840R21400. 
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removed, after the subtraction, by deconvolving a calculated scattering 
distribution. 
At this point in the processing, the image pixel values represent 
mass defect or excess. It is now the job of the segmentation algorithm to 
distinguish real defects from a noisy background. The steps involved in 
this process are averaging with edge retention, soft thresholding, and 
cluster acceptance. All of these steps are designed to be implemented in 
an image processor; only certain computations requiring floating-point 
operations are performed in a host .computer. In the sections that follow, 
each of the steps in the segmentation algorithm and their effects are 
described. In the concluding section, possible improvements to the 
algorithm are discussed. 
AVERAGING WITH EDGE RETENTION 
The noise present in radiographs after the initial processing makes 
it desirable to remove the small, grain-like artifacts that are not 
significant. Simple spatial averaging is a rapid and easily implemented 
procedure to accomplish this task. Figure 1 shows the histogram of pixel 
values before (Figure 1a) and after (Figure 1b) averaging over a 5 by 7 
region. 
Being equivalent to a low-pass filtering operation, averaging tends 
to blur the edges of real defects and invalidate subsequent size 
estimates. To counteract this side effect, an edge detection algorithm 
could be employed to dynamically reduce the area over which the average is 
performed. Since most image processors are designed to perform operations 
on an entire image during each processing cycle, this solution is not 
viable. 
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Fig. 1. a) Histogram before 
averaging. 
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b) Histogram after 
averaging. 
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A better idea is to use an edge detection algorithm to locate edges 
in an image and, after averaging, to copy original (unaveraged) data into 
the averaged data in the edge regions. This technique has the advantages 
of retaining the original sharpness of defect edges and allowing the image 
processor to perform almost all the computation. 
Edge detection is accomplished with omnidirectional Sobel 
operators[1], which give a measure of the gradient in the vicinity of a 
pixel. Large gradients are indicative of edges; small gradients are 
indicative of plateau or valley regions of pixel value. The qualitative 
criteria "large" and "small" are quantified in terms of the histogram of 
pixel values occurring in the image. 
After averaging, a histogram of pixel values is accumulated by the 
image processor and transferred to host memory. The most frequently 
occurring pixel value is assumed to approximate the mean value of the 
normal distribution describing the noisy background, and a least squares 
fit is performed over an eleven pixel interval centered on the mean value 
to determine the parameters of the distribution. The values of the 
gradient, as estimated by the Sobel operators, are then compared to what 
might be expected from random variables described by the computed normal 
distribution. Operator values exceeding three standard deviations are 
accepted as indicating an edge pixel. Since the image processor operates 
on an entire image, and the output of its arithmetic unit is another 
image, the result of this edging is a mask image whose values are set to 
255 (all eight bits set) to indicate an edge pixel and to zero to indicate 
any other pixel. An example of an edge mask !s shown in Figure 2. 
SOFT THRESHOLDING 
One of the cues humans use in scene analysis is gray level 
thresholding. Objects are distinguished from each other and from a 
background on a basis of the relative amount of light received by the eye. 
Since humans operate in an analog world, thresholding decisions tend 
toward fuzzy decision boundaries rather than toward sharp bou~daries. The 
soft thresholding technique used in the inspection process at Y-12 
resulted from an effort to mimic human behavior. 
Fig. 2. Edge mask image. 
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The segmentation problem in radiography is concerned with 
distinguishing foreground objects from a grainy background. The problem 
is somewhat ill-conditioned in that there is no specific shape for which 
the radiograph is to be searched. Consequently, template matching schemes 
must be discarded because of the tremendous number of templates that must 
be tested. Thus, the problem may better be stated in the reverse: 
Distinguish the background from non-background. 
As seen from Figure 1, the background is well described by a normal 
distribution with a calculable mean and variance. A hard thresholding 
algorithm due to Chow and Kaneko[2], used local histograms (rather than 
the histogram of the entire image) to estimate the position of the 
threshold. The use of local thresholds suppresses the effects of the 
background intensity varying slowly over the image. However, such 
algorithms suffer from the effect shown in Figure 3. The proximity of P1 
to P2 causes a large fraction of P1 to be lost, and estimates of the 
parameters of P1 are poor at best. 
An improvement over local hard thresholding is the development of a 
local measure that assigns a pixel to the foreground or the background 
according to the likelihood that it is a member of the background. Such a 
measure is the conditional probability that a pixel whose value is x 
belongs to the background, p(bkglx). 
This conditional probability can be calculated in terms of quantities 
measurable from the histogram of the image using Bayes' Theorem, 
(bk I ) p(xlbkg)•p(bkg) p g X a p(X) 
r 
/ 
Fig. 3. Effects of hard threshold on peaks in close proximity. 
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where p(xlbkg) is the probability of a pixel value x occurring given that 
it is part of the background, p(bkg) is the a priori probability of the 
occurrence of a background pixel, and p(x) is the a priori probability of 
the occurrence of a pixel whose value is x. -
The conditional probability p(xlbkg) is calculated from the 
normalized least squares fit (as mentioned in the previous section) of a 
Gaussian to the region of the histogram containing the most frequently 
occurring pixel value. The a priori probability p(x) is simply the 
normalized value of the histogram at the pixel value x, and p(bkg) is 
given by the ratio of the integral of the Gaussian integrated over all 
pixel values to the total number of pixels in the image. 
If p(xlbkg) is written as A•exp{-[(x-~)/o] 2/2}, then p(bkglx) is 
given by 
- .l (x-~) 2 
A 2 0 I •e p(bkg x) = --p"'""""(:-x-:-)-
This is just the ratio of the fitted Gaussian to the actual histogram, and 
the result agrees with intuition. 
The local aspect of the algorithm is implemented by dividing the 
radiograph into 16 sub-images and acquiring the "sub"-histogram of each 
sub-image in addition to the histogram of the entire image. Under the 
assumption that the most likely pixel value in the entire image is near 
the mean background value, a Gaussian is fitted to that region of the 
histogram of the entire image. The search for the mean background level 
in each sub-histogram is then restricted to the background region (~±3o) 
of the histogram of the entire image. This is necessary because the 
unlucky placement of a large defect completely in a sub-image can produce 
more defect area than background. Note that this technique assumes that 
each image is mostly background. 
For each sub-image, p(bkglx) is computed as described above and 
pixels are assigned to the foreground or background according to the Monte 
Carlo method. For each pixel, p(bkglx) is compared to a random number. 
If the random number is the larger, then the pixel is assigned to the 
foreground. Otherwise it is consigned to the background. This process is 
accomplished in the image processor in a single cycle by implementing the 
random numbers as an image and using the conditional arithmetic 
capabilities of the processor. 
Figure 4 shows a radiograph after the averaging and edging process. 
Five circular defects were machined into the test piece although only four 
are evident in the image. Figure 5 shows the results of soft thresholding 
displayed as a region-of-interest mask. Note that the five defects have 
survived and many small speckles have also been generated. These are 
caused by noise in the original data and by chance in the Monte Carlo 
decision process. The checkerboard appearance is caused by the division 
of the image into sub-images. 
CLUSTER ACCEPTANCE 
Figure 5 shows many small, and probably false, d.efects in addition to 
the five real defects. The analysis of this figure would present a 
prohibitive cost in terms of time because of the false alarms. For this 
reason it is necessary to discriminate against clusters not meeting some 
minimum size requirement. 
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Fig. 4. Averaged image. Fig. 5. Region-of-interest 
masks. 
A simple way to accomplish this is to take advantage of the fact that 
there are only two pixel values present in the region-of-interest mask 
image (Figure 5). Those pixels corresponding to defects, or suspected 
defects, are indicated by the value 255. All pixels to be disregarded are 
represented by the value zero. If a simple average were performed over 
each 5-by-7 pixel region centered at each pixel in Figure 5, then only 35 
discrete values could possibly occur in the resultant image. These values 
would correspond to the center pixel being surrounded by an integral 
number, up to 3 (of pixel)s. Thus, the average of mask image results in 
an image whose values are indicative of the "surroundedness" of each 
pi xel in the mask. 
Figure 6 shows the result of using a 5-by-7 averaging on the mask 
image of Figure 5 and retaining only those pixels that are surrounded by 
at least 20 other pixels. The image is free of noise defects and only the 
five real defects remain. Note also that the edges of the real defects 
are sharpened by this step in the processing because some of the edge 
fuzziness in the mask image is due to st atistical fluctuations in the 
random number image. 
Fi g. 6. Results after cluster acceptance s t ep. 
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CONCLUSION 
The image processing algorithm described above has been shown to 
produce clean results with actual radiographs. The computation is 
relatively simple, with the greater burden of work falling to the image 
processor. The host computer is needed only to perform least squares fits 
which must be done in floating point. Even this task, however, can be 
migrated onto an intelligent image processor, thus freeing the host to 
continue with the task of defect characterization. 
The Monte Carlo process of soft thresholding brings the probability 
of defect detection smoothly to zero as the pixel values in the defect 
approach the background level. This is preferable to a hard threshold 
which abruptly brings the sensitivity to zero. Thus, there remains a 
small, albeit rapidly decreasing, chance of detecting a small defect even 
in the presence of an overwhelming background. 
The use of a weighted coin toss to classify pixels is a method that 
attempts to be correct on average. This means that a fraction of pixels 
that belong to the foreground are misclassified and that defects 
consisting of only a few pixels can lose an appreciable amount of their 
size. This potentially causes the difficulties that the cluster 
acceptance criterion may no longer be met, and, if it is met, the apparent 
size of the defect is incorrect. These effects can be reduced by 
maintaining a "probability image" that gives the probability of retention 
of each pixel and using that probability to normalize the apparent sizes 
of the discovered defects. 
There are, undoubtedly, several aspects of the segmentation algorithm 
that could be improved. The current method of averaging uses a simple 
unwelghted average, which, in the frequency domain, results in poor high 
frequency attenuation. Filters custom designed for the noise present in 
the radiographs could be designed to improve the final results, although 
this would become tedious if it were necessary to have different filters 
for each radiography system. 
From the previous discussion, it is apparent that the Monte Carlo 
selection process does not include correlations among nearby pixels with 
high probability of being foreground. Isolated and clustered pixels are 
treated identically, and correlations are considered at the cluster 
acceptance stage. Inclusion of correlations at the thresholding stage 
could, possibly, ease or eliminate the acceptance procedure. This is 
currently under active investigation. 
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