We study a two-player zero-sum stochastic differential game with both players adopting impulse controls, on a finite time horizon. The Hamilton-JacobiBellman-Isaacs (HJBI) partial differential equation of the game turns out to be a double-obstacle quasi-variational inequality, therefore the two obstacles are implicitly given. We prove that the upper and lower value functions coincide, indeed we show, by means of the dynamic programming principle for the stochastic differential game, that they are the unique viscosity solution to the HJBI equation, therefore proving that the game admits a value.
Introduction
The theory of two-player zero-sum differential games was pioneered by Isaacs [12] . Thanks to the mathematically rigorous definitions of upper and lower value functions for a differential game, see Elliott and Kalton [6] , Evans and Souganidis [7] began to study differential games by means of the viscosity theory, characterizing the two value functions as the unique viscosity solutions to the corresponding HamiltonJacobi-Bellman-Isaacs partial differential equations (HJBI PDEs, for short).
Inspired by the results achieved in the deterministic case, Fleming and Souganidis [8] , for the first time, studied two-player zero-sum stochastic differential games using the viscosity theory. Adopting concepts presented in [6] , they proved the dynamic programming principle for the stochastic differential game and showed that the upper and lower value functions are the unique viscosity solutions to the second order HJBI partial differential equations, which coincide under the Isaacs condition. [8] is now considered a reference work in the field of stochastic differential games. More recently, the theory of backward stochastic differential equations has been successfully applied to the study of stochastic differential games, firstly by Hamadène and Lepeltier [10] and Hamadène et al. [11] . Subsequently, Buckdahn and Li [2] extended the findings presented in [10] , [11] , and generalized the framework introduced in [8] .
The references mentioned above are focused on stochastic differential games with continuous controls. There exists also a large literature regarding Dynkin games, which are generalization of optimal stopping problems. Besides, the case with switching controls has been recently addressed by Tang and Hou [19] . In the present paper we study a two-player zero-sum stochastic differential game with both players adopting impulse controls, on a finite time horizon. In particular, we prove, using the dynamic programming principle, that the upper and lower value functions are the unique viscosity solution to the corresponding HJBI equation. To the author's knowledge, this kind of stochastic differential game has not yet been analyzed by means of the viscosity theory. As a matter of fact, only Zhang [22] studied, in the viscosity sense, a stochastic differential game involving impulse controls, but in [22] one player adopts impulse controls, while the second player uses continuous controls.
Impulse control is a relevant topic in the field of stochastic control and a general reference is Bensoussan and Lions [1] , where the focus is mainly on functional analysis methods. Instead, direct probabilistic methods are exploited in, for instance, Robin [17] and Stettner [18] . Finally, concerning the study of impulse control problems through the viscosity theory see, for example, Lenhart [15] , Tang and Yong [20] and Kharroubi et al. [13] .
During the past few years, the increasing demand for more realistic models in mathematical finance led to a renewed interest in impulse control. Indeed, impulse control may be particularly useful when dealing with, for instance, transaction costs and liquidity risk in financial markets. For more information on this subject see, for example, Korn [14] , Ly Vath et al. [16] and Bruder and Pham [3] .
We give an outline of the problem. Let T > 0 be the finite time horizon of the game, t ∈ [0, T ] the initial time and x ∈ R n the initial state. Then, the evolution of the state of the game is described by the following stochastic equation: are the impulse controls of player I and player II, respectively. The random variables ξ m and η ℓ take values in two convex cones U and V of R n , respectively, called the spaces of control actions. The infinite product ℓ 1 ½ {τm =ρ ℓ } has the following meaning:
When the two players act together on the system at the same time, then we take into account only the action of player II. We denote by X t,x;u,v = {X
t,x;u,v s
, t s T } the state trajectory of the game with initial time t, initial state x and impulse controls u and v.
The gain functional for player I (resp., cost functional for player II) of the stochastic differential game is given by:
Whenever player I performs an action he/she pays a positive cost c, which results in a gain for player II. Analogously, χ is the positive cost paid by player II to perform an impulse, which is a gain for player I. It is reasonable to impose the following condition on the cost function χ:
for every t ∈ [0, T ] and z 1 , z 2 ∈ V. The presence of a strictly positive function h is required in the uniqueness proof for the HJBI equation. To guarantee uniqueness it is not enough to require the same condition on the other cost function c. We need to impose a stronger constraint that involves both cost functions, which is given by:
for every y 1 , y 2 ∈ U and z ∈ V. As a consequence, we have to require V ⊂ U. Finally, to prove the regularity with respect to time of the upper and lower value functions, we make the following assumption, introduced by Yong [21] (see also Tang and Yong [20] ), on the cost functions:
c(t, y) c(t, y)
and
for every 0 t t T , y ∈ U and z ∈ V. We define the upper and lower value functions using the Elliott-Kalton strategies as in [8] . We show that they are the unique viscosity solution of a HJBI partial differential equation, which results to be the same for the two value functions. This is a consequence of the assumption that the two players can not act simultaneously on the system. Therefore the uniqueness for the HJBI equation implies that the upper and lower value functions coincide and the game admits a value.
The HJBI equation turns out to be a double-obstacle quasi-variational inequality, therefore the two obstacles are implicitly given and depend on the solution. This is a natural generalization of the result obtained in the context of Dynkin games, in which the HJBI equation is given by a double-obstacle variational inequality, see, for instance, Cvitanić and Karatzas [5] and Hamadène and Hassani [9] . Single-obstacle quasi-variational inequality has been considered recently by Kharroubi et al. [13] , by means of backward stochastic differential equations with constrained jumps. In the following paper, instead, we use the dynamic programming principle for the stochastic differential game to prove that the two value functions are viscosity solutions to the HJBI equation.
The paper is organized as follows: Section 2 is devoted to fix the notations and to introduce rigorously the stochastic differential game. In Section 3 we study the regularity properties of the upper and lower value functions. In particular, we show that they are continuous on [0, T ) × R n and bounded. In Section 4 we prove the dynamic programming principle for the stochastic differential game. Furthermore, we deduce some corollaries and generalizations, which turn out to be useful to prove that the two value functions are viscosity solutions to the HJBI equation. This latter is the subject of Section 5, where we give also the definition of viscosity solution for the HJBI equation via test functions and by means of jets, needed later in the proof of the uniqueness. Finally, in Section 6 we prove the Comparison Theorem for the HJBI equation, therefore proving that the game admits a value.
The Stochastic Differential Game
In the present section we introduce the model associated to a two-player zero-sum stochastic differential game (SDG, for short) involving impulse controls with finite horizon.
Consider a complete probability space (Ω, F , P) and a d-dimensional standard Wiener process W = (W t ) t 0 defined on it. Let F = (F t ) t 0 be the natural filtration generated by the Wiener process, completed with the P-null sets of F . We are given two convex cones U and V of R n , with V ⊂ U. We call U and V the spaces of control actions. We begin by introducing the concept of impulse control.
, is such that:
(ii) (ξ m ) m (resp., (η ℓ ) ℓ ), the actions, is a sequence of U-valued (resp., V-valued) random variables, where each ξ m (resp., η ℓ ) is F τm -measurable (resp.,
We denote by T > 0 the horizon of the stochastic differential game. Let t ∈ [0, T ] be the initial time of the game and x ∈ R n the initial state. Then, given the impulse controls u and v on [t, T ], the state process of the stochastic differential game is defined as the solution to the following stochastic equation:
for all s ∈ [t, T ], P-a.s., with X t − = x. Remark 2.2. As mentioned before, the infinite product ℓ 1 ½ {τm =ρ ℓ } in equation (1) means that when the two players act together on the system, then we take into account only the action of player II.
We make the following assumption on the functions b and σ: 
where µ t,τ (u) is the number of impulses up to time τ , i.e.,
n , u and v impulse controls on [t, T ], we define the gain functional for player I (resp., cost functional for player II) as follows:
Remark 2.4. As mentioned in the introduction, the function c in (3) is the cost function for player I and is a gain function for player II, meaning that when player I performs an action has to pay a cost, resulting in a gain for player II. Analogously, χ is the cost function for player II and is a gain function for player I.
To guarantee a well defined gain functional we make the following assumptions on the functions f , g, c, χ and we introduce the concept of admissible impulse control. 
for every y 1 , y 2 ∈ U and z, z 1 , z 2 ∈ V. Moreover
c(t, y) c(t, y)
for every t,t ∈ [0, T ], with t t , y ∈ U and z ∈ V. 
where µ t,T (u) is given by equation (2) . The set of all admissible impulse controls for player I (resp., II) on [t, T ] is denoted by U t,T (resp., V t,T ). We identify two impulse 
such that for any stopping time
Nonanticipative strategies for player
are defined similarly. The set of all nonanticipative strategies α (resp., β) for player
Hence, the two value functions are given by:
we say that the game admits a value and V := V − = V + is called the value function of the game. The Hamilton-Jacobi-Bellman-Isaacs equation associated to the stochastic differential game, which turns out to be the same for the two value functions, because of the two players can not act simultaneously on the system, is given by:
where L is the second-order local operator
Regularity of the Value Functions
We prove that both the lower value function and the upper value function are Lipschitz with respect to the state variable, uniformly in time. Furthermore, they are Hölder continuous with exponent 1/2 with respect to time on [0, T ), uniformly in the state variable. Finally we show that the two value functions are bounded.
We begin by proving the following lemma, which is concerned with the continuous dependence of X t,x;u,v with respect to x.
Proof. We denote by X := X t,x;u,v andX := X t,x;u,v . Then an application of Itô's formula gives
Therefore, thanks to assumption (H b,σ ), there exists a constant L > 0 such that
From Gronwall's lemma we deduce the thesis.
In the following proposition, using Lemma 3.1, we prove that the lower and upper value functions are Lipschitz with respect to the state variable, together with the gain functional.
Proposition 3.2. Under assumptions (H
n , u ∈ U t,T and v ∈ V t,T we have:
Proof. It is enough to show that the conclusion holds true for the gain functional J. Let us denote by X := X t,x;u,v andX := X t,x;u,v , then
From Lemma 3.1 we get the thesis.
Now we prove the regularity condition of the value functions with respect to time and we need the following lemma. 
J(t, x; u, β(u))
and Proof. Let ε > 0, u ∈ U t,T \Ū t,T and β ∈ B t,T \B t,T . We have to prove that there exist u ∈Ū t,T andβ ∈B t,T such that
We may suppose v ∈ V t,T \V t,T , in the other case the proof is simpler and we omit it. We start by considering the case in which u and v have only a single impulse at time t. As a consequence, there exist two [t, T ]-valued F-stopping times τ and ρ, with P(τ = t) > 0 and P(ρ = t) > 0, such that
For every integer n 1/(T − t), we introduce the following F-stopping times:
Define the admissible impulse controls:
Note that u n ∈Ū [t,T ] and v n ∈V [t,T ] . Then we have:
x;un,vn T
) .
Now we observe that τ n → τ and ρ n → ρ, as n tends to infinity, P-a.s.. Moreover,
, as n tends to infinity, P-a.s.. Therefore, from the Dominated Convergence Theorem, we deduce the existence of an integer N 1 such that
Finally, we have to consider the case in which u or v or both have multiple impulses at time t. However it is simple to show, using conditions (4) and (5), that we can reduce this case to the previous one with only a single impulse at time t.
Proposition 3.4. Under assumptions (H b,σ ), (H f,g
) and (H c,χ ), there exists a constant C > 0 such that: Proof. We make the proof only for the lower value function V − , the other case being analogous. Lett ∈ [t, T ], then for every ε > 0, thanks to Lemma 3.3, there exist u ε ∈ U t,T and β ε ∈Bt ,T such that
whereû ε ∈ Ut ,T andβ ε ∈ B t,T will be choosen later. In particular, suppose that
, then defineû ε as follows:
Thusû ε is nothing but the impulse control obtained from u ε by moving all the impulses in the time interval [t,t] to the instantt. Now defineβ ε (u) = β ε (û ε ) =: v ε ∈ V t,T , for every u ∈ U t,T . Then we have:
Using conditions (4) and (6) we find
if there is at least one impulse in the time interval [t,t]. Therefore
We note that, thanks to assumption (H b,σ ), there exists a constant C 1 > 0 such that
for all s ∈ [t, T ]. Therefore we find, using also the boundedness of f , that there exists a constant C 2 > 0 such that
. In a similar way we can prove that there exists a constant C 3 > 0 such that
from which we deduce the thesis.
Finally, in the following proposition, we prove that the two value functions are bounded. (H b,σ ), (H f,g ) and (H c,χ ) , the lower and upper value functions are bounded.
Proposition 3.6. Under assumptions
Proof. We make the proof for the lower value function, the other case being analogous. Let ε > 0, then, using the definition of lower value function, equation (7), we have,
, where u 0 ∈ U t,T is the control with no impulses. Since f and g are bounded we deduce that V − is bounded from below. In a similar way, we can prove that V − is also bounded from above.
Dynamic Programming Principle
We now present the dynamic programming principle (DPP) for the stochastic differential game. Under assumptions (H b,σ ), (H f,g ) and (H c,χ ) , given 0 t s < T and x ∈ R n , we have:
Proof. We prove the dynamic programming principle only for V − , the other case being analogous. Let u ∈ U t,T and ε > 0, then there exists a strategy β 1,ε ∈ B t,T such that
Now, from the regularity of V − and J with respect to the state variable, see Proposition 3.2, we deduce the existence of a strategy β 2,ε ∈B s,T such that
where u [s,T ] is introduced in Definition 2.3. Indeed, let (A i ) i 1 be a partition of R n such that, thanks to the regularity of V − and J, given x i ∈ A i , then for all y ∈ A i we have 
ε. As a consequence, for every y ∈ A i the following inequality holds:
Therefore, in our case, we have
We introduce the strategy β 2,ε ∈B s,T given by
This means that if β
Finally, we define a new strategy β ε ∈ B t,T , equal to β 1,ε up to time s and to β 2,ε from time s to T . More precisely, the definition of β ε is as follows: Let β 1,ε (u) =
is given by equation (2) . Therefore, from (13) and (14) we get
We can now easily deduce that the following inequality holds:
In a similar way we can prove the reverse inequality, hence deducing the thesis. Now we prove the following corollary of the dynamic programming principle, which is concerned with the DPP for s = t. In particular, we prove that we can neglect multiple impulses, thanks to conditions (4) and (5). Corollary 4.2 will be useful to prove that the two value functions are viscosity solutions to the HJBI equation. (H b,σ ), (H f,g ) and (H c,χ ) , given (t, x) ∈ [0, T )× R n , we have:
Corollary 4.2. Under assumptions
V − (t, x) = inf ρ∈Tt,+∞,η∈Fρ sup τ ∈Tt,+∞,ξ∈Fτ E − c(t, ξ)½ {τ =t} ½ {ρ=+∞} + + χ(t, η)½ {ρ=t} + V − (t, X t,x;ξ½ [τ,T ] ,η½ [ρ,T ] t ) ,
where T t,+∞ is the set of F-stopping times with values in {t, +∞}. An analogous statement holds for the upper value function
Proof. We make the proof only for V − , the other case being analogous. Consider the dynamic programming principle for V − with s = t:
Let ρ ∈ T t,+∞ and η ∈ F ρ , then consider the strategy β(u) = η½ [ρ,T ] , for every u ∈ U t,T . Now fix u = m 1 ξ m ½ [τm,T ] ∈ U t,T and define the impulse control u = ξ½ [τ,T ] , where ξ and τ are given by:
, P-a.s.. Therefore, using condition (4), we find
As a consequence we have
In a similar way we can prove the reverse inequality, therefore deducing the thesis.
To prove that the value functions are viscosity solutions to the HJBI equation, we need the dynamic programming principle also for stopping times which assume a countable number of values. This result is a simple extension of the dynamic programming principle for deterministic times and it is presented in the following lemma.
Lemma 4.3. Under assumptions (H b,σ ), (H f,g ) and (H c,χ ), given 0 t s < T , x ∈ R n and a [t, s]-valued F-stopping time τ , which assumes a countable number of values, we have:
An analogous statement holds for the upper value function
Proof. Let τ = j 1 t j ½ Bj , with t j ∈ [t, s] and B j ∈ F tj . The proof is completely similar to the proof of the dynamic programming principle for deterministic times (Theorem 4.1). Therefore we focus only on the main point, that corresponds to inequality (14) , which now becomes:
where β 2,ε,j ∈B tj,T , for every j 1. We define the strategy β 2,ε := j 1 β 2,ε,j ½ Bj and we conclude as in the proof of Theorem 4.1.
We end this section with a technical lemma, which will be useful to prove that the two value functions satisfy, in the viscosity sense, the terminal condition to the HJBI equation. Proof. We make the proof only for V − , the other case being analogous. Let τ ∈ T t,+∞ , ξ ∈ F τ and ε > 0, then there exist ρ 1,ε ∈ T t,+∞ and η 1,ε ∈ F ρ 1,ε , such that the right hand side of equation (15) is greater than or equal to the following expression:
Lemma 4.4. Suppose that assumptions (H b,σ ), (H f,g ) and (H c,χ ) hold true, then for every
Now fixû ∈Ū t,T , then, proceeding as in the proof of the dynamic programming principle (Theorem 4.1), thanks to the regularity of V − and J with respect to the state variable, we deduce the existence of a strategy β 2,ε ∈B t,T such that
Finally, we define the control u ∈ U t,T and the strategy β ε ∈ B t,T as follows:
for everyũ ∈ U t,T . Therefore, from (16) 
from which we deduce that the following inequality holds:
In a similar way we can prove the reverse inequality and thus we get the thesis.
Hamilton-Jacobi-Bellman-Isaacs Equation
In the present section we give the definition of viscosity solution to the HJBI equation (9) and we prove that the two value functions are viscosity solutions to this equation.
Definition 5.1. A lower (resp., upper) semicontinuous function
V : [0, T ] × R n → R is
called a viscosity supersolution (resp., subsolution) to the HJBI equation (9) if
0 (resp., 0).
(ii) for every x ∈ R n we have
0 (resp., 0). To prove that the two value functions are viscosity solution to the HJBI equation (9), we begin with the following lemma. 
A locally bounded function
Proof. We prove the lemma only for V − , since the proof for V + is analogous. When s = t in the dynamic programming principle for V − , we have, thanks to Corollary 4.2:
Note that X
t,x;ξ½ [τ,T ] ,η½ [ρ,T ] t = x + ξ½ {τ =t} ½ {ρ=+∞} + η½ {ρ=t} , P-a.s.. It is simple to show that to attain the optimum we need to consider only deterministic quadruples: (ρ, z, τ, y) ∈ {t, +∞} × V × {t, +∞} × U. Consequently we have:
Therefore, rearranging the terms, the above equation can be written as follows:
We can write this as
Now we can easily derive the thesis.
Remark 5.4. From Lemma 5.3 we deduce that
− as a lower obstacle and H χ inf V − as an upper obstacle. They are implicit obstacles, in the sense that they depend on V − . Clearly the same remark applies to V + .
Now we prove that the two value functions satisfy, in the viscosity sense, the terminal condition.
Lemma 5.5. Under assumptions (H b,σ ), (H f,g
) and (H c,χ ), the lower and upper value functions are viscosity solutions to (18) .
Proof. We make the proof only for V − , the other case being analogous. Firstly, we prove the supersolution property. We have to prove that, for every x ∈ R n , the following inequality holds:
Thanks to Lemma 4.4 and the fact that V − and V − * coincide on [0, T ) × R n , we have for every t ∈ [0, T ):
Thanks to the boundedness of f we find (in the sequel the letter C stands for a positive constant, independent of t, whose value may change from line to line):
Furthermore, using the Lipschitzianity of g and the fact that u 0 and v 0 are the control with no impulses, we deduce the following standard result:
As a consequence we get:
Now, proceeding as in the proof of Lemma 5.3, we end up with the following inequality:
Using the 1/2-Hölder continuity in time of V − * , c and χ, uniformly in the other variable, we deduce that also the left-hand side is 1/2-Hölder continuous in time, uniformly with respect to x. Therefore we have:
Hence we see that (19) holds. In an analogous manner we can prove the subsolution property. Now we are ready to state one of our main results.
Theorem 5.6. Under assumptions (H b,σ ), (H f,g ) and (H c,χ ), the lower and upper value functions are viscosity solutions to the HJBI equation (9).
Proof. We give the proof for the lower value function V − , the other case being analogous. Thanks to Lemma 5.5 we have that V − satisfies in the viscosity sense the terminal condition. As a consequence, we only have to address (17) .
We know from Proposition 3.2 and Proposition 3.4 that V − is continuous on [0, T ) × R n , therefore V − is equal to its lower semicontinuous envelope and to its upper semicontinuous envelope on [0, T ) × R n . We begin by proving that V − is a viscosity supersolution. Thanks to Lemma 5.3 , it is enough to show that given
We may assume, without loss of generality, that
Let λ > 0 be such that
From the regularity of V − we have (in the sequel the letter C stands for a positive constant, whose value may change from line to line) 
Now, for every ε > 0, using the dynamic programming principle for V − , Lemma 4.3, with s ∈ [t 0 , T ) and τ a [t 0 , s]-valued F-stopping time, which assumes a countable number of values, we have
Our goal is to show that the following inequality holds true:
if we take s sufficiently small. We exploit (20) to derive (21) .
Remember that the following identity holds:
where µ is given by equation (2) . Now, using the boundedness of b and σ, we get
Furthermore, using (5), (6) and (20) we find
Using the boundedness of f we deduce
Therefore there existss ∈ (t 0 , T ) such that for s ∈ [t 0 ,s ] we have
Consequently, for every [t 0 ,s ]-valued F-stopping time τ , which assumes a countable number of values, we deduce that inequality (21) holds. Since (t 0 , x 0 ) is a local minimum of V − − ϕ, there exists δ > 0 such that
Moreover there exists a positive constant C such that, for every t ∈ [t 0 , T ), we have
Consequently there exists a sequence t n ↓ t 0 such that X t0,x0 tn → x 0 , P-a.s., as n tends to infinity. We may assume that t n s, for every n 1. Now define the following sets B n ⊂ Ω:
Then B n ↑ B := ∪ n 1 B n , with P(B) = 1. Furthermore, for every m 1, let introduce the stopping time
where B 0 is the empty set. Then τ m ↓ t 0 , P-a.s., moreover τ m t m . Inserting τ m in (21), we find
An application of Itô's formula yields
Taking ε =ε(t m − t 0 ), withε > 0, and dividing both sides by t m − t 0 , we get
Sending m to ∞, we end up with
Therefore we find − ∂ϕ ∂t
which is the supersolution property. The subsolution property is proved analogously.
We end this section providing another definition of viscosity solution to the HJBI equation by means of jets, needed later in the proof of the Comparison Theorem (Theorem 6.3). In the following definition we denote by S(n) the set of symmetric matrices of dimension n.
as s → t (s → t + , when t = 0) and y → x. We also introduce the parabolic limiting subjet of V at (t, x) ∈ [0, T ) × R n :
When V is an upper semicontinuous function on [0, T ] × R n , we define the parabolic superjet J 2,+ V (t, x) and the parabolic limiting superjetJ
Then we have the following result, whose standard proof is omitted.
Lemma 5.8. Let V : [0, T ] × R n → R be a lower (resp., upper) semicontinuous function. Then V is a viscosity supersolution (resp., subsolution) to the HJBI equation (9) if and only if
Uniqueness
We prove that the HJBI equation (9) admits a unique viscosity solution. As a consequence, the lower and upper value functions coincide, since they are both viscosity solutions to (9) . Hence the stochastic differential game has a value.
Before proving the Comparison Theorem, we need the following two technical lemmas. Therefore, taking ε sufficiently small, we have
Analogously, we can prove that there exists δ U > 0 such that
Taking δ = min{δ V , δ U , (T −t)/2} we deduce the thesis.
We are now in a position to prove the Comparison Theorem. Step 1. Let ρ > 0 and introduce the functions V (t, x) = e ρt V (t, x) andŨ (t, x) = e ρt U (t, x), for all (t, x) ∈ [0, T ] × RSince J 2,+V (t, x) = J 2,+Ṽ (t, x), for all (t, x) ∈ [0, T ) × R n , we simply replaceṼ withV . for every (t, x, y) ∈ [0, T ] × R n × R n . For all n there exists (t n , x n , y n ) ∈ I ×B δ (x) × B δ (x) attaining the maximum of Θ n on I ×B δ (x) ×B δ (x). Then we have, up to a subsequence, (t n , x n , y n ) ∈ I × B δ (x) × B δ (x) and, when n → ∞, (i) (t n , x n , y n ) → (t 0 , x 0 , x 0 );
(ii) n|x n − y n | 2 → 0;
(iii)Ṽ (t n , x n ) −Ũ (t n , y n ) →Ṽ (t 0 , x 0 ) −Ũ (t 0 , x 0 ).
Indeed, up to a subsequence, (t n , x n , y n ) → (t,x,ȳ) ∈ I ×B δ (x) ×B δ (x). Observe that, for all n, the following holds true:
V (t 0 , x 0 ) −Ũ(t 0 , x 0 ) = Θ n (t 0 , x 0 , x 0 ) Θ n (t n , x n , y n ). As a consequence, up to a subsequence, lim n→∞ n|x n − y n | 2 < ∞, from which we deducex =ȳ. Again from (28), using the optimality of (t 0 , x 0 ), we derive (i) and (ii). Consequently we get also (iii). Finally, since x 0 ∈ B δ (x), up to a subsequence, we deduce that (t n , x n , y n ) ∈ I × B δ (x) × B δ (x).
Step 5. We may apply Ishii's lemma (see Theorem 8.3 in [4] ) to the sequence {(t n , x n , y n )} n : there exist (p xy ϕ n (t n , x n , y n ). From the viscosity subsolution property ofṼ we find
