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Zur Axiomatik de1" linearen Abhängigkeit. l. 
Von Takeo NAKASAWA 
(Eingegangen am 30. Juni, 1935) 
Einleitung. 
In der vorliegenden Untersuchung soll ein Axiomensystem für 
eine neue Formulierung der linearen Abhängigkeit des n-dimensionalen 
projektiven Raumes angegeben werden, indem wir hauptsächlich den 
Zyklenkalkül, den Herr G. Thomsen bei seiner Grundlegung der el~­
mentaren Geometrie hergestellt hat(l), hier in einem noch abstrakteren 
Sinne verwenden. 
Zuerst wollen wir die Geometrie des ersten Verknlipfungsraumes 
aufbauen, dessen Definition" später angegeben wird. 
Bezeichnungen. 
In dieser Schrift werden wir häufig folgende Bezeichnungen 
brauchen. 
1. A --,)0 B 
2. A-<--;.B 
3. A --,)0 W. 
4. A, B 
5. A oder B 
6. A -(S)--,)o B 
7. 
8. 
bedeutet, dass aus A B folgt. 
bedeutet, dass A. --,)0 Bund B --.,. A. 
bedeutet, dass A zum Widerspruch gerät. 
bedeutet, dass A und B. 
bedeutet, dass mindestens eins von A und B. 
bedeutet, dass auf Grund des Aussages Saus 
A B folgt. 
bedeutet, dass aus dem gleichzeitigen Bestehen 
der Tc Aussagen Al, A 2 , '" , A k B folgt. 
bedeutet, dass aus A gleichzeitig die k Aus-
sagen BI, Bz , "', Bk folgt. 
(1) G. THOMSEN: Grundlagen der Elementargeometrie, (Leipzig 1933), (S. 67-
S.70). 
236 Takeo Nakasawa: 
9. Ai, (i=l, ... ,rn) bedeutet, dass Al, A 2 , .'. , und Am. 
10. Wir brauchen auch noch die folgenden Bezeichnungen von 
Mengenlehre, wie sie gewöhnlich bedeuten; 2, $, ~, :p, 
=, =1=, :öl, :$, +, u. s. w. 
ERSTES KAPITEL 
Der ~cRaum. 
§ 1. Axiolue. 
Grundannahme : Wir denken uns eine gewisse Menge der Ele-
menten; 5B1 :öl al, a2, ... , as , .... Für gewisse Reihen der Elementen, 
die wir Zyklen nennen wollen, denken wir dazu die Relationen 
,. gelten" oder "gültig sein", in Zeichen al'" as = 0 (2), bzw. ., nicht 
gelten" oder "nicht gültig sein", in Zeichen al'" as =1= 0 . Diese· 
Relationen sollen nun folgenden Axiom.en genügen; 
Axiom 1. (Reflexivität) aa. 
AxiolU 2. (Folgerung) al ... a s ----+ al ... as x, (s = 1, 2, ... ). 
Axiom 3. (Vertauschung): al'" ai ... as -» ai ... al ... a s , 
(s = 2, 3, ... ; i = 2, "', s). 
Axiom 4. (Transitivität) : al'" a s =l= 0, x al ... as , al ... as Y 
----+ x a'l ... as-l y, (s = 1, 2, ... ). 
Definition L Eine solche Menge 5S 1 heisst der erste Verknüp-
fungsraum, in kurzen Worten, Q.h .. Raum. 
VI. 1. Nehmen wir uns die Menge von allen Punkten des 
klassischen n-dimensionalen projektiven Raumes als SEI-Raum, und 
nennen wir von gewissen darin liegenden linearen abhängigen, bz\v. 
unabhängigen Reihen von Punkten als gelten, bzw. nicht gelten, so 
sind die Grundannahme, sowie die Axiome 1, 2, 3, 4 erfüllt, wie leicht 
einzusehen(3) . 
VI. 2. Da das obige Axiomensystem keine Existenzaussage ent-
hält, so ist eine beliebige Teilmenge des 5Br Raumes auch ein 5B r Raum. 
(2) Von jetzt an gewöhnlich, statt "aj .. , as = 0", werden wir auch schreiben 
kurz ., a j '" as", wie Tho msen in seiner Zyk lenkalkül brauch t (V g1. a. a. O. (I»). 
(3) Also von jetzt an, werden wir oft die Wörter" Punkt" statt" Element ", 
oder " linear abhäng.ig", bzw .• , linear unabängig" statt "gelten", bzw. "nicht 
gelten" brauchen. 
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Ferner aus Axiomen 1, 2, 3, folgt leicht: 
VI' 3. Ein Zyklus, welcher mehr als zwei dasselbe Element 
enthält, ist stets gültig; folglich sind die Elemente in einem nicht 
gültigen Zyklus einander verschieden. 
§ 2. Lineare Räume. 
Definition 11. Die Menge der allen Elementen x aus ~ 1 derart, 
dass al'" an =t- 0 aber al'" an x, nennen wir den von al, ... ,an er-
zeugten linea1A en Raum in ?!h V01n Range n; in Zeichen: ~r~ (al'" an), 
und den Zyklus al ... an nennen wir die Basis des :}r~ (al'" an). 
Definition 11'. Die Menge der allen Elementen x aus Q31 derart, 
dass x = 0, nennen wir die Nullstelle von Q31; in Zeichen: 9((4). 
Dann, weil x=o -(Axiom 2, 3)-- al ... an x, so kann man folgender-
massen behaupten: 
VI. 4. ffi ~ f]'( ; 
in Worten: Jeder lineare Raum enthält stets die Nullstelle in sich. 
Und, weil (Axiom 1)~ ai ai -(Axiom 2, 3)-,;. al ... Onai, (i=l, ... ,12), 
so folgt, 
V 5 crl7L() • I • • ;fl 0.1' •• an :3 0.1 , ••• , an , 
in Worten: Der lineare Raum enthält alle ihre Basispunkten in sich. 
Ferner, weil al ". am x, ?1~?:: n -(Axiom 2, 3)- al ... am ••• an x, so 
folgt, 
VI. 6. n ~ r17., - ~)r~(al ... an) ? :}fL(al ... allJ . 
Satz 1. Ist n ~ 1, so besteht die folgende Formel; 
Beweis: 
0.1 ••• an =!= 0, 1 
al ... an Xl, J - 0.2'" an Xl X2 • 
a1 ." an Xz 
0,1 ••• an =1= o,} { 0.2 ••• anal =--l== o,} 
a1 ... an Xl , -(Axiom 3) -- Xl a2 ••• a.n al , -(Axiom 4)-- Xla2'" a'nX2 
0.1 ••• an X2 a2 • '. an al X2 
-(Axiom 3)-- 0.2'" an XIX2 • 
(4) Dieselbe Menge ist anderseits auch als linearer Raum vom Range 0, d.h. 
mo , zu betrachten, solange wir den leeren Zyklus als nicht gültig voraussetzen. 
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Daher 
al ... an =1= 0, } 
al ... anXl , -,)0 a2'" a n X1X2 , 
al ... anX2 
w. z. b. w. 
Satz 2. Ist n 6; 2, so besteht die folgende Formel; 
al •.. , an 0, 1 
al .. ' anXl , 
al ... an X2 , J 
al ... QnXS 
Beweis: (i) Falls a2'" anXl =f= 0, so folgt, 
al ." an ==l= 0,) a2 ... a n X l =F 0, } 
al ... a n Xl, -(Satz 1)-+ l a2 ". an XI X2, -(Satz 1) ~ a3'" an XIX2XS. 
al ... a n X2 , t a2'" anXIXS 
al ···anxs 
(ii) Falls a2'" an X2 =1= 0, so folgt, 
al ... an =1= 0, 1 a2 ... a 'n-X2 =+= 0, } 
al ••. anXI , -(Satz 1)-+ f a2'" a n X:':Xl , ,-(Satz 1)-- a3 ••• a n XZX IX3 
al ... an X2 , J t a2'" an X2XS 
al ... an X3 
-(Axiom 3) -+ ag'" anXIX2X3 • 
(iii) Falls a2 ••• anXl, a2'" anX2, so folgt, 
al ... an =+= ° -(Axiom 2, 3)-- a2 ... an =1= O,} 
a2 ... a n Xl , -(Satz 1) --+ as .. · anXIX2 
a2 ••• a n X2 
Daher 
w. z. b. w. 
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Satz 3. Ist n;;;; m-l, so besteht die folgende Formel; 
al ... an =l= 0, ) 
al ... anXl , 
~~ ....... ~~~~: ~ am. .. · an Xl ... Xm • 
al ... anXm 
Beweis: Wir beweisen dies durch die vollständige Induktion in 
Bezug auf m. Falls m gleich 1 ist, ist es trivial, und falls m gleich 
2, bzw. 3 ist, ist es bereits im Satz 1, bzw. Satz 2 bewiesen worden. 
Also genügt es zu zeigen, dass aus dem Fall [m-lJ den Fall [m] folgt. 
(i) Falls unter m Elementen Xl, .•• , Xm , mindestens ein solches 
Element z.B. Xl existiert, dass a2'" an Xl =F 0,. dann ergibt sich 
al ... a'n =l= 0,) a2 ... anXl ;."=1= 0, ) 
al .,. anXI , a2 ... a n XIX2 , ~~ ....... ~1~~.2,' - (Satz 1)~ I ~:. ....... ~~~~~~ : -[nt-I] --a,m. .. ·an X l'· 'Xm • 
al ... anXm az ..• an XI X1n 
Cii) Falls für alle Elementen Xl,"', xm die Relationen a2'" anxi , 
(i = 1, ... ,nt), bestehen, dann ergibt sich 
O-(Axiom 2, 3) ~ az'" an:F 0,) 
a2 ... anXl , 
~~""".~:~2: -[m-l]~ am.· .. anXl '.' Xm -! 
a2 ... anXm-l 
Daher 
al'" an:=l= 0, ) 
al ... an Xl , 
~.1."~".~1~~~', -~ am ... an Xl ." Xm , 
al •.• anXm 
W. z. b. W.(5) 
(5) Es sei hier bemerkt, dass wir in diesem Beweis das Axiom 1 gar nicht 
benutzen. 
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Setzt man, im Satz 3, besonders n = m-l , so folgt die folgende 
Behauptung; 
a1 ... an =1= 0, 1 
al ... anXI , 
~'. :::.~~~: ' J 
a1 ... an Xn +l 
Diesen Satz stellen wir durch die folgende Formel dar: 
in Worten: Je n+ 1 im linearen Raum vom Range n enthaltenen 
Punkte sind linear abhängig. 
in Worten : Je mehr als n + 1 im linearen Raum vom Range n ent-
haltenen Punkte sind linear abhängig. 
Beweis: Nach Satz 4 folgt Xl ... Xn+l . 
Dann ist n < m, so folgt 
Xl ••. Xn +l -(Axiom 2)-----+ Xl ." Xm • 
in Worten: Wenn ein linearer Raum nten Ranges ffi~z einen anderen 
linearen Raum n ten Ranges m; enthält, so stimmen die zwei linearen 
Räume mit einander ein(6). 
Beweis: Seien die Basen von m1 , bzw. m2 a1 ". an, bzw. b1 .. ' bn , 
so ist, 
Also 
a1 .. , an b1 , 
( 
a1 ... an =1= 0, ) 
............ , (Satz 4)-- b1 ••• bn X -----+ ffi2 :1 X • 
a1 ... anbn , 
Anderseits ffi 1 :1 X --+ a1 .. , anx 
(6) Falls -zwei lineare Räume ffi1 , m2 mit einander einstimmen, schreiben wir 
in Zeichen ffi l = ffi 2 • 
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Daher 
Daher 
Zusatz. m ~ =t> ~}G 
w. z. b. w. 
in Worten: Der lineare Raum enthält keinen linearen Raum desselben 
Ranges als seine echte Teilmenge. 
S )' n:::b ;D 1n atz 6. n < m ~ ~ \1 =1= J12 ; 
In Worten: Jeder lineare RaUlTI enthält keinen anderen linearen Raun1 
höheren Ranges. 
Beweis: Seien die Basen von 91 1, bzw. m2 je al ... an, bzw. 
b1 ••• b1n , und wäre vorläufig m'l 2 m2, so wäre 
W. z. b. w. 
Zusatz. n =1= m, ~ m~~ =-.p m;L ; 
in Worten: Die zwei linearen Räume verschiedenen Ranges können 
nicht mit einander einstimmen. 
Satz 7. m'~~(al ... an)=:TI;~(bl '" b'lI1) ~--;.n=m, a1 ... anbi , (i=l, ... ?n) ; 
in Worten: Zwei lineare Räun1e 'ifh und 912 stimmen dann und nur 
dann ein, wenn die Ränge derselben Räume gleich sind, und einer 
von ihnen z.B. fi 1 , die Basispunkten des anderen ffi 2 enthält. 
Beweis: (i) Die Bedingung ist notwendig: 
Aus Zusatz zum Satz 6, ist es notwendig n = rn. 
Und 
(ii) Die Bedingung ist hinreichend: 
al ... an =1= 0, 
al ... a'nbl , 
al ... anbn , 
ilh 3 x ~ al"· anx 
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Daher ~1 S ?R2 • 
Daher m~1 S ffi; -(Satz 5)----+ iH l = ffi 2 • 
Zusatz 1. ffi(al'" an) ;:, b] , ." , bn und bl • .. bn =!= ° 
~ ;11 (al'" an) = ffi (bI'" bn ) ; 
in Worten: Die lineare unabhängige Reihe von n Punkte in einem 
linearen Raume nten Ranges lässt sich als Basis desselben Raumes ge-
nommen werden. 
Zusatz 2. Falls al •• ' an =!= 0, b1 •·· bn :::J= 0, so besteht umkehrbar 
~1.:",". ~:~.1: } +-~ ~.1.::: .~~~~: } . 
al ... anbn bl .'. bnan 
Die Existenz von a· , '" a· in der Reihe a1, .. , a?1 derart, ~1n+l '~n 
dass b1 ••• b a . ... a· =!= ° . 
'In ~m+l ~n ' 
in Worten: Im linearen Raume ffin (al'" an) existiert stets eine Basis 
desselben Raumes, welche die gegebene darin liegende linear un-
abhängige Reihe von n~ Punkte b1 , '.' , bm , (m < n) als ihre Teilreihe 
enthält. 
Beweis: Induktionell genügt es zu zeigen, dass es ein Element 
a'imH in der Reihe al, "', an gibt, derart, dass b1 .. · bm airnrl =!= ° . 
Nun wäre b1 • .. b-ma'i = 0, (i = 1 , ... , n), so würde sich folgern, 
b]···bm =+ 0 , 
bl'··bm a1, 
(Zusatz zum Satz 4) -----7 al ... an -)0 W . 
So muss b1 ••• b1n ai =!= 0 für mindestens ein ai. Setzt man dasselbe 
ai als a" l' so kommt unser Beweis zum Schluss. 
'1n+ 
Satz 9. ffi1(a1" ·an ) ;:, b1 , ... ,brn und b1· .. bm =!= 0 
--)0 ?R1(al" ·an ) 2 ffi2(bl" ·bm ) ; 
[Sc. Rep. T.B.D. Sec. A. 
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in Worten: Der lineare Raum, der die Basis eines anderen linearen 
Raumes enthält, enthält stets alle seine Punkte. 
Beweis: Nach Satz 4, folgt, dass n ~ m, Also nach Satz 8 ex-
istieren die Elemente a,; 1"'" 0.,; in der Reihe al, "', a'l~ derart, V1n'!- v-n 
dass b1 ,·' bm a~n + 1 .,. a ~1 ==1= 0 , 
Dann wegen Zusatz 1 zum Satz 7, 
Daher ffi2(br "bm):3 X - b1",bmx -----+- bl",·bmaimi-l,,·ai;l.x 
-----+- m(b1•• ·bmai'YIHl' , ,ain ) :3 x -- ffi1(a1" ,an) :3 X • 
Daher ffi2 :3 X -----+- ffi- 1 :3 X • 
w, z. b. w. 
Satz 1 O. ~J{~t(al" ,an) ~ m;l·(br ' ·bm ) <---
n > 1n, a I' .. an bi , (i = 1 , .. , , m) ; 
in Worten: Der lineare Raum ~Hl enthält einen anderen linearen 
Raum ffi2 dann und nur dann, wenn der Rang von ~}{l grösser als der 
von ~\2 ist, und 91 1 die Basispunkten von iR2 enthält. 
Beweis: ( i) Die Bedingung ist notwendig: 
Zusatz zum Satz 5 lehrt, dass n =F m ) 
'J ~---+n>1n. Satz 6 lehrt, dass n <j:: m 
Ferner 
ml~m2:3bl, ···,bm --ffi-1 :3b1 , '··,bm--al',·anbi , (i=l, ,,·,m). 
(ii) Die Bedingung ist hinreichend: 
ar .. an bi , (i = 1, "', m) -----+- ffi-1(al··,a n ) :3 b1 , , .. , bm und bI···bm:::f= 0 
-(Satz 9) -- ffi-1(al" ·an ) ~ ffi2(b1 .. ·bm ) • 
ffi- 1(al·"an ):::? ffi2(bl' "bm ) , j1 (Satz 7) -- ffi-1 :> ffi2 • 
n>m 
§ 3. Der Rang. 
Definition 111. Von einer gewissen Menge M der Elementen, 
nennen wir denjenigen nicht gültigen Zyklus, dessen Zahl der Ele-
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menten am grössten unter den allen zu M gehörigen nicht gültigen 
Zyklen ist, die Basis der Menge M, und die Zahl der Elementen in 
der Basis nennen wir den Rang der Menge M; in Zeichen: Rang M(7· 8). 
So sind die folgenden Behauptungen leicht zu erhalten: 
VI, 7. Wenn man den linearen Raum als linearer Raum oder als 
Menge betrachtet, so stimmen auch die Bedeutung des Ranges in beiqen 
Fällen einander ein. Gleiches gilt auch für die Bedeutung der Basis. 
VI. 8. MI ~ M2 -)0 Rang MI > Rang M 2 • 
Satz 11. Sei die Basis der 111 al'" an, so besteht die folgende 
Formel; 
ffi(aI" 'an ) 2 M . 
Beweis: Sei x ein beliebiges Element von M, so folgt nach der 
Definition, dass 
Daher ~1(al' .. an) :7 X • 
Daher ~1(al" ·an ) ? M, w. z. b. w. 
Definition I V. Den Durchschnitt der Tc Mengen MI, M k , 
schreiben wir in Zeichen als ~ (MI • . ,. Mk ) • 
Dann folgt leicht; 
VI> 9. SD(MiM2) = ~(M2Ml) , 
;:D(~(Ml···Mk-l) , M k) = ~(Ml···Mk) , 
~(Ml, ;:D(M2 .. ·Mjc» = ~(Ml" ·Mlc) • 
Satz 12. Der ~ (~11 ~12) ist ein linearer RaUlTI. 
Beweis: Seien die Basen von ~Jh, ffi2 • und ~ (~11 ffi2) je al ... an , 
bl ... bm , und Cl ... Ck, so folgt nach Satz 11, 
(7) Anlog wird man auch die Bedeutung begreifen. dass der Rang M gleich co 
oder () ist. 
(8) FaHs M:7 at. az, ..• , werden wir oft statt" Rang M" auch" Rang (ala!! ... )" 
schreiben. 
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Anderseits ist 
also ml :öl Cl, .•• ,Cle und Cl' "Cle =1= 0- (Satz 9) ->- ml ~ m (cr' ·c,,) , ~ 
m2 :öl Cl, ... ,Ck und Cl" 'Cle =l== 0 -(Satz 9) -->- m2 ~ ~ (Cl"'Ck) J 
-->- SD (~1 m2) ~ 3l(CI" 'CIr) , 
Daher SD (mI D12) = :,1 (Cl' "Ck) • 
Also ist ~ (gh m2) ein linearer Raum. 
Aus Satz 12 und V I. 9 folgt der 
Zusatz. Der ~ (9'YI ." 3l,J ist ein linearer Raum. 
Und ferner aus VI. 4, folgt, 
VI- 10. SD(gh .. ·m/c)::::> m . 
Definition V_ Unter allen k Mengen MI,"', Mlc enthaltenden 
linearen Räumen nennen wir denjenigen, dessen Rang am kleinsten ist, 
den Vereinigungsraun~ von MI, ... , MI", und wir schreiben in Ze'ichen 
als 5B (MI ... M k )C9l • 
Dann folgt leicht, 
Vl. 11. 58(M1 Mz) = 5B(M2 MI) , 
VI- 12. 58(MI +· .. +M,c) = Q.'5(MI '··Mlc). 
Satz 13. Sei die Basis von M al'" an, so besteht die folgende 
Gleichung; 
in Worten: Sei der Rang der Menge M endlich, so bestünmt sich 
der einzige Vereinigungsraum Q3 (M), und derselbe ist nichts anders 
als linearer Raum, welcher die Basis von M als seine Basis besitzt. 
Beweis: Nach Satz 11, folgt 
Anderseits folgt nach Definition V, 
5B (M) ? M:öl al , ' ... , an ->- 58 (M) :öl al, .. , , an 
-(Satz 9)-> 5B(M) 2 ffi(al· .. an ). 
(9) Falls M:öl aj , a2, "', werden wir statt ")B (M)" oft auch ")B (al a2' 00)" 
schreiben. 
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Daher ?B (M) 2 ffi(al" 'an ) 2 M . 
Also ist nach Definition V, sowie Zusatz zum Satz 5, 
Zusatz.. Rang 58 (M) = Rang M . 
Satz 14. m ~ M --+ m? ?S(M) ; 
w. z. b. w. 
in Worten: Ein solcher linearer Raum, der eine Menge M in sich 
enthält, enthält auch den Vereinigungsraum ?S (M) in sich. 
Beweis: Sei die Basis der M al'" an, so folgt 
Nun ist 
Daher ~H 2 ?B(M) , w. z. b. w. 
in Worten: Ein solcher linearer Raum, der k Mengen MI, .,. , MJc in 
sich enthält, enthält auch den Vereinigungsraum ?S (MI'" Mlc ) in sich. 
-(Satz 14) ---+ ~1::::> 58 (MI + ... +Mlc)-(V1 • 12) ---+:n ~ 58 (M1···M/c), 
w. z. b. w. 
Aus Satz 15 kann man leicht folgenden Zusatz herleiten: 
Zusatz. m(?B(Mi···Mk - 1) , Mk ) = 58 (M1 .. ·Mic) , 
58 (MI , ?B(M2 • .. Mlc ») = ?S(M1· .. M lc ) • 
Satz 16. m1CR1(al···an ), 912 (b1···bm )) = ?Bz(al,,·an b1 .. ,brn) • 
Beweis: m1 2 iR l :öl al, ... ,an und 1 m b b 
ffi ::::> (11. b . . . b f --"'" 1 ~ al , "', an, 1,' . " m 
:.01 = U12 ~ 1, ,In 
Anderseits, 
Q.S2 :öl al , ... , an 
mz:öl bj , ... , bm 
und al· .. an =l== 0 -(Satz 9) -4-?ßz ~ ffi1(a}···an ) , 1 
und b1· .. bm =l== 0 -(Satz 9) ---+?S2 2 m2 (bl' .. bm ) J 
-(Satz 15) ~ 582 ? 581 (~Jh ffi2) • 
[Sc. Rep. T.B.D. Sec: A. 
( 140) 
Zur Axionwtik der linearen Abhäng?:glceit. 1. 247 
Daher ?BI(Jl1(ar··an) , m2 (b1···b71J) = ?B2 (al···an br ··bm) , . 
w. z. b. w. 
Man kann analog folgenden Satz beweisen; 
Satz 17. ?BI (~11 (al" ·an) , "', jh ([1' .. lllJ) = Q.h (al'" an ... lI" ·lm) . 
in Worten: Die Summe der Ränge des Durchschnittes und des Vere-
inigungsraumes zweier gegebenen linearen Räume des n ten , bzw. 1nten 
Ranges ist höchstens gleich n + mUO) • 
Beweis: Seien die Basen von ~}"h, m2 , und SD (~11 ~12), bzw. je 
al .,. an , bl ... bm , und Cl'" Ck, so folgt nach Satz 8, und Zusatz 1 zum 
Satz 7, z. B., 
Also folgt nach Satz 16 
Daher Rang~(~tlffi2) = Rang Q)(Cr"Ckak+l,,·anbktl .. ·bm) 
= Rang (Cl"'Ckalc I 1 .. ·anbk +1 .. •bm) 
<n+m-lc . 
Und wegen Satz 12 folgt leicht 
Rang SD(~1Im2) = Rang m (Cl'''Cfc) = Tc • 
Daher Rang SD(9tl~lt2)+Rang ~(:Hlm2) < n+l1L, w. z."b. w. 
Satz 19. Rang::I; (MI Mz) + Rang 5E (M1Mz) < Rang MI + Rang M2 (11) • 
Beweis: Da der Vereinigungsraum gegebener Menge auch ein 
linearer Raum ist, so besteht nach Satz 18 die folgende Ungleichung; 
(10) Es sei hier bemerkt, dass in dieser Formel das Gleichzeichen nicht immer 
besteht. 
(ll) Der Satz 18 und Satz 19 sind gleichwertig im Inhalt, weil man, wie 
bereits im VI' 2 erwähnt, die Summenmenge MI +1l1~ von MI und M~ des Satz 19 
als unser !BrRaum betrachten kann. 
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Rang SD (Q> (LlI1 ) , ~ (Mz) ) + Rang Q> (~( M l ), 5.B (Mz)) 
< Rang ~ (Ml ) + Rang 523 (Mz) • 
Nun folgt wegen Zusatz zum Satz 13 
Rang 523 (MI) = Rang MI , 
Rang 5B (Mz) = Rang Mz • 
Und wegen Zusatz zum Satz 15 folgt 
Ferner ist, 
m (MI) 2 MI, j' -~ SD(~ (Md, ?8 (Mz) 2 SD(M1Mz) • ?8(Mz) 2 Mz , 
Daher RangSD(~(MI), m(M2 )) > RangSD(M1Mz) • 
Also folgt 
Rang SD(M1M2) + Rang m (M1M 2) S Rang MI + Rang Mz , w. z. b. w. 
Satz 20. Sind alle Ränge der k Mengen MI, ... , M k endlich, so 
besteht die folgende Ungleichung; 
Rang (MI + ... +Mk) < Rang MI + ." + Rang MIc • 
Beweis: Nach Satz 19 folgt leicht, 
Rang ?8(M1 , Sß(M2,··MrJ) < Rang MI+Rang '.8 (Mz···MtJ 
< Rang MI + Rang M2 + Rang m (Ms'" M!c) 
< .. , < Rang MI + Rang Mz + '" + Rang Mlc • 
Also, weil 
Rang (Ml + ' , . + Mk ) = Rang Q3 (MI' , ,M1c) 
folgt 
Rang (MI + ". +MJc ) < Rang MI + ... + Rang M k , W. z. b. w. 
[Sc. Rep, T.B.D. Sec .. A. 
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~ 4. Die Reduktionsmethode. 
Bei unserem Zyklenkalkül, brauchen wir oft, als eine der höchst 
wirksan1en Beweismethoden, eine, sog. Redulctionsnwthode. In diesen1 
Paragraphen will ich dieselbe erklären, und einige durch diese Methode 
beweisbare Sätze angeben. 
Beweis: Man setze zunächst a2" 'an x :--1= 0; dann folgt 
ala2"·an x , (Axiom 4) -)0 ala2· .. anY . 
az" ·anx O,} 
xy ~ a2,···an xy 
Also folgt 
al" ·anx, xy ~ al" 'any odei az···an x . 
Daher al· .. anx, xy~al"'anY oder {a2 .. ·anX,XY}. 
Wir stellen diese Bedeutung mit der folgenden Bezeichnung dar; 
ar .. an:; } _I ~ a2"" an:~} " 
'i' 
Dann bekommen wir die folgende logische Bezeichnungsformel, 
indeln wir die obige Bezeichnungsoperation nach einander wiederholen. 
al' "an ;1';, 1 __ » a2 .. ·an X, 1 __ > a3,··an x, 1 __ ) ... __ , anx , 1 --) x 
xy f 1 ~ty J I xy J I xy J 1 ,. 
'i' Y Y Y 
Da anderseits 
besteht, so kann n1an auch die obige Formel folgendern1assen noch 
einmal umschreiben; 
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n ' __ )- n' l __ )- n, __ )-.,, __ )- n ,t_-)-X al" 'a X} a2" 'a X) a3"'a x } a x ) 
XY! XY j! XY I XY J I . 
y " y y 
0(-
Daher al" ·a. x 1 n , --)-x 
xy f I ' 
y 
w. z. b. w, 
Das letzte zweite Schema nennen wir die Reduktionsformel, und 
die die Reduktionsformel in sich enthaltenden Beweismethode nennen 
wir die Reduktionsmethode. 
Als methodisches Beispiel der durch dieselbe Beweisführung beweis-
baren Sätze sei der folgende genommen. 
Beweis: 
a2" ,an Xl' "X/c ==l= 0 , } a2'" anXl" 'X/c ==l= 0, } 
al" ,anXl'''X/c, -10 ala2··,anXr··X/c, (Axiom 4) ~aj" 'anXl' "Xk-lY. 
Xl"' 'XkY a2" ·an Xl" 'XkY 
Daher al" ,anXl" 'X!c, 1 --~ a2",an X l' "Xlc ' 
Xl' "XkY J I 
y 
Daher al,"an Xl'''Xk, 1 a2",anXl'''x,,, ) --~ \ 
Xl' "XkY J I Xl' "XkY J 
y 
al"'an Xl"'X", } a2' "anXl"'X/n 1 anXI" ,x!,;, 1 
- -)0 --)0 , ., -----+ --> Xl' ' 'Xk • 
Xl' "X"y I Xl" 'XkY J I Xl' "XkY f I 
y y y 
a'l"·anXl'''Xlc-lY. "f- a2" ,an~l.h' "Xk_lY --- ". --- anXr"Xk-lY 
[Se. Rep, T.B.D. Sec. A. 
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Daher al,··a Xl"'Xk ) 
n '--» Xl"'Xk , 
Xl"'XkY j I 
y 
w. z. b. W.(!2) 
Beweis: 
·a1 ... anx,} __ »al' .. an b2,,·bm x, 1 (Satz 22) --»bz .. ·bmx. 





al" ·anbJ• ··b7n • 
al" ·an~t , } __ » al" ·anx , \ 
b1 .. . b1n X I bz ... bm x J' 
~ 
ar' ·anbl ·• ·bm • 
al···anx, } aJ'··anx, } a1·,.anx,} 
--). --» .. , --)- --» X. 
b1 .. ·b'l11. x I b2,,·bm x I bmx I 
y y y 
al"··anb1···bm • ~ al .. ·anbz· .. brn .. - ... .(-- al· .. anbrn 
al"'UnX, ) --» X 
b1· .. bm,x J I ' 
t 
al' •. an b1· , ,bm , w. z. b. w. 
Satz 24. ar'" an Xl ... Xk, b1 .... bm,Xl'" Xk 
--i>o al ••• an b1 ", bm. Xl ••• Xk-l oder Xl'" X/C • 
Beweis: 
al" ·anXl'··Xk, 1---? al" ·an b2 ·,· bm Xl'" Xk, }CSatz 22) --)- b2 ··• bmXl , .. Xk. 
b1 • .. bm Xl·"Xlc J b1bz" ·bm.Xl· "X/c I 
y 
(12) Der Beweis des Satz 22 wäre ein typisches Beispiel der Reduktionsmethode. 






ar·· an Xl··· X/c, 1 __ ,> al···anXI···Xk, 1 
b1 .. ·bm Xloo·Xk J I b2:, ·bmXl' '·Xk f 
y 
al' ,·anb1 '· ·bmXl·' 'Xk-l ' 
al···anXl···X/c,l al,··an XI···x/c,l al'··anXl···'l~/()l 
b1 ... bm Xl''' X/c J-,-> b:2: .. bmXl'''Xk j-/-'> ... _-:>- bmXl°O' X/c j-,-> Xl"'Xlco 
y v y 








ar' ·an Xl·· 'X/c, } 
--'>XI"'Xk, 
bl ·· ·b'ln,XI·· 'X!c I 
v 
W. z. b. w. 
al ••. an X , bx , X =1= 0 -,;. al .. , an b , 
al ... an X , b1 b2 X , X 0 -,;. al ... an b1 b2 • 
al •.• an X , b1 ••• bm X , X =F 0 ---)0 al .,. an b1 •.• bm • 
ar··anbr"bm =!= 0 -,;. ~(m(al·ooan), ffiCbj"oobm )) = 9( , 
al ... an Xl ... X/c , bl , .• bm Xl .. , X/c , Xl , .. X/c =l= 0 
-,;. al .. , anb1 , •• bmXI'" Xi-lXi+l'" X/c, (i = 1, ". , k). 
al ." an b1 ••• bm dl ... die =F 0 
SD (ffi (al 00 ,an dl" . die ), ~t (bI" 'bnt d]'· ·dl.») = ffi(d1· .. dle ) , 
Bemerkung: 
Wenn die Prämisse eines Satzes, wie oben, aus zwei Zyklen besteht, so gibt 
es in diesem Fall ausser obiger Reduktionsmethode noch eine stets brauchbare 
Beweismethode, welche sich auf Satz 18 zurückführen lässt. Um dieselbe Methode 
zu erklären wollen wir einen neuen Beweis des Satzes 23 angeben. 
(Satz 23.) aJ" anx, bJ· .. bmx -I" aJ· .. anb1· .. bm oder x. 
Beweis: (i) Sei al .. ,an, so folgt trivialerweise aJ' .. anbl· .. bm. 
(ii) Sei b1 .. ·bm , so folgt trivialer weise al .. ·anbl· .. bm, 
(iii) Nun sei al"'an =1= 0, b1 .. ,bm =\= 0, so folgt wegen des 
Satz 18, 
Rang !tJ (m (a)'''an) , m (b), .. Dm )) + Rang Q3 (m (al" ,an) , m(b) .. bm )) ;;;, n + 111, • 
(Sc. Rep. T.RD. Sec. A. 
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Dabei ist 
aj· .. anx, bJ .. ·bmx -- 'll(i)1(a j ··a11), m(h j .. ·hm))::3;c. 
Und ist weiter 
\B(ffi(aj"'an) , m(b j ···bm ))::3al' "', (In, b j , "', bm • 
Also folgt 
Rang ~ (m (aj···a-n) , ~l(hj···bm)) ;:;;; Rang (:l;) , 
Rang \B(m(a1···an) , m(b1· .. bm )) ~ Rang (al' ·a-n1lj···bm). 
Daher Rang (x) + Rang (aj,,·a'nb1···bm );:;;; n + 111-. 
Daher x =t= 0 -+ al···an b1· .. b111, , 
a'l"'an b)···bnt =\= 0 -+ x . 




ar' ':lnb: } -1-> b1 a2" '~nb~ } -1-> b1 b2 ag' ":
3
nb;3 } -1-> ... 
~ ~ y 
al --+ TV . a2 --+ W . a3 --+ ~v . 
an --+ W . 
Beweis : Wäre vorläufig b1 ••• bn , so wäre 
Daher al ••• an =1== 0 , ai b1• , bi =1== 0, (i = 1 , ... , n) --+ b1 ••• bn =1== 0 , 
w. z. b. w. 








al* .. ·an x, 
*a2' "anx, l 
......... " , ~ a,a2"'an oder x. 
al a2"':':X 
-:~a2' ·,anx, } (Satz 22) --» -H as- "anx , 
al'l<, .. anx 1 
ala2, .. an ' 
:~a2 .. 'anX, l ~ **as",anx ,1 ~ :,: * :~a4"'anX, 1--» ". 
al*"'anx J 1 al a2*'" anx f 1 al a2aS * ,,-anx J 1 
,., -» * ." :(. anx, ) \--).X, 
al' .. an -l * x j I 
y 
-:~ a2'" anx, l 
al * .', an x, __ » X 
1 
' ......... , 
ala2'" * X y 
ala2'''an , w, z. b. w, 
Zusatz. al,,·an =1= 0 ---.. ::::D(;R1 (;.:- a2",an ) , m2(al *"·an) , 
... , mn (al' "an-l :;, )) = 9( ; 
in Worten: Es gibt keinen Punkt, welcher zugleich in aBer (n-l)-
Seitensimplexen eines n-Simplexes enthalten ist. 
Satz 27. 
Beweis: 
* aZ,,'anXl"'Xk, 1 
al :i< .. , an Xl' ,'Xk , 
............. , 
a1 a2' " '" Xl" 'X1c 
~ ala2"'a n Xl' "X1c-1 
-l+ a2'''ai'''anXl'''Xk, } (Satz 22) -----). * a2'" *i"'anXl'''Xlc . 
ala2'" *i .. ·an Xl"· XIc 1 
al a2' .. an Xl' "Xk-l • 
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Daher 
-x- an Xl'''X/c, ~ 
•• , --;. J --;> X1·'·X/c. 
an-l *Xl" 'X/c \ 
v 
Daher 
* az .. · anXI' "X!c, I 
aI """anXl"'X/c, • 
--;. Xl'''X/c , 
....•.... , .. , I 
0,1 a2'" -Y. Xl" 'Xk 1 
alo,Z'''an X l'''Xk-l , w. z. b. w, 
Zusatz. a1'" an 0, m?;; n 
.-> J)(;)\l( '" a2'··am a711+1"·an ) , ~H2(al:" · .. am am +1',·an ), 
.. , , mm(ala2'" :,' allH l"·an.)) = m (am-I-l .. ,an ) • 
~ 5. Einige Bemerkungen. 
Betreffs des § 4 sei nun besonders erwähnt, dass alle Sätze in 
dem ~ 4 lauter Folgerungen sind von den Axiomen ausser Axiom l. 
Dies wollen wir besonders betonen, da wir die Absicht haben später 
Geometrien aufzubauen mit den Axiomen 2, 3, 4, ohne Benutzung des 
Axiom 1. 
Betreffs ganzer dieser Arbeit sei bemerkt, dass die alle Sätze 
keinerlei Existenzforderung enthalten, Dies steht auch im tiefen 
Zusammenhang mit einer Fortsetzung dieser Arbeit, s,g. Theorie des 
zweiten Verknüpfungsraumes, welche demnächst erscheinen wird. 
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