Abstract. We show global small data existence for a class of quasilinear wave equations related to Einstein's equations in harmonic coordinates. These equations do not satisfy the classical null condition and the asymptotic behavior of solutions is not free but the light cones bend at infinity.
Introduction. We show that the Cauchy problem in R 1+3 :
g(φ) φ = 0, φ| t=0 = φ 0 , ∂ t φ| t=0 = φ 1 (1.1) has a global solution for all t ≥ 0 if initial data are sufficiently small. Here the curved wave operator is g = g αβ ∂ α ∂ β , where we used the convention that repeated upper and lower indices are summed over α, β = 0, 1, 2, 3, and ∂ 0 = ∂/∂t, ∂ i = ∂/∂x i , i = 1, 2, 3. We assume that g αβ (φ) are smooth functions of φ such that g αβ (0) = m αβ , where m 00 = −1, m 11 = m 22 = m 33 = 1 and m αβ = 0, if α = β. The result holds for vector valued φ, in particular for the principal part of Einstein's equations; φ αβ = g αβ − m αβ .
This result was conjectured in [L2] where it was also shown in the spherically symmetric case for In [L2] there was also a heuristic argument for why the conjecture should be true in general: Consider φ = a αβ ∂ α φ ∂ β φ + cubic terms, (1.3) the asymptotic equation for Φ = rφ, introduced by Hörmander [H1] , [H2] , [H3] :
A mn = 1 4 |α|=m|, |β|=n a αβω αωβ ,ω = (−1, ω).
Here we have introduced polar coordinates x = rω, ω ∈ S 2 . The classical null condition introduced by Klainerman [K1] is that A nm ≡ 0 under which Klainerman [K2] and Christodoulou [C] proved global existence. In [L2] it was observed that the asymptotic equation corresponding to (1.1) has global solution, contrary to other cases like φ = φ t φ or φ = φ 2 t , where solutions are known to blow up for all small data, see John [J1] , [J2] . In [L-R1] we in general say that (1.3) satisfy the weak null condition, if (1.4) has global solution with some decay. However, unlike for the classical null condition, the solution of (1.1) do not behave asymptotically like a solution of a free linear wave equation.
The method of proof of [L2] is integration along characteristics so it does not directly generalize to the non-symmetric case. However, as observed in [L1] , the method of integration along characteristics can still be used to obtain sharp decay estimates assuming weaker decay estimates that can be obtained from energy estimates for vector fields applied to the solution. This then has to be combined with some refined energy estimates that take into account that the characteristic surfaces curve asymptotically, since the solution do not decay as much as a solution of a free linear wave equation.
Recently Alinhac [A2] generalized the result in [L2] to general data for the special case (1.2). [A2] combines ideas from [L1] , [L2] of how to obtain decay estimates with ideas from [A1] for energy estimates with weights. Because the asymptotic behavior is different from that of solutions to a free linear wave equation, [A2] constructs vector fields adapted to the characteristic surfaces at infinity, which in spirit is similar to the work of Christodoulou-Klainerman [C-K] . Since these depend on the solution itself, commuting the vector fields with the wave operator leads to a loss of regularity so it has to be combined with a smoothing procedure, which leads to long schematic commutator estimates.
There is however no need to construct vector fields adapted to the geometry at infinity. In fact we just use the vector fields for the Minkowski space time. In [L-R3] , for Einstein's equations, we also got away with just using the regular vector fields, but only because we got additional control from the wave coordinate condition. The observations here will hopefully will lead to a proof that uses less of the special structure and applies to a more general class of equations, which is useful in applications.
As mentioned above the proof involves obtaining sharp decay estimates for low derivatives just assuming a weak decay estimate that later will be obtained from energy estimates for higher derivatives. The sharp decay estimates uses integration along characteristics as in [L1] , [L2] , [L-R2] , [L-R3] . We adopt the energy method with weights of [A2] , depending on the solution of an approximate eikonal equation. This is a much easier substitute for energies on characteristic surfaces as I originally planned to use. The construction of vector fields adapted to the asymptotic behavior of the characteristic surfaces of [A2] is avoided by considering a family of energy and decay estimates for the vector fields of flat Minkowski space time, with different decays for different types of derivatives. We prove the following: THEOREM 1.1. Suppose that φ 0 and φ are smooth functions such that φ 0 (x) = φ 1 (x) = 0, when |x| ≥ 1, and let N ≥ 14. Then there is a constant ε 0 > 0, such that if We remark that the result is true also for systems φ = (φ 1 , . . . , φ M ), in particular the principal quasilinear part of Einstein's equations. We also remark that the assumptions on compact support is not needed and we can include decaying data using energy norms with weights as in [L-R2] , [L-R3] .
Let us now give the strategy of the proof and the main ideas. The proof involves getting sharp decay estimates for low derivatives assuming weak decay estimates, and energy estimates for high derivatives assuming sharp decay estimates for low derivatives. The weak decay estimates can then be obtained from energy estimates using a bootstrap or continuity argument that we describe below. Let
where Z I is a product of |I| of the vector fields, Ω αβ = x α ∂ β − x β ∂ α , S = x α ∂ α that span the tangent space of the forward light cone and have good commutators with the wave operator, and ∂ α . (Here x i = x i , i ≥ 1, x 0 = −x 0 = −t.) In view of local existence results it suffices to give a bound for E N (t), which will be obtained through a continuity argument, see Section 11. Fix 0 < δ < 1. Assuming that
for 0 ≤ t ≤ T, which holds for T = 0, we will show that this bound, implies the same bound with 16 replaced by 8 if ε is sufficient small (independently of T). Using Klainerman-Sobolev inequality and the assumption of compactly supported data, see Sections 10, 11, this gives weak decay estimates:
These weak decay estimates imply the sharp decay estimates in Proposition 6.1, as well as the estimates for the approximate radial characteristic surfaces in Proposition 5.1, Lemma 5.2 and Lemma 5.3. These sharp decay estimates for low derivatives are sufficient for the energy estimate in Proposition 9.1 to hold and we therefore get back a stronger energy estimate if ε > 0 is sufficient small:
We now give the main ideas for the sharp decay estimates. We will try to mimic the integration along characteristic that was done in the radial case in [L2] , by expressing the wave operator in spherical coordinates and a null-frame, using the weak decay estimates to control the angular derivatives. The discussion below will be a bit technical, but it is useful to get a feeling for how the different kind of terms are dealt with since the structure of the argument is the same also for the energy estimates.
In Section 2 we express the inverse of the metric in terms of a nullframe:
Here H L L etc. are the components of H αβ = g αβ − m αβ in the Minkowski null frame
In Section 3 we use (1.9) to decompose the wave operator: (1 + |t − r|)|∂φ| + (1 + t + r)|∂φ|
Note that when |t − r| > t/2 this together with (1.7) gives the sufficient εt −1 decay for all derivatives but when |t − r| is close to the light cone we are missing one derivative perpendicular to the light cone.
In Section 4 we integrate (1.13) along the flow lines of the vector field 2L α 1 ∂ α , from |t − r| = t/2, to also get an estimate for a derivative perpendicular to the outgoing light cones r∂ q φ which yields
If H = 0, (1.13) is the decomposition in radial and spherical coordinates and (1.15) was used in [L1] . In Section 6.1 we use the weak decay estimates (1.7) in (1.15) to get the sharp decay estimates
The last inequality follows by integrating the first from r = t+1 where φ vanishes. If (1.16) had been true also for Zφ it would have been easy, but there is a small loss that requires a delicate analysis.
With the sharper decay (1.16) for H(φ) the decomposition of the wave operator (1.13) simplifies to (1.17) where p = r + t and
In Section 5 we study the integral curves of the vector field (1.18) since we will integrate (1.17). Let q = r − t, p = r + t and ω = x/|x|, and introduce the radial characteristics q = q (s, ρ, ω) by
Equivalently let ρ be the solution of a radial eikonal equation:
ρ behaves roughly like q:
, and multiplying by the integrating factor using the estimate (1.16) for H(φ), as was observed in the spherically symmetric case in [L2] .
In Section 6.2 we prove the following sharp decay estimates for second derivatives:
The first estimate follows from integrating (1.17) along the integral curves of L 2 from t = 2|ρ| using (1.7). For the proof of the second we note that since
The second estimate in (1.22) follows from integrating (1.23) using (1.14) and (1.21). For vector fields we are not quite as lucky and there is a loss in the strong decay estimate: 
Since φ = 0 when ρ ≤ −1 we can estimate |Z I φ|/(1 + |ρ|) by the derivative |∂ ρ Z I φ| we get if we first integrate (1.26) from t = 2|ρ| where we can use (1.7) and (1.14):
which by a Gronwall type of argument implies that M(t) ≤ c 0 (1 + t) c 2 ε from which (1.24) follows. For more vector fields there is a problem with the most straightforward approach. We have
The first term can be handled as above and the terms in the last are lower order. However the problem is the term with |K| = |I| − 1 and |J| = 1 which is highest order. Using (1.14) and (1.24)
The first sum can be handled as above, however the lack of decay in the last sum cause a problem. 
In fact, the commutator is
where the first term has sufficient decay since |∂φ| ≤ c 1 ε(1 + t) −1 and the second sum is lower order.
Finally in Section 6.5 we use induction in k as described above to show that
2. Expressing the metric and the wave operator in the null frame. We introduce a nullframe for the Minkowski metric, U = {L, L , S 1 , S 2 }, where
and S 1 and S 2 are two smooth orhtonormal vector fields on the tangent space of the sphere T(S 2 ). (We remark that these only exist locally so one has to work in a coordinate chart.) We will raise and lower the indices with respect to the
We can express a vector field X or the corresponding one form in the nullframe
Here and in what follows A, B, C, . . . denotes any of the vectors S 1 , S 2 , and we used the convention that we sum over repeated upper and lower indices;
The components can be calculated from the contractions:
where
Recall that the inverse of the Minkowski metric m αβ can be expressed in a nullframe
We make a similar decomposition for the bilinear form g αβ :
Here and in what follows U, V, W, . . . denotes any vector in U = {L, L , S 1 , S 2 }, and we used the convention that we sum over repeated upper and lower indices. The components can be calculated in terms of the contractions as follows:
denotes the lowering of indices with respect to the Minkowski metric and not the inverse of g αβ .
LEMMA 2.1. Suppose that g αβ is symmetric. Then
Proof. Using (2.2) and (2.5) we can write (2.12) and the lemma follows from using (2.4) and (2.6).
Let us introduce some further notation:
LEMMA 2.2. Suppose that g αβ is a symmetric and bounded. Then
and with tr g = δ AB g AB we have
Proof. (2.15) and (2.17) follow directly from (2.8). By (2.8)
Since B j are smooth functions of ω it follows that |A i ∂ i B j | ≤ C/r. The lemma therefore follows from the above identities.
The vector fields associated with the wave operator, commutators.
Let Z ∈ Z be any of the vector fields
where |ι i | = 1, be an ordered multiindex of length |I| = k and let
With a slight abuse of notation we will also identify the index set with vector fields, so I = Z means the index I corresponding to the vector field Z. Furthermore, by a sum over I 1 + I 2 = I we mean a sum over all possible order preserving partitions of the ordered multiindex I into two ordered multiindices
where i 1 , . . . , i k is any reordering of the integers 1, . . . , k such that i 1 < · · · < i n and i n+1 < · · · < i k and i 1 , . . . , i k . With this convention Leibnitz rule becomes
We recall that the family Z possesses special commutation properties: for any vector field Z ∈ Z [Z, ] = −C Z , where the constant C Z is only different from zero in the case of the scaling vector field
It is easy to show the following identities
and for some smooth functions f ij A (ω);
Recall that∂ denotes the tangential derivatives, i.e., ∂ T , where
LEMMA 3.1. For any function φ;
Proof. First we note that if r + t ≤ 1 then (3.3) holds since the standard derivatives ∂ α are included in the sum on the right. The inequality for |∂φ| in (3.3) follows directly from (3.2). The inequality for |∂φ| in (3.3) follows from (3.1). The inequality (3.4) follows similarly from (3.1)-(3.2). The proof of (3.5) follows immediately from (3.2) and the inequality |∂ i ω j | ≤ Cr −1 . The inequality (3.6) follows from repeated use of (3.3) and the commutator identity [Z,
where tr H = δ AB H AB . Suppose also that
Proof. (3.9) follows from (2.16) using (3.5) and
(3.11) follows from (3.9) and (3.3) using that
LEMMA 3.3. Suppose that H satisfy the assumptions of Lemma 3.2 and
Proof. To prove (3.15) we first commute
and contracting with L γ , using that it commutes with L 2 and ∂ q , gives (3.15).
Let us now calculate the commutators of vector fields with
In general we have
where C I δγ JK αβ are constants. The same formula holds for usual derivatives ∂ α in place of Z even without the lower order terms with |J| + |K| < |I|, but we will need to separate these from the vector fields since they will behave better. Let k = (k 1 , . . . k n ) be a multindex and
We have the following: LEMMA 3.4. Suppose that g φ = 0 and |∂ n Z K φ| ≤ 1, for |n| + |K| ≤ N − 5. Then for |k| + |I| ≤ N we have
If |k| = 0 then only the first sum is present and if |I| = 0 then only the second sum is present.
Proof. If |K| = |I| in the sum (3.21) then |J| = 0, |m| ≥ 1 and |n| < |k| so using (3.22) we see that this term can be bounded by a term of the form in the second sum. On the other hand if |n| = |k| in (3.21) then |m| = 0 and |K| < |I|, and this term can be bounded by a term in the first sum above. Finally a term with |n| < |k| and |K| < |I| in (3.21) can be bounded by a term contained in one of the sums above since under the assumptions of the lemma
4. Decay estimates for the wave equation on a curved background.
of the vector fields (3.7). Let s i < 0 be the largest number such that X(
Assuming that |H| ≤ 1/4 the integral curve will in fact intersect ∂D.
The following lemma is a generalization of a lemma
LEMMA 4.1. Suppose that H αβ = g αβ − m αβ satisfies |H| ≤ 1/16 and either of the following
where D = {(t, x) ∈ R × R 3 ; t/2 < |x| < 3t/2} and a ≥ 0. Then for any a ≥ 0; Proof. By (3.4) we only need to show that ψ = r ∂ q φ is bounded by the right hand side. Lemma 3.2 can be summarized
With the integrating factor
we have along the integral curves (4.1)
It follows from the assumption (4.2) that |G 1 | ≤ C independently of s and G 2 = 0.
Hence it follows from integrating this from s i to 0 that
2 H LL it follows that 1/2 ≤ | dt/ds| ≤ 2 and the lemma follows.
Next we define substitutes ρ i for r − t. Let ρ i = ρ i (t, x) be constant along the integral curves of L i and equal to r − t outside a neighborhood of the forward light cone:
Note that (t i , x i ) is the first point the backward integral curve intersects |r−t| = t/2 then |ρ i (t, x)| = |t i − |x i | | = t i /2 = τ i (t, x)/2 ≤ t/2, since t is increasing along the forward integral curves. Here τ i was defined to be the smallest t along the integral curve with |r − t| ≤ t/2. Hence Proof. This follows from Lemma 4.1 using that ρ i (t, x) = τ i (t, x)/2 ≤ τ /2 along the integral curves and ρ i are constant along the integral curves. We also use that
5. Estimates for the radial characteristics and eikonal equation. We will use a curved substitute ρ(t, x), for the distance to the forward light cone r − t. Let ρ = ρ(t, x) be equal to r − t outside a neighborhood of the forward light cone constant along the integral curves of the radial vector field L 2 close to the light cone:
and we think of ρ = ρ(q, p, ω) as a function of q = r−t, p = r+t and ω = x/|x|. We call (5.1) the radial eikonal equation. Alternatively, let X 2 (s) be the integral curves of the vector field L 2 , i.e.Ẋ 2 = L 2 . Then we can choose the initial conditions when | t − r| = t/2 so that q = −X 2L (s, ρ, ω), and p = X 2L = 2s, (5.3) where d ds
We call these the radial characteristics.
We now state the main estimate for ρ assuming some estimates for H LL that will be proven later. We will assume that H LL = 0, when r > t + 1 and t > so in fact ρ = r − t, when r > t + 1.
Since, as we show below, 0 < ∂ρ/∂q < ∞, ρ is an invertible function of q for fixed ( p, ω), satisfying dρ/dq = ∂ρ/∂q, and q is an invertible function of ρ, satisfying dq/dρ = (dρ/dq) −1 . We have thus introduced a change of variables (ρ, s, ω) → (q(ρ, s, ω), 2s, ω). Note that multiplication by any function of ρ commutes with L α 2 ∂ α and a calculation using that shows that
The following lemma was essentially proven in [L1] for some ν ≥ 0. Then
and
Let X(s) be a backward integral curve of the vector fields L 2 :
and let s 2 < 0 be the largest number such that X(s 2 ) = (t 2 , x 2 ) satisfies |t 2 −|x 2 | | = t 2 /2. If we multiply by the integrating factor Since ρ is constant along the integral curves X(s) it follows from (5.6) 
Hence by (5.18),
Moreover by differentiating (5.17) we see that the initial condition on |t −r| = t/2 are ∂ q ln | ρ q | = (signρ − 1/4)∂ q H LL It therefore follows from integrating (5.21) from the boundary where t = 2|ρ|:
Since t ≥ 2|ρ| in the domain where ρ q = 1, (5.19) follows from this.
LEMMA 5.3. Suppose the assumption of Proposition 5.1 hold and
Proof. We have |∂ρ| |∂ p ρ| + 0<i<j |Ω ij ρ|/(1 + t), where By (2.17)
Here
These estimates together with (5.24) gives also (5.25).
6. The sharp decay estimates for the nonlinear problem. In this section we start by assuming the weaker decay estimates
for some 0 < ν < 1 and some sufficiently large N. We also assume that φ is a solution of the nonlinear problem with compactly supported data in the set |x| ≤ 1, which means that φ(t, x) = 0, when |x| ≥ t + 1, and t ≥ 0. (6.2) (6.1) can be obtained from energy estimates using the Klainerman-Sobolev inequalities. From the weak decay estimates we will derive stronger decay estimates. The stronger estimates will be derived in several steps. Since our metric g αβ = m αβ + H αβ , where H αβ = H αβ (φ) are smooth functions of φ vanishing at the origin and by scaling we may assume that (so that (6.1) holds also for H αβ )
In what follows C will denote universal constants that depend only on the the particular functions H αβ (φ), but are independent of φ. c 0 will denote a constant that is multiple of c 0 i.e. Cc 0 . Constants of the form c k and c k = Cc k depend only on c k−1 and universal constants. The estimates (6.4)-(6.6) below, were used already in the spherically symmetric case in [L1] . 
Moreover, there are constants c k depending only on c k−1 such that (6.8) where k = |k|.
6.1. The decay of the first order derivatives (6.4) and (6.5). Since by (6.1) condition (1) in Lemma 4.1 hold and it follows from (6.1) that the right-hand side of (4.4) is bounded so
The first estimate in (6.4) follows from integrating this from r = t + 1 where φ = 0. Hence (6.10) it follows that in fact condition (2) in Lemma 4.1 also hold (6.5) therefore follows from Lemma 4.2 with µ = a = 0. The second estimate in (6.4) follows from integrating (6.5) and using Proposition 5.1, which hold since we just showed that (6.5) holds.
The sharp decay estimates for second order derivatives (6.6).
The estimate (6.6) essentially comes from that ∂ ρ commutes with L 2 . Since (6.10) holds: LEMMA 6.2. Suppose that H satisfy (6.10) and let ρ be as in the previous section. Then .13) and (6.11) follows from (3.15). (6.12) follows in the same way.
It follows from (6.11) using (5.7) and (5.8) that
If we as in the proof of Lemma 4.1 integrate from r = t/2, where t ∼ ρ and
since we assumed that c 0 ε ≤ 1. (6.6) follows from this using Lemma 3.1 and (6.1).
The decay estimate for one vector field (6.7).
Since g φ = 0 we have by (3.19): (6.16) and hence by (6.12) applied to ψ = Zφ;
Hence using (6.6), (6.5), (6.1) and (6.4) we get
Since also
it follows from Lemma 6.3 below that
The desired inequality (6.7) follows from this and Lemma 6.4, since (1+|ρ|) c 1 ε (1 + t) c 1 ε . LEMMA 6.3. Suppose that for some ν > 0 we have 
Suppose also that
|L α 2 ∂ α (r ∂ ρ ψ)| ≤ c 2 ε |ψ| 1 + |ρ| + |∂ ρ ψ| + c 0 ε(1 + | ρ|) −c 1 ε (1 + t) 1+ν−c 1 ε (6.23) + γε 2 (1 + t) 1−γε (1 + |ρ|) ν+γε . Then |ψ|(1 + |ρ|) −1 + |∂ ρ ψ| (6.24) ≤ cε(1 + t) −1+cε (1 + |ρ|) −ν , c = 16(c 2 + c 0 + γ).
Proof. If we now introduce the new variables
It is also easy to see that if we substitute r = (p + q)/2 in the left of then the term with q/2 in place of r in the left can be bounded by terms of the form already included in the right so with ψ(ρ, s, ω) = (Z I φ) (q(ρ, s, ω) , 2s, ω) we have
If we integrate this from the boundary of D = {(r, t); t/2 < r < 3t/2} = {(ρ, p); −2s/3 < ρ < 2s/5} (since q = ρ and s = 3ρ/2 or s = 5ρ/2 on the boundary) using the bound (6.21) on the boundary we get
For any 0 ≤ a < 1 we have
By ( 
we hence have
, and if we multiply by the integrating factor (1 + |s|) −cε we get
If we integrate this from 1 to s we get G(s) ≤ 4(1 + |s|) cε , and hence
We conclude that
Proof. The follows from the inequality
6.4. The decay estimates for higher order derivatives. Let us first prove that:
Proof. We will prove the lemma by induction. If k = 1 we already proved a stronger estimate and differentiating the equation
Hence by (3.22)
Using (6.5) and (6.36) for |k| ≤ n = |n| (and the fact that |ρ| t), we hence obtain
, if ε is so small that c n ε ≤ 1. By (3.6), (5.8) and (6.1)
The lemma now follows from the following lemma:
LEMMA 6.6. Suppose that
Proof. Using (3.11) as in the proof of Lemma 4.1 we have
Let c n+1 = 2(c 1 + c n + 1 + 4nc 0 ) and
If we integrate along the integral curves of the vector field L α 2 ∂ α from a point (t 2 , x 2 ) with |t 2 − |x 2 || = t 2 /2 = ρ to a point (t, x) as in the proof of Lemma 4.1 we get
since by (6.41) N n (t, x) ≤ c 0 ε when |t − |x|| = t/2. The lemma now follows from the bound for N n , (6.45) and (6.41).
6.5. The decay estimates for more vector fields. We will use induction to prove that
Note that by (5.8) (1 + |q|)(1 + t) −c 1 ε ≤ (1 + |ρ|) ≤ (1 + |q|)(1 + t) c 1 ε so we could just as well have stated (6.52) with ρ replaced by q.
We will use induction in |I|, and for fixed |I| induction in |k|. We will start by proving (6.52) for |I| = 0 and all |k|. Then we prove (6.52) for |I| = m ≥ 1 and |k| ≤ 1 assuming (6.52) for |I| ≤ m − 1 and all |k|. Finally we prove (6.52) for |I| = m and |k| = n + 1 ≥ 2 assuming (6.52) for |I| = m and |k| ≤ n and (6.52) for |I| ≤ m − 1 and all |k|.
Proof of (6.52) for |I| = 0 and all |k|. In (6.36) we have already proven a stronger estimate than (6.52) for |I| = 0 apart from the case of |k| = 0 which follows from integrating the same estimate for |k| = 1 in the t − r direction, using that φ vanishes when r − t ≥ 1 and t > 0.
Proof of (6.52) for |I| = m ≥ 1 and |k| ≤ 1 assuming (6.52) for |I| ≤ m − 1 and all |k|. By (3.20) and (3.22) and the fact that |Z J φ| ≤ 1 by (6.1) we have 6.53) and hence by (6.12) applied to ψ = Z I φ;
Hence using (6.6), (6.5) and (6.52) for |I| replaced by |I| − 1 we get
It follows from Lemma 6.3 that with c = 16(c 2 + c 0 + c 0,m−1 c 2,m−1 ) we have
Proof of (6.52) for |I| = m ≥ 1 and |k| = n + 1 ≥ 2 assuming (6.52) 
Using (6.5) and (6.52) for |k| ≤ n = |n| and |I| ≤ m, and |k| ≤ n + 2 and |I| ≤ m − 1 we hence obtain
(6.58) (6.52) for |I| = m and |k| = n + 1 now follows as in the proof of (6.36).
7. Weighted Energy estimates for the wave equation on a curved background. We now establish the basic energy identities with weight for solutions of the equation
The weight will be of the form
We note that by (5.19): 
Proof. Let φ i = ∂ i φ, i = 1, 2, 3, and φ t = ∂ t φ. If we differentiate below the integral sign and integrate by parts we get
Hence, since we also have assume that φ t and g 0j decay fast enough that the boundary term vanishes at infinity
If we set φ α = φ α /φ t and ρ α = ρ α /ρ t we get w r 2 dr and the lemma follows from also integrating over the angular variables.
Energy estimates for the nonlinear problem.
We will now show energy bounds assuming the strong decay estimates. Let
where w is as in Proposition 7.1 with κ = 2c 2 /ν so the conditions in Proposition 7.1 and Lemma 8.1 hold if ε > 0 is sufficiently small. 
Then there are constants C k,i , depending only on the constant above, such that for 0 ≤ t < T;
(9.6) will follow from (9.7) below using induction and a Gronwall type of argument that we postpone. Summing up we get
and again the estimate (9.6) follows from Lemma 9.3 below with
9.6. Proof of (9.6) in case i = m ≥ 1 and k = n ≥ 1 assuming (9.6) if i = m, for k ≤ n − 1 and if i = m − 1 for all k, such that i + k ≤ N. We will prove (9.6) by induction in i and for fixed i induction in k. Since we have proven (9.6) for i = 0 and k = 0 it suffices to prove (9.6) in case i = m ≥ 1 and k = n ≥ 1 assuming (9.6) if i = m, for k ≤ n − 1 and if i = m − 1 for all k, such that i + k ≤ N. By (9.7) using (9.6) for E k−1,i and for E k+1,i−1 , we have We conclude by giving the Gronwall type of lemma used above:
LEMMA 9.3. Suppose that for some constants A, B ≥ 0 The inequality for w follows from Proposition 10.2 and we will argue that the inequality for v also follows from Proposition 10.2. The inequality for 0 ≤ t ≤ 1 follows from the usual Sobolev's lemma so it remains to prove it for t ≥ 1. Let χ(t) be a smooth cutoff function so that χ(t) = 0 when t ≤ 0 and χ(t) = 1 when t ≥ 1. Then (χv) = χ v +2χ v t is supported in the set where 0 ≤ t ≤ 1 and |x| ≤ 2 and it has vanishing initial data. It therefore follows Proposition 10.2 applied to χv that for t ≥ 1; |v(t, x)|(1 + t + |x|) = |χv (t, x) 
E(t) ≤ 4E(0) +
11. The continuity argument. Let N ≥ 14 and set E N (t) =
|I|≤N

|∂Z
I φ(t, x)| 2 dx. (11.1)
In view of local existence results it suffices to give a bound for E N (t). We assume that initial data are so small that E N (0) ≤ ε 2 . (11.2) Fix 0 < δ < 1. We will argue by continuity. We assume the bound E N (t) ≤ 16Nε 2 (1 + t) δ , (11.3) for 0 ≤ t ≤ T, which holds for T = 0, and we will show that this bound implies the same bound with 16 replaced by 8 if ε is sufficient small (independently of T).
Using Proposition since the family of vector fields Z also contain the usual derivatives. If ε is so small that C 0,N ε ≤ δ, then we get back the estimate (11.3) with 16 replaced by 8. This concludes the proof of (11.3) and hence of Theorem 1.1. However, the proof above at most gives the weak decay estimate (6.1), and hence the strong decay estimates in Proposition 6.1, with ν = 1/2 − cε, c > 0. An additional argument using Corollary 10.3 easily gives the weak decay estimate (6.1) with µ = 1 − cε. In fact, since g φ = 0 we have using (11.5); 
