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A  instalação  de  sistemas  de  videovigilância,  no  interior  ou  exterior,  em  locais  como 
aeroportos,  centros  comerciais,  escritórios,  edifícios  estatais,  bases  militares  ou  casas 
privadas  tem  o  intuito  de  auxiliar  na  tarefa  de monitorização  do  local  contra  eventuais 
intrusos. Com estes sistemas é possível realizar a detecção e o seguimento das pessoas que 
se encontram no ambiente local, tornando a monitorização mais eficiente.  










termográficas,  assim  como uma  caracterização de  cenários de  vigilância.  Em  seguida,  são 
apresentados resultados provenientes de um algoritmo que permite realizar a segmentação 
de pessoas utilizando  imagens termográficas. O maior foco desta dissertação foi na análise 
dos  modelos  de  descrição  (Histograma  de  Cor,  HOG,  SIFT,  SURF)  para  determinar  o 
desempenho dos modelos em três casos: distinguir entre uma pessoa e um carro; distinguir 
entre  duas  pessoas  distintas  e  determinar  que  é  a  mesma  pessoa  ao  longo  de  uma 
sequência. 
De uma forma sucinta pretendeu‐se, com este estudo, contribuir para uma melhoria dos 
algoritmos  de  detecção  e  seguimento  de  objectos  em  sequências  de  vídeo  de  imagens 
termográficas. No final, através de uma análise dos resultados provenientes dos modelos de 



































This  report presents  the work accomplished  for  the Thesis/Dissertation module of  the 






in  order  to  extract  information  on  the  object  detected  and  subsequently  being  tracking. 
However, due to variations in environmental conditions within surveillance scenarios, severe 
drawbacks are exhibited when used for night‐time surveillance and/or  in scenes with harsh 
environmental  conditions  such  as  strong  light,  total  darkness,  smoke,  rain  and  fog. 
Therefore,  it became more and more  important to present a solution that could overcome 
those disadvantages. A possible solution is to make use of thermal images. 
This  dissertation  aims  to  analyze  descriptors models  such  as  Color Histograms, HOG, 














































































































































































































































































































































































FIR      Far‐Infrared 
HOG      Histogram of Oriented Gradients   
MIR      Middle‐Infrared 
NIR      Near‐Infrared 
ROI      Region of Interest 
SIFT      Scale‐Invariant Features Transform 
SURF      Speeded Up Robust Features 
SVM      Support Vector Machine 










































desempenha  um  papel  de  grande  importância  em  vários  sectores,  na medida  em  que  a 





identificação  de  sistemas  de  aquecimento  em  pavimentos  e  identificação  de  colónias  de 
insectos em elementos de madeira; na área militar e policial para o combate a crimes em 
ambientes  de  total  escuridão  ou  quando  os  criminosos  se  encontram  dissimulados  no 
ambiente  local; permite auxiliar os bombeiros na  localização de vítimas em  locais de  fumo 
intenso  e  escuridão;  na  área  da  segurança  rodoviária  no  auxílio  da  visão  nocturna  dos 
automobilistas.  Pelo  facto  de  ser  uma  técnica  não  invasiva,  a  termografia  é,  também, 
aplicada na área da medicina para a detecção de síndromas gripais em grandes aeroportos e 
espaços públicos ou como um método imagiológico para o diagnóstico de inúmeras doenças, 





Na  área  de  segurança  civil,  a  automatização  da  monitorização  dos  sistemas  de 
videovigilância  é  uma  necessidade  crescente  para  as  empresas  ou  particulares  que 
necessitem  de  um  sistema  de  videovigilância  contra  eventuais  intrusos.  Este  destaque  
2 
 
deve‐se  ao  facto  de  a  monitorização  destes  sistemas  requerer  operadores  humanos 
qualificados, o que implica elevados custos a quem adquira este tipo de serviço. Além disso, 
a  produtividade  humana  é  afectada  por  factores  como  o  sono,  a  fadiga  ou  o  trabalho 
monótono.  Tais  factores  podem  originar  possíveis  erros  na  execução  da  tarefa  de 
monitorização. De modo  a  reduzir os  erros  humanos  e  os  custos  representativos  para  as 
empresas,  tem  sido  dada  ênfase  ao  desenvolvimento  de  algoritmos  de  detecção  e 
seguimento de objectos, em particular, de pessoas.  
 
A  instalação  de  sistemas  de  videovigilância,  no  interior  ou  exterior,  em  locais  como 
aeroportos,  centros  comerciais,  escritórios,  edifícios  estatais,  bases  militares  ou  casas 
privadas  tem  o  intuito  de  auxiliar  na  tarefa  de monitorização  do  local  contra  eventuais 
intrusos. Com estes sistemas é possível realizar a detecção e o seguimento das pessoas que 
se  encontram  no  ambiente  local,  tornando  a monitorização mais  eficiente.  No  entanto, 
algumas  condições  ambientais  adversas  como  o  nível  de  luminosidade  existente  no  local 
(luzes  muito  fortes  ou  escuridão  total),  a  presença  de  chuva,  de  nevoeiro  ou  de  fumo 
dificultam a tarefa de monitorização das pessoas. Deste modo, tornou‐se necessário realizar 




projecto  que  se  encontra  em  fase  de  desenvolvimento  no  INESC  Porto.  Este  projecto 
consiste  em  desenvolver  uma  plataforma  móvel,  na  qual  irá  estar  instalada  a  câmara 
termográfica e que terá como função auxiliar os operacionais na área de segurança. Devido 
ao  facto de um dos  requisitos da plataforma móvel  ser a autonomia, a utilização de uma 
câmara  termográfica  face  a  uma  câmara  dia  e  noite,  em modo  nocturno,  torna‐se  uma 
grande  vantagem na medida  em que  a  câmara  termográfica não necessita de uma  fonte 
luminosa dedicada para situações de escuridão, levando a um menor consumo das baterias 




As  imagens  captadas pelos  sistemas de  videovigilância provêm de dois  tipos de  câmaras: 


























modo diurno  (imagem natural) e em modo nocturno  (imagem  infravermelha). Na  imagem 
infravermelha  verifica‐se  uma  zona  de  maior  intensidade  que  é  provocada  pela  luz 




















dado  estas  apresentarem‐se  menos  influenciáveis  perante  situações  de  fumos,  chuva  e 
nevoeiro e nada susceptíveis à variação luminosa do local. 
 
Quer  a  câmara  termográfica,  quer  a  câmara  dia  e  noite  são  câmaras  infravermelhas. No 
entanto,  estas  operam  em  regiões  diferentes  da  gama  do  infravermelho.  A  câmara 
termográfica utiliza a região do infravermelho médio e longo enquanto a câmara dia e noite 














Pretende‐se  com este  trabalho  realizar um estudo  sobre a detecção e  seguimento de 
objectos  em  imagens  termográficas,  dando  ênfase  à  análise  experimental  de modelos  de 
descrição.  
 





fontes  de  iluminação,  postes  e  portas;  num  corredor,  uma  ou  mais  pessoas  a 
movimentarem‐se, portas e os revestimentos desse local.  
 















a  sua posição na  imagem. Normalmente, a  representação é  feita  recorrendo ao 
uso de um rectângulo. 






































No  capítulo  seguinte,  o  leitor  encontrará  uma  caracterização  de  sequências  típicas  num 
cenário de vigilância. Por exemplo, numa garagem teremos como elementos carros, pessoas 






objectos.  Comparam‐se  os  resultados  obtidos  com  os  resultados  provenientes  de  dois 
algoritmos  de  segmentação  distintos  e  efectua‐se  uma  avaliação  dos  algoritmos  de 
segmentação anteriores.  
 
No  capítulo  6  apresenta‐se  a  análise  experimental  de modelos  de  descrição  e  no  último 






























































As  câmaras  termográficas,  tal  como  as  câmaras  dia  e  noite,  fazem  uso  da  gama  de 
infravermelhos. Como  se pode observar na  Figura 2.1  ‐ 1, esta  gama encontra‐se  situada 
entre  a  luz  visível  e  as  microondas  no  espectro  electromagnético.  O  seu  intervalo  de 
comprimento  de  onda  vai  desde  1µm  até  14µm,  estando  subdividido  em  três  partes: 
infravermelhos  curtos  (near‐infrared  ‐  NIR)  que  vai  desde  1µm  até  3µm;  infravermelhos 









Os  raios  infravermelhos apesar de não  serem detectados pela visão humana  são  sentidos 
sob  a  forma de  calor. Como  tal, podem  ser utilizados  como uma  forma de medir o  calor 
irradiado por um objecto.  Este pode  ser  classificado  como  sendo um  corpo negro ou um 
corpo real. O primeiro é um objecto capaz de absorver toda a radiação que incide sobre ele 
em qualquer comprimento de onda enquanto o segundo é um objecto capaz de emitir uma 
determinada  parte  da  energia. O  parâmetro  que  determina  a  capacidade  de  emissão  de 
energia  é  a  emissividade  (ε). Qualquer  objecto  (orgânico  ou  inorgânico)  que  possua  uma 
temperatura  acima  do  zero  absoluto  (0°  Kelvin,  ‐273,15°  C  ou  ‐459°  F)  emite  uma  certa 
quantidade de radiação infravermelha em função da sua temperatura. Essa radiação emitida 






O  princípio  de  funcionamento  de  uma  câmara  termográfica  baseia‐se  na  lei  de  Stefan‐
Boltzmann.  A  lei  enuncia  que  a  energia  radiante  total  emitida  por  um  corpo  negro  por 
unidade  de  superfície  é  proporcional  à  quarta  potência  da  temperatura  absoluta.  Sendo 
expressa pela seguinte fórmula matemática: 
 






























termográficas  foi  uma  FLIR  A300.  Mais  informação  sobre  as  características  da  câmara 
















Após uma análise das  três opções, escolheu‐se para as  imagens  termográficas a palete de 
cor denominada por “Iron” pelo facto de ser a que melhor permite distinguir as variações de 
temperatura  apresentadas  pelo  objecto,  na  medida  em  que  atribui  as  cores  que  o  ser 
humano  consegue melhor  associar  às  temperaturas  como  o  azul  e  roxo  às  temperaturas 
mais  baixas,  cores  como  amarelo,  laranja  e  vermelho  às  temperaturas  mais  altas  e  à 
temperatura máxima da escala a cor branca.  
 

























































































  Neste  capítulo  encontram‐se  descritas  as  soluções  para  o  tratamento  das  imagens 
termográficas em áreas como a segurança rodoviária e vigilância com o uso de uma câmara 
fixa  e  com  uma  câmara  instalada  numa  plataforma móvel  com  o  intuito  de  auxiliar  os 
humanos no terreno.  
 
O  tratamento  das  imagens  é  um  processo  que  envolve  etapas  como  a  detecção  e  o 
seguimento de objecto. As técnicas associadas às etapas têm vindo a ser aprofundadas nas 
duas  últimas  décadas  devido  à  crescente  necessidade  em  automatizar  os  sistemas  de 
videovigilância. O  leitor poderá encontrar  conceitos básicos de detecção e  seguimento de 
pessoas  em  [FOR02],  [GAV98],  [MOE00],  [SHA00],  [YIL06]  e  uma  visão  genérica  de  um 
sistema de videovigilância em [VEN09]. 
 
 Face  às  desvantagens  apresentadas  aquando  da  utilização  das  imagens  convencionais 




em  cenários  de  videovigilância  mais  robusto.  Informação  relativa  ao  processo  de 







Dentro  do  tema  de  segurança  rodoviária,  as  câmaras  termográficas  podem  ser 
instaladas nos carros,  (Figura 3.1  ‐ 1), para auxiliar o condutor na sua condução nocturna, 
alertando‐o para eventuais objectos e pessoas que possam encontrar‐se em  locais de total 
escuridão,  ou  seja,  fora  do  alcance  de  vista  do mesmo.  Desta  forma,  garante‐se  que  o 
condutor tenha tempo para reagir, evitando, deste modo, acidentes graves. Um exemplo da 






Um  dos  pontos  focados  pelos  autores  neste  artigo  é  a  distorção  causada  pelo  tipo  de 
vestuário utilizados pelos peões em ambientes cuja  temperatura ambiente se situa abaixo 
dos 8° C. O algoritmo proposto pelos autores começa por determinar a região de  interesse 





os  33°  C,  o  decréscimo  de  4°  C  deve‐se  ao  facto  de  a  temperatura  ambiental  ser 
relativamente baixa,  factor que  influencia a  captação da  radiação  térmica de um objecto. 




não  seja  tão  brilhante  quando  comparada  com  as  restantes  partes  do  corpo  que  se 
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Para  compensar  esta  ligeira  perda  devido  ao  tipo  de  vestuário  utilizado  pelo  peão,  os 
autores  realizam  uma  operação morfológica  sobre  a  imagem  na  escala  cinza  de  forma  a 
aumentar a  intensidade do  tom na parte do  tronco. As operações morfológicas consistem 
em  sucessivas operações elementares de dilatação e erosão de uma  imagem. A aplicação 
destas operações permitirá atenuar artefactos escuros ou ruídos presentes numa  imagem, 
deixando  intactos  os  restantes  detalhes  brilhantes. De  uma  forma mais  detalhada,  sob  a 
imagem  termográfica  capturada,  os  autores  criam  um  gráfico  de  intensidade  em  3D.  Ao 
elevarem a intensidade do tronco, verificou‐se, como se pode observar na Figura 3.1 ‐ 2, que 
no caso de dois peões estarem  relativamente próximos um do outro, após este processo, 
não  seria  possível  fazer  a  sua  separação.  Para  contornar  este  problema,  os  autores 
resolveram elevar a  intensidade  segundo uma  figura  rectangular. Desta  forma, a distância 
entre  os  peões  era  assegurada,  assim  como,  os  demais  detalhes  importantes.  A  única 
alteração  sofrida  na  imagem  original  seria  a  do  tom  da  intensidade  do  tronco.  A  forma 








na  imagem  anterior,  (Figura  3.1  ‐  2),  o  peão  encontrar‐se‐á  mais  destacado  face  ao 
background e, consequentemente, na etapa de segmentação toda a região pertencente ao 
peão aparecerá unida. A determinação de zonas de interesse é baseada na utilização de um 
valor  fixo elevado de  threshold para detectar pontos com maior nível de  intensidade, que 
irão  corresponder às  zonas de  temperaturas mais elevadas. As  regiões  resultantes após a 














é  considerada  como  sendo  uma  etapa  de  extrema  sensibilidade  na medida  em  que  caso 
resultem  falsos  positivos,  a  credibilidade  do  sistema  será  posta  em  causa  para  futuras 
decisões  e  no  pior  dos  casos,  se  resultarem  falsos  negativos,  poderá  originar  graves 
acidentes rodoviários. Para esta etapa, é proposta a utilização de histogramas de gradientes 















As  regiões de  interesse extraídas  foram  todas  convertidas para o  tamanho de 20  x 40. O 
histograma  de  gradiente  orientado  da  imagem  resulta  da  combinação  dos  resultados 








Para  o  seguimento,  os  autores  aplicam  um  método  matemático  baseado  em  filtros  de 
Kalman,  [WEL06]. Com  este método  é possível  estimar  a posição de um objecto de uma 









Em  suma,  foi apresentado uma proposta para a detecção de peões na área da  segurança 
rodoviária utilizando câmaras termográficas. Contudo, factores como a detecção de pessoas 








As  imagens  termográficas  encontram‐se,  também,  aplicadas  a  cenários  de  vigilância 
nocturna ou cenários que possuam condições ambientais adversas. Proposta para realizar a 
etapa de detecção de pessoas utilizando uma  câmara  termográfica  fixa  é encontrada  em 
[FER11]. 
   
O  algoritmo  proposto  para  a  segmentação  de  pessoas  consiste  em  três  etapas:  numa 




Na  primeira  etapa,  o  algoritmo  começa  por  uniformizar  todas  as  imagens  capturadas, 
convertendo‐as para a mesma escala de valores em tons de cinza. 
 
 A  etapa  seguinte  consiste  em  eliminar  pontos  ou  zonas  incandescentes,  isto  é,  pontos 
correspondentes a lâmpadas ou outro tipo de fonte de calor. O critério de eliminação destes 




aplicado  um  threshold  à  imagem  de  modo  a  isolar  regiões  pertencentes  a  uma  figura 











A  segunda  etapa  corresponde  ao  refinamento  ou  optimização  dos  contornos,  ou  seja, 
consiste  em  analisar  as  formas  que  previamente  foram  seleccionadas  e  inferir  se  esta 
corresponde a um ou mais do que um humano. Para  tal, a  tarefa  foi subdividida em duas 
etapas: delimitação vertical e delimitação horizontal.  
 










A  sub‐etapa  seguinte  é  realizada  sobre  cada uma das  sub‐regiões obtidas  anteriormente. 
Para  tal,  aplica‐se  um  threshold  e  ajusta‐se  o  limite  superior  e  inferior  da  sub‐região  de 

















A  instalação  de  câmaras  termográficas  em  plataformas  móveis  permite  auxiliar  os 
operacionais no terreno, na medida que será possível fazer rondas para a vigilância do local 
e detectar  intrusos. Podendo ser um acréscimo à segurança do ser humano que actue em 
ambientes perigosos  como  incêndios.  Soluções para  a detecção e  seguimento de pessoas 
são apresentadas em [FER10] e [TRE06]. 
 
Em  [FER10]  é  descrita  uma  proposta  para  a  detecção  de  pessoas  através  de  imagens 








Possui  ainda  sensores  de  ultra‐som  para  evitar  colisões  com  objectos.  O  caminho  a  ser 
patrulhado  é  inicialmente  explorado  pelo  robô,  que  os  vai  marcando  como  pontos 












sistema  realiza  a  detecção  de  pessoas mediante  a mobilidade  da  plataforma.  Se  o  robô 
estiver parado o método utilizado será o denominado por subtracção de imagens. O método 
de subtracção de imagens consiste em utilizar as imagens capturadas nos instantes t e t-1 

























Outra  solução  para  a  detecção  de  pessoas  em  tempo  real  num  cenário  de  vigilância 
utilizando  imagens  termográficas  pode  ser  encontrada  em  [TRE06].  Tal  como  no  artigo 
anterior, a câmara encontra‐se instalada num robô que terá como função identificar pessoas 
enquanto  patrulha  um  edifício.  O  robô  terá  três  tipos  de  comportamento:  estático,  a 








estimar  a  posição  do  tronco.  A  implementação  desta medida  permitirá  detectar  pessoas 
















Ambos  os  modelos  estão  integrados  no  algoritmo  de  seguimento.  Para  esta  etapa,  os 
autores recorrem a uma das variantes dos Bayesian Filters,  intitulado por Particle Filter. Os 
















































































Neste  capítulo  serão  apresentados  os  vários  cenários  em  que  foram  realizadas  as 
capturas  das  imagens  termográficas.  De  forma  a  obter  imagens  com  características  e 
elementos  distintos,  efectuaram‐se  capturas  numa  garagem  e  em  dois  corredores  com 
características  diferentes.  Apresenta‐se  também  um  estudo  do  impacto  da  variação 
luminosa que permite demonstrar os benefícios do uso das  imagens  termográficas  face às 






necessário  proceder  à  aquisição  de  conteúdos  que  retratem  possíveis  casos  de 
videovigilância. A título de exemplo, num cenário de videovigilância numa garagem teremos 
como elementos carros, pessoas a movimentarem‐se, fontes de iluminação, postes e portas; 



























   
Figura 4.1 ‐ 1 Recriação de acontecimentos 
 














Os  cenários escolhidos para a gravação das  sequências  incluem  três ambientes  interiores: 


























para  fins  de  estudo,  nomeadamente,  para  a  segmentação  e  aplicação  dos  modelos  de 









estudo,  comparam‐se  as  imagens  termográficas  com  imagens  naturais  e  imagens 
infravermelhas com e sem o uso de uma fonte luminosa infravermelha.  
 
A  Figura  4.2  ‐  1  apresenta  diferentes  imagens  captadas  em  diferentes momentos  e  que 
ilustram a transição entre uma situação de luz acesa e luz apagada. Como se pode verificar, 
nas  imagens naturais e  infravermelha, quando a  luz se encontra acesa e posteriormente é 
apagada, há um momento de ajuste antes de a  cena  ficar  totalmente escura. No  caso da 
imagem infravermelha com luz artificial, a câmara é capaz de recuperar a imagem após um 
momento de ajuste em que a cena fica preta. No momento em que se volta a acender a luz, 
constata‐se  que  há  um  clarão  nas  imagens  naturais  e  nas  imagens  infravermelhas  até  à 
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Inicialmente  todas  a  luzes  da  zona  1  e  da  zona  2  se  encontram  ligadas.  O  evento  1  é 
caracterizado pelo momento em que só as  luzes da zona 2 são desligadas. No evento 2, o 
estado da luz inicial das duas zonas é ligada e, posteriormente, a luz da zona 1 é apagada. No 
evento 3, a  luz da zona 1 mantém‐se apagada do  inicio até ao fim e a  luz da zona 2 que se 













De  seguida  serão  apresentados  quatro  gráficos  referentes  aos  quatro  tipos  de  imagens: 
imagem  natural,  imagem  infravermelha  com  e  sem  luz  infravermelha  artificial  e  imagem 





Tabela 4.2 ‐ 1 Tabela de eventos
   Estado inicial  Estado Final  Estado inicial  Estado Final 
   Zona 1  Zona 1  Zona2  Zona2 
Evento 1  Luz Acesa  Luz Acesa  Luz Acesa  Luz Apagada 
Evento 2  Luz Acesa  Luz Apagada  Luz Acesa  Luz Acesa 
Evento 3  Luz Apagada  Luz Apagada  Luz Acesa  Luz Apagada 












































































































































































Período 1  Evento 1: Apaga luz da zona2  10  60  50 
[0; 0.35] Período 2  Evento 2: Acende luz da zona 2 110  150  40 
Período 3  Evento 3: Apaga tudo  180  240  60 
Período 4  Evento 4: Acende tudo  250  290  40 
Infravermelha 
sem projector 
Período 1  Evento 1: Apaga luz da zona2  40  100  60 
[0; 0.5] Período 2  Evento 2: Acende luz da zona 2 100  170  70 
Período 3  Evento 3: Apaga tudo  170  230  60 
Período 4  Evento 4: Acende tudo  230  310  80 
Infravermelha 
com projector 
Período 1  Evento 1: Apaga luz da zona2  0  90  90 
[0; 0.5] Período 2  Evento 2: Acende luz da zona 2 90  180  90 
Período 3  Evento 3: Apaga tudo  180  320  140 
Período 4  Evento 4: Acende tudo  320  400  80 
Termográfica 
Período 1  Evento 1: Apaga luz da zona2  1  6  5 
[0; 0.5] Período 2  Evento 2: Acende luz da zona 2 6  13  7 
Período 3  Evento 3: Apaga tudo  13  26  13 
Período 4  Evento 4: Acende tudo  27  38  11 
 




variação  da  condição  luminosa  no  sentido  de  a  luz  estar  acesa  e  posteriormente  ser 
totalmente apagada, o momento de estabilização é maior com a imagem infravermelha com 
o projector do que nas outras duas (natural e infravermelha sem o projector), tal deve‐se ao 
facto de esta necessitar de  se  ajustar  até  apresentar  a  imagem  final. O mesmo  acontece 
quando a luz se encontra apagada e é acesa, a estabilização após o clarão que é captado, é 
maior  com  a  imagem  infravermelha  com  o  projector  do  que  na  imagem  natural  e 
infravermelha sem o projector.  
 
Apesar  de  à  primeira  vista  no  gráfico  que  representa  as  imagens  termográficas  os  picos 
encontrados nos gráficos poderem estar associados aos eventos, tal não é verdade porque 
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a  etapa  da  segmentação  baseado  num  valor  de  threshold.  Dos  resultados  obtidos,  é 
realizada  uma  comparação  com  os  resultados  provenientes  de  dois  algoritmos  de 





Na  Figura  5.1  ‐  1  apresenta‐se  o  fluxograma  que  representa  as  várias  etapas  do 
algoritmo  desenvolvido  para  a  etapa  da  segmentação  de  pessoas  baseado  num  valor  de 














diferença apresentada com uma escala  fixa. Tal  facto  leva a que com uma escala ajustável 
haja um maior destaque da pessoa face aos restantes elementos, o que permitirá aplicar um 
valor de threshold maior. Desta forma, é possível seleccionar os elementos de interesse sem 
que  a  imagem possua muito  ruído  térmico proveniente de objectos não  relevantes. Com 
uma  escala  fixa,  apesar  de  garantirmos  que  na  presença  de  um  elemento  com  uma 
















sido  separados  ou  unidos  indevidamente.  As  operações  morfológicas  consistem  em 
sucessivas  operações  elementares de  dilatação  e  erosão  de  uma  imagem  aplicadas  a  um 
rectângulo de 3x3, por omissão. A aplicação destas operações permitirá atenuar artefactos 
escuros  ou  ruídos  presentes  numa  imagem,  deixando  intactos  os  restantes  detalhes 
brilhantes. Com esta etapa foi possível eliminar o símbolo de indicação de temperatura (°C) 
que  estava  presente  e  que  não  era  informação  relevante.  Na  Figura  5.1  ‐  3,  podemos 
constatar que para a  imagem  com uma escala  ajustável utilizada para o exemplo, não  se 

















à  superfície  ser  superior  ao  valor mínimo  estabelecido  (20°  C). Devido  a  estes  factos,  foi 
necessário  implementar uma etapa que permitisse proceder à  remoção do  ruído  térmico. 
Para  tal,  utilizou‐se  uma  função  da  biblioteca OpenCv,  denominada  por  floodfill.  Esta 
função analisa toda a imagem e permite extrair informação dos objectos, nomeadamente, a 
área, o  seu  contorno e  a  localização do objecto na  imagem. A  localização é expressa em 
formato de uma bounding box, ou seja, é constituída um ponto  inicial  ‐ P(x,y)  ‐ e por duas 






























de  segmentação  já  implementados.  Estes  dois  algoritmos  de  segmentação  diferem  do 
algoritmo de segmentação desenvolvido por se basearem no movimento e não num valor de 
threshold. O  objectivo  desta  análise  consistiu  em  verificar  se  a  utilização  de  um  valor  de 
threshold  para  a  etapa  de  segmentação  traz  ou  não  benefícios  face  aos  métodos 
convencionais  para  realizar  a  segmentação  que  são  baseados  no movimento.  Informação 
acerca destes algoritmos pode  ser encontrada em  [TEI07] e em  [INT99], que ao  longo do 
documento  irá  ser  referido  como  ISegmentation  e OpenCv,  respectivamente. A  diferença 
entre  os  dois  algoritmos  de  segmentação  com  base  no movimento  reside  no  facto  de  o 
algoritmo ISegmentation possuir mais funções que permitirá eliminar mais ruído que sejam 




em  imagens  de  referência,  encontra‐se  descrita  em  [CAR09].  Esta  recorre  ao  uso  das 
métricas do partition‐distance para avaliar os algoritmos de segmentação e seguimento. No 









no  processo  de  matching  providencia  a  distância  entre  duas  segmentações,  este  valor 
encontra‐se normalizado entre [0, 1].  
 
Para  a  geração  das  imagens  de  referência  encontravam‐se  disponíveis  duas  ferramentas: 
uma desenvolvida pela universidade de Berkeley e uma desenvolvida por um colaborador da 
INESC Porto e denomina‐se por Bounding Box. A ferramenta desenvolvida pela universidade 
de Berkeley permite obter  informação  acerca do  contorno do objecto  a  ser  segmentado, 
mais  informação  sobre  esta  ferramenta  pode  ser  encontrada  em  [PAG02].  A  segunda 
ferramenta não se encontra documentada, sendo o seu resultado um ficheiro que contém a 
informação da Bounding Box gerada, que poderá  ser  representada como uma máscara na 
imagem.  Para  a  avaliação  dos  resultados  dos  algoritmos  de  segmentação  optou‐se  por 
utilizar as máscaras resultantes da  ferramenta de Berkeley por possuírem uma  informação 
mais exacta do objecto, apesar desta exigir um esforço adicional pelo facto de o contorno do 







O  Gráfico  5.1  ‐  1  e  Gráfico  5.1  ‐  2  apresentam  a  avaliação  feita  com  o  ISegmentation, 
OpenCv, Threshold e o resultado da segmentação obtido com a combinação dos resultados 
do  OpenCv  com  o  do  Threshold.  Os  valores  apresentados  no  eixo  das  ordenadas 


















Como  se  pode  constatar,  com  a  aplicação  dos  dois  algoritmos  que  são  baseados  no 















na  imagem  de  segmentação  de  referência.  O  mesmo  erro  também  ocorre  com  o 
ISegmentation e o OpenCv. Tal deve‐se ao facto de o carro ser um objecto estático, o que faz 
com que algoritmos baseados em movimento para efectuar a segmentação de um objecto 





A Figura 5.1  ‐ 7 e a Figura 5.1  ‐ 8  ilustram os  resultados obtidos com a aplicação dos  três 
algoritmos de  segmentação e a  combinação dos  resultados provenientes do OpenCv e do 
Threshold.  Analisando  a  Figura  5.1  ‐  7,  podemos  verificar  que  na  imagem  de  referência 
encontram‐se dois objectos, um carro e uma pessoa.  
 
Com  a  aplicação  do  algoritmo  ISegmentation  para  a mesma  imagem,  verificou‐se  que:  o 
carro  não  é  segmentado,  facto  que  seria  de  esperar,  uma  vez  que  o  carro  é  um  objecto 
estático  nesta  sequência  e  o  algoritmo  baseia‐se  no  movimento  dos  objectos  para  os 
segmentar; foi possível segmentar a pessoa, apesar de o algoritmo contemplar o efeito de 
reflexão que é observado no chão da garagem; é também apresentada a posição  inicial da 
pessoa  devido  ao  facto  de  o  algoritmo  estar  projectado  para  reter  informação  acerca  de 















Combinando  o  algoritmo  baseado  no  movimento  que  melhores  resultados  apresentou 
(OpenCv)  com  o  algoritmo  Threshold,  que  foi  feita  recorrento  à  operação  lógica  AND, 
verificou‐se  que  na  imagem  com  uma  escala  ajustável  (Figura  5.1  ‐  7)  não  apresenta 
melhorias  face ao  resultado obtido com o Threshold. Mas, com as  imagens captadas com 
uma escala  fixa, como se pode observar na Figura 5.1  ‐ 8, o  resultado da combinação dos 
dois algoritmos apresentou grandes melhorias. Na medida em que com o algoritmo baseado 
no threshold a pessoa do  lado esquerdo encontra‐se associada a uma região adicional que 



































































Neste  capítulo  descreve‐se  a  comparação  realizada  entre  os  quatro  modelos  de 
descrição: Histograma de Cor [INT99], Histograma de Gradientes (Histogram of Gradients – 




tal,  foram  considerados  três  casos  de  estudo:  a)  distinguir  entre  objectos  diferentes  na 








na  etapa  da  segmentação.  Após  a  extracção  da  informação  de  cor  do  objecto  para  a 
construção  do  histograma,  realizou‐se  a  comparação  de  dois  histogramas  e  calculou‐se  a 
similaridade  entre  os  histogramas  recorrendo  à  expressão matemática  do  Qui‐Quadrado 
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no  caso  em  que  se  comparam  objectos  diferentes  que  estejam  na  mesma  imagem,  o 





















No  caso  da  comparação  de  objectos  diferentes  em  frames  consecutivas,  o  primeiro 
histograma será o do objecto A e o segundo de um objecto B. O cálculo é realizado se e só se 
o  objecto  B  estiver  presente  na  imagem  imediatamente  a  seguir  à  imagem  em  que  se 



























uma  sequência  e  a  situação  de  ser  ou  não  possível  distinguir  objectos  em  imagens 
consecutivas. Para este caso, o eixo das abcissas  representará para a primeira  situação as 
imagens em que o objecto alvo de estudo aparece, na medida em que o valor da distância 
representado para  a  imagem 1  corresponde  à  comparação do objecto na  imagem 1 e na 






Gráfico 6.1.1  ‐ 1 é  apresentado  a  comparação da Pessoa C  com um  carro, Pessoa C  com 
Pessoa D e pessoa C com Pessoa E na mesma imagem. Os dados mais relevantes do gráfico 


















Pessoa C vs Carro  0.863  0.001  0.789  0.929 
Pessoa C vs Pessoa D  0.100  0.001  0.058  0.148 
Pessoa C vs Pessoa E  0.129  0.002  0.057  0.219 
 
Analisando  a  tabela  e  o  gráfico,  pode‐se  constatar  que,  como  seria  de  esperar,  há  uma 
menor  similaridade  entre  uma  pessoa  e  um  carro  do  que  entre  pessoas.  No  caso  da 
comparação  entre  pessoas  verifica‐se  quer  graficamente,  quer  no  valor  da média  que  se 
encontra na tabela anterior que há uma maior similaridade entre a Pessoa C e Pessoa D do 
que entre a Pessoa C e a pessoa E. Tal acontece devido ao facto de a Pessoa E face à Pessoa 






Devido ao  facto de o processamento de  imagens ser  feito com base na  imagem em que o 
objecto é detectado e identificado com a imagem seguinte, ou seja, nos instantes t-1 e t, 
tornou‐se necessário analisar a similaridade entre os histogramas de objectos diferentes em 
imagens  consecutivas.  Ou  seja,  tendo  o  histograma  de  cor  da  Pessoa  C  e  ao  analisar  a 






















Mesma Pessoa (C )  0.046  0.001  0.018  0.144 
Pessoas Diferentes      
( C vs D)  0.100  0.001  0.055  0.152 
Pessoas Diferentes      
( C vs E)  0.129  0.002  0.037  0.208 
 
Da análise dos resultados obtidos, pode‐se verificar que se a decisão, de ser a mesma pessoa 
ou não,  fosse baseada num  conjunto de  imagens, ou  seja, na média,  seria possível  inferir 
com uma margem de segurança de que se tratava da mesma pessoa, na medida em que a 









feita  com base na  imagem nos  instantes t e t-1,  como  se pode  constatar no  gráfico há 
períodos  em  que  a  decisão  poderá  ser  comprometida,  na  medida  em  que  o  valor  da 
distância para a mesma pessoa é superior à distância calculada entre a Pessoa C e uma outra 
pessoa. Tal deve‐se ao  facto da sequência captada não possuir uma  frame  rate constante, 






























Pessoa C vs Carro  0.198  0.004  0.077  0.326 
Pessoa C vs Pessoa D  0.214  0.013  0.058  0.393 















comparação  da  pessoa  e  um  carro  devido  ao  facto  de  no  gráfico  não  ter  sido  possível 















Mesma Pessoa (C )  0.041  0.001  0.014  0.1302 
Pessoa C vs Carro  0.198  0.004  0.071  0.330 
Pessoas Diferentes    
( C vs D)  0.213  0.012  0.063  0.409 
Pessoas Diferentes    




que  apesar  de  a  distância  entre  a  comparação  de  uma  pessoa  e  um  carro  não  ser  tão 
discrepante  como  no  gráfico  das  imagens  com  uma  escala  ajustável,  é  possível,  de  uma 

























(Histograma  de  Cor).  O  descritor  HOG  já  se  encontra  implementado,  tendo  sido  apenas 
necessário adaptá‐lo para o caso em estudo. O uso do histograma de gradientes difere do 
histograma de cor pela forma como é realizada a análise da imagem e na informação em que 
se baseia para a  realizar.  Informações mais detalhadas acerca da  forma como é  feita esta 
análise  pode  ser  encontrada  em  [DAL05].  Os  valores  resultantes  da  comparação  dos 
























Pessoa C vs Carro  0.715  0.003  0.625  0.833 
Pessoa C vs Pessoa D  0.467  0.011  0.287  0.703 
Pessoa C vs Pessoa E  0.424  0.006  0.276  0.635 
 
Observando  os  resultados  obtidos  com  a  aplicação  do  descritor  HOG,  verifica‐se  que  a 
distância entre os gradientes de uma pessoa e os gradientes de um carro diferem de quase o 


























Mesma Pessoa (C )  0.338  0.019  0.115  0.612 
Pessoas Diferentes      
( C vs D)  0.485  0.019  0.2223  0.838 
Pessoas Diferentes      
( C vs E)  0.424  0.006  0.327  0.661 
 
Analisando  o  gráfico  que  representa  a  comparação  da mesma  pessoa  ao  longo  de  uma 
sequência  e  a  comparação  dessa  mesma  pessoa  com  outras,  verifica‐se  que  com  o 
histograma de  gradientes não  é possível distinguir  entre duas pessoas. A  Figura  6.2.1  ‐  1 
representa  algumas  das  situações  (imagem  15,  16,  17,  70  e  71)  em  que  o  descritor  não 











































Pessoa C vs Carro  0.686  0.007  0.501  0.837 
Pessoa C vs Pessoa D  0.322  0.019  0.161  0.904 
Pessoa C vs Pessoa E  0.346  0.030  0.145  0.734 
 
Da análise do gráfico, podemos constatar que utilizando uma escala  fixa com um descritor 
HOG,  ao  contrário do que  sucedeu  com o uso do histograma de  cor para uma  escala de 




ao  longo  de  uma  sequência  e  a  comparação  entre  pessoas  distintas  em  imagens 
consecutivas. A comparação entre uma pessoa e um carro não foi analisada pelo facto de já 















Com  uma  mudança  na  escala  de  temperatura  utilizada,  pode‐se  constatar  que  para  a 
comparação  entre  a mesma pessoa  ao  longo de uma  sequência  e para  a  comparação da 
















de  interesse, pontos que sejam  invariantes a deformações  locais numa  imagem. O método 
de comparação é realizado da seguinte forma: supondo que no objecto 1 foram detectados 
20 pontos e no objecto 2 foram detectados 25, (Figura 6.3  ‐ 1), na etapa de comparação é 
fixado  um  ponto  do  objecto  1  e  realiza‐se  uma  comparação  com  todos  os  pontos  do 
objecto2. Dessas  comparações  resultam  distâncias  euclidianas,  no  qual  são  guardadas  as 




Mesma Pessoa (C )  0.306  0.032  0.110  0.878 
Pessoas Diferentes      
( C vs D)  0.329  0.022  0.125  0.870 
Pessoas Diferentes      






valor  da  segunda  distância  seleccionada  para  que  haja  um  correspondência.  O  processo 
repete‐se  para  todos  os  pontos  do  objecto  1.  Como  resultados  poderão  haver  pontos 
diferentes do objecto 1 que correspondam ao mesmo ponto no objecto 2, pontos do objecto 
1 que  só  tenham uma  correspondência no objecto 2, assim  como, poderão existir pontos 
que  não  terão  nenhuma  correspondência.  Para  os  pontos  que  não  possuam  nenhuma 
correspondência  é‐lhes  atribuído  um  valor  de  penalização,  como  se  pode  observar  pela 
































Escala  Modelo  Descrição  Média  Variância  Mínimo  Máximo 
Ajustável  SIFT  Mesma Imagem 
Pessoa C vs Carro  1  0  1  1 
Pessoa C vs Pessoa D  0.930  0.038  0.277  1 
Pessoa C vs Pessoa E  1  0  1  1 
 
No  gráfico  verifica‐se  que  os  resultados  obtidos  para  a  comparação  entre  a  Pessoa  C  e 
Pessoa D e para a comparação entre a Pessoa C e um carro encontram‐se todos com o valor 


























Escala  Modelo  Descrição  Média  Variância  Mínimo  Máximo 
Ajustável  SIFT  Imagens Consecutivas 
Mesma Pessoa (C )  0.785  0.087  0.148  1 
Pessoas Diferentes        
( C vs D)  0.942  0.032  0.237  1 
Pessoas Diferentes        









duas  pessoas  distintas,  com  excepção  de  alguns  momentos  em  que  ocorre  uma 
correspondência parcial entre os pontos detectados nas  imagens. Constatou‐se que para a 




um  algoritmo  que  permita  restringir  a  área  de  pesquisa.  Essa  condição  para  o  caso  da 
comparação da mesma pessoa poderia  resultar em detecção de pontos de  interesse mais 
semelhantes, por  estar  a  focar  a pesquisa numa  zona bastante  semelhante  à da  imagem 




















Escala  Modelo  Descrição  Média  Variância  Mínimo  Máximo 
2040  SIFT  Mesma Imagem 
Pessoa C vs Carro  1  0  1  1 
Pessoa C vs Pessoa D  0.864  0.066  0.225  1 
























Escala  Modelo  Descrição  Média  Variância  Mínimo  Máximo 
2040  SIFT  Imagens Consecutivas 
Mesma Pessoa (C )  0.640  0.102  0.168  1 
Pessoas Diferentes      
( C vs D)  0.787  0.079  0.255  1 
Pessoas Diferentes      
( C vs E)  0.987  0.028  0.517  1 
 
Analisando os resultados obtidos, pode‐se verificar que em comparação com os resultados 
obtidos  utilizando  uma  escala  ajustável,  há  uma maior  correspondência  entre  os  pontos 
detectados com uma escala fixa quer para a comparação entre duas pessoas distintas, quer 
para a comparação da mesma pessoa. Tal acontece devido ao facto da distribuição de cores 






pontos  de  interesse  numa  imagem,  [BAY06]. Da mesma  forma  que  o modelo  SIFT,  bons 

























Escala  Modelo  Descrição  Média  Variância  Mínimo  Máximo 
Ajustável  SURF  Mesma Imagem 
Pessoa C vs Carro  0.896  0.029  0.505  1 
Pessoa C vs Pessoa D  0.716  0.157  0.062  1 
Pessoa C vs Pessoa E  0.649  0.273  ‐1  1 
 
 
Analisando  os  valores  obtidos  e  a  representação  gráfica,  pode‐se  observar  que  com  o 
modelo SURF, a distinção entre uma pessoa e um carro não é tão evidente, havendo uma 




SIFT,  o  valor máximo  indica  três  possíveis  casos:  a)  foram  detectados  pontos  em  ambas 






















Escala  Modelo  Descrição  Média  Variância  Mínimo  Máximo 
Ajustável  SURF  Imagens Consecutivas 
Mesma Pessoa (C )  0.486  0.155  0.028  1 
Pessoas Diferentes      
( C vs D)  0.734  0.208  ‐1  1 
Pessoas Diferentes      












sobreposição  do  intervalo  dos  valores  em  que  houve  uma  correspondência  dos  pontos 
detectados pertencentes à comparação da mesma pessoa ao  longo de uma sequência com 



























Escala  Modelo  Descrição  Média  Variância  Mínimo  Máximo 
2040  SURF  Mesma Imagem 
Pessoa C vs Carro  0.780  0.105  0.078  1 
Pessoa C vs Pessoa D  0.547  0.188  0.011  1 
Pessoa C vs Pessoa E  0.576  0.194  0.032  1 
 
Analisando  o  gráfico  correspondente  à  comparação  de  objectos  diferentes  na  mesma 
imagem  com  o modelo  de  descrição  SURF  com  imagens  captadas  com  uma  escala  fixa,  
podemos  observar  que  não  é  possível  distinguir  um  carro  de  uma  pessoa  e  entre  duas 
pessoas distintas apesar de existirem momentos em que o resultado da comparação entre 



















Escala  Modelo  Descrição  Média  Variância  Mínimo  Máximo 
2040  SURF  Imagens Consecutivas 
Mesma Pessoa (C )  0.502  0.178  0.026  1 
Pessoas Diferentes        
( C vs D)  0.623  0.180  0.017  1 
Pessoas Diferentes        











constatar  que  com  a  aplicação  do modelo  de  descrição  baseado  no  histograma  de  cor  é 
possível  distinguir  entre  um  carro  e  uma  pessoa,  sendo  essa  distinção maior  quando  é 
utilizada a escala ajustável em que a pessoa aparece mais destacada do que com a utilização 







seja, se a pessoa se encontra de  lado, numa posição de  frente ou de costas. O  facto de a 
frame  rate  não  ser  constante  implica  que  ocorra  situações  de  variações  abruptas  na 




























































































Neste capítulo  faz‐se o balanço do  trabalho  realizado  face aos objectivos  inicialmente 











escala  ajustável  seria possível descrever melhor os elementos mais  relevantes  como uma 
pessoa do que com uma escala fixa. Contudo, foram captadas imagens com uma escala fixa 
para  verificar  se  haveria  mais  alguma  vantagem  para  além  da  de  poder  continuar  a 
descrever uma pessoa da mesma forma no caso de aparecer um objecto que possuísse uma 










prossecução  do  estudo.  Após  a  análise  das  imagens  captadas  com  as  duas  escalas  de 
temperatura nos dois corredores com características diferentes e na garagem, constatou‐se 
que devido ao material utilizado no pavimento dos corredores, ocorria o efeito de reflexão 
da  pessoa  no  chão,  assim  como  nas  zonas  que  eram  revestidas  por  vidro  num  dos 





Na  terceira  etapa  foi  realizada  uma  análise  de  diferentes  técnicas  para  a  detecção  e 
seguimento de pessoas, tendo sido desenvolvido um algoritmo que permitiu segmentar os 
elementos  considerados  como  sendo  de  interesse,  nomeadamente,  as  pessoas  presentes 
num  cenário. Na mesma etapa  foi  realizada uma  comparação  com outros dois algoritmos 




























câmara  termográfica  reajustar os  valores  com base na  temperatura maior  captada  e que 
com  um  valor  de  threshold  fixo,  não  era  possível  segmentar  a  pessoa,  por  esta  não  se 




Devido ao  facto de a  frame rate não ser constante, verificou‐se nas  imagens captadas que 
entre  imagens  consecutivas  os movimentos  realizados  pelas  pessoas  nem  sempre  eram 
suaves,  havendo  movimentos  abruptos  que  originam  a  que  sejam  considerados  nos 
resultados erros associados à segmentação. Para anular esse efeito seria necessário adquirir 
uma  câmara  termográfica  que  permitisse  gravar  com  uma  frame  rate  superior  e  voltar  a 
realizar  os  mesmos  testes  para  concluir  se  as  falhas  do  algoritmo  de  segmentação  se 







melhores  características que possam  ser utilizadas  como um  factor de decisão,  tais  como 
associação de cores diferentes a pessoas distintas, como nas se verifica nas imagens naturais 
em que uma pessoa utiliza uma  camisola  com um  tom branco e uma outra  com um  tom 
verde.  Como  tal,  será  interessante  num  trabalho  futuro  estudar  a  utilização  conjunta  de 
informação proveniente de imagens termográficas e imagens naturais. Por exemplo, utilizar 
a informação das imagens termográficas para realizar a segmentação dos objectos dado este 




influenciáveis pela condição  luminosa do  local, como  foi verificado. E utilizar a  informação 
extraída  das  imagens  naturais  para  a  etapa  de  descrição  dos  objectos  por  possuírem 
características  diferentes  das  imagens  termográficas,  como  por  exemplo:  seria mais  fácil 
distinguir entre uma pessoa com uma camisola vermelha de uma pessoa com uma camisola 
azul do que entre duas pessoas que na  zona da  camisola possuam  tons entre o amarelo, 












problema  estaria  associado  à  não  detecção  de  pontos  nas  imagens  que  induzia  na 
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