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зміни в потрібному напрямку стану і розвитку систе-
ми, процесу або явища.
Формування одиничної оцінки, як правило, 
є двохетапним. На першому етапі, за результатами 
оцінок параметрів сигналів, проводиться первинне 
вимірювання – отримання вектора спостереження. 
При цьому, всі виміри повинні бути практично од-
ночасними, щоб між моментами вимірювання зміна 
параметра була значно менше очікуваної помилки, не 
позначалася на величині цієї помилки і цією зміною 
можна було знехтувати. Завдання другого етапу ви-
мірювання – об’єднання отриманих на першому етапі 
оцінок і формування результуючого одиничного вимі-
ру – вектора стану. Часто загальне число первинних 
вимірювань (розмірність вектора спостереження) є 
надлишковим, тобто перевищує мінімально достатнє 
для визначення оцінки параметра. Тоді формування 
результуючого виміру являє собою статистичну зада-
1. Вступ
Виявлення небезпечних факторів надзвичайних 
ситуацій здійснюється за допомогою систем моніто-
рингу різного рівня. Сучасні технології дозволяють 
об’єднати безліч джерел інформації в рамках єдиного 
інформаційного ресурсу, який дозволяє працювати 
з спеціально підготовленими даними різних типів і 
джерел. Достовірність і висока точність інформації 
дозволяє оперативно реагувати на виникнення техно-
генних і природних надзвичайних ситуацій, об’єктив-
но оцінювати їх масштаби і ступінь завданої шкоди, 
ефективно боротися з наслідками аварій і катастроф, 
підвищувати достовірність прогнозу настання кри-
зових ситуацій. Результати моніторингу використо-
вуються для попередження про виникаючі небезпеки 
та забезпечення органів управління інформацією для 
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Використання оцінок вектора стану, 
отриманого різними вимірювачами одно-
часно, передбачає їх вагове підсумовуван-
ня. Однак матриця вагових коефіцієнтів 
апріорно не завжди відома. Отримано 
аналітичний вираз для кореляційної 
матриці помилок прямого визначення 
незмінної матриці вагових коефіцієнтів 
при використанні оцінок кореляційних 
матриць помилок. Показано, що точ-
ність оцінювання залежить як від точ-
ності незалежних вимірювачів, так і від 
довжини вибірки, взятої для визначення 
оцінок параметра
Ключові слова: об’єднання інформа-
ції, вимірювання параметрів, незалежні 
вимірювачі, фільтрація оцінок, матриця 
вагових коефіцієнтів
Использование оценок вектора состо-
яния, полученного различными измери-
телями одновременно, предполагает их 
весовое суммирование. Однако матри-
ца весовых коэффициентов априорно 
не всегда известна. Получено аналити-
ческое выражение для корреляционной 
матрицы ошибок прямого определения 
неизменяющейся матрицы весовых коэф-
фициентов при использовании оценок кор-
реляционных матриц ошибок. Показано, 
что точность оценивания зависит как 
от точности независимых измерителей, 
так и от длины выборки, взятой для 
определения оценок параметра
Ключевые слова: объединение инфор-
мации, измерение параметров, незави-




Математика и кибернетика – прикладные аспекты
чу оцінки вектора стану з використанням надлишко-
вого числа первинних оцінок, отриманих одночасно. 
Рішення задачі оптимального використання оцінок 
одного і того ж вектора стану, зводиться до послі-
довного застосування алгоритму фільтрації оцінок, а 
результуюча оцінка, за умови незалежності первинних 
вимірювань, отриманих різними вимірювачами, являє 
собою вагову суму оцінок вектора стану вимірювачів. 
В цьому випадку точність результуючого оцінювання 
(тобто матриця точності, що є зворотною кореляційній 
матриці помилок) залежить не тільки від точності і 
складу первинних вимірювань, але і від значення са-
мого вимірюваного параметра. Тоді і матриця вагових 
коефіцієнтів, що входить у вираз для визначення ре-
зультуючої оцінки і залежить від матриць точності, які 
використовуються для її розрахунку, також залежить 
від значення параметра, яке і потрібно визначити. 
Тому пряме застосування алгоритму фільтрації пред-
ставляється скрутним. Раніше було проведено аналіз 
впливу точності визначення оцінки матриці вагових 
коефіцієнтів (незалежно від методів її отримання) на 
точність результуючої оцінки. Там же показано, що 
точність результуючої оцінки параметра залежить не 
тільки від точності використовуваних оцінок, але і від 
точності оцінювання матриці вагових коефіцієнтів. 
Тобто помилки її визначення позначаються на точнос-
ті результуючої оцінки. Однак, можливі методи отри-
мання оцінки матриця вагових коефіцієнтів не були 
розглянуті і, як наслідок, не наведено співвідношення, 
що визначають її точність. Це визначає необхідність 
і актуальність пошуку можливих методів отримання 
матриці вагових коефіцієнтів і визначення їх точності.
2. Аналіз літературних даних та постановка проблеми
Вимоги до побудови структурних підсистем моні-
торингу надзвичайних ситуацій, у тому числі забез-
печення моніторингу радіаційної небезпеки, а також 
апарат математичного моделювання систем моніто-
рингу надзвичайних ситуацій, наводяться в роботі [1]. 
В [2] показано, що методика виконання вимірювань 
показників надзвичайної ситуації повинна включати 
певну частку надлишковості, яка дозволяє критично 
оцінювати процес вимірювань, а програма попередньої 
обробки результатів вимірювань повинна включати 
підпрограму аналізу достовірності вимірювань, за-
безпечену надійними оцінками меж невизначеності, 
отриманих на основі дослідження характеристик про-
цесів вимірювань, і також дозволяє здійснювати кон-
троль параметрів вимірювального процесу в режимі 
реального часу. Структура теорії надлишкових вимі-
рювань, сутність, основні поняття і деякі визначення, 
що стосуються даної теорії, викладено в [3]. В [4] під-
креслюється, що надмірність в інформації передбачає 
існування додаткових залежностей між вимірюваною 
величиною і параметрами вихідного сигналу. В [5] 
основна увага приділяється виявленню впливу над-
мірності вимірювань на точність оцінок. В [6] підкрес-
люється, що підвищення точності обробки траєкторної 
інформації відбувається за рахунок обліку часової і 
просторової надмірності даних, та взаємної кореляції 
помилок вимірювань. В [7] розглянуті можливості 
використання надмірності для окремих методів оці-
нювання. В [8] запропоновано узагальнений метод 
статистичних оцінок положення об’єкта при наявності 
надлишкової первинної інформації за рахунок по-
слідовних наближень. Питання, пов’язані з аналізом 
тестових методів підвищення точності результатів 
вимірювання електричних величин, розглянуто в [9]. 
В [10] наведено метод розв’язання перевизначеної сис-
теми рівнянь шляхом находження мінімуму квадра-
тичного функціоналу з метою розрахунку координат 
цілі з використанням різницево-далекомірного методу 
при використанні надлишкових даних. В [11] підкрес-
люється, що використання надлишкової інформації 
для знаходження результуючої оцінки може призве-
сти до значного ускладнення розв’язуваної задачі. Це 
визначає пошук шляхів квазіоптимальних методів 
оцінювання і раціональної побудови систем, що не ви-
користовують надмірність первинних вимірювань [12]. 
Так в [13] розглядаються топологічні показники, що 
залежать від структури мережі і розстановки вимірю-
вань на ній. Метод зводиться до побудови зваженого гі-
перграфу вимірювань і пошуку на ньому найкоротших 
шляхів. Алгоритм комплексування, запропонований 
в [14], передбачає використання автомобільних датчи-
ків швидкостей обертання коліс при відсутності сиг-
налу навігаційної апаратури споживачів супутнико-
вих радіонавігаційних систем. Корекція втрачених 
даних супутникових радіонавігаційних систем за да-
ними інерціальної навігаційної системи розглядається 
в [15]. В [16] показано, що застосування систем стіль-
никового зв’язку в навігаційних системах доцільно 
лише при пропажі сигналів від супутникових раді-
онавігаційних систем з використанням адаптивних 
алгоритмів обробки. В [17] відзначається, що комп-
лексування інерційно-супутникових систем навігації 
має наступні переваги: проста математична модель, 
висока надійність, незалежність роботи, забезпечу-
ється велика надмірність навігаційної інформації. У 
якості оброблюваної інформації [18] використовується 
різниця між вихідною інформацією про положення 
і швидкість, яка отримується від бесплатформеної 
інерційної навігаційної системи і супутникової наві-
гаційної системи, проводиться оцінка похибок, а потім 
здійснюється корекція вихідної інформації. В [19] 
пропонується застосовувати підхід, що складається 
в комплексуванні декількох наборів вимірювань різ-
ної природи з використанням математичних моделей 
руху. Прикладом може служити спільна обробка пока-
зань акселерометра і системи відеоаналізу. Важливість 
розвитку методів спільної обробки показань системи 
відеоаналізу і інерційних датчиків підтверджується 
актуальністю проблеми реконструкції інформації про 
рух людини [20]. При розробці алгоритмічного забез-
печення інерційних пішохідних навігаційних систем 
увага приділяється вибору конкретного алгоритму 
комплексування вимірювальних даних. У разі систем 
описуваних нелінійними рівняннями відомі такі ме-
тоди апроксимації байєсівського фільтра, як розши-
рений фільтр Калмана (EKF – extended Kalman filter), 
сигма-точковий фільтр Калмана (UKF – unscented 
Kalman filter), кубатурний фільтр Калмана (CKF – 
cubature Kalman filter) і модифікованний кубатурний 
фільтр Калмана з використанням квадратного кореня 
(SRKF – square-root cubature Kalman filter) [21]. В [22] 
описується методика комплексування даних, отрима-
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них в трьох спектральних діапазонах – мікрохвильо-
вому, інфрачервоному і оптичному, за допомогою трьох 
типів датчиків – радіометра, тепловізора і відеока-
мери. Результатом роботи всіх трьох типів датчиків є 
цифрове зображення сукупності об’єктів, засноване на 
виконанні унітарних перетворень спектрозональних 
даних. В [27] запропоновано метод для визначення 
коефіцієнтів настройки фільтра комплексування при 
обробці польотної інформації. Запропонований метод 
призначений для ідентифікації траєкторії руху літаль-
ного апарата.
Тим часом, часто в умовах інформаційної надмір-
ності є можливість отримання оцінки різними порів-
няно простими вимірювачами. Тоді завдання вико-
ристання інформаційної надлишковості зводиться 
до знаходження оптимальних алгоритмів об’єднання 
отриманих оцінок, наприклад, їх вагове підсумовуван-
ня з вагою пропорційною точності оцінок. В більшості 
досліджень передбачається, що точність первинних ви-
мірювань (вектора спостережень) відома і визначається, 
в першу чергу, можливостями вимірювальної апаратури 
і не залежить від значення вимірюваного параметра. У 
той же час, використання для отримання оцінок век-
тора стану різноманітних перетворень вектора спосте-
режень, призводить до залежності точності оцінки від 
значення самої оцінки [5]. У таких випадках виникає 
необхідність одночасного отримання не тільки оцінок 
вектора стану, але й оцінок їх матриць точності з метою 
визначення матриці вагових коефіцієнтів.
3. Мета і завдання дослідження
Метою досліджень є подальший розвиток алгорит-
мів об’єднання надлишкової інформації, зокрема про-
ведення аналізу точності прямого визначення матриці 
вагових коефіцієнтів (МВК), що не змінюється, при 
використанні оцінок кореляційних матриць помилок 
(КМП) нормально розподіленого вектора стану пара-
метру, отриманого одночасно різними незалежними 
вимірювачами.
Для досягнення поставленої мети були поставлені 
наступні завдання:
– отримати аналітичні вирази для математичного 
очікування і дисперсії складових оцінки КМП визна-
чення вектору стану параметру;
– визначити математичне очікування та КМП оці-
нювання МВК;
– розглянути структуру КМП результуючої оцінки 
з урахуванням КМП оцінювання МВК.
4. Аналіз впливу помилок визначення матриці вагових 
коефіцієнтів на точність результуючої оцінки
В [28] було показано, що в умовах інформаційної 
надмірності рішення задачі оптимального використан-
ня оцінок одного і того ж вектора стану, отриманих різ-
ними вимірювачами одночасно, звелося до послідов-
ного застосування алгоритму фільтрації оцінок. Там 
же показано, що результуюча оцінка параметру pα̂ , 
за умови незалежності оцінок, отриманих різними ви-
мірювачами, являє собою вагову суму оцінок вектора 
стану одного ( )1 1ˆˆ = fα θ  й іншого вимірювача ( )2 2ˆˆ = fα θ :
( )
( ) ( )
1
p 1 p 2 2 1
1 2 1 1 2
ˆ ˆ ˆ ˆ
ˆ ˆ ˆ ˆ ˆ ,
−= + − =
= + − = − +
C C
W I W W
α α α α
α α α α α   (1)
p 1 2,= +C C C      (2)
де iC  – матриця точності оцінок i-того вимірювача, 
яка є зворотною до КМП оцінювання параметру 
1
i
−C  (i p,  1,  2= ); I  – одинична матриця.
Відомо [5, 25–27], що точності оцінювання параме-
трів (тобто елементи матриць точності iC ) залежать 
не тільки від точності і складу первинно вимірюва-
них параметрів, але і від значення самих параметрів, 
оцінки яких визначаються. Тоді і МВК 1p 2
−= ⋅W C C , 
що входить у вираз (3) для визначення результуючої 
оцінки, також залежить від значень цих параметрів, 
які заздалегідь не завжди відомі. Тому пряме засто-
сування алгоритму (1) представляється скрутним. 
В [28] проведено аналіз впливу точності визначення 
оцінки МВК Ŵ  (незалежно від методів її отримання) 
на точність результуючої оцінки pα̂ . Там же показано, 
що точність pα̂  залежить не тільки від точності оцінок 
1α̂  і 2α̂ , але і від точності оцінювання МВК Ŵ . Тобто 
помилки визначення МВК позначаються на точності 
результуючої оцінки pα̂ . Однак, можливі методи отри-
мання МВК не розглянуті і, як наслідок, не приведені 
співвідношення, що визначають точність оцінки МВК. 
Одним з можливих методів отримання оцінки МВК 
представляється її розрахунок за оцінками КМП ви-
мірювань 11ˆ
−C  й 12ˆ
−C . За умови, що за час оцінювання 
вимірюваний параметр на змінюється, КМП 1iˆ
−C  може 
бути визначена на основі n  незалежних дискретних 
вибірок оцінок вектора стану параметру iα̂  (i p,  1,  2= ):
( ) ( )
n T
1
i it it it it
t 1




   = − ⋅ −   − ∑C α α α α  (3)
Вважаємо, що оцінка МВК Ŵ  визначається на 
основі оцінок КМП 11ˆ
−C  й 12ˆ
−C  вимірювань параметру 
незалежними вимірювачами. Для цього випадку отри-
мання статистичних характеристик багатовимірного 
закону розподілу МВК являє собою досить складну 
статистичну задачу. У разі нормального розподілу 
даних [29], оцінки їх математичного очікування і дис-
персії (КМП) є незалежними. Цей факт дозволяє бу-
дувати незалежний вимірювач дисперсії вектора стану 
параметру. При цьому [30] щільність розподілу оцінки 
КМП розмірності m m× . за умови незалежності та од-
























 − Σ  
=
 π Σ Γ + −  
∏
C C
де 1ˆ −C  – позитивно визначена матриця, що оцінюється 
згідно (3), і n m> ; Σ  – КМП визначення елементів 
матриці 1ˆ −C .
Моменти елементів 1ˆ −C  можуть бути отримані як 
з характеристичної функції, так і з початкового нор-
мального розподілу [30].
Математика и кибернетика – прикладные аспекты
Математичне очікування ij  елемента 1ijĈ
−  матриці 
1ˆ −C  дорівнює













     = α − α α − α =      − 
 
= σ = σ − − 
∑
∑
де ijσ  – ij-й елемент матриці Σ , а коваріація між 
1
ijĈ
−  та 
1
klĈ
−  має вигляд [30]
( ) ( )
1 1
ij ij kl kl
ik jl il jk2
n nˆ ˆM C C




− −    − σ − σ =       − − 
= σ σ + σ σ
−
 (4)
Якщо i k=  і j l= , то останній вираз визначає дис-
персію 1ijĈ
−
( ) ( )
2
1 2
ij ij ij ii jj2
n nˆM C .
n 1 n 1
−
  − σ = σ + σ σ   −  − 
  (5)
В [31] наводиться вираз для щільності розподілу 
відношення оцінок дисперсій двох незалежних ви-
падкових процесів, а також і для дисперсії такого 
відношення. Відношення оцінок дисперсій за формою 
є одновимірним аналогом оцінки МВК. Однак існуюча 
залежність МВК від КМП вимірювань не дозволяє за-
стосувати припущення про незалежність компонентів, 
що входять до її формули.
Таким чином, отримання аналітичного виразу для 
КМП оцінки МВК наштовхується на певні труднощі. 
Однак, вводячи припущення про малість помилок і 
наявності апріорної інформації про деяку околицю 
істинного значення МВК, можливо в цій околиці нелі-
нійні залежності апроксимувати лінійними. Основна 
перевага методу лінеаризації полягає в тому, що він 
дозволяє отримати в явному вигляді оптимальну (в 
даному випадку максимально правдоподібну) оцінку 
МВК і її КМП.
Як було визначено раніше, МВК пов’язана з КМП 




p 2 1 2 2
1 1
p p 1 p 1.
−−
− −
= = + =
= − = −
W C C C C C
C C C I C C    (6)
Використання для визначення МВК оцінок КМП 
вимірювань призводить до співвідношення
( ) 11p 2 1 2 2ˆ ˆ ˆ ˆ ˆˆ −−= = +W C C C C C .
При оцінюванні МВК необхідно враховувати ха-
рактер взаємозв’язку її елементів і характер її зміни в 
часі. Вважаємо, що за час вимірювання вимірюваний 
параметр не змінюється. Отже, проводиться оціню-
вання елементів МВК, що не змінюються в часі, за 
результатами дискретного спостереження. Випадкові 
зміни МВК обумовлюються помилками вимірювання 
параметру. Модель зміни квадратної матриці Ŵ  роз-
мірності m m×  з довільними речовими елементами 
складемо «витягнувши» її у вектор-стовпець #Ŵ  роз-
міру 2m 1× , де символ # позначає операцію «витягу-
вання» матриці в вектор-стовпець [5]. 
Наприклад, при m 2= :
T
#
11 12 21 22
ˆ ˆ ˆ ˆW W W W=W

,
де символ T позначає операцію транспонування.
Тоді останній вираз можна переписати у вигляді













 = = + =  
  = =    C
W C C C C C
w C C w W
Припускаючи, що функція ( )#Cw W  на будь-якій до-
сить вузькій ділянці близька до лінійної, представимо 
її у вигляді розкладання в ряд Тейлора в околиці точки 
( )#0Cw W , зберігши члени порядку не вище першого
( ) ( )# # # #0 0ˆ ˆ ,= + −C C CW w W P W W    (7)
де 1 2=P P P  – блокова матриця перерахунку КМП 
1
1
ˆ −C  й 12ˆ
−C  вимірювачів в МВК W  розмірності 2 2m 2m× , 















    (8)
являє собою двовимірну матрицю розмірності 2 2m m× . 
Таке уявлення матриці P  обумовлено введеною мо-
деллю (7). 
Тоді математичне очікування та КМП розрахун-
ку МВК розмірності 2 2m m×  записуються відповідно 
виразами:
( )# #0ˆ ,= CW w W     (9)
1 1 T 1 T 1 T
1 1 1 2 2 2 ,















 – блочно-діагональна (за умови не- 
 
залежності оцінок вимірювачів) КМП вимірювання 
КМП оцінювання параметру різними вимірювачами, 
розмірності 2 22m 2m× . При цьому блоки такої матриці 
визначаються зі співвідношення
( ) ( )# #T1 1 1 1 1ˆ ˆM ,− − − − −µ µ µ µ µ = − −  CC C C C C  ( )1,  2 ,µ =
а елементи блоків цієї матриці визначаються виразами 
(4) и (5).
Таким чином, наявність у виразі (10) матриці 1−CC  
показує, що точність оцінювання МВК залежить, згід-
но (4) і (5), від кількості вибірок, взятих для визначен-
ня оцінки КМП вимірювання параметру. Крім того, 
кількість таких вибірок повинна бути не менше розмір-
ності оцінюваної КМП.
Для подальшого аналізу точності оцінювання МВК 
необхідно отримати вираз для матриці P, тобто визна-
чити похідну (8).
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 ( )1,  2µ =  
є результатом знаходження матричної-матричної по-
хідної та є чотирьохвимірною матрицею розмірності 
m m m m× × ×  [31]. Це доводиться враховувати при 
визначенні похідної (8). Припускаючи, що за час ви-
мірювання параметр не змінюється і використовуючи 
теореми про похідну добутку матриць і похідну зво-
ротної матриці [31], запишемо
( )




p 1 11 1
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 ( )1,  2µ = , що входить до остан- 
 
нього виразу, є одиничною чотиривимірною матрицею 
розмірності m m m m× × ×  [31], так як похідна 1ijC
−  по 
елементу 1klC
−  відмінна від нуля тільки при i k=  і 
 












. Тому для введеної моделі (7) 





























    (12)
Тоді:
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 ∂  = − = −   ∂  
Cw W W
C
I W C W I W E C W  (13)
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 ∂  = − − = − −   ∂  
Cw W W
C
W C I W WE C I W  (14)
де ij ij= δE  – матриця, ij-й елемент якої дорівнює 1, а 
всі інші дорівнюють 0.
Таким чином, отримано вирази для блоків, що 
складають матрицю P  перерахунку КМП 11
−C  й 12
−C  
вимірювачів в МВК W. Підстановка (13) і (14) в (10) 
дозволяє визначити КМП оцінювання МВК. На під-
ставі (13) і (14) видно, що точність оцінювання МВК 
W залежить від точності оцінок вимірювачів, обу-
мовлених матрицею точності µC  ( )1,  2µ = . В той же 
час точність оцінювання параметру (тобто матриці 
точності 11
−C  й 12
−C ) залежить від точності і складу 
первинно вимірюваних параметрів і від значення са-
мого параметру. В свою чергу точність оцінювання 
МВК W  також буде залежати від перерахованих вище 
параметрів.
5. Обговорення результатів дослідження
Рішення задачі оптимального використання оці-
нок одного і того ж вектора стану з використанням 
надлишкового числа первинних оцінок, отриманих 
одночасно, зводиться до послідовного застосування 
алгоритму фільтрації оцінок, а результуюча оцінка, 
за умови незалежності первинних вимірювань, являє 
собою вагову суму оцінок вектора стану вимірювачів. 
Використання для отримання оцінок вектора стану 
різноманітних перетворень вектора спостережень при-
зводить до залежності точності оцінки від значення 
самої оцінки. У таких випадках виникає необхідність 
одночасного отримання не тільки оцінок вектора ста-
ну, але й оцінок їх матриць точності з метою визначен-
ня МВК. Раніше [28] проведено аналіз впливу точності 
визначення оцінки МВК (незалежно від методів її 
отримання) на точність результуючої оцінки. Там же 
показано, що точність результуючої оцінки залежить 
не тільки від точності оцінок вимірювачів, але і від 
точності оцінювання МВК. Одним з можливих методів 
отримання оцінки МВК представляється її розраху-
нок за оцінками КМП оцінок вимірювань. За умови, 
що за час оцінювання вимірюваний параметр на змі-
нюється, КМП оцінок може бути визначена на основі 
незалежних дискретних вибірок оцінок вектора стану. 
Ця умова виправдана тим, що зміною параметру мож-
ливо знехтувати, якщо між моментами вимірювання 
його зміна є значно меншою очікуваної помилки і не 
позначається на величині цієї помилки. У більшості 
випадків вимірювання виконується з похибками, зу-
мовленими різноманітними завадами. Тому щільність 
розподілу оцінок, як правило, виявляється нормаль-
ною або близькою до нормальної. У разі нормального 
розподілу даних [29], оцінки їх математичного очі-
кування і дисперсії (КМП) є незалежними. Цей факт 
дозволяє будувати незалежний вимірювач дисперсії 
вектора стану параметру. Але існуюча залежність МВК 
від КМП вимірювань не дозволяє застосувати припу-
щення про незалежність компонентів, що входять до її 
формули. Вводячи припущення про малість помилок 
і наявність апріорної інформації про деяку околицю 
істинного значення МВК, можливо в цій околиці не-
лінійні залежності апроксимувати лінійними. Наяв-
ність такої апріорної інформації виправдана з умови 
можливого знання області значень параметру, або ж 
можливістю визначення оцінки параметру одним з 
вимірювачів. Основна перевага методу лінеаризації 
полягає в тому, що він дозволяє отримати в явному 
вигляді оптимальну (в даному випадку максимально 
правдоподібну) оцінку МВК і її КМП. Отримані ви-
рази дозволяють враховувати вплив точності прямого 
визначення МВК на точність результуючої оцінки.
Математика и кибернетика – прикладные аспекты
Проведене дослідження виконано з метою подаль-
шого розвитку алгоритмів використання надлишкової 
інформації викладених в [24, 28]. Подальші досліджен-
ня можуть бути спрямовані на пошук інших методів 
оцінювання МВК і аналіз впливу їх точності на точність 
результуючої оцінки, а також реалізації викладеного в 
конкретних системах фільтрації оцінок в умовах над-
лишковості. Результати досліджень можуть бути вико-
ристані при побудові систем вимірювання різних галу-
зей, що підтверджується аналізом наведеної літератури.
6. Висновки
В результаті проведених досліджень були отрима-
ні аналітичні вирази для математичного очікування 
і дисперсії складових оцінки кореляційної матриці 
помилок визначення вектору стану параметру. За-
стосування методу лінеаризації дозволило визначи-
ти математичне очікування та кореляційну матрицю 
помилок оцінювання матриці вагових коефіцієнтів. 
Розгляд структури кореляційної матриці помилок ре-
зультуючої оцінки з урахуванням кореляційної матри-
ці помилок оцінювання матриці вагових коефіцієнтів 
доводить, що точність прямого оцінювання матриці 
вагових коефіцієнтів залежить як від точності са-
мих вимірювачів, так і від кількості вибірок, взятих 
для визначення оцінки кореляційної матриці помилок 
оцінювання параметру різними вимірювачами. Крім 
того, число таких вибірок повинно бути не менше роз-
мірності оцінюваної кореляційної матриці помилок. 
Облік точності оцінок вимірювачів призводить до 
того, що точність оцінювання МВК у свою чергу буде 
додатково залежати від параметрів що впливають на 
точність цих оцінок. До їх числа відносяться точність і 
склад первинних вимірювань, а також місце розташу-
вання об’єкта в просторі.
Отримані вирази дозволяють не тільки оцінити 
точність прямого оцінювання матриці вагових коефі-
цієнтів, але й, в свою чергу, як було показано в попе-
редніх дослідженнях, визначити вплив цих помилок 
на точність визначення параметру. А при заданій точ-
ності вимірювання параметру різними вимірювачами і 
допустимих помилках результуючої оцінки, висувати 
вимоги до величини помилок визначення матриці ва-
гових коефіцієнтів.
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