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ABSTRACT 
 
 
La presente tesi ha l’obiettivo di sviluppare un sistema di machine learning per 
l’apprendimento autonomo del controllo di un task di manipolazione ciclica effettua-
to tramite una mano robotica antropomorfa, direttamente on-line, grazie all’utilizzo 
congiunto di Central Pattern Generator (CPG) e dell’algoritmo d’apprendimento PI2, 
un algoritmo di apprendimento per rinforzo di recente sviluppo. Sono stati testati vari 
CPG tra cui il semplice (caratterizzato da 3 input), il medio (6 input), il complesso 
(12 input) e il gerarchico (22 input) formati da un diverso numero di oscillatori. La 
loro complessità deriva quindi dal numero di parametri che necessitano per produrre 
le traiettorie. 
Il controllore è basato sull’algoritmo di apprendimento Policy Improvement with 
Path Integrals (PI2) che si occupa di trovare i parametri dei CPG adeguati affinché il 
robot svolga il task di manipolazione richiesto. 
I Central Pattern Generator sono utilizzati per la realizzazione di compiti ciclici e 
consentono la generazione di traiettorie cicliche on-line che vengono eseguite dalle 
dita della mano robotica. Il modello utilizzato per l’implementazione dei CPG è quel-
lo di Ijspeert (2008) che consiste nell’utilizzo di equazioni differenziali la cui risolu-
zione consente l’individuazione della traiettoria che i giunti d’interesse devono ese-
guire. 
Lo studio sperimentale è stato validato sulla mano del robot umanoide iCub presso 
l’Istituto di Scienze e tecnologie della Cognizione del Consiglio Nazionale delle Ri-
cerche (ISTC-CNR), ma le metodiche sono comunque replicabili su altre mani roboti-
che antropomorfe.  L’architettura di controllo è stata inizialmente sviluppata in am-
biente di simulazione sul simulatore fornito dal robot stesso. L’implementazione sul 
sistema reale è avvenuto attraverso il software open source di iCub: YARP. Esso ri-
chiede un linguaggio di programmazione C++ in ambiente Linux e consente di inter-
facciare il robot con harware diversi. Attraverso l’ apprendimento on-line il robot è 
stato in grado di compiere il compito di rotazione di un oggetto cilindrico.  L’oggetto 
è realizzato in resine poliuretaniche per garantire la sicurezza e l’integrità del robot.  
Per rilevarne la rotazione è stato utilizzato un modulo Circular Tap, realizzato 
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dall’Università Campus Bio-medico, all’interno di un progetto di ricerca europeo, 
per studiare la motivazione intrinseca cioè la motivazione che porta un individuo ad  
intraprendere una determinata attività e quindi ad assumere un comportamento piut-
tosto che un altro.  
I risultati mostrano le prestazioni di tutti i CPG analizzati nell’esecuzione del suddet-
to compito; evidenziano inoltre che la soluzione trovata autonomamente dal sistema 
predilige l’uso del dito pollice, che ha una maggiore escursione angolare dei giunti, 
ed usa l’indice per bloccare il cilindro nell’attesa che il pollice recuperi il contatto 
con lo stesso muovendosi in senso contrario alla sua rotazione. Nell’elaborato e’ stato 
dimostrato che il CPG più adatto a risolvere il  compito di rotazione del cilindro è il 
semplice, grazie al basso numero di parametri che richiede all’algoritmo di appren-
dimento di gestire (solo 3 rispetto ai 22 del CPG gerarchico che risulta invece il  
peggiore). 
La fase di apprendimento del task dura circa 3 ore. Il risultato è in generale positivo 
per due motivi principali:  (a) studi precedenti con il robot iCub consentivano esclu-
sivamente l’apprendimento offline e solo sul robot simulato; (b) l’onere computazio-
nale legato alla rete neurale era molto più alto e, conseguentemente,i tempi di ap-
prendimento erano molto più lunghi (anche di dodici ore). I risultati ottenuti potreb-
bero dunque aprire le porte a nuovi scenari nei quali l’apprendimento online costitui-
sce uno degli elementi chiave. 
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Introduzione 
 
 
Lo scopo di questa tesi di laurea è di presentare un’architettura di controllo 
bioispirata per un compito di manipolazione ciclica realizzato da una mano robotica 
antropomorfa. L’elemento innovativo della tesi consiste nell’utilizzo di un algoritmo 
di apprendimento di recente formulazione (Policy Improvement with Path Integrals) 
che consente al robot di apprendere il task richiesto in online, con tempi di 
apprendimento contenuti (meno di tre ore). 
L’algoritmo di apprendimento Policy Improvement with Path Integrals (PI2) è usato 
per trovare i parametri dei  Central Pattern Generators (usati per generare traiettorie 
cicliche) affinché il robot svolga il task di manipolazione richiesto con il massimo 
dell’efficienza. Il modello utilizzato per l’implementazione dei CPG è quello di 
Ijspeert (2008) che consiste nell’utilizzo di equazioni differenziali la cui risoluzione 
consente l’individuazione della traiettoria che i giunti d’interesse devono eseguire. I 
giunti della mano robotica utilizzati sono i seguenti: 
• per il dito indice:  
 la flesso/estensione (F/E); 
 l’abduzione/adduzione (A/A); 
• per il pollice: 
 la flesso/estensione (F/E) e l’opposizione (O) del pollice.  
I CPG implementati sono semplice, medio, complesso e gerarchico e la loro 
differenza risiede nel numero di parametri che necessitano per produrre le traiettorie. 
Ovviamente più sono i parametri che l’algoritmo di apprendimento deve trovare e 
più si conferisce complessità al sistema complessivo. 
Il sistema è stato implementato in linguaggio C++ in ambiente Linux e la 
simulazione è stata realizzata prima in ambiente virtuale attraverso il simulatore 
dell’umanoide e poi applicata sul  robot iCub presso l’Istituto di Scienze e 
Tecnologie della Cognizione, Consiglio Nazionale delle Ricerche. Il vantaggio di 
implementare l’algoritmo prima sul simulatore rispetto al robot reale risiede nel fatto 
che è possibile studiarne il comportamento in un ambiente 3D con  parametri molto 
simili a quelli del robot reale e questo consente di lavorare con maggiore sicurezza 
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nel momento in cui si effettuano le simulazioni sull’umanoide. 
Il sistema deve essere in grado di ruotare un oggetto cilindrico attorno al proprio 
asse. Il cilindro è realizzato con resine poliuretaniche per garantire che le mani di 
iCub non si rapportino con oggetti troppo duri che potrebbero comprometterne 
l’integrità. 
Per rilevarne la rotazione è stato utilizzato il modulo Circular Tap, che integra un 
encoder incrementale, realizzato dall’Università Campus Bio-medico che consente la 
misura della rotazione dell’oggetto tramite un encoder incrementale. Questa misura 
viene poi inviata all’algoritmo di apprendimento che mediante l’ottimizzazione di 
una funzione di costo consentire la soluzione del task. 
Il CPG migliore tra quelli implementati (semplice, medio, complesso e gerarchico) 
risulta essere il semplice. Per quanto riguarda l’analisi dei risultati esse mostrano che 
il sistema trova autonomamente la soluzione per ruotare il cilindro, e che questa si 
basa soprattutto sul muovere il dito pollice mentre l’indice contribuisce bloccando il 
cilindro nella fase di recupero del pollice. 
Infine, per quanto riguarda i possibili sviluppi futuri potrebbero riguardare sia 
l’implementazione dello stesso algoritmo su altri mane antropomorfe che cambiare 
l’oggetto della manipolazione (oggetti sferici o cubici ad esempio). 
La trattazione della presente tesi è organizzata come segue: 
• Nel capitolo 1 è esposto lo stato dell’arte dei due elementi chiave su cui si basa il 
sistema finale: Central Pattern Generator e Reinforcement Learning. 
• Nel capitolo 2 viene analizzata l’architettura del sistema in particolare l’algoritmo 
di apprendimento Policy Improvement with Path Integrals (PI2) e come modello dei 
CPGs quello proposto da Ijspeert per compiti di manipolazione. 
• Nel capitolo 3 oltre ad essere descritto il set up sperimentale, viene analizzato il ro-
bot umanoide iCub su cui è stato implementato il sistema descritto nel capitolo pre-
cedente.  Il software Yarp e il simulatore di iCub sono elementi non prescindibili per 
effettuare la simulazione su robot reale. Infine viene descritta l’architettura di ap-
prendimento e i CPG implementati. 
• Nel capitolo 4 sono riportati la validazione sperimentale e i risultati ottenuti a valle 
delle simulazioni effettuate su robot. Quindi in un primo momento viene descritto il 
protocollo sperimentale utilizzato e in seguito i risultati ottenuti nella fase di training 
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e nella fase di test. Le prove riguardano l’utilizzo di algoritmi basati su CPG di di-
versa complessità. 
• Nel capitolo 5 sono descritte le conclusioni della tesi con i possibili sviluppi 
futuri. 
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Capitolo 1: Central Pattern Generator e Reinforcement 
Learning 
 
 
1.1 Central Pattern Generator (CPG) 
 
Studi svolti sia sugli invertebrati che sui mammiferi hanno dimostrato l’esistenza, nel 
sistema nervoso (spesso nella spina dorsale) di circuiti neurali capaci di produrre in 
modo autonomo pattern di attività ritmica, in grado, cioè, di generare segnali 
periodici in assenza di input esterni. Tali sistemi sono stati definiti generatori centrali 
di ritmi, o central pattern generator (CPG). I CPG permettono il controllo dei muscoli 
utilizzati per l'esecuzione di movimenti ritmici (come ad esempio respirare, 
masticare, camminare e nuotare), basati sul regolare l'alternanza della contrazione dei 
muscoli estensori e flessori (Fig. 1.1). Tale attività ritmica è sostenuta da oscillazioni 
elettriche presenti in circuiti neurali intrinseci al midollo, i CPG spinali. Altra 
proprietà dei CPG spinali, di notevole importanza, è quella che consiste nella risposta 
agli stimoli sensoriali periferici.  
I CPG presenti nel midollo spinale possono generare vari comportamenti (come la 
locomozione) modulati dalle informazioni sensoriali che provengono dall’ambiente 
esterno. 
 
Fig.1.1 Schema a blocchi di come l’informazione sensoriale viene utilizzata dai CPG per 
produrre traiettorie cicliche. 
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Nei CPG, il termine “centrale” sta ad indicare che in assenza di feedback sensoriale 
dai muscoli e dalle strutture controllate dal CPG stesso, e in assenza di controllo da 
parte dei centri sovraspinali (centri neuronali a più alto livello), si ottiene in uscita 
dal neurone un output ritmico. Tale meccanismo è infatti considerato una forma di 
apprendimento motorio[1].  
I modelli dei CPG, implementati come oscillatori in reti o sistemi neurali, possono 
essere utilizzati in robotica per controllare la locomozione, o in generale il 
movimento di robot articolati. I robot possono essere utilizzati, inoltre, come 
strumenti scientifici, per ottenere una migliore comprensione del funzionamento dei 
CPG biologici. Questi ultimi sono responsabili della produzione dei pattern ritmici di 
base, modulati dai centri di più alto livello (corteccia motoria, cervelletto e gangli 
della base), in accordo alle condizioni ambientali (Fig. 1.2). 
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Fig. 1.2 Schema a blocchi del funzionamento del sistema motorio negli animali, includente i 
CPG biologici nella spina dorsale 
 
In generale, tutte le implementazioni che coinvolgono i CPG sono rappresentate 
come un set di equazioni differenziali accoppiate, che sono poi integrate 
numericamente per mezzo, solitamente, di un processore. I CPG sono utilizzati per 
controllare diversi tipi di robot, sia in compiti di locomozione che per gattonare 
(come è ampiamente trattato in letteratura) ed è presente anche una prima 
applicazione per compiti di manipolazione [3].  
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Per quanto riguarda la locomozione, è importante citare Auke Jan Ijspeert il quale ha 
utilizzato i CPG per il controllo di un robot salamandra [1]. La letteratura riguardante 
i CPG per compiti di manipolazione è sicuramente meno approfondita rispetto a 
quella sulla locomozione. 
  
 
 
1.1.1 L’uso dei CPG in compiti di manipolazione 
 
Nonostante gli esseri umani non siano i soli ad essere in grado di svolgere compiti di 
manipolazione, questa rimane essenzialmente un’attività umana. Una grande parte 
della corteccia motoria è deputata alla manipolazione. Questa attività è testimoniata 
dall’elevato numero di meccanocettori nei palmi delle mani e nei polpastrelli. 
Moltissimi fisiologi hanno investigato la destrezza umana nei compiti di 
manipolazione, stilandone una classifica.  
Exner [11] ha individuato tre tipi di manipolazioni che generalmente compie l’uomo:  
• Traslazione: movimento di un oggetto dal palmo alle dita e viceversa;  
• Shift: manipolazione attraverso il movimento alternato delle dita;  
• Rotazione: manipolazione usando i polpastrelli per muovere un oggetto lungo i 
suoi assi [2].  
Nella presente tesi il tipo di manipolazione che viene effettuata dal robot è la rotazione 
di un cilindro intorno al suo asse. Questo compito richiede dei movimenti ciclici ed è 
per questo motivo che per implementarlo sono stati utilizzati dei CPG. 
 
Taguchi e colleghi. hanno dimostrato, studiando le traiettorie generate durante un 
compito di rotazione di un oggetto cilindrico, che le dita sono controllate per mezzo 
di pattern ritmici [3]. 
Lo stesso gruppo ha poi effettuato una serie di misure per individuare questi pattern 
di contatto tra le dita e l’oggetto per mezzo di un guanto senso rizzato dal punto di 
vista hardware e di modelli dei CPG dal punto di vista software. 
Durante questi movimenti ritmici, hanno rilevato che le dita si muovevano 
iterativamente lungo traiettorie simili. Per cercare di replicare tali movimenti ritmici 
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usando un robot, non è in realtà importante imitare le traiettorie, o la forma e la 
precisione della mano umana, è bensì significativo capire quale dito si muove e 
quando. Questa informazione viene misurata dalla condizione di contatto tra le dita e 
l'oggetto attraverso un set-up rappresentato in Fig. 1.3. I dati ottenuti per via 
sperimentale sono stati poi confrontati con i dati ottenuti per via matematica, per 
mezzo di una simulazione con l'utilizzo di un modello CPG. 
 
 
 
Fig. 1.3 Sistema costituito da sensori di contatto 
 
Durante il compito di rotazione dell’oggetto (Fig. 1.4) sono stati misurati i pattern di 
contatto tramite l’utilizzo di resistori di forza. 
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Fig. 1.4 Scena sperimentale: rotazione cilindro 
 
I risultati sperimentali  hanno confermato che due dita tra pollice, indice e anulare 
sono costantemente a contatto con la superficie dell'oggetto, mentre questo non è 
detto per il dito medio, il cui movimento varia a seconda dell’individuo. 
In seguito alla fase sperimentale si è utilizzato il modello di Matsuoka per generare 
pattern di contatto quanto più simili a quelli reali, precedentemente misurati. Il 
modello del Cpg (Fig. 1.12) è dato da 4 neuroni : N1 , N2 , N3 , N4. Ognuno di essi 
genera il pattern di contatto durante la manipolazione per un dito.  
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Fig.1.5 Circuito neurale utilizzato nel modello del Cpg 
 
Nella simulazione il compito di rotazione dell'oggetto è stato realizzato attraverso 
due comandi principali:  
1. “Comando di Tocco”: che prevede il contatto del dito con l’oggetto e la 
rotazione; 
2.  “Comando di Rilascio”: che prevede il distacco delle dita dall'oggetto e il ritorno 
alla loro posizione iniziale.  
Questi due comandi vengono quindi generati per ogni dito dall'uscita del rispettivo 
neurone: se il neurone e attivato viene generato il “Comando di Tocco”, altrimenti si 
genera il “Comando di Rilascio”. La sperimentazione di questo modello porta a dei 
risultati molto simili a quelli misurati in soggetti reali con la presenza di una 
componente di ritardo tra l'inizio dell'attivazione del neurone e il contatto con 
l'oggetto. 
 
1.2 Tipi di apprendimento  in machine learning  
 
Il tipo di apprendimento in machine learning è determinato dalla maniera in cui 
variano i parametri nel tempo al variare degli ingressi e tramite un processo iterativo 
di adattamento dei suoi parametri liberi. 
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Una iterazione del processo di learning implica la seguente sequenza di eventi: 
•  l’ambiente presenta uno stimolo all’ambiente, 
•  propagazione dei segnali all'interno della rete;  
•  risposta come conseguenza dell'attivazione delle unità di output;  
•  cambi dei parametri della rete come conseguenza dello stimolo, della risposta e 
dei feedback dell'ambiente. 
Sono definite varie regole di apprendimento dette Learning Rules, che determinano 
la modifica dei pesi. Qualora queste regole di apprendimento fossero incorporate in 
una procedura iterativa, prenderebbero il nome di Algoritmi di Learning. 
I Paradigmi di apprendimento sono invece definiti come classi di regole di 
apprendimento. 
I tre grandi paradigmi di apprendimento più importanti sono: l’apprendimento 
supervisionato, l’apprendimento non supervisionato e l’apprendimento per rinforzo. 
1. L’apprendimento supervisionato (supervised learning) è caratterizzato dalla 
presenza di:  
 un “insegnante esterno” che fornisce una informazione utilizzata per la 
correzione della rete  neurale. Può trattarsi della risposta desiderata dalla rete 
o target. I pesi della rete vengono in seguito aggiornati in modo da 
minimizzare la differenza tra le uscite della rete e i target; 
  vengono forniti alla rete un numero limitato di esempi di corrispondenza 
input-output che la rete impara a riconoscere. E’ dunque successivamente in 
grado di fare previsioni e generalizzazioni. 
 
2. L’apprendimento non supervisionato (unsupervised learning) invece, è basato su 
algoritmi di addestramento che modificano i pesi della rete facendo 
esclusivamente riferimento ad un set di dati che include le sole variabili 
d'ingresso. Tali algoritmi tentano di raggruppare i dati d'ingresso e di individuare 
pertanto degli opportuni cluster rappresentativi dei dati stessi, facendo uso 
tipicamente di metodi topologici o probabilistici. I cluster quindi, non hanno altro  
scopo che quello di raggruppare nelle stesse classi gli ingressi simili, ed in classi 
diverse ingressi diversi. L'apprendimento non supervisionato è anche impiegato 
per sviluppare tecniche di compressione dei dati. 
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3.  L'apprendimento per rinforzo (reinforcemet learning) si prefigge l'obiettivo di 
individuare un certo modus operandi a partire da semplici feedback ambientali 
sulla generale correttezza delle risposte date. Questo viene interpretato come un 
rinforzo positivo o negativo della risposta neurale. Ogni azione ha un quindi un 
impatto sull'ambiente e quest’ultimo produce una risposta che guida l'algoritmo 
stesso nel processo d'apprendimento. L'apprendimento per rinforzo differisce da 
quello supervisionato poiché non sono mai presentate delle coppie input-output 
di esempi noti. Lo scopo di questo apprendimento consiste nel modificare dei 
parametri interni del sistema in modo tale da aumentare la probabilità di emettere 
risposte che ricevono rinforzi positivi e di diminuire la probabilità di emettere 
risposte che ricevono un rinforzo negativo. Quindi, l'apprendimento per rinforzo 
permette ad un sistema di apprendere comportamenti anche abbastanza complessi 
tramite un meccanismo “trial and error”, senza dover ricorrere ad esempi di 
addestramento, come nel caso di reti ad apprendimento supervisionato. Lo scopo 
dell'apprendimento per rinforzo è di trovare una politica d'azione che massimizzi 
la quantità di premi o rinforzi ricevuti dal sistema.  
Rispetto all'apprendimento supervisionato, dunque, il progettista necessita solo di 
una conoscenza del dominio limitata, così come limitati saranno i vincoli imposti 
al sistema. Permette, inoltre, di poter scegliere efficacemente un insieme infinito 
di azioni.  
Vi sono due classi generali di ambienti in cui l’apprendimento per rinforzo viene 
utilizzato: 
 ambienti statici (o stocastici) in cui per ogni coppia di input-output vi è un 
unico valore di rinforzo;  
  ambienti dinamici in cui la sequenza temporale modifica il valore del 
rinforzo. 
La maggior parte dei metodi proposti dall’ apprendimento per rinforzo non sono an-
cora applicabili a causa di problemi sull’incertezza di informazioni sullo stato.  Per-
tanto, tali sistemi devono essere modellati come parzialmente osservabili (problemi 
decisionali di Markov), che spesso si traduce in eccessive richieste computazionali.  
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La maggior parte dei tradizionali metodi di apprendimento per rinforzo non hanno 
garanzie di convergenza ed esistono anche esempi di divergenza. 
L'apprendimento per rinforzo è una tecnica di apprendimento automatico che punta 
ad attuare sistemi in grado di apprendere ed adattarsi alle mutazioni dell'ambiente in 
cui sono immersi attraverso la distribuzione di una ricompensa che consiste nella va-
lutazione delle loro prestazioni e che prende appunto il nome di rinforzo. Può essere 
attuata mediante un apposito algoritmo, come il Q-learning, da inserire all'interno del 
sistema in cui si vuole realizzare l'apprendimento. 
Q-learning è uno degli algoritmi di apprendimento per rinforzo più diffusi ed utiliz-
zati. Esso si avvale di un rinforzo o premio che costituisce una variante della funzio-
ne di rinforzo di base. 
 
1.2.1 Temporal difference learning (TD) 
 
L'algoritmo di apprendimento chiamato temporal difference (TD) è un classico 
algoritmo di apprendimento per rinforzo. È stato utilizzato principalmente per 
risolvere il problema dell’apprendimento per rinforzo con reward rari nel tempo. 
L'apprendimento TD è una combinazione dei principi di  Monte Carlo e delle idee di 
programmazione dinamica (DP) "[21]. L’algoritmo assomiglia ai metodi Monte 
Carlo in quanto apprende campionando l'ambiente secondo alcuni precisi criteri, ed è 
legato alle tecniche di programmazione dinamica, invece, perché avvicina la sua 
stima attuale del valore degli stati sulla base di stime precedentemente apprese dagli 
stati visitati dopo l’esecuzione dell’azione (un processo noto come bootstrapping). 
Come metodo di predizione, l’apprendimento TD tiene conto del fatto che le 
previsioni successive sono spesso correlate in qualche modo alle precedenti. Quindi, 
mentre nell'apprendimento supervisionato predittivo si impara solo dai valori 
effettivamente osservati cioè viene fatta una previsione e quando l'osservazione è 
disponibile la previsione viene regolata per adattarsi meglio all'osservazione, l'idea 
centrale dell’ apprendimento TD è invece di registrare le previsioni, migliorarle e 
renderle più accurate sulla base di osservazioni del reward rare nel tempo (bootstrap). 
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1.2.2 Policy gradient  
 
Policy gradient è una classe di algoritmi di apprendimento per rinforzo che si basa 
sull’ uso di politiche parametrizzate. L’idea è quella di calcolare il gradiente del 
rendimento atteso (reward) rispetto a ciascun parametro, in modo da cambiare i 
parametri in una direzione che aumenta il rendimento dello stesso. Questo metodo 
non soffre di molti dei problemi del tradizionale apprendimento per rinforzo come la 
mancanza di garanzie di una funzione di valutazione, il problema derivante dall’ 
incertezza dello stato, e la complessità derivante da stati e azioni in spazi continui. 
 I vantaggi dei metodi Policy gradient per applicazioni reali sono numerose.  Tra i 
più importanti vi sono: 
• Le rappresentazioni dei criteri di selezione delle soluzioni trovate possono essere 
scelte in maniera più oculata, e incorporare la conoscenza del dominio, spesso u-
tile per il processo di apprendimento.  
• Stati e azioni continui possono essere trattati esattamente nello stesso modo del 
caso discreto e le prestazioni di apprendimento risultano spesso perfino aumenta-
te. 
• Grande varietà di diversi algoritmi presenti in letteratura che hanno una base teo-
rica forte. 
• L’incertezza sullo stato non degrada il processo di apprendimento anche se non 
viene utilizzato alcun particolare stimatore dello stato. 
D’altra parte, invece, gli svantaggi dell’approccio policy gradient possono essere i 
seguenti: 
• Bisogna avere una notevole conoscenza del sistema che si vuole controllare per 
rendere la definizione dei criteri di selezione delle soluzioni ragionevoli. 
• Hanno sempre un parametro aperto, il tasso di apprendimento, che può decidere 
sull'ordine di grandezza della velocità di convergenza. 
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• Necessitano di aggiornare i dati in maniera molto veloce per evitare l'introduzio-
ne di errori nello stimatore del gradiente.  Quindi l'utilizzo di dati campione non è 
molto efficiente.   
 Tuttavia, grazie ai loro vantaggi di sopra elencati, i metodi di policy gradient sono 
diventati particolarmente interessanti nelle applicazioni nel campo della robotica in 
quanto si hanno azioni e stati continui.   
 Freek Stulp e il suo team sono gli unici studiosi che si sono occupati dell’algoritmo 
di apprendimento per rinforzo Policy Improvement with Path Integrals (PI2). In [22] 
si sono concentrati sull’accorpare due fasi che solitamente nel campo della robotica 
sono distinte: 1) la fase di apprendimento, in cui il robot impara l'attività attraverso 
l'esplorazione, 2) la fase operativa, dove l'esplorazione  non è più in atto, e il robot 
dimostra le sue prestazioni sul compito che ha imparato. In questo lavoro, hanno pre-
sento una architettura che consente al robot continuamente ed autonomamente di al-
ternarsi tra queste due fasi. Ciò avviene tramite l’integrazione armonica 
dell’algoritmo di apprendimento per rinforzo  PI2 e della matrice di covarianza che 
regola l'ottimizzazione dell’algoritmo Cross- Entropy Method.  Questa integrazione è  
possibile perché entrambi gli algoritmi aggiornano iterativamente i parametri con la 
media ponderata rispetto alla probabilità calcolata. Uno dei vantaggi presentati 
dell’algoritmo chiamato PI2-CMA, risiede nel fatto che automatizza l’esplorazione 
che avviene senza che l'utente debba manualmente sintonizzarne il grado.  
Un altro studio condotto dai medesimi studiosi [19] riguarda la decomposizione di 
compiti di manipolazione in sotto-obiettivi che devono poi essere appresi. 
L’algoritmo PI2 SEQ si occupa di apprendere queste sequenze di primitive (sottomo-
vimenti) nei compiti di presa e spostamento di un oggetto per ottenere una manipola-
zione più robusta. Nello studio sono stati effettuati due test: 
 Nel primo caso (Fig. 1.6 ) si è comandato ad un robot di afferrare un oggetto la cui 
posizione non era nota con certezza, ma rappresentata attraverso una distribuzione di 
probabilità. Questo è stato effettuato per dimostrare che PI2 è in grado di adattarsi 
alla forma dell’obiettivo e malgrado l’incertezza sulle coordinate dell'oggetto, pro-
durre una traiettoria molto simile a quella che abitualmente producono gli esseri u-
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mani. Il robot  quindi, acquisisce competenze intrinsecamente robuste per la manipo-
lazione in condizioni di incertezza. 
 
  
Fig. 1.6 Apprendimento del compito di grasping in condizioni di incertezza 
Nel secondo compito, invece, viene richiesto al robot di raggiungere e afferrare un 
oggetto da un pianale di uno scaffale, trasportarlo, e posizionarlo su un altro pianale 
dello stesso scaffale, come illustrato in Fig. 1.7. 
 
Fig. 1.7 Compito di  presa e spostamento di un oggetto  
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Ciò che emerso è che il robot non solo apprende il compito richiesto, ma svolgendolo 
imita il comportamento degli esseri umani in entrambi i compiti descritti [15]. 
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Capitolo 2: Il sistema di controllo e l’algoritmo di 
apprendimento 
 
Il sistema complessivo è formato da: 
  un sistema di apprendimento per rinforzo basato sull’algoritmo PI2 ; 
  un CPG per la pianificazione di traiettoria; 
  un controllo del tipo PID (Proporzionale Integrativo Derivativo). 
La grande novità rispetto ai classici tipi di apprendimento è l’utilizzo di PI2, che 
consente al robot di apprendere on line il task richiesto consistente nella rotazione di 
un cilindro. Per quanto riguarda la scelta dei CPG, si è utilizzato il modello di Ijspeert 
con in aggiunta un’altra equazione riguardante i centri di oscillazione. 
 
 
2.1 Architettura del sistema 
 
L’architettura complessiva del sistema di controllo (Fig. 2.1) è costituita da un primo 
blocco che rappresenta l’algoritmo di apprendimento PI2 che genera i parametri di 
input ai CPG. Esso è riportato in maniera tratteggiata, ad indicare che non interviene 
ad ogni ciclo, a differenza degli altri blocchi. Infatti l’apprendimento, dopo aver 
generato come uscite i parametri del CPG, resta inattivo per un certo intervallo 
temporale. 
Il CPG quindi mantiene costanti i parametri necessari per il suo funzionamento in 
questo periodo di tempo finché essi non vengono aggiornati. I Central Pattern 
Generators hanno come output la traiettoria desiderata (θd) per i giunti che devono 
effettuare il movimento. 
Il controllo di tipo Proporzionale-Integrativo-Derivativo fornisce il comando motorio 
alla mano robotica antropomorfa per consentire la rotazione dell’oggetto. La misura 
della posizione dei giunti (θR) che assume il robot viene confrontata con quella 
desiderata (θd) per quantificarne lo scostamento e quindi l’errore. 
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La misura della rotazione dell’oggetto (θCILINDRO) realizzata tramite l’encoder 
incrementale viene poi inviata all’algoritmo di apprendimento per consentire la 
l’esecuzione del task mediante l’ottimizzazione di una funzione di costo. 
 
 
 
 
 
Fig.2.1 Schema a blocchi del sistema complessivo dove: 
 θd : traiettorie ideali; θR : traiettorie reali; θCILINDRO : angolo di rotazione del cilindro 
 
 
2.2 L’algoritmo di apprendimento Policy Improvement with 
Path Integrals (PI2) 
 
Recentemente è stata focalizzata l’attenzione sull’implementazione di algoritmi di 
apprendimento per rinforzo in situazioni dinamiche, e con spazi di stato ed azione 
continui per consentire ai  robot di apprendere autonomamente dei determinati task 
direttamente in reale. In questa tesi è stato usato l’apprendimento PI2 [5], uno degli 
algoritmi di tipo policy search più potenti. L’algoritmo è stato ottenuto combinando 
principi di controllo ottimo stocastico con la teoria della stima statistica. Esso 
aggiorna iterativamente i parametri da cercare attraverso l’ottimizzazione di una 
funzione di costo. 
Il problema principale che l’algoritmo PI2 cerca di risolvere nel nostro esperimento è 
il seguente: trovare i parametri (θk) dei CPG affinché il robot apprenda a svolgere il 
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task di manipolazione. 
Attraverso dei parametri fondamentali che regolano il suo funzionamento(,σ e 
θiniziali), l’algoritmo cerca i parametri θfinali che minimizzano la funzione di costo (Fig. 
2.2).  
 
Fig. 2.2 Funzionamento dell’algoritmo di apprendimento PI2 
 
L’algoritmo funziona campionando ripetutamente parametri da trovare cercando di 
migliorarli durante la fase di apprendimento. 
Al primo campionamento l’algoritmo assume una media dei parametri uguale ai 
θiniziali (θ1 = θiniziali). In seguito, genera K set di parametri da misurare (qui K=8) 
estraendoli da una distribuzione gaussiana multivariata centrata sulla media dei 
parametri. Ogni set di parametri consente il funzionamento di un CPG: questo viene 
testato misurando la sua performance in base a quanto il robot riesce a ruotare il 
cilindro. Questa stima di performance viene ripetuta per ogni set di parametri 
campionati (quindi 8 volte). 
Attraverso i K set di parametri, PI2 calcola la nuova media (θi) della gaussiana 
multivariata mediante le eqq. (13) e (15).  
 
 
K: numero set di parametri 
S: (cost-to-go) costo allo step i della traiettoria definita come la somma di tutti i costi futuri 
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J: funzione di costo 
P: probabilità di ciascun set di parametri di essere scelto per il campione successivo 
: parametro che regola le differenze dei campioni quando viene aggiornata la media 
θ: media 
 
Nella eq. (11) S è uguale alla sommatoria dei costi, ma nel caso specifico è uno solo. 
Quindi S=J.  
Nella eq. (13) viene effettuato il calcolo della probabilità (P) di ciascun set di 
parametri attraverso una funzione softMax. In base a questa formula la probabilità è 
tanto più alta quanto più bassa è la funzione di costo (J). La probabilità è quindi un 
indice di qualità del particolare set di parametri testato.  
Nella (15), viene calcolata la nuova media, calcolata come la media pesata dei K set 
di parametri del campionamento, ponderati ognuno per la propria probabilità 
(formula(15)). Grazie a questa operazione, l’algoritmo sposta la media verso i set di 
parametri migliori. Questo comporta che la nuova media tende ad essere migliore 
della precedente. Successivamente, viene iterato questo procedimento per M 
campioni successivi (qui M=23). 
PI2 ha due meta-parametri che regolano il suo funzionamento:  
•  ( formula(13), Fig. 2.12): più il parametro è piccolo, più enfatizza le differenze 
tra i campioni nell’aggiornamento della media. 
• σ: questa è l’ampiezza della gaussiana multidimensionale utilizzata per estrarre il 
campione di K set di parametri sulla base della media costante θi. Più il 
parametro è piccolo, più i campioni sono vicino alla media, quindi l’algoritmo 
prosegue a piccoli passi ed esegue una ricerca fine. 
 
 
2.3 CPG utilizzati  
 
I Central Pattern Generator sono utilizzati per produrre traiettorie ritmiche per ogni 
articolazione delle dita e sono modellati come oscillatori accoppiati. Il generatore 
ritmico neurale utilizzato è quello proposto in [16], adeguatamente modificato per 
regolare il centro di oscillazione come proposto in [8]: 
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Nell’architettura di controllo proposta in fig 2.1.  vi sono quattro diversi CPG ognuno 
con un diverso grado di complessità che è funzione del numero di oscillatori e del 
numero di DOF della mano che ciascuno di essi controlla: 
 
CPG-S : CPG con struttura più semplice. 
CPG-M : CPG media complessità. 
CPG-C : CPG più complesso. 
CPG-H : struttura gerarchica ed è costituito dalla composizione dei tre precedenti . 
 
I CPG sono quelli mostrati in figura 2.14 : 
Il CPG-C ha quattro oscillatori:  
• N1 genera l’angolazione desiderata della flessione/estensione dell’indice 
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(FEI); 
• N2 genera l’angolazione desiderata della adduzione/abduzione dell’indice 
(AAI); 
• N3 l’angolazione desiderata della flessione/estensione del pollice (FET); 
• N4 genera l’angolo desiderato dell’opposizione del pollice (OT). 
 
Fig. 2.14 I tre CPG utilizzati nel modello con un diverso livello di complessità: 
(a) CPG-C con quattro oscillatori (N1, N2, N3, N4); 
(b) CPG-M con due oscillatori (N1,N2);  
(c) CPG-S con un singolo oscillatore (N1). 
 
A seconda dei diversi utilizzi può convenire utilizzare uno di essi rispetto agli altri. 
Alcuni fattori che sicuramente influenzano questo tipo di decisione risultano essere: 
quale mano si considera (di quale robot), il tipo di oggetto utilizzato nel task  (sfera, 
cilindro, cubo,..) e le sue dimensioni [8]. 
 
2.4 Azioni di controllo PID 
 
Il PID regola l'uscita in base a: 
• il valore del segnale di errore (azione proporzionale);  
• i valori dell’integrale dell’errore nel tempo (azione integrale);  
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•  i valori della derivata dell’errore nel tempo (azione derivativa).  
Le tre azioni di un PID vengono calcolate separatamente e semplicemente sommate 
algebricamente (essendo degli scalari) come segue: 
 
 
Azione proporzionale (P) 
L'azione proporzionale è ottenuta moltiplicando il segnale d'errore "e" con un oppor-
tuno guadagno KP: 
 
Questo tipo di controllo è in grado di stabilizzare processi instabili. Tuttavia, non è 
possibile garantire che il segnale d'errore "e" converga a zero: questo perché un'azio-
ne di controllo "u" è possibile solo se "e" è diverso da zero. 
 
Azione integrale (I) 
 
L'azione integrale è proporzionale all'integrale nel tempo del segnale di errore "e", 
moltiplicato per la costante : 
 
L'azione integrale fa sì che il controllore abbia memoria dei valori passati del segnale 
d'errore; in particolare, il valore dell'azione integrale non è necessariamente nullo se 
è nullo il segnale d'errore. Questa proprietà dà al PID la capacità di portare il proces-
so esattamente al punto di riferimento richiesto, dove la sola azione proporzionale ri-
sulterebbe nulla. L'azione integrale è anche l'elemento metastabile di un PID, perché 
un ingresso costante non convergerà a un determinato valore. 
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Azione derivativa (D) 
Per migliorare le prestazioni del controllore si può aggiungere l'azione derivativa: 
 
L'idea è compensare rapidamente le variazioni del segnale di errore: se vediamo che 
"e" sta aumentando, l'azione derivativa cerca di compensare questa deviazione in ra-
gione della sua velocità di cambiamento, senza aspettare che l'errore diventi signifi-
cativo (azione proporzionale) o che persista per un certo tempo (azione integrale). 
L'azione derivativa è spesso tralasciata nelle implementazioni dei PID perché li rende 
troppo sensibili: un PID con azione derivativa, per esempio, subirebbe una brusca va-
riazione nel momento in cui il riferimento venisse cambiato quasi istantaneamente da 
un valore a un altro, risultando in una derivata di "e" tendente a infinito, o comunque 
molto elevata. Ciò sconsiglia l'applicazione dell'azione derivativa in tutti i casi in cui 
l'attuatore fisico non deve essere sottoposto a sforzi eccessivi. 
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Capitolo 3: Set up sperimentale e implementazione 
dell’architettura di controllo 
 
 
Fig. 3.1: (1) mano del robot, (2) modulo Circolar Tap (3) board 
 
3.1 Set up sperimentale  
 
 
La sperimentazione posta in essere è basata sul seguente set up: 
1. Mano di iCub (Fig. 3.1 (1)). 
2. Modulo Circolar Tap (Fig. 3.1 (2)). 
3. Board (Fig.3.1 (3)). 
 
La mano di iCub ruota il cilindro. Questa rotazione è rilevata dal modulo Circolar 
Tap, che è connesso alla board tramite cavo RJ45. Infine, la board comunica con il 
computer tramite USB (Fig. 3.2).  
 
1 
2 
3 
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Fig. 3.2 Schema a blocchi sistema hardware complessivo. 
 
A livello software sono stati implementati due componenti (Fig. 3.3): 
 Il primo che gestisce la mano di iCub e attraverso i CPG e l’apprendimento 
consente la rotazione del cilindro. 
 Il secondo che gestisce il modulo Circolar Tap. 
Il software utilizzato nell'implementazione è C++ in ambiente Linux. 
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Fig. 3.3 Sistemi di comunicazione utilizzati 
 
1.  La mano di iCub si caratterizza perché malgrado la dimensione fisica di un 
bambino di circa tre anni, presenta un elevato numero di gradi di libertà ed  è quindi 
in grado di compiere un' ampia gamma di movimenti. Questa mano robotica (Fig. 3.1 
(1)) soddisfa, infatti, i requisiti fisici per la manipolazione, per afferrare oggetti, e 
trasmettere carichi in maniera appropriata durante la mobilità degli arti. Anche se 
negli anni sono state sviluppate  molte altre mani antropomorfe, iCub se ne distingue 
per le piccole dimensioni, l’elevata destrezza e la presenza dell’opposizione del 
pollice come grado di libertà attivo. L’opposizione del pollice è una delle 
caratteristiche peculiari della mano umana che gioca un ruolo di primo piano nei 
compiti di manipolazione. 
 
2 . Il Circular Tap è un modulo realizzato dall’Università Campus Bio-medico 
all’interno di un progetto di ricerca europeo per studiare la motivazione intrinseca e 
che consenta la valutazione della manipolazione nel bambino, in modelli animali e in 
robot umanoidi [18]. Esso è costituito da un’interfaccia circolare (handle) innestata 
su un albero metallico alla cui base è stato realizzato un encoder incrementale ottico.  
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In fig. 3.4 è possibile vedere il modulo dal lato.  
 
 
Fig. 3.4 Modulo Circular Tap. 
 
Si può riconoscere la ruota dell’encoder dalla caratteristica alternanza di bande 
bianche e nere. Due sensori ottici OPB706A posti alla distanza di 1 mm dalla 
superficie della ruota costituiscono la parte sensibile. Si compongono di un diodo 
ad infrarossi ed un fototransistor: quando il diodo illumina la banda bianca, la 
radiazione ad infrarossi viene riflessa ed, illuminando la base del fototransistor lo 
manda in saturazione (V_ce=0), in caso contrario il transistor risulterà interdetto 
(V_ce=5V) I due OPB sono sfasati spazialmente in modo da garantire un segnale 
in quadratura al ruotare della ruota a bande. Il segnale  stato interfacciato ad un 
microcontrollore della Microhip, della famiglia 18 il PIC18F4331 (Fig. 3.5), 
questo integrato è dotato di un modulo specificatamente disegnato per il motion 
control. Tale modulo consente l’interfacciamento diretto del microcontrollore con 
i segnali in quadratura caratteristici di un encoder incrementale. 
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Fig. 3.5 In rosso è evidenziato il  PIC18F4331 a cui ci si sta riferendo e in verde il modulo di 
Motion Control 
 
Tali segnali, comunemente indicati come A e B, consentono di monitorare la 
posizione angolare ed il verso di rotazione considerando rispettivamente il numero di 
fronti e la posizione relativa degli stessi: ad esempio se il fronte di salita del segnale 
A precede il fronte di salita del segnale B la rotazione ha un verso, viceversa quando 
è il fronte di salita del segnale B a precedere il fronte di salita del segnale A la 
rotazione sarà nel verso opposto al caso precedente (Fig. 3.6). 
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Fig. 3.6 Verso di rotazione del modulo Circular Tap considerando i segnali A e B 
 
La posizione angolare è codificata su un registro a sedici bit: a seconda della 
configurazione del modulo QEI il registro viene incrementato di un LSB ad ogni 
fronte di salita di uno dei due segnali (Mode=1); per fronti di salita e discesa del 
medesimo segnale (mode=2); per ogni fronte, sia del segnale A che del segnale B 
(mode=4). La modalità di funzionamento ha un effetto sulla risoluzione complessiva 
che aumenta con essa. Nel caso in oggetto il QEI è stato configurato in modalità x4 
in modo da garantire una risoluzione pari a circa 2.5°. Il modulo comunica con il 
computer host attraverso una interfaccia seriale RS232 configurata secondo i 
seguenti parametri: 
 Baud rate: 57600  
 parity: nessuno 
 hardware control: nessuno 
L’impego originale del modulo prevedeva al primo avvio un messaggio iniziale di 
configurazione in cui venivano specificati il numero di moduli usati ed il loro 
indirizzo. Nell’applicazione specifica descritta in questa tesi, si è sempre usato il solo 
modulo circular tap di indirizzo 98 in decimale. Ricevuto questo messaggio, il 
modulo inizierà ad inviare dati circa il suo stato ad una frequenza di 100 Hz. In 
particolare la struttura del messaggio è modulare e si compone di  4 + 4N byte, con N 
numero di moduli, quindi: 
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 N=1; 
Struttura messaggio 8 byte: 
 PREambolo (sempre uguale ad85) 
 TIME_High 
 TIME_Low 
 ADDRESS (98) 
 DATA_1 (parte bassa della rotazione) 
 DATA_2 (parte alta della rotazione) 
 DATA_3 (stato del bottone: 1 pressed; 0 unpressed) 
 CHECKSUM, calcolato come 1 più la somma negata di tutti i byte da 
TIME_high a DATA_3. 
La rotazione è codificata su 16 bit e rappresentata in complemento a due, dunque è 
mappata un range di valori che va da -215 a 215+1. 
Quando si decide di arrestare la comunicazione si manda il carattere 's' sulla seriale e 
la comunicazione si interrompe. Per riprenderla si deve ripetere il messaggio di 
configurazione iniziale. 
Una volta spezzato lo stream di byte in tanti messaggi separati si è giunti ad 
interpretare le rotazioni assegnando all'intero senza segno codificato su sedici bit il 
giusto valore con segno secondo la regola di rappresentazione del complemento a 2. 
 
Fig. 3.7 Circular Tap 
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Questo modulo (Fig.3.7) valuta rotazioni e traslazioni verticali, anche se per gli 
esperimenti è stata utilizzata solo la prima di queste due funzioni. 
 
Il modulo in questione presenta una uscita RJ45 (Fig. 3.8)tramite cui è connesso ad 
una board (Fig. 3.9). 
 
 
Fig. 3.8 Cavo RJ45 (sinistra) viene inserito nell’apposito connettore della board in 
Fig. 3.9 destra) 
 
 La board è connessa al computer tramite un cavo USB (Universal Serial Bus). E’ 
quindi così possibile non solo misurare la rotazione dell’oggetto, ma anche elaborare 
i dati tramite il linguaggio di programmazione C++. 
Oggetto da ruotare: cilindro realizzato tramite resine poliuretaniche (Fig. 3.10). 
La scelta del materiale è giustificata dal fatto che iCub ha delle dita molto delicate e 
cedevoli e per motivi di sicurezza si è preferito utilizzare un materiale che non ne 
compromettesse l’integrità. Il raggio del cilindro è di 3,2 cm. 
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Fig. 3.10 Cilindro utilizzato nelle prove in resine poliuretaniche 
 
3. Board 
 
La board comunica serialmente con il computer. Questo tipo si trasmissione è un tipo 
di comunicazione tra dispositivi nella quale le informazioni sono comunicate 
sequenzialmente al ricevente nello stesso ordine in cui le ha ricevute il mittente. 
Nonostante la maggior complessità di questo tipo di comunicazione rispetto alla 
parallela, è una delle più diffuse in ambito informatico perché: 
• richiede un minor numero di fili con conseguente riduzione dei costi; 
• è più tollerante rispetto alle interferenze e agli errori di trasmissione. 
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Fig. 3.11 Board 
La board meccatronica (Fig. 3.11) è composta da una base piana (di dimensioni 
generali 800x600x200), a cui sono collegati un insieme di moduli meccatronici 
intercambiabili  
La board presenta tre bottoni e led. Questi suoi requisiti non sono però stati 
utilizzati ai fini della sperimentazione. 
 
 
3.2 La mano di ICub 
 
 
Fig. 3.12 La mano di iCub e la struttura cinematica del pollice, indice e medio. 
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 La mano robotica in questione ha 5 dita, con un totale di 20 giunti e 9 DOF attuati 
(Fig. 3.12). 
In particolare, il pollice ha 4 DOF:  
• Opposizione 
• Adduzione/abduzione 
• flesso/estensione del giunto PIP (proximal interphalangeal)  
• flesso/estensione del giunto DIP (distal interphalangeal) 
Gli ultimi due DOFs sono tra di loro accoppiati e attuati da un unico motore. 
 
 
Fig.3.13 Principali giunti della mano umana e robotica 
 
L’indice e il medio presentano i seguenti DOFs: 
• flesso/estensione del giunto MCP (metacarpophalangeal); 
• flesso/estensione del giunto PIP (proximal interphalangeal) ; 
• flesso/estensione del giunto PIP (proximal interphalangeal). 
Gli ultimi due DOFs sono tra di loro accoppiati e attuati da un unico motore. 
Il grado di libertà di abduzione/ adduzione dell’indice, del pollice e del mignolo è 
attuata da un singolo motore. I giunti delle altre dita (pollice e mignolo) sono 
accoppiati da un singolo motore (flesso/estensione del PIP, DIP e MCP). 
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Fig. 3.14 Mano e avambraccio di iCub 
 
Le dita sono lunghe 0.068 m ed hanno un diametro di 0.012 m. 
I 20 giunti sono attuati da 9 motori DC brushed di cui 2 posizionati nella mano e 2 
nell’avambraccio [20]. 
Per conformarsi alle dimensioni di una mano di un bambino di circa tre anni le 
misure complessive della mano sono state limitate a: una lunghezza del palmo 
pari a 50,0 millimetri, larghezza polso di 34 mm, lunghezza dita di 60,0 millimetri e 
profondità 25,0 millimetri. 
 Il palmo comprende: 
1. La realizzazione di uno spazio interno per l'alloggiamento del meccanismo di 
rotazione del pollice, i “tendini”, e due motori che azionano il giunto della parte 
prossimale pollice e la velocità delle dita. 
2.  Un tendine che regola la velocità dell’abduzione / adduzione delle dita. 
3.  Il monitoraggio della posizione di giunto utilizzando un sensore magnetico ad 
effetto Hall. 
I movimenti delle dita sono guidati da tendini movimentati tramite pulegge situate sugli 
alberi dei giunti di collegamento. La flessione delle dita è direttamente controllata dai 
“tendini”, mentre l'estensione è basata su un meccanismo di ritorno a molla. Questo 
permette naturale flessione delle dita durante task di manipolazione. 
Tutte e quattro le dita hanno le falangi distali e mediali accoppiate, inoltre, i 
movimenti del mignolo e dell'anulare sono collegati tra loro poiché non sono in grado di 
muoversi autonomamente. Questa azione di accoppiamento consente di eliminare un 
motore nell’ avambraccio e ciò rappresenta sicuramente un vantaggio poiché lo spazio 
disponibile per inserire i motori è ridotto. 
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Le dita indice e medio si muovono in modo indipendente da ogni altra falange, e il loro 
movimento congiunto a quello del pollice consente movimenti molti fini e di controllo. 
Tutte e quattro le dita hanno sensori ad effetto Hall per il rilevamento del movimento: 
uno per il moto accoppiato della falange distale e mediale, e uno per rilevamento di 
movimenti della falange prossimale. 
 I movimenti di abduzione di ogni dito (delle articolazione prossimali) sono generati da 
un unico motore.  
 
 
3.2.1 Sensori 
 
Le mani di iCub sono dotate di un sistema di rilevamento della pressione distribuita 
basato su tecnologia capacitiva. In particolare, la “pelle” del palmo incorpora quattro 
moduli triangolari che provvedono ad effettuare 12 misure di pressione ciascuno, 
e anche ciascuna delle cinque dita  fornisce 12 misure di pressione (che danno un 
totale di 108 elementi sensibili per mano) . 
Ogni giunto è dotato di sensori di posizione per la maggior parte encoder assoluti. 
 
 
3.2.2 Elettronica  
 
Per ottenere le12 misurazioni di cui si è discusso nel capitolo precedente, ogni 
modulo triangolare che si trova all’interno del palmo e ogni dito incorpora un 
circuito stampato  ( PCB )  flessibile, che ha 12 pastiglie rotonde, una per ogni 
elemento sensibile , che sono collegate ad un chip capacitivo di conversione digitale 
( AD7147 Analog Devices ), che in grado di raccogliere ed inviare 12 misure di 
capacità su un Bus seriale I2C . I PCB flessibili del palmo possono essere utilizzati 
per coprire superfici curve, mentre le piccole dimensioni delle dita e la loro  forma 
molto ricurva ha reso necessario progettare un PCB ad hoc che può essere avvolto 
intorno al supporto interno del polpastrello. Poiché i PCB forniscono una interfaccia 
seriale, i collegamenti dei polpastrelli delle dita  richiedono solo 4 fili ciascuno. I 
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PCB nel palmo sono anche elettricamente 
collegati tra di loro e solo uno di essi deve essere connesso tramite cavi . Tutti i dati 
vengono raccolti da un piccolo  micro controllore , che si trova nella avambraccio 
del robot e che invia le misure tramite CANbus . Sopra i PCB flessibili del palmo e 
delle dita vi è uno strato spesso circa 2 millimetri di morbida schiuma di silicone ( 
SoamaFoama 15 da Smooth -On ) . Essa agisce come un dielettrico per il sensore di 
pressione capacitivo e rende il sensore compliant. Sulla parte superiore della schiuma 
è presente un secondo strato conduttivo : Lycra elettricamente conduttivo per i palmi 
, silicone elettricamente conduttivo per le dita. Questo strato è collegato a massa e 
consente al sensore di rispondere agli oggetti indipendentemente dalla loro proprietà 
elettriche. Inoltre, questo strato riduce il rumore elettronico dall'ambiente . 
Quando la pressione viene applicata al sensore, questo strato conduttivo si avvicina 
ai pad rotondi del PCB e quindi cambia loro capacità.  
Tutte le informazioni sullo stato sensoriale e motorio del robot sono trasferiti tramite 
queste linee di comunicazione ad una scheda integrata basata su tecnologia PC104 
che gestisce e sincronizza i vari flussi di dati. La scheda elettronica presenta, inoltre, 
un dissipatore metallico che viene poi collegato all’esterno del robot per consentire la 
dissipazione del calore. 
Il controllore dei motori DC brushed è come i brushless costituito da 
due parti. Una scheda elettronica agisce come alimentatore; l'altra contiene la CPU e 
amplificatori per controllare fino a quattro motori. In questo caso la corrente continua 
massima è limitata a 1A a 12V [6]. Le schede di controllo a basso livello sono di due 
tipi: per i motori DC brushless e  brushed. Esse si basano sullo stesso DSP (Freescale 
56F807). Il controllore dei motore brushless è costituito da due parti, una di controllo 
e una di amplificazione di potenza e  può fornire una corrente continua di 6A (20A 
picco) a 48V (Fig. 3.19). Tutta l’energia (voltaggio) è generata internamente. 
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Fig. 3.15  Scheda di controllo del motore brushless e scheda amplificatore di potenza di 
iCub. I transistor e i dissipatori non sono mostrati. La dimensione dei due PCB è 58x42mm. 
 
3.2.3 Software: Yarp (Yet Another Robot Platform) 
 
Yarp è un sistema open source che  viene utilizzato per organizzare la comunicazione 
tra il software del robot e i sensori, attuatori, processori e reti con cui scambia flussi 
informativi. Yarp è quindi un insieme di librerie e protocolli che consente di rendere 
il software del robot facilmente interfacciabile con moduli diversi tra di loro. Il 
suddetto software si avvale del linguaggio di programmazione C++. 
La comunicazione di iCub con altri sistemi avviene tramite connessioni tra entità 
chiamate “porte”. Questo sistema di collegamenti forma un grafo orientato che 
prende il nome di Rete Yarp, dove ad ogni porta è assegnato un unico nome che 
rappresenta il "nome del server". Conoscere il nome della porta a cui ci si vuole 
connettere è tutto ciò che serve per essere in grado di comunicarci. 
Il flusso di dati può essere manipolato e controllato esternamente (ad esempio dalla 
riga di comando) in fase di esecuzione. Vi si può accedere anche senza utilizzare le 
librerie Yarp o file eseguibili, in quanto sono documentati i relativi protocolli. Una 
porta può inviare e ricevere dati da e verso un numero qualsiasi di altre porte. Uno 
dei grandi vantaggi di questo tipo di comunicazione consiste nella sua modularità, 
ossia nel fatto che le connessioni tra le porte possono essere liberamente aggiunte o 
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rimosse a seconda dell'esigenza. L'uso di diversi trasporti di informazioni e protocolli 
permette di sfruttare al meglio diversi tipi di comunicazione tra cui: 
• Il protocollo TCP. Affidabile e può essere utilizzato per garantire la ricezione di 
un messaggio. 
• Il protocollo UDP può essere più veloce del TCP, ma senza alcuna garanzia. 
• Il protocollo Multicast è efficiente per la distribuzione del stesse informazioni di 
un gran numero di obiettivi. Memoria condivisa può essere impiegata per le 
connessioni locali. 
Yarp è un insieme di librerie che consentono la modularità sia negli algoritmi che 
nell’interfacciamento con l’hardware. Esso rende indipendente sia il sistema 
operativo che l’ambiente di sviluppo. I principali strumenti attraverso cui realizza ciò 
sono ACE e CMake. Il primo è una libreria di comunicazione Open Source, 
indipendente dal sistema operativo. Il secondo è una piattaforma multipla simile al 
make con tool in grado di generare specifici file progetto. Il principale protocollo si 
occupa di mettere in comunicazione i vari processi [6]. 
 
 
3.2.4 Il simulatore di iCub 
 
Il vantaggio principale della simulazione consiste nell’osservare le prestazioni di un 
sistema e svolgere esperimenti in maniera completamente controllata, cioè in tutta 
sicurezza per il robot reale. Inoltre consente velocità di esecuzione superiori 
all’hardware reale: questo è un vantaggio se si ha la necessità di testare algoritmi di 
apprendimento pesanti. E’ quindi lo strumento più adatto per analizzare sistemi in 
natura dinamici (ovvero con cambiamenti nel tempo) e stocastici (ovvero con 
cambiamenti che possono verificarsi in modo impredicibile). 
Il simulatore di iCub è stato progettato per riprodurre, nel modo più accurato 
possibile, la cinematica, la dinamica del robot e il relativo ambiente di interazione.  
La simulazione del robot iCub è composta da più corpi rigidi collegati tramite 
strutture comuni. Grazie alla raccolta dei dati direttamente dalle specifiche di 
progettazione del robot reale (come l’altezza, massa, gradi di libertà,..), è stato 
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possibile ottenere una esatta replica del primo prototipo di iCub sviluppato presso l' 
Istituto di Tecnologia di Genova. I parametri ambientali su gravità, oggetti di massa, 
attrito e le articolazioni sono basate su condizioni ambientali note [14]. 
Il simulatore di iCub (Fig. 3. 16) utilizza ODE (Open Dynamic Engine) che mediante 
algoritmi di rilevamento delle collisioni calcola l'interazione fisica con gli oggetti. 
ODE è un motore fisico ampiamente utilizzato nella comunità open source (sia per la 
ricerca che per giochi). Questa libreria ad alte performance utilizzata per simulare la 
dinamica del corpo rigido attraverso il linguaggio di programmazione C / C + + API 
è considerata come la migliore per il simulatore di iCub. Questo è dovuto al fatto che 
mette a disposizione molti tipi di giunti, di corpi rigidi (con molti parametri da poter 
settare come la massa, attrito, sensori ...) e mesh per la creazione di oggetti 
complessi. 
 
 
Fig. 3.16 Simulatore di iCub 
 
La figura 3.17 mostra l'architettura del simulatore con il supporto di Yarp. Il codice 
utente può inviare e ricevere informazioni sia al robot simulato (motori / sensori / 
telecamere) sia al mondo (manipolare il mondo). 
La rete Wrapper si interfaccia con Yarp in modo che si possa effettuare l’ accesso 
remoto anche da un altro computer. 
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Fig. 3.17 Architettura del simulatore tramite YARP 
 
 
3.3 Implementazione dell’algoritmo PI2 sulla mano iCub 
 
L’algoritmo PI2  è implementato attraverso il software di programmazione C++ in 
ambiente Linux . L’apprendimento, dopo aver generato come uscite i parametri del 
CPG, resta inattivo per un certo intervallo temporale, più precisamente per 8 set di 
parametri ognuno da 200 step. 
L’apprendimento si esplica con i seguenti passi: 
1. E’ stata costruita la matrice “m_MatSamples” (INPUTCPG x NUMTRIAL) con 
INPUTCPG righe e NUMTRIAL colonne. Essa rappresenta la matrice dei 
campioni e presenta INPUTCPG righe perché sono il numero degli input chiave 
dei CPG e NUMTRIAL colonne che rappresenta un numero arbitrario di trial che 
è stato settato a 4. 
Quindi ogni colonna della matrice rappresenta un campione. 
 
2. E’ stata costruita la matrice “sig” diagonale (INPUTCPG x INPUTCPG). 
 
3. Si setta un vettore iniziale “m_pMean” di INPUTCPG elementi che sarà il primo 
campione della matrice “m_MatSamples”. 
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4. Attraverso la funzione “getSamples” vengono presi i campioni e generata la 
media. 
 
5. Mentre iCub ruota il cilindro, l’encoder invia questi dati tramite seriale al 
computer e vengono memorizzati nella variabile “m_current_value” che viene 
ogni volta aggiornata con il valore corrente. 
 
 
6. Calcolo il costo “m_J_costo” come differenza tra il massimo costo che è stato 
sperimentalmente verificato che esso possa assumere (MAXCOST) e il valore 
corrente “m_current_value”. 
 
 
 
7. Calcolo di S (uguale al costo) e della probabilità P. 
 
S = J 
 
 
 
 
Per calcolare “P” bisogna settare un parametro molto importante: Lambda. 
Affinché l’algoritmo funzioni è necessario verificare che “P” sia inversamente 
proporzionale al costo (Fig. 3.18). 
 
 
  
 
51 
 
 
Fig. 3.18 Grafico probabilità in funzione del costo [5].  
 
8. E’ possibile ora aggiornare la media grazie al calcolo di “P” per minimizzare 
il costo. 
 
9. È possibile plottare i dati ottenuti con il software Matlab per verificare che 
effettivamente il costo decresce nel tempo (Fig. 3.19). 
 
Fig. 3.19 Esempio di grafico costo in funzione del numero di trial [5] 
 
Il codice C++ relativo all’implementazione dell’apprendimento è riportato in 
appendice. 
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3.3.1 La libreria Trng 
 
L’acronimo Trng sta per Tina’s random generator library [10] ed è una libreria che 
consente di generare numeri pseudo random. 
Tra le caratteristiche fondamentali che si possono riscontrare nell’utilizzo di tale 
libreria vi sono: 
• la semplicità di utilizzo; 
• consente una ottimizzazione della velocità di generazione di valori random; 
• è adatta sia a computer con memoria distribuita che condivisa. 
Il grande vantaggio nell’utilizzo di tale libreria nell’apprendimento con algoritmo 
PI2 è dato dal fatto che consente di generare valori secondo una distribuzione 
gaussiana multivariata multidimensionale che saranno poi elaborati all’interno 
dell’algoritmo. Trng è in grado di generare distribuzioni che pochissime altre 
librerie riescono a produrre.  
 
3.4 Implementazione dei CPG  
 
Come l’algoritmo di apprendimento PI2 anche i CPG sono stati implementati con il 
software C++ in ambiente Linux. 
In particolare, per implementare il CPG gerarchico occorre considerare tutti gli altri 
CPG e calcolarne la medie delle uscite.  
Per fare in modo che questi valori variassero in un opportuno range sono state 
determinate delle funzioni di Mapping che permettono, alle grandezze considerate, 
prese in uscita dalla rete, di passare da un range di valori [0 1] a [LimSup LimInf ]. 
Le funzioni considerate sono le stesse per entrambi i parametri, ma variano i valori di 
minimo e massimo considerati. 
In generale la funzione può essere così rappresentata: 
 
parametroRimappato = parametro * (LimSup- LimInf) + LimInf    
 
Dove:  
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• “LimSup” e “LimInf” rappresentano i valori che delimitano il range di variazione 
del parametro; 
• “parametro” rappresenta il valore in uscita dalla rete,compreso tra 0 e 1;  
• “parametroRimappato” indica il valore riportato nel range di variazione definito. 
 
Il range entro cui far variare i parametri è stato determinato sperimentalmente 
attraverso un opportuno controllo dei giunti d’interesse tramite GUI. 
Una volta affiancata la mano del robot all’oggetto in questione, si è visto qual’era il 
massimo range in cui poteva avvenire l’escursione del giunto per non compromettere 
l’integrità e la sicurezza di iCub. E’ quindi per questo gli intervalli riportati in Fig. 
3.3 sono diversi da quelli che il robot può esprimere in condizione di non interazione 
con alcun oggetto. I valori riportati in Tab. 4.1, sono stati comunque parametrizzati 
all’interno dell’algoritmo, quindi qual’ora si abbia la necessità di cambiare oggetto o 
semplicemente variare questo range, ciò è facilmente fattibile.  
 
 
TABELLA LIMITI IMPOSTI AI GIUNTI: 
 
Num. giunto Limite superiore Limite inferiore 
7 54 22.5 
8 47.5 15 
10 45 20 
12 70 20 
 
Tab. 4.1 Limiti imposti ai giunti (gradi) dove:(1) il giunto 7 corrisponde 
abduzione/adduzione dita; (2) il giunto 8 corrisponde all’opposizione del pollice; (3) il 
giunto 10 corrisponde alla flesso/estensione pollice; (4) il giunto 12 corrisponde alla 
flesso/estensione dell’indice 
 
Il pollice è fisicamente simile alle altre dita, ma  è dotato di un DOF aggiuntivo (Fig. 
3.17), che consente il moto indipendente della falange distale. Pertanto, viene 
aggiunto un ulteriore sensore rispetto alle altre dita [9].  
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 L’opposizione del pollice di iCub è un DOF attivo [0° 120°] attuato da un singolo 
motore. 
I 4 DOF controllati dalla mano di iCub sono: 
• per il dito indice:  
 la flesso/estensione (F/E) del giunto PIP con un range of motion di [0° 90°], 
dove i giunti PIP e DIP sono accoppiati meccanicamente; 
 l’abduzione/adduzione (A/A) del giunto MCP con un range of motion di [-15° 
15°], dove i giunti PIP e MCP sono accoppiati meccanicamente; 
• per il pollice: 
la flesso/estensione (F/E) del giunto MCP con un range of motion di [0° 90°], dove i 
giunti MCP e IP sono accoppiati meccanicamente, e l’opposizione (O) del pollice [0° 
130°]. [8] 
Nella prove è stato utilizzato come oggetto della manipolazione solo il cilindro. 
Per testare il CPH-H è stato necessario considerare sia il CPG-S, sia il CPG-M che il 
CPG-C e quindi calcolare la media delle uscite. 
Ogni neurone è implementato da quattro equazioni differenziali. Il CPG-S presenta 
un solo neurone (quattro equazioni differenziali), il CPG-M, invece, due neuroni 
(otto equazioni differenziali). 
Il CPG-C da quattro neuroni, quindi 16 equazioni differenziali: 
• quattro necessarie per ottenere l’opposizione del pollice; 
• quattro per la flesso/estensione del pollice; 
• quattro per l’adduzione/abduzione dell’indice; 
• quattro per la flesso/estensione dell’indice. 
Sono state poi effettuate altre prove in cui è stato implementato l’algoritmo con il 
CPG-S in un caso, poi con il CPG-M e infine con il CPG-C. Quello che si è evinto è 
che il CPG-C è migliore rispetto agli altri due in termini di raggiungimento del task : 
numero di rotazioni dell’oggetto in questione e fluidità del movimento. 
Ogni neurone è implementato secondo la Fig. 2.13 da quattro equazioni differenziali. 
Il CPG-S presenta un solo neurone (quattro equazioni differenziali).  Il CPG-M  da 
due neuroni (otto equazioni differenziali). 
Il codice C++ relativo è riportato in appendice. 
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Capitolo 4 
Validazione sperimentale e risultati ottenuti 
 
4.1 Descrizione del protocollo sperimentale 
 
 
Fig. 4.1 Snapshot del training della mano robotica con l’oggetto. 
 
Questo capitolo riporta le prove effettuate sul sistema complessivo con i relativi 
risultati ottenuti. La sperimentazione consta due fasi: 
• La fase di training: l’algoritmo viene utilizzato per far apprendere il compito al 
robot reale (Fig. 4.1); 
• La fase di test: verifica della qualità dell’ apprendimento. 
Il protocollo sperimentale è stato eseguito con i seguenti parametri: 
• Lambda =10; 
• Sigma = 0.1; 
• M=23 campionamenti; 
• Ogni campionamento è caratterizzato da K=8 set di parametri; 
• Velocità delle dita = 60 (parametro ottenuto tramite GUI robot); 
• Costo massimo = 337,5° . 
L’unico oggetto utilizzato per il compito di manipolazione è un cilindro realizzato 
con resine poliuretaniche per renderlo non troppo duro alla mano del robot e quindi 
per questioni di sicurezza.  
ICub, per portare a termine il task di manipolazione coinvolge tutte le dita della 
mano,  ma quelle maggiormente utilizzate sono il pollice e l’indice. 
• Giunto 7: adduzione/abduzione dita indice, medio,anulare e mignolo. 
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• Giunto 8: opposizione pollice. 
• Giunto 10: flesso/estensione pollice. 
• Giunto 12: flesso/estensione indice. 
L’algoritmo realizzato per consentire la rotazione dell’oggetto è modulare: può essere 
utilizzato sia per la mano destra che per la mano sinistra del robot con l’unica 
modifica di una riga di codice c++. La mano utilizzata per le prove finali è la sinistra, 
ma la destra è stata comunque utilizzata in fase di training.  
 
4.2 Fase di training 
 
Si è partiti da un’attenta analisi dei grafici di costo ed andamento dei CPG su 
simulatore, per poi passare ai test su robot reale. E’stato implementato e testato su 
robot lo stesso algoritmo, ma con CPG diversi. Inoltre sono state effettuate molte 
prove per ottimizzare i meta-parametri dell’apprendimento. 
I test sono stati effettuati prendendo come riferimento 23 campioni. La durata di ogni 
trial è di circa 2 ore e 18 minuti. La bontà delle prove non risiede solamente 
nell’analisi qualitativa del movimento della mano di iCub, ma soprattutto in un 
analisi quantitativa dei risultati come ad esempio il costo finale. 
 Gli obiettivi  che si sono perseguiti sono i seguenti: 
1.  Minimizzare il costo: questo equivale a massimizzare il numero di rotazioni 
dell’oggetto cilindrico; 
2. Minimizzazione dell’errore di posizione nel riprodurre il movimento delle dita 
desiderato. 
 
4.3 Funzione costo 
 
Analizzando il punto 1 nel caso del CPG-S, cioè del più semplice dei CPG analizzati 
un movimento molto veloce e destro delle dita. PI2, infatti, risulta molto efficace per 
un numero di parametri molto basso (inferiore ai 10). Nel caso di questo CPG, si 
hanno solo tre parametri di input: 
• la frequenza; 
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• l’ampiezza; 
• il centro di oscillazione. 
Il costo viene fatto partire da un valore massimo  di 337.5°. (Si noti che dato 
l’esponenziale della formula (13), il valore massimo del costo non influenza  la 
probabilità P dei set di costo). 
La frequenza è un parametro critico perché influenza il numero di movimenti ciclici 
e quindi la velocità del movimento della mano di iCub. 
 
 
Fig. 4.2 Grafico costo CPG-S. In rosso si ha l’interpolazione della media degli 8 set di 
parametri. Con il simbolo (*) sono invece rappresentati i costi dei singoli set di parametri. In 
blu si ha una misura della dispersione dei costi dei set di parametri rispetto alla media, più 
precisamente la deviazione standard. 
 
Lungo le ordinate del grafico in Fig. 4.2 si ha il costo (gradi), mentre sulle ascisse si 
ha il numero di campioni effettuati durante la simulazione: 23 campioni in circa 2 ore 
e mezza di simulazione. Il tempo di campionamento è pertanto di circa 6 minuti. 
Mentre i set di parametri relativi ai primi campionamenti risultano essere contenuti 
per la maggior parte all’interno delle due linee blu e risultano essere molto vicini tra 
di loro, questo non è più vero al progredire dell’algoritmo. E’ importante notare come 
nell’ultimo campione, (il ventitreesimo) si sia misurato un trial il cui costo è 
decresciuto da  337.5° (valore iniziale) a 135° a cui è corrisposta una buona 
performance del robot (circa ¾ di un giro completo). In definitiva, la curva del 
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grafico decresce in maniera graduale grazie al progressivo apprendimento del robot 
ad eseguire il task.    
 
Fig. 4.3 Fitting dati CPG-S 
 
In Fig. 4.3 è presentato in verde il fitting dati relativo al CPG-S attraverso un polinomio 
di secondo grado. Tutti i fitting dei dati che saranno presentati sono stati eseguiti con lo 
stesso polinomio, In blu gli 8 set di parametri registrati per i 23 campioni e in rosso la loro 
media per ogni  campione. 
 
Il CPG-M, diversamente, ha parametri di input: 
• la frequenza; 
• un parametro per lo sfasamento; 
• due ampiezze; 
• due centri di oscillazione. 
L’andamento del costo è presentato in Fig. 4.4: già dal primo campione si ha una 
rapida diminuzione del costo che arriva alla fine del decimo campione a 225°. Di 
rilievo è però il fatto che il suo apprendimento si ferma prima rispetto al CPG 
precedentemente analizzato. Dopo il decimo campione l’andamento del costo 
presenta un andamento oscillatorio all’interno di un intervallo fisso. Ciò denota che il 
robot non è in grado di apprendere il compito richiesto in maniera migliore di quanto 
ha ottenuto. Analogamente al caso precedente, i set di parametri sono molto vicini tra 
di loro nei campioni iniziali e più distanti verso i campioni finali. 
  
 
59 
 
 
Fig. 4.4 Grafico costo CPG-M In verde è evidenziata la media, in blu, invece, la deviazione 
standard 
 
Il CPG-M presenta una performance peggiore rispetto al CPG-S nel test eseguito.  
Da questo risultato, tuttavia, non può essere affermata la superiorità di un CPG-S 
rispetto al CPG-M poiché occorrerebbero altri test per ogni tipo di Central Pattern 
Generator per confermare il risultato. 
 
 
Fig. 4.5 Fitting dati CPG-M. in blu sono evidenziati gli 8 set di parametri registrati per i 23 
campionamenti e in rosso la loro media per ogni campionamento. 
 
In Fig. 4.5 è presentato in verde il fitting dati relativo al CPG-M.  
Tra i 3 CPG analizzati, il complesso risulta avere un numero di parametri superiore 
rispetto ai casi precedenti, in particolare 12 parametri. Tali parametri sono: 
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• frequenza; 
• 3 parametri di sfasamento; 
• 4 parametri per le ampiezze; 
• 4 centri di oscillazione. 
 
 
Fig. 4.6 Grafico costo CPG-C. Il grafico presenta in fucsia la media, in blu, invece, la 
deviazione standard. 
 
Il costo del CPG-C è riportato figura 4.6. Come nei casi precedenti, i set di parametri 
sono molto vicini tra di loro nei campioni iniziali e più distanti verso la fine della 
simulazione. 
Alla fine del training la mano si muove destramente nel task di manipolazione e a 
questo corrisponde un costo minore rispetto agli altri casi (fino a circa 112° in alcuni 
campioni).  
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Fig. 4.7 Fitting dati CPG-C 
 
Il fitting dei dati relativo al CPG-C è rappresentato in Fig. 4.7. 
Il CPG-H, è la combinazione del CPG semplice, del medio e del complesso. Le sue 
uscite risultano essere una media ponderata dei tre CPG. Questo CPG ha 22 
parametri: 
• la frequenza; 
• quattro parametri per lo sfasamento; 
• sette ampiezze; 
• sette centri di oscillazione; 
• 3 pesi. 
La frequenza usata è comune ai tre CPG, più tre parametri per pesare i contributi dei 
tre CPG. Questa grande mole di parametri da gestire fa’ si che l’algoritmo di 
apprendimento PI2 ha difficoltà a trovare i parametri ottimi per i CPG. La Fig. 4.8 
mostra come il CPG gerarchico non è in grado di arrivare con 23 campioni  ad un 
sufficiente apprendimento del task, a prescindere dal tempo della simulazione. 
L’andamento che risulta essere abbastanza piatto, tra il quindicesimo e ventesimo 
campione inizia ad oscillare sempre nello stesso range di valori indice che 
l’algoritmo non riesce a trovare dei parametri migliori con quel tipo di 
algoritmo.
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Fig. 4.8 Grafico costo CPG-H. Il grafico presenta in nero la media, in blu, invece, la 
deviazione standard. 
 
In Fig. 4.9 è presente oltre alla media e ai campioni già presenti in Fig. 4.8 il fitting 
dei dati. 
 
 
Fig. 4.9 Fitting dati CPG-H. In blu i set di parametri registrati per i 23 campioni e in rosso la 
loro media per ogni campione. 
 
 
 Infine in Fig. 4.10 sono messi a confronto i grafici del costo per tutti i tipi di CPG 
analizzati: semplice, medio, complesso e gerarchico.  
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Fig. 4.10 Grafico costo: CPG-S ; CPG-M; CPG-C e CPG-H a confronto. 
 
Da questo confronto emerge come il CPG-C sia il migliore tra i quattro analizzati 
essendo l’obiettivo principale quello di minimizzare il costo, il CPG-C risulta il 
migliore rispetto al CPG semplice, al medio e al gerarchico. Il CPG-S risulta 
migliore del CPG-M anche se il suo apprendimento non arriva alle performance del 
CPG-C. Infine, il CPG-H risulta il meno performante e ciò è probabilmente 
imputabile al numero elevato (22) parametri che deve gestire durante 
l’apprendimento. 
 
 
Fig. 4.11 Fitting dati: CPG-S ; CPG-M; CPG-C; CPG-H 
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Le considerazioni effettuare per la Fig. 4.10 ben rappresentano l’andamento del 
fitting dei dati rappresentati in Fig. 4.11. 
 
4.4 Andamento dei giunti della mano  durante il compito di 
manipolazione 
 
Sono stati poi analizzati l’andamento nel tempo dei valori prodotti dai CPG e gli 
angoli effettivi dei giunti del robot reale controllati rispetto ai campioni del 
simulatore. Nel primo caso quindi si grafica l’andamento degli angoli desiderati dei 
giunti, nel secondo quello rilevato dagli encoder. Il tempo di campionamento del 
simulatore è pari 0.2 s e il tempo totale della simulazione risulta essere 8400s. 
Questo tipo di studio è stato effettuato per ogni CPG ed analizzato e su ogni giunto di 
interesse per verificare quanto le due curve fossero vicine l’una all’altra. 
 
CPG-S 
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Fig. 4.11 CPG-S, giunto 7, 8, 10, 12: traiettoria desiderata generata dai CPG (linea blu) 
sovrapposto alla traiettoria effettiva rilevata dagli encoder del robot (linea verde). 
 
Nel caso del CPG-S i grafici degli Encoder e dei CPG per i giunti 7 e 8 riportati in 
Fig. 4.11 corrispondono con buona approssimazione. Ciò non avviene, invece, per gli 
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altri due giunti. Malgrado ciò le dita della mano robotica si muovono in maniera 
efficace perché le misure effettuate dagli encoder non sono sempre completamente 
attendibili a causa della loro inefficienza, l’algoritmo riesce ad apprendere lo stesso il 
task richiesto tenendo conto di tali limiti dell’hardware.  
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Fig. 4.12 Dettagli CPG-S giunto 7, 8, 10, 12: traiettoria desiderata generata dai CPG (linea 
blu) sovrapposto alla traiettoria effettiva rilevata dagli encoder del robot (linea verde) 
 
In figura 4.12 sono riportati dei dettagli della fig. 4.11. 
E’ possibile quantificare lo scostamento tra le curve appena evidenziato attraverso il 
calcolo dell’errore commesso: 
 
E = traiettoria effettiva  misurata dagli encoder –traiettoria reale generata dai CPG 
 
Esso è definibile come la differenza tra la curva del movimento reale della mano del 
robot registrata attraverso gli encoder e di comandi (angoli desiderati) del CPG. 
L’errore è stato analizzato per tutti i CPG studiati e per ogni giunto indagato. 
 Giunto 7:              
Errore Max: 8.2°; Errore medio: 6.8°.  
Giunto 8: 
Errore Max: 3.9°; Errore medio: 3.8°. 
Giunto 10:  
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Errore Max: 19.9°; Errore medio: 19.7°. 
Giunto 12: 
Errore Max: 35.3°; Errore medio: 28.1°. 
 
CPG-M 
 
In Fig. 4.13 sono riportati come nel caso precedente i grafici della traiettoria 
desiderata generata dai CPG  e della traiettoria effettiva rilevata dagli encoder del 
robot per ogni giunto relativi al CPG-M. 
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Fig. 4.13 CPG- M giunto 7, 8, 10, 12: traiettoria desiderata generata dai CPG (linea blu) 
sovrapposto alla traiettoria effettiva rilevata dagli encoder del robot (linea verde) 
 
Anche in questo caso mentre i tracciati generati dei CPG e quelli rilevati dagli 
encoder per il giunto 7 e 8 sembrano corrispondere con buona approssimazione, 
questo non avviene invece per i giunti 10 e 12. Ciò è probabilmente dovuto al fatto 
che il robot non ha abbastanza tempo per completare il movimento richiesto. 
Analizzando nel dettaglio la Fig. 4.13 si ha: 
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Fig. 4.14 Dettagli CPG-M giunto 7, 8, 10, 12: traiettoria desiderata generata dai CPG (linea 
blu) sovrapposto alla traiettoria effettiva rilevata dagli encoder del robot (linea verde) 
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Giunto 7: 
Errore Max: 7,8°; Errore medio: 6.7°. 
Giunto 8: 
Errore Max: 4.1°; Errore medio: 3.9°. 
Giunto 10:   
Errore Max: 31.8°; Errore medio: 25.2°. 
Giunto 12: 
Errore Max: 30.2°; Errore medio: 27.6°. 
 
 
CPG-C: 
 
Analizzando il comportamento dei giunti analizzati (7, 8, 10, 12) nel caso del CPG 
complesso si ottengono i risultati mostrati in Fig. 4.15 : 
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 Fig. 4.15 CPG-C: giunto 7, 8, 10, 12: traiettoria desiderata generata dai CPG (linea 
blu) sovrapposto alla traiettoria effettiva rilevata dagli encoder del robot (linea verde) 
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Nel dettaglio:  
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Fig. 4.16 traiettoria desiderata generata dai CPG (linea blu) sovrapposto alla traiettoria 
effettiva rilevata dagli encoder del robot (linea verde) 
  
 
77 
 
Giunto 7: 
Errore Max: 7.1°; Errore medio: 4.5°. 
Giunto 8: 
Errore Max: 3.8°; Errore medio: 3.7°. 
Giunto 10: 
Errore Max: 19.2°; Errore medio: 17.8°. 
Giunto 12: 
Errore Max: 34.9°; Errore medio: 25.3°. 
 
CPG-H 
 
La Fig. 4.17 riporta la traiettoria desiderata generata dai CPG sovrapposta alla 
traiettoria effettiva rilevata dagli encoder del robot per ogni giunto analizzato nel 
caso in cui è implementato il CPG gerarchico. 
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 Fig. 4.17 CPG-H giunto 7, 8, 10, 12: traiettoria desiderata generata dai CPG (linea 
blu) sovrapposto alla traiettoria effettiva rilevata dagli encoder del robot (linea verde) 
 
E’ possibile constatare dei dettagli dello scostamento tra i grafici delle traiettorie 
generate dai CPG e quelle rilevate dagli Encoder in Fig. 4.18. 
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Fig. 4.18 Dettagli dei CPG-H giunto 7, 8, 10, 12:  traiettoria desiderata generata dai CPG 
(linea blu) sovrapposto alla traiettoria effettiva rilevata dagli encoder del robot (linea verde) 
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Giunto 7: 
Errore Max: 7.4°; Errore medio: 5.6°. 
Giunto 8: 
Errore Max: 4.1°; Errore medio: 3.9°. 
Giunto 10: 
Errore Max: 18.9°; Errore medio: 16.7°. 
Giunto 12: 
Errore Max: 33.8°; Errore medio: 26.1°. 
 
4.5 Fase di test 
 
In questa fase di verifica non viene più effettuato alcun apprendimento. Gli input (set 
di parametri) dei CPG sono i valori ottenuti nella fase di training dopo che il robot ha 
appreso. In particolare è stato scelto il set di parametri con il costo più basso ed il 
CPG corrispondente è stato testato per 16 trials. Questa condizione è stata iterata per 
i CPG semplice, medio, complesso e gerarchico. I risultati sono riportati in Fig. 4.19. 
 
 
 
Fig. 4.19: Media costi CPG-S, CPG-M, CPG-C e CPG-H nella fase di test 
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I risultati mostrano che nella fase di test si sono registrati risultati ancora migliori in 
termini di minimizzazione della funzione di costo rispetto a quelli ottenuti nella fase 
finale del training come evidenziati in Tab. 4.1. La migliore performance in fase di 
test è probabilmente imputabile alla poca efficienza degli encoder integrati nelle 
mani del robot e a problemi legati alla ripetibilità degli esperimenti. Tali risultati 
sono riassunti in Tab. 4.2. Il CPG che minimizza meglio la funzione di costo è il 
complesso con un costo medio pari a 146° per il set di parametri migliori ottenuti in 
fase di training . Seguito dal CPG-S con un costo medio di 158°ed infine il CPG-M 
con 173° e il CPG-H  con264°. 
 
 CPG-S CPG-M CPG-C CPG-H 
Fase di 
training 
202° 247° 191° 269° 
Fase di test 158° 173° 146° 264° 
 
Tab. 4.2 Fase di training: Costo medio del nella fase finale del training (media ultimi tre 
campionamenti); Fase di test: media di 16 trials con set di parametri migliore. 
 
La differenza tra i costi medi ottenuti nella fase di training e quelli ottenuti nella fase 
di test può essere dovuto a diversi fattori concomitanti: gli encoder integrati nella 
mano di iCub non leggono sempre le stesse posizioni a parità di input e la posizione 
del set up sperimentale nella fase di test  non è perfettamente la uguale a quella 
utilizzata nella fase di training. Ciò che però non varia tra le due fasi è il ranking in 
termini di minimizzazione della funzione di costo tra CPG semplice, medio, 
complesso e gerarchico.   
Il movimento di rotazione delle dita pollice ed indice rispetto al cilindro ottenuto dal 
miglior CPG-C, è rappresentato dalla Fig. 4.20 L’osservazione diretta mostra come 
tale movimento è così strutturato: il pollice si muove lungo un’ ellisse in senso 
antiorario, nel momento in cui viene a contatto con il cilindro, l’indice è alla sua 
massima distanza da esso. Quindi, il pollice ruota il cilindro in senso antiorario, fino 
alla sua massima estensione, per tornare alla posizione di partenza si allontana 
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dall’oggetto della manipolazione continuando a percorrere una traiettoria ellittica. 
Durante il recupero del pollice, l’indice o blocca il cilindro, oppure lo ruota per un 
piccolo tratto in verso antiorario (lungo la direzione di rotazione). 
I risultati sono coerenti con le massime aspettative che l’apprendimento può offrire 
dato il range limitato di adduzione/abduzione dell’indice. 
 
Fig. 4.20 Illustrazione del movimento delle dita della mano di iCub durante il task di 
manipolazione e dopo l’apprendimento. I numeri riportano la fase (e quindi la 
sincronizzazione) dei movimenti delle due dita. 
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Capitolo 5: Conclusioni 
 
 
In conclusione, l’obiettivo delle tesi di far apprendere al robot umanoide iCub il 
compito di rotazione di un cilindro attorno al proprio asse è stato raggiunto grazie all’ 
efficienza dell’algoritmo di apprendimento utilizzato. PI2 , infatti, consente al sistema 
di trovare una soluzione che alterna il contatto delle dita della mano antropomorfa 
con il cilindro, così da consentirne la rotazione sempre nella stessa direzione. 
Rispetto lo stato dell’arte, PI2 non è stato mai testato con CPG su robot reali, da qui il 
valore aggiunto della tesi. I risultati sono soddisfacenti in quanto mostrano che 
l’apprendimento avviene on-line  in meno di tre ore.  
I test, a valle di studi effettuati sul simulatore del robot, sono stati implementati su 
robot reale tramite algoritmi basati su CPG di diversa complessità al fine di verificare 
se un numero maggiore di set di parametri di input ai CPG fosse o meno lo specchio 
di una performance migliore della mano di iCub. Tra i CPG analizzati (semplice, 
medio, complesso e gerarchico) il migliore in termini di minimizzazione della 
funzione di costo e quindi di maggior numero di rotazioni effettuate per set di 
parametri è risultato il complesso, seguito poi dal semplice, il medio ed infine il 
gerarchico.  
La soluzione trovata dal sistema mostra un movimento delle dita di iCub per cui 
mentre il pollice contribuisce alla rotazione dell’oggetto in questione, l’indice invece 
blocca il cilindro mentre il pollice recupera il contatto con esso. Gli obiettivi iniziali 
sono stati raggiunti, ma la soluzione trovata dal robot per effettuare il compito è 
risultata diversa rispetto a studi precedenti. Il medesimo robot, con gli stessi CPG, ma 
con algoritmo di apprendimento per rinforzo diverso da PI2 [17] effettua lo stesso 
compito di manipolazione analizzato in questa tesi, utilizzando maggiormente il 
grado di libertà di flesso/estensione dell’indice, rispetto all’opposizione e 
flesso/estensione del pollice. 
I possibili sviluppi futuri del modello possono essere così riassunti: 
• L’ algoritmo PI2 integrato con i CPG può essere testato con altre mani 
antropomorfe. 
• E’ possibile effettuare i test di manipolazione con altri oggetti oltre al cilindro 
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come il cubo e la sfera, e con diverse dimensioni. 
•  Può essere ottimizzato il tempo di apprendimento del task, ad esempio 
effettuando ricerche esaustive di meta-parametri dell’algoritmo. 
• E’ possibile creare un nuovo algoritmo per far sì che i parametri sensibili 
dell’apprendimento PI2 siamo trovati automaticamente dal sistema. 
• Utilizzare l’apprendimento studiato per effettuare anche altri tipi di task di 
manipolazione, ad esempio coinvolgendo i gradi di libertà del braccio e del 
polso. 
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Appendice codice c++ : 
APPRENDIMENTO PI2: 
 
Il cuore dell’algoritmo di apprendimento PI2 risiede nel calcolo del costo e della pro-
babilità secondo le eqq: 
 
S = J 
 
 
Questo è stato riportato nel linguaggio di programmazione come segue: 
 
 
 
S = m_J_costo; 
cout<< "Il valore di S:"<< m_J_costo << endl; 
printFileCosto();  
for(i=0;i<NUMTRIAL;i++) 
{ 
cout<< "Il valore di S nel ciclo:"<< S(i) << endl; 
cout<< "lamda" << m_lamda << endl; 
num(i) =exp((-1.0/m_lamda) * S(i)); 
} 
den = itpp::sum (num); 
P= num/den; 
cout<< "Il valore di P :" << P <<endl;  
sum(P); 
cout<<"La somma di P: "<<sum(P); 
// compute new m_pMean 
for(int j=0;j<m_pMean.size();j++)     
{  
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riga_MatSamples = m_MatSamples.get_row(j); 
for(int i=0;i<NUMTRIAL;i++) 
{    
 
prodotto(i)= P(i)* riga_MatSamples(i); 
} 
Il calcolo della probabilità serve per il calcolo della nuova media: 
m_pNewMean(j) = sum (prodotto);         
} 
cout << "La nuova media pesata:"<< m_pNewMean << endl; 
Quindi, viene aggiornata la vecchia media con quella nuova: 
m_pMean = m_pNewMean; 
 
CPG: 
 
=====> CPG 1 <==== //ha 4 eq differenziali perchè 4 neuroni 
 Il CPG-C è caratterizzato dalle seguenti eqq.differenziali per ogni grado di libertà 
utilizzato: 
    
==POLLICE - OPPOSIZIONE====Indice flesso estensione2 
m_teta12CPG1=m_teta11CPG1+DT*(2*pigreco*m_freq1+m_r21CPG1*w12*sin(m
_teta21CPG1-m_teta11CPG1-m_fi12CPG1)+m_r31CPG1*w13*sin(m_teta31CPG1-
m_teta11CPG1-m_fi13CPG1)); 
m_r13CPG1=((pow(a1,fattore1))/4)*(m_R1CPG1-
m_r11CPG1)*dt2+m_r12CPG1*(2-a1*DT)+m_r11CPG1*(a1*DT-1); 
m_c13CPG1=((pow(b1,fattore1))/4)*(m_C1CPG1-
m_c11CPG1)*dt2+m_c12CPG1*(2-b1*DT)+m_c11CPG1*(b1*DT-1); 
m_out1CPG1(incr)=m_c11CPG1 + m_r11CPG1*cos(m_teta11CPG1); 
 
 
====POLLICE - FLESSO/ESTENSIONE ====Indice adduzione-abduzione 
m_teta22CPG1=m_teta21CPG1+DT*(2*pigreco*m_freq1); 
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m_r23CPG1=((pow(a2,fattore1))/4)*(m_R2CPG1-
m_r21CPG1)*dt2+m_r22CPG1*(2-a2*DT)+m_r21CPG1*(a2*DT-1); 
m_c23CPG1=((pow(b2,fattore1))/4)*(m_C2CPG1-
m_c21CPG1)*dt2+m_c22CPG1*(2-b2*DT)+m_c21CPG1*(b2*DT-1); 
m_out2CPG1(incr)=m_c21CPG1 + m_r21CPG1*cos(m_teta21CPG1); 
=====INDICE - ADDUZIONE/ABDUZIONE ===Pollice flesso estensione 
m_teta32CPG1=m_teta31CPG1+DT*(2*pigreco*m_freq1+m_r31CPG1*w34*sin(m
_teta41CPG1-m_teta31CPG1-m_fi34CPG1)); 
m_r33CPG1=((pow(a3,fattore1))/4)*(m_R3CPG1-
m_r31CPG1)*dt2+m_r32CPG1*(2-a3*DT)+m_r31CPG1*(a3*DT-1); 
m_c33CPG1=((pow(b3,fattore1))/4)*(m_C3CPG1-
m_c31CPG1)*dt2+m_c32CPG1*(2-b3*DT)+m_c31CPG1*(b3*DT-1); 
m_out3CPG1(incr)=m_c31CPG1 + m_r31CPG1*cos(m_teta31CPG1); 
=====INDICE - FLESSO/ESTENSIONE ====Pollice opposizione 
m_teta42CPG1=m_teta41CPG1+DT*(2*pigreco*m_freq1); 
m_r43CPG1=((pow(a4,fattore1))/4)*(m_R4CPG1-
m_r41CPG1)*dt2+m_r42CPG1*(2-a4*DT)+m_r41CPG1*(a4*DT-1); 
m_c43CPG1=((pow(b4,fattore1))/4)*(m_C4CPG1-
m_c41CPG1)*dt2+m_c42CPG1*(2-b4*DT)+m_c41CPG1*(b4*DT-1); 
m_out4CPG1(incr)=m_c41CPG1 + m_r41CPG1*cos(m_teta41CPG1); 
cout<<"Il passo attuale e: "<<m_step<<"m_outm1CPG1 "<<m_outm1CPG1 <<endl; 
 
 
=====> CPG2 <====//2 neuroni 
Il CPG-M è caratterizzato dalle seguenti eqq.differenziali: 
 
m_teta12CPG2=m_teta11CPG2+DT*(2*pigreco*m_freq1+m_r21CPG2*w12*sin(m
_teta21CPG2-m_teta11CPG2-m_fi12CPG2)); 
m_r13CPG2=((pow(a1,fattore1))/4)*(m_R1CPG2-
m_r11CPG2)*dt2+m_r12CPG2*(2-a1*DT)+m_r11CPG2*(a1*DT-1); 
m_c13CPG2=((pow(b1,fattore1))/4)*(m_C1CPG2-
m_c11CPG2)*dt2+m_c12CPG2*(2-b1*DT)+m_c11CPG2*(b1*DT-1); 
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m_out1CPG2(incr)=m_c11CPG2 + m_r11CPG2*cos(m_teta11CPG2); 
 
m_teta22CPG2=m_teta21CPG2+DT*(2*pigreco*m_freq1); 
m_r23CPG2=((pow(a2,fattore1))/4)*(m_R2CPG2-
m_r21CPG2)*dt2+m_r22CPG2*(2-a2*DT)+m_r21CPG2*(a2*DT-1); 
m_c23CPG2=((pow(b2,fattore1))/4)*(m_C2CPG2-
m_c21CPG2)*dt2+m_c22CPG2*(2-b2*DT)+m_c21CPG2*(b2*DT-1); 
m_out2CPG2(incr)=m_c21CPG2 + m_r21CPG2*cos(m_teta21CPG2); 
  
 
======> CPG3 <======//1 neurone 
Il CPG-S è caratterizzato dalle seguenti eqq.differenziali: 
m_teta12CPG3=m_teta11CPG3+DT*(2*pigreco*m_freq1); 
m_r13CPG3=((pow(a1,fattore1))/4)*(m_R1CPG3-
m_r11CPG3)*dt2+m_r12CPG3*(2-a1*DT)+m_r11CPG3*(a1*DT-1); 
m_c13CPG3=((pow(b1,fattore1))/4)*(m_C1CPG3- 
m_c11CPG3)*dt2+m_c12CPG3*(2-b1*DT)+m_c11CPG3*(b1*DT-1); 
m_out1CPG3(incr)=m_c11CPG3 + m_r11CPG3*cos(m_teta11CPG3); 
 
 =====> MEDIA PESATA DELLE USCITE <====== 
 Solo nel caso del CPG-H è necessaria una media pesata delle uscite dei CPG 
semplice, medio e complesso di cui è costituito.    
 m_outm1=(m_peso1*m_outm1CPG1+m_peso2*m_outm1CPG2+ 
m_peso3*m_outm1CPG3)/( m_peso1+ m_peso2+ m_peso3);  
 m_outm2=(m_peso1*m_outm2CPG1+m_peso2*m_outm2CPG2+ 
m_peso3*m_outm1CPG3)/( m_peso1+ m_peso2+ m_peso3); 
 m_outm3=(m_peso1*m_outm3CPG1+m_peso2*m_outm1CPG2+ 
m_peso3*m_outm1CPG3)/( m_peso1+ m_peso2+ m_peso3); 
 m_outm4=(m_peso1*m_outm4CPG1+m_peso2*m_outm2CPG2+ 
m_peso3*m_outm1CPG3)/( m_peso+ m_peso2+ m_peso3); 
      
====> MAPPING <=====//per mapparli in angoli 
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  L'utilizzo di questo Mapping serve per trasformare le uscite dei CPG di ampiezza 
compresa tra 0 e 2 al range di moto del giunto considerati.    
 m_out_CPG_finger4=(m_outm4/2)*(LimSupjoint8-LimInfjoint8)+LimInfjoint8;     
 OPPOSIZIONE DEL POLLICE = joint 8 in iCub 
 m_out_CPG_finger3=((m_outm3)/2)*(LimSupjoint10 - LimInf)+ LimInf;    
 FLESSO-ESTENSIONE 1 DEL POLLICE = joint 10 in iCub 
 m_out_CPG_finger2=(m_outm2/2)*(LimSupjoint7- LimInfjoint7) + LimInfjoint7;        
ADDUZIONE-ABDUZIONE DELL'INDICE = joint 7 in iCub 
 m_out_CPG_finger1=(m_outm1/2)*(LimSupjoint12 - LimInf) + LimInf;   
 FLESSO-ESTENSIONE 2 DELL'INDICE = joint 12 in iCub    
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