Objective: Sleep apnea is a chronic respiratory disorder and its standard assessment requires full night in-laboratory polysomnography (PSG). However, PSG is expensive, time-consuming, and inconvenient. Thus, there is a need to monitor sleep apnea with more convenient wearable devices. The objective of this study was to implement deep learning algorithms to monitor sleep apnea severity based on respiratory movements that can be easily recorded over the trachea. Methods: Adult individuals referred to the sleep laboratory at the Toronto Rehabilitation Institute for overnight sleep studies were included (N=69). Simultaneously with the PSG, an accelerometer was attached to the participant's suprasternal notch to record tracheal respiratory movements. Twenty-one features were extracted from the tracheal movements and used in a deep learning classifier to detect respiratory events. The apnea hypopnea index (AHI) was estimated as the number of events per hour of sleep. Results: The F1 score of the event-by-event detection algorithm was between 12% and 71% for different groups of sleep apnea severity. There was a strong correlation between the estimated and the PSG-derived AHI (r=0.86, p < 0.0001). Using the AHI cut-off of 15, the sensitivity, specificity, and accuracy of diagnosing sleep apnea were 81%, 87%, and 84%, respectively. Conclusion: A combination of advanced machine learning algorithms and respiratory-related movements can accurately estimate sleep apnea severity and detect respiratory events during sleep. Significance: The proposed method can be implemented as a cost-effective and reliable wearable device for monitoring sleep apnea in the home and community.
I. INTRODUCTION
Sleep apnea is a common respiratory disorder that is estimated to affect 4.8% and 14.5% of the adult population (aged 30-69 years) in Canada and the USA respectively [1] . Sleep apnea occurs due to the intermittent complete (apnea) or partial (hypopnea) cessations of breathing during sleep. Apneas are defined as >90% reduction in airflow or thoracoabdominal motion, lasting more than 10 seconds [2] . Hypopneas are characterized as >30% reduction in airflow lasting more than 10 seconds and associated with a minimum 3%
The associate editor coordinating the review of this manuscript and approving it for publication was Anandakumar Haldorai. reduction in oxygen desaturation or an arousal from sleep [2] . Apneas or hypopneas are categorized based on anomalies in anatomical and neurochemical control of upper airway and/or respiratory musculature; 1) central events are caused by reduction or cessation of brain stem respiratory motor output; 2) obstructive events are caused by partial or complete collapse of pharyngeal airway; 3) mixed events are caused by a combination of central and obstructive events [3] . Sleep apnea increases the risk of heart disease by 3 fold, stroke by 4 fold, and car accidents by 2-7 fold [4]- [7] . Sleep apnea severity is assessed by the Apnea Hypopnea Index (AHI), which is the number of apneas and hypopneas per hour of sleep. An AHI of 0-5 is categorized as normal, 5-15 as mild, 15-30 as moderate, and more than 30 as severe [8] . Currently, the gold standard to measure AHI is overnight polysomnography (PSG) performed in a sleep laboratory [9] . However, PSG is inconvenient [10] , expensive, and timeconsuming [11] . Consequently, about 85% of the population with sleep apnea remain undiagnosed [12] . Furthermore, with PSG, AHI is measured for a single night and in an unfamiliar and inconvenient environment of sleep laboratory, therefore, PSG may not be a reliable representative of sleep apnea severity [13] . Therefore, it is necessary to develop portable, convenient, robust, and cost-effective technologies for frequent monitoring of sleep apnea at home and community.
Previous portable sleep apnea monitoring methods used peripheral arterial tonometry (PAT) [14] - [17] , nasal airflow [18] - [24] , blood oxygen saturation [15] , [16] , [25] - [28] , and breathing sounds [29] - [31] . However, in none of these studies, they reported the accuracy for detecting every event. Moreover, the majority of these studies reported their outcome on the training dataset and not on the test dataset which challenges the robustness of their algorithms and how they can be translated to other datasets.
Previously, we have developed a convenient wearable device for assessing respiration over the suprasternal notch. This device has a microphone and an accelerometer that can capture the sounds and movements caused by inspiration and expiration. The suprasternal notch is an excellent recording site as it is very close to the pharynx, it represents pharyngeal movement due to respiration, and is close to the site of pharyngeal obstruction. Previous studies have shown that respiratory-related sounds and movements can be recorded conveniently using microphones [30] , [32] - [35] , accelerometers [36] - [39] , and pressure sensors [31] over the suprasternal notch. However, previous accelerometer-based studies are proof of concepts and none of them have validated the performance of their methods to find individual respiratory events from full night recordings in different sleep postures or to estimate sleep apnea severity.
In this paper, our objective was to develop a method to estimate sleep apnea severity using respiratory-related movements recorded over suprasternal notch, which we will call tracheal movement. To accomplish that, first, we extracted several morphological features from respiratory-related movements recorded using an accelerometer, then trained a deep learning classifier to detect respiratory events, and additionally estimated the AHI.
II. METHODS

A. STUDY PARTICIPANTS AND PROTOCOL
Adults aged between 18 to 85 years old who were referred to the sleep laboratory at the Toronto Rehabilitation Institute for an overnight diagnostic sleep study were recruited. Individuals who were allergic to medical tapes were excluded. The protocol was approved by the University Health Network Research Ethics Board. Participants were informed and asked to read and sign the consent form before participation in the study. 
B. DATA COLLECTION
Individuals underwent one-night full PSG for sleep apnea diagnosis. The chest and abdominal movements were monitored by respiratory inductance plethysmography, airflow by nasal pressure cannula, and peripheral oxyhemoglobin saturation (SpO2) by pulse oximetry. Standard techniques and criteria were used to score the sleep stages, apneas, hypopneas, and arousals according to the American Academy of Sleep Medicine criteria [40] .
Simultaneously with PSG, tracheal movements were recorded using a wearable device developed by our laboratory called the Patch (Figure 1 ). It has a 3D accelerometer with a sampling rate of 60 Hz. The Patch was attached to the subject's suprasternal notch with double-sided tape and further secured using clinical tape. Neck and respiratory movements were recorded in X, Y, and Z dimensions, where the Z direction is perpendicular to the neck and transverse plane. Digitized accelerometer data was stored on an onboard microSD card and was later transferred to a computer for analysis. To synchronize the PATCH with PSG, we used a custom hardware that sends synchronization pulses to PSG every 10 minutes. Figure 2 shows airflow, chest and abdominal movement, and Y-axis of the tracheal movement signals during central and obstructive sleep apnea.
C. DATA ANALYSES 1) FEATURE EXTRACTION
Recorded tracheal movements were filtered using a bandpass filter with cut-off frequencies of 0.1 Hz and 25 Hz. The cutoff frequency of 0.1 Hz was selected to remove the effect of baseline drift from movement signals. The cut-off frequency of 25 Hz was selected to preserve high-frequency vibrations caused by snoring. Seven morphological features from each movement axis (x, y, and z) were extracted using a sliding window of 10 seconds with a 9 seconds overlap [41] . We selected the sliding window of 10 seconds as the average duration of each breath is 3 seconds and at least three breaths were happening within each window. 1) Tracheal movement: the average amount of tracheal movement from inhalation to its following exhalation. 2) Breathing duty cycle: the average duration of breaths within the sliding window. 3) Inspiratory duty cycle: the average ratio of inspiratory duration to the breathing duration. 4) Area under inspiration curve: the average of the area under the inspiratory signal. 5) Signal slope: the average slope of the signal during inspiration. 6) Area under breath: the average area under the whole breath. 7) Signal Drop: the distance between the minimum movement value of the current window and the maximum movement value of the previous non-overlapping window.
In segments of 150 seconds, we used an adaptive normalization technique [42] to remove the effects of postural swings from extracted features ( Figure 3 ).
2) CLASSIFICATION
We previously analyzed different window lengths and different deep-learning architectures for event-by-event classification [41] . In this study, we developed a supervised deep learning classifier and optimized the hyper-parameters to increase the accuracy of the model. To train the classifier, participants were randomly divided into the test, validation, and train datasets using two loops of 5-fold cross-validation.
In the outer 5-fold cross-validation loop, participants were divided into test and training folds. The inner 5-fold crossvalidation loop is used to extract validation dataset from the training dataset. Validation dataset was used to select the optimal set of network weights and to tune model hyperparameters during the training process. Finally, test folds were used to evaluate the model performance on unseen participants. The input feature signals and labels were segmented using a sliding window of 20 seconds with 19 seconds overlap. The 11th label of each windowed segment was selected as the true label for the windowed segment. Each segmented window with its assigned label was fed into the deep learning classifier. The output of the classifier for each windowed segment is the probability of that segment being part of a respiratory event.
3) DEEP LEARNING ARCHITECTURE
Previous studies have shown that using convolutional and recurrent neural networks can provide promising results from time series signals [43] , [44] . In this study, we constructed a deep learning classifier using a combination of convolutional neural network, Long Short-Term Memory (LSTM) layer, and fully connected layer.
Convolutional neural networks (CNN): CNNs can learn data specific representations and extract robust features [45] . In our architecture, we used four layers of 1-dimensional CNN in order to learn and extract features from our time series data. To keep the temporal order of the input signal, we selected causal (dilated) padding. In each layer of CNN architecture, we convolved the data using a kernel size of four with a stride of one to extract 64 features. We initialized the weights matrix with He normal initializer. In order to speed up the training process, each CNN layer was followed by batch normalization. For the non-linearity, we used the ReLu activation function. To prevent overfitting, we introduced dropout with a probability of 0.5 on the outputs of the second and fourth CNN layers. In our model, the output of the CNN network is a compact latent representation of the input signal preserving temporal dependencies.
Long Short-Term Memory (LSTM): In order to encode relative information of measurements across time, the extracted latent representations of each segmented window of the signal VOLUME 8, 2020 were fed into a many-to-one LSTM layer [46] . LSTM is one of the recurrent neural network architectures which uses input, output, and remember/forget gates to control the flow of information. LSTM remembers relevant information over time and was used in temporal data analysis. The LSTM layer in our proposed model had 128 hidden units and generated 128 hidden states and 128 output states for every time step. We used Glorot's normal initializer to initialize the kernel weights matrix for the LSTM layer. For the non-linearity, we used tanh activation functions. Finally, we introduced dropout with a probability of 0.5 on the outputs of the LSTM layer.
Fully Connected Network: The values of the hidden units of LSTM's final outputs were fed to the fully connected layer with sigmoid activation function to calculate event probability. The classifier model was implemented using the Keras python deep learning library version 2.2.4 with TensorFlow GPU backend version 1.12.0 and CUDA 9.1. Our model was trained on ubuntu 16.04 with Intel Core i7 processor with one GTX 1080 GPU with 8GB of GRAM.
4) HYPERPARAMETER TUNING AND TRAINING THE CLASSIFIER
Network parameters were optimized using the binary crossentropy loss function with the RMSProp optimizer with a decaying learning rate of 0.00005. We used the grid search to find the best combination of the hyperparameters. The Generalization performance of the model was validated using nested 5-fold cross-validation. At each fold, best weights were selected by maximizing the F1-score over the validation dataset. To prevent overfitting, early stopping was used to monitor the validation loss. If the validation loss did not improve for 50 epochs, training was stopped. Table 1 shows the details of the proposed architecture and the network hyperparameters.
5) AHI ESTIMATION
To classify the events, the optimal classification probability threshold was calculated using precision recall curve. The threshold that resulted in the highest value of the F1 score on the validation dataset was selected. The calculated threshold was then applied to the probability array of each individual test subject to get the classification outputs representing event or not event. Classified respiratory events shorter than 10 seconds were discarded. Finally, the AHI for each subject was estimated by dividing the number of detected events by the total recording time of the PATCH in hours.
D. VALIDATION AND STATISTICAL ANALYSES
The morphological features extracted from respiratoryrelated movements during normal breathing and respiratory events were compared using the paired t-test. To assess the performance of the AHI estimation algorithm, we calculated the F1 score, sensitivity, specificity, and accuracy for commonly used clinical AHI cut-offs of 5, 15, and 30 events/hour [8] . In this work, an AHI ≥ 15 is considered as the diagnostic cut-off. To assess the agreement between estimated AHI and the one derived from PSG, we used Pearson or Spearman's correlation coefficient (based on normality of the data), as well as the Bland-Altman test of agreement.
To assess the performance of the event-by-event classifier, subjects were grouped into four classes based on their AHI values. In each group, the overlaps between PSG-based events and detected events were investigated to find true positives. If an event was missed it was considered as a false negative. Conversely, if our algorithm detected an event when there was no event based on PSG, it was counted as false positive. Finally, we calculated precision, recall, and the F1 score to assess the performance of the deep learning classifier in supine, lateral, and overall (supine + lateral) postures. We used the Kruskal-Wallis one-way analysis of variance to compare the F1 values of the event detection between supine and lateral positions in each AHI group. 
III. RESULTS
A. SUBJECT DEMOGRAPHICS
A total of 80 participants were recruited for this study. The recordings of 11 participants were excluded from this study because of synchronization issues between the PATCH and PSG. The remaining subjects (N=69) had an average age of 52.1 ± 16.0 years, BMI of 29.5 ± 6.3 kg/m2, and sleep efficiency of 76.7 ± 16.3%. Subjects had a wide range of sleep apnea severity with AHI of 0.6 to 146.0 events/hour. The average duration of the PATCH recording time was 6:29 ± 0:45 (hours:minutes). Table 2 shows the demographics of the subjects and their sleep structure.
B. FEATURE ANALYSES
As shown in Figure 4 , inspiratory duty cycle was significantly larger during events compared to normal breathing (−0.03 ± 0.04 vs. 0.00 ± 0.00, p < 0.001). All the other features were significantly smaller during events compared to normal breathing as for: tracheal movement (−0.25 ± 0.02 vs. 0.03 ± 0.01, p < 0.001), signal drop (−0.03 ± 0.03 vs. 0.00 ± 0.01, p < 0.001), inspiratory duty cycle (0.06 ± 0.03 vs. −0.01 ± 0.01, p < 0.001), area under inspiration curve (−0.16 ± 0.03 vs. 0.02 ± 0.00, p < 0.001), signal slope (−0.10 ± 0.02 vs. 0.01 ± 0.00, p < 0.001), area under breath (−0.14 ± 0.03 vs. 0.01 ± 0.00, p < 0.001). Table 3 summarizes the overall event-by-event detection performance metrics in each AHI group. The overall F1 value increased from 0.12 for healthy subjects to 0.71 for severe subjects. In no sleep apnea group, 56.5% of the respiratory events happened in the supine position and the remaining happened in lateral. The percentage of the events in the supine position are 78.4%, 58.6%, and 42.5% for mild, moderate, and severe groups respectively. There is no significant difference in the performance of the event detection algorithm between supine and lateral postures in normal, moderate, and severe sleep apnea groups. Figure 5 shows the comparison of F1 values for event detection in supine and lateral sleeping postures. Figure 6 illustrates event detection examples in a subject with AHI < 5 (Figure 6a ) and in a subject with AHI ≥ 30 (Figure 6b ).
C. RESULTS OF EVENT-BY-EVENT CLASSIFIER
D. COMPARISON OF AHI BETWEEN PROPOSED ALGORITHM AND SIMULTANEOUS PSG
The correlation between estimated AHI and PSG-derived AHI was 0.86 with p < 0.0001 (Figure 7a ). Bland-Altman limits of agreement were −25.5 to 28.9 (mean=1.7, Figure 7b ). For AHI cut-off thresholds of 5, 15, and 30 AHI estimation accuracies were 78%, 84%, and 88% respectively ( Table 4 ).
IV. DISCUSSION
In this study, we have shown the feasibility of using respiratory-related tracheal movements to find respiratory events and to estimate the severity of sleep apnea. The main findings of this study are (1) accelerometer-based morphological features change significantly from normal breathing to respiratory events; (2) deep learning classifier can be trained to detect respiratory events from the extracted features and to estimate AHI with high accuracy.
The morphological features that we extracted from the movement signals can be used to assess the breathing patterns during normal breathing and respiratory events. Features such as tracheal movement and signal drop are expected to decrease during the apnea or hypopnea. Also, the average signal slope is expected to decrease during respiratory events due to a decrease in respiratory flow. During shallow breathing and hypopnea, the inspiratory duty cycle increases to compensate for the reduction in airflow and to increase the overall tidal volume [2] . The average area under the inspiration and whole breathing signal are expected to decrease during the event because of the drop in the airflow.
This study was the first to monitor sleep apnea severity based on tracheal movements. Morillo et al. proposed a method to analyze respiratory, cardiac, and snoring components measured by an accelerometer fixed on the subject's suprasternal notch [36] . Although they showed the respiratory-related characteristics could be successfully derived from tracheal movements, they did not report the results of sleep apnea monitoring. Besides, they recorded respiratory signals only in the supine position. In another study, Dehkordi et al. developed an algorithm to detect sleep apnea using an accelerometer fixed on the subject's suprasternal notch [37] . They analyzed respiratory tracheal movements in three body positions (supine, prone and left side) and three breathing types (deep, normal, and shallow). However, they only recorded data in awake participants who were simulating breathing patterns of obstructive apneas and hypopneas.
Another important feature of our proposed method was to detect individual respiratory events and to report the event-by-event detection results. Almost none of the previous portable monitoring devices have reported event detection performance and just presented overall AHI estimation. Since our data was imbalanced and there were more normal breathing segments than respiratory event segments, we selected precision and recall metrics to assess the performance of the classifier. Recall is the percentage of apneas or hypopneas that our model was able to detect, and precision is the percentage of detected events that were true events. We also calculated the F1 score as a surrogate accuracy metric for imbalanced datasets. The proposed event detection algorithm was able to accurately detect apneas and hypopneas in different body postures. In normal, moderate, and severe sleep apnea groups, there was no difference in the performance of the event detection algorithm between supine and lateral postures ( Figure 5 ). However, in the mild sleep apnea group, the event detection results were better during supine posture compared to the lateral posture. This could be due to the fact that in mild sleep apnea, 78.4% of events happened in supine posture and there were few events in the lateral position. Therefore, the F1 value was very sensitive to any false negatives or false positives.
The proposed method had high precision for event detection because we utilized deep learning model. The model incorporated the feature extraction benefits of convolutional neural networks as well as temporal encoding of recurrent neural networks, which boosted the event detection precision. The event detection precision was higher in subjects with severe sleep apnea. For healthy subjects or those with mild sleep apnea, there are a few numbers of respiratory events that make the data highly imbalanced and any small error in the number of true positives and false negatives will largely affect precision and recall values.
The estimated AHI values in this study had a strong correlation with PSG-derived AHI values. Previously, we published the proof of concept for using deep learning and the accelerometer data for sleep apnea screening [41] . However, that study was validated on 20 subjects and only the correlation between the estimated AHI and PSG-based AHI were reported. In the current study, we evolved the deep learning architecture, validated our method on a larger clinical cohort (n=69), presented in-depth analyses of the features, estimated AHI, and reported the results of event detection which is unique to this study.
This study has some limitations. First, we estimated the AHI according to the total recording time of the Patch and not total sleep time. Therefore, we may have underestimated the AHI value. Future studies are required to detect sleep and wakefulness periods based on the tracheal movement and improve sleep apnea detection. Second, our classifier model was trained to classify the respiratory-related movements into event or non-event classes, and it does not distinguish between central, obstructive, and mixed apneas or hypopneas. While this does not affect the outcome of this study to estimate the AHI, providing detailed information about the type of respiratory events can help physicians to tailor the treatment options. Finally, this study was performed in a controlled sleep laboratory and future studies should be validated in home settings.
V. CONCLUSION
In this study, we have proposed a series of features to quantify changes in the tracheal movement associated with respiratory events. We developed a novel approach using deep learning classifier to detect respiratory events from respiratory-related movement signals and to estimate the AHI. Our proposed method based on accelerometer and deep learning can be implemented as a cost-effective, convenient, and reliable wearable device for home-based sleep apnea monitoring. The technology has the potential to address the under-diagnosis problem of sleep apnea. 
