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Abstract The Exact QuantumQuery model is the least explored query model,
and almost all of the functions for which non-trivial query algorithms ex-
ist are symmetric in nature. In this paper we first explore the Maiorana-
McFarland(MM) type Bent functions, defined on all even n variables. The
(classical) Deterministic Query Complexity (D(f)) of all functions in this class
is n. In this regard we construct an n2 + ⌈n8 ⌉ query family of exact quantum
algorithms that are not parity decision trees to evaluate a subclass of MM
type Bent functions consisting of Ω(22
⌊n
4
⌋
) non-PNP equivalent functions. Al-
though we achieve better query complexity than any known parity decision
tree technique, we cannot prove optimality of these algorithms. Next we mod-
ify our techniques to apply it to a class of Ω(2
√
n
2 ) non symmetric Boolean
functions that we design based on Direct Sum Constructions. We show that
in this case the algorithms designed by us require ⌊ 3n4 ⌋ queries and our fam-
ily of algorithms is optimal, outperforming any possible parity decision tree
technique. To the best of our knowledge, this is the first family of algorithms
beyond parity for a general class of non-symmetric functions.
Keywords Query Complexity · Maiorana-McFarland Construction · Exact
Quantum Query Algorithm · Non Symmetric Functions
1 Introduction
The Query model is a model of computation in which a function is evaluated
by an algorithm, either with certainty or with some probability by a classical
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or a quantum computer such that the inputs to the function can only be
accessed by making queries to an oracle. The complexity of an algorithm in
this model is decided by the maximum number of queries it makes to an
oracle to calculate the output for any input. This model is very interesting as
many important Quantum algorithms, such as the Grover’s search algorithm
[9] and Shor’s algorithm [13] are set up in this setting. Moreover, studying
the classical-quantum separation in the complexities of different functions in
this model is of theoretical interest. In this paper we concentrate on Total
Boolean functions, which are functions of the type f : Fn2 → F2, defined on all
points in Fn2 . Boolean functions are the most widely studied class of functions
in the query model. Boolean functions are also of huge importance in the fields
of cryptography and coding theory. We refer to Boolean functions simply as
functions from here on.
The query model can be defined for deterministic and probabilistic classi-
cal computational models, as well as the bounded error quantum and exact
quantum model. Out of these models, the Exact Quantum Query complexity
model is perhaps the least explored. Algorithms showing separations between
the classical deterministic model and the exact quantum query model has been
formulated for very few classes of functions. In the exact quantum query model,
a Boolean function f needs to be evaluated correctly for all possible inputs.
The class of functions for which classical-quantum separation is known, and
more importantly, for which we have exact quantum algorithms which out-
perform the classical algorithms are far and few. Mostly the exact quantum
query algorithms that exist use the same method of calculating of parity of
two input bits in one query, as mentioned in the work by Ambainis et.al [2] as
“However, the techniques for designing exact quantum algorithms are
rudimentary compared to the bounded error setting. Other than the
well known ‘XOR’ trick constructing a quantum algorithm from a
classical decision tree that is allowed to ‘query’ the XOR of any two
bits there are few alternate approaches.”
Even in this case, there is no generalized method for constructing parity
decision trees that exhibit deterministic-exact quantum advantage for a given
class of functions. The most striking result in this area is the example of
super-linear separation between in deterministic classical and exact quantum
models, shown in [1]. The work by Barnum et.al [4] is also very important,
defining a semidefinite programming formulation for finding out the exact
quantum query complexity of a given function and also an algorithm to achieve
the corresponding the complexity. The few general classes of functions for
which this separation is known and corresponding algorithms are described
are mostly all symmetric in nature. We present the previously known results
in this area along with our result in Table 1. It should be noted here that the
class of all symmetric functions is a comparatively small class, consisting of
only 2n+1 functions for any n. In this regard, the two main problems of interest
in this domain are to obtain other classes with super-linear advantage between
the deterministic classical and exact quantum algorithms, and designing new
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quantum algorithms that can achieve classical-quantum advantage for different
functions.
Function Ref.
Complexity of
Exact Quantum
Query Algorithm
Total
functions
covered for n
Provably
Optimal?
Exactnk [3] max{k, n− k}
n+ 1
(one for
each value of k )
yes
Thresholdnk [3] max{k, n− k + 1}
n+ 1
(one for
each value of k )
yes
Exactnk,l [2] max{n− k, l}+ 1
(
n
2
)
(one for
each {k, l} pair)
For most
cases
A subclass of
MM type
Bent functions
our
work
⌈ 5n8 ⌉ Ω((2⌊
n
4
⌋!)222
⌊n
4
⌋
) No
The class –
pdsp
our
work
⌊ 3n4 ⌋ Ω(
√
2
√
n) yes
Table 1: Advantage achieved by Query Algorithms
In this paper, we approach the second problem.We first explore the Maiorana-
McFarland (MM) class of Boolean functions [5]. This is class of functions with
diverse diverse cryptographic and coding theoretic applications [12]. We con-
centrate on the MM type Bent functions, simply referring to it as MM Bent
functions. The functions on n = 2k variables with maximum nonlinearity are
called Bent functions [7]. We know that for all MM Bent functions the deter-
ministic query complexity is n and there exists a parity decision tree based
method that can evaluate any function in this class with ⌈ 3n4 ⌉ queries [11].
We have used the semidefinite programming formulation of [4] to check if this
bound is tight. This indeed turns out to be the case for n = 4, where the
exact quantum query complexity of any MM Bent function is 3. However,
when looking at the functions on 6 variables, we found that some of the MM
Bent functions have Exact quantum query complexity of 4, which is one less
than the complexity of the parity decision tree method. This motivated us
to explore alternate techniques that could match this bound. Before moving
forward, we define the following notations that we use in the paper.
Definition 1 For any Boolean function f , we denote by Qalgo(f) the exact
quantum query algorithm designed in this paper to evaluate the function.
The query complexity of the algorithm is denoted with QCalgo(f). We call an
algorithm Qalgo(f) optimal if we have QCalgo(f) = QE(f).
We now lay down the main contributions of our work in this direction.
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1.1 Contribution
We design a family of query algorithms that exactly evaluates a subclass of
the MM Bent functions using only n2 + ⌈n8 ⌉ queries, as opposed to the known
parity decision tree technique that requires ⌈ 3n4 ⌉ queries. While this algorithm
is optimal for n = 6, we are unable to prove its optimality in the general case
and whether there exists a parity decision tree technique that can evaluate
this function with same query complexity.
We then develop another family of exact quantum query algorithms based
on the same techniques to evaluate a class of Boolean functions constructed
with Direct Sum constructions for which we are able to prove that they have
a relatively high parity decision tree complexity (D2⊕(f)). We show that the
algorithm designed for these functions has lower query complexity than any
parity decision tree. We show that for any n there are Ω
(
2
√
n
2
)
functions
that are not PNP equivalent to each other with QE(f) = ⌊ 3n4 ⌋ such that our
family of exact quantum query algorithms are optimal for these functions while
outperforming any parity decision tree.
Unlike the parity decision tree method, our family of algorithms attempt
to use constructive interference of the superposition states in a more intricate
manner. We reiterate the differences between the parity decision tree method
and Qalgo in the Remarks 1 and 3. This is also one of the first non-parity algo-
rithms for non-symmetric functions, and it is optimal for a class of functions
comparable to the size of all symmetric functions
(
Ω
(
2
√
n
2
))
and provides
some advantage for a class which is exponentially larger than the class of all
symmetric functions, providing advantage for (2⌊
n
4
⌋!)(2⌈
n
4
⌉!)22
⌊n
4
⌋
functions for
all n, which consists of super-exponential in ⌊n4 ⌋.
The algorithms Qalgo(f) designed by us are built around the observation
that we can deterministically untangle two qubits by making a single query to
the oracle. Specifically, given a state of the form 1√
2
(|xa〉 |0〉 |xb〉+ |xc〉 |0〉 |xd〉)
as a state in the query algorithm, it can be converted to the state
(−1)α 1√
2
(|xb〉 |0〉 |xd〉+ |xb〉 |0〉 |xd〉)
by making a single query to the oracle, which we show in Lemma 2 of Section 4.
Remark 1 The parity decision tree method is essentially a classical technique,
which incorporates the quantum ability of evaluating the parity of two bits
using a single query. On the other hand Qalgo forms two superposition states
at the start and progresses by evolving these two states at parallel, obtaining
phases corresponding to different monomials of the function, which entangles
the system. Finally the two superposition states, are merged by un-entangling
the system, with two qubits being untangled using each further query.
We now draw out the structure of the rest of the paper.
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1.2 Organization
In Section 2 we first describe the deterministic classical (which we simply
refer to as deterministic) and the exact quantum query complexity models
and the workspace of the algorithms in these models. Next in Section 2.2
we describe the Maiorana-McFarland construction of Boolean functions and
the subclass called the MM Bent functions, which is our focus in this paper.
Specifically, we build our algorithm around the identity permutation, which
we describe in detail. We also note down the deterministic query complexity
of the functions and mention a simple parity based algorithm described in
[11] that requires ⌈ 3n4 ⌉ queries. We also note down a lower bound on parity
decision tree complexity(D2⊕(f)) described in [6] that we use to show instances
of QCalgo(f) < D
2
⊕(f). We end the section by describing some classes of
unitary operations that we use in our algorithm.
We start Section 3 by re-describing our observations for the MM Bent
functions of 4 and 6 variables using the semidefinite programming formulation
described in [4]. We observe that the Exact Quantum Query Complexity of
MM Bent functions on 4 variables is 3, same as achieved by the parity method.
However, for n = 6 we observe that the parity method requires 5 queries,
whereas the exact quantum query complexity of the functions are 4. This
motivates us to explore other possibilities. The rest of the section describes
the foundation of our algorithm for n = 4 and how it evaluates a subclass of
MM Bent functions on 6 variables using 4 queries. We only concentrate on a
subclass of functions with identity permutation in this section.
In Section 4 we extend our algorithm for general even n, forming an algo-
rithm that exactly evaluates a subclass of MM Bent functions with identity
permutation on n variables using n2 +⌈n8 ⌉ queries. Finally we merge the classi-
cal decision tree techniques with our algorithm to obtain the same complexity
algorithm (n2 + ⌈n8 ⌉) for a much larger subclass of MM Bent functions, us-
ing concatenated permutations defined on smaller subspaces. Next we form
a class of functions for odd values of n using Bent concatenation method on
MM Bent functions of n−1 variables, for which our technique requires a query
complexity of ⌈ 5n8 ⌉+ 1. Finally we count the number of functions covered for
which this algorithm works, and find that this technique in fact works for su-
per exponential in ⌊n4 ⌋ functions that are not PNP-equivalent [10] with each
other.
In Section 5 we concentrate on the Direct Sum constructions and design a
class of functions that we denote as “ perfect direct sum with product (pdsp)”.
We obtain the parity decision tree query complexity of these functions using [6].
We then design an optimal ⌊ 3n4 ⌋ query algorithm that optimally evaluates
Ω
(
2
√
n
2
)
functions in this class such that no parity decision tree technique can
be optimal for this method. This proves both the efficiency and the usability
of the techniques that we have constructed to form these algorithms.
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We conclude the paper in Section 6 with a discussion on where we stand
in terms of forming exact quantum query algorithms and the immediate chal-
lenges that we face in this domain.
2 Preliminaries
2.1 The Query Models
In the query model a function is evaluated with the restriction that the inputs
to the functions can only be accessed using queries to an oracle, which functions
like a Black-box. In this paper we discuss the deterministic query and the exact
quantum query models.
Deterministic Query complexity and Decision Tree
The minimum number of queries needed by a deterministic algorithm to eval-
uate a function f on n variable correctly at all input points is called the de-
terministic query complexity of a function (D(f)). In the classical model, cor-
responding to a function on n variables an oracle takes a value i ∈ {1, 2, . . . n}
as input and outputs the value of xi for any input. A deterministic query algo-
rithm can also be viewed as a binary decision tree which is traversed from the
root to evaluate a function for any input. Each node is a query made to some
variable xi, and depending on its value, one of its children node is visited. The
algorithm terminates when a leaf node is reached, which contains 0 or 1, which
is the output at that point.
Quantum Query Algorithms and Exact Quantum Query Complexity
The set-up for a Quantum Query algorithm in relation to Boolean functions
is as follows. Given a Boolean function on n influencing variables, a Quantum
Query Algorithm for evaluating the function is defined on the Hilbert space
H = Ha ⊗Hq ⊗Hw.
– Here Ha represents an n qubit register that contains the input to the
function. The inputs stored in the input register can only be accessed using
the oracle Ox, which operates on H
a ⊗Hq.
– The Hilbert space Hq is n + 1 dimensional, and can be indexed with the
basis states |0〉 |1〉 , |2〉 , . . . |n〉. This space is used to make queries to the
oracle and we call this the query register Qn.
– The Hilbert space Hw is used as the working memory and has no restric-
tions. We define Hw to be formed of some w qubits, where the basis states
of a qubit is |0〉 and |1〉
Therefore a Quantum Query Algorithm corresponding to a function f with
n influencing variables is essentially a circuit defined on the Hilbert space H of
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n+⌈log(n+1)⌉+w qubits with the restriction that the n qubits corresponding
to the input register can only be accessed through an oracle.
Now we define the functioning of the oracle. The oracle Ox works on the
space Ha ⊗Hq in the following way.
1 ≤ i ≤ n : Ox |x〉 |i〉 |w〉 = (−1)xi |x〉 |i〉 |w〉
i = 0 : Ox |x〉 |0〉 |w〉 = |x〉 |0〉 |w〉
Since the input register is not used by any other operation, and the oracle Ox
does not change its state, we describe our algorithm on Hq⊗Hw, and describe
the working of the oracle as Ox |i〉 = (−1)xi |i〉 , 1 ≤ i ≤ n and Ox |0〉 = |0〉.
Therefore a Quantum Query Algorithm can be expressed as a series of
Unitary operations applied on the query register and the working memory
qubits, along with using the oracle. An algorithm that uses the oracle k times
can be expressed as a series of unitaries Uo, U1, . . . Uk applied on H
q ⊗ Hw
with an oracle access between each Ui and Ui+1, 0 ≤ i ≤ k − 1. The algo-
rithm starts with the state |ψ〉 = |0〉 |0〉 . . . |0〉 and finally reaches the state
UkOxUk−1 . . . U1OxU0 |ψ〉, on which some measurement is done and the out-
put is decided depending on some predefined condition on the result.
An exact quantum query algorithm is one which evaluates a function cor-
rectly for any input. The Exact Quantum Query complexity (QE) of a function
is the least possible number of queries an exact quantum query algorithm needs
to make at most to evaluate the function in any point.
2.2 Maiorana-McFarland Constructions
The Maiorana-McFarland construction is a very important cryptographic class
of Boolean functions. This construction is characterized as follows.
Definition 2 For any two positive integers n1 and n2 with n1 + n2 = n, An
MM Boolean function on Fn2 is defined as
f(xˆ, x˜) = φ(xˆ) · x˜⊕ g(xˆ)
where the subspaces are xˆ ∈ Fn12 , x˜ ∈ Fn22 , g is any Boolean function defined
on Fn12 and φ is a map of the form φ : F
n1
2 → Fn22 .
Here a · b is the dot product of two n2 dimensional vectors, defined as
a · b = a1b1 ⊕ a2b2 . . . an2bn2 .
If we set n1 = n2 and restrict φ to be a bijective map, then all resultant
Boolean functions are Bent functions, which are functions with highest non-
linearity for any even n [7]. We denote the class of MM Bent functions on n
variables as Bn. In this case φ is a permutation φ : F
n
2
2 → F
n
2
2 .
In this paper we define the MM Bent functions f(x) on n = 2k variables,
where f(x) = f(x1, x2, . . . xn), xi ∈ {0, 1}. The subspaces are defined as xˆ =
{x1, x2, . . . , xk} and x˜ = {xk+1, xk+2, . . . , x2k}. If the permutation is defined
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as the identity permutation such that φ(a) = a, ∀a ∈ Fk2 then the resultant
Boolean functions are of the form
( k⊕
i=1
xixk+i
)⊕ g(xˆ). Additionally if g is the
constant 0 function, then we denote the function as
f idn (x) =
k⊕
i=1
xixk+i.
For example, f id4 = x1x3 ⊕ x2x4.
We now note down the following results from [11] in relation to the query
complexity of MM type Bent functions.
Theorem 1 ([11])
– For any MM type Bent function on n variables, we have D(f) = n.
– The Exact Quantum Query complexity of any MM type Bent function f
on n variables is bounded as n2 ≤ QE(f) ≤ ⌈ 3n4 ⌉.
– For all such functions, an algorithm can be designed which only uses the
parity method and evaluates the function using ⌈ 3n4 ⌉ queries.
2.3 General Parity Decision Tree Complexity
We first define the general parity decision tree. A general parity decision tree is
a decision tree in which the queries made in each node are of the form
⊕
i∈S xi
where S ⊆ [n] ([n] = {i}ni=1). If we restrict |S| ≤ 2 then this represents
the parity decision tree. Given a function f the general parity decision tree
complexity (D⊕(f)) is defined as the minimum depth such a tree must have
to evaluate f correctly for all possible inputs. As the parity decision tree is a
restricted version of general parity decision tree, we have D2⊕(f) ≥ D⊕(f).
D⊕(f) was showed to be lower bounded by granularity of any function
with respect to its Fourier coefficients by the work in [6]. We use this result
to obtain separation between D2⊕(f) and QCalgo(f) for certain functions. We
now define the notion of granularity and the result.
Definition 3 [6]
– We consider a Boolean function f(x), x = (x1, x2, . . . , xn).
1. For a set S ⊆ [n] the Fourier Character at S is defined as χS(x) =
∏
i∈S
(−1)xi
2. For a function f on n variables its Fourier coefficient on the S ⊆ [n] is
denoted as fˆ(S) =
∑
x∈{0,1}n
(
(−1)f(x)χS(x)
)
2n
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3. The granularity of a rational number t is defined as gran(f) = k where k
is the smallest power of two such that t× k is an integer.
Having noted the notations used in [6], we now note down the main result.
Theorem 2 [6]
The general parity complexity of a Boolean function f on n variables is
lower bounded by D⊕(f) ≥ granm(f)+1 where granm(f) = max
S⊆[n]
gran(fˆ(S)).
We use this bound to show in Section 5 that Qalgo indeed performs better
than parity for many classes of functions, which we define as direct sum of two
functions.
2.4 Some Unitary Matrices
Here we define some generalized unitary transformations and their correspond-
ing matrix structure. We use these classes of transformations to build our
algorithm. We use the same notation for the unitary operations and the cor-
responding matrix, and the matrix of an n dimensional operation is indexed
from (0, 0) to (n− 1, n− 1).
Pni :
This is a permutation matrix that works on the n + 1 dimensional query
register. The transformation applied by this matrix is |1〉 → |i〉 and |i〉 → |1〉.
That is it transforms the state |1〉 to |i〉 and vice versa.
The corresponding matrix has
1. Pni (j, j) = 1 if j 6= i
2. Pni (i, 1) = 1
3. Pni (1, i) = 1
4. Pni (j, k) = 0 otherwise.
Parni,j :
This matrix calculates the parity of two phases in a n+1 dimensional register
after an oracle is applied in the following way.
1√
2
(
(−1)a |i〉+ (−1)b |j〉
)
Parni,j−−−→ (−1)a |a⊕ b〉 .
where The corresponding matrix is defined as follows.
1. Parni,j(0, i) =
1√
2
2. Parni,j(0, j) =
1√
2
3. Parni,j(1, i) =
1√
2
4. Parni,j(1, j) = − 1√2
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Any unitary matrix that fulfills these constraints can perform the stated
operation. A general construction method would be to first put in the con-
straint values in an empty matrix, and then select the smallest column number
that is not i or j. If that column number is k, put Parni,j(k, 0) = 1. Then put
Parni,j(k + 1, 1) = 1, unless k + 1 is i or j, in that case we skip the column and
put Parni,j(k + 2, 1) = 1 and so on.
Sni,j :
This operation is also defined on an n+1 dimensional register. It only performs
the transformation |0〉 S
n
i,j−−→ 1√
2
(|i〉+ |j〉).
The corresponding matrix can fairly simply be defined as Sni,j =
(
Parni,j
)∗
.
Below are examples of the matrices corresponding to operations of type Pni ,
Parni,j and S
n
i,j.
P43 =

1 0 0 0 0
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
0 0 0 0 1
 Par41,3 =

0 1√
2
0 1√
2
0
0 1√
2
0 − 1√
2
0
1 0 0 0 0
0 0 1 0 0
0 0 0 0 1
 S40,1 =

1√
2
1√
2
0 0 0
1√
2
− 1√
2
0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

To avoid confusion, it should be noted that in a Quantum Computer built
with qubits, a unitary operator working on z qubits is has a dimension of 2z.
In the following remark we state how a general n dimensional register can be
implemented in such a setup.
Remark 2 To implement an unitary operator U on an n+ 1 dimensional reg-
ister, it would require ⌈log(n+ 1)⌉ qubits and thus the corresponding unitary
matrix U ′ being applied on these qubits would actually be 2⌈log(n+1)⌉ dimen-
sional. The matrix U ′ can be formed by adding 2⌈log(n+1)⌉ − (n+1) rows and
columns to U , such that entries in the rows and columns corresponding to the
basis states |i〉 , i ∈ {n+ 1, . . . , ⌈log(n+ 1)⌉ − 1} would simply be U ′(i, i) = 1.
For example, given the matrix P22, the matrix P
2
2
′
that would be implemented
in a 2⌈log(3+1)⌉ = 4 dimensional system built of 2 qubits is as follows:
P22 =
1 0 00 0 1
0 1 0
 P22′ =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

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C0U and C1U :
The algorithm we design uses unitary matrices that are controlled on the
state of a work qubit w1. At each step we apply a set of unitaries controlled
on w1 = |0〉 and another set controlled on w1 = |1〉. Given any unitary U , we
denote by C0U the operation that is U controlled on w1 = |0〉. We use the
notation C1U to denote the operation that is U controlled on w1 = |1〉. It is
easy to see that if U is a unitary operation, then so is C0U and C1U .
CNOTab
This operation is the Controlled-NOT operation from register a to register
b, with register a as control and register b as target. Here either one of the
registers is the query register, or else both the registers are work qubits. Let
us suppose register a is the query register, then the transformation will be
denoted by
– |1〉a |0〉b → |1〉a |1〉b
– |1〉a |1〉b → |1〉a |0〉b
If both the registers are qubits, then it works as the conventional C-NOT
operation. If a and b are both qubits, then it is a 4 dimensional unitary oper-
ation, otherwise it is a 2(n+ 1) dimensional operation.
swap(a, b)
This operation is simply defined as swap(a, b) = CNOTab CNOT
b
a CNOT
a
b, and
swaps the value of two registers a and b, with dimensions d1 and d2, so that
it is defined on the computational basis states |i〉 ⊗ |j〉 : i, j ≤ min(d1, d2).
3 MM Bent Functions on 4 and 6 variables
We have noted in Theorem 1 that we can construct an exact quantum query
algorithm to evaluate any MMBent function f on n variables with ⌈ 3n4 ⌉ queries
using the parity decision tree technique. This method utilizes the definition of
the MM construction. However, given that we only know QE(f) ≥ n2 , this does
not rule out the possibility of an algorithm with lesser query complexity. To
verify the tightness of the upper bound due to the parity method, we obtained
the exact quantum query complexity of the functions f id4 (x) = x1x3 ⊕ x2x4
and f id6 = x1x4 ⊕ x2x5 ⊕ x3x6 using the semidefinite programming method
of [4], utilizing the CVX package of Matlab [8]. It is worth mentioning here
that the default solvers of CVX couldn’t accurately solve the semidefinite
program for n = 6, and we had to use a commercial solver called ’Mosek’. The
parity method requires 3 and 5 queries for f id4 and f
id
6 respectively. For f
id
4 the
exact quantum query complexity of the function indeed matched that value.
However, we found QE(f
id
6 ) = 4, which is lower than the query complexity
12 Chandra Sekhar Mukherjee, Subhamoy Maitra
of the parity method and could not formulate any other parity based method
that reached the query complexity of 4.
In this direction, we first describe an alternate algorithm with query com-
plexity 3 for f id4 . Then we show how this algorithm can be extended to match
the exact quantum query complexity of f id6 . Finally we extend it first for the
general f idn function in the next section, before extending the general method
for MM Bent function classes with other permutations.
3.1 Alternate Quantum Algorithm for f id4
We Define the algorithm for n = 4 on the Hilbert space Q4 ⊗ w1 ⊗ w2 where
w1 and w2 are two qubits used as working memory. The motivation of the
algorithm is as follows.
The algorithm starts in the state |0〉 |0〉 |0〉 .We apply a Hadamard on w1 to
get 1√
2
{|0〉 |0〉 |0〉+ |0〉 |1〉 |0〉}. Then we evolve these two superposition states
independently using operations controlled by the state of w1 and finally use
interference to get the output of the function in the qubit w1.
At first we apply C0S
4
0,1 ( S
4
0,1 controlled by w1 = |0〉) and C1S40,2 ( S40,2
controlled by w1 = |1〉) to form the state
1√
2
{( |0〉+ |1〉√
2
) |0〉 |0〉+ ( |0〉+ |2〉√
2
) |1〉 |0〉}.
Next we apply the oracle to get the state
1√
2
{( |0〉+ (−1)
x1 |1〉√
2
) |0〉 |0〉+ ( |0〉+ (−1)
x2 |2〉√
2
) |1〉 |0〉}.
We then apply C0Par
4
0,1 and C1Par
4
0,2 to form
1√
2
{|x1〉 |0〉 |0〉 + |x2〉 |1〉 |0〉}.
Next we obtain the phases (−1)x3 and (−1)x4 depending on whether x1 and
x2 are 1, respectively. To do this we apply the operations C0P
4
3 and C1P
4
4. Then
we apply the oracle and the permutation operations again. That is, if x1 = 1
then the state with w1 = |0〉 evolves to 1√2 |3〉 |0〉 |0〉 and then the oracle and
the reverse permutation brings it to 1√
2
(−1)x1 |x1〉 |0〉 |0〉. Otherwise the query
register remains in the state |0〉, and the oracle and the permutation doesn’t
change its state. The same happens for the state with w1 = |1〉, with x1 and
|3〉 replaced with x2 and |4〉, respectively. Thus the resultant state is
1√
2
{(−1)x1x3 |x1〉 |0〉 |0〉+ (−1)x2x4 |x2〉 |1〉 |0〉}.
Observe that the system is entangled at this stage if x1 6= x2. We swap the
values of w2 and Q4 to get the state
1√
2
{(−1)x1x3 |0〉 |0〉 |x1〉+ (−1)x2x4 |0〉 |1〉 |x2〉}.
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Then apply an unconditional S41,2 on Q4. The state evolves to
1√
2
{(−1)x1x3 1√
2
( |2〉+ |1〉 ) |0〉 |x1〉+ (−1)x2x4 1√
2
( |2〉+ |1〉 ) |1〉 |x2〉}.
Applying the Oracle for the third time and then Par42,1 leads us to
1√
2
{(−1)x1x3(−1)x2 |x2 ⊕ x1〉 |0〉 |x1〉+ (−1)x2x4(−1)x2 |x2 ⊕ x1〉 |1〉 |x2〉}
=
(−1)x2√
2
{(−1)x1x3 |x2 ⊕ x1〉 |0〉 |x1〉+ (−1)x2x4 |x2 ⊕ x1〉 |1〉 |x2〉}
We now perform the controlled-controlled-NOT operation C0CNOT
Q4
w2
, which
forms
(−1)x2√
2
{(−1)x1x3 |x2 ⊕ x1〉 |0〉 |x2〉+ (−1)x2x4 |x2 ⊕ x1〉 |1〉 |x2〉}
=(−1)x2 |x1 ⊕ x2〉
((−1)x1x3 |0〉+ (−1)x2x4 |1〉√
2
)
|x2〉
Applying a Hadamard gate on the qubit w1 gives us the state
(−1)x2+x1x3 |x1 ⊕ x2〉
(
|x1x3 ⊕ x2x4〉
)
|x2〉
which implies that the qubit w1 holds the value of f(x), and measuring w1
in the computational basis will give us the value of the function for the given
input.
3.2 Optimal Query Algorithm for f id6 and some other functions in B6
We can observe from Theorem 1 that the parity decision tree method gives us
a 5-query exact quantum algorithm for any MM Bent function on 6 variables.
Here we use the methodology formulated for n = 4 to first form an algorithm
that evaluates f id6 (x) = x1x4 ⊕ x2x5 ⊕ x3x6 exactly using 4 queries, which is
optimal.
The first two queries in this case are identical to the case for 4, but here
we query x1, x4 and x2, x5 in the first two queries. The state after the first two
queries is
1√
2
{
(−1)x1x4 |0〉 |0〉 |x1〉+ (−1)x2x5 |0〉 |1〉 |x2〉
}
.
At this stage we need to acquire the phase (−1)x3x6 as well as un-entangle
the system to get the final output. To achieve this we first apply the unitaries
C0S
6
1,2 and C1S
6
0,3 which transforms the system to
1√
2
{
(−1)x1x4 1√
2
( |1〉+ |2〉 ) |0〉 |x1〉+ (−1)x2x5 1√
2
( |0〉+ |3〉 ) |1〉 |x2〉}.
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We apply on the oracle on this state which then forms
1√
2
{
(−1)x1x4
(
(−1)x1 |1〉+ (−1)x2 |2〉√
2
)
|0〉 |x1〉
+(−1)x2x5
( |0〉+ (−1)x3 |3〉√
2
)
|1〉 |x2〉
}
.
The next operations are C0Par
6
1,2 and C1Par
6
0,3, leading to
1√
2
{
(−1)x1x4(−1)x1
(
|x1 ⊕ x2〉
)
|0〉 |x1〉+ (−1)x2x5
(
|x3〉
)
|1〉 |x2〉
}
.
We now look at the evolution of the two states corresponding to the value of
w1. We individually point out the unitary operations, the effect of the fourth
(and final) query and the unitary operation done after that.
w1 = |1〉:
The corresponding state is (−1)x2x5 |x3〉 |1〉 |x2〉. We apply C1P66, then the
oracle acts on it and then C1P
6
6 is applied again. The corresponding state is
(−1)x2x5(−1)x3x6 |x3〉 |1〉 |x2〉 = (−1)x2x5+x3x6 |x3〉 |1〉 |x2〉 .
This is the final transformation done on this state. Now we observe the state
corresponding to w1 = |0〉.
w1 = |0〉:
After the third query, this is in the state 1√
2
(−1)x1x4(−1)x1 |x2 ⊕ x1〉 |0〉 |x1〉.
We first apply the controlled-controlled-NOT operation C0CNOT
Q6
w2
, fol-
lowed by C0CNOT
w2
Q6
. This forms the state 1√
2
(−1)x1x4(−1)x1 |x1〉 |0〉 |x2〉 .
We finally perform C0U4 where U4 is the following operation.
U4 =

0 0 1 0 0 0 0
1√
2
1√
2
0 0 0 0 0
0 0 0 1 0 0 0
1√
2
− 1√
2
0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

The transformation due to U4 takes |0〉 state of the query register to
1√
2
(|1〉 + |3〉) and takes |1〉 to 1√
2
(|1〉 − |3〉). Applying C0Par61,2 post the ap-
plication of oracle takes the query register to the state (−1)x1 |x1 ⊕ x3〉 and
(−1)x1 |x1 ⊕ x3 ⊕ 1〉, respectively. Recall that if the query register in the state
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1√
2
{|i〉+(−1)α |j〉} then the oracle returns 1√
2
{((−1)xi |i〉+(−1)xj+α |j〉}. Ap-
plying Parni,j we get (−1)xi |xi ⊕ xj ⊕α〉 as state of the query register. Now
we observe the evolution of the system due to this unitary.
1√
2
(−1)x1x4(−1)x1 |x1〉 |0〉 |x2〉
C0U4−−−→ 1√
2
{
(−1)x1x4(−1)x1 1√
2
(|1〉+ (−1)x1 |3〉) |0〉 |0〉}
Ox−−→ 1√
2
{
(−1)x1x4(−1)x1 1√
2
((−1)x1 |1〉+ (−1)x1+x3 |3〉) |0〉 |0〉}
=
1√
2
{
(−1)x1x4(−1)2x1 1√
2
(|1〉+ (−1)x3 |3〉) |0〉 |0〉}
C0Par
6
1,3−−−−−→ 1√
2
(−1)x1x4 |x3〉 |0〉 |x2〉 .
Therefore the complete system is in the state
1√
2
{
(−1)x1x4 |x3〉 |0〉 |x2〉+ (−1)x2x5+x3x6 |x3〉 |1〉 |x2〉
}
.
Which can be written as |x3〉
(
1√
2
{(−1)x1x4 |0〉+ (−1)x2x5+x3x6 |1〉
)
|x2〉 .
Operating a Hadamard gate on the qubit w1 gives us the state
(−1)x1x4 |x3〉 |x1x4 ⊕ x2x5 ⊕ x3x6〉 |x2〉 .
and thus the second qubit contains the value of the function at that point.
This algorithm also gives us the value of x3 and x2 in query register and
the third qubit. This also implies this algorithm can also evaluate any function
x1x4 ⊕ x2x5 ⊕ x3x6 ⊕ g(x2, x3) where g is any Boolean function with x2 and
x3 as influencing variables. This gives us an optimal 4 query exact quantum
algorithm for all functions in B6 of the type f
id
6 ⊕ g(xi, xj), xi, xj ∈ xˆ which
outperforms the parity decision tree method. We now extend this algorithm
for the general case of f idn .
4 Extending for general n
We first extend our techniques to build an exact quantum algorithm for evalu-
ating f idn (x) =
⊕n
2
i=1
(
xixn
2
+i
)
that requires n2 + ⌈n8 ⌉ = ⌈ 5n8 ⌉ queries. We then
observe that the same algorithm in fact evaluates a much larger class of func-
tions in Bn, although the permutation is still identity permutation. Finally we
show how this algorithm can be modified to evaluate functions in Bn beyond
the identity permutation.
The workspace of the algorithm consists ofQn and l+1 qubits. In this paper
we denote the basis states of the query register with |0〉0 , |1〉0 , . . . , |n〉0. The
qubits are denoted by w1 through wl+1. We denote the computational basis
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states of the i-th work qubit by |0〉i and |1〉i. Thus we describe this system
with the basis states
|a0〉0
t⊗
i=1
|ai〉i , a0 ∈ {0, 1, . . . , n}, ai ∈ {0, 1} ∀i ∈ {1, . . . , l+ 1}.
For the functions f idn we need l+ 1 qubits as working memory where l = ⌊n4 ⌋.
The algorithm for f id6 consisted of calculating the phase corresponding to the
monomials xix3+i in the ANF at parallel using two superposition state and
then constructively interfering the two states to obtain the final result. In the
general case the algorithm is built of repeated applications of these same two
steps, which we describe in the next two lemmas. First we describe the phase
obtaining method corresponding to the monomials when evaluating f idn .
Lemma 1 Corresponding to a query algorithm for a function on n = 2k
variables with l = ⌊n4 ⌋, the state |ψi〉 can be transformed to the state |ψi+1〉 by
making two queries to the oracle for 0 ≤ i < l where the state |ψi〉 is defined
as
|ψi〉 = 1√
2
(−1)
∑
i
j=1 xjxk+j |0〉0 |0〉1
i⊗
j=1
|xj〉j+1
l+1⊗
j=i+2
|0〉j
+
1√
2
(−1)
∑
i
j=1
xl+jxl+k+j |0〉0 |1〉1
i⊗
j=1
|xl+j〉j+1
l⊗
j=i+1
|0〉j+1
Proof We define a protocol acq(i) which functions as follows. We first apply
the unitaries C0S
n
0,i+1 and C1S
n
0,l+i+1 on |ψ〉i. This transforms the system to
1√
2
(
(−1)
∑i
j=1
xjxk+j
) |0〉0 + |i+1〉0
2
|0〉1 |x1〉2 . . . |xi〉i+1 |0〉i+2 . . . |0〉l+1
+
1√
2
(
(−1)
∑i
j=1
xl+jxl+k+j
) |0〉0 + |l+ i+1〉0
2
|1〉1 |xl+1〉2
. . . |xl+i〉i+1 |0〉i+2 . . . |0〉l+1 .
We apply the oracle on this state, forming
1√
2
(
(−1)
∑i
j=1
xjxk+j
) |0〉0 + (−1)xi+1 |i+ 1〉0
2
|0〉1 |x1〉2
. . . |xi〉i+1 |0〉i+2 . . . |0〉l+1
+
1√
2
(
(−1)
∑i
j=1
xl+jxl+k+j
) |0〉0 + (−1)xl+i+1 |l+ i+ 1〉0
2
|1〉1 |xl+1〉2
. . . |xl+i〉i+1 |0〉i+2 . . . |0〉l+1 .
The next unitaries are C0Par
n
0,i+1 and C1Par
n
0,l+i+1, which forms the state
1√
2
(−1)
∑i
j=1
xjxk+j |xi+1〉0 |0〉1 |x1〉2 . . . |xi〉i+1 |0〉i+2 . . . |0〉l
+
1√
2
(−1)
∑i
j=1
xl+jxl+k+j |xl+i+1〉0 |1〉1 |xl+1〉2 . . . |xl+i〉i+1 |0〉i+2 . . . |0〉l+1 .
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We then use the permutation matrices C0P
n
k+i+1 and C1P
n
l+k+i+1, then make
a query to the oracle, and use the permutation matrices with the same controls.
The resultant state is then
1√
2
(−1)
∑i
j=1
xjxk+j(−1)xi+1xk+i+1 |xi+1〉0 |0〉1 |x1〉2 . . . |xi〉i+1 |0〉i+2 . . . |0〉l+1
+
1√
2
(−1)
∑i
j=1
xl+jxl+k+j(−1)xi+l+1xl+k+i+1 |xl+i+1〉0 |1〉1 |xl+1〉2 . . . |xl+i〉i+1
|0〉i+2 . . . |0〉l+1 .
=
1√
2
(−1)
∑i+1
j=1
xjxk+j |xi+1〉0 |0〉1 |x1〉2 . . . |xi〉i+1 |0〉i+2 . . . |0〉l+1
+
1√
2
(−1)
∑i+1
j=1
xl+jxl+k+j |xl+i+1〉0 |1〉1 |xl+1〉2 . . . |xl+i〉i+1 |0〉i+2 . . . |0〉l+1 .
Finally we swap the values of the query register and the i+2-th work qubit
which is i the |0〉 state in both superposition state. Which results in the state
1√
2
(−1)
∑i+1
j=1
xjxk+j |0〉0 |0〉1
i+1⊗
j=1
|xj〉j+1
l+1⊗
j=i+2
|0〉j1
+
1√
2
(−1)
∑i+1
j=1
xl+jxl+k+j |0〉0 |1〉1
i+1⊗
j=1
|xl+j〉j+1
l⊗
j=i+2
|0〉j+1
= |ψi+1〉
Therefore we get |ψi〉 acq(i)−−−→ |ψi+1〉 and this completes the proof.
⊓⊔
We now start describing the algorithm for evaluating f idn assuming n ≡ 0
mod 4 ( then l = ⌊n4 ⌋ = n4 ). We start with the state
|ψ〉0 =
1√
2
( |0〉0 |0〉1 l⊗
j=1
|0〉j+1 + |0〉0 |1〉1
l⊗
j=1
|0〉j+1
)
We then apply acq(i), 0 ≤ i < l described in Lemma 1. transforming the
system to the state
|ψ〉l =
1√
2
(−1)
∑
l
j=1 xjxk+j |0〉0 |0〉1
l⊗
j=1
|xj〉j+1
+
1√
2
(−1)
∑
l
j=1 xl+jxl+k+j |0〉0 |1〉1
l⊗
j=1
|xl+j〉j+1
At this point, we have used n2 queries and have obtained all the required
phases needed to evaluate the function’s value for the corresponding input.
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However, the system at this point is entangled if any of the qubits wi is in
different state in the two states. We now construct the next building block
of the algorithm, which is built to bring two qubits in the two superposition
states (one with w1 = |0〉 and the other with w1 = |1〉 to the same state using
a single query. This method of untangling two qubits with one query is the
foundational step of algorithm. Since there are n4 qubits containing values of
different variables in |ψ〉n
4
, this process needs to be applied ⌈n8 ⌉ times to get the
desired result and un-entangle the system. We now describe this methodology.
Lemma 2 Let a quantum query algorithm be in the state
|γ〉 = 1√
2
( |xa〉0 |0〉1 |xb〉2 |W1〉+ |xc〉0 |1〉1 |xd〉2 |W2〉 )
Here xa, xb, xc and xd are inputs to a function corresponding to an oracle.
Then this state can be transformed to
|γ′〉 = (−1)xb 1√
2
( |xb〉0 |0〉1 |xd〉2 |W1〉+ |xb〉0 |1〉1 |xd〉2 |W2〉 )
using a single query to the oracle. Here |W1〉 and |W2〉 represent any two
arbitrary m-qubit states.
Proof We again define a protocol, untangle which enables the defined trans-
formation by making a single query to the oracle.
We first define the unitaries U1 and U2 that act on Qn. The structure
of untangle is as follows. First C0U1 and C1U2 are applied, followed by the
oracle Ox and then C0Par
n
a,d and C1Par
n
b,c. That is, we define untangle =(
C0Par
n
a,d C1Par
n
b,c Ox C0U1 C1U2
)
and show that |γ〉 untangle−−−−−→ |γ′〉.
We denote |xa〉0 |0〉1 |xb〉2 |W1〉 = |γ1〉 and |xc〉0 |1〉1 |xd〉2 |W2〉 = |γ2〉.Then
|γ〉 = 1√
2
(|γ1〉+ |γ2〉) Let us now observe the evolution of the two states
|xa〉0 |0〉1 |xb〉2 and |xc〉0 |1〉1 |xd〉2 individually, depending on the state of the
w1.
We start with the case when w1 = |0〉. U1 can be looked as the composition
of two operations U10 and U11. U10 and U20 acts on the register Qn depending
on if w2 = |0〉 or |1〉, i.e. xb = 0 or xb = 1 respectively. That is U10 and U20 are
operators acting on Hq⊗H2. Therefore at any point, only one of the unitaries
actually perform their transformations, depending on the value of xb. These
transformations are defined as follows.
U10:
1. |0〉0 → 1√2 (|a〉0 + |d〉0)
2. |1〉0 → 1√2 (− |a〉0 + |d〉0)
U11:
1. |0〉0 → 1√2 (− |a〉0 + |d〉0)
2. |1〉0 → 1√2 (|a〉0 + |d〉0)
That is,
– |xa〉0
U10−−→ 1√
2
((−1)xa |a〉0 + |d〉0)
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– |xa〉0
U11−−→ 1√
2
((−1)xa+1 |a〉0 + |d〉0)
The oracle is then applied on C0U10C0U11 |γ1〉, followed by the Unitary
Operation C0Par
n
a,d. We now observe the state
(
C0Par
n
a,dOxC0U10C0U11
) |γ1〉,
depending on the value of x2 and compare the resultant state with
(−1)xb( |xb ⊕ xd〉0) |0〉1 |xb〉2 .
We tabulate the comparisons for both xb = 0 and xb = 1 in Table 2. The
transformations C0U10,C0U11, Ox and C0Par
n
a,d only act on the query register,
depending on the values of the qubits w1 and w2, which remain unaltered
throughout. Therefore we only show the evolution of the query register.
xb = 0 :
xa C0U10 |γ1〉 OxC0U10 |γ1〉 C0Par
n
a,d
OxC0U10 |γ1〉 |β〉
0
1√
2
|a〉
0
+ 1√
2
|d〉
0
1√
2
(−1)xa |a〉
0
+ 1√
2
(−1)xd |d〉
0
(−1)xa |xa ⊕ xd〉0
= |xd〉0
|xd〉0
1
− 1√
2
|a〉0
+ 1√
2
|d〉
0
1√
2
(−1)xa+1 |a〉0
+ 1√
2
(−1)xd |d〉
0
(−1)xa+1 |xa ⊕ xd ⊕ 1〉0
= |xd〉0
|xd〉0
xb = 1 :
xa C0U11 |γ1〉 OxC0U11 |γ1〉 C0Parna,dOxC0U11 |γ1〉 |β〉
0
− 1√
2
|a〉0
+ 1√
2
|d〉
0
1√
2
(−1)xa+1 |a〉0
+ 1√
2
(−1)xd |d〉
0
(−1)xa+1 |xa ⊕ xd ⊕ 1〉0
= − |xd ⊕ 1〉0
−|xd ⊕ 1〉0
1
1√
2
|a〉
0
+ 1√
2
|d〉
0
1√
2
(−1)xa |a〉
0
+ 1√
2
(−1)xd |d〉
0
(−1)xa |xa ⊕ xd〉0
= − |xd ⊕ 1〉0
−|xd ⊕ 1〉0
Table 2: Evolution of |γ1〉 and comparison with |β〉 = (−1)xb |xb ⊕ xd〉0
Therefore in all the cases the state post these transformations is
(−1)xb |xb ⊕ xd〉0 |0〉1 |xb〉2 .
Now we describe the evolution of the state |xc〉0 |1〉1 |xd〉2. As in the pre-
vious case, we apply an unitary C1U2 and then the state queries to the oracle,
which is followed by C1Par
n
b,c. We define U2 as the composition of two unitary
operators defined on Hq ⊗H2, U20 and U21. Similar to U10 and U11, these are
operators that transform the query register depending on w2 = |0〉 and |1〉,
respectively. The transformations due to U20 and U21 are as follows.
U20:
1. |0〉0 → 1√2 (|b〉0 + |c〉0)
2. |1〉0 → 1√2 (|b〉0 − |c〉0)
U21:
1. |0〉0 → 1√2 (|b〉0 − |c〉0)
2. |1〉0 → 1√2 (|b〉0 + |c〉0)
That is
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– |xc〉0
U20−−→ 1√
2
(|b〉0 + (−1)xc |c〉0)
– |xc〉0
U21−−→ 1√
2
(|b〉0 + (−1)xc+1 |c〉0)
The oracle is applied on C1U21C1U20 |γ2〉 and on the resultant state,
OxC1U21C1U20 |γ2〉 we apply C1Parnb,c. We observe the evolution for all possible
{xb, xc, xd} tuples and compare the final state with (−1)xb |xb ⊕ xd〉0 |1〉1 |xd〉2.
We again list solely the evolution of the query register in Table 3, as the other
registers remain unchanged.
xd C1U21C1U20 |γ2〉 OxC1U21C1U20 |γ1〉
C1Par
n
b,c
Ox
C1U21C1U20 |γ2〉
|β〉
0
1√
2
|b〉
0
+(−1)xc 1√
2
|c〉0
1√
2
(−1)xb |b〉
0
+ 1√
2
(−1)2xc |c〉0
(−1)xb |xb〉0 (−1)
xb |xb〉0
1
1√
2
|b〉
0
+(−1)xc+1 1√
2
|c〉
0
1√
2
(−1)xb |b〉
0
+ 1√
2
(−1)2xc+1 |c〉
0
(−1)xb |xb ⊕ 1〉0 (−1)
xb |xb ⊕ 1〉0
Table 3: Evolution of |γ2〉 and comparison with |β〉 = (−1)xb |xb ⊕ xd〉0
Therefore in all the cases the state post these transformations is
(−1)xb |xb ⊕ xd〉0 |0〉0 |xd〉1 .
We now look at the collective effect of the transformations C0U1, C1U2, Ox,
C0Par
n
a,d and C1Par
n
b,c. The state at start was
1√
2
( |xa〉0 |0〉1 |xb〉2 |W1〉+ |xc〉0 |1〉1 |xd〉2 |W2〉 ).
The state after these operations are applied is
1√
2
(
(−1)xb |xb ⊕ xd〉0 |0〉1 |xb〉2 |W1〉+ (−1)xb |xb ⊕ xd〉0 |1〉1 |xd〉2 |W2〉
)
.
We now apply the operations C0CNOT
Qn
w2
followed by CNOTw2Qn , which evolves
the system to the state (−1)xb 1√
2
( |xb〉0 |0〉1 |xd〉2 |W1〉+|xb〉0 |1〉1 |xd〉2 |W2〉 ).
and this completes the step. This also shows that for this method the qubit
w2 can be swapped with any other work qubit, and the method is indifferent
towards its choice.
⊓⊔
Recall that the state of the system after n2 queries is in the state
|ψ〉n
4
=
1√
2
(−1)
(∑n
4
j=1
xjxn
2
+j
)
|0〉0 |0〉1 |x1〉2 |x2〉3 . . . |xn4 〉n
4
+1
+
1√
2
(−1)
(∑n
4
j=1
xn
4
+jx 3n
4
+j
)
|0〉0 |1〉1 |xn4 +1〉2 |xn4 +2〉3 . . . |xn2 〉n
4
+1
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We define f1(x) =
(⊕⌊n
4
⌋
j=1 xjxn2 +j
)
and f2(x) =
(⊕⌊n
4
⌋
j=1 x⌊n4 ⌋+jx⌊ 3n4 ⌋+j
)
, and
thus f idn (x) = f1(x)⊕ f2(x) when n ≡ 0 mod 4. Therefore,
|ψ〉n
4
=
1√
2
(−1)f1(x) |0〉0 |0〉1 ⌊
n
4
⌋⊗
j=1
|xj〉j+1 + (−1)f2(x) |0〉0 |1〉1
l⊗
j=1
∣∣∣x⌊n
4
⌋+j
〉
j+1
 .
(1)
We have the acquired the value of f1 and f2 as local phases. At this stage we
use the protocol untangle defined in Lemma 2 iteratively to un-entangle the
state. We define this protocol in a generic manner so that it can be used for
other states as well.
Lemma 3 Corresponding to a quantum query algorithm defined on the vari-
ables x = (x1, x2, . . . , xn), where n = 2k, s ≤ k and k1 = ⌊ s2⌋ the state
|β0〉 = 1√
2
(−1)f1(x) |0〉0 |0〉1 s⊗
i=1
|xri〉i+1 + (−1)f2(x) |0〉0 |1〉1
s⊗
j=1
|xrs+j 〉j+1

can be evolved to the state |βf 〉 using the protocol untanglesn where
1. If 2 | s :
|βf 〉 = (−1)g′(x) |0〉0 |f1(x)⊕ f2(x)〉1
⊗k1
i=1(|xr2i 〉i+1 |xrs+2i〉i+2)
2. If 2 ∤ s :
|βf 〉 = (−1)g′′(x) |xrs〉0 |f1(x)⊕ f2(x)〉1
(⊗k1
i=1(|xr2i〉i+1
∣∣xrs+2i〉i+2)) |xr2s〉s+1
by making ⌈ s2⌉ queries to the oracle Ox.
Proof For simplicity of notations we assume ri = i ∀i, without loss of gen-
erality. The protocol works for any ordering of the variables by replacing the
index j in the proof with the appropriate permutation rj .
We first describe the transformation untangle(i − 1) that transforms the
state |βi−1〉 to |βi〉 where
|βi〉 = (−1)
gi(x)
√
2
(−1)f1(x) |0〉0 |0〉1
 i⊗
j=1
|x2j〉2j |xk+2j〉2j+1
 s⊗
l=2i+1
|xl〉l+1
+ (−1)f2(x) |0〉0 |1〉1
 i⊗
j=1
|x2j〉2j |xk+2j〉2j+1
 s⊗
l=2i+1
|xs+l〉l+1
 .
Here gi is any arbitrary Boolean function, and does not affect the algorithm
as it is a global phase. This can be achieved by the serial application of the
following transformation in the given order: swap(Qn, w2i+1) swap(w2, w2i+2)
untangle2 swap(w2, w2i+2) swap(Qn, w2i+1)
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The corresponding transformation is as follows
|βi−1〉 swap(Qn,w2i+1)−−−−−−−−−−→ swap(w2,w2i+2)−−−−−−−−−−→ untangle−−−−−→ swap(w2,w2i+2)−−−−−−−−−−→ swap(Qn,w2i+1)−−−−−−−−−−→
(−1)gi(x)+x2i√
2
(
(−1)f1(x) |0〉0 |0〉1 |x2〉2 |xk+2〉3
 i−1⊗
j=2
|x2j〉2j |xk+2j〉2j+1

|x2i〉2i+1 |xk+2i〉2i+2 ⊗sl=2i+1 |xl〉l+1+
(−1)f2(x) |0〉0 |1〉1 |x2〉2 |xk+2〉3
 i−1⊗
j=2
|x2j〉2j |xk+2j〉2j+1

|x2i〉2i+1 |xk+2i〉2i+2 ⊗sl=2i+1 |xk+l〉l+1
)
= |βi〉 .
We start with the state |β0〉 and apply untangle(i), 0 ≤ i ≤ k1 − 1, bringing
the system to |βk1〉. Now we look into the two cases individually based on
divisibility of s by 2.
2 | s :In this case we have 2 + 2k1 = s and the system is in the state
(−1)gk(x)√
2
(
(−1)f1(x) |0〉0 |0〉1
(
⊗k1j=1 |x2j〉2j |xs+2j〉2j+1
)
+(−1)f2(x) |0〉)0 |1〉1
(
⊗k1j=1 |x2j〉2j |xs+2j〉2j+1
))
=(−1)gk(x) |0〉0
(
(−1)f1(x) |0〉1 + (−1)f2(x) |1〉1
)
√
2
(
⊗k1j=1 |x2j〉2j |xk+2j〉2j+1
)
At this stage applying a Hadamard gate on w1 yields the state
(−1)gk(x)+f1(x) |0〉0 |f1(x)⊕ f2(x)〉1
k1⊗
i=1
(|x2i〉i+1 |xk+2i〉i+2).
2 ∤ s :In this case we 2 + 2k1 = s− 1 and the system is in the state
(−1)gk(x)√
2
(
(−1)f1(x) |0〉0 |0〉1
(
⊗k1j=1 |x2j〉2j |xk+2j〉2j+1
)
|xs〉s+1
+(−1)f2(x) |0〉0 |1〉1
(
⊗k1j=1 |x2j〉2j |xk+2j〉2j+1
)
|x2s〉s+1
)
Thus all but one qubit is untangled at this stage. We copy the value of
ws+1 to Qn and then apply Lemma 2 to untangle the system using one more
query. This brings the system to the state
(−1)gk(x)+xs√
2
(
(−1)g(x) |xs〉0 |0〉1
(
⊗k1j=1 |x2j〉2j |xk+2j〉2j+1
)
|x2s〉s+1
+(−1)h(x) |xs〉 |1〉1
(
⊗k1j=1 |x2j〉2j |xk+2j〉2j+1
)
|x2s〉s+1
)
=(−1)g′k(x) |xs〉0
(
(−1)g(x) |0〉1 + (−1)h(x) |1〉1
)
√
2
(
⊗k1j=1 |x2j〉2j |xk+2j〉2j+1
)
|x2s〉s+1
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Again applying the Hadamard gate on w1 gives us the state
(−1)gk(x)+f1(x) |xs〉0 |f1(x)⊕ f2(x)〉1
 k1⊗
j=1
|x2j〉2j |xk+2j〉2j+1
 |x2s〉s+1
Therefore when n | s this protocol makes a total of s2 queries, and otherwise
it makes ⌊ s2⌋+ 1 queries. Thus in both cases this protocol makes ⌈ s2⌉ queries,
which completes the proof.
⊓⊔
We now directly apply the untanglesn protocol to the state |ψ〉n
4
as described
in Equation 1 as
|ψ〉n
4
=
1√
2
(−1)f1(x) |0〉0 |0〉1
n
4⊗
j=1
|xj〉j+1 + (−1)f2(x) |0〉0 |1〉1
n
4⊗
j=1
|xn
4
+j〉j+1
 .
Here |ψn
4
〉 can be described as the state |β0〉 described in Lemma 3 by
putting s = n4 and ri = i, 1 ≤ i ≤ n4 . Thus untanglesn takes ⌈
n
4
2 ⌉ = ⌈n8 ⌉ queries
and the system is in the state
(−1)g′(x) |0〉0
∣∣x1xn
2
+1 ⊕ x2xn
2
+2 . . .⊕ xn
2
xn
〉
1
|x2〉2 |xl+2〉3 . . . |xn2 〉n
4
+1
and measuring w1 in the computational state gives us the output.
In case of n ≡ 2 mod 4 the number of monomials is not even. and we have
f idn (x) = f1(x) ⊕ f2(x) ⊕ xn2 xn. Thus we acquire the phase related to ⌊n4 ⌋
monomials in the state with |w1〉 = 0 and for ⌈n4 ⌉ monomials in the state with
|w1〉 = 1. We apply acquire(i), 0 ≤ i ≤ ⌊ n4⌋, bringing the system to the state
1√
2
(−1)f1(x) |0〉0 |0〉1 ⌊
n
4
⌋⊗
j=1
|xj〉j+1 + (−1)f2(x) |0〉0 |1〉1
⌊n
4
⌋⊗
j=1
|x⌊n
4
⌋+j〉j+1
 .
Thus, the monomial xn
2
xn still needs to be evaluated. Then akin to the case
of f id6 we obtain the last monomial with the state containing |1〉1 using two
queries. The superposition state with |0〉1 is evolved in the same manner as
for f id6 , as the value of qubit |x1〉2 is transformed to |x⌊n4 ⌋+1〉2 and the query
register holds the value of xn
2
. Thus after ⌊n4 ⌋+2 queries the system is in the
state
(−1)g′(x)
 1√
2
(−1)f1(x) |xn
2
〉
0
|0〉1 |x⌊n4 ⌋+1〉2
⌊n
4
⌋⊗
j=2
|xj〉j+1
+
1√
2
(−1)f2(x)⊕xn2 xn |xn
2
〉
0
|1〉1 |x⌊n4 ⌋+1〉2
⌊n
4
⌋⊗
j=2
|x⌊n
4
⌋+j〉j+1

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Thus at this stage apart from w1, ⌈n4 ⌉ − 2 qubits have different variables
in the two superposition state. We swap the value of Qn and w2 with w⌊n
4
⌋
and w⌊n
4
⌋+1 and apply the untanglesn protocol (with s = ⌈n4 ⌉ − 2) and reverse
the swap operations. This protocol makes ⌈ ⌈n4 ⌉−22 ⌉ queries and the system is
in the state
(−1)g′(x) |xn
2
〉
0
|x1xn
2
+1 ⊕ x2xn
2
+2 . . .⊕ xn
2
xn〉1 |x⌊n4 ⌋+1〉2 |x3〉3 . . . |xn2 −1〉⌊n4 ⌋+1 .
This gives us the answer after making a total of 2⌊n4 ⌋+2+ ⌈
⌈n
4
⌉
2 ⌉− 1 = ⌈ 5n8 ⌉
queries to the oracle. Thus both in the case of n ≡ 0 mod 4 and n ≡ 2 mod 4
we require ⌈ 5n8 ⌉ queries to evaluate the function f idn exactly. We now sketch
out the working of the algorithm to present it as an abstract in Algorithm 1.
Algorithm 1: Algorithm to evaluate f idn (x)
1 Begin with the state |0〉0 |0〉1 . . . |0〉⌊n
4
⌋+1, consisting of the Query
register and ⌊n4 ⌋+ 1 work qubits wi, 1 ≤ i ≤ ⌊n4 ⌋+ 1.
2 Apply Hadamard on w1 to obtain |ψ〉0 = 1√2 |0〉0 |0〉1 . . . |0〉⌊n4 ⌋+1 +
1√
2
|0〉0 |1〉1 . . . |0〉⌊n
4
⌋+1.
3 Apply the methodology of Lemma 1 ⌊n4 ⌋ times, each taking two
queries, and which evolves the state to
|ψ〉⌊n
4
⌋ =
1√
2
(−1)
(∑⌊n
4
⌋
j=1 xjxn
2
+j
)
|0〉0 |0〉1 |x1〉2 . . . |x⌊n4 ⌋〉⌊n
4
⌋+1
+
1√
2
(−1)
(∑⌊n
4
⌋
j=1
x⌊n
4
⌋+jx⌊ 3n
4
⌋+j
)
|0〉0 |1〉1 |x⌊n4 ⌋+1〉2 . . . |xn2 〉⌊n4 ⌋+1
4 If n ≡ 2 mod 4, then apply the step of Lemma 1 to obtain xn
2
xn
using the superposition state with w1 = |1〉 using two queries. Paral-
lelly, evolve the state corresponding to w1 = |0〉 to change the query
register in that state to |xn
2
〉
0
and the qubit w2 to |x⌊n
4
⌋+1〉2. Thus
the state after 2⌊n4 ⌋+ 2 = n2 + 1 queries is
1√
2
(−1)
(∑⌊n
4
⌋
j=1
xixn
2
+j
)
|xn
2
〉
0
|0〉1 |x⌊n4 ⌋+1〉2 . . . |x⌊n4 ⌋〉⌊n
4
⌋+1
+
1√
2
(−1)
(∑⌈n
4
⌉
j=1
x⌊n
4
⌋+jx⌊ 3n
4
⌋+j
)
|xn
2
〉
0
|1〉1 |x⌊n4 ⌋+1〉2 . . . |xn2−1〉⌊n
4
⌋+1
5 Un-entangling the system: Apply untanglesn described in Lemma 3
where
[i] If n ≡ 0 mod 4 then s = n4 .
[ii] If n ≡ 2 mod 4 then s = ⌈n4 ⌉ − 2.
This method requires ⌈n8 ⌉ queries when n ≡ 0 mod 4 and ⌈
⌈n
4
⌉
2 ⌉ − 1
times when n ≡ 2 mod 4 to un-entangle the system.
6 Get the output by then measuring w1 in the computational basis.
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The above discussion, combined with the Lemma 1, Lemma 2, Lemma 3
and the description of Algorithm 1 can be summarized as the following theo-
rem.
Theorem 3 The function f idn can be evaluated by an exact quantum algorithm
that makes ⌈ 5n8 ⌉ queries to the oracle and uses ⌊n4 ⌋ + 1 qubits as working
memory.
This completes the description of the exact quantum algorithm that eval-
uates f idn using ⌈ 5n8 ⌉ queries. As we can observe, in case of n ≡ 0 mod 4
the qubits w2, w3, . . . w⌊n
4
⌋+1 are in the states x2, x⌊n
4
⌋+2, x4, x⌊n
4
⌋+2, . . . , xn
2
respectively. If n ≡ 2 mod 4 then the query register contains the variable xn
2
and the qubits contain the variables x⌊n
4
⌋+1, x2, x⌊n
4
⌋+2 so on. In both cases
value of ⌈n4 ⌉ input variables is obtained via these qubits. Therefore we can
also evaluate any function g depending on these variables without making any
more queries to the oracle, which we summarize in the following corollary.
Corollary 1 This algorithm can also be used to evaluate any MM type Bent
function with identity permutation and the function g having at most ⌈n4 ⌉
influencing variables.
4.1 Beyond the Identity Permutation
We have shown that our algorithm can evaluate the MM Bent functions of
type f idn ⊕ g(x′) where x′ is a subset of xˆ consisting of at most ⌈n4 ⌉ variables.
However, the techniques we have used are do not restrict the permutation
to be identity permutation. The algorithm works on dividing the variables
of xˆ into two (close to) equal disjoint sets and then calculating the value of
the corresponding points of x˜, depending on the permutation. In case of the
identity permutation, since the variable xn
2
+i ∈ x˜ depended solely on the value
of xi ∈ xˆ we could realize this procedure in a sequential manner. Therefore, as
long we have a permutation such that it can be expressed as the concatenation
of two permutations on n4 variables each, or more precisely concatenation of
permutations on ⌊n4 ⌋ and ⌈n4 ⌉ variables, we should be able to calculate the
influencing variables in x˜ corresponding to the values of the variables in xˆ
at parallel, and thus be able to evaluate the function with the same query
complexity of ⌈ 5n8 ⌉. We now concretize this relaxation in restraint and the
corresponding modifications needed in the algorithm.
Theorem 4 Let f be an MM Bent function f on n variables such that f =
φ(xˆ) · x˜⊕ g(x′), with the following constraints:
1 φ1 and φ2 are two permutations such that φ(xˆ) · x˜ = φ1(yˆ) · y˜ ⊕ φ2(zˆ) · z˜
2 The sets of variables yˆ, zˆ, y˜, z˜ are all disjoint, |yˆ| = |y˜| = ⌊n4 ⌋, |zˆ| = |z˜| =
⌈n4 ⌉
3 yˆ ∪ zˆ = xˆ and y˜ ∪ z˜ = x˜
4 x′ ⊂ xˆ, |x′ ∩ yˆ| ≤ ⌈n8 ⌉, |x′ ∩ zˆ| ≤ ⌈n8 ⌉
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Then the function can be evaluated by an exact quantum query algorithm
that makes ⌈ 5n8 ⌉ queries to the oracle and uses n2+1 qubits as working memory.
Proof Let the variables of yˆ be xi1 , xi2 , . . . xi⌊ n
4
⌋ and the variables of zˆ be
xi⌊ n
4
⌋+1 , xi⌊n
4
⌋+2 , . . . xin
2
.
We start the system in the state in the all zero state and apply a Hadamard
gate on the qubit w1 to get the state
1√
2
|0〉0 |0〉1 |0〉2 . . . |0〉n
2
+1 +
1√
2
|0〉0 |1〉1 |0〉2 . . . |0〉n
2
+1 .
Corresponding to the state with w1 = |0〉, the algorithm progresses as
follows: we obtain the values of the ⌊n4 ⌋ variables in yˆ using the first ⌊n4 ⌋
queries and store them in the qubits w2, w3, . . . w⌊n
4
⌋+1. Before the t-th query,
where 1 ≤ t ≤ ⌊n4 ⌋ the gate C0Parn0,it , is applied, followed by the oracle and
then the value of query register is swapped with the t+1-th work qubit, which
is in the state |0〉 at this point. The next ⌊n4 ⌋ queries are used to obtain the
corresponding linear function in y˜ as follows. The linear function in y˜ can be
encoded using 2⌊
n
4
⌋ unitary operations. Each operation correspond to a point
in yˆ. For example, if φ1(e1, e2, . . . e⌊n
4
⌋) = (h1, h2, . . . h⌊n
4
⌋), et, ht ∈ {0, 1} then
we apply a multiple target C⌊
n
4
⌋−NOT operation controlled on w1 = |0〉,w2 =
|e1〉 , . . . , w⌊n
4
⌋+1 = |e⌊n
4
⌋〉, with the targets being the qubits w⌈n
4
⌉+1+t where
ht = 1. We apply these kinds of operations for all 2
⌊n
4
⌋ points in yˆ. Note that
for any input only one of these operations will have all controls satisfied. Once
this operation is applied, we have the indexes of the variables in y˜ obtained
which are influential at that input point. We can obtain the corresponding
phase one after another in a multiplied form by putting a C-NOT from the
qubit w⌈n
4
⌉+1+t to the query register and then apply the appropriate C0Pnv
gate where v depends on the encoding used. This is followed by a query to
the oracle and then the C-NOT operation is applied again to un-compute the
query register. Thus, after 2 × ⌊n4 ⌋ query this superposition state is in the
form. At this point we apply the C⌊
n
4
⌋ − NOT operations to un-compute the
garbage in the qubits w⌈n
4
⌉+1 to wn2 +1, leading the system to
(−1)φ1yˆ·y˜ |0〉0 |0〉1 |xi1〉2 . . . |xi⌊ n
4
⌋〉⌊n
4
⌋+1
|0〉⌊n
4
⌋+2 . . . |0〉n
2
+1
Similarly, in case of the state with w1 = |1〉, this set of operations take
2×⌈n4 ⌉ queries to get the phase (−1)φ2(zˆ).z˜ and at this state the superposition
state is in
(−1)φ1zˆ·z˜ |0〉0 |1〉1 |xi⌊n
4
⌋+1〉2 . . . |xi⌊n4 ⌋+⌈n4 ⌉〉⌈n
4
⌉+1
|0〉⌈n
4
⌉+2 . . . |0〉n
2
+1
Now, if n ≡ 0 mod 4, then ⌊n4 ⌋ = ⌈n4 ⌉, and we can apply the method of
Lemma 2 to un-compute the qubits w2, w3, w⌊n
4
⌋+1 using ⌈n8 ⌉ queries, in the
same manner as in the algorithm described in Theorem 2.
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The step of Lemma 2 is applied so that the variables in x′ are the ones
that are stored in the work qubits as final states of those qubits.
If n ≡ 2 mod 4 then ⌊n4 ⌋ = ⌈n4 ⌉− 1 and the state with w1 = |1〉 requires 2
less queries to obtain the related phase. It uses the two queries to transforms
two qubits w⌈n
4
⌉ and w⌈n
4
⌉+1 to the same state as in the other superposition
state, in the same manner as shown for f id6 and thus after ⌊n4 ⌋+2 queries there
are ⌈n4 ⌉ − 2 qubits that need to be brought to the same state to un-entangle
the system. This takes a further ⌈ ⌈n4 ⌉−22 ⌉ queries using the methodology of
Lemma 2. Thus in both cases, the algorithm requires ⌈ 5n8 ⌉ queries, and the
system is in the state
(−1)xi1+...+xi n2
(
(−1)φ1yˆ·y˜ |0〉0 |0〉1 |xi1 〉2 . . . |xin
2
〉
⌈n
4
⌉+1
. . . |0〉n
2
+1
+(−1)φ1zˆ·z˜ |0〉0 |1〉1 |xi1 〉2 . . . |xin
2
〉
⌈n
4
⌉+1
|0〉⌈n
4
⌉+2 . . . |0〉n
2
+1
)
Finally in both cases the Hadamard gate is applied on the qubit w1 which
now contains the value of the permutation φ(xˆ).x˜ corresponding to the input
given to the oracle.
At this point the work qubits w2 through w⌈n
4
⌉+1 store the variables in
x′, which are then used to calculate the value of the function g, XOR-ing the
output of g with w1 and then measuring w1 in the computational basis gives
us the final output. ⊓⊔
We call the set of MM Bent functions satisfying the constraints of Theorem 3
as Γn.
The case of odd n
So far, we have concentrated on the class of MM Bent functions, which are
defined for all even n, and have obtained a large class of functions with deter-
ministic query complexity of n which our exact quantum algorithm evaluates
using ⌈ 5n8 ⌉ queries.
However this technique can be extended for all odd values of odd n as well.
This can be done as follows.
1. Take any function on f = φ(xˆ).x˜ ⊕ g(x′) on n = 2k variables such that φ
and g follow the constraints of Theorem 3.
2. Form the function f ′ = f(x)⊕ xn+1
Since f has a polynomial degree of n, as shown in [11], this implies f ′ has
a polynomial degree of n + 1. This function can be evaluated in the exact
quantum model by first evaluating f using ⌈ 5n8 ⌉ queries and using one more
query to obtain the value of xn+1. Thus this takes ⌈ 5n8 ⌉ + 1 ≤ ⌈ 5(n+1)8 ⌉ + 1
queries. The number of functions that can be evaluated in this case is same as
that for n.
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4.2 The number of functions evaluated:
We finally calculate the number of functions covered via the definition of The-
orem 3 for even n (|Γn|), and the number of functions for any odd n is the
same as the number of functions for n− 1. We essentially give a lower bound
on the number of functions, as our calculation is based on a single partition
of xˆ and x˜ into these four sets, and any choice of x′.
There are 2⌊
n
4
⌋ inputs to the first permutation and 2⌈
n
4
⌉ inputs to the
second permutation, and x′ contains ⌈n4 ⌉ inputs. Therefore the total number
of functions are
(
2⌊
n
4
⌋!
) (
2⌈
n
4
⌉!
) (
22
⌈n
4
⌉)
.
We now recall the definition of PNP-equivalence from [10].
Definition 4 Two functions f and g are called PNP-equivalent if f can be
obtained from g by permuting the name of the variables in g, replacing some
variables xi with xi ⊕ 1 in g and by finally complementing the new formed
function with 1.
If two functions are PNP equivalent then they have the same deterministic
and exact quantum query algorithm and often an algorithm to evaluate one of
them can be very easily modified to evaluate the other using the same number
of queries.
Corresponding to a function on n variables, there can be at most n!2n+1
functions that are PNP-equivalent to it. This is because there can be n! permu-
tation of variables and each variable xi can be replaced with xi⊕1, and finally
each function f(x) can be replaced with f(x)⊕ 1. Also, the PNP-equivalence
relation is reflective, symmetric and transitive in nature.
Therefore if there is a set of cardinality S consisting of functions on n vari-
ables, then it consists of at least S
n!2n+1 functions that are not PNP-equivalent.
Therefore in this case the class Γn (exactly evaluated by our algorithm
using ⌈ 5n8 ⌉ or ⌈ 5n8 ⌉+ 1 queries) must consist of at least(
2⌊
n
4
⌋!
) (
2⌈
n
4
⌉!
)(
22
⌈n
4
⌉)
n!2n+1
= Ω
(
2
(
⌊n
4
⌋2(⌊
n
4
⌋)
))
functions, which is super-exponential in ⌊n4 ⌋.
In conclusion, the fact that this algorithm cannot evaluate all MM Bent
functions and thus all functions derived using the Bent concatenation method
for odd values of n is a limitation compared to the parity decision method,
which we note down in the following remark.
Remark 3 The parity decision tree method in [11] evaluates all MM Bent
functions on n variables using ⌈ 3n4 ⌉ queries where as the algorithm described
in this requires ⌈ 5n8 ⌉ queries, but is able to evaluate the MM Bent functions
that meet the constraints described in Theorem 3.
While the family of algorithms designed by us evaluates a class of functions
super exponential in ⌊n4 ⌋, with a query complexity lower than any known parity
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decision tree technique, it lacks in two areas. The first is that we are unable
to show that QCalgo(f) = QE(f) for these functions. The second is that we
are unable to show QCalgo(f) < D
2
⊕(f) for any of these functions. That is,
we do not know if there exists a parity decision tree technique that can have
the same query complexity as the family of algorithms we have presented. We
have noted down in Theorem 2 that D⊕(f) is lower bounded by granularity.
It is known that MM type Bent functions have a flat Fourier Spectra, with
fˆ(S) = 1
2
n
2
∀ S ⊆ [n]. Therefore granularity of any MM type Bent function is
n
2 which gives us a very loose lower bound.
Therefore to concretize the efficiency and usability of this technique, we
explored other Boolean function classes. In this regard, we construct a class
of functions f for which we show that QCalgo(f) = QE(f) and QCalgo(f) <
D2⊕(f). In fact we show that QCalgo(f) < D⊕(f).
5 Optimal Qalgo for some perfect direct sum functions
In this section we use direct sum constructions to construct functions to show
the effectiveness of Qalgo. We define perfect direct sum function to be a func-
tion on n variables such that all the variables xi, 1 ≤ i ≤ n appear only once
in the function’s unique algebraic normal form (F2 polynomial). We now ob-
tain the general parity decision tree complexity (D⊕(f)) of a class of functions
built using perfect direct sum constructions, which is a lower bound on the
parity decision tree complexity (D2⊕(f)) of the function.
Proposition 1 Let pdsp(n, l, q) be a class of functions on n variables so that
every function f(x) ∈ pdsp(n, l, q) is of the form f(x) = f1(xˆ)f2(x˜) Where
x = (x1, x2, . . . , xn), xˆ = (xr1 , xr2 , . . . , xrl) and x˜ = (xrl+1 , xrl+2 , . . . , xrn) so
that there is no common variable in xˆ and x˜. Here f2(x˜) =
n∏
i=l+1
xri . If l = n
then f2 is the constant 1 function. f1 is a perfect direct sum function defined
on l variables, which consists of q monomials such that each monomial consists
of at least q variables.
Then we have D⊕(f) = granm(f) + 1 = gran(fˆ({φ}) + 1 = n− q + 1.
Proof We prove this by first showing gran(fˆ({φ}) = n − q which implies
D⊕(f) ≥ n−q+1 and then describe a simple general parity decision tree with
complexity n− k + 1. For simplicity let us assume ri = i.
granm(f) ≥ n − k: The ANF of f1 can be represented as a partition of
xˆ = {xr1 , xr2 , . . . xrl} into q disjoint sets. We denote these sets asmi, 1 ≤ i ≤ q,
where mi consists of qi variables. Then f can be written as
f(x) =
 q⊕
i=1
 ∏
xj∈mi
xj
 n∏
p=l+1
xp.
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We know that fˆ({φ}) = ∑
a∈{0,1}n
(−1)f(a) = 2n − 2wt(f) where wt(f) is the
number of input points for which the function outputs 1.
The output of f1 for some input is 1 if some odd number of these q mono-
mials are evaluated to 1 and xrp = 1, l + 1 ≤ p ≤ n. Let us denote by xj
all inputs from {0, 1}l for which j of the said monomials evaluate to 1. If j is
odd then for each input in xj f1 evaluates to 1. For each such a ∈ xj , there is
only input a′ ∈ {0, 1}n for which f evaluates to 1, where a′ = a||1n−l. We can
represent the number of ones in the truth table of f as
⌊ q−1
2
⌋∑
i=0
|x2i+1|. Then we
have |x1| =
q∑
i=1
(∏
j 6=i
(2qj − 1)
)
as it consists of inputs for which exactly one
monomial has all variables set to one, and because of the monomial disjoint
nature of the function there is no repetition in the counting. We can express
x1 as
|x1| = α12q + q such that α1 is an integer, if q is odd.
|x1| = α12q − q such that α1 is an integer, if q is even.
This is because in expansion of |x1| in each product term we have a (−1)q−1 (
−1 if k is even +1 otherwise ) and all other terms are of the form±2qi1+qi2 ...+qij .
since qi ≥ q ∀i, all these terms are integer multiple of 2q, and thus their sum
is also an integer multiple of 2q, or zero. Now since each product term has
a (−1)q−1 and there are q terms in the expansion can be written as some
α12
q+(−1)q−1q. Similarly, xi can be expressed as αi2q+(−1)q−1
(
q
i
)
and there-
fore the support set of f is of the size
⌊ q−1
2
⌋∑
i=0
(
α2i+12
q + (−1)q−1
(
q
2i+ 1
))
=
α2q+(−1)q−12q−1. Therefore the Fourier coefficient of the function at S = {φ}
is
f̂({φ}) = 2
n − 2 (α2q + (−1)q−12q−1)
2n
=
2n − α2q+1 + (−1)q2q
2n
.
Thus granularity of the Fourier coefficient at this point is gran(f̂({φ})) =
n− q and therefore granm(f) ≥ n− q + 1.
D⊕ ≤ n− k+ 1 : We now show a simple general parity tree of with n− q+ 1
queries that evaluates f ,showing D⊕(f) ≤ n − q + 1. Given an input a =
{a1, a2, . . . , an} It first queries all but one variable from each monomial of f1.
This takes l − q queries. For the monomial mi the product of these variables
evaluate to m˜i =
∏qi−1
j=1 aij . Then only if m˜i = 1 the output of f1 depends on
xiqi . Therefore the final query to evaluate f1 is the linear function
⊕q
i=1 m˜ixiqi
as the value of m˜i are already calculated. Thus evaluating f1 needs l − q + 1
queries. Now we can simply evaluate f2 which is defined on n − l variables
by querying each of the variables individually which enables us as to output
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the function f(x) = f1(xˆ)f2(x˜). Therefore this method requires a total of
l − q + 1 + n− l = n− q + 1 query, which shows D⊕(f) ≤ n− q + 1.
Since D⊕(f) ≥ granm(f) and we have granm(f) ≥ n− q+1 and D⊕(f) ≤
n− k + 1 this implies D⊕(f) = granm(f) = n− q + 1.
⊓⊔
We now use the result of Proposition of 1 along with the transformations
described in Lemma 1 and 2 to obtain two kinds of results. First we show
for some functions that QCalgo(f) < D
2
⊕(f). We then strengthen our result
by obtaining classes of functions for which QE(f) = QCalgo(f) < D
2
⊕(f).
These results together with Theorem 4 shows the generality of this family of
algorithms.
The flow of the algorithms described in this section is similar in principle to
ones designed in Section 4. For any function f(x) we treat it as f1(x)⊕f2(x). At
first we form the state (l ≤ n) 1√
2
|0〉0 |0〉1⊗li=1 |0〉l+1+ 1√2 |0〉0 |1〉1⊗li=1 |0〉l+1
and then acquire the value of f1 and f2 as local phases after making some
queries which entangles the system. We then un-entangle (untangle) the sys-
tem using the protocol described in Lemma 3. At this stage we may also need
to use some other calculations using the value of the variables carried over by
the work qubits, and then one or more measurement yields the result. Gen-
erally once we apply the protocol of Lemma 3, we do not make any further
queries.
We now show by construction a result of the first type where we prove
that QCalgo(f) < D(f) although we cannot yet show QE(f) = QCalgo(f).
For simplicity let us assume for now that n is even and n = 2k. We first
prove a transformation result that is very similar to Lemma 1 which serves as
subroutines of Qalgo(f) going forward.
Lemma 4 Let f(x) be a Boolean function on n variable which is being evalu-
ated using an algorithm Qalgo(f) using the registers Qn and k qubits working
memory.
Then there exists a transformation acq1(i− 1) which transforms the state
|ψi−1〉 to |ψi〉 by making a single query to the oracle, where |ψi〉 is defined as
follows.
|ψi〉 = 1√
2
|0〉0 |0〉1 i−1⊗
j=1
|xj〉j+1
k⊗
j=i+1
|0〉j + |0〉0 |1〉1
i−1⊗
j=1
|xk+j〉j+1
k⊗
j=i+1
|0〉j
 .
Proof This is very similar to the acquire(i) transformation shown in Lemma 1,
with the difference being that here both queries are used to acquire the value
of a variable. We show that this transformation can be achieved by using the
acq1(i−1) transformation defined as the sequential application of the following
unitaries and the oracle in the given order.
C0S
n
0,i,C1S
n
0,k+i Ox, C0Par
n
0,i,C1Par
n
0,k+i,CNOT
Qn
wi+1
,CNOT
wi+1
Qn
.
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That is acq1(i− 1) = CNOTwi+1Qn CNOTQnwi+1C1Parn0,k+iC0Parn0,iOxC1Sn0,k+iC0Sn0,i
The step-wise transformation due to acq1(i− 1) on |ψi−1〉 is as follows.
|ψi−1〉 = 1√
2
(|0〉0 |0〉1 |x1〉2 . . . |xi−1〉i |0〉i+1 . . . |0〉k
+ |0〉0 |1〉1 |xk+1〉2 . . . |xi−1〉i |0〉i+1 . . . |0〉k
)
C0S
n
0,i C1S
n
0,k+i−−−−−−−−−→ 1√
2
(( |0〉0 + |i〉0√
2
)
|0〉1 |x1〉2 . . . |xi−1〉i |0〉i+1 . . . |0〉k
+
( |0〉0 + |k+ i〉0√
2
)
|1〉1 |xk+1〉2 . . . |xi−1〉i |0〉i+1 . . . |0〉k
)
Ox−−→ 1√
2
(( |0〉0 + (−1)xi |i〉0√
2
)
|0〉1 |x1〉2 . . . |xi−1〉i |0〉i+1 . . . |0〉k
+
( |0〉0 + (−1)xk+i |k+ i〉0√
2
)
|1〉1 |xk+1〉2 . . . |xi−1〉i |0〉i+1 . . . |0〉k
)
C0Par
n
0,i C1Par
n
0,k+i−−−−−−−−−−−→ 1√
2
(|xi〉0 |0〉1 |x1〉2 . . . |xi−1〉i |0〉i+1 . . . |0〉k
+ |xk+i〉0 |1〉1 |xk+1〉2 . . . |xi−1〉i |0〉i+1 . . . |0〉k
)
CNOTQnwi+1−−−−−−→ 1√
2
(|xi〉0 |0〉1 |x1〉2 . . . |xi−1〉i |xi〉i+1 . . . |0〉k
+ |xk+i〉0 |1〉1 |xk+1〉2 . . . |xi−1〉i |xk+i〉i+1 . . . |0〉k
)
CNOT
wi+1
Qn−−−−−−→ 1√
2
(|0〉0 |0〉1 |x1〉2 . . . |xi−1〉i |xi〉i+1 . . . |0〉k
+ |0〉0 |1〉1 |xk+1〉2 . . . |xi−1〉i |xk+i〉i+1 . . . |0〉k
)
= |ψi〉 .
⊓⊔
Note 1 It is important to observe here that in both the cases there are ⌊n4 ⌋
variables from x1, x2, . . . , xk and ⌊n4 ⌋ variables from xk+1, xk+2, . . . , xn. The
variable it contains from the second set of variables are as xk+2i, 1 ≤ i ≤
⌊ n2−12 ⌋, and also xn−1 if 2 ∤ n2 − 1.
Having constructed this building block we now describe our first separation
result.
Theorem 5 For the function f =
n
2∏
i=1
xi ⊕
n∏
j= n
2
+1
xj , we have D⊕(f) = n− 1
and QCalgo(f) = ⌊ 3n4 ⌋.
Proof
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D⊕(f) = n − 1 : This is a direct implication of Proposition 1 where f ∈
pdsp(n, n, 2)
QCalgo(f) = ⌊ 3n4 ⌋ : We build the algorithm Qalgo(f) for this function as
follows. We initialize the algorithm with the state |0〉0 ⊗ki=1 |0〉i. We apply a
Hadamard to the first work qubit w1 to get |ψ0〉 = 1√2
( |0〉0 |0〉1 ⊗ki=2 |0〉i +
|0〉0 |1〉1⊗ki=2 |0〉i
)
. Then we run the subroutine acq1(i) of Lemma 4 for n2 − 1
times for 0 ≤ i ≤ n2 − 2, which evolves the state from |ψ0〉 to |ψn2 −1〉, where
|ψi〉 = 1√
2
|0〉0 |0〉1 i⊗
j=2
|xj−1〉j
k⊗
j=i+1
|0〉j + |0〉0 |1〉1
i⊗
j=2
|xk+j−1〉j
k⊗
j=i+1
|0〉j
 .
Thus after n2 − 1 queries the system is in the state:
|ψn
2
−1〉 = 1√2
(
|0〉0 |0〉1
⊗k
j=2 |xj−1〉j + |0〉0 |1〉1
⊗k
j=2 |xk+j−1〉j
)
. Next a uni-
tary transformation Ck−1 is applied that changes the state of Qn from |0〉0 to
|1〉0, controlled on wi = |1〉i , 2 ≤ i ≤ k, similar to a Ck−1 − NOT operation.
That is, iff
∏k−1
i=1 xi = 1, Qn changes to the state |1〉0 in the superposition
state with w1 = |0〉 and similarly iff
∏n−1
i=k+1 xi = 1 then Qn changes to |1〉0 in
the superposition state with w1 = |1〉, forming |ψ′k−1〉, which is Ck−1 |ψk−1〉 =
1√
2
(∣∣∣∏k−1i=1 xi〉
0
|0〉1
⊗k
j=2 |xj−1〉j +
∣∣∣∏n−1i=k+1 xi〉
0
|1〉1
⊗k
j=2 |xk+j−1〉j
)
.
The next step takes one query and this is the last query the algorithm
makes before starting the un-entanglement protocol. We apply C0P
n
n
2
C1P
n
n
followed by the oracle Ox and then C0P
n
n
2
C1P
n
n again. Let p
r
q =
r∏
i=q
xi, q < r.
Then the transformation due to the operations are as follows.
|ψ′k−1〉
C0P
n
n
2
C1P
n
n−−−−−−−→ (2)
1√
2
∣∣∣k× (pk−11 )〉
0
|0〉1
k⊗
j=2
|xj−1〉j +
∣∣∣n× (pn−1k+1 )〉
0
|1〉1
k⊗
j=2
|xk+j−1〉j

Ox−−→ 1√
2
(−1)xk(pk−11 ) |k× (pk−11 )〉0 |0〉1 k⊗
j=2
|xj−1〉j
+ (−1)xn(pn−1k+1 ) |n× (pn−1k+1 )〉0 |1〉1
k⊗
j=2
|xk+j−1〉j
 C0Pnn2 C1Pnn−−−−−−−→
1√
2
(−1)xk(k−1∏j=1 xj) |0〉0 |0〉1 k⊗
j=2
|xj−1〉j + (−1)
xn(
k−1∏
j=1
xk+j) |0〉0 |1〉1
k⊗
j=2
|xk+j−1〉j

=
1√
2
(−1) k∏i=1xi |0〉0 |0〉1 k⊗
j=2
|xj−1〉j + (−1)
n∏
i=k+1
xi |0〉0 |1〉1
k⊗
j=2
|xk+j−1〉j
 .
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This is state the system is in after n2 queries. Here we define the func-
tions f11 (x) =
∏n
2
i=1 xiand f
2
1 (x) =
∏n
2
i=1 xn2 +i. Then the system is in the state
|ψn
2
〉 = 1√
2
(
(−1)f11 (x) |0〉0 |0〉1
⊗k
j=2 |xj−1〉j + (−1)f
2
1 (x) |0〉0 |1〉1
⊗k
j=2 |xk+j−1〉j
)
.
This is in the same form as the state |β0〉 described in Lemma 3. We therefore
apply the transformation untanglesn described in Lemma 3 where s =
n
2 − 1.
This step requires a further ⌊n4 ⌋ queries, and finally the system is in the state
1. If 2 | (n2 − 1) :
|βf 〉 = (−1)g′(x) |0〉0
∣∣f11 (x) ⊕ f21 (x)〉1⊗k1i=1(|x2i〉i+1 |xk+2i〉i+2)
2. If 2 ∤
(
n
2 − 1
)
:
|βf 〉 = (−1)g′′(x) |xk−1〉0
∣∣f11 (x)⊕ f21 (x)〉1 (⊗k1i=1(|x2i〉i+1 |xk+2i〉i+2)) |xn−1〉k
Here f(x) = f11 (x)⊕f21 (x) by definition and therefore measuring the qubit
w1 in computational basis yields the correct output of f for all possible inputs,
and this algorithm makes a total of n2 + ⌊n4 ⌋ = ⌊ 3n4 ⌋ queries.
⊓⊔
As D2⊕(f) ≥ D⊕(f) this provides an example of separation between D2⊕(f)
and QCalgo(f). However, in this case we cannot prove that QE(f) = ⌊ 3n4 ⌋.
We now modify this function to achieve the ideal situation of QCalgo(f) =
QE(f) < D⊕(f), which conclusively proves the usability of this algorithm.
Corollary 2 For the function f on n = 2k variables where f(x) =
⌊ 3n
4
⌋∏
i=1
xi ⊕
n∏
j= n
2
+1
xj we have QCalgo(f) = QE(f) = ⌊ 3n4 ⌋ and D⊕(f) = n− 1.
Proof
QE(f) ≥ ⌊ 3n4 ⌋ :
We can reduce f1 to AND⌊ 3n
4
⌋ by fixing the variables xi = 0, ⌊ 3n4 ⌋+ 1 ≤
i ≤ n, and therefore evaluating f must take at least ⌊ 3n4 ⌋ queries as we know
QE(AND⌊ 3n
4
⌋) = ⌊ 3n4 ⌋.
QCalgo(f) = ⌊ 3n4 ⌋ : This function can in fact be written as
f(x) =
 n2∏
i=1
xi ⊕
n∏
i=⌊ 3n
4
⌋+1
xi
 ⌊ 3n4 ⌋∏
j= n
2
+1
xj
Let us consider the algorithm Qalgo(f) described in Theorem 3 to evaluate
f =
∏k
i=1 xi ⊕
∏n
j=k+1 xj . Additionally we have a qubit wk+1 in the state
|0〉k+1 on which no operation is applied throughout the algorithm. If no other
change has been made then the pre-measurement state of the algorithm after
⌊ 3n4 ⌋ queries is (where k1 = ⌊n4 ⌋)
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1. If 2 | (n2 − 1) : |β1f 〉 =
(−1)g′(x) |0〉0
∣∣f11 (x) ⊕ f21 (x)〉1⊗k1i=1(|x2i〉i+1 |xk+2i〉i+2) |0〉k−1
2. If 2 ∤
(
n
2 − 1
)
: |β2f 〉 =
(−1)g′′(x) |xk−1〉0
∣∣f11 (x)⊕ f21 (x)〉1 (⊗k1i=1(|x2i〉i+1 |xk+2i〉i+2)) |xn−1〉k |0〉k−1
We recall from Note 1 that this state contains the value of ⌊n4 ⌋ variables
in the different work qubits (and in the Query register when 2 ∤ (n2 − 1)). The
variables from the ordered set (xk+1, xk+2, . . . , xn) are xk+2i, 1 ≤ i ≤ ⌊
n
2
−1
2 ⌋,
and additionally xn−1 if n− 1 6= n2 + 2⌊
n
2
−1
2 ⌋.
Without loss of generality we can instead have the variables xk+i, 1 ≤
i ≤ ⌊n4 ⌋ from the variables xk+i, 1 ≤ i ≤ k as the values that half the work
qubits have after the un-entanglement protocol. This is because, before the un-
entanglement protocol the value of the work qubits can be swapped around
such that in the superposition state with w1 = |1〉 the states of the qubits
are w2i+1 = xk+i. In that case, the state of the algorithm Qalgo(f) after ⌊ 3n4 ⌋
queries is
|β1f 〉 = (−1)g
′(x) |0〉0 |g(x)⊕ h(x)〉1
⊗k1
i=1(|x2i〉i+1 |xk+i〉i+2) |0〉k+1 and
|β2f 〉 = (−1)g
′′(x) |xk−1〉0 |g(x)⊕ h(x)〉1
(⊗k1
i=1(|x2i〉i+1 |xk+i〉i+2)
)
|x⌊ 3n
4
⌋〉k |0〉k+1 .
We now apply a C⌊
n
4
⌋−NOT operation on the k+1-th qubit which is controlled
on the qubits storing the value of the variables xk+i, 1 ≤ i ≤ ⌊n4 ⌋. Thus in both
case the k + 1-th qubit is in the state
∣∣∣∏⌊n4 ⌋i=1 xk+i〉.
We now measure the qubit w1 and wk+1 in the computational basis state
and designate output as 1 if both the measurement results yield 1. That is the
output is 1 iff f(x) = 1 and
∏⌊n
4
⌋
i=1 xk+i evaluate to 1. Therefore this algorithm
evaluates the function Thus the output is in-fact corresponding to the function
f ′(x) =
(∏n
2
i=1 xi ⊕
∏n
j= n
2
+1 xj
)∏⌊ 3n
4
⌋
l=n
2
+1 xl =
∏⌊ 3n
4
⌋
i=1 xi⊕
∏n
j= n
2
+1 xj = f1(x).
Thus we get QCalgo(f) = ⌊ 3n4 ⌋. We have already shown that QE(f1) ≥ ⌊ 3n4 ⌋
and this shows that QE(f) = QCalgo(f) = ⌊ 3n4 ⌋.
D⊕(f) = n− 1 : This is again a direct implication of Proposition 1 where the
function f ∈ pdsp(n, ⌈ 3n4 ⌉, 2).
This gives us the ideal scenario of QCalgo(f) = QE(f) < D⊕(f).
⊓⊔
This completes construction of an infinite class of function (defined on the
number of variables) for which we are able to build algorithms that outperform
the performance by any parity decision tree and then and prove to be optimal.
However, this is not the only class of function for which we can build such
algorithms. We now give a rough sketch of the number of classes of functions
for which these techniques can be extended.
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5.1 Generalizing Optimal Qalgo(f) that outperforms parity
We now give a lower bound on the number of Boolean functions f on n = 2k
variables for which we are able to build algorithmsQalgo(f) so thatQCalgo(f) =
QE(f) < D⊕(f). We do not investigate the case where we cannot ensure opti-
mality of the algorithm in order to avoid repetition of similar calculations. We
observed in Corollary 2 that the optimality of QCalgo(f) lies with the fact that
f1 =
(∏⌊ 3n
4
⌋
i=1 xi
)
⊕
(∏n
j= n
2
+1 xj
)
could be reduced to the AND⌊ 3n
4
⌋ function.
This can be extended for the functions of the form
f(x) =
(
k∏
i=1
xi
⊕
g(x′)
) ⌊ 3n4 ⌋∏
i=k+1
xi
 ,x′ = (x⌊ 3n
4
⌋+1, x⌊ 3n
4
⌋+2, . . . xn).
Any function of this form can be reduced to the AND⌊ 3n
4
⌋ function. Additionally
if we define g to be a perfect direct sum functions with q− 1 monomials, such
that each monomial contains q variables, then the resultant function f is a
pdsp function with q+1 monomials. In fact we can write f ∈ pdsp(n, ⌈ 3n4 ⌉, q).
There can be various ways an optimal algorithm can be constructed in such
cases, but we develop it in a way so that the transformations described in
Lemma 3, Lemma 4, Theorem 5 and Corollary 2 can be utilized.
Phase Kickback:
The only technique we require to evaluate the functions of this kind apart
from the ones used in Corollary 2 is that of phase kickback a widely used
methodology in black box algorithms. Suppose we have a k + 1 qubit system⊗k+1
i=1 wi in the state
(⊗k
i=1 |xi〉i
)
|−〉k+1. Let S ⊆ [k] where [k] = {1, . . . , k}.
Then the controlled not operation C|S| − NOT controlled on wi = |1〉i , i ∈ S
(i.e. x1 = i ∀i ∈ S ) with wk+1 being target works as follows.
(
k⊗
i=1
|xi〉i
)
|−〉k+1
C|S|−NOT−−−−−−→ (−1)(
∏
i∈S xi)
(
k⊗
i=1
|xi〉i
)
|−〉k+1 (3)
Having defined the requisite protocols we now describe the general family
of algorithm that optimally evaluates a subclass of pdsp(n, ⌈ 3n
4
⌉, q), q < ⌊ n
4
⌋
where no Parity decision tree technique could have achieved optimality in
terms of query complexity.
Theorem 6 Let f ∈ pdsp(n, ⌈ 3n
4
⌉, t+1) be a function on n = 2k variables such
that f(x) =
(
n
2∏
i=1
xi
⊕
g(x′)
)(
⌊ 3n
4
⌋∏
j= n
2
+1
xj
)
, x′ =
(
x⌊ 3n
4
⌋+1, x⌊ 3n
4
⌋+2, . . . , xn
)
.
Then we have QCalgo(f) = QE(f) = ⌊ 3n4 ⌋ and D⊕(f) = n− t.
Proof
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QE(f) ≥ ⌊ 3n4 ⌋ : For any such function, if we fix the variables xi, ⌊ 3n4 ⌋+1 ≤ i ≤
n to 0 then the function is reduced to AND⌊ 3n
4
⌋ which implies QE(f) ≥ ⌊ 3n4 ⌋.
D⊕(f) = n−t : This is a direct implication of Proposition 1 where the number
of monomials is t+ 1.
QCalgo(f) = ⌊ 3n4 ⌋ :
We initialize the algorithm in the state |0〉0
⊗k+2
i=1 |0〉i. We first apply a Not
gate and a Hadamard gate to wk+2 and then a Hadamard gate which evolves
the system to
1√
2
(
|0〉0 |0〉1
(
k⊗
i=2
|0〉i
)
|0〉k+1 |−〉k+2 + |0〉0 |1〉1
(
k⊗
i=2
|0〉i
)
|0〉k+1 |−〉k+2
)
.
This state can be written as |ψ〉0 |0〉k+1 |−〉k+2 where |ψ0〉 is the starting state
of Theorem 5 and Corollary 2. We now apply the transformations acq1(i), 0 ≤
i ≤ n2 −2 as defined in Lemma 4 which makes n2 −1 queries to the oracle. This
evolves the system to the state |ψ〉n
2
−1 |0〉k+1 |−〉k+2, that is
1√
2
(
|0〉0 |0〉1
(
k⊗
i=2
|xi−1〉i
)
+ |0〉0 |1〉1
(
k⊗
i=2
|xk+i−1〉i
))
|0〉k+1 |−〉k+2 .
This transformation is same as described in Theorem 3 and since no operation
is made on the k + 1 and k + 2-th qubit their states remain unchanged. We
now acquire the phases (−1)(
∏
k
i=1
xi) and (−1)g(x′).
Since g has a perfect direct sum representation there is a single monomial
(say m1) in g(x
′) that contains xn. Let the other variables of the monomial be
x⌊ 3n
4
⌋+i, i ∈ S1 where S1 ⊆ [⌈n4 ⌉]. Therefore the qubits storing these values in
the superposition state with wi = |1〉1 are w(1+⌊ 3n4 ⌋+i), i ∈ S1. We then apply
the following operations.
Controlled on w1 = |0〉, we apply a controlled not gate with Qn as target
and wi, 2 ≤ i ≤ k as controls.
Controlled on w1 = |1〉, we apply a controlled not gate with Qn as target
and w⌊n
4
⌋+i+1, i ∈ S1 as controls.
This transforms the system to the state
1√
2
(∣∣∣∣∣
k−1∏
i=1
xi
〉
0
|0〉1
(
k⊗
i=2
|xi−1〉i
)
+
∣∣∣∣∣ ∏
i∈S1
x⌊ 3n
4
⌋+i
〉
0
|1〉1
(
k⊗
i=2
|xk+i−1〉i
)
|0〉k+1 |−〉k+2 .
The next operations are C0P
n
k and C1P
n
n , followed by the oracle and then
C0P
n
k and C1P
n
n again, which results in the same transformation as shown in
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Equation 2 with the only difference that the monomial corresponding to the
superposition state with w1 = |1〉 has changed. This forms
|ψk〉 = 1√
2
(
(−1)
∏k
i=1
xi |0〉0 |0〉1
(
k⊗
i=2
|xi−1〉i
)
+ (−1)m1 |0〉0 |1〉1
(
k⊗
i=2
|xk+i−1〉i
))
|0〉k+1 |−〉k+2
after n2 queries.
We now obtain the phases corresponding to the other monomials mi, 2 ≤
i ≤ t using phase kickback as shown in Equation 3. Let the variables in the i-th
monomial be x⌊ 3n
4
⌋+j , j ∈ Si,Si ⊆ [⌈n4 ⌉]. Controlled on w1 = |1〉, corresponding
to each monomial mi, we apply the operation C
|Si|−NOT on wk+2, where the
|Si| controls are w⌊n
4
⌋+j+1 = |1〉 , j ∈ Si. After the phases corresponding to
the t− 1 monomials of g are evaluated this way, the system is in the state
|ψk〉 = 1√
2
(
(−1)
∏
k
i=1 xi |0〉0 |0〉1
(⊗ki=2 |xi−1〉i)
+ (−1)⊕ti=1mi |0〉0 |1〉1
(⊗ki=2 |xk+i−1〉i)) |0〉k+1 |−〉k+2
=
1√
2
(
(−1)
∏k
i=1
xi |0〉0 |0〉1
(⊗ki=2 |xi−1〉i)
+ (−1)g(x′) |0〉0 |1〉1
(⊗ki=2 |xk+i−1〉i)) . |0〉k+1 |−〉k+2
We now swap the value of the qubits in the superposition state with w1 =
|1〉 so that the qubits are in the state w2i+1 = |xk+i〉. This is so that after the
un-entangle protocol described in Lemma 3 the work qubits store the value of
the variables xk+i, 1 ≤ i ≤ ⌊n4 ⌋, as we did in Corollary 2. The un-entanglement
protocol makes ⌈k−12 ⌉ = ⌊n4 ⌋ queries and the system is in the following state
where k1 = ⌊k−12 ⌋:
2 | k − 1 : |β1f 〉 =
(−1)g′(x) |0〉0
∣∣∣∏ki=1 xi ⊕ g(y)〉
1
⊗k1
i=1(|x2i〉i+1 |xk+i〉i+2) |0〉k+1 |−〉k+2 .
2 ∤ k − 1 : |β2f 〉 =
(−1)g′′(x) |xk−1〉0
∣∣∣∏ki=1 xi ⊕ g(y)〉
1
(⊗k1
i=1(|x2i〉i+1 |xk+i〉i+2)
)
|x⌊ 3n
4
⌋〉k
|0〉k+1 |−〉k+2 .
In both the cases we apply a controlled not on qubit wk+1 controlled on
the qubits that have the value of the variables xk+i, 1 ≤ i ≤ ⌊n4 ⌋. Which brings
us to the state (ignoring the global phase):
– |β1f 〉 =
|0〉0
∣∣∣∏ki=1 xi ⊕ g(y)〉
1
⊗k1
i=1(|x2i〉i+1 |xk+i〉i+2)
∣∣∣∏⌊ 3n4 ⌋i=k+1 xi〉
k+1
|−〉k+2 .
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– |β2f 〉 =
|xk−1〉0
∣∣∣∏ki=1 xi ⊕ g(y)〉
1
(⊗k1
i=1(|x2i〉i+1 |xk+i〉i+2)
)
|x⌊ 3n
4
⌋〉k
∣∣∣∏⌊ 3n4 ⌋i=k+1 xi〉
k+1
|−〉k+2 .
At this stage we simply measure w1 and wk+1 in the computational basis
and the output is decided as 1 if both measurements yield 1. That is the
function being evaluated is
(∏k
i=1 xi ⊕ g(x′)
)∏⌊ 3n
4
⌋
j=k+1 xj , which completes our
proof.
⊓⊔
Now, for all such functions we get QCalgo(f) = ⌊ 3n4 ⌋ and D⊕(f) = n− t. All
instances of ⌊ 3n4 ⌋ < n−t are examples of functions where we are able to obtain
an optimal exact quantum query algorithm that has lower query complexity
than any parity decision tree for these functions. Finally, we conclude this
section by obtaining a lower bound on the number of such functions.
Corollary 3 For any even n, there are Ω
(
2
√
n
2
)
functions (without consid-
ering permutation of variables) for which we can obtain Qalgo(f) = QE(f) <
D⊕(f).
Proof We give a lower bound on number of functions which satisfy the con-
straints of the function described in Theorem 6. Without considering the per-
mutation of variables, we can simply count the number of ways the function
g(x′) can be constructed. The function g is defined on ⌈n4 ⌉ variables and is it
self a perfect direct sum function as defined in Proposition 1. If g contains t
monomials then then each of the monomial must have at least t+1 variables in
them. This is because
∏k
i=1 xi
⊕
g(x′) must satisfy the constraints of Propo-
sition 1. Therefore each construction of g is a different way of partitioning
the ⌈n4 ⌉ variables into t sets. If we do not consider which variable is in which
monomial, and rather just the distribution of the variables in the partitions,
then this becomes same as finding the number of solutions to
∑t
i=1 vi = ⌈n4 ⌉
where vi ≥ t+1 ∀i. We do this is as it is well known that if a function is derived
from some other function just by a permutation of the variable names, they
have the same query complexity and are called PNP equivalent [10]. We aim to
count the functions that are not PNP equivalent with each other. The number
of such partitions is
(
n+ t− (t+ 1)2 − 1
t− 1
)
=
(⌈n4 ⌉ − t2 − t− 1
t− 1
)
. Here t is
minimum 1 and at maximum
√⌈n4 ⌉ − 1. Therefore the total possible number
of function is
√
⌈n
4
⌉−1∑
x=1
(⌊n4 ⌋ − x2 − x− 1
x− 1
) >

√
⌈n
4
⌉−1∑
x=1
(√⌈n4 ⌉ − 1
x
) = Ω (2√n4 )
= Ω
(
2
√
n
2
)
.
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⊓⊔
Although the analysis and constructions showed by us are based on functions
on even variables, they can be very easily extended for all values of n. We
have chosen to only show the constructions for even n in order to not make
the transformations any more tedious than it already is in some cases and thus
do not cover the case for odd n in this paper for redundancy.
6 Conclusion
In this paper we have designed a new family of exact quantum algorithms
(Qalgo) for certain classes of non-symmetric functions. We have first designed
algorithms for a subclass of MM type Bent functions (A variable XOR-ed with
MM Bent function when n is odd) consisting of at least Ω(22
⌊n
4
⌋
) functions
that are not PNP equivalent for any value of n. This family of algorithms
have query complexity of ⌈ 5n8 ⌉ where as the lowest query complexity of any
known parity decision tree technique is ⌈ 3n4 ⌉. While Qalgo(f) is optimal for
f = x1x4 ⊕ x2x5 ⊕ x3x6, we cannot can neither show QCalgo(f) = QE(f) or
that QCalgo(f) < D
2
⊕(f) for these classes of functions, which we note down
here as open problems.
1 Does there exist any parity based method that can evaluate functions from
this subclass using less than ⌈ 3n4 ⌉ queries?
2 What is the exact quantum query complexity of the functions in this class?
Next we attempt to find other classes of functions to understand if the
techniques used for Qalgo are provably better than the parity decision tree
technique. To this end we design the class pdsp(n, ⌈ 3n4 ⌉, q) using perfect direct
sum constructions with products, and show that for a set of Ω(2
√
n
2 ) functions
in this class we get QE(f) = QCalgo(f) = ⌊ 3n4 ⌋ with D⊕(f) > ⌊ 3n4 ⌋. For these
set of functions we have ⌊ 3n4 ⌋ + 1 ≤ D⊕(f) ≤ n − 1, depending on the value
of q in pdsp(n, ⌈ 3n4 ⌉, q).
This shows that our family of algorithms is both more powerful than the
parity decision tree technique and can be applied to a large class of non sym-
metric functions. In comparison, the existing exact quantum query algorithms
can only be applied to poly(n) (mostly) symmetric functions.
It remains of interest to understand the extent to which these techniques
can be applied and how can they be modified to get optimal query complexity
for other classes of Boolean functions, to better understand this domain.
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