Results are presented from an intercomparison of single-column and cloud-resolving model simulations of a cold-air outbreak mixed-phase stratocumulus cloud observed during the Atmospheric Radiation Measurement (ARM) programme's Mixed-Phase Arctic Cloud Experiment. The observed cloud occurred in a well-mixed boundary layer with a cloud-top temperature of −15
Introduction
The treatment of clouds continues to be a highly challenging aspect of climate and weather modelling. Parametrization of Arctic clouds has been especially difficult, given the paucity of observations in the region (Curry et al., 1996) . However, several field programmes in recent years have begun to address this deficiency, including the 1994 Beaufort and Arctic Storms Experiment (Curry et al., 1997) , the 1997-1998 Surface Heat Budget of the Arctic Ocean Experiment (SHEBA: Uttal et al., 2002) , the 1998 First International Satellite Cloud Climatology Project Regional Experiment -Arctic Clouds Experiment , and the ongoing Atmospheric Radiation Measurement (ARM) programme site operating near Barrow, Alaska (Ackerman and Stokes, 2003) .
A major finding of these experiments was the observed frequency and persistence of supercooled liquid water and mixed-phase stratiform clouds throughout the year Pinto et al., 2001; Intrieri et al., 2002; Shupe and Intrieri, 2004) . In contrast to midlatitude cloud systems, there is little temperature dependence for the amount of liquid versus ice in Arctic mixed-phase clouds McFarquhar and Cober, 2004; Turner, 2005) . These clouds may contain one or more thin liquid layers embedded within a deep cloud that extends from near the surface into the middle and upper troposphere (Hobbs and Rangno, 1998; Pinto, 1998; Shupe et al., 2006) . Ice crystals falling from liquid layers may reach the ground in the form of light snow or snow showers. During SHEBA, slightly more than half of mixed-phase clouds consisted of a single low-level liquid layer, while the rest consisted of multiple liquid layers in a deep cloud ice layer (Shupe et al., 2006) .
The frequent occurrence of mixed-phase clouds has important implications for the cloud radiative forcing at the surface, since mixed-phase clouds tend to be optically thicker than ice-only clouds (Sun and Shine, 1994; Shupe and Intrieri, 2004; Turner, 2005; Zuidema et al., 2005) . The presence of mixed-phase as compared to ice-only clouds may also significantly impact the structure of the boundary layer and large-scale dynamics through the influence of cloud-top radiative cooling (Morrison and Pinto, 2006) .
Climate and weather models tend to have difficulty predicting the observed frequency and persistence of Arctic mixed-phase clouds, leading to biases in surface radiative fluxes Girard and Curry, 2001; Morrison et al., 2003 Morrison et al., , 2005b Inoue et al., 2006; Morrison and Pinto, 2006; Prenni et al., 2007; Sandvik et al., 2007) . These models tend to have difficulty simulating midlatitude mixed-phase clouds as well (Illingworth et al., 2007) . Studies have suggested that a more robust treatment of the modelled cloud microphysics is needed to improve simulations. Models with less sophisticated microphysics may prescribe a ratio of liquid to ice mass that is inconsistent with Arctic observations. However, models with separate prognostic variables for liquid and ice and detailed microphysics may also produce poor simulations (Morrison et al., 2003; Inoue et al., 2006; Prenni et al., 2007; Sandvik et al., 2007) . In these models, a more realistic treatment of ice microphysics, and in particular the number concentration of both small ice and snow, may be needed to improve results. Numerous modelling studies have demonstrated a strong sensitivity of mixed-phase clouds to ice crystal number concentration (Pinto, 1998; Harrington et al., 1999; Jiang et al., 2000; Morrison and Pinto, 2006; Prenni et al., 2007) . Prenni et al. (2007) substantially improved their simulation of mixed-phase clouds by reducing ice nuclei number concentrations, which influence ice crystal number concentrations, from values typical of midlatitudes to the low values observed in the Arctic. Their simulation was also sensitive to the representation of scavenging of ice nuclei by ice precipitation. Morrison and Pinto (2006) improved their simulation of Arctic mixed-phase stratus by reducing the specified intercept parameter of the snow size distribution; thisisequivalenttoreducingthe snow number concentration for a given snow mixing ratio. These results increase the importance of resolving the long-standing uncertainty in the primary ice formation mechanisms in these clouds (Fridlind et al., 2007) . Mixed-phase clouds may also be difficult to represent in large-scale models because their spatial scale may be smaller than the model grid spacing (Field et al., 2004) . Several studies have suggested the role of small-scale (turbulent) updraughts in generating and maintaining regions of liquid water in these clouds (Mazin, 1986; Korolev and Field, 2008) .
To further our understanding of Arctic mixed-phase cloud processes and provide a detailed observational dataset for model evaluation, ARM conducted the MixedPhase Arctic Cloud Experiment (M-PACE: Verlinde et al., 2007) over northern Alaska and the adjacent Arctic Ocean during September and October 2004. During M-PACE, a suite of in situ and remote sensors gathered measurements of mixed-phase cloud microphysics, dynamics, radiation and aerosol. Already, several studies have used M-PACE observations to assess single-column, cloudresolving, mesoscale, weather and climate model simulations of mixed-phase clouds (Xie et al., 2006 (Xie et al., , 2008 Fridlind et al., 2007; Liu et al., 2007b; Prenni et al., 2007; Luo et al., 2008a Luo et al., , 2008b .
Given the impact of Arctic clouds on the surface radiation budget and the potential for significant climate feedbacks between sea-ice and clouds, it is vitally important that the representation of these clouds in weatherforecasting and climate models be improved. The Global Energy and Water Experiment Cloud Systems Study (GCSS) project recognized this importance by devoting one of its working groups to the study of polar clouds. The GCSS project aims to improve the simulation of important cloud types in weather and climate models by bringing together the expertise of cloud-resolving modellers who study detailed cloud processes with that of large-scale modellers who develop parametrizations for these processes. A central activity of the GCSS project is the intercomparison study in which an observed case is simulated by cloud-resolving models (CRMs) and single-column models (SCMs), and model results compared to observations. Indeed, new cloud parametrizations for both cloud-resolving and large-scale models are often first developed in and tested with simulations of GCSS intercomparison case-studies.
This work presents results of the first GCSS intercomparison case-study of the Polar Cloud Working Group. This study involved simulations of mixed-phase clouds observed during two periods in M-PACE and was performed jointly with the ARM Cloud Modeling Working Group. The current paper, Part I, examines results for a single-layer mixed-phase stratocumulus cloud. The accompanying paper, Part II (Morrison et al., 2009) , examines results for a deeper, multilayered mixed-phase cloud. These two periods were selected because singlelayer mixed-phase boundary layer clouds and multilayer mixed-phase clouds are two commonly occurring Arctic cloud types. Furthermore, cloud processes for single and multilayered clouds may be different.
The goal of this first intercomparison study is to document the current state of model simulations of Arctic mixed-phase clouds and to suggest future areas of work which the Polar Cloud Working Group may use to understand model differences and develop recommendations for model parametrizations. This study presents the range of results and identifies common problems for the widest group of models possible, with the same initial and boundary conditions applied for each period to all simulations. The wide range of participating models allows for a better generalization of results than was previously achieved in the model simulation studies cited above. Although it is not the goal of this study to completely understand model differences, a daunting task given the large number of models and their complexities, a few sensitivity studies are performed to gain some insight into these differences. Other GCSS intercomparison studies have been valuable in identifying important deficiencies in large-scale models such as an underestimate of downdraught mass-fluxes associated with precipitating deep convection over land (Xie et al., 2002) and errors in the simulation of precipitation evaporation from drizzling marine stratocumulus clouds (Wyant et al., 2007) .
The next section describes the synoptic situation for the single-layer mixed-phase stratocumulus that is the subject of this paper. Section 3 describes cloud property observations from the in situ and ground-based remote sensors that are used to assess model simulations. Section 4 details case specifications while section 5 describes the 17 SCMs and 9 CRMs that participated in the intercomparison. Section 6 compares model simulations to the available observations and section 7 describes the results of two sensitivity studies. Section 8 briefly summarizes the key findings.
Synoptic situation
The boundary layer cloud system that is the focus of this study occurred during a period of north-easterly flow around an anticyclone to the north of Alaska . As cold air to the northeast of Alaska Figure 1 . Moderate resolution imaging spectroradiometer composite visible image of northern Alaska and the Beaufort Sea for 9 October 2004. The boundary-layer clouds occurred when cold air above the sea ice to the northeast of Alaska flowed over the ice-free Beaufort Sea inducing significant surface heat fluxes responsible for cloud formation. The sea ice is visible in the upper right corner of the image. The clouds were observed in the north-easterly flow between the ARM stations of Barrow and Oliktok Point on the coast of snow-covered Alaska. As is common in 'cold-air outbreak' stratocumulus, boundary-layer 'rolls' or 'cloud streets' developed with a horizontal scale that increases in the downstream direction.
flowed off the sea ice and over the open ocean adjacent to the coast, significant surface heat fluxes of temperature and water vapour induced the formation of boundary layer clouds in the form of 'rolls' or 'cloud-streets' which are common in 'cold-air outbreak' stratocumulus ( Figure 1 ). With the surface forcing, the boundary layer, as observed at the Alaska coast, was 'well-mixed'. This was demonstrated by the fact that the vertical profiles of water vapour and potential temperature match those in which the variables of water and energy that are conserved during the condensation process are uniform in the boundary layer (Figure 2 ). During the focus period for this study, 1700 UTC 9 October to 0500 UTC 10 October 2004, the boundary layer was between 1000 and 1500 m deep at the coast of Alaska. As observed by both aircraft and groundbased remote sensors, the upper half of the boundary layer contained a mixed-phase cloud with a cloud-top temperature of about −15
• C. This cloud contained an amount of liquid water which in terms of condensate mass far exceeded the amount of ice present in the cloud. Beneath the cloud base, which is identified here as the lowest level to contain liquid water, ice crystal precipitation occurred that reached the surface. The boundary layer was capped by a weak inversion of about 2 K with dry and cloudless skies above. and Oliktok Point as well as ramped ascents or descents along the coastline between the two stations. From the two flights, there are a total of 32 vertical profiles which are analysed in this study. On board were probes that nominally measured the size distribution of particles with maximum dimensions (D) between 3 µm and 40 mm, as well as the total condensate and liquid water contents separately. Interpretation of data from these probes is non-trivial and subject to uncertainties. Information on phase, size distribution, and bulk microphysical parameters are from the analysis of McFarquhar et al. (2007a) who describe a methodology for intercomparison and interpretation of the aircraft data. Cloud phase was determined to be either liquid only, ice only or mixed-phase, from an algorithm that considered output of an icing detector, visual inspection of particle images, and the shape of the particle size distribution. The phase classification was made for each 30 s flight segment with total water content greater than 0.001 g m −3 ( Fig In addition to phase, calculated bulk parameters include liquid and ice water contents as well as particle number concentration and effective radius determined separately for liquid and ice in each 30 s segment. Ice parameters correspond only to particles with D > 53 µm because the characteristics of smaller ice crystals contain very large measurement uncertainties due to potential shattering of large ice crystals on the inlets and protruding shrouds of probes used to measure small ice crystals (McFarquhar et al., 2007b) . Particles with D < 0.125 mm measured by the two-dimensional cloud probe are not used because previous studies have suggested that there are problems with quantifying concentrations in this size range (Baumgardner and Korolev, 1997; Strapp et al., 2001 ). The one-dimensional cloud probe is used, albeit with large uncertainty, to provide the concentration of particles between 0.05 and 0.125 mm. It should be noted that McFarquhar et al. (2007a) showed that the majority of particles with D > 53 µm are ice because a statistical analysis of cloud particle imager observations suggested that only 19% of observations in mixed-phase conditions had at least one drizzle particle. However, there were a few occasions where circular cloud particle images suggest that supercooled drizzle with D > 53 µm is present beneath cloud base. For these occasions, particles with 53 < D < 125 µm were assumed to be liquid. McFarquhar et al. (2007a) describe the uncertainties in the derived bulk parameters. Because the mixed-phase clouds are dominated by contributions of supercooled water, rough estimates of uncertainty are ±15% for the bulk liquid parameters due to uncertainties in the King probe. A factor-of-two uncertainty exists for the bulk ice parameters in ice-only regions, mainly due to uncertainties in the mass-D relationship used for ice particles. The minimum detectable water content is on the order of 0.001 g m −3 (McFarquhar et al., 2007a) . However, because Cober et al. (2001) noted that the minimum detectable water content of the Rosemount icing detector was 0.007 g m −3 and because the spectral shape of the forward scattering spectrometer probe is likely not peaked for the occurrence of supercooled drizzle, it is plausible that some instances of supercooled water were not identified by McFarquhar et al. (2007a) and that the minimum detectable supercooled water content is on the order of 0.01 g m −3 .
Ground-based remote sensor observations
Cloud physical and dynamical properties and surface radiative fluxes have been retrieved from the active and passive sensors deployed at Barrow and Oliktok Point. Two sets of mixed-phase cloud retrievals are available (Wang and Sassen, 2002; Turner, 2005; Shupe et al., 2006; Shupe, 2007; Turner et al., 2007; Wang, 2007, hereafter termed WANG; Shupe et al., 2008, hereafter termed SHUPE-TURNER). The retrievals primarily rely on measurements from the millimetre wavelength cloud radar, lidar, and microwave radiometer. Except for liquid water path, cloud property retrievals are available only at Barrow. Retrieved cloud physical properties include cloud top and base, cloud phase, the vertical profiles and vertically integrated amounts of liquid and ice water content, and the effective particle sizes of liquid and ice. Using a multi-sensor approach, Shupe (2007) derives a cloud phase mask that distinguishes target volumes into ice, liquid, mixed-phase or clear categories. Although vertical profiles of liquid water content can be derived by scaling an assumed adiabatic liquid water profile to the observed liquid water path, in this study models are compared only to the microwave radiometer liquid water path of which two estimates are available (Turner et al., 2007, hereafter termed TURNER; WANG) . Cloud ice properties are derived from seasonally-tuned radar retrievals (Shupe et al., 2006) or from a combined radar-lidar method (Wang and Sassen, 2002) . For this case-study, rough uncertainty estimates are 20 g m −2 for the liquid water path (TURNER) and a factor of two for the ice water content and path (Shupe et al., 2006) . Based upon the radar minimum detectable signal of −50 dBZ, the minimum detectable ice water content is on the order of 0.002 g m −3 . The time resolution of the remote sensing data is approximately 1 min which corresponds to a horizontal wind-advection distance of 800 m.
Case specifications
Because of the role of ocean surface fluxes in cloud formation, it was assumed that models were above an ocean surface with forcing specified in the manner of previous GCSS boundary layer cloud working group intercomparisons Zhu et al., 2005) . The initial condition for all models was a cloud-topped boundary layer that was well-mixed and capped by an inversion. In terms of the ice-liquid-water potential temperature θ li and total water mixing ratio q t which are conserved variables under adiabatic conditions, these initial conditions were specified as:
for p > p inv 0.291 g kg −1 + 0.00204 g kg
where p is atmospheric pressure and p inv is the inversion pressure with a value of 850 hPa. The total water mixing ratio q t is defined as q t = q v + q l + q i , where q v , q l and q i are the mixing ratios of water vapour, liquid water and ice water, respectively. The definition of θ li used here is:
where T is the absolute temperature, p 0 is a reference pressure of 1000 hPa, T cb is the cloud base temperature of 263 K, R d is the dry air gas constant, c p is the specific heat capacity of dry air at constant pressure, and L v and L s are the latent heats of vaporization and sublimation, respectively. Figure 2 displays the initial conditions of the potential temperature and the mixing ratios of water vapour and liquid water which are consistent with (1) and (2). Note that the initial phase of the cloud was specified to be pure liquid. It was assumed that the microphysics present in the model would develop ice during the simulation and that a microphysical steady state would occur after a few hours of model spin-up. The lower boundary condition was specified as an ocean surface with temperature 274.01 K. Models were asked to simulate the 12 h starting from 1700 UTC 9 October 2004.
For advective forcing of models in an Eulerian system, one must specify the horizontal advection of temperature and water vapour as well as the vertical velocity, from which models can calculate the vertical advection of temperature and water vapour. These forcings were based upon analysis data from the European Centre for Medium-Range Weather Forecasts (ECMWF) for the ocean region 200 km upstream from the coastline between Barrow and Oliktok Point. ECMWF data for these forcings were idealized to:
where −V • ∇T is the temperature tendency from horizontal advection, −V • ∇q v is the mixing ratio tendency from horizontal advection, and ω is the vertical pressure velocity ( Figure 3 ). In these equations, p s is the surface pressure and D is the large-scale divergence with values of 1010 hPa and 5.8 × 10 −6 s −1 , respectively. This idealization of the ECMWF data was made in order to have vertically smooth forcing profiles that minimize drifts in the temperature and water vapour above the boundary layer.
Lacking in situ observations and in order to minimize model differences, surface fluxes are specified from ECMWF data with values of 136.5 W m −2 for sensible heat and 107.7 W m −2 for latent heat. While significant uncertainties exist regarding the actual magnitudes of these fluxes, sensitivities studies altering these fluxes by ±25% in the UCLA-LARC CRM alter the simulated liquid and ice water paths by up to 30% and 50%, respectively (Luo et al., 2008a) . These differences are smaller than differences among models and between models and observations, as shown below. The surface fluxes imply a turbulent boundary layer as the convective velocity scale (Stull, 1988, p 355 ) is approximately 1 m s −1 . Furthermore, radiation calculations with the observed cloud (section 6.7) suggest that there is a significant long-wave radiative cooling of 70 W m −2 at cloud top. With turbulence being forced from the top and bottom of the boundary layer, it is not surprising that thermodynamic profiles in the boundary layer are approximately well-mixed. One confirmation of the turbulent nature of the boundary layer is that the SHUPE-TURNER cloud radar retrievals indicate that the interquartile range of vertical velocity inside the cloud is 0.8 m s −1 (Fig. 5c of Shupe et al., 2008) . Besides buoyancy forcing from the top and bottom of the boundary layer, strong horizontal winds were present which imply a significant surface stress which also induces mixing. Models were asked to maintain the mean boundary layer wind close to the observed values of −13 m s −1 in the zonal direction and −3 m s −1 in meridional direction and most models used nudging to accomplish this.
Radiation calculations in both the solar and long-wave portion of the spectrum were performed by each model using their own predicted atmospheric state and radiation parametrization. Calculated radiative heating rates affect the evolution of the atmosphere and in particular, cloudtop radiative cooling can drive atmospheric circulations. Surface radiative fluxes do not affect surface temperatures, because the surface temperature and heat fluxes are specified. However, these radiative fluxes are compared with observations to assess the fidelity of model simulations.
The following aerosol characteristics, more fully discussed in , were recommended for models that have an explicit aerosol-cloud coupling. For the aerosol size distribution, a bimodal log-normal dry aerosol size distribution was fitted to available observations. The size distribution for each mode is given by
where N is the number concentration of aerosols and r is the particle radius. The parameters N t , r m and σ are total number concentration, geometric mean radius and standard deviation of each particle mode. For the smaller particle mode, these parameters have values of 72.2 cm −3 , 0.052 µm and 2.04, respectively. For the larger particle mode, these parameters have values of 1.8 cm −3 , 1.3 µm and 2.5, respectively. Aerosol composition was assumed to be ammonium bisulphate with an insoluble fraction of about 30%.
The number concentration of ice nuclei is an important parameter for models that simulate the number concentration of ice crystals. The Continuous Flow Diffusion Chamber on the Citation measured ice nuclei with a diameter less than 2 µm acting in deposition, condensationfreezing, and immersion-freezing modes . No measurement of ice nuclei acting in contact mode was possible. Measurements indicate extremely low amounts of ice nuclei, with 85% of measurements having ice nuclei beneath background levels of 0.1 L −1 . Of the measurements with ice nuclei above background, the maximum concentration was about 10 L −1 . The mean of all observations including those beneath background levels was 0.16 L −1 , which was the recommended value for models.
More information on the intercomparison specifications and plots of model simulations and observational data are available from http://science.arm.gov/wg/cpm/scm/ scmic5/index.html.
Model descriptions

Overview
Tables I and II encapsulate the relevant characteristics of the 17 SCMs and 9 CRMs that took part in this intercomparison. bin microphysics Khain and Sednev (1996) 33 bins each for liquid droplets, plates, columns, dendrites, snow, graupel, and frozen drops Chen et al. (2003) Flatau et al. (1989) Tripoli (1992) bin microphysics Hashino and Tripoli (2007) Meyers et al. (1997) The dimensionality of the model is listed as two-dimensional (2D) or three-dimensional (3D Among SCMs, there are versions of two operational weather prediction models (ECMWF and NCEP) and five operational climate models (CCCMA, ECHAM, GFDL, GISS, and SCAM3). There are four SCMs which have primarily been used in research studies (ARC-SCM, MCRAS, SCRIPPS, and UWM). Finally, there are six SCMs which include single modifications of the base set of SCMs (ECMWF-DUALM, GISS-LBL, MCRASI, SCAM3-LIU, SCAM3-MG, and SCAM3-UW). Four of these six include modifications to the representation of cloud microphysics: three SCMs add double-moment microphysics (MCRASI, SCAM3-LIU, and SCAM3-MG) and one adds bin resolved cloud microphysics (GISS-LBL). Two of these six include modifications to the representation of boundary layer turbulence (ECMWF-DUALM and SCAM3-UW). The number of vertical levels in the boundary layer varies from four to 51 with a median value of seven.
Among CRMs, five are two-dimensional (NMS-BULK, NMS-SHIPS, RAMS-CSU, UCLA-LARC, UCLA-LARC-LIN), and four are three-dimensional (COAMPS R , DHARMA, METO, and SAM). There is a wide variety of horizontal and vertical resolutions as well as total domain represented. The two-dimensional models typically have horizontal and vertical resolutions of order 1000 m and 100 m, respectively, whereas the three-dimensional models typically have horizontal and vertical resolutions of 50 m in both directions. The number of vertical levels in the boundary layer varies from 7 to 17 for the two-dimensional models and from 27 to 67 for the three-dimensional models. Total domain size is of order 100 km for the two-dimensional models and 5000 m by 5000 m for the three-dimensional models. Thus, configurations of the two-dimensional models are typical of models commonly referred to as 'cloud-resolving models' whereas configurations of the three-dimensional models are typical of models commonly referred to as 'large-eddy simulations'.
Cloud microphysics
As the representation of cloud microphysics may be central to the ability of models to simulate a mixedphase cloud, a summary of the microphysics used in these models is now given. Readers seeking more detail should consult the references in Tables I and II. The parametrizations of cloud microphysics can be classified into four categories which span the range of detail used in today's cloud models. The simplest representation, which will be called 'single-moment with T -dependent partitioning', employs a single prognostic variable for the mass of cloud condensate and uses a temperature-dependent function to partition the relative amounts of liquid and ice. The relative amount of liquid at the cloud-top temperature of −15
• C varies from 12% to 83% in the six SCMs (ECMWF, ECMWF-DUALM, MCRAS, NCEP, SCAM3, SCAM3-UW) and one CRM (SAM) that have this type of microphysical representation. Note that SAM also employs a temperaturedependent partitioning to determine the relative amounts of rain, snow and graupel which at −15
• C are 0%, 42% and 58%, respectively.
The second class of cloud microphysics, 'singlemoment with independent liquid and ice', employs separate prognostic variables for the mass of cloud liquid and ice in which relative amounts of liquid and ice are not solely a function of temperature. Five SCMs (CCCMA, GFDL, GISS, SCRIPPS, and UWM) and one CRM (UCLA-LARC-LIN) employ this class of microphysics. Considerations which determine the relative amounts of liquid and ice in these models typically include a temperature-dependent partitioning of liquid and ice at cloud formation and subsequent conversion of liquid to ice through riming, droplet freezing, or the Bergeron-Findeisen process which in mixed-phase clouds favours the growth of ice over liquid due to ice's lower saturation vapour pressure.
The third class of cloud microphysics, 'doublemoment', employs prognostic variables for both the mass of condensate as well as the number concentration of cloud particles. Five SCMs (ARCSCM, ECHAM, MCRASI, SCAM3-LIU, SCAM3-MG) and five CRMs (COAMPS R , METO, NMS-BULK, RAMS-CSU, UCLA-LARC) employ this approach. An advantage over the previous two classes is that a prognostic representation of number concentration potentially allows for a physically based coupling of clouds with aerosols. While not every condensate species may be represented with a prognostic variable for number concentration, all double-moment parametrizations in this study represent the number concentration of cloud (or small) ice with a prognostic variable.
The fourth class of cloud microphysics, 'bin microphysics', represents the number concentration of particles of different sizes with prognostic variables. This is the most complete representation of microphysics used in this study and is used in one SCM (GISS-LBL) and two CRMs (DHARMA and NMS-SHIPS). In DHARMA and NMS-SHIPS, 20 size bins each are used to represent liquid and ice particles. DHARMA has 40 additional size bins for the mass of dissolved solute in each of the liquid drop and ice crystal size bins. GISS-LBL uses 33 size bins to represent liquid droplets and six classes of solid or partially solid condensate which include plates, columns, dendrites, snow, graupel, and frozen drops.
In general, only models with double-moment or bin microphysics represent the dependence of cloud properties on aerosols. However, three models with doublemoment parametrizations do not have an explicit dependence of cloud properties on aerosols (COAMPS R , METO, NMS-BULK). Of the 12 models in which cloud properties depend on aerosols (ARCSCM, CCCMA, DHARMA, ECHAM, GISS-LBL, MCRAS, MCRASI, NMS-SHIPS, RAMS-CSU, SCAM3-LIU, SCAM3-MG, UCLA-LARC), two models couple only the liquid-phase microphysics (CCCMA and MCRAS) while two others couple only the ice-phase microphysics (NMS-SHIPS and RAMS-CSU).
Further discussion of the widely-varying treatment of ice microphysics in models is warranted because previous studies have demonstrated the critical importance of ice microphysics in simulations of Arctic mixed-phase clouds, especially representation of the vapour depositional growth of ice and the Bergeron-Findeisen process (Harrington et al., 1999; Morrison and Pinto, 2006; Prenni et al., 2007) . Single-moment schemes with T -dependent partitioning do not explicitly treat ice initiation and conversion of cloud liquid water to ice, and instead fix the ratio of liquid and ice as a function of temperature. Most of the single-moment schemes with independent liquid and ice and all of the two-moment and bin schemes explicitly represent the Bergeron-Findeisen process and most include additional liquid-ice conversion processes via heterogeneous droplet freezing. In the more detailed one-moment schemes (GFDL, UCLA-LARC-LIN, UWM) and all of the bin and two-moment schemes except that of ECHAM, the Bergeron-Findeisen process depends on the specified or predicted ice crystal number concentration as well as other ice microphysical parameters (e.g. capacitance). It is this dependence that has led to significant sensitivity of mixed-phase cloud simulations to treatment of ice crystal number concentration in previous studies (Pinto, 1998; Harrington et al., 1999; Jiang et al., 2000; Morrison et al., 2003; Morrison and Pinto, 2006; Prenni et al., 2007) .
The ice crystal number concentration is specified in single-moment schemes, and this specification varies widely among participating models. In two-moment and bin schemes, the ice crystal number concentration is predicted and evolves through various source (primary ice nucleation and secondary ice multiplication) and sink (aggregation, sedimentation) terms. In all simulations presented here, primary ice nucleation is the dominant source, and secondary ice multiplication is of limited importance. Ice nucleation occurs via several mechanisms including contact and immersion freezing, deposition, and condensation-freezing, although their representation differs widely among models. Most models treat ice nuclei concentration diagnostically, although two models (DHARMA and RAMS-CSU) prognosticate this quantity. Several models with diagnostic ice nuclei scale their values to those observed in M-PACE (ARCSCM, ECHAM, GISS-LBL, NMS-BULK, SCAM-MG, UCLA-LARC). However, other models used their default ice nuclei concentrations, such as the formulation from Meyers et al. (1992) which predicts amounts far greater than observed. Even among models that scaled their ice nuclei concentrations to observations, this scaling was not applied to all parametrized nucleation mechanisms. Figure 4 displays the height profile of the average cloud fraction from observations and model simulations. For observations, one profile is from the ground-based remote sensors at Barrow (SHUPE-TURNER) and the other two are from the two aircraft flights. The aircraft cloud fraction depicts the fraction of time in a flight in which a given altitude was between cloud base and cloud top. For the remote sensors, cloud top is defined as the altitude of the highest range gate with significant radar return, and cloud base is defined from the laser ceilometer which corresponds in this case to the lowest altitude with a significant amount of liquid water. For the aircraft, cloud top is defined as the highest altitude with cloud liquid or ice, and cloud base is defined as the lowest altitude with liquid water, where the presence of liquid or ice is determined by the approximate threshold value for detectable water content of 0.001 g m −3 (McFarquhar et al., 2007a) . Figure 4 indicates that the cloud bases, tops and thicknesses are greater in the retrievals from groundbased remote sensors at Barrow than they are in those determined from aircraft data. Some of these differences are due to a strong east-west gradient in cloud base, top and thickness observed by the aircraft flying between Oliktok Point and Barrow. For example, easternmost spirals near Oliktok Point in both flights have cloud tops of 950 to 1000 m whereas westernmost spirals near Barrow have cloud tops of 1300 to 1500 m. The east-west gradient in cloud thickness is consistent with the greater liquid water path retrieved from the microwave radiometer at Barrow relative to that of Oliktok Point (Table III) . It is also consistent with the satellite image of Figure 1 which shows that the typical roll width, which is generally positively correlated to the depth of the boundary layer, is greater at Barrow than at Oliktok Point.
Results
Cloud and hydrometeor fraction
Similar to the observations, SCMs and CRMs produce a solid cloud layer between 700 and 1300 m (Figure 4) . To construct each model cloud fraction plot, the cloud fraction for each model was averaged over the 12 h simulation omitting the first 3 h for model spin-up. From the set of cloud fraction profiles, the values of cloud fraction at each height corresponding to the median, minimum, maximum and 25 th and 75 th percentiles of models were calculated. The model plots show the median cloud fraction (solid black line), the inner 50% of models (the darker shaded area), and the range of the data (the area of both the lighter and darker shading). All CRMs were asked to compute cloud fraction which was defined as the fraction of grid volumes with cloud droplet mixing ratios greater than 0.01 g kg −1 or ice mixing ratios greater than 0.0001 g kg −1 . Unfortunately, these thresholds differ from those of the aircraft or groundbased remote sensors (section 3) which were determined at a later time than when this intercomparison began; however, differences in thresholds are not likely to have a great impact on statistics of the cloud and hydrometeor fraction, and have little or no impact on other diagnostics examined in this paper. For SCMs, cloud fraction is an inherent property of the model which generally means the horizontal fraction of a grid cell that is saturated and contains either cloud liquid or ice. Both observed and modelled clouds produced precipitation. This is shown in a plot of the hydrometeor fraction ( Figure 5 ), which is defined as the area fraction which contains either cloud or precipitation. From observations, this was calculated using the presence of any liquid or ice condensate from the remote sensor retrievals. For the models, this was calculated using either the presence of cloud, as defined above, or rain, snow or graupel mixing ratios in excess of 0.0001 g kg −1 . The remote sensors indicate that the cloud continually produced precipitation which reached the surface. As to the hydrometeor phase, classifications from aircraft data and remote sensors (SHUPE-TURNER) are largely consistent (Figure 6 ). This figure displays the fraction of time that a given phase occurred composited on a normalized height coordinate where −1 is the surface, 0 is cloud base, and +1 is cloud top. The observations indicate most of the cloud is mixed-phase (liquid and ice coexisting in the same volume) with primarily icephase precipitation beneath the cloud. Liquid-phase-only condensate is detected on occasion near cloud top.
Liquid and ice water path
Although models generally produce an overcast precipitating cloud, substantial differences exist in the simulated phase partitioning and mass of cloud condensate. Figure 7 shows a scatter-plot of median liquid water and ice water paths from observations and models. Observations are indicated by letters on the plot: 'A' for aircraft data, 'S' for SHUPE-TURNER retrievals, and 'W' for WANG retrievals. Models are displayed with symbols whose filling indicates whether it is an SCM or CRM and whose shape indicates the class of its microphysical scheme. Medians and interquartile ranges of observational data are presented in Table III and results from individual or sets of models are presented in Table IV . Because observations do not distinguish cloud from precipitation condensate, vertical integrals of model condensate include precipitation condensate in the reported liquid and ice water paths. For the liquid phase, the contribution of rain to the total water path is always much smaller than the contribution of cloud droplets, whereas for the ice phase, the contribution of snow is often equal to or larger than that of small ice. Graupel makes little or no contribution to the total ice water path in the CRMs. Note that for SCMs, the contribution of rain and snow must be calculated from vertical profiles of the precipitation rate, as mixing ratios of rain and snow are generally not prognostic variables. These precipitation rates were unavailable from some SCMs (ECHAM, GISS, McRAS, McRASI, NCEP and SCRIPPS) .
Observations indicate that the cloud system was waterdominated. The retrievals from the ground-based remote sensors at Barrow indicate a liquid water path of about 200 g m −2 , whereas the aircraft liquid water path, which is determined from a vertical integral of the profile data, is lower, with values around 120 g m −2 . As mentioned previously, some of this difference reflects the east-west gradient in cloud properties; this is further confirmed by the liquid water paths retrieved from the microwave radiometers at Oliktok Point which have values around 100 g m −2 (Table III) The filling or lack thereof in a symbol indicates the model type and the symbol shape indicates the class of model cloud microphysics. See the legend in the plot for the key. As observations do not distinguish between precipitating and non-precipitating condensate, the reported water paths include the contributions from the precipitating species. SCMs for which the precipitation species were unavailable are indicated with a ' * ' in the centre of the symbol. One model falls outside the plot domain and is depicted with a '↑' attached to its symbol which points to the numerical value of the ordinate. A 1:1 line is plotted for reference.
observations suggest far lower values of around 5 g m −2 . In addition to the east-west gradient in cloud properties, some of this difference arises because aircraft totals do not include ice from the lower 60% of sub-cloud air that the aircraft did not sample (Figure 6 ). Taking into account these factors as well as the uncertainty in the measurements (section 3), a best estimate of the liquid and ice water paths for this period and region would be 160 ± 50 g m −2 and 15 g m −2 ± a factor of two (i.e. the ice water path could be between 8 and 30 g m −2 ), respectively.
Model simulations produce a wide range of results. Although more than three-quarters of models have liquid water paths in excess of ice water paths as observed, two-thirds of models underestimate the observed liquid water path. Median liquid and ice water paths differ little according to model type with values of 56.0 g m −2 and 57.3 g m −2 for the liquid phase from SCMs and CRMs, respectively, and values of 29.1 g m −2 and 17.1 g m −2 for the ice phase from SCMs and CRMs (Table IV) . Thus, on average, the primary model deficiency is an underestimate of the amount of liquid present in the clouds. Despite this general underestimate, five models (DHARMA, SCAM3, SCAM3-LIU, SCAM3-UW, and UCLA-LARC) have liquid and ice water paths which are consistent with the best estimate of the observations, which is indicated by the lightly dotted rectangle in Figure 7 . Two of these models (SCAM3 and SCAM3-UW) achieve good results in part because their specified temperature-dependent partitioning of liquid and ice yields a cloud with 83% liquid at −15
• C in rough agreement with observations. However, SCAM3 performs poorly for the simulation presented in Part II where a different ratio of liquid to ice was observed in a cloud with a similar temperature (SCAM3-UW did not participate in Part II). The three other models (DHARMA, SCAM3-LIU, and UCLA-LARC) which are consistent with observations both here and in Part II have more sophisticated cloud microphysics (DHARMA did not participate in Part II). This suggests that it might be beneficial to more closely examine the role of microphysics in producing a good simulation.
Indeed, median liquid and ice water paths appear to approach observed values as the sophistication of the cloud microphysical parametrization increases (Table IV) . Specifically, the median liquid water path of the seven models with single moment with T -dependent partitioning is 21.2 g m −2 , whereas that of the six models with single moment with independent liquid and ice microphysics is 72.8 g m −2 , and that of the ten models with double-moment microphysics is 100 g m −2 . The corresponding quantities for ice water path are 33.8, 31.8 and 19.9 g m −2 , among these models. However, the three models with bin microphysics do not show improvement over the models with double-moment microphysics.
Despite this general trend, use of a particular class of cloud microphysics does not guarantee a good simulation. For example, half of the ten models with double-moment microphysics have liquid water paths less than 60 g m −2 , whereas the other half have liquid water paths in excess of 140 g m −2 . The median liquid water path of 100 g m −2 is thus a statistical average of a bimodal population of models. Undoubtedly, differences in the representation of boundary layer turbulence or whether it is an SCM or CRM are also responsible for the spread of model results. This is illustrated by examination of two of the three pairs of models that use identical microphysics but differ in the formulation of boundary layer turbulence or whether it is an SCM or CRM. For both of these pairs (ECMWF and ECMWF-DUALM, and ARCSCM and UCLA-LARC, respectively), total condensate water path differs by more than 100 g m −2 , demonstrating that simulated cloud properties depend on more than the cloud microphysical scheme employed.
Aerosol-cloud coupling appears to improve the CRM simulations of liquid water path as all CRMs with coupling have liquid water paths greater than CRMs without aerosol-cloud coupling. However, two (NMS-SHIPS and RAMS-CSU) of the four CRMs with aerosol-cloud coupling produce virtually no ice, which in the case of RAMS-CSU is due to precipitation scavenging of all of the initial ice nuclei. Furthermore, SCMs do not display stratification of liquid water paths by aerosol-cloud coupling. From this set of simulations, there does not appear to be a single feature of a model that guarantees a good simulation of the column-integrated amount of liquid and ice; rather, it is likely that a good cloud simulation depends on several high-quality model components functioning well together. Results are reported for the standard experiment as well as sensitivity experiments in which ice microphysics are disabled and higher vertical resolution employed. Where available, the rain, snow, graupel water paths are included in the reported total liquid and ice water paths. Asterisks ( * ) indicate SCMs for which the rain and snow water paths were unavailable. Median ice water paths for sets of models are computed using only models that report snow water paths.
Liquid and ice water content
Vertical distributions of liquid and ice water content from observations and models on a normalized height coordinate are displayed in Figures 8 and 9 . Aircraft measurements indicate that liquid water content increases with height above cloud base which is a characteristic of adiabatic clouds in well-mixed boundary layers. However, the maximum aircraft liquid water content is smaller than the adiabatic value of cloud-top liquid water content which is 0.6 g m −3 for a cloud with the aircraft-observed thickness of 600 m. The subadiabatic nature of the cloud is consistent with depletion of liquid water by ice precipitation, although cloud-top entrainment may also contribute to the depletion. Because the vertical profile of liquid water content in mixed-phase clouds cannot currently be retrieved, no remote-sensing panel for liquid water content is displayed in Figure 8 . Despite this, remote-sensor retrievals also indicate that the cloud at Barrow is less than adiabatic, as the retrieved liquid water path of 195 to 225 g m −2 is smaller than the adiabatic liquid water path which is between 235 and 270 g m −2 for the observed cloud thicknesses of 700 to 750 m. Although the tendency for greater liquid water content in the upper half of the cloud is not clear in SCM and CRM median values, it is apparent for the highest 25% of models. The low vertical resolution of some SCMs hinders a robust assessment of this point, however. Consistent with the liquid water path, the median model liquid water content is significantly smaller than observed.
The vertical profile of ice water content is generally more uniform than that of liquid water content in both aircraft and remote-sensing observations. Aircraft data indicate median values of 0.01 g m −3 which are fairly constant in the cloud and the portion beneath the cloud that the aircraft sampled. The WANG retrievals at Barrow indicate somewhat larger median values in the cloud than in the layer beneath, 0.02 to 0.03 g m −3 as compared to 0.01 to 0.02 g m −3 . SHUPE-TURNER retrievals are similar. Some of these differences between aircraft and ground-based retrievals are probably due to the east-west gradient in cloud properties, although the differences are within the measurement uncertainty (section 3). A feature of both aircraft and ground-based retrievals is that the distribution of ice water content has a long positive tail with some values in excess of 0.1 g m −3 . Model median values are in reasonable agreement with the observations for both SCMs and CRMs. The models' ice water content values are also somewhat greater in the cloud than in the layer beneath. A decrease in ice water content as one approaches the surface would be consistent with sublimation of ice in subsaturated layers near the surface. Also, note that ground-based retrievals of ice water content do not decrease in the layer between normalized height of −0.2 and 0.0 (cloud base), consistent with ice supersaturation in the observed sounding for this layer.
Surface precipitation
Ice reaching the surface will be observed as surface precipitation. Unfortunately, quantitative estimates of the surface snow rate are highly uncertain. The National Weather Service station in Barrow recorded 0.25 mm d −1 for this period. However, for an ice water mixing ratio of 0.01 g m −3 at the surface (Figure 9 ) with an assumed mass-weighted fall speed of 1 m s −1 , the precipitation rate would be 0.9 mm d −1 . Median surface snow rates of SCMs and CRMs are 0.70 and 0.41 mm d −1 , respectively. Although in most models the surface rain rate is zero or very much smaller than the snow rate, there are a few models (CCCMA, ECHAM, RAMS-CSU) in which all surface precipitation is in the form of rain. These models have a high liquid water path but are unable to produce enough ice so that ice precipitation would reach the surface.
Cloud microphysics
From aircraft observations, median mass-weighted effective radii of liquid and ice are 10 and 25 µm, respectively, and median mass-weighted number concentrations of liquid and ice are 38 cm −3 and 2 L −1 , respectively. While the ice crystal number concentration of 2 L −1 is 12 times larger than the measured ice nuclei concentration of 0.16 L −1 , it is in agreement with previous aircraft observations in Arctic clouds with similar temperatures (Jayaweera and Ohtake, 1973; Pinto, 1998; Gultepe et al., 2001) . The model median mass-weighted effective radii of liquid and ice are 11 and 67 µm, respectively, and the model median mass-weighted number concentrations of liquid and ice are 55 cm −3 and 1.9 L −1 , respectively. While these medians are roughly consistent with observed values, general conclusions about the consistency of models with observed values cannot be made due to the very wide range of model results from the roughly 50% of models that submitted the relevant diagnostics.
As an example, the relationship between ice crystal number concentration and liquid water path is examined to ask whether the model-simulated liquid water paths exhibit the inverse relationship with ice crystal number concentration found in prior studies (Harrington et al., 1999; Jiang et al., 2000; Morrison and Pinto, 2006; Prenni et al., 2007) . Although ice crystal number concentrations vary over five orders of magnitude among models, the expected inverse relationship is not clearly shown from a scatter-plot of ice crystal number concentration and liquid water path (Figure 10 consistent with observations. However, in this one model (ECHAM), the high ice crystal number concentration has no direct impact on liquid water path because the ice specific humidity never exceeds a model-imposed threshold of 0.0005 g kg −1 required to activate the Bergeron-Findeisen process. Clearly, ice crystal number concentration is only one factor of many influencing the ability of a model to simulate a mixed-phase cloud. Some caution with regard to this figure should be taken as it is not clear that all modellers limited the count of their ice crystal number concentration to particles with diameters greater than 53 µm as was done with the observations (McFarquhar et al., 2007a) . Nonetheless, the treatment of model diagnostics is unlikely to explain the very large range of simulated ice crystal number concentrations which most likely results from the widelyvarying treatment of ice nucleation among models. Indeed, differences in ice crystal number concentration between the two models that prognosticate ice nuclei (RAMS-CSU and DHARMA) can likely be explained Figure 8 . Liquid water content from models and aircraft data as a function of normalized height. Each panel depicts the statistical properties of the profiles including the median value, and the inner and outer 50% of the data as in Figure 4 . For the aircraft data, the statistical properties are computed from the high-frequency data. For the models, the statistical properties are computed from the set of model median profile values.
by differences in the modelling of processes that affect ice nuclei. In RAMS-CSU, nearly all initial ice nuclei are consumed by ice precipitation in a few hours, resulting in the lowest ice crystal number concentration of the set (0.003 L −1 ). A similar result was found in DHARMA using standard microphysical treatments (Fridlind et al., 2007) , but the inclusion of a hypothetical process whereby ice nuclei are formed by a tiny fraction of cloud droplet evaporation events leads to larger and sustainable ice number concentrations (4 L −1 ) as well as a decrease in liquid water path from around 220 to 135 g m −2 (the 'evaporation nuclei' treatment shown in Table II of Fridlind et al. (2007) was used in this intercomparison).
6.6. Thermodynamic structure Figure 11 compares time-averaged profiles of total water mixing ratio q t and ice-liquid water potential temperature θ li from model simulations to the initial condition. The model underestimate of liquid water content is consistent with a reduction of q t in the upper half of the boundary layer and a vertical gradient of q t which differs from the initial conditions and is likely unrealistic. Note that a cloud with a liquid water content of two-thirds of the adiabatic value but a water vapour mixing ratio which follows the adiabatic profile of the initial condition (Figure 2) would have a value of q t at cloud top that is 0.15 g kg −1 lower than the value in the sub-cloud layer.
Thus observations suggest that this q t difference should only be 0.15 g kg −1 , not the 0.5 g kg −1 found in the median model.
In absence of other effects, ice precipitation would stabilize the boundary layer by providing a net heating to the cloud layer and a net cooling to the sub-cloud layer. Although there is some evidence for stabilization in the CRM profiles of θ li , surface fluxes and cloud-top radiative cooling in models with a significant amount of liquid act to keep the boundary layer well-mixed and probably minimize the influence of ice precipitation on vertical stability. Models with greater amounts of cloud liquid water content do show smaller vertical gradients in q t and θ li .
6.7. Radiation Figure 12 compares simulations of solar transmission to radiation measurements at Barrow (OBS) and the results of two calculations from a radiative transfer model (STREAMER: Key and Schweiger, 1998) together with total condensate water path, although it is not expected that the points will scatter along a single line. As might be expected from the model underestimate of liquid water path, models generally overestimate the solar transmission. The model overestimate is greater than it appears because simulations used an ocean surface in their radiation calculations. Given that observations were collected over snow-covered land at Barrow, the observed solar transmission is enhanced by multiple reflections between the surface and the cloud. The impact of the different surface albedo can be assessed by comparing STREAMER calculations that use the albedo of an ocean surface (indicated by the letters 'S-O') to those that use the albedo of snow-covered land ('S-L'). Given that STREAMER calculations with a land surface have good agreement with observations, it suggests that models should simulate a solar transmission closer to 0.1 than 0.2.
In the Arctic, the downward component of long-wave radiation at the surface is strongly affected by clouds and is an important quantity that affects the surface temperature of land and sea-ice. Although the surface temperature is fixed in these simulations, it is still important to assess whether the simulated cloud has the correct effect on surface fluxes of radiation. STREAMER calculations with the observed cloud, either over an ocean or land surface, are consistent with the observed value of 280 W m −2 ( Figure 13 ). As the downward longwave radiation is 200 W m −2 in clear-sky STREAMER calculations, the long-wave cloud radiative effect is about 80 W m −2 . Given that cloud long-wave emissivity is near unity when the condensate water path exceeds about 50 g m −2 (Stephens, 1978) , it would be expected and is found that models with total condensate water paths greater than this produce long-wave cloud radiative effects consistent with observations ( Figure 13 ). 
Sensitivity studies
No ice microphysics
Given that numerous modelling studies (Pinto, 1998; Harrington et al., 1999; Jiang et al., 2000; Morrison and Pinto, 2006; Prenni et al., 2007) have demonstrated that the amount of supercooled water in mixed-phase clouds is very sensitive to the representation of ice microphysics in general, and ice crystal number concentration in particular, it is of interest to determine this sensitivity with the present set of models. A sensitivity study was performed in which models were asked to simulate a hypothetical case of a liquid-phase-only cloud. A sensitivity study focused on ice crystal number concentration was not performed because the liquid-phase-only experiment is simple to construct and permits all models to perform a meaningful simulation. The results demonstrate that there is a large sensitivity of the integrated amount of condensate to the inclusion of ice microphysics (Figure 14) . However, this is primarily true in models that have condensate water paths less than 150 g m −2 in the control simulation. In these models, the condensate water path in the no-ice-microphysics experiment is greater than that of the control simulation and is often between 200 and 300 g m −2 . At least in these models, this suggests that excessive conversion of liquid to ice which easily precipitates is responsible for the underestimate of liquid water path. This is partially confirmed by Figure 15 which shows a general tendency . Scatter-plot of the model-simulated liquid water path from a sensitivity study in which ice microphysics was disabled and the total (liquid + ice) condensate water path was from the control simulation. A 1:1 line is shown. Figure 15 . Scatter-plot of the ratio of the total condensate water path in the no-ice sensitivity study to that of the control simulation and the fraction of the total condensate water path in the control simulation that is in the ice-phase. Note that the y-axis is logarithmic and that two models fall outside the plot domain.
for models that have a high fraction of ice in the control experiment to show the greatest relative increase in condensate water path. The spread in liquid water path and drizzle among SCMs and CRMs is still large in the no-ice-microphysics experiment. SCM liquid water paths vary from 60 to 580 g m −2 , while CRM liquid water paths vary from Figure 16 . Scatter-plot of the model-simulated total (liquid + ice) condensate water path from a sensitivity study in which models used increased vertical resolution and the control simulations.
65 to 330 g m −2 . All but four models produce drizzle that reaches the surface at a rate of at least 0.01 mm d −1 , with median and maximum precipitation rates of 0.48 mm d −1 and 1.6 mm d −1 , respectively. This indicates that differences in the representation of processes such as liquid-phase microphysics and boundary-layer turbulence can still lead to significant differences in simulated liquid water path and precipitation. Indeed, recent model intercomparisons of warm-phase stratocumulus also exhibit a wide spread in liquid water path and precipitation Zhu et al., 2005; Wyant et al., 2007) .
For models that are sensitive to the inclusion of icephase microphysics, the boundary layer tends to be more well-mixed in q t and θ li relative to the same model in the control experiment, and in sensitive CRMs the boundary layer is slightly deeper. These effects are likely due to greater turbulence near cloud top which is driven by strong cloud-top radiative cooling common to stratocumulus.
Vertical resolution
Low vertical resolution in atmospheric models in general, and climate models in particular, may lead to nonconvergence of simulated cloud properties. Yuan et al. (2006) found a significant decrease in liquid and ice water paths as vertical resolution was increased in CCCMA SCM simulations of mixed-phase clouds observed during SHEBA. Modellers were asked to submit a simulation with higher vertical resolution. As vertical resolution in this sensitivity study was not specified, the number of levels in the boundary layer varied from 14 to 146 in the SCMs and from 23 to 53 in the CRMs (Tables I and II) . Reassuringly, results indicate a fairly small sensitivity to vertical resolution which is generally much less than the sensitivity to the inclusion of ice microphysics (compare Figure 16 to Figure 14) .
Summary
An intercomparison of single-column and cloud-resolving model simulations of cold-air outbreak mixed-phase stratocumulus has been presented and evaluated with the available ground-based and aircraft observations collected during the ARM Mixed-Phase Arctic Cloud Experiment. While the majority of models reproduce the observed structure of a mixed-phase cloud that produces ice precipitation, the median liquid water path of both SCMs and CRMs is only one-third of the observed value. Thus, there is no evidence that resolving mesoscale and cloud-scale features in the CRMs improves the simulations relative to the SCMs for this case. On the other hand, several models have simulated liquid and ice water paths which are consistent with the observations. Although a general underestimate of liquid water path in Arctic mixed-phase clouds has been found in previous studies Inoue et al., 2006; Morrison and Pinto, 2006; Prenni et al., 2007; Sandvik et al., 2007) , the present study confirms this result in the context of a highly constrained modelling environment in which identical large-scale advective tendencies and surface fluxes have been applied to a wide range of model types.
There is a trend towards better agreement with observations of liquid and ice water paths as the sophistication of the model microphysics increases from single-moment with temperature-dependent partitioning to single-moment with independent liquid and ice to double-moment. While similar conclusions have been reached in some modelling studies involving Arctic clouds (Girard and Curry, 2001; Morrison and Pinto, 2006) , this study involved a wider set of models than these earlier studies. However, also present is a considerable scatter among the models with a given class of microphysics, so it is unclear how much significance to give to this trend. More discussion of this issue will be presented in Part II of this study where a similar trend is also observed.
A sensitivity study in which models simulated a liquidphase-only cloud indirectly suggests that the interaction of ice microphysics with liquid microphysics is responsible for the significant underestimate of liquid water path present in many models. This calls attention to the widely varying treatment of processes such as ice initiation and the rate at which ice crystals lower the water vapour beneath that necessary to sustain liquid water in the clouds (the Bergeron-Findeisen process). This finding is consistent with previous studies suggesting the importance of ice microphysics in Arctic mixed-phase clouds (Pinto, 1998; Harrington et al., 1999; Jiang et al., 2000; Morrison and Pinto, 2006; Prenni et al., 2007) . However, there was also significant scatter among models here in the relationship between liquid water path and ice crystal number concentration which appears contrary to these previous studies. Our results indicate that other factors besides ice crystal number concentration play an important role in producing differences among models. Additionally, it is striking that while models agree relatively well in their simulation of ice water content and path, the simulated ice crystal number concentration varies over five orders of magnitude. A second sensitivity study showed much less dependence of the simulated liquid and ice water paths on the vertical resolution of the model. Considered as a whole, the results of this study suggest the importance of the treatment of microphysics in general and ice microphysics in particular in the simulation of Arctic mixed-phase clouds. However, microphysics is not the sole factor as other factors are likely to be important. Thus, it is recommended that the GCSS Polar Cloud Working Group conduct additional studies that further constrain simulations. One possible avenue for this work would be to compare different microphysical parametrizations in a framework where dynamical and radiative processes are fixed and non-interactive with simulated cloud microphysics. This may resolve some of the unexplained differences found in the present study and confirm the finding here of overall improvement of simulations with more detailed microphysical parametrizations. In particular, the present case is well-suited for the kinematic framework of Morrison and Grabowski (2007) , in which simulations by different microphysical schemes were compared when they were each subjected to the specified flow corresponding to a single large eddy in a stratocumulus-topped boundary layer. It is also recommended that future intercomparison studies constrain the treatment of ice nucleation and ice crystal number concentration.
There may not be a simpler setting for the simulation of mixed-phase clouds. Complications of multilayer cloud systems (Curry et al., 1996) or strong feedbacks between the cloud and the surface temperature and fluxes that happen when mixed-phase clouds are above sea ice (Morrison and Pinto, 2006) have been eliminated in the present case. Despite this simplicity, few model simulations are consistent with observations reflecting the difficulty of simulating these clouds. The intercomparison of model simulations of multilayer clouds observed during M-PACE is presented in Part II of this study.
The relative simplicity of the cloud and its boundary conditions as well as the availability of high-quality observations may make this case-study suitable as a benchmark for mixed-phase clouds. Thin single-layer clouds with high amounts of supercooled liquid water that produce ice precipitation are not limited to the Arctic, but also occur in cold-air outbreaks at lower latitudes (Kristovich et al., 2000) and middle-level cloud systems (Fleishauer et al., 2002; Hogan et al., 2003) . It is hoped that this case will continue to be an attractive target for cloud modellers. 
