Low Power Wide Area Network is one of the leading technologies for the Internet of Things. The capability to scale is one of the advantage criteria for a technology to compare to each other. The technology uses a star network topology for communication between the end-node and gateway. The star network topology enables the network to support a large number of end-nodes and with multiple of gateways deployed in the network, it can increase the number of end nodes even more. This paper aims to investigate the performance of the Low Power Wide Area Network Technology, focusing on the capability of the network to scale using multiple gateways as receivers. We model the network system based on the communication behaviours between the end-node and gateways. We also included the communication limit range for the data signal from the end-node to successfully be received by the gateways. The performance of the scalability for the Low Power Wide Area Network Technology is shown by the successfully received packet data at the gateways. The simulation to study the scalability was done based on several parameters, such as the number of end-nodes, gateways, channels and also application time. The results show that the amount of successfully received data signal at gateway increased as the gateways, application time and channel used increased.
as high coverage, low bandwidth, and low power consumption, are in line with the requirements of IoT applications that only need to transmit small data sizes remotely.
LPWAN technology is designed to support billions of devices for the various applications of IoT. The technology uses a star topology architecture in which multiple end-nodes communicate directly to the gateway [3] . However, numerous end-nodes transmit the data signal to the gateway and this cause traffic overload, and eventually, there will be data signal loss at the gateway. Increasing the number of gateways can reduce the data signal overload by the single gateway. Even so, the scalability analysis frequently only used a single gateway to study the performance of the LPWAN.
In this study, the performance of the LPWAN in the capability to scale using multiple gateways. The development and simulation of the proposed network model were done based on the collision behaviour of the data signal from the end-node at the gateway using the MATLAB platform. The organization of this paper is as follow: In Section 2, related work on the previous study was presented. Then, the introduction of Low Power Wide Area Networks was presented in Section 3. Next, the proposed network model was discussed in section 4. In Section 5, the simulation procedure and parameters were discussed, and result and discussion were presented in Section 6. Finally, conclude the paper in conclusion.
II. RELATED WORK
The previous work on several studies on model development for LPWAN has been conducted previously for a better understanding of LPWAN's ability to scale. This section presents the previous studies on several works focusing on modelling and scalability of LPWAN.
The authors in [9] also developed a LoRa model similar to the model from [7] . The scalability of the LoRa network was studied by observing the most significant possible number of LoRa transmitter while satisfying the average packet success probability. The other model was developed by the authors in [11] to study the scalability of LoRa technology. The model used LoRa interference behaviour for the development of the data signal collision model. Meanwhile, the authors in [12] develop LoRaWAN simulator study the scalability of the LPWAN. The development of the packet collision model was inspired by the collision model from [11] to determine the behaviours of the data signal collision and the capture effect. The investigation in [13] shows improvement in the network scalability when using a method which assigning the SF used by the end-nodes in the network.
III. LOW POWER WIDE AREA NETWORK
Low Power Wide Area Network is a wireless communication technology that enables end nodes to communicate over long distance using low bit rates and low energy consumption [14] [15] [16] . Previous studies have shown that LPWAN technology enables the final node to communicate with gates over a distance of 3 kilometres for urban areas, while more than 10 kilometres for rural areas [17] . Additionally, in the line of sight circumstance, the last node data signal can reach a gateway located 20 kilometres away [18] can still reach the gateway as far as 30 kilometres, as reported in [19] .
The ability of end-nodes to communicate remotely with a gateway is based on two main special features of the LPWAN, the star network topology and modulation technique. The LPWAN device mostly operates in the unlicensed Industrial, Scientific and Medical (ISM) bands at 169, 433, 868/915 MHz, and 2.4 GHz [20] . However, these frequency values [21] [22] depend on the region in which the technology is being used.
Dynamic progress in LPWAN technology development has created many LPWAN-based applications and solutions in the market. The current most known LPWAN technologies are Sigfox and Semtech. The Sigfox technology uses three main components for the communication, which are Ultra Narrow Band radio technology, Binary Phase Shift Keying and Gaussian Frequency Shift Keying modulation. Typically, depending on the region, the ISM band used by the technology is at 868 to 869 MHz and 902 to 928 MHz. Sigfox devices are capable of sending small data with 12 bytes of maximum data size for uplink data while 8 bytes of downlink using the Lightweight protocol. Altogether, the Sigfox frame uses 26 bytes, with 12 bytes of load data and 14 bytes for protocol overhead. This protocol overhead is smaller than conventional LPWAN technology, which applies more significant size protocol overheads to transmit data. [23] .
In addition to Sigfox, Semtech also developed the LPWAN technology known as LoRa Technology. The technology is designed for a combination of remote, low power consumption, and secure small-size data transmission. It also operates on an unlicensed SUB-GHz ISM band using a so-called chirp spread spectrum (CSS) modulation to optimize power consumption and broader communications networks. LoRa Technology uses the combination of two layers; the physical layer is known as LoRa for the connectivity and the MAC layer known as LoRaWan.
IV. NETWORK MODEL
This section describes the proposed network model to study the scalability of LPWAN. The communication model in this study mimics the communication protocol between end-node and gateway for scalability study purposes. The following are assumptions for behaviour of data signal from end-node to be received by the gateway based on [3] , [7] , [11] .
A. The Interference Conditions
In this model, the end-nodes are group into two types which known as reference node and interference node. The reference node is current end-node transmitting data to the gateway at present. While, the interference node refers to others end-nodes beside the reference node that transmitting data signal before, present, or after the reference node transmitting data signal. The received status of data signal for the reference and interruption nodes at gateway can determine whether data signal is successfully received based on the collision condition.
Data signal interruption between the interference and reference nodes are assumed to base on three main parameters; SF, channel and transmission time. If data signals arrive at the gateway from the reference and interference nodes which use the same SF and channel, then all data signal www.ijacsa.thesai.org are considered unsuccessfully received by the gateway. The gateway will receive all data signals if the SF and channel used are different. Data signal in this condition is said to be orthogonal to each other. Table I provides detail of the  interference condition for both reference and interference  nodes. Data signal interference happens when both of the reference and interference nodes have the same SF and channel. However, data signal can be successfully received by the gateway if both data signal of the reference and interference nodes are being downloaded by the gateway, which passes the preamble time of data signal. Fig. 1 illustrates all possible interference conditions by the endnodes.
Data signal for the interference node in Case 1 and 6 are successfully received by the gateway as there is no data signal collision with the reference node. In Case 2, data signal from the reference node has successfully received to the gateway. Data signal arrives at the time where the preamble of data signal for the interference node already being downloaded by the gateway. In this situation, both of data signals from the reference and interference node are successfully downloaded by the gateway. This situation is also fit for Case 6, where the roles of the reference and interference nodes exchange. When data signal from the reference node arrives during the preamble of data signal from interference node is being downloaded, both of data signals are assumed to be not received by the gateway as shown in Case 3. This condition is the same as Case 4, and Case 5, where the roles of reference and interference node exchange. Table II shows the received status of the interference and reference node at the gateway.
B. SF Selection
In this study, the SF selections used in the network model for the end-nodes was inspired by [2] . The selection of the SF depends on the distance between the end-node and the gateway. When gateway received data signal from the endnode, it also records the RSSI and SNR value of data signal. Typically, the RSSI and SNR values increase when the distance between the end-node and gateway increases. However, the data signal may attenuate depending on the condition of line-of-sight between the end-node and gateway, which results in increasing the recorded RSSI and SNR values. The end-node requires a higher SF to transmit data signal to the gateway, depending on data signal condition [11] .
From previous study, the assumption made for the endnode which located far away from the gateway will use the SF of 12. Data signal is expected to be able to reach the gateway. However, data signal cannot be received by a gateway if the location of the end-node is located too far due to data signal attenuation. It is reasonable to have a limit distance between end-node and gateway for data signal to successfully receive by the gateway. Table III shows the selection of SF value for the data transmission base on the distance between the endnode and gateway. The assumption for the distance between the end-node and gateway is 2 kilometres for each SF. When the distance is over 12 kilometres, the signal is lost and did not received by the gateway. 
C. Gateways Location
In this study, multiple gateways were used to receive the data signal from the end-nodes. The number of gateways used are 2, 4, and 6. The model used 2-dimensional network field with the same length, (L x L). The locations of the gateway were based on the length (L) of the network field. Let say the coordinate of a gateway, GW(g) = (GWx, GWy) where g is the number of the gateway, GWx is the coordinate in x-axis and GWy is the coordinate in y-axis. Then the locations of the gateway were based on the number of getaways used and were given in below equations.
If gateways used are 2
(2) = (  4 , 2) 
If gateways used are 6 (1) = ( 4 , 4 )
(2) = ( 2 , 4 )
The performance of proposed model is executed via simulation using MATLAB platform. Let say there are N numbers of end-nodes distributed randomly in Lx x Ly twodimensional network field. The end-nodes are assumed to use specific SF based on the distance between the end-node and the gateway d, as discussed in the previous section. Let D(n) = (x(n), y(n)) be the coordinate of the distributed end-nodes and GW(g) = (GWx, GWy) be the coordinate of the gateway location. Where n = {1, 2, 3…, N) and g is the number of gateways. Then, the distance for the end-node j from the gateway g is defined as; d(GW(g), D(n)) = [ ( (g)x(n)) 2 + ( (g)-y(n)) 2 ] 1/2 (13) Typically, in LPWAN, one end-node can transmit data signal and is received by multiple gateways. The network will decide which optimal gateway for the next data transmission of the end-node based on the link strength at the gateway [11] . The received signal strength at the gateway is mainly related to the distance between the node and the gateway. The proposed model used these conditions for the end-node to choose the nearest gateway to transmit the data signal. Then, the network will assign the SF based on the distance for the end-node between the end-node and the gateway.
Additionally, the gateway also randomly assigned the channel (CH(n)) for the end-nodes in the range of [1, CH] , where CH is the total number of channels. The starting time is assigned randomly for the end-nodes to start transmitting the packet data to mimic the real application of the end-nodes. Starting time (ST(n)) is randomly chosen by the end-nodes based on the range time [0, Application time]. Application time is time for end-node to transmit next data signal after complete transmitting the current data signal.
ST(n) = rand ([0, Application time]
Then, the end-node starts to transmit the packet data to the corresponding gateway based on its starting time. When the end-node complete transmitting the packet data, the end-node will set the new starting time (New_ST(n)) with the combination of the starting time, time-on-air (ToA), and processing time (PT). Processing time is time for the end-node to process the data for the next transmission sequel in the range of [0,1.000s]. Note that, the maximum time for endnodes to process the data is assumed to be 1s. ToA is the time for data signal from the end-node to successfully receive by the gateway. However, it depends on the size of the payload, bandwidth, SF and code rate used by the end-node for data transmission. Refer to [24] for more information on ToA.
New_ST(n) = ST(n) + ToA(n) + PT(n) (17) At each of the gateway, data signal is successfully received based on the interference conditions as discussed in the previous section. The simulation is run based on round. Each round ends if all the end-node complete transmitting data signal to the gateway. Once the run has reached the designated total run, the simulation stops. Then, the program calculates the percentage of received packet data (PPD). PPD is the percentage of the total received data signal at gateway over the total number of data signal transmission from end-node. Table IV shows VI. RESULTS AND ANALYSIS Fig. 2 below shows the example of 500 end-nodes (represented by blank round shapes) with four gateways (represented black round shapes) in the 24000m x 24000m network field. The different colour of the blank round shapes indicates the end-nodes that transmitted data signal to the respective gateway.
Next, Fig. 3 to 5 shows the percentage of the end-node per gateway. The percentage value is calculated based on the average total number of the end-node transmitted to the gateway for 50 rounds. The average number of end-node per gateway varied as the total number of the gateway increased. The end-nodes are located randomly in the network field while the locations of the gateways are fixed. The unbalance numbers of end-node per gateway will affect data signal throughput of the gateway. For example, as shown in Fig. 5 , the total number of end-nodes transmitting data signal to gateway 1, 3, 4, and 6 are higher compared to gateway 2 and 5. The higher number of end-node per gateways will have a higher chance for data signal of end-nodes to collide with each other during data transmission.
In the simulation results, the effect of different parameters can be observed on the PPD using the proposed model. Fig. 6 to 9 show the results for PPD using one and 8-Channels with different application time and size of the network field. Overall, the PPD value decreases when the number of endnodes increases. Observations of this reduction in PPD occur because the amount of data signal from the sensor node rises, resulting in more data signal arriving at the gateways. These increase the chance of data signal to collide with each other's resulting in data signal loss at the gateway.
The overall value of PPD shown in Fig. 6 increases when the number of gateways increases. Increasing the number of gateways will decrease the throughput load by a single gateway. Besides, increasing the number of channel in the network will also increasing the PPD value. Referring to the interference conditions of data signal, data signal with the different channel will avoid the collision.
Meanwhile, the result in Fig. 7 shows a similar pattern as in Fig. 6 . Increasing value of application time results in increasing the PPD value. This is shown in Fig. 6 with the application time of 600s, while in Fig. 7 with the application time of 3600s. In a single channel with two gateways, the PPD value of the application time of 3600s gives a similar result to the PPD value when using 8-channel with two gateways with an application time of 300s. The higher application time increases the time difference of the starting time between the end-nodes (refer to equation 15). This increment in time minimizes the number of end-nodes that has the same or similar starting time. Then, the chance for data signal to collide with each other is also reduced. Although the PPD value increases when either the number of gateway or channel increases, increasing the channel gives better performance compared to increasing the number of gateways. Meanwhile, increasing the amount of application time gives better results of PPD compared to increasing the number of gateway or channel. Fig. 8, and 9 show the results use the similar parameter as in Fig. 6 and 7 but in double size of the network field. Overall, the PPD value also decreases as the number of end-nodes increases which are similar to the previous results but with a lower PPD value. Increasing the amount of channel or the value application time results in increasing the PPD value. The PPD value when using only two gateways is at 50% and below. This effect is due to increasing the size of the network field. This decrement value of PPD indicates that only half of data signal from the end-node received by the gateways. The gateway solely collected data signal when the location of the one-nodes was in the range of the set limit distance. However, the value of PPD increases when using more gateways to receive data signal.
VII. CONCLUSION
In this paper, the development and simulation of a comprehensive model of LPWAN to study the scalability using MATLAB simulator is presented. This model includes several assumptions based on the behaviour of LPWAN communication between the end-nodes and gateways, such as the interference conditions of data signal and the selection of the Spreading Factor and the application time. The results show that increasing number of end-nodes, decreases the www.ijacsa.thesai.org value of PPD. However, the PPD value increases when the number of gateways, channel and application time increase. The locations of the gateways are directly influencing total number of the end-nodes. The placements of these gateways affect the total number of the end-nodes per gateway. Data signal collisions are more likely to occur when more endnodes transmitting to a single gateway. Deploying more gateways may overcome this problem. However, in real-time application, increasing the number of gateways will double the cost. Meanwhile, selection of high performance of LPWAN devices is important in order to support high number of channels.
The future scope of the current proposed work can be developed by choosing the optimal locations of the gateways. This optimal location of the gateways should be able to increase the data delivery to the gateways compared to this current proposed location of the gateways when using a similar network environment.
