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Abstract
Recent experiments have provided direct evidence for the excitation of electron-
hole pairs during the adsorption of atoms on metal surfaces. The excitation of
electron-hole pairs is an inherently non-adiabatic process which is often ignored
in standard theoretical treatments of surface phenomena, using tools such as den-
sity functional theory (DFT), as the Born-Oppenheimer approximation cannot
be used. To obtain a theoretical model for the electronic excitation process it
is therefore necessary to go beyond conventional methods. Previous theoretical
descriptions have used a nearly-adiabatic approximation to describe electronic ex-
citations. However, these methods have been found to fail in situations where an
adsorbing atom undergoes a transition between a spin-polarised and unpolarised
state.
In this thesis we develop a fully non-adiabatic theory using a simple descrip-
tion of the adsorbate-metal interaction; the time-dependent, mean-field Newns-
Anderson model. This model describes a simple electronic system in which a
band of metal states interacts with a single atomic orbital, which can undergo a
‘spin-transition’. We derive expressions describing the time-dependent transfer
of charge and energy between the adsorbate and surface, as well as the spectrum
of electronic excitations generated. Each of these results describe the evolution
of the electronic system in terms of a simple set of parameters.
These results are demonstrated using a set of example parameter variations to
explore the impact of variables such as adsorbate speed and the temperature of
the system. A set of parameter variations describing the interaction of hydrogen
isotopes with copper and silver surfaces are obtained from DFT calculations.
These parameters are used to drive our model through a single approach of the
adsorbate to the surface. We find the results of these calculations to be in good
agreement with reported experimental results.
Our conclusions, and some possible directions for further work, are summarised
in the final chapter.
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Chapter 1
Introduction
The field of surface science occupies an important position in the modern world,
with significant applications in industrial processes and technology. Heteroge-
neous catalysis accounts for a significant fraction of the chemical processes used
in industry, for example the Haber process1 and the oxidation of carbon monox-
ide and nitrous oxides by catalytic converters in the exhaust systems of motor
vehicles. Technology such as the integrated circuit and the computer processor
is also manufactured through the manipulation of semiconductor surfaces, the
study of which has evolved in conjunction with the development of industrial
processes [1].
One of the most important theoretical challenges in surface science is to develop
a quantitative understanding of the process by which atoms and molecules bond
to surfaces [2]. When an atom or molecule approaches a surface it is accelerated
by the surface potential well in which it can gain up to a few electron-Volts of
kinetic energy. However, to adsorb on a surface the atom or molecule, referred to
as the adsorbate hereafter, must lose sufficient energy to prevent it from escaping
from the surface potential well. This lost energy can be dissipated into various
channels, for example lattice vibrations (phonons), chemiluminescence (photons),
exo-electrons (electrons ejected from the surface) and electron-hole pairs (elec-
tronic excitations within the surface). Phenomena such as chemiluminescence and
exo-electron excitation require substantial amounts of energy to be transferred
1The Haber process manufactures ammonia from nitrogen and hydrogen gas using an iron
catalyst.
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to a single electron or photon and are therefore generally only seen in extremely
exothermic reactions such as the oxidation of alkali metal surfaces [3]. The lower
energy dissipation channels of phonon and electron-hole pair excitation, however,
are expected to be ubiquitous.
The importance of the reactions of diatomic molecules with surfaces to chemistry
in general has lead to a large body of literature (see for example the reviews of
Darling and Holloway [2] and Groß [4]). A significant fraction of this literature fo-
cuses on adsorption dynamics through the use of potential energy surfaces (PES).
The PES for an interaction describes the energy gained, or lost, by an adsorbate
in moving to a particular position above a surface. For diatomic (and more com-
plicated) molecules properties such as orientation and bond length can also be
included in the PES. Forces on the adsorbate are calculated from the gradient
of the PES, which can then be used to investigate trajectories of an adsorption
reaction. The PES for a particular interaction can be computed using ab-initio
methods such as density functional theory (DFT) in combination with interpola-
tion techniques [4]. DFT is a tool by which the electronic structure of a system
can be investigated through consideration of the electron density rather than the
combination of the wave-functions of the system [5]. However, to perform DFT
calculations a number of approximations are commonly used; DFT is inherently a
mean-field theory with correlation and exchange effects included through approx-
imate ‘exchange-correlation’ functionals, the use of which is generally justified by
the results obtained for physical systems.
One further approximation which is usually used in DFT, and many other quantum-
mechanical calculations, is the Born-Oppenheimer approximation (BOA) [6]. In
the BOA the light, fast moving electrons are assumed to react instantaneously to
the motion of the much heavier and slower atomic nuclei. The electronic system
therefore always remains in the ground, or adiabatic, state. The validity of the
BOA is dependent on several factors [7]; (1) the rearrangement of the electronic
states associated with a moving atom must be gradual, (2) the electronic states of
the system must be widely separated and (3) the velocities of the atoms must be
small enough to allow the electronic system to adjust to the changing conditions.
In various situations these conditions are not all met, for example in high-energy
scattering events or electron transfer reactions. The assumption, in the BOA,
that the electronic states of the time-evolving system are the adiabatic states
does, however, enable the use of an adiabatic PES to describe surface processes.
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This has lead to significant gains in the understanding of adsorption and chemical
reactions [4].
For interactions with metal surfaces the band of metal states, filled up to the
Fermi level, invalidates the BOA through assumption (2) above. This ‘Fermi sea’
of electrons provides a means by which any amount of energy can be transferred
to the surface by promoting an electron from just below the Fermi level to just
above, creating an electron-hole pair. This idea that an electronically adiabatic
process cannot proceed close to a metal surface is also known as the Anderson
orthogonality theorem [8], and is also important in photon emission from metals.
Due to this deviation from adiabatic behaviour phenomena such as electron-hole
pair excitation or exo-electron emission are commonly referred to as non-adiabatic
effects.
Until relatively recently the direct observation of non-adiabatic effects in surface
processes has been limited to systems with large energy transfers, such as the
oxidation of alkali and alkali-earth metals (see Greber [3] for a review). Such
reactions can result in the ejection of exo-electrons or chemiluminescence. An
early theoretical treatment of chemiluminescence phenomena in the adsorption of
halogens on a sodium surface was reported by Nørskov, Newns and Lundqvist [9].
They treated the halogen-surface interaction in terms of the rapid movement of an
unoccupied electronic orbital from above to below the Fermi level. This creates
a pair of holes below the Fermi level, which can then be filled by electrons at
higher energies through the emission of photons, or exo-electrons through Auger
processes2 [10]. Processes such as this are often described in terms of a set of
diabatic states [2,3,11] in which there are multiple potential energy surfaces each
representing a particular state of the system. At different positions, i.e. altitudes
or bond-lengths, different ‘diabats’ can be the lowest, ground state. Non-adiabatic
behaviour is then described by the system remaining on a diabat that is no longer
the ground state as the position changes rapidly. The transition from an excited
diabat to a lower energy one (or even the ground state) represents the non-
adiabatic release of energy, which can manifest as an excitation of electrons or
photons.
There have also been indirect observations of non-adiabatic interactions between
2The Auger process involves the ‘annihilation’ of a hole with an electron, transferring suffi-
cient energy to an electron at or near the Fermi level such that it can escape the surface.
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molecules and surfaces. Measurements of the infra-red reflection spectra of car-
bon monoxide molecules adsorbed on a copper (100) surface showed lifetimes for
vibrational states which were several orders of magnitude shorter than would be
expected for excitation of phonons in the surface [12]. Persson and Persson [13,14]
used a simple model to show that the vibrational lifetime could be accounted for
by coupling to the electronic structure of the surface. The mechanism they put
forward involves charge flowing between the 2π∗ anti-bonding orbital of the CO
molecule and the surface. On interaction with the metal surface this 2π∗ orbital
broadens into a resonance, the position of which (relative to the Fermi level) de-
pends on the bond-length. As the C-O bond varies in length during the oscillation
a small amount of charge is transferred back and forth between the 2π∗ orbital
and the surface, which transfers energy to low-energy electron-hole pairs. Crude
calculations of the lifetime of the vibrational state were of the same magnitude
as the experimental results.
Another piece of indirect evidence for the transfer of energy to the electronic
system during adsorption has been presented by Sitz and co-workers [15–17].
They investigated the rotational and vibrational de-excitation of an H2 molecule
as it scattered from the palladium (111) and copper (100) surfaces using pulsed
molecular beams and time-resolved laser techniques. This technique allows the
populations of the different rotational-vibrational states to be investigated as a
function of time, along with measurements of the translational energy. Measure-
ments of molecules de-excited after interacting with the surface show a number of
transitions in which significant amounts of energy (50-100 meV) are lost by the
adsorbate. It is reasonable to assume that this energy is transferred to the sub-
strate degrees of freedom (electron-hole pairs or phonons) during the scattering
event.
Two sets of recent experiments have presented direct observations of low energy
(<2 eV) electronic excitations. In the first set, performed by Nienhaus and co-
workers [18–25] electrons and holes excited to more than 0.5 eV above and below
the Fermi level, respectively, have been observed through the use of molecular
beams and thin-film Schottky diodes. In the second set, by White, Wodtke and
co-workers [26, 27], beams of vibrationally excited NO molecules have been ob-
served to excite substantial yields of exo-electrons from low work-function metal
surfaces. These two sets of experiments are reviewed in sections 1.1.1 and 1.1.2.
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The experiments of Nienhaus and co-workers have also been the subject of theo-
retical studies by Trail and co-workers [28, 29], using a combination of DFT and
electronic friction models, and Lindenblatt, Pehlke and co-workers [30–34], us-
ing time-dependent DFT. The approaches used in these studies, and the results
obtained, are discussed in sections 1.2.1 and 1.2.2.
The objective of this thesis is to describe the work we have performed in con-
structing a model to investigate the non-adiabatic effects in the adsorption of a
simple atom (hydrogen) on a metal surface. To gain an insight into the excita-
tion process we have developed a theory based on a simple model Hamiltonian
– the Newns-Anderson model [35, 36]. This model contains a basic description
of a single orbital interacting with a band of metal states, and has been widely
used in the study of adsorption processes. The model itself is described in section
1.2.3 with some discussion of previous applications. An outline of the rest of this
thesis is presented in section 1.3.
1.1 Experimental observation of electronic ex-
citations
The observation of electronic excitations generated by the adsorption of molecules
on surfaces has until recently been limited to high-energy phenomena such as
chemiluminescence and exo-electron emission [2], or indirect measurements such
as contributions to adsorbate sticking co-efficients and vibrational lifetimes.
However, two recent sets of experiments have directly observed the excitation
of electronic states during the adsorption process; the measurement of ‘chemi-
currents’ by Nienhaus and co-workers [18], and the observation of vibrational
to electronic energy conversion by White, Wodtke and co-workers [26]. These
experiments are reviewed in the following sections.
1.1.1 Chemicurrents
In early 1999 Nienhaus and co-workers reported direct observation of low-energy
electronic excitations by exposing ‘thin-film Schottky diodes’ to molecular beams
of various species [18]. These thin-film Schottky diodes were initially constructed
by depositing around 100 A˚ of silver or copper on the (111) surface of a doped
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silicon wafer, with electrical contacts made to both the metal film and the back
of the wafer. These devices were fabricated and operated in ultra-high vacuum
conditions and at low temperatures to maximise the sensitivity. At the interface
between the metal film and the semiconductor the Fermi-levels of the two mate-
rials must match in equilibrium. This forces the valence and conduction bands
of the silicon substrate to bend close to the surface to achieve this matching (see
Sze [37] page 246), which results in a potential barrier at the interface. For n-
doped silicon this leads to a Schottky barrier over which hot-electrons can pass,
with p-doping producing a similar barrier for hot-holes. The barrier heights for
these devices were determined from current-voltage measurements, yielding typ-
ical barrier heights in the range 0.4-0.6 eV for Ag/n-Si and 0.6-0.7 for Cu/n-Si
diodes, with slightly lower values for Ag/p-Si devices.
The molecular beams used by Nienhaus and co-workers in their investigations of
hydrogen adsorption consisted of a mix of H2 molecules and neutral H-atoms.
Typical rates of molecular interaction with the surface of the Schottky diode
have been reported to be of order 1012 cm−2 s−1, with between 0 and 30% made
up of hydrogen atoms. Upon exposure to these beams the maximum closed-
loop, ‘chemically-induced-reverse-current’ (or chemicurrent) through the device
was measured to be in the region of 1 nA for Ag/n-Si, 0.2 nA for Ag/p-Si and
20 pA for Cu/n-Si. These chemicurrents imply that the adsorption process must
have a non-adiabatic component by which both hot electrons and hot holes are
excited.
The mechanism for the generation of this chemicurrent is described in figure 1.1.
As an adsorbate atom or molecule approaches the metal surface interactions excite
electron-hole pairs which travel ballistically through the metal film. The passage
through the metal film will attenuate, through scattering processes, the number
of electrons/holes which reach the metal-semiconductor interface. On reaching
this interface electron or holes with sufficient energy to cross the Schottky barrier
have a certain probability of being detected depending on the characteristics of
the interface. This process of excitation, attenuation and transmission has been
considered by both Nienhaus et al. [22] and Gadzuk [38]. In this thesis we will
be focusing on the excitation process.
The initial report by Nienhaus and co-workers described a number of impor-
tant results. The measured chemicurrent was observed to peak shortly after the
14
Figure 1.1: Energy level diagram (from Nienhaus [22]) describing the excitation of
a current in a thin-film Schottky diode by the adsorption of an atom or molecule.
Panels (a) and (b) related to diodes constructed using n- and p-doped silicon
respectively. Φ is the Schottky barrier height of the diode, CBM and VBM denote
the conduction band minimum and valence band maximum of the Si substrate,
and Egap is the Si band-gap.
molecular beam is switched on with the chemicurrent decaying to a steady state
value after a certain period of time. This time-variation in the chemicurrent can
be explained through consideration of the dynamics of the absorption processes.
As the metal surface of the device is exposed to the atomic beam the build up
of adsorbed atoms reduces the number of available surface sites, limiting the
rate of adsorption events, which in turn reduces the magnitude of the measured
chemicurrent. Nienhaus and co-workers have also found that the metal surface
and the nature of the adsorbate has a significant effect on the magnitude of the
observed excitations. The magnitude of the peak chemicurrent in the adsorption
of hydrogen was reported [18] to correspond to 4.5×10−3 and 1.5×10−4 electrons
per H-atom for the Ag/n-Si and Cu/n-Si devices respectively. The differences be-
tween the two were attributed to differences in the mean-free-path of electrons in
the two metals, which determines the attenuation of the signal, and the formation
of scattering centres at the Cu/Si interface.
A significant isotopic effect has been observed in the generation of chemicurrents.
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The initial paper published by Nienhaus and co-workers reported that the chemi-
current generated by a beam of deuterium atoms was six times smaller than for
hydrogen atoms, when using an Ag/n-Si diode with a barrier height of around 0.5-
0.55 eV. Mildner, Hasselbrink and Diesing [39] have also investigated this isotope
effect using a metal-insulator-metal device (Au-TaOx-Ta) with a barrier height
in the region of 1.6 eV. They reported an isotope ratio of 4.5:1 for H:D atoms in
experiments performed at room temperature (the experiments of Nienhaus and
co-workers were performed at much lower temperatures). The larger mass of the
D-atom, along with similar interaction properties, implies a slower approach to
the surface which should generate smaller non-adiabatic effects. Recently Krix,
Nu¨nthel and Nienhaus [25] have reported a more thorough analysis of the isotope
effect on chemicurrents generated by hole-excitation using Ag/p-Si(111) Schot-
tky diodes. They found a chemicurrent ratio of 3.7±0.7:1 for hydrogen compared
to deuterium using a Schottky barrier height of 0.46 eV. In chapter 7 we will
compare ratios obtained from model calculations with these experimental data.
In addition to the results discussed above there have been a range of other reports
using similar devices to observe electronic excitations with a wide range of differ-
ent adsorbates. Gergen, Nienhaus and co-workers found a power-law correlation
between the adsorption energy of a particular species and the magnitude of the
chemicurrent generated [20]. The same group have demonstrated that for NO
interactions with an Ag/n-Si diode there is a secondary peak in the variation of
the chemicurrent with time, which is consistent with a signal from the reduction
of adsorbed NO molecules to form N2O [21]. Roldan-Cuenya, Nienhaus and Mc-
Farland [40] investigated the chemicurrents generated by several molecules with
low adsorption energies interacting with a metal-insulator-semiconductor device
[Pd/SiO/n-Si (111)]. For molecular beams of Xe, CO2 and C2H4 a forward cur-
rent was observed in their devices rather than the reverse chemicurrents found
in all other experiments. This they attributed to charging of electronic traps at
the metal-insulator interface. Glass and Nienhaus [23, 24] have also investigated
the oxidation of magnesium using Schottky diodes. They report that photon
mediated excitations have a role to play in the energy transfer process, and that
Schottky devices can be used as an accurate oxidation monitor.
To gain an understanding of the trends in these experiments it would be useful
to have a model of the behaviour of the electronic system during adsorption.
Our approach in this thesis is to consider a simple model of adsorption, the
16
Newns-Anderson model, to consider the basic physics of the electronic excitation
process.
1.1.2 Conversion of vibrational to electronic excitation
Study of the interactions between vibrationally excited diatomic molecules and
metal surfaces has also yielded significant evidence of non-adiabatic effects. Re-
cently there has been considerable interest in electronic effects in the scattering
of NO molecules from metal surfaces. Huang and co-workers [41] reported results
for the de-excitation of an NO(ν=2)3 beam on interaction with a gold surface,
which could not be explained by adiabatic theory. The same group have also
investigated more highly excited NO molecules interacting with Au(111) and LiF
surfaces [42]. Substantial vibrational de-excitation of the NO(ν=15) beam was
observed following the interaction with the gold surface, while for the insulating
LiF surface more than 90% of incident molecules remained in their initial state.
A mechanism by which the vibrational energy is transferred to electronic exci-
tations was put forward by Huang et al. [42]. The potential energy of the NO
molecule, as constructed from a combination of spectroscopic and ab-initio data
(see references in [42]), was compared to that of the NO− ion as a function of
the N-O bond length. At bond-lengths at and above the equilibrium length of
around 1.15 A˚ the NO molecule was found to be the lowest energy state, while
below the equilibrium point the NO− ion was found to be the lower energy state.
For an NO molecule vibrating in proximity to a metal surface, electron transfer
to the molecule is energetically favourable at one point in the vibration, while
half an oscillation later the reverse is true. This process has been considered in
terms of the ‘diabats’ (see the start of this chapter) of the NO and NO− states
by Huang and co-workers. The rapid oscillation of the length of the N-O bond
prevents the system from occupying the lowest energy diabat at all times, which
leads to high energy non-adiabatic transfers to electronic excitations as the sys-
tem relaxes. The same process could not take place in the interaction of NO with
an insulating surface as there is no Fermi sea of electrons which can easily be
transferred to the adsorbate molecule.
Direct observations of electronic excitations during the vibrational de-excitation
of NO molecules has recently been reported by White, Wodtke and co-workers
3I.e. a beam of molecules each with two vibrational quanta.
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Figure 1.2: The probability of exciting an exo-electron for different vibrational
states ν of an NO molecule from White, Wodtke and co-workers [27]. Open
and closed symbols represent data obtained using different vibrational excitation
techniques; FCP – Franck-Condon pumping, SEP – stimulated emission pumping.
[26, 27]. By replacing the Au(111) target used by Huang et al. with a low work
function caesium doped gold surface4 White, Wodtke and co-workers were able
to detect electrons excited with sufficient energy to escape the surface entirely;
exo-electrons. Figure 1.2, from [27], shows experimental measurements of the
probability of exciting an exo-electron for different vibrational states of the NO
beam. For vibrational states with a greater energy than the surface work function
substantial amounts of exo-electron emission is observed. Above this point the
electron emission yield per collision displays an approximately linear dependence
on the vibrational energy until ν=16, at which point the emission yield saturates
at between 1.5 and 2%. This increase in yield with vibrational energy greater
than the work-function suggests that direct conversion of vibrational to electronic
excitation is occurring.
White, Wodtke and co-workers [27] have considered several different mechanisms
by which exo-electron emission, at the magnitude observed, can occur. They spec-
4The deposition of sub-monolayer coverages of Cs atoms on an Au surface reduces the work-
function to between 1.3 and 1.6 eV – below that of either metal in isolation.
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ulate that the most significant contribution to the exo-electron emission comes
from a process referred to as “vibrationally promoted auto-detachment”. As the
neutral and negative ion states of NO are each energetically favourable in differ-
ent parts of the N-O bond vibration, the NO molecule could gain an electron at
one point and eject it half a vibration later. If during the ejection process suffi-
cient energy, i.e. more than the work function, is transferred from the vibrational
degrees of freedom to the electron it can escape the surface.
The experimental observations discussed in this section show that electronic ex-
citations can be an important channel for the transfer of energy during molecule-
surface interactions. In the next section we consider the theoretical approaches
which have been used to investigate the process of electronic excitation.
1.2 Theoretical modelling of electronic excita-
tions
In order to theoretically model electronic excitations it is necessary to go beyond
adiabatic, ground-state theories, which use the BOA to separate the electronic
and nuclear degrees of freedom.
In this section we will discuss two examples of work in which the excitation of
electronic systems has been considered. First we introduce an electronic friction
based model, used by Trail and co-workers [28, 29] to estimate the probabilities
of exciting the chemicurrents discussed in section 1.1.1. Second we look at some
recent work by Lindenblatt, Pehlke and co-workers who have used time-dependent
DFT techniques to obtain the evolution of the electronic states of the H/Al(111)
system [30–34]. The final sub-section will look at the use of the Newns-Anderson
model [35, 36] for describing electronic excitations.
1.2.1 Electronic friction based models
The evolution of a large time-dependent electronic system of any size is very
difficult to compute. Probably the most straightforward way of treating the
energy loss of an adsorbate to a surface during adsorption is to define a force,
or set of forces, which transfers energy to the appropriate dissipation channel.
The lowest order contributions to the force representing this dissipation process
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are likely to be proportional to the velocity of the adsorbate, which suggests a
friction-like behaviour. This frictional approach was first used by d’Agliano et
al. [43] and Blandin, Nourtier and Hone [44] to describe the transfer of energy to
electronic degrees of freedom in the motion of adsorbates near metal surfaces.
A friction-like approach to energy-transfer has been used by Trail and co-workers
[28, 29, 45] as an approximation to the full non-adiabatic behaviour. A general
expression for the non-adiabatic energy transfer is derived by assuming a linear
response of the electronic system to a changing potential [29];
E˙trans(t) = s˙(t)
∫ t
−∞
dt′Λ(t− t′, s)s(t′). (1.1)
Here E˙trans is the energy transfer rate, s is a coordinate representing the position
of the adsorbate and Λ(t − t′) is referred to as the memory function [29]. This
‘memory function’ contains information about the evolution of the system to
the state occupied at time t. In the slow variation limit, i.e small s˙, Trail et
al. [29] show that the low frequency limit of the response of the electron gas to
the adsorbate can be approximated using linear response theory, leading to
Λ˜(ω, s) = −iη(s)ω, (1.2)
where Λ˜(ω, s) is the Fourier transform of Λ(t, s) and η(s) is a real function. By
transforming (1.2) back into the time domain and substituting into (1.1) the
energy transfer rate becomes
E˙trans(t) = η(s(t))s˙(t)
2. (1.3)
This expression can easily be shown to be equivalent to the loss of energy due to
a friction force F ;
F (t) = −η(s(t))s˙(t) = −dE
ds
(t), (1.4)
from which it follows that
dE(t) = η(s(t))s˙(t)ds = η(s(t))s˙(t)2dt. (1.5)
The function η(s(t)) is therefore commonly referred to as an electronic friction
coefficient. As the slow-variation approximation for energy transfer rate E˙trans(t)
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does not depend on the history of the evolution of the system electronic friction
theory is commonly referred to as memory-less or Markovian.
This frictional approach to energy transfer has been used by Trail and co-workers
[28,29] to model the electronic excitation of a copper (111) surface during the ad-
sorption of hydrogen isotopes for comparison with the chemicurrent experiments
discussed in section 1.1.1. They took the slow limit of time-dependent DFT in
which the electronic system is assumed to remain close to the adiabatic state at
all times, i.e. the system can be represented using standard DFT wave-functions
and potentials. From these adiabatic quantities Trail and co-workers were able
to calculate the electronic friction coefficient η using [29];
η(s) = π~
∑
σ
∑
α,α′
∣∣∣∣〈ǫFα, σ|dVσds |ǫFα′, σ〉
∣∣∣∣
2
, (1.6)
where σ denotes spin, |ǫFα, σ〉 are states at the Fermi surface and Vσ is the effec-
tive Kohn-Sham potential for spin σ. The combination of this approximation with
the set of assumptions described above (the slow adsorbate and low-frequency re-
sponse limits) is referred to as a “nearly-adiabatic” model of electronic friction.
This nearly-adiabatic model has been widely used to study damping of vibrations
of adsorbed molecules (Hellsing and Persson [46]), molecular dynamics calcula-
tions (Head-Gordon and Tully [47]) and vibrational de-excitation in molecular
scattering (Luntz, Persson and Sitz [48]).
By using DFT calculations to model the approach of an H-atom to the atop
site of the copper (111) system Trail and co-workers [28, 29, 45] obtained the
variation of the friction coefficient η with altitude. Close to the surface, below
2 A˚, calculations show a smooth variation in η, but at an altitude of s0=2.39
A˚ the friction co-efficient diverges with an (s − s0)−1 behaviour above s0. This
singularity in η implies an infinite rate of energy transfer away from the H-atom,
and therefore an infinite stopping power, which is clearly unphysical. The altitude
at which this breakdown of the nearly-adiabatic friction model occurs was found
by Trail and co-workers to correspond to the position of a second-order phase
transition in the spin-polarisation of the ground state of the system.
In isolation a neutral hydrogen atom has a single electron in its 1s orbital and
therefore has a net spin. As the atom interacts with a metal surface, the hopping
of electrons between the metal states and the adsorbate orbital broadens the en-
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ergy levels associated with the initially occupied (majority spin) and unoccupied
(minority spin) electronic states into resonances. These resonances broaden and
converge on one another, until the majority and minority spin resonances become
degenerate and the spin-polarisation is lost.
Trail et al. also demonstrated that the singularity in the friction coefficient
is a direct result of the failure of the nearly-adiabatic approximation at the
spin-transition. This implies that the spin-transition is a fundamentally non-
adiabatic phenomenon which cannot be correctly treated by nearly-adiabatic the-
ory. Trail and co-workers [28, 29] forced their calculations to have a particular
spin-polarisation, thereby removing the spin-transition and the singularity in η.
The excitation of the metal surface was modelled by connecting the DFT derived
friction co-efficient description of energy transfer with the forced oscillator model,
or FOM (see Darling and Holloway [2] for a description). The FOM describes a
set of harmonic oscillators driven by a time-dependent force and has been widely
used in the description of electronic excitations (see for example Scho¨nhammer
and Gunnarsson [49] and Brako and Newns [50]) by assuming that the electron-
hole pairs act as a single bosonic entity. This bosonic description has been shown
by Scho¨nhammer and Gunnarsson [49] to be consistent with the slow, frictional
description of a fermion-based model. In the present case the time-dependent
force driving the FOM comes from the motion of the adsorbate.
By making further slow-variation approximations Trail and co-workers [28, 29]
related the distribution of excited electron-hole pairs to the friction coefficient,
giving
Ps(ω) =
∑
σ
1
π~ω
∣∣∣∣
∫ ∞
−∞
η1/2σ (s(t))s˙(t) exp[−iωt]dt
∣∣∣∣
2
(1.7)
where ~ω is the energy of the electron-hole pair. The probability distribution
Ps was calculated, for H and D atoms, from the friction coefficient η and the
motion of the adsorbate during its oscillation in the surface potential well. From
Ps the number of electrons excited with sufficient energy to cross a barrier of
a given energy was found, yielding figure 1.3 (from ref. 29). By accounting
for attenuation and interfacial effects Trail and co-workers made estimates of the
magnitude of the chemicurrents detected by Nienhaus and co-workers [18], giving
results which agreed reasonably well with the experimental values. Comparison
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Figure 1.3: The probability of exciting an electron with sufficient energy to cross
a Schottky barrier of height ǫs for H and D atoms incident on the top site of a
Cu(111) surface (from Trail et al. [29]). The vertical lines denote the range of
barrier heights found by Nienhaus et al. [18].
of the results for H and D atoms also showed an isotope effect of a similar size to
that reported by Nienhaus and co-workers. It should be noted, however, that the
manner in which the singularity in the friction coefficient at the spin-transition is
removed is rather arbitrary. A correct treatment of the spin-transition requires a
fully non-adiabatic theory – the construction of such a theory is the aim of this
thesis.
1.2.2 Time-dependent DFT
A more rigorous, but far more computationally expensive, technique for the mod-
elling of electronic excitation is to use a time-dependent theory to directly calcu-
late the evolution of the electronic system. In a series of publications Lindenblatt,
Pehlke and co-workers [30–34] have used time-dependent DFT (TD-DFT) to in-
vestigate the electronic excitation induced by the approach of a hydrogen atom
to an aluminium (111) surface.
The principle behind the TD-DFT method used by Lindenblatt, Pehlke and co-
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workers is conceptually relatively straightforward. A conventional DFT calcula-
tion is used to obtain the Kohn-Sham wave-functions and the effective potentials
for a static adsorbate-surface configuration. The time-dependent Schro¨dinger
equation is then integrated to give the evolution of the wave-functions in time,
with the forces on the atomic nuclei dealt with classically using the Ehrenfest ap-
proximation. However, a number of computational issues make the application
of this method more difficult. In order to consider systems such as H/Ag(111),
as used in the chemicurrent experiments of Nienhaus and co-workers (see sec-
tion 1.1.1), the simulation of a large number of electrons would be necessary
(each silver atom has 11 valence electrons which would need to be considered).
The variation of the wave-functions as the adsorbate approaches the surface is
also rapid, requiring a small integration step size5, which in turn increases the
computational burden of performing a calculation.
To model the electronic excitation process while keeping the computational cost
reasonable Lindenblatt, Pehlke and co-workers chose to consider the more sim-
ple H/Al(111) system (the aluminium atoms only have three valence electrons)
rather than H/Ag(111). They used a 2
√
3× 2√3 supercell containing a 13 layer
slab of Al atoms with two hydrogen atoms, one approaching each side of the
slab, to model the adsorption process. The Al atoms were represented by pseu-
dopotentials while a Coulomb potential was used for the H-atoms. In order to
minimise the computational cost a single special k-point was used to perform
reciprocal-space calculations, with basis-set cut-offs of 10 Rydberg (136 eV). In
early work [30–33] Lindenblatt and co-workers ignored the role of spin, but more
recent calculations [34] have included spin-polarisation. They also recognise that
the computational parameters used to perform these calculations are substan-
tially smaller than those commonly used to perform static DFT calculations,
but state that these limitations are required to achieve reasonable time-scales for
computation.
The non-adiabatic energy dissipated at a particular point in the evolution of the
adsorbate-metal system was obtained by taking the difference between the energy
of the time-dependent system and that obtained from relaxed, ground-state cal-
culations. The distribution of electronic excitations was calculated by projecting
the set of time-dependent wave-functions |ψiσ(k, t)〉 for the nkσ electrons of spin
σ onto the ground-state Kohn-sham wave-functions |φjσ(R(t), k)〉 (with energies
5Lindenblatt and Pehlke [34] used a step-size of 0.002 fs.
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Figure 1.4: Spin-resolved excitation spectra generated by the approach of an H-
atom to the Al(111) surface from time-dependent DFT calculations performed
by Lindenblatt and Pehlke [34]. The two panels relate to hydrogen atoms with
initial kinetic energies of 60 meV and 10 eV. Solid blue lines denote majority-spin
excitations with dashed red lines representing the minority-spin component.
ǫjσ(R(t), k)) via
nσ(ǫ, t) =
∑
jk
wk
nkσ∑
i=1
|〈ψiσ(k, t)|φjσ(R(t), k)〉|2 δ (ǫ− ǫjσ(R(t), k)) . (1.8)
In this expression wk is the weighting for the k-points used and R(t) represents
the set of co-ordinates of the atomic cores. The ground-state equivalent of this
quantity was obtained using the adiabatic wave-functions calculated by relaxing
the electronic system at a particular altitude. A similar expression to (1.8) will
be used in chapter 4 to construct a model of the electronic excitations induced by
the adsorption of a simple atom. However, we will represent the ground-state of
the system using the eigenstates of the system at a particular point in time rather
than the adiabatic states. The difference between these two representations of
the ground-state of the system is discussed on page 88.
The calculations performed by Lindenblatt and Pehlke have produced a number
of interesting results. Calculations of the energy lost by an H-atom in a single
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round trip show that the spin-transition is important; when including spin the
energy loss is approximately 0.18 eV [34] compared to 0.04 eV for unpolarised
computations [33]. The excitation spectra calculated were found to be broadly
exponential in nature, with some noise due to computational limitations. As
might be expected, H-atoms with large amounts of kinetic energy were found to
generate larger spectra at high energies; an example of this is shown in figure 1.4.
These results, from ref. 34, also show a distinct polarisation of the excitation
spectra; the majority-spin spectrum is larger for high-energy electrons than that
for minority-spin excitations, with the reverse true for holes. This effect will be
explored further in chapter 6.
While the TD-DFT methods used by Lindenblatt, Pehlke and co-workers can give
a detailed description of the behaviour of the electronic system, the computational
effort involved in performing simulations restricts the accuracy which can be
achieved. We have chosen to take an alternative path by describing electronic
excitations in the adsorbate-metal system using a simplified model; the Newns-
Anderson model. This model is described in the following section, along with a
discussion of some previous work which has used it.
1.2.3 Newns-Anderson models
One relatively simple model which has been widely used in the past to model the
adsorbate-metal interaction is the Newns-Anderson model [35, 36]. This model
was initially constructed by Anderson [35] to consider the interaction of mag-
netic impurities with a non-magnetic, metallic medium, and was later applied to
chemisorption by Newns [36]. The model describes the occupied and unoccupied
electronic states of a metal surface and an adsorbate orbital, plus the interac-
tion between the two and the Coulomb repulsion energy associated with multiple
occupation of the adsorbate orbital. The Newns-Anderson model was originally
constructed using a time-independent Hamiltonian;
Hˆ =
∑
σ
ǫanˆaσ +
∑
kσ
ǫkσnˆkσ +
∑
kσ
(
Vak cˆ
†
aσ cˆkσ +H.c
)
+Unˆaσnˆa−σ, (1.9)
where a and k label the adsorbate and metal states, and σ denotes spin. cˆ†aσ
and cˆ†kσ are the electron creation operators for the adsorbate and metal states
respectively, which are used to construct the number operators nˆaσ = cˆ
†
aσ cˆaσ,
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nˆkσ = cˆ
†
kσ cˆkσ. The energies ǫa and ǫkσ correspond to the adsorbate and metal
states respectively. Vak is the interaction energy, representing the coupling be-
tween the adsorbate and metal states, and U is the Coulomb repulsion energy
associated with having two electrons in the adsorbate orbital. The model has been
extended to include time-dependence by allowing ǫa and Vak to be time-dependent
(for a review see Brako and Newns [51] and Yoshimori and Makoshi [52]).
The application of (1.9) is complicated by the final term, which contains the
product nˆaσnˆa−σ ≡ cˆ†aσ cˆaσ cˆ†a−σ cˆa−σ. The quantum mechanical expectation value
of this four electron operator product is difficult to deal with. Both Anderson and
Newns used a mean-field, or Hartree-Fock, approximation to avoid this problem
in which the energy level of the adsorbate is renormalised to an effective energy
level and the problematic operator product is replaced using expectation values
of the operators, i.e. 〈〈nˆaσ〉〉〈〈nˆa−σ〉〉. This approximation is also equivalent to the
representation of the electronic system by the density of electrons rather than
their wave-functions in DFT. The mean-field approximation is described in more
detail in chapter 2.
The mean-field approximation is not, however, satisfactory for many situations
as it discards all correlated electron behaviour, which leads to phenomena such
as the Kondo effect [53]. To avoid this approximation the majority of work which
has used the time-dependent Newns-Anderson model has set U = 0, which has
the effect of neglecting spin [51, 52].
The adsorption process has been investigated within the Newns-Anderson model
by Langreth and co-workers [54–56] without using the mean-field approximation.
Their model was constructed using a ‘slave-boson’ approximation in which a ficti-
tious boson is created when an electron hops from the adsorbate to the metal, and
is annihilated when it hops back. Langreth and co-workers obtained expressions
describing the time-evolution of the charge transfer between multiple adsorbate
levels and the metal surface. However, their method is limited to situations in
which the Coulomb repulsion energy U is very large, and cannot therefore be
applied to ‘real’ adsorption phenomena.
The mean-field Newns-Anderson model provides a framework within which the
spin-transition seen by Trail and co-workers [29] can be described (see section
1.2.1). Anderson [35] originally demonstrated that there are magnetic and non-
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magnetic domains in the parameter space of his model. Makoshi, Kawai and
Yoshimori [57, 58] used the the time-dependent mean-field model to consider
charge transfer in adsorption, focusing on oscillations in the occupations of the
adsorbate orbital. More recently Bird, Trail, Persson and Holloway [59] have used
a mean-field, time-dependent version of the Newns-Anderson model to consider
non-adiabatic behaviour in the region around the spin-transition. In this the-
sis we extend this work to include a broader description of the adsorbate-metal
interaction, from which the excitation process can be studied.
1.3 Thesis outline
In the following chapters we derive expressions describing the behaviour of the
electronic states of the adsorbate-metal system using the Newns-Anderson model.
Chapters 2 to 4 contain derivations of the set of functions which describe the
occupied electronic states of the system, the energy lost by an adsorbate during
adsorption and the spectrum of electronic excitations generated by the adsorption
process.
The following two chapters, 5 and 6, present and discuss numerical results for the
charge and energy transfer, and the excitation spectra respectively. In chapter
7 we apply these models to a pair of real systems; through DFT calculations
we obtain suitable parameters to describe the adsorption of an H-atom on the
copper (111) and silver (111) surfaces. These parameters have been used to drive
the model described in chapters 2-4, with the results used to make quantitative
comparisons to the experiments of Nienhaus and co-workers discussed above.
The final chapter 8 contains a summary of the work presented here, along with
a discussion of the important implications of this work and some directions for
further investigation.
Throughout this thesis there are nine appendices containing additional deriva-
tions and methods important to our model and its application. To maintain
clarity we have chosen to place these appendices immediately following the chap-
ter to which they relate.
The work presented in this thesis has also been published in two papers [60, 61];
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• “Electronic nonadiabatic effects in the adsorption of hydrogen atoms on
metals” by M. S. Mizielinski, D. M. Bird, M. Persson and S. Holloway, in
the Journal of Chemical Physics 122(8), 084710 (2005).
• “Spectrum of electronic excitations due to the adsorption of atoms on metal
surfaces” by M. S. Mizielinski, D. M. Bird, M. Persson and S. Holloway, in
the Journal of Chemical Physics 126(3), 034705 (2007).
Work from parts of chapters 2, 3, 5 and 7 appear in the first paper. The second
paper contains a brief description of the work in chapter 4 and some of the results
from chapter 6. A number of results from chapters 6 and 7 will be the subject of
forthcoming publications.
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Chapter 2
The Newns-Anderson model and
occupation functions
In this chapter we introduce the Newns-Anderson model and use it to derive
expressions describing the time-evolution of the occupied electronic states of the
system for a simple, single-orbital adsorbate as it interacts with an ideal metal
surface.
The Newns-Anderson model was originally constructed by Anderson [35] to ex-
plore the properties of magnetic impurities in metals, and was later applied by
Newns to the adsorbate-metal system [36]. In both works all time-dependence of
the model was ignored, and the results obtained were the adiabatic or ground-
state solutions, as discussed in the introduction. In this thesis we are interested
in the non-adiabatic behaviour of the adsorbate-metal system and therefore need
to consider both the adiabatic and time-evolving systems. Our use of the Newns-
Anderson model allows us to analyse the time-evolution of electronic structure
of the adsorbate-metal system, whilst being simple enough to study analytically.
The model only considers a single adsorbate orbital, the metal states, the inter-
action between the adsorbate and the metal surface, and the interaction between
electrons within the adsorbate orbital. We are therefore ignoring a wide range
of phenomena including the motion of the atomic cores of the metal (lattice vi-
brations and surface deformation) and interactions between electrons within the
metal.
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The time-dependent Newns-Anderson Hamiltonian can be written in the Heisen-
berg picture as
Hˆ(t) =
∑
σ
ǫa(t)nˆaσ(t) +
∑
kσ
ǫkσnˆkσ(t) +
∑
kσ
(
Vak(t)cˆ
†
aσ(t)cˆkσ(t) + H.c.
)
+Unˆaσ(t)nˆa−σ(t), (2.1)
where a labels the adsorbate state, k the metal states and σ represents spin.
cˆ†aσ(t) and cˆ
†
kσ(t) are the electron creation operators for the adsorbate and metal
states respectively. These operators are used to construct the number operators
nˆaσ(t) = cˆ
†
aσ(t)cˆaσ(t) and nˆkσ(t) = cˆ
†
kσ(t)cˆkσ(t), which appear in this Hamiltonian.
The energies ǫa and ǫkσ correspond to the energies of the adsorbate and metal
states respectively. Vak is the interaction potential, i.e. the hopping matrix
element for the transition between the metal state k and the adsorbate state.
U is the intra-adsorbate Coulomb repulsion energy, and represents the energy
required to add a second electron into the adsorbate orbital.
The Newns-Anderson model is parameterised by the time-evolution of the energy
level ǫa and the interaction potential Vak, and the value of the Coulomb repulsion
energy U . Throughout this work we have chosen for simplicity to ignore the
time-dependence of U . The energy level ǫa will vary as the adsorbate approaches
the surface through image charge and surface barrier effects (Zangwill [10] page
215). Vak will also vary with altitude as the overlap of the adsorbate and metal
orbitals change.
The direct solution of (2.1) is difficult due to the four operator product in the final
term, nˆaσnˆa−σ = cˆ
†
aσ cˆaσ cˆ
†
a−σ cˆa−σ. The method we use to avoid this problem is the
same as that used by both Anderson and Newns; a mean-field approximation.
This approximation assumes that each electron ‘sees’ the average state of the rest
of the system, and is used widely in computational techniques such as density
functional theory (DFT). The use of the mean-field approximation in electronic
structure calculations was discussed in the introduction.
In the mean-field approximation the four operator product is replaced with
nˆaσ(t)nˆa−σ(t) = nˆaσ(t)na−σ(t) + naσ(t)nˆa−σ(t)− naσ(t)na−σ(t), (2.2)
where naσ(t) = 〈〈nˆaσ(t)〉〉 is the thermally averaged expectation value of the ad-
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sorbate number operator. We will refer to these thermally averaged expectation
values, such as naσ(t), as the “occupation functions” of the system. In section 2.2
expressions describing the evolution of these occupation functions will be derived.
The mean-field equivalent of (2.1) therefore becomes
HˆMF (t) =
∑
σ
ǫ¯aσ(t)nˆaσ(t) +
∑
k,σ
ǫkσnˆkσ(t) +
∑
k,σ
(Vak(t)cˆ
†
aσ(t)cˆkσ(t) + H.c.)
−Unaσ(t)na−σ(t), (2.3)
where the effective adsorbate energy level ǫ¯aσ is defined as
ǫ¯aσ(t) = ǫa(t) + Una−σ(t). (2.4)
The use of the mean-field approximation also allows us to separate the Hamilto-
nian into single spin components. We choose to rewrite (2.3) as
HˆMF (t) =
∑
σ
Hˆσ(t)− Unaσ(t)na−σ(t) (2.5)
where Hˆσ is the single spin Hamiltonian
Hˆσ(t) = ǫ¯aσ(t)nˆaσ(t) +
∑
k
ǫkσnˆkσ(t) +
∑
k
(
Vak(t)cˆ
†
aσ(t)cˆkσ(t) + H.c
)
. (2.6)
This separation implies that we can consider the mean-field Newns-Anderson
system as a pair of single spin systems coupled through the mean-field energy
level ǫ¯aσ. The second term in (2.5) is then only involved when considering the
total energy of the system.
We are primarily interested in using this model to describe the interaction of a
single orbital, spin-polarised adsorbate, such as a hydrogen atom, with a metal
surface. To achieve this we consider an adsorbate with two energy levels cor-
responding to the spins σ =↑ and σ =↓. Before the interaction between the
adsorbate and the surface has occurred one of these states will be occupied and
the other unoccupied. The choice of spin to assign to the initially occupied level
is arbitrary – we choose to define the σ =↑ level, ǫ¯a↑, to be this level, which will
also be referred to as the majority level. The other level with spin σ =↓, ǫ¯a↓, is
therefore the initially unoccupied or minority level.
The adiabatic interaction of the adsorbate resonances with the surface is described
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graphically in figure 2.1. For a large adsorbate altitude the adsorbate orbital
consists of the energy levels ǫ¯a↑ and ǫ¯a↓ separated by the Coulomb repulsion
energy U . As the adsorbate approaches the surface the energy levels broaden
into resonances, of width Γ, through interactions with the metal states. The
broadening of the resonances causes some charge to be lost from the initially
fully occupied majority level to the metal as the tail of the resonance crosses the
Fermi level. The same process also broadens the initially unoccupied energy level,
which gains charge from the surface. ǫa is also expected to fall due to the image
charge effects and surface barrier shifts mentioned previously. From the definition
of ǫ¯aσ, (2.4), we see that the loss of charge from the majority state causes the
minority level to fall. The majority level also rises due to the gain of charge by
the minority level. At a particular altitude this transfer of charge between the
adsorbate resonances and the surface results in a transition from two distinct
energy levels to a degenerate state. This spin-transition was first discussed by
Anderson [35] in the context of magnetic impurities in metals. We will derive
expressions describing the adiabatic behaviour of the adsorbate in section 2.3
The shape of the adsorbate resonances, or the projected density of states (PDOS)
onto the adsorbate orbital, can be calculated using ab-initio methods such as
DFT. The mean-field nature of DFT allows us to connect these calculations with
the mean-field Newns-Anderson model. These DFT generated PDOS are not
perfectly Lorentzian, as we shall show in chapter 7, but this model does broadly
describe the observed distributions. From these calculated PDOS we can extract
the adiabatic effective energy levels ǫ¯
(ad)
aσ , from which ǫa and U can be found,
together with the resonance width Γ. We will demonstrate the extraction of these
parameters in chapter 7 for two systems; a hydrogen atom above the copper and
silver surfaces.
In the rest of this chapter we introduce the theory necessary to explore the
time-dependent behaviour of the occupations of the various states of the Newns-
Anderson system in the region of the spin-transition. In section 2.1, and appendix
A, we derive expressions for the electron operators cˆaσ(t) and cˆkσ(t). These results
are then used to derive the time-evolving occupation functions for the Newns-
Anderson system in section 2.2. This set of functions will be necessary for the
work presented in chapters 3 and 4. An expression for the adiabatic adsorbate oc-
cupation function is derived in section 2.3. The important results of this chapter
are summarised in section 2.4.
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Figure 2.1: Schematic diagram of the behaviour of the energy-levels/resonances
of the adsorbate as it interacts with the metal surface. The red line denotes the
σ =↑ majority spin resonance, and the blue line the σ =↓ minority level. The
shaded section of each resonance indicates the occupied states of the adsorbate.
The resonances are centred on the effective energy levels ǫ¯a↑ and ǫ¯a↓ as labelled.
The adsorbate resonance width is labelled Γ and the intra-adsorbate Coulomb
repulsion energy U is also indicated. The grey line labelled ǫa denotes the bare
adsorbate energy level energy. ǫF is the Fermi level.
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2.1 Electron operators
In this section we derive expressions for the time-evolution of the electron oper-
ators cˆaσ and cˆkσ.
The equations which govern the time-evolution of the operators cˆaσ and cˆkσ in
(2.3) can be found using Heisenberg’s equation of motion. These equations are
derived in appendix A at the end of this chapter yielding the following differential
equations (see (A.7a) and (A.7b) on page 52);
i
d
dt
cˆaσ(t) = ǫ¯aσ(t)cˆaσ(t) +
∑
k
Vak(t)cˆkσ(t), (2.7a)
i
d
dt
cˆkσ(t) = ǫkσ cˆkσ(t) + V
∗
ak(t)cˆaσ(t). (2.7b)
In order to solve these equations we make a set of assumptions, commonly referred
to as the wide-band approximation [62]. We first assume that Vak(t) can be sepa-
rated into a complex constant vak and a real, state-independent, time-dependent
function u(t), i.e.
Vak(t) = vaku(t). (2.8)
In making this approximation it is assumed that the variation with time of the
interaction potential is identical for all metal states k, with differences only in
the total magnitude and phase. We then assume that the sum
∑
k
|vak|2δ(ǫ− ǫkσ), (2.9)
is independent of energy ǫ. This expression can be interpreted as the distribution
of states in the metal which interact with the adsorbate, and by using this ap-
proximation we assume that this distribution is flat. We are therefore assuming
that the electronic structure of the metal surface consists of a wide band of states
without any structure, with which the adsorbate energy levels can interact. This
is a significant assumption, but is necessary to allow us to make progress.
The validity of the use of the wide-band approximation has been investigated by
Burrows and Amos [62]. They conclude that provided the energy level interact-
ing with the metal is not close to the edge of the band, and the metal density
of states is not rapidly varying, then the wide-band approximation is reasonable.
However, Plihal and Langreth [63] argue that the restriction in the variation of
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the phase of Vak in (2.8) is valid only for motion perpendicular to the surface.
The acceleration of the adsorbate in the surface potential well will result in a per-
pendicular approach to the surface for small initial kinetic energies. Throughout
this work we therefore only consider a perpendicular approach of the adsorbate
to the surface, so our use of (2.8) should be reasonable.
By using the wide-band approximation the equations of motion for the electron
operators can be solved, as shown in appendix A. We find the following expres-
sions for cˆaσ and cˆkσ, see (A.26) and (A.27);
cˆaσ(t) = −i
∫ t
t0
dt1 exp
[
−i
∫ t
t1
ǫ˜aσ(t
′)dt′
]∑
k
Vak(t1) exp [−iǫkσ(t1 − t0)] cˆkσ(t0)
+ exp
[
−i
∫ t
t0
ǫ˜aσ(t
′)dt′
]
cˆaσ(t0), (2.10)
cˆkσ(t) = −
∫ t
t0
dt1V
∗
ak(t1) exp [−iǫkσ(t− t1)]
∫ t1
t0
dt2 exp
[
−i
∫ t1
t2
ǫ˜aσ(t
′)dt′
]
×
∑
k′
Vak′(t2) exp [−iǫk′σ(t2 − t0)] cˆk′σ(t0)
−i
∫ t
t0
dt1V
∗
ak(t1) exp[−iǫkσ(t− t1)] exp
[
−i
∫ t1
t0
ǫ˜aσ(t
′)dt′
]
cˆaσ(t0)
+ exp[−iǫkσ(t− t0)]cˆkσ(t0), (2.11)
where t0 is an initial reference time, ǫ˜aσ is defined as
ǫ˜aσ(t) = ǫ¯aσ(t)− iΓ(t)
2
, (2.12)
and Γ is defined using (2.9) as
Γ(t) = 2π
∑
k
|Vak(t)|2δ(ǫ− ǫkσ). (2.13)
We will show in section 2.3 that Γ(t) is the width of the adsorbate resonance.
2.2 Occupation functions
In this section we use the results of the previous section to derive expressions for
the time-evolving, or dynamical, occupation functions of the Newns-Anderson
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system.
It will be shown in later chapters that the required occupation functions for the
Newns-Anderson system are defined by
naσ(t) = 〈〈cˆ†aσ(t)cˆaσ(t)〉〉, (2.14a)
nakσ(t) = n
∗
kaσ(t) = 〈〈cˆ†aσ(t)cˆkσ(t)〉〉, (2.14b)
nkk′σ(t) = 〈〈cˆ†kσ(t)cˆk′σ(t)〉〉, (2.14c)
where (as discussed above) 〈〈..〉〉 denotes the thermally averaged expectation value
of the enclosed operator. Expressions for these functions can be obtained using cˆaσ
and cˆkσ, which were derived in the previous section. Before doing this we define
the reference time t0, which appears in (2.10) and (2.11), as a point prior to any
interaction between the adsorbate and the metal, i.e. Vak(t0) ≡ 0 and therefore
Γ(t0) ≡ 0. In this case the adsorbate and substrate systems are completely
decoupled and the occupation functions at t0 simply become the unperturbed
thermal averages
naσ(t0) = f(ǫ¯aσ(t0)), nakσ(t0) = n
∗
kaσ(t0) = 0, nkk′σ(t0) = δk,k′f(ǫkσ),
(2.15)
where f denotes the Fermi distribution function at temperature T , and δk,k′ is
the Kronecker delta function.
In the following subsections we use these definitions to derive expressions for the
occupation functions naσ, nakσ and nkk′σ.
2.2.1 The adsorbate occupation function, naσ(t)
The dynamical adsorbate occupation function naσ follows easily from the expres-
sion for cˆaσ. By combining (2.10), (2.14a) and (2.15) we find
naσ(t) =
∫ t
t0
dt1
∫ t
t0
dt2 exp
[
i
∫ t
t1
ǫ˜∗aσ(t
′)dt′
]
exp
[
−i
∫ t
t2
ǫ˜aσ(t
′)dt′
]
×
∑
k,k′
V ∗ak(t1)Vak′(t2) exp[iǫkσ(t1 − t0)− iǫk′σ(t2 − t0)]δk,k′f(ǫkσ)
+
∣∣∣∣exp
[
−i
∫ t
t0
ǫ˜aσ(t
′)dt′
]∣∣∣∣
2
naσ(t0), (2.16)
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which, after simplification and the introduction of an energy integral and corre-
sponding delta function in the first term, gives
naσ(t) =
∫ t
t0
dt1
∫ t
t0
dt2 exp
[
i
∫ t
t1
ǫ˜∗aσ(t
′)dt′
]
exp
[
−i
∫ t
t2
ǫ˜aσ(t
′)dt′
]
×
∫
dǫf(ǫ) exp[iǫ(t1 − t2)]
∑
k
V ∗ak(t1)Vak(t2)δ(ǫ− ǫkσ)
+naσ(t0) exp
[
−
∫ t
t0
Γ(t′)dt′
]
. (2.17)
The identity (A.14) in appendix A can be used to replace the sum over metal
states k in this expression. Equation (2.17) can then be rearranged to give
naσ(t) =
∫
dǫf(ǫ)
∣∣∣∣∣
∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
−iǫt1 − i
∫ t
t1
ǫ˜aσ(t
′)dt′
]∣∣∣∣∣
2
+naσ(t0) exp
[
−
∫ t
t0
Γ(t′)dt
]
. (2.18)
We now introduce the phase factor exp[iǫt] inside the modulus in the first term
of (2.18). Our final result for naσ therefore becomes
naσ(t) =
∫
dǫf(ǫ)|pσ(ǫ, t)|2 + naσ(t0) exp
[
−
∫ t
t0
Γ(t′)dt′
]
, (2.19)
where the quantity pσ is defined as
pσ(ǫ, t) =
∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
−i
∫ t
t1
(ǫ˜aσ(t
′)− ǫ)dt′
]
. (2.20)
The introduction of the phase factor into (2.18), and consequently pσ, is useful
in the derivation of the other occupation functions in the following sub-sections.
This factor also aids the numerical computation of pσ and hence naσ, as will be
discussed in chapter 5. It is important to note at this point that pσ depends on
the occupation function of opposite spin na−σ through ǫ˜aσ (see (2.4) and (2.12)).
This interdependence requires that when performing numerical computations we
maintain consistency between the occupation function naσ and the quantity pσ.
The form of naσ has some interesting features. The first term in (2.19) can be
interpreted as the integral over the occupied states of a dynamically evolving
PDOS. However, from the definition of pσ, (2.20), we can see that this dynamical
PDOS is initially zero for all energies as Γ(t0) ≡ 0. As the width Γ increases from
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zero the dynamical PDOS evolves as the second, ‘transient’ term decays from
its initial value. This transfer of charge to the PDOS term from the transient
term is important for the evolution of the spin-polarisation of the system. If
the transient term is neglected the occupation function naσ evolves quickly to a
spin-degenerate state. This occurs because the occupation function naσ and the
effective energy level ǫ¯aσ are interdependent – if the occupations are identical then
the energy levels are degenerate and the system is spin-unpolarised. The transient
term is therefore vitally important for the evolution of the spin-polarisation of
an adsorbate.
Equivalent expressions to (2.19) for a single level system have been reported pre-
viously. Blandin, Nourtier and Hone [44] were the first to derive an equivalent of
the PDOS term in (2.19) using a Keldysh formalism. A very similar derivation to
that above, except for the explicit inclusion of spin, was developed by Brako and
Newns [64], who used their one-level model to consider the ionisation of sodium
atoms scattered from a tungsten surface. Langreth and Nordlander [54] have also
developed a “master equation” for charge transfer using Green’s functions which
is equivalent to that developed by Brako and Newns for a single level.
Makoshi, Kawai and Yoshimori [52,57] used a spin-dependent model to consider
charge transfer, based on the work of Blandin et al. However they, as Blandin
before them, did not include the transient term in (2.19), and induced a separation
of the spin-dependent energy levels through a fictitious magnetic field. More
recently Bird et al. [59] derived a spin-polarised model for the occupations, which
was driven only by variation in the bare adsorbate energy level ǫa. They achieved
spin-polarisation by evolving naσ numerically from an initial adiabatic state.
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2.2.2 Metal state occupation functions I: nakσ(t)
We next derive an expression for the dynamical occupation function nakσ(t). By
combining (2.10) and (2.11) with (2.14b) we find
nakσ(t) = −i
∫ t
t0
dt1
∫ t
t0
dt2
∫ t2
t0
dt3V
∗
ak(t2) exp[−iǫkσ(t2 − t0)]
× exp
[
i
∫ t
t1
ǫ˜∗aσ(t
′)dt′ − i
∫ t2
t3
ǫ˜aσ(t
′)dt′
]
×
∑
k′,k′′
V ∗ak′(t1)Vak′′(t3) exp[iǫk′σ(t1 − t0)] exp[−iǫk′′σ(t3 − t0)]
×f(ǫk′σ)δk′,k′′
+i
∫ t
t0
dt1 exp
[
i
∫ t
t1
ǫ˜∗aσ(t
′)dt′
]∑
k′
V ∗ak′(t1) exp[iǫk′σ(t1 − t0)]
× exp[−iǫkσ(t− t0)]f(ǫkσ)δk,k′
−i
∫ t
t0
dt1V
∗
ak(t1) exp[−iǫkσ(t− t1)] exp
[
−i
∫ t1
t0
ǫ˜aσ(t
′)dt′
]
× exp
[
i
∫ t
t0
ǫ˜∗aσ(t
′)dt′
]
naσ(t0). (2.21)
The sum over metal states (k′, k′′) in the first term of this equation can be sim-
plified by introducing an energy integral and the delta function δ(ǫ − ǫk′σ) to
give ∫
dǫf(ǫ) exp[iǫ(t1 − t3)]
∑
k′
V ∗ak′(t1)Vak′(t3)δ(ǫ− ǫk′σ). (2.22)
By using (A.14) this expression can be rewritten as
√
Γ(t1)Γ(t3)
2π
∫
dǫf(ǫ) exp[iǫ(t1 − t3)], (2.23)
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and (2.21) becomes
nakσ(t) = −i
∫ t
t0
dt2V
∗
ak(t2) exp[−iǫkσ(t− t2)]
∫
dǫf(ǫ)
×
∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
i
∫ t
t1
ǫ˜∗aσ(t
′)dt′ + iǫt1
]
×
∫ t2
t0
dt3
√
Γ(t3)
2π
exp
[
−i
∫ t2
t3
ǫ˜aσ(t
′)dt′ − iǫt3
]
+if(ǫkσ)
∫ t
t0
dt1V
∗
ak(t1) exp
[
i
∫ t
t1
(ǫ˜∗aσ(t
′)− ǫkσ)dt′
]
−inaσ(t0) exp
[
−
∫ t
t0
Γ(t′)dt′
]
×
∫ t
t0
dt1V
∗
ak(t1) exp
[
i
∫ t
t1
(ǫ˜aσ(t
′)− ǫkσ)dt′
]
, (2.24)
where we have rewritten ǫ˜∗aσ in terms of ǫ˜aσ using ǫ˜
∗
aσ = ǫ¯aσ + iΓ/2 = ǫ˜aσ + iΓ.
We now use the definition of pσ, (2.20), to obtain our final expression for nakσ;
nakσ(t) = −i
∫ t
t0
dt1V
∗
ak(t1)
∫
dǫf(ǫ)p∗σ(ǫ, t)pσ(ǫ, t1) exp[i(ǫ− ǫkσ)(t− t1)]
+if(ǫkσ)
∫ t
t0
dt1V
∗
ak(t1) exp
[
i
∫ t
t1
(ǫ˜∗aσ(t
′)− ǫkσ)dt′
]
−inaσ(t0) exp
[
−
∫ t
t0
Γ(t′)dt′
]
×
∫ t
t0
dt1V
∗
ak(t1) exp
[
i
∫ t
t1
(ǫ˜aσ(t
′)− ǫkσ)dt′
]
. (2.25)
This function is not easy to interpret physically, but it will be necessary to ob-
tain expressions for the non-adiabatic energy transfer rate (chapter 3) and the
distribution of occupied electronic states (chapter 4).
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2.2.3 Metal state occupation functions II:
nkk′σ(t) and nkσ(t)
The occupation function nkk′σ is derived from (2.11) and (2.14c), yielding
nkk′σ(t) =∫ t
t0
dt1Vak(t1) exp[iǫkσ(t− t1)]
∫ t1
t0
dt2 exp
[
i
∫ t1
t2
ǫ˜∗aσ(t
′)dt′
]
×
∫ t
t0
dt3V
∗
ak′(t3) exp[−iǫk′σ(t− t3)]
∫ t3
t0
dt4 exp
[
−i
∫ t3
t4
ǫ˜aσ(t
′)dt′
]
×
∑
k′′,k′′′
V ∗ak′′(t2)Vak′′′(t4) exp[iǫk′′σ(t2 − t0)] exp[iǫk′′′σ(t4 − t0)]
×δk′′,k′′′f(ǫk′′σ)
−
∫ t
t0
dt1Vak(t1) exp[iǫkσ(t− t1)]
×
∫ t1
t0
dt2 exp
[
i
∫ t1
t2
ǫ˜∗aσ(t
′)dt′
]
exp[−iǫk′σ(t− t0)]
×
∑
k′′
V ∗ak′′(t2) exp[iǫk′′σ(t2 − t0)]δk′′,k′f(ǫk′σ)
−
∫ t
t0
dt1V
∗
ak′(t1) exp[−iǫk′σ(t− t1)]
×
∫ t1
t0
dt2 exp
[
−i
∫ t1
t2
ǫ˜aσ(t
′)dt′
]
exp[iǫkσ(t− t0)]
×
∑
k′′
Vak′′(t2) exp[−iǫk′′σ(t2 − t0)]δk′′,kf(ǫkσ)
+naσ(t0)
∫ t
t0
dt1Vak(t1) exp[iǫkσ(t− t1)] exp
[
i
∫ t1
t0
ǫ˜∗aσ(t
′)dt′
]
×
∫ t
t0
dt2V
∗
ak′(t2) exp[−iǫk′σ(t− t2)] exp
[
−i
∫ t2
t0
ǫ˜aσ(t
′)dt′
]
+f(ǫkσ)δk,k′.
(2.26)
The sum over states (k′′, k′′′) in the first term of this equation can be simplified in
an identical manner to the first term in nakσ (see (2.21) to (2.23) in the previous
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section and (A.14) in appendix A). Equation (2.26) then becomes
nkk′σ(t) =∫
dǫf(ǫ)
∫ t
t0
dt1Vak(t1) exp[iǫkσ(t− t1)]
×
∫ t1
t0
dt2
√
Γ(t2)
2π
exp
[
i
∫ t1
t2
ǫ˜∗aσ(t
′)dt′ + iǫt2
]
×
∫ t
t0
dt3V
∗
ak′(t3) exp[−iǫk′σ(t− t3)]
×
∫ t3
t0
dt4
√
Γ(t4)
2π
exp
[
−i
∫ t3
t4
ǫ˜aσ(t
′)dt′ − iǫt4
]
−f(ǫk′σ)
∫ t
t0
dt1Vak(t1) exp[i(ǫkσ − ǫk′σ)(t− t1)]
×
∫ t1
t0
dt2V
∗
ak′(t2) exp
[
i
∫ t1
t2
(ǫ˜∗aσ(t
′)− ǫk′σ)dt′
]
−f(ǫkσ)
∫ t
t0
dt1V
∗
ak′(t1) exp[i(ǫkσ − ǫk′σ)(t− t1)]
×
∫ t1
t0
dt2Vak(t2) exp
[
−i
∫ t1
t2
(ǫ˜aσ(t
′)− ǫkσ)dt′
]
+naσ(t0) exp[i(ǫkσ − ǫk′σ)(t− t0)]
∫ t
t0
dt1Vak(t1) exp
[
i
∫ t1
t0
(ǫ˜∗aσ(t
′)− ǫkσ)dt′
]
×
∫ t
t0
dt2V
∗
ak′(t2) exp
[
−i
∫ t2
t0
(ǫ˜aσ(t
′)− ǫk′σ)dt′
]
+f(ǫkσ)δk,k′. (2.27)
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This expression can be simplified by using the definition of pσ, (2.20), in the first
term, yielding
nkk′σ(t) =∫
dǫf(ǫ)
∫ t
t0
dt1Vak(t1)p
∗
σ(ǫ, t1) exp[−i(ǫkσ − ǫ)(t1 − t)]
×
∫ t
t0
dt2V
∗
ak′(t2)pσ(ǫ, t2) exp[i(ǫk′σ − ǫ)(t2 − t)]
−f(ǫk′σ)
∫ t
t0
dt1Vak(t1) exp[i(ǫkσ − ǫk′σ)(t− t1)]
×
∫ t1
t0
dt2V
∗
ak′(t2) exp
[
i
∫ t1
t2
(ǫ˜∗aσ(t
′)− ǫk′σ)dt′
]
−f(ǫkσ)
∫ t
t0
dt1V
∗
ak′(t1) exp[i(ǫkσ − ǫk′σ)(t− t1)]
×
∫ t1
t0
dt2Vak(t2) exp
[
−i
∫ t1
t2
(ǫ˜aσ(t
′)− ǫkσ)dt′
]
+naσ(t0) exp[i(ǫkσ − ǫk′σ)(t− t0)]
∫ t
t0
dt1Vak(t1) exp
[
i
∫ t1
t0
(ǫ˜∗aσ(t
′)− ǫkσ)dt′
]
×
∫ t
t0
dt2V
∗
ak′(t2) exp
[
−i
∫ t2
t0
(ǫ˜aσ(t
′)− ǫk′σ)dt′
]
+f(ǫkσ)δk,k′. (2.28)
The k′ = k case of nkk′σ, nkσ, is the occupation function for the metal state k.
nkσ can be found from (2.28) to be
nkσ(t) =
∫
dǫf(ǫ)
∣∣∣∣
∫ t
t0
dt1V
∗
ak(t1)pσ(ǫ, t1) exp[i(ǫkσ − ǫ)(t1 − t)]
∣∣∣∣
2
−2f(ǫkσ)Re
{∫ t
t0
dt1V
∗
ak(t1)
×
∫ t1
t0
dt2Vak(t2) exp
[
−i
∫ t1
t2
(ǫ˜aσ(t
′)− ǫkσ)dt′
]}
+naσ(t0)
∣∣∣∣
∫ t
t0
dt1V
∗
ak(t1) exp
[
−i
∫ t1
t0
(ǫ˜aσ(t
′)− ǫkσ)dt′
]∣∣∣∣
2
+f(ǫkσ). (2.29)
The expressions we have derived for nkk′σ and nkσ, like nakσ, will be used in
chapter 4 to construct an expression for the distribution of occupied electronic
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states of the Newns-Anderson system.
2.3 Adiabatic occupation functions
In this section we consider the adiabatic, or ground state, equivalent of the time-
dependent adsorbate occupation function n
(ad)
aσ .
The adiabatic adsorbate occupation function n
(ad)
aσ has historically been derived
through the use of Green’s Functions. Anderson [35] originally used adiabatic
Green’s functions to derive expressions for an impurity resonance from which he
calculated the occupation of the impurity orbital. Doniach and Sondheimer [65]
have used retarded Green’s functions to obtain identical expressions. Here we will
derive an expression for n
(ad)
aσ from (2.19) by taking the slow limit of the variation
in ǫa and Γ.
We first consider the evolution of the quantity pσ, (2.20), which is required for
calculation of naσ. By differentiating pσ with respect to time t we find
1
d
dt
pσ(ǫ, t) = −i(ǫ˜aσ(t)− ǫ)pσ(ǫ, t) +
√
Γ(t)
2π
. (2.30)
In the adiabatic limit the variation in the parameters driving the behaviour of
the system, ǫa and Γ, will be slow. This implies that the variation in pσ will also
be slow and the time-derivative on the left of (2.30) will be small. Assuming that
there is no variation in pσ, i.e. dpσ/dt = 0, we can solve (2.30) to obtain the
adiabatic quantity p
(ad)
σ ;
p(ad)σ (ǫ, t) =
√
Γ(t)
2π
i
ǫ− ǫ˜(ad)aσ (t)
, (2.31)
where ǫ˜
(ad)
aσ (t) = ǫ¯
(ad)
aσ (t) − iΓ(t)/2 and ǫ¯(ad)aσ (t) = ǫa(t) + Un(ad)a−σ(t). Combining
(2.19) and (2.31) therefore yields the adiabatic occupation
n(ad)aσ (t) =
∫
dǫf(ǫ)ρ(ad)aσ (ǫ, t) (2.32)
1This expression will also be useful for numerical computations of the evolution of the
Newns-Anderson system in chapter 5.
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where ρ
(ad)
aσ is the adiabatic PDOS defined as
ρ(ad)aσ (ǫ, t) = |p(ad)σ (ǫ, t)|2 =
Γ(t)
2π[(ǫ− ǫ¯(ad)aσ (t))2 + Γ(t)2/4]
. (2.33)
The adiabatic PDOS is a Lorentzian distribution, centred on ǫ¯
(ad)
aσ , with half-
maximum full-width Γ as described in figure 2.1. In deriving (2.32) we have
ignored the transient term, the second term in (2.19). This omission can be
justified by recalling that the variation in the driving parameters is slow, with
the exponential in the transient term in naσ tending to zero once Γ is greater
than zero.
At zero temperature the energy integral in (2.32) can be performed analytically
to give an expression equivalent to Anderson’s result [35];
n(ad)aσ (t) =
1
2
− 1
π
tan−1
{
2
ǫ¯
(ad)
aσ (t)− ǫF
Γ(t)
}
, (2.34)
As ǫ¯
(ad)
aσ is also dependent on n
(ad)
a−σ, through the adiabatic equivalent of (2.4),
this expression must therefore be evaluated in a self-consistent fashion. This self-
consistent property makes the behaviour of n
(ad)
aσ difficult to predict at first glance.
There are, however, a number of parameter regimes in which the behaviour of
n
(ad)
aσ is obvious. In the large Γ limit n
(ad)
aσ tends to one half for both spins, provided
|ǫa| ≪ Γ and |ǫa+U | ≪ Γ. In the Γ→ 0 limit the adsorbate PDOS ρ(ad)aσ becomes
the delta function δ(ǫ − ǫ¯aσ(t)), and the occupations are therefore either zero or
one.
However when ǫa, U and Γ are of similar magnitude it is more difficult to predict
the behaviour. In this regime there are two phases: one phase in which n
(ad)
aσ
has a single solution, i.e. an unpolarised state, and another phase in which there
are three possible solutions of (2.34). In this second phase two of the solutions
correspond to a spin-polarised state. The third solution, which lies between the
spin-polarised pair, is a meta-stable unpolarised state. We will refer in the rest of
this section to the meta-stable solution as n
(ad)
a0 . These solutions were also noted
by Anderson [35]. The stable spin-polarised solutions can be obtained using a
simple iterative method, while the meta-stable solution can be found using a
binary search algorithm. To demonstrate this we plot the solutions of (2.34) in
figure 2.2 for three model systems. In each of the systems the ratio Γ/U is varied
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Figure 2.2: Variation of n
(ad)
aσ and ǫ¯
(ad)
aσ for model systems with ǫa/U = −5/6,
(a) and (b), ǫa/U = −1/2, (c) and (d), and ǫa/U = −1/6, (e) and (f). In each
case the solid red and dashed blue lines represent the initially spin-polarised and
unpolarised solutions of equation (2.34) respectively. The dotted line denotes
the Fermi level and the arrows indicate the spin of the polarised solutions. The
temperature of the system is set to zero.
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from 0 to 1, with the three systems differing in the value of ǫa/U , which is held
constant. The values used are ǫa/U = −5/6 (Fig. 2.2 (a) and (b)), ǫa/U = −1/2
(Fig. 2.2 (c) and (d)) and ǫa/U = −1/6 (Fig. 2.2 (e) and (f)). The Fermi energy
ǫF is taken to be zero.
Each of these model systems display similar characteristic behaviour. As Γ is
increased from zero the occupations n
(ad)
aσ converge on one another. At a cer-
tain point the spin-polarised occupations and the meta-stable solution become
degenerate. This point is the adiabatic spin-transition. Close to this transition
point the polarisation n
(ad)
a↑ − n(ad)a↓ can be described by a square root function of
Γ, i.e.
√
Γ0 − Γ where Γ0 is the width at the spin-transition. The meta-stable
solution n
(ad)
a0 in each case varies smoothly from an initial energy correspond-
ing to the Fermi level, and becomes degenerate with the spin-polarised solutions
at the spin-transition. However, the meta-stable occupation is not of primary
importance in this work and we will not discuss it further.
The differences in the model systems can be described by considering the energy
level diagrams in figures 2.2 (b), (d) and (f). The ǫa/U = −5/6 model system
has the majority level well below and the minority level just above the Fermi
energy. As the width Γ increases the minority level crosses the Fermi energy
and the spin-transition therefore occurs at a large occupation. In the ǫa/U =
−1/6 model the situation is reversed; the majority level is initially just below ǫF ,
while the minority level is well above. In this case it is the majority level which
crosses the Fermi level as Γ increases, and the spin-transition therefore occurs
at a small occupation. The ǫa/U = −1/2 model has the energy levels arranged
symmetrically about the Fermi energy. The two energy levels therefore approach
the Fermi level in an identical manner, with the spin-transition occurring when
both levels reach the Fermi energy. It is also interesting to note that the spin-
transition for this symmetrical model occurs at larger value of Γ than in the
ǫa/U = −1/6 and −5/6 models.
We will revisit these model systems in later chapters to demonstrate the charge
and energy transfer behaviour, as well as the spectrum of electronic excitations
resulting from the processes, in chapters 5 and 6.
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2.4 Summary
The time-dependent, mean-field Newns-Anderson model has been used to con-
sider the behaviour of a single orbital adsorbate interacting with a metal surface.
The wide-band approximation has been employed to allow expressions for the
occupation functions for the different states of the Newns-Anderson system to
be obtained. By using this model we have derived the time-dependent adsor-
bate level occupation function naσ, (2.19), which is closely related to the effective
energy level ǫ¯aσ. The time-dependent occupation functions nakσ, nkk′σ and nkσ
(equations (2.25), (2.28) and (2.29)) have also been derived, with results which
will be used in chapters 3 and 4. The slow variation limit of the occupation
function naσ has been taken to obtain an expression for the adiabatic occupa-
tion function n
(ad)
aσ , (2.32). We have also obtained an analytic result for n
(ad)
aσ at
zero temperature, which has been used to demonstrate the transition between a
spin-polarised and an unpolarised ground state.
Appendix A: Derivation of the electron operator
equations of motion
In this appendix we derive expressions for the electron operators cˆkσ and cˆaσ.
These expressions can then be used to obtain the occupation functions of the
different states of the Newns-Anderson system.
The set of differential equations for the electron operators are derived using
Heisenberg’s equation of motion [66];
d
dt
cˆbσ(t) =
∂
∂t
cˆbσ(t) +
1
i
[
cˆbσ(t), Hˆ(t)
]
, (A.1)
where ~ has been set to 1 and b ≡ {a, k} labels the state (adsorbate or metal).
The first term on the right-hand side of this equation can be ignored when con-
sidering the electron operators as there is no explicit time-dependence. In order
to obtain the equations of motion for the operators cˆaσ and cˆkσ we require their
commutators with each of the first three terms in the mean-field Hamiltonian
(2.3). The final term in the mean-field Hamiltonian HˆMF can be ignored for this
derivation as it does not contain operators.
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We will demonstrate how the commutators are evaluated by considering the term
[
cˆaσ(t), ǫ¯aσ′(t)cˆ
†
aσ′(t)cˆaσ′(t)
]
= ǫ¯aσ′(t)
(
cˆaσ(t)cˆ
†
aσ′(t)cˆaσ′(t)− cˆ†aσ′(t)cˆaσ′(t)cˆaσ(t)
)
.
(A.2)
The anti-commutation rules for fermion operators can be used to simplify the
operator products in this expression [66];
[
cˆbσ(t), cˆb′σ′(t)
]
+
= cˆbσ(t)cˆb′σ′(t) + cˆb′σ′(t)cˆbσ(t) = 0, (A.3a)[
cˆ†bσ(t), cˆb′σ′(t)
]
+
= cˆ†bσ(t)cˆb′σ′(t) + cˆb′σ′(t)cˆ
†
bσ(t) = δb,b′δσ,σ′ , (A.3b)
where the bracket [...]+ denotes the anti-commutator of the enclosed operators.
These properties can be used to expand the operator products in (A.2), giving
cˆaσ(t)cˆ
†
aσ′(t)cˆaσ′(t)− cˆ†aσ′(t)cˆaσ′(t)cˆaσ(t)
= cˆaσ(t)cˆ
†
aσ′(t)cˆaσ′(t)− cˆ†aσ′(t)
(
−cˆaσ(t)cˆaσ′(t)
)
= cˆaσ(t)cˆ
†
aσ′(t)cˆaσ′(t) +
(
δσ,σ′ − cˆaσ(t)cˆ†aσ′(t)
)
cˆaσ′(t)
= δσ,σ′ cˆaσ′(t). (A.4)
By combining this result with (A.2) we find
[
cˆaσ(t), ǫ¯aσ′(t)cˆ
†
aσ′(t)cˆaσ′(t)
]
= δσ,σ′ ǫ¯aσ′(t)cˆaσ′(t). (A.5)
The Kronecker delta function in this expression implies that the operators for
the two different spins do not directly affect one another. The only connection
between the two spins is therefore through the definition of the mean-field energy
level ǫ¯aσ. By using the same procedure for the other terms in HˆMF we find
[
cˆaσ(t), ǫ¯aσ(t)cˆ
†
aσ(t)cˆaσ(t)
]
= ǫ¯aσ(t)cˆaσ(t),
[
cˆaσ(t), ǫkσcˆ
†
kσ(t)cˆkσ(t)
]
= 0,[
cˆaσ(t), Vak(t)cˆ
†
aσ(t)cˆkσ(t)
]
= Vak(t)cˆkσ(t),
[
cˆaσ(t), V
∗
ak(t)cˆ
†
kσ(t)cˆaσ(t)
]
= 0,[
cˆkσ(t), ǫkσ cˆ
†
kσ(t)cˆkσ(t)
]
= ǫkσ cˆkσ(t),
[
cˆkσ(t), ǫ¯aσ(t)cˆ
†
aσ(t)cˆaσ(t)
]
= 0,[
cˆkσ(t), V
∗
ak(t)cˆ
†
kσ(t)cˆaσ(t)
]
= V ∗ak(t)cˆaσ(t)
[
cˆkσ(t), Vak(t)cˆ
†
aσ(t)cˆkσ(t)
]
= 0,
(A.6)
where we have only included the commutators of operators of the same spin. All
commutators involving operators of different spins are zero.
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By using the Heisenberg equation of motion, (A.1), and the above commutators,
the equations of motion for cˆaσ and cˆkσ become
i
d
dt
cˆaσ(t) = ǫ¯aσ(t)cˆaσ(t) +
∑
k
Vak(t)cˆkσ(t), (A.7a)
i
d
dt
cˆkσ(t) = ǫkσ cˆkσ(t) + V
∗
ak(t)cˆaσ(t). (A.7b)
We wish to solve these coupled differential equations to obtain expressions for
cˆaσ and cˆkσ which only depend on the operators at a single reference time. This
dependence on a single reference time allows the initial occupation functions,
(2.15), to be used and prevents the derivations in section 2.2 from becoming
excessively complicated. To achieve a solution of this form we first solve (A.7b)
for cˆkσ, yielding
cˆkσ(t) = −i
∫ t
t0
dt1V
∗
ak(t1)cˆaσ(t1) exp [−iǫkσ(t− t1)]
+cˆkσ(t0) exp [−iǫkσ(t− t0)] , (A.8)
where t0 is the reference time. Substituting (A.8) into (A.7a), we obtain
i
d
dt
cˆaσ(t) = ǫ¯aσ(t)cˆaσ(t)− i
∫ t
t0
dt1cˆaσ(t1)
∑
k
Vak(t)V
∗
ak(t1) exp[−iǫkσ(t− t1)]
+
∑
k
Vak(t)cˆkσ(t0) exp[−iǫkσ(t− t0)]. (A.9)
The second term on the right-hand side of this equation can be simplified further.
We introduce a delta function, δ(ǫ − ǫkσ) and a corresponding energy integral,
giving
−i
∫ t
t0
dt1cˆaσ(t1)
∫
dǫ exp[−iǫ(t− t1)]
∑
k
Vak(t)V
∗
ak(t1)δ(ǫ− ǫkσ). (A.10)
The wide-band approximation, discussed on page 36, allows us to simplify the
sum over metal states k in this expression. By using (2.8) this sum can be
expanded to give
u(t)u(t1)
∑
k
|vak|2δ(ǫ− ǫkσ), (A.11)
where u(t) is the real, time-dependent, k-independent component of Vak(t), and
vak is a complex k-dependent constant. This expression is similar to the definition
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of Γ (2.13) when expanded using (2.8);
Γ(t) = 2πu2(t)
∑
k
|vak|2δ(ǫ− ǫkσ), (A.12)
By combining this expression with (A.11) we find
∑
k
Vak(t)V
∗
ak(t1)δ(ǫ− ǫkσ) =
u(t1)
u(t)
.
Γ(t)
2π
. (A.13)
The ratio u(t1)/u(t) can be shown to be the square-root of Γ(t1)/Γ(t) using
(A.12). The sum over k in (A.10) therefore becomes
∑
k
Vak(t)V
∗
ak(t1)δ(ǫ− ǫkσ) =
√
Γ(t)Γ(t1)
2π
. (A.14)
This expression will be used throughout the derivations presented in chapters 2,
3 and 4.
By using (A.14), (A.10) becomes
−i
∫ t
t0
dt1cˆaσ(t1)
√
Γ(t)Γ(t1)
∫
dǫ
exp[−iǫ(t− t1)]
2π
. (A.15)
The energy integral in this expression can be recognised as the delta function
δ(t− t1). However, the time-integral in (A.15) would only cover half of this delta
function and its value is therefore not well defined. Expressions with the same
form as (A.15) will occur throughout this work, and we will therefore describe
the evaluation of the general integral
ξ(t) =
∫ t
t0
dt1χ(t1)
∫
dǫ
exp[−iǫ(t− t1)]
2π
, (A.16)
where χ is an arbitrary function. We restrict the ǫ integral to the range −A to
A and take the A→∞ limit at a later stage. The energy integral then gives
∫ A
−A
dǫ
exp[−iǫ(t − t1)]
2π
=
1
π
.
sin(A(t− t1))
t− t1 , (A.17)
which is the normalised sinc function. This function is sharply peaked around
t1 = t, with a width which will become small in the A→∞ limit. It is therefore
logical to expand the function χ(t1) in (A.16) as a Taylor series about t1 = t.
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Equation (A.16) then becomes
ξ(t) =
1
π
∞∑
m=0
1
m!
d(m)χ
dt(m)
∫ t
t0
dt1(t1 − t)m sin(A(t− t1))
t− t1
= −1
π
∞∑
m=0
1
m!
d(m)χ
dt(m)
∫ t
t0
dt1(t1 − t)(m−1) sin(A(t− t1)), (A.18)
which can be simplified by introducing the substitution x = A(t− t1), giving
ξ(t) = −1
π
∞∑
m=0
1
m!
d(m)χ
dt(m)
∫ 0
A(t−t0)
−dx
A
(−x
A
)(m−1)
sin(x)
=
1
π
∞∑
m=0
(−1)m
m!
d(m)χ
dt(m)
1
Am
∫ A(t−t0)
0
dx x(m−1) sin(x). (A.19)
The first term in this sum is
χ(t)
π
∫ A(t−t0)
0
dx
sin(x)
x
=
χ(t)
π
Si(A(t− t0)), (A.20)
where Si is the sine integral. The remaining terms in (A.19) contain integrals of
the form
1
Am
∫ A(t−t0)
0
dx x(m−1) sin(x), (A.21)
where m ≥ 1. These integrals can be evaluated by performing a series of by-parts
integration steps, which can be shown to tend to zero in the A→∞ limit. This
leaves (A.20) as the only contribution to ξ(t), (A.19). In the A → ∞ limit the
sine integral in (A.20) will tend to a value of π/2, and we can therefore rewrite
ξ(t) as
ξ(t) =
∫ t
t0
dt1χ(t1)
∫
dǫ
exp[−iǫ(t − t1)]
2π
=
χ(t)
2
. (A.22)
By using (A.22) the time integral in (A.15) can be evaluated, yielding
−i
∫ t
t0
dt1cˆaσ(t1)
√
Γ(t)Γ(t1)
∫
dǫ
exp[−iǫ(t − t1)]
2π
= −iΓ(t)
2
cˆaσ(t). (A.23)
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The equation of motion for cˆaσ, (A.9), therefore becomes
i
d
dt
cˆaσ(t) = ǫ˜aσ(t)cˆaσ(t) +
∑
k
Vak(t) exp[−iǫkσ(t− t0)]cˆkσ(t0), (A.24)
where ǫ˜aσ is defined as
ǫ˜aσ(t) = ǫ¯aσ(t)− iΓ(t)/2. (A.25)
Integration of (A.24) yields
cˆaσ(t) = −i
∫ t
t0
dt1 exp
[
−i
t
∫
t1
ǫ˜aσ(t
′)dt′
]∑
k
Vak(t1) exp[−iǫkσ(t1 − t0)]cˆkσ(t0)
+ exp
[
−i
t
∫
t0
ǫ˜aσ(t
′)dt′
]
cˆaσ(t0), (A.26)
which relates cˆaσ(t) to the state of the system at time t0. In order to obtain an
expression for cˆkσ(t0) with the same property we substitute (A.26) into (A.8),
giving
cˆkσ(t) = −
∫ t
t0
dt1V
∗
ak(t1) exp[−iǫkσ(t− t1)]
∫ t1
t0
dt2 exp
[
−i
∫ t1
t2
ǫ˜aσ(t
′)dt′
]
×
∑
k′
Vak′(t2) exp[−iǫk′σ(t2 − t0)]cˆk′σ(t0)
−i
∫ t
t0
dt1V
∗
ak(t1) exp[−iǫkσ(t− t1)] exp
[
−i
∫ t1
t0
ǫ˜aσ(t
′)dt′
]
cˆaσ(t0)
+ exp[−iǫkσ(t− t0)]cˆkσ(t0). (A.27)
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Chapter 3
Adsorbate-surface energy
transfer
In this chapter we extend the time-dependent mean-field Newns-Anderson model
explored in the previous chapter to consider the transfer of energy between an
adsorbate and a metal surface.
The rapid transfer of charge from an adsorbate to a metal surface during an
interaction will excite the electronic degrees of freedom of the substrate, as the
electronic system is unable to react instantaneously to the changing adsorbate
position. The total energy of the adsorbate-metal electronic system will therefore
consist of two components; the energy due to the configuration of the adsorbate
and metal atoms, and the energy of the excitations of the metal electrons. The
first of these components, the configuration energy, will be independent of the
route by which a given configuration is reached, while the second part will be
path dependent. The second, excitation, component will also be dependent on
the speed at which the transfer of charge occurs. A slow approach of the adsorbate
to the surface gives the electronic system more time to restructure and therefore
the excitation component will be smaller. In the limit of infinitely slow adsorbate
motion the excitation component disappears and the energy depends entirely on
the configuration of system. We define this slow limit of the system to be the
adiabatic system we discussed in section 2.3 as there is no transfer of energy to
surface excitations. The total energy of the electronic excitations can therefore be
calculated by subtracting the energy of the adiabatic system from the total energy
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of the system. The energy of the electronic excitations will be referred to as the
non-adiabatic energy transferred to the metal surface. In this chapter we will
only be considering the total energy transfer between the adsorbate and surface
- the distribution of excitations generated by this process will be considered in
chapter 4.
We choose to investigate the non-adiabatic energy transfer process by deriving an
expression for the rate of non-adiabatic energy transfer. An expression for this
non-adiabatic energy transfer rate will be derived in section 3.1 and appendix B.
The non-adiabatic energy transfer rate is, however, not a quantity that can eas-
ily be understood in a qualitative manner. Therefore, to gain insight into the
energy transfer process, we develop a nearly-adiabatic approximation to the non-
adiabatic model in section 3.2 and appendix C. This nearly-adiabatic model as-
sumes that the evolving system stays close to the adiabatic state, which is prin-
cipally valid for slow variation of the driving parameters of our model. This
model allows us to make contact with previous work [28,49,67], discussed in sec-
tion 1.2.1, which has considered energy transfer in the nearly-adiabatic limit in
terms of a friction coefficient. We also discuss the validity of this nearly-adiabatic
approximation for our system.
Numerical methods will be used to calculate the non- and nearly-adiabatic energy
transfer rates for a range of systems in chapter 5.
3.1 The non-adiabatic energy transfer rate
We derive an expression for the non-adiabatic energy transfer rate by first con-
sidering the rate of change of the total energy of the Newns-Anderson system,
E˙. Dotted quantities, such as E˙, will be used throughout this chapter to denote
time-derivatives. This rate of change can be found by taking the time derivative
of the mean-field Hamiltonian, (2.3), and using the equations of motion for the
electron operators to simplify the expression. The thermally averaged expecta-
tion value of this expression then gives the rate of change of the total energy of
the system. The derivation of E˙ through this route is straightforward, but it is
long-winded and is therefore presented in appendix B. It is simpler, however, to
consider a derivation in the Schro¨dinger picture for an arbitrary, time-dependent
Hamiltonian Hˆ(t). The method used here follows that presented by Trail et
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al. [29].
The thermally averaged expectation value of the total energy of Hˆ in the canonical
ensemble can be written (see Baierlein [68]) as
EH(t) ≡ 〈〈Hˆ(t)〉〉 =
∑
Φ
PΦ〈Φ(t)|Hˆ(t)|Φ(t)〉, (3.1)
where {|Φ(t)〉} is the set of time-evolving, many-electron states of the system.
PΦ is the canonical probability function defined as [68]
PΦ =
1
Z
exp[−βǫΦ(t0)] (3.2)
where Z is the partition function, β = 1/kBT and ǫΦ(t0) is the energy of the state
|Φ(t)〉 at time t = t0. By differentiating (3.1) we find
E˙H(t) =
∑
Φ
PΦ
(
d
dt
{〈Φ(t)|} Hˆ(t)|Φ(t)〉+ 〈Φ(t)|dHˆ
dt
|Φ(t)〉
+〈Φ(t)|Hˆ(t) d
dt
{|Φ(t)〉}
)
. (3.3)
The first and third terms in this expression can be expanded using the time-
dependent Schro¨dinger equation (with ~ = 1), giving
E˙H(t) =
∑
Φ
PΦ
(
i〈Φ(t)|Hˆ(t)Hˆ(t)|Φ(t)〉 + 〈Φ(t)|dHˆ
dt
|Φ(t)〉
− i〈Φ(t)|Hˆ(t)Hˆ(t)|Φ(t)〉
)
=
∑
Φ
PΦ〈Φ(t)|dHˆ
dt
|Φ(t)〉, (3.4)
i.e. the time-derivative of the state |Φ(t)〉 is not required, only the derivative of the
Hamiltonian Hˆ. An expression for the rate of change of the adiabatic energy of the
system can be derived in a similar manner, but noting that the adiabatic many-
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electron state |Φ(ad)(t)〉 is an eigenstate of the adiabatic Hamiltonian Hˆ(ad)(t);
E˙
(ad)
H (t) =
∑
Φ
PΦ
(
d
dt
{〈Φ(ad)(t)|} Hˆ(ad)(t)|Φ(ad)(t)〉
+〈Φ(ad)(t)|dHˆ
(ad)
dt
|Φ(ad)(t)〉+ 〈Φ(ad)(t)|Hˆ(ad)(t) d
dt
{|Φ(ad)(t)〉}
)
=
∑
Φ
PΦ
[
ǫ
(ad)
Φ (t)
(
d
dt
{〈Φ(ad)(t)|} |Φ(ad)(t)〉
+〈Φ(ad)(t)| d
dt
{|Φ(ad)(t)〉})+ 〈Φ(ad)(t)|dHˆ(ad)
dt
|Φ(ad)(t)〉
]
=
∑
Φ
PΦ
[
ǫ
(ad)
Φ (t)
d
dt
{〈Φ(ad)(t)|Φ(ad)(t)〉}+ 〈Φ(ad)(t)|dHˆ(ad)
dt
|Φ(ad)(t)〉
]
.
(3.5)
where ǫ
(ad)
Φ (t) is the eigenenergy of the adiabatic eigenstate |Φ(ad)(t)〉. The first
term in this expression contains the derivative of the norm of the adiabatic state,
and is therefore zero. This leaves
E˙
(ad)
H (t) =
∑
Φ
PΦ〈Φ(ad)(t)|dHˆ
(ad)
dt
|Φ(ad)(t)〉. (3.6)
The non-adiabatic energy transfer rate is simply the difference between (3.4) and
(3.6);
E˙
(non−ad)
H (t) =
∑
Φ
PΦ
(
〈Φ(t)|dHˆ
dt
|Φ(t)〉 − 〈Φ(ad)(t)|dHˆ
(ad)
dt
|Φ(ad)(t)〉
)
. (3.7)
The equivalent procedure to equations (3.1) to (3.4) in the Heisenberg picture
is to take the time derivative of each of the energies ǫ¯aσ(t), ǫkσ and Vak(t) in
the mean-field Hamiltonian (2.3), with the number operators nˆaσ and nˆkσ and
the product cˆ†aσ cˆkσ undifferentiated. The fourth term in the Hamiltonian, the
intra-adsorbate Coulomb repulsion term, is directly differentiated as it does not
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contain operators. This yields
E˙(t) =
∑
σ
˙¯ǫaσ(t)naσ(t) +
∑
k,σ
(
V˙ak(t)nakσ(t) + c.c.
)
−U d
dt
{naσ(t)na−σ(t)}
=
∑
σ
ǫ˙a(t)naσ(t) +
∑
k,σ
(
V˙ak(t)nakσ(t) + c.c.
)
, (3.8)
where the last step follows using the definition of ǫ¯aσ, (2.4). This result can
also be obtained using the equations of motion for the electron operators; this
derivation is presented in appendix B. Equation (3.8) was first derived by Plihal
and Langreth [63] using a density matrix approach.
In the previous chapter we derived expressions for the occupation functions naσ
and nakσ which appear in E˙ above. The first term in (3.8) can be directly calcu-
lated using the definition of naσ, (2.19), and the variation of ǫa. The second term,
however, can be simplified further. We first eliminate the time-derivative V˙ak in
E˙ using the wide-band limit approximation. This derivative can be expressed as
the time-derivative of (2.8), i.e.
V˙ak(t) = vaku˙(t), (3.9)
where u(t) is the real, state independent function which contains all the time-
dependence of Vak(t). u˙ can be related to the adsorbate resonance width Γ by
differentiating (2.13):
Γ˙(t) =
d
dt
{
u2(t)
}
2π
∑
k
|vak|2δ(ǫ− ǫkσ)
=
2u˙(t)
u(t)
u2(t).2π
∑
k
|vak|2δ(ǫ− ǫkσ)
= 2Γ(t)
u˙(t)
u(t)
. (3.10)
On rearranging this expression, and substituting it into (3.9) for u˙, we find
V˙ak(t) = vaku(t)
Γ˙(t)
2Γ(t)
= Vak(t)
Γ˙(t)
2Γ(t)
. (3.11)
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The expression for E˙ therefore becomes
E˙(t) =
∑
σ
ǫ˙a(t)naσ(t) +
Γ˙(t)
Γ(t)
Re
{∑
k,σ
Vak(t)nakσ(t)
}
. (3.12)
where we have recalled that nkaσ(t) = n
∗
akσ(t).
The second term in (3.12) is now in a form that can be simplified by using a similar
analysis to that used for the occupation functions in chapter 2. We expand the
sum over metal states k using our expression for the occupation function nakσ,
(2.25), which yields
∑
k
Vak(t)nakσ(t) =
−i
∫ t
t0
dt1
∫
dǫf(ǫ)p∗σ(ǫ, t)pσ(ǫ, t1) exp[iǫ(t− t1)]
×
∑
k
V ∗ak(t1)Vak(t) exp[−iǫkσ(t− t1)]
+i
∫ t
t0
dt1
∑
k
V ∗ak(t1)Vak(t)f(ǫkσ) exp
[
i
∫ t
t0
(ǫ˜∗aσ(t
′)− ǫkσ)dt′
]
−inaσ(t0) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
×
∫ t
t0
dt1
∑
k
V ∗ak(t1)Vak(t) exp
[
i
∫ t
t1
(ǫ˜aσ(t
′)− ǫkσ)dt′
]
. (3.13)
The sums over k-states can be simplified by introducing an energy integral and
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the delta function δ(ǫ′ − ǫkσ). By using (A.14) (see page 53), we find
∑
k
Vak(t)nakσ(t) =
−i
∫ t
t0
dt1
∫
dǫf(ǫ)p∗σ(ǫ, t)pσ(ǫ, t1) exp[iǫ(t− t1)]
×
√
Γ(t1)Γ(t)
∫
dǫ′
exp[−iǫ′(t− t1)]
2π
+i
∫ t
t0
dt1
√
Γ(t1)Γ(t)
2π
∫
dǫ′f(ǫ′) exp
[
i
∫ t
t0
(ǫ˜∗aσ(t
′)− ǫ′)dt′
]
−inaσ(t0) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
×
∫ t
t0
dt1
√
Γ(t1)Γ(t) exp
[
i
∫ t
t1
ǫ˜aσ(t
′)dt′
] ∫
dǫ′
exp[−iǫ′(t− t1)]
2π
.
(3.14)
The ǫ′ integrals in the first and third terms in this expression can be evaluated
using (A.22) (see page 54). We can therefore simplify (3.14), giving
∑
k
Vak(t)nakσ(t) = − i
2
Γ(t)
∫
dǫf(ǫ)|pσ(ǫ, t)|2
+i
√
Γ(t)
2π
∫
dǫ′f(ǫ′)p∗σ(ǫ
′, t)
− i
2
naσ(t0)Γ(t) exp
[
−
∫ t
t0
Γ(t′)dt′
]
= − i
2
Γ(t)naσ(t) + i
√
Γ(t)
2π
∫
dǫ′f(ǫ′)p∗σ(ǫ
′, t), (3.15)
where we have used the definitions of pσ, (2.20), and naσ, (2.19). Substitution of
this expression back into (3.12) yields
E˙(t) =
∑
σ
ǫ˙a(t)naσ(t) +
Γ˙(t)√
2πΓ(t)
∑
σ
∫
dǫf(ǫ)Im {pσ(ǫ, t)} , (3.16)
where the first term in (3.15) has been lost as both Γ and naσ are real. We note
that this expression for the rate of change of the total energy of the system is in
a form which we can compute, as we will demonstrate in chapter 5.
To obtain the non-adiabatic energy transfer rate from (3.16) we require the adi-
abatic equivalent of E˙. This follows from (3.16) in a straightforward manner; in
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the adiabatic limit the occupation naσ simply becomes n
(ad)
aσ and the quantity pσ
tends to p
(ad)
σ , where the adiabatic quantities are defined in chapter 2 (page 46).
The non-adiabatic energy transfer rate is therefore given by
E˙non−ad(t) =
∑
σ
ǫ˙a(t)δnaσ(t) +
Γ˙(t)√
2πΓ(t)
∑
σ
∫
dǫf(ǫ)Im {δpσ(ǫ, t)} . (3.17)
where δnaσ = naσ − n(ad)aσ and δpσ = pσ − p(ad)σ . The rate of non-adiabatic energy
transfer between the adsorbate and surface is therefore dependent only on the
deviation of naσ and pσ from their adiabatic equivalents and the rate of change
of the parameters ǫa and Γ. By using the expressions for naσ and pσ we derived
in chapter 2, E˙non−ad can be calculated. Numerical calculations of E˙non−ad will
be presented in chapter 5.
3.2 The nearly-adiabatic energy transfer rate
In this section we consider the limit of the non-adiabatic model of energy transfer
in which the evolution of the electronic system is slow. This ‘nearly-adiabatic’
model will help us gain an understanding of the factors affecting adsorbate-metal
energy transfer.
For a slow approach of an adsorbate to a surface the system will remain close
to the adiabatic state. This adiabatic state of the Newns-Anderson model is
described by the parameters ǫa, U and Γ for a given adsorbate-surface configura-
tion. However, in seeking a nearly-adiabatic approximation we want to include
the lowest order features of the time-dependent model. We will introduce time-
dependence into the adiabatic model in the most simple manner possible; by
using the time-derivatives ǫ˙a and Γ˙, in addition to the parameters ǫa, U and Γ, to
describe the nearly-adiabatic state of the system. To obtain the nearly-adiabatic
limit of the non-adiabatic energy transfer rate, E˙non−ad (3.17), we will only con-
sider the lowest order terms in the differences δnaσ and δpσ, and the derivatives
ǫ˙a and Γ˙, all of which will be assumed to be small.
The derivatives Γ˙ and ǫ˙a which appear in (3.17) can be replaced by the product of
the derivatives, dΓ/ds and dǫa/ds, with the velocity s˙(t), where s(t) is the altitude
of the adsorbate. In this section the differences δnaσ and δpσ will be expanded
to first order in Γ˙ and ǫ˙a. The lowest order terms in the nearly-adiabatic energy
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transfer rate will therefore be proportional to the square of the velocity s˙, i.e.
E˙nearly−ad(t) = η(s(t))s˙(t)
2, (3.18)
where η is a function that describes the nearly-adiabatic behaviour of the system.
This expression is similar to the change in energy arising from a classical frictional
force, as shown in the introduction (see equations (1.4) to (1.5) on page 20).
The function η(s) is therefore commonly referred to as an electronic friction
coefficient [28, 49, 67]. It is important to note that this friction based model is a
‘local’ representation of the energy transfer process – the rate of energy transfer
depends only on the position of the adsorbate s at a given time t and has no
memory of state of the system prior to this point. The non-adiabatic energy
transfer model, constructed in the previous section, is not a local theory. The
friction coefficient approach has been widely used in the field of surface dynamics
to investigate energy transfer processes, as discussed in the introduction.
We now derive nearly-adiabatic expressions for the differences δnaσ and δpσ,
which are used to obtain a nearly-adiabatic approximation to E˙non−ad. To achieve
this we first derive a nearly-adiabatic expression for the difference δpσ(ǫ, t) =
pσ(ǫ, t) − p(ad)σ (ǫ, t). A number of first order expansions are used to obtain this
difference. The time-evolving effective energy level ǫ¯aσ is written in terms of
difference δnaσ and the adiabatic level ǫ¯
(ad)
aσ , which is expanded in time as a Taylor
series about time t. The adsorbate resonance width Γ is also Taylor expanded in
the same way. These expansions can be written as
ǫ¯aσ(t) = ǫ¯
(ad)
aσ (t) + Uδna−σ(t), (3.19)
ǫ¯(ad)aσ (t
′) = ǫ¯(ad)aσ (t) + (t
′ − t) ˙¯ǫ(ad)aσ (t). (3.20)
Γ(t′) = Γ(t) + (t′ − t)Γ˙(t), (3.21)
The time derivatives Γ˙ and ˙¯ǫ
(ad)
aσ are small quantities and we therefore ignore any
higher order derivatives. As the difference δnaσ is also assumed to be a small
quantity we also write
δnaσ(t
′) = δnaσ(t). (3.22)
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By using these expansions we obtain δpσ in appendix C.1, yielding (see (C.11))
δpσ(ǫ, t) =
√
Γ(t)
2π
1
(ǫ− ǫ˜(ad)aσ (t))2
×
(
Γ˙(t)(ǫ− ǫ˜(ad)∗aσ (t))
2Γ(t)(ǫ− ǫ˜(ad)aσ (t))
+ iUδna−σ(t) +
˙¯ǫ
(ad)
aσ (t)
ǫ− ǫ˜(ad)aσ (t)
)
. (3.23)
This expression is then used to obtain an expression for δnaσ in appendix C.2.
We find (see (3.24))
δnaσ(t) = −π
∫
dǫ
df
dǫ
(
Γ˙(t)
Γ(t)
(ǫ− ǫ¯(ad)aσ (t)) + ˙¯ǫ(ad)aσ (t)
)[
ρ(ad)aσ (ǫ, t)
]2
+Uδna−σ(t)
∫
dǫ
df
dǫ
ρ(ad)aσ (ǫ, t), (3.24)
where ρ
(ad)
aσ is the adiabatic PDOS defined in (2.33) (page 47). At this point we
note that in the derivation of δnaσ in appendix C.2 we have expanded the integral
over a Fermi function by performing a ‘by-parts’ integration step. This expansion
allows us to consider both finite and zero temperature systems as the derivative
df/dǫ, which appears in (3.24), tends to a delta function in the T → 0 limit.
These expressions for δpσ and δnaσ can now be used to obtain the nearly-adiabatic
counterparts to the first and second terms in E˙non−ad, (3.17). In appendix C.3 we
find the contribution to the nearly-adiabatic energy transfer rate from the first
term in (3.17), E˙
(1)
nearly−ad, to be (see (C.38))
E˙
(1)
nearly−ad(t) = −π
∑
σ
˙¯ǫ(ad)aσ (t)
∫
dǫ
df
dǫ
(
Γ˙(t)
Γ(t)
(ǫ− ǫ¯(ad)aσ (t)) + ˙¯ǫ(ad)aσ (t)
)[
ρ(ad)aσ (ǫ, t)
]2
−U Γ˙(t)
Γ(t)
∑
σ
∫
dǫ
df
dǫ
(ǫ− ǫ¯(ad)aσ (t))ρ(ad)aσ (ǫ, t)δna−σ(t). (3.25)
The contribution from the second term in (3.17), E˙
(2)
nearly−ad, is derived in appendix
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C.4, with the result (see (C.52))
E˙
(2)
nearly−ad(t) = −π
∑
σ
∫
dǫ
df
dǫ
Γ˙(t)
Γ(t)
(ǫ− ǫ¯(ad)aσ (t))
×
(
Γ˙(t)
Γ(t)
(ǫ− ǫ¯(ad)aσ (t)) + ˙¯ǫ(ad)aσ (t)
)[
ρ(ad)aσ (ǫ, t)
]2
+
U Γ˙(t)
Γ(t)
∑
σ
∫
dǫ
df
dǫ
(ǫ− ǫ¯(ad)aσ (t))ρ(ad)aσ (ǫ, t)δna−σ(t). (3.26)
The sum of (3.25) and (3.26) is therefore
E˙nearly−ad(t) = −π
∑
σ
∫
dǫ
df
dǫ
(
Γ˙(t)
Γ(t)
(ǫ− ǫ¯(ad)aσ (t)) + ˙¯ǫ(ad)aσ (t)
)2 [
ρ(ad)aσ (ǫ, t)
]2
,
(3.27)
where the terms depending on δna−σ in E˙
(1)
nearly−ad and E˙
(2)
nearly−ad cancel. The
speed dependence in the derivatives Γ˙ and ˙¯ǫ
(ad)
aσ can be separated from the altitude
dependence allowing us to write the nearly-adiabatic energy transfer rate in terms
of the electronic friction coefficient η (as in (3.18)). We find
η(s) = −π
∑
σ
∫
dǫ
df
dǫ
(
dΓ
ds
(s)
(ǫ− ǫ¯(ad)aσ (s))
Γ(s)
+
dǫ¯
(ad)
aσ
ds
(s)
)2 [
ρ(ad)aσ (ǫ, s)
]2
. (3.28)
This expression will be used in chapter 5 to compare the non- and nearly-adiabatic
models of energy transfer.
It is possible to further simplify our expression for E˙nearly−ad in the zero temper-
ature limit, when the derivative df/dǫ becomes a delta function, (see (C.16) on
page 77). E˙nearly−ad then becomes
E˙nearly−ad(t) = π
∑
σ
(
Γ˙(t)
Γ(t)
(ǫF − ǫ¯(ad)aσ (t)) + ˙¯ǫ(ad)aσ (t)
)2 [
ρ(ad)aσ (ǫF , t)
]2
. (3.29)
By comparing this expression to the zero temperature limit of n˙
(ad)
aσ as derived in
appendix C.3, equation (C.34);
n˙(ad)aσ (t) = −
(
Γ˙(t)
Γ(t)
(ǫF − ǫ¯(ad)aσ (t)) + ˙¯ǫ(ad)aσ (t)
)
ρ(ad)aσ (ǫF , t), (3.30)
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we find
E˙nearly−ad(t) = π
∑
σ
(
n˙(ad)aσ (t)
)2
, (3.31)
from which we can extract the friction coefficient;
η(s) = π
∑
σ
(
dn
(ad)
aσ
ds
(s)
)2
. (3.32)
These expressions are remarkably compact, but are only valid at zero tempera-
ture.
The zero temperature results, (3.31) and (3.32), allow us to validate our analysis
against existing work. Nourtier [67] related the electronic friction to a ‘phase-
shift’ at the Fermi level through Friedel’s sum rule;
η =
1
π
∑
m
(∇φm)2 , (3.33)
where η represents the diagonal elements of the electronic friction tensor, φ is
the phase-shift at the Fermi level and m labels the various states of the system.
This phase-shift is the same as that appearing in scattering theory, and is defined
by Schiff [66] (page 121) as the difference between the phase of scattered and
unscattered wave functions. In our system the adsorbate can be considered to be
the impurity off which the metal electrons scatter. Scho¨nhammer and Gunnarson
[49] also related this phase-shift to the total energy transfer in a slowly evolving
system by
∆E = π−1
∫ ∞
−∞
dt
(
φ˙ǫF (t)
)2
. (3.34)
Both the Nourtier, and Scho¨nhammer and Gunnarson results are general and not
restricted to the Newns-Anderson model.
To demonstrate the consistency of our model with these prior results we need an
expression for φ within the mean-field Newns-Anderson model. Hewson [53] uses
the Friedel sum rule to relate the phase-shift to an impurity density of states;
ρ(imp)(ǫ) =
1
π
dφ
dǫ
. (3.35)
In our system the impurity is the adsorbate and we can therefore use this expres-
sion to relate φ to the adiabatic adsorbate occupation n
(ad)
aσ . By combining (2.32)
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and (3.35) we find
n(ad)aσ (t) =
∫
dǫf(ǫ)ρ(ad)aσ (ǫ, t)
=
1
π
∫
dǫf(ǫ)
dφσ(ǫ, t)
dǫ
. (3.36)
Integration by parts then yields
n(ad)aσ (t) =
1
π
[f(ǫ)φσ(ǫ, t)]
∞
−∞ −
1
π
∫
dǫ
df
dǫ
φσ(ǫ, t)
= −1
π
∫
dǫ
df
dǫ
φσ(ǫ, t), (3.37)
where we have used φσ(−∞, t) = 0, which can be found by comparing (2.33) and
(3.35). In the zero temperature limit this expression simply becomes
n(ad)aσ (t) =
φσ(ǫF , t)
π
. (3.38)
This result allows us to see the equivalence of our nearly-adiabatic energy transfer
rate (3.31) with Scho¨nhammer and Gunnarson’s result (3.34), and the electronic
friction (3.32) with Nourtier’s result (3.33). This demonstration of compatibility
of the nearly-adiabatic energy transfer rate with previous work in the field also
serves as a test of the non-adiabatic expression derived in the previous section.
Our expression for the zero-temperature limit of E˙nearly−ad, (3.31), also allows us
to consider nearly-adiabatic energy transfer in a qualitative manner. In section
2.3 in the previous chapter we demonstrated the variation in the adsorbate oc-
cupation function n
(ad)
aσ as the ratio Γ/U is increased from zero. Figures 2.2 (a),
(c) and (e) show the occupations of three model systems with different values
of ǫa/U . In each of the systems demonstrated there is a sharp spin-transition
with a square-root like dependency on Γ/U . The derivative of this dependency
will result in a singularity in n˙
(ad)
aσ , and hence in the electronic friction coefficient
η, at the spin-transition. This singularity in η gives rise to an infinite energy
transfer rate, implying that any adsorbate would lose all kinetic energy at the
spin-transition altitude and stop. This behaviour is clearly unphysical and indi-
cates a failure of nearly-adiabatic theory. This singularity at the spin-transition
has also been observed in DFT calculations of the electronic friction coefficient
for H/Cu(111) performed by Trail et al. [28, 29].
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3.3 Summary
In this chapter we have developed expressions for the non-adiabatic energy trans-
fer rate E˙non−ad, (3.17) and the nearly-adiabatic approximation to it, E˙nearly−ad,
(3.27). In the first section of this chapter E˙non−ad has been related to the differ-
ences between the adiabatic and dynamical functions naσ and pσ. We have derived
an expression for E˙nearly−ad in the second section, with the zero-temperature limit
yielding a simple function of the time-derivative n˙
(ad)
aσ . This relationship allows
us to understand the failure of nearly-adiabatic theory when dealing with a spin-
transition. We have also used the nearly-adiabatic model to define an electronic
friction coefficient, which allows us to make contact with other nearly-adiabatic
theories. The zero-temperature result for E˙nearly−ad has been found to be consis-
tent with previous theoretical work, giving us added confidence in the validity of
our analysis.
We present numerical calculations of both the non-adiabatic and nearly-adiabatic
energy transfer rates in chapter 5.
Appendix B: Derivation of E˙ for the
Newns-Anderson system
In this appendix we demonstrate that the rate of change of the total energy of
the mean-field Newns-Anderson system is given by (3.8), as reported by Plihal
and Langreth [63]. We will develop an expression for the time-derivative of the
mean-field Hamiltonian (2.3) by differentiating each term. The derivative of the
first term (ignoring the sum over spin σ for simplicity) is
d
dt
{ǫ¯aσ(t)nˆaσ(t)} = ˙¯ǫaσ(t)nˆaσ(t) + ǫ¯aσ(t)
(
dcˆ†aσ
dt
(t)cˆaσ(t) + cˆ
†
aσ(t)
dcˆaσ
dt
(t)
)
. (B.1)
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By using the equations of motion for the electron operator cˆaσ, (2.7a), this can
be expanded to give
d
dt
{ǫ¯aσ(t)nˆaσ(t)}
= ˙¯ǫaσ(t)nˆaσ(t) + ǫ¯aσ(t)
(
i[ǫ¯aσ(t)cˆ
†
aσ(t) +
∑
k
V ∗ak(t)cˆ
†
kσ(t)]cˆaσ(t)
−icˆ†aσ(t)[ǫ¯aσ(t)cˆaσ(t) +
∑
k
Vak(t)cˆkσ(t)]
)
= ˙¯ǫaσ(t)nˆaσ(t)− iǫ¯aσ(t)
∑
k
(
Vak(t)cˆ
†
aσ(t)cˆkσ(t)− V ∗ak(t)cˆ†kσ(t)cˆaσ(t)
)
.(B.2)
For the second term in the Hamiltonian (2.3) we find
d
dt
{∑
k
ǫkσnˆkσ(t)
}
=
∑
k
ǫkσ
(
dcˆ†kσ
dt
(t)cˆkσ(t) + cˆ
†
kσ(t)
dcˆkσ
dt
(t)
)
, (B.3)
into which we substitute the equation of motion for cˆkσ, (2.7b). This yields
d
dt
{∑
k
ǫkσnˆkσ(t)
}
=
∑
k
ǫkσ
(
i[ǫkσ cˆ
†
kσ(t) + Vak(t)cˆ
†
aσ(t)]cˆkσ(t)
−icˆ†kσ(t)[ǫkσ cˆkσ(t) + V ∗ak(t)cˆaσ(t)]
)
= i
∑
k
ǫkσ
(
Vak(t)cˆ
†
aσ(t)cˆkσ(t)− V ∗ak(t)cˆ†kσ(t)cˆaσ(t)
)
.
(B.4)
The third term in (2.3) becomes
d
dt
{∑
k
(
Vak(t)cˆ
†
aσ(t)cˆkσ(t) + V
∗
ak(t)cˆ
†
kσ(t)cˆaσ(t)
)}
=
∑
k
(
V˙ak(t)cˆ
†
aσ(t)cˆkσ(t) + V˙
∗
ak(t)cˆ
†
kσ(t)cˆaσ(t)
)
+
∑
k
Vak(t)
(
dcˆ†aσ
dt
(t)cˆkσ(t) + cˆ
†
aσ(t)
dcˆkσ
dt
(t)
)
+
∑
k
V ∗ak(t)
(
dcˆ†kσ
dt
(t)cˆaσ(t) + cˆ
†
kσ(t)
dcˆaσ
dt
(t)
)
. (B.5)
71
By using both (2.7a) and (2.7b) this expression becomes
d
dt
{∑
k
(
Vak(t)cˆ
†
aσ(t)cˆkσ(t) + V
∗
ak(t)cˆ
†
kσ(t)cˆaσ(t)
)}
=
∑
k
(
V˙ak(t)cˆ
†
aσ(t)cˆkσ(t) + V˙
∗
ak(t)cˆ
†
kσ(t)cˆaσ(t)
)
+
∑
k
Vak(t)
(
i[ǫ¯aσ(t)cˆ
†
aσ(t) +
∑
k′
V ∗ak′(t)cˆ
†
k′σ(t)]cˆkσ(t)
−icˆ†aσ(t)[ǫkσ cˆkσ(t) + V ∗ak(t)cˆaσ(t)]
)
+
∑
k
V ∗ak(t)
(
i[ǫkσ cˆ
†
kσ(t) + Vak(t)cˆaσ(t)]cˆaσ(t)
−icˆ†kσ(t)[ǫ¯aσ(t)cˆaσ(t) +
∑
k′
Vak′(t)cˆk′σ(t)]
)
, (B.6)
which can be expanded to give
d
dt
{∑
k
(
Vak(t)cˆ
†
aσ(t)cˆkσ(t) + V
∗
ak(t)cˆ
†
kσ(t)cˆaσ(t)
)}
=
∑
k
(
V˙ak(t)cˆ
†
aσ(t)cˆkσ(t) + V˙
∗
ak(t)cˆ
†
kσ(t)cˆaσ(t)
)
+iǫ¯aσ(t)
∑
k
Vak(t)cˆ
†
aσ(t)cˆkσ(t) + i
∑
k,k′
V ∗ak′(t)Vak(t)cˆ
†
k′σ(t)cˆkσ(t)
−i
∑
k
ǫkσVak(t)cˆ
†
aσ(t)cˆkσ(t)− inˆaσ(t)
∑
k
|Vak(t)|2
+i
∑
k
ǫkσV
∗
ak(t)cˆ
†
kσ(t)cˆaσ(t) + inˆaσ(t)
∑
k
|Vak(t)|2
−iǫ¯aσ(t)
∑
k
V ∗ak(t)nkaσ(t)− i
∑
k,k′
V ∗ak(t)Vak′(t)cˆ
†
kσ(t)cˆk′σ(t). (B.7)
The terms in this expression involving nˆaσ cancel, as do those containing the
product of the metal electron operators. We can therefore rewrite (B.7) as
d
dt
{∑
k
(
Vak(t)cˆ
†
aσ(t)cˆkσ(t) + V
∗
ak(t)cˆ
†
kσ(t)cˆaσ(t)
)}
=
∑
k
(
V˙ak(t)cˆ
†
aσ(t)cˆkσ(t) + V˙
∗
ak(t)cˆ
†
kσ(t)cˆaσ(t)
)
+iǫ¯aσ(t)
∑
k
(
Vak(t)cˆ
†
aσ(t)cˆkσ(t)− V ∗ak(t)cˆ†kσ(t)cˆaσ(t)
)
−i
∑
k
ǫkσ
(
Vak(t)cˆ
†
aσ(t)cˆkσ(t)− V ∗ak(t)cˆ†kσ(t)cˆaσ(t)
)
. (B.8)
72
The final term in the Hamiltonian is simply
−U d
dt
{naσ(t)na−σ(t)} , (B.9)
which we do not expand further. The sum of equations (B.2), (B.4), (B.8) and
(B.9) gives the time-derivative of the Hamiltonian, which simplifies to
dHˆMF
dt
=
∑
σ
˙¯ǫaσ(t)nˆaσ(t) +
∑
k,σ
(
V˙ak(t)cˆ
†
aσ(t)cˆkσ(t) + H.c
)
−U d
dt
{naσ(t)na−σ(t)} , (B.10)
where all of the imaginary terms have cancelled, and we have reinstated the sum
over spin σ. The rate of change of the total energy of the system, E˙, is simply
the thermally averaged expectation value of (B.10);
E˙(t) =
〈〈
dHˆMF
dt
〉〉
=
∑
σ
˙¯ǫaσ(t)naσ(t) +
∑
k,σ
(
V˙ak(t)nakσ(t) + c.c
)
−U d
dt
{naσ(t)na−σ(t)}
=
∑
σ
ǫ˙a(t)naσ(t) +
∑
k,σ
(
V˙ak(t)nakσ(t) + c.c
)
, (B.11)
where we have used the definitions of the occupation functions (2.14). This
expression is used in section 3.1 to obtain the rate of non-adiabatic energy transfer
to the metal.
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Appendix C: The nearly-adiabatic energy trans-
fer rate
C.1: Derivation of a nearly-adiabatic expression for pσ
By using (3.19) and the Taylor expansions given in section 3.2, (equations (3.21)
to (3.22)), the quantity pσ, (2.20), can be expanded to give
pσ(ǫ, t) =
√
Γ(t)
2π
∫ t
t0
dt1
(
1 + (t1 − t) Γ˙(t)
2Γ(t)
)
exp
[
i(ǫ˜(ad)aσ (t)− ǫ)(t1 − t)
]
× exp
[
iUδna−σ(t)(t1 − t) + i
˙˜ǫ
(ad)
aσ (t)
2
(t1 − t)2
]
, (C.1)
where the Taylor expansion of
√
Γ(t1) about t1 = t;
√
Γ(t1) =
√
Γ(t)
(
1 + (t1 − t) Γ˙(t)
2Γ(t)
)
, (C.2)
has also been used. The second exponential in (C.1) only contains small quanti-
ties, and we therefore Taylor expand this term to give
pσ(ǫ, t) =
√
Γ(t)
2π
∫ t
t0
dt1
(
1 + (t1 − t) Γ˙(t)
2Γ(t)
)
×
(
1 + iUδna−σ(t)(t1 − t)− i
˙˜ǫ
(ad)
aσ (t)
2
(t1 − t)2
)
× exp [i(ǫ˜(ad)aσ (t)− ǫ)(t1 − t)]
=
√
Γ(t)
2π
∫ t
t0
dt1
(
1 + (t1 − t) Γ˙(t)
2Γ(t)
+ iUδna−σ(t)(t1 − t)
+i
˙˜ǫ
(ad)
aσ (t)
2
(t1 − t)2
)
exp
[
i(ǫ˜(ad)aσ (t)− ǫ)(t1 − t)
]
,
(C.3)
where products of the small quantities Γ˙, ˙¯ǫaσ and δnaσ have been ignored. By
recognising that the evolution of the system is slow, i.e. to reach a given state
a long time has passed, we can set t0 = −∞ and introduce the substitution
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τ = t1 − t so that pσ becomes
pσ(ǫ, t) =
√
Γ(t)
2π
∫ 0
−∞
dτ exp[i(ǫ˜(ad)aσ (t)− ǫ)τ ]
+
√
Γ(t)
2π
(
Γ˙(t)
2Γ(t)
+ iUδna−σ(t)
)∫ 0
−∞
dτ τ exp[i(ǫ˜(ad)aσ (t)− ǫ)τ ]
+i
˙˜ǫ
(ad)
aσ (t)
2
∫ 0
−∞
dτ τ 2 exp[i(ǫ˜(ad)aσ (t)− ǫ)τ ]. (C.4)
The first τ integral in this expression can be evaluated, to give
∫ 0
−∞
dτ exp[i(ǫ˜(ad)aσ (t)− ǫ)τ ] =
[
i exp[−i(ǫ˜(ad)aσ (t)− ǫ)τ ]
ǫ− ǫ˜(ad)aσ (t)
]0
−∞
=
i
ǫ− ǫ˜(ad)aσ (t)
, (C.5)
where the second term vanishes as Γ(t) > 0. The τ integrals in the second and
third terms of (C.4) can be expressed as ǫ derivatives of (C.5);
∫ 0
−∞
dτ τ exp[i(ǫ˜(ad)aσ (t)− ǫ)τ ] = i
d
dǫ
∫ 0
−∞
dτ exp[i(ǫ˜(ad)aσ (t)− ǫ)τ ]
=
1
(ǫ− ǫ˜(ad)aσ (t))2
, (C.6)
∫ 0
−∞
dτ τ 2 exp[i(ǫ˜(ad)aσ (t)− ǫ)τ ] = −
d2
dǫ2
∫ 0
−∞
dτ exp[i(ǫ˜(ad)aσ (t)− ǫ)τ ]
=
−2i
(ǫ− ǫ˜(ad)aσ (t))3
. (C.7)
By substituting (C.5), (C.6) and (C.7) into (C.4) we find
pσ(ǫ, t) =
√
Γ(t)
2π
i
ǫ− ǫ˜(ad)aσ (t)
+
√
Γ(t)
2π
1
(ǫ− ǫ˜(ad)aσ (t))2
(
Γ˙(t)
2Γ(t)
+ iUδna−σ(t) +
˙˜ǫ
(ad)
aσ (t)
ǫ− ǫ˜(ad)aσ (t)
)
.
(C.8)
In order to express this concisely in terms of the small quantities Γ˙, δnaσ and
˙¯ǫ
(ad)
aσ we expand the brackets in the final term using the adiabatic equivalent of
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the definition of ǫ˜aσ, (A.25), yielding
Γ˙(t)
(
1
2Γ(t)
− i
2(ǫ− ǫ˜(ad)aσ (t))
)
+ iUδna−σ(t) +
˙¯ǫ
(ad)
aσ (t)
ǫ− ǫ˜(ad)aσ (t)
=
Γ˙(t)(ǫ− ǫ˜(ad)aσ (t)− iΓ(t))
2Γ(t)(ǫ− ǫ˜(ad)aσ (t))
+ iUδna−σ(t) +
˙¯ǫ
(ad)
aσ (t)
ǫ− ǫ˜(ad)aσ (t)
=
Γ˙(t)(ǫ− ǫ˜(ad)∗aσ (t))
2Γ(t)(ǫ− ǫ˜(ad)aσ (t))
+ iUδna−σ(t) +
˙¯ǫ
(ad)
aσ (t)
ǫ− ǫ˜(ad)aσ (t)
, (C.9)
where the relation ǫ˜
(ad)∗
aσ = ǫ¯
(ad)
aσ + iΓ/2 = ǫ˜
(ad)
aσ + iΓ has been used. We therefore
find the nearly-adiabatic expansion of pσ to be
pσ(ǫ, t) =
√
Γ(t)
2π
i
ǫ− ǫ˜(ad)aσ (t)
+
√
Γ(t)
2π
1
(ǫ− ǫ˜(ad)aσ (t))2
×
(
Γ˙(t)(ǫ− ǫ˜(ad)∗aσ (t))
2Γ(t)(ǫ− ǫ˜(ad)aσ (t))
+ iUδna−σ(t) +
˙¯ǫ
(ad)
aσ (t)
ǫ− ǫ˜(ad)aσ (t)
)
. (C.10)
The first term in this expression is p
(ad)
σ and therefore the nearly-adiabatic com-
ponent of pσ, δpσ = pσ − p(ad)σ , becomes
δpσ(ǫ, t) =
√
Γ(t)
2π
1
(ǫ− ǫ˜(ad)aσ (t))2
×
(
Γ˙(t)(ǫ− ǫ˜(ad)∗aσ (t))
2Γ(t)(ǫ− ǫ˜(ad)aσ (t))
+ iUδna−σ(t) +
˙¯ǫ
(ad)
aσ (t)
ǫ− ǫ˜(ad)aσ (t)
)
. (C.11)
This expression will be used in the following section of this appendix to obtain
a nearly-adiabatic expansion of δnaσ, and in section C.4 to derive the nearly-
adiabatic equivalent of the second term in E˙non−ad.
C.2: Derivation of a nearly-adiabatic expression for δnaσ
In this appendix we derive an expression for the difference δnaσ = naσ − n(ad)aσ
using the expression for δpσ obtained in the previous section. δnaσ is needed to
calculate the contribution to the nearly-adiabatic energy transfer rate from the
first term in (3.17).
We first substitute pσ = p
(ad)
σ + δpσ into the definition of naσ, (2.19), yielding to
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first order in small quantities (see page 65)
naσ(t) =
∫
dǫf(ǫ)|p(ad)σ (ǫ, t) + δpσ(ǫ, t)|2 + naσ(t0) exp
[
−
∫ t
t0
Γ(t′)dt′
]
=
∫
dǫf(ǫ)ρ(ad)aσ (ǫ, t) + 2
∫
dǫf(ǫ)Re
{
p(ad)∗σ (ǫ, t)δpσ(ǫ, t)
}
+naσ(t0) exp
[
−
∫ t
t0
Γ(t′)dt′
]
. (C.12)
For slow variation of Γ the argument of the exponential in the final, transient,
term in this equation will be large and negative. This term will approach zero and
can therefore be ignored in the nearly-adiabatic approximation. From (C.12), and
the definition of n
(ad)
aσ (2.32), we can see that the difference between the nearly-
adiabatic and adiabatic occupations δnaσ = naσ − n(ad)aσ is simply
δnaσ(t) = 2
∫
dǫf(ǫ)Re
{
p(ad)∗σ (ǫ, t)δpσ(ǫ, t)
}
, (C.13)
where the ǫ integral is over all energies. It is convenient at this point to perform
a by-parts integration step of this expression. This yields
δnaσ(t) = 2
[
f(ǫ)
∫ ǫ
dǫ Re
{
p(ad)∗σ (ǫ, t)δpσ(ǫ, t)
}]∞
−∞
−2
∫
dǫ
df
dǫ
∫ ǫ
dǫ Re
{
p(ad)∗σ (ǫ, t)δpσ(ǫ, t)
}
, (C.14)
where we use the notation
∫ ǫ
dǫ to denote an indefinite energy integral evaluated
at ǫ. The first term in this equation yields zero as the Fermi function is zero at
ǫ = ∞ and the product p(ad)∗σ δpσ has ǫ−3 and ǫ−4 dependent terms, which tend
to zero at ǫ = −∞. Equation (C.14) therefore becomes
δnaσ(t) = −2
∫
dǫ
df
dǫ
∫ ǫ
dǫ Re
{
p(ad)∗σ (ǫ, t)δpσ(ǫ, t)
}
. (C.15)
Equation (C.13) has been replaced with (C.15) to allow us to easily consider
the nearly-adiabatic transfer at both zero and finite temperatures. In the zero
temperature limit the derivative of the Fermi function becomes
lim
T→0
df
dǫ
= −δ(ǫ− ǫF ) (C.16)
and the energy integral in (C.15) then becomes trivial.
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In order to maintain clarity in the rest of this derivation we separate the prob-
lem into three parts corresponding to the quantities Γ˙, Uδna−σ and ˙¯ǫ
(ad)
aσ which
appear in (C.11). We will derive the contribution of each of these terms to δnaσ
separately.
We start by considering the coefficient of Γ˙ in the product p
(ad)∗
σ δpσ. By using
(2.31) and (C.11) we find
{
p(ad)∗σ (ǫ, t)δpσ(ǫ, t)
}
[Γ˙]
=
Γ(t)
2π
.
−i
(ǫ− ǫ˜(ad)∗aσ (t))(ǫ− ǫ˜(ad)aσ (t))2
.
ǫ− ǫ˜(ad)∗aσ (t)
2Γ(t)(ǫ− ǫ˜(ad)aσ (t))
= −i 1
4π
.
1
(ǫ− ǫ˜(ad)aσ )3
. (C.17)
The indefinite integral of this expression over energy ǫ gives
∫ ǫ
dǫ
{
p(ad)∗σ (ǫ, t)δpσ(ǫ, t)
}
[Γ˙]
=
i
8π
.
1
(ǫ− ǫ˜aσ(t))2 , (C.18)
which has the real part
Re
{∫ ǫ
dǫ p(ad)∗σ (ǫ, t)δpσ(ǫ, t)
}
[Γ˙]
=
1
8π
.
Γ(t)(ǫ− ǫ¯(ad)aσ (t))
[(ǫ− ǫ¯(ad)aσ (t))2 + Γ2(t)/4]2
=
π
2Γ(t)
(ǫ− ǫ¯(ad)aσ (t))
[
ρ(ad)aσ (ǫ, t)
]2
, (C.19)
where ρ
(ad)
aσ is defined in (2.33). The contribution to δnaσ from terms containing
Γ˙ is therefore
{δnaσ(t)}[Γ˙] = −π
Γ˙(t)
Γ(t)
∫
dǫ
df
dǫ
(ǫ− ǫ¯(ad)aσ (t))
[
ρ(ad)aσ (ǫ, t)
]2
. (C.20)
The coefficient of Uδna−σ in the product p
(ad)∗
σ δpσ is
{
p(ad)∗σ (ǫ, t)δpσ(ǫ, t)
}
[Uδna−σ]
= −Γ(t)
2π
.
1
(ǫ− ǫ˜(ad)∗aσ (t))(ǫ− ǫ˜(ad)aσ (t))2
. (C.21)
By taking the real part we find
Re
{
p(ad)∗σ (ǫ, t)δpσ(ǫ, t)
}
[Uδna−σ]
=
Γ(t)
2π
.
(ǫ− ǫ¯(ad)aσ (t))
[(ǫ− ǫ¯(ad)aσ (t))2 + Γ2(t)/4]2
. (C.22)
78
On integration this becomes
∫ ǫ
dǫ Re
{
p(ad)∗σ (ǫ, t)δpσ(ǫ, t)
}
[Uδna−σ]
= −Γ(t)
4π
.
1
[(ǫ− ǫ¯(ad)aσ (t))2 + Γ2(t)/4]
= −1
2
ρ(ad)aσ (ǫ, t), (C.23)
and the contribution of this term to δnaσ is therefore
{δnaσ(t)}[Uδna−σ] = Uδna−σ(t)
∫
dǫ
df
dǫ
ρ(ad)aσ (ǫ, t). (C.24)
The coefficient of ˙¯ǫ
(ad)
aσ in the product p
(ad)∗
σ δpσ is
{
p(ad)∗σ (ǫ, t)δpσ(ǫ, t)
}
[ ˙¯ǫ
(ad)
aσ ]
= −iΓ(t)
2π
.
1
(ǫ− ǫ˜(ad)∗aσ (t))(ǫ− ǫ˜(ad)aσ (t))3
, (C.25)
which has the real part
Re
{
p(ad)∗σ (ǫ, t)δpσ(ǫ, t)
}
[ ˙¯ǫ
(ad)
aσ ]
= −Γ
2(t)
2π
.
(ǫ− ǫ¯(ad)aσ (t))
[(ǫ− ǫ¯(ad)aσ (t))2 + Γ2(t)/4]3
. (C.26)
The integral of this equation gives
∫ ǫ
dǫ Re
{
p(ad)∗σ (ǫ, t)δpσ(ǫ, t)
}
[ ˙¯ǫ
(ad)
aσ ]
=
Γ2(t)
8π
.
1
[(ǫ− ǫ¯(ad)aσ (t))2 + Γ2(t)/4]2
=
π
2
[
ρ(ad)aσ (ǫ, t)
]2
, (C.27)
which on combination with (C.14) becomes
{δnaσ(t)}[ ˙¯ǫ(ad)aσ ] = −π ˙¯ǫ
(ad)
aσ (t)
∫
dǫ
df
dǫ
[
ρ(ad)aσ (ǫ, t)
]2
. (C.28)
The sum of equations (C.20), (C.24) and (C.28) gives our final expression for
δnaσ;
δnaσ(t) = −π
∫
dǫ
df
dǫ
(
Γ˙(t)
Γ(t)
(ǫ− ǫ¯(ad)aσ (t)) + ˙¯ǫ(ad)aσ (t)
)[
ρ(ad)aσ (ǫ, t)
]2
+Uδna−σ(t)
∫
dǫ
df
dǫ
ρ(ad)aσ (ǫ, t). (C.29)
By considering this expression as a pair of simultaneous equations for the two
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spins σ we can write this result in matrix form as
(
1 −U ∫ dǫdf
dǫ
ρ
(ad)
aσ (ǫ, t)
−U ∫ dǫdf
dǫ
ρ
(ad)
a−σ(ǫ, t) 1
)(
δnaσ(t)
δna−σ(t)
)
= −π

 ∫ dǫdfdǫ
(
Γ˙(t)
Γ(t)
(ǫ− ǫ¯(ad)aσ (t)) + ˙¯ǫ(ad)aσ (t)
) [
ρ
(ad)
aσ (ǫ, t)
]2
∫
dǫdf
dǫ
(
Γ˙(t)
Γ(t)
(ǫ− ǫ¯(ad)a−σ(t)) + ˙¯ǫ(ad)a−σ(t)
) [
ρ
(ad)
a−σ(ǫ, t)
]2

 . (C.30)
This matrix equation will be used in the following section for the derivation of
the nearly-adiabatic equivalent of the first term in E˙non−ad.
C.3: Derivation of E˙
(1)
nearly−ad
In this section we derive the nearly-adiabatic equivalent of the first term in the
non-adiabatic energy transfer rate E˙non−ad, equation (3.17). We will refer to this
term as E˙
(1)
nearly−ad.
In order to derive an expression for E˙
(1)
nearly−ad we first eliminate the derivative ǫ˙a.
This will allow us to compare terms in E˙
(1)
nearly−ad with those in E˙
(2)
nearly−ad when
deriving a final expression for the nearly-adiabatic energy transfer rate. This
elimination is performed by considering the derivative of ǫ¯
(ad)
aσ ;
˙¯ǫ(ad)aσ (t) = ǫ˙a(t) + Un˙
(ad)
a−σ(t). (C.31)
We therefore require an expression for the time-derivative n˙
(ad)
aσ . This can be
achieved using (2.32) and the ‘by-parts’ integration step used in the previous
section of this appendix (see (C.13) to (C.15) on page 77). Equation (2.32) is
expanded to give
n(ad)aσ (t) =
[
f(ǫ)
∫ ǫ
dǫρ(ad)aσ (ǫ, t)
]∞
−∞
−
∫
dǫ
df
dǫ
∫ ǫ
dǫρ(ad)aσ (ǫ, t), (C.32)
which can be expanded further using the definition of ρ
(ad)
aσ , (2.33), yielding
n(ad)aσ (t) =
[
f(ǫ)
1
π
tan−1
{
2
ǫ− ǫ¯(ad)aσ (t)
Γ(t)
}]∞
−∞
− 1
π
∫
dǫ
df
dǫ
tan−1
{
2
ǫ− ǫ¯(ad)aσ (t)
Γ(t)
}
= 1/2− 1
π
∫
dǫ
df
dǫ
tan−1
{
2
ǫ− ǫ¯(ad)aσ (t)
Γ(t)
}
. (C.33)
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Differentiating this expression with respect to time gives
n˙(ad)aσ (t) = −
1
π
∫
dǫ
df
dǫ
(
Γ˙(t)
d
dΓ
tan−1
{
2
ǫ− ǫ¯(ad)aσ (t)
Γ(t)
}
+˙¯ǫ(ad)aσ (t)
d
dǫ¯
(ad)
aσ
tan−1
{
2
ǫ− ǫ¯(ad)aσ (t)
Γ(t)
})
= −1
π
∫
dǫ
df
dǫ
(
− Γ˙(t)
2
.
ǫ− ǫ¯(ad)aσ (t)
(ǫ− ǫ¯(ad)aσ (t))2 + Γ(t)2/4
− ˙¯ǫ(ad)aσ (t)
Γ(t)
2[(ǫ− ǫ¯(ad)aσ (t))2 + Γ(t)2/4]
)
=
∫
dǫ
df
dǫ
(
Γ˙(t)
Γ(t)
(ǫ− ǫ¯(ad)aσ (t)) + ˙¯ǫ(ad)aσ (t)
)
ρ(ad)aσ (ǫ, t), (C.34)
and we can combine this equation with (C.31) to give
˙¯ǫ(ad)aσ (t) = ǫ˙a(t) + U
∫
dǫ
df
dǫ
(
Γ˙(t)
Γ(t)
(ǫ− ǫ¯(ad)a−σ(t)) + ˙¯ǫ(ad)a−σ(t)
)
ρ
(ad)
a−σ(ǫ, t). (C.35)
By considering the two values of the spin σ this equation can be expressed in
matrix form;
(
ǫ˙a(t)
ǫ˙a(t)
)
=
(
1 −U ∫ dǫdf
dǫ
ρ
(ad)
a−σ(ǫ, t)
−U ∫ dǫdf
dǫ
ρ
(ad)
aσ (ǫ, t) 1
)(
˙¯ǫ
(ad)
aσ (t)
˙¯ǫ
(ad)
a−σ(t)
)
−U Γ˙(t)
Γ(t)
( ∫
dǫdf
dǫ
(ǫ− ǫ¯(ad)a−σ(t))ρ(ad)a−σ(ǫ, t)∫
dǫdf
dǫ
(ǫ− ǫ¯(ad)aσ (t))ρ(ad)aσ (ǫ, t)
)
. (C.36)
E˙
(1)
nearly−ad can now be written as
E˙
(1)
nearly−ad(t) =
(
δnaσ(t) δna−σ(t)
)( ǫ˙a(t)
ǫ˙a(t)
)
=
(
δnaσ(t) δna−σ(t)
)
×
(
1 −U ∫ dǫdf
dǫ
ρ
(ad)
a−σ(ǫ, t)
−U ∫ dǫdf
dǫ
ρ
(ad)
aσ (ǫ, t) 1
)(
˙¯ǫ
(ad)
aσ (t)
˙¯ǫ
(ad)
a−σ(t)
)
−U Γ˙(t)
Γ(t)
∑
σ
∫
dǫ
df
dǫ
(ǫ− ǫ¯(ad)aσ (t))ρ(ad)aσ (ǫ, t)δna−σ(t). (C.37)
The first two matrices in the first term of this expression are the transpose of
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those derived in the previous section, (C.30). The combination of (C.37) and
(C.30) gives our final expression for E˙
(1)
nearly−ad;
E˙
(1)
nearly−ad(t) = −π
∑
σ
˙¯ǫ(ad)aσ (t)
∫
dǫ
df
dǫ
(
Γ˙(t)
Γ(t)
(ǫ− ǫ¯(ad)aσ (t)) + ˙¯ǫ(ad)aσ (t)
)[
ρ(ad)aσ (ǫ, t)
]2
−U Γ˙(t)
Γ(t)
∑
σ
∫
dǫ
df
dǫ
(ǫ− ǫ¯(ad)aσ (t))ρ(ad)aσ (ǫ, t)δna−σ(t). (C.38)
C.4: Derivation of E˙
(2)
nearly−ad
In this section we derive the nearly-adiabatic equivalent of the second term in
the non-adiabatic energy transfer rate E˙non−ad, (3.17), which will be referred to
as E˙
(2)
nearly−ad.
As in section C.2 we first perform a partial integration of E˙
(2)
nearly−ad;
E˙
(2)
nearly−ad(t) =
Γ˙(t)√
2πΓ(t)
∑
σ
[
f(ǫ)
∫ ǫ
dǫ Im{δpσ(ǫ, t)}
]∞
−∞
− Γ˙(t)√
2πΓ(t)
∑
σ
∫
dǫ
df
dǫ
Im
{∫ ǫ
dǫ δpσ(ǫ, t)
}
. (C.39)
The first term in this expression yields zero as the Fermi function is zero at ǫ =∞
and, as δpσ contains terms of order ǫ
−3 and ǫ−4, δpσ is zero at ǫ = −∞. As before
we deal with the terms from δpσ involving Γ˙, Uδna−σ and ˙¯ǫ
(ad)
aσ separately. The
coefficient of Γ˙ in δpσ, (C.11), is
{δpσ(ǫ, t)}[Γ˙] =
1
2
√
2πΓ(t)
.
ǫ− ǫ˜(ad)∗aσ (t)
(ǫ− ǫ˜(ad)aσ (t))3
. (C.40)
On integration this becomes
{∫ ǫ
dǫδpσ(ǫ, t)
}
[Γ˙]
= − 1
2
√
2πΓ(t)
(
ǫ− ǫ˜(ad)∗aσ (t)
2(ǫ− ǫ˜(ad)aσ (t))2
+
1
2(ǫ− ǫ˜(ad)aσ (t))
)
= − 1
2
√
2πΓ(t)
(
(ǫ− ǫ˜(ad)∗aσ (t)) + (ǫ− ǫ˜(ad)aσ (t))
2(ǫ− ǫ˜(ad)aσ (t))2
)
= − 1
2
√
2πΓ(t)
ǫ− ǫ¯(ad)aσ (t)
(ǫ− ǫ˜(ad)aσ (t))2
, (C.41)
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which has the imaginary component
Im
{∫ ǫ
dǫδpσ(ǫ, t)
}
[Γ˙]
=
1
2
√
Γ(t)
2π
(ǫ− ǫ¯(ad)aσ (t))2
[(ǫ− ǫ¯(ad)aσ (t))2 + Γ2(t)/4]2
=
π
Γ(t)
√
2π
Γ(t)
(ǫ− ǫ¯(ad)aσ (t))2
[
ρ(ad)aσ (ǫ, t)
]2
. (C.42)
By substituting this expression into (C.39) we find the Γ˙ dependence of E˙
(2)
nearly−ad
to be
{
E˙
(2)
nearly−ad(t)
}
[Γ˙]
= −πΓ˙
2(t)
Γ2(t)
∑
σ
∫
dǫ
df
dǫ
(ǫ− ǫ¯(ad)aσ (t))2
[
ρ(ad)aσ (ǫ, t)
]2
. (C.43)
The coefficient of Uδna−σ in δpσ is
{δpσ(ǫ, t)}[Uδna−σ] =
√
Γ(t)
2π
i
(ǫ− ǫ˜(ad)aσ (t))2
, (C.44)
which on integration yields
{∫ ǫ
dǫδpσ(ǫ, t)
}
[Uδna−σ]
= −
√
Γ(t)
2π
i
ǫ− ǫ˜(ad)aσ (t)
. (C.45)
The imaginary part of this expression is
Im
{∫ ǫ
dǫδpσ(ǫ, t)
}
[Uδna−σ]
=
√
Γ(t)
2π
ǫ− ǫ¯(ad)aσ (t)
(ǫ− ǫ¯(ad)aσ (t))2 + Γ2(t)/4
= −
√
2π
Γ(t)
(ǫ− ǫ¯(ad)aσ (t))ρ(ad)aσ (ǫ, t), (C.46)
which on combination with (C.39) gives
{
E˙
(2)
nearly−ad(t)
}
Uδna−σ
=
U Γ˙(t)
Γ(t)
∑
σ
∫
dǫ
df
dǫ
(ǫ− ǫ¯(ad)aσ (t))ρ(ad)aσ (ǫ, t)δna−σ(t).
(C.47)
83
The coefficient of ˙¯ǫ
(ad)
aσ in δpσ is
{δpσ(ǫ, t)}[ ˙¯ǫ(ad)aσ ] =
√
Γ(t)
2π
1
(ǫ− ǫ˜(ad)aσ (t))3
. (C.48)
This integral of this expression is
{∫ ǫ
dǫδpσ(ǫ, t)
}
[ ˙¯ǫ
(ad)
aσ ]
= −1
2
√
Γ(t)
2π
1
(ǫ− ǫ˜(ad)aσ (t))2
, (C.49)
which has the imaginary part
Im
{∫ ǫ
dǫδpσ(ǫ, t)
}
[ ˙¯ǫ
(ad)
aσ ]
=
1
2
√
Γ(t)
2π
Γ(t)(ǫ− ǫ¯(ad)aσ (t))
[(ǫ− ǫ¯(ad)aσ (t))2 + Γ2(t)/4]2
= π
√
2π
Γ(t)
(ǫ− ǫ¯(ad)aσ (t))
[
ρ(ad)aσ (ǫ, t)
]2
. (C.50)
On substitution into (C.39) this yields
{
E˙
(2)
nearly−ad(t)
}
[ ˙¯ǫ
(ad)
aσ ]
= −πΓ˙(t)
Γ(t)
∑
σ
˙¯ǫ(ad)aσ (t)
∫
dǫ
df
dǫ
(ǫ− ǫ¯(ad)aσ (t))
[
ρ(ad)aσ (ǫ, t)
]2
.
(C.51)
By summing the different contributions to E˙
(2)
nearly−ad (equations (C.43), (C.47)
and (C.51)) we find
E˙
(2)
nearly−ad(t) = −π
∑
σ
∫
dǫ
df
dǫ
Γ˙(t)
Γ(t)
(ǫ− ǫ¯(ad)aσ (t))
×
(
Γ˙(t)
Γ(t)
(ǫ− ǫ¯(ad)aσ (t)) + ˙¯ǫ(ad)aσ (t)
)[
ρ(ad)aσ (ǫ, t)
]2
+
U Γ˙(t)
Γ(t)
∑
σ
∫
dǫ
df
dǫ
(ǫ− ǫ¯(ad)aσ (t))ρ(ad)aσ (ǫ, t)δna−σ(t). (C.52)
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Chapter 4
Excitation spectra
In the previous two chapters we have used the Newns-Anderson model to derive
expressions for the occupation functions of the system and the rate of total energy
transfer between the adsorbate and the electronic degrees of freedom of the metal
surface. We now extend this model to consider the properties of the excitations
in the surface generated by the charge and energy transfer processes.
To describe the electronic excitation process in the time-dependent, mean-field
Newns-Anderson model we consider the evolution of the occupied states of the
system. This evolution will be represented here by the distribution of occupied
one-electron states, also referred to as the ‘electron distribution function’. This
distribution can be separated into two parts; one component which depends upon
the instantaneous configuration of the adsorbate relative to the metal, and an-
other which describes the excitations induced by the motion of the adsorbate.
It is the derivation of an expression for the second component, the ‘excitation
spectrum’, which is the aim of this chapter.
The derivation of this excitation spectrum is presented here in two parts. In
section 4.1 we obtain an expression for the time-evolving electron distribution
function using the occupation functions derived in chapter 2. The component of
this distribution due to the instantaneous configuration of the system is obtained
in section 4.2. The difference between these expressions is the desired excitation
spectrum.
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The results of this chapter will be used to perform numerical calculations in
chapter 6.
4.1 The electron distribution function
In this section we introduce the one-electron states of the Newns-Anderson sys-
tem, which are used to construct an expression for the electron distribution func-
tion. This one-electron formalism is used in section 4.1.1 to derive an expression
relating the electron distribution function to the occupation functions and a set
of Green’s functions. These Green’s functions are obtained using the Dyson
equation in section 4.1.2. The results of these two sections are combined, with
the occupation functions from chapter 2, in section 4.1.3. A number of lengthy
derivations, which are necessary for the construction of the electron distribution
function, are contained in appendix D.
4.1.1 The electron distribution function: I
In the previous two chapters the many-electron, mean-field, Newns-Anderson
Hamiltonian (2.3) has been used to investigate the variation in the occupation
functions and the transfer of energy between adsorbate and surface. Here we are
interested in understanding the electronic excitation process, and in particular
the energy spectrum of the hot electrons and holes that are created during an
adsorption event. For example, to model the generation of chemicurrents (see
section 1.1.1) we need to find the probability of exciting an electron to a given
energy above the Fermi level. This requires knowledge of the distribution of
occupied electronic states of the system. To begin our analysis it is therefore
necessary to relate the occupation functions, derived in chapter 2, to the one-
electron states of the system.
This connection can be made by writing the occupation functions as elements of
the time-dependent, one-electron density matrix nˆ1σ(t), which is defined through
nbb′σ(t) = 〈〈cˆ†bσ(t)cˆb′σ(t)〉〉 ≡ 〈b′σ|nˆ1σ(t)|bσ〉, (4.1)
where {|bσ〉} is the set of one-electron basis states {|aσ〉, |kσ〉}. The time-evolution
of nˆ1σ is determined by considering the one-electron, single-spin Newns-Anderson
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Hamiltonian, (2.6), in the Schro¨dinger picture;
hˆσ(t) = ǫ¯aσ(t)|aσ〉〈aσ|+
∑
k
ǫkσ|kσ〉〈kσ|+
∑
k
(Vak(t)|aσ〉〈kσ|+H.c.) . (4.2)
We define {|µbσ(t)〉} to be the time-dependent states of this Hamiltonian, which
evolve from the basis states at time t0, i.e. |µbσ(t0)〉 ≡ |bσ〉. These states can be
used to demonstrate the equivalence of the one-electron description, introduced
here, with the many-electron description represented by the electron operators.
This equivalence is used in appendix D.1 to expand the electron operators in
terms of the one-electron states, yielding
cˆbσ(t) =
∑
b′
〈bσ|µb′σ(t)〉cˆb′σ(t0). (4.3)
The occupation function nbb′σ(t) can be expanded using (4.3), giving
nbb′σ(t) =
∑
b′′,b′′′
〈µb′′σ(t)|bσ〉〈b′σ|µb′′′σ(t)〉〈〈cˆ†b′′σ(t0)cˆb′′′σ(t0)〉〉
=
∑
b′′
〈b′σ|µb′′σ(t)〉f(ǫb′′σ(t0))〈µb′′σ(t)|bσ〉, (4.4)
where the initial occupation functions, (2.15), have been used and the energy
ǫb′′σ(t0) represents ǫkσ for b
′′ = k and ǫ¯aσ(t0) for b
′′ = a. By comparing this
expression with (4.1), nˆ1σ can be recognised as
nˆ1σ(t) =
∑
b
|µbσ(t)〉f(ǫbσ(t0))〈µbσ(t)|. (4.5)
This expression has the expected form for a density matrix operator (see Schiff
[66] page 378), with the probability of occupation of the |µbσ(t)〉 state given by
the Fermi function f(ǫbσ(t0)).
The quantity of interest here is the distribution of occupied one-electron states
and the manner in which it evolves with time. To obtain an expression for this
distribution we take the diagonal elements of nˆ1σ(t) with respect to the one-
electron eigenstates of hˆσ. By defining {|νσt〉} to be this set of eigenstates, with
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energies ǫνσt, the electron distribution function can be written as
nσ(ǫ, t) =
∑
ν
〈νσt|nˆ1σ(t)|νσt〉δ(ǫ− ǫνσt)
=
∑
ν,b
|〈νσt|µbσ(t)〉|2f(ǫbσ(t0))δ(ǫ− ǫνσt). (4.6)
It is important to note here that the eigenstates |νσt〉 are not the usually defined
states of the Newns-Anderson system. For a static adsorbate above a surface the
system is in an adiabatic state, and the energy level ǫ¯
(ad)
aσ and occupation n
(ad)
aσ are
determined self-consistently by the values of ǫa, U , Γ and the temperature of the
system. In the time-dependent system under consideration however, naσ(t) is not
the same as the adiabatic solution, but is the occupation of the adsorbate orbital
at a given instant. The adsorbate occupation function therefore depends on the
history of the evolution of the system. To emphasise this difference from the
ground state, we will refer to the states |νσt〉 as the ‘instantaneous eigenstates’ of
the system.
Our use of these instantaneous eigenstates also allows contact to be made between
the energy of the one-electron states and that of the many-electron system. The
total energy of the electronic system is given by the first moment of the electron
distribution function less a factor accounting for the double counting of the intra-
adsorbate Coulomb repulsion energy;
E(t) =
∑
σ
∫
dǫ ǫnσ(ǫ, t)− Unaσ(t)na−σ(t). (4.7)
By substituting (4.6) into this expression we find
E(t) =
∑
σ,ν,b
〈µbσ(t)|νσt〉ǫνσt〈νσt|µbσ(t)〉f(ǫbσ(t0))− Unaσ(t)na−σ(t)
=
∑
σ,b
〈µbσ(t)|hˆσ(t)|µbσ(t)〉f(ǫbσ(t0))− Unaσ(t)na−σ(t)
=
∑
σ
〈〈Hˆσ(t)〉〉 − Unaσ(t)na−σ(t), (4.8)
i.e. the total energy of the system is simply the expectation value of the mean-
field Hamiltonian HˆMF , (2.3). These expressions are used in appendix F to verify
that the electron distribution function nσ is consistent with the rate of change of
total energy derived in chapter 3, (3.16).
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The form of the electron distribution function (4.6) is, however, not convenient
for numerical computation. To obtain a suitable expression for nσ it is therefore
necessary to expand (4.6). This can be performed by introducing the basis states
|bσ〉 into (4.6) and retrieving the occupation functions derived in chapter 2 (using
(4.1));
nσ(ǫ, t) =
∑
ν,b,b′
〈νσt|b′σ〉〈b′σ|nˆ1σ(t)|bσ〉〈bσ|νσt〉δ(ǫ− ǫνσt)
=
∑
b,b′
nbb′σ(t)
∑
ν
〈bσ|νσt〉〈νσt|b′σ〉δ(ǫ− ǫνσt). (4.9)
The remaining projections in this expression can be eliminated by introducing
the instantaneous Green’s function Gσ, which we define in a similar manner to
Economou [69] (page 40) as
Gσ(ǫ, t) =
∑
ν
|νσt〉〈νσt|
ǫ− ǫνσt + iη
, (4.10)
where η is a positive infinitesimal. By combining this definition with (4.9), the
electron distribution function becomes
nσ(ǫ, t) = −1
π
Im
{∑
b,b′
nbb′σ(t)〈bσ|Gσ(ǫ, t)|b′σ〉
}
= −1
π
Im
{∑
b,b′
nbb′σ(t)Gbb′σ(ǫ, t)
}
, (4.11)
where Gbb′σ(ǫ, t) = 〈bσ|Gσ(ǫ, t)|b′σ〉.
The expansion of nσ now requires two sets of functions; the occupation functions,
derived in chapter 2, and the instantaneous Green’s functions. This set of Green’s
functions is obtained from the Dyson equation in the following subsection, the
results of which are used to derive a computable form for nσ in section 4.1.3.
4.1.2 Instantaneous Green’s functions
The set of Green’s functions required to expand nσ, (4.11), can be found from
the Dyson equation [65],
Gσ(ǫ, t) = G
0
σ(ǫ, t) +G
0
σ(ǫ, t)V (t)Gσ(ǫ, t) (4.12)
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where V is the interaction potential and G0σ is the unperturbed Green’s function,
i.e. Gσ for V ≡ 0. In appendix D.2 the elements of the Green’s function Gσ for
the Newns-Anderson system are obtained, yielding (see (D.18), (D.19), (D.20)
and (D.21))
Gaaσ(ǫ, t) = G
0
aaσ(ǫ, t) +G
0
aaσ(ǫ, t)
∑
k
Vak(t)Gkaσ(ǫ, t) (4.13)
Gakσ(ǫ, t) = G
0
aaσ(ǫ, t)
∑
k′
Vak′(t)Gk′kσ(ǫ, t) (4.14)
Gkaσ(ǫ, t) = G
0
kkσ(ǫ, t)V
∗
ak(t)Gaaσ(ǫ, t) (4.15)
Gkk′σ(ǫ, t) = δk,k′G
0
kkσ(ǫ, t) +G
0
kkσ(ǫ, t)V
∗
ak(t)Gak′σ(ǫ, t). (4.16)
The unperturbed Green’s functions, G0aaσ and G
0
kkσ, are found from the definition
of Gσ, (4.10), to be (see (D.17))
G0aaσ(ǫ, t) =
1
ǫ− ǫ¯aσ(t) + iη (4.17a)
G0kkσ(ǫ, t) =
1
ǫ− ǫkσ + iη . (4.17b)
This set of equations is solved within the wide-band approximation, as discussed
in chapter 2 (see page 36), giving (equations (D.27), (D.28), (D.30) and (D.31))
Gaaσ(ǫ, t) =
1
ǫ− ǫ˜aσ(t) (4.18)
Gakσ(ǫ, t) =
Vak(t)
(ǫ− ǫkσ + iη)
1
(ǫ− ǫ˜aσ(t)) (4.19)
Gkaσ(ǫ, t) =
V ∗ak(t)
(ǫ− ǫkσ + iη)
1
(ǫ− ǫ˜aσ(t)) (4.20)
Gkk′σ(ǫ, t) =
δk,k′
ǫ− ǫkσ + iη +
V ∗ak(t)
(ǫ− ǫkσ + iη) .
Vak′(t)
(ǫ− ǫk′σ + iη) .
1
(ǫ− ǫ˜aσ(t)) ,
(4.21)
where ǫ˜aσ(t) = ǫ¯aσ(t) − iΓ(t)/2 as defined in (2.12). These Green’s functions
are very similar to those obtained by Anderson [35], with the exception that
the adsorbate level used here is the instantaneous level ǫ¯aσ(t) rather than the
adiabatic level ǫ¯
(ad)
aσ (t).
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4.1.3 The electron distribution function: II
We now combine the results of the previous two subsections with the occupation
functions derived in chapter 2 to obtain the electron distribution function nσ.
By substituting the Green’s functions, (4.18) to (4.21), into (4.11) the electron
distribution function becomes
nσ(ǫ, t) = −naσ(t)
π
Im
{
1
ǫ− ǫ˜aσ(t)
}
−2
π
Im
{
1
ǫ− ǫ˜aσ(t)
∑
k
Re [Vak(t)nakσ(t)]
ǫ− ǫkσ + iη
}
−1
π
Im
{∑
k
nkσ(t)
ǫ− ǫkσ + iη
}
−1
π
Im
{
1
ǫ− ǫ˜aσ(t)
∑
k,k′
V ∗ak(t)Vak′(t)nkk′σ(t)
(ǫ− ǫkσ + iη)(ǫ− ǫk′σ + iη)
}
,
(4.22)
where the occupation function nkaσ has been replaced using nkaσ(t) = n
∗
akσ(t),
(2.14b). This expression can be simplified by evaluating the imaginary part of the
first and third terms, and introducing delta functions with corresponding energy
integrals. This yields
nσ(ǫ, t) = naσ(t)ρ
(inst)
aσ (ǫ, t) +
∑
k
nkσ(t)δ(ǫ− ǫkσ)
−2
π
Im
{
1
ǫ− ǫ˜aσ(t)
∫
dǫ′
ǫ− ǫ′ + iη .Re
[∑
k
Vak(t)nakσ(t)δ(ǫ
′ − ǫkσ)
]}
−1
π
Im
{
1
ǫ− ǫ˜aσ(t)
∫
dǫ′
ǫ− ǫ′ + iη
∫
dǫ′′
ǫ− ǫ′′ + iη
×
∑
k,k′
V ∗ak(t)Vak′(t)nkk′σ(t)δ(ǫ
′ − ǫkσ)δ(ǫ′′ − ǫk′σ)
}
, (4.23)
where ρ
(inst)
aσ is similar to the adiabatic PDOS ρ
(ad)
aσ , (2.33), but with the adiabatic
level ǫ¯
(ad)
aσ replaced with the time-evolving level ǫ¯aσ;
ρ(inst)aσ (ǫ, t) =
Γ(t)
2π[(ǫ− ǫ¯aσ(t))2 + Γ(t)2/4] . (4.24)
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The evaluation of (4.11), using the occupation functions, is long-winded, and
is therefore performed term by term in appendices D.3 to D.5 for the second,
third and fourth terms in (4.23) respectively. The results of these derivations are
combined in appendix D.6, yielding our final expression for nσ, (D.66);
nσ(ǫ, t) =
∫
dǫ′f(ǫ′)
∣∣qσ(ǫ, ǫ′, t) + p(inst)σ (ǫ, t)pσ(ǫ′, t)∣∣2 − 2f(ǫ)Re {qσ(ǫ, ǫ, t)}
+naσ(t0)
∣∣∣∣rσ(ǫ, t) + p(inst)σ (ǫ, t) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]∣∣∣∣
2
+
∑
k
f(ǫkσ)δ(ǫ− ǫkσ)
+
2
π
∫
dǫ′f(ǫ′)Re
{
p
(inst)
σ (ǫ, t)
ǫ− ǫ′ + iη
}
Im {pσ(ǫ′, t)}
−2
√
Γ(t)
2π
∫
dǫ′f(ǫ′)Im
{
p
(inst)
σ (ǫ, t)q∗σ(ǫ, ǫ
′, t)
ǫ− ǫ′ + iη
}
+
1
π
√
Γ(t)
2π
∫
dǫ′f(ǫ′)Re
{
p
(inst)
σ (ǫ, t)
(ǫ− ǫ′ + iη)2
}
. (4.25)
where p
(inst)
σ , qσ and rσ are defined as
p(inst)σ (ǫ, t) =
√
Γ(t)
2π
i
(ǫ− ǫ˜aσ(t)) , (4.26)
qσ(ǫ, ǫ
′, t) =
∫ t
t0
dt1
√
Γ(t1)
2π
pσ(ǫ
′, t) exp[i(ǫ− ǫ′)(t1 − t)], (4.27)
rσ(ǫ, t) = exp
[
−1
2
∫ t
t0
Γ(t′)dt′
] ∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
i
∫ t
t0
(ǫ˜aσ(t
′)− ǫ)dt′
]
,
(4.28)
and we have used
ρ(inst)aσ (ǫ, t) = |p(inst)σ (ǫ, t)|2. (4.29)
Through the quantities pσ, p
(inst)
σ , qσ and rσ, we can now calculate the evolution of
the distribution of occupied electronic states from the variation of the parameters
ǫa and Γ and the value of U . The methods used to numerically calculate these
quantities are described in chapter 6, where results for example systems are also
presented.
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To validate our result there are two obvious tests which can be performed; con-
servation of charge and energy. The conservation of charge can be tested by
taking the zeroth moment of the electron distribution function, which should
be independent of time and yield the number of electrons in the system. The
energy of the electron distribution function, given by equation (4.7), should be
consistent with the rate of change of total energy (3.16) derived in chapter 3. In
appendix E we demonstrate charge conservation, and in appendix F the time-
derivative of (4.7) is found to be identical to the rate of change of the total energy
of the Newns-Anderson system. We are therefore confident that the distribution
function constructed in this section is valid within the mean-field and wide-band
approximations.
4.2 The spectrum of electronic excitations
In the previous section we obtained the distribution of occupied one-electron
states of the Newns-Anderson system. However, the aim of this chapter is to
obtain the spectrum of excitations, for which we need to subtract an underlying
distribution in which there are no electronic excitations. This underlying dis-
tribution can be obtained by constructing an expression for the component due
to the instantaneous configuration of the adsorbate relative to the metal. We
choose to represent this component by setting |µbσ(t)〉 = |νσt〉 in (4.6), yielding
the instantaneous electron distribution function n
(inst)
σt (ǫ);
n
(inst)
σt (ǫ) =
∑
ν
f(ǫνσt0)δ(ǫ− ǫνσt). (4.30)
The difference between the times in the energies here is important. f(ǫνσt0) is
the initial occupation of the instantaneous eigenstate, while the delta function
contains the eigenenergy at time t. The two different times make this expression
difficult to use in its current form.
The relevance of the different times can be seen if we consider a finite system
of N electrons rather than the infinite Newns-Anderson system. In an infinite
system a localised perturbation cannot affect the extended electronic eigenvalues.
However, in a finite system this is not the case – the eigenenergies of the system
can shift an amount ∆ǫνσt = ǫ
ν
σt − ǫνσt0 , which will be of order 1/N . It is therefore
possible, in a finite system, to approximate the Fermi function appearing in
(4.30) using a Taylor expansion about the eigenenergy ǫνσt. Equation (4.30) then
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becomes
n
(inst)
σt (ǫ) =
∑
ν
(
f(ǫνσt)−∆ǫνσt
df
dǫ
(ǫνσt)
)
δ(ǫ− ǫνσt)
= f(ǫ)
∑
ν
δ(ǫ− ǫνσt)−
df
dǫ
∑
ν
∆ǫνσtδ(ǫ− ǫνσt). (4.31)
When integrated to give the charge in the system the first and second terms in this
expression yield of order N and 1 electrons respectively (the sum in the second
term contains N terms each of order 1/N). In order to have an instantaneous
electron distribution function that conserves charge, the second term in (4.31)
cannot be neglected in the N → ∞ limit. Higher order terms in the expansion
of the Fermi function yield of order 1/N electrons or less, which vanish in the
N →∞ limit.
The first term in (4.31) can be evaluated by introducing the basis states |bσ〉,
projected onto the instantaneous eigenstate |νσt〉, and the Green’s function Gσ,
(4.10);
f(ǫ)
∑
ν
δ(ǫ− ǫνσt) = f(ǫ)
∑
ν,b
|〈νσt|bσ〉|2δ(ǫ− ǫνσt)
= −f(ǫ)
π
Im
{∑
b
Gbbσ(ǫ, t)
}
. (4.32)
On combination with (4.18) and (4.21) this expression becomes
f(ǫ)
∑
ν
δ(ǫ− ǫνσt)
= −f(ǫ)
π
Im
{
1
ǫ− ǫ˜aσ(t)
}
− f(ǫ)
π
Im
{∑
k
1
ǫ− ǫkσ + iη
}
−f(ǫ)
π
{∑
k
|Vak(t)|2
(ǫ− ǫkσ + iη)2(ǫ− ǫ˜aσ(t))
}
= f(ǫ)ρ(inst)aσ (ǫ, t) +
∑
k
f(ǫkσ)δ(ǫ− ǫkσ)
−f(ǫ)
π
Im
{
1
(ǫ− ǫ˜aσ(t))
∫
dǫ′
(ǫ− ǫ′ + iη)2
∑
k
|Vak(t)|2δ(ǫ′ − ǫkσ)
}
,
(4.33)
where ρ
(inst)
aσ is defined in (4.24) and an energy integral and delta function has
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been introduced into the final term. The sum over metal states in the final term
of (4.33) can be replaced using the definition of Γ, (2.13). As the width Γ is
independent of energy the remaining integral can be evaluated yielding zero.
The instantaneous electron distribution function is therefore
n
(inst)
σt (ǫ) = f(ǫ)ρ
(inst)
aσ (ǫ, t) +
∑
k
f(ǫkσ)δ(ǫ− ǫkσ)
−df
dǫ
∑
ν
∆ǫνσtδ(ǫ− ǫνσt). (4.34)
A more convenient, and computable, form for the final term in this expression can
be found by considering the charge in this distribution. As for the time-evolving
distribution function the zeroth moment of n
(inst)
σt should give the number of
electrons of spin σ in the system;
∫
dǫ n
(inst)
σt (ǫ) =
∫
dǫf(ǫ)ρ(inst)aσ (ǫ, t) +
∑
k
f(ǫkσ)
−
∫
dǫ
df
dǫ
∑
ν
∆ǫνσtδ(ǫ− ǫνσt). (4.35)
The second term in this expression is the number of metal electrons and to
conserve charge the remaining terms must contain the number of electrons of
spin σ initially in the adsorbate orbital, i.e.
naσ(t0) =
∫
dǫf(ǫ)ρ(inst)aσ (ǫ, t)−
∫
dǫ
df
dǫ
∑
ν
∆ǫνσtδ(ǫ− ǫνσt). (4.36)
We now assume that the sum over the eigenstates |νσt〉 in this expression is
independent of energy ǫ over a range of a few kBT either side of the Fermi level
(where the derivative df/dǫ is non-negligible). This assumption is consistent
with the wide-band approximation discussed in chapter 2 (page 36), and used
throughout this thesis. Equation (4.36) can then be rearranged to give
∑
ν
∆ǫνσtδ(ǫ− ǫνσt) = naσ(t0)−
∫
dǫf(ǫ)ρ(inst)aσ (ǫ, t), (4.37)
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and the instantaneous electron distribution function therefore becomes
n
(inst)
σt (ǫ) = f(ǫ)ρ
(inst)
aσ (ǫ, t) +
∑
k
f(ǫkσ)δ(ǫ− ǫkσ)
−df
dǫ
[
naσ(t0)−
∫
dǫ′f(ǫ′)ρ(inst)aσ (ǫ
′, t)
]
. (4.38)
This expression, in contrast to nσ (4.25), is straightforward to interpret. The
first term represents the occupied component of the adsorbate resonance, and
the second term describes the initially occupied metal states. The final term
contains the charge transfered from the adsorbate to the surface, which can be
seen as a narrow distribution peaking at the Fermi level.
The difference between this instantaneous distribution and the time-evolving
function nσ is the required spectrum of excitations n
(ex)
σ (ǫ, t). This spectrum
will be calculated numerically in chapter 6 for a set of example parameters.
4.3 Summary
In this chapter we have used the Newns-Anderson model to investigate the elec-
tronic excitation of the metal due to interactions with an adsorbate orbital. The
time-evolving electron distribution function nσ, (4.25), and the instantaneous
equivalent n
(inst)
σt , (4.38), have been derived in sections 4.1 and 4.2, with addi-
tional algebra in appendix D. The difference between these two expressions gives
the goal of this chapter; the spectrum of electronic excitations n
(ex)
σ . We have also
performed two tests of the electron distribution function. Charge conservation is
demonstrated in appendix E, and in appendix F the energy contained in nσ is
shown to be consistent with the rate of change of the total energy of the system
calculated in chapter 3, (3.16).
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Appendix D: Derivation of the electron distribu-
tion function nσ
This appendix contains a number of derivations necessary to obtain the final
expression for the electron distribution function nσ, (4.25), from equation (4.6).
In section D.1 the electron operators are related to the states of the one-electron
Hamiltonian (4.2), yielding an expression which is used in section 4.1.1 to obtain
the one-electron density matrix operator nˆ1σ. The set of instantaneous Green’s
function which are needed to expand nσ are derived in section D.2.
The remaining sections contain derivations of the second, third and fourth terms
in (4.23), labelled n
(ii)
σ , n
(iii)
σ and n
(iv)
σ respectively, with the results combined in
section D.6 to yield our final expression for nσ.
D.1: Electron operators and one-electron states
In this section we demonstrate that the time-dependent electron operators used to
construct the Newns-Anderson model can be related to the time-evolving states
of the one-electron Hamiltonian hˆσ, (4.2).
The single-spin, many-electron Hamiltonian Hˆσ, (2.6), can be rewritten in a more
compact form as
Hˆσ(t) =
∑
b,b′
ǫbb′σ(t)cˆ
†
bσ(t)cˆb′σ(t), (D.1)
where b represents the basis states of the system such that the matrix ǫbb′σ(t)
has elements ǫaaσ(t) = ǫ¯aσ(t), ǫkkσ(t) = ǫkσ, ǫakσ(t) = Vak(t) and ǫkaσ(t) = V
∗
ak(t).
The remaining elements, ǫkk′σ(t) for k 6= k′, are zero. In this form the equations
of motion for the operators cˆaσ(t) and cˆkσ(t), (2.7a) and (2.7b), can be expressed
as a set of linear differential equations (with ~ = 1);
i
d
dt
cˆbσ(t) =
∑
b′
ǫbb′σ(t)cˆb′σ(t). (D.2)
This equation has the general solution
cˆbσ(t) =
∑
b′
Abb′σ(t)cˆb′σ(t0), (D.3)
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where the time-dependence of the operator cˆbσ(t) is now entirely contained in
the matrix Abb′σ(t). By substituting (D.3) into (D.2) the Heisenberg equation of
motion gives
i
∑
b′′
d
dt
Abb′′σ(t)cˆb′′σ(t0) =
∑
b′,b′′
ǫbb′σ(t)Ab′b′′σ(t)cˆb′′σ(t0), (D.4)
from which it follows that Abb′′σ evolves according to
i
d
dt
Abb′′σ(t) =
∑
b′
ǫbb′σ(t)Ab′b′′σ(t), (D.5)
with the initial condition
Abb′′σ(t0) = δb,b′′ . (D.6)
The form of equations (D.5) and (D.6) is similar to that of the time-dependent
Schro¨dinger equation. We should therefore be able to connect the matrix Abb′σ
with the time-evolving states of one-electron Hamiltonian hˆσ, (4.2). The evolution
of the one-electron states is determined by the Schro¨dinger equation;
i
d
dt
|µb′′σ(t)〉 = hˆσ(t)|µb′′σ(t)〉 (D.7)
where the state |µb′′σ(t)〉 evolves from the initial state |b′′σ〉. The one-electron
Hamiltonian (4.2) can be written in a similar compact form to (D.1);
hˆσ(t) =
∑
b,b′
ǫbb′σ(t)|bσ〉〈b′σ|, (D.8)
where ǫbb′σ(t) is the same matrix as used in the many-electron Hamiltonian Hˆσ.
By combining (D.7) and (D.8) we find
i
d
dt
|µb′′σ(t)〉 =
∑
b,b′
ǫbb′σ(t)|bσ〉〈b′σ|µb′′σ(t)〉, (D.9)
which, on projection onto the basis state |bσ〉, yields
i
d
dt
〈bσ|µb′′σ(t)〉 =
∑
b′
ǫbb′σ(t)〈b′σ|µb′′σ(t)〉. (D.10)
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The projection 〈bσ|µb′′σ(t)〉 also has the initial condition
〈bσ|µb′′σ(t0)〉 = δb,b′′ . (D.11)
Equations (D.10) and (D.11) are identical in form to (D.5) and (D.6), and we can
therefore equate the quantity Abb′′σ in the Heisenberg picture with the projection
〈bσ|µb′′σ(t)〉. The general solution (D.3) therefore becomes
cˆbσ(t) =
∑
b′′
〈bσ|µb′′σ(t)〉cˆb′σ(t0), (D.12)
which is used in section 4.1.1 to expand the electron distribution function nσ.
D.2: Instantaneous Green’s functions
In this section we use the Dyson equation to derive the set of Green’s functions
required to expand the electron distribution function (4.11).
The Dyson equation is [65];
Gσ(ǫ, t) = G
0
σ(ǫ, t) +G
0
σ(ǫ, t)V (t)Gσ(ǫ, t), (D.13)
where V (t) is the interaction potential, and G0σ is the unperturbed Green’s func-
tion, i.e. Gσ for V ≡ 0. The Green’s function Gbb′σ is found by taking the ele-
ments of (D.13) with respect to the basis states of the system. We demonstrate
the derivation of these functions from the Dyson equation by first considering the
adsorbate Green’s function Gaaσ;
Gaaσ(ǫ, t) = 〈aσ|Gσ(ǫ, t)|aσ〉
= 〈aσ|G0σ(ǫ, t)|aσ〉+ 〈aσ|G0σ(ǫ, t)V (t)Gσ(ǫ, t)|aσ〉
= 〈aσ|G0σ(ǫ, t)|aσ〉+
∑
b,b′
〈aσ|G0σ(ǫ, t)|bσ〉〈bσ|V (t)|b′σ〉〈b′σ|Gσ(ǫ, t)|aσ〉,
(D.14)
where complete sets of basis states have been introduced on the final line. To
expand this expression it is necessary to define the interaction matrix 〈bσ|V (t)|b′σ〉
and obtain the unperturbed Green’s functions. In the Newns-Anderson model
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the interaction matrix has the following elements;
〈aσ|V (t)|aσ〉 = 0, 〈aσ|V (t)|kσ〉 = Vak(t),
〈kσ|V (t)|aσ〉 = V ∗ak(t), 〈kσ|V (t)|k′σ〉 = 0. (D.15)
The unperturbed Green’s functions can be found by considering the definition
of Gσ (4.10) and the nature of the instantaneous eigenstates |νσt〉. For a non-
interacting system the eigenstates of the one-electron Hamiltonian (4.2) are sim-
ply the basis states |bσ〉. The unperturbed Green’s function therefore becomes
G0bb′σ(ǫ, t) ≡ 〈bσ|G0σ(ǫ, t)|b′σ〉 =
∑
ν
〈bσ|νσt〉〈νσt|b′σ〉
ǫ− ǫνσt + iη
=
∑
ν
δb,νδν,b′
ǫ− ǫνσt + iη
=
δb,b′
ǫ− ǫbσ(t) + iη . (D.16)
The only non-zero elements of this function are
G0aaσ(ǫ, t) =
1
ǫ− ǫ¯aσ(t) + iη , (D.17a)
G0kkσ(ǫ, t) =
1
ǫ− ǫkσ + iη . (D.17b)
These properties of G0σ and V allow us to rewrite (D.14) as
Gaaσ(ǫ, t) = 〈aσ|G0σ(ǫ, t)|aσ〉+ 〈aσ|G0σ(ǫ, t)|aσ〉
∑
k
〈aσ|V (t)|kσ〉〈kσ|Gσ(ǫ, t)|aσ〉
= G0aaσ(ǫ, t) +G
0
aaσ(ǫ, t)
∑
k
Vak(t)Gkaσ(ǫ, t). (D.18)
The functions Gakσ, Gkaσ, and Gkk′σ can be obtained in a similar manner, yielding
Gakσ(ǫ, t) = G
0
aaσ(ǫ, t)
∑
k′
Vak′(t)Gk′kσ(ǫ, t), (D.19)
Gkaσ(ǫ, t) = G
0
kkσ(ǫ, t)V
∗
ak(t)Gaaσ(ǫ, t), (D.20)
Gkk′σ(ǫ, t) = G
0
kkσ(ǫ, t)δk,k′ +G
0
kkσ(ǫ, t)V
∗
ak(t)Gaaσ(ǫ, t). (D.21)
We now solve equations (D.17) to (D.21) to give expressions in terms of the
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energies ǫ¯aσ and ǫkσ and the interaction potential Vak. By substituting (D.20)
into (D.18) Gaaσ becomes
Gaaσ(ǫ, t) = G
0
aaσ(ǫ, t) +G
0
aaσ(ǫ, t)Gaaσ(ǫ, t)
∑
k
|Vak(t)|2G0kkσ(ǫ, t)
=
[(
G0aaσ(ǫ, t)
)−1 −∑
k
|Vak(t)|2G0kkσ(ǫ, t)
]−1
, (D.22)
which, on combination with the definitions (D.17), yields
Gaaσ(ǫ, t) =
[
ǫ− ǫ¯aσ(t) + iη −
∑
k
|Vak(t)|2
ǫ− ǫkσ + iη
]−1
. (D.23)
The sum over metal states k in this expression can be evaluated by introducing
an integral and corresponding delta function, and using the definition of Γ (2.13).
This gives
∑
k
|Vak(t)|2
ǫ− ǫkσ + iη =
∫
dǫ′
ǫ− ǫ′ + iη
∑
k
|Vak(t)|2δ(ǫ′ − ǫkσ)
=
Γ(t)
2π
∫
dǫ′
ǫ− ǫ′ + iη , (D.24)
where the ǫ′ integral can be evaluated as follows:
∫
dǫ′
ǫ− ǫ′ + iη = − [ln(ǫ− ǫ
′ + iη)]
∞
−∞
= −
[
1
2
ln |(ǫ− ǫ′)2 + η2|+ i arg(ǫ− ǫ′ + iη)
]∞
−∞
= −1
2
ln
∣∣∣∣(ǫ−∞)2 + η2(ǫ+∞)2 + η2
∣∣∣∣
−i (arg(ǫ−∞+ iη)− arg(ǫ+∞+ iη)) . (D.25)
The first term in this equation vanishes provided that ǫ is finite and, as η is
positive, the arguments can be evaluated yielding
∫
dǫ′
ǫ− ǫ′ + iη = −iπ. (D.26)
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On combination with (D.23) and (D.24) this gives
Gaaσ(ǫ, t) =
1
ǫ− ǫ¯aσ(t) + iΓ(t)/2
=
1
ǫ− ǫ˜aσ(t) , (D.27)
where η has been neglected and ǫ˜aσ is defined in chapter 2, (see equation (2.12),
page 37). By using this result, and (D.17b), Gkaσ becomes (from (D.20))
Gkaσ(ǫ, t) =
V ∗ak(t)
(ǫ− ǫkσ + iη) .
1
(ǫ− ǫ˜aσ(t)) . (D.28)
To obtain Gakσ we substitute (D.21) into (D.19), to give
Gakσ(ǫ, t) = G
0
aaσ(ǫ, t)Vak(t)G
0
kkσ(ǫ, t)
+G0aaσ(ǫ, t)
∑
k′
|Vak′(t)|2G0k′k′σ(ǫ, t)Gakσ(ǫ, t)
=
Vak(t)G
0
kkσ(ǫ, t)
(G0aaσ(ǫ, t))
−1 −∑k′ |Vak′(t)|2G0k′k′σ(ǫ, t) . (D.29)
The denominator of this fraction is the same as that appearing in the derivation
of Gaaσ. By using equation (D.22) Gakσ can be rewritten as
Gakσ(ǫ, t) = Vak(t)G
0
kkσ(ǫ, t)Gaaσ(ǫ, t)
=
Vak(t)
(ǫ− ǫkσ + iη) .
1
(ǫ− ǫ˜aσ(t)) . (D.30)
The remaining Green’s function required for nσ is Gkk′σ, which can be found by
substituting this result for Gakσ into (D.21), giving
Gkk′σ(ǫ, t) = δk,k′G
0
kkσ(ǫ, t) +G
0
kkσ(ǫ, t)V
∗
ak(t)G
0
k′k′σ(ǫ, t)Vak′(t)Gaaσ(ǫ, t)
=
δk,k′
ǫ− ǫkσ + iη +
V ∗ak(t)
(ǫ− ǫkσ + iη) .
Vak′(t)
(ǫ− ǫk′σ + iη) .
1
(ǫ− ǫ˜aσ(t)) .
(D.31)
Equations (D.27), (D.28), (D.30) and (D.31) make up the complete set of Green’s
functions required to expand the electron distribution function (4.11).
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D.3: Derivation of n
(ii)
σ
The second term in (4.23), n
(ii)
σ , can be expanded using the occupation function
nkσ, (2.29), derived in section 2.2.3, yielding
n(ii)σ (ǫ, t) =
∑
k
nkσ(t)δ(ǫ− ǫkσ)
=
∫
dǫ′f(ǫ′)
∫ t
t0
dt1 pσ(ǫ
′, t1) exp[i(ǫ− ǫ′)(t1 − t)]
×
∫ t
t0
dt2 p
∗
σ(ǫ, t2) exp[−i(ǫ− ǫ′)(t2 − t)]
×
∑
k
Vak(t1)V
∗
ak(t2)δ(ǫ− ǫkσ)
−2f(ǫ)Re
{∫ t
t0
dt1
∫ t1
t0
dt2 exp
[
−i
∫ t1
t2
(ǫ˜aσ(t
′)− ǫ)dt′
]
×
∑
k
V ∗ak(t1)Vak(t2)δ(ǫ− ǫkσ)
}
+naσ(t0)
∫ t
t0
dt1 exp
[
−i
∫ t1
t0
(ǫ˜aσ(t
′)− ǫ)dt′
]
×
∫ t
t0
dt2 exp
[
i
∫ t2
t0
(ǫ˜∗aσ(t
′)− ǫ)dt′
]
×
∑
k
V ∗ak(t1)Vak(t2)δ(ǫ− ǫkσ)
+
∑
k
f(ǫkσ)δ(ǫ− ǫkσ). (D.32)
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This expression can be simplified by using (A.14) to replace the sums over metal
states k, which appear in the first three terms. This gives
n(ii)σ (ǫ, t) =
∫
dǫ′f(ǫ′)
∣∣∣∣∣
∫ t
t0
dt1
√
Γ(t1)
2π
pσ(ǫ
′, t1) exp[i(ǫ− ǫ′)(t1 − t)]
∣∣∣∣∣
2
−2f(ǫ)Re
{∫ t
t0
dt1
√
Γ(t1)
2π
×
∫ t1
t0
dt2
√
Γ(t2)
2π
exp
[
−i
∫ t1
t2
(ǫ˜aσ(t
′)− ǫ)dt′
]}
+naσ(t0)
∣∣∣∣∣
∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
−i
∫ t1
t0
(ǫ˜aσ(t
′)− ǫ)dt′
]∣∣∣∣∣
2
+
∑
k
f(ǫkσ)δ(ǫ− ǫkσ). (D.33)
Numerical computation of this expression would not be straightforward due to
the time-integral inside the modulus in the third term in this expression. We
therefore rearrange this integral, yielding
∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
−i
∫ t1
t0
(ǫ˜aσ(t
′)− ǫ)dt′
]
= exp
[
−i
∫ t
t0
(ǫ˜aσ(t
′)− ǫ)dt′
] ∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
i
∫ t
t1
(ǫ˜aσ(t
′)− ǫ)dt′
]
= exp
[
−i
∫ t
t0
(ǫ¯aσ(t
′)− ǫ)dt′
]
exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
×
∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
i
∫ t
t1
(ǫ˜aσ(t
′)− ǫ)dt′
]
. (D.34)
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Equation (D.33) therefore becomes
n(ii)σ (ǫ, t) =
∫
dǫ′f(ǫ′)
∣∣∣∣∣
∫ t
t0
dt1
√
Γ(t1)
2π
pσ(ǫ
′, t1) exp[i(ǫ− ǫ′)(t1 − t)]
∣∣∣∣∣
2
−2f(ǫ)Re
{∫ t
t0
dt1
√
Γ(t1)
2π
pσ(ǫ, t1)
}
+naσ(t0)
∣∣∣∣∣ exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
×
∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
i
∫ t
t1
(ǫ˜aσ(t
′)− ǫ)dt′
] ∣∣∣∣∣
2
+
∑
k
f(ǫkσ)δ(ǫ− ǫkσ), (D.35)
where the definition of pσ, (2.20), has been used and the exponential containing a
time-integral over ǫ¯aσ(t)− ǫ from (D.34) has been eliminated. The time integrals
in this expression will appear throughout the derivations of n
(iii)
σ and n
(iv)
σ and we
therefore re-write (D.35) as
n(ii)σ (ǫ, t) =
∫
dǫ′f(ǫ′) |qσ(ǫ, ǫ′, t)|2 − 2f(ǫ)Re {qσ(ǫ, ǫ, t)}
+naσ(t0) |rσ(ǫ, t)|2 +
∑
k
f(ǫkσ)δ(ǫ− ǫkσ) (D.36)
where qσ and rσ are defined as
qσ(ǫ, ǫ
′, t) =
∫ t
t0
dt1
√
Γ(t1)
2π
pσ(ǫ
′, t1) exp[i(ǫ− ǫ′)(t1 − t)], (D.37)
rσ(ǫ, t) = exp
[
−1
2
∫ t
t0
Γ(t′)dt′
] ∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
i
∫ t
t1
(ǫ˜aσ(t
′)− ǫ)dt′
]
.
(D.38)
D.4: Derivation of n
(iii)
σ
The third term in (4.23), n
(iii)
σ , is
n(iii)σ (ǫ, t) =−
2
π
Im
{
1
ǫ− ǫ˜aσ(t)
∫
dǫ′
ǫ− ǫ′ + iηRe
[∑
k
Vak(t)nakσ(t)δ(ǫ
′ − ǫkσ)
]}
.
(D.39)
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We first deal with the sum over states k, which by using the expression derived
for nakσ in chapter 2 becomes;
∑
k
Vak(t)nakσ(t)δ(ǫ
′ − ǫkσ)
= −i
∫
dǫ′′f(ǫ′′)p∗σ(ǫ
′′, t)
∫ t
t0
pσ(ǫ
′′, t1) exp[i(ǫ
′ − ǫ′′)(t1 − t)]
×
∑
k
V ∗ak(t1)Vak(t)δ(ǫ
′ − ǫkσ)
+if(ǫ′)
∫ t
t0
dt1 exp
[
i
∫ t
t1
(ǫ˜∗aσ(t
′)− ǫ′)dt′
]
×
∑
k
V ∗ak(t1)Vak(t)δ(ǫ
′ − ǫkσ)
−inaσ(t0) exp
[
−
∫ t
t0
Γ(t′)dt′
] ∫ t
t0
dt1 exp
[
i
∫ t
t1
(ǫ˜aσ(t
′)− ǫ′)dt′
]
×
∑
k
V ∗ak(t1)Vak(t)δ(ǫ
′ − ǫkσ). (D.40)
This can be simplified by using (A.14), yielding
∑
k
Vak(t)nakσ(t)δ(ǫ
′ − ǫkσ)
= −i
∫
dǫ′′f(ǫ′′)
√
Γ(t)
2π
p∗σ(ǫ
′′, t)
×
∫ t
t0
√
Γ(t1)
2π
pσ(ǫ
′′, t1) exp[i(ǫ
′ − ǫ′′)(t1 − t)]
+i
√
Γ(t)
2π
f(ǫ′)
∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
i
∫ t
t1
(ǫ˜∗aσ(t
′)− ǫ′)dt′
]
−inaσ(t0)
√
Γ(t)
2π
exp
[
−
∫ t
t0
Γ(t′)dt′
]
×
∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
i
∫ t
t1
(ǫ˜aσ(t
′)− ǫ′)dt′
]
.
(D.41)
By using the definitions of pσ, (2.20), qσ, (D.37), and rσ, (D.38), this expression
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can be rewritten as
∑
k
Vak(t)nakσ(t)δ(ǫ
′ − ǫkσ)
= −i
∫
dǫ′′f(ǫ′′)
√
Γ(t)
2π
p∗σ(ǫ
′′, t)qσ(ǫ
′, ǫ′′, t) + i
√
Γ(t)
2π
f(ǫ′)p∗σ(ǫ
′, t)
−inaσ(t0)
√
Γ(t)
2π
exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
rσ(ǫ
′, t), (D.42)
which, on combination with (D.39), gives
n(iii)σ (ǫ, t) = −
2
π
Im
{√
Γ(t)
2π
1
ǫ− ǫ˜aσ(t)
∫
dǫ′
ǫ− ǫ′ + iη
×
∫
dǫ′′f(ǫ′′)Im {p∗σ(ǫ′′, t)qσ(ǫ′, ǫ′′, t)}
}
−2
π
Im
{√
Γ(t)
2π
1
ǫ− ǫ˜aσ(t)
∫
dǫ′
f(ǫ′)
ǫ− ǫ′ + iη Im {pσ(ǫ
′, t)}
}
−2
π
naσ(t0) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
×Im
{√
Γ(t)
2π
1
ǫ− ǫ˜aσ(t)
∫
dǫ′
Im{rσ(ǫ, t)}
ǫ− ǫ′ + iη
}
. (D.43)
At this stage it is convenient to define the quantity p
(inst)
σ to be
p(inst)σ (ǫ, t) =
√
Γ(t)
2π
i
ǫ− ǫ˜aσ(t) . (D.44)
This quantity is similar to the adiabatic limit of pσ, p
(ad)
σ , obtained in section 2.3,
but with the adiabatic level ǫ¯
(ad)
aσ replaced with the time-dependent level ǫ¯aσ. By
using this substitution, and expanding the inner imaginary part function in the
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first and third terms, (D.43) becomes
n(iii)σ (ǫ, t) =
2
π
Im
{
ip(inst)σ (ǫ, t)
∫
dǫ′′f(ǫ′′)
× 1
2i
[
p∗σ(ǫ
′′, t)
∫
dǫ′
qσ(ǫ
′, ǫ′′, t)
ǫ− ǫ′ + iη − pσ(ǫ
′′, t)
∫
dǫ′
q∗σ(ǫ
′, ǫ′′, t)
ǫ− ǫ′ + iη
]}
+
2
π
∫
dǫ′f(ǫ′)Im
{
ip
(inst)
σ (ǫ, t)
ǫ− ǫ′ + iη
}
Im {pσ(ǫ′, t)}
+
2
π
naσ(t0) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
×Im
{
ip(inst)σ (ǫ, t)
1
2i
[∫
dǫ′
rσ(ǫ
′, t)
ǫ− ǫ′ + iη −
∫
dǫ′
r∗σ(ǫ
′, t)
ǫ− ǫ′ + iη
]}
,
=
1
π
Im
{
p(inst)σ (ǫ, t)
∫
dǫ′′f(ǫ′′)p∗σ(ǫ
′′, t)
∫
dǫ′
qσ(ǫ
′, ǫ′′, t)
ǫ− ǫ′ + iη
}
−1
π
Im
{
p(inst)σ (ǫ, t)
∫
dǫ′′f(ǫ′′)pσ(ǫ
′′, t)
∫
dǫ′
q∗σ(ǫ
′, ǫ′′, t)
ǫ− ǫ′ + iη
}
+
2
π
∫
dǫ′f(ǫ′)Re
{
p
(inst)
σ (ǫ, t)
ǫ− ǫ′ + iη
}
Im {pσ(ǫ′, t)}
+
1
π
naσ(t0) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
Im
{
p(inst)σ (ǫ, t)
∫
dǫ′
rσ(ǫ
′, t)
ǫ− ǫ′ + iη
}
−1
π
naσ(t0) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
Im
{
p(inst)σ (ǫ, t)
∫
dǫ′
r∗σ(ǫ
′, t)
ǫ− ǫ′ + iη
}
.
(D.45)
Contour integration techniques will now be used to evaluate the ǫ′ integrals over
qσ and rσ appearing in this expression.
We first consider the ǫ′ integral in the first term in (D.45), which can be expanded
using the definition of qσ, (D.37), giving
∫
dǫ′
qσ(ǫ
′, ǫ′′, t)
ǫ− ǫ′ + iη =
∫ t
t0
dt1
√
Γ(t1)
2π
pσ(ǫ
′′, t1) exp[−iǫ′′(t1 − t)]
×
∫
dǫ′
exp[iǫ′(t1 − t)]
ǫ− ǫ′ + iη . (D.46)
The ǫ′ integral on the right-hand side of this expression has a first order pole at
ǫ′ = ǫ+ iη, which is in the upper half of the complex plane. As the time difference
t1 − t in the exponential in this integral is negative (t1 is integrated up to time
t) the contour integral must therefore be closed in the lower half of the complex
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plane. This contour does not contain the pole in the integrand and therefore the
residue theorem states that the integral is zero, i.e.
∫
dǫ′
qσ(ǫ
′, ǫ′′, t)
ǫ− ǫ′ + iη = 0. (D.47)
The second ǫ′ integral in (D.45) can be expanded in a similar manner, yielding
∫
dǫ′
q∗σ(ǫ
′, ǫ′′, t)
ǫ− ǫ′ + iη =
∫ t
t0
dt1
√
Γ(t1)
2π
p∗σ(ǫ
′′, t1) exp[iǫ
′′(t1 − t)]
×
∫
dǫ′
exp[−iǫ′(t1 − t)]
ǫ− ǫ′ + iη . (D.48)
In this integral the exponential containing ǫ′ now requires the integration contour
to be closed in the upper half of the complex plane. This contour includes the
pole at ǫ′ = ǫ + iη and the integral can be evaluated using the residue theorem.
The residue of the ǫ′ integrand at the first order pole ǫ′ = ǫ+ iη is
Res(ǫ′ = ǫ+ iη) = lim
ǫ′→ǫ+iη
(ǫ′ − (ǫ+ iη))exp[−iǫ
′(t1 − t)]
ǫ− ǫ′ + iη
= − exp[−iǫ(t1 − t)] exp[η(t1 − t)]. (D.49)
In the η → 0 limit the second exponential tends to unity, and we can therefore
rewrite (D.48) as
∫
dǫ′
q∗σ(ǫ
′, ǫ′′, t)
ǫ− ǫ′ + iη =
∫ t
t0
dt1
√
Γ(t1)
2π
p∗σ(ǫ
′′, t1) exp[iǫ
′′(t1 − t)]
×− 2πi exp[−iǫ(t1 − t)]
= −2πiq∗σ(ǫ, ǫ′′, t). (D.50)
The contour integrals involving rσ in (D.45) can be evaluated in a similar manner,
with the results ∫
dǫ′
rσ(ǫ
′, t)
ǫ− ǫ′ + iη = 0, (D.51)∫
dǫ′
r∗σ(ǫ
′, t)
ǫ− ǫ′ + iη = −2πir
∗
σ(ǫ, t). (D.52)
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Equation (D.45) therefore becomes
n(iii)σ (ǫ, t) = −
1
π
Im
{
p(inst)σ (ǫ, t)
∫
dǫ′′f(ǫ′′)pσ(ǫ
′′, t).− 2πiq∗σ(ǫ, ǫ′′, t)
}
+
2
π
∫
dǫ′f(ǫ′)Re
{
p
(inst)
σ (ǫ, t)
ǫ− ǫ′ + iη
}
Im {pσ(ǫ′, t)}
−1
π
naσ(t0) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
Im
{
p(inst)σ (ǫ, t).− 2πir∗σ(ǫ, t)
}
,
= 2
∫
dǫ′f(ǫ′)Re
{
p(inst)σ (ǫ, t)pσ(ǫ
′, t)q∗σ(ǫ, ǫ
′, t)
}
+
2
π
∫
dǫ′f(ǫ′)Re
{
p
(inst)
σ (ǫ, t)
ǫ− ǫ′ + iη
}
Im {pσ(ǫ′, t)}
+2naσ(t0) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
Re
{
p(inst)σ (ǫ, t)r
∗
σ(ǫ, t)
}
. (D.53)
D.5: Derivation of n
(iv)
σ
The final term in (4.23), n
(iv)
σ , is
n(iv)σ (ǫ, t) = −
1
π
Im
{
1
ǫ− ǫ˜aσ(t)
∫
dǫ′
ǫ− ǫ′ + iη
∫
dǫ′′
ǫ− ǫ′′ + iη
×
∑
k,k′
V ∗ak(t)Vak′(t)nkk′σ(t)δ(ǫ
′ − ǫkσ)δ(ǫ′′ − ǫk′σ)
}
.
(D.54)
We expand this term by first considering the sum over metal states (k, k′). By
using the occupation function nkk′σ derived in chapter 2 (see equation 2.28) this
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sum becomes
∑
k,k′
V ∗ak(t)Vak′(t)nkk′σ(t)δ(ǫ
′ − ǫkσ)δ(ǫ′′ − ǫk′σ)
=
∫
dǫ′′′f(ǫ′′′)
∫ t
t0
dt1p
∗
σ(ǫ
′′′, t1) exp[−i(ǫ′ − ǫ′′′)(t1 − t)]
×
∫ t
t0
dt2pσ(ǫ
′′′, t2) exp[i(ǫ
′′ − ǫ′′′)(t2 − t)]
×
∑
k
V ∗ak(t)Vak(t1)δ(ǫ
′ − ǫkσ)
∑
k′
V ∗ak′(t2)Vak′(t)δ(ǫ
′′ − ǫkσ)
−f(ǫ′′)
∫ t
t0
dt1 exp[i(ǫ
′ − ǫ′′)(t− t1)]
×
∫ t1
t0
dt2 exp
[
i
∫ t1
t2
(ǫ˜∗aσ(t
′)− ǫ′′)dt′
]
×
∑
k
V ∗ak(t)Vak(t1)δ(ǫ
′ − ǫkσ)
∑
k′
V ∗ak′(t2)Vak′(t)δ(ǫ
′′ − ǫkσ)
−f(ǫ′)
∫ t
t0
dt1 exp[i(ǫ
′ − ǫ′′)(t− t1)]
×
∫ t1
t0
dt2 exp
[
−i
∫ t1
t2
(ǫ˜aσ(t
′)− ǫ′)dt′
]
×
∑
k′
V ∗ak′(t1)Vak′(t)δ(ǫ
′′ − ǫk′σ)
∑
k
V ∗ak(t)Vak(t2)δ(ǫ
′ − ǫkσ)
+naσ(t0) exp[i(ǫ
′ − ǫ′′)(t− t0)]
∫ t
t0
dt1 exp
[
i
∫ t1
t0
(ǫ˜∗aσ(t
′)− ǫ′)dt′
]
×
∫ t
t0
dt2 exp
[
−i
∫ t2
t0
(ǫ˜aσ(t
′)− ǫ′′)dt′
]
×
∑
k
V ∗ak(t)Vak(t1)δ(ǫ
′ − ǫkσ)
∑
k′
V ∗ak′(t2)Vak′(t)δ(ǫ
′′ − ǫkσ)
+f(ǫ′)
∑
k
|Vak(t)|2δ(ǫ′ − ǫkσ)δ(ǫ′ − ǫ′′). (D.55)
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As in the preceding subsections this sum can be simplified using (A.14), yielding
∑
k,k′
V ∗ak(t)Vak′(t)nkk′σ(t)δ(ǫ
′ − ǫkσ)δ(ǫ′′ − ǫk′σ)
=
Γ(t)
2π
∫
dǫ′′′f(ǫ′′′)
∫ t
t0
dt1
√
Γ(t1)
2π
p∗σ(ǫ
′′′, t1) exp[−i(ǫ′ − ǫ′′′)(t1 − t)]
×
∫ t
t0
dt2
√
Γ(t2)
2π
pσ(ǫ
′′′, t2) exp[i(ǫ
′′ − ǫ′′′)(t2 − t)]
−f(ǫ′′)Γ(t)
2π
∫ t
t0
dt1
√
Γ(t1)
2π
exp[i(ǫ′ − ǫ′′)(t− t1)]
×
∫ t1
t0
dt2
√
Γ(t2)
2π
exp
[
i
∫ t1
t2
(ǫ˜∗aσ(t
′)− ǫ′′)dt′
]
−f(ǫ′)Γ(t)
2π
∫ t
t0
dt1
√
Γ(t1)
2π
exp[i(ǫ′ − ǫ′′)(t− t1)]
×
∫ t1
t0
dt2
√
Γ(t2)
2π
exp
[
−i
∫ t1
t2
(ǫ˜aσ(t
′)− ǫ′)dt′
]
+naσ(t0)
Γ(t)
2π
exp[i(ǫ′ − ǫ′′)(t− t0)]
×
∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
i
∫ t1
t0
(ǫ˜∗aσ(t
′)− ǫ′)dt′
]
×
∫ t
t0
dt2
√
Γ(t2)
2π
exp
[
−i
∫ t2
t0
(ǫ˜aσ(t
′)− ǫ′′)dt′
]
+f(ǫ′)
Γ(t)
2π
δ(ǫ′ − ǫ′′). (D.56)
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By using the definitions of pσ and qσ, (2.20) and (D.37), this expression can be
rewritten as
∑
k,k′
V ∗ak(t)Vak′(t)nkk′σ(t)δ(ǫ
′ − ǫkσ)δ(ǫ′′ − ǫk′σ)
=
Γ(t)
2π
∫
dǫ′′′f(ǫ′′′)q∗σ(ǫ
′, ǫ′′′, t)qσ(ǫ
′′, ǫ′′′, t)
−f(ǫ′′)Γ(t)
2π
∫ t
t0
dt1
√
Γ(t1)
2π
p∗σ(ǫ
′′, t) exp[i(ǫ′ − ǫ′′)(t− t1)]
−f(ǫ′)Γ(t)
2π
∫ t
t0
dt1
√
Γ(t1)
2π
pσ(ǫ
′, t) exp[i(ǫ′ − ǫ′′)(t− t1)]
+naσ(t0)
Γ(t)
2π
exp[i(ǫ′ − ǫ′′)(t− t0)]
×
∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
i
∫ t1
t0
(ǫ˜∗aσ(t
′)− ǫ′)dt′
]
×
∫ t
t0
dt2
√
Γ(t2)
2π
exp
[
−i
∫ t2
t0
(ǫ˜aσ(t
′)− ǫ′′)dt′
]
+f(ǫ′)
Γ(t)
2π
δ(ǫ′ − ǫ′′),
=
Γ(t)
2π
∫
dǫ′′′f(ǫ′′′)q∗σ(ǫ
′, ǫ′′′, t)qσ(ǫ
′′, ǫ′′′, t)
−f(ǫ′′)Γ(t)
2π
q∗σ(ǫ
′, ǫ′′, t)− f(ǫ′)Γ(t)
2π
qσ(ǫ
′′, ǫ′, t)
+naσ(t0)
Γ(t)
2π
exp[i(ǫ′ − ǫ′′)(t− t0)]
×
∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
i
∫ t1
t0
(ǫ˜∗aσ(t
′)− ǫ′)dt′
]
×
∫ t
t0
dt2
√
Γ(t2)
2π
exp
[
−i
∫ t2
t0
(ǫ˜aσ(t
′)− ǫ′′)dt′
]
+f(ǫ′)
Γ(t)
2π
δ(ǫ′ − ǫ′′). (D.57)
The time integrals in the fourth term in this expression can be expanded to obtain
the quantity rσ, (D.38). This will be demonstrated for the t1 integral by replacing
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the exponential with two terms;
∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
i
∫ t1
t0
(ǫ˜∗aσ(t
′)− ǫ′)dt′
]
= exp
[
i
∫ t
t0
(ǫ˜∗aσ(t)− ǫ′)dt′
] ∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
−i
∫ t
t1
(ǫ˜∗aσ(t
′)− ǫ′)dt′
]
= exp
[
i
∫ t
t0
(ǫ¯aσ(t)− ǫ′)dt′
]
× exp
[
−1
2
∫ t
t0
Γ(t′)dt′
] ∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
−i
∫ t
t1
(ǫ˜∗aσ(t
′)− ǫ′)dt′
]
= exp
[
i
∫ t
t0
(ǫ¯aσ(t)− ǫ′)dt′
]
r∗σ(ǫ
′, t). (D.58)
Equation (D.57) therefore becomes
∑
k,k′
V ∗ak(t)Vak′(t)nkk′σ(t)δ(ǫ
′ − ǫkσ)δ(ǫ′′ − ǫk′σ)
=
Γ(t)
2π
∫
dǫ′′′f(ǫ′′′)q∗σ(ǫ
′, ǫ′′′, t)qσ(ǫ
′′, ǫ′′′, t)
−f(ǫ′′)Γ(t)
2π
q∗σ(ǫ
′, ǫ′′, t)− f(ǫ′)Γ(t)
2π
qσ(ǫ
′′, ǫ′, t)
+naσ(t0)
Γ(t)
2π
exp[i(ǫ′ − ǫ′′)(t− t0)]
× exp
[
i
∫ t
t0
(ǫ¯aσ(t)− ǫ′)dt′
]
r∗σ(ǫ
′, t)
× exp
[
−i
∫ t
t0
(ǫ¯aσ(t)− ǫ′′)dt′
]
rσ(ǫ
′′, t)
+f(ǫ′)
Γ(t)
2π
δ(ǫ′ − ǫ′′),
=
Γ(t)
2π
∫
dǫ′′′f(ǫ′′′)q∗σ(ǫ
′, ǫ′′′, t)qσ(ǫ
′′, ǫ′′′, t)
−f(ǫ′′)Γ(t)
2π
q∗σ(ǫ
′, ǫ′′, t)− f(ǫ′)Γ(t)
2π
qσ(ǫ
′′, ǫ′, t)
+naσ(t0)
Γ(t)
2π
r∗σ(ǫ
′, t)rσ(ǫ
′′, t) + f(ǫ′)
Γ(t)
2π
δ(ǫ′ − ǫ′′). (D.59)
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When this is substituted into (D.54) we find
n(iv)σ (ǫ, t) = −
Γ(t)
2π2
Im
{
1
ǫ− ǫ˜aσ(t)
∫
dǫ′′′f(ǫ′′′)
×
∫
dǫ′
q∗σ(ǫ
′, ǫ′′′, t)
ǫ− ǫ′ + iη
∫
dǫ′′
qσ(ǫ
′′, ǫ′′′, t)
ǫ− ǫ′′ + iη
}
+
Γ(t)
2π2
Im
{
1
ǫ− ǫ˜aσ(t)
∫
dǫ′′
f(ǫ′′)
ǫ− ǫ′′ + iη
∫
dǫ′
q∗σ(ǫ
′, ǫ′′, t)
ǫ− ǫ′ + iη
}
+
Γ(t)
2π2
Im
{
1
ǫ− ǫ˜aσ(t)
∫
dǫ′
f(ǫ′)
ǫ− ǫ′ + iη
∫
dǫ′′
qσ(ǫ
′′, ǫ′, t)
ǫ− ǫ′′ + iη
}
−Γ(t)
2π2
naσ(t0)Im
{
1
ǫ− ǫ˜aσ(t)
∫
dǫ′
r∗σ(ǫ
′, t)
ǫ− ǫ′ + iη
∫
dǫ′′
rσ(ǫ
′′, t)
ǫ− ǫ′′ + iη
}
−Γ(t)
2π2
Im
{
1
ǫ− ǫ˜aσ(t)
∫
dǫ′
f(ǫ′)
ǫ− ǫ′ + iη
∫
dǫ′′
δ(ǫ′ − ǫ′′)
ǫ− ǫ′′ + iη
}
. (D.60)
The energy integrals in this expression which do not contain the Fermi function
were evaluated by contour integration in the previous section of this appendix.
By combining equations (D.47), (D.50), (D.51) and (D.52) with (D.60), n
(iv)
σ
becomes
n(iv)σ (ǫ, t) =
Γ(t)
2π2
Im
{
1
ǫ− ǫ˜aσ(t)
∫
dǫ′′
f(ǫ′′)
ǫ− ǫ′′ + iη .− 2πiq
∗
σ(ǫ, ǫ
′′, t)
}
−Γ(t)
2π2
Im
{
1
ǫ− ǫ˜aσ(t)
∫
dǫ′
f(ǫ′)
(ǫ− ǫ′ + iη)2
}
= −2
√
Γ(t)
2π
∫
dǫ′f(ǫ′)Im
{
p
(inst)
σ (ǫ, t)q∗σ(ǫ, ǫ
′, t)
ǫ− ǫ′ + iη
}
+
1
π
√
Γ(t)
2π
∫
dǫ′f(ǫ′)Re
{
p
(inst)
σ (ǫ, t)
(ǫ− ǫ′ + iη)2
}
, (D.61)
where the integration variable ǫ′′ has been replaced with ǫ′, and p
(inst)
σ is defined
in (D.44).
D.6: Derivation of nσ
We now combine the results of the previous three sections to obtain the final
expression for the electron distribution function nσ.
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The sum of equations (D.36), (D.53) and (D.61), and the first term in (4.23), is
nσ(ǫ, t) = naσ(t)|p(inst)σ (ǫ, t)|2 +
∫
dǫ′f(ǫ′) |qσ(ǫ, ǫ′, t)|2 − 2f(ǫ)Re {qσ(ǫ, ǫ, t)}
+naσ(t0) |rσ(ǫ, t)|2 +
∑
k
f(ǫkσ)δ(ǫ− ǫkσ)
+2
∫
dǫ′f(ǫ′)Re
{
p(inst)σ (ǫ, t)pσ(ǫ
′, t)q∗σ(ǫ, ǫ
′, t)
}
+
2
π
∫
dǫ′f(ǫ′)Re
{
p
(inst)
σ (ǫ, t)
ǫ− ǫ′ + iη
}
Im {pσ(ǫ′, t)}
+2naσ(t0) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
Re
{
p(inst)σ (ǫ, t)r
∗
σ(ǫ, t)
}
−2
√
Γ(t)
2π
∫
dǫ′f(ǫ′)Im
{
p
(inst)
σ (ǫ, t)q∗σ(ǫ, ǫ
′, t)
ǫ− ǫ′ + iη
}
+
1
π
√
Γ(t)
2π
∫
dǫ′f(ǫ′)Re
{
p
(inst)
σ (ǫ, t)
(ǫ− ǫ′ + iη)2
}
, (D.62)
where ρ
(inst)
aσ has been replaced with |p(inst)σ |2. This expression can be rewritten in
a more concise form by combining a number of terms. Terms which depend on
the initial occupation of the adsorbate naσ(t0) can be found directly from (D.62)
and indirectly using the definition of naσ, (2.19), giving
{nσ(ǫ, t)}[naσ(t0)] = naσ(t0)|p(inst)σ (ǫ, t)|2 exp
[
−
∫ t
t0
Γ(t′)dt′
]
+ naσ(t0)|rσ(ǫ, t)|2
+2naσ(t0) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
Re
{
p(inst)σ (ǫ, t)r
∗
σ(ǫ, t)
}
.
(D.63)
This can be expressed as a single modulus;
{nσ(ǫ, t)}[naσ(t0)] = naσ(t0)
∣∣∣∣rσ(ǫ, t) + p(inst)σ (ǫ, t) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]∣∣∣∣
2
.
(D.64)
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Equation (D.62) therefore becomes
nσ(ǫ, t) =
∫
dǫ′f(ǫ′)|pσ(ǫ′, t)p(inst)σ (ǫ, t)|2 +
∫
dǫ′f(ǫ′) |qσ(ǫ, ǫ′, t)|2
−2f(ǫ)Re {qσ(ǫ, ǫ, t)}
+naσ(t0)
∣∣∣∣rσ(ǫ, t) + p(inst)σ (ǫ, t) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]∣∣∣∣
2
+
∑
k
f(ǫkσ)δ(ǫ− ǫkσ)
+2
∫
dǫ′f(ǫ′)Re
{
p(inst)σ (ǫ, t)pσ(ǫ
′, t)q∗σ(ǫ, ǫ
′, t)
}
+
2
π
∫
dǫ′f(ǫ′)Re
{
p
(inst)
σ (ǫ, t)
ǫ− ǫ′ + iη
}
Im {pσ(ǫ′, t)}
−2
√
Γ(t)
2π
∫
dǫ′f(ǫ′)Im
{
p
(inst)
σ (ǫ, t)q∗σ(ǫ, ǫ
′, t)
ǫ− ǫ′ + iη
}
+
1
π
√
Γ(t)
2π
∫
dǫ′f(ǫ′)Re
{
p
(inst)
σ (ǫ, t)
(ǫ− ǫ′ + iη)2
}
. (D.65)
The first, second and sixth terms in this expression can also be combined into a
single modulus, yielding our final expression for the electron distribution function
nσ;
nσ(ǫ, t) =
∫
dǫ′f(ǫ′)
∣∣qσ(ǫ, ǫ′, t) + p(inst)σ (ǫ, t)pσ(ǫ′, t)∣∣2 − 2f(ǫ)Re {qσ(ǫ, ǫ, t)}
+naσ(t0)
∣∣∣∣rσ(ǫ, t) + p(inst)σ (ǫ, t) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]∣∣∣∣
2
+
∑
k
f(ǫkσ)δ(ǫ− ǫkσ)
+
2
π
∫
dǫ′f(ǫ′)Re
{
p
(inst)
σ (ǫ, t)
ǫ− ǫ′ + iη
}
Im {pσ(ǫ′, t)}
−2
√
Γ(t)
2π
∫
dǫ′f(ǫ′)Im
{
p
(inst)
σ (ǫ, t)q∗σ(ǫ, ǫ
′, t)
ǫ− ǫ′ + iη
}
+
1
π
√
Γ(t)
2π
∫
dǫ′f(ǫ′)Re
{
p
(inst)
σ (ǫ, t)
(ǫ− ǫ′ + iη)2
}
. (D.66)
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Appendix E: Electron distribution function test
I: conservation of charge
In this appendix we verify that the expression for the electron distribution func-
tion nσ derived in section 4.1.3 conserves electrons. This test can be performed
analytically by taking the zeroth moment of nσ. We will use numerical super-
scripts to denote the individual terms in nσ, (4.25). The integral over the first
term in nσ, n
(1)
σ , can be expanded yielding∫
dǫn(1)σ (ǫ, t)
=
∫
dǫ′f(ǫ′)
∫
dǫ
∣∣qσ(ǫ, ǫ′, t) + p(inst)σ (ǫ, t)pσ(ǫ′, t)∣∣2 ,
=
∫
dǫ′f(ǫ′)
∫
dǫ|qσ(ǫ, ǫ′, t)|2
+2Re
{∫
dǫp(inst)σ (ǫ, t)
∫
dǫ′f(ǫ′)pσ(ǫ
′, t)q∗σ(ǫ, ǫ
′, t)
}
+
∫
dǫ′f(ǫ′)|pσ(ǫ′, t)|2
∫
dǫ|p(inst)σ (ǫ, t)|2
=
∫
dǫ′f(ǫ′)
∫ t
t0
dt1
∫ t
t0
dt2
√
Γ(t1)Γ(t2)p
∗
σ(ǫ
′, t2)pσ(ǫ
′, t1) exp[iǫ
′(t2 − t1)]
×
∫
dǫ
exp[iǫ(t1 − t2)]
2π
+2Re
{
i
√
Γ(t)
2π
∫
dǫ′f(ǫ′)pσ(ǫ
′, t)
∫ t
t0
dt1
√
Γ(t1)
2π
p∗σ(ǫ
′, t1) exp[iǫ
′(t1 − t)]
×
∫
dǫ
exp[−iǫ(t1 − t)]
ǫ− ǫ˜aσ(t)
}
+
∫
dǫ′f(ǫ′) |pσ(ǫ′, t)|2
∫
dǫ
Γ(t)
2π[(ǫ− ǫ¯aσ(t))2 + Γ(t)2/4] , (E.1)
where the definition of p
(inst)
σ , (4.26), has been used to allow the separation of
the ǫ dependent terms. The ǫ integral in the first term in this expression is the
delta function δ(t1 − t2). Contour integration methods can be used to evaluate
the ǫ integral in the second term of (E.1) with the contour closed in the upper
half plane. By the residue theorem this integral is zero as the pole at ǫ = ǫ˜aσ =
ǫ¯aσ − iΓ/2 is in the lower half of the complex plane. The remaining ǫ integral, in
the third term in (E.1), is simple to evaluate as it is the integral over a normalised
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Lorentzian. Equation (E.1) therefore simplifies to
∫
dǫ n(1)σ (ǫ, t) =
∫ t
t0
dt1Γ(t1)
∫
dǫ′f(ǫ′) |pσ(ǫ′, t1)|2 +
∫
dǫ′f(ǫ′) |pσ(ǫ′, t)|2 . (E.2)
The integral of the second term in nσ, (4.25), results in an expression which
cannot be simplified further at this stage;
∫
dǫ n(2)σ (ǫ, t) = −2
∫ t
t0
dt1
√
Γ(t1)
2π
∫
dǫf(ǫ)Re{pσ(ǫ, t1)}. (E.3)
Integration of the third term in nσ yields∫
dǫ n(3)σ (ǫ, t)
= naσ(t0)
∫
dǫ
∣∣∣∣rσ(ǫ, t) + p(inst)σ (ǫ, t) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]∣∣∣∣
2
= naσ(t0)
∫
dǫ|rσ(ǫ, t)|2
+2Re
{
inaσ(t0) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]√
Γ(t)
2π
∫
dǫ
r∗σ(ǫ, t)
ǫ− ǫ˜aσ(t)
}
+naσ(t0) exp
[
−
∫ t
t0
Γ(t′)dt′
] ∫
dǫ
Γ(t)
2π[(ǫ− ǫ¯aσ(t))2 + Γ(t)2/4] . (E.4)
The first term in this expression can be expanded using the definition of rσ,
(4.28), giving
∫
dǫ|rσ(ǫ, t)|2 = exp
[
−
∫ t
t0
Γ(t′)dt′
] ∫ t
t0
dt1
∫ t
t0
dt2
√
Γ(t1)Γ(t2)
× exp
[
i
∫ t
t2
ǫ˜aσ(t
′)dt′ − i
∫ t
t1
ǫ˜∗aσ(t
′)dt′
]
×
∫
dǫ
exp[−iǫ(t1 − t2)]
2π
,
= exp
[
−
∫ t
t0
Γ(t′)dt′
] ∫ t
t0
dt1Γ(t1) exp
[∫ t
t1
Γ(t′)dt′
]
,
=
∫ t
t0
dt1Γ(t1) exp
[
−
∫ t1
t0
Γ(t′)dt′
]
, (E.5)
where we have recognised the energy integral in the first line as the delta function
δ(t1 − t2). Evaluation of the second term in (E.4) can be performed using the
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definition of rσ;
∫
dǫ
r∗σ(ǫ, t)
ǫ− ǫ˜aσ(t) = exp
[
−1
2
∫ t
t0
Γ(t′)dt′
] ∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
−i
∫ t
t1
ǫ˜∗aσ(t
′)dt′
]
×
∫
dǫ
exp[iǫ(t− t1)]
ǫ− ǫ˜aσ(t) ,
= 0, (E.6)
where the ǫ integral is the same as that dealt with in the integration of n
(1)
σ .
The final term in (E.4) contains the integral over a normalised Lorentzian and
equations (E.4) to (E.6) can be combined to yield
∫
dǫ n(3)σ (ǫ, t) = naσ(t0)
∫ t
t0
dt1Γ(t1) exp
[
−
∫ t1
t0
Γ(t′)dt′
]
+naσ(t0) exp
[
−
∫ t
t0
Γ(t′)dt′
]
. (E.7)
Integration of the fourth term in (4.25) yields the number of electrons initially in
the metal, Nkσ;∫
dǫ n(4)σ (ǫ, t) =
∫
dǫ
∑
k
f(ǫkσ)δ(ǫ− ǫkσ) =
∑
k
f(ǫkσ) = Nkσ. (E.8)
The fifth term in the integral of nσ can be expanded using the definition of p
(inst)
σ ,
(4.26), yielding
∫
dǫ n(5)σ (ǫ, t) =
2
π
∫
dǫ′f(ǫ′)Im{pσ(ǫ′, t)}
×Re
{
i
√
Γ(t)
2π
∫
dǫ
1
(ǫ− ǫ′ + iη)(ǫ− ǫ˜aσ(t))
}
,(E.9)
in which the ǫ integrand has two poles below the real axis. Evaluation of the ǫ
integral can be performed using contour integration methods, with the contour
closed in the upper half plane. The zeroth moment of n
(5)
σ is therefore zero.
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We also find the sixth and seventh terms in nσ to be zero via a similar method;
∫
dǫ n(6)σ (ǫ, t) = −2
√
Γ(t)
2π
∫
dǫ′f(ǫ′)Im
{∫ t
t0
dt1
√
Γ(t1)
2π
p∗σ(ǫ
′, t) exp[iǫ′(t1 − t)]
×i
√
Γ(t)
2π
∫
dǫ
exp[−iǫ(t1 − t)]
(ǫ− ǫ′ + iη)(ǫ− ǫ˜aσ(t))
}
,
= 0, (E.10)
where the exponential in the ǫ integral indicates that the contour should be closed
in the upper half of the complex plane. The final term in nσ integrates to
∫
dǫ n(7)σ (ǫ, t) =
1
π
√
Γ(t)
2π
∫
dǫ′f(ǫ′)Re
{
i
√
Γ(t)
2π
×
∫
dǫ
1
(ǫ− ǫ′ + iη)2(ǫ− ǫ˜aσ(t))
}
,
= 0, (E.11)
where contour integration methods have again been used. By summing equations
(E.2), (E.3), and (E.7) to (E.11) the zeroth moment of nσ becomes
∫
dǫ nσ(ǫ, t) =
∫ t
t0
dt1Γ(t1)
∫
dǫ′f(ǫ′) |pσ(ǫ′, t1)|2 +
∫
dǫ′f(ǫ′) |pσ(ǫ′, t)|2
−2
∫ t
t0
dt1
√
Γ(t1)
2π
∫
dǫf(ǫ)Re{pσ(ǫ, t1)}
+
∫ t
t0
dt1Γ(t1)naσ(t0) exp
[
−
∫ t1
t0
Γ(t′)dt′
]
+naσ(t0) exp
[
−
∫ t
t0
Γ(t′)dt′
]
+Nkσ. (E.12)
The second and fifth terms in this expression can be combined using the definition
of the adsorbate occupation function naσ, (2.19), as can the first and fourth terms.
Equation (E.12) can therefore be rewritten as
∫
dǫnσ(ǫ, t) =
∫ t
t0
dt1Γ(t1)naσ(t1) + naσ(t)
−2
∫ t
t0
dt1
√
Γ(t1)
2π
∫
dǫf(ǫ)Re {pσ(ǫ, t1)}+Nkσ.
(E.13)
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This expression is not obviously independent of time and we cannot therefore
claim conservation of electrons without further simplification. This simplification
is performed by considering the time derivative of naσ(t), which can be found from
(2.19) using the differential equation for pσ, (2.30);
n˙aσ(t) = naσ(t0)
d
dt
exp
[
−
∫ t
t0
Γ(t′)dt′
]
+
∫
dǫf(ǫ)
d
dt
|pσ(ǫ, t)|2,
= −naσ(t0)Γ(t) exp
[
−
∫ t
t0
Γ(t′)dt′
]
+
∫
dǫf(ǫ)
(
dp∗σ
dt
(ǫ, t)pσ(ǫ, t) + p
∗
σ(ǫ, t)
dpσ
dt
(ǫ, t)
)
,
= −naσ(t0)Γ(t) exp
[
−
∫ t
t0
Γ(t′)dt′
]
+
∫
dǫf(ǫ)
[(
i(ǫ˜∗aσ(t)− ǫ)p∗σ(ǫ, t) +
√
Γ(t)
2π
)
pσ(ǫ, t)
+p∗σ(ǫ, t)
(
−i(ǫ˜aσ(t)− ǫ)pσ(ǫ, t) +
√
Γ(t)
2π
)]
. (E.14)
By using the definition of ǫ˜aσ, (2.12), this expression becomes
n˙aσ(t) = −naσ(t0)Γ(t) exp
[
−
∫ t
t0
Γ(t′)dt′
]
− Γ(t)
∫
dǫf(ǫ)|pσ(ǫ, t)|2
+2
√
Γ(t)
2π
∫
dǫf(ǫ)Re{pσ(ǫ, t)},
n˙aσ(t) = −Γ(t)naσ(t) + 2
√
Γ(t)
2π
∫
dǫf(ǫ)Re{pσ(ǫ, t)}. (E.15)
On integration over time from t0 to t this yields
naσ(t)− naσ(t0) = −
∫ t
t0
dt1Γ(t1)naσ(t1)
+2
∫ t
t0
dt1
√
Γ(t1)
2π
∫
dǫf(ǫ)Re{pσ(ǫ, t1)}. (E.16)
This expression can be used to eliminate the remaining time-dependent terms in
(E.13), leaving our final expression for the zeroth moment of nσ;∫
dǫ nσ(ǫ, t) = naσ(t0) +Nkσ. (E.17)
This demonstrates that the number of electrons contained in the electron dis-
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tribution function nσ is conserved for each spin σ independently, and is simply
the initial population of the adsorbate orbital plus the initial number of metal
electrons.
Appendix F: Electron distribution function test
II: conservation of energy
In this appendix we demonstrate that the energy of the electronic system, calcu-
lated from the electron distribution function nσ, is consistent with the expression
for the rate of change of total energy of the system. The total energy of the elec-
tronic system is related to the first moment of the electron distribution function
by (see equation (4.7))
E(t) =
∑
σ
∫
dǫ ǫnσ(ǫ, t)− Unaσ(t)na−σ(t). (F.1)
The rate of change of the total energy of the Newns-Anderson system is therefore
the time-derivative of this equation;
E˙(t) =
∑
σ
d
dt
∫
dǫ ǫnσ(ǫ, t)− U d
dt
{naσ(t)na−σ(t)} . (F.2)
This expression should, if our model conserves energy, be identical to the expres-
sion we derived in chapter 3, (3.16). To demonstrate energy conservation the first
moment of nσ must be calculated. As in the previous section this derivation will
be performed term by term.
The first moment of the first term in nσ, (4.25), is∫
dǫ ǫn(1)σ (ǫ, t) =
∫
dǫ′f(ǫ′)
∫
dǫ ǫ
∣∣qσ(ǫ, ǫ′, t) + p(inst)σ (ǫ, t)pσ(ǫ′, t)∣∣2
=
∫
dǫ′f(ǫ′)
∫
dǫ ǫ|qσ(ǫ, ǫ′, t)|2
+2Re
{
i
√
Γ(t)
2π
∫
dǫ′f(ǫ′)pσ(ǫ
′, t)
∫
dǫ
ǫ q∗σ(ǫ, ǫ
′, t)
ǫ− ǫ˜aσ(t)
}
+
∫
dǫ′f(ǫ′)|pσ(ǫ′, t)|2
∫
dǫ
ǫΓ(t)
2π[(ǫ− ǫ¯aσ(t))2 + Γ(t)2/4] .
(F.3)
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The ǫ integral in the first term in this expression can be expanded using the
definition of qσ, (4.27), yielding
∫
dǫ ǫ|qσ(ǫ, ǫ′, t)|2 =
∫ t
t0
dt1
√
Γ(t1)
2π
pσ(ǫ
′, t1) exp[−iǫ′(t1 − t)]
×
∫ t
t0
dt2
√
Γ(t2)
2π
p∗σ(ǫ
′, t2) exp[iǫ
′(t2 − t)]
×
∫
dǫ ǫ exp[iǫ(t1 − t2)]. (F.4)
We now perform a ‘by-parts’ integration step of the t2 integral taking the ǫ integral
as the part to be integrated. The t2 integral becomes
∫ t
t0
dt2 =
[√
Γ(t2)
2π
p∗σ(ǫ
′, t2) exp[iǫ
′(t2 − t)].2πi
∫
dǫ
exp[iǫ(t1 − t2)]
2π
]t2=t
t2=t0
−2πi
∫ t
t0
dt2
∫
dǫ
exp[iǫ(t− t1)]
2π
× d
dt2
(√
Γ(t1)
2π
p∗σ(ǫ
′, t2) exp[iǫ
′(t2 − t1)]
)
= 2πi
√
Γ(t)
2π
p∗σ(ǫ
′, t)
∫
dǫ
exp[iǫ(t1 − t)]
2π
−2πi
∫ t
t0
dt2
Γ˙(t2)
2
√
2πΓ(t2)
p∗σ(ǫ
′, t2) exp[iǫ
′(t2 − t)]
∫
dǫ
exp[iǫ(t1 − t2)]
2π
−2πi
∫ t
t0
dt2
√
Γ(t2)
2π
(
i(ǫ˜∗aσ(t2)− ǫ′)p∗σ(ǫ′, t2) +
√
Γ(t2)
2π
)
× exp[iǫ′(t2 − t)]
∫
dǫ
exp[iǫ(t1 − t2)]
2π
−2πi
∫ t
t0
dt2
√
Γ(t2)
2π
p∗σ(ǫ
′, t).iǫ′ exp[iǫ(t2 − t)]
∫
dǫ
exp[iǫ(t1 − t2)]
2π
,
(F.5)
where (2.30) has been used to expand the t2 derivative in the second term. Each
of the ǫ integrals in this expression, with the exception of the first term, can be
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replaced by a delta function, giving
∫ t
t0
dt2 = i
√
2πΓ(t)p∗σ(ǫ
′, t)
∫
dǫ
exp[iǫ(t1 − t)]
2π
−iπ
∫ t
t0
dt2
Γ˙(t2)√
2πΓ(t2)
p∗σ(ǫ
′, t2) exp[iǫ
′(t2 − t)]δ(t1 − t2)
+
∫ t
t0
dt2
√
2πΓ(t2)ǫ˜
∗
aσ(t2)p
∗
σ(ǫ
′, t2) exp[iǫ
′(t2 − t)]δ(t1 − t2)
−i
∫ t
t0
dt2Γ(t2) exp[iǫ
′(t2 − t)]δ(t1 − t2),
= i
√
2πΓ(t)p∗σ(ǫ
′, t)
∫
dǫ
exp[iǫ(t1 − t)]
2π
−iπ Γ˙(t1)√
2πΓ(t1)
p∗σ(ǫ
′, t1) exp[iǫ
′(t1 − t)]
+
√
2πΓ(t1)ǫ˜
∗
aσ(t1)p
∗
σ(ǫ
′, t1) exp[iǫ
′(t1 − t)]− iΓ(t1) exp[iǫ′(t1 − t)].
(F.6)
Equation (F.4) therefore becomes
∫
dǫ ǫ|qσ(ǫ, ǫ′, t)|2 = i
∫ t
t0
dt1
√
Γ(t)Γ(t1)pσ(ǫ
′, t1)p
∗
σ(ǫ
′, t) exp[iǫ′(t1 − t)]
×
∫
dǫ
exp[iǫ(t1 − t)]
2π
− i
2
∫ t
t0
dt1Γ˙(t1)|pσ(ǫ′, t1)|2
+
∫ t
t0
dt1ǫ¯aσ(t1)Γ(t1)|pσ(ǫ′, t1)|2 + i
2
∫ t
t0
dt1Γ
2(t1)|pσ(ǫ′, t1)|2
−i
∫ t
t0
dt1Γ(t1)
√
Γ(t1)
2π
Re{pσ(ǫ′, t1)}
+
∫ t
t0
dt1Γ(t1)
√
Γ(t1)
2π
Im{pσ(ǫ′, t1)},
(F.7)
where the definition of ǫ˜aσ, (2.12), has also been used. The first term in (F.7)
can be expanded using the general expression we derived for an integral of this
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form in appendix A, (A.22). This term then becomes
i
∫ t
t0
dt1
√
Γ(t)Γ(t1)pσ(ǫ
′, t1)p
∗
σ(ǫ
′, t) exp[iǫ′(t1 − t)]
∫
dǫ
exp[iǫ(t1 − t)]
2π
=
i
2
Γ(t)|pσ(ǫ′, t)|2. (F.8)
As the left hand side of (F.7) is real we expect all imaginary components on the
right hand side to cancel. This can be demonstrated by evaluating the second
term in (F.7) using the ‘by-parts’ method, taking Γ˙(t1) as the part to integrate.
This yields
− i
2
∫ t
t0
dt1Γ˙(t1)|pσ(ǫ′, t1)|2 = − i
2
Γ(t)|pσ(ǫ′, t)|2 − i
2
∫ t
t0
dt1Γ(t2)
2|pσ(ǫ′, t1)|2
+i
∫ t
t0
dt1Γ(t1)
√
Γ(t1)
2π
Re{pσ(ǫ′, t1)}, (F.9)
which on combination with (F.8) and (F.7) gives
∫
dǫ ǫ|qσ(ǫ, ǫ′, t)|2 =
∫ t
t0
dt1ǫ¯aσ(t1)Γ(t1)|pσ(ǫ′, t1)|2
+
∫ t
t0
dt1Γ(t1)
√
Γ(t1)
2π
Im{pσ(ǫ′, t1)}. (F.10)
To evaluate the second term in (F.3) the ǫ integral is expanded to give
∫
dǫ
ǫ q∗σ(ǫ, ǫ
′, t)
ǫ− ǫ˜aσ(t) =
∫ t
t0
dt1
√
Γ(t1)
2π
p∗σ(ǫ
′, t1) exp[iǫ
′(t1 − t)]
∫
dǫ
ǫ exp[iǫ(t − t1)]
ǫ− ǫ˜aσ(t) ,
=
∫ t
t0
dt1
√
Γ(t1)
2π
p∗σ(ǫ
′, t1) exp[iǫ
′(t1 − t)]
×
(
2π
∫
dǫ
exp[iǫ(t− t1)]
2π
+ ǫ˜aσ(t)
∫
dǫ
exp[iǫ(t− t1)]
ǫ− ǫ˜aσ(t)
)
.
(F.11)
The second energy integral in this expression can be performed by contour meth-
ods, yielding zero and the remaining term can be simplified using (A.22), giving
∫
dǫ
ǫ q∗σ(ǫ, ǫ
′, t)
ǫ− ǫ˜aσ(t) = π
√
Γ(t)
2π
p∗σ(ǫ
′, t). (F.12)
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The second term in (F.3) therefore becomes
2Re
{
i
Γ(t)
2
∫
dǫ′f(ǫ′)|pσ(ǫ′, t)|2
}
= 0 (F.13)
The final term in (F.3) can be evaluated by recognising that the ǫ integral is the
first moment of a Lorentzian, which yields the centre of the distribution, i.e. ǫ¯aσ.
The final term in (F.3) is therefore
ǫ¯aσ(t)
∫
dǫ′f(ǫ′)|pσ(ǫ′, t)|2. (F.14)
By combining (F.3), (F.10), (F.13) and (F.14) we find the first moment of n
(1)
σ
to be ∫
dǫ ǫn(1)σ (ǫ, t) =
∫ t
t0
dt1ǫ¯aσ(t1)Γ(t1)
∫
dǫ′f(ǫ′)|pσ(ǫ′, t1)|2
+ǫ¯aσ(t)
∫
dǫ′f(ǫ′)|pσ(ǫ′, t)|2
+
∫ t
t0
dt1Γ(t1)
√
Γ(t1)
2π
∫
dǫ′f(ǫ′)Im{pσ(ǫ′, t1)}.
(F.15)
The first moment of the second term in (4.25) is
∫
dǫ ǫn(2)σ (ǫ, t) = −2
∫ t
t0
dt1
√
Γ(t1)
2π
∫
dǫ ǫf(ǫ)Re{pσ(ǫ, t1)}, (F.16)
which we do not attempt to simplify further.
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The first moment of the third term in (4.25) is
∫
dǫ ǫn(3)σ (ǫ, t) = naσ(t0)
∫
dǫ ǫ
∣∣∣∣rσ(ǫ, t) + p(inst)σ (ǫ, t) exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]∣∣∣∣
2
= naσ(t0)
∫
dǫ ǫ|rσ(ǫ, t)|2
+2naσ(t0)
√
Γ(t)
2π
exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
Re
{
i
∫
dǫ
ǫr∗σ(ǫ, t)
ǫ− ǫ˜aσ(t)
}
+naσ(t0) exp
[
−
∫ t
t0
Γ(t′)dt′
] ∫
dǫ
ǫΓ(t)
2π[(ǫ− ǫ¯aσ(t))2 + Γ(t)2/4]
(F.17)
The first term in this expression can be expanded, using the definition of rσ
(4.28), to give
∫
dǫ ǫ|rσ(ǫ, t)|2 = exp
[
−
∫ t
t0
Γ(t′)dt′
] ∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
i
∫ t
t1
ǫ˜aσ(t
′)dt′
]
×
∫ t
t0
dt2
√
Γ(t2)
2π
exp
[
−i
∫ t
t2
ǫ˜∗aσ(t
′)dt′
]
×
∫
dǫ ǫ exp[iǫ(t1 − t2)]. (F.18)
Again the same method as for (F.6) can be used; a by-parts integration step to
expand the t2 integral choosing to differentiate the ǫ integral. This yields
∫ t
t0
dt2 =
[
i
√
Γ(t2)
2π
exp
[
−i
∫ t
t2
ǫ˜∗aσ(t
′)dt′
] ∫
dǫ exp[iǫ(t1 − t2)]
]t2=t
t2=t0
−i
∫ t
t0
dt2
∫
dǫ exp[iǫ(t1 − t2)] d
dt2
(√
Γ(t2)
2π
exp
[
−i
∫ t
t2
ǫ˜∗aσ(t
′)dt′
])
= i
√
2πΓ(t)
∫
dǫ
exp[iǫ(t1 − t)]
2π
−i
∫ t
t0
dt2
Γ˙(t2)
2
√
2πΓ(t2)
exp
[
−i
∫ t
t2
ǫ˜∗aσ(t
′)dt′
]
.2π
∫
dǫ
exp[iǫ(t1 − t2)]
2π
+
∫ t
t0
dt2
√
Γ(t2)
2π
ǫ˜∗aσ(t2) exp
[
−i
∫ t
t2
ǫ˜∗aσ(t
′)dt′
]
.2π
∫
dǫ
exp[iǫ(t1 − t2)]
2π
,
(F.19)
The energy integrals, excluding the first, can be recognised as delta functions and
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(F.18) becomes
∫
dǫ ǫ|rσ(ǫ, t)|2 = exp
[
−
∫ t
t0
Γ(t′)dt′
](
i
∫ t
t0
dt1
√
Γ(t)Γ(t1)
× exp
[
i
∫ t
t1
(ǫ˜aσ(t
′)− ǫ˜∗aσ(t′))dt′
] ∫
dǫ
exp[iǫ(t1 − t)]
2π
− i
2
∫ t
t0
dt1Γ˙(t1) exp
[
i
∫ t
t1
(ǫ˜aσ(t
′)− ǫ˜∗aσ(t′))dt′
]
+
∫ t
t0
dt1ǫ¯aσ(t1)Γ(t1) exp
[
i
∫ t
t1
(ǫ˜aσ(t
′)− ǫ˜∗aσ(t′))dt′
]
+
i
2
∫ t
t0
dt1Γ(t1)
2 exp
[
i
∫ t
t1
(ǫ˜aσ(t
′)− ǫ˜∗aσ(t′))dt′
])
,
=
i
2
Γ(t) exp
[
−
∫ t
t0
Γ(t′)dt′
]
− i
2
∫ t
t0
dt1Γ˙(t1) exp
[
−
∫ t1
t0
Γ(t′)dt′
]
+
∫ t
t0
dt1ǫ¯aσ(t1)Γ(t1) exp
[
−
∫ t1
t0
Γ(t′)dt′
]
+
i
2
∫ t
t0
dt1Γ
2(t1) exp
[
−
∫ t1
t0
Γ(t′)dt′
]
, (F.20)
where (A.22) is used to evaluate the first t1 integral. As the left hand side of this
expression is real we expect all imaginary terms on the right hand side to cancel.
This can be demonstrated by evaluating the second term in (F.20), giving
− i
2
∫ t
t0
dt1Γ˙(t1) exp
[
−
∫ t1
t0
Γ(t′)dt′
]
= − i
2
Γ(t) exp
[
−
∫ t
t0
Γ(t′)dt′
]
− i
2
∫ t
t0
dt1Γ(t1)
2 exp
[
−
∫ t1
t0
Γ(t′)dt′
]
,
(F.21)
and therefore∫
dǫ ǫ|rσ(ǫ, t)|2 =
∫ t
t0
dt1ǫ¯aσ(t1)Γ(t1) exp
[
−
∫ t1
t0
Γ(t′)dt′
]
. (F.22)
The ǫ integral in the second term in (F.17) can be expanded using the definition
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of rσ (4.28);
∫
dǫ
ǫr∗σ(ǫ, t)
ǫ− ǫ˜aσ(t) = exp
[
−1
2
∫ t
t0
Γ(t′)dt′
] ∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
−i
∫ t
t1
ǫ˜∗aσ(t
′)dt′
]
×
∫
dǫ
ǫ exp[iǫ(t− t1)]
ǫ− ǫ˜aσ(t) . (F.23)
The ǫ integral in this equation is the same as that in (F.11) and can be expanded
in a similar manner, yielding
∫
dǫ
ǫr∗σ(ǫ, t)
ǫ− ǫ˜aσ(t) = exp
[
−1
2
∫ t
t0
Γ(t′)dt′
] ∫ t
t0
dt1
√
Γ(t1)
2π
exp
[
−i
∫ t
t1
ǫ˜∗aσ(t
′)dt′
]
×2π
∫
dǫ
exp[iǫ(t− t1)]
2π
. (F.24)
This expression can be simplified further using (A.22), giving
∫
dǫ
ǫr∗σ(ǫ, t)
ǫ− ǫ˜aσ(t) = π exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]√
Γ(t)
2π
, (F.25)
and the second term in (F.17) therefore becomes
2naσ(t0)
√
Γ(t)
2π
exp
[
−
∫ t
t0
Γ(t′)dt′
]
Re
{
iπ
√
Γ(t)
2π
}
= 0. (F.26)
The energy integral in the final term of (F.17) is the same as dealt with in the
final term of (F.3) and can be evaluated to yield ǫ¯aσ. We can therefore combine
(F.17), (F.22) and (F.26) to give
∫
dǫ ǫn(3)σ (ǫ, t) =
∫ t
t0
dt1ǫ¯aσ(t1)Γ(t1)naσ(t0) exp
[
−
∫ t1
t0
Γ(t′)dt′
]
+ǫ¯aσ(t)naσ(t0) exp
[
−
∫ t
t0
Γ(t′)dt′
]
. (F.27)
The first moment of the fourth term in (4.25) simply evaluates to
∫
dǫ ǫn(4)σ (ǫ, t) =
∑
k
f(ǫkσ)
∫
dǫ ǫ δ(ǫ− ǫkσ) =
∑
k
ǫkσf(ǫkσ). (F.28)
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The first moment of the fifth term in (4.25) is
∫
dǫ ǫn(5)σ (ǫ, t) = −
2
π
√
Γ(t)
2π
∫
dǫ′f(ǫ′)Im{pσ(ǫ′, t)}
×Im
{∫
dǫ
ǫ
(ǫ− ǫ′ + iη)(ǫ− ǫ˜aσ(t))
}
. (F.29)
By expanding the fraction in the ǫ integral this expression can be rewritten as
∫
dǫ
ǫ
(ǫ− ǫ′ + iη)(ǫ− ǫ˜aσ(t)) =
∫
dǫ
(
1 +
ǫ˜aσ(t)
ǫ− ǫ˜aσ(t)
)
1
ǫ− ǫ′ + iη ,
=
∫
dǫ
1
ǫ− ǫ′ + iη
+ǫ˜aσ(t)
∫
dǫ
1
(ǫ− ǫ˜aσ(t))(ǫ− ǫ′ + iη) .
(F.30)
The first integral in this expression has been evaluated in appendix D.2, (D.26).
Contour integration methods show that the second integral in (F.30) evaluates
to zero, as both poles in the integrand are in the same half of the complex plane.
Equation (F.29) therefore becomes
∫
dǫ ǫn(5)σ (ǫ, t) = 2
√
Γ(t)
2π
∫
dǫ′f(ǫ′)Im{pσ(ǫ′, t)}. (F.31)
The first moment of the sixth term in nσ is∫
dǫ ǫn(6)σ (ǫ, t) = −
Γ(t)
π
∫
dǫ′f(ǫ′)Re
{∫
dǫ
ǫq∗σ(ǫ, ǫ
′, t)
(ǫ− ǫ′ + iη)(ǫ− ǫ˜aσ(t))
}
.
(F.32)
A similar method to that used in the previous term allows the ǫ integral in this
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expression to be expanded, yielding
∫
dǫ
ǫq∗σ(ǫ, ǫ
′, t)
(ǫ− ǫ′ + iη)(ǫ− ǫ˜aσ(t))
=
∫ t
t0
dt1
√
Γ(t1)
2π
p∗σ(ǫ
′, t1) exp[iǫ
′(t1 − t)]
∫
dǫ
ǫ exp[−iǫ(t1 − t)]
(ǫ− ǫ′ + iη)(ǫ− ǫ˜aσ(t)) ,
=
∫ t
t0
dt1
√
Γ(t1)
2π
p∗σ(ǫ
′, t1) exp[iǫ
′(t1 − t)]
×
(∫
dǫ
exp[−iǫ(t1 − t)]
ǫ− ǫ′ + iη + ǫ˜aσ(t)
∫
dǫ
exp[iǫ(t− t1)]
(ǫ− ǫ′ + iη)(ǫ− ǫ˜aσ(t))
)
.
(F.33)
Both ǫ integrals in this expression can be performed by contour methods, and as
the poles in the integrands are in the lower half plane with the contour closed in
the upper plane this leaves
∫
dǫ ǫn
(6)
σ (ǫ, t) = 0.
The first moment of the final term in nσ is∫
dǫ ǫn(7)σ (ǫ, t) = −
Γ(t)
2π2
∫
dǫ′f(ǫ′)Im
{∫
dǫ
ǫ
(ǫ− ǫ′ + iη)2(ǫ− ǫ˜aσ(t))
}
.
(F.34)
We again expand the fraction in the energy integral, yielding
∫
dǫ
ǫ
(ǫ− ǫ′ + iη)2(ǫ− ǫ˜aσ(t)) =
∫
dǫ
(
1 +
ǫ˜aσ(t)
ǫ− ǫ˜aσ(t)
)
1
(ǫ− ǫ′ + iη)2 ,
=
∫
dǫ
1
(ǫ− ǫ′ + iη)2
+ǫ˜aσ(t)
∫
dǫ
1
(ǫ− ǫ′ + iη)2(ǫ− ǫ˜aσ(t)) ,
= 0, (F.35)
where the integrals in the second line have been performed using contour inte-
gration methods. Therefore the integral
∫
dǫ ǫn
(7)
σ (ǫ, t) yields zero.
We now sum the non-zero contributions to the first moment of nσ, ((F.15), (F.16),
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(F.27), (F.28) and (F.31)), yielding
∫
dǫ ǫnσ(ǫ, t) = ǫ¯aσ(t)
∫
dǫ′f(ǫ′)|pσ(ǫ′, t)|2
+
∫ t
t0
dt1ǫ¯aσ(t1)Γ(t1)
∫
dǫ′f(ǫ′)|pσ(ǫ′, t1)|2
+
∫ t
t0
dt1Γ(t1)
√
Γ(t1)
2π
∫
dǫf(ǫ)Im{pσ(ǫ, t1)}
−2
∫ t
t0
dt1
√
Γ(t1)
2π
∫
dǫ ǫf(ǫ)Re{pσ(ǫ, t1)}
+ǫ¯aσ(t)naσ(t0) exp
[
−
∫ t
t0
Γ(t′)dt′
]
+
∫ t
t0
dt1ǫ¯aσ(t1)Γ(t1)naσ(t0) exp
[
−
∫ t1
t0
Γ(t′)dt′
]
+
∑
k
ǫkσf(ǫkσ) + 2
√
Γ(t)
2π
∫
dǫf(ǫ)Im{pσ(ǫ, t)}.
(F.36)
This expression can be simplified using the definition of naσ, (2.19), giving∫
dǫ ǫnσ(ǫ, t)
= ǫ¯aσ(t)naσ(t) +
∫ t
t0
dt1ǫ¯aσ(t1)Γ(t1)naσ(t1) +
∑
k
ǫkσf(ǫkσ)
+2
√
Γ(t)
2π
∫
dǫf(ǫ)Im{pσ(ǫ, t)} − 2
∫ t
t0
dt1
√
Γ(t1)
2π
∫
dǫ ǫf(ǫ)Re{pσ(ǫ, t1)}
+
∫ t
t0
dt1Γ(t1)
√
Γ(t1)
2π
∫
dǫf(ǫ)Im{pσ(ǫ, t1)}. (F.37)
To obtain the rate of change of the total energy using (F.2) we need the time-
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derivative of this expression. On differentiation (F.37) becomes
d
dt
∫
dǫ ǫnσ(ǫ, t)
= ˙¯ǫaσ(t)naσ(t) + ǫ¯aσ(t)n˙aσ(t) + ǫ¯aσ(t)Γ(t)naσ(t)
+
Γ˙(t)√
2πΓ(t)
∫
dǫf(ǫ)Im {pσ(ǫ, t)}+ 2
√
Γ(t)
2π
∫
dǫf(ǫ)Im{ d
dt
pσ(ǫ, t)}
−2
√
Γ(t)
2π
∫
dǫ ǫf(ǫ)Re{pσ(ǫ, t)}+ Γ(t)
√
Γ(t)
2π
∫
dǫf(ǫ)Im{pσ(ǫ, t)}.
(F.38)
The imaginary part of the time-derivative of pσ, which appears in the fifth term
in this expression, can be expanded using (2.30), yielding
Im
{
d
dt
pσ(ǫ, t)
}
= Im
{
−i(ǫ˜aσ(t)− ǫ)pσ(ǫ, t) +
√
Γ(t)
2π
}
= −(ǫ¯aσ(t)− ǫ)Re{pσ(ǫ, t)}+ Γ(t)
2
Im{pσ(ǫ, t)}, (F.39)
and (F.38) therefore becomes
d
dt
∫
dǫ ǫnσ(ǫ, t)
= ˙¯ǫaσ(t)naσ(t) + ǫ¯aσ(t)n˙aσ(t) + ǫ¯aσ(t)Γ(t)naσ(t)
+
Γ˙(t)√
2πΓ(t)
∫
dǫf(ǫ)Im {pσ(ǫ, t)} − 2ǫ¯aσ(t)
√
Γ(t)
2π
∫
dǫf(ǫ)Re{pσ(ǫ, t)}
+2
√
Γ(t)
2π
∫
dǫ ǫf(ǫ)Re{pσ(ǫ, t)} − Γ(t)
√
Γ(t)
2π
∫
dǫf(ǫ)Im{pσ(ǫ, t)}
−2
√
Γ(t)
2π
∫
dǫ ǫf(ǫ)Re{pσ(ǫ, t)}+ Γ(t)
√
Γ(t)
2π
∫
dǫf(ǫ)Im{pσ(ǫ, t)}
= ˙¯ǫaσ(t)naσ(t) +
Γ˙(t)√
2πΓ(t)
∫
dǫf(ǫ)Im {pσ(ǫ, t)}
+ǫ¯aσ(t)
(
n˙aσ(t) + Γ(t)naσ(t)− 2
√
Γ(t)
2π
∫
dǫf(ǫ)Re{pσ(ǫ, t)}
)
. (F.40)
The derivative n˙aσ can be removed using the expression derived in appendix E,
(E.15), giving
d
dt
∫
dǫ ǫnσ(ǫ, t) = ˙¯ǫaσ(t)naσ(t) +
Γ˙(t)√
2πΓ(t)
∫
dǫf(ǫ)Im {pσ(ǫ, t)} . (F.41)
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By substituting this expression into (F.2) we find
E˙(t) =
∑
σ
˙¯ǫaσ(t)naσ(t) +
Γ˙(t)√
2πΓ(t)
∑
σ
∫
dǫf(ǫ)Im {pσ(ǫ, t)}
−U d
dt
{naσ(t)na−σ(t)}
=
∑
σ
ǫ˙a(t)naσ(t) +
Γ˙(t)√
2πΓ(t)
∑
σ
∫
dǫf(ǫ)Im {pσ(ǫ, t)} , (F.42)
which matches the expression we derived in chapter 3 for the rate of change of the
total energy of the system. This demonstrates that the change in total energy
in the electron distribution function nσ is identical to that calculated directly
from the Newns-Anderson Hamiltonian. We have therefore demonstrated that
our expression for nσ conserves energy.
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Chapter 5
Numerical results I: adsorbate
level occupations and energy
transfer
In this chapter we use numerical methods to explore the behaviour of the time-
dependent and adiabatic adsorbate level occupations and the energy transfer rates
derived in chapters 2 and 3. The corresponding excitation spectra, as derived in
chapter 4, are presented in chapter 6.
In section 5.1 the methods used to perform the calculations presented in this
chapter are described. Results for the adsorbate level occupations are presented
in section 5.2, with energy transfer considered in section 5.3. In each of these
sections we explore the behaviour of three model systems for different approach
speeds of the adsorbate and system temperatures. Conclusions are drawn from
these results in section 5.4.
5.1 Computational methods
In this section we describe the methods used to compute the variation of the
adsorbate occupation function and the energy transfer rates derived in chapters
2 and 3.
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The time-evolving adsorbate occupation function naσ is calculated from the quan-
tity pσ using (2.19), the variation of the parameters ǫa and Γ, and the value of
U . The system temperature, represented by the energy kBT , also has an impact
on the behaviour of the system through the Fermi distribution. pσ evolves from
zero at time t0, for all energies ǫ, in a fashion governed by the time-derivative
dpσ/dt, (2.30). However, dpσ/dt depends on the effective energy level ǫ¯aσ, through
ǫ˜aσ = ǫ¯aσ−iΓ/2, which in turn depends on the occupation function naσ (see equa-
tion (2.4)). It is therefore necessary to integrate equations (2.19) and (2.30) in
parallel to compute the evolution of naσ. To perform the time-integration of pσ
we use the fourth order Runge-Kutta method [70] on a regular, finite grid of
energy values. At each point in the integration at which the derivative dpσ/dt is
required the occupation function naσ is computed from (2.19), using Simpson’s
rule [70] to evaluate the energy integral. Through the use of this method the
evolution of naσ can be obtained from the supplied variation of ǫa and Γ and the
chosen values of U and kBT .
The adiabatic occupation function n
(ad)
aσ is calculated in a self-consistent manner
from the values of ǫa, Γ, U and kBT for a given adsorbate-surface configuration.
At each iteration step the occupations from the previous step are used to calculate
the adiabatic energy levels ǫ¯
(ad)
aσ from (2.4). The adiabatic PDOS ρ
(ad)
aσ (ǫ, t) is then
obtained from ǫ¯
(ad)
aσ , and is calculated on the same energy grid as used for the time-
dependent calculation. Equation 2.32 then yields n
(ad)
aσ , again using Simpson’s rule
to evaluate the energy integral. This iterative process is stopped when successive
steps differ by less than 10−12. The rate of convergence of this scheme is fast away
from the adiabatic spin-transition, but it becomes slower as the spin-transition
is approached. Close to the spin-transition the number of steps required to reach
convergence is reduced by mixing the occupation n
(ad)
aσ at a given step with that
from the previous step.
In the computation of both the time-dependent and adiabatic occupations it is
necessary to use two numerical approximations. For the time-dependent model
the accuracy of the results depend on the size of the integration time-step used.
In both the time-dependent and adiabatic models the range and spacing of the
energy grid used to represent pσ and ρ
(ad)
aσ is important. The finite range of the
energy grid results in an underestimate of the adsorbate level occupations, which
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for the adiabatic model can be approximated by
∆n(ad)aσ (t) =
∫ ǫmin
−∞
dǫf(ǫ)ρ(ad)aσ (ǫ)
=
1
2
− 1
π
tan−1
{
2
ǫ¯
(ad)
aσ (t)− ǫmin
Γ(t)
}
, (5.1)
where ǫmin is the lower limit of the energy grid and the assumption |ǫmin− ǫF | ≫
kBT has been made. The upper limit of the energy grid does not affect the occu-
pations provided that the Fermi distribution is sufficiently small at this point. It
is reasonable to expect the time-dependent occupation naσ to be underestimated
by a similar amount, provided that the difference ǫ¯aσ(t)− ǫmin is large.
The spacing of the energy grid also needs careful consideration when performing
numerical calculations. Too coarse an energy grid results in an erratic result
for naσ, while an excessively fine grid increases the computational cost of the
calculation (in both time and memory) for little gain. The adiabatic occupation
function n
(ad)
aσ is also sensitive to the grid spacing for small values of the width Γ.
In practice the iterative scheme described above can only be relied upon when Γ
is at least five times larger than the energy grid spacing. For smaller values of Γ
the adsorbate resonance is not well described by the values on the energy grid,
and the value obtained for n
(ad)
aσ is not reliable.
As the time-dependent quantities naσ and pσ, and their adiabatic equivalents, can
be calculated by the methods we have described here, the computation of the non-
and nearly-adiabatic energy transfer rates is straightforward. The non-adiabatic
energy transfer rate E˙non−ad, (3.17), can be directly computed from the differences
δpσ(ǫ, t) = pσ(ǫ, t) − p(ad)σ (ǫ, t), δnaσ(t) = naσ(t) − n(ad)aσ (t) and the derivatives ǫ˙a
and Γ˙. Calculation of the nearly-adiabatic energy transfer rate E˙nearly−ad, (3.27),
requires the adiabatic quantities used for E˙non−ad plus the derivative n˙
(ad)
aσ . This
derivative is most easily obtained using a centred finite difference method from
values of n
(ad)
aσ a short period before and after the required time.
Before performing calculations of the occupation function and energy transfer
behaviour it is convenient to de-dimensionalise the equations governing the evo-
lution of the system. The quantities in equations (2.19), (2.20), (3.17) and (3.27)
with units involving time and energy are rescaled using a reference energy Γ0.
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These dimensionless parameters are denoted by a subscript ‘D’;
ǫD =
ǫ
Γ0
, tD =
Γ0t
~
, ǫaD(tD) =
ǫa(t)
Γ0
,
UD =
U
Γ0
, ΓD(tD) =
Γ(t)
Γ0
, ǫ¯aσD(tD) =
ǫ¯aσ(t)
Γ0
,
ǫ˜aσD(tD) =
ǫ˜aσ(t)
Γ0
, pσD(ǫD, tD) =
√
Γ0pσ(ǫ, t), kBTD =
kBT
Γ0
.
(5.2)
Planck’s constant, ~, has been recovered where necessary in the above expressions
to clarify the de-dimensionalisation procedure. The adiabatic quantities ǫ¯
(ad)
aσ , ǫ˜
(ad)
aσ
and p
(ad)
σ also have equivalent dimensionless counterparts to those defined in (5.2).
The energy transfer rates E˙non−ad and E˙nearly−ad have the following dimensionless
equivalents;
E˙non−ad,D(tD) =
~
Γ20
E˙non−ad(t),
E˙nearly−ad,D(tD) =
~
Γ20
E˙nearly−ad(t). (5.3)
The electronic friction coefficient η has the units ETD−2 (where E, T and D
denote units of energy, time and distance respectively). To de-dimensionalise η
it is therefore necessary to introduce an additional scaling parameter with units
of distance. η is therefore de-dimensionalised as
ηD(tD) =
s20
~
η(t), (5.4)
where s0 is a reference length-scale. We will also use a speed s˙ to compare
calculations with different variations of ΓD in section 5.2.2. This speed can be
de-dimensionalised using the reference length s0 and the expression for tD in (5.2),
giving
s˙D =
dsD
dtD
=
~
Γ0s0
s˙. (5.5)
Numerical testing of the calculations described in this section has shown that an
energy grid of 10,001 points covering the range ǫD = −100 to 100 provides a good
balance between computational efficiency and accuracy. By using (5.1) and the
parameter ranges used in section 5.2 this truncation leads to an underestimate
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of naσ of between 4 × 10−3 and 5 × 10−3. As the variation in ǫaD and ΓD is
of order unity and occurs over a time range of order tens of dimensionless time
units, a dimensionless integration time-step of 0.01 has been used. Convergence
tests show that this value again represents a good balance between computational
cost and accuracy. Typically the reference energy Γ0 is of order 1-3eV, while the
length s0 is around 1 A˚.
In the rest of this chapter the methods described in this section are used to
demonstrate the behaviour of the adsorbate level occupations and energy transfer
rates for a number of example systems.
5.2 Adsorbate level occupations
In this section we present results for the time-evolution of the adsorbate level
occupation naσ. In subsection 5.2.1 we introduce three systems with different
energy level positions, which will be used throughout the rest of this, and the
following, chapter to demonstrate the behaviour of the Newns-Anderson model.
The second subsection explores the impact of the speed of variation of the model
parameters, and in the final subsection the effect of temperature is considered.
5.2.1 Energy level effects
To demonstrate the results of chapters 2 and 3 three model systems will be used.
In each system the dimensionless adsorbate resonance width ΓD is increased from
zero at tD = 0 to ΓD = 3 at tD = 50 using an error function with a maximum
gradient of dΓD/dtD = 0.3 at tD = 25. This variation is shown graphically in fig-
ure 5.1(a). The dimensionless intra-adsorbate Coulomb repulsion energy is set to
UD = 3. The three model systems differ only in the value of the bare energy level
ǫaD, which is held constant throughout the calculations. The values ǫaD = −2.5,
−1.5 and −0.5 will be used. Each of these model systems is driven through the
spin-transition by the variation in ΓD. These parameters are equivalent to those
used to demonstrate the analytic expression for the adiabatic occupation func-
tion n
(ad)
aσ in chapter 2 (see page 48), with the intra-adsorbate Coulomb repulsion
energy set to UD = 3.
The first (ǫaD = −2.5) system has the minority spin energy level closest to the
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Fermi level, the second (ǫaD = −1.5) has the energy levels equidistant from ǫF
and the third (ǫaD = −0.5) has the majority level closest to ǫF . These systems
have been chosen to be simple to interpret while being broadly consistent with
parameters obtained from DFT calculations, as will be discussed in chapter 7.
However, the rate of change of ΓD has been exaggerated by a factor of approxi-
mately two to emphasise the non-adiabatic behaviour.
The time-dependent and adiabatic occupations and energy levels are plotted in
figures 5.1(c) to (h). The ǫaD = −2.5 calculations show the minority spin level
crossing the Fermi level, gaining occupation and converging on the majority level.
The ǫaD = −1.5 levels converge simultaneously on a final occupation of approxi-
mately one half, with small deviations due to the truncation of the energy range
in the numerical calculations. The final model system, ǫaD = −0.5, involves the
majority level crossing ǫF and approaching the falling minority level, resulting in
a low occupation for the final state. In each of the systems the time-dependent
occupations overshoot the adiabatic spin-transition at around tD = 25 and the
polarisation, the difference na↑ − na↓, of the adsorbate falls to below 0.01 by
tD = 35. The adiabatic spin transition also occurs slightly earlier (by approxi-
mately two dimensionless time units) for the ǫaD = −2.5 and ǫaD = −0.5 models
compared to the ǫaD = −1.5 system.
It is interesting to note that for all of the model systems described here the first
‘transient’ term in the adsorbate occupation function naσ (see (2.19) on page
39) does not disappear until the adsorbate reaches the adiabatic spin-transition
point. The variation of the exponential governing the evolution of the transient
term is shown in panel (b) of figure 5.1. This demonstrates that the transient
term has an important role to play in the evolution of the electronic system and
should not be neglected.
5.2.2 Speed effects
In figure 5.2 the time-dependent adsorbate occupations have been plotted at
different speeds of variation for our three model systems. The term ‘speed’ is
used here to refer to the rate of change of the width parameter ΓD which drives
the systems through the spin-transition. The ΓD variation shown in figure 5.1 is
taken as a reference speed of s˙D = 1. Slower speeds are simulated by reducing
the peak gradient of the error function and increasing the time taken to reach
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Figure 5.1: Time-evolution of the adsorbate level occupations naσ and effective
energy levels ǫ¯aσ. (a) shows the variation in the width ΓD with time and (b) the
variation of the exponential governing the decay of the transient term in naσ (see
(2.19) on page 39). (c), (e) and (g) show the variation of naσ for the ǫaD = −2.5,
−1.5 and −0.5 model systems. (d), (f) and (h) show the corresponding energy
level variation for each of the models. Solid red lines in (c) to (h) represent the
time-dependent occupations/energy levels with dashed blue lines showing the
adiabatic equivalents. Arrows in (c) and (d) denote the spin of each state; we
take the majority state to be spin ↑.
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Figure 5.2: Dependence of the time-evolving occupation naσ on the ‘speed’ of
variation of ΓD for the ǫaD = −2.5, (a), ǫaD = −1.5, (b), and ǫaD = −0.5,
(c), model systems. Solid red lines show the same results as plotted in figure
5.1, but here we focus on the variation close to the spin-transition. Other lines
represent different dimensionless speeds; s˙D = 1/2 (dot-dashed light-blue), s˙D =
1/10 (dashed green) and s˙D = 1/100 (dotted magenta). The dark-blue short-
dashed line is the adiabatic occupation n
(ad)
aσ . Arrows denote the spin σ of the
corresponding occupations.
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the maximum width1. To directly compare calculations performed at different
speeds the variation of naσ has been plotted against the product s˙DtD, which can
be interpreted as a displacement of the adsorbate. The different speeds can also
be interpreted as calculations for adsorbates of different masses moving in the
same potential well. This interpretation will be used in chapter 7 to consider the
isotope effect in the adsorption of H/D atoms on copper and silver surfaces.
The impact of changing s˙D on the evolution of naσ, as shown in figure 5.2, is
quite dramatic – at slow speeds the adsorbate remains close to the adiabatic
state, except for at a small range of displacements around the spin-transition. As
the speed is increased the system has less time to react to the changing interac-
tion strength, represented by ΓD, which results in the overshoot of the adiabatic
occupations beginning earlier. This behaviour results in a larger overshoot at the
spin-transition point, and a greater displacement taken to converge to the adia-
batic state. One interpretation of this behaviour is that for a particular system
there is a maximum rate of charge transfer with distance which can be sustained
by the time-dependent model. This maximum rate depends on the speed s˙D.
As the adiabatic model exhibits a sharp spin-transition the corresponding rate
of charge transfer diverges. The time-dependent model cannot match this diver-
gence and therefore for any non-zero speed of variation there will be an overshoot
at the spin-transition. A comparison of the charge transfer rates for the majority
spin occupation in the ǫaD = −1.5 model system is shown in figure 5.3.
The deviation of the occupations from the adiabatic model δnaσ = naσ−n(ad)aσ also
yields some interesting insights into the charge transfer process. Figures 5.4, 5.5
and 5.6 show these differences for each spin on both linear and logarithmic scales
for the three model systems. In each of the model systems the logarithmic plots
show some interesting behaviour. Prior to the spin transition δnaσ grows roughly
exponentially to a maximum value. This growth occurs at a similar rate for the
four speeds simulated, with a faster rate of growth in cases where charge transfer
is small, i.e. minority spin for the ǫaD = −0.5 system and majority spin for the
ǫaD = −2.5 system. The growth of δnaσ for states experiencing greater charge
transfer, i.e. majority spin for ǫaD = −0.5 and minority spin for ǫaD = −2.5,
occurs earlier and increases more slowly.
1i.e. for s˙D = 1/2, ΓD is raised to 3 over 100 dimensionless time units, with a peak gradient
of dΓD/dtD = 0.15 at tD = 50.
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Figure 5.3: Comparison of the rate of change of occupation of the majority state
with displacement s˙DtD for the ǫaD = −1.5 system at different speeds. Colours
as in figure 5.2.
After the spin-transition the three model systems display different behaviour.
The convergence of the symmetric ǫaD = −1.5 system to the final unpolarised
state is shown in figure 5.5 to be approximately exponential in nature, with the
magnitude of δnaσ identical for the two spins. In the other two systems the
decay of δnaσ for the slow speed calculations after the spin-transition shows two
domains. Shortly after the spin-transition the differences δnaσ decay in a similar
manner to the ǫaD = −1.5 system. However, at a certain point the majority
difference δna↑ in the ǫaD = −2.5 system (figure 5.4(c)) displays a ‘kink’ which is
sharper for the slower calculations. The modulus of the minority differences for
this system show a set of cusps where the difference δna↓ changes sign (see figure
5.4(d)).
This behaviour can be explained by recognising that in figure 5.2(a) the adiabatic
occupation n
(ad)
aσ varies after the spin-transition. The time-dependent occupations
will take a certain amount of time to react to this change and either lag behind
(for majority spin) or overshoot (minority spin) the adiabatic occupations. In the
ǫaD = −1.5 system this post-transition charge transfer is not seen and therefore
the differences δnaσ simply decay smoothly (see figure 5.5). The ǫaD = −0.5
model shows similar behaviour to the ǫaD = −2.5 system, but with the magnitude
of the differences for the two spins reversed.
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Figure 5.5: As for figure 5.4, but with ǫaD = −1.5.
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Figure 5.6: As for figure 5.4, but with ǫaD = −0.5.
One striking feature of figures 5.4 and 5.6 is the similarity between the results
for |δnaσ| for opposite spins in the two models. This reflects the symmetry of the
arrangement of the majority and minority energy levels relative to the Fermi level
for ǫaD = −2.5 and ǫaD = −0.5 when UD = 3. This electron-hole symmetry is
well known in condensed matter theory, see Kittel [71] page 206, and our results
show that this symmetry is preserved in the Newns-Anderson model for both
time-dependent and adiabatic calculations.
It is also interesting to note that the rate of decay of the differences δnaσ is
significantly faster for the ǫaD = −2.5 and ǫaD = −0.5 systems than for the
ǫaD = −1.5 model. This, and the fact that the adiabatic spin-transition occurs
later in the ǫaD = −1.5 model, shows that the position of the levels relative
to the Fermi level is important in determining the rate at which the system is
driven through the spin-transition. The asymmetry of the energy levels in the
ǫaD = −2.5 and ǫaD = −0.5 models, relative to the Fermi level, reduces the
interaction strength required to drive the system through the spin transition.
This appears to be correlated with the rate at which the systems converge on
their adiabatic equivalents, but we have no explanation for this behaviour.
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Figure 5.7: Evolution of the adiabatic and time-dependent adsorbate level occu-
pations for the ǫaD = −2.5, (a) and (b), ǫaD = −1.5, (c) and (d), and ǫaD = −0.5,
(e) and (f), model systems at two different temperatures. Solid red lines denote
results for a thermal energy of kBTD = 0, while dashed blue lines correspond to
kBTD = 0.1. Calculations are performed at a dimensionless speed of s˙D = 1.
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5.2.3 Temperature effects
We now consider the effect of the system temperature on the behaviour of the
adsorbate occupations in the three model systems.
In figure 5.7 the evolution of n
(ad)
aσ and naσ have been plotted for each of the model
systems for two thermal energies; kBTD = 0 and kBTD = 0.1. The latter of these
values typically corresponds to temperatures between 1150 and 3500 K (for Γ0 in
the range 1-3 eV). The results for the adiabatic level occupations n
(ad)
aσ , panels (a),
(c) and (e) in figure 5.7, only show small differences between the results for the two
temperatures. For each system the high temperature occupations deviate from
the zero temperature results only in the regions during which a level approaches
or crosses the Fermi level, see figure 5.1. In the ǫaD = −2.5 model this appears
as a difference in the minority level occupations around tD = 20-24, while in the
ǫaD = −0.5 model the majority level shows this effect in the same time-range.
The ǫaD = −1.5 model system has the adiabatic energy levels converging on the
Fermi level at the spin-transition, and the deviations due to a finite temperature
are therefore seen close to this point.
The differences due to temperature in the time-dependent occupations naσ, panels
(b), (d) and (f) in figure 5.7, are even smaller than for their adiabatic equiva-
lents. Given that the thermal energy used here, kBTD = 0.1, corresponds to
temperatures of order 1150-3500 Kelvin (for Γ0 = 1 to 3 eV), we conclude that in
practice thermal effects can be ignored when considering charge transfer in the
Newns-Anderson model.
5.3 Energy transfer
As in the previous section we will analyse the effect of energy level position, speed
and temperature on the non-adiabatic and nearly-adiabatic energy transfer rates
derived in chapter 3.
In figure 5.8 the non-adiabatic energy transfer rate E˙non−ad,D, as calculated from
equation (3.17), is plotted for each of the model systems at four speeds of ΓD
variation. Panels (a), (c) and (e) show the evolution of E˙non−ad,D for the ǫaD =
−2.5, −1.5 and −0.5 models respectively. For each system the rate of energy
transfer grows smoothly to a peak at the adiabatic spin-transition point with a
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Figure 5.8: Evolution of the non-adiabatic energy transfer rate for the three
model systems at different speeds. Panels (a) and (b) show results for the ǫaD =
−2.5 model system, (c) and (d) the ǫaD = −1.5 system, and (e) and (f) the
ǫaD = −0.5 system. Colours correspond to different speeds of variation; solid red
lines – s˙D = 1, dot-dashed light-blue lines – s˙D = 1/2, long-dashed green lines –
s˙D = 1/10, dotted magenta lines – s˙D = 1/100. Calculations are performed at
zero temperature.
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larger and earlier peak for the ǫaD = −2.5 and −0.5 models compared to the
ǫaD = −1.5 system. The peaks in the ǫaD = −2.5 and −0.5 plots for s˙D = 1,
solid red lines in figures 5.8(a) and (e), correspond to energy transfer rates in the
range 52-465 meV/fs for values of Γ0 from 1 to 3 eV. In the ǫaD = −1.5 system
this peak is approximately 20% smaller.
Calculations for slower speeds s˙D, see panels (b), (d) and (f), show significantly
smaller energy transfer rates. In each case the rate of energy transfer grows in
an approximately exponential manner prior to the spin-transition, with a rapid
decay after. These transfer rates can be compared more easily by scaling them
according to their dimensionless speeds. In section 3.2 the nearly-adiabatic energy
transfer rate was expressed in the general form (see (3.18))
E˙nearly−ad(t) = η(s(t))s˙(t)
2, (5.6)
where the friction coefficient η does not directly depend on time. At slower
dimensionless speeds the non-adiabatic energy transfer rate approaches its nearly-
adiabatic equivalent, and we therefore expect the ratio E˙non−ad,D/s˙
2
D to approach
the friction coefficient ηD. In figure 5.9 these quantities are compared, with
panels (a), (c) and (e) showing the energy transfer behaviour for the ǫaD = −2.5,
ǫaD = −1.5 and ǫaD = −0.5 models respectively.
The nearly-adiabatic friction coefficient increases steadily as the spin-transition
is approached, where the singularity discussed in chapter 3 appears. After the
singularity ηD is small for each of the model systems; the ǫaD = −2.5 and ǫaD =
−0.5 systems show a decay with displacement of ηD from about 10−3 in panels (b)
and (f) of figure 5.9. The symmetric ǫaD = −1.5 model, however, does not exhibit
the same behaviour – after the spin transition ηD is negligible (see figure 5.9(d)).
This behaviour can be explained by considering the expression for E˙nearly−ad,D,
(3.31), or ηD, (3.32). After the spin-transition the adiabatic occupations in the
ǫaD = −2.5 and −0.5 systems change as ΓD is varied. This variation in n(ad)aσ
gives rise to a finite nearly-adiabatic energy transfer rate, which is absent in the
ǫaD = −1.5 model where n˙(ad)aσ = 0 after the spin-transition.
The reduction of the speed s˙D in the non-adiabatic calculations results in the ratio
E˙non−ad,D/s˙
2
D approaching the nearly-adiabatic friction coefficient ηD away from
the spin-transition. As expected the range of displacements for which the nearly-
adiabatic model is a good representation of the non-adiabatic energy transfer
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Figure 5.9: Non- and nearly-adiabatic energy transfer variation with displace-
ment, s˙DtD, for each of the model systems. Panels (a) and (b) relate to the
ǫaD = −2.5 system, (c) and (d) to the ǫaD = −1.5 system and (e) and (f)
to the ǫaD = −0.5 system. Lines represent calculations performed for different
speeds; solid red lines – s˙D = 1, dot-dashed light-blue – s˙D = 1/2, dashed green
lines – s˙D = 1/10 and short-dashed magenta lines – s˙D = 1/100. Medium-
dashed dark-blue lines denotes the nearly-adiabatic electronic friction coefficient
ηD. Calculations are performed at kBTD = 0.
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Figure 5.10: The effect of speed on the total energy transferred from an adsorbate
to a surface for the ǫaD = −2.5 (red solid lines), ǫaD = −1.5 (green dashed lines)
and ǫaD = −0.5 (blue short-dashed lines) models.
process increases as the speed is reduced. Close to the spin-transition the non-
adiabatic energy transfer rate remains finite for all speeds, and therefore cannot
follow the divergence inherent in the nearly-adiabatic theory.
Another important feature of the energy transfer behaviour shown in figure 5.9
is the similarity of the results for ǫaD = −2.5 and ǫaD = −0.5. From figure
5.1 it can be seen that these two models differ significantly in the transfer of
electrons to and from the surface; the ǫaD = −2.5 model contains approximately
1.33 electrons at the end of the calculation, while the ǫaD = −0.5 model contains
0.67. However, the variation of the magnitude of the total charge transferred is
the same for the two systems. This shows that the direction of charge transfer
is not as important as the total charge transfer in the deposition of energy to a
metal surface by an adsorbate.
The variation of the total non-adiabatic energy transferred Enonad,D with speed,
which is plotted in figure 5.10, also shows this electron-hole symmetry. Enonad,D
has been calculated by integrating the non-adiabatic energy transfer rate over
the full calculation. This integration is performed in two parts; one part covers
the period from the time at which the adiabatic calculations become possible (see
discussion on page 139) to the end of the calculation. The other part, the early
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Figure 5.11: The effect of temperature on the non-adiabatic energy transfer rate
for the (a) ǫaD = −2.5, (b) ǫaD = −1.5 and (c) ǫaD = −0.5 model systems. Solid
red lines denote zero temperature results, while the blue dashed line represents
results for a thermal energy of kBTD = 0.1. All calculations are performed at a
dimensionless speed of s˙D = 1
E˙non−ad,D behaviour, is obtained by fitting an exponential to the energy transfer
rate in a window a few dimensionless time units long shortly after the adiabatic
calculations start. Analytical integration of this exponential provides a correction
to the numerical integration, yielding the total energy transferred.
The results presented in figure 5.10 show an approximate power law dependence
of the total energy transfer on the speed s˙D. All three of the model systems
have Enonad,D roughly proportional to s˙
4/5
D , with a pre-factor for the ǫaD = −2.5
and ǫaD = −0.5 systems 25% larger than that for ǫaD = −1.5. We have not
been able to explain this power law behaviour through analytic consideration of
the time-dependent and adiabatic systems. Typical values for the total energy
transfer at s˙D = 1 are 115-345 meV and 142-426 meV for the ǫaD = −1.5 model
and ǫaD = −2.5 and −0.5 models respectively, with Γ0 in the range 1-3 eV. The
total energy transfer for real systems will be compared in chapter 7.
In figure 5.11 the non-adiabatic energy transfer rates are plotted for each model
system at two temperatures - zero and 1150-3500 K (for Γ0 in the range 1-3 eV).
The differences between the energy transfer behaviour at these two temperatures
are small – in the ǫaD = −2.5 and ǫaD = −0.5 systems the value of E˙non−ad,D at
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high temperature is slightly larger prior to the spin-transition. In the ǫaD = −1.5
model system the energy transfer rates are similar except for the region close to
the spin-transition. As expected these differences are confined to regions in which
the occupations at the higher temperature, see figure 5.7, deviate from the zero
temperature results. By integrating the energy transfer rates in figure 5.11 we
find the difference in the total energy transferred is roughly 2-3% larger at the
higher temperature. We therefore conclude that the system temperature does
not have a significant impact on the non-adiabatic energy transfer behaviour.
5.4 Conclusions
In this chapter the methods used to numerically calculate the adsorbate level
occupation and energy transfer rates from the results presented in chapters 2 and
3 have been introduced and demonstrated. The impact of the position of the
bare-adsorbate energy level ǫa, the ‘speed’ of variation of the width parameter Γ
and the system temperature on the time-dependent adsorbate level occupations
and energy transfer behaviour have been investigated. Calculations of the time-
dependent occupations show an overshoot at the adiabatic spin-transition, with
slower speeds resulting in non-adiabatic effects being confined to a smaller region
close to the spin-transition. The non- and nearly-adiabatic energy transfer rates
have been compared and we have shown that in the slow speed limit the two
results are consistent away from the spin-transition.
The results presented in this chapter yield a number of important conclusions.
First, there is a striking similarity between the results of the ǫaD = −2.5 and
ǫaD = −0.5 model systems, which is due to a symmetry in the physics of electrons
and holes within the Newns-Anderson model. The rate of variation of the driving
parameter ΓD has been shown to have a significant effect on the adsorbate level
occupations and the non-adiabatic energy transfer rates. This effect suggests
that there will be a significant isotope effect, which we will demonstrate for the
H/Cu and H/Ag systems in chapter 7. For typical values of the scaling parameter
Γ0, between 1 and 3 eV, the energy transfer rates for the model systems peak
at around 40-460 meV/fs, depending on the system. Integrating these rates
yields total energy transfers in the region of 110 to 430 meV depending on the
system considered (again for Γ0 between 1 and 3 eV). We have also shown that
the system temperature has a small effect on the transfer of charge and energy
within physically reasonable ranges.
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Chapter 6
Numerical results II: Electronic
excitation spectra
In this chapter we explore the time-dependent evolution of the electronic excita-
tion spectrum, derived in chapter 4, for the set of model systems considered in
the previous chapter.
In section 6.1, with additional derivations in appendix G, the methods used to
calculate the evolution of the excitation spectrum are presented. Results demon-
strating the behaviour of this spectrum are presented in 6.2, with the three model
systems compared in section 6.2.1. We then investigate the effect of the speed of
parameter variation in section 6.2.2, with system temperature effects considered
in section 6.2.3. Conclusions are drawn from these results in section 6.3.
6.1 Computational methods
In this section we describe the methods used to obtain the excitation spectrum
numerically. We first consider the computation of the electron distribution func-
tion nσ(ǫ, t), (4.25), which requires the quantities qσ(ǫ, ǫ
′, t), (4.27), and rσ, (4.28),
in addition to pσ and naσ, as discussed in section 5.1.
qσ can in principle be calculated in the same manner as pσ; through the Runge-
Kutta integration of the time-derivative ∂qσ/∂t. However, due to the large num-
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ber of grid points required to accurately compute the last three terms in equation
(4.25) this method becomes uneconomical in both time and memory. Instead we
rewrite qσ, (4.27), as
qσ(ǫ, ǫ
′, t) = exp[−i(ǫ − ǫ′)(t− t0)]
×
∫ t
t0
dt1
√
Γ(t1)
2π
pσ(ǫ
′, t1) exp[i(ǫ− ǫ′)(t1 − t0)]. (6.1)
The separation of the exponential in (4.27) into the two terms in this equation
has been performed to allow the evolution of qσ to be computed. As pσ also
evolves in time equation (6.1) must be integrated simultaneously with pσ, and
naσ, to obtain the correct behaviour of qσ. Simpson’s rule is used to perform the
time-integral in (6.1), and qσ can therefore be obtained at regular intervals.
The quantity rσ is calculated in a similar fashion to pσ; the fourth-order Runge-
Kutta method is used to integrate the time-derivative
∂rσ
∂t
(ǫ, t) = −Γ(t)
2
rσ(ǫ, t) + i(ǫ˜aσ(t)− ǫ)rσ(ǫ, t) +
√
Γ(t)
2π
exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
= −i(ǫ¯aσ(t)− ǫ)rσ(ǫ, t) +
√
Γ(t)
2π
exp
[
−1
2
∫ t
t0
Γ(t′)dt′
]
. (6.2)
As the coefficient of rσ in the first term on the right-hand side of this equation
does not have a real component the growth of the magnitude of rσ is determined
by the final term in (6.2). This term is governed by an exponential which is similar
in form to the transient term in naσ, (2.19), and the growth in the magnitude of
rσ therefore stops once the transient term is small. The third term in nσ, which
is the only place where rσ appears, will therefore evolve on a similar time-scale
to the transient term in naσ.
By using (6.1) and (6.2), along with pσ (2.20) and naσ (2.19), the first three terms
in the electron distribution function can be evaluated. The fourth term in (4.25),
which describes the initially occupied metal states, cancels with a similar term
in the instantaneous electron distribution function, (4.38), on calculation of the
excitation spectrum and is therefore ignored. The final three terms in nσ require
further work due to the presence of singularities in their integrands in the η → 0+
limit.
We evaluate these three terms using a method in which the ǫ′ integrals are sepa-
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rated into three components; a window of width 2α around ǫ′ = ǫ, a section below
ǫ′ = ǫ − α and a section above ǫ′ = ǫ + α. The sum of the outer two sections
is similar to a principle value integral, and we therefore use the notation PVα
to denote this sum. The integral of the window around ǫ′ = ǫ is calculated by
Taylor expanding the integrand to first order in α and evaluating this component
analytically. In appendix G this expansion is performed, giving (see equations
(G.5), (G.10) and (G.13))
n(5)σ (ǫ, t) = 2
√
Γ(t)
2π
ρ(inst)aσ (ǫ, t)PVα
∫
dǫ′
f(ǫ′)
ǫ− ǫ′ Im {pσ(ǫ
′, t)}
+2
√
2π
Γ(t)
(ǫ− ǫ¯aσ(t))ρ(inst)aσ (ǫ, t)f(ǫ)Im{pσ(ǫ, t)}
−4α
√
Γ(t)
2π
ρ(inst)aσ (ǫ, t)
(
df
dǫ
Im{pσ(ǫ, t)}+ f(ǫ)Im
{
∂pσ
∂ǫ
(ǫ, t)
})
,
(6.3)
n(6)σ (ǫ, t) = −2
√
Γ(t)
2π
PVα
∫
dǫ′
f(ǫ′)
ǫ− ǫ′ Im
{
q∗σ(ǫ, ǫ
′, t)p(inst)σ (ǫ, t)
}
+ (2π − 4α(t− t0))
√
Γ(t)
2π
f(ǫ)Re
{
q∗σ(ǫ, ǫ, t)p
(inst)
σ (ǫ, t)
}
+4α
√
Γ(t)
2π
df
dǫ
Im
{
q∗σ(ǫ, ǫ, t)p
(inst)
σ (ǫ, t)
}
+4α
√
Γ(t)
2π
f(ǫ)Im
{
p(inst)σ (ǫ, t)
×
∫ t
t0
dt1
√
Γ(t1)
2π
(
∂p∗σ
∂ǫ
(ǫ, t1) + i(t1 − t0)p∗σ(ǫ, t1)
)}
,
(6.4)
n(7)σ (ǫ, t) = −
Γ(t)
2π
.
ρ
(inst)
aσ (ǫ, t)
(ǫ− ǫ′−)
− Γ(t)
2π
ρ(inst)aσ (ǫ, t)PVα
∫
dǫ′
df
dǫ′
1
ǫ− ǫ′
−(ǫ− ǫ¯aσ(t))df
dǫ
ρ(inst)aσ (ǫ, t) +
αΓ(t)
π
d2f
dǫ2
ρ(inst)aσ (ǫ, t), (6.5)
where n
(5)
σ , n
(6)
σ and n
(7)
σ are the fifth, sixth and seventh terms in the electron
distribution function (4.25) and the expansions used are correct to order α. In the
expression for n
(7)
σ the values of the Fermi function at the upper and lower edges
of the ǫ′ integration range have been assumed to be zero and one respectively.
ǫ′−, which appears in n
(7)
σ , is the lower limit of the ǫ′ range used to evaluate the
energy integrals.
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It is important to note here that the quantity qσ(ǫ, ǫ
′, t), which appears in three
terms in nσ, grows with time for energies ǫ ≈ ǫ′. As the electron distribution func-
tion should stabilise for constant values of the driving parameters it is reasonable
to expect these growing terms to cancel each other out. However, numerical test-
ing suggests that in using an approximation to obtain values for n
(6)
σ we have
slightly disturbed this balance resulting in changes in the high-energy hole spec-
trum with time. As expected the magnitude of these changes also depends on
the size of the analytic half-width α. To minimise the impact of these conver-
gence issues α is set to the smallest value possible, the ǫ′ grid spacing, and by
trial-and-error the number of grid points over a given range required to maintain
accuracy for a given time has been found.
n
(inst)
σt , the instantaneous electron distribution function, is more straightforward to
calculate than its time-evolving counterpart. The first term in n
(inst)
σt , (4.38), can
be calculated directly from the parameters of the system and the time-dependent
occupation naσ using the definition of ρ
(inst)
aσ , (4.24). The second term in (4.38)
can be ignored as it cancels with the fourth term in nσ as mentioned previously.
The final term in n
(inst)
σt cannot be used directly due to the truncation of the
ǫ′ range over which the numerical integrals are performed. To maintain charge
conservation in the instantaneous system we modify the final term in (4.38) to
−df
dǫ
[
naσ(t0)−
∫ ∞
−∞
dǫf(ǫ)ρ(inst)aσ (ǫ, t)
]
= −df
dǫ
[
naσ(t0)−
∫ ǫ′+
ǫ′
−
dǫ′f(ǫ′)ρ(inst)aσ (ǫ
′)−
∫ ǫ′
−
−∞
dǫρ(inst)aσ (ǫ, t)
]
= −df
dǫ
[
naσ(t0)−
∫ ǫ′+
ǫ′
−
dǫ′f(ǫ′)ρ(inst)aσ (ǫ
′, t)
−
(
1
2
− 1
π
tan−1
{
2
ǫ¯aσ(t)− ǫ′−
Γ(t)
})]
, (6.6)
where we have assumed that the Fermi function is zero at the upper limit of
the integration range, ǫ′+, and the integral over ǫ
′ up to ǫ′− has been performed
analytically.
As in the methodology described for the computation of naσ and E˙non−ad, see
section 5.1, we de-dimensionalise all parameters before performing numerical cal-
culations. In addition to the dimensionless quantities defined in (5.2) the di-
mensionless electron distribution functions, excitation spectra and the analytic
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window half-width are defined as
nσD(ǫD, tD) = Γ0nσ(ǫ, t), n
(inst)
σt,D (ǫD) = Γ0n
(inst)
σt (ǫ),
n
(ex)
σD (ǫD, tD) = Γ0n
(ex)
σ (ǫ, t), αD =
α
Γ0
, (6.7)
where Γ0 is the scaling energy.
Numerical testing of the calculations described here has shown that for calcu-
lations running for up to 200 dimensionless time units a 160,001 point ǫ′D grid
covering the range ǫ′D = −20 to 20 provides a stable result. For the longer cal-
culations used in this chapter a 320,001 point grid over the same energy range
is necessary to avoid convergence issues resulting from the analytic window ap-
proximation as discussed above. Our use of a smaller energy range here than in
the previous chapter is due to the need for a small value for the analytic window
half-width αD, while having a reasonable number of energy grid points. The di-
mensionless window half-width αD is set to a single ǫ
′
D grid spacing; 2.5 × 10−4
for the 160,001 point grid.
The truncation of the energy grid used here leads to a larger underestimate of
the occupation naσ than reported in the previous chapter; from equation (5.1)
this truncation reduces naσ by approximately 0.02. This underestimate in turn
also has an impact on the excitation spectra, which will be discussed later.
Numerical integration of the final excitation spectra over energy demonstrates
that charge is conserved to within 10−5 of an electron. The total energy contained
in the electronic excitations, calculated from the first moment of n
(ex)
σ (ǫ, t), agrees
with the total non-adiabatic energy transfer calculated in section 5.3 to within a
few percent.
6.2 Excitation Spectra
In this section we present results for the time-evolution of the electron distribution
function nσD, its instantaneous equivalent n
(inst)
σt,D and the difference n
(ex)
σD derived
in chapter 4. To demonstrate the behaviour of the electronic system the three
model systems introduced in the previous chapter are again used. The evolution
of the excitation spectra is investigated in section 6.2.1, with speed and system
temperature effects considered in sections 6.2.2 and 6.2.3 respectively.
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6.2.1 Model systems
The same three model systems introduced in section 5.2.1 are used here to demon-
strate the calculation of the time-evolving and instantaneous electron distribution
functions, from which the excitation spectrum in obtained. In each of these sys-
tems the dimensionless width ΓD is increased from zero to three over 50 dimen-
sionless time units with a peak gradient of dΓD/dtD = 0.3 at tD = 25. UD is set
to 3 and the three systems differ only in the constant values of the bare adsorbate
energy level used; ǫaD = −2.5, −1.5 and −0.5. As demonstrated in the previous
chapter each system is driven through the spin transition by the variation in ΓD.
A thermal energy of kBTD = 0.02 is used to improve computational efficiency
and to allow the variation close to the Fermi level to be easily considered. This
energy corresponds to temperatures in the range 230-700 K for Γ0 in the range 1
to 3 eV.
Before we consider the behaviour of the electron distribution function and its
instantaneous equivalent it is informative to look at the contributions from the
different terms in nσ, (4.25). In figure 6.1 the magnitude of the contributions
from these terms for the ǫaD = −1.5 model system at the end of the calculation
are compared, with the exception of the fourth term in nσ which cancels with
an identical term in n
(inst)
σt . This figure shows that most of the terms have a
magnitude between 10−2 and 100 over the range ǫD = −2 to 2. However, the
electronic excitation spectrum is several orders of magnitude smaller at these
energies demonstrating that there is a very delicate balance between the different
terms in nσ from which n
(ex)
σ is extracted. As a result of this balance we are unable
to attribute the behaviour of any particular section of the excitation spectrum to
a given physical process, and are therefore unable to determine the origins of the
various features of our spectra. Equivalent plots to figure 6.1 can be produced
for the ǫaD = −2.5 and ǫaD = −0.5 model systems, but these do not show
any qualitatively different behaviour – the balance between the different terms
changes slightly.
The cancellation between the electron distribution function and its instantaneous
counterpart away from the Fermi level can be seen most clearly in the early
evolution of our model systems. In figure 6.2 a snapshot of nσD, n
(inst)
σt,D and
n
(ex)
σD at tD = 23 is presented for each spin of the ǫaD = −1.5 system. The two
distribution functions are dominated by two features; a broad distribution below
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Figure 6.1: Comparison of the magnitude of the separate terms contributing to
the final (tD = 50) excitation spectrum of the ǫaD = −1.5 system for (a) majority
spin and (b) minority spin. Lines represent different contributions to n
(ex)
σD ; n
(1)
σ,D
(solid red lines) [+/+], n
(2)
σ,D (long-dashed green lines) [−/−], n(3)σ,D (medium-
dashed dark-blue lines) [+/+], n
(5)
σ,D (short-dashed magenta lines) [+/−], n(6)σ,D
(light-blue long-dash dotted lines) [+/−], n(7)σ,D (yellow short-dash dotted lines)
[−/+], n(inst)σt,D (black double-dashed lines [+/+ (a), +/− (b)] and n(ex)σD (orange
triple-dashed lines) [−/+]. n(4)σ,D, which describes the initially occupied metal
states, is not plotted here as it cancels exactly with a term in n
(inst)
σt,D . Cusps
denote points where a term changes sign and symbols in square brackets denote
the sign of the term on the left and right-hand edges of the plot.
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Figure 6.2: The electron distribution function nσD, its instantaneous equivalent
n
(inst)
σt,D and the excitation spectrum n
(ex)
σD of the ǫaD = −1.5 model system at
tD = 23 for (a) majority spin, (b) minority spin and (c) the sum of the two.
Solid red lines denote nσD, long-dashed green lines n
(inst)
σt,D and medium-dashed
blue lines n
(ex)
σD . In both nσD and n
(inst)
σt,D the term relating to the initially occupied
metal states has been neglected.
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ǫF (most obvious for majority spin, panel (a)) and a peak or trough at the Fermi
level. Far below the Fermi level, particularly for majority spin, there is an almost
exact cancellation between nσD and the contribution to n
(inst)
σt,D from the adsorbate
resonance ρ
(inst)
aσ . Close to the Fermi level both distribution functions show a
large peak or trough (for majority or minority spin respectively) with n
(ex)
σD , the
difference between the two, substantially smaller. This similarity between nσD
and n
(inst)
σt at this early time, when the adsorbate occupations are close to the
adiabatic state (|δnaσ| ≈ 0.014 for both spins), gives us confidence that our
derivation is correct. The cancellation between the distributions for the other
two model systems is similar, with differences in the position of the peak in the
majority spin distributions and the magnitude of the peaks and troughs at the
Fermi level.
In the rest of this chapter we will focus on the properties of the excitation spec-
trum. Figures 6.3, 6.4 and 6.5 show a series of snapshots, i.e. the excitation
spectra at selected points in their evolution, for the three model systems. Each
figure shows that the majority of the evolution of the electronic system occurs
during the period in which the rate of change of ΓD is largest. The snapshots
of the ǫaD = −2.5 system, figure 6.3, show early evolution in the minority spin
spectrum with the majority spin spectrum evolving later. In the ǫaD = −0.5 sys-
tem, figure 6.5, this behaviour is reversed; the early evolution primarily occurs
in the majority spectrum with the minority spectrum again evolving later. The
ǫaD = −1.5 model system, figure 6.4, has both spin states evolving in a symmet-
rical manner – the spectra for majority spin electrons and minority spin-holes are
almost identical. This similarity will be investigated further at the end of this
section.
Each of the model systems exhibit a number of similar features in their spectra,
with the balance between them determined by the parameters of the system.
Below the Fermi level the majority spin spectra consists of a peak of low en-
ergy holes with small high energy tails, while the minority excitation spectra are
broader with large high energy tails. Above the Fermi level this behaviour is
reversed; the majority spin spectra show a broad distribution of electrons with
large high energy tails, while the minority spin excitations are confined to peaks
close to ǫF . However, the magnitude of these components is different in each
of the model systems. In the ǫaD = −2.5 model the spectrum of holes below
the Fermi level is larger than electron excitations above, with the minority spin
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Figure 6.3: Excitation spectra snapshots for the ǫaD = −2.5 model at times (b)
tD = 22.00, (c) tD = 23.25, (d) tD = 24.50, (e) tD = 25.75, (f) tD = 27.00, (g)
tD = 28.25, (h) tD = 29.50, and (i) after ΓD variation has finished (tD = 50.00).
Panel (a) shows naσ (solid red lines) and n
(ad)
aσ (medium-dashed blue lines). In
panels (b) to (i) solid red lines denote the total electronic excitation spectrum,
long-dashed green line the majority (σ =↑) component and medium-dashed blue
lines the minority (σ =↓) component.
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Figure 6.4: Excitation spectra snapshots for the ǫaD = −1.5 model at times (b)
tD = 22.00, (c) tD = 23.25, (d) tD = 24.50, (e) tD = 25.75, (f) tD = 27.00, (g)
tD = 28.25, (h) tD = 29.50, and (i) after ΓD variation has finished (tD = 50.00).
Panel (a) shows naσ (solid red lines) and n
(ad)
aσ (medium-dashed blue lines). In
panels (b) to (i) solid red lines denote the total electronic excitation spectrum,
long-dashed green line the majority (σ =↑) component and medium-dashed blue
lines the minority (σ =↓) component.
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Figure 6.5: Excitation spectra snapshots for the ǫaD = −0.5 model at times (b)
tD = 22.00, (c) tD = 23.25, (d) tD = 24.50, (e) tD = 25.75, (f) tD = 27.00, (g)
tD = 28.25, (h) tD = 29.50, and (i) after ΓD variation has finished (tD = 50.00).
Panel (a) shows naσ (solid red lines) and n
(ad)
aσ (medium-dashed blue lines). In
panels (b) to (i) solid red lines denote the total electronic excitation spectrum,
long-dashed green line the majority (σ =↑) component and medium-dashed blue
lines the minority (σ =↓) component.
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Figure 6.6: Comparison of the final total excitation spectra for the three model
systems on (a) linear and (b) logarithmic scales. Solid red lines, long-dashed
green lines and medium-dashed blue lines denote the ǫaD = −2.5, −1.5 and −0.5
model systems respectively.
component more exaggerated than for majority spin. The ǫaD = −1.5 model
system has similar spectra of electrons above and holes below the Fermi level,
with the minority spin component similar to a 180◦ rotation of the majority spin
component. The ǫaD = −0.5 system is similar to the reverse of the ǫaD = −2.5
model; the spectrum of electrons above the Fermi level is larger than the hole
excitations below, with the majority spin component more exaggerated than the
minority component.
We can connect this behaviour to the variation in the occupations of the adsorbate
energy levels. The excitation spectra for the ǫaD = −2.5 and ǫaD = −0.5 systems
are dominated by the minority and majority spin components respectively, and
it is these states which experience the largest change in occupation. In the ǫaD =
−1.5 system the magnitude of the charge transfer is similar for both spins, and the
excitation spectra is evenly balanced between electrons and holes. This suggests
that the spectra for any given system will be larger for the state with the greatest
change in population, and that a net transfer of charge to the surface excites more
high-energy electrons than holes, with the reverse true for charge transfer to the
adsorbate.
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Figure 6.6(a) shows the final (tD = 50) total excitation spectra for the three
model systems in the region around the Fermi level. This plot shows explicitly
the differences between the three model systems – as ǫaD is moved closer to the
Fermi energy, for example in the ǫaD = −0.5 system, the high-energy electron
tail becomes larger with a smaller peak close to ǫF . Below the Fermi level this
trend is reversed for the excited hole distribution.
Another interesting feature of this figure is the movement of the ‘node’ of the
spectrum, the point at which the total excitation spectrum crosses zero. We
might expect the excitation spectra for all systems to pass through zero at the
Fermi level. However, this need only be true at zero system temperature. At finite
temperature the Fermi function changes from one to zero over a range of several
kBTD around the Fermi level. As the Fermi function governs the initial occupation
of the sea of metal states there will be some states immediately below ǫF which are
not fully occupied, and some states just above ǫF which have a small occupation.
It is therefore possible for electrons to be promoted to states just below and for
holes to be excited just above the Fermi level. In the model calculations presented
in this section a thermal energy of kBTD = 0.02 has been used, for which the
variation in the Fermi function occurs primarily within the range ǫD = −0.1
to 0.1. The nodes in our three model systems occur at ǫD = −0.022, −0.002,
and 0.019 (for ǫaD = −2.5, −1.5 and −0.5 respectively) which is well within the
range of variation of the Fermi function. Both the speed of variation s˙D and the
temperature of the system have an impact on the position of this node – this will
be explored in sections 6.2.2 and 6.2.3.
Panel (b) of figure 6.6 shows the final total excitation spectrum for the three
systems on a logarithmic scale. A number of features of these excitation spectra
should be noted at this point. First, the spectra for all three systems away from
the Fermi level are roughly exponential in nature for both electrons and holes.
The electron spectrum at ǫD = 0.5 is approximately 5.4 times larger for the
ǫaD = −0.5 system than for the ǫaD = −2.5 model. For the hole spectra the
reverse is true; at ǫD = −0.5 the ǫaD = −2.5 result is 6 times larger than for the
ǫaD = −0.5 system. In the ǫaD = −1.5 system the gradients of the excitation
spectra are similar for both electrons and holes, and are steeper than for either
of the other model systems.
The excitation spectra for each of the systems are also spin-polarised, as shown
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Figure 6.7: Breakdown of the excitation spectra for the ǫaD = −1.5 model system
into spin components on a logarithmic scale. Solid red lines denote the total
excitation spectrum, long-dashed green lines the majority spin component and
medium-dashed blue lines the minority spin component.
in figure 6.7. Above the Fermi level the excitation spectrum is dominated by
the majority spin components; above ǫD = 0.2 the excitations are comprised of
at least 95% majority spin electrons. Below ǫF the minority spin dominates the
hole spectra with less than 5% of the excitation spectra made up of majority spin
excitations. We are unsure of the origin of the ‘lumps’ which can be seen in the
minority excitation spectra in figure 6.7 at ǫD = 0.5, and in the majority spectra
at ǫD = −0.5.
In section 5.2.2 we noted that the results for δnaσ for the ǫaD = −2.5 and
ǫaD = −0.5 systems show a symmetry between the behaviour of electrons and
holes within the Newns-Anderson model. This symmetry is also apparent in the
excitation spectra presented in this chapter. To emphasise this the electron and
hole spectra for the three systems are compared in figure 6.8. Panel (a) shows the
electron spectra for the ǫaD = −2.5 model system compared to the hole spectra
for the ǫaD = −0.5 model, with the reverse comparison in panel (b). The electron
and hole spectra for the ǫaD = −1.5 model system are compared in panel (c). In
each of these figures there is a striking similarity between the hole spectra of one
spin with the electron spectra of the opposite spin. We attribute the symmetry
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Figure 6.8: Demonstration of equivalence of electron and hole excitation spec-
tra for the three model systems. In each panel the colours denote different elec-
tron/hole spin components; solid red lines = majority spin electrons, long-dashed
green lines = minority spin holes, medium-dashed blue lines = minority spin
electrons and short-dashed magenta lines = majority spin holes. In panel (a)
the ǫaD = −2.5 model electron excitations are compared to the ǫaD = −0.5 hole
excitations. Panel (b) shows the ǫaD = −0.5 electron spectra compared to the
ǫaD = −2.5 hole spectra. The final panel, (c), shows a comparison of the electron
and hole excitation spectra for the ǫaD = −1.5 system.
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Figure 6.9: Final electron excitation spectra for the ǫaD = −0.5 system at various
speeds on (a) a linear scale and (b) a logarithmic scale. Colours represent different
dimensionless speeds s˙D; s˙D = 1/2 (solid red lines), s˙D = 1 (long-dashed green
lines), s˙D = 2 (medium-dashed blue lines) and s˙D = 4 (short-dashed magenta
lines).
breaking which can be seen, particularly in figure 6.8(b), to the finite ǫ′D range
used in the calculations. Calculations with larger ǫ′D grid ranges show smaller
differences between the spectra of opposite spin and charge.
6.2.2 Effects of varying speed
As in the previous chapter (see section 5.2.2) we now consider the impact of the
rate of ΓD variation on the evolution of the excitation spectrum. The variation in
ΓD used in the previous section is again defined as corresponding to the dimen-
sionless speed s˙D = 1. Different speeds are represented by a larger peak gradient
dΓD/dtD, and a shorter time over which ΓD is raised to a maximum.
Figure 6.9 shows the changes in the excitation spectra for the ǫaD = −0.5 model
system for four dimensionless speeds. As the speed is increased panel (a) shows
the final electron spectrum changing; the peak in the electron spectrum close
to ǫD = 0.05 shrinks, while the high-energy tail grows. Below the node the
magnitude of the hole spectrum also increases with speed, but with a larger
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number of holes excited at all energies, rather than the shift in excitations seen
for the electrons. The position of node of the excitation spectra also shifts away
from the Fermi level as s˙D is increased, implying that for higher speeds more
electrons are excited from above, as well as below, ǫF . Similar behaviour is seen
in the ǫaD = −2.5 system, but with the electron and hole spectra reversed. In the
ǫaD = −1.5 system both the electron and hole spectra are exaggerated at higher
speeds, with little movement seen in the position of the node.
In figure 6.9(b) the excitation spectrum above the Fermi level is plotted for the
same system on a logarithmic scale. The effect of s˙D on the high-energy electron
excitations is quite dramatic – as the speed is increased the rate of decay of
the spectra with energy rapidly decreases. As these distributions are broadly
exponential in nature, above around ǫD = 0.2, the spectrum can be fitted to
an exponential of the form exp(λDǫD). Here λD is a dimensionless parameter
describing the decay of the excitation spectrum at high energies.
By performing this fitting procedure on calculations performed at different speeds
the dependence of λD on s˙ can be extracted, and is plotted for the three model
systems in figure 6.10. In panel (a) of this figure the decay parameter λD is
plotted for the three model systems. These results show very similar values for
the ǫaD = −2.5 and ǫaD = −0.5 systems, with a larger value for the ǫaD = −1.5
model. At slow speeds the excitations become more confined to the region around
the Fermi level, and this is seen as a sharp increase in the magnitude of λD as zero
velocity is approached. Above a dimensionless speed of around s˙D = 1 fitting
results suggest that λD is approximately inversely proportional to s˙D, while below
this point a s˙
−1/2
D variation appears to be appropriate. These two domains are not
obvious from figure 6.10(a) and we will therefore re-plot this data in a different
form as described below.
Recent work by Nienhaus and co-workers [24,25] and Lindenblatt and Pehlke [33]
has described the high-energy excitation spectra using an ‘effective temperature’
Teff, by fitting their results to an exp(−ǫ/kBTeff) variation. The decay parameter
used in figure 6.10(a) can be related to this effective temperature using
Teff = − Γ0
kBλD
, (6.8)
where the scaling energy Γ0 has been included to allow Teff to be expressed in
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Figure 6.10: (a) Variation of the dimensionless decay parameter λD with di-
mensionless speed s˙D. Solid red lines with ‘+’ symbols denote results for the
ǫaD = −2.5 system, long-dashed green lines with ‘×’ symbols relate to the
ǫaD = −1.5 system and medium-dashed blue lines with ‘⋄’ symbols correspond
to the ǫaD = −0.5 system. (b) the same data as (a), but re-expressed in terms of
an ‘effective temperature’, Teff, defined in (6.8), and Γ0 has been taken to be one
electron-Volt.
Kelvin. Figure 6.10(b) shows the dependence of Teff on the dimensionless speed
s˙D for the three model systems, with Γ0 taken to be 1 eV. At high speeds the
effective temperature is roughly linearly dependent on temperature, with results
for the ǫaD = −1.5 system approximately 200 K smaller than for the other models.
The results reported by Lindenblatt and Pehlke [33] describe a linear scaling
between the effective temperature andm−1/2 where m is the mass of the hydrogen
like adsorbate used in their calculations. As the potential well with which their
hydrogenic atom is interacting is not affected by the adsorbate mass, the observed
mass scaling is equivalent to Teff ∝ s˙D, i.e. the same behaviour as reported above.
Lindenblatt and Pehlke also note that this variation is consistent with the friction
based approach used by Trail and co-workers [28, 29].
However, at slow speeds Teff is roughly proportional to the square root of the
speed, equivalent to a m−1/4 scaling. This ‘transition’ is shown most clearly on
the log-log plot in figure 6.11, where the three model systems show a ‘kink’ in
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Figure 6.11: Effective temperature Teff as a function of speed as shown in figure
6.10(b), but on logarithmic axes.
their effective temperatures at around s˙D = 1. We are unable to explain this
change in behaviour at this time.
6.2.3 Effects of varying temperature
In chapter 5, sections 5.2.3 and 5.3, we demonstrated that the system temper-
ature has little impact on the adsorbate level occupations and energy transfer
rates. We now consider the impact of the system temperature on the excitation
process for each of the model systems. Experience suggests that some of the
high-temperature effects only become important when the effective temperature
and the system temperature are comparable. To make the temperature effects
on the excitation process more obvious we therefore use a dimensionless speed of
s˙D = 1/2 for each calculation presented in this section.
Figure 6.12 shows the total excitation spectrum for each system at five system
temperatures. A number of features in these plots require comment. Close to
the Fermi level there are significant differences between the calculations; at high
temperatures the spectra have relatively shallow peaks of electrons and holes
above and below ǫF . As the temperature is reduced these peaks move towards
the Fermi level and grow in size. For thermal energies below kBTD = 0.005 the
peaks are very close to ǫF and the spectrum resembles a 1/(ǫD − ǫF ) function.
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Figure 6.12: The impact on temperature on the final total excitation spectra for
the (a) ǫaD = −2.5, (b) ǫaD = −1.5 and (c) ǫaD = −0.5 model system. Different
lines represent different thermal energies; solid red line - kBTD = 0.005 (58 K),
long-dashed green line - kBTD = 0.02 (232 K), medium-dashed dark-blue line -
kBTD = 0.04 (464 K), short-dashed magenta line - kBTD = 0.08 (928 K), dot-
dashed light-blue line - kBTD = 0.12 (1391 K). Numbers in brackets denote the
corresponding system temperatures assuming Γ0 = 1 eV. All calculations are
performed for a dimensionless speed of s˙D = 1/2.
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The node of the spectra, discussed in the previous sections, shifts away from the
Fermi level with increasing temperature for the ǫaD = −2.5 and −0.5 systems.
To consider the impact of temperature on the high-energy tails of the excitation
spectra more clearly, figure 6.12 has been re-plotted on a logarithmic scale in fig-
ure 6.13. Two high-energy effects of temperature can be seen in the electron and
hole spectra for the three model systems. For thermal energies up to kBTD = 0.04,
the tails of the electronic spectra become larger while the effective temperature
remains approximately constant. This effect results in tails with a magnitude
roughly 2.2 times larger for the kBTD = 0.04 spectra than for kBTD = 0.005, for
both electrons and holes in the ǫaD = −1.5 system. In order to interpret this
behaviour we recall that at temperatures above zero there is a small population of
electrons in the states just above the Fermi level. This population can be excited
to high energies more easily, leading to an enhancement of the tail of the electron
excitation spectrum. An equivalent argument can be made for the enhancement
of the spectrum of excited holes.
At higher temperatures the effective temperature of the excitation spectra change,
with the kBTD = 0.12 spectra in figure 6.13 noticeably different from those for
lower temperatures. In the high temperature ǫaD = −2.5 and ǫaD = −0.5 plots
there are ‘lumps’ in the spectra close to ǫD = 0.5 and −0.5 respectively. Analysis
of the contributions from the different terms in the electron distribution function
(see equation (4.25) on page 92) suggests that the feature in the ǫaD = −2.5
model is due to the adsorbate minority state having a significant occupation
(na↓(t0) = 0.0152) at the start of the calculation. As the initial energy level for
the minority state in the ǫaD = −2.5 model is at ǫD = 0.5 there is an extra
contribution to the excitation spectrum in this region. As expected by electron
hole-symmetry, the same feature in the ǫaD = −0.5 model is due to the deviation
of the initial majority spin occupation from one electron (na↑(t0) = 0.985).
By fitting the excitation spectra above ǫD = 0.5 to an exponential of the form
exp(−ǫD/kBTeff,D) the variation of effective temperature with system temper-
ature can be obtained. This variation has been plotted in figure 6.14 with the
scaling energy Γ0 taken to be 1 eV to allow real units to be used. Figure 6.14
shows two domains; below around 400K the effective temperature is independent
of the system temperature and is roughly constant. Above T ≈ Teff, 700 K for the
ǫaD = −1.5 model, and 800-900 K for the ǫaD = −2.5 and −0.5 models, the vari-
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Figure 6.13: The impact on temperature on the final total excitation spectra on
a logarithmic scale for the (a) ǫaD = −2.5, (b) ǫaD = −1.5 and (c) ǫaD = −0.5
model systems. Colours denote the same thermal energies or temperatures used
in figure 6.12.
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Figure 6.14: Effective temperature as a function of system temperature. Solid
red lines relate to the ǫaD = −2.5 system, long-dashed green lines relate to the
ǫaD = −1.5 system and medium-dashed blue lines relate to the ǫaD = −0.5
system. The scaling energy Γ0 has been taken to be 1 eV.
ation of Teff with T is approximately linear. At higher dimensionless speeds, s˙D,
a similar behaviour is observed, with Teff constant at low system temperatures,
but thermal effects appearing when T ≈ Teff.
The onset of this behaviour can be understood by considering the excitation
process. The excitation of the electronic system moves electrons from one state
to another – at zero temperature this would only be the promotion of electrons
from below the Fermi level to above it. At finite temperatures small excitations
can move electrons from just above the Fermi level to further above, or from
well below to just below ǫF . We expect that the increase in the separation of
the peaks of electrons and holes at higher temperatures is due to this process.
The transition between the two regimes of Teff variation can also be understood
by considering these low-energy excitations. For large system temperatures the
low-energy excitations are widely spread around the Fermi energy giving a contri-
bution to the excitation spectrum with an effective temperature which is the same
as the system temperature. At these large system temperatures the high-energy
excitations will also be spread over a much wider range of energies, resulting in
a reduced contribution to the overall excitation spectrum. The results shown in
figure 6.14 suggest that the transition between the dominance of the high-energy
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and low-energy contributions to the excitation occurs when T exceeds the low
temperature value of Teff.
6.3 Conclusions
In this chapter we have introduced the methods used to numerically compute the
time-evolving and instantaneous electron distribution functions, from which the
spectrum of electronic excitations can be obtained.
Through the calculations described in section 6.2.1 we have seen a number of
interesting phenomena in the excitation spectra. Figures 6.3 to 6.5 show the evo-
lution of n
(ex)
σD occurring primarily while the variation of the width ΓD is largest.
Above the Fermi level the excitation spectra consist of a peak of low energy
electrons extending to an exponential tail (see figure 6.6) at high energies, while
below ǫF there are similar features in the spectra of excited holes. By chang-
ing the parameters governing the evolution of the system the balance between
these features is altered. For example the ǫaD = −2.5 model system excites more
low-energy electrons and high-energy holes than the other model systems, while
the high-energy electron and low-energy hole components are reduced. These
excitations are also spin-polarised – in figure 6.7 n
(ex)
σD is plotted for each spin
for the ǫaD = −1.5 system, demonstrating that at high energies excitations are
dominated by majority spin electrons and minority spin holes.
The ‘node’ of the excitation spectra, the point at which
∑
σ n
(ex)
σD = 0, is not fixed
to the Fermi level as might be expected. We have seen that the position of the
node in the total excitation spectrum depends upon the position of the energy
levels (figure 6.6), the speed of parameter variation (figure 6.9) and temperature
(figure 6.12).
In section 6.2.2 the effect of the speed of parameter variation s˙D on the excitation
spectra is explored. We have observed significant variation in the shape of the
exponential high-energy tails which can be represented using the effective tem-
perature Teff defined in equation (6.8). Figure 6.11 shows that the dependence of
Teff on s˙D consists of two domains; at high-speed there is an approximately linear
variation, while at low speeds a square-root dependence on speed appears to be
more appropriate. The high-speed behaviour is consistent with that reported by
Lindenblatt and Pehlke [33], but that for slow speeds is unexpected.
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The impact of the system temperature on the excitation process has been ex-
plored in section 6.2.3. Close to the Fermi level the structure of the excitation
spectrum, as shown in figure 6.12, changes from a 1/(ǫD − ǫF ) singularity at
low temperatures to a smooth variation at higher temperatures. Away from the
Fermi level temperature has two effects; for surface temperatures close to, but
below, the effective temperature of the excitations an enhancement of the spec-
trum is observed. At high temperatures thermal effects start to dominate, with
the effective temperature approaching the system temperature.
We finally note that the majority of the points made in this conclusion, and
indeed this chapter, are observations of the behaviour of the model with little in
the way of interpretation in terms of the underlying physical processes. We have
found that the structure of the electron distribution function has prevented us
from attributing any particular feature of the excitation spectrum to a particular
term in the electron distribution function. It has therefore not been possible to
gain a strong physical insight into the excitation process.
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Appendix G: The analytic window approxima-
tion
In this appendix we use the ‘analytic window’ approximation, described on page
158, to obtain expressions for the η → 0+ limit of the final three terms in the
electron distribution function nσ.
The fifth term in nσ, (4.25), can be written as
n(5)σ (ǫ, t) =
2
π
Re
{
p(inst)σ (ǫ, t)
}
PVα
∫
dǫ′
f(ǫ′)
ǫ− ǫ′ Im {pσ(ǫ
′, t)}
+
2
π
∫ ǫ+α
ǫ−α
dǫ′f(ǫ′)Im {pσ(ǫ′, t)}Re
{
p
(inst)
σ (ǫ, t)
ǫ− ǫ′ + iη
}
, (G.1)
where η has been dropped from the first term as the PVα integral does not cover
the region in which it is important. We now expand the product f(ǫ′)pσ(ǫ
′, t) in
the second term on the right-hand side as a Taylor series about ǫ′ = ǫ, yielding
to first order in α
n(5)σ (ǫ, t) =
2
π
Re
{
p(inst)σ (ǫ, t)
}
PVα
∫
dǫ
f(ǫ′)
ǫ− ǫ′ Im {pσ(ǫ
′, t)}
+
2
π
Re
{
p(inst)σ (ǫ, t)
∫ ǫ+α
ǫ−α
dǫ′
ǫ− ǫ′ + iη
}
f(ǫ)Im {pσ(ǫ, t)}
+
2
π
Re
{
p(inst)σ (ǫ, t)
∫ ǫ+α
ǫ−α
dǫ′
ǫ− ǫ′
ǫ− ǫ′ + iη
}
∂
∂ǫ
[
f(ǫ)Im {pσ(ǫ, t)}
]
.
(G.2)
The ǫ′ integrals in the second and third terms of this expression can be performed
analytically in the η → 0+ limit, giving
lim
η→0+
∫ ǫ+α
ǫ−α
dǫ′
ǫ− ǫ′ + iη = − limη→0+ [ln(ǫ− ǫ
′ + iη)]
ǫ+α
ǫ−α
= − lim
η→0+
[
1
2
ln |(ǫ− ǫ′)2 + η2|+ i arg(ǫ− ǫ′ + iη)
]ǫ+α
ǫ−α
= −i lim
η→0+
(arg(−α + iη)− arg(α + iη))
= −iπ, (G.3)
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lim
η→0+
∫ ǫ+α
ǫ−α
dǫ′
ǫ′ − ǫ
ǫ− ǫ′ + iη = limη→0+
∫ ǫ+α
ǫ−α
dǫ′
(
−1 + iη
ǫ− ǫ′ + iη
)
= −2α. (G.4)
On substitution of these expressions into G.2 we obtain
n(5)σ (ǫ, t) = 2
√
Γ(t)
2π
ρ(inst)aσ (ǫ, t)PVα
∫
dǫ′
f(ǫ′)
ǫ− ǫ′ Im {pσ(ǫ
′, t)}
+2
√
2π
Γ(t)
(ǫ− ǫ¯aσ(t))ρ(inst)aσ (ǫ, t)f(ǫ)Im{pσ(ǫ, t)}
−4α
√
Γ(t)
2π
ρ(inst)aσ (ǫ, t)
(
df
dǫ
Im{pσ(ǫ, t)}+ f(ǫ)Im
{
∂pσ
∂ǫ
(ǫ, t)
})
,
(G.5)
where the definitions of ρ
(inst)
aσ , (4.24), and p
(inst)
σ , (4.26) have been used.
By using the same method an approximation for the sixth term in (4.25) can be
found. n
(6)
σ is expanded in a similar manner to (G.1), giving to first order in α
n(6)σ (ǫ, t) = −2
√
Γ(t)
2π
PVα
∫
dǫ′
f(ǫ′)
ǫ− ǫ′ Im
{
q∗σ(ǫ, ǫ
′, t)p(inst)σ (ǫ, t)
}
−2
√
Γ(t)
2π
Im
{
p(inst)σ (ǫ, t)f(ǫ)q
∗
σ(ǫ, ǫ, t)
∫ ǫ+α
ǫ−α
dǫ′
ǫ− ǫ′ + iη
}
−2
√
Γ(t)
2π
Im
{
p(inst)σ (ǫ, t)
∂
∂ǫ′
[f(ǫ′)q∗σ(ǫ, ǫ
′, t)]
∣∣∣
ǫ′=ǫ
×
∫ ǫ+α
ǫ−α
dǫ′
ǫ′ − ǫ
ǫ− ǫ′ + iη
}
.
(G.6)
The ǫ′ integrals in the second and third terms in this equation are the same as
those evaluated in (G.3) and (G.4), and n
(6)
σ therefore becomes
n(6)σ (ǫ, t) = −2
√
Γ(t)
2π
PVα
∫
dǫ′
f(ǫ′)
ǫ− ǫ′ Im
{
q∗σ(ǫ, ǫ
′, t)p(inst)σ (ǫ, t)
}
+2
√
2πΓ(t)f(ǫ)Re
{
p(inst)σ (ǫ, t)q
∗
σ(ǫ, ǫ, t)
}
+4α
√
Γ(t)
2π
Im
{
p(inst)σ (ǫ, t)
∂
∂ǫ′
[f(ǫ′)q∗σ(ǫ, ǫ
′, t)]
∣∣∣
ǫ′=ǫ
}
. (G.7)
To complete this expansion the derivative ∂qσ(ǫ,ǫ
′,t)
∂ǫ′
is required. Differentiation of
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(4.27) gives
∂qσ
∂ǫ′
(ǫ, ǫ′, t) =
∫ t
t0
dt1
√
Γ(t1)
2π
∂pσ
∂ǫ′
(ǫ′, t1) exp[i(ǫ− ǫ′)(t1 − t)]
+
∫ t
t0
dt1
√
Γ(t1)
2π
pσ(ǫ
′, t1).− i(t1 − t) exp[i(ǫ− ǫ′)(t1 − t)],
(G.8)
which, when evaluated at ǫ′ = ǫ, becomes
∂qσ
∂ǫ′
(ǫ, ǫ′, t)
∣∣
ǫ′=ǫ
=
∫ t
t0
dt1
√
Γ(t1)
2π
(
∂pσ
∂ǫ
(ǫ, t1)− i(t1 − t)pσ(ǫ, t1)
)
=
∫ t
t0
dt1
√
Γ(t1)
2π
(
∂pσ
∂ǫ
(ǫ, t1)− i(t1 − t0)pσ(ǫ, t1)
)
+i(t− t0)qσ(ǫ, ǫ, t). (G.9)
The separation of the integral in this expression into two terms allows us to
maintain the ability to compute the evolution of the excitation spectra. By
substituting (G.9) into (G.7), we obtain our final expression for n
(6)
σ ;
n(6)σ (ǫ, t) = −2
√
Γ(t)
2π
PVα
∫
dǫ′
f(ǫ′)
ǫ− ǫ′ Im
{
q∗σ(ǫ, ǫ
′, t)p(inst)σ (ǫ, t)
}
+ (2π − 4α(t− t0))
√
Γ(t)
2π
f(ǫ)Re
{
q∗σ(ǫ, ǫ, t)p
(inst)
σ (ǫ, t)
}
+4α
√
Γ(t)
2π
df
dǫ
Im
{
q∗σ(ǫ, ǫ, t)p
(inst)
σ (ǫ, t)
}
+4α
√
Γ(t)
2π
f(ǫ)Im
{
p(inst)σ (ǫ, t)
×
∫ t
t0
dt1
√
Γ(t1)
2π
(
∂p∗σ
∂ǫ
(ǫ, t1) + i(t1 − t0)p∗σ(ǫ, t1)
)}
.
(G.10)
The final term in nσ, (4.25), requires some manipulation before the analytic
window approximation is employed due to the 1/(ǫ − ǫ′)2 dependence of the
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integrand. Integration of n
(7)
σ by parts yields
n(7)σ (ǫ, t) =
1
π
√
Γ(t)
2π
Re
{
p(inst)σ (ǫ, t)
([
f(ǫ′)
ǫ− ǫ′ + iη
]ǫ′+
ǫ′
−
−
∫
dǫ′
df
dǫ′
1
ǫ− ǫ′ + iη
)}
= −Γ(t)
2π
.
ρ
(inst)
aσ (ǫ, t)
(ǫ− ǫ′−)
− 1
π
√
Γ(t)
2π
∫
dǫ′
df
dǫ′
Re
{
p
(inst)
σ (ǫ, t)
ǫ− ǫ′ + iη
}
, (G.11)
where ǫ′+ and ǫ
′
− are the upper and lower bounds of the ǫ
′ integration range,
and we have assumed that f(ǫ′+) = 0 and f(ǫ
′
−) = 1. The analytic window
approximation can now be applied giving, to first order in α,
n(7)σ (ǫ, t) = −
Γ(t)
2π
.
ρ
(inst)
aσ (ǫ, t)
(ǫ− ǫ′−)
− Γ(t)
2π
ρ(inst)aσ (ǫ, t)PVα
∫
dǫ′
df
dǫ′
1
ǫ− ǫ′
−1
π
√
Γ(t)
2π
Re
{
p(inst)σ (ǫ, t)
df
dǫ
∫ ǫ+α
ǫ−α
dǫ′
ǫ− ǫ′ + iη
}
−1
π
√
Γ(t)
2π
Re
{
p(inst)σ (ǫ, t)
d2f
dǫ2
∫ ǫ+α
ǫ−α
dǫ′
ǫ′ − ǫ
ǫ− ǫ′ + iη
}
. (G.12)
Combination of this expression with (G.3) and (G.4) yields our final expression
for n
(7)
σ ;
n(7)σ (ǫ, t) = −
Γ(t)
2π
.
ρ
(inst)
aσ (ǫ, t)
(ǫ− ǫ′−)
− Γ(t)
2π
ρ(inst)aσ (ǫ, t)PVα
∫
dǫ′
df
dǫ′
1
ǫ− ǫ′
−(ǫ− ǫ¯aσ(t))df
dǫ
ρ(inst)aσ (ǫ, t) +
αΓ(t)
π
d2f
dǫ2
ρ(inst)aσ (ǫ, t). (G.13)
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Chapter 7
Case study: Hydrogen isotopes
approaching copper and silver
surfaces
In this chapter we use the model constructed in chapters 2 to 4 to investigate
the excitation of electrons and holes in a set of real systems. Calculations of
the excitation spectra for these systems will allow us to make direct comparisons
with experimental results.
We have chosen to consider hydrogen isotopes approaching the (111) surfaces of
copper and silver. These choices will allow direct comparisons to be made with
the experiments reported by Nienhaus and co-workers [18,20,22,25], as discussed
in the introduction.
To obtain the parameter variations needed to simulate the H/Cu and H/Ag sys-
tems we have performed a set of density functional theory (DFT) calculations, a
description of which (along with the parameter extraction procedure) is presented
in section 7.1. These parameters are used in sections 7.2 and 7.3 to consider first
the occupation of the adsorbate states and the energy transfer behaviour, and
then the electronic excitations induced by the adsorption. In both of these sec-
tions results will be presented for hydrogen and deuterium atoms approaching
copper and silver surfaces, with the latter adsorbate represented by slowing the
parameter variation by a factor of
√
2. In section 7.3 we will use the excitation
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spectra to estimate the probability of an electron being excited with sufficient
energy to be detected in the thin-film Schottky diodes used by Nienhaus and
co-workers to measure chemicurrents. A summary of the important results and
their implications is given in section 7.4.
7.1 DFT calculations and parameter extraction
To use our model to simulate the adsorption of a hydrogen atom on a metal
surface an appropriate set of parameters are required. In this section the method
we have used to obtain the variation of the parameters of the Newns-Anderson
model is described in detail for the H/Cu (111) system, with final results also
presented for H/Ag (111).
We have used the DFT code CASTEP (version 3.0) [72] to perform calculations
of a supercell containing a static hydrogen atom above a metal surface. The
copper and silver (111) surfaces are modelled using a slab geometry consisting
of five-layers of atoms, with an equivalent thickness of vacuum above. For the
copper and silver surfaces the bulk lattice parameter is fixed at the experimental
values of 3.614 A˚ and 4.085 A˚ respectively [73]. In each system a 2× 2 in-plane
supercell is used, with ultrasoft Vanderbilt pseudopotentials [74] representing
the atomic cores of both the substrate atoms and the hydrogen adsorbate. The
hydrogen atom is placed at a fixed altitude above an atop site of the metal surface.
A Cunningham k-point set [75] consisting of 6 special points in the irreducible
wedge of the surface Brillouin zone1 is used to perform calculations in reciprocal
space and a Fermi surface smearing width of 0.25 eV was applied. The Perdew,
Burke and Ernzerhof (PBE) [76] exchange-correlation function was used and the
plane-wave cutoffs were set to 290 eV for the copper system and 300 eV for silver.
A total of 88 calculations (60 for H/Cu and 28 for H/Ag) were performed, each
consisting of a self-consistent total energy run followed by a band-structure cal-
culation, for H-atom altitudes in the range 1-3.5 A˚. The total energy calculations
return the total energy and the spin-polarisation of the system, in addition to
the self-consistent electron densities and potentials required to perform the band-
structure calculations. By subtracting the energy of an isolated hydrogen atom
and the surface slab from the total energy of the combined system the surface
1By symmetry this gives 54 points in the whole surface Brillouin zone.
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Figure 7.1: (a) Surface potential well and (b) Spin polarisation of the H/Cu (111)
[solid red lines] and H/Ag (111) [dashed green lines] systems.
potential well is obtained – this is plotted, along with the spin polarisation, for
both systems in figure 7.1 The two systems display similar surface potential wells,
with the minimum in the H/Ag system around 0.1 A˚ further from the surface
than for H/Cu. Both systems also display a sharp spin transition at 2.3 and 2.4
A˚, for H/Cu and H/Ag respectively (see figure 7.1(b)), which has a square-root
like dependence on altitude.
Following the total energy runs, band-structure calculations give details of the
electronic states of each spin up to around 10 eV above the Fermi level. By
weighting the results from each of the k-points appropriately and applying Gaus-
sian smoothing with a width of 0.11 eV we obtain the projected density of states
(PDOS) onto the hydrogen 1s orbital. Previous work in the literature (see for
example work by Niedfeldt, Carter and Nordlander [77–79]) has also used these
PDOS to investigate adsorbate-surface interactions.
The PDOS for the H/Cu system is shown for several different altitudes in figure
7.2. Far away from the surface the majority spin PDOS consists of a sharp peak
with a width dominated by the Gaussian smoothing parameter (0.11 eV), while
the minority resonance is significantly broader, as shown in panels (a) and (b) of
figure 7.2. At lower H-atom altitudes the PDOS become broader as the strength
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Figure 7.2: PDOS for the H/Cu(111) system for six H-atom altitudes. Panels
correspond to altitudes of (a) 3.17 A˚, (b) 2.90 A˚, (c) 2.61 A˚, (d) 2.39 A˚, (e) 2.28
A˚ and (f) 2.00 A˚. Solid red lines denote the majority spin PDOS and long-dashed
green lines the minority spin PDOS. Medium-dashed blue lines and short-dashed
magenta lines indicate the corresponding Lorentzian fits.
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of the interaction increases, with oscillations due the to electronic structure of the
surface and the finite number of states that are included in the DFT calculations.
As the spin-transition is approached the PDOS for the two spins move towards
the Fermi level, with the minority PDOS slightly broader than for the majority
state. At a certain point, around 2.3 A˚ for H/Cu, the PDOS for the two spins
become degenerate (see panel (e) of figure 7.2) and the spin-polarisation is lost –
this is the spin-transition. Once the spin-transition is passed the PDOS broaden
further as the bottom of the potential well is approached. At the lowest altitudes
(see panel (f) in figure 7.2) part of the PDOS separates and shifts to lower energy
– we attribute this behaviour to the adsorbate energy level falling off the bottom
of the copper d-band.
The oscillatory nature of the PDOS shown in figure 7.2 is due, in part, to the
finite number of k-points used in the DFT calculations. To remove the oscillatory
features we could have used a larger Gaussian smoothing parameter. This would
have increased the width the PDOS at high adsorbate altitudes and therefore
affected the fitting procedure described below. Carrying out the fitting proce-
dure using a larger smoothing width of 0.22 eV results in very similar parameter
variations except for high-adsorbate altitudes. We therefore chose to use the
small smoothing parameter (0.11 eV) to obtain more representative parameters
at these high altitudes.
For each H-atom altitude the PDOS for each spin is least-squares fitted to the
adiabatic resonance ρ
(ad)
aσ of the Newns-Anderson model, (2.33), yielding values
for the width Γ
(fit)
σ and energy level ǫ¯
(fit)
aσ . These fits are shown in figure 7.2 along
with the DFT calculated PDOS. While these fits are not perfect representations
of the DFT results they do capture the essence of the interaction. Figure 7.3
shows the fitted widths and energy levels for each spin. Panel (a) shows the
variation in the fitted widths of the adsorbate resonances; the variation in Γ
(fit)
σ
is dominated by an almost linear rise in the majority state width between 2.7
and 1.8 A˚, at which point the widths for both spins reach a maximum. In panel
(b) the variation of the fitted energy levels, ǫ¯
(fit)
aσ , is plotted. It can be seen how
the majority and minority levels converge to just below the Fermi energy as the
adsorbate passes through the spin-transition at around 2.3 A˚. At low altitudes the
energy levels fall away from the Fermi level rapidly as the surface is approached,
with the widths also decreasing below 1.7 A˚. This behaviour appears to be due
to the adsorbate PDOS separating into two components at low altitude, with
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a broad distribution around the Fermi level and a narrow distribution which
grows and shifts to lower energies as the surface is approached2 . The Newns-
Anderson model, within the wide-band approximation at least, cannot imitate
this variation in the electronic structure of the adsorbate PDOS, and so the fits
must be considered to be less reliable and meaningful in this region.
The raw fit parameters shown in figure 7.3 can be used, with equation 2.34, to
calculate the adsorbate occupations, which will be referred to as n
(fit)
aσ . The oc-
cupation of the adsorbate orbitals can also be found by integrating the PDOS
generated by the DFT code CASTEP up to the Fermi level – we will refer to
this quantity as n
(DFT )
aσ . In figure 7.4 these two occupation are compared for the
H/Cu system under consideration. The two occupations show somewhat differ-
ent behaviour; the spin-transition occurs at a lower occupation for n
(DFT )
aσ than
for n
(fit)
aσ and the low altitude occupation shows less variation. This difference
between the two sets of occupations is due to the form of the adsorbate PDOS
discussed above, and the corresponding inability of the Newns-Anderson model
to describe the DFT results.
2This narrow peak can be seen at around 3 eV below the Fermi level in panel (f) of figure
7.2.
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In the previous chapter we saw that the evolution of the energy-levels and occu-
pations of the model systems has a significant impact on the form of the electronic
excitation spectrum. The model system with the largest occupation at and after
the spin-transition, the ǫaD = −2.5 model, produced a spectrum with more high-
energy hole excitations than high-energy electrons (by a factor of around five).
Conversely, the ǫaD = −0.5 model system, which has the smallest occupation at
and after the spin-transition, showed the opposite behaviour; more high-energy
electrons than holes were excited. In order to obtain the right balance between
the electron and hole excitations we have therefore chosen to ensure that the oc-
cupations and energy levels resulting from the parameter variations are consistent
with the most reliable occupations, that is n
(DFT )
aσ .
To obtain this behaviour we have developed a procedure which ensures that the
variation of ǫa and Γ, and the value of U , are consistent with the occupations
n
(DFT )
aσ . This procedure is not straightforward and is described in appendix H.
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The parameter variations are approximated using error functions, yielding
Γ
eV
= −8.020×10−5 + 2.805 erfc
(
1.796
(
s
A˚
− 2.352
))
, (7.1)
ǫa
eV
= −2.872− 0.263 erfc
(
3.717
(
s
A˚
− 1.729
))
, (7.2)
U = 4.827 eV, (7.3)
where erfc is the complementary error function and s is the altitude of the H-atom.
The error function has been chosen to represent Γ as it has an approximately
linear variation half-way between maximum and minimum values, together with
a smooth exponential tail at high altitudes. We also use the error function to
represent the ǫa variation for simplicity. These parameters, the energy levels ǫ¯
(ad)
aσ
and the corresponding occupations are compared to the raw fit data in figure
7.5. The error function representation of Γ, as shown in panel (a), is similar in
form to the raw fit data, but with little variation close to 1 and 4 A˚. In panel
(b) the effective energy levels resulting from the parameters described above are
compared directly to the raw fit results. This plot shows two main differences
between the energy levels from the raw fits and from the procedure to obtain
consistent occupations. At high altitudes the variation in the minority level
cannot be fitted with a constant value for U , as discussed in appendix H. At low
altitudes the rapid fall in ǫ¯
(fit)
aσ as the surface is approached cannot be matched
whilst maintaining consistency with n
(DFT )
aσ . The ǫa variation generated by the
consistency procedure is approximately constant close to and above the spin-
transition with variation occurring primarily below 2 A˚. From these results we
can see that the majority of the behaviour of the system, up to and including the
spin-transition, is driven by the variation in interaction strength – seen here in
the variation in Γ.
While the fitted and processed energy levels, ǫ¯
(fit)
aσ and ǫ¯
(ad)
aσ respectively, show
very different behaviour close to the surface, we note that the majority of energy-
transfer and evolution of the electronic excitation spectrum occurs when the
time-dependent energy levels are significantly different to their adiabatic coun-
terparts (see chapters 5 and 6). Calculations of the time-evolving adsorbate level
occupations for the parameter variations shown in figure 7.5 show that differences
from the adiabatic state are small ( 10−3) by the time the adsorbate reaches 1.8
A˚. The difference in the energy level behaviour close to the surface should not
therefore have a significant impact on the non-adiabatic behaviour of the system.
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Figure 7.5: Comparison of processed parameters to initial fit results and DFT
occupations. Panel (a) compares the error function fitted Γ (medium-dashed blue
line) to the fitted majority and minority spin resonance widths (solid red and long-
dashed green blue lines respectively) from figure 7.3(a). Panel (b) compares the
energy levels calculated from the error function parameter variation (medium-
dashed blue red lines) to the fit results shown in figure 7.3(b) (solid red and long-
dashed green lines for majority and minority spin). The short dashed magenta
line in panel (b) denotes the function used to represent the ǫa variation. In panel
(c) the occupations calculated from the error function fits (medium-dashed blue
lines) and those calculated directly from the PDOSs (solid red lines) are plotted.
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Panel (c) of figure 7.5 shows that the adiabatic occupations, calculated from
the parameter variations in equations (7.1) to (7.3), are very similar to n
(DFT )
aσ .
We are therefore confident that this set of parameters will give representative
results for the charge and energy transfer behaviour and the spectrum of electronic
excitations.
By following the same procedure we have also obtained the set of parameters
required to simulate the H/Ag system. The variations of the width Γ and the
bare adsorbate energy level ǫa are again modelled using error functions, yielding
Γ
eV
= −0.00175 + 2.944 erfc
(
1.514
(
s
A˚
− 2.396
))
, (7.4)
ǫa
eV
= −2.774− 0.430 erfc
(
4.076
(
s
A˚
− 1.901
))
, (7.5)
U = 4.574 eV. (7.6)
These parameter variations are plotted, along with the results of the raw fits,
in figure 7.6. The interaction between a hydrogen atom and the silver surface
appears to be similar in form to that seen in the H/Cu system; the width of the
resonances increases from a small value beyond 3-3.5 A˚ to around 6 eV by the
bottom of the potential well (see panel (a)). The energy level variation is also
similar to the H/Cu system, but with the initial levels slightly closer together
and the final, degenerate level is a little further below the Fermi level. In panel
(c) of figure 7.6 the occupations calculated from the raw fit parameters are again
seen to deviate significantly from n
(DFT )
aσ in the region around the spin-transition,
with the occupations resulting from the processed parameters significantly closer.
The sets of parameter variations for H/Cu and H/Ag we will supply to the Newns-
Anderson model are directly compared in figure 7.7. The widths, panel (a), are
similar with the H/Ag system having a larger, but slightly less steep, rise in Γ as
the surface is approached. From panel (b) we can see that the effective energy
levels of the H-atom above the copper surface are spaced slightly further apart at
high altitudes than for the silver surface, while the low-altitude, degenerate level
varies more in the H/Ag system. However, panel (c) shows that these differences
only have a small effect on the variation of the adsorbate level occupations, with
the H/Ag system passing through the spin-transition less than 0.05 A˚ further
from the surface than the H/Cu system.
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Figure 7.6: Comparison of processed parameters to initial fit results and DFT
occupations. Panel (a) compares the error function fitted Γ (medium-dashed blue
line) to the fitted majority and minority spin resonance widths (solid red and long-
dashed green lines respectively). Panel (b) compares the energy levels calculated
from the error function parameter variation (medium-dashed blue lines) to the
raw fit results shown in figure 7.3(b) (solid red and long-dashed green lines form
majority and minority spin respectively). The short-dashed magenta line in panel
(b) represents the function used to represent the ǫa variation. In panel (c) the
occupations calculated from the error function fits (medium-dashed blue lines),
n
(DFT )
aσ (solid-red lines) and those calculated directly from the PDOSs (long-
dashed green lines) are plotted.
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and H/Ag (dashed green lines) systems. Panel (a) shows the resonance width
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Before these parameters can be used to drive our model a relationship between
altitude and time needs to be established. We choose to consider a very simple
adsorbate motion; the adsorbate starts at an altitude of 4 A˚ and moves at constant
velocity towards the surface until an altitude of 1 A˚ is reached. The speed of the
adsorbate is determined using the potential energy of the system, as plotted in
figure 7.1(a), at the spin-transition. We find this energy is 0.717 eV for the H/Cu
system and 0.691 eV for the H/Ag system, which equates to speeds of 0.117 A˚ fs−1
and 0.115 A˚ fs−1 respectively. It is important to note that this simplistic model
of the adsorption process only considers a single approach of the adsorbate to the
surface. A more realistic model would see the adsorbate oscillating back and forth
in the surface potential well as it slowly loses energy. However, our main reason
for using the Newns-Anderson model is that it can describe the spin-transition,
which has been neglected in previous work, and we therefore concentrate on the
first approach of the adsorbate to the surface.
As the electronic structure of deuterium is identical to its lighter isotope the
parameter variations extracted in this section can be applied to the D/Cu and
D/Ag systems by reducing the approach velocities quoted above by a factor of√
2. This will allow us to produce quantitative estimates of the magnitude of the
isotope effect which can be directly compared to experimental data.
The final step we take before performing calculations is to de-dimensionalise
the parameter variation, as described in sections 5.1 and 6.1. Γ0, the scaling
energy, is set to 3 eV for both systems, and the scale length s0 is taken to be 1
A˚. All quantities reported in this chapter will be converted to real units before
presentation.
Other parameters used to perform the numerical computations presented in the
following sections are: a 320,001 point energy grid covering the range −60 to 60
eV for calculating energy integrals and a time step of approximately 2× 10−3 fs.
The analytic window half-width α, used to evaluate several terms in nσ, is again
taken to be one grid-spacing (3.75× 10−4 eV).
7.2 Occupations and energy transfer
By using the parameters constructed in the previous section we now present
results for four model systems; hydrogen or deuterium atoms approaching the
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Figure 7.8: Variation of the adsorbate level occupation for hydrogen and deu-
terium approaching (a) copper and (b) silver surfaces. In each case medium-
dashed blue lines denote the adiabatic occupations, solid red lines the time-
dependent occupations of a hydrogen atom and long-dashed green lines the time-
dependent deuterium occupations.
atop site of either the copper or silver (111) surface.
Figure 7.8 shows the variation of the adsorbate level occupations with altitude
for the four systems. To maintain consistency with the calculations presented
in chapters 5 and 6 the abscissa is reversed compared to the previous figures in
this chapter. The two panels in this figure, showing results for the copper and
silver surfaces, display very similar behaviour; the hydrogen atoms overshoot the
spin-transitions and de-polarise below 2 A˚ (in both cases the spin-polarisation,
na↑ − na↓, is below 10−4 by the bottom of the potential wells). The curves
for deuterium atoms (long-dashed green lines in figure 7.8) are a little closer to
the adiabatic results than for its lighter isotope in the region around the spin-
transition, but the polarisation is roughly two orders of magnitude smaller at the
bottom of the potential well. We also note that the results shown in figure 7.8
are similar to the symmetric ǫaD = −1.5 model system considered in the previous
chapter.
The non-adiabatic energy transfer rate E˙non−ad, calculated from equation (3.17),
is plotted for the four systems in figure 7.9. The energy transfer rates for H-atoms
approaching the two surfaces are similar in form to each other and to that for the
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Figure 7.9: Non-adiabatic energy transfer rate variation for hydrogen and deu-
terium approaching (a) copper and (b) silver surfaces. In each case solid red lines
denote the results for hydrogen adsorption and long-dashed green lines those for
deuterium.
ǫaD = −1.5 model system considered in chapter 5 (see figure 5.8(c)). The energy
transfer rate for the silver system exhibits a slightly smaller peak transfer rate at
the spin-transition, 41 meV fs−1, in comparison to that for copper, 49 meV fs−1.
In panel (b) of figure 7.9 there is also a small peak in E˙non−ad, for both systems,
just below 2 A˚ – this occurs during the same range of altitudes as the change in
ǫa (see figure 7.7(b)). A similar feature does exist in the energy transfer rates for
the H/Cu system. However, its magnitude is approximately three times smaller
and therefore is not apparent on the scales used. We attribute this difference
to the larger variation of ǫa for the silver surface. The energy transfer rates for
D/Cu and D/Ag show similar behaviour to those for hydrogen atoms, but with
smaller magnitudes (approximately 40% smaller close to the spin-transition).
Integration of these energy transfer rates over time yields the total energy transfer
for the single pass through the spin-transition under consideration. By using the
same method described in chapter 5 we obtain total energy transfers of 126 and
97 meV for the H/Cu and D/Cu systems respectively. For the silver surface the
total energy transfer is found to be 117 meV for hydrogen atoms and 90 meV for
deuterium. These results are consistent with calculations for the H/Al system
investigated by Lindenblatt and Pehlke [34], who found the energy transfer during
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System Effective temperature (K)
Electrons Holes
H/Cu 1246 1254
D/Cu 1040 1030
H/Ag 1210 1226
D/Ag 1005 1018
Table 7.1: Table of effective temperatures for electrons and holes for the spectra
plotted in figure 7.10. Errors due to fitting suggest uncertainties of approxi-
mately ±10 K for each temperature. All calculations are performed for a surface
temperature of 350 K.
a single approach to the surface to be around 0.1 eV.
7.3 Excitation spectra and chemicurrents
In this section we present excitation spectra for the four systems under consider-
ation, and make direct comparisons to the chemicurrent experiments of Nienhaus
and co-workers [18, 25]
In figure 7.10 the total excitation spectrum for a single pass through the spin-
transition is plotted for each of the adsorbate-surface combinations. The time-
evolution of these spectra is very similar in nature to the ǫaD = −1.5 model system
explored in chapter 6 and is therefore not presented here. Panels (a) and (b) of
figure 7.10 show very similar spectra for the two substrates, with the results for
deuterium only slightly smaller than for hydrogen close to the Fermi level. Away
from the Fermi level the differences between the adsorbates is best presented
on a logarithmic scale (see panels (c) and (d)). The high-energy tails of these
distributions are exponential in nature and, as discussed in the previous chapter
(see page 174), this behaviour can be described using the ‘effective temperature’
Teff. The effective temperatures for the high-energy tails are tabulated in table
7.1. The temperatures for the excited electrons are slightly smaller, between 8 and
16 K, than for holes. However, the isotope effect is significant, with differences
in Teff of approximately 200 K for both the copper and silver surfaces. The
effective temperatures shown in table 7.1 are similar to values of around 1000
K obtained by Lindenblatt and Pehlke [33] in their unpolarised time-dependent
DFT calculations of the H/Al system.
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Figure 7.10: Total excitation spectra for hydrogen (solid red lines) and deuterium
(dashed green lines) atoms approaching copper [(a) and (c)] and silver [(b) and
(d)] surfaces. Panels (c) and (d) show the same data as (a) and (b), but on a
logarithmic scale. A temperature of 350 Kelvin is used to allow the features close
to the Fermi level to be seen.
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The excitation spectra plotted for all four systems are similar to the ǫaD = −1.5
model system used to demonstrate our model in chapter 6. As seen for the
model system, the excitation spectra have very similar high-energy tails for both
electrons and holes, with the ‘node’ of the spectra close to the Fermi level. The
majority and minority-spin components of each of the excitation spectra are not
presented here as these distributions are similar to those shown in figure 6.7 on
page 171.
In section 6.2.2 we demonstrated that the dependence of Teff on the speed of the
adsorbate can be separated into two domains; a square-root dependence on the
rate of variation at low speed, and a linear dependence at high speed. Comparison
of the results for the different isotopes suggests that both the hydrogen and
deuterium calculations for both surfaces are in the low speed domain.
We now seek to compare our results to experimental data. As discussed in section
1.1.1, Nienhaus and co-workers [18] have used thin-film Schottky diodes to mea-
sure a chemically-induced current, or chemicurrent. These devices consist of a
70-100 A˚ thick metal film deposited on top of a doped silicon wafer, with contacts
to the film and the back of the wafer used for making current measurements. At
the silicon-metal film interface there is a Schottky barrier over which electrons
or holes must be excited to register a chemicurrent. To make direct comparisons
to experimental data we must therefore calculate the probability of exciting an
electron or hole through the film and over the Schottky barrier. Gadzuk [38]
and Nienhaus [80] have both described this process in terms of a multiple step
model, taking into account excitation generation, attenuation in the metal film,
and transmission across the Schottky barrier.
We will use a more simple description of this process. The attenuation factor
a is defined as the probability that an electron, or hole, of energy ǫ crosses a
film of thickness D with sufficient momentum perpendicular to the surface to
cross a Schottky barrier of height ǫS at the other side. The mean-free-path of
the excited electron or hole, λ, is assumed to be independent of energy. The
attenuation factor then becomes
a(ǫ, ǫS) =
1
2π
∫ 2π
0
dφ
∫ θc
0
dθ sin(θ) exp
[
− D
λ cos(θ)
]
, (7.7)
where θ is the angle to the surface normal, φ is the angle in the plane of the
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surface, and θc is the angle above which the excitation will not have enough
momentum perpendicular to the surface to cross the Schottky barrier. θc can
easily be found to be
θc = cos
−1
(√
ǫS
ǫ
)
. (7.8)
In writing down these expressions we have made a number of additional assump-
tions; there is no preference for the direction of propagation of the excitations
within the metal, the metal has a uniform thickness and the barrier height ǫS is
uniform throughout the device. The transmission probability of an electron with
sufficient momentum perpendicular to the surface to cross the Schottky barrier
is also assumed to be unity.
In appendix I an analytic expression for the attenuation factor is obtained by
performing the angular integrals in (7.7), yielding (I.1);
a(ǫ, ǫS) = exp
[
−D
λ
]
−
√
ǫS
ǫ
exp
[
−D
λ
√
ǫ
ǫS
]
−D
λ
[
E1
(
D
λ
)
− E1
(
D
λ
√
ǫ
ǫS
)]
. (7.9)
The probability of exciting an electron or hole such that it can be measured by
a device with a Schottky barrier of height ǫS is therefore
Pe(ǫ > ǫS) =
∑
σ
∫ ∞
ǫS
dǫ n(ex)σ (ǫ, t)a(ǫ, ǫS), (7.10a)
Ph(ǫ > ǫS) =
∑
σ
∫ ∞
ǫS
dǫ |n(ex)σ (−ǫ, t)|a(ǫ, ǫS), (7.10b)
for electrons and holes respectively. To perform the integrals in (7.10) we require
values for λ and D. The value of λ in the copper film was estimated by Nienhaus
and co-workers [22] to be around 100 A˚ and was measured in the silver film to be
approximately 200 A˚ (Krix and co-workers [25]). Typical film thicknesses are in
the range 60-100 A˚. These values, the excitation spectra in figure 7.10 and (7.10)
can now be used to estimate the probability of an electron or hole being detected
in a thin-film Schottky diode following a single approach of an adsorbate to the
surface.
Figure 7.11 shows the probabilities of electrons and holes being detected in a thin-
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film Schottky diode for the four systems under consideration. The variation of the
barrier-crossing probabilities are again found to be approximately exponential at
high energies, with results for deuterium almost an order of magnitude smaller
than for hydrogen for both electrons and holes above a barrier height of 0.6 eV.
It is important to emphasise here that these calculations are for a single passage of
the adsorbate through the spin-transition to the minimum of the surface potential
well. However, these results compare well to results reported by Nienhaus et
al. [18]; for Cu/n-Si Schottky diodes3 with barrier heights in the range 0.55-0.6
eV, 1.5×10−4 electrons per incident atom were observed. From our calculations
we find the probability of exciting an electron over barrier heights in this range is
between 1.0×10−4 and 0.6×10−4. More recent experiments by Krix, Nu¨nthel and
Nienhaus [25] using Ag/p-Si devices with barrier heights in the region of 0.46 eV
measured 4.0×10−4 electrons per incident hydrogen atom. From figure 7.11(c)
we find the probability of crossing such a barrier to be approximately 4.5×10−4.
These results suggest that a significant fraction of the observed chemicurrent
could be excited by the first approach of the adsorbate to the surface as it passes
through the spin-transition.
Similar estimates of the magnitude of the chemicurrent have also been reported
by Trail and co-workers [28, 29], who used a nearly-adiabatic friction based de-
scription of the excitation process (see section 1.2.1 for a description). Their
calculations, in which the spin-transition was removed in an arbitrary manner,
suggest that the behaviour of the system close to the spin-transition is not of
primary importance to the generation of electronic excitations (frictional effects
from the region at and below the potential minimum were found to dominate).
However, in contradiction to their work our results show that non-adiabatic ef-
fects at the spin-transition can also explain the chemicurrent measurements. We
conclude that a full description of the electronic excitation process should be a
combination of non- and nearly-adiabatic theories covering the entire adsorption
trajectory.
The roughly exponential dependence of the probability of measuring an excited
electron or hole on the height of the Schottky barrier allows us to characterise
these plots by another effective temperature. Table 7.2 summarises the temper-
3Devices constructed using n-doped silicon detect hot electrons and those with p-doped
silicon detect hot holes.
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Figure 7.11: Estimates of the probability of exciting an electron at the surface
with enough energy to traverse a 75 A˚ thick metal film and cross a Schottky
barrier of height ǫS. Panels (a) and (b) show the probabilities for hydrogen (solid
red lines) and deuterium (dashed green lines) approaching a copper surface for
holes and electrons respectively. Panels (c) and (d) show the same data, but for
a silver surface. A surface temperature of 350 K is used for these calculations. λ
is assumed to be 100 A˚ and 200 A˚ for the copper and silver surfaces respectively.
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System Chemicurrent temperature (K) Chemicurrent ratio
Electrons Holes Electrons:holes
H/Cu 1085 1086 1:1.57
D/Cu 906 902 1:1.56
H/Ag 1021 1004 1:1.27
D/Ag 918 915 1:1.35
Table 7.2: Table of chemicurrent effective temperatures for electrons and holes
for the results plotted in figure 7.11 along with the ratio of electron to hole chemi-
currents for a barrier height of 0.5 eV. Errors due to fitting suggest uncertainties
of approximately ±20 K for each temperature. All calculations were performed
using a surface temperature of 350 K.
atures obtained from least-squares fitting. The difference between the isotopes
is smaller for the chemicurrent temperatures than for the spectra (see table 7.1),
with a slightly smaller effect for the silver surface compared to copper. The ratio
of the electron and hole chemicurrents for a given barrier height is also shown in
table 7.2, showing larger ratios for the copper surface than for silver.
In the previous chapter, section 6.2.3, we demonstrated that the temperature of
the system can have a significant effect on the excitation spectra. This behaviour
will also have an effect on the probability of detecting an excitation – this is
demonstrated in figure 7.12 for the H/Cu system. The system temperatures
used here (175 K, 350 K and 700 K) are below the effective temperature of the
excitation and we do not therefore see changes in the slope of the chemicurrent
probabilities. There is, however, an increase in the magnitude of the barrier
crossing probabilities, with the results for T=700 K and 350 K approximately
50% and 6% larger than the 175 K results respectively.
The recent experiments performed by Krix, Nu¨nthel and Nienhaus [25] have
compared the chemicurrents excited by hydrogen and deuterium. By using an
Ag/p-Si diode with a Schottky barrier height of ǫS = 0.46 eV, they observed
chemicurrents for hydrogen atoms which were approximately 3.7 times larger
than for deuterium. The corresponding ratios derived from our calculations are
plotted for both metal surfaces at different system temperatures in figure 7.13.
The H:D ratios shown in figure 7.13 show a number of interesting features. First,
the H:D ratios increase with barrier height in a simple fashion. Second, the
system temperature has a substantial impact with higher temperatures reducing
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Figure 7.12: The impact of system temperature on the probability of an incident
hydrogen atom exciting a hole (a) or an electron (b) over a Schottky barrier
of height ǫS after traversing a 75 A˚ thick copper film. Different colours denote
different surface temperatures; solid red = 175 K, long-dashed green = 350 K
and medium dashed blue = 700 K.
the ratio of H:D results. For holes being excited through a silver film over a
barrier height of 0.46 eV (see panel (c) in figure 7.13) our model suggests an H:D
ratio of 3.4:1 for T = 175 K, 3.3:1 for T = 350 K and 2.7:1 for T = 700 K.
The lower temperature results show good agreement with the experimental data,
which was obtained at a substrate temperature of 100 K.
Krix, Nu¨nthel and Nienhaus [25] have also used an expression presented by Lin-
denblatt and Pehlke [33] to relate the magnitude of the isotope effect to the ef-
fective chemicurrent temperature. This expression is obtained by approximating
the dependence of the chemicurrent on the Schottky barrier height by the expo-
nential A exp(−ǫS/kBTchemi). The logarithm of the ratio of the chemicurrents for
H:D is therefore
ln
(
PH(ǫ > ǫS)
PD(ǫ > ǫS)
)
= ln
(
AH
AD
)
+
ǫS
kBTHchemi
(
THchemi
TDchemi
− 1
)
, (7.11)
where PH and PD are the electron or hole detection probabilities for hydrogen
and deuterium adsorbates, respectively. AH and AD are the pre-factors of the
exponentials for the two isotopes, which are assumed to be identical. Lindenblatt
and Pehlke use the relationship Teff ∝ m−1/2 where m is the adsorbate mass,
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Figure 7.13: Estimates of the ratio of barrier crossing probabilities for hydrogen to
deuterium atoms incident on copper [(a) and (b)] and silver [(c) and (d)] surfaces.
Panels (a) and (c) show this ratio for hole excitations while (b) and (d) relate to
electron excitations. Different lines denote different system temperatures – solid
red = 175K, long-dashed green = 350K and medium-dashed blue = 700K.
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which is derived from the forced oscillator model. This suggests that (7.11) can
be re-expressed as
ln
(
PH(ǫ > ǫS)
PD(ǫ > ǫS)
)
=
ǫS
kBTHchemi
(√
mD
mH
− 1
)
, (7.12)
which, using the experimental data and the adsorbate masses, Krix and co-
workers evaluate to give THchemi = 1690 ± 300 K.
However, in section 6.2.2 we saw two domains in the variation of the effective
temperature with speed; at high speeds Teff is proportional to the speed, while at
slow speeds a square-root dependence on speed is observed. This second domain
is equivalent to a Teff ∝ m−1/4 variation. Comparison of the effective and chemi-
current temperatures for the two isotopes suggests that the slow-speed behaviour
is dominant here, as discussed above. This suggests that the following expression
is more appropriate for the experimental data;
ln
(
PH(ǫ > ǫS)
PD(ǫ > ǫS)
)
=
ǫS
kBT
H
chemi
(
4
√
mD
mH
− 1
)
. (7.13)
By combining this expression with the experimental parameters reported by Krix
and co-workers we find a chemicurrent temperature of 770 ± 150 K, which is
substantially closer to that obtained from our model (1004 K, see table 7.2).
7.4 Conclusions
In this chapter we have applied our Newns-Anderson model to investigate the
electronic excitations generated by the adsorption of hydrogen and deuterium
atoms on the copper and silver surfaces. We have presented a method by which
a suitable set of parameters for the Newns-Anderson model can be extracted
from DFT calculations. These parameter sets have been used to drive the time-
dependent model constructed in chapters 2 to 4 through a single approach of each
adsorbate to the metal surfaces. The results obtained for the adsorbate level occu-
pations, non-adiabatic energy transfer rates and the electronic excitation spectra
closely resemble those of the symmetric ǫaD = −1.5 model system considered in
chapter 6. The effective temperature Teff, which describes the variation of the
excitation spectra with energy, has been calculated yielding similar values to the
time-dependent DFT calculations reported by Lindenblatt and Pehlke [33] for
the H/Al system.
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By analysing a simple model of the propagation of electronic excitations in a metal
film we have been able to make quantitative predictions of the chemicurrent ex-
cited by the single approach of an adsorbate for comparison with the experiments
of Nienhaus and co-workers. The magnitudes of the chemicurrents obtained from
our calculations are in broad agreement with experimental results. We have in-
vestigated the isotope effect, the difference between chemicurrents induced by
the adsorption of hydrogen and deuterium atoms, finding a H:D ratio of 3.4:1 in
excellent agreement with that reported by Krix and co-workers, 3.7±0.7:1, [25].
The results we have presented in this chapter have all been based on a single ap-
proach of an adsorbate to a metal surface. This is not truly representative of the
entire adsorption process, which consists of a series of damped oscillations in the
surface potential well (the damping arises due to energy transfer away from the
adsorbate). However, the fact that we find chemicurrents which are consistent
with experimental data indicates that a significant fraction of the measured cur-
rent may arise from a single passage of the adsorbate through the spin-transition.
In the light of this it is interesting to note that the largest chemicurrents for all
the adsorbates investigated by Gergen, Nienhaus and co-workers [20] were found
for spin-polarised atoms and molecules, i.e. H, O, NO, NO2.
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Appendix H: DFT Parameter consistency proce-
dure
In section 7.1 we plotted fit parameters, figures 7.3 and 7.6, extracted from DFT
generated PDOS. This appendix describes the method used to extract simple
parameter variations from these data, which can then be used to drive our time-
dependent model. We have chosen to take the spin-state populations calculated
directly from the DFT generated PDOS as the most reliable measure of the
system behaviour, and the fit parameters Γ
(fit)
σ and ǫ¯
(fit)
aσ therefore need to be
modified to be consistent with this behaviour. Much of the method described
here is somewhat arbitrary – our justification for this is pragmatic; this approach
appears to give reasonable results for the two systems under investigation. The
steps of this procedure will be demonstrated using data for the H/Cu system.
Before any processing takes place the variation in the fitted widths Γ
(fit)
σ is
stopped below either the potential well minimum (1.5A˚ for H/Cu) or the max-
imum in the width. The widths and energy levels obtained are then used to
determine the variation of Γ and ǫa, and the value of U ; a consistency procedure
is followed to impose the required occupations on the parameters. To impose this
consistency the (Γ
(fit)
σ ,ǫ¯
(fit)
aσ ) combination needs to be modified – we replace this
combination with (Γ
(mod)
σ , ǫ¯
(mod)
aσ ), which has the correct occupation, where the
difference
(Γ(fit)σ − Γ(mod)σ )2 + (ǫ¯(fit)aσ − ǫ¯(mod)aσ )2, (H.1)
is minimised. This choice of the quantity to minimise is arbitrary, but it does not
appear to place more importance on the fitted widths or energy levels. Figure
7.14 compares the raw fit results to the modified parameters.
As the minority energy level in both the H/Cu and H/Ag systems shifts to higher
energy with increasing altitude above 3 A˚ it is difficult to find a set of parameters
which describe both majority and minority spin levels well. We have chosen
to base the rest of the parameter extraction procedure on the majority spin
resonance width, the majority spin energy level, and the DFT occupations n
(DFT )
aσ
of both spins.
We now extract the variation of the bare adsorbate level ǫa and U from the
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Figure 7.14: Comparison of raw to modified variations for the resonance widths
(a) and energy levels (b) for the H/Cu system. Solid red and long-dashed green
lines denote raw fit results of majority and minority spin respectively, while
medium-dashed blue and short-dashed magenta lines relate to the modified re-
sults.
behaviour of the majority energy level. At altitudes above around 2.8 A˚ the
minority level shifts rapidly away from the Fermi level, while the majority level
is roughly constant at −3 eV. This behaviour is impossible to model with a
constant value for U , and the ǫa variation is therefore extracted exclusively from
the majority level. ǫa is modelled using an error function variation, the parameters
of which (along with the value of U) are found by minimising
∑
si
[
ǫ¯
(mod)
a↑ (si)−
(
ǫa(si) + Un
(DFT )
a↓
)]2
, (H.2)
where si are the altitudes of the set of DFT calculations (20 were used for H/Ag
and 40 for H/Cu) and ǫa(s) is of the form
ǫa(si) = a+ b erfc (c(si − d)) , (H.3)
where a, b, c and d are constants.
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The width Γ(mod) is fitted to the function
Γ(s) = a′ + b′ erfc (c′(s− d′)) , (H.4)
subject to the requirement that both Γ and the derivative dΓ/ds are small at an
altitude of 4 A˚.
ǫa, (H.3), Γ, (H.4) and the value of U are then combined with the velocity of the
adsorbate (chosen to be constant for the calculations performed in this chapter)
to give the time-variation required by the model.
Appendix I: Calculation of chemicurrents from
n
(ex)
σ
The attenuation factor for electron or hole excitations, of energy ǫ, crossing a
metal film of thickness D with sufficient momentum perpendicular to the Schottky
barrier of height ǫS is expressed in (7.7) as
a(ǫ, ǫS) =
1
2π
∫ 2π
0
dφ
∫ θc
0
dθ sin(θ) exp
[
− D
λ cos(θ)
]
. (I.1)
In this expression λ is the mean-free-path of electrons, which is assumed to be
independent of energy ǫ. The angles θ and φ are the angle to the surface normal
(within the metal) and the angle in the plane of the surface, respectively. θc is
the angle at which an excitation of energy ǫ will not have sufficient momentum
perpendicular to the metal-silicon interface to cross the Schottky barrier. θc is
defined in (7.8) as
cos(θc) =
√
ǫS
ǫ
. (I.2)
Evaluation of the φ integral is trivial, but the θ integral requires a little more
work. By using the substitution x = 1/ cos(θ) (I.1) can be rewritten as:
a(ǫ, ǫS) =
∫ xc
1
dx
exp [−Dx/λ]
x2
, (I.3)
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where xc = 1/ cos(θc). On integration by parts (I.3) yields
a(ǫ, ǫS) =
[
−exp[−Dx/λ]
x
]xc
1
− D
λ
∫ xc
1
dx
exp[−Dx/λ]
x
,
= exp
[
D
λ
]
− 1
xc
exp
[
Dxc
λ
]
− D
λ
∫ xc
1
dx
exp[−Dx/λ]
x
. (I.4)
The remaining integral in this expression can be related to the first exponential
integral, defined by Arfken [81] as
E1(t) =
∫ ∞
t
du
exp[−u]
u
. (I.5)
As there is a simple series approximation for this function it is convenient to
rewrite the remaining integral in (I.4), yielding
∫ xc
1
dx
exp[−Dx/λ]
x
=
∫ ∞
1
dx
exp[−Dx/λ]
x
−
∫ ∞
xc
dx
exp[−Dx/λ]
x
=
∫ ∞
D/λ
dy
exp[−y]
y
−
∫ ∞
Dxc/λ
dy
exp[−y]
y
= E1
(
D
λ
)
− E1
(
Dxc
λ
)
, (I.6)
where we have used the substitution y = Dx/λ. By recalling the relationship
between xc, θc and the energies ǫ and ǫS the attenuation factor a becomes
a(ǫ, ǫS) = exp
[
−D
λ
]
−
√
ǫS
ǫ
exp
[
−D
λ
√
ǫ
ǫS
]
−D
λ
[
E1
(
D
λ
)
− E1
(
D
λ
√
ǫ
ǫS
)]
. (I.7)
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Chapter 8
Conclusions
In this thesis we have derived and demonstrated a model describing the electronic
excitation of a metal surface induced by interactions with an adsorbate orbital.
The major results and the conclusions drawn in this work, along with some
suggested areas for future research, will be discussed in this chapter.
In chapters 2 to 4 we used the time-dependent, mean-field Newns-Anderson model
to construct expressions describing the charge and energy transfer between an
adsorbate and a surface, along with the spectrum of electronic excitations gener-
ated by this transfer. Results for the adsorbate level occupation and the nearly-
adiabatic energy transfer rate are similar to previous work in the literature, but
the spectrum of electronic excitations is entirely new. We note here that the
expressions for the adsorbate level occupations, the energy transfer rates and
the electronic excitation spectrum are all expressed in terms of three parame-
ters; the bare adsorbate energy level, ǫa, the width of the adsorbate resonance,
Γ, and the intra-adsorbate Coulomb repulsion energy, U . Our model includes
time-dependence in both ǫa and Γ, with U held constant.
In chapters 5 and 6 we have presented numerical calculations of the time-evolution
of the adsorbate level occupations, the adsorbate-surface energy transfer rates,
and the electronic excitation spectra. These quantities have been computed for
three model systems describing slightly different adsorbate-surface interactions –
they differ only in the position of the bare adsorbate energy level ǫa. For each
system the effects of the rate of parameter variation, which can be associated
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with an adsorbate ‘speed’, and temperature have been considered.
The adiabatic model of the adsorbate level occupations displays a sharp spin-
transition between two distinct energy levels and a degenerate state. The position
of this spin-transition depends on the parameters of the model in question, with
the spin-transition occurring for a smaller value of Γ in asymmetric systems,
those with one level initially closer to the Fermi level. In the time-evolving
model, the adiabatic behaviour is overshot by the time-evolving system with the
adsorbate de-polarising later. The magnitude of this overshoot is determined by
the speed of the adsorbate, i.e. the rate of variation of the parameters which drive
the evolution of the system. At slow speeds the region in which the difference
between the adiabatic and time-dependent occupations is significant is smaller,
but at the spin-transition there is always an overshoot. The sharp nature of
the spin-transition implies an infinite rate of adiabatic charge transfer between
adsorbate and surface which the time-evolving model cannot achieve, irrespective
of the rate of evolution. We would therefore expect some non-adiabatic effects in
any system which experiences a spin-transition.
The non-adiabatic energy transfer rate, investigated in section 5.3, was calculated,
yielding a peak at the same point as the spin-transition. At slow speeds the
non-adiabatic results approach the nearly-adiabatic energy transfer rate, with
deviations seen only close to the adiabatic spin-transition point where the time-
dependent system cannot follow the adiabatic behaviour.
The spectrum of electronic excitations, investigated in chapter 6, shows a number
of features which require comment. Calculations of the evolution of the excita-
tion spectra for the three model systems considered in chapter 5 demonstrate
that the majority of the evolution occurs in a short window around the adiabatic
spin-transition point. The final spectra consist of a peak just above the Fermi
level with an exponential tail stretching to high energies made up predominantly
of majority spin electrons, while below the Fermi level there are similar features
for holes with minority spin excitations dominating. Different energy level con-
figurations change the balance between the components of the excitation spectra.
Systems which transfer charge to the surface generate larger high-energy electron
excitations, while charge transfer to the adsorbate enhances the high-energy hole
distribution.
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The exponential tails of the excitation spectra lend themselves to a description in
terms of a Boltzmann factor with an ‘effective temperature’, Teff, determining the
shape of the tail. These effective temperatures have been calculated for the three
model systems at a range of adsorbate speeds. At high speeds the variation of Teff
with the speed of the parameter variation is linear, in agreement with the work of
Lindenblatt, Pehlke and co-workers [33]. However, at slower speeds the effective
temperature follows a square-root dependence on speed. The existence of two
domains for this effective temperature variation suggests a different interpretation
of recent experimental results as discussed below. We are unsure of the origin of
this two domain behaviour.
Thermal effects on the excitation process have been considered in chapters 5 and
6. The adsorbate level occupations and the energy transfer rates show little de-
pendence on temperature, with only small differences between results at zero and
several thousand Kelvin. The excitation spectra on the other hand are sensitive
to the temperature of the system. At low temperature the excitation spectra de-
velops a (ǫ− ǫF )−1 like behaviour close to the Fermi level. At high temperatures
this feature is smeared out into a smooth variation across the Fermi level, while
at higher energies the exponential tails of the excitation spectra are enhanced.
Above a threshold point of T ≈ Teff thermal effects determine the shape of the
high-energy tails of the excitation spectra. We attribute this behaviour to the
availability of electrons above the Fermi level at high system temperatures, from
which electrons can be excited to higher energies with the same energy input. A
similar argument holds for the variation in the hole excitation spectrum.
A striking feature of the adsorbate level occupations and the electronic excitation
spectrum is the symmetry in the behaviour of electrons and holes. If the energy
levels for a given system are reflected in the Fermi level, the resulting time-
evolution will be the same, but with the spins of the states reversed and electrons
replaced by holes.
The final chapter of results in this thesis, chapter 7, applies our model to the
adsorption of hydrogen isotopes on the copper and silver (111) surfaces. A set of
simple parameter variations describing the interaction of a hydrogen atom with
each of these surfaces was extracted from density functional theory calculations.
These parameters were then used to drive our model through a single approach
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to each surface for hydrogen and deuterium adsorbates1.
The total non-adiabatic energy transfer was in the range 90-130 meV for each
system, with values for H-atoms approximately 30% larger than for the heavier
isotope. The excitation spectra, for the single approach to the surface under con-
sideration, again show approximately exponential high-energy tails with effective
temperatures in the region of 1200 K for H-atom calculations and 1000 K for
D-atoms.
Recent experiments by Nienhaus and coworkers [18, 25] have directly observed
electronic excitations generated by the adsorption of hydrogen and deuterium
atoms on a metal film making up part of a thin-film Schottky diode. By taking
into account angular effects and the attenuation of the electronic signal in a thin-
metal film we have used our calculations to make direct comparisons with these
experiments. The numbers of electrons excited over barrier heights similar to
those measured in the aforementioned experiments are in broad agreement with
experimental values.
Krix, Nu¨nthel and Nienhaus [25] have recently reported a ratio of 3.7±0.7:1 for
chemicurrents generated by hydrogen atoms to deuterium atoms using Ag/p-Si
Schottky diodes. Our calculations suggest an isotopic ratio of 3.4:1 for these sys-
tems in good agreement with the experimental result. This isotope ratio has also
been used by Krix and co-workers to obtain an effective temperature of Tchemi
= 1680 ± 300 K for the generation of chemicurrents by hydrogen atoms. The
analysis used to obtain this value, reported by Lindenblatt and Pehlke [33], as-
sumes that Tchemi is proportional to m
−1/2, where m is the adsorbate mass. This
behaviour can be extracted from the forced oscillator model used by Trail and
co-workers [28, 29], and is consistent with the time-dependent DFT calculations
performed by Lindenblatt and Pehlke. We find that Tchemi scales with m
−1/4 for
the H/Cu and H/Ag systems, suggesting that an effective chemicurrent temper-
ature of Tchemi = 770 ± 150 K is more appropriate for the isotope ratio reported
by Krix and co-workers. This value is much closer to the value of Tchemi obtained
from our calculations for the H/Ag system; 1004 K.
1The parameters for the interaction of deuterium were taken to be the same as for hydrogen,
but were slowed down by a factor of
√
2 to account for the larger mass.
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The work we have presented here suggests a number of avenues of further research.
It is not obvious from the model systems considered in chapter 6 what the most
important factors in the generation of electronic excitations are. Is the rate at
which the adsorbate resonances broaden the principle driver of the excitation
process? How important is the behaviour of the adsorbate energy levels? A
broader study of the dependence of our model on the parameters ǫa, U and Γ
than that presented here may give further insight into the process of electronic
excitation in the adsorption process.
In chapter 3 we have been able to take the nearly-adiabatic limit of the non-
adiabatic energy transfer rate, yielding an expression that, when valid, gives
some insight into the energy transfer process. Our attempts to perform a similar
expansion of the electronic excitation spectrum have failed due to the presence
of terms which grow continuously in time, preventing the use of slow-variation
approximations. It has therefore not been possible to obtain the same insight
for the excitation spectrum as for energy transfer. Trail and co-workers [29]
have shown that a nearly-adiabatic, friction-based description of energy transfer
is consistent with the forced oscillator model. It would be reasonable to expect
the slow-variation limit of our excitation spectrum to approach that obtained
from the forced oscillator model. A direct comparison of the excitation spectra
from the two models for slowly-evolving systems would allow the validity of the
nearly-adiabatic approximation to be assessed.
The work we have performed in chapter 7 has only considered a single approach of
an adsorbate to the surface. In a real adsorption event the adsorbate will oscillate
back and forth in the surface potential well, losing energy with each oscillation.
Such an event could be considered by periodically varying the parameters Γ and
ǫa to simulate the movement of the adsorbate above the surface. A slow decay in
the amplitude of the parameter variation could also be used to imitate the loss
of energy to the surface. This procedure would however be difficult to perform
with our current methods because numerical accuracy is difficult to maintain over
long calculations. It would also be interesting to address one question; does the
adsorbate, as described by our model, re-polarise as it passes the adiabatic spin-
transition while moving away from the surface? This would indicate whether the
single pass through the spin-transition that we have simulated is the dominant
contribution to the electronic excitation process.
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Perhaps the most crude approximation used in our analysis is the wide-band
approximation, which assumes that the surface with which the adsorbate is in-
teracting consists of a featureless, infinite band of metallic states. Real metals do
not have this infinite band of states and it would therefore be useful to investigate
the impact of surface electronic structure on the excitation spectra. In an ideal
world we would use a first principles technique, such as time-dependent DFT
to investigate such systems. However, current state-of-the-art DFT methods re-
quire significant computational effort, which makes it very difficult to investigate
a wide range of systems, particularly those that include transition metals. It
may therefore be more instructive to use less rigorous techniques. One method
which is theoretically straightforward, but includes some features of the elec-
tronic structure of the metal surface and adsorbate is the time-dependent tight-
binding method used by Todorov [82]. In the tight-binding approximation the
electronic wave-functions are constructed from a linear combination of atomic or-
bitals. Time-independent tight-binding methods have been found to be useful for
modelling a large range of systems, including those with d-orbitals. Generalisa-
tion of this time-dependent formalism should provide a more realistic description
of the adsorption process. It would then be possible for a wider range of molecular
adsorbates to be investigated, such as the NO/Au system for which exo-electron
emission has been observed [26,27] and chemicurrent excitation in the O/Ag and
NO/Ag systems [20, 21].
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