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Introduction
The aim of this paper is to introduce a new, large class of entropic information measures coming from group theory and, at the same time, to establish a novel connection between the theory of classical generalized entropies and information geometry.
In the last decades, a wealth of new information measures have been proposed in the literature, due to their prominent role in many different scenarios arising from physics, social and economical sciences, and in particular classical and quantum information theory. The famous Rényi propose a mathematical mechanism that permits to generate a 'new' group entropy from an 'old' one; both of them share the same formal group law as the composition law. More generally, this idea can also be implemented by combining several entropic functions at the same time in a way that generates new entropies with a prescribed group-theoretical structure.
At the same time, we wish to remark that the connections between information geometry and generalized entropies are abundant and well known in the literature. First of all, the 'associated divergence' for the Shannon-Boltzmann-Gibbs entropy, namely the Kullback-Leibler (KL) divergence (also called Shannon relative entropy), gives rise to a geometric structure of our statistical manifold based on the Fisher metric. We remind that Shannon's relative entropy also comes from another important class of divergences, the Bregman divergence [15] , associated with exponential families, widely studied in information geometry. Furthermore, if the exponential families are extended using generalized logarithms, Tsallis entropy arises, [16] , as the 'potential' of a Legendre transformation. Moreover, these potentials allow us to define a dually flat geometry. The same construction can be repeated starting from a general deformed logarithm proposed in [17] , which gives rise to the notion of χ -entropy. It is also worth mentioning that the αdivergences in information geometry are directly related to the α-entropy of Rényi. The specific conditions ensuring the existence of certain crucial geometrical properties are studied. A relation among generalized entropies, information theory and statistical physics is proposed in [18] . Also, very recently, in the interesting paper [19] the Fisher metric has been related with the universal-group entropy, a trace-form class of entropic functions which has been proposed in [20] .
This work represents a foundational step of a broader research project on the relationship between group theory, generalized entropies and information geometry. A possible application of our theoretical framework is the study of fundamental aspects of complexity: divergences associated with group entropies might be useful to clarify the amount of correlation among subsystems of a given complex network.
Among many possible future perspectives, we mention two that seem to be very promising: the application of our divergences in the study of statistical manifolds and problems of statistical inference and, at the same time, a study of the quantum version of the theory here developed, possibly in connection with the tomographic approach to quantum mechanics.
The article consists of two parts closely related, one devoted to the theory of generalized entropies and the other one focused on their information-geometrical interpretation. Let us sum up the main results of this work. In §2, we briefly review the main properties of group entropies. In §3, we consider a large class of entropic functions, the S h,f -entropies and establish their group theoretical structure. In §4, we introduce a composition mechanism that allows to construct new entropies from known ones and we study the corresponding group-theoretical structure, see §5 for examples. The main results of classical information geometry are briefly reviewed in §6. In §7, a mechanism for defining new semi-divergences (see below) using known ones is introduced, and its geometry is studied. In the final §8, the divergence D h,f is proposed and we study the associated geometry.
Group entropies: an introduction
In order to make the subsequent discussion self-contained, first we shall briefly summarize the main results of the theory of group entropies. The motivation is to provide an axiomatic formulation of the theory of generalized entropies, that would allow us to connect them to information theory and statistical mechanics.
We recall that the Shannon-Khinchin axioms were proposed independently by Shannon and Khinchin as properties characterizing uniquely the mathematical form of Boltzmann's entropy as a function S(p 1 , . . . , p W ) in the space of probability distributions. They can be stated as follows.
(SK1) (Continuity (SK3) (Expansibility). Adding an impossible event to a probability distribution does not change its entropy: S(p 1 , . . . , p W , 0) = S(p 1 , . . . , p W ).
(SK4) (Additivity). Given two subsystems A, B of a statistical system,
It is clear that, by relaxing one of these axioms, new possibilities arise. The first three axioms are very natural properties, which are crucial both in information theory and statistical mechanics. Let P W denote the set of all probability distributions of the form p = (p 1 , . . . , p W ), p i ≥ 0, i p i = 1.
Definition 2.1. A function S : P W → R ≥0 that satisfies the axioms (SK1)-(SK3) will be said to be an entropic function (or a generalized entropy).
Instead, the additivity axiom (SK4) has been replaced in [20, 21] by a more general requirement, called the composability axiom. Precisely, given two statistically independent systems A and B, we require that the entropy satisfies the composition law
where Φ should fulfill some properties in order to have both an information-theoretical and physical meaning:
These properties are necessary to ensure that a given entropy may be suitable for informationtheoretical and thermodynamic purposes. Indeed, it should be symmetric with respect to the exchange of the labels A and B (i.e. commutativity). Furthermore, if we compose a given system with another system in a state with zero entropy, the total entropy should coincide with that of the given system (i.e. identity). Finally, the composability of more than two independent systems in an associative way is crucial to ensure path independence in the composition. If the composability axiom is satisfied in full generality, namely for all possible distributions defined in the space P W , the corresponding entropy will be said to be strictly composable. If it is satisfied on the uniform distribution only, the entropy is weakly composable.
Definition 2.2.
A group entropy is an entropy that satisfies the first three Shannon-Khinchin axioms and is strictly composable.
S h,f entropies and group entropies
In this section, we shall study a class of entropic functionals, introduced in [22] , called the S h,f entropies. Their main interest is of a theoretical nature, since very many entropies belong to this family. Owing to their relevance in classical and quantum information theory, we shall discuss here their group-theoretical interpretation and clarify under which conditions these functionals are group entropies.
(a) S h,f entropies and properties
We define the (h, f )-entropy class as follows.
Definition 3.1 ([22,23]
). Let f : [0, 1] → R ≥0 be a continuous, concave (respect. convex) function and h be a continuous and increasing (respect. decreasing) map. Then, for p ∈ P W , the function
where h(f (1)) = 0 and f (0) = 0, will be called the S h,f entropy. 
If f is convex and h is decreasing, the last inequality is still valid.
Thus,
wherep is the uniform distribution. As before, if f is convex and h is decreasing, the last inequality still holds.
(b) If f is strictly concave and h strictly monotone, then inequality (3.2) converts into an equality only for the certainty distribution p i = 1 for some i ∈ {1, . . . , W}.
Also, note that inequality (3.3) is now strict, which implies that the uniform distribution, being a maximum one, is the unique one. Analogous considerations hold for the case of f strictly convex and h strictly decreasing.
Theorem 3.4. Let S h,f be an (h, f )-entropy and A and B two statistically independent systems, characterized by two independent distributions p
is satisfied for a certain function χ (x, y). Then the function Φ given by
provides the composition law for the entropy S h,f :
Moreover, S h,f will be strictly composable if and only if χ is associative, commutative and χ (x, f (1)) = x. Proof. Given a S h,f (p) entropy and two independent distributions p, q, we obtain
) we get immediately the composition law (3.5). Let us prove the strict composability of S h,f . It is easy to ascertain that the commutativity property: Φ(x, y) = Φ(y, x) is ensured by the commutativity of χ (x, y). The associativity property is also checked
Finally,
Remark 3.5. If in the previous theorem we assume that f (1) = 0, then we have that Φ is a group law if and only if χ is. The condition f (1) = 0 is satisfied in many important cases, as the entropies of Boltzmann-Gibbs, Tsallis, Kaniadakis, etc. Remark 3.6. In Theorem 1 of [24] the following result has been proved: suppose to have a traceform entropy S = i f (p i ), where f is a function of class C 2 ((0, 1)) ∩ C 1 ([0, 1]), with f not vanishing in any open interval, and assume that the condition (3.4) holds for a function χ of class C 1 , then S coincides with Tsallis entropy S q = i p i ln q (1/p i ), where ln q (x) = (x 1−q − 1)/(1 − q). Under suitable hypotheses, the problem of composability of S h,f was also considered in Theorem 2 of [24] , obtaining f (t) = at + bt q .
New entropy functions from formal groups
The aim of this section is to present a new class of entropic information measures by means of formal group theory. Our main result is a theorem that allows us to construct iteratively new entropic functions from old ones (for instance, S h,f studied above), sharing the same group theoretical structure.
Let us first define the following partial order on R m . We shall say that
It is not difficult to show the following result.
be a family of entropic functions and let ζ : Ω ⊂ R m → R, with R n ≥0 ⊂ Ω, be a continuous function such that its restriction to R n ≥0 has range R ≥0 ; also assume that ζ is increasing with respect to the partial order (4. As a special realization of the previous result, we can define the following multi-parametric polynomial function:
where α i i 1 ···i n ≥ 0, which is still an entropic function. Note that S(p) is not a S h,f entropy.
In order to study in general the composability properties of entropic functions, first let us prove a technical lemma. 
2)
for σ ∈ S 4 (permutation group of four elements).
Proof. It is sufficient to prove the property for a transposition of x 2 and x 3 . Indeed, transpositions of labels (1, 2) and (3, 4) hold by (1) in conditions (2.2) and transpositions (1, 3) , (1, 4) and (2, 4) can be easily decomposed using (2, 3) and (1, 2) or (3, 4) . As any permutation can be written as a composition of transpositions, the result holds. Then, let us check the transposition (2,3):
where we have used properties (2.2): (3) for the external Φ, (3) for the internal Φ, (1) and then reverse the transpositions in the opposite way (same steps, reverse order).
We are ready to generate new group entropies from old ones, by means of an iterative procedure. 
with m ∈ N = {0, 1, 2, . . .}.
As we have shown in lemma 4.3,
The following result ensures that new entropy functions based on the iterated composition of group laws are indeed group entropies. Proof. Let us proceed by induction. For m = 0, we have Φ 1 = id and ζ = ξ . If S(p) is a group entropy, then Z(p) = ζ (S(p)) admits the composition law S(p B ) ))) and the result follows. Now, let us consider the case m + 1. Set Z 1 (p) := Φ 2 m (S 1 (p), . . . , S 2 m (p)) and Z 2 (p) := Φ 2 m (S 2 m +1 (p), . . . , S 2 m+1 (p))), so that
Then, by means of the induction hypothesis (with ξ 1 = ξ 2 = id), the composition law for Z(p) becomes
where we used lemma 4.3. We finally get
Thus we have proved that Z(p) admits the composition law given by (4.5).
Let us prove now that ω(x, y) is a group law. Commutativity is evident since Φ is commutative. Concerning associativity, we observe that
By hypothesis ξ (0) = 0, so ξ −1 (0) = 0 and
which proves that ω(x, y) is indeed a group law. We conclude that Z(p) is a group entropy.
Examples: new multiparametric group entropies
Using the theoretical framework developed above, we shall construct new examples of group entropies associated with the multiplicative formal group law, which is the simplest non-additive group law. To this aim, we shall consider Tsallis entropy and SM entropy, and we will combine them to generate multiparametric entropies.
(a) Tsallis and Sharma-Mittal entropies
Tsallis entropy was introduced in [3] as a possible generalization of Boltzmann-Gibbs entropy for long-range and weakly chaotic systems (see the book [4] for a general discussion). It reads
An interesting generalization of Tsallis entropy is the bi-parametric entropy defined in 1975 by SM in information theory. It has the form where α > 0, and α, β = 1. It is straightforward to show that for β = α we recover Tsallis entropy and that when β → 1 it reduces to Rényi's entropy [1, 2] . As is well known, both Tsallis and Rényi's entropies reduce to Shannon's entropy in the limit when their parameter tends to 1.
Assuming that the probability distribution satisfies:
where p A ∈ P W , p B ∈ P W , then:
The SM entropy is therefore a group entropy, whose composability law is given by the multiplicative formal group, as in the case of Tsallis entropy:
The above function is also known in the literature as the q-sum [4] . SM entropy has also been studied in the context of statistical mechanics [25, 26] , in particular for the description of anomalous diffusion phenomena [27] .
We will consider a very simple case of composition of entropies, when ξ = id and m = 1. We propose two examples.
(b) Combining two copies of Sharma-Mittal entropy
We define the new tri-parametric group entropy
Explicitly, it reads
If β ∈ (0, 1), then the function ζ satisfies the hypotheses of proposition 4.1. Since each copy {S α i ,β } satisfies the same composition law (5.3), according to the previous theory S α 1 ,α 2 ,β is again a group entropy, with group law
In other words, the group theoretical structure is still given by the formal group law (5.4) . A numerical analysis shows that the entropy (5.5) is concave, for instance, for α 1 , α 2 , β ∈ (0, 1).
(c) Combining Tsallis and Sharma-Mittal entropies
Another interesting possibility arises when we combine Tsallis and SM entropies by means of theorem 4.5, choosing again for simplicity ξ = id and m = 1. We define
This entropy satisfies the composition law
namely, the group theoretical structure is the one defined by the formal group law (5.4). As in the previous example, one can ascertain that the entropy (5.7) is concave when α, q ∈ (0, 1). 
(d) Entropies with more general composition laws
We could also assume ξ = id in both examples with ξ (0) = 0. Then, proposition 4.1 is satisfied, so it is an entropic function. Furthermore, by theorem 3.4 the group law will be y) ).
Classical information geometry: a brief review
First, we shall review some basic concepts in information geometry to fix the notation and make precise the definitions adopted. For a thorough exposition concerning this rapidly evolving field, we suggest that the reader consults the monographs [8, 9] . Definition 6.1 (Parametric model). Consider a family M of probability distributions on A ⊆ R k . We shall suppose that each distribution of M may be parametrized using n real-valued variables [ξ 1 , . . . , ξ n ] belonging to an auxiliary Euclidean space Ξ ⊂ R n . Therefore, we can identify
where p(x; ξ ) is the distribution function on A and ξ → p ξ is injective. We say that Ξ is a parametric space, and M a parametric model.
Definition 6.2 (Statistical manifold). A chart on M is an application
This defines an atlas and the structure of a differentiable manifold, called a statistical manifold.
It is natural to consider geometric structures on a statistical manifold. Let us define some of them.
Definition 6.3 (Fisher metric).
Let S be a statistical model. We introduce the metric
where l ξ (x) := log p(x; ξ ) and ∂ i = ∂/∂ξ i , called the Fisher metric.
It can be shown that this bilinear form is symmetric and positive semi-definite, and positive definite whenever {∂ 1 l ξ , . . . , ∂ n l ξ } are linearly independent. We shall assume positive definiteness.
The inner product is given on each fibre
where Xf := L X f (i.e. the Lie derivative with respect to X) and E ξ denotes the mean value with p ξ as the distribution function. Clearly, Fisher's metric endows a statistical manifold with the structure of a Riemannian manifold. We can also introduce a notion of duality in the class of metric connections. Definition 6.4 (Dual structure). Let (M, g) be a Riemannian statistical manifold and let ∇, ∇ * be affine connections on M. We say that the connections are dual if
In this case, we shall say that (g, ∇, ∇ * ) is a dual structure on M. (i) D(p||q) ≥ 0, and D(p||q) = 0 iff p = q,
Then, D is said to be a divergence. Remark 6.6. Condition (i) guarantees positive semi-definiteness of D. If only this condition holds, we will talk about a semi-divergence. In general, a divergence is a pseudo-distance, i.e. it does not in general satisfy the other axioms of distance (although it could be symmetrized).
Given a divergence, the following geometric structures are defined: Definition 6.7. Let D be a divergence on M. We define the following functions:
These structures have interesting properties: are affine connections. In addition, (M, g D , ∇ (1,D) , ∇ (2,D) ) is a dual structure on M.
Divergence functions from group entropies
Given a family of entropies depending on a probability distribution p, one can usually associate it with a divergence function, which is obtained from a modification of the functional form of the given entropy. In particular, a dependence on a second set of probabilities q is introduced. The specific form of this divergence depends on the choice of the entropy considered. A prototypical example of this construction is provided by the Kullback-Leibler divergence, that can be identified with the relative entropy associated with Shannon's entropy. In the case of (h, f )-entropies, as well as in many other cases [9] , one can construct explicitly the corresponding divergence by looking for a suitable generalized relative entropy, as we shall see in §8. The aim of this section is to give an information-theoretical interpretation of the previous results concerning entropic functions and group entropies. Precisely, we shall prove that the composition procedure, which allows us to construct new group entropies from old ones, also enables us to generate in a similar way new families of divergence functions from old ones.
Their geometric properties will be studied in detail below. First, it is straightforward to prove the following preliminary result, which allows us to construct more general semi-divergences using previously defined ones.
is a semi-divergence. If D j is a semi-divergence, we can define the following multi-parametric semidivergence:
where α i i 1 ···i n ≥ 0 and we have used proposition 7.1.
We study now the geometry associated with the semi-divergence (7.1) constructed above.
is a family of divergences, and the function ζ , defined as in proposition 7.1, is of class C 3 (Ω). Then, D is a divergence if and only if 0 is not a critical point for ζ . Furthermore,
Here∂ k f (x) := (∂f )/(∂x k ).
Proof. Let us define D(ξ ||ξ ) := (D 1 (p ξ ||p ξ ), . . . , D m (p ξ ||p ξ )). Using the chain rule, we have
whereas ∂ i denotes the partial derivative with respect to the parameters representing the coordinates of the statistical manifold. Then
Now, let us evaluate the previous expression at ξ = ξ . By definition 6.5, it is clear that (∂ i D k )| ξ =ξ = 0 ∀ k ∈ {1, . . . , m}. Consequently, the first term vanishes. The second term, taking into account that D k (ξ ||ξ ) = 0, becomes k∂k ζ (0)∂ 2 ji D k | ξ =ξ . Then, using the definition of g ij for each divergence (see definition 6.7), the result (i) follows.
Let us prove that the metric g is positive definite. Observe that by proposition 7.1, the restricted function ζ R := ζ | R n >0 ∪{0} is such that ζ R (0) = 0 and ζ R (x = 0) > 0. Thus, consider the directional derivative along e ∈ R n >0 . As ζ is C 1 , the right derivative equals the derivative, i.e.
Since by hypothesis 0 is not a critical point for ζ , then ∃ i such that∂ i ζ (0) is not vanishing. If ∃ I Regarding the connection symbols (ii) and (iii), note that if we differentiate equation (7.2) with respect to ξ k , any summand which includes a partial derivative of D will vanish, so the only term will be (after evaluating at ξ = ξ ): l∂ l ζ (0)∂ 2 ji ∂ k D l | ξ =ξ , and then, the result for Γ ij,k follows. A similar derivation can be done for Γ * ij,k . Remark 7.4. Notice that if we differentiate again, that derivative is not a linear combination of the derivatives of D k (as it is for the second and third derivative, i.e. for g and Γ ), and new nonlinear terms arise. where A m l,n (ξ ) := k,n ∂ l ζ (0)g mk (ξ )g (l)
kn (ξ ). Proof. Indeed, by definition 6.7
kn Γ n(l) ij , (7.4) and formula (7.3) easily follows if we multiply the previous expression (7.4) by g km , and sum it over k. Note that g = l∂l ζ (0)g (l) is invertible because it is positive definite.
Example 7.6. Consider the semi-divergence of example 7.2. If the hypotheses of theorem 7.3 are satisfied, the associated new metric will depend linearly on the previous metrics: g ij = m k=1 α 1 k g k ij .
The D h,f divergence and its geometry
In this section, we will discuss the information geometry related to the class of (h, f )-entropies. The results obtained here can be seen as a particular case of the previous general approach; however, we will discuss them explicitly due to the considerable relevance of this class in many applicative contexts. We will show that the SM divergence belongs to a more general family of divergences that will be defined below. Definition 8.1. Let f , h be functions such that f : R ≥0 → R is continuous and strictly concave (respectively, convex), h is continuous and strictly decreasing (respectively, increasing) with h(f (1)) = 0. Let P + W denote the space of probability distributions (p 0 , p 1 , . . . , p n ), with p i > 0 ∀ i. For p, q ∈ P + W we introduce the (h, f )-divergence An analogous expression holds for the continuous case. The latter divergence can be considered as a generalization of the standard f -divergence [9] . Apart from the Kullback-Leibler divergence, the Rényi's and α-divergences, another interesting particular case in the class (8.1) is given, for instance, by the SM divergence, whose geometry has been recently investigated by Nielsen et al. in [5] . The SM-divergence is defined for p, q ∈ P W by
