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In this paper, we study dynamics of a prey–predator system under the impulsive control.
Suﬃcient conditions of the existence and the stability of semi-trivial periodic solutions
are obtained by using the analogue of the Poincaré criterion. It is shown that the positive
periodic solution bifurcates from the semi-trivial periodic solution through a transcritical
bifurcation. A strategy of impulsive state feedback control is suggested to ensure the
persistence of two species. Furthermore, a steady positive period-2 solution bifurcates from
the positive periodic solution by the ﬂip bifurcation, and the chaotic solution is generated
via a cascade of ﬂip bifurcations. Numerical simulations are also illustrated which agree
well with our theoretical analysis.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Many systems arising in physical, chemical and biological phenomena exhibit impulsive dynamical behaviors due to
abrupt jumps during the evolution processes, which can be modeled by impulsive differential equations [1,2]. In a very
general case, there are three kinds of typical impulsive differential equations in applications: systems with impulses at ﬁxed
time, systems with impulses at variable time and autonomous impulsive systems. During the past few decades, it seems
that the majority of research on impulsive differential equations concentrated on systems with impulses at ﬁxed time [3–6],
while the other two kinds of impulsive differential equations were relatively less studied owing to the diﬃculties caused
by the state-dependent impulsion [7,8]. However, in many practical problems, impulses often occur at state-dependent time
rather than at ﬁxed time. For example, if we want to control the population of some species, it seems more reasonable
to take a strategy of impulsive state feedback control, rather than to automatically take the usual impulsive ﬁxed-time
control. In this case, it is more suitable to model the problems by impulsive differential equations with the state-dependent
impulsion [7,8].
As well known, there has been a signiﬁcant theoretical development in the bifurcation theory of continuous dynamical
systems [9–12]. As for the research on impulsive differential systems, there is less mentioned about bifurcation behaviors
but properties of stability [13–15]. Recently, Lakmeche and Arino [16] transformed the problem of periodic solution into
a ﬁxed-point problem and discussed the bifurcation of periodic solutions from trivial solutions, thereby obtained conditions
of the existence for the positive period-1 solution. Tang and Chen [17] obtained a complete expression for period-1 solution
and discussed the bifurcation of periodic solutions numerically by using the discrete dynamical system determined by the
stroboscopic map. Discrete mapping have been presented in [16,17]. If we take into account the condition that impulses
occur at the ﬁxed moment t = tk or even periodic ﬁxed moments t = nT , it is easier to construct these discrete mappings.
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approach might not be applied to obtain the corresponding mapping. So far to the best of our knowledge, the literature for
discussing dynamical properties in this case seems very few. Jiang et al. [18,19] aimed at discussing autonomous impulsive
equations, by taking the advantage of disturbed periodic solutions to seek the Poincaré map and bifurcations of periodic so-
lutions. Motivated by the main idea described in [18], in this paper we consider a class of autonomous impulsive differential
systems, and transform the periodic solution into a problem of discrete dynamical system so as to obtain conditions of the
existence and the stability of positive periodic solution, which are veriﬁed by numerical simulations. The main difference
between our results and those described in [18] is that the transition of the positive periodic solution from the boundary
periodic solution is performed via a transcritical bifurcation rather than the usual fold bifurcation.
The rest of this paper is organized as follows. In Section 2, an autonomous system with impulses modeling the state
feedback control is introduced. In Section 3, a semi-trivial periodic solution is obtained and the stability is analyzed by
making use of the analogue of the Poincaré criterion. A Poincaré map is constructed and theoretical results of dynamical
behaviors are presented, including the transcritical and ﬂip bifurcations. In Section 4, numerical results, such as bifurcation
diagrams, phase portraits of period solutions and chaotic solutions, are illustrated by computer graphics. Finally, in Section 5
we presents a brief conclusion.
2. Model formation
The prey–predator systems of Lotka–Volterra type have been discussed widely in the last century. In the literature many
studies considered the predator species as density independence. There is, however, considerable evidence that some preda-
tor species may be density dependence because of the environmental factors [2,7,11]. It is more appropriate to add the
density-dependent term to these models in such a circumstance. For example, a system is suggested as follows [18]:
⎧⎪⎪⎨
⎪⎪⎩
du
ds
= u
(
r − av
1+ wu
)
,
dv
ds
= v
(
−d + e au
1+ wu − bv
)
,
where u(s) and v(s) represent densities or biomasses of the prey-species and the predator-species, respectively; r, a, w , d,
e and b are positive constants; r is the intrinsic growth rate of the prey; auv1+wu is the so-called Holling type II functional
response; d denotes the death rate of the predator. Here the term of (−bv) indicates that the predator species is linear
density-dependent.
It is convenient at the outset to rescale the aforementioned system by writing
s = 1
r
t, u = d
ea
x, v = r
a
y
then it becomes⎧⎪⎪⎨
⎪⎪⎩
x˙ = x− xy
1+ αx ,
y˙ = θ
(
−y + xy
1+ αx − λy
2
)
,
(2.1)
where the dot denotes differentiation with respect to t; x(t) and y(t) denote the standardized biomasses; α = wdea , θ = dr
and λ = brad are resulting coeﬃcients of the new system (2.1).
The dynamical behavior of (2.1) can be interpreted as follows. It has a saddle (0,0), and two positive equilibrium points
(x1, y1) and (x2, y2) under the conditions 0 < α < 1 and (1− α)2 − 4λα > 0, where x1 and x2 are the positive zero points
determined by
f (x) ≡ λα(1+ αx)2 − (1− α)(1+ αx) + 1 = 0. (2.2)
Setting x1 < x2 leads to y1 < y2. A direct calculation shows that (x2, y2) is a saddle while (x1, y1) is an equilibrium point
with index +1, which becomes a stable positive focus when θ > αx1/λy1. There exists a unique and stable limit cycle, which
bifurcates from the focus via a Hopf bifurcation. Throughout this paper, we assume that 0 < α < 1 and (1− α)2 − 4λα > 0
always hold based on the reason of ecological practice [7,18].
Now we consider the prey–predator model (2.1) by introducing a state feedback control strategy, rather than the usual
ﬁxed-time control strategy. This design is often feasible in practice. We can control the population size by catching or
poisoning the prey (such as insect pest) species and releasing the predator (that is, the natural enemy) when the amount
of the prey reaches the threshold value. The controlled system is modeled by the following equations:
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
x˙ = x− xy
1+ αx
y˙ = θ
(
−y + xy
1+ αx − λy
2
)
⎫⎪⎪⎬
⎪⎪⎭ x = h,
x = −px
y = qy + τ
}
x = h,
(2.3)
where the parameters p ∈ (0,1), h > 0, q > 0, τ  0, x(t) = x(t+)−x(t), and y(t) = y(t+)− y(t). When the amount of the
prey-species reaches the threshold value h at the time ti(h), controlling measures are taken and the amounts of prey-species
and predator-species abruptly turn to (1 − p)h and (1 + q)y(ti(h)) + τ , respectively. In this paper, X(t) = (x(t),0) is called
a semi-trivial solution for y = 0. Also, X(t) is called a T -periodic solution if X(nT ) = X((n + 1)T ) for all n > 0. Throughout
this paper, we only consider the solutions with nonnegative components, continuously differentiable in R+ \ {ti(h)}.
In what follows, we assume that the threshold value satisﬁes h < x1 because it is expected that the two species shall
be permanent. Controlling the amount of prey is our ﬁrst consideration. Under the condition of the given amount of killed
prey each time (then p is given) and the given threshold value h, the purpose of this paper is to obtain the control measure
of how to release predator to control the prey by studying the dynamics of system (2.3). Therefore, dynamical properties of
solutions of system (2.3) are discussed under the assumption that q and τ are control parameters.
3. Dynamical properties
3.1. Poincaré map
In order to discuss the dynamical behavior of system (2.3), a Poincaré map is constructed here. Firstly, we consider the
vector ﬁeld of system (2.1). As shown in Fig. 1, denote S0 = {(x, y) | x = (1 − p)h, y  0} and S1 = {(x, y) | x = h, y  0},
the segment AB is represented by y = 1 + αx, where (1 − p)h < x < h, A = ((1 − p)h,1 + α(1 − p)h), B = (h,1 + αh),
C = ((1− p)h,0) and D = (h,0). Denote Ω = {(x, y) | 0 < y < 1+αx, (1− p)h < x < h} and Ω1 = Ω ∪ CD. It is obvious that
dx = 0, dy < 0 are satisﬁed at the point (x, y) ∈ AB. On the one hand, any orbit passing through the segment AB will go
from the exterior of Ω to the interior of it, as t increases, and then go out of Ω by passing through the segment BD. On the
other hand, any orbit initialing at the point (x0,0) ∈ CD ⊂ Ω1 keeps y(t) = 0 and tends to ∞. In addition, x˙ > 0 is satisﬁed
at any point (x, y) ∈ Ω1, which is a signiﬁcant condition for the discussion afterwards.
Secondly, we choose section S0 as a Poincaré section. Suppose that the point B
+
k−1((1− p)h, y+k−1) is on the section S0.
In view of the vector ﬁeld of system (2.1), the trajectory with the initial point B+k−1 intersects the section S1 at the point
Bk(h, yk), where yk is determined by y
+
k−1, which can be expressed by yk = g(y+k−1). Then the point Bk jumps to point
B+k ((1− p)h, (1+ q)yk + τ ) on S0 due to the impulsive effects, and we get the following Poincaré map P :
y+k = (1+ q)g
(
y+k−1
)+ τ . (3.1)
We also introduce another type of the Poincaré map which will be used later. We choose section S1 as another Poincaré
section. Suppose that the point Bk(h, yk) is on the Poincaré section S1. Then B
+
k ((1 − p)h, (1 + q)yk + τ ) is on the section
S0 due to the impulsive effects, and the trajectory with the initial point B
+
k intersects the Poincaré section S1 at the point
Bk+1 = (h, yk+1), where yk+1 is determined by yk and the parameters q and τ . The Poincaré map P1 is constructed as
yk+1 = g
(
(1+ q)yk + τ
)≡ F (q, τ , yk). (3.2)
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respect to q, τ and yk . For each ﬁxed point of the map P1 there is an associated periodic solution of system (2.3), and vice
versa. It is also true for the map P .
3.2. The case of τ = 0
It is easy to see that the semi-trivial periodic solution with y = 0 of system (2.3) exists if and only if τ = 0. Hence we
can begin our study by setting τ = 0.
When τ = 0, system (2.3) has the following special form:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
x˙ = x− xy
1+ αx
y˙ = θ
(
−y + xy
1+ αx − λy
2
)
⎫⎪⎪⎬
⎪⎪⎭ x = h,
x = −px
y = qy
}
x = h.
(3.3)
In this section, dynamical properties of periodic solutions of system (3.3) are discussed in the case where we assume
that q is a control parameter.
3.2.1. Semi-trivial periodic solution
In this section, we consider the semi-trivial solution of system (3.3). Let y(t) = 0 for t ∈ (0,∞), then from system (3.3)
we have{
x˙ = x, x = h,
x = −px, x = h. (3.4)
Setting x0 = x(0) = (1 − p)h leads to the solution x(t) = (1 − p)h exp(t) for system (3.4). Denote T = ln 11−p , then we have
x(T ) = h and x(T+) = (1− p)h. This means that system (3.3) has the semi-trivial periodic solution as follows:{
x(t) = (1− p)exp(t − (k − 1)T ),
y(t) = 0, (k − 1)T < t  kT , k ∈ N, (3.5)
which is denoted by (ξ(t),0).
We now discuss the stability of the semi-trivial periodic solution (3.5). In order to present our results in a straightforward
manner, we introduce the following technical lemma:
Lemma 1. (See [8].) The T -periodic solution (x, y) = (ξ(t), η(t)) of the system⎧⎨
⎩
dx
dt
= P (x, y), dy
dt
= Q (x, y), if φ(x, y) = 0,
x = α(x, y), y = β(x, y), if φ(x, y) = 0,
is orbitally asymptotically stable if the Floquet multiplier μ2 satisﬁes the condition |μ2| < 1, where
μ2 =
q∏
k=1
	k exp
[ T∫
0
(
∂ P
∂x
(
ξ(t),η(t)
)+ ∂Q
∂ y
(
ξ(t),η(t)
))
dt
]
,
with
	k =
P+( ∂β∂ y
∂φ
∂x − ∂β∂x ∂φ∂ y + ∂φ∂x ) + Q+( ∂α∂x ∂φ∂ y − ∂α∂ y ∂φ∂x + ∂φ∂ y )
P ∂φ
∂x + Q ∂φ∂ y
,
and P , Q , ∂α
∂x ,
∂α
∂ y ,
∂β
∂x ,
∂β
∂ y ,
∂φ
∂x and
∂φ
∂ y are calculated at the point (ξ(tk), η(tk)), P+ = P (ξ(t+k ), η(t+k )) and Q+ = Q (ξ(t+k ), η(t+k )).
Here φ(x, y) is a suﬃciently smooth function such that gradφ(x, y) = 0, and tk (k ∈ N) is the time of the k-th jump.
By means of this lemma, we can derive the following result about the existence and the stability of the semi-trivial
period solution of system (3.3):
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0 < q <
(
1
1− p
)θ(1+ α(1− p)h
1+ αh
) θ
α
− 1. (3.6)
Proof. In our case, we have
P (x, y) = x− xy
1+ αx , Q (x, y) = θ
(
−y + xy
1+ αx − λy
2
)
,
α(x, y) = −px, β(x, y) = qy, φ(x, y) = x− h,(
ξ(T ),η(T )
)= (h,0), (ξ(T+), η(T+))= ((1− p)h,0).
Then, by virtue of Lemma 1, a straightforward calculation gives
∂ P
∂x
= 1− y
(1+ αx)2 ,
∂Q
∂ y
= θ
(
−1+ x
1+ αx − 2λy
)
,
∂α
∂x
= −p, ∂α
∂ y
= 0, ∂β
∂x
= 0, ∂β
∂ y
= q, ∂φ
∂x
= 1, ∂φ
∂ y
= 0,
and
1 =
P+( ∂β∂ y
∂φ
∂x − ∂β∂x ∂φ∂ y + ∂φ∂x ) + Q+( ∂α∂x ∂φ∂ y − ∂α∂ y ∂φ∂x + ∂φ∂ y )
P ∂φ
∂x + Q ∂φ∂ y
= P
+(ξ(T+),η(T+))(1+ q)
P (ξ(T ),η(T ))
= (1− p)(1+ q).
Moreover, we ﬁnd
exp
( T∫
0
(
∂ P
∂x
(
ξ(t),η(t)
)+ ∂Q
∂ y
(
ξ(t),η(t)
))
dt
)
= exp
( T∫
0
(
1− θ
(
−1+ ξ(t)
1+ αξ(t)
))
dt
)
=
(
1
1− p
)1−θ( 1+ αh
1+ α(1− h)
) θ
α
.
Thus, the Floquet multiplier μ2 can be calculated directly as follows:
μ2 = 1 exp
( T∫
0
(
∂ P
∂x
(
ξ(t),η(t)
)+ ∂Q
∂ y
(
ξ(t),η(t)
))
dt
)
= (1+ q)(1− p)θ
(
1+ αh
1+ α(1− p)h
) θ
α
.
It is easy to see that |μ2| < 1 if and only if (3.6) holds. So we completes the proof of Theorem 1. 
Remark 1. It is notable that if we set
q∗ =
(
1
1− p
)θ(1+ α(1− p)h
1+ αh
) θ
α
− 1, (3.7)
a bifurcation may occur at q = q∗ for |μ2| = 1. As a result, a positive periodic solution may appear when q > q∗ . The detailed
research will be brought forth in the next subsection.
3.2.2. Transcritical bifurcation analysis
In this subsection, we deal with the problem of the bifurcation of nontrivial periodic solution of system (3.3) near the
semi-trivial one (ξ(t),0). Consider the Poincaré map (3.1) with τ = 0. Set u = y+k and u  0 to be suﬃciently small. In
terms of the new variable, the map can be written as
u 
→ (1+ q)g(u) ≡ G(u,q). (3.8)
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tion 3.2.1 is associated with the ﬁxed point of zero of this map. Due to the dependence of solutions on the initial conditions,
the function G(u,q) is continuously differentiable with respect to both u and q, then we have limu→0+ g(u) = g(0) = 0.
In order to discuss the bifurcation of the map (3.8), we introduce the following lemma:
Lemma 2. (See [20].) Let F :R×R→R be a one-parameter family of C2 map satisfying
(i) F (0,μ) = 0,
(ii) ∂ F
∂x (0,0) = 1,
(iii) ∂
2 F
∂x∂μ (0,0) > 0,
(iv) ∂
2 F
∂x2
(0,0) < 0.
Then F has two branches of ﬁxed points for μ near zero. The ﬁrst branch is x1(μ) = 0 for all μ. The second bifurcating branch x2(μ)
changes its value from negative to positive as μ increases through μ = 0 with x2(0) = 0. The ﬁxed points of the ﬁrst branch are stable
if μ < 0 and unstable if μ > 0, while those of the bifurcating branch have the opposite stability.
To apply this lemma, the values of g′(u) and g′′(u) are needed to be calculated at u = 0. According to the above
discussions, any trajectory through the initial point ((1 − p)h,u), where 0  u  1 + α(1 − p)h ≡ u0, always stays in Ω1
as t increases and intersects with the line S1 at the point (h, g(u)). Thus, orbits in Ω1 are concerned, any point in which
satisﬁes x˙ > 0 as indicated in Section 3.1, then system (2.1) can be transformed as follows:
dy
dx
= Q (x, y)
P (x, y)
, (3.9)
where
P (x, y) = x− xy
1+ αx , Q (x, y) = θ
(
−y + xy
1+ αx − λy
2
)
.
Let (x, y(x; x0, y0)) be an orbit of system (3.9), and set x0 = (1− p)h, y0 = u, 0 u  u0, then we have
y
(
x; (1− p)h,u)≡ y(x,u), 0 u  u0, (1− p)h x h. (3.10)
Using (3.10) we ﬁnd
∂ y(x,u)
∂u
= exp
[ x∫
(1−p)h
∂
∂ y
(
Q (s, y(s,u))
P (s, y(s,u))
)
ds
]
,
and
∂2 y(x,u)
∂u2
= ∂ y(x,u)
∂u
x∫
(1−p)h
∂2
∂ y2
(
Q (s, y(s,u))
P (s, y(s,u))
)
∂ y(s,u)
∂u
ds.
Clearly, we can deduce that ∂ y(x,u)
∂u > 0, and
g′(0) = ∂ y(h,0)
∂u
= exp
[ h∫
(1−p)h
∂
∂ y
(
Q (s, y(s,0))
P (s, y(s,0))
)
ds
]
= exp
[ h∫
(1−p)h
θ
(
−1
s
+ 1
1+ αs
)
ds
]
= (1− p)θ
(
1+ αh
1+ α(1− p)h
) θ
α
. (3.11)
Furthermore, we have
g′′(0) = g′(0)
h∫
(1−p)h
m(s)
∂ y(s,0)
∂u
ds,
where
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2
∂ y2
(
Q (s, y(s,0))
P (s, y(s,0))
)
= 2λθ
s
+ 2θ
(
−1+ s
1+ αs
)
1
s(1+ αs)
= 2θ
s
(
−λ + −1+ (1− α)s
(1+ αs)2
)
, s ∈ [(1− p)h,h].
Using (2.2), m(s) can be written as
m(s) = −2θ
sα
1
(1+ αs)2 f (s).
It can be found that
m(s) < 0, s ∈ [(1− p)h,h). (3.12)
Because x1 is the smaller zero point of the function f (x) given by (2.2). It is clear to see that f (x) is monotonously
decreasing in the interval [0, x1]. This fact implies that f (s) > 0 when s ∈ [0, x1), which immediately indicates (3.12) as for
h x1 as we mentioned in Section 2. So we have
g′′(0) < 0. (3.13)
Moreover, we can apply Lemma 3.2 to the single parameter map (3.8) and obtain the following theorem:
Theorem 2. In concerning with the map (3.8), a transcritical bifurcation occurs whenever q = q∗ , where q∗ is given by (3.7). Therefore,
a stable positive ﬁxed point appears when the parameter q changes through q∗ from left to right. Correspondingly, system (3.3) has a
stable positive periodic solution if q ∈ (q∗,q∗ + δ) with δ > 0.
Proof. To prove that system (3.3) has a stable positive periodic solution, we need to check whether the following conditions
are satisﬁed.
(i) It is easy to verify
G(0,q) = 0, q ∈ (0,∞).
(ii) Using (3.11), we deduce
∂G(0,q)
∂u
= (1+ q)g′(0) = (1+ q)(1− p)θ
(
1+ αh
1+ α(1− p)h
) θ
α
,
which yields
∂G(0,q∗)
∂u
= 1.
This means that (0,q∗) is a ﬁxed point with the eigenvalue 1 of the map (3.8).
(iii) By means of (3.11) we have
∂2G(0,q∗)
∂u∂q
= g′(0) > 0.
(iv) Finally, inequality (3.13) implies that
∂2G(0,q∗)
∂u2
= (1+ q∗)g′′(0) < 0.
By virtue of Lemma 2, so the proof of Theorem 2 is completed. 
3.3. The case of τ > 0
In this section, we discuss the existence of positive periodic solution with τ > 0 by using the Poincaré map (3.2). As
shown in Fig. 2, set yk = 0, then y+k = (1+ q)yk + τ = τ , F (q, τ ,0) = g(τ ) > 0, and
0− F (q, τ ,0) < 0. (3.14)
Consider the point A((1 − p)h,1 + α(1 − p)h), where dy < 0 and dx = 0, the trajectory originated at the initial point
A is tangent to the line S0 and intersects the Poincaré section S1 at the point M = (h,m0), and then jumps to the point
M+ = ((1− p)h, (1+ q)m0 + τ ) and reaches the point M1 = (h,m¯0) on S1 again. To seek the location of the point M+ , we
suppose that there exists a number q¯ such that (1+ q¯)m0 + τ = 1+α(1− p)h, then the point M+ coincides with the point
A for q = q¯. Accordingly the point M+ is above the point A for q > q¯ while under the point A for q < q¯, and the trajectory
of which is plotted with dashed and dotted points, respectively (see Fig. 2). However, for any q > 0, the point M1 is not
above the point M in view of the vector ﬁeld of system (2.1). As a result we have that m¯0 m0. That is,
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(1) if m¯0 =m0 (q = q¯), then system (2.3) has a periodic solution −−−−→MAM;
(2) if m¯0 <m0 (q = q¯), then
m0 − F (q, τ ,m0) =m0 − m¯0 > 0. (3.15)
It follows from (3.14) and (3.15) that the Poincaré map (3.2) has a ﬁxed point yk ∈ (0,m0), which corresponds to a positive
periodic solution of system (2.3). The result is summarized in the following theorem:
Theorem 3. System (2.3) always has a positive periodic solution under the condition τ > 0 and q > 0.
3.4. Flip bifurcation
According to Sections 3.2 and 3.3, a positive periodic solution exists when τ = 0, q q∗ or τ > 0, q > 0. In what follows,
we suppose that the periodic solution with period T passes through the points E+((1− p)h, (1+ q)η0 + τ ) and E(h, η0), in
which η0 m0 holds because of the reason of the vector ﬁeld of system (2.1) discussed in the preceding subsection.
As the expression and the period T of the solution is not known, we discuss the stability of this positive periodic solution
by using Lemma 1. The difference between this case and that of Theorem 1 lies in that(
ξ(T ),η(T )
)= (h, η0), (ξ(T+), η(T+))= ((1− p)h, (1+ q)η0 + τ ),
while the others are just the same. Then we have
1 =
P+( ∂β∂ y
∂φ
∂x − ∂β∂x ∂φ∂ y + ∂φ∂x ) + Q+( ∂α∂x ∂φ∂ y − ∂α∂ y ∂φ∂x + ∂φ∂ y )
P ∂φ
∂x + Q ∂φ∂ y
= P
+(ξ(T+),η(T+))(1+ q)
P (ξ(T ),η(T ))
= (1− p)h(1−
(1+q)η0+τ
1+α(1−p)h )(1+ q)
h(1− η01+αh )
= (1− p)(1+ q)1−
(1+q)η0+τ
1+α(1−p)h
1− η01+αh
.
Set G(t) = ∂ P
∂x (ξ(t), η(t)) + ∂Q∂ y (ξ(t), η(t)), then we have
μ2 = 1 exp
( T∫
0
(
∂ P
∂x
(
ξ(t),η(t)
)+ ∂Q
∂ y
(
ξ(t),η(t)
))
dt
)
= (1− p)(1+ q)1−
(1+q)η0+τ
1+α(1−p)h
1− η01+αh
exp
( T∫
0
G(t)dt
)
.
As we mentioned above, the point E+ = ((1− p)h, (1+q)η0 + τ ) coincides with the point A((1− p)h,1+α(1− p)h) for
q = q¯ > 0, then we have
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(1+ q¯)η0 + τ = 1+ α(1− p)h,
μ2 = (1− p)(1+ q¯) 0
1− η01+αh
exp
( T∫
0
G(t)dt
)
= 0.
Thus, this periodic solution is stable since |μ2| = 0 < 1.
For 0 < q < q¯, the point E+ is under the point A and (1 + q)η0 + τ < 1 + α(1 − p)h holds, which results in that
1− (1+q)η0+τ1+α(1−p)h > 0. In view of exp(
∫ T
0 G(t)dt) > 0 and 1− η01+αh > 0, we have that μ2 > 0 for 0 < q < q¯.
For q > q¯, the point E+ is above the point A, which results in (1+ q)η0 + τ > 1+ α(1− p)h. Then we have that μ2 < 0
for q > q¯.
If |μ2| < 1, that is∣∣∣∣∣(1− p)(1+ q)
1− (1+q)η0+τ1+α(1−p)h
1− η01+αh
exp
( T∫
0
G(t)dt
)∣∣∣∣∣< 1, (3.16)
the periodic solution is stable. Consequently, the results about the stability of this positive period-1 solution can be sum-
marized as follows:
Theorem 4. For any τ > 0, q > 0 or τ = 0, q  q∗ , system (2.3) has a positive period-1 solution. Furthermore, suppose that inequal-
ity (3.16) holds, then this period-1 solution is stable.
Remark 2. From the above, we know that μ2 < 0 for q > q¯. So if there exists a qˆ > q¯ such that μ2 = H(qˆ) = −1, the positive
period-1 solution loses its stability at q = qˆ and a ﬂip bifurcation may occur at q = qˆ. If a ﬂip bifurcation occurs, there exists
a stable positive period-2 solution of system (2.3) for q > qˆ, which may also lose its stability when q increases.
4. Numerical simulations
In order to illustrate the dynamical behavior of system (2.3) numerically, let us consider the following example:⎧⎨
⎩ x˙ = x−
xy
1+ 0.4x , y˙ = 2
(
−y + xy
1+ 0.4x − 0.125y
2
)
, x = h,
x = −px, y = qy + τ , x = h,
(4.1)
where α = 0.4, θ = 2 and λ = 0.125. Note that the continuous system corresponding to system (4.1) has a focus (x1, y1) =
(2.5,2). Set h  2.5, then a Poincaré map can be constructed. System (4.1) has a semi-trivial periodic solution under the
condition of τ = 0. Taking p = 0.3 and h = 2.5, from Theorem 1, we have
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Fig. 5. (a) Phase portrait, (b) time-series of y for system (4.1) with h = 2, p = 0.4,q = 11 and τ = 0.2.
μ2 = (1+ q)(1− p)θ
(
1+ αh
1+ α(1− p)h
) θ
α
≈ 1.1043(1+ q).
Note that μ2 > 1 is always true for any q > 0, and then the periodic semi-trivial solution
−−−→
CDC is unstable (see Fig. 3(a)).
Setting p = 0.3 and h = 1.5, from Remark 1, we have
q∗ =
(
1
1− 0.3
)2(1+ 0.4× 2× (1− 0.3)
1+ 0.4× 2
) 2
0.4
− 1 ≈ 0.1237.
The solution from the initial point (0.8,0.01) of system (4.1) with q = 0.08 tends to the stable semi-trivial periodic solution−−−→
CDC when t increases (see Fig. 3(b)).
Set p = 0.4, h = 2, and τ = 0.2. From Theorem 4 and Remark 2 we know that system (4.1) has a stable period-1 solution
with q = 0.8 (see Fig. 4(a)). A ﬂip bifurcation occurs at q = qˆ = 3.186 according to our numerical simulations. Fig. 4(b)
illustrates a stable period-2 solution with q = 5.
As q increases, we can observe that chaotic solutions appear. The phase portrait and time-series y of a chaotic solution
with q = 19 are shown in Fig. 5.
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If we consider q as a parameter, the bifurcation diagram of the periodic solution of system (4.1) with τ = 0 is presented
in Fig. 6(a). It is seen from the bifurcation diagram that the semi-trivial periodic solution is stable for q ∈ (0,0.0439) and
unstable for q ∈ (0.0439,+∞). A positive period-1 solution bifurcates from the semi-trivial periodic solution at q ≈ 0.0439
through a transcritical bifurcation. This positive period-1 solution is stable for q ∈ (0.0439,3.056) and unstable for q ∈
(3.056,+∞). A positive period-2 solution bifurcates from the positive period-1 solution via a ﬂip bifurcation at q ≈ 3.056.
The period doubling bifurcation leads to chaos. On the other hand, if we take q = 13 and view τ as a bifurcation parameter
in system (4.1), there is a route from chaos to stable periodic solutions via a cascade of reverse period-doubling bifurcation
(see Fig. 6(b)).
5. Conclusion
In this paper, an impulsive system of feed back control was studied in theoretical and numerical ways. In order to ﬁnd
out the positive periodic solution, we transformed the problem into a ﬁxed-point problem. Theorem 2 was proved by using
the bifurcation theory of dynamical systems. It was revealed that the positive periodic solution bifurcated from the trivial
periodic solution through a transcritical bifurcation. As for other relationship between two species, for instance, competitive
system, host-parasite, mutualistic symbiosis, etc. analogous problems can be treated by using the same technique described
herein.
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