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This paper proposes a middleware that follows the MDO effect loop for query-centric
event detection, providing some optimizations for resource-constrained networks. The mid-
dleware’s main objectives are easy-to-use, easy-to-deploy and providing a framework for
customization on the annotation and sensor managing process. The experiments show that
with the middleware, a short connection time is required for each node and every node has a
reasonable failure detection ability. Lastly, it is presented that the implemented background
subtraction based video streaming strategy in the middleware has more minor average lags
in static scenes compared with HLS streaming. Some future directions are also discussed at
the end of this paper.
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CHAPTER 1: INTRODUCTION
Sensors nowadays are omnipresent, serving various purposes in different domains with the
same goal as to be informative. In the Internet of Things (IoT), sensors or microcontrollers
form a network and communicate with each other within the network, providing information
obtained by the sensors to the users. The idea of IoT has already been applied to many
scenarios in the past few years, from ”smart home”, a user being able to control or monitor
home appliances from a device, to ”smart city”, a large scale version of ”smart home”. A
similar idea with a new scenario was then introduced, termed Internet of Battlefield Things
(IoBT) [1]. On the one hand, similar to IoT systems, sensors in an IoBT system have the
property of limited power and resources and heterogeneity, sensors with different hardware
and background. On the other hand, IoBT systems are usually set on the battlefield or
at some places where the network is constrained, and the bandwidth is limited. Hence,
while the mission goals in the IoBT, comparable with the IoT, usually involve timely event
detection and decision, different challenges make their appearances in the scenarios of IoBT.
A simple example would be that the commander would like to be aware of potential enemies
at a location at the moment by sending out a query specifying the decision requirements
to the relevant sensor nodes. Then the sensors, based on their detection, should inform
on the decision of whether there exists any enemy at the location at the present time with
the lowest latency possible. Accordingly, in this case, the main challenge is to retrieve the
necessary data from sensors in a resource-constrained network to make a decision promptly.
To facilitate the overall decision making in the IoBT, Multi-domain operations (MDO)
effect loop [2] was offered to provide an effective structure, also a guideline, for the orga-
nization of the automating components in the IoBT. Laid out in seven stages, the MDO
effect loop dedicates the first three stages to entities identification. Any entity that makes
an appearance should be detected and recognized by algorithms, and the entity would be
located and tracked after identification. Then the following two stages are the data aggre-
gation and distribution, which enable the sensors to cue each other regarding the situation,
based on each of their own knowledge. The last two stages are about making a decision
and suggesting a reaction for the commander as a result of the query which the commander
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sends out. This paper proposes an implementation of the middleware that follows the logic
of the MDO effect loop and aims to alleviate some issues, identified in the following two
paragraphs, caused by the harsh environment and some other reasons in the IoBT during
the query execution.
One of the issues is the poor condition of the network, as discussed before. In a setting like
a battlefield or the desert, the connections among the sensors may be slow due to the fact that
sensors can be distributed far away from each other, unlike in some IoT applications in which
sensors are located close to each other. Therefore, the connections are often characterized
as low bandwidth and high latency. To address this issue, the middleware tends to reduce
the number of data transfer times in the network so that the total distance of data transfer
is minimized. Also, the middleware would let some algorithm be run locally at the sensor
nodes to prune the data to be transferred. However, as is often the case that sensor nodes
have minimal CPU resources, so that they may not be able to run any resource-demanding
algorithm. In this case, there is a trade-off between using local CPU resources and using the
bandwidth. The middleware, therefore, is designed to be adaptive to the current network
and finds out the best strategy.
Another issue is sensor failures. Sensors are fragile in extreme environments as the infras-
tructures that carry the sensors can be destroyed in a battlefield scenario, or the sensors can
be damaged due to some natural disaster. Not only sensor failures can be caused by physical
harm, but also they can happen due to the unreliability of the network. Consequently, the
middleware has failure tolerance and the ability to recover.
The rest of this paper is structured as follows. Chapter 2 reviews the relevant projects
and describes the previous works that the middleware is built upon. Chapter 3 illustrates
the detailed architecture and the middleware components with the implementation and the
typical workflows of executing different types of queries. Chapter 4 presents two working
examples of the execution of queries. Chapter 5 evaluates the middleware using the exam-
ple introduced in the last chapter. The remaining problems and possible future research
directions are discussed in Chapter 6. Lastly, the paper concludes in Chapter 7.
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CHAPTER 2: RELATED WORK
There has been extensive research about the middleware for sensor networks, and countless
middleware projects have been developed. Though they may each serve a different use with
a different approach, the previous works of middleware all tend to address the common
problems in sensors network caused by sensors’ nature. Therefore, a criteria [3] was developed
to make comparisons among the middleware and evaluate a middleware. The criteria serve as
an essential guide in the development process of this paper and will be used as an evaluation
tool later in this paper. Heterogeneity, as the most common issue caused by sensors network,
has many solutions. One of them is the Global Sensor Networks (GSN) middleware [4]. It
is an attempt to provide an abstraction to the sensors so that heterogeneous sensors can be
deployed and integrated together at a reasonably low cost and in a fast way. Similar to the
idea, the paper’s proposed middleware is expected to be run on each sensor node so that all
nodes can use the same protocol to conquer the problem of heterogeneity of hardware itself.
There are also a few projects that the middleware in this paper is built upon. Aurora-
Net [5] is used and modified to create the underlying connections among the sensor nodes.
It provides a server for the clients to perform publishing/subscribing actions, and it sup-
ports encryption/decryption of a message. The middleware also uses a part of Athena [6],
its decision-centric algorithm for data fetching in a sensor network. The details of these
dependencies will be discussed in the following chapter.
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CHAPTER 3: THE MIDDLEWARE
In this chapter, the details of the middleware will be laid out. First, the basic architec-
ture, including details of each component and their logistics, will be discussed. Second, the
implementation with the technical details will also be examined.
3.1 DISTRIBUTED ARCHITECTURE
The middleware is built in a distributed way. To elaborate, it is expected to be installed
on every sensor node so that it can address the heterogeneity of sensors since it provides
a consistent protocol for all of the sensors. Another reason being that the setting for the
proposed middleware is in the IoBT. A battlefield or some places alike would be likely to have
resource-constrained and unreliable networks due to their unique environments. Therefore,
a fully centralized architecture would not work well as it introduces more difficulty to the
failure recovery process, and it would be slow due to the fact that all data packets have to
go through one particular node, which causes network congestion. Also, the sensor nodes at
the battlefield are usually also resource-constrained so that they are not able or expected to
do much computation or processing. If the centralized architecture is configured in a way
that a node at the battlefield is the main node, the node will not be able to process that
many messages coming from all other nodes. Naturally, one may argue that there could be
a powerful server, as a remote node, which has the capability to process all of the messages.
While this may be true, this strategy would harm the latency because due to low bandwidth,
the round trip time for messages to be sent and received is too long to make the sensor nodes
responsive. Thus, a fully centralized architecture is not ideal, and a distributed architecture
is better to be used in the current scenario.
The overview of the overall architecture of the proposed middleware and its components
are shown in Figure 3.1. From top to bottom, each component is presented in details as
follows:
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Figure 3.1: Architecture of the middleware.
• Sensor: Multi-domain, low-power sensor nodes in the network.
• Annotator: A function that has the raw sensor data as input and annotates them into
semantics. The annotated data can be used as labels. An example of the annotator is
YOLO [7]. It is an algorithm that takes in images and performs object detection on
the input images.
• User/Subscriber: It is a user interface that allows users to send out a query to any
node in the system, as every node has the ability to process the query. Query has a
pre-defined format so that the middleware can easily process it. The format of a query
is defined as: Position is an indicator of the area of sensors that the query wants to
utilize. Type refers to the two query types, running and static. A static query means










on the other hand, means a series of decisions are needed based on the live stream of
sensor values. A running query only ends after the user specifies it to end. Lastly, the
main part of the query is the decision conditions. A condition consists of a result and
a Boolean predicate, which returns the truth value of a series of Boolean expressions.
If a Boolean predicate evaluates to be true, the corresponding result is acquired as the
decision of the query. In terms of the context of the IoBT, the user is the commander,
who can send out queries to receive information regarding the events of interest.
• Staff Officer/Data Mining: This module is adapted from Athena [6], containing a
preset of rules, an annotator-to-sensor mapping, costs and predictions. Rules connect
the results, a part of the condition in the query, to the corresponding sets of annotators.
For example: It means using Annotator 1 or using Annotator 2,3 combined can yield
"Result": [
["Annotator 1"],
["Annotator 2", "Annotator 3"]
]
Figure 3.3
the truth value of the result. The reason why such rules are preset in the middleware,
and can be customized, is that in runtime, once the middleware receives a query,
it can directly find out the annotators that can help to resolve the query. After the
middleware knows which annotators to use, it will use the annotator-to-sensor mapping
to find out which sensors to look at. As can be seen that there are multiple sets of
annotators that can help to yield the value of the result, the problem of which set to use
arises. As a result, a preset of costs come into use here. It indicates how costly for each
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annotator to run. The cost of an annotator comes from the complexity of the annotator
and the data retrieval cost which mostly is the bandwidth between the current node
and the annotator’s corresponding sensor node. Consequently, the set of annotators
with the lowest cost will be chosen to run. Keep in mind that part of the cost is
the bandwidth which can vary in runtime. Lastly, the preset of predictions is used
when there are multiple conditions in a query. The predictions imply the likelihood
of each condition being evaluated to the preferred value. In combination with costs, a
sequential order of conditions evaluation can be determined based on the predictions
and the total cost of the evaluation of each condition. This is decision-centric and
minimizing the cost of data retrievals and annotation.
• Decision/Rules Handler: This handler includes a parser for parsing the formatted
query to a decision query that other middleware modules can recognize, a parser for
parsing the formatted rules and a unit to send the answer (the decision) to the user.
• Prediction Handler: This handler is a parser for parsing the formatted predictions/costs
information and cache them for future use.
• Semantics Handler: It helps convert the semantics into labels to the MDO Effect Loop
for decision making.
• MDO Effect Loop: This module has four parts. First, the tree manager, adapted
from Athena [6], is responsible for constructing AND-OR trees based on the parsed
conditions from the query. Such trees can help sequentialize the data retrieval to
minimize the network traffic. Second, the data source selector is using the preset rules
along with the predictions and costs to determine which sensor data will be retrieved
and used. Third, the scheduler is basically the part that realizes the sequentiality. It
will decide on the next sensor data to be fetched and wait for the annotated result
before it proceeds to repeat this process. Lastly, the predictor simply evaluates the
conditions and gives the decision.
• Communication System: This module is a simplified version of Aurora-Net [5]. It uses
ZeroMQ [8] which is a highly efficient asynchronous messaging library. ZeroMQ uses
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ZeroMQ Message Transport Protocol (ZMTP) which is a transport layer wrapping
another transport layer, such as TCP, inside. The communication system as a whole
works in a publisher-subscriber pattern. Each sensor node will act as a publisher and
a subscriber, subscribing to a few ”topics” in default. Most importantly, the real
question comes as whether a broker, a server, is used. Using a broker, on the one
hand, means all communications have to go through a single point, the broker, which
as mentioned before, such centralization of messages will result in a bottleneck of the
whole system and it is not resistant to failures. On the other hand, a brokerless model
can potentially solve the issues caused by using a broker and improve the latency, but
it is very difficult to manage in a realistic scenario. Every node must have knowledge
of the network address of the other node in order to communicate with that node. It
will be a daunting obstacle for scaling out the whole network. Therefore, the optimal
solution is to use distributed brokers so that the bottleneck of the network would not
exist due to the brokers. Currently, the communication system only uses a simple
broker and the distributed brokers can be part of future developments.
• Presets: In order to demonstrate the ability of the middleware, some preset functions,
such as the camera manager, object detection with YOLO, are included as a part of
the middleware. They not only work well with other modules in the middleware, but
also gives a reference to the users regarding how to create their own modules. An
objective of the middleware is to provide easy customization of modules in response
to new types of sensors or queries. The details of the presets will be further discussed
in the next chapter.
3.2 IMPLEMENTATION
The proposed middleware is entirely implemented in Python. In order to virtualize the
sensor nodes, Mininet [9] is used in the process of the development and quick virtualization
of the entire network. Due to the use of Mininet, the middleware has to be run on a Linux
operating system, Ubuntu, used in our case. The Mininet network is configured as a single
switch topology, with all hosts connecting to one switch. One host will be used to set up the
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Figure 3.4: Implementation of the network in Mininet.
broker, and the other hosts will be set up to simulate sensor nodes, as shown in Figure 3.2.
The core process of a sensor node uses three threads. The first thread starts a publisher.
The publisher will be ready for any future communication and publish a periodic heartbeat
message to other nodes. When a node first connects to the network, it will advertise its
annotators set and sensors set to other nodes. The second thread starts a subscriber, sub-
scribing to a few topics, such as ”heartbeat”, ”query”, etc. The third thread is for failure
detection. Failure detection runs periodically to check if a remote sensor node has possibly
failed. If a heartbeat message from a remote sensor has not been received for a period of
time, the remote node will be marked as ”failed”. If a heartbeat message is still not received
after another certain amount of time, the node will be removed from the memory. Nodes are
stateless, so it is easy for them to recover. Some low-power sensor nodes only work in an ad
hoc manner so that a stateless design can lower their overhead for each time of connection
to the network.
An additional feature that is also implemented in the sensor node is the leader election,
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using a Ring-based Election algorithm. Leader election is not in use currently in the middle-
ware due to the fact that a distributed design is adopted. However, it is still implemented
for the consideration of scalability. If the network is on a large scale and consists of thou-
sands of nodes across the country, it is better to elect a leader node for each area to help
to respond to queries. For example, a leader node can have knowledge about which node
possesses which sensors in its area. Then the burden of caching this information in memory
and processing will be removed for those resource-limited nodes.
A part of the middleware to notice is the message buffer queue, as in Figure 3.3. Even
though with a broker, the communication system seems to have a message buffer already,
still it is decided to have another message buffer queue on the node-level for a reason. Due
to the limited resources a sensor node typically has, it usually takes some time to process
each query. Without a doubt, if the query processing simply runs after the message of query
arrives, the subscriber will not deliver the new messages in time, and the new messages
are buffered at the broker. In this way, the node lacks the knowledge of the supposed one-
trip-time as it receives delayed messages. Without this information, the functions relying
on calculating approximate bandwidth, such as the cost calculation, will not run accurately.
Another potential solution to this is to start a new thread for processing each message, but it
will easily introduce race conditions, so it is not scalable. Therefore, having an independent
message buffer queue seems to be a solution to prevent some more complicated issues. In the
actual implementation, a global list is used for buffering to store the messages themselves
and the timestamp of the arrival of the message. In this scenario, only one thread will be
used for the message processing, and it uses a Python’s condition variable so that the thread
will block until a notify() is called.
Another part of the middleware is the query scheduler. On the ”static” queries, the sched-
uler is used to sequentially evaluate each condition of the query and fetch the corresponding
annotated sensor data [6]. The scheduler has a loop that will not end until a decision of the
query is made. The sequence order of the data fetching from the sensors is determined based
on the predictions/costs mentioned in 3.1. In each fetch of the sensor data, the sensor will
first capture the relevant raw data, and the data will then be annotated. The location of
the annotation is adaptively chosen, taking the current network condition and the available
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Figure 3.5: Implementation of the network in Mininet.
resources at the sensor node into consideration. If the network is very much congested and
the sensor node tends to have sufficient computing power, the annotation process will be run
locally at the sensor node. Conversely, suppose the bandwidth is enough to transfer the raw
data in its entirety. In that case, the sensor node will send the raw data to a more powerful
node or the commander node, which usually has more resources. The annotation will be run
at the remote node.
Besides, a camera manager is also implemented as a part of the middleware since the
camera is one of the most common sensors. The underlying assumption is that these surveil-
lance cameras are fixed most of the time, so the images that the camera takes are always
still. The camera manager is responsible for providing a single image for static query and
live streams for running query. A python version of OpenCV is mainly used to read in
videos or video streams and output the wanted images. In terms of the static query, the
module will simply take a snapshot of the current frame of the camera and provide it in
the format of bytes. Differently, in terms of running query, this module will have several
modes to stream the sequence of images from the sensor. The basic mode is when the sensor
node has a limited CPU for computation, but the bandwidth seems to be sufficient, a raw
image will be sent for each frame, with a low frame rate. It will consume a considerable
amount of bandwidth. Therefore, a second mode is introduced. The second mode, similar
to Moving Picture Experts Group (MPEG) compression and assuming the sensor node has
enough resources, will do a background subtraction on each frame in order to prevent the
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repeating parts of the image from sending out. This works well due to the assumption that
the surveillance cameras rarely or never move or change angles. After some testing, MOG2, a
background subtraction algorithm, is adopted in our module. After background subtraction,
an algorithm from OpenCV, cv2.connectedComponentsWithStats, to find every connected
components in the current frame is run. With the found components, only the components
with a size larger than a preset minimum size are selected to be sent to the consumer as
updated subframes. The reason behind this is that based on observation, the background
subtraction algorithm is sensitive to small changes due to lighting or very small movements
of objects, such as a waving leaf. Such changes are irrelevant and should be excluded to
reduce the overall size of data to be transferred. The modes may switch during runtime
due to the detection of changes in the network. Also, in case of network congestion, when
the middleware switches the mode, the publisher may be reset so that some frames can be
dropped and lost to prevent the congestion in the network. Last but not least, this imple-
mentation of stream optimization targets static frames, so it may not work well if the scene
in the frames involves a large amount of motion. However, the middleware is designed as
only a framework which means the users can easily add their own optimization algorithm.
Another implementation is the Object Detection algorithm as a preset, an annotation
module default to the Camera sensors. This object detection is based on YOLOv3 [7]. It
uses a pre-trained model with 80 classes of different objects with a reasonable confidence
threshold to determine if an object is detected. In addition, an option to draw a bounding
box around the object is also set, and the annotation can return both the annotation result
in text and an image-byte format. Non Maximum Suppression technique is also applied here




The middleware is designed to be simple to use, easy to customize. It is modularized for
conveniently adding or modifying the key modules. To start, Python3 is required. After
cloning the middleware and going to the corresponding directory, the user can run the
following command to install the middleware easily,
1 . / i n s t a l l . sh
Figure 4.1
Note that the user may modify this file to exclude some components from installing.
In default, it installs every component including some presets. Then, you can edit the
configuration file,
1 middleware /custom/global−conf . j son
Figure 4.2
to customize each node’s information, define the rules for entity or event detection and
specify the IP address of the server, the message broker. Some details are presented in 4.3
and an example can be found in Chapter 5.
4.2 RUN
In order to run the middleware on a machine, the user can simply run:
1 . / s t a r t . sh [− s | −n | −sn ] [ Node ID ]
Figure 4.3
Here we have two flags. -s means to run the broker. -n means to run the middleware here
on the current node. If -n is specified, a node ID is also needed. -sn simply means run both
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the broker and the middleware sequentially. Only one broker should be used in the current
implementation. Also, the user can choose to directly run a simulation of the network, using
the Mininet, consisting multiple nodes on a single machine, by run the following commands,
1 source venv/bin/ a c t i v a t e
2 sudo python a p p l i c a t i o n / launch min inet . py
Figure 4.4




This subsection specifies the parts of customization need to be completed before the mid-
dleware runs. The middleware is designed for users to add their own annotators as a python
module. Under middleware/custom/, there are two directories, ”sensors” and ”annotators”,
where the custom modules can be put correspondingly. There are some requirements for the
middleware to be able to identify the key functions.
For annotator modules, they must be put under middleware/custom/annotators/ as
module_name.py. In the module files, a function named main must be declared and it will
be the entry point for the annotator. It should return the result of the annotation. An
important note is that the returned value is required to be a python dictionary. The key in
the dictionary should correspond to the variables or entities in the conditions of the coming
queries. The value to a key will be used to make a decision. Users may declare other helper
functions in the same file.
For sensor modules, they should be put under middleware/custom/sensors/ as sensor_name.py.
In these module files, a class named Constructor is required. This class will be used to start
the sensors so as to be ready for the middleware’s use. An abstract class as the template for
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Constructor of sensors is provided as follows:
1 class SensorConstructor :
2 def i n i t ( s e l f , node id , s r c ) :
3 s e l f . node id = node id
4 s e l f . s r c = s r c
5 s e l f . i s s t r e a m i n g = False
6 def stream ( s e l f , custom args ) :
7 s e l f . i s s t r e a m i n g = True
8 # Your own asynchronous streaming method
9 # ( need to pass in a p u b l i s h e r to stream )
10 pass
11 def ge t data ( s e l f , custom args ) :
12 # Get a s i n g l e frame o f l a t e s t data
13 pass
14 def adapt ( s e l f , custom args ) :
15 # Optiona l : Adapting to network change
16 pass
Figure 4.5
The user’s custom Constructor class can inherit this class and the user may also add in
any helper class or function as needed. A side note is for the optional function adapt, this
function will be called if the middleware detects the congestion.
After the annotators and the sensors modules are put in the right place, users may modify
the global-conf.json correspondingly in a format, shown in Figure 4.6.
The middleware uses the above knowledge to connect the corresponding, lowest cost an-
notators available, excluding the failed annotators, to the sensors when a query comes.
Currently, however, the middleware cannot properly handle failures during the streaming
from sensors to annotators. Users may have to resend the query in that case but it can be
in the next version of the middleware.
Also, in each entity under ”rules”, it might be noticed that there might be more than one
annotators for an entity, such as annotator 1 and 2 in the above case. This is for those cases
that the users may need multiple annotators. In the current implementation, the support
for the combination of annotators is not entirely ready. In the case of using a combination
of annotators to decide on one entity, the middleware will use the average of the annotated
15
1 {
2 ” a n n o t a t o r p r e s e t s ” : {
3 Node ID : [ Annotator Module Name, Complexity , Sensor
Name ]
4 } ,
5 ” s e n s o r p r e s e t s ” : {
6 Node ID : [ Sensor Name, Source , ” long , l a t ” ]
7 } ,
8 ” r u l e s ” : {
9 Entity : [
10 [ Annotator Module Name 1 , Annotator Module Name
2 ] ,
11 [ Annotator Module Name 3 ]
12 ]
13 } ,
14 ” s e r v e r i p ” : IP address o f the broker
15 }
Figure 4.6
values, assuming the annotators return numbers.
In sensor presets, a position of longitude and latitude is specified. This is for the filtering
correlated to location feature whose logic is yet to be developed.
4.3.2 At Run-time
This subsection specifies the parts of the customization that can be completed or modified
at run-time.
The commander module, middleware/application/commander-camera.py, as part of
the middleware, demonstrates how to pre-process the query and detecting network conges-
tion. A new commander module can be written in the same manner. In order to support
multiple queries at a time, this module should subscribe to a unique channel so that the
sensor node will directly publish the data to the subscribers in the channel. The channel
ID should be randomly generated and included in the decision query that gets sent to the
sensor node.
In terms of the queries, the format is already specified in section 3.1. The variables in the
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conditions of the queries need to be corresponding to the output of relevant annotators, so
that the conditions in the queries can be validly evaluated. Normally, the middleware will
automatically find one of the corresponding sensors to provide the raw data for the entity
in the conditions, if there are more than one corresponding sensors. However, the users may
specify the the sensor as the source. For example, if the query is:
1 /YOLO = Dec i s i on ({
2 ”Human” : person > 0 . 3 ,
3 })
Figure 4.7
and the rules match ”person” to ”yolo” annotator, which is then matched to ”camera”.
If there are multiple ”camera” sensors, one of them will be chosen as the data source for
annotation. But the users can specify a sensor as:
1 /YOLO = Dec i s i on ({
2 ”Human” : person@0003 > 0 . 3 ,
3 })
Figure 4.8
Then, the middleware will use the ”camera” sensor at node ”0003” as the data source,
assuming the sensor is running at node ”0003”.
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CHAPTER 5: QUERY EXECUTION EXAMPLES
In order to show the practicality of the middleware, this chapter will describe two typical
applications of the middleware, using the two types of queries respectively, ”static” and
”running”. We will first go through the example of the execution of a static query and show
the middleware’s role in the static query execution process.
Suppose a scenario in which an earthquake is happening. A commander wants to send
out a rescue team to a specific location. The commander needs to know the available routes
to the location, given that some infrastructures might be destroyed by the earthquake.
Therefore a google map cannot help in this case. The commander would prepare a query as
the following, as a simplified example:
1 40.1 , −88.2
2 s t a t i c
3 /Route = Dec i s i on ({
4 ”Route A” : Br idge 1 == true && Tunnel 2 == true &&
Highway 1 == true && HighwayTraf f i c 1 < 0 . 4 ,
5 ”Route B” : ( Br idge 2 == true | | Tunnel 1 == true ) &&
Highway 2 == true && HighwayTraf f i c 2 < 0 . 7 ,
6 })
Figure 5.1
This query will be parsed to an AND-OR tree by the middleware. Then, the middleware
will use the following preset as the prior knowledge to the query:
1 r u l e s = {
2 ” Bridge ” : [ [ YOLO custom ] , [
f i b r e o p t i c s e n s o r a n n o t a t o r , GPS ] ] ,
3 ”Tunnel” : [ [ YOLO custom ] ] ,
4 ”Highway” : [ [ YOLO custom ] ] ,
5 ” HighwayTraf f ic ” : [ [YOLO] , [




1 a n n o t a t o r p r e s e t s = {
2 ”0003” : [ ” yo lo ” , 5 , ”camera” ] ,
3 ”0002” : [ ” yolo custom ” , 4 , ”camera” ] ,
4 ”0001” : [ ” f i b r e o p t i c s e n s o r a n n o t a t o r ” , 2 , ”
f i b r e o p t i c s e n s o r ” ] ,
5 ”0004” : [ ” gps annotator ” , 3 , ”gps” ] ,
6 ”0005” : [ ” p i e z s e n s o r a n n o t a t o r ” , 2 , ” p i e z s e n s o r ” ]
7 }
8 s e n s o r p r e s e t s = {
9 ”0003” : [ ”camera” , 0 , ” 100 ,90 ” ] ,
10 ”0001” : [ ” f i b r e o p t i c s e n s o r ” , 0 , ” 220 ,57 .8 ” ] ,
11 ”0004” : [ ” gps” , 0 , ” 229 ,120 ” ] ,
12 ”0005” : [ ” p i e z s e n s o r ” , 0 , ” 222 ,394 ” ]
13 }
14 p r o b a b i l i t i e s = {
15 # P r o b a b i l i t y o f each e n t i t y e v a l u a t e s to be t r u e or >
0.5
16 ” Br idge 1 ” : 0 . 5 , ” Br idge 2 ” : 0 . 7 ,
17 ” Tunnel 1 ” : 0 . 5 , ” Tunnel 2 ” : 0 . 5 ,
18 ”Highway 1” : 0 . 7 , ”Highway 2” : 0 . 6 ,
19 ” HighwayTraf f i c 1 ” : 0 . 5 , ” HighwayTraf f i c 2 ” : 0 . 4
20 }
Figure 5.2: (cont.)
We will not go through the principles and the details of the newly introduced annotators
as they merely serve as examples here. Still, it is worth mentioning that one sensor can
have multiple annotators, such as the camera can have a custom YOLO-based algorithm
used to detect the destruction and the default YOLO algorithm. Using the above knowledge
and the bandwidth conditions between the current node and other nodes, the decision logic
tree, referring to the AND-OR tree, will be updated accordingly. A sequential order of
data fetching can be determined to maximize the likelihood of having a decision ”early”,
short-circuit in the decision logic, with the minimum amount of retrievals and costs. In each
data fetching, the middleware will help the sensor node choose if the raw sensor data are
annotated locally or remotely. Finally, if a decision is concluded from the decision tree, it
will be provided to the commander in text, ”Route A” or ”Route B” in this case. For now,
the logic for locations is not fully implemented and should be in the future versions when
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the middleware is applied to a scaled-up scenario.
Next, in the case of a running query, data from sensors will be streamed to the commander.
In this scenario, we have a working example using a camera sensor to stream images from
the sensor node to the commander node. When the running query is being handled by the
middleware, the predefined rules will be utilized to decide the sensor source of the data. After
the decision of which sensors will be streaming to the commander, the streaming request
will be sent to the corresponding sensor nodes, and the nodes will start the streaming feed.
In our example, as mentioned before, we have two modes of streaming to adapt to different
bandwidth conditions. In details, if the bandwidth is generally less than 3 Mbits/second,
the mode will switch from images streaming to only streaming a partially updated subframe
of images. Since only partial images for each frame are streamed, the commander will store
a clear background image, usually the first frame of the stream, so that the updates can be
simply overlaid on the background image.
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CHAPTER 6: EVALUATION
For the evaluation, since we have not had the opportunity to run it on real-world applica-
tions, we run the middleware for the experiment in Mininet. The network is set up similarly
as described in the implementation, with several hosts connecting to one switch. Due to
the use of Mininet, the experiment is conducted in a Ubuntu machine with sufficient CPU
resources. In this chapter, we will evaluate some fundamentals in terms of middleware’s per-
formance, such as failure tolerance, using different number of nodes and different bandwidth.
Then we will compare the streaming strategies, naive image streaming and background sub-
traction based streaming (for the camera in our case) with some commonly used streaming
method.
6.1 MIDDLEWARE
To begin with, we want to test out that the middleware has no trouble connecting each
other and detecting failure with different number of nodes. By adjusting the bandwidth, we
can determine the relationship between the connection time (CT) and the bandwidth and
number of nodes. CT is defined as the time delay for all sensor nodes to be aware of the
newcomer. First, we test the network setup time, the time delay it takes to have every node
aware of every other node.
From the plot (a), we can see the network setup time when the bandwidth is 1 Mb/s. As
node increases, the connection time for all nodes increases quadratically. In the plot (b), the
bandwidth is adjusted to 5 Mb/s. We can see the connection time is reduced, but the trend
is similar to the plot (a). This is expected due to the fact that the messages needed to be
sent also increases quadratically. When a node connects to the network with N nodes, after
it publishes the first heartbeat message to let every other node be aware of its presence,
every other node will send back a message to the newcomer some meta-information about
that node. This is required so that every node has an equal amount of knowledge so that
the whole system is more resistant to failures. Therefore, there will be O(N) messages when








As we test for each node’s average time joining the network, the amount of messages
transfer is O(N) as stated before. Here we see the plots, (c) and (e), are almost precisely
the same for different bandwidth scenarios. The increase in bandwidth does not reduce the
connection time noticeably. This is likely because the messages that are transferred when a




Then if we continue to throttle the bandwidth to 0.5 Mb/s, from Figure (e), we
see the increase in overall connection time, but still, the connection does not linearly in-
crease with the increase in the number of existing nodes in the network. Based on these
observations, a conclusion can be drawn as the connection time for each node joining the
network is weakly related to the number of nodes in the network and is strongly related to
the bandwidth condition. However, if the bandwidth is sufficient enough, the bandwidth
also is weakly related to the connection time.
In terms of the failure detection, the middleware is implemented as that if a sensor
node A has not received any heartbeat message from another node B for a certain amount
of time Tfail, node A will mark node B from memory as ”failed” and remove node B after
another certain amount of time. This strategy is straightforward and practical to implement,
but it suffers possible false positive when detecting failures, in theory. The main reason
behind is that there might be network congestion in some cases. When congestion happens,
the heartbeat messages will not be delivered on time. One of the experiments conducted
shows that when the network is congested, the false positive can be 100% due to that all
heartbeat messages cannot be delivered on time. This is reasonable and intuitive for this
failure detection approach. As shown in Figure 6.4, with the given configuration of the
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Figure 6.4: Recovery from network congestion. Bandwidth=1Mbps, Nodes=35,
Periodheartbeat = 5s, Tfail = 20s.
experiment in the caption, we can see that at a certain point, the false-positive reaches
100% due to the congested network. It takes about 20 seconds to recover so that the false-
negative turns back to 0%, which means all nodes are connected. This information can be
important as if the middleware tries to process any query during that recovery time, it can
create errors as it would assume some nodes had failed and would not respond. A simple
solution can be increasing the failure detection time, Tfail, so that if Tfail is sufficiently
large, there will not be any false positive. However, this can introduce false-negative cases
where failed nodes are not detected. Thus, the middleware’s next version should properly
solve this potential issue by waiting a dynamic amount of time for recovery before further
processing any more query if the congestion is detected. The waiting time would depend on
the bandwidth, heartbeat period and Tfail. In this way, the false-negative cases would not
have a detrimental impact on the middleware.
In a nutshell, using the framework criteria [3], our middleware has partial power
awareness since a node can quickly recover itself from ”sleeping” but there is no optimization
targeted for the temporarily power-off. The middleware has full openness, welcoming any
customization, but only partial scalability for now. Also, it targets partial or full heterogene-
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ity and is full on ease of use. This evaluation might not be objective enough but effectively
prompts the next steps of the middleware’s development.
6.2 STREAMING
The middleware has implemented a streaming strategy for the camera. It provides
a baseline feature for the users of the middleware. Also, it serves as a template for users to
create their own streaming strategy. Here we want to compare the two implemented modes,
images streaming (naively sending out each frame of the video) and background subtraction
based streaming, for streaming with a standard streaming protocol, named HTTP Live
Streaming (HLS), under different bandwidth condition. The experiments use the same
MPEG video as the source of the camera feed. The refresh rate of the video is one frame per
second. Note that an assumption is that the video is static for most of the time because we
assume the middleware is deployed to still sensors, such as surveillance camera. Because of
Figure 6.5: Streaming Methods Lag Comparison
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Figure 6.6: Streaming Methods Lag Comparison
this critical assumption, we may use the background subtraction based streaming to improve
the performance under low bandwidth condition. A side note is that for the HLS stream,
the video stream is split into six frames per segment, meaning six seconds per segment, a
generally recommended segment size. Another side note of the experiment is that we could
not directly get the accurate lag of the frame in some cases, so an approximation of the lag
is used.
To begin with, when the bandwidth is set to be sufficient, such as 5 Mb/s, we
can see from Figure 6.5, all three streaming methods have almost constant lags for most of
the frames, so there is not a noticeable difference among them. However, it is noticeable
that HLS usually would require a longer load time initially, whereas the other methods can
start to load the frames right away. Then, when we throttle the bandwidth to 1 Mb/s, as
seen in Figure 6.6, the differences among the methods start to show. First, for the naive
images streaming, each frame’s lag linearly increases due to the network congestion caused
by sending too much data. An easy conclusion can be drawn that images streaming should
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Figure 6.7: Streaming Methods Lag Comparison
not be used under low bandwidth condition at all. Second, for HLS, the initial load time
increases significantly. Besides, a periodic pattern can be found corresponding to the preset
segment size of HLS. Third, for background subtraction based streaming, the very first frame
has the same latency as the images streaming method because they both transfer the entire
first frame. Then, the lag starts to decrease to around 0.1 seconds or even less. Notice that
at around 20 frames, there is a sharp increase in the lag and decrease after a few frames.
The reason behind this is that the lag in this streaming method highly depends on the
total bytes transferred. If background subtraction detects a large moving subject or many
moving subjects, the updates detected will be of large size so that the total bytes transferred
will be enormous. Lastly, if the bandwidth continues to be throttled, the disadvantage of
HLS becomes more evident as the initial loading time is around 20 seconds, more than
twice of other two streaming methods, shown in Figure 6.7. For images streaming, it has
the worst lags as expected. For HLS and background subtraction based streaming, after
the first few frames, in each period of the cycle pattern of HLS, the first half has lags of
around 0.9 seconds. Overall, it shares roughly the same lag as the background subtraction
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Figure 6.8: Streaming Methods Lag Comparison
based method. Nevertheless, the initial loading latency for HLS is especially not negligible
in low bandwidth scenarios. Thus, if we try to compute the overall average lag for each
frame, in Figure 6.8, we can see background subtraction based streaming method has a
lower average lag compared to HLS, 0.76s < 1.36s. In conclusion, naive images streaming
is not an acceptable solution in practice as its bandwidth requirement is often unrealistic.
HLS has high latency initially, but it is a very stable streaming strategy and can be used
generally. The background subtraction based streaming strategy has the best lags among
the three strategies, but it is specialized in static scenes. In the worst case, it can perform as
bad as the naive images streaming, so it is not a generalized solution. Nonetheless, it should
serve as a baseline example to showcase the ability of the middleware. The users would put
in their own streaming strategies in the way as instructed in Chapter 4.
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CHAPTER 7: FUTURE DIRECTION
The middleware currently is only a prototype. For each part in detail, the future
directions are pointed out in this paper’s corresponding section. Generally, the middleware
needs to be improved in scalability and generality. There can be a hierarchical structure for
managing the sensor nodes using distributed brokers. The goal is to reduce the number of
nodes that one sensor node needs to remember but still achieving some level of distribution
to endure the failures. For generality, given the middleware is designed for general use of
query execution, currently, only camera-related sensors and annotators are implemented. In
the future, as the areas of applications expand, there should be more sensors and annotators
implemented. Ultimately, a pool can be set up so that future users can pick the needed
parts from the pool to add to the middleware. Therefore, they do not need to do any further
implementation. In terms of the streaming strategy, for camera sensors specifically, only
basic strategies are offered now. However, a future integration can use the Deep Compressive
Offloading algorithm [10] to compress the transferred data further. Such an algorithm uses
a lightweight encoder on the camera sensor node to encode the images and then uses a
relatively heavyweight decoder on the commander end to decode the data. Some loss on the
images may be incurred during this process, but it further reduces the data transfer size.
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CHAPTER 8: CONCLUSION
In this paper, we propose a middleware that follows the MDO effect loop for query-
based event detection. The middleware provides some optimizations for the use in resource-
constrained networks. While the main objectives are to make the middleware easy-to-use and
easy-to-deploy, it provides a framework for customising the annotation and sensor managing
process. From the experiments, we can see some advantages of using the middleware. With
the middleware, nodes have a short connection time to the network, and they have reasonable
failure detection ability. Lastly, it is presented that the implemented background subtraction
based video streaming strategy in the middleware has smaller lags in static scenes than HLS
streaming. Overall, the proposed middleware is a working, simple tool that users can build
on to fulfil their needs.
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