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Abstract—In high-dimensional settings, sparse structures are
critical for efficiency in term of memory and computation
complexity. For a linear system, to find the sparsest solution
provided with an over-complete dictionary of features directly
is typically NP-hard, and thus alternative approximate methods
should be considered.
In this paper, our choice for alternative method is sparse
Bayesian learning, which, as empirical Bayesian approaches,
uses a parameterized prior to encourage sparsity in solution,
rather than the other methods with fixed priors such as LASSO.
Screening test, however, aims at quickly identifying a subset
of features whose coefficients are guaranteed to be zero in
the optimal solution, and then can be safely removed from
the complete dictionary to obtain a smaller, more easily solved
problem. Next, we solve the smaller problem, after which the
solution of the original problem can be recovered by padding
the smaller solution with zeros. The performance of the proposed
method will be examined on various data sets and applications.
Index Terms—Sparse Bayesian learning, screening test, classi-
fication, signal reconstruction
1. INTRODUCTION
For a dynamic system with measurements of input and out-
put signals, system identification is a statistical methodology
for building a mathematical model which is powerful enough
to describe the characteristics of the system. A classic method
for the modeling is called the least squares (LS), to which the
systematic treatment is available in many textbooks [1] [2]
[3]. When the LS problems are ill-conditioned, regularization
algorithms could be employed to seek optimal solutions. The
regularization terms can take various forms, and thus leads to
various variants of the regularized least squares. In this thesis,
we focus on sparsity inducing regularization.
Finding the sparsest representation of a signal provided
with an over-complete dictionary of features is an important
problem in many cases, such as signal reconstruction, com-
pressive sensing [4], feature selection [5], image restoration
[6] and so on. The existing work includes a variety of
algorithms. The traditional sparsity inducing regularization
methods, including orthogonal matching pursuit (OMP) [7],
basis pursuit (BP) [8], LASSO [9], usually prefer a fixed
sparsity-inducing prior and perform a standard maximum a
posterior probability (MAP) [10] estimation afterwards, thus
they can be regarded as Bayesian methods. While in this
thesis, we focus on sparse Bayesian learning. This Bayesian
method uses a parameterized prior to encourage sparsity,
where hyper-parameters are introduced to make the framework
more flexible. It’s worth mentioning that as an empirical
Bayesian method, sparse Bayesian learning has connections
with the kernel-based regularization method (KRM) [11] and
machine learning [12]. When the kernel structure and hyper-
parameters are defined specifically, KRM will become sparse
Bayesian learning, as discussed in [13].
In real-world applications, the collected data sets often
have large scales and high dimensions, which leads us to
consider whether there’s a way to screen some features out
before solving the high-dimensional problems. We name such
operation as “screening test”. Based on the assumption of
sparsity, screening aims to identify features that have zero
coefficients and discard them from the optimization safely,
therefore the computational burden can be reduced.
In this work, we will propose a screening test for sparse
Bayesian learning, and then obtain an accelerated sparse
Bayesian learning.
Our contribution can be summarized as follows:
1) We propose a screening test for sparse Bayesian learn-
ing, which achieves an acceleration in computation time
without changing the original optimal solution of the
original sparse Bayesian learning.
2) We examine this accelerated sparse Bayesian learning
on various data sets and applications to verify that this
method works well for real-world data and problems that
can be modeled as linear systems.
And the rest of this note is organized as follows. In
Section 2, we introduce sparse Bayesian learning to see its
assumptions, methodology, and verify its equivalence to an
iterative weighted convex `1-minimization problem; in Section
3, we design a screening test for the iterative weighted
convex `1-minimization problem in Section 2. The screening
test accelerates the computation for each iteration of the `1-
minimization problem, and thus speeds up the entire sparse
Bayesian learning. We check its performance by simulations
on two real-world data sets. Next in Section 4, we apply the ac-
celerated sparse Bayesian learning method to do classification
and verify the trade-off between acceleration and classification
accuracy. In Section 5, we use the accelerated sparse Bayesian
learning method to do source localization and denoising in
astronomical imaging. In this application, not all parameters
are linear to the response, thus sampling should be used to deal
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with the nonlinear ones, then sparse Bayesian learning can
play its role. Finally in Section 6, we summarize the previous
sections.
This work was typeset using LATEX. All the simulations were
preformed by Python and MATLAB.
2. SPARSE BAYESIAN LEARNING
In this section, we will first introduce linear regression
model, and then explore how to find a sparse solution by sparse
Bayesian learning (SBL). As the theoretical derivation for SBL
has been discussed a lot in [15] [16] [17], our illustration will
be mainly focused on how it can be transformed to a sequence
of weighted convex `1-minimization problems.
A. Problem Formulation
The theory of regression aims at modeling relationships
among variables and can be used for prediction. Linear re-
gression is an approach to modeling the relationships as linear
functions. More specifically, we consider a linear regression
model as below:
Y = Φθ + V (1)
where Y ∈ RN is the output, Φ = [φ1, φ2, . . . , φn] ∈ RN×n
is the regression matrix made up of n features φi, φi ∈ RN ,
θ ∈ Rn is the parameter to be estimated, and V ∈ RN is the
noise vector, V ∼ N (0, λIN ), λ ∈ R+.
One way to estimate θ is to minimize the least squares (LS)
criterion:
θˆLS = arg min
θ
||Y − Φθ||22 = (ΦTΦ)−1ΦTY (2)
When Φ ∈ RN×n with N  n is rank deficient, i.e.,
rank(Φ) < N or close to rank deficient, the LS estimate is
said to be ill-conditioned. To handle this issue, the method of
regularization could be considered:
θˆR = arg min
θ
||Y − Φθ||22 + γJ(θ) (3)
where γ ∈ R+ is called the regularization parameter, and J(θ)
is called the regularization term. There’re many choices for
J(θ) with respect to the prior of θ, in this thesis, we focus on
sparsity inducing regularization.
Given Φ and Y , to find a sparse θ, we should solve the
following problem:
min
θ∈Rn
||θ||0
s.t. ||Y − Φθ||22 ≤ 
(4)
where  ≥ 0 is a tuning parameter that controls the size of the
data fit. The cost function to be minimized represents the `0
norm of θ, i.e., the number of non-zero elements in θ. Note that
problem (4) is combinatorial, which means solving it directly
requires an exhaustive search over the entire solution space.
For example, in the noise-free case where V = 0, we have
to deal with up to
(
n
N
)
linear systems of size N × N [18].
Consequently, approximation methods should be considered.
Several approximation methods have been proposed, and one
of the most widely used methods is a convex relaxation
obtained by replacing the `0-norm with the `1-norm:
min
θ∈Rn
||θ||1
s.t. ||Y − Φθ||22 ≤ 
(5)
The convex relaxation (5) is equivalent to LASSO [9]:
min
θ∈Rn
1
2
||Y − Φθ||22 + λ||θ||1 (6)
where λ ≥ 0 is the regularization parameter.
B. Methodology
In this section, we will illustrate the methodology of sparse
Bayesian learning (SBL). It was first proposed by Tipping
[19], and then applied for signal reconstruction [15] and
compressive sensing [4]. Compared with classic `1-penalty
methods like basis pursuit [8] and LASSO [9], sparse Bayesian
learning outperforms them in many aspects, for which a
reasonable explanation is that one can show SBL is equivalent
to an iterative weighted convex `1-minimization problem [17].
1) Parameterized Prior: Sparse Bayesian learning [15]
starts by assuming a Gaussian prior for the parameter θ as:
θ ∼ N (0,Γ(γ)) (7)
where Γ(γ) = diag(γ), γ ∈ Rn+. We denote this prior of θ by
p(θ; γ).
Based on the above assumption, sparse Bayesian learning
tends to minimize a different cost function in the latent variable
space, say γ-space, where γ ∈ Rn+ is a vector of n non-
negative hyper-parameters governing the prior variance of each
unknown θi. Since the likelihood p(Y |θ) is also Gaussian as
defined in (1), the corresponding relaxed posterior will be
Gaussian:
p(θ|Y, γ) = p(Y |θ)p(θ; γ)∫
p(Y |θ)p(θ; γ)dθ (8)
Suppose this Gaussian to be p(θ|Y, γ) = N (µθ,Σθ), we
can obtain that:
µθ =ΓΦ
T (λIN + ΦΓΦ
T )−1Y
Σθ =(Γ
−1 +
1
λ
ΦTΦ)−1
(9)
where Γ = diag(γ).
2) Type-II Estimation: Mathematically, sparse Bayesian
learning tends to select the optimal γ, say γˆ, to be the most
appropriate γ to maximize p(Y ; γ), which leads to a type-II
estimation [20]:
γˆ = arg max
γ0
p(Y ; γ)
= arg max
γ0
∫
p(Y |θ)p(θ; γ)dθ
= arg max
γ0
∫
p(Y |θ)
n∏
i=1
N (θi|0, γi)dθ
(10)
Then for the optimal γˆ, we set a threshold  > 0, such that
when γˆi ≤ , the corresponding θi will be 0.
Theorem 2.1. Define ΣY , λIN + ΦΓΦT , then it can
be proved that the optimal γˆ in (10) can be obtained by
minimizing the following function with respect to γ:
Loss(γ) = log |ΣY |+ Y TΣ−1Y Y (11)
This theorem indicates that we successfully turn the problem
(6) in θ-space into a new problem in γ-space with respect to
the new cost function in (11).
3) Hyper-parameter Estimation: Since log |ΣY | is concave
in γ-space, then we can make use of its concave conjugate.
Denote log |ΣY | as h(γ), then we have its concave conjugate
as:
h∗(γh) = min
γ
γh
T γ − h(γ) (12)
which indicates that we can also express h(γ) as:
h(γ) = min
γh
γh
T γ − h∗(γh) (13)
Then we obtain an auxiliary cost function for Loss(γ) as:
Loss(γ, γh) , γhT γ − h∗(γh) + Y TΣ−1Y Y (14)
which should be an upper bound of Loss(γ), i.e.:
Loss(γ, γh) ≥ Loss(γ) (15)
For any fixed γ, this bound should be attained by minimiz-
ing Loss(γ, γh) over γh, indicating that we should choose this
optimal value of γh, denoted by γhopt , as:
γhopt = ∇γ(log |ΣY |) = diag[ΦTΣ−1Y Φ] (16)
Finally, we come to the algorithm for sparse Bayesian
learning in [17]:
Algorithm 1: Sparse Bayesian Learning
1 Initialize γh;I
2 Solve the following optimization problem:
γ ← arg min
γ
Lossγh(γ) , γhT γ + Y TΣ−1Y Y (17)
3 Compute the new γh based on γ according to (16);
4 Repeat (2) and (3), until γ converges to some γopt;
5 Then the optimal θ, denoted by θopt, will be obtained as:
θopt = E[θ|Y ; γopt] = ΓoptΦT (λIN + ΦΓoptΦT )−1Y .
As for how to find the optimal γ in step 2, we have the
following lemma from [17]:
Lemma 2.1. The optimal γ in (17) can be obtained by solving
a weighted convex `1-regularized cost function:
θtmp = arg min
θ
||Y − Φθ||22 + 2λ
n∑
i=1
√
γhi |θi| (18)
And then we set γi =
|θtmpi |√
γhi
, i = 1, . . . , n.
By solving a sequence of weighted convex `1-minimization
problems with respect to θ, we obtain a sparse optimal solution
of SBL, where the sparsity is induced by the weighted `1
regularization term.
3. SCREENING TEST FOR SBL
A. Motivation
Screening test aims to quickly identify the inactive features
in Φ that have zero components in the optimal solution
θˆ (i.e. θˆi = 0), and then remove them from the optimization
without changing the optimal solution. Therefore, the com-
putational cost and memory usage will be saved, especially
when N and n are extremely large. For example, when we
solve LASSO, the computational complexity of solving it by
least angle regression [23] is O(Nnmin{N,n}).
In this section, we will design a screening test for sparse
Bayesian learning. Let us first define the index set for the n
features φ1, . . . , φn in Φ as I, i.e. I = {1, 2, . . . , n}, then
screening test is to find a partition of I as:
I = S ∪ S, S ∩ S = ∅ (19)
where features indexed by S are selected, while the rest
features indexed by S are rejected.
After the screening, the size of original problem will be
reduced. Instead of solving the original problem to obtain the
solution θˆ directly, we have an alternative way made up of the
three steps below:
1) Do the screening to obtain the reduced problem;
2) Solve the reduced problem to obtain θˆr;
3) Recover θˆ from θˆr according to the partition I.
At present, screening rules for LASSO have been explored
a lot, which can be roughly divided into two categories: the
heuristic screening methods [24] [25] and the safe screening
methods [26] [27] [28]. The heuristic screening methods, as
their name indicates, cannot ensure all the screened features
really deserve. In other words, some features that have non-
zero coefficients may be mistakenly discarded. However, if
the screening is safe, then the reduced problem should be
equivalent to the original one. In other words, when all the
features indexed in S are reasonable to be rejected, the optimal
solution θˆ will not change. As for the efficiency of screening,
there are two evaluation metrics that we’re interested in:
• The size of S as a fraction of I, say the screening
percentage:
screening percentage= #S#I .
• The total time taken to seek the partition I = S ∪ S and
to solve the reduced problem relative to the time taken
to solve the original problem directly without screening,
say the speedup factor:
speedup factor= tscr+tredtori ,
tr
t .
where tori is the time to solve the original problem, tscr is
the time to do screening, tred is the time to solve the reduced
problem; and the notation shall be further simplified as trt ,
where tr is the total time for the reduced case, t is the same
as tori.
B. Methodology
We try to design a screening test for the optimization
problem in line 3 of Algorithm 1:
min
θ∈Rn
1
2
||Y − Φθ||22 + λ
n∑
i=1
u
(k)
i |θi| (20)
where the second term λ
n∑
i=1
u
(k)
i |θi| is a weighted `1-norm of
θ.
This is a LASSO-type problem. Based on the screening tests
for LASSO [29] [30] [31], we will propose a safe screening
test for (20), where the procedure including models, theorems,
lemmas and so on, must be revised accordingly. To guarantee
the accuracy and completeness of the thesis, we will go
through all the details including proofs during the revision.
Let’s start from the dual formulation first.
1) Dual Formulation: By introducing z = Y − Φθ into
(20), the primal problem becomes:
min
θ∈Rn
1
2
||z||22 + λ
n∑
i=1
u
(k)
i |θi|
s.t. z = Y − Φθ
(21)
Moreover, it can be proved that the dual problem of (20)
should be:
max
η∈RN
1
2
||Y ||2 − 1
2
||η − Y ||2
s.t. | φ
T
i η
λu
(k)
i
| ≤ 1, i = 1, . . . , n
(22)
Note that (21) is a convex problem with affine constraints.
By Slater’s condition [14], as long as the problem is feasible,
strong duality will hold. Then we denote (θˆ, zˆ) and ηˆ as
optimal primal and dual variables, and make use of the
Lagrangian again:
L(θ, z, η) = 1
2
||z||22 + λ
n∑
i=1
u
(k)
i |θi|+ ηT (Y − Φθ − z)
(23)
According to the KarushKuhnTucker (KKT) conditionsII,
we have:
θ0 ∈ ∂θL(θˆ, zˆ, ηˆ) = −ΦT ηˆ + λu(k). ∗ v,
where ||v||∞ ≤ 1 and vT θˆ = ||θˆ||1;
∇zL(θˆ, zˆ, ηˆ) = zˆ − ηˆ = 0;
∇ηL(θˆ, zˆ, ηˆ) = Y − Φθˆ − zˆ = 0.
(24)
By solving the equations above, we have:
Y = Φθˆ + ηˆ (25)
And there exists a specific vˆ ∈ ∂||θˆ||1 such that:
u. ∗ vˆ = Φ
T ηˆ
λ
, ||vˆ||∞ ≤ 1, vˆT θˆ = ||θˆ||1 (26)
IIHere we use the subgradient for θ because `1 norm is not differentiable
at the kink.
which is equivalent to:
| φ
T
i ηˆ
λu
(k)
i
| ≤ 1, i = 1, 2, ...n (27)
And we can further conclude:
ηˆTφi
λu
(k)
i
=
{
sign(θˆi), if θˆi 6= 0
[−1, 1], if θˆi = 0 (28)
which indicates the theorem below:
Theorem 3.1.
| ηˆ
Tφi
λu
(k)
i
| < 1⇒ θi = 0, i = 1, . . . , n (29)
2) Region Test: Theorem 3.1 works as a sufficient condition
to reject φi:
| ηˆ
Tφi
λu
(k)
i
| < 1 (30)
i.e.:
max{ ηˆ
Tφi
λu
(k)
i
,− ηˆ
Tφi
λu
(k)
i
} < 1 (31)
However, the optimal ηˆ is not available, which leads us
to consider alternative methods. Region test is a good choice
which works by bounding ηˆ in a region R. Since there might
be vectors other than ηˆ in R, it will be harderIII for us to reject
each φi, therefore the sufficient condition will be relaxed. This
relaxation can be expressed as a new theorem:
Theorem 3.2. Suppose we find a region R such that ηˆ ∈ R,
then:
| η
Tφi
λu
(k)
i
| < 1,∀η ∈ R ⇒ θi = 0, i = 1, . . . , n (32)
Note that the optimal R in theory should be R = {ηˆ}. For
convenience, we will define µR(φi) = max
η∈R
ηTφi
λu
(k)
i
, then the
sufficient condition will become:
max{µR(φi), µR(−φi)} < 1⇒ θi = 0, i = 1, . . . , n (33)
Next, we will try to find an appropriate region R. For the
design of the region, the idea is quite similar to that of [29]
and [31], however to guarantee the accuracy and completeness
of the thesis, we will go through the construction of R from
scratch.
Sphere Test
The simplest region is a sphere [29] decided by observing
the objective function in (22). We notice that η, as the dual
variable of θ, is the projection of Y on the feasible set:
F = {η : | φ
T
i η
λu
(k)
i
| ≤ 1, i = 1, . . . , n} (34)
IIIEven if φi can make it to satisfy the sufficient condition, other vectors
will possibly fail the condition.
If we can find a feasible point η′, then we will obtain a
sphere to bound ηˆ with η′ as the sphere center. The sphere
center can be chosen as:
η′ =
λY u
(k)
min
λmax
(35)
where λmax = max
i
φTi Y , u
(k)
min = min{u(k)1 , . . . , u(k)n }. Then
the sphere should be:
B(c, r) = {η : ||η − c||2 ≤ r} (36)
where c = Y , r = ||η′ − Y ||2. We can further compute the
corresponding µB(φi) as below:
µB(φi) = max
η∈B(c,r)
ηTφi
λu
(k)
i
(37)
=
1
λu
(k)
i
(ηT − cT )φi + c
T
λu
(k)
i
φi (38)
≤ r
λu
(k)
i
||φi||2 + c
Tφi
λu
(k)
i
(39)
Thus according to (33), the sphere test should be:
TB(φi) =
{
1, if
∣∣cTφi∣∣ < λu(k)i − r||φi||2
0, otherwise.
(40)
where 1 indicates θi is zero and φi can be rejected, 0 indicates
θi is non-zero and φi should be reserved.
Dome Test
Based on sphere test, we improve the region that bounds
the optimal ηˆ by introducing a hyperplane [29], then the new
region should be defined as:
D(c, r;n, h) = {η : nT η ≤ h, ||η − c||2 ≤ r}
which shares the same c, r as sphere test, however will further
select a specific pair of (n, h) among the 2n linear constraints
(half spaces) in (22), where n = ± φi||φi||2 , h =
λu
(k)
i
||φ2||2 . With
proper selection of n and h, the selected hyperplane will cut
into the sphere and bound the optimal ηˆ in a tighter region.
We call such a region as “dome”.
For the selection of n and h, we should define the following
variables as preparations:
• cd, the dome center on the hyperplane, for which the line
passing c and itself is in the direction −n;
• ψd, the fraction of the signed distance from c to cd
compared with the sphere radius r;
• rd, the largest distance a point can move from cd within
the dome and hyperplane.
These variables can be expressed in geometry as:
Fig. 1. Dome test
By Euclidean geometry, the following relationships among
these variables will be obtained:
ψd =
(
nT c− h) /r
cd = c− ψdrn
rd = r
√
1− ψ2d
(41)
To ensure that cd is inside the sphere B(c, r), we require
−1 ≤ ψd ≤ 1. Now, the optimal φ, say φg , should be the ±φi
that attains the smallest intersection of one half space and the
sphere, thus ψd should be maximized:
φg = arg max
{±φi}ni=1
φTi c− λu(k)i
||φi||2 (42)
This optimal i will be recorded as i∗ in discussion after-
wards. As for µ(φi) for dome, we have the following lemma
revised from [29]:
Lemma 3.1. For a fixed dome D(c, r;n, h) satisfying |ψd| ≤
1, the corresponding µD(φi) should be:
µD(φi) =
1
λu
(k)
i
[cTφi +M1(n
Tφi, ||φi||2)] (43)
where
M1(t1, t2) =
{
rt2, if t1 < −ψdt2
−ψdrt1 + r
√
t22 − t21
√
1− ψ2d, if t1 ≥ −ψdt2
Thus the dome test should be designed as:
Theorem 3.3. The screening test for a fixed dome D(c, r;n, h)
should be:
TD(φi) =
{
1, if Vl(nTφi, ||φi||2) < cTφi < Vu(nTφi, ||φi||2)
0, otherwise.
(44)
where Vu(t1, t2) = λu
(k)
i − M1(t1, t2) and Vl(t1, t2) =
−Vu(−t1, t2).
Two Hyperplane Test
Based on the dome test, we try to introduce one more
hyperplane to the region [31], which ensures a better bound
for ηˆ. However, it’s necessary to guarantee that the new
intersection of a single sphere and two hyperplanes should
be non-empty. For this purpose, we make use of the following
lemma from [31]:
Lemma 3.2. Let the sphere B(c, r) and half space
(n, h) bound the dual optimal solution ηˆ with the dome
D(c, r;n, h) = {η : nT η ≤ h, ||η − c||2 ≤ r} satisfying
0 < ψd ≤ 1, then the new sphere B(cd, rd), which is smaller
than the original B(c, r), is the circumsphere of the dome D
and thus still bounds ηˆ.
Based on this lemma, we can name φg as φ(1), and then
select a φ(2) other than φ(1). This φ(2) should ensure the
smallest intersection of B(cd, rd) and one of the rest half
spaces:
φ(2) = arg max
{±φi}ni=1\φ(1)
φTi cd − λu(k)i
||φi||2 (45)
We call this optimal i(i 6= i∗) as j∗, and now the intersection
among one sphere and two hyperplanes should be non-empty.
Therefore we can finally define the region denoted by H2 as:
H2 = H2(c, r;n1, h1, n2, h2) (46)
where c = Y , r = ||η′ − Y ||2, n1 = φ
(1)
||φ(1)||2 , h1 =
λu
(k)
i∗
||φ(1)||2 ,
n2 =
φ(2)
||φ(2)||2 , h2 =
λu
(k)
j∗
||φ(2)||2 . And we can express the region
as the figure below:
Fig. 2. Two hyperplane test
As for the criterion µ(φi) for H2, we revise the lemma in
[31] to obtain:
Lemma 3.3. Fix the region H2(c, r;n1, h1;n2, h2), suppose
ψi satisfies |ψi| ≤ 1, i = 1, 2 and arccosψ1 + arccosψ2 ≥
arccos(nT1 n2), define:
h(x, y, z) =
√
(1− τ2)z2 + 2τxy − x2 − y2 (47)
where τ = nT1 n2. Then for φi ∈ RN , we have:
µH2(φi) =
1
λu
(k)
i
[cTφi +M2(n
T
1 φi, n
T
2 φi, ||φi||2)] (48)
where
M2(t1, t2, t3) =

rt3, if (a)
−rt1ψ1 + r
√
t23 − t21
√
1− ψ21 , if (b)
−rt2ψ2 + r
√
t23 − t22
√
1− ψ22 , if (c)
− r1−r2 [(ψ1 − τψ2)t1 + (ψ2 − τψ1)t2]
+ r1−r2h(ψ1, ψ2, 1)h(t1, t2, t3), otherwise
and conditions (a), (b), (c) are given by:
(a) t1 < −ψ1t3 & t2 < −ψ2t3; (49)
(b) t1 ≥ −ψ1t3 & (t2 − τt1)√
t23 − t21
<
(−ψ2 + τψ1)√
1− ψ21
; (50)
(c) t2 ≥ −ψ2t3 & (t1 − τt2)√
t23 − t22
<
(−ψ1 + τψ2)√
1− ψ22
; (51)
Then the two hyperplane test can be designed as:
Theorem 3.4. The two hyperplane test for the region H2 =
H2(c, r;n1, h1;n2, h2) is:
TH2(φi) =
{
1, if (a′)
0, otherwise.
where condition (a′) is:
Vl
(
nT1 φi, n
T
2 φi, ||φi||2
)
< cTφi < Vu
(
nT1 φi, n
T
2 φi, ||φi||2
)
with Vu(t1, t2, t3) = λu
(k)
i −M2(t1, t2, t3) and Vl(t1, t2, t3) =
−Vu(−t1,−t2, t3).
As for the computational complexity, the two hyperplane
test requires n triples of (nT1 φi, n
T
2 φi, ||φi||2) with the help
of u(k)i , i = 1, 2, . . . , n, thus the computational complexity
should be O(Nn). It’s also worth mentioning that if we
continue increasing the number of hyperplanes, the region test
should be more complicated, however will have the potential
to reject more features since the region that bounds ηˆ should
be tighter. Here we stop at m = 2, and summarize the new
algorithm which is similar to the THT algorithm in [31] as
Algorithm 2, and name it as weighted-THT (W-THT):
Algorithm 2: Weighted Two Hyperplane Test
Input: Y, λ,Φ = {φ1, . . . , φn}, u(k).
Output: v = {v1, v2, . . . , vn}. (If vi = 1, then φi is
rejected)
1 φnormi ← ||φi||2, i = 1, . . . , n;
2 c← Y ;(sphere center)
3 ρi ← cTφi, i = 1, . . . , n;
4 λmax ← maxi |ρi|;
5 ηF =
λY u
(k)
min
λmax
;
6 r ← ||ηF − c||2;(sphere radius)
7 i∗ ← arg maxi |ρi|−λu
(k)
i
φnormi
;
8 n1 ← sign(ρi∗)φi∗/φnormi∗ ;
9 h1 ← λu(k)i∗ /φnormi∗ ;
10 a← nT1 c− h1;
11 σi ← nT1 φi, i = 1, . . . , n;
12 ti ← ρi − aσi, i = 1, . . . , n;
13 j∗ ← arg max
i 6=i∗
|ti|−λu(k)i
φnormi
;
14 n2 ← sign(ρj∗)φj∗/φnormj∗ ;
15 h2 ← λu(k)j∗ /φnormj∗ ;
16 τi ← nT2 φi, i = 1, . . . , n;
17 vi ← [Vl(σi, τi, φnormi ) < ρi < Vu(σi, τi, φnormi )].
In line 17: for condition a, [a] returns to 1 (TRUE) if x is
true.
C. Simulation
In this section, we conduct experiments to verify that
the proposed sparse Bayesian learning with screening test
does outperform in speed while keeping the optimal solution
unchanged at the same time. To solve (20) we use CVX, a
package for specifying and solving convex programs [32] [33].
1) Real-world Data Sets: The experiments are based on
real-world data sets. These data sets often have complicated
structures which will affect the performance of the screening,
and we will model them as a linear system in (1). The two
data sets we used are listed as below:
• MNIST handwritten image data (MNIST) [34].
MNIST is made up of 70, 000 images (28 × 28) as a
record for handwritten digits. It has 60, 000 images in
the training set and 10, 000 images in the testing set. We
will vectorize all the images as 784-dimensional vectors
and scale them to unit norm. Then we randomly selected
10, 000 images in the training set to be the columns of our
regression matrix Φ (1, 000 for each digit), and randomly
sample one target image from the testing set as Y .
Therefore, we will do a simulation with Φ ∈ R784×10000
and Y ∈ R784.
• New York Times bag-of-words data (NYTW) [35].
This data set can be downloaded from the UCI Machine
Learning Repository. The raw data can be stored as a
matrix which contains 300, 000 documents expressed as
vectors with respect to a vocabulary of 102, 660 words.
In this matrix, the element (i, j) represents the number of
occurrences of the ith word in the jth document. We will
preprocess the raw data by randomly selecting 50, 000
documents and 5, 000 words to become the regression
matrix Φ ∈ R5000×50000; and the response Y ∈ R5000
will be the subset of randomly-chosen document column
with respect to the 5, 000 words in the regression matrix.
2) Results and Analysis: When it comes to the performance
of the proposed method, we should set a metric for different
data sets. A possible choice is to make use of λmax. Recall that
we define λmax = max
i
φTi Y during the construction of sphere,
then we can use the ratio λ/λmax as measure of regularization.
The simulation results for MNIST with respect to screening
percentage and time reduction are shown as the following two
figures:
Fig. 3. Screening percentage - MNIST
Fig. 4. Time reduction - MNIST
Moreover, to ensure the optimal solution doesn’t change, we
can check whether the optimal solution changes by computing:
max |θo − θs|
where θo is the solution without screening, θs is the solution
with screening. And the maximum of these absolute values
turns to be zero, which indicates the optimal solution doesn’t
change.
Similarly, the two figures can also be plotted for NYTW as:
Fig. 5. Screening percentage - NYTW
Fig. 6. Time reduction - NYTW
The two curves are a bit different from those of MNIST,
while the tendencies are alike.
3) Conclusions: In this section, we manage to speed up
sparse Bayesian learning by screening test. As we can see
in the figures, the acceleration will increase as λ/λmax goes
larger, especially when λ = λmax, the region R for the region
test is nearly empty, thus almost all the features are rejected,
which is is consistent with the our illustration in region test.
What’s more, to verify the proposed sparse Bayesian learning
does work smoothly without making damage to the original
optimal solution, we also checked whether the two solutions
are identical.
We should note that this acceleration is not so attractive
when λ/λmax is too small, which is consistent with the
performance of the THT in [31], this can be explained by
observing the region R. The smaller λ is, the larger the sphere
will be, thus the looser our bound will become.
What’s more, considering what λ represents (the noise
variance for the linear system), the larger it is, the noisier
our system will be. For different data sets, the numerical
performances of the proposed sparse Bayesian learning with
screening test should be different, however it still can be
concluded that the screening test is indeed safe and efficient.
By choosing λ appropriately, the optimal solution with
respect to the specific λ will be obtained more efficiently
without making too much damage to the accuracy. In other
words, there is a trade-off between acceleration and accuracy.
4. APPLICATION TO CLASSIFICATION PROBLEM
In this section, we will apply the proposed method to do
classification for real-world data sets. We will do classification
for MNIST [34] data set, which we have used in the last
section.
A. Introduction
In the last section, we had a brief introduction for MNIST,
and used it to verify the proposed sparse Bayesian learning
with screening test does outperform in speed while keeping
the optimal solution unchanged at the same time. However, the
simulation in the last section is lacking in value of application,
in other words, we only verified that screening test works for
sparse Bayesian learning, but ignored the discussion on how
the acceleration via screening test can make contributions to
real-world applications.
Now we will do classification for MNIST by the proposed
method to check its practical performance. The figure below
provides some samples in MNIST indicating the images can
be classified with respect to the digits 0, 1, . . . , 9:
Fig. 7. Samples for MNIST
This dataset is a popular tutorial for image classification in
machine learning, for which lots of techniques and frameworks
have been developed. The 70, 000 images (60, 000 for training
and 10, 000 for testing) of handwritten digits are in grayscale
and share a resolution of 28×28. What’s more, the numerical
pixel values for the images are integers between 0 and 255.
B. Methodology
The simulation settings are similar to what we did in Section
4, we vectorize and scale the images in the data set to
construct a linear system in (1). However, this time we will do
classification by cross validation with respect to the optimal
solution obtained for different λ/λmax.
The methodology is shown as below:
1) To make the result more convincing, we will make use
of Monte-Carlo method [36], which defines the first loop
of size N1.
2) Next, for each N1, the same grid of λ will be generated,
the length of grid should be N2, which is our second
loop.
3) For each N1 and the specific grid of λ, we randomly
choose N3 target images as a testing batch for Y ,
and find the sparse representations accordingly by the
proposed method based on the 10, 000 images selected
in Φ, i.e.:
Y (i) = Φθ(i) + V (i), i = 1, . . . , N3 (52)
where Y (i) ∈ R784 is the vectorized target image, Φ ∈
R784×10000, V (i) ∈ R784 is the unknown noise vector,
and θ(i) ∈ R10000 is the parameter to be estimated.
4) Since the columns in the regression matrix Φ represent
different handwritten digits, we can accumulate the
elements in θ, i.e., weights of the feature images, to
decide the classification. Since the weights could be
negative, so we will add up the absolute values of θi:
ABSk =
∑
φi represents digit k
|θi|, k = 0, . . . , 9 (53)
and then define the metric probk as:
probk =
ABSk√
k∑
i=1
ABS2k
, k = 0, . . . , 9 (54)
where probk ∈ [0, 1].
5) Decide the classification by the largest probk, and com-
pare it with the truth.
6) For each value of λ, we should first gather N3 classifica-
tion results to obtain the classification accuracy for each
Monte-Carlo simulation, and then compute the average
accuracy with respect to N1 Monte-Carlo simulations as
overall accuracy. The overall accuracy should be with
respect to the defined grid of λ. Standard error of the
overall accuracy should be available as well.
C. Simulation Result
We let N1 = 50, N2 = 11, N3 = 100, i.e., the num-
ber of Monte-Carlo simulations is 50, λ is selected as
[0, 0.1, . . . , 0.9, 1.0], and 100 images are considered in the
testing batch.
To visualize the prediction, we can make use of color bar
to display the value of probk. For example, we can check the
prediction with respect to a small interval of λ as below:
Fig. 8. Classification for MNIST - color bar
As we can see, for a fixed λ, the red line represents the
true digit of the target image, while the color blocks represent
the values of probk, and the colors are decided with respect
to the color bar on the right side of the figure. In this figure,
as λ increases from zero, the prediction will be closer to the
truth. However, this is only the case for a small interval of λ;
also, it’s just one of the images in the testing batch, the overall
accuracy should be computed based on 100 testing images and
50 Monte-Carlo simulations.
Based on all the simulations, finally we can obtain the
classification accuracy with standard error as below:
Fig. 9. Classification accuracy with standard error - MNIST
This figure indicates that as λ/λmax goes larger, the accuracy
for classification will decrease first, increase afterwards, and
decrease again in the end. Even though in this simulation,
we obtain the largest accuracy when λ/λmax ∈ (0, 0.1), it’s
still acceptable to sacrifice some accuracy to save computation
time.
D. Conclusions
This section examines the performance of the proposed
method on a classical data set for classification: MNIST, where
the classification is decided by the scaled accumulation of
weights. As Section 3 indicates, the acceleration by screening
is not so attractive when λ/λmax is too small. So in this
application, we have two goals:
• To make sure sparse Bayesian learning works for such
kind of classification.
This is the minimum requirement, otherwise the acceler-
ation will have no foundation.
• To explore whether significant acceleration can be
achieved.
Even if sparse Bayesian learning works, we cannot make
sure whether to use screening test is meaningful. If the
classification accuracy crashes as λ goes too large, then
the acceleration will be unreasonable. We want to select
a λ that balances the acceleration and accuracy.
The simulation results indicate that our classification for
MNIST can achieve both of the two goals successfully.
5. APPLICATION TO SIGNAL RECONSTRUCTION
In this section, we will apply the proposed method to signal
reconstruction in astronomical imaging. In signal reconstruc-
tion and image processing, provided with the prior knowledge
that the signal (or image) has very few nonzero components,
sparse Bayesian learning with screening test can be put into
good use.
Astronomical images with many pixels can be represented
by a series of point sources. To achieve source localization and
denoising, we will model the signal as a linear combination of
a set of features. We should also note that this framework is
not limited to astronomical imaging, but can also be extended
to other systems that can be modeled alike.
A. Problem Formulation
In this application, the proposed method will be used for
performing dictionary learning to determine an optimal feature
set for reconstructing a signal representing light sources. The
signal of multiple light sources to be constructed should be
generated as linear combinations of single-source signals with
Gaussian noise, and the performance of reconstruction will be
evaluated according to scientific metrics.
First, we should introduce a fluorescence model as described
in [37]. For a single source, the expected photon count
depends on the choice of point spread function (PSF). Here we
approximate a 3-dimensional PSF by a Gaussian distribution
as below:
PSF(x, y, z) =
1√
8pi3σ2xyσz
e
− 1
2σ2xy
[(x−x0)2+(y−y0)2]− (z−z0)
2
2σ2z
(55)
Then the PSF must be integrated over the pixel area to
become the expected photon count at each pixel:
µijk = Iijk∆Exy (xi − x0) ∆Exy (yj − y0) ∆Ez (zk − z0)+bg
(56)
with
∆Ek(u) =
1
2
[
erf
(
u+ 12√
2σk
)
− erf
(
u− 12√
2σk
)]
(57)
where I is the intensity, (xi, yj , zk) ∈ R3 are the pixel
coordinates in unit of pixel, (x0, y0, z0) ∈ R3 is the location
of light source, bg ∈ R is the background intensity, erf(·)
is the error function encountered in integrating the normal
distribution, and σk including σxy and σz are the variances.
While in our application, we will reconstruct a blurred 2-
dimensional target image with multiple sources based on a
dictionary of single-source images (features), therefore the flu-
orescence model will degenerate to 2-dimensional accordingly.
Then the PSF should be:
PSF(x, y) =
1√
4pi2σ2xy
e
− 1
2σ2xy
[(x−x0)2+(y−y0)2]
(58)
and the expected photon count for pixel (i, j) should be:
µij = Iij∆Exy (xi − x0) ∆Exy (yj − y0) + bg (59)
Then we can generate a target image with m light sources
according to the following PSF:
PSFtarget(x, y) =
m∑
i=1
θiPSFi(x, y) (60)
where θi ∈ R+IV is the weight of the ith single source. An
example for a target image with four light sources is shown
as below:
IVθi ≥ 0 because intensity cannot be negative.
Fig. 10. Target image
As for features, they will be generated with the same
resolution of the target image according to a dictionary of
single-source PSFs. Four examples for features are listed as
below:
(a) Feature 1 (b) Feature 2
(c) Feature 3 (d) Feature 4
Fig. 11. Examples of feature images
Note that all the images used will be generated as 28×28V,
thus we can vectorize these images as 784-dimensional vectors
and construct the response Y and regression matrix Φ in (1)
as:
Y =
n∑
i=1
θiφi(x, y, pi) + V = Φ(x, y, p)θ + V (61)
where Y ∈ RN is the blurred target image to be reconstructed,
Φ = [φ1, . . . , φn] ∈ RN×n is the regression matrix made
up of n feature images, (x, y) are pairwise coordinates of
pixels with respect to the mesh grid based on [1, 2, . . . , 28]
and [1, 2, . . . , 28], θ ∈ Rn is the weights of features, bg
will be set to zero for convenience, which means we will
generate Y and Φ under the same background intensity,
V ∼ N (0, λIN ) is the noise vector, λ ∈ R+. As for p, we
have pi = (x0i , y0i , σxyi), i = 1, . . . , n.
VIn this section, the figures to show the performance, including target
image, blurred image, and reconstructed image, have been resized to a larger
scale by interpolation method in MATLAB for better display.
Then the parameter set to be estimated, say Θ, should be:
Θ = (θ, p) = (θ1, . . . , θn, p1, . . . , pn) ∈ Rn+3n (62)
Notice that Θ can be divided into two parts with respect
to being linear to Y or not: θ is the linear part, while p is
the nonlinear part. As discussed in Section 2 and Section
3, the occasions to use the proposed method should satisfy
that the parameter to be estimated is linear to the response.
Therefore, in the next section, we will try to find a reasonable
p by sampling.
B. Sampling
In this section, we will decide p by sampling. Sampling is a
process used in statistical analysis, in which a specific number
of observations are selected from a larger observation pool.
Since p includes x0, y0, σxy , the sampling is equivalent to
finding the n triples of parameters (x0i , y0i , σxyi) that define
the n features in the regression matrix Φ.
Theoretically, our sampling should be based on the prior
of p. Even in the worst case where we have no idea how
the light sources in the target image are distributed, we can
still sample p with respect to Gaussian distribution or uniform
distribution. As n goes larger, our samples should be able to
cover more possible features, which will definitely influence
the performance for reconstruction. In our simulation, we
sample 10, 000 features to construct Φ.
Since parameters in p are obtained, multiple pairs of (x, y)
representing pixel units are known inputs, thus all features
can be generated accordingly with respect to PSF; then we
can finally model the problem as:
Y = Φθ + V (63)
where Y ∈ R784 is the target vector, Φ ∈ R784×10000 is the
feature matrix, θ ∈ R10000 is the parameter to be estimated,
V ∈ R10000 is the noise vector in actual observations, and
V ∼ N (0, λI784). Now the proposed method is applicable.
Note that unlike the classification in the last section, this
time we will introduce the noise V manually. Then the image
in Figure 10 will be blurred as:
Fig. 12. Blurred target image
For the recovery of the blurred image, we have two goals
to achieve:
• The first is source localization, which aims at recovering
the true light sources in the generation of the target image.
If some θi is non-zero, then the corresponding φi will be
included in the sparse representation, then the light source
center (x0i , y0i) will show up in the reconstructed image.
The performance will be evaluated with respect to a self-
defined metric.
• The second is denoising. We want more information
besides locations for light sources, which means we hope
to recover the entire image efficiently. The performance
will be evaluated with respect to a traditional metric and
compared with built-in denoising methods in MATLAB.
C. Source Localization
As the title indicates, source localization is the detection of
the light sources in an image. After we obtain an optimal θˆ
by solving the linear system, we will be able to reconstruct
the target image as:
Yˆ = Φθˆ (64)
If some θˆi in θˆ is non-zero, the corresponding feature image
φi should be included in the reconstruction, and thus the light
source (x0i , y0i) will be detected. To make the simulation
more convincing, 20 different target images will be generated
and the statistics will be averaged accordingly. The following
figures show the average performance of this application. First,
we check the performance of the proposed method with respect
to screening percentage:
Fig. 13. Screening percentage - source localization
The figure indicates that the screening percentage increases
rapidly as λ/λmax becomes larger than 0.3. Next, we check
the time reduction:
Fig. 14. Time reduction - source localization
When λ/λmax is no larger than 0.3, the reduced time tr is
even larger than the raw time t without screening. Since the
screening percentage is too low, little computation time will
be saved while the screening will still consume extra time.
Finally, we observe the whole process that how the sparse
solution converges to the true light sources. Four figures are
provided below, where the green points are the true sources to
be detected, the red circles represent the sparse representation
we obtain.
When λ is too small and sparsity is not enough:
Fig. 15. Source localization result - stage 1
When λ is larger:
Fig. 16. Source localization result - stage 2
And λ continues increasing:
Fig. 17. Source localization result - stage 3
The most proper λ leads to the result below:
Fig. 18. Source localization result - final
As we can see, the reconstructed signals based on the sparse
representations are gathering around the true light sources
gradually as λ goes larger, even though the recovery is not
completely accurate, it definitely provides us with significant
information.
As for the accuracy for the detection, we choose a very
popular evaluation metric used in the object detection: inter-
section over union (IoU) [38]. IoU, also known as Jaccard
Index or Jaccard similarity coefficient, is a statistic used to
measure the similarity and diversity of sample sets. It measures
similarity between finite sample sets by computing the size of
the intersection divided by the size of the union of the sample
sets:
IoU =
DetectionResult
⋂
GroundTruth
DetectionResult
⋃
GroundTruth
(65)
However, as we can see, the definition of IoU is not enough
when the number of detection results and ground truths are
different. Therefore, we have to further define group-IoU. In
case we mistake some bad detections as good ones, the group-
IoU will be defined with respect to m is larger than n or not:
Definition 5.1. Suppose we have m detection results and n
ground truths, then:
• When m > n, for each detection result, we compute the
IoUs between this result and all the ground truths, select
the largest one, and then use the average of the m largest
IoUs as the group-IoU.
• When m ≤ n, for each ground truth, we compute the IoUs
between this truth and all the detection results, select the
largest one, and then use the average of the n largest
IoUs as the group-IoU.
Then we can use this group-IoU as IoU for our detection.
It’s worth mentioning that in our codes, both the detection
result and ground truth are defined as rectangulars in the same
size, rather than what is shown in the four figures above. And
the IoU for detection can be shown as:
Fig. 19. Intersection over union
We notice that the tendency of IoU curve is more com-
plicated compared with the curves in the previous figures.
However, this doesn’t mean the characteristics for screen-
ing change. As the definition of group-IoU indicates, both
numbers and locations of the detection results will influence
the value of group-IoU. Therefore, even if we use such an
IoU as criterion, the true performance may not be totally
decided by IoU. For example, even though Figure 19 indicates
that λ/λmax ∈ (0.1, 0.2) guarantees a higher IoU, however
when we check the detection results manually, the results for
λ/λmax ∈ (0.5, 0.7) look a lot better. Thus the defined group-
IoU may not be crucial, but it does tell us some significant
information.
What’s more, unlike the situation in the last section, this
time we have numerical information for the noise V , therefore
it’s natural for us to prefer selecting the optimal λ as the
true variance for noise V in theory; however in practice, it’s
completely possible that these two may differ.
D. Denoising
Denoising is the task of removing noise from an image,
which leads to our new goal, to pursue the similarity of
the original image and the reconstructed image. We will still
reconstruct the target image as:
Yˆ = Φθˆ (66)
However, different from source localization, this time we
will focus on the similarity between the reconstructed image
Yˆ and the true image denoted by Y0. The similarity will
be quantified by PSNR [39] (peak signal-to-noise ratio). The
higher the PSNR is, the better our reconstructed image will
be. PSNR is defined as below:
Definition 5.2. Suppose I1 denotes the matrix data of the
original image, I2 denotes the matrix of the reconstructed
image; and m represents the number of rows in the images,
n represents the number of columns in the images; moreover,
MAXI1 is the maximum intensity in our original image, then:
PSNR = 20 log10
(
MAXI1√
MSE
)
where MSE = 1mn
m∑
i=1
n∑
j=1
(I1(i, j)− I2(i, j))2.
Since the simulation settings are almost identical to source
localization, the screening percentage and time reduction for
denoising should be the same as well. The only difference is
that PSNR will work as a new criterion rather than IoU. The
recovery performance for one of the target images is shown
as below:
Fig. 20. Original Fig. 21. Blurred Fig. 22. Reconstructed
The average accuracy with respect to PSNR is shown as:
Fig. 23. Denoising accuracy - PSNR
In both theory and practice, we find that λ/λmax ∈ (0.5, 0.6)
yields a satisfying performance. Moreover, we compare the
performance of the proposed method with traditional algo-
rithms for denoising, for example, wavelet signal denoising
method. During the simulation, we generate the data set with
different noise variances. When the signal-to-noise ratio (SNR)
is small, there’s no significant difference between wavelet
signal denoising and sparse Bayesian learning with screening
test; however, when SNR goes too large, sparse Bayesian
learning with screening test will definitely outperforms the
wavelet method, which is consistent with our conclusions in
Section 3. The figure below shows the performances when
SNR=0.4.
Original image Image with Gaussian noise
Reconstructed - wavelet Reconstructed - SBL
Fig. 24. Comparison between SBL with screening test and wavelet denoising
under high SNR
E. Conclusions
In this section, the proposed method is applied to signal
reconstruction in astronomical imaging. This application has
two parts, one is source localization, the other is denoising.
Since the limitations of the proposed method still exist, the
two goals mentioned in the conclusions of Section 3 should be
inherited. And the simulation results indicate that we achieve
both the two goals successfully. Moreover, the reconstruction
performs especially well in high-SNR occasions.
What’s more, the methodology of this application is obvi-
ously more complicated than the application in the last section.
That is because even though we manage to model the problem
as a linear system, the parameter space Θ is not completely
linear to the response Y , thus we have to use sampling as
a pretreatment to deal with the non-linear part before using
sparse Bayesian learning. Therefore the overall performance
will not only rely on our proposed method, but also depend
on the pretreatment.
As we said at the beginning of this section, this framework
should not be limited to astronomical imaging, but can also
be extended to other systems that can be modeled alike.
6. CONCLUSIONS
As the era of big data is coming, the inter-discipline between
traditional statistical methods and machine learning shall draw
more and more attention continuously, and the needs for
exploration on sparsity will persist as well.
In this work, to find a sparse solution θ to a linear system
more efficiently, we apply screening test to sparse Bayesian
learning, thus the new algorithm can inherit the characteristics
of sparse Bayesian learning while achieving an acceleration at
the same time, which indicates its potential to influence related
fields.
In Section 2 and Section 3, we introduce the methodology
of sparse Bayesian learning and design a screening test for it,
then we examine the performance on two real-world data sets.
Though the simulation shows a fairly good performance, we
should admit some limitations of the proposed method listed
as follows:
• The proposed method only works on sparse Bayesian
learning that is equivalent to a weighted `1-minimization
problem, but cannot be used for all types of sparse
Bayesian learning.
• According to the methodology, whether an efficient
bound for ηˆ is chosen will definitely influence the per-
formance, thus we have to admit that, both in theory and
practice, the performance of Algorithm 2 is no better than
that of the THT in [31], though it has extra advantages
of SBL.
• Last but not least, both the screening ratios of THT and
Algorithm 2 depend on λ too much. The dependency
cannot be totally eliminated in theory, however according
to the simulation, to obtain a satisfying acceleration, the
value of λλmax should be no smaller than 0.4; considering
what λmax represents, this value range of λ may not be
always acceptable.
In Section 4 and Section 5, we examine sparse Bayesian
learning with screening test on two applications. One is
classification, the other is signal reconstruction (source lo-
calization and denoisng). In these applications, we achieve
our goals successfully and efficiently. Especially in the second
application, we make it to formulate the problem as a linear
system, even though the linear relationship does not hold with
respect to the full parameter space Θ. For such issue, we
choose to estimate the nonlinear parameters by tricks like
sampling. Consequently, we must be aware that the overall
performance is decided not only by sparse Bayesian learning
with screening test, but also the trick we use before sparse
Bayesian learning. For example, the accuracy of sampling will
definitely impact on the performance of reconstruction.
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