Strategic choice data from a carefully chosen set of ring-network games is used to obtain individual-level estimates of higher-order rationality. The experimental design exploits a natural exclusion restriction that is considerably weaker than the assumptions underlying alternative designs in the literature.
Introduction
One of the main assumptions underlying strategic behavior is the assumption of rationality and higher-order rationality. A player is rational if she plays a best response to her beliefs. She satisfies higher-order rationality if she believes others are rational, if she believes others believe others are rational, if she believes others believe others believe others are rational, and so on. The extent to which this assumption holds true is important for both understanding and modeling strategic behavior.
1
There are two main approaches to investigating rationality assumptions: one is to elicit both strategic choices and beliefs and the other is to recover rationality directly from choice data. Under the belief elicitation approach, subjects choose actions and state first-order beliefs about the actions of their opponents.
1 A subject is then considered rational if her choice of action is a best response to her stated first-order beliefs. However, this approach cannot easily be extended to higher-order rationality because higher-order rationality does not imply a best response relationship between higher-order beliefs.
2 The other approach, the level-k model, imposes structural assumptions on player's beliefs and then recovers rationality directly from choice data.
3
This approach allows for the identification of higher-order of rationality but at the expense of possible misidentification due to the strong assumptions imposed. This paper provides a method to identify higher-order rationality from strategic choice data under considerably weaker assumptions.
4
We make use of an existing characterization of behavior established by Bernheim (1984) , Pearce (1984) , and Tan and Werlang (1988) : a subject who satisfies kth-order rationality must play a kth-order rationalizable action.
5 However, this characterization does not fully separate different orders of rationality because the behavioral implications of higher orders of rationality are contained in the behavioral implications of lower orders of rationality (i.e. the kth-order rationalizable sets always nest one another). To deal with this identification problem, we focus on a special class of games, ring-network games. Ring games are used to isolate the behavioral implications of different orders of rationality under the natural exclusion restriction:
The experiment consists of a set of eight 4-player ring games. We classify subjects into orders of rationality based on their choices in the eight games. We find that 93 percent of subjects are rational. 71 percent are rational and believe others are rational (2nd-order rational). 44 percent are 2nd-order rational and hold 2nd-order beliefs that others are rational (3rd-order rational). And, 22 percent are 3rd-order rational and hold 3rd-order beliefs that others are rational (4th-order rational).
These results suggest somewhat higher orders of rationality than many previous experiments have found. In particular, the results from the level-k literature tend to put more weight on rational and 2nd-order rational types and little weight on higher-order rational types.
8 The motivating claim of this paper is that ring games allows us to impose weaker identification restrictions; thus, giving more direct and therefore more reliable results. An alternative explanation is that the change in game form may increase the ease of expressing higher-order rationality relative to standard game forms. We report a robustness treatment that casts doubt on this type of explanation. The treatment perturbs the ring game to increase the difficulty 6 A player's kth-order payoffs are her kth-order beliefs about payoffs. However, since we consider only complete information games, a player's beliefs about payoffs are just given by the payoffs themselves, thus we drop the language of beliefs when discussing higher-order payoffs.
7 Cubitt and Sugden (1994) use a ring game to illustrate a paradox related to iterated deletion of weakly dominated strategies.
8 For, pioneering works in the level-k literature see Stahl and Wilson (1994; 1995) , Nagel (1995) , Costa-Gomes et al. (2001), and Camerer et al. (2004) . For a recent survey of this literature, seeCosta- Gomes et al. (2013) . of iterative reasoning. This has no effect on our estimates. This paper is closely related to the literature on iterated dominance (Beard and Beil (1994) ; Andrew et al. (1994) ; Huyck et al. (2002) ; Ho et al. (1998); and CostaGomes et al. (2001) ), as we estimate a subject's order of rationality using her choices in dominance solvable games.
9 The existing literature tends to focus on violations of iterated dominance, with the exception of Ho et al. (1998) which identifies a subject's capability to perform a certain order of iterated dominance as in the level-k model. The paper proceeds as follows. The next section provides an example that illustrates the challenge in identifying higher-order rationality from strategic choice data and motivates the ring game as a solution to the identification problem. Section 3 applies the tools of epistemic game theory to formally define rationality, higher-order rationality, and our exclusion restriction. Section 4 discusses the experimental design. The results are discussed in Section 5. And, Section 6 is a conclusion.
Example
Consider the bimatrix game B1 in Figure 1 (the first matrix represents player 1's payoffs and the second matrix represents player 2's payoffs). If player 2 is rational she must play action c since d is strictly dominated (d will never be a best response to any beliefs held by player 2). If player 1 is rational she can play either a or b since a is the best response if she believes player 2 is playing c and b is the best response if she believes player 2 is playing d. If she satisfies 2nd-order rationality (is rational and believes player 2 is rational) then she must play action a since she can only believe player 2 is playing c (since she believes player 2 is rational).
Suppose we observe a subject play the action a as player 1. She may have played a 9 Iterated dominance and rationalizability are equivalent concepts in the games we consider.
because she satisfies 2nd-order rationality. However, we cannot rule out the possibility that the subject only satisfies rationality. This is because in any game the 1st-order rationalizable set necessarily contains the 2nd-order rationalizable set.
10 This leads to an identification problem.
We resolve this problem by considering behavior in related sets of games under the natural exclusion restriction:
11 subjects satisfying only lower-order rationality do not respond to changes in higher-order payoffs. Consider the bimatrix game B2 in Figure 2 . If player 2 is rational she must play action d. If player 1 satisfies 2nd-order rationality she must play action b. In addition, B2 is related to B1 in a structured way: player 1 has the same payoffs in both B1 and B2. Thus, under the exclusion restriction, a subject that satisfies rationality but not 2nd-order rationality will not respond to changes in 1st-order payoffs. 12 Under this assumption, such a subject would play either (a, a) or (b, b) as player 1 in games B1 and B2 respectively, however a subject who satisfies 2nd-order rationality would play action profile (a, b).
13
Observing the action profile of a subject in both games B1 and B2 allows us to separate the behavioral implications of 2nd-order rationality from rationality. The exclusion restriction is empirically valid. In our experimental data, subjects follow the restrictions of this assumption 84 percent of the time. In addition, there are theoretical reasons to support this assumption. If subjects have finite depths of reasoning, subjects will not process higher-order information, and behavior will not depend on higher-order payoff information. For example, if a subject is rational (and not higher-order rational) because she has a depth of reasoning of one then she will not base her decision on any payoffs besides her own.
14 Following this logic, the behavioral implications of kth-order rationality can be separated from lower-orders of rationality by looking at games that differ only in (k-1)th-order payoffs but have different kth-order rationalizable implications. However, no such bimatrix games exist. Any two bimatrix games with the same payoffs up to the 1st-order must be the same game (and hence have the same rationalizable implications).
This paper solves this problem by making use of a novel class of games: ring games. In a bimatrix game, player 1 and player 2 are each other's mutual opponent. But, in a 3-player ring game, player 1's opponent is player 2 and player 2 has an entirely different opponent, player 3. This unique opponent structure makes it possible to induce changes in higher-order payoffs independently of lower-order payoffs.
Consider the game R1 in Figure 3 . Player 3 must play e if she is rational, player 2 must play c if she satisfies 2nd-order rationality, and player 1 must play a if she satisfies 3rd-order rationality (rational, believes her opponent is rational and believes her opponent believes her opponent is rational). Game R2, in Figure 4 , has different rationalizable implications: player 3 must play f if she is rational, player 2 must play d if she satisfies 2nd-order rationality and player 1 must play b is she satisfies 3rd-order rationality.
Under the exclusion restriction, a subject that satisfies rationality or 2nd-order rationality but not 3rd-order rationality will not respond to changes in 2nd-order
payoffs (represented by player 3's payoffs). Under this assumption, such a subject would play either (a, a) or (b, b) as player 1 in games R1 and R2 respectively, however a subject who satisfies 3rd-order rationality would play action profile (a, b). Thus, observing the behavior of player 1 in R1 and R2 allows us to separate the implications of 3rd-order rationality from lower orders of rationality. Each additional player in the ring game allows an additional degree of independence between orders of payoffs and allows us to separately identify an additional order of rationality.
The model
Now we will define rationality, higher-order rationality, and our exclusion restriction more formally. We first define an n-player ring game.
Definition. An n-player ring game Γ is a tuple Γ = I = {1, . . . , n}; S 1 , . . . , S n ; π 1 , . . . , π n ; o where I and S i are a finite sets, π i : S i × S o(i) → R, and o : I → I with o(i) = 1 + imodn.
The set I represents the set of players, S i represents the set of actions for player i, π i represents the payoffs for player i which depend upon player i's action and the action of her opponent o(i), and o represents the opponent mapping function where o(i) is the opponent of player i. The restriction o(i) = 1 + imodn restricts the opponent relationship to that of a ring: player 1's opponent is player 2, player 2's opponent is player 3, and so on, with player n's opponent being player 1.
Given a game, an epistemic type space describes players' beliefs about strategies.
Definition. Let Γ = I; S 1 , . . . , S n ; π 1 , . . . , π n ; o be an n-player ring game. A finite Γ-based epistemic type space is a tuple T 1 , . . . , T n ; b 1 , . . . , b n ;ŝ 1 , . . . ,ŝ n where T i is a finite set,
The set T i is the set of types of player i. The functionŝ i defines a strategy for each type of player i by mapping each type to a probability distribution over S i . And, the function b i represents each type's beliefs about the types of her opponent by mapping each type to a probability distribution over T o(i) . Thus, the function b i (t i ) together with the functionŝ o(i) defines type t i 's beliefs about the strategies of her opponent. The expected utility of a type t i can be defined
Given the specification for expected utility, a type is rational if the strategyŝ i (t i ) is a best response for player t i given her beliefs.
To define higher-order rationality, we first define what we mean by belief. We say a type believes an event if she places probability 1 on that event happening.
be the set of types for player i that believe event E.
Higher-order rationality is then defined recursively in the following way.
Definition. If t i ∈ R m i then we say that t i satisfies mth-order rationality.
Identifying orders of rationality
To state our exclusion restriction, we first formalize what is meant by higher-order payoffs. Every ring game can be characterized by its payoff hierarchy for each player. For a given ring game Γ = I = {1, . . . , n}; S 1 , . . . , S n ; π 1 , . . . , π n ; o , the payoff hierarchȳ h i (Γ) of player i is defined by 15 Let π(s i ,ŝ(t o(i) )) be redefined in the standard way wheneverŝ is a mixed-strategy.
The payoffs of player i are given byh i 0 (Γ), her 1st-order payoffs are given byh i 1 (Γ) (i.e. the payoffs of player o(i)), her 2nd-order payoffs are given byh i 2 (Γ) (i.e. the payoffs of player o 2 (i)), and so on.
Our identification strategy exploits the flexible payoff structure of the ring game. The assumption used to identify a player's order of rationality requires a player that satisfies kth-order rationality but not (k + 1)th-order rationality to not respond to changes in her mth-order payoffs whenever m is greater than or equal to k. Assumption ER is our exclusion restriction:
ER: A player i who satisfies kth-order rationality but not (k + 1)th-order rationality (k ≥ 1) will play the same action in any two games, Γ and Γ , whereh 
Experimental design
We can use the preceding results to empirically identify orders of rationality from strategic choice data. Each subject's order of rationality is estimated from choice data in eight 4-player ring games defined by G1 and G2 in Figures 5 and 6 (2 games × 4 player positions). The games are similar to the games R1 and R2 from Section 2 except that G1 and G2 are 4-player, 3 action games. Adding an additional player permits identification of a player's order of rationality up to the 4th-order. Adding an additional action lowers the likelihood of misidentification.
16
Figure 5: G1 Moving to 3 actions is enough to ensure that the likelihood of a subject who is playing randomly getting assigned as a rational type quite small. This is discussed in more detail below.
9
Figure 6: G2 Under the exclusion restriction ER, these eight games separate subjects into five rationality categories: irrational (R0), rational but not 2nd-order rational (R1), 2nd-order rational but not 3rd-order rational (R2), 3rd-order rational but not 4th-order rational (R3), and 4th-order rational (R4). The predicted action profiles for each of the types, R1-R4, are given in Table I . The eight games are defined by either game G1 or G2 and the player position. The action profile (x, y) represents the actions played by the given player in games G1 and G2 respectively. An R4 subject always plays the rationalizable profiles when she plays games G1 and G2 as any player (i.e. she must play (a, c) when she plays as player 1, (b, a) when she plays as player 2, (a, b) as player 3, and (a, c) as player 4). An R3 subject must play the rationalizable profiles when she plays as player 2, 3, or 4. She can play any action, a, b, or c when she plays as player 1, but must play the same action in G1 and G2 (i. e. (a, a), (b, b), or (c, c) ). An R2 subject must play the rationalizable profiles when she plays as player 3 or 4. She can play any action a, b, or c as player 1 or 2 but must play the the same action in G1 and G2. An R1 subject must play the rationalizable profile when she plays as player 4. And, she can play any action, a, b, or c as player 1, 2, or 3 but must play the same action in G1 and G2. 
Each subject can play 3 possible actions in each of the eight games for a total of 6561 possible action profiles. There are 40 action profiles that are exact matches to the predicted action profiles of types R1-R4. If a subject's action profile matches one of the predicted action profiles of type R1-R4 exactly, then we assign that subject as that type. Additionally, if a subject's action profile deviates from an action profile of type R1-R4 in only one of the eight games (one error), then we assign that subject as that type. If a subject's action profile is within one error of two types, we assign that subject as the lower type (assignment to the lower type implicitly assumes that errors due to assumption ER are more likely than errors due to rationality).
17 An additional 255 action profiles are one error away from the predicted action profiles of types R1-R4. Thus, it is unlikely for a subject to be assigned to a rational type by random chance. Only 5 percent of the action profiles (295 out of 6561) would get a subject assigned to an R1-R4 type. Playing any of the other 95 percent of action profiles (6266 of 6561) would get a subject assigned to the irrational (R0) type. Our classification is conservative: it is harder to be assigned to a higher-order type than a lower-order type. Only 11 of the 6561 action profiles would get a subject assigned to an R4 type, versus 26 for R3 types, 78 for R2 types, 180 for R1 types, and 6266 for R0 types. Regardless, our results are not overly sensitive to the classification assumptions as most of the subjects in our sample will be assigned based on exactly matching one of the predicted action profiles of R1-R4 types.
18
Our experiment consists of two treatments: a main treatment and a robustness treatment. Subjects play the same eight games in both treatments. However, the games are presented differently. In the main treatment, the payoff matrices were presented in a particular order, with a subject's own payoff matrix being the leftmost matrix, followed by her opponent's payoff matrix as the second and so on (i.e. if a subject was playing the game defined by G1 and player 1, then the game was presented as in Figure 5 with payoff matrices ordered P1, P2, P3, P4). In the robustness treatment, the payoff matrices were presented in a random order (for example, for the game defined by G1 and player 1, a subject's own payoff matrix might be the rightmost matrix, with the other three matrices presented in some random order (i.e. P2, P4, P3, P1)).
19 The two treatments are motivated in Section 5.
Laboratory implementation
Sessions were conducted in Arts ISIT computer labs with undergraduate students at the University of British Columbia. Subjects were recruited through the Online Recruitment System for Economic Experiments (ORSEE) (Greiner (2004) ). No subject participated in more than one session. Subjects made all decisions through an online interface. In order to ensure independence across subjects, subjects did not interact with one another during the experiment and were not informed of one another's decisions. Each subject played the games G1 and G2 in each of the player positions, for a total of eight games.
20 Subjects played the games in a random order without feedback. Subjects were required to spend at least 90 seconds on each of the games. Once subjects made choices in all games they were given the opportunity to revise their choices (without feedback). One game was randomly selected for payment at the end of the experiment. Subjects were randomly and anonymously matched into 4-player groups and paid based on their choice and the choices of their group members in the selected game. Subjects received the dollar value of their payoff in the selected game. The average session lasted 45 minutes and the average subject earned approximately $17 dollars (maximum payment was $25 and minimum payment was $7), including a showup fee of $5). Payments were in Canadian dollars.
Instructions were read aloud by the experimenter at the beginning of the session.
Instructions to all subjects were the same. Subjects then completed a short quiz to make sure they understood the instructions. The instructions and quiz can be found in Appendix A. The experiment consists of 116 subjects. The main treatment contains 80 subjects gathered over 6 sessions. The robustness treatment contains 36 subjects gathered over 3 sessions. Figure 7 reports the proportion of subjects classified as each type in both the main and robustness treatments. Combining treatments, 6 percent of subjects are classified as R0 types, 23 percent are classified as R1 types, 27 percent are classified as R2 types, 22 percent are classified as R3 types, and 22 percent are classified as R4 types (there are no significant differences between treatments: Fisher exact test, p-value= 0.580).
Experimental results

21
Most of our subjects -79 of the 116 subjects -made decisions that matched one of the 40 action profiles that yield an exact type match. This high rate of exact classification cannot be random 22 and strongly supports the assumptions of ER and rationality that undergird our empirical strategy. Importantly, 93 percent of R3 and R4 subjects were classified by exact match. Thus, different assumptions made about type classification under error would not decrease the proportion of higher-order types. The results are surprising. We find considerably more weight on higher-order types, R3-R4, than the level-k literature typically finds. 23 The motivating reason behind the use of ring games is that they allow us to use weaker identification assumptions. This gives us more direct and therefore more reliable results. One concern however, is that the change in game form also has the potential to change other determinative factors of strategic decision making. Indeed, any change to a strategic environment has the potential to change the framing of choices and even the ease of 21 Of the 116 subjects, 27 failed the quiz. Subjects were more likely to fail if they had a lower order of rationality. Of the R0 subjects, 71 percent failed while only 8 percent of the R4 subjects failed. This suggests that irrational (R0) subjects may not of had a clear understanding of the games they were asked to play.
22 If subjects were playing randomly the odds of them playing any of the actions predicted by R1-R4 types is less than half a percent. If this was the case you would expect to see at most 1 of the 116 subjects getting assigned as an R1-R4 type through exact match. 
Propor%on of Subjects
Main Robustness expressing rationality. For that reason, we must be cautious in drawing conclusions about the generality of these (or any) results across games. A particularly salient effect of ring games (relative to standard normal form games) is that they may make iterative reasoning more natural. This might happen if the ring game highlights the higher-order dependencies between the players or if it induces backward induction reasoning because of the presentation of the game. Here we face a catch-22: we must depart from typical games to achieve reliable choice based inference but doing so unavoidably raises concerns of this sort. One way of examining whether the high orders of rationality measured in our ring games are caused by such reductions in the cost of iterative reasoning is to perturb ring games in such a way as to decrease the transparency of the dominance structure of the game. This is just what we do in the robustness treatment. Surprisingly, as Figure 7 shows, perturbing the game to obfuscate the dominance structure has no significant effect on behavior and, in particular, does not change our finding that a substantial proportion of subjects are of higher-order types. Subjects are as likely to be classified as a higher-order type (type R3 or R4) in the main treatment as in the robustness treatment (44 percent in both treatments) and as likely to be classified as a lower-order type (type R1 or R2) in the main treatment as the robustness treatment (49 and 53 percent, respectively). In fact, subjects are modestly more likely to be classified as R4 in the robustness treatment than in the main treatment. These results suggest that our findings are not driven by an increased ease of iterative reasoning in ring games. However, we encourage additional robustness tests along these lines in future research. The interpretation of the robustness treatment as increasing the cost of iterative reasoning is only one interpretation and it may be that costs do not actually increase between treatments. Furthermore, little is known about rationality and behavior in asymmetric n-player games in general, as the study of 2-player games has dominated the focus of experimental research. Future research will be necessary to develop our understanding of the behavioral relationships between different game forms.
Concluding Remarks
This paper develops a novel experimental design based on ring games to identify higher-order rationality from strategic choice data. Ring games allow for the application of a natural exclusion restriction due to the flexibility of their payoff structure. This design has advantages over other approaches used in the literature because it allows us to make reliable choice based inferences about higher-order reasoning under weak identification assumptions.
Our experimental design has a number of other interesting applications. As discussed above, different features like the level of payoffs, the complexity of the game, or even the framing of the game may affect strategic decision making and hence the expression of rationality. Understanding how these different features affect reasoning is important for both understanding the differences in behavior across games but also for increasing our understanding of behavior in the real world. By perturbing these features within the ring game, we can investigate how they affect higher-order reasoning.
Additionally, since our design allows us to simply and cleanly identify orders of rationality, it can easily be applied to study the relationship between higher-order rationality and other features of interest. For example, whether order of rationality is related to cognitive abilities, preference features like loss aversion or present bias, or to behavior in decision theoretic problems.
Our design can even be used to investigate assumptions about game theoretic models like the level-k model. Much of the predictive power of the level-k model stems from the level-0 assumption. But, tests of the level-k model typically assume that level-0 behavior is known to the experimenter and is the same for all players. However, our experimental design would let the experimenter test both her assumptions about level-0 behavior and the heterogeneity of the level-0 model across subjects. This is because our ER assumption and the ring game framework allows us to characterize a subject's depth of reasoning without making any assumptions about the beliefs a subject holds, nor does it require beliefs to be the same for all subjects. Thus, observing the behavior of a subject who does not respond to changes in higher-order payoffs will reveal information about her underlying beliefs, which we can interpret as the underlying level-0 behavior.
A Instructions and quiz
These are the instructions and quiz from the robustness treatment. The instructions and quiz from the main treatment are almost identical except there is no mention of the random ordering.
Instructions
You are about to participate in an experiment in the economics of decision-making. If you follow these instructions closely and consider your decisions carefully, you can earn a considerable amount of money, which will be paid to you in cash at the end of the experiment.
To insure best results for yourself please DO NOT COMMUNICATE with the other participants at any point during the experiment. If you have any questions, or need assistance of any kind, raise your hand and one of the experimenters will approach you.
The Basic Idea
You will play 8 4-player games. In each of these games, you will be randomly matched with other participants currently in this room. For each game you will choose one of three actions. Each other participant in your game will also choose one of three actions.
Your Earnings
Player 2 For example, if you choose c, player 2 chooses e, player 3 chooses h, and player 4 chooses k then you would earn 18 dollars, player 2 would earn 12 dollars, player 3 would earn 8 dollars, and player 4 would earn 18 dollars.
The different earnings tables will appear in a random order for each game. As well the earnings tables will differ from game to game. So you should always look at the earnings and order of the tables carefully at the beginning of each game. 
