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Abstract : 
In the current industrial context, the offer is largely higher than the demand. Therefore, the 
customers are more and more exigent. To distance themselves, companies need to offer to their 
customers the best quality products, the best costs, and with controlled lead times as short as 
possible. Last years, the struggle for reducing costs was accentuated within companies. However, 
stocks represent an important financial asset, and therefore, it is essential to control them. In 
addition, a bad management of stocks led either to delays in delivery, which generate additional 
production costs, either to the unnecessary inventory. The latter one can occur at different levels 
(from components at the last level to finished product), it costs money and immobilize funds. That 
is why, planners have to look for efficient methods of production and supply planning, to know 
exactly for each component, and when to order and in which quantity. 
The aim of this doctoral thesis is to investigate the supply planning in an uncertain environment. 
We are interested in a replenishment planning for multi-level assembly systems under a fixed 
demand and uncertainty of components lead times. 
We consider that each component has a fixed unit inventory cost; the finished product has an 
inventory cost and a backlogging cost per unit of time. Then, a general mathematical model for 
replenishment planning of multi-level assembly systems, genetic algorithm and  branch and bound 
method are presented to calculate and to optimize the expected value of the total cost which equals 
to the sum of the inventory holding costs for the components, the backlogging and the inventory 
holding costs for the finished product.  
We can state by the different results that the convergence of the GA doesn't depend only on the 
number of components in the last level but also on the number of levels, the type of the BOM and 
the backlogging cost for the finished product.  
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Résumé : 
Dans le contexte actuel marqué par l’instabilité des marchés, les clients sont de plus en plus 
exigeants. Un client qui n’est pas approvisionné à une date souhaitée peut soit remettre son achat à 
plus tard, soit aller chercher le produit chez un concurrent. De plus, l’entreprise doit faire face à de 
multiples imprévisibilités internes, de la concurrence ou d’événements extérieurs. Ces aléas 
induisent de l'incertitude dans la planification de la production et génèrent des sources nombreuses 
de retard, de désynchronisation et de pertes de productivité.  
Ce travail de thèse s’intègre dans la problématique de la planification de la production dans un 
environnement incertain. Nous étudions des problèmes de la planification des 
réapprovisionnements pour un système d’assemblage à plusieurs niveaux, quand les délais 
d’approvisionnement sont incertains.  
Nous avons choisi comme indicateur de performance l’espérance du coût total moyen qui est égal à 
la somme du coût de stockage des composants, le coût de rupture du produit fini et le coût de 
stockage du produit fini. Des propriétés théoriques, des modèles analytiques ainsi que des méthodes 
d’optimisation ont été proposés. Nous avons montré que la résolution du problème ne dépend pas 
seulement de la méthode de résolution et du nombre de niveaux, mais aussi du coût de rupture en 
produit fini et de la structure du système d’assemblage. 
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Introduction Générale 
Pour l'entreprise, la gestion de production est un véritable enjeu. Une organisation efficace de toute 
la chaîne logistique est nécessaire pour pouvoir satisfaire les clients à moindre coût et pour être en 
possession des composants nécessaires à la fabrication de produits demandés à la date voulue. 
Autrement dit, la maîtrise des flux d’information et physiques de l’approvisionnement en matières 
premières jusqu’à la livraison du produit final est nécessaire pour honorer les commandes à une 
date donnée. 
Dans le contexte actuel marqué par l’instabilité des marchés, les clients sont de plus en plus 
exigeants. Un client qui n’est pas approvisionné à une date souhaitée peut soit remettre son achat à 
plus tard, soit aller chercher le produit chez un concurrent. De plus, l’entreprise doit faire face à de 
multiples imprévisibilités internes, de la concurrence ou d’événements extérieurs. Ces aléas 
induisent de l'incertitude et génèrent de nombreuses sources de retard, de désynchronisation et de 
pertes de productivité. Pour faire face à ces incertitudes et être capable de satisfaire la demande en 
permanence, les entreprises doivent disposer de systèmes de planification et de production avancés.  
Ce travail de thèse s’intègre dans la problématique de la planification de la production dans un 
environnement incertain. En effet, différentes sources d’incertitude peuvent perturber un 
environnement de production telle que la variabilité de la demande et des délais 
d’approvisionnement. Nous trouvons dans la littérature scientifique plusieurs études sur la 
planification de la production et des réapprovisionnements dans un environnement incertain. La 
variabilité de la demande est la source d’aléas la plus analysée. Les autres sources sont moins 
étudiées, notamment la variabilité des délais d’approvisionnement. Pourtant, ces délais sont 
rarement déterministes ; différents facteurs peuvent les rendre difficilement prévisibles telles que 
les pannes machines, les problèmes de transports ou les fortes variabilités de commandes, par 
exemple. 
De plus, à part ces problèmes liés aux incertitudes, la structure de la chaîne constitue une difficulté 
supplémentaire. Dans les entreprises fabriquant des produits constitués de nombreux composants, 
d’une part une interdépendance entre les stocks de ces composants au même niveau d’assemblage 
peuvent rendre les opérations d’assemblage difficilement planifiables puisqu’il faut attendre tous 
les composants nécessaires à l’assemblage d’un produit semi-fini pour pouvoir déclencher son 
assemblage. D’autre part, une interdépendance entre les niveaux peut générer des 
désynchronisations puisqu’un produit fini est assemblé si et seulement si tous les produits semi-
finis qui le composent ont été déjà assemblés. 
Notre sujet de thèse étudie le problème de la planification des réapprovisionnements pour un 
système d’assemblage à plusieurs niveaux, quand les délais d’approvisionnement sont incertains. 
Vu la complexité du problème, nous nous limitons à la planification des réapprovisionnements pour 
un seul type de produit fini et sur une seule période de planification, c’est-à-dire pour une date de 
livraison du produit fini et une quantité commandée connues. Des propriétés théoriques, des 
modèles analytiques ainsi que des méthodes d’optimisation seront proposés. 
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Nous précisons que les temps de cycle planifiés, qui sont les différences entre les dates voulues de 
livraison et les dates de lancement des ordres de fabrication, sont nos variables de décisions. Notre 
étude a pour objectif, entre autre, la proposition de techniques et de méthodes de paramétrage des 
systèmes de type MRP dans un environnement incertain, plus précisément quand les délais 
d’approvisionnement sont incertains. 
Cette thèse est composée de cinq chapitres : 
Le premier chapitre a pour objectif de présenter des éléments théoriques sur la gestion des chaînes 
logistiques. Nous présentons des méthodes de gestion de stocks et de planification de production. 
Différentes politiques classiques de gestion de stocks seront présentées et un intérêt particulier sera 
accordé aux politiques de type MRP. 
Le chapitre II situe notre domaine d’étude spécifique (système MRP sous incertitude). Il s’agit de 
s’intéresser au paramétrage du MRP dans un environnement incertain. Une classification des 
problèmes en fonction du type de chaîne logistique est proposée. Les différentes sources d’aléas 
sont étudiées et les méthodes pour faire face à l’instabilité du système MRP sous incertitudes sont 
présentées. 
Dans le chapitre III, nous nous intéressons au problème de la planification des approvisionnements 
d’un système d’assemblage à deux niveaux quand les délais d’approvisionnement sont aléatoires. Il 
s’agit du cas où le système MRP gérerait des entrées et des sorties d’une chaîne logistique à deux 
niveaux, tandis que les flux entre les niveaux ne sont pas gérés par le système MRP. Nous 
cherchons alors les valeurs optimales des dates de lancement des ordres aux fournisseurs du niveau 
1 minimisant l’espérance mathématique du coût total qui est égal à la somme du coût de stockage 
des composants et des produits semi-finis et des coûts de rupture et de stockage du produit fini. 
Nous présentons un algorithme d’optimisation basé sur la technique de séparation et d’évaluation 
(PSE). Les tests montrent l’efficacité de l’algorithme pour résoudre des problèmes de petite taille et 
de taille moyenne. 
Le chapitre IV propose une méthode d'optimisation approchée à base d'un algorithme génétique. 
Plusieurs techniques ont été introduites pour pouvoir résoudre des problèmes de taille plus 
importante et garantir un bon compromis entre la qualité des solutions obtenues et le temps de 
calcul. 
Enfin, dans le chapitre V, nous proposons un modèle général permettant une étude des systèmes 
d’assemblage multi-niveaux quel que soit le nombre de niveaux. Une procédure par séparation et 
évaluation a été développée. Un algorithme génétique renforcé par différentes techniques de 
recherche locale a également été proposé. 
Nous terminons ce mémoire par un bilan, ainsi qu’un ensemble de voies possibles allant du court 
terme (proche des résultats de la thèse) à des questions plus générales sur l’utilisation de nos 
techniques pour le paramétrage du système MRP dans un environnement incertain. 
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Chapitre 1 : La gestion de stocks et des approvisionnements dans des 
chaînes logistiques 
Introduction 
Ces dernières années, l'optimisation de la chaîne logistique est devenue un objectif 
primordial pour les entreprises. Elles visent à réduire au mieux les délais 
d’approvisionnement et les coûts engendrés depuis les fournisseurs jusqu’aux clients 
finaux. La disponibilité d’un produit fini est fortement conditionnée par 
l’approvisionnement en matières premières, en éléments d’assemblage ou en composants à 
tous les niveaux de la chaîne de production. On appelle ainsi « chaîne logistique » 
l’ensemble de flux des produits et de l’information relatifs à la logistique 
d’approvisionnement (approvisionnement, transport, gestion de stocks, manutention, etc.). 
Elle assure une collaboration étroite avec l’ensemble des acteurs et prend en charge 
l’ensemble de la gestion des flux matières qui transforment progressivement les matières 
premières et les produits semi-finis en produits finis. 
Dans le contexte industriel actuel, l’offre est largement supérieure à la demande, et par 
conséquent les clients sont de plus en plus exigeants. Pour se distinguer, les entreprises 
doivent proposer à leurs clients des produits de bonne qualité, aux meilleurs coûts, et avec 
des délais maîtrisés et les plus courts possibles. Or, des incertitudes peuvent perturber la 
chaîne logistique telle que l’incertitude sur la quantité ou l’incertitude sur le temps.  
Pour faire face aux aléas liés à l’incertitude de la quantité demandée ou du processus de 
production (panne machines, délais de fabrication, défauts de fabrication, etc.), des stocks 
de sécurités sont souvent utilisés. Or, ces stocks représentent une immobilisation financière 
importante ; il est donc primordial de réduire leurs niveaux ou les maîtriser afin de réduire 
le coût de production.  
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Cette diminution de stocks doit se faire de façon optimale, sinon elle risque de conduire 
soit à des ruptures, qui engendrent une baisse du taux de service et du chiffre d’affaires, 
soit à des stocks inutiles. 
Nous distinguons plusieurs types de stocks tels que les stocks de matières premières, des 
en-cours et des produits finis. Il est important d’élaborer des méthodes de planification de 
la production et des approvisionnements efficaces afin de déterminer pour chaque matière 
première, composant, produit semi-fini la quantité exacte à commander et le moment 
approprié pour déclencher la commande. 
1.1 Méthodes de gestion de stocks indépendante dans des chaînes logistiques 
Les décisions en pilotage de flux proviennent de plusieurs informations : état du système, 
niveaux de stock, demande, délais d’approvisionnement, etc. Les deux premiers types 
d’informations peuvent être obtenus de diverses façons car ils sont internes au système. 
Les prévisions liées à la demande et aux délais d’approvisionnement sont deux paramètres 
difficiles à cerner. Pour limiter les effets de leurs variabilités, différentes politiques de 
gestion de stocks ont été introduites. 
1.1.1 Les différentes politiques classiques de gestion de stocks 
Les politiques de gestion de stocks classiques visent à assurer la gestion d’un ou plusieurs 
stocks en passant des ordres d’approvisionnement pour les réapprovisionner. Le délai 
d’approvisionnement est l’intervalle de temps qui sépare le moment où un ordre de 
réapprovisionnement est passé et la réception des composants commandés. Il est composé 
des délais de lancement de la commande, des délais d’approvisionnement, du transport et 
de la mise en stock. La Figure 1.1 représente les différentes décisions de pilotage de flux 
dans une chaîne logistique ([Arda, 2008]). 
Un stock est généralement défini par son niveau et par les variations qu’il subit dans le 
temps. Il y a deux catégories de politiques classiques de gestion de stocks : les politiques à 
quantité fixe et à période de réapprovisionnement variable et les politiques de gestion de 
stocks à période fixe et quantité d’approvisionnement variable. 
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Pour chacune de ces politiques, il existe une variété extrêmement importante de modèles 
suivant les hypothèses retenues. Cependant, pour les définir, c’est les réponses aux 
questions suivantes qui permettent de les définir : « quand faut-il s’approvisionner ? » et 
« combien faut-il commander ? ». Voici les principales politiques qui répondent à ces deux 
questions : 
 Point de commande : la technique du point de commande est une méthode de 
réapprovisionnement à dates variables et quantités fixes (voir Figure 1.2). 
L’approvisionnement est déclenché lorsque l’on observe que le stock détenu est en 
dessous d’un niveau que l’on appelle le point de commande. Ce point ainsi que la 
quantité de réapprovisionnement sont deux paramètres à définir. L’avantage majeur 
de cette approche est sa simplicité. Mais elle peut tout de même engendrer, dans le 
cas d’une demande ou d’un délai d’approvisionnement aléatoire, un stockage 
important et inutile de composants et de matières ([Mollet et al., 2006]). 
 
Figure 1.1 : Pilotage de flux dans une chaîne logistique 
: Installation de Stock                       : Système                       : Flux physique 
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 Gestion calendaire : l’approvisionnement du stock est déclenché à intervalle régulier, 
et l’on parle alors de gestion calendaire des stocks. 
 Gestion calendaire conditionnelle : Ce cas mélange les deux techniques précédentes, 
en effet la commande est susceptible d’être passée à un intervalle régulier T, à 
condition que le niveau de stock soit inférieur à un point de commande s. 
 
Figure 1.2 : Gestion à point de commande 
 Quantité fixe de commande : la commande porte sur une quantité fixe de 
commande. Lorsque la demande est stationnaire, le modèle de Wilson est la 
méthode la plus ancienne et par excellence la plus simple à utiliser pour déterminer 
cette quantité. Néanmoins, lorsque la demande est dynamique, la quantité de 
commande n’est pas constante mais sa détermination peut résulter d’un calcul de 
programmation dynamique. 
 Niveau de recomplètement : la quantité commandée est calculée en fonction du 
stock restant. Elle est commandée à une date fixe. Le niveau de recomplètement est 
calculé de manière à ce qu’il n’y ait pas de rupture de stock entre la date de la 
commande et la date de la livraison (voir Figure 1.3). 
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Figure 1.3 : Niveau de recomplètement 
Nous pouvons nous référer aux recueils bibliographiques sur les politiques de gestion de 
stocks classiques présentés par [Silver and Peterson, 1985], [Zipkin, 2000], [Giard, 2003] 
ou encore [Babai, 2005].  
Dans la section qui suit, nous nous intéresserons particulièrement à la politique de 
planification de type MRP. 
1.2 La politique de planification de type MRP (gestion de stocks 
dépendants) 
Toute entreprise appelée à fournir des biens ou des services est amenée à respecter les 
délais exigés par le client et trouver une adéquation de la charge aux capacités de 
production. Ces contraintes dites de « planification et d’ordonnancement de la production » 
ont donné lieu à de nombreux travaux et à l’élaboration de méthodes très diverses. Parmi 
celles-ci, la méthode MRP tient une place de choix. Elle est implantée de fait dans la très 
grande majorité des entreprises industrielles puisqu’elle s’adapte à la variation du volume 
d’activité de l’entreprise, et aide à la prise de décision en cas de surcharge de travail dans 
les différents postes à charge. Nous pouvons nous référer aux travaux et aux définitions 
que donne [Dolgui and Proth, 2010] sur le MRP1 et le MRP2. 
0 
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Quantité 
Niveau de recomplètement 
Rupture de stock 
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Dans le MRP1, qui date des années soixante-dix, on intègre la gestion et la planification 
des moyens de production. Il devient une méthode de gestion et de planification de 
production en flux poussé basé sur les nomenclatures de produits et la prévision des ventes. 
Pour chaque produit fini, à partir du besoin brut, on obtient le besoin net. Grâce à la 
nomenclature (de combien de composants X a-t-on besoin pour fabriquer le produit fini 
Y?), on peut remonter au nombre de composants nécessaires pour répondre à la prévision 
des ventes des produits finis. 
Le MRP 2 est une adaptation du MRP1 qui prend en compte les ressources humaines et la 
capacité. Il a pour rôle principal la planification de la production en fonction des ressources 
humaines et matérielles, de la matière première et du temps. Il se compose de divers 
processus, le Plan industriel et Commercial, le Plan Directeur de Production, le Calcul des 
Besoins Nets et le Pilotage Ateliers. Tous ces processus réunis constituent sa logique et sa 
complexité, ce qui lui permet d’occuper une place importante dans l’entreprise industrielle. 
Exemple introductif: 
Pour chaque produit fini et pour chaque période de l’horizon de planification, le système 
MRP permet de calculer les besoins en composants. Les produits sont traités par niveau de 
nomenclature croissant pour que le calcul des besoins, pour chaque composant présent 
dans différents produits aux différents niveaux, se fasse en cascade. Nous numérotons 
l’ensemble des sommets de 1 à n de manière à ce que tout sommet parent ait un numéro 
inférieur aux numéros de ses enfants, et niveau par niveau de gauche à droite. Prenons un 
exemple d’une entreprise qui fabrique un produit fini A dont la nomenclature est présentée 
dans la Figure 1.4 :  
     
 
19 
 
 
Figure 1.4 : Nomenclature du produit fini 
Cette nomenclature nous indique que le produit fini est composé de deux composants : B et 
C, le composant B est assemblé à partir de deux composants D et de deux composants E. 
Les coefficients multiplicateurs représentent la quantité d’un composant fils nécessaire 
pour la fabrication d’un composant père. Supposons que le PDP pour le produit fini se 
présente comme dans le Tableau 1.1 sur un horizon de 4 périodes: 
Tableau 1.1 : Plan Directeur de Production 
Période 6 7 8 9 
Approvisionnements planifiés 100 50 100 200 
Pour disposer de chacun des approvisionnements planifiés aux dates prévues, il sera 
nécessaire de connaitre leur niveau de stocks et leur délai d’approvisionnement en 
composant, et de planifier le lancement de la fabrication en conséquence (voir le ) :  
Tableau 1.2 : Délais d’approvisionnement et stocks disponibles 
Composant A B C D E 
Délais d’approvisionnement (LT) 1 2 2 1 1 
Stocks disponibles 20 0 10 100 100 
Le lancement de la fabrication ou de l’ordre d’approvisionnement d’un composant créé des 
besoins en composants fils. Il sera nécessaire d’exploser la nomenclature pour modifier les 
calculs des composants de niveau inférieur (voir le Tableau 1.3). 
 
Tableau 1.3 : MRP sur les semaines 0 à 9 
𝐷 
(
1) 
5
1° 𝐸 
  
𝐵 
𝐶 
𝐴 
Niveau 2          Niveau 1  Produit fini 
(1) 
(1) 
(2) 
(2) 
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PDP 
Période 0 1 2 3 4 5 6 7 8 9 
Demande (A)       100 50 100 200 
Produit fini : A (LT=1)           
Besoins Bruts           100 50 100 200 
Stocks Disponibles  20 20 20 20 20 20 20 0 0 0 
Besoins Nets  -20 -20 -20 -20 -20 -20 80 50 100 200 
Ordres Planifiés         80 50 100 200   
Composant : B (LT=2) 
Besoins Bruts       
 
80 50 100 200 
 
Stocks Disponibles        
 
0 0 0 0 
 
Besoins Nets          80 50 100 200   
Ordres Planifiés     80 50 100 200 
  
  
Composant : C (LT=2) 
Besoins Bruts   
   
80 50 100 200   
Stocks Disponibles  10 10 10 10 10 0 0 0 0   
Besoins Nets  -10 -10 -10 -10 -10 70 50 100 200   
Ordres Planifiés     70 50 100 200 
 
    
Composant : D (LT=1) 
Besoins Bruts    160 100 200 400       
Stocks Disponibles  100 100 100 0 0 0 0       
Besoins Nets  -100 -100 -100 60 100 200 400       
Ordres Planifiés   60 100 200 400 
 
      
Composant : E (LT=1) 
Besoins Bruts    160 100 200 400       
Stocks Disponibles  120 120 120 0 0 0 0       
Besoins Nets  -120 -120 -120 40 100 200 400       
Ordres Planifiés   40 100 200 400 
 
      
Les besoins bruts du produit fini proviennent du PDP. Les besoins nets sont les différences 
entre les besoins bruts et les stocks disponibles. Les ordres planifiés dépendent des délais 
d’approvisionnement qui sont indiqués dans la deuxième colonne du tableau de calcul (di). 
Dans une situation idéale, ces ordres planifiés couvrent exactement les besoins nets.  
LT=2 
LT=1 Quantité=1 
Quantité=2 LT=2 
Quantité=2 
Quantité=1 
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Comme on peut le constater sur l’exemple, la logique de calcul MRP est très simple. Dans 
un cas réel, une entreprise gère plusieurs produits finis et des milliers de composants. Une 
grande masse de données est à gérer et un nombre important de calculs à effectuer. A partir 
de cet exemple, nous pouvons faire une analyse rapide des limites du système MRP 
classique.  
Ces limites sont, généralement, dues aux variations de la demande et aux aléas de 
fabrication et d’approvisionnement. Dans la pratique, un certain nombre de contraintes et 
de facteurs externes et internes peuvent perturber la chaîne logistique ; et alors les ordres 
planifiés ne correspondront aux besoins calculés. 
Par définition, ces contraintes et ces facteurs, ce que nous appelons par la suite les sources 
d’incertitudes, sont des événements imprévisibles qui perturbent les opérations et la 
performance d’une entreprise ([Koh et al., 2002]). Ils causent soit des ruptures de stock en 
composants ou en produit fini, à l’origine d’une baisse du taux de service, soit une 
augmentation du niveau de stocks et par conséquent, des coûts de possession ([Ould Louly 
et al., 2008b]). Ces incertitudes peuvent être dues, par exemple (1) aux problèmes de 
transport qui perturbent les délais d’approvisionnement, (2) aux problèmes liés à la 
production qui ralentissent la cadence de fabrication, et (3) à la non fiabilité des prévisions 
de la demande. 
Dans le chapitre 2, nous allons examiner ces aléas et ces incertitudes en s’appuyant 
particulièrement sur les revues de l’état de l’art présentées dans [Ben Ammar et al., 2013a], 
[Dolgui and Prodhon, 2007], [Peidro et al., 2009] et [Wazed et al., 2009]. 
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Chapitre 2 : Utilisation de techniques MRP sous incertitudes 
Le système MRP est conçu pour un environnement stable, or de nos jours, la chaîne 
logistique est devenue très vulnérable et loin d’être déterministe ([Dolgui and Prodhon, 
2007]). L’entreprise doit s’adapter aux changements des conditions économiques 
(évolution des coûts, augmentation de prix des matières premières, etc.), aux problèmes 
techniques (pannes machine, capacité limitée, retard de transports, etc.), aux contraintes 
concurrentielles (rapport qualité/prix attractif, la veille technologique, choix des 
fournisseurs, etc.).  
Plusieurs revues de littérature fournissent des réflexions et des méthodes qui ont été 
développées afin de paramétrer le système MRP dans un environnement incertain. Par 
exemple [Koh et al., 2002], [Mula et al., 2006b], [Dolgui and Prodhon, 2007], [Damand 
et al., 2011] et [Damand et al., 2013b] ont montré qu’ils existent différentes techniques 
(délais de sécurité, stocks de sécurité et techniques de lotissement, etc.) qui peuvent être 
utilisées pour faire face à ces incertitudes. 
Selon [Dolgui and Prodhon, 2007], seulement 19% des articles traités prennent en compte 
l’incertitude de la demande et des délais d’approvisionnement dans la méthode MRP. En 
moyenne, 60% d’articles analysent une seule source d’incertitude, 30% deux sources et 
seulement 10% plus de trois sources d’incertitudes à la fois. Les auteurs mettent en 
évidence quatre catégories d’incertitudes : la catégorie 1 peut être expliquée par des 
modifications des dates de livraison exigées par le client. La catégorie 2 est le résultat de la 
variabilité de la demande. La catégorie 3 peut être due aux aléas du délai 
d’approvisionnement ou de production. Les incertitudes sur les quantités livrées 
constituent la 4
ème
 catégorie d’incertitudes (voir Figure 2.1). Les auteurs considèrent que 
l’instauration de stocks de sécurité et/ou de délais de sécurité et le choix d’un horizon de 
planification sont des techniques possibles pour faire face à ces incertitudes. 
[Damand et al., 2011] et [Damand et al., 2013a] recensent 78 articles et 7 états de l’art, 
s’étalant de 1976 à 2010. Ils construisent la liste exhaustive des paramètres d’action (PA) 
pour faire face à ces incertitudes et des indicateurs de performances (IP), et analysent les 
relations PA-IP. Les règles de lotissement, le calcul de temps de cycle planifié et les règles 
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d’ordonnancement sont les PA les plus étudiés. Les IP les plus utilisés sont : coût total, 
instabilité du système, taux de service, niveau de stock. Les auteurs remettent en question 
les modèles existants, ils constatent que : (1) trop de paramètres sont souvent fixés, (2) 
plusieurs études considèrent un seul type d’incertitude alors qu’en réalité il existe d’autres 
incertitudes, (3) les conditions environnementales ne sont pas toujours réalistes (structure 
de produit mono-niveau, prévision fiable, etc.), (4) peu d’études prennent en compte des 
contraintes de capacité, (5) les modèles sont trop simples et seulement 6 travaux sur 78 
sont inspirés de cas industriels. 
 
Figure 2.1 : Les 4 principales catégories d’incertitudes ([Dolgui and Prodhon, 2007]) 
Jusqu’ici nous avons défini les incertitudes au sens large du terme. Lorsque l’on cherche à 
étudier les incertitudes dans un système MRP, il est préférable de bien différencier 
différents types de chaîne d’approvisionnement. Pour ce type de problème, trois types de 
structures sont identifiés dans la littérature: les systèmes simples (un seul fournisseur d’un 
seul type de composant), les chaînes d’approvisionnement à structure linéaire et les 
systèmes d’assemblage. Nous distinguons, pour les deux derniers types de système, les 
structures à un niveau et à plusieurs niveaux. Nous notons aussi que, dans la littérature, il y 
a une distinction entre les modèles mono-périodes et les modèles multi-périodes.  
Période 1 2 3 4 5 
Besoins Bruts 0 0 20 15 0 
Stock final 20 20 20 0 0 
Besoins nets -20 -20 0 15 0 
Ordres Planifiés  15    
 
(2) Demande incertaine 
(4) Quantité livrée incertaine 
incertaine 
(1) Dates de commandes incertaines 
(3) Dates de livraisons incertaines 
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2.1 Chaînes d’approvisionnement à structure linéaire 
Plusieurs travaux existent sur la modélisation des chaînes d’approvisionnement à structure 
linéaire dans un environnement incertain. Dans la littérature, nous distinguons les chaînes à 
un niveau et à plusieurs niveaux. 
[Weeks, 1981] a modélisé mathématiquement le cas d’une structure linéaire à un seul 
niveau et un seul type de composant. L’indicateur de performance étudié est le coût total 
moyen composé de coût de stockage et de coût de rupture. En effet, l’auteur a démontré 
que le modèle mathématique est équivalent au modèle « Newsboy » pour le cas d’une 
demande fixe et de délais d’approvisionnement aléatoires non nuls.  
La variabilité des délais a également été traitée par exemple par [Whybark and Williams, 
1976]. En minimisant les coûts de stockage et en maximisant le taux de service, les auteurs 
ont démontré que, pour une chaîne d’approvisionnement à structure linéaire, l’utilisation 
du délai de sécurité est plus efficace quand les délais d’approvisionnement sont incertains 
et que les stocks de sécurité sont à introduire quand les incertitudes sont liées aux 
quantités.  
Cependant, [Grasso and Taylor, 1984], ont affirmé qu’il était préférable d’utiliser les 
stocks de sécurité pour les deux cas : incertitudes de la demande et incertitudes des délais 
d’approvisionnement. Ils ont analysé quatre facteurs (délais, stocks et délais de sécurité, 
technique de lot-sizing, coûts de rupture et de stockage). Trois produits de nomenclature à 
cinq niveaux chacun ont été étudiés. Les auteurs ont déduit de leur analyse que les coûts de 
gestion dans un système MRP sont essentiellement composés des coûts engendrés par ces 
quatre facteurs. 
[Yano, 1987b] a proposé une approche analytique pour le cas d’une structure linéaire à 
deux niveaux. Le critère étudié est la somme des coûts de stockage des composants et le 
coût de rupture de produit fini. Les délais d’approvisionnement suivent une loi de 
distribution continue quelconque mais connue. Dans [Yano, 1987c], un problème similaire 
a été traité. Un coût de retard a été considéré, il représente le coût de replanification si le 
composant est disponible après la date de livraison prévue. La somme de trois indicateurs 
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de performance suivants est minimisée : (1) le coût moyen de stockage des composants, (2) 
le coût de retard à chaque niveau et (3) le coût de rupture en produit fini. Seules les chaînes 
logistiques à moins de trois niveaux ont été étudiées étant donné que les chaînes logistiques 
à plus de trois niveaux sont difficiles à modéliser analytiquement. [Elhafsi, 2002] a 
généralisé cette approche en proposant un modèle analytique basée sur la récursivité qui 
permet d’étudier les structures linéaires à plusieurs niveaux. La convexité de la fonction a 
été démontrée et une heuristique basée sur la programmation dynamique a été développée 
pour trouver une solution approchée dans un temps de calcul acceptable.  
[Mohebbi, 2003] a modélisé ce problème avec une chaîne de Markov à temps continu. La 
demande suit une loi de Poisson et celle qui n’est pas satisfaite est perdue. Le délai 
d’approvisionnement suit une loi d’Erlang et à tout point de l’échelle du temps, les 
fournisseurs sont soit disponibles soit ne le sont pas en tenant compte de cela. Les 
approvisionnements ne se font pas de manière continue ce qui implique des variations 
importantes de niveau de service. La méthode de gestion de stocks utilisée est à point de 
commande avec une quantité fixe de commande (s, Q). L’auteur a présenté des expressions 
analytiques exactes de la fonction « coût ».  
[Kim et al., 2004] ont développé un modèle approché pour un seul produit fini et pour le 
cas où la demande est connue et fixe, Le délai d’approvisionnement suit une loi d'Erlang. 
L’indicateur de performance est le coût total moyen qui est composé de coût de passation 
de commande, de coût de rupture et de coût de stockage. La solution approchée est 
comparée à la solution optimale pour les cas où : (1) les informations concernant les délais 
d’approvisionnement sont disponibles et, (2) aucune information, au préalable, n’est 
disponible. La solution approchée proposée est aussi simple que la solution proposée par le 
modèle de la quantité économique (EOQ). Le taux de précision est de 99,41% lorsque 
l'information préalable sur la répartition des délais de livraison est disponible, et de 97,54 à 
99,09% lorsqu’aucune information n’est disponible au préalable 
Les mêmes auteurs ont étudié, par la suite, ce que l’on appelle l’effet du coup de fouet dans 
une chaîne logistique à structure linaire ([Kim et al., 2006]). La demande a été supposée 
aléatoire et les délais d’approvisionnement sont des variables indépendantes et 
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identiquement distribuées pour tous les niveaux et toutes les périodes. Une méthode 
statistique a été utilisée pour montrer l’influence de l’incertitude des délais 
d’approvisionnement sur la variation de la demande pour les niveaux intermédiaires. Les 
auteurs concluent que la variabilité des délais amplifie encore plus l’effet de coup de fouet 
et que le partage d’informations permet de contrôler l’effet de coup de fouet (une 
augmentation linéaire en fonction du nombre de niveaux dans la chaîne linéaire alors que 
dans le cas contraire, cette augmentation est exponentielle). 
[He et al., 2005] ont traité le cas où le délai d’approvisionnement est aléatoire et borné, la 
demande a été supposée constante et connue et la méthode de gestion de stocks utilisée est 
à quantité économique optimale (EOQ). Les auteurs ont souligné que le coût de stockage 
total varie linéairement en fonction de l’incertitude sur les délais. 
[Namit, 2007] a traité le même problème que [Weeks, 1981]. La demande et le délai ont 
été supposés aléatoires sur un horizon de planification d’une année. L’objectif de cette 
étude était de déterminer le point de commande (R) et le stock de sécurité (S) qui 
minimisent la somme de coût annuel de stockage et de coût annuel de lancement d’ordre. 
L’auteur a proposé une approche analytique pour optimiser le coût annuel total sous la 
contrainte de niveau de service. 
[Chaharasooghi and Heydari, 2010] ont analysé l’effet de la variance et de la moyenne des 
délais d’approvisionnement sur la performance de la chaîne logistique. La demande était 
fixe et connue, les caractéristiques des délais d’approvisionnement étaient les suivantes : 
(1) la variance des délais d’approvisionnement (LTV), (2) les délais d’approvisionnement 
moyens (LTM). Les auteurs de cet article considèrent que le délai d’approvisionnement est 
l’un des principaux facteurs qui affectent la performance de la chaîne logistique et rendent 
le processus de planification plus complexe. Ils ont étudié, par simulation, une chaîne 
logistique à quatre maillons. Une analyse a permis d’étudier les corrélations entre LTM et 
LTV d’un côté et les indices de performance de la chaîne logistique de l’autre (l’effet du 
coup de fouet, le niveau de stock, le niveau de rupture, le nombre de rupture). Selon ces 
auteurs, la fiabilité du processus de planification est en corrélation avec l’incertitude de 
délais de livraison. Les conclusions suivantes ont également été faites (1) la LTV a plus 
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d’effets sur la performance de la chaîne logistique que la LTM. (2) la réduction des délais 
d’approvisionnement peut avoir un effet contradictoire sur les différents indices de 
performance de la chaîne. Par exemple une réduction du LTM réduit l’effet du coup de 
fouet, mais augmente le nombre de ruptures. Ces auteurs ont aussi proposé une analyse des 
effets des délais d’approvisionnement sur d’autres mesures de performance. 
Nous notons que la littérature traitant les chaînes logistiques à structure linéaire peut être 
classifiée en fonction des sources d’incertitudes. La plupart des modèles proposés sont 
souvent dédiés à une seule source d’incertitude, et les lois que la demande ou les délais 
d’approvisionnement suivent sont généralement connues et particulières. Ces modèles sont 
difficiles à généraliser aux cas de systèmes linéaires multi-niveaux ou des systèmes 
d’assemblage. 
Lorsque l’incertitude est liée aux délais d’approvisionnement, les modèles analytiques 
existants permettent au mieux de traiter les chaînes linéaires à 3 niveaux maximums. Les 
systèmes à plusieurs niveaux sont généralement traités par la simulation. La source 
d’incertitude est généralement modéliser par une variable aléatoire continue pour 
s’approcher des modèles de gestion de stocks classiques. Cependant, dans les systèmes de 
planification d’approvisionnement de type MRP, le temps (nombre de périodes) et les 
variables de décision (taille de lot, temps de cycle planifié) sont des entiers  ([Hnaien, 
2008]). 
Afin de s’approcher de la méthode MRP, nous allons étudier les modèles à temps discret et 
à variables de décisions discrètes. Nous allons étudier tout particulièrement des modèles 
pour des systèmes d’assemblage. 
2.2 Systèmes d’assemblage 
L’optimisation d’une chaîne logistique pour l’assemblage d’un produit à partir de n 
composants est un sujet de recherche connu ([Axsäter, 2006]). La plupart des travaux se 
focalisent sur le cas d’une demande aléatoire, alors que les problèmes avec délais 
d’approvisionnement aléatoires sont peu étudiés ([Mula et al., 2006b]). 
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Dans toutes les revues de littérature, nous pouvons distinguer plusieurs axes d’études : (1) 
assemblage d’un seul ou de plusieurs produits finis, (2) des modèles mono-période, ou des 
modèles multi-période et (3) des systèmes d’assemblage à un ou deux niveaux. Nous 
notons, que la complexité dans les systèmes d’assemblage est due à la dépendance entre les 
composants c’est-à-dire que l’assemblage n’est pas faisable si tous les composants 
nécessaires ne sont pas disponibles. Cette complexité est aussi due à la dépendance entre 
les niveaux : la disponibilité d’un composant dépend nécessairement de la disponibilité de 
tous les composants qui le composent. Il y a également une dépendance entre les stocks des 
périodes consécutives si une étude est faite pour le cas multi-période. 
Dans la partie qui suit, pour les cas de : (1) délais d’approvisionnement incertains et 
demande déterministe (2) délais d’approvisionnement et demande incertains, (3) demande 
incertaine, et enfin, (4) capacité incertaine, nous analysons la littérature scientifique 
existante. 
2.2.1 Délais d’approvisionnement incertains et demande déterministe 
L’incertitude sur les délais est peu étudiée dans la littérature. [Gupta and Brennan, 1995] 
ont montré que l’incertitude sur les délais influence les coûts de productions. [Ho and 
Ireland, 1998] ont conclu que l’incertitude sur le temps crée une instabilité même si une 
bonne méthode de lotissement est utilisée ou si l’on dispose d’information sur la demande. 
[Bragg, 1999] a prouvé que l’incertitude sur les délais influence considérablement les 
niveaux de stocks.  
Généralement, la formulation mathématique des problèmes multi-périodes sous incertitude 
des délais d’approvisionnement est très complexe. La plupart des études trouvées dans la 
littérature traitent les modèles mono-période qui n’ont pas besoin de prendre en 
considération la dépendance entre les stocks de différentes périodes successives.  
[Yano, 1987a] traite le système d’assemblage à deux niveaux, mono-période, avec un seul 
type de composants au premier niveau et deux types de composants au deuxième niveau. 
La distribution des délais d’approvisionnement a été supposée continue quelconque mais 
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connue. L’indicateur de performance est la somme du coût de stockage et du coût de 
rupture. Dans le modèle proposé, les délais de sécurité peuvent être considérés négatifs 
dans le cas où le coût de possession unitaire de composants est largement supérieur au coût 
de rupture unitaire. 
[Kumar, 1989] propose un modèle mono-période pour le cas de systèmes d’assemblage à 
un niveau. Le produit fini est assemblé à partir de plusieurs composants. Les délais 
d’approvisionnement ont été supposés aléatoires mais la demande et la date de livraison 
ont été considérées connues. L’objectif est de trouver les dates exactes de lancement des 
ordres d’approvisionnement aux fournisseurs qui minimisent le coût total composé du coût 
de stockage et du coût de rupture. 
Un problème similaire a été traité par [Chu et al., 1993], les auteurs ont supposé que les 
délais d’approvisionnement étaient aléatoires et suivaient des lois continues quelconques 
mais connues. Le critère à minimiser est l’espérance mathématique de la somme du coût de 
rupture en produit fini et du coût de stockage des composants. En utilisant la propriété de 
convexité, La fonction « coût total moyen » a été démontrée convexe et un algorithme 
itératif a été proposé. 
[Tang and Grubbström, 2003] ont utilisé la transformée de Laplace pour modéliser un 
problème mono-période similaire à celui analysé dans [Yano, 1987a]. Le système 
d’assemblage considéré est à deux niveaux, avec un délai d’approvisionnement aléatoire 
discret, une demande supposée fixe et une date de livraison connue. L’objectif est de 
minimiser la somme du coût de rupture en produit fini et du coût de stockage des 
composants. 
Pour la planification des systèmes d’assemblage multi-période, [Dolgui et al., 1995] et 
[Dolgui, 2002] ont proposé un modèle analytique. La demande a été supposée constante, 
les délais d’approvisionnement des composants sont aléatoires, et la politique Lot pour Lot 
est utilisée. Il y a plusieurs types de produits à assembler à partir de plusieurs types de 
composants. La fonction objectif est la somme du coût de stockage des composants et du 
coûts de rupture en produit fini. Une approche basée d’une part sur un couplage de la 
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simulation avec un modèle de programmation linéaire en nombres entiers et des 
heuristiques a été développée. Le modèle proposé calcule la quantité de composants à 
commander au début de chaque période et la quantité à assembler pour chaque produit. 
[Proth et al., 1997] étudient le même problème dans le cas où une heuristique détermine les 
composants à commander et les produits à assembler. 
[Gurnani et al., 1996] ont étudié un problème similaire sur deux périodes de planification. 
Les composants commandés sont livrés durant la même période avec une probabilité p ou à 
la période suivante avec la probabilité 1-p. Une règle optimale de détermination de la 
quantité à commander pour chaque type de composant est proposée. La généralisation de 
ce modèle, au cas multi-période et multi-composant paraît difficile car le nombre de 
réalisations possibles croît de manière exponentielle. 
Un modèle markovien pour décrire les approvisionnements en composants avec des délais 
aléatoires a été proposé par [Dolgui and Ould Louly, 2002]. Le modèle de planification 
étudié est multi-période pour des systèmes d’assemblage à un seul niveau. L’indicateur de 
performance est la somme des coûts de possession pour le stockage de composants et de 
retard. Les délais d’approvisionnement de tous les types de composants suivent la même 
loi de probabilité, la capacité a été supposée infinie et la demande est constante et celles 
non satisfaites sont différées. La politique d’approvisionnement considérée est Lot pour 
Lot.  
Les mêmes auteurs présentent dans [Ould Louly and Dolgui, 2002] un cas particulier du 
problème. Le produit fini est assemblé à partir de plusieurs types de composants, les 
différents délais d’approvisionnement en composant suivent la même distribution de 
probabilité, les coûts de stockage des différents composants et les quantités commandées à 
chaque période sont identiques. Le modèle prend en compte les interdépendances, à chaque 
période, entre les niveaux de stocks des différents composants. Ce système peut être décrit 
par une généralisation du modèle Newsboy. Le modèle proposé est généralisé à son tour 
pour le cas de la politique d’approvisionnement à couverture fixe dans [Ould Louly and 
Dolgui, 2004] et pour le cas de la politique d’approvisionnement au nombre de périodes 
     
 
31 
 
fixe (POQ policy) sous la contrainte de niveau de service dans [Ould Louly and Dolgui, 
2013]. 
Dans [Ould Louly et al., 2008a] , le problème de [Ould Louly and Dolgui, 2002] est 
généralisé : (1) les délais d’approvisionnement en composants ne suivent pas la même loi 
de probabilité, et (2) les coûts de stockage des composants ne sont pas égaux. Les auteurs 
ont développé une procédure par séparation et évaluation (PSE) utilisant des propriétés de 
dominance et des bornes supérieures et inférieures de la fonction « objectif » afin de 
trouver la solution optimale. Cette étude a été complétée par [Ould Louly and Dolgui, 
2009] où les auteurs remplacent le coût de rupture en produit fini par un niveau de service 
et minimisent le coût de stockage des composants sous la contrainte de niveau de service. 
Ces rajouts permettent d’analyser le cas où le coût de rupture est difficile à mesurer.  
[Chauhan et al., 2009] ont traité le même problème mais pour le cas mono-période et à un 
seul niveau. Le produit fini est composé de n composants, la demande est considérée fixe, 
les délais d’approvisionnement sont des variables aléatoires suivant une loi quelconque 
dont la fonction de répartition est connue. Le but est de déterminer les dates de lancement 
des commandes qui minimisent le coût total moyen. Le coût total moyen est composé de 
trois parties : (1) le coût de stockage des composants jusqu’à l’arrivée du dernier 
composant, (2) le coût de stockage des composants entre T, la date de début d’assemblage 
du produit fini, et Z la date de livraison souhaitée, et (3) le coût de rupture en produit fini. 
Le coût total moyen est déterminé par simulation. L’idée est de diminuer le coût de 
stockage des composants étape par étape en utilisant un algorithme de recuit simulé. Les 
auteurs ont fait une comparaison entre les solutions générées par l’algorithme proposé et la 
solution exacte. Ils ont montré que leur algorithme est performant puisque la fraction 
d’erreur : ((la solution exacte - la solution trouvée par l’algorithme) / solution exacte), est 
très proche de 0. 
Dans [Hnaien et al., 2009] un système d’assemblage à deux niveaux a été étudié pour le 
cas mono-période et pour toutes les autres hypothèses. Un algorithme génétique a été 
proposé pour résoudre des problèmes à plus de 60 variables de décisions que la PSE ne 
pouvait pas résoudre. 
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[Hnaien et al., 2010] ont étudié le problème de planification d’approvisionnement et 
gestion de stocks pour le cas d’assemblage à deux niveaux. L’entreprise commande les 
composants de niveau 2 chez des fournisseurs extérieurs avant de lancer l’assemblage des 
composants de niveau 1 et puis, à partir de composants de niveau 1, le produit fini est 
assemblé. La demande est supposée fixe et connue, les délais d’approvisionnements en 
composants sont supposés aléatoires. Pour déterminer les dates optimales de lancement 
d’ordres d’approvisionnement aux fournisseurs, deux critères sont étudiés : (1) minimiser 
le coût total composé du coût de stockage de composants de niveau 1 et 2, (2) maximiser le 
taux de service lié au produit fini (c’est la probabilité de ne pas être en rupture en produit 
fini). C’est donc un problème bi-objectif, un algorithme d’optimisation multi-objectif 
(NSGA-II) a été utilisé, et les résultats obtenus sont comparés aux ceux de [Ould Louly 
et al., 2008b]. 
[Sakiani et al., 2012] ont étudié à leur tour le même problème, ils ont développé, pour 
l’optimisation, un algorithme génétique à sélection par tournoi. 
[Fallah-Jamshidi et al., 2011] ont étudié le problème de planification des systèmes 
d’assemblage à deux niveaux en prenant en compte les aléas des délais 
d’approvisionnement, la demande était considéré fixe et connue. Les auteurs ne minimisent 
pas le coût total (qui est égal à la somme du coût de stockage des composants au niveau 2 
et le coût de rupture en produit fini) mais ils cherchent plutôt à trouver un bon compromis 
entre le coût de stockage et le coût de rupture. Ils proposent un algorithme génétique ainsi 
qu’une procédure de recherche locale basé sur l’algorithme d’ « Electromagnetism like 
Mechanism » permettant d’accélérer la convergence de l’algorithme pour ce problème. Ces 
deux algorithmes sont utilisés pour résoudre ce problème bi-objectif en déterminant 
l’ensemble des solutions optimales de Pareto. Une comparaison avec le NSGA-II de 
[Hnaien et al., 2009] est également présentée. 
Le Tableau 2.1 récapitule les études introduites dans la littérature concernant les systèmes 
d’assemblage en fonction : (1) du nombre de niveaux, (2) des critères utilisés (𝐻𝑐: coût de 
stockage, 𝑇𝑐 : coût de rupture, 𝑆𝑙 : taux de service ), et (3) du type de système (𝑆𝑝𝑟𝑜𝑑 : 
mono-produit, 𝑀𝑐𝑝: multi-composant,  𝑀𝑝𝑒𝑟 : multi-période, 𝑆𝑝𝑒𝑟 : mono-période). 
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Tableau 2.1 : Incertitudes des délais d’approvisionnement 
Auteurs 
Nombre 
de 
Niveaux 
Critère Type de système Commentaire 
[Yano, 1987a] 2 
Hc, Tc 
S-prod, M-cp, 
single-period 
Programmation non linéaire 
Kumar (1989) 1 
Délais d’appro suivent des cas particuliers de 
distribution de probabilité 
[Chu et al., 1993] 1 Algorithme itératif 
[Dolgui et al., 1995], [Dolgui, 
2002] 
1 
Multi-product, M-
cp, M-per 
PLNE, simulation, politique Lot pour Lot (L4L), 
simulation, heuristiques 
[Proth et al., 1997] 1 
S-prod, M-cp, M-
per 
Modèle continue, une heuristique 
[Hegedus and Hopp, 2000] 2 Hc, Sl 
S-prod, M-cp, 
single-period 
Méthode d’optimisation combinatoire 
[Dolgui and Ould Louly, 2002] 1 
Hc, Tc 
S-prod, M-cp, M-
per 
Markov, Newsboy, L4L, Les délais d’appro de tous 
les types de composants suivent la même loi de 
probabilité 
[Ould Louly and Dolgui, 2002], 
[Ould Louly and Dolgui, 2003] 
1 
Modèle Newsboy, le même coût de stockage pour 
tous les composants 
[Tang and Grubbström, 2003] 2 S-prod, S-per, 2-cp Ttransformée de Laplace 
[Ould Louly and Dolgui, 2004] 1 
S-prod, M-cp, M-
per 
Markov, Newsboy, POQ policy, Modèle Newsboy, 
le même Hc pour tous les composants, politique 
d’approvisionnement à couverture fixe  
[Axsäter, 2005] 2, 3 S-prod, M-cp, S-per Technique de décomposition, simulation 
[Ould Louly and Dolgui, 2009] 1 
S-prod, M-cp, M-
per 
EOQ policy, PSE 
[Ould Louly et al., 2008a] 1 
Hc, Sl 
PSE 
[Ould Louly et al., 2008b],  Généralisation de [Ould Louly and Dolgui, 2002], 
[Hnaien et al., 2009] 2 
Hc, Tc 
S-prod, M-cp, S-per 
Algorithme génétique (AG), PSE 
[Chauhan et al., 2009] 1 Recuit simulé, modèle continu 
[Hnaien et al., 2010] 2 Hc, Sl AG, multi-objectif, sélection élitiste 
[Fallah-Jamshidi et al., 2011] 2 Hc, Tc 
Approche hybride, algorithme génétique, 
algorithme d’Electromagnetism-like Mechanism 
[Ould Louly and Dolgui, 2013] 1 Hc, Sl 
S-prod, M-cp, M-
per 
POQ Policy, nouvelle généralisation du modèle 
Newsboy 
[Sakiani et al., 2012] 2 Hc, Sl S-prod, M-cp, S-per AG multi-objectif, sélection par tournoi 
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Dans [Ben Ammar et al., 2012], un modèle de simulation a été couplé avec le NSGA-II de 
[Hnaien et al., 2009] pour déterminer le coût total moyen a été proposé ; ce modèle de 
simulation a permis d’étudier les systèmes d’assemblage à plus de deux niveaux. 
Cependant, ce modèle requiert un grand nombre de simulations et un temps de calcul 
considérable pour converger vers une solution faisable. 
Les problèmes liés à la variabilité des dates de livraison ont également été traités par [Ryu 
and Lee, 2003]. Étant donné que la variabilité des délais d’approvisionnement est un 
facteur important dans le processus de planification, la réduction du caractère aléatoire de 
l’approvisionnement influence les mesures de la performance dans une chaîne logistique, à 
savoir les coûts de stockage, l’effet de coup de fouet, et la disponibilité du produit. Dans 
cet article, les auteurs considèrent la réduction des délais d’approvisionnement comme un 
investissement. Ils ont travaillé sur la réduction des délais d’approvisionnement moyens et 
la variance des délais d’approvisionnement dans une chaine logistique comportant deux 
fournisseurs. La distribution des délais d’approvisionnement des deux fournisseurs a été 
supposée exponentielle, la demande est considérée fixe et connue. L’idée est de comparer 
un modèle à deux fournisseurs avec un modèle qui ne réduit pas les délais 
d’approvisionnement et un deuxième modèle qui les réduit. 
2.2.2 Délais d’approvisionnement et demande incertains 
Très peu d’études considèrent simultanément la variabilité de la demande et des délais 
d’approvisionnement en composants. Nous présentons quelques travaux qui s’intéressent à 
la planification d’un système d’assemblage sources d’incertitude de délais 
d’approvisionnement et de demande. 
[Brennan and Gupta, 1993] ont développé un modèle de simulation pour mesurer la 
performance d’un système d’assemblage quand la demande et les délais 
d’approvisionnement sont incertains. Un système multi-produit et multi-niveau a été 
considéré, les auteurs ont conclu que ces incertitudes peuvent être maitrisées en choisissant 
une technique de lotissement appropriée. Dans leur modèle de simulation, l’exécution des 
ordres de fabrications est gérée par le calendrier de lancement d’ordres planifiés. Un autre 
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algorithme est proposé afin de contrôler le lancement des ordres par la vérification de la 
disponibilité de tous les composants nécessaire à l’assemblage.  
La planification d’un système d’assemblage à un niveau sur une seule période a été étudiée 
par [Song et al., 2000]. Le produit fini est composé de différents composants, livrés par un 
ou plusieurs fournisseurs. La demande en produit fini et les délais d’approvisionnement en 
composants sont considérés aléatoires. L’indicateur de performance à minimiser est le coût 
total composé de : (1) coût de stockage des composants avant le début de l’assemblage et 
(2) coût de rupture ou de stockage du produit fini. Les auteurs ont démontré que la fonction 
« coût », qui est une fonction aléatoire, est convexe quand l’ensemble des délais 
d’approvisionnement est fixé. Les auteurs ont proposé des heuristiques faciles à mettre en 
place: (1) le modèle de marchand de journaux, (2) les délais moyens, (3) la demande 
moyenne et (4) l’algorithme de descente basée sur le modèle Newsboy. Les auteurs ont 
déduit que l’ignorance de l’incertitude des délais d’approvisionnement peut coûter cher à 
l’entreprise et que l’utilisation d’heuristiques simples, qui tiennent compte de ces 
incertitudes, peuvent améliorer assez bien la performance de la chaîne logistique. 
[Mohebbi and Choobineh, 2005] ont examiné l’effet de la dépendance entre les stocks de 
composants dans une nomenclature arborescente d’un système ATO (Assemblage à la 
Commande) lorsque la demande en produit fini et les délais d’approvisionnement des 
composants sont des variables aléatoires. Une étude par simulation a été utilisée pour 
analyser le niveau d’interaction entre les facteurs affectant la performance d’un système 
ATO. Dans cette étude, la demande est une variable aléatoire qui suit une loi uniforme. 
[Axsäter, 2006] s’est intéressé quant à lui à l’interaction entre la variation du délai 
d’approvisionnement et la variation de la demande. Les délais d’approvisionnement auprès 
des fournisseurs ont été supposés aléatoires. L’auteur a montré que les modèles de gestion 
de stocks traditionnels doivent tenir compte des aléas des délais d’approvisionnement. 
L’auteur a étudié la variabilité de la demande moyenne en présence de délais aléatoires. 
L’idée semble facile à mettre en œuvre pour un système d’assemblage à un seul type de 
composant, mais devient complexe quand il existe plusieurs types de composants et une 
dépendance entre les stocks de ces derniers. 
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2.2.3 Demande incertaine 
La variabilité de la demande est la plus grande source d’incertitude dans une chaîne 
logistique et la plus étudiée dans la littérature ces dernières années ([Graves, 2011]). Des 
recueils bibliographiques sur l’incertitude de la demande dans un système MRP sont 
présentés par [Koh et al., 2002], [Dolgui and Prodhon, 2007], [Graves, 2011] et [Damand 
et al., 2011]. 
Une manière de tenir compte d’une variabilité aléatoire de la demande est la mise en place 
de planification à horizon glissant. Lorsque la planification est mise en œuvre avec un 
horizon glissant, seules les décisions correspondant au début de l’horizon de planification 
(horizon gelé) sont réellement implémentées. Ces décisions sont dites « gelées » c’est à 
dire qu’elles ne peuvent être remises en cause par les planifications ultérieures ([Thierry, 
2003]). [Sridharan and LaForge, 1994] utilisent la modélisation mathématique pour 
examiner l’impact de l’incertitude sur la demande d’un produit fini sur le PDP dans un 
MRP. Ils ont prouvé que les prévisions des quantités demandées influencent largement 
l'horizon glissant optimal. [Kadipasaoglu and Sridharan, 1995] ont précisé que la technique 
d’horizon glissant, pour un système d’assemblage multi-niveau, est un moyen efficace 
pour réduire l’instabilité et le coût total de production. 
En utilisant la méthode de la transformée de Laplace, [Grubbström and Molinder, 1996] 
ont développé un plan de production robuste pour faire face à l’incertitude de la demande. 
Ils ont démontré que, dans un système d’assemblage multi-niveau, l’augmentation de la 
variabilité de la demande en produit fini amplifie l’incertitude dans le programme directeur 
de production des composants de niveaux plus bas de la nomenclature. 
[Enns, 2002] a utilisé la simulation pour étudier l’impact des erreurs de prévision et 
l’incertitude de la demande sur la performance du MRP. Il a montré que la variation des 
stocks et l’incertitude des délais d’approvisionnements influencent significativement le 
taux de service. Et que ce taux croît lorsque le ratio erreur de prévision/demande croît. 
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Tableau 2.2 : Incertitude sur la demande 
Article Type de système Critère Paramètres Commentaire 
[Sridharan and 
LaForge, 1994] 
Un produit fini Taux de service 
Gel d’une partie de 
PDP 
Modélisation 
mathématique, 
demande suit la loi 
Normale 
[Grubbström and 
Molinder, 1996] 
Un niveau 
Coût de stockage, 
coût de rupture, 
coût de 
replanification 
PDP de sécurité 
Demande suit la loi 
de Poisson 
[Gurnani et al., 2000] Un niveau 
Coût de stockage, 
coût de rupture 
- 
La demande et le 
rendement suivent 
la loi Uniforme 
[Enns, 2002] Deux niveaux 
Taux de service, 
erreurs de 
prévision 
Stocks de sécurité, 
délais de sécurité, 
technique de 
lotissement 
Erreurs de 
prévision détériore 
la performance du 
PDP 
[Mula et al., 2006a] 
Multi-niveau, 
multi-période, 
multi-produit 
Taux de service, 
taux de service 
moyen, coût total 
Délais de sécurité 
Programmation 
linéaire, logique 
floue, contrainte de 
capacité 
[Barbara-Gutiérrez 
and Adenso-Diaz, 
2009] 
Multi-niveau, 
multi-période 
Distance de 
Hamming 
- 
MRP inversé, 
logique floue 
[Inderfurth, 2009], 
[Inderfurth and 
Vogelgesang, 2011] 
Multi-période 
Taux de service, 
taux d’incertitude 
sur le rendement 
Stocks de sécurité, 
technique de 
lotissement 
Incertitudes sur le 
rendement 
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La performance du système MRP, quand la demande et le rendement sont incertains, a été 
étudié par [Inderfurth and Transchel, 2007] et [Inderfurth, 2009]. Le délai 
d’approvisionnement a été considéré nul, la demande est stationnaire, et le rendement est 
supposé proportionnel à la quantité commandée. L’auteur propose une expression 
analytique du stock de sécurité pour quelques lois connues (uniforme, normale) de la 
demande et du rendement quand la politique d’approvisionnement est la politique lot pour 
lot.  
Dans [Inderfurth and Vogelgesang, 2011], les auteurs développent un concept qui peut être 
utilisé pour déterminer le stock de sécurité quand la demande et le rendement sont 
incertains. Ils proposent, à partir d’un niveau de stocks, une formule calculant les stocks de 
sécurité pour des rendements aléatoires. Les délais d’approvisionnement et la demande 
sont considérés aléatoires. 
A partir des travaux de [Dolgui and Prodhon, 2007] et [Damand et al., 2011], nous 
pouvons constater que plusieurs cas, liés aux incertitudes de la demande, ont été traités. La 
simulation reste la méthode la plus utilisée. Néanmoins, d’autres méthodes sont aussi 
utilisées. La théorie des possibilités et de la logique floue pour modéliser l’incertitude de la 
demande ([Mula et al., 2006a] et [Mula et al., 2007]) et sa propagation tout au long d’un 
processus de planification de type MRP ([Grabot et al., 2005]). Selon [Galasso, 2007], 
cette méthode de modélisation permet aux gestionnaires d’obtenir une planification des 
besoins et un plan de charge flous qui peuvent éventuellement aider à évaluer l’activité de 
production à laquelle ils seront susceptibles de faire face. [Rossi et al., 2010] ont proposé 
une approche de programmation par contraintes pour étudier la politique (R,S) pour un seul 
produit avec des délais d’approvisionnement stochastiques et une demande stochastique 
non stationnaire. Ils ont démontré que la politique de gestion de stocks de type (R,S) n’est 
plus adéquate lorsque les délais d’approvisionnement sont incertains comparée à un cas où 
ces mêmes délais sont déterministes ou égaux à zéro. 
La partie suivante sera consacrée aux limites du système MRP. Nous étudions les 
différentes méthodes de paramétrage de ce système dans un environnement incertain. 
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2.3 Nervosité de la méthode MRP 
Dans les entreprises, la méthode MRP est souvent associée à la notion de flux poussé où 
les flux physiques sont pilotés par l’information afin de contrôler les lancements d’ordres 
de fabrication ou d’ordres d’approvisionnement en composants. Ces lancements sont 
effectués en se basant soit sur les quantités planifiées par le système MRP, soit en fonction 
d’autres priorités (production pour une commande ou pour un stock de sécurité, respecter 
la capacité disponible, etc.).  
Les propositions de lancement déterminées par le système MRP doivent recevoir l’aval du 
planificateur au lieu d’être considérées comme des ordres de fabrication automatiques. Or 
la méthode MRP se base sur un modèle déterministe qui n’accepte aucune variation, aucun 
aléa ou encore aucune perturbation. Toutes les commandes sont lancées en indiquant les 
dates de lancement et de fabrication au plus tard, donc le coût total sera automatiquement 
le plus faible possible. Mais, des aléas, des variations et des perturbations nous en 
rencontrons très souvent dans un atelier de production. Et donc le sens de l’expression « au 
plus tard » devient lui-même incertain. Le planificateur enregistre, à chaque intervention, 
les quantités approvisionnées et corrige les données en fonction des événements réels 
(erreurs de stocks, approvisionnements en retard, etc.). Le fonctionnement du système 
MRP est géré par exception : Un message est généré automatiquement par le système pour 
indiquer les références qui nécessitent une intervention. On parle de nervosité du système 
MRP si le PDP devient instable à cause d’une grande fréquence d’intervention ([Herrera 
and Thomas, 2009]). 
La nervosité concerne aussi les réajustements continuels dans les calendriers de 
production. Des PDP, qui changent de façon répétitifs peuvent mener à une mauvaise 
qualité de service. Ainsi, le but est de trouver un compromis adéquat. Des méthodes 
communes sont basées sur l'horizon gelé, ou sur demande de règle spécifiques (des 
barrières de temps) concernant les possibilités de modification des PDP selon la période 
considérée.  
Pour obtenir de meilleurs résultats, [Zhao and Lam, 1997] démontrent que la 
replanification devrait être faite à la fin de la période gelée. En outre, une bonne prévision 
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sur l'horizon planifié et le gel des PDP peuvent agir contre les incertitudes internes de 
d’approvisionnement. Néanmoins, ils sont parfois insuffisants ; le choix d’une méthode 
adéquate de lotissement peut aussi aider à réduire la nervosité ([Dolgui and Prodhon, 
2007]). 
De nombreuses études se penchent sur l'instabilité du MRP et proposent plusieurs 
méthodes pour faire face à la nervosité du MRP. 
2.4 Les paramètres du MRP  
2.4.1 Stocks et délais de sécurité 
En entreprise, les stocks de sécurité permettent de faire faces aux ruptures de stocks dues 
aux aléas (la variation de la demande, des délais d’approvisionnement, etc.) ; mais ils sont 
aussi une charge financière et une immobilisation de capitaux. Ils doivent donc être 
dimensionnés en fonction de plusieurs critères à savoir le degré d’incertitude, le niveau de 
service souhaité, et les coûts liés au stockage et à la rupture. 
En ce qui concerne le délai de sécurité, [Melnyk and Piper, 1981] proposent d’agir sur une 
marge temporelle au lieu d’agir sur une marge de quantités. Le délai d’approvisionnement 
planifié est calculé en fonction du délai de sécurité et du délai d’approvisionnement 
prévisionnel. Par exemple ce délai de sécurité peut être égal à plusieurs fois l’écart type du 
délai prévisionnel.  
Les délais de sécurité sont souvent utilisés pour couvrir l’incertitude sur les dates de 
disponibilité du produit fini et des composants. L’incertitude sur ces dates peut être due 
aux aléas dans le processus de production ou d’approvisionnement. [Whybark and 
Williams, 1976] démontrent que l’utilisation du délai de sécurité est plus efficace que les 
stocks de sécurité quand les délais d’approvisionnements sont incertains et que les stocks 
de sécurités sont à utiliser quand des incertitudes portent sur les quantités. Néanmoins, ce 
n’est pas la conclusion de [Grasso and Taylor, 1984], qui préfèrent, pour les structures 
linéaires, les stocks de sécurité dans tous les cas.  
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D’autres pistes de protection contre les incertitudes dans un système MRP ont été 
explorées dans [Graves, 1988]. L’auteur souligne l’importance des stocks de sécurité et 
présente plusieurs méthodes pour déterminer leurs niveaux. [Miller, 1979] a proposé des 
heuristiques qui consistent à fixer les seuils des aléas et de calculer les stocks de sécurité 
qui satisfont la demande si les aléas ne dépassent pas des seuils fixés en avance. Quant aux 
conclusions de [De Bodt and Van Wassenhove, 1983], ils préfèrent opter pour des 
solutions de type stocks de sécurité lorsque la durée entre deux commandes est faible et 
que la demande varie légèrement. 
[Buzacott and Shanthikumar, 1994] ont prouvé l’existence d’une corrélation entre les 
précisions sur la demande, les stocks de sécurité optimaux et la variation des délais 
d’approvisionnement. Dans le cas où l’information sur la demande n’est pas fiable, ou 
lorsque les délais de fabrication sont incertains, les auteurs ont étudié l'impact du choix 
entre les stocks de sécurité et les délais de sécurité pour des systèmes de type MRP. Ils 
concluent que l’utilisation des délais de sécurité est préférée quand les décideurs ont moins 
d’incertitude sur la demande.  
Leurs conclusions sont remises en question par [Molinder, 1997] qui propose une méta-
heuristique, basée sur la simulation, qui détermine les niveaux des stocks de sécurité et les 
délais de sécurité optimaux dans un système MRP en considérant des variations possibles 
de la demande et des délais d’approvisionnement. Les degrés d’incertitude des délais et de 
la demande ainsi que le ratio coût de rupture/coût de stockage influencent ces paramétrages 
du système MRP.  
Une conclusion similaire est faite par [Koh and Saad, 2003]. Les auteurs démontrent par 
simulation que, dans un système MRP gérant la production par lots, les stocks de sécurité 
sont utilisés pour faire face aux incertitudes liées à la production, et que les délais de 
sécurité sont utiles pour faire face à l’incertitude de la livraison et d’assemblage. 
Néanmoins, [Giard, 2003] précise que la détermination des niveaux des stocks de sécurité 
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reste la difficulté majeure dans une chaîne logistique soumise à une fluctuation 
considérable de la demande et des délais. 
Quand à [Van Kampen Tim et al., 2010], ils examinent la faisabilité et la performance du 
niveau de stocks de sécurité et des délais de sécurité dans le cas d’incertitudes liées: (1) au 
processus de production, (2) incertitudes sur la demande et (3) à la demande et au 
processus de production à la fois. Un modèle de simulation est proposé. Cette étude 
conclut que l’utilisation des délais de sécurité est la stratégie la plus performante pour faire 
face aux incertitudes liées au processus de production, et aux incertitudes de la demande et 
de production à la fois. Alors que les stocks de sécurité sont plus performants seulement 
quand la demande est incertaine. 
Dans [Guide and Srivastava, 2000] les auteurs étudient le choix de niveau de stock de 
sécurité et/ou la longueur du délai de sécurité pour faire face aux incertitudes liées à la 
demande et au processus de production (panne machines, délais de fabrication, défauts de 
fabrication, etc.). Plusieurs autres articles se sont intéressés aux mêmes paramètres. Nous 
citons par exemple [Hegedus and Hopp, 2000] qui ont proposé une méthode pour 
déterminer les délais de sécurité liés à l’obtention des composants dans un système 
d’assemblage. La demande et les délais d’approvisionnement ont été supposés discrets et 
aléatoires et la règle de lotissement à période fixe a été utilisée.  
[Persona et al., 2007] ont utilisé une méthode analytique pour dimensionner les stocks de 
sécurité en composants et en modules préassemblés quand la production est faite à la 
commande. Les demandes en composants préassemblés ont été supposées corrélées au sein 
d’une même famille de composants. Cette corrélation se traduit par une relation entre les 
différentes demandes portant sur des modèles alternatifs d’un même ensemble. Cette 
relation est le résultat d’une contrainte liée à la distribution multinomiale et non à une 
corrélation entre variables aléatoires. 
[Giard and Sali, 2011] prouve que les stocks de sécurité ne permettent d’entraver qu’une 
partie de causes d’incertitude. Ils indiquent que les solutions de type stocks de sécurité ne 
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sont convenables que quand la variabilité de la demande est forte et la variabilité de délais 
d’approvisionnement est faible. 
Tableau 2.3 : Stocks de sécurité et délais de sécurité pour le paramétrage d’un système MRP 
Paramétres Articles Commentaires 
Délais de sécurité 
[Whybark and Williams, 1976], [Dolgui et al., 1995], 
[Molinder, 1997], [Guide and Srivastava, 2000], [Hegedus and 
Hopp, 2000], [Enns, 2002], [Ould Louly and Dolgui, 2002a], 
[Ould Louly and Dolgui, 2002b], [Ould Louly and Dolgui, 
2003], [Koh and Saad, 2003], [Ould Louly and Dolgui, 2004], 
[Ould Louly and al., 2008a], [Ould Louly and al., 2008b], 
[Ould Louly and Dolgui, 2009], [Ould Louly and Dolgui, 
2012], [Ould Louly and Dolgui, 2013] 
Pour faire face aux 
incertitudes liées au 
temps de production 
et aux délais 
d’approvisionnement 
en composants 
Stocks de sécurité 
[Whybark and Williams, 1976], [Miller, 1979], [De Bodt and 
Van Wassenhove, 1983], [Grasso and Taylor, 1984], [Graves, 
1988], [Guide and Srivastava, 2000], [Enns, 2002], [Koh and 
Saad, 2003], [Persona et al., 2007], [Inderfurth, 2009], [Van 
Kampen Tim et al., 2010], [Camisullis and Giard, 2010], 
[Giard and Sali, 2011], [Inderfurth and Vogelgesang, 2011] 
Pour faire face aux 
incertitudes liées à la 
demande et aux 
quantités produites 
Il est important de noter que, malgré l’existence de nombreux travaux qui examinent la 
performance des stocks et des délais de sécurité (voir Tableau 2.3), l’opposition entre 
stock de sécurité et délai de sécurité n’est pas aussi tranchée qu’on pourrait le croire.  
2.4.2 Technique de lotissement 
Afin de minimiser les coûts, il est souvent préférable de grouper les commandes, au lieu de 
commander selon la règle du lot-pour-lot, c’est-à-dire commander seulement les besoins 
nets pendant une seule période.  
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Le lot-pour-lot permet de réduire le stock, mais ne prend pas en considération les 
contraintes organisationnelles. Parfois, le coût de commande est très important par rapport 
au coût de possession, donc le groupement de commandes est préférable. 
Même si plusieurs techniques, permettant de déterminer un plan de production d’un 
ensemble de produits sur un horizon de temps de plusieurs périodes, sont proposées pour 
minimiser les coûts de production, de stockage et de rupture, la taille des lots reste à 
déterminer. Les problèmes de détermination de la taille des lots sont largement étudiés 
dans la littérature, notamment en planification des approvisionnements ou de la production 
([Brahimi, 2004]). Ils sont connus dans la littérature sous l’appellation anglo-saxonne de 
lot-sizing problems. 
Il existe une dizaine de règles de lotissement parmi lesquelles on peut citer : (1) La 
Quantité de Commande Économique, (2) la Quantité de Commande Périodique, (3) 
l’algorithme Wagner-Within : 
 La Quantité de Commande Économique a été introduite par Harris en 1913. Elle 
consiste à déterminer par le calcul la quantité économique de Wilson ([Lee and 
Nahmias, 1993]). Cette technique est déconseillée lorsque l’hypothèse de régularité 
de la demande n’est pas respectée car dans ce cas cette quantité conduit à un 
stockage inutile sur la dernière période de consommation ([Giard, 2003]).  
 La Quantité de Commande Périodique consiste à calculer un nombre fixe de 
périodes pour lesquelles on fait la commande ; et à partir de ce nombre, la quantité 
nécessaire à commander est obtenue. 
 L'algorithme Wagner-Whitin ([Wagner and Whitin, 1958]) est une procédure qui 
détermine le coût de commande minimal pour une demande déterministe sans 
contrainte de capacité. Cet algorithme est utilisé quand le coût unitaire est constant, 
le coût de commande est non nul et la fonction de coût d’approvisionnement est 
concave ([Jeunet and Jonard, 2000]). 
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De nombreuses heuristiques ont vu le jour. Par exemple, Ho et Lau ([Ho and Lau, 1994]) 
ont démontré que, avec des délais incertains, l’heuristique Silver-Meal ([Silver and Meal, 
1973]) fournit les meilleurs résultats. Elle permet de couvrir p périodes par commande. Le 
but est de trouver p qui minimise le coût moyen de gestion de stocks par période. 
Les modèles de lotissement avec des contraintes de capacité peuvent être trouvés dans [Lee 
and Nahmias, 1993] et des modèles avec la variation du coût d’achat dans [Martel and 
Gascon, 1998]. Plusieurs règles de lotissement ainsi que leurs paramètres sont introduits 
dans [Kuik et al., 1994]. 
Concernant les comparaisons des règles de lotissement, [Plenert, 1999] suggère 
d’appliquer le lot pour lot aux produits de classe A et la plupart des produits de classe B, 
selon la classification de Pareto, sauf sur quelques cas spécifiques.  
En général, avec des incertitudes de délais et de demande, l'efficacité relative aux règles de 
lotissement n'est pas stable. Par exemple, Fildes et Kingsman ([Fildes and Kingsman, 
1997]), cité par Koh ([Koh et al., 2002]), a fait une étude pertinente sur les incertitudes au 
niveau de la demande et ont constaté cet effet. Donc, en cas d'incertitudes, il faudrait 
d'abord d’augmenter la fiabilité des prévisions ([Namit, 2007] et [Dolgui et al., 1995]). 
Quelques règles de lotissement peuvent produire plus de nervosité que d'autres ([Vollmann 
et al., 1997]). Cela signifie qu'ils peuvent provoquer de grands changements dans la 
planification même si à l'origine les modifications sont petites. Ceci peut être observé aussi 
pour des variations sur le niveau de demande, la date de livraison, la quantité commandée 
et le délai. Ce phénomène est particulièrement visible avec la règle de la Quantité de la 
commande économique de Wilson. 
Concernant l’effet de coup de fouet ([Lee et al., 2004]), si les commandes planifiées sont 
faites trop tôt, ou si des paramètres MRP ne sont pas correctement choisis, l’instabilité du 
système devient apparente. Plus grand est le nombre de niveaux dans la nomenclature, plus 
grande est l'amplitude des effets. Toutefois, l’instabilité du système peut être réduite si le 
modèle du lot économique (EOQ) ou du lot pour lot pourrait être choisi pour le niveau le 
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plus haut ; et le modèle du nombre de périodes fixe (POQ) pour les niveaux 
immédiatement inférieurs et pour tous les autres niveaux.  
2.5 Conclusions 
Dans ce chapitre, nous avons analysé plusieurs études trouvées dans la littérature 
scientifique concernant la gestion des approvisionnements dans un environnement 
incertain. Plusieurs articles de l’état de l’art analysent les sources d’incertitude dans un 
environnement de production et fournissent des réflexions et des méthodes qui peuvent être 
utilisées pour faire face à ces incertitudes. 
Les sources d’incertitude sont généralement scindées en deux groupes : les incertitudes 
externes liées à l’environnement et les incertitudes internes au système. La demande et les 
délais d’approvisionnement sont les incertitudes externes les plus étudiées. Les incertitudes 
liées à la capacité, au processus de fabrication, à la qualité et à la variabilité du temps de 
production constituent des incertitudes internes qui touchent directement le système de 
production. 
La plupart des études analysent une seule source d’incertitude à la fois et trop de 
paramètres sont fixés ou non précisés. L’instauration de stocks de sécurité, de délais de 
sécurité, de technique de lotissement et d’horizon glissant sont les différentes techniques 
proposées pour faire face à ces variabilités. 
Les délais de sécurité sont de plus en plus utilisés pour faire face aux aléas 
d’approvisionnement puisque la variabilité temporelle est l’un des principaux facteurs qui 
affectent la performance de la chaîne logistique et rendent le processus de planification 
plus complexe.  
Nous focalisons notre travail sur la variabilité des délais d’approvisionnement. Nous 
constatons que les systèmes à structure linéaire à moins de 3 niveaux sont les plus étudiés 
et la plupart des modèles trouvés dans la littérature sont souvent dédiés à une seule source 
d’incertitude. Les modèles analytiques sont rarement proposés pour traiter les chaînes 
linéaires à plus de deux niveaux et sont souvent difficiles à généraliser au cas multi-
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niveaux. Ce dernier cas est généralement modélisé par la simulation et optimisé par des 
méthodes approchées. 
C’est encore plus complexe pour le cas des systèmes d’assemblage. Les études les plus 
connues s’intéressent aux modèles mono-période à un niveau. Pour ces modèles, la 
dépendance entre les composants (c’est-à-dire que l’assemblage n’est pas faisable si les 
composants nécessaires ne sont pas disponibles) a pu être traitée. Cependant, la complexité 
due à la dépendance entre les niveaux (c’est-à-dire que la disponibilité d’un composant 
dépend nécessairement de la disponibilité de tous les composants qui le composent) n’a 
pas été résolue. 
Dans notre thèse, nous allons proposer une méthode exacte (chapitre 3) et une autre 
approchée (chapitre 4) pour optimiser un système d’assemblage mono-période à deux 
niveaux. Dans le chapitre 5, nous généralisons le modèle analytique proposé au cas d’un 
système d’assemblage multi-niveau. Une méthode d’optimisation performante sera ainsi 
proposée. 
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Chapitre 3 : Optimisation d’un système d’assemblage à deux niveaux par 
une PSE 
3.1 Introduction 
La gestion de stocks et la planification des approvisionnements en présence d’aléas est un 
problème classique pour les entreprises industrielles. Le plus souvent, dans la littérature, 
cette gestion de stocks est élaborée en considérant des variations possibles sur la demande, 
mais les problèmes de planification pour les systèmes soumis aux aléas des délais 
d’approvisionnement ne sont pas autant étudiés. Les études actuelles font une restriction 
sur le nombre de niveaux dans l’arborescence de la nomenclature du produit fini et se 
limitent à deux niveaux au plus. 
Dans ce chapitre, nous nous intéressons au problème de la planification des 
approvisionnements d’un système d’assemblage à deux niveaux quand les délais 
d’approvisionnement sont aléatoires. Les fournisseurs de niveau 2 délivrent, avec un délai 
de livraison aléatoire, les composants nécessaires aux assemblages des composants de 
niveau 1, qui sont eux-mêmes assemblés pour la fabrication du produit fini avec un temps 
de cycle aléatoire.  
Nous nous plaçons dans un environnement temporel discret (le temps est calculé en jours 
par exemple). Ainsi, nous supposons que les délais d’approvisionnement en composants 
sont des variables aléatoires discrètes qui suivent une loi discrète et à distribution connue. 
Le délai de fabrication du produit fini est supposé négligeable. Nous cherchons alors les 
valeurs optimales des dates de lancement des ordres aux fournisseurs de niveau 2 
minimisant l’espérance mathématique du coût total.  
Dans ce chapitre, ainsi que dans les chapitres suivants, l’espérance mathématique du coût 
total est appelée « coût total moyen ». Dans ce chapitre, ce coût total moyen est égal à la 
somme du coût de stockage des composants et des coûts de rupture et de stockage du 
produit fini. 
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Le travail de ce chapitre se base essentiellement sur les travaux de [Hnaien et al., 2009] sur 
les systèmes d’assemblage à deux niveaux quand les délais d’approvisionnement sont 
incertains et la demande est connue. La description générale du problème est présentée 
dans la section suivante. La fonction objectif est décrite dans la section 3.3. La section 3.4 
présente un algorithme de prétraitement permettant de réduire l’espace de recherche. Dans 
la section 3.5, une procédure d’optimisation exacte et efficace de type Procédure par 
Séparation et Évaluation (PSE) est proposée afin de minimiser la fonction objectif. 
Quelques résultats expérimentaux sont ensuite présentés afin d’illustrer les performances 
de la méthode face à différents instances. 
3.2 Description du problème 
Dans ce chapitre, nous étudions le problème de la planification des réapprovisionnements 
des systèmes d’assemblage à deux niveaux ([Ben Ammar et al., 2013b]) : le produit fini est 
assemblé dès que tous les composants sont disponibles (assemblage au plus tôt). Ces 
composants sont obtenus à partir d’autres composants (Figure 3.1). Nous supposons que 
chaque composant de niveau 2 intervient dans le montage d’un unique composant de 
niveau 1 (hypothèse d’une nomenclature arborescente sans composants communs). 
 
Figure 3.1 : Description de la nomenclature 
Nous étudions un seul type de produit fini. Nous considérons le cas d’un problème mono-
période. La demande en produit fini est supposée connue ainsi que sa date de livraison 
𝐶1,2 
𝐶𝑖,2 
  
𝐶𝑁2,2 
  
𝐶1,1 
𝐶𝑁1,1 
𝐶𝑘,1 
𝑃𝐹 
Niveau 2              Niveau 1  Produit 
fini 
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souhaitée par le client (la fin de la période 𝑇). Le coût unitaire de stockage pour chaque 
type de composant et les coûts unitaires de stockage et de rupture pour ce produit sont 
connus. Les délais d’approvisionnement pour les différentes commandes des composants 
sont indépendants et la probabilité de distribution des délais d’approvisionnement est 
discrète et bornée sur un intervalle connu. 
Les notations utilisées sont présentées dans le Tableau 3.1. 
Tableau 3.1 : Notations 
Données 
𝑇 Date de livraison du produit fini,  𝑇 > 0  
𝐷 Demande (connue) en produit fini pour la date T ; sans perte de généralité on pose D=1 
𝑙 Niveau dans la nomenclature, 𝑙 = 1 ou 2 
𝑁𝑙 Nombre de types de composants au niveau 𝑙 
 𝑐𝑖,𝑙 Composant 𝑖 du niveau 𝑙 de la nomenclature 
𝑆𝑖,𝑙 L’ensemble des composants nécessaires à l’assemblage d’un composant 𝑐𝑖,𝑙 dans la nomenclature 
𝐿𝑖,𝑙 Délai d’approvisionnement des composants de type 𝑐𝑖,𝑙 (variable aléatoire discrète) 
𝑢𝑖,𝑙 Valeur maximale de 𝐿𝑖,𝑙 ; chaque 𝐿𝑖,𝑙  varie entre une période et 𝑢𝑖,𝑙 (dans l’intervalle [1, 𝑢𝑖,𝑙]) 
𝑈𝑘,2 
Valeur maximale de (𝐿𝑖,1 +  𝐿𝑘,2) ∀ 𝑐𝑘,2 ∈ 𝑆𝑖,1;  𝐿𝑖,1 +  𝐿𝑘,2 varie dans l’intervalle 
[2, 𝑈𝑘,2] (puisque 𝐿𝑖,1 varie dans l’intervalle [1, 𝑢𝑖,𝑙] et 𝐿𝑘,2 varie dans l’intervalle [1, 𝑢𝑘,2]) avec, 
𝑈𝑘,2 = 𝑢𝑖,1 +  𝑢𝑘,2  
ℎ𝑖,𝑙 Coût unitaire de stockage du composant 𝑐𝑖,𝑙 par période 
𝑏 Coût unitaire de rupture en produit fini par période 
𝑟 Coût unitaire de stockage en produit fini par période 
Variables 
𝑋𝑘,2 Variable de décision : Date de lancement d’ordre au fournisseur d’un composant de type 𝑐𝑘,2 
(c.à.d. au deuxième niveau), 𝑋𝑘,2 ∈ [𝑇 − 𝑈𝑘,2; 𝑇 − 2], ∀ 𝑐𝑘,2 ∈ 𝑆𝑖,1 (c.à.d. si cette date est inférieure 
à 𝑇 − 𝑈𝑘,2, il y aura toujours du stockage du produit fini et si cette date est supérieure à 𝑇 − 2, le 
produit fini sera toujours en rupture de stock) 
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Fonctions 
𝐸⟦. ⟧ Espérance mathématique de ⟦. ⟧ 
𝐹𝑖,𝑙(. ) Fonction de répartition de la variable aléatoire 𝐿𝑖,𝑙 du composant 𝑐𝑖,𝑙 ∈ 𝑁𝑖,𝑙,𝑙 ∈ {1,2} 
Nous supposons aussi que la capacité d’assemblage pour tous les composants ainsi que 
pour le produit fini est infinie. Les délais d’approvisionnement pour un type de composant 
suivent toujours la même loi, Le coût de stockage d’un composé est strictement supérieure 
au coût de stockage de ses composants : 
ℎ𝑖,1 − ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑖,1
> 0, ∀𝑖 = 1,… ,𝑁1 
Par la suite ces notations sont utilisées pour simplifier certaines expressions : 
• La date d’assemblage d’un composant 𝑐𝑖,1 : 𝑀𝑖,1 = max𝑐𝑘,2∈𝑆𝑖,1
(𝐿𝑘,2 + 𝑋𝑘,2) 
• La date d’assemblage du produit fini : 𝑀𝑃𝐹 = max
𝑖=1,…,𝑁1
(𝑀𝑖,1 + 𝐿𝑖,1) 
• Le maximum entre 𝑀𝑃𝐹 et 𝑇 : 𝑀𝑃𝐹
+ = 𝑚𝑎𝑥(𝑀𝑃𝐹, 𝑇) 
• Le minimum entre 𝑀𝑃𝐹 et 𝑇 : 𝑀𝑃𝐹
− = 𝑚𝑖𝑛(𝑀𝑃𝐹, 𝑇) 
• La différence entre le coût de stockage d’un 
composant 𝑖 et les coûts de stockage des 
composants 𝑐𝑘,2 qui le composent : 
𝐻𝑖 = ℎ𝑖,1 − ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑖,1
, ∀𝑖 = 1,… ,𝑁1 
• 𝐻 =∑ℎ𝑖,1
𝑁1
𝑖=1
+ 𝑏 
• 𝑅 = 𝑟 −∑ℎ𝑖,1
𝑁1
𝑖=1
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• 〈𝑌〉+: 𝑚𝑎𝑥 (0, 𝑌) 
• 〈𝑌〉−: 𝑚𝑖𝑛 (0, 𝑌) 
Nous notons que 𝐻𝑖 (qui est égal à la différence entre : (1) le coût de stockage d’un 
composant ℎ𝑖,1 et (2) la somme des coûts de stockage des composants ℎ𝑘,2 qui le 
composent) et 𝑅 sont supérieurs à zéro car sinon cela sous-tend qu’il est préférable de 
stocker les composant non assemblés plutôt que de les assembler. 
Nous cherchons donc à obtenir 𝑋𝑘,2 les dates de lancement des ordres aux fournisseurs de 
niveau 2 qui minimisent le coût total moyen qui est la somme des coûts de stockage des 
composants et des coûts de stockage et de rupture en produit fini. Nous notons qu’aucun 
autre coût ne sera considéré. 
Notre problème peut donc se modéliser comme suit :  
𝑚𝑖𝑛 (𝐸𝐶⟦𝑋, 𝐿⟧) sous la contrainte : 
𝑇 − 𝑈𝑖,2  ≤ 𝑋𝑖,2 ≤  𝑇 − 2, ∀ 𝑖 ∈ {1, … , 𝑁2} 
3.3 Détermination des coûts 
Le cas d’assemblage des composants au plus tôt est considéré : un composant 𝑐𝑖,1 est 
assemblé dès que tous les composants 𝑐𝑘,2 nécessaires pour son assemblage sont présents, 
le problème est donc de trouver la date de lancement optimale au niveau 2 afin de satisfaire 
la demande 𝐷 à la date de livraison prévue 𝑇, en minimisant le coût total moyen (Figure 
3.2).  
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Figure 3.2 : Illustration du problème 
Proposition 3.1 
Pour ce système d’assemblage à deux niveaux, le coût total 𝐶(𝑋, 𝐿) s’écrit sous la forme : 
𝐶(𝑋, 𝐿) =∑ℎ𝑖,1𝑀𝑃𝐹
𝑁1
𝑖=1
−∑𝐻𝑖
𝑁1
𝑖=1
𝑀𝑖,1 −∑∑ℎ𝑖,𝑙𝐿𝑖,𝑙
𝑁𝑙
𝑖=1
2
𝑙=1
−∑ℎ𝑖,2𝑋𝑖,2
𝑁2
𝑖=1
+ 𝑏
× (𝑀𝑃𝐹
+ − 𝑇) + 𝑟 × (𝑇 −𝑀𝑃𝐹
−) 
(3.1) 
Où  
• 𝐿 = (𝐿1,1, … , 𝐿𝑖,1, … , 𝐿𝑁1,1, 𝐿1,2, … , 𝐿𝑖,2, … , 𝐿𝑁2,2)  
• 𝑋 = (𝑋1,2, … , 𝑋𝑖,2, … , 𝑋𝑁2,2)  
• 𝑋𝑘,2 ∈ [𝑇 − 𝑈𝑘,2; 𝑇 − 2], ∀ 𝑐𝑘,2 ∈ 𝑆𝑖,1 
Démonstration 3.1 
Date de livraison prévue 
𝐿1,2 
𝐿2,2 
𝐿𝑁2,2 
𝐿1,1 
𝐿𝑁1,1 
𝑀1,1 
𝑀𝑁1,1 
𝑀𝑃𝐹 
𝑇 𝑋𝑁2,2 
 
  
Rupture en PF 
 
Délai 
d’approvisionnement 
 
Stockage de composants 
 
Date de lancement des 
ordres aux fournisseurs 
 
Date d’assemblage 
  
𝐿𝑖,1 
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Certains composants 𝑐𝑘,2 ∈ 𝑆𝑖,1 du niveau 2 sont stockés. L’arrivée du dernier composant 
déclenche l’assemblage du composant 𝑐𝑖,1. Le coût de stockage 𝐶𝑠𝑐2  des 
composants 𝑐𝑘,2 est donc égal à : 
𝐶𝑠𝑐2 =∑( ∑ ℎ𝑘,2 (𝑀𝑖,1 − (𝐿𝑘,2 + 𝑋𝑘,2))
𝑐𝑘,2∈𝑆𝑖,1
)  
𝑁1
𝑖=1
 (3.2) 
Concernant l’assemblage du produit fini à partir des composants de niveau 1, il peut y 
avoir à la fois un coût de stockage et un coût de rupture en produit fini. En effet, les 
composants de niveau 1 sont stockés au fur et à mesure de leur arrivée jusqu’à ce que tous 
les composants de niveau 1 soient présents (comme au niveau inférieur).  
Il peut y avoir un coût de rupture en produit fini si le dernier composant de niveau 1 arrive 
après T, date de livraison demandée du produit fini, c.-à-d. si 𝑀𝑖,1 + 𝐿𝑖,1 > 𝑇. Le temps de 
rupture en produit fini se calcule en recherchant le composant pour lequel la valeur 
𝑀𝑖,1 + 𝐿𝑖,1 est la plus grande, c.-à-d.: 𝑀𝑃𝐹 . Or : 
𝑀𝑃𝐹
+ = 𝑚𝑎𝑥(𝑀𝑃𝐹, 𝑇) = {
𝑀𝑃𝐹   𝑠𝑖 𝑀𝑃𝐹 > 𝑇 
𝑇 𝑠𝑖 𝑀𝑃𝐹 ≤ 𝑇
 
Donc :  
 Si le produit fini est disponible après la date de livraison T souhaitée par le 
client (𝑀𝑃𝐹 > 𝑇): Le coût de rupture en produit fini est égal à : 
𝐶𝑏𝑃𝐹 = 𝑏 × (𝑀𝑃𝐹 − 𝑇) 
 Sinon 𝐶𝑏𝑃𝐹 = 0 
Le coût de rupture en produit fini 𝐶𝑏𝑃𝐹 vaut donc : 
𝐶𝑏𝑃𝐹 = 𝑏 × (𝑀𝑃𝐹
+ − 𝑇) (3.3) 
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Si le dernier composant de niveau 1 arrive avant T, date de livraison demandée du produit 
fini, c.-à-d. si 𝑀𝑖,1 + 𝐿𝑖,1 < 𝑇, le produit fini est disponible avant la date de livraison. Or : 
 
𝑀𝑃𝐹
− = 𝑚𝑖𝑛(𝑀𝑃𝐹 , 𝑇) = {
𝑀𝑃𝐹   𝑠𝑖 𝑀𝑃𝐹 < 𝑇 
𝑇 𝑠𝑖 𝑀𝑃𝐹 > 𝑇
 
Donc : 
 Si le produit fini est disponible après la date de livraison T souhaitée par le 
client (𝑀𝑃𝐹 > 𝑇): Le coût de stockage du produit fini est égal à :  
𝐶𝑟𝑃𝐹 = 0 
 Sinon 𝐶𝑟𝑃𝐹 = 𝑟 × (𝑇 −𝑀𝑃𝐹) 
Le coût de stockage 𝐶𝑟𝑃𝐹 est égal à : 
 
𝐶𝑟𝑃𝐹 = 𝑟 × (𝑇 −𝑀𝑃𝐹
−) (3.4) 
 
Par ailleurs, il y a stockage des composants de type 𝑐𝑖,1 , ∀𝑖 = 1,… , 𝑁1, pendant le temps 
s’écoulant entre la date de leur arrivée (𝑀𝑖,1 + 𝐿𝑖,1) et la date à laquelle tous les 
composants de niveau 1 sont présents : 𝑀𝑃𝐹 = max
𝑖=1,…,𝑁1
(𝑀𝑖,1 + 𝐿𝑖,1). Le coût de stockage 
𝐶𝑠𝑐1  des composants de niveau 1 est donc le suivant : 
𝐶𝑠𝑐1 =∑(ℎ𝑖,1 (𝑀𝑃𝐹 − (𝑀𝑖,1 + 𝐿𝑖,1)))
𝑁1
𝑖=1
 (3.5) 
C.Q.F.D. 
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Les délais d’approvisionnement 𝐿𝑖,𝑙 sont des variables aléatoires. Le coût (3.1) est donc une 
variable aléatoire. Notre objectif est de minimiser son espérance mathématique, c’est-à-
dire 𝐸𝐶⟦𝑋⟧ = 𝐸⟦𝐶(𝑋, 𝐿)⟧. 
Proposition 3.2  
L’espérance mathématique du coût total 𝐸𝐶⟦𝑋⟧ = 𝐸⟦𝐶(𝑋, 𝐿)⟧ s’écrit comme suit: 
𝐸𝐶⟦𝑋⟧ = (𝑟 × 𝑇) + 𝐻 × (∑(1 −∏ ∑ [𝑃⟦𝐿𝑖,1 = 𝑜1⟧ × ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
]
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈𝒁
𝑁1
𝑖=1
)
𝑠≥𝑇
)
− 𝑅
×( ∑ (1 −∏ ∑ [𝑃⟦𝐿𝑖,1 = 𝑜1⟧ × ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
]
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈𝒁
𝑁1
𝑖=1
)
0≤𝑠≤𝑇−1
)
−∑𝐻𝑖∑(1− ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑠)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑠≥0
𝑁1
𝑖=1
−∑(∑ℎ𝑖,𝑙𝐸⟦𝐿𝑖,𝑙⟧
𝑁𝑙
𝑖=1
)
2
𝑙=1
−∑ℎ𝑖,2𝑋𝑖,2
𝑁2
𝑖=1
 
(3.6) 
 
Où 𝑋 = (𝑋1,2, … , 𝑋𝑖,2, … , 𝑋𝑁2,2). 
Démonstration 3.2 
A partir de l’équation (3.1) nous déterminons l’expression mathématique initiale de 
l’espérance mathématique du coût total : 
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𝐸⟦𝐶(𝑋, 𝐿)⟧ =∑ℎ𝑖,1𝐸⟦𝑀𝑃𝐹⟧
𝑁1
𝑖=1
−∑𝐻𝑖𝐸⟦𝑀𝑖,1⟧
𝑁1
𝑖=1
−∑(∑ℎ𝑖,𝑙𝐸⟦𝐿𝑖,𝑙⟧
𝑁𝑙
𝑖=1
)
2
𝑙=1
−∑ℎ𝑖,2𝑋𝑖,2
𝑁2
𝑖=1
+ 𝑏 × (𝐸⟦𝑀𝑃𝐹
+⟧ − 𝑇) + 𝑟 × (𝑇 − 𝐸⟦𝑀𝑃𝐹
−⟧) 
(3.7) 
Afin de déterminer l’expression exacte 𝐸⟦𝐶(𝑋, 𝐿)⟧, nous avons besoin de calculer (Figure 
3.3): 
 
Figure 3.3 : L’espérance mathématique du coût total 
 
• 𝐸⟦𝑀𝑃𝐹⟧ = 𝐸 ⟦ max
𝑖=1,…,𝑁1
(𝑀𝑖,1 + 𝐿𝑖,1)⟧ 
 𝐸⟦𝐿1,2⟧ 
 
𝐸⟦𝐿𝑁2,2⟧ 
𝐸⟦𝐿1,1⟧ 
 
𝐸⟦𝐿𝑁1,1⟧ 
𝐸⟦𝑀1,1⟧ 
𝐸⟦𝑀𝑁1,1⟧ 
𝐸⟦𝑀𝑃𝐹⟧ 
𝑇 𝑋𝑁2,2 
 
  Rupture moyenne en PF 
Stockage moyen du PF 
 
Délai d’approvisionnement 
moyen 
 
Stockage moyen de 
composants 
 
Date de lancement des ordres 
aux fournisseurs 
 
Date moyenne d’assemblage 
𝐸⟦𝐿𝑖,1⟧ 
𝐸⟦𝐿2,2⟧ 
  
𝐸⟦𝑀𝑃𝐹
+⟧ 𝐸⟦𝑀𝑃𝐹
−⟧ 
     
 
58 
 
• 𝐸⟦𝑀𝑖,1⟧ = 𝐸⟦max𝑐𝑘,2∈𝑆𝑖,1(𝐿𝑘,2 + 𝑋𝑘,2)⟧  
• 𝐸⟦𝑀𝑃𝐹
+⟧ = 𝐸⟦𝑚𝑎𝑥(𝑀𝑃𝐹 , 𝑇)⟧ 
• 𝐸⟦𝑀𝑃𝐹
−⟧ = 𝐸⟦𝑚𝑖𝑛(𝑀𝑃𝐹 , 𝑇)⟧ 
Tels que 𝑀𝑃𝐹
+ = 𝑚𝑎𝑥(𝑀𝑃𝐹 , 𝑇) et 𝑀𝑃𝐹
− = 𝑚𝑖𝑛(𝑀𝑃𝐹, 𝑇). 
Soit 𝛤 une variable aléatoire discrète positive ou nulle. Son espérance mathématique est 
égale à : 
𝐸⟦Γ⟧ =∑𝑠 × 𝑃𝑟⟦Γ = 𝑠⟧
𝑠≥0
=∑∑𝑃𝑟⟦Γ = 𝑠⟧
𝑠−1
𝑘=0𝑠≥0
 
De plus 𝛤 est à valeurs entières, donc les deux sommes de l’égalité ci-dessus peuvent être 
permutées de la manière suivante :  
𝐸⟦𝛤⟧ =∑∑𝑃𝑟⟦𝛤 = 𝑠⟧
𝑠−1
𝑘=0𝑠≥0
=∑∑𝑃𝑟⟦𝛤 = 𝑠⟧
𝑠>𝑘𝑠≥0
=∑(1 − 𝑃𝑟⟦𝛤 ≤ 𝑠⟧)
𝑠≥0
 (3.8) 
𝑀𝑃𝐹
+ est une variable aléatoire discrète positive avec un nombre fini de valeurs possibles. 
Elle varie dans l’intervalle [𝑇; 𝑇 − 2 +𝑚𝑎𝑥 (𝑈𝑖2)]. 
Nous utilisons l’expression (3.8) pour calculer son espérance mathématique : 
𝐸⟦𝑀𝑃𝐹
+⟧ = 𝐸⟦𝑚𝑎𝑥(𝑀𝑃𝐹 , 𝑇)⟧ =∑(1 − 𝑃𝑟⟦𝑚𝑎𝑥(𝑀𝑃𝐹 , 𝑇) ≤ 𝑠⟧)
𝑠≥0
 
Sachant que 𝑃𝑟⟦𝑚𝑎𝑥(𝑀𝑃𝐹, 𝑇) ≤ 𝑠⟧ = 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠; 𝑇 ≤ 𝑠⟧et 𝑀𝑃𝐹 ne dépend pas de 𝑇 
alors: 
𝑃𝑟⟦𝑚𝑎𝑥(𝑀𝑃𝐹 , 𝑇) ≤ 𝑠⟧ = 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧ × 𝑃𝑟⟦𝑇 ≤ 𝑠⟧ 
Donc : 
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𝐸⟦𝑀𝑃𝐹
+⟧ =∑(1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧ × 𝑃𝑟⟦𝑇 ≤ 𝑠⟧)
𝑠≥0
 
Or la date de livraison souhaitée par le client 𝑇 est connue et supérieure à 0. Donc : 
{
𝑃𝑟⟦𝑇 ≤ 𝑠⟧ = 0           ∀s > 𝑇
𝑃𝑟⟦𝑇 > 𝑠⟧ = 1           ∀s ≤ 𝑇
 
Alors : 
𝐸⟦𝑀𝑃𝐹
+⟧ =∑(1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧ × 𝑃𝑟⟦𝑇 ≤ 𝑠⟧)
𝑠≥0
= ∑ (1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧ × 𝑃𝑟⟦𝑇 ≤ 𝑠⟧)
0≤𝑠≤𝑇
+∑(1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧ × 𝑃𝑟⟦𝑇 ≤ 𝑠⟧)
𝑠≥𝑇
= ∑ (1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧ × 0)
0≤𝑠≤𝑇
+∑(1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧ × 1)
𝑠≥𝑇
= ∑ (1)
0≤𝑠≤𝑇
+∑(1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧ × 1)
𝑠≥𝑇
 
Sachant que : 
𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧ = 𝑃𝑟 ⟦ 𝑚𝑎𝑥
𝑖=1,…,𝑁1
(𝑀𝑖,1 + 𝐿𝑖,1) ≤ 𝑠⟧ 
= 𝑃𝑟⟦𝑀1,1 + 𝐿1,1 ≤ 𝑠, … ,𝑀𝑖,1 + 𝐿𝑖,1 ≤ 𝑠,… ,𝑀𝑁1,1 + 𝐿𝑁1,1 ≤ 𝑠⟧ 
De plus, ∀𝑖 = 1,… ,𝑁1,  les variables aléatoires (𝑀𝑖,1 + 𝐿𝑖,1) sont également 
indépendantes, alors : 
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∑(1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧)
𝑠≥𝑇
=∑
(
 1 −∏ ∑ [𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × 𝑃𝑟⟦𝑀𝑖,1 ≤ 𝑜2⟧]
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈ℤ
𝑁1
𝑖=1
)
 
𝑠≥𝑇
 
Les variables aléatoires 𝐿𝑘,2 + 𝑋𝑘,2, pour 𝑐𝑘,2 ∈ 𝑆𝑖,1, sont aussi indépendantes, donc : 
𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧ =∏ ∑ [𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × ∏ 𝑃𝑟⟦𝐿𝑘,2 ≤ −𝑋𝑘,2 + 𝑜2⟧
𝑐𝑘,2∈𝑆𝑖,1
]
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈𝒁
𝑁1
𝑖=1
 
Par la suite : 
𝐸⟦𝑀𝑃𝐹
+⟧ = 𝑇+∑(1 − 𝑃𝑟⟦ 𝑀𝑃𝐹 ≤ 𝑠⟧)
𝑠≥𝑇
= 𝑇 +∑
(
 1−∏ ∑ [𝑃⟦𝐿𝑖,1 = 𝑜1⟧ × ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
]
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈𝒁
𝑁1
𝑖=1
)
 
𝑠≥𝑇
 
(3.9) 
𝑀𝑃𝐹
− est une variable aléatoire discrète positive avec un nombre fini de valeurs possibles 
(𝑀𝑃𝐹
− ∈ [𝑇 − max (𝑈𝑘,2) ; 𝑇]). 
Son espérance mathématique est calculée comme suit : 
⟦𝑀𝑃𝐹
−⟧ = 𝐸⟦𝑚𝑖𝑛(𝑀𝑃𝐹, 𝑇)⟧ =∑(1 − 𝑃𝑟⟦𝑚𝑖𝑛(𝑀𝑃𝐹, 𝑇) ≤ 𝑠⟧)
𝑠≥0
=∑(1 − 𝑃𝑟⟦−𝑚𝑎𝑥(− 𝑀𝑃𝐹, −𝑇) ≤ 𝑠⟧)
𝑠≥0
=∑(1 − 𝑃𝑟⟦𝑚𝑎𝑥(−𝑀𝑃𝐹, −𝑇) ≥ −𝑠⟧)
𝑠≥0
=∑𝑃𝑟⟦𝑚𝑎𝑥(−𝑀𝑃𝐹, −𝑇) ≤ −𝑠 − 1⟧
𝑠≥0
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Sachant que 𝑃𝑟⟦𝑚𝑎𝑥(−𝑀𝑃𝐹, −𝑇) ≤ −𝑠 − 1⟧ = 𝑃𝑟⟦−𝑀𝑃𝐹 ≤ −𝑠 − 1;−𝑇 ≤ −𝑠 − 1⟧ et 
𝑀𝑃𝐹 ne dépend pas de 𝑇 alors: 
𝑃𝑟⟦𝑚𝑎𝑥(−𝑀𝑃𝐹, −𝑇) ≤ −𝑠 − 1⟧ = 𝑃𝑟⟦−𝑀𝑃𝐹 ≤ −𝑠 − 1⟧ × 𝑃𝑟⟦−𝑇 ≤ −𝑠 − 1⟧ 
Donc : 
⟦𝑀𝑃𝐹
−⟧ =∑(𝑃𝑟⟦−𝑀𝑃𝐹 ≤ −𝑠 − 1⟧ × 𝑃𝑟⟦−𝑇 ≤ −𝑠 − 1⟧)
𝑠≥0
=∑𝑃𝑟⟦𝑀𝑃𝐹 ≥ 𝑠 + 1⟧× 𝑃𝑟⟦𝑇 ≥ 𝑠 + 1⟧
𝑠≥0
=∑(1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧) × 𝑃𝑟⟦𝑇 ≥ 𝑠 + 1⟧
𝑠≥0
 
Or la date de livraison souhaitée par le client 𝑇 est connue et supérieure à 0. Donc : 
𝑓(𝑥) = {
𝑃𝑟⟦𝑇 ≥ 𝑠 + 1⟧ = 0, ∀s ≥ 𝑇
𝑃𝑟⟦𝑇 ≥ 𝑠 + 1⟧ = 1, ∀s ≤ 𝑇 − 1
 
Alors : 
𝐸⟦𝑀𝑃𝐹
−⟧ = ∑ (1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧)× 𝑃𝑟⟦𝑇 ≥ 𝑠 + 1⟧
0≤𝑠≤𝑇−1
+∑(1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧)× 𝑃𝑟⟦𝑇 ≥ 𝑠 + 1⟧
s≥𝑇
= ∑ (1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧)× 1
0≤𝑠≤𝑇−1
+∑(1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧)× 0
s≥𝑇
= ∑ (1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧)× 𝑃𝑟⟦𝑇 ≥ 𝑠 + 1⟧
0≤𝑠≤𝑇−1
 
Et par la suite : 
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𝐸⟦𝑀𝑃𝐹
−⟧ = ∑ (1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧)
0≤𝑠≤𝑇−1
= ∑
(
 1 −∏ ∑ [𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
]
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈𝒁
𝑁1
𝑖=1
)
 
0≤𝑠≤𝑇−1
 
(3.10) 
Les équations (3.9) et (3.10) sont utilisées pour calculer l’espérance mathématique de la 
date d’assemblage du produit fini 𝐸⟦𝑀𝑃𝐹⟧. Nous notons que pour toute variable aléatoire 𝐴,  
𝐴 = 𝑚𝑎𝑥(𝐴, 𝑇) + 𝑚𝑖𝑛(𝐴, 𝑇) − 𝑇. Nous déduisons par la suite que 𝐸⟦𝑀𝑃𝐹⟧ = 𝐸⟦𝑀𝑃𝐹
+⟧ +
𝐸⟦𝑀𝑃𝐹
−⟧ − 𝑇 et : 
𝐸⟦𝑀𝑃𝐹⟧ = 𝑇 +∑
(
 1 −∏ ∑ [𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
]
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈𝒁
𝑁1
𝑖=1
)
 
𝑠≥𝑇
+ ∑
(
 1 −∏ ∑ [𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
]
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈𝒁
𝑁1
𝑖=1
)
 
0≤𝑠≤𝑇−1
− 𝑇 
𝐸⟦𝑀𝑃𝐹⟧ =∑
(
 1 −∏ ∑ [𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × ∏ 𝑃⟦𝐿𝑘,2 ≤ −𝑋𝑘,2 + 𝑜2⟧
𝑐𝑘,2∈𝑆𝑖,1
]
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈𝒁
𝑁1
𝑖=1
)
 
𝑠≥0
 (3.11) 
𝑀𝑖,1 est une variable aléatoire discrète positive avec un nombre fini de valeurs possibles 
(𝑀𝑖,1 ∈ [𝑇 − 𝑈𝑘,2 + 1; 𝑇 − 2 + 𝑢𝑖,2]). 
Nous utilisons l’expression (3.8) pour calculer son espérance mathématique : 
𝐸⟦𝑀𝑖,1⟧ =∑(1 − 𝑃𝑟⟦𝑀𝑖,1 ≤ 𝑠⟧)
𝑠≥0
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𝑃𝑟⟦𝑀𝑖,1 ≤ 𝑠⟧ = 𝑃𝑟 ⟦ 𝑚𝑎𝑥
𝑐𝑘,2∈𝑆𝑖,1
(𝐿𝑘,2 + 𝑋𝑘,2) ≤ 𝑠⟧ = ∏ 𝑃𝑟⟦𝐿𝑘,2 + 𝑋𝑘,2 ≤ 𝑠⟧
𝑐𝑘,2∈𝑆𝑖,1
= ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑠)
𝑐𝑘,2∈𝑆𝑖,1
 
Par la suite: 
𝐸⟦𝑀𝑖,1⟧ =∑(1 − ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑠)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑠≥0
 (3.12) 
Par la suite, en utilisant les équations (3.9), (3.10), (3.11) et (3.12), l’espérance 
mathématique du coût total peut-être déterminée. 
𝐸⟦𝐶(𝑋, 𝐿)⟧ = (𝑟 × 𝑇) + 𝐻
×
(
 ∑
(
 1 −∏ ∑ [𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
]
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈𝒁
𝑁1
𝑖=1
)
 
𝑠≥𝑇
)
 − 𝑅
×
(
 ∑
(
 1 −∏ ∑ [𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
]
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈𝒁
𝑁1
𝑖=1
)
 
0≤𝑠≤𝑇−1
)
 
−∑𝐻𝑖∑(1− ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑠)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑠≥0
𝑁1
𝑖=1
−∑(∑ℎ𝑖,𝑙𝐸⟦𝐿𝑖,𝑙⟧
𝑁𝑙
𝑖=1
)
2
𝑙=1
−∑ℎ𝑖,2𝑋𝑖,2
𝑁2
𝑖=1
 
 
C.Q.F.D. 
3.4 Réduction de l’espace de recherche initiale 
Nous proposons une technique de réduction de l’espace de recherche qui sera utilisée par la 
suite pour réduire les intervalles des valeurs possibles des 𝑋𝑘,2 qui sont initialement 
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définies sous la forme : 𝑇 − 𝑈𝑘,2 ≤ 𝑋𝑘,2 ≤ 𝑇 − 2, 𝑐𝑘,2 ∈ 𝑆𝑖,1. Plusieurs propriétés utilisées 
sont détaillées dans l’annexe. 
Soient 𝑐𝑗,2 un composant nécessaire à l’assemblage du composant 𝑐𝑖,1 et 𝜓𝑗 = 𝐿𝑖,1 + 𝐿𝑗,2 +
𝑋𝑗,2. Nous décomposons le système d’assemblage initial (Figure 3.3) en 𝑁2 chaînes 
linéaires (Figure 3.4). 𝜓𝑗 est la date de disponibilité de produit fini de la chaîne linéaire 𝑗 
avec 𝑗 ∈ {1, . . , 𝑁2}. 
 
 
Figure 3.4 : Décomposition du système d’assemblage en plusieurs chaînes linéaires 
 
Pour chaque chaîne linéaire 𝑗 ∈ {1, . . , 𝑁2} : 
𝐸⟦𝜓𝑗⟧ = 𝐸⟦𝐿𝑖,1 + 𝐿𝑗,2 + 𝑋𝑗,2⟧ 
(3.13) 
𝐿1,2 
𝐿2,2 
𝐿𝑁2−1,2 
𝐿𝑁2,2 
𝐿1,1 
𝐿𝑁1,1 
𝐿1,1 
𝐿𝑁1,1 
𝜓1 
𝜓2 
𝜓𝑁2 
𝜓𝑁2−1 
𝐿3,2 𝐿1,1 
𝜓3 
𝐿𝑗,2 𝐿𝑖,1 
𝜓𝑗 
𝑋𝑁2,2 
  
𝑇 
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𝐸⟦𝜓𝑗⟧ =∑
(
 1 − ∑ [𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × 𝑃𝑟⟦𝐿𝑗,2 ≤ −𝑋𝑗,2 + 𝑜2⟧]
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈ℤ )
 
𝑠≥0
=∑
(
 1 − ∑ [𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × 𝐹𝑗,2(−𝑋𝑗,2 + 𝑜2)]
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈ℤ )
 
𝑠≥0
 
 
Les dates optimales de lancement d’ordre aux fournisseurs 𝑋𝑗,2
∗∗  sont trouvées par le modèle 
Newsboy proposé par [Hnaien et al., 2008]. Les auteurs ont pris en compte le coût de 
stockage du composant au premier niveau de la chaîne linéaire 𝜓𝑗 . Dans notre étude, ce 
coût est remplacé par le coût de stockage du produit fini. 
Soit le quantile d’ordre 𝛼𝑗 =
𝑏
𝑏+𝑟
 de la loi de probabilité de la variable aléatoire discrète 
𝐿𝑖,1 + 𝐿𝑗,2. Il est la plus petite valeur 𝑞𝛼𝑗  tel que : 
𝑃𝑟 ⟦𝐿𝑖,1 + 𝐿𝑗,2 ≤ 𝑞𝛼𝑗⟧ ≥
𝑏
𝑏 + 𝑟
 
∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × 𝑃𝑟⟦𝐿𝑗,2 ≤ 𝑜2⟧)
𝑜1+𝑜2=𝑞𝛼𝑗
𝑜1+𝑜2∈ℤ
≥
𝑏
𝑏 + 𝑟
 
(3.14) 
D’après l’expression (3.14), nous déduisons que (voir Figure 3.5): 
∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × 𝑃𝑟⟦𝐿𝑗,2 > 𝑜2⟧)
𝑜1+𝑜2=𝑞𝛼𝑗
𝑜1+𝑜2∈ℤ
≤
𝑟
𝑏 + 𝑟
 
Et que (voir Figure 3.5) : 
     
 
66 
 
{
 
 
 
 ∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × 𝑃𝑟⟦𝐿𝑗,2 > 𝑜2⟧)
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈ℤ
≥
𝑟
𝑏 + 𝑟
, 𝑠 < 𝑞𝛼𝑗
∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × 𝑃𝑟⟦𝐿𝑗,2 > 𝑜2⟧)
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈ℤ
≤
𝑟
𝑏 + 𝑟
, 𝑠 ≥ 𝑞𝛼𝑗
 (3.15) 
 
 
Figure 3.5 : Détermination de 𝑞𝛼𝑗 qui a une probabilité cumulée supérieure ou égale à  
𝑏
𝑏+𝑟
 
 
Les dates optimales 𝑋𝑗,2
∗∗  sont égales à 𝑇 − 𝑞𝛼𝑗  et sont déterminées par le modèle Newsboy 
comme dans l’expression (9) de [Hnaien et al., 2008]. 
Proposition 3.3 
L’espace de recherche initial [𝑇 − 𝑈𝑘,2, 𝑇 − 2] est réduit à  [𝑇 − 𝑈𝑘,2; 𝑇 − 𝑞𝛼𝑘] , ∀ 𝑘 ∈
[1;𝑁2]. 
Démonstration 3.3 
𝑃𝑟⟦𝐿𝑖,1 + 𝐿𝑗,2 > 𝑠⟧ 
1 
𝑟
𝑏 + 𝑟
 
0                 𝑞𝛼𝑗      𝑇    𝑠        
   𝑠 
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Supposons qu’il existe un vecteur composé de dates de lancement d’ordre aux fournisseurs 
𝑋∗ = (𝑋1,2
∗ , … , 𝑋𝑁2,2
∗ ) pour lequel 𝐸⟦𝐶(𝑋∗, 𝐿)⟧ est optimal (il n’est pas unique). Ce vecteur 
est défini, ∀(𝑘, 𝑗) ∈ [1;𝑁2]², comme suit : 
{
𝑋𝑘,2
∗ ∈ [𝑇 − 𝑈𝑘,2; 𝑇 − 𝑞𝛼𝑘],      ∀𝑐 𝑘,2
𝑘≠𝑗
∈ 𝑆𝑖,1
𝑋𝑗,2
∗ ∈ ]𝑇 − 𝑞𝛼𝑘;  𝑇 − 2],       ∀ 𝑐 𝑗,2
𝑗≠𝑘
∈ 𝑆𝑖,1
 
C’est-à-dire que, d’une part, il y a des dates de lancement d’ordre aux fournisseurs 𝑋𝑘,2
∗  qui 
sont comprises entre 𝑇 − 𝑈𝑘,2 et 𝑇 − 𝑞𝛼𝑘  ; et d’autre part, il existe aussi des dates de 
lancement d’ordres aux fournisseurs 𝑋𝑗,2
∗   qui sont comprises entre 𝑇 − 𝑞𝛼𝑘 + 1 et 𝑇 − 2. 
Nous démontrons par l’absurde qu’il existe 𝐴∗ = (𝐴1,2
∗ , … , 𝐴𝑗,2
∗ , … , 𝐴𝑁2,2
∗ ) qui domine 𝑋∗ 
tels que ∀ 𝑐𝑘,2 ∈ 𝑆𝑘,1, ∀𝛿 ∈ ℕ, 𝐴𝑘,2
∗ ∈ [𝑇 − 𝑈𝑘,2; 𝑇 − 𝑞𝛼𝑘]  et 𝐴𝑘,2
∗ = 𝑋𝑘,2
∗ − 𝛿. C’est-à-dire 
que toutes les dates de lancement d’ordre aux fournisseurs sont comprises entre 𝑇 − 𝑈𝑘,2 
et 𝑇 − 𝑞𝛼𝑘 + 1. 
Soit 𝜀(𝐴∗, 𝑋∗) la différence entre : (1) l’espérance mathématique du coût total associée au 
vecteur 𝐴∗ et (2) l’espérance mathématique du coût total associée au vecteur 𝑋∗ : 
𝜀(𝑋∗, 𝐴∗) = 𝐸⟦𝐶(𝑋∗, 𝐿)⟧ − 𝐸⟦𝐶(𝐴∗, 𝐿)⟧ 
 
La démonstration de l’inégalité 𝜀(𝐴∗, 𝑋∗) ≥ 0 est présentée en annexe (Démonstration 
A.2). 
3.5 Optimisation 
3.5.1 Problème à résoudre 
La fonction objectif est non linéaire à variables de décision entières. A partir d’une certaine 
taille de problème, l’énumération explicite de tout l’espace de recherche devient 
impossible. A l’aide des techniques de recherche opérationnelle, il est possible de trouver 
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soit la solution optimale, soit au moins une bonne solution obtenue à l'aide d'une méthode 
approchée. 
Dans cette section, nous introduisons une procédure d’optimisation exacte et efficace de 
type Procédure par Séparation et Évaluation (PSE) ainsi qu’une borne inférieure et une 
borne supérieure de la fonction objectif. Différentes techniques, permettant l’amélioration 
de la PSE, seront également présentées dans les sections suivantes. 
3.5.2 Borne supérieure 
Dans un premier temps, nous prendrons comme borne supérieure la première solution 
trouvée par une recherche en profondeur (SC). Dans un deuxième temps nous utiliserons 
un minimum local (ML). 
3.5.3 Borne inférieure 
Soit 𝐴 = (𝑋1,2, … , 𝑋𝑘,2, … , 𝑋𝑁2,2) un vecteur qui représente les dates de lancement des 
composants de type 𝑐𝑖,2. Chaque variable de décision 𝑋𝑘,2 est bornée par 𝑎𝑘,2 = 𝑇 − 𝑈𝑘,2 et 
𝑏𝑘,2 = 𝑇 − 2. 
Un vecteur 𝐴1 = (𝑋1,2, 𝑎𝑘,2, ⋯ , 𝑎𝑁2,2) sera noté 𝐴1 = {𝑋1,2}. Les nœuds au premier niveau 
de l’arbre de recherche correspondent aux différentes dates de lancement d’ordres au 
fournisseur 𝑋1,2 du premier composant de la nomenclature. Les vecteurs liés à ces nœuds 
sont définis comme suit: 𝐴1,𝑖 = (𝑎1,2 + 𝑖,… , 𝑎𝑘,2,⋯ , 𝑎𝑁2,2) avec 𝑖 ∈ [0; 𝑏𝑘,2]. Ils seront, 
par la suite, écrits  𝐴1,𝑖 = {𝑎1,2 + 𝑖}. La première valeur 𝑎1,2 + 𝑖 correspond à la date de 
lancement d’ordre au fournisseur du premier composant. Les dates de lancement d’ordre 
au fournisseur d’autres composants sont égales à 𝑎𝑘,2 (Figure 3.6). 
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Figure 3.6 : Représentation de l’arbre d’exploration 
Soit le vecteur 𝐴𝑘′,𝑋
𝑘′,2
= (𝑋1,2, ⋯ , 𝑋𝑘′,2, 𝑎𝑘′+1,2, ⋯ , 𝑎𝑁2,2) qui définit un nœud 𝑘
′ de 
l’arborescence. Ce vecteur de dates de lancement d’ordres d’approvisionnement est 
composé comme suit : 
 ∀𝑘 ∈ [1; 𝑘′ − 1], 𝑋𝑘,2 sont fixes et appartiennent à  [𝑎𝑘,2; 𝑏𝑘,2] (3.16) 
 𝑋𝑘′,2 est fixe et appartient à [𝑎𝑘′,2; 𝑏𝑘′,2] (3.17) 
 ∀𝑘 ∈ [𝑘′ + 1;𝑁2], 𝑋𝑘,2 sont fixes et égales à 𝑎𝑘,2 (3.18) 
𝐴1,1 = {𝑎1,2} 
∅ 
𝐴1,2 = {𝑎1,2 + 1} 𝐴1,𝑏1,2 = {𝑏1,2} 
𝐴2,1 = 𝐴1,1 ∪ {𝑎2,2} 𝐴2,2 = 𝐴1,1 ∪ {𝑎2,2 + 1} 
𝐴𝑘′,1 = 𝐴𝑘′−1,1 ∪ {𝑎𝑘′,2} 
𝐴𝑁2,1 = 𝐴𝑁2−1,1 ∪ {𝑎𝑁2,2} 𝐴𝑁2,2 = 𝐴𝑁2−1,1 ∪ {𝑎𝑁2,2 + 1} 
𝐴𝑁2,𝑏𝑁2,2 = 𝐴𝑁2−1,1 ∪ {𝑏𝑁2,2} 
𝐴2,𝑏2,2 = 𝐴1,1 ∪ {𝑏2,2} 
𝐴𝑁2−1,1 = 𝐴𝑁2−2,1 ∪ {𝑎𝑁2−1,2} 
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Nous rappelons que 𝑎𝑘,2 = 𝑇 − 𝑈𝑘,2 et 𝑏𝑘,2 = 𝑇 − 2, et pour la suite, nous introduisons 
plusieurs notations : 
 Le composant 𝑐𝑘′,2 est nécessaire pour l’assemblage du composant 𝑐𝑧,1, il est le 
𝑘′ − è𝑚𝑒 composant dans l’ordre de l’arborescence. 
 𝑘′′ est défini comme suit : (3.19) 
o Si 𝑐𝑘′,2 est le dernier composant nécessaire à l’assemblage de  𝑐𝑧,1 alors 𝑘
′′ =
𝑘′ (voir le système d’assemblage B dans la Figure 3.7). 
o Si 𝑐𝑘′,2 n’est pas le dernier composant nécessaire à l’assemblage de 𝑐𝑧,1 alors 
𝑘′′ est égale à la somme des composants nécessaires à l’assemblage des 
composants 𝑐𝑖,1 ∀𝑖 ∈ [1; 𝑧] du premier niveau de la nomenclature (voir le 
système d’assemblage A dans la Figure 3.7). 
 Le composant 𝑐𝑘′′,2 est nécessaire pour l’assemblage du composant 𝑐𝑧′,1 
Nous notons que lorsque 𝑘′′ = 𝑘′, 𝑧 = 𝑧′.  
Par la suite, nous introduisons deux nouvelles notations : 
 𝑀 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
+ le maximum entre 𝑀𝑃𝐹 et 𝑇 où 𝑀𝑃𝐹 est la date d’assemblage du 
produit fini dont les dates de lancement d’ordres d’approvisionnement 𝑋𝑘,2 
appartiennent aux intervalles de recherche [𝑎𝑘,2; 𝑏𝑘,2] avec 𝑎𝑘,2 = 𝑇 − 𝑈𝑘,2 et 
𝑏𝑘,2 = 𝑇 − 2. 
 𝑀 𝑃𝐹
∀𝑘>𝑘2
′ ; 𝑋𝑘,2=𝑎𝑘,2
+ le maximum entre 𝑀𝑃𝐹 et 𝑇 où 𝑀𝑃𝐹 est la date d’assemblage du 
produit fini dont les dates de lancement d’ordres d’approvisionnement 𝑋𝑘,2 sont 
détaillées dans les expressions (3.17), (3.18) et (3.19). 
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Figure 3.7 : Position d’un composant 𝑐𝑘′,2 dans la nomenclature. 
Proposition 3.4 
La borne inférieure qui correspond au vecteur 𝐴𝑘′,𝑋
𝑘′,2
 est composée : 
 Du coût moyen de stockage des 𝑘′ premiers composants du deuxième niveau de la 
nomenclature. Ces composants ont des dates de lancement d’ordres 
d’approvisionnement fixes (voir expressions 3.17, 3.18 et 3.19) : 
𝐶1,2 
𝐶2,2 
  
𝐶𝑁2,2 
  
𝐶1,1 
𝐶𝑁1,1 
𝐶𝑧′,1 
𝑃𝐹 
𝐶𝑧,1 
𝐶𝑘′′,2 
  
𝐶𝑘′,2 
  
𝐶1,2 
𝐶2,2 
  
𝐶𝑁2,2 
  
𝐶1,1 
𝐶𝑁1,1 
𝐶𝑧′,1 = 𝐶𝑧,1 
 
𝑃𝐹 
𝐶𝑘′′,2 = 𝐶𝑘′,2 
 
  
A B 
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𝐸⟦𝐶𝑠𝑐2 , 𝐴𝑘′⟧ =∑
(
 
 
∑ ℎ𝑘,2 (𝐸 ⟦𝑀 𝑖,1
∀𝑘>𝑘′; 𝑋𝑘,2=𝑎𝑘,2
⟧ − 𝐸⟦𝐿𝑘,2⟧ − 𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
𝑘≤𝑘′ )
 
 
𝑧
𝑖=1
 
 Du coût moyen de stockage des 𝑧′ premiers composants du premier niveau de la 
nomenclature : 
𝐸⟦𝐶𝑠𝑐1 , 𝐴𝑘′⟧ =∑(ℎ𝑖,1 (𝐸 ⟦𝑀 𝑃𝐹
∀𝑘>𝑘′; 𝑋𝑘,2=𝑎𝑘,2
⟧ − 𝐸⟦𝑀𝑖,1⟧ − 𝐸⟦𝐿𝑖,1⟧))
𝑧′
𝑖=1
 
 Du coût moyen de rupture en produit fini correspondant au vecteur 𝐴𝑘′,𝑋
𝑘′,2
dont les 
dates qui le composent sont définies dans les expressions (3.17), (3.18) et (3.19) : 
𝐸⟦𝐶𝑏𝑃𝐹, 𝐴𝑘′⟧ = 𝑏 (𝐸 ⟦𝑀 𝑃𝐹
∀𝑘>𝑘2
′ ; 𝑋𝑘,2=𝑎𝑘,2
+ ⟧ − 𝑇) 
La borne inférieure est égale à la somme des trois coûts ci-dessus: 
𝐵𝐼 (𝐴
𝑘
′
,𝑋
𝑘
′
,2
) =
(
 
 
−ℎ𝑖,1 + ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑧,1
𝑘′′<𝑘≤𝑘′
+∑ ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑖,1
𝑧′
𝑖=1
)
 
 
(𝐸 ⟦𝑀 𝑖,1
∀𝑘>𝑘
′
; 𝑋𝑘,2=𝑎𝑘,2
⟧)
+ (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)(𝐸 ⟦𝑀 𝑃𝐹
∀𝑘>𝑘2
′
; 𝑋𝑘,2=𝑎𝑘,2
+
⟧)+∑(ℎ𝑖,1(𝐸 ⟦𝑀 𝑃𝐹
∀𝑘>𝑘2
′ ; 𝑋𝑘,2=𝑎𝑘,2
− ⟧))
𝑧′
𝑖=1
−∑ℎ𝑖,2(𝐸⟦𝐿𝑖,2⟧ + 𝑋𝑖,2)
𝑘′
𝑖=1
− 𝑇(∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏) −∑ℎ𝑖,1(𝐸⟦𝐿𝑖,1⟧)
𝑧′
𝑖=1
 
Avec: 
(𝑧, 𝑧′) ∈ [1;𝑁1]
2,  𝑐𝑘′,2 ∈ 𝑆𝑧,1, 𝑐𝑘′′,2 ∈ 𝑆𝑧′,1, 𝑐𝑘′′+1,2 ∈ 𝑆𝑧′+1,1, 𝑘
′′ ≤ 𝑘′, 𝑧 − 1 ≤ 𝑧′ ≤ 𝑧. 
Démonstration 3.4 
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Nous démontrons que 𝐵𝐼(𝐴𝑘′) = 𝐵𝐼 (𝐴𝑘′,𝑋
𝑘′,2
) est une borne inférieure de 𝐸⟦𝐶(𝐴𝑁2 , 𝐿)⟧ 
pour un nœud du 𝑘′ − è𝑚𝑒 niveau de l’arbre d’exploration. Pour cela, Nous prouvons en 
annexe (Démonstration A.3) que 𝐵𝐼(𝐴𝑘′) ≤ 𝐸 ⟦𝐶 (𝐴𝑘′,𝑋
𝑘′,2
, 𝐿)⟧. 
Dans un premier temps, afin de diminuer le temps de calcul, nous avons essayé de minorer 
l’espérance mathématique 𝐸 ⟦M 𝑃𝐹
∀𝑘>𝑘′; 𝑋𝑘,2=𝑎𝑘,2
⟧ de la date d’assemblage du produit fini par 
le maximum des dates moyennes de disponibilité des produits finis des chaînes 
linéaires 𝑚𝑎𝑥1≤𝑘≤𝑘′{𝐸⟦𝜓𝑘⟧} (voir l’expression (3.13)). Le calcul de ce maximum ne 
demande que peu de temps. Néanmoins, la borne inférieure a été de mauvaise qualité. 
Afin de garantir une meilleure borne inférieure, nous avons opté pour la borne inférieure 
donnée ci-dessus. Par la suite, nous simplifions le calcul de cette borne en explorant les 
relations de dépendance entre les nœuds. Cette technique permettra de réduire 
considérablement le temps de calculs sans pour autant réduire la qualité de la borne 
inférieure.  
3.5.4 Dépendance verticale entre les bornes inférieures 
Nous remarquons par la suite que, quand nous explorons l’arbre en profondeur, une partie 
du coût moyen de stockage des composants du dernier niveau est toujours fixe (Figure 
3.8). 
Soit 𝐵𝐼 (𝐴𝑘′,𝑋
𝑘′,2
) la borne inférieure qui correspond au vecteur 
𝐴𝑘′,𝑋
𝑘′,2
= (𝑋1,2, … , 𝑋𝑘′,2, 𝑎𝑘′+1,2, … , 𝑎𝑁2,2). 
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Figure 3.8 : Simplification verticale dans le calcul de la borne inférieure 
 
Nous scindons la borne inférieure en deux parties. Cette technique rappelle la borne 
inférieure du problème du sac à dos ([Kellerer et al., 2004] et [Martello and Toth, 1990]).  
Soit le nœud  𝜗′ = 𝑘′ + 1. La borne inférieure 𝐵𝐼 (𝐴𝜗′,𝑋
𝜗′,2
) = 𝐵𝐼 (𝐴𝑘′+1,𝑋
𝑘′+1,2
) est égale 
à la somme de la borne inférieure 𝐵𝐼 (𝐴𝑘′,𝑋
𝑘′,2
)  du nœud parent 𝑘′ de l’arborescence et 
d’une variable 𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) = 𝛼 (𝐴𝑘′+1,𝑋
𝑘′+1,2
).  
La variable 𝛼 dépend de la position de 𝑘′ par rapport à 𝑘′′ (voir l’expression (3.19)). D’où 
trois cas différents : 
Premier cas : 
Soient deux nœuds 𝐴𝑘′,𝑋
𝑘′,2
 du 𝑘′ − è𝑚𝑒 niveau de l’arborescence (dont le vecteur lié est 
défini comme suit : 𝐴𝑘′,𝑋
𝑘′,2
= (𝑋1,2, … , 𝑋𝑘′,2, 𝑎𝑘′+1,2, … , 𝑎𝑁2,2)) et 𝐴𝜗′,𝑋𝜗′,2
 du 𝜗′ − è𝑚𝑒 
(= (𝑘′ + 1)è𝑚𝑒) niveau de l’arborescence (le vecteur lié est défini sous la forme : 
𝐴𝜗′,𝑋
𝜗′,2
= (𝑋1,2, … , 𝑋𝑘′,2, 𝑋𝜗′,2, 𝑎𝜗′+1,2, … , 𝑎𝑁2,2)). 
𝐵𝐼 (𝐴𝑘′+1,𝑋𝑘′+1,2)  = 𝑩𝑰 (𝑨𝒌
′,𝑿𝒌′,𝟐
)  + 𝛼 (𝐴𝑘′+1,𝑋𝑘′+1,2) 
 
 
 
𝑩𝑰 (𝑨𝒌′ ,𝒂
𝒌′,𝟐
)  
𝐵𝐼 (𝐴𝑘′+1,𝑋𝑘′+1,2+1)  = 𝑩𝑰 (𝑨𝒌
′,𝑿𝒌′,𝟐
)  + 𝛼 (𝐴𝑘′+1,𝑋𝑘′+1,2+1) 
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Prenons l’exemple du système d’assemblage présenté dans la Figure 3.9. Il y a 10 
composants de type 𝑐𝑘,2 au deuxième niveau, et 4 composants de type 𝑐𝑖,1 au premier 
niveau. Les composants 𝑐5,2, 𝑐6,2 et 𝑐7,2 sont nécessaires pour assembler le composant 𝑐3,1.  
 
Figure 3.9 : Exemple illustrant le 1
er
 cas. 
Soient 𝑎𝑖,2 = 𝑇 − 𝑈𝑖,2 = 0 (pour simplifier l’écriture : mettre 0 dans les vecteurs là où les 
dates de lancement d’ordres d’approvisionnement sont égales à 𝑎𝑖,2). 
Le vecteur 𝐴5,𝑎5,2 = (𝑋1,2, … , 𝑋5,2, 0, … ,0) est utilisé pour calculer la borne inférieure 
𝐵𝐼(𝐴5,𝑋5,2)  du 5
ème
  niveau de l’arborescence. Cette borne est composée de : 
 
𝜗′′ = 𝑘′′ = 4 
𝑘′ = 5;  𝜗′ = 6 
 𝑦 = 𝑧 = 3; 𝑦′ = 𝑧′ = 2  
 
 
Stockage moyen du produit fini 
Délais d’approvisionnement moyen 
Stockage moyen non compté dans le calcul 
de la Borne Inférieure 
 
Date d’approvisionnement 
Stockage moyen fixe 
Stockage moyen à recalculer 
 
  
Date de livraison prévue 
𝐸⟦𝑀𝑃𝐹⟧ 
𝐸⟦𝑀1,1⟧ 
𝐸⟦𝑀2,1⟧ 
 
𝐶5,2 
𝐶6,2 
𝐶7,2 
𝐶3,1 
𝐶1,2 
𝐶4,2 
𝐸⟦𝑀𝑃𝐹
+ ⟧ 
𝐶1,1 
𝐶2,1 
𝐶4,1 
𝐶10,2 
𝐶8,2 
𝐶9,2 
𝐶2,2 
𝐶3,2 
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1. L’espérance mathématique des coûts de stockage des composants 𝑐1,2, … , 𝑐5,2 du 
deuxième niveau 𝐸⟦𝐶(𝑐1,2, … , 𝑐5,2 )⟧ = ∑ 𝐸⟦𝐶(𝑐𝑖,2 )⟧
5
𝑖=1  
2. L’espérance mathématique des coûts de stockage des composants 𝑐1,1 et 𝑐2,1 du 
premier niveau 𝐸⟦𝐶(𝑐1,1, 𝑐2,1 )⟧ = ∑ 𝐸⟦𝐶(𝑐𝑖,1 )⟧
2
𝑖=1  
3. L’espérance mathématique du coût de rupture en produit fini 𝐸⟦𝐶(𝑃𝐹 )⟧ 
Le vecteur 𝐴6,𝑋6,5 = (𝑋1,2, … , 𝑋6,2, … ,0) est utilisé pour calculer la borne inférieure 
𝐵𝐼(𝐴6,𝑋6,5) du 6
ème
 niveau de l’arborescence. Cette borne est composée de : 
1. L’espérance mathématique des coûts de stockage des composants 𝑐1,2, … , 𝑐6,2 du 
deuxième niveau 𝐸⟦𝐶(𝑐1,2, … , 𝑐6,2 )⟧ = ∑ 𝐸⟦𝐶(𝑐𝑖,2 )⟧
6
𝑖=1  
2. L’espérance mathématique des coûts de stockage des composants 𝑐1,1 et 𝑐2,1 du 
premier niveau 𝐸⟦𝐶(𝑐1,1, 𝑐2,1 )⟧ = ∑ 𝐸⟦𝐶(𝑐𝑖,1 )⟧
2
𝑖=1  
3. L’espérance mathématique du coût de rupture en produit fini 𝐸⟦𝐶(𝑃𝐹 )⟧ 
Le calcul de la borne 𝐵𝐼(𝐴6,𝑋6,5) utilise une partie du calcul (déjà fait) de la borne 
𝐵𝐼(𝐴5,𝑋5,2). Dans la Figure 3.9 cette partie du coût déjà calculé est appelée « stockage 
moyen fixe ». Elle est égale aux coûts de stockage des quatre premiers composants 
𝑐1,2, … , 𝑐4,2 du deuxième niveau (𝜗
′′ = 𝑘′′ = 4). Ces coûts restent fixes puisque les dates 
d’approvisionnement 𝑋1,2, … , 𝑋4,2 sont déjà fixes.  
La variation de la date d’approvisionnement du composant 𝑐6,2 modifie : 
 Le coût de stockage du composant 𝑐5,2, 
 Le coût de stockage des composants 𝑐1,1 et 𝑐2,1 du premier niveau, 
 Le coût de rupture en produit fini. 
     
 
77 
 
Donc afin de déterminer 𝐵𝐼(𝐴6,𝑋6,5), nous devons calculer les coûts de stockage de 𝑐5,2 et 
𝑐6,2 (les composants de 𝑣
′′ à 𝑣′). Comme le composant 𝑐6,2 n’est pas le dernier composant 
nécessaire à l’assemblage de 𝑐3,1, nous avons seulement besoin de calculer le coût de 
stockage des 2 premiers composants de type 𝑐𝑖,1 (𝑦
′ = 2). 
Deuxième cas :   
La seule différence dans le calcul de 𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) dans ce deuxième cas (voir l’exemple 
dans la Figure 3.10), c’est que le composant 𝑐7,2 est le dernier composant nécessaire à 
l’assemblage de 𝑐3,1. Nous avons besoin de : 
 Calculer le coût de stockage du composant 𝑐7,2 et du composant 𝑐3,1 
 Recalculer les coûts de stockage des composants 𝑐5,2 et 𝑐6,2 du deuxième niveau et 
les coûts de stockage des composants 𝑐1,1 et 𝑐2,1 du premier niveau 
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Figure 3.10 : Exemple illustrant le 2
ème
 cas. 
Troisième cas :   
La seule différence dans le calcul de 𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) dans ce troisième cas (𝛼(𝐴8,𝑋8,2) dans 
l’exemple dans la Figure 3.11), c’est que le composant 𝑐𝜗′,2 (𝑐8,2 dans le même exemple) 
est le premier composant nécessaire à l’assemblage de 𝑐𝑦′,1(𝑐4,1 dans le même exemple). 
Les coûts de stockages des composants 𝑐1,2, … , 𝑐7,2  sont récupérés de 𝐵𝐼(𝐴7,𝑋7,2) et ne 
sont pas à recalculer. Nous avons donc besoin, comme dans le cas précédent, de : 
 Recalculer le coût de stockage des trois premiers composants de type 𝑐𝑖,1 (𝑦 = 3) 
 
𝑘′′ = 4;  𝑣′′ = 7 
𝑘′ = 6;  𝑣′ = 7 
 𝑦 = 𝑧 = 3; 𝑦′ = 3; 𝑧′ = 2  
 
 
  
Date de livraison 
𝐸[𝑀𝑃𝐹] 
𝐸[𝑀1,1] 
𝐸[𝑀2,1] 
𝐶5,2 
𝐶6,2 
𝐶7,2 
𝐶3,1 
𝐶1,2 
𝐶4,2 
Stockage moyen du produit fini 
Délais d’approvisionnement moyen 
Stockage moyen non compté dans le 
calcul de la Borne Inférieure 
  
Date d’approvisionnement 
Stockage moyen fixe 
Stockage moyen à recalculer 
  𝐸⟦𝑀𝑃𝐹
+ ⟧ 
𝐶8,2 
𝐶4,1 
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 Calculer le coût de stockage du composant 𝑐8,2 (𝜗
′ = 8) 
 
Figure 3.11 : Exemple illustrant le 3
ème
 cas. 
Cette technique permet de gagner en temps de calculs et éviter de recalculer cette partie 
fixe à chaque nœud.  
Proposition 3.5 
L’évaluation d’un nœud fils utilise l’évaluation d’un nœud père. La borne inférieure 
𝐵𝐼 (𝐴𝜗′,𝑋
𝜗′,2
)   à un nœud 𝑋𝜗′,2 = 𝑋𝑘′+1,2 est égale à la somme de la borne inférieure 
 
𝑘′′ = 7;  𝑣′′ = 7 
𝑘′ = 7;  𝑣′ = 8 
 𝑦 = 4; 𝑧 = 3; 𝑦′ = 3; 𝑧′ = 3  
 
 
  
Date de livraison prévue 
𝐸[𝑀𝑃𝐹] 
𝐸[𝑀1,1] 
𝐸[𝑀2,1] 
𝐶5,2 
𝐶6,2 
𝐶7,2 
𝐶3,1 
𝐶1,2 
𝐶4,2 
Stockage moyen du produit fini 
Délais d’approvisionnement moyen 
Stockage moyen non compté dans le 
calcul de la Borne Inférieure 
  
Date d’approvisionnement 
Stockage moyen fixe 
Stockage moyen à recalculer 
  
𝐶8,2 
𝐸⟦𝑀𝑃𝐹
+ ⟧ 
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𝐵𝐼 (𝐴𝑘′,𝑋
𝑘′,2
)  du nœud parent 𝑋𝑘′,2 de l’arborescence et d’une variable 𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) =
𝐵𝐼 (𝐴𝜗′,𝑋
𝜗′,2
) − 𝐵𝐼 (𝐴𝑘′,𝑋
𝑘′,2
) qui, pour 𝑧 ∈ ℕ,  𝑐𝑘′, 2 ∈ 𝑆𝑧, 1, et 𝑧
′ ∈ ℕ, 𝑐𝑘′′, 2 ∈ 𝑆𝑧′, 1, 
𝑐𝑘′′+1, 2 ∈ 𝑆𝑧′+1, 1 et 𝑘
′′ ≤ 𝑘′ est égale à : 
 
Premier cas :   
Si 𝑦 = 𝑧, 𝑦′ = 𝑧′, 𝜗′′ = 𝑘′′, 𝑐𝜗′,2 ∈ 𝑆𝑦,1,  𝑐𝜗′′,2 ∈ 𝑆𝑦′,1, 𝑐𝜗′′+1,2 ∈ 𝑆𝑦′+1,1 et 𝜗
′′ ≤ 𝜗′ : 
𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) = (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)(𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝜗′
}
⟧ − 𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝑘′
}
⟧)
+∑(ℎ𝑖,1 (𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝜗′
}
⟧ − 𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝑘′
}
⟧))
𝑧′
𝑖=1
− ∑ ℎ𝑘,2𝐸⟦𝑀𝑧,1⟧
𝑐𝑘,2∈𝑆𝑧,1
𝑘′′<𝑘≤𝑘′
+ ∑ ℎ𝑘,2𝐸⟦𝑀𝑦,1⟧
𝑐𝑘,2∈𝑆𝑦,1
𝑘′′<𝑘≤𝜗′
− ℎ𝜗′,2(𝐸⟦𝐿𝜗′,2⟧ + 𝑋𝜗′,2) 
Deuxième cas :   
Si 𝑦 = 𝑧, 𝑦′ = 𝑧′ + 1, 𝜗′′ ≠ 𝑘′′, 𝑐𝜗′,2 ∈ 𝑆𝑦,1,  𝑐𝜗′′,2 ∈ 𝑆𝑦′,1, 𝑐𝜗′′+1,2 ∈ 𝑆𝑦′+1,1 et 𝜗
′′ ≤ 𝜗′:  
𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) = (∑ℎ𝑖,1
𝑦′
𝑖=1
+ 𝑏)𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝜗′
}
⟧ − (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝑘′
}
⟧
+∑ℎ𝑖,1
𝑦′
𝑖=1
𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝜗′
}
⟧ −∑ℎ𝑖,1
𝑧′
𝑖=1
𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝑘′
}
⟧ 
+( ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑦′,1
− ℎ𝑦′,1)𝐸⟦𝑀𝑦′,1⟧ − ℎ𝜗′,2(𝐸⟦𝐿𝜗′,2⟧ + 𝑋𝜗′,2) − ℎ𝑦′,1𝐸⟦𝐿𝑦′,1⟧
− ∑ ℎ𝑘,2𝐸⟦𝑀𝑧,1⟧
𝑐𝑘,2∈𝑆𝑧,1
𝑘′′<𝑘≤𝑘′
 
Troisième cas :   
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Si 𝑦 = 𝑧 + 1, 𝑦′ = 𝑧′, 𝜗′′ = 𝑘′′, 𝑐𝜗′,2 ∈ 𝑆𝑦,1,  𝑐𝜗′′,2 ∈ 𝑆𝑦′,1, 𝑐𝜗′′+1,2 ∈ 𝑆𝑦′+1,1  et 𝜗
′′ ≤ 𝜗′ : 
𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) = (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)(𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝜗′
}
⟧ − 𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝑘′
}
⟧)
+∑ℎ𝑖,1
𝑧′
𝑖=1
𝐸 (𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝜗′
}
⟧ − 𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝑘′
}
⟧) + ∑ ℎ𝑘,2𝐸⟦𝑀𝑦,1⟧
𝑐𝑘,2∈𝑆𝑦,1
𝑣′′<𝑘≤𝑣′
 
−ℎ𝜗′,2𝐸⟦𝐿𝜗′,2⟧ − ℎ𝜗′,2𝑋𝜗′,2 
La démonstration complète est présentée en annexe (Démonstration A.4). 
3.5.5 Dépendance horizontale entre les bornes inférieures 
Nous remarquons par la suite que, lorsqu’on explore l’arbre horizontalement, une partie du 
coût de stockage des composants du dernier niveau de la nomenclature est toujours fixe. 
Comme dans la proposition précédente, nous scindons la borne inférieure en deux parties 
(Figure 3.12). La borne inférieure 𝐵𝐼 (𝐴𝑘′,𝑋
𝑘′,2
+1) pour un nœud 𝑋𝑘′,2 + 1 est égale à la 
somme de la borne inférieure 𝐵𝐼 (𝐴𝑘′,𝑋
𝑘′,2
) du nœud 𝑋𝑘′,2 de l’arborescence et d’une 
variable 𝛽 (𝐴𝑘′,𝑋
𝑘′,2
+1). 
 
 Figure 3.12 : Simplification horizontale dans le calcul de la borne inférieure 
𝑩𝑰 (𝑨𝒌′,𝑿
𝒌′,𝟐
) 
 
 
𝐵𝐼 (𝐴𝑘′−1,𝑋
𝑘′−1,2
)  
𝐵𝐼 (𝐴𝑘′,𝑋
𝑘′,2
+1)  = 𝑩𝑰 (𝑨𝒌′ ,𝑿
𝒌′,𝟐
)  + 𝛽 (𝐴𝑘′,𝑋
𝑘′,2
+1) 
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Proposition 3.6 
L’évaluation d’un nœud 𝑎𝑘′,2 utilise de l’évaluation d’un nœud 𝑋𝑘′,2 + 1 (Figure 3.12). 
Nous notons aussi que la borne inférieure 𝐵𝐼 (𝐴𝑘′,𝑋
𝑘′,2
+1)  pour un nœud 𝑋𝑘′,2 + 1  est 
égale à la somme de la borne inférieure 𝐵𝐼(𝐴𝑘′) du nœud parent 𝑎𝑘′,2 de l’arborescence et 
d’une variable 𝛽 (𝐴𝑘′,𝑋
𝑘′,2
+1) = 𝐵𝐼 (𝐴𝑘′,𝑋
𝑘′,2
+1) − 𝐵𝐼(𝐴𝑘′) qui, pour 𝑧 ∈ ℕ,  𝑐𝑘′,2 ∈ 𝑆𝑧,1, 
et 𝑧′ ∈ 𝐼𝑁,  𝑐𝑘′′,2 ∈ 𝑆𝑧′,1, 𝑐𝑘′′+1,2 ∈ 𝑆𝑧′+1,1, 𝑧 ≥ 𝑧
′  et 𝑘′′ ≤ 𝑘′, est égale à: 
 
 Si  𝑧 > 𝑧′ : 
𝛽 (𝐴𝑘′,𝑋
𝑘′,2
+1) = (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)(𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝑘′,𝑋
𝑘′,2
+1
}
⟧ − 𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝑘′,𝑋
𝑘′,2
}
⟧) 
+∑ℎ𝑖,1
𝑧′
𝑖=1
𝐸 (𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝑘′,𝑋
𝑘′,2
+1
}
⟧ − 𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝑘′,𝑋
𝑘′,2
}
⟧) 
+ ∑ ℎ𝑘,2(𝐸 ⟦𝑀𝑧,1
{𝐴
𝑘′,𝑋
𝑘′,2
+1
}
⟧ − 𝐸 ⟦𝑀𝑧,1
{𝐴
𝑘′,𝑋
𝑘′,2
}
⟧)
𝑐𝑘,2∈𝑆𝑧,1
𝑘′′<𝑘≤𝑘′
− ℎ𝑘′,2 
 Si  𝑧 = 𝑧′ : 
𝛽 (𝐴𝑘′,𝑋
𝑘′,2
+1) = (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)(𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝑘′,𝑋
𝑘′,2
+1
}
⟧ − 𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝑘′,𝑋
𝑘′,2
}
⟧) 
+∑ℎ𝑖,1
𝑧′
𝑖=1
𝐸 (𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝑘′,𝑋
𝑘′,2
+1
}
⟧ − 𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝑘′,𝑋
𝑘′,2
}
⟧) 
+( ∑ (ℎ𝑘,2)
𝑐𝑘,2∈𝑆𝑧,1
− ℎ𝑧,1)(𝐸 ⟦𝑀𝑧,1
{𝐴
𝑘′,𝑋
𝑘′,2
+1
}
⟧ − 𝐸 ⟦𝑀𝑧,1{𝐴𝑋
𝑘′,2
}
⟧) − ℎ𝑘′,2 
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Démonstration 3.6 
La démonstration est faite de la même manière que celle de la proposition (3.5). 
3.6 Étude expérimentale et résultats 
Afin de vérifier l'efficacité de notre algorithme, nous présentons un système d'assemblage 
avec 10 composants au deuxième niveau. Dans la partie suivante, nous analysons les 
résultats obtenus pour des instances où le nombre de composants au niveau 2 de la 
nomenclature 𝑁2 est inférieur à 100. 
3.6.1 Exemples numériques 
Considérons l’exemple suivant d’un système d’assemblage à deux niveaux. Le niveau 1 est 
constitué de quatre composants (𝑁1 = 4), chacun d’eux s’obtiennent en assemblant des 
composants de niveau 2 (Figure 3.13).  
 
Figure 3.13 : Présentation de la nomenclature. 
𝐶1,2 
𝐶3,2 
  
𝐶1,1 
𝐶3,1 
𝐶2,1 
𝑃𝐹 
Niveau 2                Niveau 1   Produit fini 
𝐶4,1 
𝐶2,2 
  
𝐶9,2 
  
𝐶4,2 
𝐶6,2 
  
𝐶5,2 
  
𝐶8,2 
  
𝐶7,2 
  
𝐶10,2 
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La date livraison 𝑇 est égale à 10. Le coût unitaire de rupture en produit fini 𝑏 est égal à 
1000 et le coût de stockage 𝑟 du même produit est de 200. Les valeurs maximales de tous 
les délais d’approvisionnement sont égales à 5. Les lois de probabilités des délais 
d’approvisionnement sont reportées dans le Tableau 3.2. Par exemple, on peut lire dans ce 
tableau que, la probabilité que le composant 𝑐1,1 soit livré après une période est égale à 
0,85, après deux périodes 0,07, après trois périodes 0,05, après quatre périodes 0,02 et 
après cinq périodes 0,01. 
Tableau 3.2 : Loi de distribution des délais d’approvisionnement 
Niveau de la 
nomenclature 
𝒘 1 2 3 4 5 
1 
𝑃𝑟⟦𝐿1,1 = 𝑤⟧ 0,85 0,07 0,05 0,02 0,01 
𝑃𝑟⟦𝐿2,1 = 𝑤⟧ 0,6 0,2 0,1 0,05 0,05 
𝑃𝑟⟦𝐿3,1 = 𝑤⟧ 0,3 0,6 0,05 0,03 0,02 
𝑃𝑟⟦𝐿4,1 = 𝑤⟧ 0,7 0,2 0,05 0,04 0,01 
2 
𝑃𝑟⟦𝐿1,2 = 𝑤⟧ 0,5 0,3 0,1 0,05 0,05 
𝑃𝑟⟦𝐿2,2 = 𝑤⟧ 0,7 0,2 0,05 0,04 0,01 
𝑃𝑟⟦𝐿3,2 = 𝑤⟧ 0,09 0,01 0,1 0,35 0,45 
𝑃𝑟⟦𝐿4,2 = 𝑤⟧ 0,01 0,1 0,6 0,2 0,09 
𝑃𝑟⟦𝐿5, 2 = 𝑤⟧ 0,4 0,3 0,1 0,1 0,1 
𝑃𝑟⟦𝐿6, 2 = 𝑤⟧ 0,7 0,2 0,05 0,04 0,01 
𝑃𝑟⟦𝐿7, 2 = 𝑤⟧ 0,5 0,3 0,1 0,05 0,05 
𝑃𝑟⟦𝐿8, 2 = 𝑤⟧ 0,25 0,15 0,2 0,2 0,2 
𝑃𝑟⟦𝐿9, 2 = 𝑤⟧ 0,15 0,3 0,2 0,15 0,2 
𝑃𝑟⟦𝐿10, 2 = 𝑤⟧ 0,7 0,2 0,05 0,04 0,01 
Les coûts de stockage des composants sont présentés dans le Tableau 3.3. 
Tableau 3.3 : Les coûts de stockage des composants 
𝒊 1 2 3 4 5 6 7 8 9 10 
𝒉𝒊,𝟐 33 7 1 22 6 2 11 6 6 3 
𝒉𝒊,𝟏 55 41 32 12       
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Nous avons présenté un exemple avec 𝑁1 = 4,𝑁2 = 10. Nous supposons que pour chaque 
composant, le délai de livraison maximal 𝑢𝑖,𝑙 est égal à 5 périodes. Le cardinal de l’espace 
de recherche initiale est donc égal à 910 solutions. Le Tableau 3.4 présente les limites 
supérieures 𝜎(𝑋𝑖,2
∗ ) de l’espace de recherche réduit pour les variables de décision 𝑋𝑖,2,  
𝑖 = 1, … ,10, obtenues après la réduction de l’espace de recherche (voir section 3.4). 
Rappelons que les valeurs de ces variables ont été initialement comprises entre 0 et 8 
(𝑇 − 2). La technique permettant la réduction de l’espace de recherche l’a diminué de 
99.271% (espace de recherche finale égal à 42 × 52 × 64 × 72 solutions). 
Tableau 3.4 : Espace de recherche 
𝒊 1 2 3 4 5 6 7 8 9 10 
𝝈(𝑿𝒊,𝟐
∗ ) 6 7 4 4 6 6 6 5 5 7 
 
En utilisant la PSE-IR-ML (PSE renforcée par le calcul de l’Intervalle de recherche Réduit 
(IR) et une borne supérieure ou égale à un Minimum Local (ML)), le coût minimal a été 
trouvé en 0,068 secondes et vaut 549,116. Les dates de lancement sont présentées dans le 
Tableau 3.5.  
Tableau 3.5 : Dates d’approvisionnement optimales 
𝒊 1 2 3 4 5 6 7 8 9 10 
𝑿𝒊,𝟐
∗  4 4 1 2 1 2 3 1 1 3 
 
L’évolution de la borne inférieure à chaque niveau de l’arbre de la recherche est présentée 
dans la Figure 3.14. Elle dépend de la nomenclature et des coûts de stockage des différents 
composants. Nous apercevons que si nous classons en ordre croissant les coûts de stockage  
de tous les composants 𝑐𝑘,2 ∈ 𝑆𝑖,1 nécessaires pour l’assemblage d’un composant 𝑖, nous 
obtenons une convergence plus rapide de la borne inférieure. 
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Figure 3.14 : L’évolution de la borne inférieure 
Le Tableau 3.6 montre l’effet de renforcement de la PSE avec un IR  et une borne 
supérieure égale à un ML. L’utilisation à la fois de ces deux techniques permet de réduire, 
par rapport à la PSE, le temps de calcul (𝐶𝑃𝑈𝑟é𝑑𝑢𝑐𝑡𝑖𝑜𝑛) de plus de 78%. Le pourcentage du 
nombre de branches finales gardées (𝑏𝑓𝑔%) par rapport au nombre total de solutions 
possibles, est de moins de 1%. 
Tableau 3.6 : L’effet des différentes techniques sur le comportement de la Procédure par Séparation et 
Évaluation 
Procédure utilisée PSE+IR PSE+ML PSE+IR+ML PSE 
𝒃𝒇𝒈% 4,08% 0,92% 0,71% 5,25% 
𝑪𝑷𝑼𝒓é𝒅𝒖𝒄𝒕𝒊𝒐𝒏 29,37% 67,19% 78,91% - 
3.6.2 Tests numériques du comportement de la PSE  
Nous présentons, dans la partie qui suit, les résultats numériques pour des instances dont le 
nombre des composants au niveau 2 est inférieur à 50. 
Les tests consistaient à exécuter l’algorithme sur 50 instances générées d’une manière 
aléatoire. Pour ces instances, le nombre de composants au niveau 2 a été choisi parmi les 
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valeurs suivantes [10, 20, 30, 40, 50]. Pour chaque nombre de composants, 10 instances 
différentes ont été générées.  
Les données de chaque instance sont :  
 La fonction de distribution des délais d’approvisionnements des composants 
avec le délai de livraison maximal 𝑢𝑖,𝑙 égal à 5 périodes, 
 Les coûts unitaires de stockage des composants, 
 Le coût unitaire de stockage du produit fini, 
 Le coût unitaire de rupture en produit fini,  
 Le nombre des composants au niveau 1 nécessaires pour l’assemblage d’un 
produit fini, 
 Le nombre des composants de niveau 2 nécessaires pour l’assemblage de chaque 
type de composants de niveau 1. 
En utilisant la PSE-IR-ML proposée précédemment, les instances de taille supérieure à 30 
n’ont pas été résolues dans un temps d’une heure compte tenu du cardinal très important de 
l’espace de recherche dans ce cas-là (voir le Tableau 3.7).  
Les résultats montrent l’efficacité de la PSE pour des problèmes de petite taille et de taille 
moyenne. La résolution optimale du problème dépend fortement de la qualité des bornes 
inférieures et supérieures. L’utilisation d’un minimum local en tant que borne supérieure a 
permis de réduire significativement le temps de calcul ainsi le nombre de feuilles 
explorées. 
Tableau 3.7 : Le temps moyen de calcul (en secondes) 
𝑵𝟐 10 20 30 40 50 
PSE-IR-ML 0,07 3,06 83,42 Pas résolus 
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3.7 Conclusions 
Nous nous sommes intéressés à la planification des réapprovisionnements des systèmes 
d’assemblage à deux niveaux quand les délais d’approvisionnement des composants sont 
aléatoires. 
Le critère considéré est la somme de l’espérance mathématique du coût de stockage des 
composants, l’espérance mathématique du coût de rupture en produit fini et l’espérance 
mathématique du coût de stockage du produit fini. Nous avons ainsi une fonction non 
linéaire à variables entières à optimiser. 
Nous avons développé un algorithme d’optimisation basé sur la technique de séparation et 
d’évaluation (PSE). Une borne inférieure et une technique de réduction de l’espace de 
recherche ont été proposées. 
Les tests ont montré l’efficacité de la PSE et des techniques proposées (IR et ML) pour 
résoudre des problèmes de petites tailles et de tailles moyennes avec un temps de calcul ne 
dépassant pas une heure. 
Dans le chapitre suivant, nous proposerons un algorithme génétique permettant le 
traitement de problèmes de taille plus importante tout en assurant un bon compromis entre 
la qualité des solutions approchées proposées et le temps de calcul.  
     
 
89 
 
Chapitre 4 : Optimisation d’un système d’assemblage à deux niveaux par 
un Algorithme Génétique 
4.1 Introduction 
Après avoir présenté une PSE qui permet d’optimiser, de manière exacte, un système 
d’assemblage à deux niveaux, nous proposons une méthode approchée à base d'un 
algorithme génétique (AG). L'objectif est de résoudre des problèmes de taille plus 
importante en garantissant un bon compromis entre la qualité des solutions obtenues et le 
temps de calcul. 
Divers méta-heuristiques sont proposées dans la littérature afin de résoudre des problèmes 
d’optimisation. Les AGs semblent être les plus adaptés à notre problème. En effet, la 
représentation des solutions et les opérateurs de reproduction (croisement et mutation) 
peuvent facilement être mis en place pour le problème considéré. En outre, dans la mesure 
où il n'existe pas de contraintes particulières, une méta-heuristique basée sur une recherche 
locale, telle que la recherche Tabou par exemple, demanderait l'exploration d'un grand 
nombre de voisins et donc un temps de calcul significatif. 
La première description des algorithmes génétiques a été introduite par [Holland, 1975]. 
Puis [Goldberg and Deb, 1991] les ont utilisées pour résoudre un certain nombre de 
problèmes d'optimisation. Les AGs ont été appliqués avec succès à plusieurs problèmes 
proches tels que le problème de gestion de stocks dans un système d'assemblage à deux 
niveaux face aux aléas des délais d'approvisionnement ([Hnaien et al., 2010]), le contrôle 
du temps d'approvisionnement dans un système d'assemblage à opérations multiples 
([Perkgoz et al., 2007]), et la gestion de lotissements et des délais d'approvisionnement par 
([Kianfar and Mokhtari, 2009]). 
Le travail de ce chapitre se base essentiellement sur les travaux de [Hnaien et al., 2009] et 
[Fallah-Jamshidi et al., 2011] sur les systèmes d’assemblage à deux niveaux. Afin de 
garantir un bon rapport entre la qualité des solutions et le temps de calcul, nous avons 
renforcé l’AG par une technique de réduction de l’espace de recherche initial, par une 
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procédure de recherche locale et par une procédure de perturbation. La description générale 
de l’algorithme ainsi que les techniques associées sont présentées dans les sections 
suivantes. Puis, quelques résultats expérimentaux sont présentés afin d’illustrer les 
performances de la méthode face à différents problèmes. 
4.2 Problème à résoudre 
Dans cette partie, nous étudions le même système d’assemblage à deux niveaux que celui 
présenté dans le chapitre précédent. Le coût à minimiser est l’espérance mathématique du 
coût total composé du coût de stockage des composants, coût de rupture en produit fini et 
le coût de stockage du produit fini. Nous conservons les notations et les définitions déjà 
décrites dans le chapitre précédent. Le paramétrage de l’AG nécessite d’introduire de 
nouvelles notations, elles seront définies au fur et à mesure qu’elles apparaissent dans le 
chapitre. 
Comme dans le chapitre précédent, l’objectif est de déterminer l’ensemble optimal 
𝑋 = (𝑋1,2, … , 𝑋𝑘,2, … , 𝑋𝑁2,2) des dates  de lancement des ordres aux fournisseurs qui 
minimisent l’espérance mathématique du coût total 𝐸𝐶⟦𝐶(𝑋, 𝐿)⟧ : 
𝑚𝑖𝑛(𝐸⟦𝐶(𝑋, 𝐿)⟧) = 𝐻 × (∑(1 −∏ ∑ [𝑃⟦𝐿𝑖,1 = 𝑜1⟧ × ∏ 𝐹𝑘,2(𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
]
𝑜1+𝑜2=𝑠
𝑁1
𝑖=1
)
𝑠≥𝑇
) 
+𝑅 × (𝑇 −∑(∏ ∑ [𝑃⟦𝐿𝑖,1 = 𝑜1⟧ × ∏ 𝐹𝑘,2(𝑋𝑘,2 − 𝑜2 − 1)
𝑐𝑘,2∈𝑆𝑖,1
]
𝑜1+𝑜2=𝑠
𝑁1
𝑖=1
)
𝑠≥0
)  
−∑𝐻𝑖∑(1− [ ∏ 𝐹𝑘,2(𝑋𝑘,2 + 𝑠)
𝑐𝑘,2∈𝑆𝑖,1
− ∏ 𝐹𝑘,2(𝑋𝑘,2 − 𝑠 − 1)
𝑐𝑘,2∈𝑆𝑖,1
])
𝑠≥0
𝑁1
𝑖=1
−∑(∑ℎ𝑖,𝑙𝐸⟦𝐿𝑖,𝑙⟧
𝑁𝑙
𝑖=1
)
2
𝑙=1
−∑ℎ𝑖,2𝐸⟦𝑋𝑖,2⟧
𝑁2
𝑖=1
 
(4.1) 
Où : 
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• 𝑋 = (𝑋1,2, … , 𝑋𝑘,2, … , 𝑋𝑁2,2), ∀ 𝑐𝑘,2 ∈ 𝑆𝑖,1, ∀𝑘 = 1, … , 𝑁2, ∀𝑖 = 1,… ,𝑁1 
• 𝑇 − 𝑈𝑘,2  ≤ 𝑋𝑘,2 ≤  𝑇 − 2 
• 𝐻𝑖 = ℎ𝑖,1 − ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑖,1
 
• 𝐻 =∑ℎ𝑖,1
𝑁1
𝑖=1
+ 𝑏 
• 𝑅 = 𝑟 +∑ℎ𝑖,1
𝑁1
𝑖=1
 
Le problème étudié consiste à minimiser une fonction objectif (équation (4.1)) non linéaire 
à variables de décisions entières. La fonction objectif est calculée en un temps polynomial 
en 𝑂(𝑁2 × 𝑈) avec 𝑈 = 𝑚𝑎𝑥(𝑈𝑘,2) , ∀𝑘 = 1,… ,𝑁2. Mais la question de savoir si le 
problème est lui-même solvable en un temps polynomial ou s’il est 𝑁𝑃 − 𝑑𝑖𝑓𝑓𝑖𝑐𝑖𝑙𝑒 est 
ouverte ([Hnaien, 2008]). 
4.3 Algorithme génétique 
Un AG est basé sur le mécanisme de la sélection naturelle et de la génétique de l'évolution. 
Il commence par la création d’une population initiale qui représente l’ensemble des 
solutions de départ. Une fonction d’évaluation basée sur un critère de performance est 
appelée afin de déterminer la qualité (fitness) des solutions de la population. Les individus, 
jugés les plus forts par cette fonction, seront gardés pour se reproduire et auront plus de 
chance d’avoir des descendants que les autres. 
La Figure 4.1 présente un schéma général de fonctionnement d’un AG. Les différentes 
étapes de ce dernier seront présentées, en détail, dans les sections suivantes. 
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Figure 4.1 : Fonctionnement fondamental de l’algorithme génétique 
Nous notons que chaque chromosome (ou individu, solutions, tous ces noms sont 
synonymes dans ce contexte) est constitué d'un ensemble d'éléments appelés gènes. Le but 
est de trouver la combinaison optimale de ces éléments qui donne la meilleure « fitness ». 
A chaque génération, les phases de sélection et de recombinaison (croisement et mutation) 
permettent de générer une nouvelle population d’individus à partir de la population 
courante. De génération en génération, la force des individus augmente et un test d'arrêt est 
effectué pour décider quand arrêter l'algorithme.  
Nous présentons par la suite le codage de chaque individu, la technique de génération de la 
population initiale, la fonction fitness, la stratégie de sélection des individus candidats à la 
mutation et au croisement, les opérations de reproduction (mutation et croisement) et la 
technique de perturbation utilisée. Enfin, nous décrivons la procédure de recherche locale 
et la technique de perturbation. 
Création au hasard de 
la population initiale 
Évaluation et classement 
des individus 
Sélection des parents 
Création de nouveaux individus par 
croisement et mutation 
Sélection de la nouvelle 
population 
Critère d’arrêt ? 
Fin 
Oui 
Non 
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4.3.1 Codage 
Le premier pas dans l'implantation d'un AG est de créer la population initiale d'individus. 
Chaque individu de la population est codé par un chromosome. Il représente un point dans 
l'espace de recherche. Chaque solution possible au problème doit être codée à l'aide d'un 
chromosome. Dans notre étude, chaque gène est donc une date de lancement d’ordre 
d'approvisionnement à un fournisseur, et chaque chromosome est codé par un ensemble de 
dates de lancement des composants du dernier niveau. 
 
Figure 4.2 : Exemple d’un chromosome à 10 gènes 
La longueur du chromosome est égale à 𝑁2 qui correspond au nombre de composants au 
deuxième niveau du système d’assemblage étudié. La Figure 4.2 présente un exemple de 
chromosomes à dix gènes (𝑁2 = 10) du système d’assemblage présenté dans la Figure 
3.13. 
4.3.2 Génération de la population initiale 
Le choix de la population initiale conditionne fortement la rapidité de convergence de 
l'algorithme. La position de l'optimum dans notre espace de recherche est totalement 
inconnue. Le problème principal est le choix de la taille et l'homogénéité de la population 
initiale. Si la taille de la population est très grande, le temps de calcul augmente et 
nécessite un espace mémoire important. Dans le cas contraire, l'algorithme risque de ne pas 
avoir assez de variété dans la population. Il faut donc trouver le bon compromis pour 
générer des individus bien répartis dans l'espace de recherche, qui servira de base pour les 
générations futures. 
5 2 3 3 1 3 0 2 3 1 
 
Dates de lancement des ordres aux fournisseurs 
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Dans un premier temps, nous générons ces individus d'une manière aléatoire selon une 
distribution uniforme comme suit: 𝑋𝑖,2 = 𝑟𝑎𝑛𝑑(2, 𝑈𝑖,2) pour 𝑖 ∈ [1,2, … ,𝑁2]. 
Puis nous utilisons une technique de Génération Spécifique de la Population Initiale 
(GSPI) qui vise à réduire l’espace de recherche. En appliquant cette technique, la 
population initiale est composée de: 
 5% d’optima locaux obtenus en appliquant une procédure de recherche locale sur 
des individus générés d’une manière aléatoire selon une distribution uniforme.  
 95% de meilleurs voisins d’individus générés d’une manière aléatoire selon une 
distribution uniforme. 
Dans la partie qui suit, nous présentons la fonction fitness qui permet d’évaluer les 
individus et d’éliminer les doublons et les remplacer par d'autres individus.  
4.3.3 Évaluation : fitness 
A chaque solution, nous associons une fonction d'évaluation appelée une fonction "fitness" 
reliée à la valeur de la fonction «objectif». Cette fonction de performance décrit le mérite 
de l'individu représenté par des données contenues dans un chromosome. Dans notre cas, la 
valeur numérique attribuée à un individu 𝑋 est le coût total moyen 𝐸⟦𝐶(𝑋, 𝐿)⟧ (voir 
l’équation (4.1)). 
A chaque génération, une sélection d'individus est faite pour la reproduction par les 
opérateurs de croisement et de mutation. Chaque chromosome est évalué en utilisant la 
fonction fitness, celui qui aura une mauvaise valeur de la fonction "fitness", aura une 
probabilité forte d'être éliminé par le processus de sélection. 
4.3.4 Stratégie de sélection 
Après la création et l'évaluation de la population initiale, certains individus sont 
sélectionnés pour participer à la création de la nouvelle génération. Nous optons pour la 
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méthode de sélection élitiste. Un individu est sélectionné selon sa performance. Dans notre 
cas, il existe deux phases de sélection : 
 La sélection de reproduction: les 𝑁 2 ⁄ -individus les plus performants dans la 
population sont choisis pour subir les opérations de reproduction (croisement et 
mutation). La sélection est  𝑁 2 ⁄ –élitiste. 
 La sélection de remplacement est la sélection de la nouvelle population (de taille 𝑁) 
d'une génération à une autre. Les individus de la nouvelle population sont 
sélectionnés parmi une population totale 𝑃𝑜𝑝
𝑡𝑜𝑡𝑎𝑙𝑒
 constituée de la population 
initiale (𝑁), des fils obtenus par croisement (𝐹𝑖𝑙𝑠𝑐𝑟𝑜𝑖𝑠é𝑠) et par mutation (𝐹𝑖𝑙𝑠𝑚𝑢𝑡é𝑠). 
Il est à noter que les individus doublons sont supprimés dans l’AG pur. Pour maintenir une 
diversité suffisante de la population, ces doublons sont remplacés par des individus de 
la 𝑃𝑜𝑝
𝑡𝑜𝑡𝑎𝑙
, qui ne font pas partie de la sélection de remplacement.  
4.3.5 Croisement 
Dans les AGs, le croisement est considéré comme le principal opérateur pour produire de 
nouveaux individus et favoriser la diversification de la population. Un opérateur de 
croisement peut former deux nouveaux individus (fils) à partir de deux individus (parents). 
La création d'un couple d'enfants à partir d'un couple de parents est effectuée avec une 
probabilité de croisement Pcross, l'idée principale est d'échanger les gênes des parents afin 
de donner des enfants qui portent des propriétés combinées.  
Parmi ces processus, nous pouvons citer le croisement multipoints. Un parent est composé 
de 𝑁2 gênes, donc il est possible de le couper en 𝑛 (𝑛 = 1,… ,𝑁2 − 1). Nous choisissons un 
opérateur de croisement à un seul point. L'ensemble des 𝑁 2⁄   parents sélectionnés est 
partitionné de manière aléatoire en 𝑁 4⁄  couples. Le point de croisement est aussi choisi de 
manière aléatoire à chaque génération de l'algorithme dans l'intervalle [1,… ,𝑁2 − 1]. 
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Chaque couple subit une opération de croisement avec une probabilité de croisement  
Pcross. Les couples qui ne subissent pas une opération de croisement ne sont pas maintenus. 
Soit un couple de parents 𝑋𝑝1 = (𝑋1,2
𝑝1, … , 𝑋𝑖,2
𝑝1, …𝑋𝑁2,2
𝑝1 )  et 𝑋𝑝2 = (𝑋1,2
𝑝2, … , 𝑋𝑖,2
𝑝2, …𝑋𝑁2,2
𝑝2 ) 
qui subit un croisement à un point 𝑗 avec 𝑗 ∈ [1, … ,𝑁2 − 1]. Les deux fils  𝑋
𝑓1 =
(𝑋1,2
𝑓1, … , 𝑋𝑖,2
𝑓1, …𝑋𝑁2,2
𝑓1 ) et 𝑋𝑓2 = (𝑋1,2
𝑓2, … , 𝑋𝑖,2
𝑓2, …𝑋𝑁2,2
𝑓2 ) sont obtenus de la manière 
suivante : 
{
 
 𝑋𝑖2
𝑓𝑘 = 𝑋𝑖,2
𝑝𝑘, 𝑖 ∈ [1,2, … , 𝑗] 𝑒𝑡 𝑘 ∈ {1,2}
𝑋𝑖2
𝑓1 = 𝑋𝑖,2
𝑝2, 𝑖 ∈ [𝑗 + 1, … , 𝑁2]                 
𝑋𝑖2
𝑓2 = 𝑋𝑖,2
𝑝1, 𝑖 ∈ [𝑗 + 1, … , 𝑁2]                 
 
Dans la Figure 4.3, un exemple d'opérateur de croisement, où 𝑁2 la taille du chromosome 
est égale à 5 et le croisement au point 2 est présenté : 
 
Figure 4.3 : Exemple de croisement d’un couple de parents. 
 
4.3.6 Mutation 
L'opérateur de mutation apporte à l’AG une diversification nécessaire pour une exploration 
efficace de l'espace de recherche. Il permet d'atteindre la plupart des sous-espaces de 
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solutions réalisables. En effet, la mutation joue le rôle d'un bruit et empêche l'évolution de 
se figer. Les propriétés de convergence d'un AG sont fortement dépendantes de l'opérateur 
de mutation. Cet opérateur est utilisé avec une probabilité de mutation 𝑃𝑚𝑢𝑡, généralement 
choisie faible (5%). 
Dans notre étude, un individu 𝑋 = (𝑋1,2, … , 𝑋𝑖,2, … , 𝑋𝑁2,2)  a une probabilité 𝑃𝑚𝑢𝑡 d'être 
muté. La mutation concerne uniquement un gène 𝑋𝑖,2 du chromosome. Ce gène est 
sélectionné aléatoirement à chaque génération par une simple distribution uniforme: 
{
𝑋𝑖,2
𝑁𝑒𝑤 = 𝑋𝑖,2
𝑂𝑙𝑑 + 𝑟𝑎𝑛𝑑(−2,2)             
𝑋𝑗,2
𝑁𝑒𝑤 = 𝑋𝑗,2
𝑂𝑙𝑑 , ∀ 𝑗 ∈ [1, … ,𝑁2], 𝑗 ≠ 𝑖
 
4.3.7 Procédure de perturbation 
Dans l’AG pur, lors de la création d’une nouvelle génération, les doublons sont remplacés 
par les meilleurs individus restant après la sélection de remplacement. 
Il s’est avéré que cet algorithme de remplacement n’a pas été suffisamment efficace même 
s’il a permis de baisser le temps de calcul. En effet, après plusieurs générations, une 
diversité insuffisante de la population a été constatée et le nombre d’individus disponibles 
(sans les doublons) est presque égal au nombre d’individus nécessaires à la création de la 
nouvelle population. 
Afin de créer une diversité suffisante de la population initiale de chaque génération, nous 
avons un deuxième algorithme où le remplacement des doublons est fait d’une manière 
aléatoire. Mais ce deuxième algorithme a un défaut, les individus insérés (dont la valeur de 
chaque gène est choisie d’une manière aléatoire telle que 𝑇 − 𝑈𝑘,2  ≤ 𝑋𝑘,2 ≤  𝑇 − 2) sont 
souvent de mauvaise qualité et sont presque tous supprimés dès la première sélection de la 
population initiale de la nouvelle génération.  
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Donc, finalement, nous avons opté pour la procédure de perturbation qui est décrite dans la 
Figure 4.4. Elle permet de sortir d’un optimum local et d’éviter une convergence 
prématurée.  
Les deux limites ℎ1 et ℎ2 de cette partie à muter sont déterminées d’une manière aléatoire 
et dépendent de la nomenclature du produit fini et de la dépendance père-fils : Nous 
déterminons d’une manière aléatoire deux composants d’indices 𝑝è𝑟𝑒
1
et 𝑝è𝑟𝑒
2
 du premier 
niveau de la nomenclature. Le bloc de gènes composé des dates d’ordres 
d’approvisionnement des composants du deuxième niveau qui sont nécessaires à 
l’assemblage des composants 𝑐𝑝è𝑟𝑒1 , … , 𝑐𝑝è𝑟𝑒2 subissent une mutation de +/-1. 
Déterminer la liste 𝐼𝑛𝑑𝑖𝑣𝑠𝑑𝑜𝑢𝑏𝑙𝑜𝑛𝑠  des individus doublons d’un individu 𝑖 ; 
Pour chaque doublon 𝐼𝑛𝑑𝑖𝑣𝑠𝑑𝑜𝑢𝑏𝑙𝑜𝑛𝑠(𝑖) faire 
𝑝è𝑟𝑒
1
← 𝑟𝑎𝑛𝑑(1, 𝑁1); 
𝑝è𝑟𝑒
2
← 𝑟𝑎𝑛𝑑(𝑝è𝑟𝑒
1
, 𝑁1); 
ℎ1 ← 𝑝𝑟𝑒𝑚𝑖𝑒𝑟𝑓𝑖𝑙𝑠(𝑝è𝑟𝑒1);ℎ2 ← 𝑑𝑒𝑟𝑛𝑖𝑒𝑟𝑓𝑖𝑙𝑠(𝑝è𝑟𝑒2); 
𝜑 ← 𝑟𝑎𝑛𝑑(−1 𝑜𝑢 1) ; 
Pour 𝑗 = ℎ1 à ℎ2 faire 
          𝐼𝑛𝑑𝑖𝑣𝑑𝑜𝑢𝑏𝑙𝑜𝑛(𝑗) ← 𝐼𝑛𝑑𝑖𝑣𝑑𝑜𝑢𝑏𝑙𝑜𝑛(𝑗) + 𝜑 ;  
Fin Pour  
Fin Pour 
Figure 4.4 : Procédure proposée pour créer une perturbation. 
Cette procédure est un mix des deux méthodes de remplacement mentionnées ci-dessus. 
Les doublons sont supprimés et remplacés par des individus déterminés d’une manière 
aléatoire de l’espace de recherche réduit. Si la fonction objectif ne peut pas sortir d’un 
optimum local pendant 10 générations, au lieu de supprimer l’ensemble d’individus 
doublons, chaque individu de cet ensemble subit une mutation sur une partie de ces gènes 
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(c’est ce que nous appelons une mutation par bloc dans l’exemple de la Figure 4.5 où les 
valeurs comprises entre ℎ1 et ℎ2 subissent une mutation de +1).  
 
 
Figure 4.5 : Exemple illustrant la mutation par bloc. 
+1 
5 2 3 3 2 4 1 2 3 1 
 
5 2 3 2 1 3 0 2 3 1 
 
ℎ1 ℎ2 
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4.3.8 Recherche locale 
La mutation, le croisement et la perturbation ne sont souvent pas suffisants pour éviter une 
convergence prématurée, c’est pour cela qu’il est utile d’intégrer une recherche locale 
(Cheng et al. 1997, Dolgui et al. 2007, Hnaien 2008). 
Dans un premier temps, la recherche locale est intégrée dans la procédure qui crée la 
population initiale. La recherche du meilleur voisin a été considérée : l’heuristique 
commence par générer un individu, toutes les solutions voisines avec une variation d’une 
unité d’un gène sont explorées. Ainsi l’ensemble de voisins peut contenir au plus 2 × 𝑁2 
solutions.  
Nous précisons que 95% de la population initiale est constituée de meilleurs voisins à des 
solutions générées aléatoirement et qui ne sont pas forcément des optima locaux (car la 
recherche du meilleur voisin est appliquée une seule fois).  
Pour le 5% restant de la population initiale, soit des optima locaux, la même procédure est 
de nouveau appliquée sur chaque meilleur voisin (elle prend fin quand le même individu a 
toujours la meilleure fitness que son voisin et cela signifie qu’il est un optimum local). Une 
vérification est faite pour avoir des optima locaux différents. 
La recherche locale est également utilisée à chaque nouvelle génération. Elle est appliquée 
sur la meilleure solution qui n’est pas déjà un optimum local (c.à.d. qui n’est pas 
dans 𝐸𝑂𝑝𝑡𝑖𝑚𝑎𝐿𝑜𝑐𝑎𝑢𝑥). Ce choix a été fait car le temps de calcul nécessaire pour évaluer 
l’ensemble des voisins d’un individu est non négligeable. 
La description détaillée de l’algorithme proposé est présentée dans la Figure 4.6. La 
fonction 𝑚𝑒𝑖𝑙𝑙𝑒𝑢𝑟_𝑠𝑜𝑢𝑠_𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 permet de sélectionner une nouvelle population qui est 
composée de meilleurs individus. 
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𝑃𝑜𝑝0 ← 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑒(.);  𝐸𝑂𝑝𝑡𝑖𝑚𝑎𝐿𝑜𝑐𝑎𝑢𝑥 ← ∅ ; 
Pour 𝑔𝑒𝑛 de 1 à  𝑀𝑎𝑥_𝑔é𝑛é𝑟𝑎𝑡𝑖𝑜𝑛 faire 
𝑃𝑜𝑝𝑔𝑒𝑛 ← 𝑃𝑜𝑝𝑔𝑒𝑛−1 ;  
// Sélection de reproduction// 
𝐸𝑃𝑎𝑟𝑒𝑛𝑡𝑠 ← 𝑚𝑒𝑖𝑙𝑙𝑒𝑢𝑟_𝑠𝑜𝑢𝑠_𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 (𝑃𝑜𝑝𝑔𝑒𝑛 ,
𝑁
2
); 
// Opérateurs de reproduction// 
𝐹𝑖𝑙𝑠𝑐𝑟𝑜𝑖𝑠é𝑠 ← 𝑐𝑟𝑜𝑖𝑠𝑒𝑚𝑒𝑛𝑡(𝐸𝑃𝑎𝑟𝑒𝑛𝑡𝑠 , 𝑃𝑐𝑟𝑜𝑠𝑠) ; 
𝐹𝑖𝑙𝑠𝑚𝑢𝑡é𝑠 ← 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛(𝐸𝑃𝑎𝑟𝑒𝑛𝑡𝑠 , 𝑃𝑚𝑢𝑡) ; 
//Recherche locale//  
𝑀𝑒𝑖𝑙𝑙𝑒𝑢𝑟𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 ← 𝑚𝑒𝑖𝑙𝑙𝑒𝑢𝑟_𝑠𝑜𝑢𝑠_𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒(𝐸𝑃𝑎𝑟𝑒𝑛𝑡𝑠 ∪ 𝐹𝑖𝑙𝑠𝑐𝑟𝑜𝑖𝑠é𝑠 ∪ 𝐹𝑖𝑙𝑠𝑚𝑢𝑡é𝑠\𝐸𝑂𝑝𝑡𝑖𝑚𝑎𝐿𝑜𝑐𝑎𝑢𝑥 , 1) ; 
𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑅𝐿 ← 𝑀𝑒𝑖𝑙𝑙𝑒𝑢𝑟𝑣𝑜𝑖𝑠𝑖𝑛(𝑀𝑒𝑖𝑙𝑙𝑒𝑢𝑟𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛) ; 
Si (𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑅𝐿 =  𝑀𝑒𝑖𝑙𝑙𝑒𝑢𝑟𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛) alors 
𝐸𝑂𝑝𝑡𝑖𝑚𝑎𝐿𝑜𝑐𝑎𝑢𝑥 ← 𝐸𝑂𝑝𝑡𝑖𝑚𝑎𝐿𝑜𝑐𝑎𝑢𝑥 ∪ 𝑀𝑒𝑖𝑙𝑙𝑒𝑢𝑟𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 ; 
Fin Si 
// Sélection de remplacement// 
𝑃𝑜𝑝𝑔𝑒𝑛 ← 𝑚𝑒𝑖𝑙𝑙𝑒𝑢𝑟_𝑠𝑜𝑢𝑠_𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 (𝐸𝑃𝑎𝑟𝑒𝑛𝑡𝑠 ∪ 𝐹𝑖𝑙𝑠𝑐𝑟𝑜𝑖𝑠é𝑠 ∪ 𝐹𝑖𝑙𝑠𝑚𝑢𝑡é𝑠 ∪ 𝐸𝑂𝑝𝑡𝑖𝑚𝑎𝐿𝑜𝑐𝑎𝑢𝑥 ,
𝑁
2
) ; 
// Perturbation//  
Si 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒𝑝𝑟𝑒𝑚𝑎𝑡𝑢𝑟é𝑒(𝑃𝑜𝑝𝑔𝑒𝑛) alors 𝑃𝑜𝑝𝑔𝑒𝑛 ← 𝑝𝑒𝑟𝑡𝑢𝑟𝑏𝑎𝑡𝑖𝑜𝑛(𝑃𝑜𝑝𝑔𝑒𝑛) Fin Si 
Fin Pour 
Figure 4.6 : Structure générale de l’AG proposé. 
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4.3.9 Critère d’arrêt 
Nous arrêtons l’algorithme après 𝑛 générations. 
4.4 Étude expérimentale et résultats 
Pour la partie qui suit, nous utilisons la bibliothèque d'instances utilisée dans [Hnaien, 
2008]. Pour comparer les différentes méthodes mises en œuvre, la mesure de performance 
utilisée est le coût total moyen obtenu avec la meilleure solution connue (trouvée par la 
PSE pour certaines instances ou sinon la meilleure solution trouvée par les différentes 
versions de l’AG).  
Après des tests préliminaires, nous avons fixé la taille de la population initiale 𝑃𝑜𝑝0 à 60 
individus, la probabilité de croisement à 95%, la probabilité de mutation à 5% et la 
condition d'arrêt 𝑀𝑎𝑥_𝑔é𝑛é𝑟𝑎𝑡𝑖𝑜𝑛 est fixée à 1000 générations. 
4.4.1 Exemples numériques 
Dans cette section nous montrons en détail le même exemple numérique que celui étudié 
dans la section 3.6.1. Pour cet exemple, nous avons trouvé les dates optimales en utilisant 
notre AG, renforcé par notre recherche locale, notre procédure de génération de la 
population initiale et notre procédure de perturbation. Les résultats numériques sont faits à 
partir de 100 tests sur le même jeu de données. L’AG converge vers la solution optimale 
après plus de 383 générations en moyenne. Le même AG, renforcé par notre technique de 
Génération Spécifique de la Population Initiale (GSPI), notre procédure de Perturbation (P) 
et notre Recherche Locale (RL) est plus efficace ; les dates optimales de lancement 
d’ordres aux fournisseurs ont été trouvées en 0,002 secondes et en moins de 15 générations 
en moyenne.  
Nous définissons pour la suite: 
 Le 𝑔𝑎𝑝 moyen entre la meilleure solution de la population initiale et la meilleure 
solution trouvée au bout de 1000 générations : 𝑔𝑎𝑝 =
𝑏𝑒𝑠𝑡𝑠𝑜𝑙0−𝑏𝑒𝑠𝑡𝑠𝑜𝑙1000
𝑏𝑒𝑠𝑡𝑠𝑜𝑙1000
× 100  
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 Le 𝑔𝑎𝑝∗ moyen entre 𝑏𝑒𝑠𝑡𝑠𝑜𝑙1000  c.-à-d. la meilleure solution trouvée au bout de 
1000 générations et 𝑏𝑒𝑠𝑡𝑠𝑜𝑙∗, c.-à-d. la meilleure solution connue (trouvée par la 
PSE jusqu’à 30 composants) : 𝑔𝑎𝑝∗ =
𝑏𝑒𝑠𝑡𝑠𝑜𝑙1000−𝑏𝑒𝑠𝑡𝑠𝑜𝑙∗
𝑏𝑒𝑠𝑡𝑠𝑜𝑙∗
× 100 
Pour le même jeu de données, le 𝑔𝑎𝑝 moyen n’est que de 3.4% et le 𝑔𝑎𝑝∗ moyen est nul. 
Ce qui prouve l’efficacité de l’AG et des techniques proposées. 
4.4.2 Comportement de l’AG  
Rappelons que pour les instances de taille inférieures à 30, comme Meilleure Solution 
Connue (MSC), nous utilisons la solution optimale qui a été trouvée par la PSE. Pour les 
instances de taille supérieure à 30, la meilleure solution connue est celle trouvée par les 
différentes versions d’AG (AG renforcé par la technique de Génération Spécifique de la 
Population Initiale (GSPI), par la procédure de Perturbation (P) et par la Recherche Locale 
(RL)). 
Les tableaux (4.1, 4.2, 4.3 et 4.3) et les figures (4.7, 4.8, 4.9 et 4.10) montrent l’influence 
de la technique de GSPI, de la procédure de perturbation et de la RL sur la convergence de 
l’AG. Dans chaque tableau : 
 La première colonne donne le nombre de composants total au deuxième niveau de 
la nomenclature, 
 La deuxième colonne présente le nombre moyen d’itération (générations) où la 
meilleure solution est trouvée, 
 La troisième colonne présente le 𝑔𝑎𝑝 moyen, 
 La quatrième colonne présente 𝑔𝑎𝑝∗ moyen, 
 La cinquième colonne présente le temps de calcul moyen en seconde avant que la 
meilleure solution soit trouvée. 
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Les résultats de l’AG sans la technique de GSPI, ni la procédure de perturbation (P) ni RL 
sont présentés dans le Tableau 4.1. Tout d’abord, l’AG pur nécessite un grand nombre de 
générations (plus de 800 générations en moyenne pour toutes les instances) et du temps de 
calcul avant qu’il converge vers la meilleure solution trouvée (𝑏𝑒𝑠𝑡𝑠𝑜𝑙1000).  
Tableau 4.1 : Algorithme génétique pur sans la Génération Spécifique de la Population Initiale ni procédure 
de Perturbation ni Recherche Locale 
Famille 
d’instances 
Itération 𝒈𝒂𝒑 moyen (%) 𝒈𝒂𝒑
∗
 moyen de la 
MSC (%) 
CPU Time (sec) 
10 383,377 60,99 0,19 0,077 
20 790,803 109,34 10,19 0,517 
30 826,203 86,90 40,18 1,068 
40 830,541 51,99 62,85 0,806 
50 844,415 59,34 34,21 1,066 
60 861,310 58,36 95,89 1,610 
70 868,987 75,55 118,86 2,139 
80 851,819 46,08 57,46 2,686 
90 884,392 42,67 72,63 3,373 
100 837,873 38,78 77,71 4,763 
La population initiale semble être de mauvaise qualité, ce qui explique que l’AG apporte 
une amélioration de 63% en moyenne pendant 1000 générations (un 𝑔𝑎𝑝 moyen pour 
toutes les instances est de 63%). Or cette amélioration observée n’est pas suffisante pour 
que l’algorithme converge vers la meilleure solution connue (un 𝑔𝑎𝑝∗ moyen de la MSC 
est de 57,02% en moyenne pour toutes les instances). 
Le Tableau 4.2 montre l’efficacité d’un AG renforcé par une RL et une procédure de 
perturbation. En partant d’une population de mauvaise qualité (𝑔𝑎𝑝 moyen est de 140,02% 
en moyenne pour toutes les instances), la solution moyenne trouvée par l’AG était à 0,02% 
en moyenne de la meilleure solution connue (un 𝑔𝑎𝑝∗ moyen de la MSC de 0,02% en 
moyenne pour toutes les instances). 
L’AG, renforcé seulement par la technique de GSPI, améliore légèrement la qualité de la 
solution trouvée. L’algorithme converge plus vite vers la 𝑏𝑒𝑠𝑡𝑠𝑜𝑙1000  qu’un AG pur (un 
nombre d’itérations moyen de 406,103 au lieu de 797,972 pour un AG pur) et la meilleure 
solution de la population initiale n’est qu’à 9.16% en moyenne de la meilleure solution 
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trouvée par l’algorithme. Néanmoins, le 𝑔𝑎𝑝∗ moyen reste assez élevé (16,65% en 
moyenne).  
Tableau 4.2 : Algorithme génétique renforcé par une procédure de perturbation et une Recherche Locale 
Famille d’instances Itération 𝒈𝒂𝒑 moyen (%) 𝒈𝒂𝒑
∗
 moyen de la MSC 
(%) 
CPU Time (sec) 
10 36,016 59,67 0,00 0,010 
20 91,007 133,49 0,00 0,083 
30 144,038 161,19 0,00 0,243 
40 225,257 147,25 0,01 0,264 
50 530,231 112,87 0,23 0,776 
60 363,227 170,19 0,01 0,861 
70 417,974 196,10 0,01 1,307 
80 675,254 141,42 0,16 2,399 
90 709,28 140,65 0,10 3,293 
100 754,048 144,13 0,28 4,501 
 
Tableau 4.3 : Algorithme génétique renforcé par une technique de Génération Spécifique de la Population 
Initiale 
Famille 
d’instances 
Itération 𝒈𝒂𝒑 moyen (%) 𝒈𝒂𝒑
∗
 moyen de la 
MSC (%) 
CPU Time (sec) 
10 98,096 1,89 0,00 0,008 
20 537,632 15,74 1,87 0,141 
30 462,932 15,78 4,44 0,238 
40 441,831 8,35 10,15 0,987 
50 352,059 5,30 8,40 1,057 
60 351,624 6,97 52,31 0,593 
70 340,999 8,03 63,54 0,831 
80 466,987 10,45 10,60 1,415 
90 535,24 10,25 6,54 2,269 
100 473,633 8,84 8,60 2,184 
 
Finalement, la plupart des meilleures solutions connues sont obtenues en renforçant l’AG 
par une technique de GSPI, une RL et une procédure de perturbation (Tableau 4.4). Cela 
nécessite en moyenne 113,804 générations avant de trouver la 𝑏𝑒𝑠𝑡𝑠𝑜𝑙1000  et le 𝑔𝑎𝑝
∗ total 
moyen de la meilleure solution connue est alors inférieur à 0,02%. 
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Tableau 4.4 : Algorithme génétique renforcé par une procédure de perturbation, une technique de Génération 
Spécifique de la Population Initiale et une Recherche Locale 
Famille 
d’instances 
Itération 𝒈𝒂𝒑 moyen (%) 𝒈𝒂𝒑
∗
 moyen de la 
MSC (%) 
CPU Time (sec) 
10 15,436 2,20 0,00 0,002 
20 45,05 8,59 0,00 0,015 
30 51,567 8,89 0,00 0,042 
40 85,584 0,09 0,00 0,255 
50 156,958 3,31 0,08 0,050 
60 68,979 8,05 0,00 0,157 
70 72,504 9,61 0,00 0,231 
80 119,782 1,58 0,08 0,500 
90 226,911 2,25 0,01 1,060 
100 295,269 1,50 0,01 1,321 
Les figures (4.7, 4.8, 4.9 et 4.10) comparent les différentes méthodes présentées en 
fonction du nombre de générations nécessaires pour trouver la meilleure solution, le 𝑔𝑎𝑝 
moyen, 𝑔𝑎𝑝∗ moyen et le temps de calcul moyen en seconde avant que la meilleure 
solution soit trouvée. 
 
Figure 4.7 : Comparaison du nombre d’itérations moyens obtenus par les différentes méthodes 
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Figure 4.8 : Comparaison des 𝑔𝑎𝑝 moyens obtenus par les différentes méthodes 
 
 
 
Figure 4.9 : Comparaison des 𝑔𝑎𝑝∗ moyens obtenus par les différentes méthodes 
 
Dans la Figure 4.11, nous présentons l’évolution du 𝑔𝑎𝑝 entre la meilleure solution de 
chaque itération et la meilleure solution trouvée par l’AG renforcé par les différentes 
techniques (𝑔𝑎𝑝 =
𝑏𝑒𝑠𝑡𝑠𝑜𝑙𝑔𝑒𝑛−𝑏𝑒𝑠𝑡𝑠𝑜𝑙5000
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Figure 4.10 : Comparaison du temps de calcul moyen avant que la meilleure solution soit trouvée 
Après la première itération, le 𝑔𝑎𝑝 est de 24,70% et à l’itération 96, il est réduit à 0,87%. 
A l’itération 241, le 𝑔𝑎𝑝 est finalement nul. Nous remarquons que 99,45% de 
l’amélioration a été faite durant les 173 premières itérations. 
 
Figure 4.11 : Évolution du gap à partir de la meilleure solution connue 
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Ces différents résultats prouvent l’efficacité de l’AG renforcé par une technique de GSPI, 
une procédure de perturbation et une RL. L’AG pur reste simple et facile à mettre en 
œuvre ; cependant il semble être inefficace pour résoudre ce problème. Il converge 
lentement vers une solution de mauvaise qualité. Le renforcement de l’algorithme par une 
technique de GSPI a permis de répartir la population initiale sur un domaine de recherche 
réduit, néanmoins, l’AG reste souvent bloquer dans un optimum local. Quant à la 
perturbation et la RL, elles renforcent les opérations de croisement et de mutation, et 
assurent une convergence (lente) vers une solution de bonne qualité. L’utilisation de 
différentes techniques à la fois a assuré une convergence plus rapide vers une bonne 
solution. 
4.5 Conclusions 
Dans ce chapitre, nous avons étudié l’optimisation des systèmes d’assemblage à deux 
niveaux quand les délais d’approvisionnement en composants sont incertains. Le critère 
considéré est la somme de l’espérance mathématique du coût de stockage des composants, 
l’espérance mathématique du coût de rupture en produit fini et l’espérance mathématique 
du coût de stockage du produit fini. 
Un AG a été proposé pour déterminer les dates optimales de lancement d’ordres aux 
fournisseurs. Il a été renforcé par une technique de génération spécifique de la population 
initiale, une procédure de perturbation et une recherche locale. Un grand nombre 
d’instances a été utilisé afin de tester son efficacité. Une comparaison entre les différentes 
techniques a été faite (en termes de qualité de la meilleure solution, de la rapidité de la 
convergence et du temps de calcul avant que la meilleure solution soit trouvée).  
Les tests ont montré les limites d’un AG pur. Cet algorithme part d’une population de 
mauvaise qualité, et les opérations de croisement et de mutation non renforcées par 
d’autres techniques entrainent une convergence lente vers une solution de mauvaise 
qualité. Le renforcement de l’AG par les différentes techniques a permis de résoudre des 
problèmes de grandes tailles avec un temps de calcul raisonnable. 
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Dans le chapitre suivant, nous étudions des systèmes d’assemblage multi-niveaux. Nous 
proposerons une modélisation analytique détaillée, une procédure optimale basée sur la 
PSE du troisième chapitre, ainsi qu’une approche heuristique basée sur l’AG proposé dans 
ce chapitre (renforcé par les différentes techniques). 
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Chapitre 5 : Optimisation d’un système d’assemblage multi-niveaux 
5.1 Introduction 
Dans les deux chapitres précédents, nous avons présenté un modèle analytique permettant 
l’étude d’un système d’assemblage à deux niveaux. Une méthode exacte ainsi qu’une 
méthode approchée ont été développées pour l’optimiser. 
Dans ce chapitre, nous proposons une généralisation du modèle analytique proposé dans le 
troisième chapitre ([Ben Ammar et al., 2013d]). Nous nous plaçons dans le cas d’une 
chaîne logistique à 𝑚 niveaux, comme décrit dans la Figure 5.1. Chaque fournisseur de 
niveau 𝑙 (𝑙 = 1,… ,𝑚) livre les composants nécessaires aux fournisseurs de niveau 𝑙 −
1 avec un délai de livraison aléatoire. Les composants de niveau 𝑙 sont alors assemblés 
pour fabriquer les composants de niveau 𝑙 − 1, puis les composants du premier niveau sont 
livrés pour assembler le produit fini, le temps de cycle du dernier niveau est aussi aléatoire. 
Nous supposons que chaque composant de niveau 𝑙 intervient dans le montage d’un unique 
composant de niveau 𝑙 − 1 (l’hypothèse de la nomenclature arborescente sans composants 
communs est donc prise). Le système étudié dans ce chapitre est une extension à 𝑚 
niveaux du système d’assemblage à deux niveaux étudié précédemment. 
Dans les sections qui suivent, nous présenterons tout d’abord une description du problème. 
Nous détaillons ensuite le modèle analytique, permettant le calcul de l’espérance du coût 
total qui est égale à la somme du coût de stockage des composants ainsi que des coûts de 
rupture et de stockage du produit fini. Ensuite, comme dans le troisième chapitre, nous 
fournissons une technique de réduction de l’espace de recherche.  
Dans la deuxième partie de ce chapitre, nous travaillons sur le modèle proposé afin de 
trouver les dates optimales de lancement d’ordres aux fournisseurs. Une borne inférieure 
de la fonction « objectif » est prouvée. Par ailleurs, différentes techniques sont introduites 
afin de renforcer l’AG détaillé dans le chapitre précédent. Pour finir, quelques résultats 
expérimentaux sont présentés afin d’illustrer les performances des techniques et des 
méthodes sur un ensemble de tests. 
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Figure 5.1 : Description de la nomenclature 
5.2 Description du problème  
Comme dans le chapitre précédent, nous étudions un seul type de produit fini. Rappelons 
les hypothèses : la demande est supposée connue ainsi que la date de livraison souhaitée 
par le client. Nous considérons le cas d’un problème mono-période. Le coût unitaire de 
stockage pour chaque type de composant ainsi que les coûts unitaires de stockage et de 
rupture en produit fini sont connus. Les délais d’approvisionnement pour les différentes 
commandes des composants sont indépendants. La probabilité de distribution des délais 
d’approvisionnement est discrète sur un intervalle connu, et leurs espérances maximales 
sont supposées finies.  
Nous supposons aussi que la capacité d’assemblage pour tous les composants ainsi que 
pour le produit fini est infinie. Les délais d’approvisionnement pour un type de composant 
suivent toujours la même loi quelle que soit la quantité commandée, l’assemblage et la 
livraison se font en juste à temps.   
Les notations suivantes sont utilisées ( 
 
Tableau 5.1):  
𝐶1,2 
𝐶𝑖,2 
  
𝐶𝑁2,2 
  
𝐶1,1 
𝐶𝑁1,1 
𝐶𝑘,1 
𝐶1,𝑚 
𝐶𝑖,𝑚 
  
𝐶𝑁𝑚,𝑚 
  
Client Produit fini 
Livraison du produit 
Demande (connue) 
Niveau m                Niveau 2  Niveau 1 
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Tableau 5.1 : Notations 
Paramètres 
𝑙 Niveau dans la nomenclature, 𝑙 = 1,… ,𝑚 
𝑈𝑖,𝑚 
Durée maximale entre la date de lancement d’un ordre à un fournisseur pour un 
composant 𝑐𝑖,𝑚 et 𝑇.  Elle est égale à la valeur maximum de ∑ 𝐿𝑖𝑣,𝑣
𝑚
𝑣=1  ; notons 
que  ∑ 𝐿𝑖𝑣,𝑣
𝑚
𝑣=1   varie dans [2; ∑ 𝑢𝑖𝑣,𝑣
𝑚
𝑣=1 ] , ∀𝜃 ∈ [1,𝑚 − 1], 𝑐𝑖𝜃+1,𝑙 ∈ 𝑆𝑖𝜃,𝑙−1 
Variables 
𝑋𝑖,𝑚 Variable de décision : Date de lancement des composants de type 𝑐𝑖,𝑚 (c.à-d. 
au dernier niveau), 𝑋𝑖,m ∈ [𝑇 − 𝑈𝑖,𝑚; 𝑇 −𝑚] 
Fonctions 
𝑄(. ) Fonction récursive utilisée dans le calcul de la valeur de 𝐸⟦. ⟧ 
Ensuite, les notations suivantes sont introduites pour simplifier certaines expressions : 
• La date d’assemblage d’un composant 𝑐𝑖,𝑙−1 : 𝑀𝑖,𝑙−1 = max𝑐𝑘,𝑙∈𝑆𝑖,𝑙−1
𝑙=2,…,𝑚−1
(𝑀𝑘,𝑙 + 𝐿𝑘,𝑙) 
• La date d’assemblage d’un composant 𝑐𝑖,𝑚−1 : 𝑀𝑖,𝑚−1 = max𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
(𝐿𝑘,𝑚 + 𝑋𝑘,𝑚) 
• ∑𝐻𝑖
𝑁𝑙
𝑖=1
=∑(ℎ𝑖,𝑙 − ∑ ℎ𝑘,𝑙+1
𝑐𝑘,𝑙+1∈𝑆𝑖,𝑙
)
𝑁𝑙
𝑖=1
 
Nous présentons, dans la section qui suit, le détail des différents coûts. 
5.3 Détermination des coûts 
Comme dans les deux chapitres précédents, le cas concernant l’assemblage des composants 
au plus tôt est considéré. Nous détaillons ci-après les différents coûts (voir Figure 5.2 pour 
le cas où le produit fini est assemblé après la date de livraison souhaitée par le client). 
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Figure 5.2 : Illustration de problème 
Proposition 5.1  
Les délais d’approvisionnement 𝐿𝑙,𝑖 sont des variables aléatoires, le coût total 𝐶(𝑋, 𝐿) est 
donc une variable aléatoire qui est égale à : 
𝐶(𝑋, 𝐿) =∑ℎ𝑖,1𝑀𝑃𝐹
𝑁1
𝑖=1
− ∑∑𝐻𝑖
𝑁𝑙
𝑖=1
𝑚−1
𝑙=1
𝑀𝑖,𝑙 −∑∑ℎ𝑖,𝑙𝐿𝑖,𝑙
𝑁𝑙
𝑖=1
𝑚
𝑙=1
−∑ℎ𝑖,𝑚𝑋𝑖,𝑚
𝑁𝑚
𝑖=1
+ 𝑏
× (𝑀𝑃𝐹
+ − 𝑇) − 𝑟 × (𝑇 −𝑀𝑃𝐹
−) 
(5.1) 
Où : 
 𝐿 = (𝐿1,1, … , 𝐿𝑖,1, … , 𝐿𝑁1,1, … , 𝐿1,𝑙, … , 𝐿𝑖,𝑙 , … , 𝐿𝑁𝑙,𝑙, 𝐿1,𝑚, … , 𝐿𝑖,𝑚, … , 𝐿𝑁𝑚,𝑚) 
 𝑋 = (𝑋1,𝑚, … , 𝑋𝑖,𝑚, … , 𝑋𝑁𝑚,𝑚) 
T 
 Rupture en PF 
Délai d’approvisionnement 
Stockage de composants 
Date de lancement des 
ordres aux fournisseurs 
  
Date d’assemblage 
 
 
𝐿1,3 
𝐿1,2 
𝑀1,1 
𝑀3,2 𝑀2,1 
𝐿4,2 
𝐿2,1 
𝑀𝑃𝐹 
𝑋8,3 
  
𝐿2,3 
𝐿8,3 
𝐿3,3 
𝐿4,3 
𝐿5,3 
𝐿6,3 
𝐿7,3 
𝐿2,2 
𝐿3,2 
𝐿1,1 
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Démonstration 5.1 
Le coût total 𝐶(𝑋, 𝐿) est composé de : 
 𝐶𝑠𝑐1  le coût de stockage des composants 𝑐𝑖,1 : d’après l’expression (4.1), ce coût est égal 
à :  
𝐶𝑠𝑐1 =∑(ℎ𝑖,1 ( 𝑀𝑃𝐹 − (𝑀𝑖,1 + 𝐿𝑖,1)))
𝑁1
𝑖=1
  
 𝐶𝑆𝐶2,…,𝑚−1  le coût de stockage des composants 𝑐𝑖,𝑙 dans les niveaux intermédiaires 
(𝑙 = 2,… ,𝑚 − 1 ): Il y a stockage des composants 𝑐𝑖,𝑙 pendant le temps s’écoulant 
entre la date de leur arrivée 𝑀𝑘,𝑙 + 𝐿𝑘,𝑙 et la date à laquelle tous les composants de 
niveau 1 sont présents 𝑀𝑖,𝑙−1 : 
𝐶𝑆𝐶2,…,𝑚−1  = ∑ (∑ ( ∑ ℎ𝑘,𝑙 (𝑀𝑖,𝑙−1 − (𝑀𝑘,𝑙 + 𝐿𝑘,𝑙))
𝑐𝑘,𝑙∈𝑆𝑖,𝑙−1
)
𝑁𝑙−1
𝑖=1
)
𝑚−1
𝑙=2
 (5.2) 
 𝐶𝑠𝑐𝑚  le coût de stockage des composants 𝑐𝑖,𝑚 : Il y a un stockage des composants de 
type 𝑐𝑖,𝑚 du dernier niveau de la nomenclature : 
𝐶𝑠𝑐𝑚 = ∑ ( ∑ ℎ𝑘,𝑚 (𝑀𝑖,𝑚−1 − (𝐿𝑘,𝑚 + 𝑋𝑘,𝑚))
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
)
𝑁𝑚−1
𝑖=1
 (5.3) 
 𝐶𝑏𝑃𝐹 le coût de rupture en produit fini, si le produit est livré en retard par rapport à la 
date de livraison souhaitée par le client, il est égal à 𝑏 × (𝑀𝑃𝐹
+ − 𝑇). 
 𝐶𝑟𝑃𝐹 le coût de stockage du produit fini, si le produit est disponible avant la date de 
livraison prévue. Ce coût est égal à 𝑟 × (𝑇 −𝑀𝑃𝐹
−). 
Le coût total 𝐶(𝑋, 𝐿) est égal à la somme de 𝐶𝑆𝐶2,…,𝑚−1  , 𝐶𝑠𝑐1, 𝐶𝑠𝑐𝑚 ,  𝐶𝑏𝑃𝐹 et 𝐶𝑟𝑃𝐹: 
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𝐶(𝑋, 𝐿) =∑ℎ𝑖,1𝑀𝑃𝐹
𝑁1
𝑖=1
−∑ℎ𝑖,1𝑀𝑖,1
𝑁1
𝑖=1
−∑ℎ𝑖,1𝐿𝑖,1
𝑁1
𝑖=1
+ ∑ ∑ ∑ ℎ𝑘,𝑙𝑀𝑖,𝑙−1
𝑐𝑘,𝑙∈𝑆𝑖,𝑙−1
𝑁𝑙−1
𝑖=1
𝑚−1
𝑙=2
− ∑ ∑ ∑ ℎ𝑘,𝑙𝑀𝑘,𝑙
𝑐𝑘,𝑙∈𝑆𝑖,𝑙−1
𝑁𝑙−1
𝑖=1
𝑚−1
𝑙=2
− ∑ ∑ ∑ ℎ𝑘,𝑙𝐿𝑘,𝑙
𝑐𝑘,𝑙∈𝑆𝑖,𝑙−1
𝑁𝑙−1
𝑖=1
𝑚−1
𝑙=2
+ ∑ ∑ ℎ𝑘,𝑚𝑀𝑖,𝑚−1
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
𝑁𝑚−1
𝑖=1
− ∑ ∑ ℎ𝑘,𝑚𝐿𝑘,𝑚
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
𝑁𝑚−1
𝑖=1
− ∑ ∑ ℎ𝑘,𝑚𝑋𝑘,𝑚
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
𝑁𝑚−1
𝑖=1
+ 𝑏 × (𝑀𝑃𝐹
+ − 𝑇) + 𝑟 × (𝑇 −𝑀𝑃𝐹
−) 
 
Le coût total 𝐶(𝑋, 𝐿) s’écrit comme suit : 
𝐶(𝑋, 𝐿) =∑ℎ𝑖,1𝑀𝑃𝐹
𝑁1
𝑖=1
− 𝛼(𝑋, 𝐿) + 𝛽(𝑋, 𝐿) − 𝛾(𝐿) − 𝛿(𝑋) + 𝑏 × (𝑀𝑃𝐹
+ − 𝑇) + 𝑟
× (𝑇 −𝑀𝑃𝐹
−) 
Avec : 
• 𝛼(𝑋, 𝐿) = ∑ ∑ ∑ ℎ𝑘,𝑙𝑀𝑘,𝑙
𝑐𝑘,𝑙∈𝑆𝑖,𝑙−1
𝑁𝑙−1
𝑖=1
𝑚−1
𝑙=2
+∑ℎ𝑖,1𝑀𝑖,1
𝑁1
𝑖=1
= ∑∑ℎ𝑖,𝑙𝑀𝑖,𝑙
𝑁𝑙
𝑖=1
𝑚−1
𝑙=2
+∑ℎ𝑖,1𝑀𝑖,1
𝑁1
𝑖=1
= ∑∑ℎ𝑖,𝑙𝑀𝑖,𝑙
𝑁𝑙
𝑖=1
𝑚−1
𝑙=1
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• 𝛽(𝑋, 𝐿) = ∑ ∑ ∑ ℎ𝑘,𝑙𝑀𝑖,𝑙−1
𝑐𝑘,𝑙∈𝑆𝑖,𝑙−1
𝑁𝑙−1
𝑖=1
𝑚−1
𝑙=2
+ ∑ ∑ ℎ𝑘,𝑚𝑀𝑖,𝑚−1
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
𝑁𝑚−1
𝑖=1
= ∑∑ ∑ ℎ𝑘,𝑙+1𝑀𝑖,𝑙
𝑐𝑘,𝑙+1∈𝑆𝑖,𝑙
𝑁𝑙
𝑖=1
𝑚−1
𝑙=1
 
• 𝛾(𝐿) = ∑ ∑ ∑ ℎ𝑘,𝑙𝐿𝑘,𝑙
𝑐𝑘,𝑙∈𝑆𝑖,𝑙−1
𝑁𝑙−1
𝑖=1
𝑚−1
𝑙=2
+ ∑ ∑ ℎ𝑘,𝑚𝐿𝑘,𝑚
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
𝑁𝑚−1
𝑖=1
+∑ℎ𝑖,1𝐿𝑖,1
𝑁1
𝑖=1
=∑∑ ∑ ℎ𝑘,𝑙𝐿𝑘,𝑙
𝑐𝑘,𝑙∈𝑆𝑖,𝑙−1
𝑁𝑙−1
𝑖=1
𝑚
𝑙=2
+∑ℎ𝑖,1𝐿𝑖,1
𝑁1
𝑖=1
=∑∑ℎ𝑖,𝑙𝐿𝑖,𝑙
𝑁𝑙
𝑖=1
𝑚
𝑙=2
+∑ℎ𝑖,1𝐿𝑖,1
𝑁1
𝑖=1
=∑∑ℎ𝑖,𝑙𝐿𝑖,𝑙
𝑁𝑙
𝑖=1
𝑚
𝑙=1
 
• 𝛿(𝑋) = ∑ ∑ ℎ𝑘,𝑚𝑋𝑘,𝑚
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
𝑁𝑚−1
𝑖=1
=∑ℎ𝑖,𝑚𝑋𝑖,𝑚
𝑁𝑚
𝑖=1
 
 
Ce qui donne l’expression (5.1). 
C.Q.F.D. 
Les délais d’approvisionnement 𝐿𝑖,𝑙 sont des variables aléatoires. Le coût ci-dessus est 
donc une variable aléatoire. Notre objectif est de minimiser son espérance mathématique, 
c’est-à-dire le coût total moyen 𝐸⟦𝐶(𝑋, 𝐿)⟧. 
Proposition 5.2  
Le coût total moyen 𝐸⟦𝐶(𝑋, 𝐿)⟧ s’exprime comme suit : 
𝐸⟦𝐶(𝑋, 𝐿)⟧ = (𝑟 × 𝑇) + 𝐻 × (∑(1 − 𝑄+(𝐿𝑖,1, 𝑠, 1))
𝑠≥𝑇
) (5.4) 
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−𝑅 × ( ∑ (1 − 𝑄+(𝐿𝑖,1, 𝑠, 1))
0≤𝑠≤𝑇−1
) − ∑ (𝐻𝑖∑(1 − 𝑄
+(𝐿𝑖,𝑙, 𝑠, 𝑙))
𝑠≥0
)
𝑚−1
𝑙=1
 
−∑(∑ℎ𝑖,𝑙𝐸⟦𝐿𝑖,𝑙⟧
𝑁𝑙
𝑖=1
)
𝑚
𝑙=1
−∑ℎ𝑖,𝑚𝐸⟦𝑋𝑖,𝑚⟧
𝑁𝑚
𝑖=1
 
Avec 𝑄(𝐿𝑖,𝛼, 𝑠, 𝛼) une fonction récursive qui permet l’expression de la dépendance entre 
les niveaux :  
𝑄+(𝐿𝑖,𝛼 , 𝑠, 𝛼) =
{
 
 
 
 
 
 ∏ ∑ 𝑃[𝐿𝑖,𝛼 = 𝑜𝛼] × 𝑄
+(𝐿𝑘,𝛼+1, 𝑤, 𝛼 + 1)
𝑜𝛼+𝑤=𝑠𝑐𝑘,𝛼+1∈𝑆𝑖,𝛼
, 𝛼 ≠ 𝑚, 𝛼 ≠ 1 
∏ 𝐹𝑘,𝑚(−𝑋𝑘,𝑚 +𝑤)
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
, 𝛼 = 𝑚
∏ ∑ 𝑃[𝐿𝑖,1 = 𝑜1] × 𝑄
+(𝐿𝑖,𝛼+1, 𝑤, 𝛼 + 1)
𝑜1+𝑤=𝑠𝑖=1,…,𝑁1
, 𝛼 = 1
 
 
Pour 𝑚 = 2, après plusieurs simplifications, nous retrouvons l’expression (3.6) : 
𝐸⟦𝐶(𝑋, 𝐿)⟧ = (𝑟 × T) + 𝐻 × (∑(1 − ∏ ∑ 𝑃[𝐿𝑖,1 = 𝑜1] × ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑤)
𝑐𝑘,2∈𝑆𝑖,1𝑜1+𝑤=𝑠𝑖=1,…,𝑁1
)
𝑠≥𝑇
) − 𝑅
× ( ∑ (1 − ∏ ∑ 𝑃[𝐿𝑖,1 = 𝑜1] × ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑤)
𝑐𝑘,2∈𝑆𝑖,1𝑜1+𝑤=𝑠𝑖=1,…,𝑁1
)
0≤𝑠≤𝑇−1
)
− 𝐻𝑖∑(1 − ∏ 𝐹𝑘,2(−𝑋𝑘,2 +𝑤)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑠≥0
−∑(∑ℎ𝑖,𝑙𝐸⟦𝐿𝑖,𝑙⟧
𝑁𝑙
𝑖=1
)
2
𝑙=1
−∑ℎ𝑖,2𝐸⟦𝑋𝑖,2⟧
𝑁2
𝑖=1
 
Démonstration 5.2 
A partir de l’expression (5.1), nous déterminons l’expression mathématique initiale 
de l’espérance mathématique du coût total 𝐸⟦𝐶(𝑋, 𝐿)⟧: 
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𝐸⟦𝐶(𝑋, 𝐿)⟧ =∑ℎ𝑖,1𝐸⟦𝑀𝑃𝐹⟧
𝑁1
𝑖=1
− ∑(𝐻𝑖 × 𝐸⟦𝑀𝑖,𝑙⟧)
𝑚−1
𝑙=1
−∑(∑ℎ𝑖,𝑙𝐸⟦𝐿𝑖,𝑙⟧
𝑁𝑙
𝑖=1
)
𝑚
𝑙=1
−∑ℎ𝑖,𝑚𝐸⟦𝑋𝑖,𝑚⟧
𝑁𝑚
𝑖=1
+ 𝑏 × (𝐸⟦𝑀𝑃𝐹
+⟧ − 𝑇) + 𝑟 × (𝑇 − 𝐸⟦𝑀𝑃𝐹
−⟧) 
(5.5) 
 
La Figure 5.3 illustre la composition de l’espérance mathématique du coût total. La 
rupture moyenne en produit fini, le stockage moyen du produit fini et le stockage moyen 
des composants sont schématisés : 
 
Figure 5.3 : Composition de l’espérance mathématique du coût total 
Afin de déterminer l’expression exacte du coût total moyen 𝐸⟦𝐶(𝑋, 𝐿)⟧, nous avons besoin 
de calculer les 𝐸⟦𝑀𝑖,𝑙⟧, 𝐸⟦𝑀𝑃𝐹
+⟧, 𝐸⟦𝑀𝑃𝐹
−⟧ et 𝐸⟦𝑀𝑃𝐹⟧ (voir Figure 5.3). 
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𝐸⟦𝑀𝑃𝐹⟧ 
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D’après l’expression (3.9) : 
𝐸⟦𝑀𝑃𝐹
+⟧ = 𝑇+∑(1 − 𝑃𝑟⟦ 𝑀𝑃𝐹 ≤ 𝑠⟧)
𝑠≥𝑇
 
Sachant que : 
𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧ = 𝑃𝑟 ⟦ 𝑚𝑎𝑥
𝑖=1,…,𝑁1
(𝑀𝑖,1 + 𝐿𝑖,1) ≤ 𝑠⟧
= 𝑃𝑟⟦𝑀1,1 + 𝐿1,1 ≤ 𝑠,… ,𝑀𝑖,1 + 𝐿𝑖,1 ≤ 𝑠,… ,𝑀𝑁1,1 + 𝐿𝑁1,1 ≤ 𝑠⟧ 
De plus, ∀𝑖 = 1,… ,𝑁1,  les variables aléatoires (𝑀𝑖,1 + 𝐿𝑖,1) sont également 
indépendantes, alors : 
∑(1− 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧)
𝑠≥𝑇
=∑
(
 1 −∏ ∑ [𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × 𝑃𝑟⟦𝑀𝑖,1 ≤ 𝑤⟧]
𝑜1+𝑤=𝑠
𝑜1+𝑤∈𝒁
𝑁1
𝑖=1
)
 
𝑠≥𝑇
 
La probabilité que 𝑀𝑖,1 soit inférieure ou égale à 𝑤 est déterminée de la même façon : 
 𝑃𝑟⟦𝑀𝑖,1 ≤ 𝑤⟧ = 𝑃𝑟⟦𝑚𝑎𝑥𝑐𝑘,2∈𝑆𝑖,1(𝑀𝑘,2 + 𝐿𝑘,2) ≤ 𝑤⟧ 
Soit 𝑛𝑖,1 le nombre total de composants 𝑐𝑘,2 ∈ 𝑆𝑖,1 au 2
ème
 niveau de la nomenclature qui 
sont nécessaires à l’assemblage du composant 𝑐𝑖,1. Donc : 
𝑃𝑟⟦𝑀𝑖,1 ≤ 𝑤⟧ = 𝑃𝑟⟦𝑀1,2 + 𝐿1,2 ≤ 𝑤,… ,𝑀𝑘,2 + 𝐿𝑘,2 ≤ 𝑤,… ,𝑀𝑛𝑖,1,2 + 𝐿𝑛𝑖,1,2 ≤ 𝑤⟧ 
Les variables aléatoires (𝑀𝑘,2 + 𝐿𝑘,2) sont aussi indépendantes. Alors : 
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𝑃𝑟⟦𝑀𝑖,1 ≤ 𝑤⟧ =∏ ∑ [𝑃𝑟⟦𝐿𝑘,2 = 𝑜2⟧ × 𝑃𝑟⟦𝑀𝑘,2 ≤ 𝑤1⟧]
𝑜2+𝑤1=𝑤
𝑜2+𝑤1∈𝒁
𝑛𝑖,1
𝑘=1
= ∏ ∑ 𝑃𝑟[𝐿𝑘,2 = 𝑜2] × 𝑃𝑟⟦𝑀𝑘,2 ≤ 𝑤1⟧
𝑜2+𝑤1=𝑤
𝑜2+𝑤1∈𝒁
𝑐𝑘,2∈𝑆𝑖,1
 
La probabilité que  𝑀𝑘,2 soit inférieure ou égale à 𝑤1 est calculée de la même façon que 
pour 𝑀𝑖,1.  
𝑃𝑟⟦𝑀𝑖,2 ≤ 𝑤1⟧ = ∏ ∑ 𝑃𝑟[𝐿𝑘,3 = 𝑜3] × 𝑃𝑟⟦𝑀𝑘,3 ≤ 𝑤2⟧
𝑜2+𝑤2=𝑤1
𝑜2+𝑤2∈𝒁
𝑐𝑘,3∈𝑆𝑖,2
 
Pour ne pas créer de confusions concernant 𝑖 et 𝑘, pour la partie qui suit, un composant de 
niveau 2 de la nomenclature sera noté 𝑐𝑘2,2 au lieu de 𝑐𝑖,2. 
Ainsi : 
𝑃𝑟⟦𝑀𝑖,2 ≤ 𝑤1⟧ = 𝑃𝑟⟦𝑀𝑘2,2 ≤ 𝑤1⟧
= ∏ ∑ 𝑃𝑟[𝐿𝑘3,3 = 𝑜3] × 𝑃𝑟⟦𝑀𝑘3,3 ≤ 𝑤2⟧
𝑜2+𝑤2=𝑤1
𝑜2+𝑤2∈𝒁
𝑐𝑘3,3∈𝑆𝑘2,2
 
En la mettant dans l’expression de 𝑃𝑟⟦𝑀𝑖,1 ≤ 𝑤⟧: 
𝑃𝑟⟦𝑀𝑖,1 ≤ 𝑤⟧ = ∏
(
 
 
∑
(
 
 
𝑃𝑟[𝐿𝑘2,2 = 𝑜2]
× ∏ ∑ 𝑃𝑟[𝐿𝑘3,3 = 𝑜3] × 𝑃𝑟⟦𝑀𝑘3,3 ≤ 𝑤2⟧
𝑜2+𝑤2=𝑤1
𝑜2+𝑤2∈𝒁
𝑐𝑘3,3∈𝑆𝑘2,2
)
 
 
𝑜2+𝑤1=𝑤
𝑜2+𝑤1∈𝒁 )
 
 
𝑐𝑘2,2∈𝑆𝑖1,1
 
En introduisant la fonction récursive : 
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𝑄+(𝐿𝑖,𝛼, 𝑠, 𝛼)
=
{
 
 
 
 
 
 ∏ ∑ 𝑃[𝐿𝑖,𝛼 = 𝑜𝛼] × 𝑄
+(𝐿𝑘,𝛼+1, 𝑤, 𝛼 + 1)
𝑜𝛼+𝑤=𝑠𝑐𝑘,𝛼+1∈𝑆𝑖,𝛼
, 𝛼 ≠ 𝑚, 𝛼 ≠ 1 
∏ 𝐹𝑘,𝑚(−𝑋𝑘,𝑚 + 𝑤)
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
, 𝛼 = 𝑚
∏ ∑ 𝑃[𝐿𝑖,1 = 𝑜1] × 𝑄
+(𝐿𝑖,𝛼+1, 𝑤, 𝛼 + 1)
𝑜1+𝑤=𝑠𝑖=1,…,𝑁1
, 𝛼 = 1
 
Nous obtenons : 
𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧ = 𝑄
+(𝐿𝑖,1, 𝑠, 1) (5.6) 
Et : 
𝐸⟦𝑀𝑃𝐹
+⟧ = 𝑇 +∑(1 − 𝑄+(𝐿𝑖,1, 𝑠, 1))
𝑠≥𝑇
 (5.7) 
Les expressions (3.10) et (5.6) sont utilisées pour calculer 𝐸⟦𝑀𝑃𝐹
−⟧: 
𝐸⟦𝑀𝑃𝐹
−⟧ = ∑ (1 − 𝑃𝑟⟦𝑀𝑃𝐹 ≤ 𝑠⟧)
0≤𝑠≤𝑇−1
 
𝐸⟦𝑀𝑃𝐹
−⟧ = ∑ (1 − 𝑄+(𝐿𝑖,1, 𝑠, 1))
0≤𝑠≤𝑇−1
 (5.8) 
Les expressions (5.7) et (5.8) sont utilisées pour calculer l’espérance mathématique de la 
date d’assemblage du produit fini 𝐸⟦𝑀𝑃𝐹⟧. Nous notons que pour toute variable aléatoire 𝐴,  
𝐴 = 𝑚𝑎𝑥(𝐴, 𝑇) + 𝑚𝑖𝑛(𝐴, 𝑇) − 𝑇. Nous déduisons par la suite que 𝐸⟦𝑀𝑃𝐹⟧ = 𝐸⟦𝑀𝑃𝐹
+⟧ +
𝐸⟦𝑀𝑃𝐹
−⟧ − 𝑇 et que: 
𝐸⟦𝑀𝑃𝐹⟧ =∑(1 − 𝑄
+(𝐿𝑖,1, 𝑠, 1))
𝑠≥0
 (5.9) 
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Les 𝑀𝑖,𝑙 sont des variables aléatoires discrètes positives avec un nombre fini de valeurs 
possibles. 
𝐸⟦𝑀𝑖,𝑙⟧ =∑(1 − 𝑃𝑟⟦𝑀𝑖,𝑙 ≤ 𝑠⟧)
𝑠≥0
 
Sachant que : 
𝑃𝑟⟦𝑀𝑖,𝑙 ≤ 𝑠⟧ = 𝑃𝑟 ⟦ max𝑐𝑘,𝑙+1∈𝑆𝑖,𝑙
𝑙=1,…,𝑚−2
(𝑀𝑘,𝑙+1 + 𝐿𝑘,𝑙+1) ≤ 𝑠⟧ 
= 𝑃𝑟⟦𝑀1,𝑙+1 + 𝐿1,𝑙+1 ≤ 𝑠,… ,𝑀𝑖,𝑙+1 + 𝐿𝑖,𝑙+1 ≤ 𝑠,… ,𝑀𝑁𝑙+1,𝑙+1 + 𝐿𝑁𝑙+1,𝑙+1 ≤ 𝑠⟧ 
De plus, ∀𝑖 = 1,… ,𝑁𝑙+1 et ∀𝑙 = 1,… ,𝑚 − 2,  les variables aléatoires (𝑀𝑘,𝑙+1 + 𝐿𝑘,𝑙+1) 
sont également indépendantes, alors : 
𝐸⟦𝑀𝑖,𝑙⟧ =∑
(
 1 − ∏ ∑ [𝑃⟦𝐿𝑘,𝑙+1 = 𝑜1⟧ × 𝑃⟦𝑀𝑘,𝑙+1 ≤ 𝑜2⟧]
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈𝒁
𝑐𝑘,𝑙+1∈𝑆𝑖,𝑙 )
 
𝑠≥0
 
La fonction récurrente 𝑄+(𝐿𝑖,𝑙, 𝑠, 𝑙) est appelée à chaque fois quand il faut de déterminer la 
probabilité liée à 𝑀𝑘,𝑙+1. L’expression de 𝐸⟦𝑀𝑖,𝑙⟧ peut être écrite comme suit: 
𝐸⟦𝑀𝑖,𝑙⟧ =∑(1 − 𝑄
+(𝐿𝑖,𝑙, 𝑠, 𝑙))
𝑠≥0
 (5.10) 
Puis, en utilisant les expressions (5.5, 5.7, 5.8, 5.9 et 5.10), l’espérance mathématique du 
coût total peut être simplifiée : 
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𝐸⟦𝐶(𝑋, 𝐿)⟧ = 𝑟 × T + 𝐻 (∑(1 − 𝑄+(𝐿𝑖,1, 𝑠, 1))
𝑠≥𝑇
) − 𝑅 × ( ∑ (1 − 𝑄+(𝐿𝑖,1, 𝑠, 1))
0≤𝑠≤𝑇−1
)
− ∑ (𝐻𝑖∑(1 − 𝑄
+(𝐿𝑖,𝑙, 𝑠, 𝑙))
𝑠≥0
)
𝑚−1
𝑙=1
−∑(∑ℎ𝑖,𝑙𝐸⟦𝐿𝑖,𝑙⟧
𝑁𝑙
𝑖=1
)
𝑚
𝑙=1
−∑ℎ𝑖,𝑚𝐸⟦𝑋𝑖,𝑚⟧
𝑁𝑚
𝑖=1
 
C.Q.F.D. 
5.4 Réduction de l’espace de recherche initiale 
Comme dans le chapitre 3, nous proposons une technique de réduction de l’espace de 
recherche. Les intervalles des valeurs possibles de 𝑋𝑘,𝑚, qui sont initialement définis sous 
la forme [𝑇 − 𝑈𝑘,𝑚, 𝑇 − 𝑚], sont réduits. 
Dans le chapitre 3, nous avons décomposé le système d’assemblage à deux niveaux en 
plusieurs chaînes linéaires. Par la suite nous nous sommes basés sur des quantiles des lois 
de distribution de la somme des délais d’approvisionnement de chaque chaîne linéaire 
𝐿𝑖,1 + 𝐿𝑗,2 Pour majorer les dates de lancement d’ordres d’approvisionnement des 
différents composants du deuxième niveau du système d’assemblage. 
Nous utilisons ici le même principe pour réduire l’espace de recherche initial. Nous nous 
basons sur les travaux de [Hnaien et al., 2008] et [Hnaien, 2008] et sur le modèle Newsboy 
afin de déterminer, pour chaque chaîne linéaire, les dates optimales de lancement d’ordre 
aux fournisseurs qui minimisent la somme du (1) coût moyen de rupture en produit fini et 
(2) du coût de stockage moyen du produit fini. 
Nous décomposons le système d’assemblage initial (voir l’exemple dans la Figure 5.1) en 
𝑁𝑚 chaînes linéaires (Figure 5.4). Notons  𝜓𝑗 la date de disponibilité de produit fini de la 
chaîne linéaire 𝑗 avec  𝑗 ∈ {1, . . , 𝑁𝑚}. 
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Figure 5.4 : Décomposition du système d’assemblage en plusieurs chaînes linéaires 
Soient 𝑐𝑖𝑚,𝑚 un composant du dernier niveau de la chaîne linéaire dont le délai 
d’approvisionnement est égal à 𝐿𝑖𝑚,𝑚. Ce composant est nécessaire à l’assemblage du 
composant 𝑐𝑖𝑚−1,𝑚−1 (son délai d’approvisionnement est égal à 𝐿𝑖𝑚−1,𝑚−1) ; lui-même 
composé du composant 𝑐𝑖𝑚−2,𝑚−2, etc.  
La date de disponibilité du produit fini pour cette chaîne linéaire est égale à : 
𝜓𝑗 = 𝑋𝑖𝑚,𝑚 + 𝐿 avec 𝐿 = 𝐿𝑖1,1 + 𝐿𝑖2,2 +⋯+ 𝐿𝑖𝑚−1,𝑚−1 + 𝐿𝑖𝑚,𝑚. 
Pour chaque chaîne linéaire : 
Soient 𝜓𝑗
+ = 𝑚𝑎𝑥(𝜓𝑗 , 𝑇) et 𝜓𝑗
− = 𝑚𝑖𝑛(𝜓𝑗 , 𝑇). Le coût total 𝐶(𝑋𝑗, 𝐿) est une variable 
aléatoire qui est égale à : 
𝐶(𝑋𝑗, 𝐿) = 𝑏 × (𝜓𝑗
+ − 𝑇) − 𝑟 × (𝑇 − 𝜓𝑗
−)  
L’espérance de ce coût total 𝐸⟦𝐶(𝑋𝑗, 𝐿)⟧ est égale à : 
𝐸⟦𝐶(𝑋𝑗, 𝐿)⟧ = 𝑏 × (𝐸⟦𝜓𝑗
+⟧ − 𝑇) − 𝑟 × (𝑇 − 𝐸⟦𝜓𝑗
−⟧) 
𝐶𝑁𝑚−1,𝑚−1 
  
𝐶𝑁2,2 𝐶𝑁𝑚,𝑚 
  
Produit 
fini  m 
𝐶𝑁1,1 
𝐶𝑖𝑚−1,𝑚−1 
  
𝐶𝑖2,2 𝐶𝑖𝑚,𝑚 
  
Produit 
fini  j 
𝐶𝑖1,1 
𝐶1,𝑚−1 
  
𝐶1,2 𝐶1,𝑚 
  
Produit 
fini 1 
𝐶1,1 
𝐿𝑖𝑚,𝑚 𝐿𝑖𝑚−1,𝑚−1  
 
𝐿𝑖2,2 𝐿𝑖1,1 
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Nous déduisons à partir des expressions (3.9) et (3.10) que : 
𝐸 ⟦𝜓𝑗
+
⟧ = 𝑇+∑(1 − 𝑃𝑟 ⟦𝜓𝑗 ≤ 𝑠⟧)
𝑠≥𝑇
 
𝐸⟦𝜓𝑗
−⟧ = ∑ (1 − 𝑃𝑟⟦𝜓𝑗 ≤ 𝑠⟧)
0≤𝑠≤𝑇−1
 
Ainsi le coût total moyen 𝐸⟦𝐶(𝑋𝑗, 𝐿)⟧ peut être écrit comme suit : 
𝐸⟦𝐶(𝑋𝑗 , 𝐿)⟧ = 𝑏 × ( ∑ (1 − 𝑃𝑟⟦𝜓𝑗 ≤ 𝑠⟧)
𝑇≤𝑠≤𝑆𝑠𝑢𝑝
) + 𝑟 × (𝑇 − ∑ (1 − 𝑃𝑟⟦𝜓𝑗 ≤ 𝑠⟧)
0≤𝑠≤𝑇−1
) (5.11) 
Par la suite, nous posons 𝐹(𝑋𝑗) = 𝑃𝑟⟦𝜓𝑗 ≤ 𝑇⟧.  
Proposition 5.3 
La solution optimale 𝑋𝑗
∗∗ qui minimise l’expression (5.11) est la suivante : 
𝐹(𝑇 − 𝑋𝑗
∗∗ − 1) ≤
𝑏
𝑏 + 𝑟
≤ 𝐹(𝑇 − 𝑋𝑗
∗∗) (5.12) 
Démonstration 5.3 
Nous introduisons la fonction suivante : 
𝐺(𝑋𝑗
∗∗ − 1) = 𝐸⟦𝐶(𝑋𝑗
∗∗, 𝐿)⟧ − 𝐸⟦𝐶(𝑋𝑗
∗∗ − 1, 𝐿)⟧ 
La solution optimale 𝑋𝑗
∗∗ doit satisfaire : 
{
𝐺(𝑋𝑗
∗∗) = 𝑏 − [(𝑏 + 𝑟) × 𝐹(𝑇 − 𝑋𝑗
∗∗)] ≥ 0
𝐺(𝑋𝑗
∗∗ − 1) = 𝑏 − [(𝑏 + 𝑟) × 𝐹(𝑇 − 𝑋𝑗
∗∗ − 1)] ≤ 0
 
Pour satisfaire l’expression (5.12). 
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Nous retrouvons ainsi les propositions présentées dans la section 3 de l’article  [Hnaien 
et al., 2008], sachant que dans notre cas, le coût de stockage ℎ du composant du niveau 1 
est remplacé par le coût de stockage 𝑟 du produit fini ; et la date de livraison souhaitée par 
le client 𝑇 est différente de 0. 
Proposition 5.3 
L’espace de recherche initial [𝑇 − 𝑈𝑖,𝑚, 𝑇 − 𝑚] peut-être réduit à [𝑇 − 𝑈𝑖,𝑚, 𝑋𝑗
∗∗].  
 
Démonstration 5.3 
Comme dans la démonstration de la proposition (3.3) du chapitre 3, supposons qu’il existe 
un vecteur composé des dates de lancement d’ordres aux fournisseurs 
𝑋∗ = (𝑋1,𝑚
∗ , … , 𝑋𝑁𝑚,𝑚
∗ ) pour lequel 𝐸⟦𝐶(𝑋∗, 𝐿)⟧ est optimal (il n’est pas unique). Ce 
vecteur est défini, ∀(𝑘, 𝑗) ∈ [1;𝑁𝑚]², comme suit : 
{
𝑋𝑘,𝑚
∗ ∈ [𝑇 − 𝑈𝑘,𝑚; 𝑋𝑗
∗∗],      ∀𝑐𝑘,𝑚
𝑘≠𝑗
∈ 𝑆𝑖,𝑚−1
𝑋𝑗,𝑚
∗ ∈ ]𝑋𝑗
∗∗;  𝑇 − 2],       ∀ 𝑐𝑗,𝑚
𝑗≠𝑘
∈ 𝑆𝑖,𝑚−1
 
C’est-à-dire que d’une part, il y a des dates de lancement d’ordres aux fournisseurs 𝑋𝑘,m
∗  
qui sont comprises entre 𝑇 − 𝑈𝑘,𝑚 et 𝑋𝑗
∗∗ ; et que d’autre part, il existe aussi des dates de 
lancement d’ordres aux fournisseurs 𝑋𝑗,m
∗   qui sont comprises entre 𝑋𝑗
∗∗ + 1 et 𝑇 − 2. 
Nous démontrons par l’absurde qu’il existe 𝐴∗ = (𝐴1,𝑚
∗ , … , 𝐴𝑘,𝑚
∗ , … , 𝐴𝑁𝑚,𝑚
∗ ) qui domine 𝑋∗ 
tels que ∀ 𝑐𝑘,𝑚 ∈ 𝑆𝑘,𝑚−1, ∀𝛿 ∈ ℕ, 𝐴𝑘,𝑚
∗ ∈ [𝑇 − 𝑈𝑘,𝑚; 𝑋𝑗
∗∗]  et 𝐴𝑘,𝑚
∗ = 𝑋𝑘,𝑚
∗ − 𝛿. C’est-à-
dire que toutes les dates de lancement d’ordre sont comprises entre 𝑇 − 𝑈𝑘,𝑚 et 𝑋𝑗
∗∗ + 1. 
Soit 𝜀(𝐴∗, 𝑋∗) la différence entre : (1) l’espérance mathématique du coût total associée au 
vecteur 𝐴∗ et (2) l’espérance mathématique du coût total associée au vecteur 𝑋∗ : 
𝜀(𝑋∗, 𝐴∗) = 𝐸⟦𝐶(𝑋∗, 𝐿)⟧ − 𝐸⟦𝐶(𝐴∗, 𝐿)⟧ 
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La démonstration de l’inégalité 𝜀(𝐴∗, 𝑋∗) ≥ 0 est présentée en annexe (Démonstration 
A.4). 
5.5 Optimisation 
5.1.1 Problème à résoudre 
Notre problème peut donc se modéliser comme le problème d’optimisation suivant :  
𝑚𝑖𝑛 (𝐸⟦𝐶(𝑋, 𝐿)⟧) sous la contrainte : 
𝑇 − 𝑈𝑖,𝑚  ≤ 𝑋𝑖,𝑚 ≤  𝑋𝑖
∗∗ 
Nous nous trouvons alors face à une fonction non linéaire à variables entières. A partir 
d’un certain nombre de composants au dernier niveau de la nomenclature, l'énumération 
explicite de tout l'espace de recherche devient impossible. De ce fait, nous présentons ici 
une généralisation de la PSE proposée dans le troisième chapitre, ainsi qu’une borne 
inférieure de la fonction objectif ([Ben Ammar et al., 2013c]). Les différentes techniques 
permettant d’adapter l’AG présenté dans le chapitre 4 au cas multi-niveau sont également 
détaillées dans ([Ben Ammar et al., 2014]). 
5.1.2 Procédure par séparation et évaluation 
L’algorithme PSE que nous proposons utilise la recherche en profondeur d'abord : nous 
construisons une branche jusqu'à ce que nous obtenions une solution réalisable complète. 
A un nœud donné de l’arbre, si la borne inférieure correspondant à ce nœud est supérieure 
ou égale à la borne supérieure, la branche est coupée. Ensuite nous remontons d'un cran et 
essayons de construire une autre branche. 
Nous présentons ci-dessous une borne inférieure de la fonction objectif. Cette borne est 
une généralisation de la borne inférieure proposée dans l’équation (3.13). Nous précisons 
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aussi qu’un minimum local sera utilisé en tant que borne supérieure et la technique de 
réduction de l’espace de recherche sera développée et utilisée. 
5.1.2.1 Borne inférieure 
Soit 𝐴 = (𝑋1,𝑚, … , 𝑋𝑖,𝑚, … , 𝑋𝑁𝑚,𝑚) un vecteur qui représente les dates de lancement des 
ordres pour les composants de type 𝑐𝑖,𝑚. Chaque variable de décision 𝑋𝑘,𝑚 est bornée par 
𝑎𝑘,𝑚 = 𝑇 − 𝑈𝑘,𝑚 et 𝑏𝑘,𝑚 = 𝑇 −𝑚. 
Un vecteur 𝐴1 = (𝑋1,𝑚, 𝑎2,𝑚, … , 𝑎𝑘𝑚′ ,𝑚, … , 𝑎𝑁𝑚,𝑚) sera noté 𝐴1 = {𝑋1,𝑚}. Les nœuds au 
premier niveau de l’arbre de recherche correspondent aux différentes dates de lancement 
d’ordres au fournisseur 𝑋1,𝑚 du premier composant de la nomenclature (voir Figure 5.5). 
Les vecteurs liés à ces nœuds sont définis comme suit: 
𝐴1,𝑖 = (𝑎1,𝑚 + 𝑖,… , 𝑎𝑘𝑚′ ,𝑚, … , 𝑎𝑁𝑚,𝑚) avec 𝑖 ∈ [0; 𝑏𝑘,𝑚]. Ils seront, par la suite, 
écrits  𝐴1,𝑖 = {𝑎1,𝑚 + 𝑖}. La première valeur 𝑎1,𝑚 + 𝑖 correspond à la date de lancement 
d’un ordre au fournisseur du premier composant. Les dates de lancement d’ordres 
d’approvisionnement pour les autres composants sont égales à 𝑎𝑘,𝑚. 
Soit le vecteur 𝐴𝑘𝑚′ ,𝑋𝑘𝑚′ ,𝑚
= (𝑋1,𝑚,⋯ , 𝑋𝑘𝑚′ ,𝑚, 𝑎𝑘𝑚′ +1,𝑚, ⋯ , 𝑎𝑁𝑚,𝑚) qui définit le nœud 𝑘𝑚
′  
de l’arborescence. Ce vecteur de dates de lancement d’ordres d’approvisionnement aux 
fournisseurs est composé comme suit : 
 ∀𝑘 ∈ [1; 𝑘𝑚
′ − 1], 𝑋𝑘,𝑚 sont fixes et appartiennent à  [𝑎𝑘,𝑚; 𝑏𝑘,𝑚] (5.13) 
 𝑋𝑘𝑚′ ,2 est fixe et appartient à [𝑎𝑘𝑚′ ,𝑚; 𝑏𝑘𝑚′ ,𝑚] (5.14) 
 ∀𝑘 ∈ [𝑘𝑚
′ + 1;𝑁𝑚], 𝑋𝑘,𝑚 sont fixes et égales à 𝑎𝑘,𝑚 (5.15) 
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Figure 5.5 : Représentation de l’arbre d’exploration 
Nous allons introduire les notations complémentaires suivantes : 
 Le composant 𝑐𝑘𝑙′,𝑙 est nécessaire pour l’assemblage du composant 𝑐𝑧𝑙−1,𝑙−1, il est le 
𝑘𝑙
′è𝑚𝑒 composant dans l’ordre de l’arborescence. 
 𝑘𝑙
′′ est défini comme suit : (5.16) 
o Si 𝑐𝑘𝑙′,𝑙 est le dernier composant nécessaire à l’assemblage de  𝑐𝑧𝑙−1,𝑙−1 alors 𝑘𝑙
′′ est 
égale à 𝑘𝑙
′. 
𝐴1,1 = {𝑎1,𝑚} 
∅ 
𝐴1,𝑚 = {𝑎1𝑚 + 1} 𝐴1,𝑏1,𝑚 = {𝑏1,𝑚} 
𝐴2,1 = 𝐴1,1 ∪ {𝑎2,𝑚} 𝐴2,2 = 𝐴1,1 ∪ {𝑎2,𝑚 + 1} 
𝐴𝑘𝑚′ ,1 = 𝐴𝑘𝑚′ −1,1 ∪ {𝑎𝑘𝑚′ ,𝑚} 
𝐴𝑁𝑚,1 = 𝐴𝑁𝑚−1,1 ∪ {𝑎𝑁𝑚,𝑚} 𝐴𝑁𝑚,2 = 𝐴𝑁𝑚−1,1 ∪ {𝑎𝑁2,2 + 1} 
𝐴𝑁𝑚,𝑏𝑁𝑚,𝑚 = 𝐴𝑁𝑚−1,1 ∪ {𝑏𝑁𝑚,𝑚} 
𝐴2,𝑏2,𝑚 = 𝐴1,1 ∪ {𝑏2,𝑚} 
𝐴𝑁𝑚−1,1 = 𝐴𝑁𝑚−2,1 ∪ {𝑎𝑚−1,𝑚} 
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o Si 𝑐𝑘𝑙′,𝑙 n’est pas le dernier composant nécessaire à l’assemblage de 𝑐𝑧𝑙−1,𝑙−1 alors 
𝑘𝑙
′′ est égale à la somme des composants nécessaires à l’assemblage des 
composants 𝑐𝑖,𝑙−1 ∀𝑖 ∈ [1; 𝑧𝑙−1] du 𝑙 − 1
è𝑚𝑒 niveau de la nomenclature. 
 Le composant 𝑘𝑙
′′ est nécessaire pour l’assemblage du composant 𝑐𝑧𝑙−1′ ,𝑙−1 
Nous notons que lorsque 𝑘𝑙
′′ = 𝑘𝑙
′, 𝑧𝑙−1 = 𝑧𝑙−1
′ .  
Pour la suite, nous introduisons ces notations : 
• 𝑀 𝑖,𝑙
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
: la date d’assemblage du composant 𝑐𝑖,𝑙. Les composants du 
dernier niveau 𝑚 de la nomenclature du sous-système 
d’assemblage de  𝑐𝑖,𝑙  ont des dates de lancement d’ordres aux 
fournisseurs 𝑋𝑘,𝑚 supérieures ou égales à 𝑎𝑘,𝑚. 
• 𝑀 𝑖,𝑙
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
: la date d’assemblage du composant 𝑐𝑖,𝑙. Les (𝑁𝑚 − 𝑘𝑚
′ ) 
derniers composants du dernier niveau 𝑚 de la nomenclature du 
sous-système d’assemblage de  𝑐𝑖,𝑙 ont des dates de lancement 
des ordres 𝑋𝑘,𝑚 égales à 𝑎𝑘,𝑚. 
• 𝑀 𝑃𝐹
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
+  : le maximum entre 𝑀𝑃𝐹 et 𝑇 où 𝑀𝑃𝐹 est la date d’assemblage du 
produit fini sachant que les dates de lancement des ordres 
d’approvisionnement 𝑋𝑘,𝑚 appartiennent aux intervalles de 
recherche [𝑎𝑘,𝑚; 𝑏𝑘,𝑚] avec 𝑎𝑘,𝑚 = 𝑇 − 𝑈𝑘,𝑚 et 𝑏𝑘,𝑚 = 𝑇 −𝑚. 
• 𝑀 𝑃𝐹
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
+ : le maximum entre 𝑀𝑃𝐹 et 𝑇 avec 𝑀𝑃𝐹 la date d’assemblage du 
produit fini dont les dates de lancement d’ordres 
d’approvisionnement 𝑋𝑘,𝑚 sont détaillées dans les expressions 
(5.13), (5.14) et (5.15). 
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Proposition 5.4 
La borne inférieure qui correspond au vecteur 𝐴𝑘′,𝑋
𝑘′,𝑚
 est composé de : 
 Coût moyen de stockage des 𝑘𝑚
′  premiers composants du niveau m de la nomenclature. 
Ces composants ont des dates de lancement des ordres d’approvisionnement fixes (voir 
les expressions 5.13, 5.14 et 5.15) : 
𝐸⟦𝐶𝑠𝑐𝑚 , 𝐴𝑘𝑚′ ⟧ = ∑
(
 
 
∑ ℎ𝑘,𝑚 (𝐸 ⟦𝑀 𝑖,𝑚−1
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑘,𝑚 + 𝑎𝑘,𝑚⟧)
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
𝑘≤𝑘𝑚
′ ; )
 
 
𝑧𝑚−1
𝑖=1
 
 
 Coût moyen de stockage des 𝑘𝑙
′ premiers composants 𝑐𝑖,𝑙, 𝑙 = 2,… ,𝑚 − 1 : 
𝐸⟦𝐶𝑆𝐶2,…,𝑚−1 , 𝐴𝑘′⟧
= ∑ (∑ ∑ ℎ𝑣,𝑙+1
𝑐𝑣,𝑙+1∈𝑆𝑖.𝑙
𝐸⟦𝑀𝑖,𝑙⟧
𝑧𝑙
′
𝑖=1
−∑ ℎ𝑖,𝑙+1(𝐸⟦𝑀𝑖,𝑙+1⟧ + 𝐸⟦𝐿𝑖,𝑙+1⟧)
𝑘𝑙+1
′′
𝑖=1
)
𝑚−1
𝑙=1
 
 Coût moyen de stockage des 𝑧′ premiers composants du premier niveau de la 
nomenclature : 
𝐸⟦𝐶𝑠𝑐1 , 𝐴𝑘′⟧ =∑(ℎ𝑖,1 (𝐸 ⟦𝑀 𝑃𝐹
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸⟦𝑀𝑖,1⟧ − 𝐸⟦𝐿𝑖,1⟧))
𝑧1
′
𝑖=1
 
 
 Coût moyen de rupture en produit fini calculé sur la base du vecteur 𝐴𝑘′,𝑋
𝑘′,2
dont les 
éléments qui le composent sont définis dans les expressions (5.13), (5.14) et (5.15) : 
𝐸⟦𝐶𝑏𝑃𝐹, 𝐴𝑘𝑚′ ⟧ = 𝑏 × (𝐸 ⟦𝑀 𝑃𝐹
∀𝑘>𝑘′; 𝑋𝑘,2=𝑎𝑘,2
+ ⟧ − 𝑇) 
 
La borne inférieure est égale à la somme des quatre coûts moyens ci-dessus. 
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𝐵𝐼(𝐴𝑘′) =∑ℎ𝑖,1
𝑧1
′
𝑖=1
𝐸 ⟦𝑀 𝑃𝐹
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ + 𝑏 (𝐸 ⟦𝑀 𝑃𝐹
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
+ ⟧ − 𝑇)
− ∑∑[(ℎ𝑖,𝑙 − ∑ ℎ𝑣,𝑙+1
𝑐𝑣,𝑙+1∈𝑆𝑖.𝑙
)𝐸 ⟦𝑀 𝑖,𝑙+1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧]
𝑧𝑙
′
𝑖=1
𝑚−1
𝑙=1
+ ∑ ∑ ℎ𝑣,𝑙+1𝐸 ⟦𝑀 𝑧𝑙,𝑙
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧
𝑐𝑣,𝑙+1∈𝑆𝑧𝑙,𝑙
𝑘𝑙+1
′′ <𝑘≤𝑘𝑙+1
′
𝑚−1
𝑙=1
− ∑ ∑ ℎ𝑣,𝑙+1𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧
𝑐𝑣,𝑙+1∈𝑆𝑧𝑙,𝑙
𝑘𝑙+1
′′ <𝑘≤𝑘𝑙+1
′
𝑚−2
𝑙=1
−∑ℎ𝑖,𝑚𝐸⟦𝑎𝑖,𝑚⟧
𝑘𝑚
′
𝑖=1
− ∑∑ℎ𝑖,𝑙𝐸⟦𝐿𝑖,𝑙⟧
𝑘𝑙
′
𝑖=1
𝑚
𝑙=2
−∑ℎ𝑖,1𝐸⟦𝐿𝑖,1⟧
𝑧1
′
𝑖=1
 
Où : 
𝑧𝑙 ∈ 𝐼𝑁 \ 𝑐𝑘𝑙+1′ ,𝑙+1 ∈ 𝑆𝑧𝑙,𝑙, 𝑧𝑙
′ ∈ 𝐼𝑁 \ 𝑐𝑘𝑙+1′′ ,𝑙+1 ∈ 𝑆𝑧𝑙′,𝑙, 𝑐𝑘𝑙+1′′ +1,𝑙+1 ∈ 𝑆𝑧𝑙′+1,𝑙, 𝑘𝑙+1
′′ ≤ 𝑘𝑙+1
′  
et 𝑧𝑙 − 1 ≤ 𝑧𝑙
′ ≤ 𝑧𝑙. 
Cette proposition est prouvée dans la démonstration (A.5) en annexe. 
5.1.3 Algorithme génétique 
Les propriétés et les bornes démontrées ci-dessus nous permettent d'appliquer l'algorithme 
PSE proposé dans le chapitre 3 pour obtenir des solutions exactes. Pour résoudre ce 
problème d’une manière approchée, l’AG ainsi que les différentes techniques proposées 
dans le chapitre 3 peuvent être utilisées. Nous optons pour la même méthode de sélection 
élitiste. Chaque individu est codé de la même façon, la longueur du chromosome est égale 
à 𝑁𝑚 qui correspond au nombre de composants au niveau 𝑚 du système d’assemblage 
étudié.  
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Après plusieurs tests numériques, nous avons choisi de construire la population initiale 
comme suit : elle est composée, d’abord, d’individus qui sont générés d'une manière 
aléatoire selon une distribution uniforme : 𝑋𝑖,𝑚 = 𝑟𝑎𝑛𝑑(0, 𝑈𝑖,𝑚) pour 𝑖 ∈ [1,2, … ,𝑁𝑚]. 
Puis, nous appliquons la technique GSPI et donc la population initiale sera composée de : 
Un seul minimum local obtenu en appliquant une procédure de RL sur des individus 
générés d’une manière aléatoire selon une distribution uniforme.  
 Le reste de la population est généré d’une manière aléatoire selon une distribution 
uniforme. 
Les autres techniques introduites dans le chapitre 3 seront également utilisées. 
5.6  Étude expérimentale et résultats 
Afin de vérifier l'efficacité de nos algorithmes ainsi que les différentes techniques 
proposées pour les améliorer, nous étudions dans un premier temps un système 
d’assemblage à trois niveaux. Dans un second temps, nous présentons les deux analyses 
suivantes : 
 L’interdépendance entre le nombre de niveaux et le nombre de composants au 
dernier niveau 𝑚 de la nomenclature (tous les systèmes d’assemblage sont 
composés de 39 composants et d’un produit fini). 
 Celle de l’influence du coût unitaire de rupture en produit fini 𝑏 sur la convergence 
de l’AG. 
5.1.4 Exemples numériques 
D'abord nous montrerons le comportement de la PSE et de l'AG sur l’instance suivante : Le 
système d’assemblage étudié est décrit dans la Figure 5.2 : 𝑚 = 3,  𝑁3 = 8,  𝑁2 = 4,
𝑢𝑖,𝑗 = 5, 𝑏 = 1500, 𝑟 = 150 et 𝑇 = 15.  
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La distribution des probabilités des délais d’approvisionnement et les coûts de stockage des 
composants sont donnés dans les tableaux (5.2) et (5.3): 
Tableau 5.2 : La distribution de probabilité des délais d’approvisionnement 
Niveau de la 
nomenclature 
𝒘 1 2 3 4 5 
1 
𝑃⟦𝐿1,1 = 𝑤⟧ 0,4 0,3 0,1 0,1 0,1 
𝑃⟦𝐿2,1 = 𝑤⟧ 0,7 0,2 0,05 0,04 0,01 
2 
𝑃⟦𝐿1,2 = 𝑤⟧ 0,5 0,3 0,1 0,05 0,05 
𝑃⟦𝐿2,2 = 𝑤⟧ 0,25 0,15 0,2 0,2 0,2 
𝑃⟦𝐿3,2 = 𝑤⟧ 0,15 0,3 0,2 0,15 0,2 
𝑃⟦𝐿4,2 = 𝑤⟧ 0,7 0,2 0,05 0,04 0,01 
3 
𝑃⟦𝐿1,3 = 𝑤⟧ 0,09 0,01 0,1 0,35 0,45 
𝑃⟦𝐿2,3 = 𝑤⟧ 0,01 0,1 0,6 0,2 0,09 
𝑃⟦𝐿3,3 = 𝑤⟧ 0,1 0,7 0,1 0,05 0,05 
𝑃⟦𝐿4,3 = 𝑤⟧ 0,85 0,07 0,05 0,02 0,01 
𝑃⟦𝐿5,3 = 𝑤⟧ 0,6 0,2 0,1 0,05 0,05 
𝑃⟦𝐿6,3 = 𝑤⟧ 0,3 0,6 0,05 0,03 0,02 
𝑃⟦𝐿7,3 = 𝑤⟧ 0,55 0,25 0,1 0,06 0,04 
𝑃⟦𝐿8,3 = 𝑤⟧ 0,8 0,1 0,05 0,03 0,02 
Le Tableau 5.4 présente les limites supérieures de l’espace de recherche réduit, c.-à-d. les 
valeurs maximales des variables de décision 𝑋𝑖,3 pour 𝑖 = 1,… ,8, qui sont initialement 
comprises entre 0 et  12 (𝑇 − 3).  
Tableau 5.3 : Les coûts de stockage des composants 
𝒊 1 2 3 4 5 6 7 8 
𝒉𝒊,𝟑 36 28 45 42 4 27 17 4 
𝒉𝒊,𝟐 56 40 37 21     
𝒉𝒊,𝟏 100 13       
Les résultats montrent que cet espace a été réduit de 13
8
 ((𝑇 − 𝑚 + 1)𝑁𝑚) = 815730721 à 
12042240. Il a donc été réduit de ~67,74 fois. 
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Tableau 5.4 : Les limites supérieures de l’espace de recherche réduit 
𝒊 1 2 3 4 5 6 7 8 
𝝈(𝑿𝒊,𝟑
∗ ) 6 7 7 8 8 8 8 10 
En utilisant la PSE avec un minimum local (ML) comme borne supérieure, le coût minimal 
a été trouvé en 0,068 secondes et vaut 656,841.  
Tableau 5.5 : Dates d’approvisionnement optimales 
𝒊 1 2 3 4 5 6 7 8 
𝑿𝒊,𝟑
∗  3 4 3 4 1 3 3 5 
Les dates de lancement optimales correspondant à ce coût minimal sont présentées dans le 
Tableau 5.5. L’évolution de la borne inférieure à chaque niveau de l’arbre d’énumération 
est présentée dans la Figure 5.6. Elle dépend du classement des composants de chaque 
niveau en fonction de leurs coûts de stockage (en commençant par les composants dont les 
coûts de stockage sont plus grand, la borne inférieure serait très proche de l’espérance du 
coût total). 
 
Figure 5.6 : L’évolution de la borne inférieure 
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Le Tableau 5.6 montre l’effet de renforcement de notre PSE avec un intervalle de 
recherche réduit (IR) et une borne supérieure égale à un ML: l’utilisation à la fois de ces 
propriétés permet de réduire, par rapport à une PSE de base, le temps de calcul 
(𝐶𝑃𝑈𝑟é𝑑𝑢𝑐𝑡𝑖𝑜𝑛) de plus de 62 % et le nombre de branches finales gardées (𝑏𝑓𝑔) de plus de 
71%. 
Tableau 5.6 : Effet des différentes propriétés sur le comportement de la PSE 
Procédure utilisée PSE+IR PSE+IR+ML PSE 
𝒃𝒇𝒈 65671 24725 85373 
𝑪𝑷𝑼𝒓é𝒅𝒖𝒄𝒕𝒊𝒐𝒏(%) 26,068 62,833 - 
Les dates optimales ont été trouvées aussi par l’AG renforcé par une RL, une technique de 
GSPI et une procédure de perturbation P. Les résultats numériques (Tableau 5.7) sont 
donnés à partir de 100 tests sur le même exemple numérique. 
 Tableau 5.7 : Effet des différentes techniques utilisées sur le comportement de l’AG 
 
Nombre de 
générations 
𝒈𝒂𝒑 moyen 
(%) 
𝒈𝒂𝒑∗ moyen de la MSC 
(%) 
CPU Time 
(sec) 
AG 373,010 70,188 0,558 0,087 
AG-P-RL 117,660 69,956 0,002 0,027 
AG-GSPI-RL 63,260 3,746 0,000 0,004 
AG-GSPI-P-
RL 
14,830 3,495 0,000 0,001 
L’espérance mathématique du coût total optimal a été trouvée par l’AG (non renforcée par 
les différentes techniques mentionnées ci-dessus) après 373,01 générations en moyenne. Le 
même AG renforcé par les différentes techniques mentionnées ci-dessus (AG-RL-GSPI-P) 
a trouvé la solution optimale au bout de 14,83 générations. 
Le temps de calcul nécessaire pour trouver les solutions optimales par l’AG est en 
moyenne de 0,087 secondes. Ce temps, en utilisant AG-RL-GSPI-P, est de 0,001 secondes 
seulement.  
Pour la suite, nous rappelons les notations suivantes : 
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 Le 𝑔𝑎𝑝 moyen entre la meilleure solution de la population initiale et la meilleure 
solution trouvée au bout de 1000 générations : 𝑔𝑎𝑝 =
𝑏𝑒𝑠𝑡𝑠𝑜𝑙0−𝑏𝑒𝑠𝑡𝑠𝑜𝑙1000
𝑏𝑒𝑠𝑡𝑠𝑜𝑙1000
× 100  
 Le 𝑔𝑎𝑝∗ moyen entre 𝑏𝑒𝑠𝑡𝑠𝑜𝑙1000  c.-à-d. la meilleure solution trouvée au bout de 
1000 générations et 𝑏𝑒𝑠𝑡𝑠𝑜𝑙∗, c.-à-d. la meilleure solution connue (trouvée par la 
PSE jusqu’à 30 composants) : 𝑔𝑎𝑝∗ =
𝑏𝑒𝑠𝑡𝑠𝑜𝑙1000−𝑏𝑒𝑠𝑡𝑠𝑜𝑙∗
𝑏𝑒𝑠𝑡𝑠𝑜𝑙∗
× 100 
Comme c’est indiqué dans le Tableau 5.7, le 𝑔𝑎𝑝 moyen n’est que de 3,495 % dans le cas 
d’AG-GSPI-P-RL et le 𝑔𝑎𝑝∗ moyen est nul sauf pour le cas d’utilisation d’AG pur où est 
égal à 0,558 %.  
L’exemple ci-dessous montre l’efficacité de l’AG renforcé par les différentes techniques. 
Dans la partie qui suit, nos méthodes ont été testées sur deux types de systèmes 
d’assemblage afin de connaitre l’influence de la nomenclature, du coût de rupture et du 
nombre de niveaux sur la convergence des différents algorithmes.   
5.1.5 Tests de performances 
Les tests consistent à exécuter l’algorithme sur 10 nomenclatures différentes. Pour chaque 
nomenclature, 10 jeux de données ont été créés et pour chaque jeu de données, 100 tests 
sont faits. Pour ces nomenclatures, le nombre total des composants (𝐶𝑜𝑚𝑝𝑡𝑜𝑡𝑎𝑙) aux 
différents niveaux est toujours 39. Nous distinguons deux types de 
nomenclatures 𝐹𝑚 et 𝐶𝑚. Dans les niveaux intermédiaires (𝑙 = 1, . . , 𝑚 − 1) de 𝐹𝑚, le 
nombre de composants 𝑁𝑙 est égal à 2, tandis que pour 𝐶𝑚, 𝑁𝑙 ≥ 2. La nomenclature de 
chaque système d’assemblage est présentée dans le Tableau 5.8 : Par exemple le système 
d’assemblage 𝐹4 est composé de 2 composants aux niveaux 1, 2 et 3 et 33 composants au 
niveau 4. 
Les distributions de probabilité des délais d’approvisionnement sont les mêmes pour les 
différentes instances, les coûts de stockage des composants sont générés d’une manière 
aléatoire et respectent le fait que le coût de stockage d’un composant 𝑐𝑖,𝑙  est supérieur à la 
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somme des coûts de stockage des composants 𝑐𝑘,𝑙+1 ∈ 𝑆𝑖,𝑙 qui le composent. Nous avons 
fait le choix que tous les produits finis pour les tests de type 𝐹𝑚 ainsi que les exemples de 
type 𝐶𝑚 dont le nombre de niveaux est inférieur à 3 (𝑚 ≤ 3) aient un coût de rupture 𝑏 =
1000, et que les 𝐶𝑚 avec plus de 4 niveaux aient un coût de rupture 𝑏 = 10000. 
Tableau 5.8 : Nomenclatures des différents systèmes d’assemblage. 
 𝑭𝟐 𝑪𝟐 𝑭𝟑 𝑪𝟑 𝑭𝟒 𝑪𝟒 𝑭𝟓 𝑪𝟓 𝑭𝟔 𝑪𝟔 
𝑵𝟏 2 4 2 2 2 4 2 2 2 2 
𝑵𝟐 37 35 2 4 2 7 2 4 2 4 
𝑵𝟑   35 33 2 9 2 8 2 8 
𝑵𝟒     33 19 2 9 2 8 
𝑵𝟓       31 16 2 8 
𝑵𝟔         29 9 
𝑪𝒐𝒎𝒑
𝒕𝒐𝒕𝒂𝒍
 39 39 39 39 39 39 39 39 39 39 
 
Après des tests préliminaires, les paramètres suivants ont été fixés : la taille de la 
population initiale 𝑃𝑜𝑝0 est égale à 60, le nombre de génération 𝑀𝑎𝑥_𝑔é𝑛é𝑟𝑎𝑡𝑖𝑜𝑛 est 
égale à 1000, un taux de croisement de 95 % et un taux de mutation de 5 %. Le Tableau 
5.9  montre l’influence de la technique GSPI, de la procédure de perturbation P et de la RL 
sur la convergence de l’AG. Nous notons que dans cette partie nous analysons un possible 
lien entre le nombre de niveaux 𝑙 et le nombre de composants à chaque niveau 𝑁𝑙. 
La Figure 5.7 montre que le nombre de niveaux dans la nomenclature n’affecte pas le 
nombre d’itérations (générations) nécessaires pour que la Meilleure Solution Connue 
(MSC) soit trouvée. L’efficacité de la technique GSPI est visible sur la même figure ; cette 
technique permet de réduire le nombre moyen de générations nécessaire pour trouver les 
meilleures dates de lancement d’ordres (quel que soit le nombre de niveaux, moins de 100 
itérations sont nécessaires pour que la MSC soit trouvée).  
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Tableau 5.9 : L’influence des différentes techniques sur l’AG 
 Nombre de 
générations 
𝒈𝒂𝒑 moyen (%) 
𝒈𝒂𝒑∗ moyen de la 
MSC (%) 
CPU Time 
(sec) 
AG 
𝒎 𝑭𝒎 𝑪𝒎 𝑭𝒎 𝑪𝒎 𝑭𝒎 𝑪𝒎 𝑭𝒎 𝑪𝒎 
2 811,58 851,010 442,49 333,206 55,617 126,699 0,0355 0,053 
3 860,43 870,043 129,51 282,386 29,766 33,825 0,2322 0,325 
4 856,94 881,265 73,68 816,849 4,014 4,633 1,3713 3,262 
5 886,12 782,940 69,35 478,548 2,166 1,707 2,8368 8,391 
6 879,58 565,357 78,03 221,144 2,400 1,470 11,4405 15,530 
AG-P-RL 
𝒎 𝑭𝒎 𝑪𝒎 𝑭𝒎 𝑪𝒎 𝑭𝒎 𝑪𝒎 𝑭𝒎 𝑪𝒎 
2 520,76 398,710 649,31 717,315 9,612 0,051 0,0319 0,030 
3 742,68 600,689 169,83 494,654 6,918 0,057 0,2665 0,343 
4 753,55 728,667 81,37 873,007 0,099 0,423 1,5736 4,342 
5 826,53 660,300 70,08 476,113 0,224 0,132 3,0544 9,058 
6 802,27 430,380 80,17 217,743 0,100 0,086 15,8459 17,227 
AG-GSPI 
𝒎 𝑭𝒎 𝑪𝒎 𝑭𝒎 𝑪𝒎 𝑭𝒎 𝑪𝒎 𝑭𝒎 𝑪𝒎 
2 69,98 39,608 64,35 0,852 10,727 0,000 0,0044 0,003 
3 99,24 23,397 11,78 3,204 0,370 0,022 0,0272 0,013 
4 19,61 75,208 0,36 6,220 0,235 0,079 0,0705 0,363 
5 19,26 25,694 0,14 2,273 0,006 0,022 0,1349 0,350 
6 28,54 18,080 0,08 1,235 0,008 0,000 0,6199 0,373 
AG-GSPI-P-RL 
𝒎 𝑭𝒎 𝑪𝒎 𝑭𝒎 𝑪𝒎 𝑭𝒎 𝑪𝒎 𝑭𝒎 𝑪𝒎 
2 40,84 26,481 63,04 0,894 10,042 0,000 0,0038 0,003 
3 18,84 34,118 5,19 2,025 0,007 0,001 0,0087 0,025 
4 25,02 62,373 0,33 4,904 0,002 0,055 0,0527 0,350 
5 30,90 8,600 0,33 2,526 0,000 0,000 0,1644 0,164 
6 27,84 6,068 0,07 5,337 0,001 0,000 0,5946 0,194 
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Cependant, le nombre moyen de générations nécessaires pour trouver les dates optimales 
dépend du coût de rupture du produit fini. Nous rappelons  que nous avons fait ces choix : 
 Tous les produits finis pour les tests de type 𝐹𝑚 ont un coût de rupture 𝑏 = 1000,  
 Tous les produits finis pour les tests de type 𝐶𝑚 dont le nombre de niveaux est 
inférieur à 3 (𝑚 ≤ 3) ont un coût de rupture 𝑏 = 1000,  
 Les 𝐶𝑚 avec plus de 4 niveaux ont un coût de rupture 𝑏 = 10000. 
Nous apercevons dans la partie A2 (qui concerne les système d’assemblage de type 𝐶𝑚) de 
la Figure 5.7 une baisse de nombre d’itérations nécessaires pour que la Meilleure Solution 
Connue (MSC) soit trouvée que pour les cas où le problème est optimisé par les deux 
algorithmes AG pur et AG-P-RL. Cette baisse est donc due à l’augmentation du coût de 
rupture. 
 
a(.): AG-GSPI-P-RL, b(.): AG-GSPI, c(.): AG-P-RL, d(.): AG 
Figure 5.7 : L’évolution du nombre moyen de générations en fonction du nombre de niveaux 
 
La Figure 5.8 présente l’évolution du gap moyen en fonction du nombre de niveaux. Ce 
gap diminue quand le nombre de niveaux augmente, à l’exception de 𝐶3, 𝐶4 et 𝐶5 où 
l’augmentation de 10 fois du coût unitaire de rupture en produit fini 𝑏 l’a fait augmenter. 
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L’exemple de 𝐶3, 𝐶4 et 𝐶5 prouve qu’il y a une influence du rapport « coût unitaire de 
stockage/coût unitaire  de rupture en produit fini » sur le gap. 
 
a(.): AG-GSPI-P-RL, b(.): AG-GSPI, c(.): AG-P-RL, d(.): AG 
Figure 5.8 : L’évolution du gap moyen en fonction du nombre de niveaux 
Cependant ce gap moyen reste, quel que soit le nombre de niveaux, supérieur à 70 % 
(respectivement 221,144 %) pour les systèmes d’assemblage de type 𝐹𝑚 
(respectivement 𝐶𝑚) qui ont été optimisés par l’AG et l’AG-P-RL.  
En même temps, le même gap reste largement faible pour les systèmes d’assemblage 
optimisés par l’AG-GSPI et l’AG-GSPI-P-RL. Ce qui prouve que la technique de GSPI 
génère une population initiale de bonne qualité. 
La Figure 5.9 montre que l’AG-GSPI-P-RL, l’AG-P-RL et l’AG-GSPI sont plus efficaces 
que l’AG pur et que presque seul la convergence de ce dernier dépend du nombre de 
niveaux 𝑚. Cela est expliquée par :  
 L’AG pur converge bien vers les meilleures solutions connues quand le nombre de 
niveaux augmente. Dans ce cas, le nombre de composants au dernier niveau de la 
nomenclature diminue : Il fournit des solutions approchées à plus de 120 % des 
meilleures solutions connues pour l’optimisation des systèmes d’assemblage à 2 
niveaux et à moins de 3% pour les systèmes d’assemblage à 6 niveaux. 
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  L’AG-GSPI-P-RL et l’AG-GSPI partent d’une population initiale qui contient au 
moins un optimum local, ce qui explique bien un 𝑔𝑎𝑝∗ 𝑚𝑜𝑦𝑒𝑛 faible. 
 L’AG-GSPI-P-RL et l’AG-P-RL utilisent une procédure de perturbation et une 
recherche locale qui renforcent considérablement les opérations de croisement et de 
mutation ce qui leur permet de fournir des solutions approchées très proches des 
meilleures solutions connues 
 
a(.): AG-GSPI-P-RL, b(.): AG-GSPI-RL, c(.): AG-P-RL, d(.): AG 
Figure 5.9 : L’évolution du gap* moyen en fonction du nombre de niveaux 
Dans la Figure 5.10, nous présentons les temps de calcul moyens en seconde. Nous 
remarquons que, pour des systèmes d’assemblage composés du même nombre de 
composants (39 composants dans chaque système d’assemblage), le temps de calcul 
dépend du nombre de niveaux dans la nomenclature.  
Nous précisons aussi que le temps de calcul de l’AG-GSPI-P-RL et de l’AG-GSPI 
évoluent lentement et restent très petits (moins d’une seconde), alors que le temps de calcul 
de l’AG et de l’AG-P-RL évoluent rapidement en fonction du nombre de niveaux. 
Dans la partie qui suit, nous analysons l’effet du coût de rupture  𝑏 du produit fini (par 
rapport au coût de stockage 𝑟 de celui-ci) sur le comportement des différents algorithmes 
proposés. Nous étudions seulement les deux systèmes d’assemblages 𝐹3 et 𝐶3 mentionnés 
ci-dessus et nous faisons varier le coût de rupture 𝑏. 
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a(.): AG-GSPI-P-RL, b(.): AG-GSPI, c(.): AG-P-RL, d(.): AG 
Figure 5.10 : Comparaison des temps de calcul moyens (avant que la meilleure solution ne soit trouvée) 
Nous présentons les résultats numériques des différents jeux de données dans les tableaux 
(5.10, 5.11, 5.11 et 5.10) et les figures (5.11, 5.12, 5.13 et 5.14). Ces résultats montrent 
l’influence du coût unitaire de rupture en produit fini sur la convergence des différents 
algorithmes. La première colonne de chaque tableau présente le coût unitaire de rupture en 
produit fini en fonction du coût unitaire du stockage de celui-ci. Les autres colonnes 
présentent les résultats de 𝐹3 et 𝐶3. Dans chaque colonne du Tableau 5.10, nous présentons 
le nombre moyen de générations obtenues pour trouver la meilleure solution. Les temps de 
calcul sont détaillés dans le Tableau 5.12. 
Pour les algorithmes AG-GSPI-P-RL, AG-GSPI et AG, le nombre moyen de générations  
ne dépend pas de 𝑏. Cependant 𝐹3 (respectivement 𝐶3) requiert beaucoup moins de 
générations (46,811) (53,309 pour 𝐶3) en moyenne quand l’AG-GSPI-P-RL est utilisé. 
Mais en utilisant l’AG pur, 𝐹3 requiert en moyenne 872,995 (848,786 pour 𝐶3). 
Nous notons aussi que, en utilisant l’AG-P-RL pour les deux systèmes 
d’assemblage 𝐹3 et 𝐶3, le nombre moyen de générations avant que les meilleures solutions 
soient trouvées ainsi que le temps de calcul sont décroissants quand le coût unitaire de 
rupture en produit fini augmente (voir Figure 5.11 et Tableau 5.12). 
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Tableau 5.10 : Nombre moyen de générations avant que les meilleures solutions ne soient trouvées 
Nombre de générations 
Coût 
unitaire 
de 
rupture 𝒃 
𝑭𝟑 𝑪𝟑 
A
G
-
G
S
P
I-
P
-R
L
 
A
G
-P
-
R
L
 
A
G
-
G
S
P
I 
A
G
 
A
G
-
G
S
P
I-
P
-R
L
 
A
G
-P
-
R
L
 
A
G
-
G
S
P
I 
A
G
 
𝟏, 𝟐 × 𝒓 84,090 681,400 31,300 853,810 15,830 626,700 16,090 864,350 
𝟐 × 𝒓 51,360 652,770 12,290 834,930 45,870 507,310 35,040 856,680 
𝟑 × 𝒓 105,200 656,890 86,530 847,490 9,850 519,210 22,200 820,270 
𝟒 × 𝒓 53,340 561,550 32,740 854,360 16,010 432,820 54,180 874,760 
𝟏𝟎 × 𝒓 56,670 511,400 141,850 818,450 52,720 388,790 126,300 867,130 
𝟐𝟎 × 𝒓 63,380 390,860 248,620 853,560 157,830 413,820 152,190 893,990 
𝟑𝟎 × 𝒓 28,527 396,350 204,010 875,710 21,214 393,000 167,820 876,770 
𝟒𝟎 × 𝒓 35,910 325,400 237,510 848,700 31,386 376,020 131,410 896,500 
𝟖𝟎 × 𝒓 33,241 178,500 339,310 831,010 34,588 261,300 294,840 877,010 
𝟐𝟎𝟎 × 𝒓 21,368 179,524 240,350 869,840 82,809 236,176 226,970 902,490 
 
Tableau 5.11 : Temps de calcul nécessaires pour trouver les meilleures solutions 
CPU Time (sec) 
Coût 
unitaire 
de 
rupture 𝒃 
𝑭𝟑  𝑪𝟑 
A
G
-
G
S
P
I-
P
-
R
L
 
A
G
-P
-
R
L
 
A
G
-
G
S
P
I 
A
G
 
A
G
-
G
S
P
I-
P
-
R
L
 
A
G
-P
-
R
L
 
A
G
-
G
S
P
I 
A
G
 
𝟏, 𝟐 × 𝒓 0,015 0,082 0,004 0,073 0,008 0,127 0,004 0,112 
𝟐 × 𝒓 0,007 0,079 0,002 0,081 0,011 0,098 0,007 0,129 
𝟑 × 𝒓 0,017 0,081 0,009 0,080 0,003 0,088 0,004 0,116 
𝟒 × 𝒓 0,010 0,075 0,005 0,084 0,002 0,052 0,010 0,111 
𝟏𝟎 × 𝒓 0,007 0,072 0,012 0,080 0,014 0,074 0,023 0,121 
𝟐𝟎 × 𝒓 0,012 0,050 0,025 0,076 0,038 0,084 0,027 0,131 
𝟑𝟎 × 𝒓 0,004 0,052 0,022 0,074 0,006 0,089 0,028 0,130 
𝟒𝟎 × 𝒓 0,003 0,038 0,024 0,065 0,003 0,034 0,018 0,087 
𝟖𝟎 × 𝒓 0,002 0,010 0,032 0,070 0,004 0,032 0,044 0,131 
𝟐𝟎𝟎 × 𝒓 0,001 0,010 0,021 0,081 0,009 0,021 0,032 0,115 
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Figure 5.11 : Nombre moyen de générations et CPU time pour 𝐹3  
Ceci peut être expliqué du fait que dans le cas de l’AG-P-RL, pour un coût unitaire de 
rupture 𝑏 grand (largement supérieur au coût unitaire de stockage 𝑟), les composants au 
dernier niveau sont commandés le plutôt possible pour que l’espérance du coût de rupture 
en produit fini 𝑏 × (𝐸⟦𝑀𝑃𝐹
+ ⟧ − 𝑇) soit le plus petit possible. Du coup, l’espace de 
recherche se réduit en fonction du rapport « coût unitaire de rupture / coût de stockage en 
produit fini ». La recherche locale ainsi que la perturbation interviennent à chaque 
génération et améliorent considérablement la qualité de la nouvelle population : 
l'énumération des voisins conduit en général à la découverte de voisins de meilleure 
qualité, ce qui accélère la convergence de l’algorithme vers la meilleure solution trouvée et 
diminue le nombre moyen de générations nécessaire pour les trouver.  
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La même constatation est visible sur la Figure 5.12 (respectivement la Figure 5.13). 
D’une part, le 𝑔𝑎𝑝 𝑚𝑜𝑦𝑒𝑛 est croissant et atteint 14499,676 % (respectivement 17492,328 
%) quand 𝑏 = 200 × 𝑟. D’autre part, le 𝑔𝑎𝑝∗ 𝑚𝑜𝑦𝑒𝑛 reste très petit (moins de 2 %). 
Tableau 5.12 : Gap moyen 
𝑮𝒂𝒑 moyen (%) 
Coût 
unitaire 
de 
rupture 𝒃 
𝑭𝟑  𝑪𝟑 
A
G
-
G
S
P
I-
P
-
R
L
 
A
G
-P
-
R
L
 
A
G
-
G
S
P
I 
A
G
 
A
G
-
G
S
P
I-
P
-
R
L
 
A
G
-P
-
R
L
 
A
G
-
G
S
P
I 
A
G
 
𝟏, 𝟐 × 𝒓 1,703 237,705 2,825 170,167 0,526 213,771 0,850 165,462 
𝟐 × 𝒓 0,116 302,652 1,811 228,761 0,597 285,283 0,292 229,216 
𝟑 × 𝒓 2,958 399,508 0,780 297,390 0,203 375,511 0,804 281,445 
𝟒 × 𝒓 4,653 481,937 6,077 362,991 0,967 474,109 1,864 348,053 
𝟏𝟎 × 𝒓 8,369 973,185 17,580 646,354 5,441 1047,039 8,818 591,242 
𝟐𝟎 × 𝒓 13,982 1754,123 13,263 898,349 13,393 1952,664 6,989 813,882 
𝟑𝟎 × 𝒓 24,942 2490,551 10,592 990,903 23,292 2874,574 28,519 1090,554 
𝟒𝟎 × 𝒓 9,031 3259,481 8,027 1195,950 24,915 3681,740 36,657 1151,753 
𝟖𝟎 × 𝒓 2,503 5952,177 6,530 1483,340 48,342 7330,478 29,216 1331,048 
𝟐𝟎𝟎 × 𝒓 244,949 14499,676 9,673 1668,673 201,079 17492,328 188,903 1805,081 
Dans le Tableau 5.12, pour un 𝑏 grand et quel que soit le type de système d’assemblage, le 
𝑔𝑎𝑝 𝑚𝑜𝑦𝑒𝑛 reste supérieur à 100 % pour les algorithmes qui n’utilisent pas la technique 
GSPI. Cependant, l’introduction de la technique GSPI, de la RL et de la perturbation ont 
permis de réduire le 𝑔𝑎𝑝∗ 𝑚𝑜𝑦𝑒𝑛 et de fournir des solutions de bonne qualité en un temps 
de calcul raisonnable (voir Figure 5.12 et Figure 5.13) : A part l’AG, les autres 
algorithmes ont un 𝑔𝑎𝑝∗ 𝑚𝑜𝑦𝑒𝑛 stable et inférieur à 1%. D’une part, La technique GSPI 
permet de partir d’une population initiale de bonne qualité et qui contient des minimums 
locaux, et d’autre part, la perturbation ainsi que la recherche locale renforcent les 
opérateurs de croisement et de mutation pour que l’algorithme converge vers une solution 
approchée de bonne qualité.  L’AG-GSPI-P-RL a révélé sa grande efficacité pour fournir 
des solutions approchées de bonne qualité quelques soient le type de système 
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d’assemblage, la taille de l’instance ainsi que la variabilité du coût de rupture en produit 
fini. 
 
Figure 5.12 : Nombre moyen de générations et CPU time pour 𝐶3  
Nous notons que l’AG fournit le plus souvent des solutions médiocres (quel que soit le 
type de système d’assemblage, pour un 𝑏 = 1,2 × 𝑟,  le 𝑔𝑎𝑝∗ 𝑚𝑜𝑦𝑒𝑛 est supérieur à 18 %, 
et dépasse le 1000 % quand 𝑏 = 200 × 𝑟). Il ne peut garantir une solution de bonne qualité 
que si le coût de rupture en produit fini est légèrement supérieur au coût de stockage de 
celui-ci. Ceci est expliqué du fait que, pour un coût de rupture en produit fini largement 
supérieur au coût de stockage du produit fini, les opérations de croisement et de mutation 
ne sont pas suffisantes pour explorer l’espace de recherche initiale et pour trouver la partie 
de ce même espace pour laquelle le produit fini ne risque pas d’être en rupture de stocks. 
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D’une manière générale, l’avantage de l’AG-GSPI-P-RL réside dans la bonne qualité des 
solutions proposées ainsi que dans sa rapidité (demande un nombre petit de générations 
pour trouver la meilleure solution) ; le temps de calcul nécessaire augmente très lentement 
comparé à l’AG et l’AG-GSPI. 
Tableau 5.13 : Gap* moyen avec la meilleure solution connue 
𝑮𝒂𝒑∗ moyen de la MSC (%) 
Coût 
unitaire 
de 
rupture 
𝒃 
𝑭𝟑 𝑪𝟑 
A
G
-G
S
P
I-
P
-
R
L
 
A
G
-P
-R
L
 
A
G
-G
S
P
I 
A
G
 
A
G
-G
S
P
I-
P
-
R
L
 
A
G
-P
-R
L
 
A
G
-G
S
P
I 
A
G
 
𝟏, 𝟐 × 𝒓 0,013 1,385 0,022 27,842 0,000 0,260 0,015 18,312 
𝟐 × 𝒓 0,114 1,589 0,089 26,190 0,000 0,052 0,014 18,832 
𝟑 × 𝒓 0,021 0,872 0,057 28,157 8,950 9,002 8,965 39,154 
𝟒 × 𝒓 0,002 0,207 0,043 27,417 0,000 0,014 0,007 32,043 
𝟏𝟎 × 𝒓 0,003 0,038 0,242 57,687 0,003 0,018 0,026 72,434 
𝟐𝟎 × 𝒓 0,002 0,028 0,474 128,930 0,005 0,130 0,087 134,142 
𝟑𝟎 × 𝒓 0,008 0,034 0,507 162,413 0,004 0,026 0,107 214,601 
𝟒𝟎 × 𝒓 0,010 0,144 0,408 240,260 0,000 0,039 0,083 269,756 
𝟖𝟎 × 𝒓 0,000 0,121 1,693 443,186 0,011 0,032 0,267 500,711 
𝟐𝟎𝟎 × 𝒓 0,006 0,058 4,001 1015,894 0,000 0,003 0,295 1113,419 
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Figure 5.13 : 𝑔𝑎𝑝∗ 𝑚𝑜𝑦𝑒𝑛 et 𝑔𝑎𝑝 𝑚𝑜𝑦𝑒𝑛 de 𝐹3  
 
 
Figure 5.14 : 𝑔𝑎𝑝∗ 𝑚𝑜𝑦𝑒𝑛 et 𝑔𝑎𝑝 𝑚𝑜𝑦𝑒𝑛 de 𝐶3  
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5.2 Conclusions 
Dans ce chapitre, nous avons proposé un modèle analytique permettant l’étude des 
systèmes d’assemblage multi-niveaux quand les délais d’approvisionnement en 
composants sont incertains. Le critère considéré est l’espérance mathématique du coût total 
qui est composé des coûts de stockage des composants ainsi que des coûts de rupture et de 
stockage du produit fini. 
Une PSE et un AG ont été développés. L’AG a été renforcé par une technique de 
génération spécifique de la population initiale, une procédure de perturbation et une 
recherche locale. Un grand nombre d’instances a été utilisé afin de tester son efficacité. 
Une comparaison entre les différentes techniques utilisées pour l’amélioration de l’AG a 
été faite (en termes de qualité de la population initiale et de la meilleure solution, ainsi que 
la rapidité de sa convergence vers la meilleure solution connue).  
Les tests ont montré l’efficacité de l’AG renforcé par les différentes techniques proposées. 
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Conclusions Générales 
En entreprise, les stocks de sécurité permettent de faire face aux ruptures de stocks dues 
aux aléas ; mais ils sont aussi une charge financière et une immobilisation de capitaux. Ils 
doivent être dimensionnés en fonction de plusieurs critères comme le degré d’incertitude, 
le niveau de service souhaité, et les coûts liés au stockage et à la rupture. Les délais de 
sécurité sont aussi utilisés pour couvrir l’incertitude sur les dates de disponibilité du 
produit fini et des composants. 
Dans cette présente thèse nous nous sommes intéressés aux systèmes d’assemblage multi-
niveau quand les délais d’approvisionnement sont incertains. Dans le chapitre 1, nous 
avons présenté des généralités sur la gestion de stocks et la planification de production, en 
nous arrêtant plus en détails sur les techniques utilisées dans cette thèse. 
Dans le chapitre 2, l'état de l'art sur la gestion des approvisionnements sous incertitudes a 
été présenté. Nous avons souligné un intérêt particulier à la politique de type MRP. Une 
classification des problèmes en fonction du type de chaîne logistique a été faite. Nous 
avons étudié les différentes sources d’incertitudes et plus particulièrement la variabilité des 
délais d’approvisionnement. Les méthodes et les techniques qui sont proposées pour faire 
face à ce type d’incertitude ne sont pas suffisamment développées. Seule la variabilité sur 
la demande est largement analysée. Sous la variabilité des délais d’approvisionnement, 
plusieurs études concernant les structures linéaires multi-niveaux existent, et celles qui 
traitent les systèmes d’assemblage sont rares, surtouts les systèmes à plus d’un niveau. 
Dans les chapitres 3 et 4, nous avons étudié les systèmes d’assemblage à deux niveaux. 
Nous avons choisi comme critère l’espérance mathématique du coût total qui est égal à la 
somme du coût de stockage des composants et des coûts de rupture et de stockage du 
produit fini. Nous avons développé : (1) un algorithme d’optimisation basé sur la technique 
de séparation et d’évaluation. Les tests montrent l’efficacité de l’algorithme ainsi que des 
techniques proposées pour résoudre, d’une manière exacte, des problèmes de petites tailles 
et de tailles moyennes ; (2) une méta-heuristique basée sur un algorithme génétique 
renforcée par plusieurs techniques ; cette méta-heuristique a permis de résoudre des 
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problèmes de taille plus importante en garantissant un bon compromis entre la qualité des 
résultats obtenus et le temps de calcul. 
Le chapitre 5 a été dédié à la généralisation du modèle analytique proposé aux systèmes 
d’assemblage multi-niveaux. Une procédure par séparation et évaluation et un algorithme 
génétique ont été développés. L’algorithme génétique proposé a été renforcé par une 
technique de génération spécifique de la population initiale, une procédure de perturbation 
et une recherche locale. Il a fourni des résultats de bonne qualité en un temps de calcul 
raisonnable comparé aux autres méthodes de résolution. Dans ce chapitre, nous avons 
montré que la résolution du problème ne dépend pas seulement de la méthode de résolution 
et du nombre de niveaux, mais aussi des coûts de rupture et de stockage du produit fini, et 
de la structure du système d’assemblage.  
Concernant les perspectives à court terme, nos travaux se focaliseront sur l’utilisation des 
différentes techniques proposées dans le cas plus général où à la fois la demande et les 
délais d’approvisionnement sont incertains. A moyen terme, nous allons essayer d’étudier 
des systèmes d’assemblage multi-période, multi-produit ou encore des systèmes où les 
nomenclatures se croisent. 
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Annexes 
 
 
Propriété A.1 : 
Soient 𝑋𝑗,2 ∉ ]𝑇 − 𝑞𝛼𝑗; 𝑇 − 2] et 𝛿 = 𝑋𝑗,2 − (𝑇 − 𝑞𝛼𝑗) (voir Figure A. 1). Si 𝑋𝑗,2 > 𝑇 −
𝑞𝛼𝑗  alors : 
∑ (𝑃𝑟⟦𝜓𝑗 > 𝑠⟧ −
𝑟
𝑏 + 𝑟
)
𝑇≤𝑠<𝑇+𝛿
≥ 0 
 
Figure A. 1 : Détermination de 𝛿 et de l’intervalle de 𝑋𝑗,2 
 
Démonstration A.1: 
Dans la Figure A. 2 où 𝑋𝑗,2 ∉ [𝑇 − 𝑈𝑖,2; 𝑇 − 𝑞𝛼𝑗], les bâtons en bleus correspondent à 
𝑃𝑟⟦𝜓𝑗 > 𝑠⟧ et les bâtons en rouge (entre 𝑇 et 𝑋𝑗,2 + 𝑞𝛼𝑗) correspondent 𝑃𝑟⟦𝜓𝑗 > 𝑠⟧ −
𝑟
𝑏+𝑟
. 
Or : 
              
              
 
 𝑇 − 𝑈𝑗,2        𝑇 − 𝑞𝛼𝑗           𝑿𝒋,𝟐     𝑞𝛼𝑗  𝑇 − 2       𝑇
                  
𝑋𝑗,2 ∈ [𝑇 − 𝑈𝑗,2; 𝑇 − 𝑞𝛼𝑗] 
𝛿 
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∑ (𝑃𝑟⟦𝜓𝑗 > 𝑠⟧)
𝑇≤𝑠<𝑇+𝛿
= ∑
(
 ∑ [𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × 𝑃𝑟⟦𝐿𝑗,2 > −𝑋𝑗,2 + 𝑜2⟧]
𝑜1+𝑜2= 𝑠 
𝑜1+𝑜2∈ℤ )
 
𝑇≤𝑠<𝑇+𝛿
 
 
Figure A. 2 : la valeur de 𝑃𝑟⟦𝜓𝑗 > 𝑠⟧ sur l’intervalle de temps 
 
Nous avons posé 𝛿 = 𝑋𝑗,2 − 𝑇 + 𝑞𝛼𝑗 , alors : 
𝑃𝑟⟦𝜓𝑗 > 𝑠⟧ 
 1 
𝑟
𝑏 + 𝑟
 
 𝑇 − 𝑈𝑗,2       𝑇 − 𝑞𝛼𝑗                𝑋𝑗,2             𝑇 − 2       𝑇                            𝑋𝑗,2 + 𝑞𝛼𝑗          
 
Intervalle de recherche réduit 
 
Intervalle de recherche initial 
               
               
               
               
               
               
               
               
               
               
               
               
               
               
               
               
               
               
               
               
               
               
 
 
𝛿  
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∑ (𝑃𝑟⟦𝜓𝑗 > 𝑠⟧)
𝑇≤𝑠<𝑇+𝛿
= ∑
(
 ∑ [𝑃⟦𝐿𝑖,1 = 𝑜1⟧ × 𝑃⟦𝐿𝑗,2 > −𝑋𝑗,2 + 𝑜2⟧]
𝑜1+𝑜2= 𝑠 
𝑜1+𝑜2∈ℤ )
 
𝑇≤𝑠<𝑇+𝑋𝑗,2−𝑇+𝑞𝛼𝑗
= ∑
(
 ∑ [𝑃⟦𝐿𝑖,1 = 𝑜1⟧ × 𝑃⟦𝐿𝑗,2 > −𝑋𝑗,2 + 𝑜2⟧]
𝑜1+𝑜2= 𝑠 
𝑜1+𝑜2∈ℤ )
 
𝑇≤𝑠<𝑋𝑗,2+𝑞𝛼𝑗
= ∑
(
 ∑ [𝑃⟦𝐿𝑖,1 = 𝑜1⟧ × 𝑃⟦𝐿𝑗,2 > 𝑜2⟧]
𝑜1+𝑜2= 𝑠 
𝑜1+𝑜2∈ℤ )
 
𝑇−𝑋𝑗,2≤𝑠<𝑋𝑗,2+𝑞𝛼𝑗−𝑋𝑗,2
 
 
∑ (𝑃𝑟⟦𝜓𝑗 > 𝑠⟧)
𝑇≤𝑠<𝑇+𝛿
= ∑
(
 ∑ [𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × 𝑃𝑟⟦𝐿𝑗,2 > 𝑜2⟧]
𝑜1+𝑜2= 𝑠 
𝑜1+𝑜2∈ℤ )
 
𝑇−𝑋𝑗,2≤𝑠<𝑞𝛼𝑗
= ∑ 𝑃𝑟⟦𝐿𝑖,1 + 𝐿𝑗,2 > 𝑠⟧
𝑇−𝑋𝑗,2≤𝑠<𝑞𝛼𝑗
 
D’après l’expressions (3.15), ∀𝑠 < 𝑞𝛼𝑗: 
∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ × 𝑃𝑟⟦𝐿𝑗,2 > 𝑜2⟧)
𝑜1+𝑜2=𝑠
𝑜1+𝑜2∈ℤ
≥
𝑟
𝑏 + 𝑟
 
Donc: 
∑ (𝑃𝑟⟦𝐿𝑖,1 + 𝐿𝑗,2 > 𝑠⟧ −
𝑟
𝑏 + 𝑟
)
𝑇−𝑋𝑗,2≤𝑠<𝑞𝛼𝑗
≥ 0 
C.Q.F.D 
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Démonstration A.2 
𝜀(𝑋∗, 𝐴∗) =∑ℎ𝑖,1𝐸 ⟦𝑀𝑃𝐹{𝑋∗}⟧
𝑁1
𝑖=1
−∑𝐻𝑖
𝑁1
𝑖=1
𝐸 ⟦𝑀𝑖,1{𝑋∗}⟧ −∑(∑ℎ𝑖,𝑙𝐸⟦𝐿𝑖,𝑙⟧
𝑁𝑙
𝑖=1
)
2
𝑙=1
−∑ℎ𝑖,2𝑋𝑖,2
𝑁2
𝑖=1
+ 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝑇) + 𝑟 × (𝑇 − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧)
−∑ℎ𝑖,1𝐸 ⟦𝑀𝑃𝐹{𝐴∗}⟧
𝑁1
𝑖=1
+∑𝐻𝑖
𝑁1
𝑖=1
𝐸 ⟦𝑀𝑖,1{𝐴∗}⟧ +∑(∑ℎ𝑖,𝑙𝐸⟦𝐿𝑖,𝑙⟧
𝑁𝑙
𝑖=1
)
2
𝑙=1
+∑ℎ𝑖,2𝐴𝑖,2
𝑁2
𝑖=1
 
−𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧ − 𝑇) − 𝑟 × (𝑇 − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
− ⟧) 
 
Sachant que: 
• 𝑀𝑖,1{𝐴∗} = 𝑚𝑎𝑥
𝑐𝑘,2∈𝑆𝑖,1
(𝐿𝑘,2 + 𝑋𝑘,2
∗ − 𝛿) = 𝑚𝑎𝑥
𝑐𝑘,2∈𝑆𝑖,1
(𝐿𝑘,2 + 𝑋𝑘,2
∗ ) − 𝛿 = 𝑀𝑖,1{𝑋∗} − 𝛿 
• 𝑀𝑃𝐹{𝐴∗}
+ = 𝑚𝑎𝑥(𝑀𝑃𝐹{𝐴∗}, 𝑇) = 𝑚𝑎𝑥 (𝑀𝑃𝐹{𝑋𝑘,2∗ −𝛿}, 𝑇) 
• 𝑀𝑃𝐹{𝐴∗}
− = 𝑚𝑖𝑛(𝑀𝑃𝐹{𝐴∗}, 𝑇) = 𝑚𝑖𝑛 (𝑀𝑃𝐹{𝑋𝑘,2∗ −𝛿}, 𝑇) 
• 𝑀𝑃𝐹{𝐴∗}= max𝑖=1,…,𝑁1
(𝑀𝑖,1{𝐴∗} + 𝐿𝑖,1)= max𝑖=1,…,𝑁1
(𝑀𝑖,1{𝑋∗} + 𝐿𝑖,1 − 𝛿) = 𝑀𝑃𝐹{𝑋∗} − 𝛿 
Alors : 
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𝜀(𝑋∗, 𝐴∗) =∑ℎ𝑖,1𝐸 ⟦𝑀𝑃𝐹{𝑋∗}⟧
𝑁1
𝑖=1
−∑𝐻𝑖
𝑁1
𝑖=1
𝐸 ⟦𝑀𝑖,1{𝑋∗}⟧ −∑ℎ𝑖,2𝑋𝑖,2
𝑁2
𝑖=1
−∑ℎ𝑖,1 (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}⟧ − 𝛿)
𝑁1
𝑖=1
+∑𝐻𝑖
𝑁1
𝑖=1
𝐸 ⟦𝑀𝑖,1{𝑋∗} − 𝛿⟧ +∑ℎ𝑖,2(𝑋𝑖,2 − 𝛿)
𝑁2
𝑖=1
+ 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) + 𝑟 × (𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
− ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧) 
 
𝜀(𝑋∗, 𝐴∗) = −∑𝐻𝑖
𝑁1
𝑖=1
𝐸 ⟦𝑀𝑖,1{𝑋∗}⟧ + 𝛿∑ℎ𝑖,1
𝑁1
𝑖=1
+∑𝐻𝑖
𝑁1
𝑖=1
𝐸 ⟦𝑀𝑖,1{𝑋∗} − 𝛿⟧ − 𝛿∑ℎ𝑖,2
𝑁2
𝑖=1
 
+𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) + 𝑟 × (𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
− ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧) 
 
𝜀(𝑋∗, 𝐴∗) = 𝛿∑ℎ𝑖,1
𝑁1
𝑖=1
− 𝛿∑ℎ𝑖,1
𝑁1
𝑖=1
+ 𝛿∑ ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑖,1
𝑁1
𝑖=1
− 𝛿∑ℎ𝑖,2
𝑁2
𝑖=1
 
+𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) + 𝑟 × (𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
− ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧) 
 
𝜀(𝑋∗, 𝐴∗) = 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) + 𝑟 × (𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
− ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧) 
−𝛿 [∑ ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑖,1
𝑁1
𝑖=1
−∑ℎ𝑖,2
𝑁2
𝑖=1
] 
 
Or la somme des composants 𝑐𝑘,2 ∈ 𝑆𝑖,1 nécessaires à l’assemblage de tous les composants 
𝑐𝑖,1 est égale à 𝑁2  qui est le nombre total de composants au 2
ème
 niveau de la 
nomenclature, donc : 
∑ ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑖,1
𝑁1
𝑖=1
=∑ℎ𝑖,2
𝑁2
𝑖=1
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Ainsi: 
𝜀(𝑋∗, 𝐴∗) = 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) + 𝑟 × (𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
− ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧) (A.1) 
Or d’après l’équation (3.11) nous avons: 
• 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧ = 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ + 𝑇 
• 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧ = 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧ + 𝑇 
Donc: 
𝜀(𝑋∗, 𝐴∗) = 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) − 𝑟
× (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ + 𝑇 − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}⟧ + 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧ − 𝑇)
= 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) − 𝑟
× (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ + 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧)
= 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) − 𝑟
× (𝛿 − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ + 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧)
= 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) + 𝑟 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ + 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧)
− 𝛿𝑟 = (𝑏 + 𝑟) × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) − 𝛿𝑟 
Soit 𝑆𝑠𝑢𝑝 = 𝑇 + 2 × (𝑢 − 1), 𝑠 ≤ 𝑆𝑠𝑢𝑝, et 𝑄 = 𝑏 + 𝑟.  D’après (3.12): 
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𝜀(𝑋∗, 𝐴∗) = 𝑄 × (𝑇 + ∑ (1 − 𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇≤𝑠≤𝑆𝑠𝑢𝑝
− 𝑇
− ∑ (1 − 𝑃𝑟 ⟦𝑀𝐹𝑃{𝐴∗} ≤ 𝑠⟧)
𝑇≤𝑠≤𝑆𝑠𝑢𝑝
) − 𝛿𝑟
= 𝑄 × ( ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝐴∗} ≤ 𝑠⟧ − 𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇≤𝑠≤𝑆𝑠𝑢𝑝
) − 𝛿𝑟
= 𝑄 × ( ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} − 𝛿 ≤ 𝑠⟧ − 𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇≤𝑠≤𝑆𝑠𝑢𝑝
) − 𝛿𝑟
= 𝑄 × ( ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠 + 𝛿⟧ − 𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇≤𝑠≤𝑆𝑠𝑢𝑝
) − 𝛿𝑟
= 𝑄 × ( ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇+𝛿≤𝑠≤𝑆𝑠𝑢𝑝+𝛿
− ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇≤𝑠≤𝑆𝑠𝑢𝑝
)
− 𝛿𝑟 
= 𝑄 × ( ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇+𝛿≤𝑠≤𝑆𝑠𝑢𝑝
+ ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑆𝑠𝑢𝑝<𝑠≤𝑆𝑠𝑢𝑝+𝛿
− ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇≤𝑠<𝑇+𝛿
− ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇+𝛿≤𝑠≤𝑆𝑠𝑢𝑝
) − 𝛿𝑟 
= 𝑄 × ( ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑆𝑠𝑢𝑝<𝑠≤𝑆𝑠𝑢𝑝+𝛿
− ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇≤𝑠<𝑇+𝛿
) − 𝛿𝑟 
 
Pour 𝑠 > 𝑆𝑠𝑢𝑝, 𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧ = 0, donc: 
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𝜀(𝐴∗, 𝑋∗) = 𝑄 × (𝛿 − ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇≤𝑠<𝑇+𝛿
) − 𝛿𝑟
= 𝑏 × (𝛿 − ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇≤𝑠<𝑇+𝛿
) + 𝑟
× (𝛿 − ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇≤𝑠<𝑇+𝛿
) − 𝛿
= 𝑏𝛿 − 𝑏 ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇≤𝑠<𝑇+𝛿
− 𝑟 ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇≤𝑠<𝑇+𝛿
= 𝑏𝛿 − (𝑄 ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} ≤ 𝑠⟧)
𝑇≤𝑠<𝑇+𝛿
)
= 𝑄 ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} > 𝑠⟧ −
𝑟
𝑏 + 𝑟
)
𝑇≤𝑠<𝑇+𝛿
 
 
Or ∀𝑠, 𝑀𝐹𝑃{𝑋∗} > 𝜓𝑗 , alors : 
𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} > 𝑠⟧ ≥ 𝑃𝑟⟦𝜓𝑗 > 𝑠⟧ 
D’où : 
𝜀(𝐴∗, 𝑋∗) ≥ 𝑄 ∑ (𝑃𝑟⟦𝜓𝑗 > 𝑠⟧ −
𝑟
𝑏 + 𝑟
)
𝑇≤𝑠<𝑇+𝛿
 
D’après la propriété (A.1) qui est détaillée dans cette annexe : 
∀𝑇 ≤ 𝑠 < 𝑇 + 𝛿,        𝑃𝑟⟦𝜓𝑗 > 𝑠⟧ ≥
𝑟
𝑏 + 𝑟
 
D’où 𝜀(𝐴∗, 𝑋∗) ≥ 0. 
C.Q.F.D. 
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Démonstration A.3 
Soit 𝜀 = 𝐸𝑏 + 𝐸1 + 𝐸2  la différence entre  𝐸⟦𝐶(𝐴𝑁2 , 𝐿)⟧et 𝐵𝐼(𝐴𝑘′).  
D’après l’expression (3.3), l’espérance mathématique 𝐸⟦𝐶𝑏𝑃𝐹⟧ du coût de rupture en 
produit fini est égale à:  
𝐸⟦𝐶𝑏𝑃𝐹⟧ = 𝑏 (𝐸 ⟦𝑀 𝑃𝐹
∀𝑘;𝑋𝑘,2≥𝑎𝑘,2
+ ⟧ − 𝑇) 
Soit 𝐸𝑏 la différence entre: 
 L’espérance mathématique 𝐸⟦𝐶𝑏𝑃𝐹, 𝐴𝑁2⟧ du coût de rupture en produit fini 
associée au vecteur 𝐴𝑁2. 
 L’espérance mathématique 𝐸⟦𝐶𝑏𝑃𝐹, 𝐴𝑘′⟧ du coût de rupture en produit fini 
associée au vecteur 𝐴𝑘′ .  
Ainsi, nous pouvons déterminer la valeur exacte de 𝐸𝑏: 
𝐸𝑏 = 𝑏 (𝐸 ⟦𝑀 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
+ ⟧ − 𝐸 ⟦𝑀 𝑃𝐹
∀𝑘>𝑘2
′ ; 𝑋𝑘,2=𝑎𝑘,2
+ ⟧) 
= 𝑏
(
 
 
 
 
 
 
 
 ∑ (1 −∏( ∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑜1+𝑜2=𝑠
)
𝑁1
𝑖=1
)
0≤𝑠≤𝑇−1
− ∑
[
 
 
 
 
 
 
1 −
(
 
 
 
 ∏( ∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑜1+𝑜2=𝑠
)
𝑘′
𝑖=1
× ∏ ( ∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ ∏ 𝐹𝑘,2(−𝑎𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑜1+𝑜2=𝑠
)
𝑁1
𝑖=𝑘′+1 )
 
 
 
 
]
 
 
 
 
 
 
0≤𝑠≤𝑇−1
)
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Figure A. 3 : Exemple de calcul de borne inférieure 
𝑋 = (4,4,2,0)  
T 
Rupture moyenne en produit fini 
Délai moyen d’approvisionnement 
Coût moyen de stockage non compté dans le calcul de la BI 
Date d’approvisionnement 
Coût moyen de stockage compté dans le calcul de la BI 
 
  
𝐶1,2 
𝐶2,2 
𝐶3,2 
𝐶4,2
D
ue 
da
te 
𝐶1,1 
𝑘′′
= 7;  𝑣′′
= 7 
𝑘′
= 7;  𝑣′
= 8 
 
𝑦 =
4;  𝑧 =
3; 𝑦′ =
3; 𝑧′ =
3  
 
 
𝐶2,1 
𝑧
= 2; 𝑧′
= 1  
𝑘′ =
3; 𝑘′′ =
2  
  
𝑋 = (4,4,2,1)  
T 0 
𝐶1,2 
𝐶2,2 
𝐶3,2 
𝐶4,2 
𝐶2,1 
𝐶1,1 
𝑧 = 2;  𝑧′ = 2  
𝑘′ = 4;  𝑘′′ = 4  
  
𝑧 = 2;  𝑧′ = 1  
𝑘′ = 3;  𝑘′′ = 2  
  
0 
𝐸⟦𝑀𝑃𝐹
+⟧ 
𝐸⟦𝑀𝑃𝐹
+⟧ 
     
 
175 
 
= 𝑏
(
 
 
 
 
 
 
 
 
∑
(
 
 
 
 
 
 
 
 
(
 
 
 
 ∏( ∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑜1+𝑜2=𝑠
)
𝑘′
𝑖=1
× ∏ ( ∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ ∏ 𝐹𝑘,2(−𝑎𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑜1+𝑜2=𝑠
)
𝑁1
𝑖=𝑘′+1 )
 
 
 
 
−∏( ∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑜1+𝑜2=𝑠
)
𝑁1
𝑖=1 )
 
 
 
 
 
 
 
 
0≤s≤𝑇−1
)
 
 
 
 
 
 
 
 
 
= 𝑏
(
 
 
 
 
 
 
 
 
 
 
 
∑
(
 
 
 
 
 
 
 
 
 
 
 ∏( ∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑜1+𝑜2=𝑠
)
𝑘′
𝑖=1
× ∏ ( ∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ ∏ 𝐹𝑘,2(−𝑎𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑜1+𝑜2=𝑠
)
𝑁1
𝑖=𝑘′+1
−∏( ∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑜1+𝑜2=𝑠
)
𝑘′
𝑖=1
× ∏ ( ∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑜1+𝑜2=𝑠
)
𝑁1
𝑖=𝑘′+1 )
 
 
 
 
 
 
 
 
 
 
 
0≤s≤𝑇−1
)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
= 𝑏
(
 
 
 
 
 
 
 
 
∑
(
 
 
 
 
 
 
 
 ∏( ∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑜1+𝑜2=𝑠
)
𝑘′
𝑖=1
×
[
 
 
 
 
 
 
∏ ( ∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ ∏ 𝐹𝑘,2(−𝑎𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑜1+𝑜2=𝑠
)
𝑁1
𝑖=𝑘′+1
− ∏ ( ∑ (𝑃𝑟⟦𝐿𝑖,1 = 𝑜1⟧ ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑜1+𝑜2=𝑠
)
𝑁1
𝑖=𝑘′+1 ]
 
 
 
 
 
 
)
 
 
 
 
 
 
 
 
0≤s≤𝑇−1
)
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Nous avons bien 𝐸b ≥ 0 étant donné que pour tout 𝑋𝑘,2 ∈ [𝑇 − 𝑈𝑘,2, 𝑇 − 2] :  
∏ 𝐹𝑘,2(−𝑎𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
− ∏ 𝐹𝑘,2(−𝑋𝑘,2 + 𝑜2)
𝑐𝑘,2∈𝑆𝑖,1
≥ 0 
Nous notons aussi que : 
𝐸 ⟦𝑀 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
+ ⟧ − 𝐸 ⟦𝑀 𝑃𝐹
∀𝑘>𝑘2
′ ; 𝑋𝑘,2=𝑎𝑘,2
+ ⟧ ≥ 0 (A.2) 
 
D’après l’expression (3.2), l’espérance du coût de stockage des composants 𝑐𝑖,2 au 
deuxième niveau de la nomenclature est égale à: 
𝐸⟦𝐶𝑠𝑐2 , 𝐴𝑁2⟧ =∑( ∑ ℎ𝑘,2 (𝐸 ⟦𝑀 𝑖,1
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
⟧ − 𝐸⟦𝐿𝑘,2⟧ − 𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
) 
𝑁1
𝑖=1
 
Avec 𝑀 𝑖,1
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
la date d’assemblage du composant 𝑐𝑖,1 et les dates de lancement 
d’ordres aux fournisseurs 𝑋𝑘,2 sont fixes et appartiennent à [𝑎𝑘,2; 𝑏𝑘,2]. 
Soit 𝐸2 la différence entre: 
 L’espérance 𝐸⟦𝐶𝑠𝑐2 , 𝐴𝑁2⟧ du coût de stockage des composants 𝑐𝑖,2, avec   𝐴𝑁2 le 
vecteur des dates de lancement des ordres aux fournisseurs afin de 
s’approvisionner en composants 𝑐𝑖,2. 
 L’espérance 𝐸⟦𝐶𝑠𝑐2 , 𝐴𝑘′⟧ du coût de stockage des 𝑘
′ premiers 
composants 𝑐𝑖,2 du dernier niveau 2 dont le vecteur des dates de lancements des 
ordres aux fournisseurs est 𝐴𝑘′ . 
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Nous notons que pour un vecteur 𝐴𝑘′ = (𝑋1,2,⋯ , 𝑋𝑘′,2, 𝑎𝑘′+1,2,⋯ , 𝑎𝑁2,2), les 𝑘
′𝑒𝑟 
composants ont des dates de lancement d’ordres aux fournisseurs 𝑎𝑘,2 supérieures ou 
égales à 𝑎𝑘,2. Celles des (𝑁2 − 𝑘
′) composants restants sont égales à 𝑎𝑘,2. 
𝐸2 =∑( ∑ ℎ𝑘,2 (𝐸 ⟦𝑀 𝑖,1
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
⟧ − 𝐸⟦𝐿𝑘,2⟧ − 𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
) 
𝑁1
𝑖=1
−∑
(
 
 
∑ ℎ𝑘,2 (𝐸 ⟦𝑀 𝑖,1
∀𝑘>𝑘′; 𝑋𝑘,2=𝑎𝑘,2
⟧ − 𝐸⟦𝐿𝑘,2⟧ − 𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
𝑘≤𝑘′ )
 
 
𝑧
𝑖=1
 
 
Posons  𝐸2 = ∑ 𝐸𝑖2
2
𝑖=1  avec : 
 𝐸12 correspond à la somme des coûts de stockages de tous les composants du 
niveau 2 de la nomenclature: 
𝐸12 =∑( ∑ ℎ𝑘,2(∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
− 𝐸⟦𝐿𝑘,2⟧ − 𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
) 
𝑁1
𝑖=1
 
 
 𝐸22 correspond à la somme des coûts de stockages des 𝑘
′ premiers composants du 
deuxième niveau : 
𝐸22 = −∑
(
 
 
∑ ℎ𝑘,2 (∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
− 𝐸⟦𝐿𝑘,2⟧ − 𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
𝑘≤𝑘′ )
 
 
𝑧
𝑖=1
 
 
Nous pouvons ainsi calculer la valeur de 𝐸2 : 
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𝐸2 =∑( ∑ ℎ𝑘,2(∑(1− ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
−𝐸⟦𝐿𝑘,2⟧−𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
) 
𝑁1
𝑖=1
 
−∑
(
 
 
∑ ℎ𝑘,2(∑(1− ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
−𝐸⟦𝐿𝑘,2⟧−𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
𝑘≤𝑘′ )
 
 
𝑧
𝑖=1
 
 
𝐸2 =∑( ∑ ℎ𝑘,2(∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
−𝐸⟦𝐿𝑘,2⟧−𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
) 
z−1
𝑖=1
 
+ ∑ ( ∑ ℎ𝑘,2(∑(1− ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
−𝐸⟦𝐿𝑘,2⟧−𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
) 
𝑁1
𝑖=z+1
 
+ ∑ ℎ𝑘,2 (∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
)
𝑠≥0
−𝐸⟦𝐿𝑘,2⟧−𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑧,1
 
−∑( ∑ ℎ𝑘,2(∑(1− ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
−𝐸⟦𝐿𝑘,2⟧−𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑧−1
𝑖=1
 
− ∑ ℎ𝑘,2 (∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
)
𝑠≥0
−𝐸⟦𝐿𝑘,2⟧−𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑧,1
𝑘≤𝑘′
 
 
 
𝐸2 = ∑ ( ∑ ℎ𝑘,2 (∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
− 𝐸⟦𝐿𝑘,2⟧−𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
) 
𝑁1
𝑖=z+1
 
+ ∑ ℎ𝑘,2(∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
)
𝑠≥0
− 𝐸⟦𝐿𝑘,2⟧−𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑧,1
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− ∑ ℎ𝑘,2(∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
)− 𝐸⟦𝐿𝑘,2⟧−𝑋𝑘,2
𝑠≥0
)
𝑐𝑘,2∈𝑆𝑧,1
𝑘≤𝑘′
 
 
𝐸2 = ∑ ( ∑ ℎ𝑘,2 (∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
− 𝐸⟦𝐿𝑘,2⟧−𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
) 
𝑁1
𝑖=z+1
 
+ ∑ ℎ𝑘,2(∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
)
𝑠≥0
)
𝑐𝑘,2∈𝑆𝑧,1
𝑘≤𝑘′
 
+ ∑ ℎ𝑘,2(∑(1− ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
)− 𝐸⟦𝐿𝑘,2 + 𝑋𝑘,2⟧
𝑠≥0
)
𝑐𝑘,2∈𝑆𝑧,1
𝑘>𝑘′
 
− ∑ ℎ𝑘,2(∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
)
𝑠≥0
)
𝑐𝑘,2∈𝑆𝑧,1
𝑘≤𝑘′
 
 
𝐸2 = ∑ ( ∑ ℎ𝑘,2 (∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
− 𝐸⟦𝐿𝑘,2⟧−𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
) 
𝑁1
𝑖=z+1
 
+ ∑ ℎ𝑘,2( ∑ ℎ𝑘,2 (∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
− 𝐸⟦𝐿𝑘,2⟧−𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
)
𝑐𝑘,2∈𝑆𝑧,1
𝑘>𝑘′
 
+ ∑ ℎ𝑘,2
(
 
 
∑
(
 
 
1− ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟≤𝑘′
× ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟>𝑘′ )
 
 
𝑠≥0
)
 
 
𝑐𝑘,2∈𝑆𝑧,1
𝑘≤𝑘′
 
− ∑ ℎ𝑘,2
(
 
 
∑
(
 
 
1− ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟≤𝑘′
× ∏ 𝐹𝑟,2(−𝑎𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟>𝑘′ )
 
 
𝑠≥0
)
 
 
𝑐𝑘,2∈𝑆𝑧,1
𝑘≤𝑘′
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𝐸2 = ∑ ( ∑ ℎ𝑘,2(∑(1− ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
− 𝐸⟦𝐿𝑘,2⟧ − 𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
) 
𝑁1
𝑖=z+1
 
+ ∑ ℎ𝑘,2 (∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
− 𝐸⟦𝐿𝑘,2⟧ − 𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑧,1
𝑘>𝑘′
 
+ ∑ ℎ𝑘,2
(
 
 
 
 
∑
(
 
 
 
 
1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟≤𝑘′
× ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟>𝑘′
−1 + ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟≤𝑘′
× ∏ 𝐹𝑟,2(−𝑎𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟>𝑘′ )
 
 
 
 
𝑠≥0
)
 
 
 
 
𝑐𝑘,2∈𝑆𝑧,1
𝑘≤𝑘′
 
 
𝐸2 = ∑ ( ∑ ℎ𝑘,2(∑(1− ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
− 𝐸⟦𝐿𝑘,2⟧ − 𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑖,1
) 
𝑁1
𝑖=z+1
 
+ ∑ ℎ𝑘,2 (∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
− 𝐸⟦𝐿𝑘,2⟧ − 𝑋𝑘,2)
𝑐𝑘,2∈𝑆𝑧,1
𝑘>𝑘′
 
 
+ ∑ ℎ𝑘,2
(
 
 
 
 
∑
(
 
 
 
 
+ ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟≤𝑘′
× ∏ 𝐹𝑟,2(−𝑎𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟>𝑘′
− ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟≤𝑘′
× ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟>𝑘′ )
 
 
 
 
𝑠≥0
)
 
 
 
 
𝑐𝑘,2∈𝑆𝑧,1
𝑘≤𝑘′
 
 
𝐸2 = ∑ ( ∑ ℎ𝑘,2(∑(1− ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
− 𝐸⟦𝐿𝑘,2 + 𝑋𝑘,2⟧)
𝑐𝑘,2∈𝑆𝑖,1
) 
𝑁1
𝑖=z+1
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+ ∑ ℎ𝑘,2(∑(1 − ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
) − 𝐸⟦𝐿𝑘,2⟧ − 𝑋𝑘,2
𝑠≥0
)
𝑐𝑘,2∈𝑆𝑧,1
𝑘>𝑘′
 
+ ∑ ℎ𝑘,2
(
 
 
∑
(
  
 
∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟≤𝑘′
×
(
 
 
∏ 𝐹𝑟,2(−𝑎𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟>𝑘′
− ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟>𝑘′ )
 
 
)
  
 
𝑠≥0
)
 
 
𝑐𝑘,2∈𝑆𝑧,1
𝑘≤𝑘′
 
 
 
𝐸2 =
(
 
 
∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑧,1
𝑘>𝑘′,𝑖=𝑧
+ ∑ ( ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑖,1
) 
𝑁1
𝑖=z+1
)
 
 
×
(
 
 ∑(1 − ∏ 𝐹𝑟,2(−𝑎𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑖,1
)
𝑠≥0
−𝐸⟦𝐿𝑘,2⟧ − 𝑎𝑘,2 )
 
 
 
+ ∑ ℎ𝑘,2
(
 
 
∑
(
  
 
∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟≤𝑘′
×
(
 
 
∏ 𝐹𝑟,2(−𝑎𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟>𝑘′
− ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟>𝑘′ )
 
 
)
  
 
𝑠≥0
)
 
 
𝑐𝑘,2∈𝑆𝑧,1
𝑘≤𝑘′
 
 
Étant donné que ∀𝑋𝑟,2 ∈ [𝑇 − 𝑈𝑟,2, 𝑇 − 2] :  
∏ 𝐹𝑟,2(−𝑎𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟>𝑘′
− ∏ 𝐹𝑟,2(−𝑋𝑟,2 + 𝑠)
𝑐𝑟,2∈𝑆𝑧,1
𝑟>𝑘′
≥ 0 
Par conséquence 𝐸2 ≥ 0. 
D’après l’expression (3.5), l’espérance du coût de stockage des composants 𝑐𝑖,1 au premier 
niveau de la nomenclature est égale à: 
𝐸⟦𝐶𝑠𝑐1 , 𝐴𝑁2⟧ =∑(ℎ𝑖,1 (𝐸 ⟦M 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
⟧ − 𝐸⟦𝑀𝑖,1⟧ − 𝐸⟦𝐿𝑖,1⟧))
𝑁1
𝑖=1
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Avec 𝑀 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
la date d’assemblage du produit fini et les dates de lancement d’ordres 
aux fournisseurs 𝑎𝑘,2 sont fixes et appartiennent à [𝑎𝑘,2; 𝑏𝑘,2]. 
Soit 𝐸3 la différence entre: 
 L’espérance 𝐸⟦𝐶𝑠𝑐1 , 𝐴𝑁2⟧ du coût de stockage des composants 𝑐𝑖,1, avec   𝐴𝑁2 le 
vecteur des dates de lancement des ordres aux fournisseurs afin de 
s’approvisionner en composants 𝑐𝑖,2. 
 L’espérance 𝐸⟦𝐶𝑠𝑐1 , 𝐴𝑘′⟧ du coût de stockage des 𝑧
′ premiers 
composants 𝑐𝑖,1 du premier niveau dont le vecteur des dates de lancements des 
ordres aux fournisseurs est 𝐴𝑘′ . 
Nous notons que pour un vecteur 𝐴𝑘′ = (𝑋1,2,⋯ , 𝑋𝑘′,2, 𝑎𝑘′+1,2, … , 𝑎𝑁2,2), les 𝑘
′𝑒𝑟 
composants ont des dates de lancement d’ordres aux fournisseurs 𝑎𝑘,2 supérieures ou 
égales à 𝑎𝑘,2. Celles des (𝑁2 − 𝑘
′) composants restants sont égales à 𝑎𝑘,2. 
𝐸3 =∑(ℎ𝑖,1 (𝐸 ⟦M 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
⟧ − 𝐸⟦𝑀𝑖,1⟧ − 𝐸⟦𝐿𝑖,1⟧))
𝑁1
𝑖=1
−∑(ℎ𝑖,1 (𝐸 ⟦𝑀 𝑃𝐹
∀𝑘>𝑘′; 𝑋𝑘,2=𝑎𝑘,2
⟧ − 𝐸⟦𝑀𝑖,1⟧ − 𝐸⟦𝐿𝑖,1⟧))
𝑧′
𝑖=1
 
𝐸3 = ∑ (ℎ𝑖,1 (𝐸 ⟦M 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
⟧ − 𝐸⟦𝑀𝑖,1⟧ − 𝐸⟦𝐿𝑖,1⟧))
𝑁1
𝑖=1+𝑧′
+∑(ℎ𝑖,1 (𝐸 ⟦M 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
⟧ − 𝐸⟦𝑀𝑖,1⟧ − 𝐸⟦𝐿𝑖,1⟧))
𝑧′
𝑖=1
−∑(ℎ𝑖,1 (𝐸 ⟦M 𝑃𝐹
∀𝑘>𝑘′; 𝑋𝑘,2=𝑎𝑘,2
⟧ − 𝐸⟦𝑀𝑖,1⟧ − 𝐸⟦𝐿𝑖,1⟧))
𝑧′
𝑖=1
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𝐸3 = ∑ (ℎ𝑖,1 (𝐸 ⟦M 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
⟧ − 𝐸⟦𝑀𝑖,1⟧ − 𝐸⟦𝐿𝑖,1⟧))
𝑁1
𝑖=1+𝑧′
+∑
(
  
 
ℎ𝑖,1
(
 
 
𝐸 ⟦M 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
⟧ − 𝐸⟦𝑀𝑖,1⟧ − 𝐸⟦𝐿𝑖,1⟧
−𝐸 ⟦M 𝑃𝐹
∀𝑘>𝑘′; 𝑋𝑘,2=𝑎𝑘,2
⟧ + 𝐸⟦𝑀𝑖,1⟧ + 𝐸⟦𝐿𝑖,1⟧
)
 
 
)
  
 
𝑧′
𝑖=1
 
 
𝐸3 = ∑ (ℎ𝑖,1 (𝐸 ⟦M 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
⟧ − 𝐸⟦𝑀𝑖,1⟧ − 𝐸⟦𝐿𝑖,1⟧))
𝑁1
𝑖=1+𝑧′
+∑(ℎ𝑖,1 (𝐸 ⟦M 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
⟧ − 𝐸 ⟦M 𝑃𝐹
∀𝑘>𝑘′; 𝑋𝑘,2=𝑎𝑘,2
⟧))
𝑧′
𝑖=1
 
 
Soit 𝜇 = 𝐸 ⟦M 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
⟧ − 𝐸 ⟦M 𝑃𝐹
∀𝑘>𝑘′; 𝑋𝑘,2=𝑎𝑘,2
⟧ 
On sait que 𝐸⟦𝑀𝑃𝐹⟧ = 𝐸⟦𝑀𝑃𝐹
+⟧ + 𝐸⟦𝑀𝑃𝐹
−⟧ − 𝑇. Donc 𝜇 = 𝛽(𝐴𝑁2 , 𝐴𝑘′) + 𝛾(𝐴𝑁2 , 𝐴𝑘′) 
avec: 
• 𝛽(𝐴𝑁2 , 𝐴𝑘′) = 𝐸 ⟦𝑀 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
+ ⟧ − 𝐸 ⟦𝑀 𝑃𝐹
∀𝑘>𝑘′; 𝑋𝑘,2=𝑎𝑘,2
+ ⟧ 
• 𝛾(𝐴𝑁2 , 𝐴𝑘′) = 𝐸 ⟦𝑀 𝑃𝐹
∀𝑘; 𝑋𝑘,2≥𝑎𝑘,2
− ⟧ − 𝐸 ⟦𝑀 𝑃𝐹
∀𝑘>𝑘′; 𝑋𝑘,2=𝑎𝑘,2
− ⟧ 
L’inégalité 𝛽(𝐴𝑁2 , 𝐴𝑘′) ≥ 0 a été déjà démontrée dans l’expression (A.2). 𝛾(𝐴𝑁2 , 𝐴𝑘′) ≥ 0 
Peut-être démontrée de la même manière. 
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De la même façon que dans la démonstration de 𝐸𝑏, 𝐸1 peut-être aussi calculée. Alors nous 
avons bien 𝐸⟦𝐶(𝐴𝑁2 , 𝐿)⟧ − 𝐵𝐼(𝐴𝑘′) ≥ 0. 
     C.Q.F.D. 
Démonstration A.4 
Premier cas : 
Soient deux nœuds 𝐴𝑘′,𝑋
𝑘′,2
 du 𝑘′è𝑚𝑒 niveau de l’arborescence (dont le vecteur lié est 
défini comme suit : 𝐴𝑘′,𝑋
𝑘′,2
= (𝑋1,2,⋯ , 𝑋𝑘′,2, 𝑎𝑘′+1,2, … , 𝑎𝑁2,2)) et 𝐴𝜗′,𝑋𝜗′,2
 du 𝜗′è𝑚𝑒 
(= (𝑘′ + 1)è𝑚𝑒) niveau de l’arborescence (le vecteur lié est défini sous la 
forme: 𝐴𝜗′,𝑋
𝜗′,2
= (𝑋1,2,⋯ , 𝑋𝑘′,2, 𝑋𝜗′,2, 𝑎𝜗′+1,2, … , 𝑎𝑁2,2)). 
Dans ce premier cas, Si les deux fils ont le même parent et ne sont pas les derniers des fils 
(comme dans le cas de 𝑐5,2 et 𝑐6,2 dans la figure 3.10), 𝐵𝐼 (𝐴𝜗′,𝑋
𝜗′,2
) est calculée en 
fonction de 𝐵𝐼 (𝐴𝑘′,𝑋
𝑘′,2
)  𝑒𝑡 𝛼 (𝐴𝜗′,𝑋
𝜗′,2
)  : 
𝐵𝐼 (𝐴𝜗′,𝑋
𝜗′,2
) = (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧ +∑(ℎ𝑖,1 (𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧))
𝑧′
𝑖=1
+
(
 
 
∑
(
 
 
∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑖,1
𝑘≤𝑘′′ )
 
 
𝑧′
𝑖=1
− ℎ𝑖,1
)
 
 
𝐸⟦𝑀𝑖,1⟧ + ∑ ℎ𝑘,2𝐸⟦𝑀𝑧,1⟧
𝑐𝑘,2∈𝑆𝑧,1
𝑘′′<𝑘≤𝜗′
−∑(ℎ𝑖,2𝐸⟦𝐿𝑖,2⟧)
𝜗′
𝑖=1
−∑(ℎ𝑖,1𝐸⟦𝐿𝑖,1⟧)
𝑧′
𝑖=1
−∑(ℎ𝑖,2𝑋𝑖,2)
𝜗′
𝑖=1
− 𝑇(∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏) 
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𝐵𝐼 (𝐴𝜗′,𝑋
𝜗′,2
) = (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧ +∑(ℎ𝑖,1(𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧))
𝑧′
𝑖=1
+
(
 
 
∑
(
 
 
∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑖,1
𝑘≤𝑘′′ )
 
 
𝑧′
𝑖=1
− ℎ𝑖,1
)
 
 
𝐸⟦𝑀𝑖,1⟧ + ∑ ℎ𝑘,2𝐸⟦𝑀𝑧,1⟧
𝑐𝑘,2∈𝑆𝑧,1
𝑘′′<𝑘≤𝜗′
−∑(ℎ𝑖,2𝐸⟦𝐿𝑖,2⟧)
𝑘′
𝑖=1
− ℎ𝜗′,2𝐸⟦𝐿𝜗′,2⟧ −∑(ℎ𝑖,1𝐸⟦𝐿𝑖,1⟧)
𝑧′
𝑖=1
−∑(ℎ𝑖,2𝑋𝑖,2)
𝑘′
𝑖=1
− ℎ𝜗′,1𝑋𝜗′,1 − 𝑇(∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏) 
 
𝐵𝐼 (𝐴𝜗′,𝑋
𝜗′,2
) = 𝐵𝐼(𝐴𝑘′) + (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧
+∑(ℎ𝑖,1 (𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧))
𝑧′
𝑖=1
− (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝑘′
}
⟧
−∑(ℎ𝑖,1 (𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝑘′
}
⟧))
𝑧′
𝑖=1
− ∑ ℎ𝑘,2𝐸⟦𝑀𝑧,1⟧
𝑐𝑘,2∈𝑆𝑧,1
𝑘′′<𝑘≤𝑘′
− ℎ𝜗′,2𝐸⟦𝐿𝜗′,2⟧
− ℎ𝜗′,2𝑋𝜗′,2 
 
𝐵𝐼 (𝐴𝜗′,𝑋
𝜗′,2
) = 𝐵𝐼 (𝐴𝑘′,𝑋
𝑘′,2
) + 𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) avec : 
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𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) = (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)(𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧ − 𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝑘′,𝑋
𝑘′,2
}
⟧)
+∑(ℎ𝑖,1 (𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧ − 𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝑘′,𝑋
𝑘′,2
}
⟧))
𝑧′
𝑖=1
− ∑ ℎ𝑘,2𝐸⟦𝑀𝑧,1⟧
𝑐𝑘,2∈𝑆𝑧,1
𝑘′′<𝑘≤𝑘′
+ ∑ ℎ𝑘,2𝐸⟦𝑀𝑦,1⟧
𝑐𝑘,2∈𝑆𝑦,1
𝑘′′<𝑘≤𝜗′
− ℎ𝜗′,2(𝐸⟦𝐿𝜗′,2⟧ + 𝑋𝜗′,2) 
 
Deuxième cas :   
La seule différence dans le calcul de 𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) dans ce deuxième cas (voir l’exemple 
dans la figure 3.10), c’est que le composant 𝑐7,2 est le dernier composant nécessaire à 
l’assemblage de 𝑐3,1. Nous avons besoin de calculer le coût de stockage des y(= 3) 
premiers composants de type 𝑐𝑖,1. 
𝐵𝐼 (𝐴
𝜗′,𝑋
𝜗′,2
) = (∑ℎ𝑖,1
𝑦′
𝑖=1
+ 𝑏)𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝜗′𝑋
𝜗′,2
}
⟧ +∑ℎ𝑖,1
𝑦′
𝑖=1
𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝜗′𝑋
𝜗′,2
}
⟧ 
+(∑( ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑖,1
)
𝑦′
𝑖=1
− ℎ𝑖,1)𝐸⟦𝑀𝑖,1⟧ 
−∑(ℎ𝑖,2𝐸⟦𝐿𝑖,2⟧)
𝜗′
𝑖=1
−∑(ℎ𝑖,1𝐸⟦𝐿𝑖,1⟧)
𝑦′
𝑖=1
−∑(ℎ𝑖,2𝑋𝑖,2)
𝜗′
𝑖=1
− 𝑇(∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏) 
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𝐵𝐼 (𝐴𝜗′,𝑋
𝜗′,2
) = (∑ℎ𝑖,1
𝑦′
𝑖=1
+ 𝑏)𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧ +∑ℎ𝑖,1
𝑦′
𝑖=1
𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧
+ (∑( ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑖,1
)
𝑧′
𝑖=1
− ℎ𝑖,1)𝐸⟦𝑀𝑖,1⟧ 
+( ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑦′,1
− ℎ𝑦′,1)𝐸⟦𝑀𝑦′,1⟧ −∑(ℎ𝑖,2𝐸⟦𝐿𝑖,2⟧)
𝑘′
𝑖=1
− ℎ𝜗′,2𝐸⟦𝐿𝜗′,2⟧
−∑(ℎ𝑖,1𝐸⟦𝐿𝑖,1⟧)
𝑧′
𝑖=1
− ℎ𝑦′,1𝐸⟦𝐿𝑦′,1⟧ −∑(ℎ𝑖,2𝑋𝑖,2)
𝑘′
𝑖=1
− ℎ𝜗′,2𝑋𝜗′,2
− 𝑇(∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏) 
 
𝐵𝐼 (𝐴𝜗′,𝑋
𝜗′,2
) = 𝐵𝐼 (𝐴𝑘′,𝑋
𝑘′,2
) + 𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) avec : 
𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) = (∑ℎ𝑖,1
𝑦′
𝑖=1
+ 𝑏)𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧ − (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝑘′,𝑋
𝑘′,2
}
⟧
+∑ℎ𝑖,1
𝑦′
𝑖=1
𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧ −∑ℎ𝑖,1
𝑧′
𝑖=1
𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝑘′,𝑋
𝑘′,2
}
⟧
+ ( ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑦′,1
− ℎ𝑦′,1)𝐸⟦𝑀𝑦′,1⟧ − ℎ𝜗′,2𝐸⟦𝐿𝜗′,2⟧ − ℎ𝜗′,2𝑋𝜗′,2
− ℎ𝑦′,1𝐸⟦𝐿𝑦′,1⟧ − ∑ ℎ𝑘,2𝐸⟦𝑀𝑧,1⟧
𝑐𝑘,2∈𝑆𝑧,1
𝑘′′<𝑘≤𝑘′
 
Troisième cas :   
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La seule différence dans le calcul de 𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) dans ce troisième cas (𝛼(𝐴8,𝑋8,2) dans 
l’exemple dans la figure 3.11), c’est que le composant 𝑐𝜗′,2 (𝑐8,2 dans le même exemple) 
est le premier composant nécessaire à l’assemblage de 𝑐𝑦′,1(𝑐4,1 dans le même exemple). 
Nous avons besoin, comme dans le cas précédent, de calculer le coût de stockage des 
𝑦(= 3) premiers composants de type 𝑐𝑖,1 : 
𝐵𝐼 (𝐴𝜗′,𝑋
𝜗′,2
) = (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧ +∑ℎ𝑖,1
𝑧′
𝑖=1
𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧
+ (∑( ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑖,1
)
𝑧′
𝑖=1
− ℎ𝑖,1)𝐸⟦𝑀𝑖,1⟧ + ∑ ℎ𝑘,2𝐸⟦𝑀𝑧,1⟧
𝑐𝑘,2∈𝑆𝑦,1
𝑣′′<𝑘≤𝑣′
−∑(ℎ𝑖,2𝐸⟦𝐿𝑖,2⟧)
𝜗′
𝑖=1
−∑(ℎ𝑖,1𝐸⟦𝐿𝑖,1⟧)
𝑧′
𝑖=1
−∑(ℎ𝑖,2𝑋𝑖,2)
𝜗′
𝑖=1
− 𝑇(∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏) 
𝐵𝐼 (𝐴𝜗′,𝑋
𝜗′,2
) = (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧ +∑ℎ𝑖,1
𝑧′
𝑖=1
𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧
+ (∑( ∑ ℎ𝑘,2
𝑐𝑘,2∈𝑆𝑖,1
)
𝑧′
𝑖=1
− ℎ𝑖,1)𝐸⟦𝑀𝑖,1⟧ + ∑ ℎ𝑘,2𝐸⟦𝑀𝑦,1⟧
𝑐𝑘,2∈𝑆𝑦,1
𝑣′′<𝑘≤𝑣′
−∑(ℎ𝑖,2𝐸⟦𝐿𝑖,2⟧)
𝑘′
𝑖=1
− ℎ𝜗′,2𝐸⟦𝐿𝜗′,2⟧ −∑(ℎ𝑖,1𝐸⟦𝐿𝑖,1⟧)
𝑧′
𝑖=1
−∑(ℎ𝑖,2𝑋𝑖,2)
𝑘′
𝑖=1
− ℎ𝜗′,2𝑋𝜗′,2 − 𝑇(∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏) 
Finalement, nous avons bien 𝐵𝐼 (𝐴𝜗′,𝑋
𝜗′,2
) = 𝐵𝐼 (𝐴𝑘′,𝑋
𝑘′,2
) + 𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) avec : 
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𝛼 (𝐴𝜗′,𝑋
𝜗′,2
) = (∑ℎ𝑖,1
𝑧′
𝑖=1
+ 𝑏)(𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧ − 𝐸 ⟦𝑀𝑃𝐹
+
{𝐴
𝑘′,𝑋
𝑘′,2
}
⟧) 
+∑ℎ𝑖,1
𝑧′
𝑖=1
𝐸 (𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝜗′,𝑋
𝜗′,2
}
⟧ − 𝐸 ⟦𝑀𝑃𝐹
−
{𝐴
𝑘′,𝑋
𝑘′,2
}
⟧) 
+ ∑ ℎ𝑘,2𝐸⟦𝑀𝑦,1⟧
𝑐𝑘,2∈𝑆𝑦,1
𝑣′′<𝑘≤𝑣′
− ℎ𝜗′,2𝐸⟦𝐿𝜗′,2⟧ − ℎ𝜗′,2𝑎𝜗′,2 
C.Q.F.D. 
Démonstration A5.3  
𝜀(𝑋∗, 𝐴∗) = 𝐸⟦𝐶(𝑋∗, 𝐿)⟧ − 𝐸⟦𝐶(𝐴∗, 𝐿)⟧
=∑ℎ𝑖,1𝐸 ⟦𝑀𝑃𝐹{𝑋∗}⟧
𝑁1
𝑖=1
− ∑ (∑𝐻𝑖
𝑁𝑙
𝑖=1
𝐸 ⟦𝑀𝑖,𝑙{𝑋∗}⟧)
𝑚−1
𝑙=1
−∑(∑ℎ𝑖,𝑙𝐸⟦𝐿𝑖,𝑙⟧
𝑁𝑙
𝑖=1
)
𝑚
𝑙=1
−∑ℎ𝑖,𝑚𝐸⟦𝑋𝑖,𝑚⟧
𝑁𝑚
𝑖=1
+ 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝑇) + 𝑟 × (𝑇 − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧)
−∑ℎ𝑖,1𝐸 ⟦𝑀𝑃𝐹{𝐴∗}⟧
𝑁1
𝑖=1
+ ∑ (∑𝐻𝑖
𝑁𝑙
𝑖=1
𝐸 ⟦𝑀𝑖,𝑙{𝐴∗}⟧)
𝑚−1
𝑙=1
+∑(∑ℎ𝑖,𝑙𝐸⟦𝐿𝑖,𝑙⟧
𝑁𝑙
𝑖=1
)
𝑚
𝑙=1
+∑ℎ𝑖,𝑚𝐸⟦𝐴𝑖,𝑚⟧
𝑁𝑚
𝑖=1
− 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧ − 𝑇) − 𝑟 × (𝑇 − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
− ⟧) 
Sachant que: 
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• 𝑀𝑖,𝑚−1{𝐴∗} = 𝑚𝑎𝑥
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
(𝐿𝑘,𝑚 − 𝑋𝑘,𝑚
∗ − 𝛿) = 𝑚𝑎𝑥
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
(𝐿𝑘,𝑚 − 𝑋𝑘,𝑚
∗ ) − 𝛿
= 𝑀𝑖,𝑚−1{𝑋∗} − 𝛿 
• 𝑀𝑃𝐹{𝐴∗}
+ = 𝑚𝑎𝑥(𝑀𝑃𝐹{𝐴∗}, 𝑇) = 𝑚𝑎𝑥 (𝑀𝑃𝐹{𝑋𝑘,𝑚∗ −𝛿}, 𝑇) 
• 𝑀𝑃𝐹{𝐴∗}
− = 𝑚𝑖𝑛(𝑀𝑃𝐹{𝐴∗}, 𝑇) = 𝑚𝑖𝑛 (𝑀𝑃𝐹{𝑋𝑘,𝑚∗ −𝛿}, 𝑇) 
• 𝑀𝑃𝐹{𝐴∗}= max𝑖=1,…,𝑁1
(𝑀𝑖,1{𝐴∗} + 𝐿𝑖,1)= max𝑖=1,…,𝑁1
(𝑀𝑖,1{𝑋∗} + 𝐿𝑖,1 − 𝛿) = 𝑀𝑃𝐹{𝑋∗} − 𝛿 
• 𝑀𝑖,𝑙−1{𝐴∗} = max
𝑐𝑘,𝑙∈𝑆𝑖,𝑙−1
(𝑀𝑘,𝑙{𝐴∗} + 𝐿𝑘,𝑙) = max
𝑐𝑘,𝑙∈𝑆𝑖,𝑙−1
(𝑀𝑘,𝑙{𝑋∗} + 𝐿𝑘,𝑙 − 𝛿) = 𝑀𝑖,𝑙−1{𝑋∗} − 𝛿 
Alors : 
𝜀(𝑋∗, 𝐴∗) = 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) + 𝑟 × (𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
− ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧)
+∑ℎ𝑖,1𝐸 ⟦𝑀𝑃𝐹{𝑋∗}⟧
𝑁1
𝑖=1
− ∑ (∑𝐻𝑖
𝑁𝑙
𝑖=1
𝐸 ⟦𝑀𝑖,𝑙{𝑋∗}⟧)
𝑚−1
𝑙=1
−∑ℎ𝑖,𝑚𝐸⟦𝑋𝑖,𝑚⟧
𝑁𝑚
𝑖=1
−∑ℎ𝑖,1 (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}⟧ − 𝛿)
𝑁1
𝑖=1
+ ∑ (∑𝐻𝑖
𝑁𝑙
𝑖=1
𝐸⟦𝑀𝑖,𝑙{𝑋∗} − 𝛿⟧)
𝑚−1
𝑙=1
+∑ℎ𝑖,𝑚𝐸⟦𝑋𝑖,𝑚 − 𝛿⟧
𝑁𝑚
𝑖=1
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𝜀(𝑋∗, 𝐴∗) = 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) + 𝑟 × (𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
− ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧)
− ∑ (∑𝐻𝑖
𝑁𝑙
𝑖=1
𝐸 ⟦𝑀𝑖,𝑙{𝑋∗}⟧)
𝑚−1
𝑙=1
+ 𝛿∑ℎ𝑖,1
𝑁1
𝑖=1
+ ∑ (∑𝐻𝑖
𝑁𝑙
𝑖=1
𝐸⟦𝑀𝑖,𝑙{𝑋∗} − 𝛿⟧)
𝑚−1
𝑙=1
− 𝛿∑ℎ𝑖,𝑚
𝑁𝑚
𝑖=1
 
𝜀(𝑋∗, 𝐴∗) = 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) + 𝑟 × (𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
− ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧)
+ 𝛿∑ℎ𝑖,1
𝑁1
𝑖=1
− 𝛿 ∑ (∑ℎ𝑖,𝑙
𝑁𝑙
𝑖=1
)
𝑚−1
𝑙=1
+ 𝛿 ∑ (∑ ∑ ℎ𝑘,𝑙+1
𝑐𝑘,𝑙+1∈𝑆𝑖,𝑙
𝑁𝑙
𝑖=1
)
𝑚−1
𝑙=1
− 𝛿∑ℎ𝑖,𝑚
𝑁𝑚
𝑖=1
 
𝜀(𝑋∗, 𝐴∗) = 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) + 𝑟 × (𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
− ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧)
− 𝛿 [∑ (∑ℎ𝑖,𝑙
𝑁𝑙
𝑖=1
)
𝑚−1
𝑙=1
− ∑ (∑ ∑ ℎ𝑘,𝑙+1
𝑐𝑘,𝑙+1∈𝑆𝑖,𝑙
𝑁𝑙
𝑖=1
)
𝑚−1
𝑙=1
+∑ℎ𝑖,𝑚
𝑁𝑚
𝑖=1
−∑ℎ𝑖,1
𝑁1
𝑖=1
] 
Or la somme des composants 𝑐𝑘,𝑙+1 ∈ 𝑆𝑖,𝑙 nécessaires à l’assemblage de tous les 
composants 𝑐𝑖,𝑙 est égale à 𝑁𝑙+1 : 
∑ (∑ ∑ ℎ𝑘,𝑙+1
𝑐𝑘,𝑙+1∈𝑆𝑖,𝑙
𝑁𝑙
𝑖=1
)
𝑚−1
𝑙=1
=∑∑ℎ𝑖,𝑙
𝑁𝑙
𝑖=1
𝑚
𝑙=2
 
Ainsi: 
𝜀(𝑋∗, 𝐴∗) = 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) + 𝑟 × (𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
− ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧)
− 𝛿 [∑∑ℎ𝑖,𝑙
𝑁𝑙
𝑖=1
𝑚−1
𝑙=1
−∑∑ℎ𝑖,𝑙
𝑁𝑙
𝑖=1
𝑚
𝑙=2
+∑ℎ𝑖,𝑚
𝑁𝑚
𝑖=1
−∑ℎ𝑖,1
𝑁1
𝑖=1
] 
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Nous retrouvons ainsi l’expression (A.1) de cette annexe : 
𝜀(𝑋∗, 𝐴∗) = 𝑏 × (𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
+ ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
+ ⟧) + 𝑟 × (𝐸 ⟦𝑀𝑃𝐹{𝐴∗}
− ⟧ − 𝐸 ⟦𝑀𝑃𝐹{𝑋∗}
− ⟧)
= 𝑄 ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝑋∗} > 𝑠⟧ −
𝑟
𝑏 + 𝑟
)
𝑇≤𝑠<𝑇+𝛿
= 𝑄 ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝐴∗} + 𝛿 > 𝑠⟧ −
𝑟
𝑏 + 𝑟
)
𝑇≤𝑠<𝑇+𝛿
= 𝑄 ∑ (𝑃𝑟 ⟦𝑀𝐹𝑃{𝐴∗} > 𝑠⟧ −
𝑟
𝑏 + 𝑟
)
𝑇−𝛿≤𝑠<𝑇
 
Or ∀𝑠, 𝑀𝐹𝑃{𝑋∗} > 𝜓𝑗 , alors : 
𝑃𝑟 ⟦𝑀𝐹𝑃{𝐴∗} > 𝑠⟧ ≥ 𝑃𝑟⟦𝜓𝑗 > 𝑠⟧ 
D’où : 
𝜀(𝑋∗, 𝐴∗) ≥ 𝑄 ∑ (𝑃𝑟⟦𝜓𝑗 > 𝑠⟧ −
𝑟
𝑏 + 𝑟
)
𝑇−𝛿≤𝑠<𝑇
 
𝜀(𝑋∗, 𝐴∗) ≥ 𝑄 ∑ (1 − 𝑃𝑟⟦𝜓𝑗 ≤ 𝑠⟧ −
𝑟
𝑏 + 𝑟
)
𝑇−𝛿≤𝑠<𝑇
 
𝜀(𝑋∗, 𝐴∗) ≥ 𝑄 ∑ (
𝑏
𝑏 + 𝑟
− 𝑃𝑟⟦𝜓𝑗 ≤ 𝑠⟧)
𝑇−𝛿≤𝑠<𝑇
 
𝜀(𝑋∗, 𝐴∗) ≥ 𝑄 ∑ (
𝑏
𝑏 + 𝑟
− 𝐹(𝑠 − 𝑋𝑗
∗∗))
𝑇−𝛿≤𝑠<𝑇
 
Or d’après l’expression (5.12), ∀𝑇 − 𝛿 ≤ 𝑠 < 𝑇 : 
𝐹(𝑇 − 𝑋𝑗
∗∗ − 𝛿) ≤
𝑏
𝑏 + 𝑟
≤ 𝐹(𝑇 − 𝑋𝑗
∗∗) 
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D’où 𝜀(𝑋∗, 𝐴∗) ≥ 0. 
C.Q.F.D. 
Corollaire A.1 
∀𝛼 ≥ 1, 𝑘𝛼 ∈ ⟦0;𝑁𝛼⟧, 𝑎𝑘,𝛼 ∈ [𝑇 − 𝑈𝑖,𝛼, 𝑇 − 𝛼]: 
(A.3) 
 • 𝑄∀𝑘; 𝑎𝑘,𝛼≥0
+ (𝐿𝑖,𝛼, 𝑠, 𝛼)  ≥ 𝑄∀𝑘>𝑘𝛼′ ; 𝑎𝑘,𝛼=0
+ (𝐿𝑖,𝛼, 𝑠, 𝛼) 
Dans 𝑄∀𝑘>𝑘𝛼′ ; ak,𝛼=0
+ (𝐿𝑖,𝛼, 𝑠, 𝛼), nous avons: 
∏ 𝐹𝑘,𝛼(−𝑎𝑘,𝛼 + 𝑤)
𝑐𝑘,𝛼∈𝑆𝑖,𝛼−1
∀𝑘>𝑘𝛼
′ ; 𝑎𝑘,𝛼=0
= ∏ 𝐹𝑘,𝛼(−𝑎𝑘,𝛼 + 𝑤)
𝑐𝑘,𝛼∈𝑆𝑖,𝛼−1
𝑘≤𝑘𝛼
′
× ∏ 𝐹𝑘,𝛼(𝑤)
𝑐𝑘,𝛼∈𝑆𝑖,𝛼−1
𝑘𝛼
′ <𝑘
 
Dans 𝑄∀𝑘; 𝑎𝑘,𝛼≥0
+ (𝐿𝑖,𝛼, 𝑠, 𝛼), nous avons: 
∏ 𝐹𝑘,𝛼(−𝑎𝑘,𝛼 + 𝑤)
𝑐𝑘,𝛼∈𝑆𝑖,𝛼−1
∀𝑘; 𝑎𝑘,𝛼≥0
= ∏ 𝐹𝑘,𝛼(−𝑎𝑘,𝛼 + 𝑤)
𝑐𝑘,𝛼∈𝑆𝑖,𝛼−1
𝑘≤𝑘𝛼
′
× ∏ 𝐹𝑘,𝛼(−𝑎𝑘,𝛼 + 𝑤)
𝑐𝑘,𝛼∈𝑆𝑖,𝛼−1
𝑘𝛼
′ <𝑘
 
Pour 𝑎𝑘,𝛼 ∈ [𝑇 − 𝑈𝑖,𝛼, 𝑇 − 𝛼] et ∀𝜗 ∈ 𝒁:  
∏ 𝐹𝑘,𝛼(𝜗)
𝑐𝑘,𝛼∈𝑆𝑖,𝛼−1
𝑘𝛼
′ <𝑘
− ∏ 𝐹𝑘,𝛼(−𝑎𝑘,𝛼 + 𝜗)
𝑐𝑘,𝛼∈𝑆𝑖,𝛼−1
𝑘𝛼
′ <𝑘
                ≥ 0 
Nous concluons que 𝑄∀𝑘>𝑘𝛼′ ; ak,𝛼=0
+ (𝐿𝑖,𝛼, 𝑠, 𝛼) − 𝑄∀𝑘; 𝑎𝑘,𝛼≥0
+ (𝐿𝑖,𝛼, 𝑠, 𝛼) ≥ 0.  
Démonstration A.5 
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Nous allons montrer que la borne inférieure 𝐵𝐼(𝐴𝑘′) à un nœud du 𝑘𝑚
′è𝑚𝑒 niveau de l’arbre 
d’exploration est une borne inférieure de 𝐸⟦𝐶(𝐴𝑁𝑚 , 𝐿)⟧.  
Soit 𝜀 = 𝐸𝑏 + 𝐸1 + 𝐸𝑙 + 𝐸𝑚  la différence entre 𝐵𝐼(𝐴𝑘′) et 𝐸⟦𝐶(𝐴𝑁𝑚 , 𝐿)⟧. 
D’après l’équation (3.3), l’espérance mathématique 𝐸⟦𝐶𝑏𝑃𝐹⟧ du coût de rupture en produit 
fini est égale à:  
𝐸⟦𝐶𝑏𝑃𝐹⟧ = 𝑏 × (𝐸 ⟦𝑀 𝑃𝐹
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
+ ⟧ − 𝑇) 
Soit 𝐸𝑏 la différence entre: 
 l’espérance mathématique 𝐸⟦𝐶𝑏𝑃𝐹, 𝐴𝑁𝑚⟧ du coût de rupture en produit fini associée 
au vecteur 𝐴𝑁𝑚  et, 
 l’espérance mathématique 𝐸⟦𝐶𝑏𝑃𝐹, 𝐴𝑘′⟧ du coût de rupture en produit fini associée 
au vecteur 𝐴𝑘′ .  
Cette espérance mathématique est égale à: 
𝐸𝑏 = 𝑏 × (𝐸 ⟦𝑀 𝑃𝐹
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
+ ⟧ − 𝐸 ⟦𝑀 𝑃𝐹
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
+ ⟧) 
D’après l’équation (5.2),  𝐸𝑏 est égale à: 
𝐸𝑏 = 𝑏 × (∑(𝑄∀𝑘>𝑘𝑚′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
+ (𝐿𝑖,1, 𝑠, 1) − 𝑄∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
+ (𝐿𝑖,1, 𝑠, 1))
s≥T
) 
En utilisant l’expression (5.11) du corollaire (A.1), nous avons bien 𝐸𝑏 ≥ 0. 
L’espérance du coût de stockage des composants 𝑐𝑖,𝑚 au niveau 𝑚 de la nomenclature est 
calculée à partir de l’équation (5.3). Elle est égale à: 
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𝐸⟦𝐶𝑠𝑐𝑚 , 𝐴𝑁𝑚⟧ = ∑ ( ∑ ℎ𝑘,𝑚(𝐸⟦𝑀𝑖,𝑚−1⟧ − 𝐸⟦𝐿𝑘,𝑚 + 𝐴𝑘,𝑚⟧)
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
) 
𝑁𝑚−1
𝑖=1
 
Soit 𝐸𝑚 la différence entre: 
 L’espérance 𝐸⟦𝐶𝑠𝑐𝑚 , 𝐴𝑁𝑚⟧ du coût de stockage des composants 𝑐𝑖,𝑚, avec   𝐴𝑁𝑚  le 
vecteur des dates de lancement d’ordres aux fournisseurs afin de s’approvisionner 
en composants 𝑐𝑖,𝑚. 
 L’espérance 𝐸⟦𝐶𝑠𝑐𝑚 , 𝐴𝑘′⟧ du coût de stockage des 𝑘𝑚
′  premiers composants 𝑐𝑖,𝑚 du 
dernier niveau 𝑚 dont le vecteur des dates de lancements d’ordres aux fournisseurs 
est 𝐴𝑘′ . 
𝐸𝑚 = ∑ ( ∑ ℎ𝑘,𝑚 (𝐸 ⟦𝑀 𝑖,𝑚−1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑘,𝑚 + 𝑎𝑘,𝑚⟧)
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
) 
𝑁𝑚−1
𝑖=1
− ∑
(
 
 
∑ ℎ𝑘,𝑚 (𝐸 ⟦𝑀 𝑖,𝑚−1
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑘,𝑚 + 𝑎𝑘,𝑚⟧)
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
𝑘≤𝑘𝑚
′ ; )
 
 
𝑧𝑚−1
𝑖=1
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𝐸𝑚 =∑( ∑ ℎ𝑘,𝑚 (𝐸 ⟦𝑀 𝑖,𝑚−1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑘,𝑚 + 𝑎𝑘,𝑚⟧)
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
) 
𝑧𝑚
′
𝑖=1
+ ∑ ( ∑ ℎ𝑘,𝑚 (𝐸 ⟦𝑀 𝑖,𝑚−1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑘,𝑚 + 𝑎𝑘,𝑚⟧)
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
) 
𝑁𝑚−1
𝑖=𝑧𝑚
′ +1
−∑
(
 
 
∑ ℎ𝑘,𝑚 (𝐸 ⟦𝑀 𝑖,𝑚−1
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑘,𝑚 + 𝑎𝑘,𝑚⟧)
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
𝑘≤𝑘𝑚
′ )
 
 
𝑧𝑚
′
𝑖=1
− ∑ ℎ𝑘,𝑚 (𝐸 ⟦𝑀 𝑧𝑚−1,𝑚−1
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑘,𝑚 + 𝑎𝑘,𝑚⟧)
𝑐𝑘,𝑚∈𝑆𝑧𝑚−1,𝑚−1
𝑘≤𝑘𝑚
′
 
𝐸𝑚 = ∑ ( ∑ ℎ𝑘,𝑚 (𝐸 ⟦𝑀 𝑖,𝑚−1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑘,𝑚 + 𝑎𝑘,𝑚⟧)
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
) 
𝑁𝑚−1
𝑖=𝑧𝑚
′ +1
− ∑ ℎ𝑘,𝑚 (𝐸 ⟦𝑀 𝑧𝑚−1,𝑚−1
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑘,𝑚 + 𝑎𝑘,𝑚⟧)
𝑐𝑘,𝑚∈𝑆𝑧𝑚−1,𝑚−1
𝑘≤𝑘𝑚
′
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𝐸𝑚 = ∑ ( ∑ ℎ𝑘,𝑚 (𝐸 ⟦𝑀 𝑖,𝑚−1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑘,𝑚 + 𝑎𝑘,𝑚⟧)
𝑐𝑘,𝑚∈𝑆𝑖,𝑚−1
) 
𝑁𝑚−1
𝑖=𝑧𝑚−1+1
+ ∑ ℎ𝑘,𝑚 (𝐸 ⟦𝑀 𝑧𝑚−1,𝑚−1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑘,𝑚 + 𝑎𝑘,𝑚⟧)
𝑐𝑘,𝑚∈𝑆𝑧𝑚−1,𝑚−1
𝑘>𝑘𝑚
′
+ ∑ ℎ𝑘,𝑚 (𝐸 ⟦𝑀 𝑧𝑚−1,𝑚−1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑘,𝑚 + 𝑎𝑘,𝑚⟧)
𝑐𝑘,𝑚∈𝑆𝑧𝑚−1,𝑚−1
𝑘≤𝑘𝑚
′
− ∑ ℎ𝑘,𝑚 (𝐸 ⟦𝑀 𝑧𝑚−1,𝑚−1
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑘,𝑚 + 𝑎𝑘,𝑚⟧)
𝑐𝑘,𝑚∈𝑆𝑧𝑚−1,𝑚−1
𝑘≤𝑘𝑚
′
 
Pour que 𝐸𝑚 ≥ 0, il reste à démontrer que : 
𝛿 = 𝐸 ⟦𝑀 𝑧𝑚−1,𝑚−1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑧𝑚−1,𝑚−1
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ ≥ 0 
Or, d’après l’expression (5.7):  
𝐸⟦𝑀𝑖,𝑙⟧ =∑(1 − 𝑄
+(𝐿𝑖,𝑙, 𝑠, 𝑙))
s≥0
 
Alors :  
𝛿 =∑(𝑄∀𝑘>𝑘𝑚′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
+ (𝐿𝑧𝑚−1,𝑚−1, 𝑠,𝑚 − 1) − 𝑄∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
+ (𝐿𝑧𝑚−1,𝑚−1, 𝑠,𝑚 − 1))
𝑠≥0
 
Or, il résulte de l’expression (A.3) du corollaire (A.1) que: 
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• 𝑄∀𝑘>𝑘𝑚′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
+ (𝐿𝑧𝑚−1,𝑚−1, 𝑠,𝑚 − 1) − 𝑄∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
+ (𝐿𝑧𝑚−1,𝑚−1, 𝑠,𝑚 − 1) ≥ 0 
Nous en déduisons que 𝛿 ≥ 0 et par conséquent 𝐸𝑚 ≥ 0. 
Soit 𝐸⟦𝐶𝑆𝐶2,…,𝑚−1⟧ l’espérance du coût de stockage des composants 𝑐𝑖,𝑙, 𝑙 = 2,… ,𝑚 − 1. 
D’après l’expression (5.2), cette espérance est égale à: 
𝐸⟦𝐶𝑆𝐶2,…,𝑚−1⟧ = ∑ (∑ ( ∑ ℎ𝑣,𝑙 (𝐸⟦𝑀𝑖,𝑙−1⟧ − (𝐸⟦𝑀𝑣,𝑙⟧ + 𝐸⟦𝐿𝑣,𝑙⟧))
𝑐𝑣,𝑙∈𝑆𝑖,𝑙−1
)
𝑁𝑙−1
𝑖=1
)
𝑚−1
𝑙=2
 
Soit 𝐸𝑙 la différence entre : 
 L’espérance 𝐸⟦𝐶𝑆𝐶2,…,𝑚−1 , 𝐴𝑁𝑚⟧ du coût de stockage des composants 𝑐𝑖,𝑙, 𝑙 =
2, … ,𝑚 − 1 et associée au vecteur 𝐴𝑁𝑚 . 
 L’espérance 𝐸⟦𝐶𝑆𝐶2,…,𝑚−1 , 𝐴𝑘′⟧du coût de stockage des 𝑘𝑙
′ premiers composants 
𝑐𝑖,𝑙, 𝑙 = 2,… ,𝑚 − 1 et associée au vecteur 𝐴𝑘′: 
𝐸𝑙 = ∑ ∑ ( ∑ ℎ𝑣,𝑙 (𝐸 ⟦𝑀 𝑖,𝑙−1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑣,𝑙
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
+ 𝐿𝑣,𝑙⟧)
𝑐𝑣,𝑙∈𝑆𝑖,𝑙−1
)
𝑁𝑙−1
𝑖=1
𝑚−1
𝑙=2
− ∑ (∑ ∑ ℎ𝑣,𝑙+1
𝑐𝑣,𝑙+1∈𝑆𝑖.𝑙
𝐸⟦𝑀𝑖,𝑙⟧
𝑧𝑙
′
𝑖=1
−∑ ℎ𝑖,𝑙+1(𝐸⟦𝑀𝑖,𝑙+1⟧ + 𝐸⟦𝐿𝑖,𝑙+1⟧)
𝑘𝑙+1
′′
𝑖=1
)
𝑚−1
𝑙=1
 
     
 
199 
 
−∑
(
 
 
∑ ℎ𝑣,𝑙+1 (𝐸 ⟦𝑀 𝑧𝑙,𝑙
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧
𝑐𝑣,𝑙+1∈𝑆𝑧𝑙,𝑙
𝑘𝑙+1
′′ <𝑘≤𝑘𝑙+1
′
𝑚−1
𝑙=1
− 𝐸⟦𝐿𝑣,𝑙+1⟧)
)
 
 
 
 
𝐸𝑙 = ∑∑( ∑ ℎ𝑣,𝑙+1 (𝐸 ⟦𝑀 𝑖,𝑙
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
+ 𝐿𝑣,𝑙+1⟧)
𝑐𝑣,𝑙+1∈𝑆𝑖,𝑙
)
𝑁𝑙
𝑖=1
𝑚−1
𝑙=1
 
−∑ (∑ ∑ ℎ𝑣,𝑙+1
𝑐𝑣,𝑙+1∈𝑆𝑖.𝑙
𝐸⟦𝑀𝑖,𝑙⟧
𝑧𝑙
′
𝑖=1
−∑ℎ𝑖,𝑙+1(𝐸⟦𝑀𝑖,𝑙+1⟧ − 𝐸⟦𝐿𝑖,𝑙+1⟧)
𝑘𝑙+1
′′
𝑖=1
)
𝑚−1
𝑙=1
 
−∑
(
 
 
∑ ℎ𝑣,𝑙+1 (𝐸 ⟦𝑀 𝑧𝑙,𝑙
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑣,𝑙+1⟧)
𝑐𝑣,𝑙+1∈𝑆𝑧𝑙,𝑙
𝑘𝑙+1
′′ <𝑘≤𝑘𝑙+1
′ )
 
 
𝑚−1
𝑙=1
 
 
𝐸𝑙 = ∑ ∑ ( ∑ ℎ𝑣,𝑙+1 (𝐸 ⟦𝑀 𝑖,𝑙
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑣,𝑙+1⟧)
𝑐𝑣,𝑙+1∈𝑆𝑖,𝑙
)
𝑁𝑙
𝑖=𝑧𝑙+1
𝑚−1
𝑙=1
 
     
 
200 
 
+∑∑( ∑ ℎ𝑣,𝑙+1 (𝐸 ⟦𝑀 𝑖,𝑙
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑣,𝑙+1⟧)
𝑐𝑣,𝑙+1∈𝑆𝑖,𝑙
)
𝑧𝑙
′
𝑖=1
𝑚−1
𝑙=1
 
+∑ ∑ ℎ𝑣,𝑙+1 (𝐸 ⟦𝑀 𝑧𝑙,𝑙
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑣,𝑙+1⟧)
𝑐𝑣,𝑙+1∈𝑆𝑧𝑙,𝑙
𝑘𝑙+1
′′ <𝑘≤𝑘𝑙+1
′
𝑚−1
𝑙=1
 
+∑ ∑ ℎ𝑣,𝑙+1 (𝐸 ⟦𝑀 𝑧𝑙,𝑙
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑣,𝑙+1⟧)
𝑐𝑣,𝑙+1∈𝑆𝑧𝑙,𝑙
𝑘>𝑘𝑙+1
′
𝑚−1
𝑙=1
 
−∑ (∑ ∑ ℎ𝑣,𝑙+1
𝑐𝑣,𝑙+1∈𝑆𝑖.𝑙
𝐸 ⟦𝑀 𝑖,𝑙
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧
𝑧𝑙
′
𝑖=1
𝑚−1
𝑙=1
−∑ ℎ𝑖,𝑙+1 (𝐸 ⟦𝑀 𝑖,𝑙+1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ + 𝐸⟦𝐿𝑖,𝑙+1⟧)
𝑘𝑙+1
′′
𝑖=1
) 
−∑
(
 
 
∑ ℎ𝑣,𝑙+1 (𝐸 ⟦𝑀 𝑧𝑙,𝑙
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑣,𝑙+1⟧)
𝑐𝑣,𝑙+1∈𝑆𝑧𝑙,𝑙
𝑘𝑙+1
′′ <𝑘≤𝑘𝑙+1
′ )
 
 
𝑚−1
𝑙=1
 
Or  
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∑∑( ∑ ℎ𝑣,𝑙+1 (𝐸 ⟦𝑀 𝑖,𝑙
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑣,𝑙+1⟧)
𝑐𝑣,𝑙+1∈𝑆𝑖,𝑙
)
𝑧𝑙
′
𝑖=1
𝑚−1
𝑙=1
=∑ (∑ ∑ ℎ𝑣,𝑙+1
𝑐𝑣,𝑙+1∈𝑆𝑖.𝑙
𝐸 ⟦𝑀 𝑖,𝑙
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧
𝑧𝑙
′
𝑖=1
𝑚−1
𝑙=1
−∑ ℎ𝑖,𝑙+1 (𝐸 ⟦𝑀 𝑖,𝑙+1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ + 𝐸⟦𝐿𝑖,𝑙+1⟧)
𝑘𝑙+1
′′
𝑖=1
) 
Donc : 
𝐸𝑙 = ∑ ∑ ( ∑ ℎ𝑣,𝑙+1 (𝐸 ⟦𝑀 𝑖,𝑙
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑣,𝑙+1⟧)
𝑐𝑣,𝑙+1∈𝑆𝑖,𝑙
)
𝑁𝑙
𝑖=𝑧𝑙+1
𝑚−1
𝑙=1
+ ∑ ∑ ℎ𝑣,𝑙+1 (E ⟦M 𝑧𝑙,l
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − E ⟦𝑀 𝑣,𝑙+1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧
𝑐𝑣,𝑙+1∈𝑆𝑧𝑙,𝑙
𝑘>𝑘𝑙+1
′
𝑚−1
𝑙=1
− 𝐸⟦𝐿𝑣,𝑙+1⟧) 
+∑ ∑ ℎ𝑣,𝑙+1 (𝐸 ⟦𝑀 𝑧𝑙,𝑙
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑣,𝑙+1⟧)
𝑐𝑣,𝑙+1∈𝑆𝑧𝑙,𝑙
𝑘𝑙+1
′′ <𝑘≤𝑘𝑙+1
′
𝑚−1
𝑙=1
 
− ∑
(
 
 
∑ ℎ𝑣,𝑙+1 (𝐸 ⟦𝑀 𝑧𝑙,𝑙
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸⟦∀𝑘 > 𝑘𝑚
′ ; 𝑋𝑘,𝑚 = 𝑎𝑘,𝑚⟧ − 𝐸⟦𝐿𝑣,𝑙+1⟧)
𝑐𝑣,𝑙+1∈𝑆𝑧𝑙,𝑙
𝑘𝑙+1
′′ <𝑘≤𝑘𝑙+1
′ )
 
 
𝑚−1
𝑙=1
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Soit : 
𝛼 = ∑ ∑ ℎ𝑣,𝑙+1 (𝐸 ⟦𝑀 𝑧𝑙,𝑙
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑣,𝑙+1⟧)
𝑐𝑣,𝑙+1∈𝑆𝑧𝑙,𝑙
𝑘𝑙+1
′′ <𝑘≤𝑘𝑙+1
′
𝑚−1
𝑙=1
 
− ∑
(
 
 
∑ ℎ𝑣,𝑙+1 (𝐸 ⟦𝑀 𝑧𝑙,𝑙
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ − 𝐸⟦𝐿𝑣,𝑙+1⟧)
𝑐𝑣,𝑙+1∈𝑆𝑧𝑙,𝑙
𝑘𝑙+1
′′ <𝑘≤𝑘𝑙+1
′ )
 
 
𝑚−1
𝑙=1
 
Pour démontrer que 𝐸𝑙 ≥ 0, il faut montrer que 𝛼 ≥ 0. Or, d’après le corollaire (A.1), nous 
pourrons facilement démontrer que : 
𝐸 ⟦𝑀 𝑧𝑙,𝑙
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ ≥ 𝐸 ⟦𝑀 𝑧𝑙,𝑙
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧ et 𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘; 𝑋𝑘,𝑚≥𝑎𝑘,𝑚
⟧ ≥
𝐸 ⟦𝑀 𝑣,𝑙+1
∀𝑘>𝑘𝑚
′ ; 𝑋𝑘,𝑚=𝑎𝑘,𝑚
⟧.  
Nous déduisons par la suite que 𝛼 ≥ 0 et 𝐸𝑙 ≥ 0. De la même manière, 𝐸1 peut-être 
démontrés. Finalement nous pouvons conclure que 𝐸𝑏 + 𝐸1 + 𝐸𝑙 + 𝐸𝑚 ≥ 0.  
C.Q.F.D. 
 
