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There are several techniques for obtaining bounds on the rate of convergence to 
the stationary distribution for Markov chains with strong symmetry properties, in 
particular random walks on finite groups. An elementary method, strong uniform 
times, is often effective. We prove such times always exist, and relate this method to 
coupling and Fourier analysis. 8 1987 Academic Press. Inc. 
1. INTRODUCTION 
Consider a finite Markov chain, in particular one with strong “symmetry” 
properties such as a random walk on a group. Let r,, be the distribution 
after n steps. The theory of convergence of n,, to a stationary distribution 
8, and of the asymptotic rate of convergence, is well-understood. The 
non-asymptotic behavior is harder. Two useful notions of distance between 
distributions are separation distance and variation distance, defined in 
Section 2. Write s(n), d(n) for these distances between 7r” and n. Where rn 
cannot be calculated explicitly, there are three available techniques for 
obtaining explicit upper bounds on s(n) or d(n) for large finite n: 
(a) strong uniform times, 
(b) coupling, 
(c) Fourier analysis. 
Diaconis [ll] provides an introduction to this area. Examples-oriented 
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accounts of the particular techniques can be found in 
(a) Aldous and Diaconis [3], 
(b) Aldous [l], 
(c) Letac [22], Takacs [34], Diaconis and Shahshahani [14]. 
Section 8 contains a list of all examples of random walks on groups for 
which good results are known. Though the authors find the examples more 
interesting and more deep than the theory, there are enough examples 
known that it seems worthwhile to set down some more detailed theory. 
This paper addresses two theoretical issues. 
(I) How good are these techniques in principle? How do they fit with 
the notions of distance between distributions? How are they related to each 
other? In Section 3 it is shown that a minimal strong uniform time always 
exists and provides a sharp estimate of separation distance: this is analo- 
gous to the known relation between coupling and variation distance, 
reviewed in Section 4. Fourier analysis bounds are described in Section 6. 
(II) What are the intrinsic properties of the sequences d(n), s(n), n 2 
1, and their relation? How are they related to the second-largest eigenvalue, 
which controls the asymptotic rate of convergence? How are they affected 
by symmetry conditions? Section 5 describes a hierarchy of symmetry 
conditions and their consequences. Section 7 describes the threshold phe- 
nomenon: one might expect the distances d(n), s(n) to decrease smoothly 
from their initial value (near 1) to 0 as n increases, but for almost all 
natural examples with strong symmetry one finds instead a relatively sharp 
transition from near 1 to near 0 around some number ad, a, of steps. This 
phenomenon is related to high multiplicity of the second-longest eigenvalue. 
As mentioned before, the practical application of the three techniques 
has been amply discussed in the literature. Here we merely use a very 
simple running example (random walk on the N-dimensional cube, Sect. 2) 
to illustrate the techniques. The list of examples in Section 8 indicates the 
effectiveness of the techniques and the sharpness of the theoretical results. 
2. DEFINITIONS 
Let P = (P(i, j)) be an irreducible aperiodic transition matrix on a finite 
state space I = {i, j, k,... }. Fix i, E I, and let i, = X,,, Xi, X,, . . . , be 
the associated Markov chain with initial state i,. Let or, be the probability 
distribution T~( j) = P”( i,, j) = P( X, = j). It is classical that there exists 
a unique stationary distribution B for P and that, 
%(.d --, dj) as n+oo; each j E I. 
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A natural measure of distance between two distributions Q,, Q2 on I is 
total variation: 
So given P and i, we can define 
44 = II% - 41. (2-l) 
Another notion of “distance”, though not a metric, is separation: 
s(Q,, Q,) = mm 
i 
Equivalently, s(Qi, Q2) is the smallest s 2 0 such that Q, = (1 - s)Qz + 
SV for some distribution I/. Given P and i, define 
s(n) = s(?T,, ?7). (2.2) 
For any Q,, Q2, 
0 s IIQ, - QAI 5 s<Q,, Q,) s 1, 
the middle inequality because 
IIQ, - Qzll = i, Q,(gQl(i) (Qh) - Ql 6)) 
i: Q2(i)>Ql(i) 
In particular, 
d(n) I s(n). (2.3) 
There is no general reverse inequality: if Q2 is uniform on I and Q, is 
uniform on I - {il} then l]Q, - Qzll = l/l11 while s(Qi, Q2) = 1. 
The quantities d(n), s(n) depend on the initial state i,. Taking maxima 
over i, leads to maximal variation d*(n) and maximal separation s*(n): 
d*(n) = ~,~ll~ntio~ *) - rt.1 II (2.4) 
s*(n) = yxs(P”(i,, a), r(e)) = ?,?(l - py;;;‘). (2.5) 
Alternatively, under symmetry conditions discussed in Section 5 (in particu- 
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lar, for random walks on groups), d(n) and s(n) do not depend on i,, so 
d*(n) = d(n), s*(n) = s(n). The quantities d*(n), s*(n) are related to 
classical coeficients of ergodicity (Seneta [30], Iosifescu [21]), but aside from 
the standard submultiplicativity property (3.7), (4.5) our concerns are differ- 
ent. 
For our running example let I = (0, l}“, regarded as the vertices of the 
unit cube in N dimensions. For i = (il, . . . , iN), i = (i,, . . . , i,,,) E I let 
P(i,i) = & if Eli, - i,l = 0 or 1, 
s 
= 0 otherwise. (2.6) 
This is essentially the simple symmetric random walk on the cube, with a 
possibility of “no move” included to make the chain aperiodic. The 
stationary distribution is uniform on I. The n-step transition probabilities 
can be calculated explicitly (see (6.6): and Letac and Takacs [23] discuss 
more general random walks on the cube), though we will only be concerned 
with the bounds derivable from the three techniques. 
3. STRONG UNIFORM TIMES AND SEPARATION DISTRIBUTION 
As in Section 2, let (X,,; n 2 0) be a Markov chain with initial state i, 
and stationary distribution 12, and let s(n) be the separation (2.2). 
DEFINITION (3.1). A strong uniform time T is a randomized stopping 
time for (X,: n 2 0) such that 
(a) P(X, = ilT = k) = a(i) for all 0 I k < co, i E I. 
Note that one can reformulate (a) as 
(b) P(X, = ilT I k) = a(i) for all 0 I k < 00, i E I 
or as 
(c) X, has distribution r and is independent of T. 
PROPOSITION (3.2). (a) If T is a strong uniform time for {X,,} then 
s(n) I P(T > n); n 2 0. (3.3) 
(b) Conversely, there exists a strong uniform time T such that (3.3) holds 
with equality. 
Proof. (a) Conditional on {T = m}, X, has distribution r, and the 
conditional distribution of each X,,, n 2 m, is r. So the conditional distri- 
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bution X, given { T I n } is rr. So 
P(X, = i) 2 P(X, = i, T I n) = P(T I n)n(i) = [l - P(T > n)]r(i). 
(b) Define a, = minirJi)/n(i). Let k be the smallest integer such that 
ak > 0. Define T so that 
P(T<k)=O, 
P(T = klX, = i) = a,v(i)/P(X, = i), i E I. 
This implies P(T = k, X, = i) = up(i). Inductively for n > k make 
P(T=nlX,=i,T>n-l)= 
This makes sense because the right side is in [0, l] by definition of a,. We 
shall show 
P(X, = i, T = n) = r(i)(a,, - a,-,), n 2 k, i E I. (3.5) 
This implies T is a strong uniform time. Moreover, it implies P(T = n) = 
(a, - a,-,) and hence P(T I n) = a, = 1 - s(~~,, a), giving the desired 
quality in (3.3). 
Equation (3.5) is proved inductively. For n > k, 
P(X,,=i,T=n)=P(T=nJX,=i,T>n-l)P(X,,=i,T>n-1) 
= 
(T”(i;;;l;y a,-, 
X[P(X,=i) - P(X,=i,T<n- l)]. (34 
Now if (3.5) holds for integers less than n, then 
P(X, = i, T I n - 1) = r(i)a,-,. 
Using this in (3.6) give (3.5). 
Remarks. (i) Part (a) explains the point of strong uniform times: by 
constructing one and estimating the tail of its distribution, you can bound 
s(n) and hence d(n). Aldous and Diaconis [3] treat four examples in detail. 
At the end of the section we illustrate the technique on our running 
example. 
(ii) Part (b) shows that the notion of strong uniform time fits perfectly 
with the notion of separation distance. The construction of the minimal T 
is purely theoretical, in that it requires complete knowledge of each n,,. 
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(iii) Although explicit construction of strong uniform times is usually 
possible only for chains with strong symmetry, comparison lemmas like 
(3.8) sometimes can extend results to less symmetric chains. 
(iv) Strong uniform times are related to the fundamental idea in the 
modem treatment of asymptotics of general state-space Markov chains. 
Nummelin [27, Sect. 4.41, shows that under an irreducibility condition there 
exists a reference distribution Y such that, for any initial state x,,, there is a 
random time T such that P( XT E A ] T = n) = v(A), n 2 1. This result 
enables standard renewal theory to be used to prove convergence of X, in 
total variation. 
Here are two useful results involving the maximal separation s*(n) 
defined at (2.5). First, it is submultiplicative. 
LEMMA (3.7). s*(m + n) I s*(m)s*(n); m, n 2 1. 
Proof. From the definition we can write 
P”(i, j) = (1 - s*(n))a(j) + s*(n)Vj,(i, j), 
where V, is some transition matrix. A simple calculation gives 
pm+n(i, j) = [l - s*(m)s*(n)]rr(j) 
+s*(mb*b)C KG, Wm(k j). 
2 [l - s*(+*(Z)] 7r(j). 
Second is a comparison lemma. 
LEMMA (3.8). Let P,, P2 be transition matrices on I, and let s:(n), s;(n) 
be the maximal separations (2.5). Suppose 
(i) there exists c > 0 such that P2(i, j) 2 cP,(i, j) for all i, j E I; 
(ii) PIP2 = P*P1. 
Then s:(n) I C;,,s:(b)(;)cb(l - c)“-~; n 2 1. 
Proof. By (i) we can write P2 = cP, + (1 - c)V for some transition 
matrix V. By (ii), P,V = VP,. So 
Next, (ii) implies that P, and P2 have the same stationary distribution IT. 
Hence V, and powers of V and P,, have stationary distribution r. The 
result follows by verifying that, for transition matrices V,, V,, . . . , with 
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identical stationary distribution, 
s*(I/,v;) s s*(Q, 
s*(Cq,y) I Cqp*(V.) I foranydistribution (qi). 
Remark. Roughly, if n steps suffice to make si small, then n/c steps 
suffice to make s2 small. 
Finally, here is a construction of a strong uniform time for the random 
walk on the cube. Let 8,, 0,, . . . be independent, uniform on (0, 1, . . . , N }. 
Then the random walk X(n) = (Xi(n): 1 I i I N) with X(0) = 0 can be 
defined by 
xi(n) = xi(n - l) + l(i=@,), l<i<N, 
where addition is modulo 2. We now describe a scheme for “checking off 
coordinates.” Initially no coordinates are checked. At a general step, if 
coordinate 9, is already checked, or if 6, = 0, then no check is made. If 0, 
is not already checked, then a fair coin is tossed: if “heads” then coordinate 
8, is checked; if “tails” then a different unchecked coordinate (not 0) is 
chosen uniformly and checked. This last rule changes when there is exactly 
one unchecked coordinate, j say. Then wait until the next time n that 
0, = j or 0, and at that time check coordinate j. 
Formally, let D, E {H, T} be the coin tosses and define C(n) = 
(C,(n): 1 I i I N) as follows [C;(n) = 1 means coordinate i is checked at 
or before time n]. 
C(0) = 0. 
If 0, = 0 or C,Jn - 1) = 1 then C(n) = C(n - 1). If C,jn - 1) = 0 and 
]{i:C,(n-l)=O}] =m>2then: 
if D, = H then C,(n) = C,(n - 1) + lcice,) 
if D, = T then C,(n) = C,(n - 1) + lci+), where [, is uniform on 
{i: C,(n) = 0} \ {en>. 
If {i: C,(n - 1) = 0} = { j} then: 
if 0, +Z (0, j} then C(n) = C(n - l), 
if 0, E (0, j} then C,(n) = C,(n - 1) + lciSj). 
Having described the construction, let T be the first time that all 
coordinates have been checked: 
T=min{n:C(n) = (l,l,..., 1)). 
Then T is a strong uniform time. To prove this, one shows that for each 
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B c (1,. . . , N} and each n 2 1, 
conditional on B = {i: C,(n) = l}, the distribution of 
{X,(n); i E B} is uniform on (0, l}B. 
This is a straightforward induction on n. Applying with B = { 1, . . . , N }, 
one sees that T is a strong uniform time. 
To estimate the tail of the distribution of T, write 
T= WN+ IV,+, + ..* +Wl, 
where W, is the number of steps during which there were k unchecked 
coordinates. Then the W, are independent with geometric distributions 
P(W, = m) = ~&(l-&)~-‘, m21, k>2 
P(W1= m) =&(l-&)Y m21. 
SO 
N+l N N+l 
ET= - 
2 + CT k=2 
and 
I (N + l)(l + log N), 
b(T)= l- 
(( &)/liq 
+g- &)/i&j’) 
I (N + l)‘, 
and Chebyshev’s inequality gives 
1 
P(T 2 (N + l)(log N + c)) I 
(c - 1)2’ 
c> 1. 
Thus for random walk on the cube, we obtain from (3.3) a bound for s(n) 
which is nontrivial for n 2 (N + l)(log N + 2). 
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Remarks. (i) The random variable T is essentially the random variable 
in the coupon-collector’s problem; the analysis can be sharpened to show 
that for large N, P(T > N(log N + c)) = 1 - exp( - emc). 
(ii) Many constructions of strong uniform times involve a “checking” 
process, an idea originated by Andre Broder. 
4. COUPLING AND VARIATION DISTANCE 
Coupling is a more standard technique for obtaining explicit bounds. For 
completeness we give the definition and basic theorem. Keep the setting of 
Section 2: P is a transition matrix on I, rr the stationary distribution, i, a 
prescribed state, and d(n) the variation distance (2.1). 
DEFINITION (4.1). A coupling consists of processes {X,; n 2 0}, 
{Yn;n>O} d an a random coupling time T such that 
(a) X, is the Markov chain with transition matrix P and initial state 
10, 
(b) Y, is the Markov chain with transition matrix P and initial 
distribution r. 
(c) X,,= Y,,n>T. 
THEOREM (4.2). 
(a) For any coupling, 
d(n) I P(T > n); n 2 1. (4.3) 
(b) Conversely, there exists a coupling such that (4.3) holds with equality. 
Theorem 4.2 was proved by Griffeath [18]; see also Pitman [29], 
Goldstein [17], Thorisson [37]. Our Proposition 3.2 is closely analogous to 
Theorem 4.2: the strong uniform time technique fits with separation dis- 
tance in exactly the same way that the coupling technique fits with the total 
variation distance. Aldous [l] gives several examples where couplings are 
constructed and the easy part (a) is used to bound variation distance. Later 
we illustrate the technique with our running example. 
From a formal viewpoint, strong uniform times are a special case of 
coupling, as the next result shows. 
PROPOSITION (4.4). Let T be a strong uniform time for the Markov chain 
(X,,) with starting state i,. Then there exists a coupling with coupling time T. 
Proof: Given T and (X,,), construct (Y,,) as follows. On each nonnull 
{T = m}, define Y, cm) = X,, n 2 m. Conditional on {T = m } the future 
process { Yi”): n 2 m } is distributed as the stationary Markov chain and so 
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can be extended to { Yim): n 2 0} as the stationary Markov chain. Define 
Y, = Y,‘“) on {T = m}, for each m. Then (Y,) is the stationary Markov 
chain and Y, = X,, n 2 T, so we have a coupling. 
A second connection has been observed by Hermann Thorisson. If (X,) 
is the Markov chain starting at i,, (Y,) the stationary chain, and T a strong 
uniform time for (X,), then 
(T, X,, &+I,. . . > f (T, Y,, Yr+l,. . .), 
which is called a distributional coupling in Thorisson [37]. Despite these 
formal connections, in concrete examples the constructions of strong uni- 
form times and couplings are rather different. 
Lemmas 3.7 and 3.8 for maximal separation have analogs for maximal 
variation d *(n) defined at (2.4). Let us just observe that, although d * is 
not submultiplicative, a related quantity is. 
LEMMA (4.5). Define d(n) = maxil,,,Cj]P”(i,, j) - P”(i,, j)l. Then 
(a) dis submultiplicative: d(m + n) I d(m)d(n), m, n 2 1, 
(b) $?(n) I d*(n) I d(n), n 2 1. 
The proof is straightforward. 
Finally, here is a construction of a coupling for the random walk on the 
cube. As in Section 3 let X(0) = 0 and define the random walk X(n) by 
xi(n) = xj(n - ‘) + l(i-e,), lli<N, 
where (13,) are uniform on { 0, 1, . . . , N} and addition is modulo 2. Let Y(0) 
be uniform on (0, l}” and define Y(n) as follows. 
If 0, 2 1 and Y, (n - 1) = X, (n - 1) then q(n) = q(n - 1) + lCiCe ), 
1 I i I N. Other&e, Y(n) = t(n - 1) + lCi+, 1 I i I N, where 5 “is 
chosen uniforrnIy from {i: i = 0 or Xi(n - 1) # Y(n - 1)) \ { 0,}. 
Roughly, Y changes in the same coordinate as X if they already agree in 
that coordinate, and in a different coordinate if they disagree. It is easy to 
verify this is a coupling, with coupling time 
T = min{n: X(n) = Y(n)}. 
To estimate the tail of T, observe that D,, = ( {i: X,(n) I q(n)} 1 is the 
TIMES AND WALKS 79 
Markov chain on states (0, 1, . . . , N } with transition probabilities 
d+l 
P(d, d) = 1 - N+l dz 1, 
P(d, d - 1) = & d> 1, 
d-l 
P(d, d - 2) = N+l dk2. 
Now T is stochastically dominated by the first passage time T * for D,, 
from N to 0. Routine but tedious arguments show that T * is around 
$N log N, for large N. 
5. S~TRY CONDITIONS 
So far, the only assumptions on the transition matrix P(i, j) on I are 
that P be irreducible and aperiodic. But all our examples have extra 
symmetry properties, and under symmetry properties one can prove extra 
theoretical results. In this section we give definitions and elementary 
consequences. 
DEFINITION (5.1). P is doubly stochastic if C,P(i, j) = 1 for all j. 
This is precisely the condition under which the stationary distribution T is 
the uniform distribution U(i) = l/111. 
DEFINITION (5.2). P is symmetric if P(i, j) = P(j, i) for all i, j. P is 
quasi-symmetric if there exists a bijection 5: I + I such that P(i, j) = 
p(W), E(i)> for all i, j. 
Note that quasi-symmetric implies doubly stochastic. 
DEFINITION (5.3). P is transitive if there exists a group G of bijections 
g: I + I such that 
(a) p(i, j) = p(g(i), g(j)): i, j E 1, g E G, 
(b) G acts transitively on I. 
Informally, transitivity means “all initial states i, are equivalent.” In 
particular, the maximal separation s*(n) of (2.5) coincides with the sep- 
aration s(n) starting from any i,; and similarly d*(n) = d(n). 
A natural class of examples are random walks on groups. Let Q be a 
probability distribution on a finite group G. The random walk on G with 
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step distribution Q is 
x, = t, * En-l * . . * * 51 (X0 = identity), (5.4) 
where (&) are independent with distribution Q. So {X,} is the Markov 
chain on Z = G with 
Our background assumptions of irreducibility and aperiodicity correspond 
to the assumption that Q is not supported on any coset of any proper 
subgroup. Clearly P is automatically transitive (under the action of G on 
itself) and quasisymmetric (under g + g-l); P is symmetric iff Q(g) = 
Q(g-‘) for all g E G. 
Another natural class of examples are random walks on graphs. For a 
finite undirected graph I with vertex-set V and edge-set E, the natural 
random walk on I is the Markov chain with 
1 
p(u,, u*) = - ., if (ui, u2) E E ro, (5.6) 
= 0 if not 
where y, is the degree of u. Here P is irreducible and aperiodic iff I’ is 
connected and not 2-colorable. And P is doubly stochastic iff I is regular, 
that is y, = y for all u. Given these conditions, P is automatically symmet- 
ric; it is transitive iff I is vertex-transitive in the sense of Biggs [6]. 
Our two final symmetry conditions concern the case of a random walk on 
a group G with step distribution Q. 
DEFINITION (5.7). Q is constant on conjugucy classes if Q(g) = 
Q(hgh-‘); all g, h E G. 
DEFINITION (5.8). Let K be a subgroup of G. Call Q K-biinuariant if 
Q(g) = Q(k,gk,); all g E G, k,, k, E K. Call (G, K) a Gelfand pair if 
convolution of K-biinvariant distributions is commutative. Write Z = G/K 
for the space of cosets. Given a K biinvariant distribution Q on a Gelfand 
pair (G, K), the associated random walk is the Markov chain on Z with 
transitions 
P(g,K>g,K) = Q(gl'g,K). 
See Letac [22], Diaconis and Shahshahani [15] for discussion and examples 
of random walks on Gelfand pairs. 
Our running example, random walk on the N-cube, satisfies all these 
definitions. It is the random walk on the group G = (0, l}” associated with 
the step distribution Q(0, 0, . . . , 0) = Q(1, 0, 0, . . . , 0) = . . . = 
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e<o, 0, - * -, 1) = l/(N + 1). Since G is Abelian, (5.7) is automatically 
satisfied. Next, one can consider (0, l}” as a graph in the natural way. Then 
the process is the random walk on the graph in the sense (5.6). Finally, let 6 
be the group of automorphisms of the graph, and K the subgroup_ of 
automorphisms which fix 0. Then one can identify I = (0, l}” with G/K 
acd hence identify the process with a random walk on the Gelfand pair 
(G, 0. 
We now start on the elementary consequences of these symmetry condi- 
tions. In the case where the matrix P is symmetric (5.2), it has real 
eigenvalues which (by irreducibility and aperiodicity) satisfy 
1 = x, > x, 2 * *. 2 x,,, > -1. (5.9) 
One can bound the maximal total variation d *(n) in terms of these 
eigenvalues. 
PROPOSITION (5.10). If P is symmetric then 
d*(n) I :11y2( c xf4. 
k>_2 
Proof: Matrix theory says P”(i, i) = IEkai, kht, where Cka: k = 1 and 
ai,l = l/111. Hence 
P2”(i, i) - h = C ai,kAy 
kr2 
by Cauchy-Schwarz. (5.11) 
Now 
by Cauchy-Schwarz 
= IIlC(P”(i, j))’ - 1 
= lllP2”(i, i) - 1 by symmetry 
( ) 
l/2 
2 111 c A”k by (5.11), 
k>2 
and the result follows from the definition of d*(n). 
Our next result concerns the transitive case. Recall r,, is the distribution 
of X, resulting from some initial i 0; and s(n) and d(n) are the separation 
and variation distances between v,, and the uniform distribution U, which 
by transitivity do not depend on i,. By (2.3), d(n) I s(n). Here is a kind of 
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converse. For 0 < E < a define 
$I(&) = 1 - (1 - 2&l/2)(1 - P)2 (5.12) 
and observe that C/B(E) decreases as E decreases, and G(E) - 4~“~ as E + 0. 
PROPOSITION (5.13). If P is transitive and quasisymmetric on a set G, (in 
particular, for any random walk on a group G), 
d(2n) I 424 I $(2d(n)), n>l (5.14) 
provided d(n) < i. 
The proof requires a lemma. 
LEMMA (5.15). tit (ql,. . . , qJ) be a probability distribution, and suppose 
Xilqi - I/J1 I E < $. Then for any permutation 7r E S’, Ciqiq,,Cij 2 (1 - 
HEN/J- 
Proof of Lemma 5.15. Fix ECU > cx > 2. Let I be the set of indices i 
such that jqi - l/J1 > a&/J. Then 
c lqi - l/J1 2 F, 
jE1 
and so using the hypothesis we must have 111 I J/a. Now consider the sum 
CiqiqnCij. For at least J - 2J/(r terms, both i and n(i) are outside I, and 
so both qi and q,,Cij are > (l/J) - ((YE/J). Thus 
Setting (Y = e-l12 yields the results. 
Proof of Proposition 5.13. We need only prove the second inequality. 
Suppose d(n) < i. Then 
r”“(j) = CP”(i,, i)P”(i, j) 
= cP”(i,, i)P”([(j), E(i)) for some bijection 5: G + G 
= FP”(i,,, i)P”(i,, hjt(i)) for some bijection hi: G + G 
2 (1 - @db))/lGI by Lemma 5.15, 
and the result follows from the definition of s(2n). 
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Our next result is a comparison lemma for the case of random walks on 
groups. 
LEMMA (5.16). Let Q,, Q2 be distributions on a group G satisfying 
Q,*Q, = Qz*Q,. (5.17) 
Let s,(n), s2(n) be the separation distances for the associated random walks. 
(a) Suppose there exists c > 0 such that Q2(g) 2 cQ,(g) g E G. Then 
dn) I i s,(b)( i)cb(l - c)“-~, PI 2 1. 
b=O 
PO LetQ=Q,*Q, and let s(n) be the associated separation distance. 
Then 
s(n) I s,(n), n 2 1. 
Proof. Part (a) is a specialization of Lemma 3.8, and part (b) is 
straightforward. 
Remarks. The reason for mentioning this result here is that symmetry 
conditions (5.7), (5.8) are helpful in checking the commutativity condition 
(5.17). If Q,, Qz are K-biinvariant distributions on a Gelfand pair then 
(5.17) holds by definition. If Q is constant on conjugacy classes then 
Q*P=P*Q for all distributions P on G. (5.18) 
Intuitively, one might expect (b) to remain true without restriction on 
Q,, QD since Q should be “more random” than Q,. But this is false. 
Diaconis and Shahshahani [13] give examples on the symmetric group S, 
(n 2 3) of Q,, Q2 such that Q, * Q, is uniform while (Q, * Q2) *k is not 
uniform for any k. 
Our final results concern the following setting. 
G is a group, S is a subset of G which is not contained in any coset of 
any subgroup, Q is the uniform distribution on S: Q(g) = l/IS], 
g ES. In this setting, we show there is a construction of strong 
uniform times which can be related to the Fourier analytic bounds of 
the next section. 
(5.19) 
For k 2 1 and g E G define 
Bg” = { (sl,. . . , sk) E Sk: slsz -a . sk = g}, 
b, = n$B,kl, 
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Since Q l k(g) = IB,kl/lSlk, the definition of separation distance s(k) gives 
ICI - b, 
s(k) = 1 - - 
lSlk . 
Pick subsets 2: c Bg” such that &‘I = b,. Write the random walk associ- 
ated with Q as 
x, = E,5,-1 * * * 51. 
Provided b, > 0 we can define a random time T taking values in 
{k, 2k, 3k,. . . } by 
T= kmin(j2 l:(~jk,5jk-1,...,5~j-l)k+l) d; fOrSOlIle gE G}. 
(5.21) 
Then 
P(T = k, X, = g) = I@/lSlk 
= b/c/ISlk 
= (1 - dk))/lGL 
and so P(T = k) = 1 - s(k). It is straightforward to show P(T = jk, Xjk 
= g) = sj-‘(k)(l - s(k))/JGI, j 2 1, establishing the following result. 
PROPOSITION (5.22). In the setting of (5.19), de$ne T by (5.21) for some 
k 2 1 such that b, > 0 (equivalently, s(k) < 1). Then T is a strong uniform 
time for which 
P(T > jk) = sj(k); j2 1. 
Remarks. For any strong uniform time T, 
s(n) I P(T > n); n 2 1, 
and Proposition 3.2 gave a rather non-explicit construction of T attaining 
equality for ah n. The point of construction (5.21) is to obtain a more 
explicit strong uniform time attaining equality at a specified time k. Note 
also a technical difference: Proposition 3.2 involved a randomized stopping 
time T whereas (5.21) defines a natural stopping time T. 
Specializing further, suppose that subset S of (5.19) satisfies 
s = s-1; S contains the identity. (5.23) 
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Define the “diameter” 
A=min{n:eachg~Gisoftheformg=h,h, ... h,forsomeh,~S}. 
PROPOSITION (5.24). Under conditions (5.19), (5.23), 
d(n) I $G11/’ 
Remark. Roughly, d(n) becomes small for n = 0(A2]S]log]G]). This is 
the only reasonably general and reasonably explicit bound for d(n) known. 
Prooj: Write S,, = S \ {identity}. Let Q, be the uniform distribution on 
S,, and let P and PO be the transition matrices arising from Q and Q,. So 
p= ‘I+ - ISI - 1 . p 
ISI ISI O’ 
(5.25) 
Using a result of Alon [5], it is observed by Aldous [2] that the second 
largest eigenvalue h, of PO satisfies 
1 
X,51- 
20 A2]So] ’ 
It easily follows from (5.25) that all the eigenvalues X,, k 2 2, of P satisfy 
IX/J 2 1 - &Y 
and the proposition follows from Proposition 5.10. 
6. FOURIER ANALYSIS 
Group representation theory provides a powerful tool for obtaining 
bounds on separation and variation distance. We review the basic defini- 
tions below. Serre [31] is a good reference for representation theory, and 
Diaconis [ll] details its application to the problem at hand. 
A representation p of a finite group G is a homomorphism from G to 
GL(V). Thus p assigned matrices to group elements is such a way that 
p( gh) = p( g)p(h). The dimension of the vector space V is denoted by d,. 
The representation is irreducible if there is no non-trivial subspace W such 
that p(g)W c W for all g E G. The Fourier transform of a distribution Q 
at a representation p is defined by 
Q(P) = c Q(g)&)- 
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Then && = &t&. For the uniform distribution U on G, @(p) = 0 for 
each nontrivial irreducible representation. In what follows, C, denotes 
summation over all nontrivial irredicible representations. For a matrix A 
write llA(]* = trace(AA*). 
A useful upper bound for variation distance to the uniform distribution is 
given in Diaconis and Shahshahani [12]. 
LEMMA (6.1). For a distribution Q on theJinite group G, 
Ilen* - VI* s ~~d,ll&“b)ll’~ 
P 
So the problem of bounding variation distance d(n) for the random walk 
on G associated with-Q reduces to the problem of estimating eigenvectors 
and eigenvalues of Q(p). This technique is particularly useful under the 
symmetry c?nditions (5.7) or (5.8). If Q is constant on conjugacy classes 
then each Q(p) is of the form cl for some constant c (I is, the identity 
matrix). If Q is a random walk on a Gelfand pair then each Q(p) is of the 
form (‘0’ o O). In either case, the matrix products reduce to products of 
numbers. Takacs [34] discusses these cases and suggests some others. The 
following propositions show what can be proved by easy arguments from 
the Fourier inversion formula 
Q(g) = i ~d,tra~(&)&T’))~ (6.2) 
P 
PROPOSITION (6.3). Suppose Q is co_nstant on conjugacy classes of G. For 
an irreducible representation p let Q(p) = (l/d,)C,Q(g)x,( g), where 
x,(g) = trace(dgN. Then 
(a) 1 - IGlQ(g) 5 ~,d,lx,(g)h9l~ ~,d~l~(d19 g E G 
(b) IIQ - ull* 2 t~,d,%b>l’~ 
PROPOSITION (6.4). Let Q be a K-biinvariant distribution on a Gelfand 
pair (G, K). For an irreducible representation p of G, let s,(g) = 
WIKIL, ,vxJgO where x,(g) = trace(p(g)). Define Q(p) = 
~,EoQ(g)s,(g). Then 
(4 1 - IGIQW 2 &d,le(~)s,(g)l s ~,d,le(d19 
(b) IIQ - VI* s f~,,d,le(dl*. 
For examples see Diaconis and Shahshahani [12, 151, Letac [22], Takacs 
[34]. We treat our running example later. 
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The final bound in each (a) does not involve g, and so is a bound on the 
separation s( Q, U). Applying the bounds to Q *n gives bounds on s(n) and 
d(n). 
A curious fact which emerges from the Fourier analysis is that, under the 
hypotheses of either Proposition above, 
Q*“(identity) + Q*“(g) 2 i, g E G, k even. (6.5) 
It is not clear if this remains true if Q is merely assumed to be symmetric 
(Q(g) = Q(g-l)), although symmetry implies the weaker condition 
Q*k(identity) 2 -$ k even. 
For our running example, G = { 0, l}“. For x = {xi, . . . , xN }, y = 
(Yl, * * * > yN) E G write 1x1 = Xx,, x . y = Cmod;zxUyU. For each y the map 
x + y(x) = (- l)“‘Y is a representation, and as y varies we obtain all 
representations, which are all l-dimensional. The Fourier transform of Q is 
Q(y) = (1 - (2ly(/(N + 1))). Applying the inversion formula (6.2) for 
Q *k gives an explicit formula 
Q*“(x) = 2-NE(-l)‘.y(l - s)*- 
Y 
For (fi defined in Proposition (6.3) we get 
(e”(y)) = (1- &jk. 
Then part (b) of Proposition 6.3 gives 
IIQ*k - Ull* I + c 1 - 
,,,( zi)2k 
(6.6) 
1 
s ,exp{ Ne-4k/N+‘}. 
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So d(k) i $exp{ +Ne-4k/N+1}, or equivalently 
d[$(N+ l)(logN+ c)] I +exp(-je-‘). 
7. THE THRESHOLD PHENOMENON 
We have been concerned with the difference between the distribution 
after n steps and the limit distribution, and have described techniques 
which lead to explicit bounds for finite n. The asymptotic behavior as 
n + cc is much simpler. In the finite Markov chain setting of Section 2, one 
typically finds 
P”(i, j) - r(j) - 4)Kw,l” as n+ao, (7.1) 
where X, is the second largest (in absolute value) eigenvalue of P (the 
largest being hi = 1). Thus the variation distance d(n) for the chain started 
at i satisfies 
d(n) - ciexp( -n/T,) as n + co; where re = -l/logjX,I. (7.2) 
A similar result holds for separation, or any other reasonable notion of 
distance between distributions. In application of Markov processes to the 
physical sciences, T= is called the relaxation time of the process. 
But there is a different notion of asymptotics available. Most concrete 
examples involve a parameter N, which can loosely be interpreted as 
“dimension,” and one can study the behavior of the processes as N + cc. 
Formally, consider a sequence G, of groups with lGNl + cc, and consider 
the random walks associated with distributions Qhi on G,. Write 
dN( n), sN( n) for variation distance and separation distance. Say a sequence 
I-~(N) is a variation threshold for (G,, Qhr) if 
4&l - h,(N)) + 1 
did1 + h,(N)) + 0 
as N+cc ; E > 0 fixed. (7.3) 
The separation threshold r,(N) is defined similarly. It turns out that most 
natural examples do have such thresholds. In this case, the behavior (for 
large N) of d,(n), n 2 1, is as follows: it stays near its maximum value 1 
for almost rd(N) steps, then cuts down to almost 0, ultimately converging 
to 0 at the exponential rate determined by the r,(N) of (7.2). Thus for large 
N the threshold provides a sharp formalization of the notion “number of 
steps of the random walk required to approach the uniform distribution.” 
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A table of examples where the thresholds are known is given in the next 
section. We do not know any useful general theorems which guarantee 
existence of thresholds. Informally, they are a consequence of a high degree 
of symmetry of the walks (GN, Q,). This causes the dominant eigenvalue 
X(t) of (7.1) to have high multiplicity, ~9~ say, which can be interpreted as 
the “degree of symmetry” of QN. Then, informally, the contribution of 
these eigenvalues to Q;’ - U is of order 
which as a function of n becomes small around 
L) TN = T,( N)log aN. (7.5) 
This heuristic estimate +N gives the correct order of magnitude of the 
threshold in the known examples. As a simple instance, consider (G, Q) 
satisfying (7.1), (7.2); that is 
Q*"(g) - u(g) - qxp(-+z) as n+co. (74 
Now consider the “product” random walk X,” on the product group 
GN= Gx . . . X G associated with the product distribution Q X . . . x Q. 
For this product random walk, the dominant eigenvalue is unaffected by N, 
and there are N “degrees of symmetry,” so the heuristic estimate (7.5) is 
consistent with the result below. 
PROPOSITION (7.7). Suppose (G, Q) satisfies (7.6). Then the product 
random walks (G N, Q N, have r,(N) = T, and have thresholds 
T,(N) = &log N, 
TV = 7,log N. 
Before proving this, let us state and prove what general results we have 
concerning thresholds. 
PROPOSITION (7.8). Consider the sequence of random walks associated 
with (GN, QN), where lGNl + co. 
(a) Zf the separation threshold and the variation threshold both exist, 
then we may take TJN) s T,(N) I 27JN). 
(b) Zf the separation threshold [resp. variation threshold] exists then 
7,(N) Tf W) 
7,(N)- 
resp. 7,(N) + cc . 1 
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(c) Zf each QN is symmetric and if the variation threshold exists then we 
may take TJN) I $JN)loglG,I. 
Prooj Part (a) follows from Proposition 5.13, and part (c) from Propo- 
sition 5.10, since D&!’ I IGNlh:. For part (b), fix E > 0. The threshold for 
separation implies that, for N sufficiently large, 
427,(N)) I E. 
Then by Lemma 3.7, 
sN(2jT,(N)) I d, j 2 1. 
But s,(2jT,(n)) - a,exp(-2jTS(N)/Te(N)) as j -P co; with N fixed, by 
(7.1), and so 
exp( -2Ts(N)/rJN)) I E. 
Rearranging, T,(N)/~,(N) 2 ilog(l/s). Since E is arbitrary, ~,(N)/T,( N) 
+ cc as claimed. The argument for variation is similar. 
Proof of Proposition 7.7. Let (a,), 7S be as at (7.6). For fixed N and 
kl,. . . Y cv)P 
P( X,” = (sl,. . . , gN)) - IGleN - MpN 2 a,,lhl” asn-,oo, 
i=l 
and so 7,(N) = 7=. Next, from the definition of separation, 
+(n) = gIm”,{l - IGI”‘P(X,” = (gw., g,)>) 
, 7 
= 1 - (IGln$n P(X, = g))” 
= 1 - (1 - s(n))N. 
But from (7.6), 
s(n) - a^exp(-n/T,) asn+cc;a^=max(-a,). 
Calculus shows 
q,,(q,logN) + 1 as N-cc (c < 1 fixed) 
+O as N+cc (c > 1 fixed). 
So 7,(N) = +r,log N is indeed the threshold for separation distance. 
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To prove the final assertion of the proposition, we first quote an easy 
lemma. 
LEMMA (7.9). Let UN be the uniform distributions on groups GN, and let 
Q N be some distributions on G N. 
(a) I’ UN{g: Ilog(QN(g)/UN(g))l I E} --) 1 as N --f 00; each E > 0, 
then llQN - UN11 --, 0. 
(b) Zf UN{ g: log(QN(g)/UN(g)) I -K} -+ 1 as N -+ 00; each K < 
00 then llQN - UN11 + 1. 
Fix c > 0 and let n(N) - cTJog N. Let (,$I;) be i.i.d. uniform on G and 
define 
Zy = 1(X( IGIP( Xn(N) = 6iI$i)), l<i<N, 
s, = i zi”. 
i=l 
Then the distribution of S, equals the distribution of log( IGI NP( X,h;N, = g)) 
where g = (gt, . . . , gN) is uniformly distributed on GN. So by Lemma 7.9 it 
suffices to prove 
s, - 0 asN+oo 
P 
CC’ :> 
-+ --oo asN+ cc (C-C i). (7.10) 
P 
Let TN = IGIP(X,(,, = &I,$) - 1. Then EqN = 0 and, using (7.6) 
Y;” - IGIN-ca,l asN-+cc 
Var( Y;“) - IG12N-2cu2, where a2 = zai. 
g 
Since the TN take at most IGI values, it is easy to justify the central limit 
theorem and weak law of large numbers: 
IGI-1Nc-1/2 f TN z Normal (0, u2), 
i=l 
(7.11a) 
IGI-2N2c-1 z (yiN)’ 2 a2. 
i-l 
(7.11b) 
For 1x1 sufficiently small we have bounds 
(i) log(1 + x) I x - $x2, 
(ii) Ilog(l + x) - xl 5 x2. 
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Now Z/’ = log(1 + YN), and ]]Y/]], + 0, so for N sufficiently large we 
may use the bounds above. For c > :, 
/h- @Ml < $v)1 bY (ii), 
and then (7.11) implies that each sum jP 0, hence S, +P 0. For c < i, (i) 
shows 
s, I 2 qN - $ t (q”)‘. 
i=l i=l 
Take $ - c < b < 1 - 2c. Then 
N-bSN 5 N-b ; TN - $N-b 2 (qN)2. 
i=l i=l 
By (7.11) the first sum +P 0 and the second sum jP co, so S, +P - 00 
as required. 
Remark. We use the term “ threshold” by analogy with similar effects in 
the study of random graphs: see Bollobas [7]. 
8. EXAMPLES 
Here we give a complete (to the authors’ knowledge) list of examples of 
random walks on groups which have been studied in the present context. 
We shall quote only “threshold” results; the references often give more 
precise bounds. 
a. Known Thresholds 
The table lists the examples of families (GN, QN) where the thresholds 
are known. 7e is the relaxation time (7.2), rd and rS the thresholds (7.3) for 
variation and for separation, and we give the best known upper bounds on 
the thresholds obtainable by the coupling and strong uniform time tech- 
niques. Here are brief descriptions of the examples. When G, is the 
permutation group S,, a distribution Q can be interpreted as “one shuffle” 
of a deck of N cards, and the associated random walk represents the 
process of repeated shuffling. Example 2 is “take the top card off the deck 
and insert it at random.” Example 3 is “pick a card at random and switch it 
with the top card.” Example 4 is “pick two cards at random and switch 
them.” Example 5 is a model of riffle shuffling, the usual practical method 
of cutting a deck into two piles and interleaving the two piles. In this 
model, all possible such riffles are assumed equally likely. Examples 6,7 
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concerns 2 urns with N, M balls, respectively; at each step, one ball is 
picked from each urn and the balls switched. Example 8 concerns partitions 
of 2N elements into N unordered pairs; at each step, two elements are 
picked and change partners. 
Remarks. (i) Proposition 7.8 showed that r,/rd was bounded between 1 
and 2. Typically one extreme is observed, but Example 7 shows that all 
intermediate values are possible. 
(ii) In all these examples rd/r, is of order log(N), consistent with the 
heuristic (7.5). 
(iii) The techniques described are aimed at obtaining upper bounds on 
d(n) or s(n), and hence on rd, rs. Lower bounds are usually obtained 
directly from the definitions, by estimating P( X, E A) or P( X, = i) for 
some “bad” subset A or state i. 
(iv) Apart from 2,3,5, these examples are Gelfand pairs, and the 
Fourier techniques of Section 6 lead to sharp bounds. Other examples of 
Gelfand pairs (involving vector spaces and matrices over finite fields) where 
similar analyses can be carried out are mentioned in [15, 321. 
b. Suspected Threshold 
Here are examples of families (GN, Q,,,) where thresholds are conjectured 
to exist but only imprecise bounds are known. Say a family has threshold 
O(a,) if 
Say a family has threshold Sl(a,) if 
The next 4 examples are card-shutl-hng schemes. 
(9) EXAMPLE. Adjacent Transpositions [l]. Two adjacent cards in a 
N-card deck are picked at random, and switched. Here the threshold is 
Q(N3) and O(N310g N), by coupling. 
(10) EXAMPLE. K’th to random [26]. The K’th card (K fixed) is re- 
moved and replaced at random. The threshold is 0(N log N) and 
O(N log N), by strong uniform times. 
(11) EXAMPLE. Overhand shufle [28]. The deck is divided into packets 
with geometric (19) distributed lengths, and the order of the packets is 
reversed. For fixed 0 the threshold is a( N *) and 0( N *log N), by coupling. 
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(12) EXAMPLE. Another riffle shz.@e [38]. Divide the deck into two 
equal stacks. Merge by putting the j’th cards in each stack in adjacent 
positions in random order (for each j). An informal argument [4] suggests 
the threshold of O(log*N). 
(13) EXAMPLE. X + 2X + &mod(N) [3, lo]. For odd N let X,,,, = 
2 X, + E, modulo (N), where the E, are independent and 
P(&, = -1) = P( E, = 0) = P(&, = 1) = :. 
For N of the form 2’ - 1, a strong uniform time argument shows the 
threshold is O(log N). For general odd N, a Fourier analysis argument 
shows the thresholds is G(log N) and O(log N log log N). 
Remark. More generally, for prime N one can consider X, + i = An X, + 
B,, modulo (N), where (A,, B,) are i.i.d., X, and B, are vectors, and A, is 
a matrix. It seems reasonable that @log N)” steps should suffice, under 
fairly general conditions, for X, to approach the uniform distribution. See 
[ll] for O(N*) bounds. 
c. Other Families 
For the natural random walks on the complete graph (or complete 
bipartite graph) on N vertices, one can write down explicitly the n-step 
distributions, and hence d(n) and s(n), but there is nothing interesting to 
say. For aperiodic simple symmetric random walk on the q-dimensional 
integers modulo N, as N + cc (q fixed) the random walks can be ap- 
proximated by q-dimensional Brownian motion processes, and the distance 
functions d,, 4(n), S,, ,(n) rescale as 
4v,,W2) + J&,9 TV&N*) + t&f> 
where da(r), s^,(l) are the variation and separation distances associated 
with the limiting Brownian motion density. Here there is no threshold, since 
the limit functions are continuous for each q; but as q + cc the functions 
d,(t), i,(t) approach step functions. This is consistent with the heuristic 
explanation of the threshold phenomenon as indicating increasing degrees 
of symmetry. 
d. Sporadic Examples 
Random walks on the regular polytopes have been studied in detail by 
Takacs and Letac [23-25,33-361. A harder problem concerns Rubic’s cube, 
where one picks uniformly from the 27 possible twists: presumably around 
20 moves are required to approach the uniform distribution, but the authors 
do not know any explicit results. 
96 ALDOUS AND DIACONIS 
e. Random Distributions 
Imagine tirst picking a transition matrix P on (1,. . . , N } at random in 
some way, then running the Markov chain associated with P. Or picking a 
distribution Q on a group G at random in some way, and then running the 
random walk associated with Q. The variation distance after n steps is now 
a random variable D(n), and one can ask how many steps are required 
until ED(n) becomes small. In the group setting, a tractable choice of 
distribution is to take Q = (Q(g): g E G) to be uniform on the ]G(-sim- 
plex. A simple calculation [4] then shows ED(2) + 0 as IG] + 00. In other 
words, Q * Q is close to U for “typical” distributions Q on a large group G. 
In the Markov chain setting, choose P(i, a) uniform on the simplex for each 
i, independently as i varies. It seems plausible that n = O(log N), or 
maybe even n = O(1) again, suffices to make ED(n) small. 
Similarly, one can consider random r-regular graphs on N vertices, as in 
[7]. For random walks on such graphs, it can be shown that n = O(log N) 
steps suffice to make ED(n) small. 
f. InJnite and Continuous Groups 
For random walks on infinite discrete groups questions of convergence to 
the uniform distribution do not arise; random walks on such groups are 
studied in connection with their recurrence properties (see, e.g., Heyer 
[19, 201). For continuous compact groups, one in general obtains weak 
convergence (rather than variation convergence) to the uniform (Haar) 
distribution. Nothing is know about quantitative bounds for the weak 
convergence case. Where variation convergence occurs, the techniques of 
this paper can be used to obtain bounds. For instance, Brownian motion on 
the surface of the N-sphere can be handled by coupling. More interesting 
questions concern various random walks on the orthogonal group of N X N 
matrices; some results are given in Diaconis and Shahshahani [14], but 
many open problems remain. 
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