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We study the problem of a boundary magnetic impurity coupled with the solvable t− J chains.
Our model provides a good start point to understand the Kondo problem in a Luttinger liquid as well
as in a strongly correlated host. The Kondo coupling constant J can take arbitrary values, which
allows us to study the ferromagnetic and antiferromagnetic Kondo problems simultaneously. It is
shown that both the Kondo coupling and the scalar potential effectively reconcile the spin dynamics
at low temperatures. Generally, the impurity spin is split into two ghost spins via coupling effect.
The residual entropy, which can be exactly derived for the present model, is strongly interaction-
dependent. This hints the local spin configuration is very complicated and very different from that
in the conventional Kondo problem. An unscreening phenomenon in the antiferromagnetic regime
is found, which reveals the impurity potential plays an important role for the Kondo problem in a
strongly correlated host. The low temperature specific heat is calculated in the framework of local
Landau-Luttinger liquid theory.
72.10.Fk, 72.15.Qm, 75.20.Hr, 71.10.Pm
I. INTRODUCTION
With the development of the nanofabrication techniques for quantum wires and the prediction of edge states in the
quantum Hall effect, the interest in one-dimensional (1D) quantum systems has been renewed in recent years1,2. In
fact, much of the interest in 1D quantum systems is due to Anderson’s observation3 that the normal state properties
of the quasi 2D high-Tc superconductors are strikingly different from all known metals and can not be reconciled with
Landau’s Fermi liquid theory but are more similar to properties of 1D metals. In another hand, the impurity problem
has been a current interest in the field of condensed matter physics. A well known example is the Kondo problem,
which stimulated a strong challenge to traditional perturbation theory and provided a possible “laboratory” to search
for the non-Fermi liquid behavior. The local perturbation problem to a 1D Fermi system has been the subject of
an intensive theoretical investigation in the recent years, for both its interesting anomalies with respect to that of a
higher-dimensional system, and its relevance to a variety physical situations such as the transport behavior of the
quantum wires2,4 and the tunneling through a constriction in the quantum Hall regime5. Kane and Fisher6 have
argued that a single impurity in a 1D repulsive interacting system in fact corresponds to a chain disconnected at the
impurity site at low energy scales. Their observation was also justified in the framework of the renormalization group
analysis of boundary conformal field theory7,8, which show that the open boundary condition is the stable fixed point
for repulsive interaction. An interesting problem is the 1D electron system couples with a magnetic impurity or the
Kondo problem in a 1D metals. This problem was first considered by Lee and Toner9, who found the crossover of
the Kondo temperature from power law dependence on the Kondo coupling constant to an exponential one, when
the electron correlation goes from strong limit to weak limit. Subsequently, a poor man’s scaling was performed by
Furusaki and Nagaosa10, who addressed a conjecture that ferromagnetic Kondo screening may occur in 1D due to
the special topology. The boundary conformal field theory11 gave out a classification of critical behavior for the 1D
Kondo problem (without impurity potential). It turns there are only two possibilities, a standard low-temperature
thermodynamics or a non-Fermi liquid observed by Furusaki and Nagaosa. The non-Fermi liquid behavior is induced
by the tunneling effect of conduction electrons through the impurity which depends only on the bulk properties but
not on the detail of the impurity12.
Despite such important progress, the problem of few impurities (potential, magnetic, especially both) embedded
in a strongly correlated 1D system is still not very well understood. We remark the study on the integrable models
generally gives some useful information to understand a variety of physical situations in 1D, if not fully. There are a few
integrable models related to the impurity problem in 1D quantum systems: an impurity spin embedded in a spin-1/2
Heisenberg chain solved many years ago by Andrei and Johannesson13; an integrable impurity in the supersymmetric
t−J model14 solved by Bedu¨rftig et al.. The impurities in these models are exactly transparent due to the unphysical
terms in the hamiltonians and contradict to the predictions of Kane and Fisher6. This shortcoming was overcome in
some other integrable models15–17 by introducing the open boundary condition at the impurity site. Unlike in 3D,
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the scalar potential15 and the bond deformation17 have significant effects to the low-temperature thermodynamics of
the impurity. The anomaly residual entropy induced by the boundary effect was predicted in these models, which
strongly suggests that the charge-spin cooperation in 1D correlated electron systems may play an important role.
In this paper, we consider a boundary magnetic impurity coupled with the integrable t − J chains. This is the
detailed and extended description of our earlier letter15. The Hamiltonian we shall study reads
H = H0 +Hi,
H0 = −t
L−1∑
j=1
∑
σ
(c†j,σcj+1,σ + h.c.) +
L−1∑
j=1
(JSj · Sj+1 + V njnj+1), (1)
Hi = 2JiSL · S+ VinL,
where L is the length or site number of the chain; c†j,σ (cj,σ) are the creation (annihilation) operators of the conduction
electrons and Sj = 1/2
∑
σ,σ′ c
†
j,στσ,σ′cj,σ′ are the spin operators of the conduction electrons; nj,σ =
∑
σ c
†
j,σcj,σ is the
number operator; S is the impurity spin with strength S; t, J, V, Ji and Vi are all constants. Notice that the single
occupation condition nj ≤ 1 is assumed in (1). Without losing generality, we shall put t = 1 in the following text.
The structure of the present paper is the following: In the subsequent section, we derive the integrable conditions
for a variety of choices of the parameters J and V . The reflection equation18 constrains the integrability of the
present model. That means the parameters Ji and Vi can not be independent but are parameterized by an unique
c-number c to ensure the integrability of the model. In addition, the Bethe ansatz equations for the integrable cases
will be given. In sect. III, we study the ground state properties and low-lying excitations. The formation of boundary
bound states will be discussed in detail. Sect.IV is attributed to the derivation of the thermodynamic equations. The
residual entropy induced by the impurity will be discussed. A different method, i.e., the local Landau-Luttinger liquid
description16,17 is used to study the low-temperature thermodynamics of the impurity. Such a method can also be
applied to non-integrable models and is thus general to the impurity problem in the 1D quantum systems. Concluding
remarks will be given in Sect.V. In appendix A, the general solution for the reflection matrix is given. The appendix
B is attributed to the eigenvalue problem of the nested Bethe ansatz.
II. INTEGRABLE CONDITIONS
It is well known that H0 is exactly solvable for J = ±2, V = ∓1/2,±3/219,20. By including the impurity, any
electron impinging on the impurity will be completely reflected and suffer a reflection matrix Rj . The waves are
therefore reflected at either end as
eikjx → −e−ikjx, x ∼ 1
eikjx → Rj(kj)e−ikjx−2ikjL, x ∼ L. (2)
Let us consider the two particle case. There are two ways from an initial state (k1, k2, |) to a final state (−k1,−k2, |):
I.(k1, k2, |)→ (k2, k1, |)→ (k2,−k1, |)→ (−k1, k2, |)→ (−k1,−k2, |),
II.(k1, k2, |)→ (k1,−k2, |)→ (−k2, k1, |)→ (−k2,−k1, |)→ (−k1,−k2, |),
where the symbol | denotes the open boundary. Since the physical process is unique, the following equation must hold
S12(k1, k2)R1(k1)S12(k1,−k2)R2(k2) = R2(k2)S12(k1,−k2)R1(k1)S12(k1, k2). (3)
Above S12 is the scattering matrix between the two electrons. This is just the reflection equation
18. For the multi-
particle cases, as long as the scattering matrix is factorizable or the two-body scattering matrix satisfies the Yang-
Baxter relation21
S12(k1, k2)S13(k1, k3)S23(k2, k3) = S23(k2, k3)S13(k1, k3)S12(k1, k2), (4)
(3) is the only constraint to the integrability of an open boundary system18. Normally, a c-number reflection matrix
indicates either a boundary field in the spin chain models or a scalar potential in a fermion system. However, in the
present model, the boundary impurities have internal degrees of freedom and the spin-exchange processes must be
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included when an electron is reflected by the boundary. That means the reflection matrix Rj must be an operator
matrix rather than a c-number one. Below we derive the integrable conditions for the different choices of J and V .
(i)J = 2, V = 3/2 case. Since the reflection process only consists of one-electron effect, it is convenient to consider
the single-particle eigenstate. The Schro¨dinger equation for this case reads
−Ψ(x+ 1)−Ψ(x− 1) = EΨ(x), 1 < x < L (5)
−Ψ(2) = EΨ(1), x = 1 (6)
−Ψ(L− 1) + (Vi + Jiσ · S)Ψ(L) = EΨ(L), x = L. (7)
We make the following ansatz for the wave function Ψ(x)
Ψ(x) = A+e
ikx +A−e
−ikx, (8)
then the eigenvalue E takes the value −2 cosk. From (6) we obtain
A+
A−
= −1. (9)
Similarly, from (7) we obtain
R(k) =
A−
A+
e−2ikL = − e
ik + (Vi + Jiσ · S)
e−ik + (Vi + Jiσ · S) . (10)
The self-consistent condition for A± constrains the value of k by the following eigenvalue problem
−R(k)A− = e−2ikLA−. (11)
For arbitraryN−particle case, Rj(kj) must satisfy the reflection equation (3). It is known that the two-body scattering
matrix takes the form
Sjl(qj − ql) = −qj − ql + iPjl
qj − ql − i , (12)
where qj = 1/2tan(kj/2), Pjl is the spin exchange operator
19.
As shown in appendix A, the reflection matrix Rj(kj) must take the following form
Rj(kj) = e
iϕ(qj) qj − ic+ i(σj · S+ 1)
qj − ic+ i(S + 1)
qj + ic+ iσj · S
qj + ic+ iS
, (13)
where c is an arbitrary constant. By virtue of the relation
(σj · S)2 = S(S + 1)− σj · S, (14)
we obtain σj · S has two eigenvalues. Those are S and −(S + 1). For σj · S = S, comparing (10) and (13) we have
eiϕ(kj) = − e
ikj + (Vi + SJi)
e−ik + (Vi + SJi)
. (15)
For σj · S = −(S + 1), we have
qj − ic− iS
qj + ic+ iS
qj + ic− i(S + 1)
qj − ic+ i(S + 1) =
eikj + [Vi − (S + 1)Ji]
e−ik + [Vi − (S + 1)Ji]
e−ikj + (Vi + SJi)
eik + (Vi + SJi)
. (16)
The solution of the above equation for Vi and Ji leads to the integrable condition
Ji =
1
(S + 12 )
2 − c2 , Vi =
S2 + S + 1− (c− 12 )2
(S + 12 )
2 − c2 , (17)
or
3
Ji =
1
(S + 12 )
2 − (1− c)2 , Vi =
S2 + S + 1− (c− 12 )2
(S + 12 )
2 − (1 − c)2 . (18)
Obviously, to ensure the integrability of the present model, Ji and Vi must be related to each other and parameterized
by a unique constant c as shown in (17) and (18). Notice that (18) is dual to the solution of (17) under the shift
c → 1 − c. Without losing generality, we use (17) in the following text. The reflection matrix (10) in the integrable
case can be rewritten as
Rj(qj) =
qj − i2
qj +
i
2
qj − ic+ i(σ · S+ 1)
qj + ic+ i(S + 1)
qj + ic+ iσ · S
qj + ic+ iS
. (19)
For an N−particle system, suppose the wave function initially has an amplitude ζ0. When the j − th particle moves
across another particle, it gets an S−matrix Sjl(qj − ql). At the right boundary, it is completely reflected back
and suffered a factor exp(2ikjL)Rj(qj). Then it begins to move toward the left boundary. When it reaches the left
boundary, it will be kicked back and suffered a factor −1. Finally it arrives at the initial site and finishes a periodic
motion. Therefore we have the following equation
− S−jj−1 · · ·S−j1S+j1 · · ·S+jj−1S+jj+1 · · ·S+jNRje2ikjLS−jN · · ·S−jj+1ζ0 = ζ0, (20)
or more neatly
S−jj−1 · · ·S−j1S+j1 · · ·S+jj−1S+jj+1 · · ·S+jNRjS−jN · · ·S−jj+1ζ0 = −(
qj +
i
2
qj − i2
)2Lζ0, (21)
where S±jl = Sjl(qj ± ql). Eq.(21) is just the reflection version of Yang’s eigenvalue problem21. Its solution gives out
the Bethe ansatz equation. To keep the continuum of the text, we attribute the solution of (21) to appendix B. Below
we write down the result
(
qj − i2
qj +
i
2
)2L+1 = −qj − i(S + 1− c)
qj + i(S + 1− c)
∏
r=±
N∏
l 6=j
qj − rql − i
qj − rql + i
M∏
α=1
qj − rλα + i2
qj − rλα − i2
, (22)
λα + i(S +
1
2 − c)
λα − i(S + 12 − c)
λα + i(S − 12 + c)
λα − i(S − 12 + c)
∏
r=±
N∏
j=1
λα − rqj + i2
λα − rqj − i2
=
∏
r=±
M∏
α6=β
λα − rλβ + i
λα − rλβ − i , (23)
where M ≤ N/2 is the number of spin-down electrons. The eigenenergy is given by
E = 2N −
N∑
j=1
4
4q2j + 1
. (24)
The derivation of the integrable conditions and the Bethe ansatz equations for other choices of J and V is similar.
Here we omit the detail and only write down the result.
(ii)J = 2, V = −1/2. In this case, the scattering matrix takes the form
Sjl(qj − ql) = qj − ql − iPjl
qj − ql − i , q =
1
2
tan−1
kj
2
. (25)
The integrable condition is
Ji =
1
(S + 12 )
2 − c2 , Vi =
S2 + S + 1− (c+ 12 )2
(S + 12 )
2 − c2 , (26)
and the reflection matrix is
Rj(qj) = −
qj +
i
2
qj − i2
qj − ic− i(σ · S+ 1)
qj + ic+ i(S + 1)
qj + ic− iσ · S
qj + ic− iS . (27)
The Bethe ansatz equations read as
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(
qj +
i
2
qj − i2
)2L+1 =
qj − i(S + 1 + c)
qj + i(S + 1 + c)
∏
r=±
M∏
α=1
qj − rλα + i2
qj − rλα − i2
, (28)
λα − i(S + 12 − c)
λα + i(S +
1
2 − c)
λα − i(S − 12 + c)
λα + i(S − 12 + c)
∏
r=±
N∏
j=1
λα − rqj − i2
λα − rqj + i2
=
∏
r=±
M∏
α6=β
λα − rλβ − i
λα − rλβ + i . (29)
(iii)J = −2, V = 1/2 case. In this case, the two-body scattering matrix takes the form
Sjl(qj − ql) = qj − ql + iPjl
qj − ql + i , qj =
1
2
tan
kj
2
. (30)
The integrable condition is the same to that of case (i) and the Bethe ansatz equations are
(
qj +
i
2
qj − i2
)2L+1 = −qj + i(S + 1− c)
qj − i(S + 1− c)
∏
r=±
M∏
α=1
qj − rλα − i2
qj − rλα + i2
, (31)
λα − i(S + 12 − c)
λα + i(S +
1
2 − c)
λα − i(S − 12 + c)
λα + i(S − 12 + c)
∏
r=±
N∏
j=1
λα − rqj − i2
λα − rqj + i2
=
∏
r=±
M∏
α6=β
λα − rλβ − i
λα − rλβ + i . (32)
(iv)J = −2, V = −3/2 case. In this case, the two-body scattering matrix is
Sjl(qj − ql) = −qj − ql − iPjl
qj − ql + i , qj =
1
2
tan−1
kj
2
. (33)
The integrable condition is the same to that of case (ii) and the Bethe ansatz equations read as
(
qj − i2
qj +
i
2
)2L+1 =
qj − i(S + 1 + c)
qj + i(S + 1 + c)
∏
r=±
N∏
l 6=j
qj − rql − i
qj − rql + i
M∏
α=1
qj − rλα + i2
qj − rλα − i2
, (34)
λα + i(S +
1
2 − c)
λα − i(S + 12 − c)
λα + i(S − 12 + c)
λα − i(S − 12 + c)
∏
r=±
N∏
j=1
λα − rqj + i2
λα − rqj − i2
=
∏
r=±
M∏
α6=β
λα − rλβ + i
λα − rλβ − i , (35)
In the following text, we concentrate ourselves on case (i). Other cases can be treated with the same procedure
without any difficulty.
III. GROUND STATE PROPERTIES AND LOW-LYING EXCITATIONS
A. Boundary bound state and zero temperature magnetization
Unlike in the homogeneous systems, some boundary modes may exist in the present model due to the presence of
the impurity. From the Bethe ansatz equation (22) we can see an imaginary mode q = i(S + 1 − c) is a possible
solution as long as c < S + 1. However, such a mode is not always stable in the ground state. As we can read off
from (24), the real modes form a band −2 ≤ ǫ(q) ≤ 2. The energy of the imaginary mode falls either below the band
or above it. Therefore, the imaginary q mode defines a true bound state around the impurity. Below we discuss the
formation of the boundary bound state and zero temperature magnetization for different c values.
(i)c ≥ S + 1. In this case, the system falls into the regime of ferromagnetic Kondo coupling. There is no boundary
bound state of charges at low energy scales. For convenience, we put N to be odd in this case. In the ground state,
all the modes {qj} and {λα} take real values. Define the quantities
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ZcL(q) =
1
2L
{
∑
r=±
M∑
α=1
θ1(q − rλα)−
∑
r=±
N∑
j=1
θ2(q − rqj) + φec(q) + φic(q)}+ θ1(q), (36)
ZsL(λ) =
1
2L
{
∑
r=±
N∑
j=1
θ1(λ− rqj)−
∑
r=±
M∑
β=1
θ2(λ− rλβ) + φes(λ) + φis(λ)}
where θn = 2 arctan(2x/n) and
φec(q) = 2θ1(q), φ
i
c(q) = θ2(c−S−1)(q), (37)
φes(λ) = θ2(λ) φ
i
s(λ) = θ(2c+2S−1)(λ) − θ(2c−2S−1)(λ). (38)
Notice the zero modes are forbidden in an open boundary system23. Obviously, ZcL(qj) = πIj/L, Z
s
L(λα) = πJα/L
give the logarithmic version of the Bethe ansatz equations, where Ij and Jα are integers. In the ground state, both
{Ij} and {Jα} are closely packed numbers from 1 up to N and M respectively. The cutoffs of q and λ are defined as
ZcL(Q) = π(N + 1/2)/L, Z
s
L(Λ) = π(M + 1/2)/L. Define the density functions as
ρcL(q) =
1
2π
dZcL(q)
dq
− 1
2L
δ(q), ρsL(λ) =
1
2π
dZsL(λ)
dλ
− 1
2L
δ(λ). (39)
We have the relation
∫ Q
−Q
ρcL(q)dq =
1
L
N,
∫ Λ
−Λ
ρsL(λ)dλ =
1
L
M. (40)
As demonstrated by many authors24, Λ → ∞ for the ground state in the thermodynamic limit L → ∞, since any
hole in the real λ−axis induces an excited state25. From(40) we deduce that N = 2M , which means the residual
magnetization is
Ms = S +
1
2
N −M = S. (41)
Therefore, the impurity moment can not be screened any more in this case.
(ii)S + 1/2 < c < S + 1. In this case, the system falls still in the ferromagnetic Kondo regime. Due to the stronger
Kondo coupling and the weaker impurity potential, one boundary bound state occurs with q = i(S + 1 − c). Since
|q| < 1/2, we can see the energy carried by this mode
ǫ(q) = 2− 4
1− 4(S + 1− c)2 < −2 (42)
is below the band. Therefore this state is much more stable than any other states. Similarly, we can define the
functions ZcL(q) and Z
s
L(λ) for the real modes. In this case, the summation for the real charge modes runs from 1 to
N − 1 and φic(q) and φis(λ) are given by
φic(q) = −θ2(S+1−c) − θ2(c−S)(q)− θ2(S+2−c)(q), (43)
φis(λ) = θ(2c+2S−1)(λ) + θ(2S+3−2c)(λ). (44)
Notice the phase shifts φec,s induced by the open boundary are not changed. By integrating ρ
s
L(λ), we obtain again
N = 2M . It seems that the local spin is still unscreened. However, we remark the localized electron and the impurity
form a spin-(S+1/2) composite. When c→ S+1/2+ 0+, J, V → −∞, the composite behaves as a perfect local spin
with spin-(S + 1/2). It is the composite rather than the original impurity interacting with the host effectively. In
such a sense, we can say the local moment is partially screened. If we include another half chain interacting with the
impurity, the problem becomes a two-channel Kondo problem26,27 and we expect the realization of Furusaki-Nagaosa’s
conjecture.
(iii)−(S − 1/2) < c < S + 1/2. The system falls into the antiferromagnetic Kondo regime. The boundary bound
state q = i(S + 1 − c) is no longer a stable state since it contains much higher energy. Like in the c > S + 1 case,
the ground state is described by closely packed real q−modes and λ−modes. The residual magnetization is S − 1/2,
which indicates the Kondo screening, like the case in the traditional Kondo problem.
(iv)−S < c < −(S − 1/2). Notice that both Ji and Vi are very large in this case. It seems Vi dominates over Ji
and prevents the conduction electrons near to the impurity. The residual magnetization is S, which means there is
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no Kondo screening. Such a situation is very different from that of a Kondo problem in a 3D Fermi liquid, where
the impurity potential does not change the fixed point and only induces the renormalization of the Kondo coupling
constant28. Such a phenomenon strongly suggests the charge-spin cooperation plays an important role in the 1D
Kondo problem.
(v)−(S +1/2) < c < −S. In this case, the system is still in the regime of antiferromagnetic Kondo coupling. From
the Bethe ansatz equations(22-23) we can see an imaginary spin mode λ = i(S − 1/2 + c) may assist the formation
of a boundary bound state with q = i(S + c). This mode carries much lower energy than that of a real mode and is
therefore stable in the ground state. The functions ZcL(q) and Z
s
L(λ) can be defined in a similar way. Notice here the
summation for the real charge modes runs from 1 to N − 1 and that for the spin modes runs from 1 to M − 1. φic(q)
and φis(λ) are defined as
φic(q) = −θ2(1+S−c)(q) − θ2(S+c+1)(q)− θ2|S+c|(q), (45)
φis(λ) = θ(2S−2c+1) − θ|2S+2c−3|(λ). (46)
In the thermodynamic limit, we have N = 2M − 1 in the ground state. Therefore, the residual magnetization takes
the value of S − 1/2, which indicates a typical Kondo screening. In fact, both the positive Ji and negative Vi assist
one conduction electron to form tight-bonding pair with the local moment. The bounded spin mode is a signal that
the local spin-(S − 1/2) pair is formed.
(vi)c < −(S + 1/2). In this case, both the ferromagnetic Kondo coupling (Ji > 0) and the repulsive impurity
potential forbid the electrons to form a bound state with the impurity. ZcL(q) and Z
s
L(λ) can be defined in the same
forms as (36) but with
φic(q) = −θ2|S+1−c|(q), (47)
φis(λ) = θ(2S−2c+1)(λ)− θ|2S+2c−1|(λ). (48)
The residual magnetization is still S and no Kondo screening occurs.
B. Low-lying excitations
As we discussed above, there is a finite gap between the local level of the boundary bound state and the conduction
band. At low temperatures, the excitation of an electron from the local level to the Fermi surface must overcome
the energy gap and is thus unimportant to the low temperature thermodynamics. In this subsection, we discuss the
low-lying excitations near the Fermi surface. Notice that the current excitations in a periodic system1,2 are forbidden
here due to the open boundaries12.
In the thermodynamic limit, we denote the density functions as ρc(q) , ρs(λ). The energy per unit length is thus
e =
∫ Q
−Q
ǫ0c(q)ρc(q)dq, (49)
where ǫ0c(q) = 2− [q2 + (1/2)2]−1 and ρc(q) satisfies the following integral equations
ρc(q) = a1(q) +
1
2L
[
1
2π
φ′c(q)− δ(q)]−
∫ Q
−Q
a2(q − q′)ρc(q′)dq′ +
∫ Λ
−Λ
a1(q − λ)ρs(λ)dλ, (50)
ρs(λ) =
1
2L
[
1
2π
φ′s(λ) − δ(λ)] +
∫ Q
−Q
a1(λ− q)ρc(q)dq −
∫ Λ
−Λ
a2(λ− λ′)ρs(λ′)dλ′. (51)
Here φ′c,sare the derivatives of φ
e
c,s + φ
i
c,s; an(q) = θ
′
n(q)/2π. By substituting (50) into (49), we readily obtain that
e =
∫ Q
−Q
ǫc(q)a1(q)dq +
1
4πL
[
∫ Q
−Q
ǫc(q)φ
′
c(q)dq +
∫ Λ
−Λ
ǫs(λ)φ
′
s(λ)dλ − 2πǫ0c(0)], (52)
where the first term is just the energy of the bulk and the second term is the energy induced by the impurity and the
boundaries;
ǫc(q) = ǫ
0
c(q)−
∫ Q
−Q
a2(q − q′)ǫc(q′)dq′ +
∫ Λ
−Λ
a1(q − λ)ǫs(λ)dλ, (53)
ǫs(λ) =
∫ Q
−Q
a1(λ− q)ǫc(q)dq −
∫ Λ
−Λ
a2(λ− λ′)ǫs(λ′)dλ′ (54)
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are the dressed energy of the system29,30. It seems that the impurity and the open boundary have no effect to the
dressed energies up to the order O(1/L). If the system is at an excited state, some particles in the lower Ij - and
Jα-states will be moved to higher Ij - and Jα-states and leave some holes in the Fermi seas. We denote the momenta
of excited particles as qp and λp, while those of holes as qh and λh. The bare change of the density distributions ρc(q)
and ρs(λ) are thus
δρbc(q) =
1
2L
∑
r=±
[
∑
p
δ(q − rqp)−
∑
h
δ(q − rqh)], (55)
δρbs(λ) =
1
2L
∑
r=±
[
∑
p
δ(λ − rλp)−
∑
h
δ(λ− rλh)]. (56)
In addition, δρbc and δρ
b
s have feedback effect to ρc and ρs in the Fermi seas and induce the change of ρc and ρs
δρc(q) =
1
2L
∑
r=±
[
∑
h
a2(q − rqh)−
∑
p
a2(q − rqp) +
∑
p
a1(q − rλp)−
∑
h
a1(λ− rλh)]
−
∫ Q
−Q
a2(q − q′)δρc(q′)dq′ +
∫ Λ
−Λ
a1(q − λ)δρs(λ)dλ, (57)
δρs(λ) =
1
2L
∑
r=±
[
∑
p
a1(λ− rqp)−
∑
h
a1(λ− rqh)−
∑
p
a2(λ − rλp) +
∑
h
a− 2(λ− rλh)]
+
∫ Q
−Q
a1(λ− q)δρc(q)dq −
∫ Λ
−Λ
a2(λ − λ′)δρs(λ′)dλ′. (58)
The excitation energy is
∆E =
∑
p
ǫ0c(qp)−
∑
h
ǫ0c(qh) +
∫ Q
−Q
ǫ0c(q)δρc(q)
=
∑
p
ǫc(qp)−
∑
h
ǫc(qh) +
∑
p
ǫs(λp)−
∑
h
ǫs(λh). (59)
It is just the same expression for those of a pure system29,30. That means the impurity does not affect the bulk
excitations up to the order O(1/L). The dressed energies ǫc,s thus can be treated as quasi-particle energies in the
so-called Landau-Luttinger liquid theory31. Nevertheless, the impurity indeed affects the thermodynamics in the order
of O(1/L) since it induces the changes of the density of states in this order as shown in (50), (51). We remark there
are also string excitations in the spin sector28. The excitation energy can be expressed as the same form of (59) and
the strings induce only different scattering matrices from those of spin holes28.
IV. THERMODYNAMICS
In this section, we derive the thermodynamic equations of the present model via thermal Bethe ansatz29,32. We
shall omit the excitations which break the boundary bound state since the excitations are accompanied by finite
energy gaps and their contributions to the low temperature thermodynamic quantities are exponentially small.
A. Thermodynamic Bethe ansatz
At finite temperatures, the solution of the Bethe ansatz equations are described by a sequence of real {qj} and a
variety of {λα} strings. From the Bethe ansatz equations we obtain
ρc(q) + ρ
h
c (q) = a1(q) +
1
4πL
φ′c(q)−
1
2L
δ(q)− [2]ρc(q) +
∞∑
m=1
[m]ρs,m(q), (60)
ρhs,m(λ) =
1
4πL
φ′s,m(λ)−
1
2L
δ(λ) + [m]ρc(λ) −
∞∑
n=1
Amnρs,n(λ), (61)
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where ρs,m (ρ
h
s,m) are the densities of the m-string (holes);[n] is an integral operator with the kernel an(q); Amn =
[m + n] + 2[m+ n − 2] + · · · + [|m − n| + 1]; φs,m =
∑m
j=1 φs[λ + i((m + 1)/2 − j)]. In a magnetic field H , the free
energy of the system can be written as
F/L =
∫
[ǫ0c(q)− µ−
H
2
]ρc(q)dq +
∞∑
n=1
nH
∫
ρs,n(λ)dλ
−T
∫
[(ρc + ρ
h
c ) ln(ρc + ρ
h
c )− ρc ln ρc − ρhc ln ρhc ]dq
−T
∞∑
n=1
∫
[(ρs,n + ρ
h
s,n) ln(ρs,n + ρ
h
s,n)− ρs,n ln ρs,n − ρhs,n ln ρhs,n]dλ. (62)
At equilibrium state, the free energy must be minimum. This gives
ln η =
ǫ0c − µ− 12H
T
+ [2] ln(1 + η−1)−
∑
n
[n] ln(1 + ζ−1n ), (63)
ln(1 + ζn) =
nH
T
− [n] ln(1 + η−1) +
∑
m
Amn ln(1 + ζ
−1
m ), (64)
where η(q) = ρhc (q)/ρc(q), ζn(λ) = ρ
h
s,n(λ)/ρs,n(λ). The above equations can be rewritten as
ln η =
ǫ0 − µ
T
+ {[2]− [1]G} ln(1 + η−1)−G ln(1 + ζ1), (65)
ln ζn = G[ln(1 + ζn−1) + ln(1 + ζn+1)], n > 1, (66)
ln ζ1 = −G ln(1 + η−1) +G ln(1 + ζ2), (67)
where G is an integral operator with the kernel [2 cosh(πλ)]−1. The free energy takes the form
F = F0 +
1
L
Fimp +
1
L
Fedg, (68)
F0/L = −T
∫
a1(q) ln(1 + η
−1(q)]dq, (69)
Fedg =
1
2
T ln(1 + η−1(0)] +
1
2
T
∑
n
ln[1 + ζ−1n (0)]
− T
4π
∫
φec
′(q) ln(1 + η−1)dq − T
4π
∑
n
∫
φes,n
′(λ) ln(1 + ζ−1n )dλ, (70)
Fimp = − T
4π
∫
φic
′
(q) ln(1 + η−1)dq − T
4π
∑
n
∫
φis,n
′
(λ) ln(1 + ζ−1n )dλ, (71)
where F0 is the free energy of the bulk, Fedg is the free energy of the open boundary and Fimp is the free energy of
the impurity which contains a part of the boundary energy24, the charge-fluctuation term and the contribution of the
impurity spin.
B. Residual Entropy
To give a detailed picture of the ground state configuration, we study the residual entropy of the impurity. When
T → 0, η → exp[(ǫc − µ)/T ], for ǫc < µ. Therefore the driving term in (67) tends to −∞. That means ζ1 → 0 and
all the other ζn take constant values
28,32 ζ+n with
ζ+n =
sinh2(nx0)
sinh2 x0
− 1, x0 = H
2T
. (72)
Here we consider the spin part of the impurity free energy F simp, which is the only relevant term to the residual
entropy and the magnetization. With different c, the ground state configurations are very different. Below we derive
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the residual entropy for different parameter regions. Since at zero temperature, ζn are variable-independent, the
integral operators [n] are equivalent to unit and an are equivalent to δ(λ). This makes the calculations very simple.
For half-integer or integer c, the impurity spin is split into two effective spins S1 and S2 and the residual entropy
reads
Sres =
1
2
sgn(S1) ln(2|S1|) + 1
2
sgn(S2) ln(2|S2|). (73)
The following discussion is for non-half-integer c case.
(i)c > S + 1. In this case,
1
2π
φis,n
′
(λ)→ an,2cI+2S−1(λ)− an,2cI−2S−1(λ) − aα(λ)
2S∑
l=1
δn,2cI−2S+2l−2, (74)
where cI is defined as: if n/2 ≤ |c| < (n+ 1)/2, cI = |n|/2; α = 2(|c| − cI); and
an,m =
min(m,n)∑
k=1
an+1+m−2k. (75)
For T → 0,
F simp → −
1
4
T ln
1 + ζ+2cI+2S−1
1 + ζ+2cI−2S−1
+
1
2
T
2S∑
l=1
ln(1 + ζ+2cI−2S+2l−2
−1
). (76)
Therefore, the residual entropy takes the value
Sres =
1
2
ln
2cI + 2S − 1
2cI − 2S − 1 −
2S∑
l=1
ln
2(cI − S − 1 + l)√
4(cI − S − 1 + l)2 − 1
. (77)
The magnetization at zero temperature is M = S, which is the same result given in sec. III.
(ii)S + 1 > c > S + 1/2. In this case, a boundary bound state exists in the ground state and cI = S + 1/2.
1
2π
φis,n
′
(λ)→ an,4S + an,2 − aα
2S−1∑
l=1
δn,2l+1. (78)
The residual entropy reads
Sres = ln(2
√
2S)−
2S−1∑
l=1
ln
2l+ 1√
4l(l+ 1)
. (79)
(iii)1/2 < c < S + 1/2. No bound state exists and
1
2π
φis,n
′
(λ)→ an,2S+2cI−1 + an,2S−2cI+1 − aα
2cI−1∑
l=1
δn,2S−2cI+2l. (80)
This gives
Sres = ln
√
4S2 − (2cI − 1)2 −
2cI−1∑
l=1
ln
2S − 2cI + 2l√
(2S − 2cI + 2l)2 − 1
. (81)
(iv)cI = 0. In this case, c has no effect to the residual entropy and
1
2π
φis,n
′
(λ)→ 2an,2S. (82)
The residual entropy reads
10
Sres = ln(2S), (83)
a similar result to that in the conventional Kondo problem28.
(v)−(S − 1/2) < c < −1/2.
1
2π
φis,n
′
(λ)→ an,2S+1+2cI + an,2S−1−2cI − aα
2cI∑
l=0
δn,2S−2cI+2l, (84)
and
Sres = ln
√
4S2 − (2cI + 1)2 −
2cI∑
l=0
ln
2S − 2cI + 2l√
(2S − 2cI + 2l)2 − 1
. (85)
(vi)−S < c < −(S − 1/2). In this case, cI = S − 1/2 and
1
2π
φis,n
′
(λ)→ an,4S − aα
2S−1∑
l=0
δn,2l+1. (86)
Caution should be taken in this case since ln(1 + ζ−11 ) appears in the free energy, which is divergent when T → 0.
Note that 2 ln ζ1 → − ln(1+η−1)+ ln(1+ ζ2) as shown in (67) and ln(1+η−1) takes the asymptotic form AT−1+BT .
Therefore η contributes nothing to the entropy. The residual entropy in this case reads
Sres = ln(2
√
2S)−
2S−1∑
l=1
ln
2l+ 1
2
√
l2 + l
. (87)
(vii)−(S + 1/2) < c < −S. In this case, boundary bound states exist in the ground state and cI = S.
1
2π
φis,n
′
(λ)→ an,4S+1 − an,3 − aα
2S−1∑
l=1
δn,2+2l. (88)
Sres =
1
2
ln
4S + 1
3
−
2S−1∑
l=1
ln
2(l + 1)√
(4(l + 1)2 − 1 . (89)
(viii)c < −(S + 1/2). The situation of this case is very similar to that of case (i) and
1
2π
φis,n
′
(λ)→ an,2S+2cI+1 − an,2cI−2S+1 − aα
2S∑
l=1
δn,2cI−2S+2l. (90)
The residual entropy reads
Sres = ln
√
(2cI + 1)2 − 4S2 −
2S∑
l=1
ln
2(cI − S + l)√
4(cI − S + l)2 − 1
. (91)
From the above discussion we can see that the impurity-bulk coupling not only changes the effective energy scale as
in the conventional Kondo problem, but also renormalize the effective strength of the impurity spin. Generally, the
coupling splits the impurity spin into two effective spins (ghost spins). At low temperatures, the local spin configuration
is strongly interaction-dependent rather than simply screened or decoupled as understood in the conventional Kondo
problem. This strongly suggests that the correlation in the bulk has a non-trivial effect to the low-temperature
behavior of the impurity.
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C. Local Landau-Luttinger liquid description
Despite the finite residual entropy in the ground state, the leading order of the low temperature specific heat
should be T-linear since there is no extra degrees of freedom to induce the overscreening effect. Therefore, Nozie`res’
Local Fermi liquid theory33 can be used with a slight modification. Consider a non-interacting 1D open chain. The
“momenta” k′ is quantized as
k′ = k +
1
2L
δ0(k), (92)
where k = πn/L (n positive integer) are the “momenta” of the pure open boundary system and δ0(k) is the phase
shift due to the particle-impurity scattering. The change of the density of states is therefore
δD(k) =
1
2π
δ′0(k)
ǫ′(k)
, (93)
where ǫ(k) is the single-particle energy. For the interacting 1D electron systems, the quasi-particles can be defined
in the charge- and spin-sectors respectively31. The phase shifts are generally functionals of the distribution of the
quasi-particles δc[nc(q), ns(λ)], δs[nc(q), ns(λ)] and can be expressed as
δc(q) = δc,0(q) +
∑
r=±
∑
q′ 6=q
θcc(q, rq
′)δnc(q
′) +
∑
r=±
∑
λ
θcs(q, rλ)δns(λ), (94)
δs(λ) = δs,0(λ) +
∑
r=±
∑
q
θsc(λ, rq)δnc(q) +
∑
r=±
∑
λ′ 6=λ
θss(λ, rλ
′)δns(λ
′), (95)
where δc,0 and δs,0 are the bare phase shifts induced by the impurity; θ’s are the phase shifts of the particle-particle
scattering; δnc,s = nc,s − n0c,s is the change of the quasi-particle distributions induced by the impurity. In another
hand, δnc,s in the ground state take the form
δnc(q) =
δ′c(q)
2L
, δnc(λ) =
δ′s(λ)
2L
. (96)
The equations (94) and (95) are thus reduced in the thermodynamic limit L→∞ to
δ′c(q) = δ
′
c,0(q) +
1
2π
∫ qF
−qF
θ′cc(q, q
′)δ′c(q
′)dq′ +
1
2π
∫ λF
−λF
θ′cs(q, λ)δ
′
s(λ)dλ, (97)
δ′s(λ) = δ
′
s,0(λ) +
1
2π
∫ qF
−qF
θsc(λ, q)δ
′
c(q)dq +
1
2π
∫ λF
−λF
θ′ss(λ, λ
′)δ′s(λ
′)dλ′, (98)
where qF and λF are the Fermi “momenta”. Notice o(1/L) terms have been omitted in the above equations. The
low-temperature thermodynamics of the impurity is therefore charactered by two constants
δDc(qF ) =
1
2π
δ′(qF )
ǫ′c(qF )
, δDs(λF ) =
1
2π
δ′s(λF )
ǫ′s(λF )
, (99)
where ǫc,s are the quasi-particle energies.
In our case,
δc,0(q) = φc(q), δs,0(λ) = φs(λ), (100)
θ′cc(q, q
′) = −2πa2(q − q′), θ′cs(q, λ) = 2πa1(q − λ), (101)
θ′sc(λ, q) = 2πa1(λ− q), θ′ss(λ− λ′) = −2πa2(λ− λ′). (102)
Therefore,
δ′c(q) = φ
′
c(q)−
∫ Q
−Q
a2(q − q′)δ′c(q′)dq′ +
∫ Λ
−Λ
a1(q − λ)δ′s(λ)dλ, (103)
δs(λ) = φ
′
s(λ) +
∫ Q
−Q
a1(λ− q)δ′c(q)dq −
∫ Λ
−Λ
a2(λ− λ′)δ′s(λ′)dλ′. (104)
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The variations of the densities of states at the Fermi surfaces induced by the impurity are given by (99) with ǫc,s the
dressed energies (53-54). For the low-temperature specific heat, the following relation holds
δC
C0
=
δ′c(Q)
ρc(Q)
+
δ′s(Λ)
ρs(Λ)
, (105)
where δC is the specific heat induced by the impurity and the open boundaries and C0 is the specific heat of the bulk
(per unit length); ρc(q) and ρs(λ) are the quasi-particle distributions in the ground state.
V. CONCLUDING REMARKS
In conclusion, we propose an integrable model of a boundary impurity spin coupled with the integrable open t− J
chains. In our model, The “fine tuned” effect in the periodic integrable models is overcome and the interaction term
takes a very simple form. The coupling constant J can take arbitrary value without destroying the integrability of the
Hamiltonian, while in the periodic models, there is a constraint to J . Though a similar impurity can be introduced
in the periodic models, the parameter c must be real (imaginary in our case) which describes a weak-linked impurity
to the bulk. The interaction only affects the energy scale (Kondo temperature) but does not change the fixed point
of the system. With an imaginary c, the model Hamiltonians constructed for bulk impurities are non-Hermitian and
their spectra generally lie in the complex plane rather than in the real axis completely. In our model, real c defines
a Hermitian Hamiltonian due to the reflection symmetry, and the coupling constant J meets all physical situations.
Some new phenomena driven by the impurity-bulk coupling have been found, which can never appear in the periodic
models as well as in the conventional Kondo problems:(i)The stronger coupling J may split the impurity spin into
effective “ghost spins” S−cI+1/2 and S+cI−1/2. That means the coupling not only changes the energy scales (Kondo
temperature) as in the conventional Kondo problem but also renormalizes the effective strength of the impurity spin.
It seems that the strength of these ghost spins does not change via temperature. Such a phenomenon reveals a pure
correlation effect. (ii)Depending on the strength of the coupling, the system may show behavior differing from those
of the conventional Kondo problems. A typical example is that the scalar potential may destruct the Kondo screening
even in the antiferromagnetic regime. (iii)The residual entropy is strongly coupling-dependent which hints the local
spin configuration near the impurity is very complicated rather than simply screened or decoupled as understood in
the conventional Kondo problem.
One of the authors (YW) acknowledges the financial aids of AvH-Stiftung and CNFNS.
Appendix A
Since the model is spin SU(2) invariant, the reflection matrix must take the following form
Rj(qj) = f(qj)[g(qj) + iσj · S], (A.1)
where f(q) is an arbitrary function and g(q) is determined by the reflection equation. With an S−matrix
Sjl(qj , ql) =
qj − ql + iγPjl
qj − ql + iγ , (A.2)
from the reflection equation (3) we have
[qj − ql + iγPjl][g(qj) + iσj · S][qj + ql + iγPjl][g(ql) + iσl · S]
= [g(ql) + iσl · S][qj + ql + iγPjl][g(qj) + iσj · S][qj − ql + iγPjl]. (A.3)
By virtue of the relation (σ · S)2 = S(S + 1)− σ · S, we obtain
γqj [2g(qj)− i]− q2j = γql[2g(ql)− i]− q2l . (A.4)
Since qj , ql are arbitrary, the left hand side and the right hand side of the above equation must be a constant C.
Therefore,
g(q) =
q
γ
+
C
γq
+
i
2
. (A.5)
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Substituting (A.5) into (A.1), we readily obtain
Rj(qj) = e
iϕ(qj)
qj − icγ + iγ(σj · S+ 1)
qj − icγ + iγ(S + 1)
qj + icγ + iγσj · S
qj + icγ + iγS
, (A.6)
where ϕ(q) is an arbitrary function and c is an arbitrary constant.
Appendix B
In dealing with the open boundary integrable models, we often encounter the following eigenvalue problem
S−jj−1 · · ·S−j1S+j1 · · ·S+jj−1S+jj+1 · · ·S+jNRjS−jN · · ·S−jj+1ψ0 ≡ XjΨ0 = ǫ(qj)ψ0, (B.1)
where S±jl and Rj are the scattering matrix and the reflection matrix respectively. In our case, up to constants they
take the forms
S±jl =
qj ± ql + iγPjl
qj ± ql + iγ , (B.2)
Rj =
qj − icγ + iγ(σj · S+ 1)
qj − icγ + iγ(S + 1)
qj + icγ + iγσj · S
qj + icγ + iγS
. (B.3)
Define ψ¯0 = (S
−
jj−1 · · ·S−j1)−1ψ0. (B.1) can be rewritten as
S+j1 · · ·S+jj−1S+jj+1 · · ·S+jNRjS−jN · · ·S−jj+1S−jj−1 · · ·S−j1ψ¯0 ≡ X ′jψ¯0 = ǫ(qj)ψ¯0. (B.4)
For convenience, we introduce an auxiliary space τ and define
Uτ (q) = S
+
τjS
+
τ1 · · ·S+τj−1 · · ·S+τNRτ0S−τN · · ·S−τj+1S−τj−1 · · ·S−τ1S−τj, (B.5)
with qτ = q. Obviously, S
−
τj(qj) = Pτj and
trτUτ (qj) =
2qj + 2iγ
2qj + iγ
X ′j . (B.6)
Since S±τl satisfy the Yang-Baxter relation
S−ττ ′(q − q′)S±τj(q ± qj)S±τ ′j(q′ ± qj) = S±τ ′j(q′ ± qj)S±τj(q ± qj)S−ττ ′(q − q′), (B.7)
from (3) we can easily show that Uτ (q) satisfies the reflection equation
S−ττ ′(q − q′)Uτ (q)S+ττ ′(q + q′)Uτ ′(q′) = Uτ ′(q′)S+ττ ′(q + q′)Uτ (q)S−ττ ′(q − q′). (B.8)
Therefore, the eigenvalue problem (B.3) is reduced to Sklyanin’s eigenvalue problem18. Furthermore, we define
Tτ (q) = Sτ0(q)S
−
τN (q) · · ·S−τj+1 · · ·S−τj−1 · · ·S−τ1S−τj(q), (B.9)
where
S−τ0 =
q + iγc+ iγτ · S
q + iγc+ iγS
. (B.10)
Then
Uτ (q) = T
−1
τ (−q)Tτ (q), (B.11)
and Tτ (q) satisfies
S−ττ ′(q − q′)Tτ (q)Tτ ′(q′) = Tτ ′(q′)Tτ (q)S−ττ ′(q − q′). (B.12)
For convenience, we introduce the notations
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Uτ (q) =
(
A(q), B(q)
C(q), D(q)
)
, Tτ (q) =
(
a(q), b(q)
c(q), d(q)
)
.
Notice that
τ2S
−
τj
t
(−q − iγ)τ2 = S+τj(q)(1 +
iγ
q + qj
),
τ2S
−
τ0
t
(−q − iγ)τ2 = S+τ0(q)[
q − icγ + iγ(S + 1)
q − icγ − iγ(S + 1)]. (B.13)
Therefore
T−1τ (−q) =
q − icγ − iγ(S + 1)
q − icγ + iγ(S + 1)
N∏
j=1
q + qj
q + qj + iγ
τ2Tτ (−q − iγ)τ2. (B.14)
From (B.7) and (B.12) we have the following commutation relations
[c(q), b(q′)] = − iγ
q − q′ {d(q
′)a(q)− d(q)a(q′)}, (B.15)
[A(q) +D(q), A(q′) +D(q′)] = 0, (B.16)
A(q)B(p) =
(q + p)(q − p− iγ)
(q − p)(q + p+ iγ)B(p)A(q) −
iγ
(q + p+ iγ)(2p+ iγ)
B(p)D¯(p)
+
2iγp
(q − p)(2p+ iγ)B(p)A(q), (B.17)
D¯(q)B(p) =
(q − p+ iγ)(q + p+ 2iγ)
q − p)(q + p+ iγ) B(p)D¯(q)−
2iγ(q + iγ)
(q − p)(2p+ iγ)B(q)D¯(p)
+
4iγ(q + iγ)p
(2p+ iγ)(q + p+ iγ)
B(q)A(p), (B.18)
where D¯(q) = (2q + iγ)D(q) − iγA(q). To construct the eigenstates of X ′j, we define the pseudovacuum |Ω > as all
spin up. From the definition we know
a(q)|Ω >= |Ω >, c(q)|Ω >= 0,
d(q)|Ω >= q + iγc− iγS
q + iγc+ iγS
N∏
j=1
q − qj
q − qj + iγ |Ω > . (B.19)
Therefore
A(q)|Ω >= |Ω >, C(q)|Ω >= 0. (B.20)
Notice that
D(q) = [a(−q − iγ)d(q)− c(−q − iγ)b(q)]q − icγ − iγ(S + 1)
q − icγ + iγ(S + 1)
N∏
j=1
q + qj
q + qj + iγ
. (B.21)
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With the commutation relations (B.15) and (B.19), we obtain
D¯(q)|Ω >= 2q q − iγ(S + c− 1)
q + iγ(S − c+ 1)
q − iγ(S − c)
q + iγ(S + c)
N∏
j=1
(q + qj)(q − qj)
(q + qj + iγ)(q − qj + iγ) |Ω > . (B.23)
The operator B(q) can be treated as the creation operator of the eigenstate. An eigenstate of X ′(q) with M spin
flipped can be written as
∏M
α=1B(Λα)|Ω >≡ QM |Ω >. From (B.17) and (B.18) we have the following relations
A(q)QM = QMA(q)
M∏
α=1
(q + Λα)(q − Λα − iγ)
(q − Λα)(q + Λα + iγ)
−
M∑
α=1
iγ
(q + Λα + iγ)(2Λα + iγ)
QαM D¯(Λα)
∏
β 6=α
(Λα − Λβ + iγ)(Λα + Λβ + 2iγ)
(Λα − Λβ)(Λα + Λβ + iγ)
+
M∑
α=1
2iγΛα
(q − Λα)(2Λα + iγ)Q
α
MA(Λα)
∏
β 6=α
(Λα − Λβ)(Λα + Λβ − iγ)
(Λα − Λβ)(Λα + Λβ + iγ) , (B.24)
D¯(q)QM = QMD¯(q)
M∏
α=1
(q + Λα + iγ)(q − Λα + 2iγ)
(q − Λα)(q + Λα + iγ)
−
M∑
α=1
2iγ(q + iγ)
(q − Λα)(2Λα + iγ)Q
α
MD¯(Λα)
∏
β 6=α
(Λα − Λβ + iγ)(Λα + Λβ + 2iγ)
(Λα − Λβ)(Λα + Λβ + iγ)
+
M∑
α=1
4iγΛα(q + iγ)
(q + Λα + iγ)(2Λα + iγ)
QαMA(Λα)
∏
β 6=α
(Λα − Λβ)(Λα + Λβ − iγ)
(Λα − Λβ)(Λα + Λβ + iγ) , (B.25)
where QαM = B(Λ1) · · ·B(Λα−1)B(q)B(Λα+1) · · ·B(ΛM ). Obviously, when we apply A(q) and D¯(q) to the state
QM |Ω >, two types of terms appear. One is the wanted terms with QM , the other is unwanted terms with QαM . With
the relation X ′j(qj) = [2(qj + iγ)]
−1D¯(qj) +A(qj), we obtain
ǫ(qj) =
M∏
α=1
qj + Λα
qj − Λα
qj − Λα − iγ
qj + Λα + iγ
. (B.26)
The cancellation of the unwanted terms gives the constriction of the parameters Λα
Λα − iγ(S + c− 1)
Λα + iγ(S + c)
Λα − iγ(S − c)
Λα + iγ(S − c+ 1)
N∏
j=1
(Λα + qj)(Λα − qj)
(Λα + qj + iγ)(Λα − qj + iγ)
=
∏
β 6=α
(Λα + Λβ)(Λα − Λβ − iγ)
(Λα + Λβ + 2iγ)(Λα − Λβ + iγ) . (B.27)
By replacing Λα with λα − iγ/2, we readily obtain the Bethe ansatz equations.
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