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Consider the difference quation 
x(n + 1) = A(n) x(n), (1) 
where A(n) is a k x k matrix function such that for HEN= (0, 1, 2, . ..} we 
have 
IA -‘(n)l < A4 (A-‘(n) is the inverse of A(n)). 
We denote the space of all such equations by W. 
In what follows we denote by 1.1 any convenient norm. 
Consider the difference quation in W, 
Y(n + 1) = B(n) Y(n). (2) 
Equations (1) and (2) are said to be kinematically similar if there exists a 
k x k invertible matrix. function S(n), which is bounded together with its 
inverse, such that the change of variables x = S(n)y transforms (1) to (2). 
Equation (1) is said to be reducible to (2) if it is kinematically similar to 
(2) whose coefficient matrix has the diagonal block form 
B(n) = diag(B,(n), . . . . B,(n)). 
The ordered pair V,, V2 of subspaces of Rk is said to be exponentially 
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separated with respect to (1) if dim V, 3 1, i = 1, 2, V, n VI = { 0) and for 
n 2 m, we have 
where x,(n) is a solution of II), .xJO)E V,, i= 1, 2. 
Let k , , . . . . k, be positive integers such that kl + . . + k, = k. 
The system (1) is said to be (k,, . . . . k,) exponentially separated if Rk can 
be decomposed as a direct sum I’, @ . . @ V,, dim Vi = k, such that the 
pairs Vi, Vi + i are exponentially separated for i = 1, 2, . . . . I - 1. If I= k then 
ki = 1 and (1) is said to be multiplicatively separated (see [9, 11, 131 for 
the discrete case and [3,4] for the continuous case). 
In [9] we have proved that the interior of the diagonalizable systems 
(see [9]) is equal to the set of the systems which are multiplicatively 
separated. Now the main aim of this paper is to extend this result in the 
following direction: The interior of the reducible systems is equal to the set 
of the systems which are exponentially separated. 
The results obtained in this paper are the discrete analogues of those of 
Palmer [6]. We note that some results on exponential separation for the 
discrete case are included in the paper [lo] and for the continuous case in 
C5, 61. 
MAIN RESULTS 
First we derive some results on the matrix equation of the form 
Z(n + 1) = A(n) Z(n) K*(n), n E N, (3) 
where A(n), B(n) are k x k, s x s invertible matrix functions which are 
bounded together with their inverses. The solutions of (3) are k x s matrix 
functions. Let X(n) be the fundamental matrix of (1) such that X(0) = I and 
Y(n) be the fundamental matrix of (2) such that Y(0) = I. Then the matrix 
Z(n) = X(n) MY-‘(n), M is a k x s matrix, 
is the solution of (3) such that Z(0) = M. 
Let (1) and (2) be kinematically similar to the systems 
x(n + 1) = A,(n) x(n) = S-‘(n + 1) A(n) S(n) x(n) 
y(n + 1) = B,(n) y(n) = T-‘(n + 1) B(n) T(n) y(n), 
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respectively. Then the transformation Z(n) = S(n) W(n) T-‘(n) transforms 
(3) to the system 
W(n+ l)=A,(n) W(n) B;‘(n). 
LEMMA 1. Let A(n), B(n) be k x k, s x s invertible matrix functions which 
are bounded together with their inverses. 
(i) Suppose the system (1) is kinematically similar to the system 
1 x(n) = SP’(n + 1) A(n) S(n) x(n) (4) 
and X(n) = cxp) $$$)I is a fundamental matrix of (4). Then, tf the system 
Z(n + 1) = A,(n) Z(n) B-‘(n) 
has a bounded solution X,(n) MY-‘(n), 
S(n) L 
X,(n) MY-‘(n) 
0 1 (5) 
is a bounded solution of (3) with the same rank. Conversely, tf (3) has a 
bounded solution of rank 1, then (1) is kinematically similar to a system (4) 
where A,(n) is an 1 x 1 matrix and the bounded solution of (3) has the form 
(5). 
(ii) Suppose the system (2) is kinematically similar to the system 
y(n+ l)= Bin) Bgift;] y(n) = T-‘(n + 1) B(n) T(n) y(n) (6) 
2 
and Y(n) = [ yp) y$‘/] is a fundamental matrix of (6). Then tf the system 
Z(n + 1) = A(n) Z(n) B;‘(n) 
has a bounded solution X(n) MY,‘(n), the matrix 
[0, X(n) MY;‘(n)] T-‘(n) (7) 
is a bounded solution of (3) with the same rank. Conversely tf (3) has a 
bounded solution of rank 1 then (2) is kinematically similar to a system (6) 
where B,(n) is an 1 x 1 matrix and the bounded solution of (3) has the 
form (7). 
The proof of the lemma is analogous to the proof of Lemma 1 [6, p. 711. 
Let E be a finite-dimensional vector space and A(n) a function defined 
on N with values in the space of linear mappings of E into E. Suppose that 
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there exists the function A- ‘(n) (A-‘(n) is the function such that 
A(n) P’(n)x= x, for all XEE). We also suppose that sup IA(n)/ < a, 
where 1.1 denotes the operator norm. Consider the equation 
z(n+ l)=A(n)z(n), z(n)~E (8) 
and let L(n) be a fundamental operator solution of (8). 
Equation (8) is said to possess an exponential dichotomy if there exist a 
projection P: E + E and constants K > 0, 0 < p < 1 such that 
IL(n) PL-‘(m)l < Kp”--“, n>m 
IL(n)(Z- P) L- l(m)1 < Kp”-“, m 3 n. 
The range of P is {[~E:L(n)i+o, n + co } and is called the stable sub- 
space of (8). The kernel of P can be chosen as any subspace complemen- 
tary to the range of P and is called the unstable subspace of (8). If the 
space E is equal to the stable subspace then (8) is uniformly asymptotically 
stable. 
We note that some results on exponential dichotomy of linear difference 
equations are included in the papers [7, 8, 10, 121. 
In this paper the space E is the space of k x s matrices and the function 
A(n) is defined by 
A(n)(Z) = A(n) ZB-‘(n), n E N, 
where Z is a k x s matrix and A(n), B(n) are k x k, s x s invertible matrix 
functions which are bounded together with their inverses. A fundamental 
operator solution of (3) is defined by 
L(n)(Z) = X(n) ZY-l(n), 
where X(n), Y(n) are fundamental matrices of ( 1 ), (2), respectively. 
LEMMA 2. Let A(n), B(n) be k x k, s x s invertible matrix functions which 
are bounded together with their inverses. Then 
(i) Equation (3) is uniformly asymptotically stable if for n > m, 
IX(n) Xp’(m)l I Y(m) Y-‘(n)/ d Kp” 
(ii) Let C(n) be an r x r invertible 
bounded inverse. Then if (3) and the system 
Z(n + 1) = B(n) Z(n 1 
m 
2 K>O, O<p<l. (9) 
bounded matrix function with 
C--‘(n) 
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are untformly asymptotically stable, the system 
Z(n + 1) = A(n) Z(n) C-‘(n) 
is also uniformly asymptotically stable. 
(iii) Let C(n) be a k x s bounded matrix function on N. Then if (3) is 
uniformly asymptotically stable the system 
x(n+ I)=[Ar) ~[~~]x(n) (10) 
is exponentially separated. 
Proof: The proofs of the cases (i), (ii) of the lemma are discrete 
analogous to those of (i), (ii) of Lemma 2 [6, pp. 74753. We prove only 
the case (iii). If (3) is uniformly asymptotically stable then from (9) we 
have 
1 W(n) PI W-‘(m)1 1 W(m) P, W-‘(n)1 f Kp”-“, nama0, 
where W(n) is the fundamental matrix of the system 
w(n + 1) = diag(A(n), B(n)) w(n) (11) 
such that W(0) = Z, P, = diag(Z,, 0), Zk being the k x k identity matrix, and 
P, = diag(O, I,), Z, being the s x s identity matrix. From Proposition 2 [lo], 
Eq. (11) is (k, s) exponentially separated. Then, from Corollary 1 [lo], 
Eq. (10) is also (k, s) exponentially separated. 
LEMMA 3. Let A(n), B(n) be square invertible matrix functions which are 
bounded together with their inverses. Suppose that the matrices A(n), B(n) 
are block upper triangular of the forms 
Then (3) has an exponential dichotomy tf and only tf the systems 
Z(n + 1) = Ai Z(n) B,:‘(n), i = 1, 2, . . . . 1, j = 1, 2, . . . . v (12) 
have an exponential dichotomy. Moreover, the dimension of the stable sub- 
space of (3) is the sum of the dimensions of the stable subspaces of (12). 
Proof. Let Z(n) = [Zij(n)] b e a fundamental operator solution of (3), 
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where the number of the columns of Z,(n) is equal to the number of rows 
of A,(n) and the number of the rows of Z,(n) is equal to the number of 
columns of B,(n). Then, we have 
Z&n + 1) = A,(n) Z,(n) B,-‘(n) +‘c’ A,(n) Z,(n) B,(n) 
3 = I 
+..,++, ( i Aim(n) zms(n) B,(n)), 
s=I 
where Do(n) are matrices such that B-‘(n) = [B&n)], Bii(n) = Bi’(n), 
i= 1, 2, . . . . 0. Set, formally, 
W(n) = col(Z,,(n), . ..) Z,,(n), Z,,(n), ..., Za(n), . . . . Z,An), .‘., Z,,(n)). 
(That is? if A,, A,, . . . . A, are matrices, by col(A,, . . . . Ak) we denote the 
form [ ; 1.) Then W(n) is a fundamental operator solution of a block upper 
triang&r system. The corresponding block diagonal system is 
W&n + 1) = A,(n) W,(n) B,-‘(n), i= 1, 2, . . . . I, j= 1, 2, . . . . u. (13) 
By Proposition 3 [7, p. 2981 and using the same method as in the Remark 
[4, p. 1881 we have that an upper triangular system has an exponential 
dichotomy if and only if the corresponding diagonal system has an 
exponential dichotomy and the dimension of the stable subspace of the 
upper triangular system is the sum of the dimensions of the stable sub- 
spaces of the diagonal systems. So (13) has an exponential dichotomy if 
and only if the system, which has the matrix W(n) as a fundamental 
operator solution, has an exponential dichotomy. Therefore (3) has an 
exponential dichotomy if and only if (13) has an exponential dichotomy 
and the proof is completed. 
LEMMA 4. Let A(n), B(n) be invertible matrix functions which are boun- 
ded together with their inverses. Then (3) has an exponential dichotomy if 
and only if the system 
Z(n + 1) = B(n) Z(n) A-‘(n) (14) 
has an exponential dichotomy. The stable subspace of (3) and the unstable 
subspace of (14) have the same dimension. 
Prooj Using the same method as in [ 1, p. 871 (see also [ 111) we can 
easily prove that systems (1) and (2) are kinematically similar to systems 
which have upper triangular coefficient matrices. So we can assume that 
A(n)= [a&n)], B(n) = [bJn)] both are upper triangular. So from 
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has an exponential dichotomy. This happens if and only if the equation 
x(n+ 1)=%X(n) (16) 
II 
also has an exponential dichotomy. Equation (15) is uniformly 
asymptotically stable (has no nontrivial bounded solution) if and only if 
(16) has no nontrivial bounded solution (resp. is uniformly asymptotically 
stable) and the proof is completed. 
The notation A - (A,, A,, . . . . A,) means that (1) is kinematically similar 
to a block upper triangular system in which the coefficient matrix has the 
same form as A(n) in Lemma 3. 
If (3) has no nontrivial bounded solution we write A > B or A(n) > B(n), 
otherwise we write A $ B or A(n) I$ B(n). 
We write A 2 B or A(n) 2 B(n) if whenever B - (B,, B,) (including the 
case B - B2), B, $ A. 
Remark 1. Suppose that the system 
Z(n + 1) = B(n) Z(n) A-‘(n) 
has a nontrivial bounded solution of rank equal to the order of B(n) but 
none of lower rank. Then by the Example in [6, p. 781, A 2 B. 
PROPOSITION 1. Suppose A - (A,, A,). Then 
(i) if A,>B, A,>Bwehave A>B, 
(ii) if B>A,, B>A, we have B>A. 
Proof (i) Let Z(n) be a fundamental operator solution of the system 
Set Z(n) = col(Z,(n), Z,(n)). Then we have 
Z,(n + 1) = A,(n) Z,(n) B-‘(n) + A,,(n) Z,(n) B-‘(n) 
Z,(n + 1) = A,(n) Z,(n) B-‘(n). 
(17) 
So ( 17) has no nontrivial bounded solution and therefore (3) has none. 
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(ii) Now consider a fundamental operator solution Z(n) of the 
system 
Z(n + 1) = B(n) Z(n) A,‘(n) -A,‘(n)A,,(n)A,‘(n) o 1 A,‘(n) . (18) 
If Z(n) = (Z,(n), Z,(n)) we have 
Z,(n + 1) = B(n) Z,(n) ‘4, ‘(n) 
Z,(n + 1) = -B(n) Z,(n) ‘4 c’(n) A ,2(n) A;‘(n) + B(n) Z,(n) A,‘(n). 
So (18) has no nontrivial bounded solution and therefore B > A. 
PROPOSITION 2. (i ) 1f A > B, B > C, then A > C; 
(ii) ifA>B, BaC, then A3C. 
Suppose A - (A,, A,). Then 
(iii) A > A,; 
(iv) ifA,>B then A3B; 
(v) ifBaA,, B>A,, then B>A. 
The proof of the proposition is analogous to the proof of Propositions 2 
and 3 of Palmer [6, pp. 78-791. 
DEFINITION. We say that (1) is prime if whenever A N (A,, A*), 
Az % Al. 
Remark 2. Using the same method as in [6, p. 823, the above 
definition is equivalent to the statement that whenever A N (A,, A,), 
A, > A,. The definition is also equivalent to the condition that the system 
Z(n + 1) = A(n) Z(n) A-‘(n) 
has no nontrivial bounded solution with square zero. 
(19) 
EXAMPLE. We give an example of a nontrivial prime system. Consider 
Eq. ( 19), where 
a(n), b(n) are invertible scalar functions on N which are bounded together 
with their inverses, and c(n) is a bounded scalar function on N. 
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Suppose that 
(i) the function 
n-1 a(s) 
n - is unbounded above and below, 
s-0 b(s) 
(ii) the equation 
0) c(n) x(n+ l)=b(n)x(n)-b(n) (20) 
has no bounded solution. (From (i) we have that the homogeneous 
equations of (20) does not have an exponential dichotomy. Therefore by 
[2, p. 2301 we can choose the function c(n) such that (20) does not have a 
bounded solution.) 
We show that (19) has no nontrivial bounded solution with square zero. 
Let Z(n) be a nontrivial bounded solution of (19). Put Z(n)= [z,(n), 
zz(n)]. Then we have 
zl(n+ l)=-&Nn)z,(n) 
1 c(n) 
z2(n + 1) =b(n) A(n) zh) - b(n) a(n) A(n) zl(n). (22) 
Using (ii) and the same method as in Lemma 3 [9] we have that the 
equation 
W) x(n+ 1)=%x(n)+-, 
b(n) 
AER 
has no bounded solution. Therefore the equation 
ZAn + 1) = j-& A(n) z2(n) 
has no nontrivial bounded solution, so zi(n) cannot be zero. Using (i) we 
have that the only bounded solutions of (21) are of the form col(a, 0), 
a E R. Suppose rank Z(n) = 1. Then there exists a bounded function A(n) 
such that z2(n) = A(n) z,(n) = col(al(n), 0). If we put z*(n) in (22) we have 
that A(n) is a bounded solution of (20), which contradicts (ii). So (19) has 
no nontrivial bounded solution with square zero. Thus the system is prime. 
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Remark 3. An irreducible system need not be prime. Consider system 
(1) with 
where a(n) is an invertible scalar function which is bounded together with 
its inverse, the function n;:i a(s) is bounded above, and the equation 







is a solution of (19). But Z*(n) =O, so (1) is not prime. The functions 
a(n), 1 are not multiplicatively separated (see [9, 131) since the equation 
x(n + 1) = a(n) x(n) does not have an exponential dichotomy. So from 
Proposition 1 [9], system (1) is irreducible. 
Using the same method as in Remark (b) [6, p. 831 we have that: A 
prime system need not be irreducible. 
Remark 4. If (1) is prime then it cannot be exponentially separated. Let 
(1) be (k,, k2) exponentially separated. Then from Proposition 1 in [lo] 
we have that (1) is kinematically similar to the block diagonal system 
y,(n+ l)=A,(n) Ylb) (23) 
Y2b + 1) = A*(n) Y*(n). (24) 
From Proposition 2 we have for n 2 m that 
I Y,(n) Y;‘(m)1 I Y,(m) Yz’(n)l G KP”-“, K>O, O<p<l, 
where Y,(n), Y,(n) are fundamental matrices for (23), (24), respectively. 
From (i) of Lemma 2 we have that the system 
Z(n+ l)=A,(n)Z(n)A,‘(n) 
is uniformly asymptotically stable and so all its solutions are bounded. 
Therefore (1) is not prime. 
Remark 5. Let (1) and (2) be prime. Suppose that A = diag(tl,, . . . . A,), 
B = diag(B,, . . . . B,) and A > B. Then Ai > B,, i = 1, . . . . I, j = 1, . . . . s. Since 
A > B we have that A, > B,. Using the same argument as in [6, p. 831 we 
have Ai>Aj, l<i<l, l<j<l, and Bi>Bj, l<i<s, l<j<s. Therefore 
Ai>Bj, i=l,..., 1, j=l,..., s. 
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PROPOSITION 3. Consider system (l), where A(n) is an invertible matrix 
function which is bounded together with its inverse and has the same form as 
in Lemma 3. Suppose that the equations 
x(n + 1) = A,(n) x(n), i = 1, 2, . . . . 1 
are irreducible and for i > j the system 
Z(n + 1) = Ai Z(n) A,:-‘(n) 
(25) 
(26) 
has no nontrivial bounded solution. Then if there exists a constant 6 > 0 such 
that the system 
x(n + 1) = (A(n) + B(n)) x(n) (27) 
is reducible for all matrix functions B(n) such that 1 B(n)1 < 6, n E N, and 
0 B&) ... B,,(n) 
there exists v (1 < v < 1) such that (26) is uniformly asymptotically stable for 
l<i<v, v+lbj<l. 
Proof We prove the proposition by induction on the number 1 of 
diagonal blocks. Suppose I= 2. Let X(n) be the fundamental matrix of (27) 
such that X(0) = I. Suppose 
x(n)= o 
[ 
x,(n) Xdn) 1 X2(n) . 
Since (27) is reducible from Lemma 1 [lo] there exists a projection of the 
form 




W2i(n) 1 W&) ’ 
We have that Wz,(n)=Xz(n) PzlXF1(n), which is a bounded solution of 
(26) for i=2, j= 1. Therefore P,, =0 since A,> A,. So W,,(n) = 
X,(n) P,,X,‘(n) and W**(n) = X,(n) Pz2XF1(n). From hypothesis and 
409/133/l-16 
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Lemma 1 [lo] we have either P,, =I, P,,=O or PI, =O, P,,=Z since 
P # Z, 0. We may assume, without loss of generality, that P,, = Z, P,, = 0. 
Then we have 
W,,(n) = -X,,(n) Xi-‘(n) + X,(n) P,,X,‘(n). 
So we have 
Put now B,,(n) = 0. Using the previous argument we can found a bounded 
matrix E’r2(n) such that 
F,,(n + 1) = A,(n) W,,(n) A;‘(n) - A,,(n) A;‘(n). 
So the matrix W,,(n)- PJn) is a bounded solution of the system 
Z(n + 1) = A,(n) Z(n) A,‘(n) + B(n), B(n) = -B,,(n) A,‘(n). (28) 
Since A;‘(n) is bounded we have that (28) has a bounded solution for 
every bounded function B(n). Then from [2, p. 2301 we have that system 
(26) for i= 1, j= 2 has an exponential dichotomy. From Lemma 4, system 
(26) for i = 2, j = 1 also has an exponential dichotomy and since it has no 
nontrivial bounded solution we have that system (26) for i = 1, j= 2 is 
uniformly asymptotically stable. This completes the proof of the 
proposition for the case 1= 2. 
Using Proposition 1 and Lemmas 2 and 3, the induction proof goes on 
as in [6, p. 871 and the proof of the proposition is completed. 
COROLLARY 1. Consider Eq. (1 ), where the matrix function A(n) has the 
same form as in Proposition 3. If all the hypotheses of Proposition 3 are 
satisfied then there exists a number v (1 < u < 1) such that if 
C(n) = 
A,,(n) ... A&) 
the system 
Z(n + 1) = C(n) Z(n) D-‘(n) (29) 
is uniformly asymptotically stable and Eq. (1) is exponentially separated. 
Proof: From Proposition 3 there exists a number v (1 < v < 1) such that 
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(26) is uniformly asymptotically stable for 1 d i < u, u + 16 j < 1. Then from 
Lemma 3, system (29) is uniformly asymptotically stable. Then from (iii) of 
Lemma 2 we have that (1) is exponentially separated. 
LEMMA 5. Let A(n), B(n) be k x k invertible matrix functions which are 
bounded together with their inverses. Suppose that the system 
Z(n + 1) = B(n) Z(n) A-‘(n) 
has a nonsingular bounded solution but no nontrivial bounded solution of 
lower rank. Then if a(n) is an invertible scalar function which is bounded 
together with its inverse such that the function n’j:,’ a(s) is bounded below 
but not above, the system 
.Z(n + 1) = a(n) A(n) Z(n) B-‘(n) (30) 
has no nontrivial bounded solution, 
The proof of the lemma is analogous to the proof of Lemma 7 [6, p. 881. 
PROPOSITION 4. Let A(n), B(n) be k x k, s x s invertible matrix functions 
which are bounded together with their inverses. Suppose that (1) is prime and 
A 2 B. Then tf a(n) is an invertible bounded scalar function with bounded 
inverse such that the function n::,j a(s) is bounded below but not above, 
system (30) has no nontrivial bounded solution. 
Proof First suppose that system (14) has a bounded solution of rank s 
but none of lower rank. From Lemma 1, A - (A,, AZ) such that the system 
Z(n + 1) = B(n) Z(n) A;‘(n) 
has a nontrivial bounded solution of rank s but none of lower rank. 
From Remark 1 we have A2 2 B. But since (1) is prime, A, > A,. 
Therefore from (i) of Proposition 2 we have A, > B. So the system 
Z(n + 1) = A,(n) Z(n) B-‘(n) 
has no nontrivial bounded solution. Hence the system 
W(n + 1) = a(n) A,(n) W(n) B-‘(n) 
has no nontrivial bounded solution since W(n) = (n::t a(s)) Z(n). From 
Lemma 5 we have that the system 
W(n + 1) = a(n) A,(n) W(n) B-‘(n) 
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has the same property. Therefore by (i) of Proposition 1, system (30) has 
no nontrivial bounded solution. 
Now we prove the proposition by induction on the order s of B(n). If 
s= 1 the proposition holds from the previous argument. We assume that 
the proposition holds for 1, 2, . . . . s - 1 and we prove it for s. From A B B 
we have that (14) has a nontrivial bounded solution. We assume that (14) 
has a nontrivial bounded solution of rank lower than s because otherwise 
the proposition follows from the previous argument. Consider a nontrivial 
bounded solution of (14) which has the lowest rank. Then from Lemma 1 
we have B - ( B1, B,) such that the system 
Z(n + 1) = B,(n) Z(n) A -l(n) 
has a nontrivial bounded solution of rank equal to the order of B,(n) but 
none of lower rank. From Remark 1 we have A Z B,. From (iii) of 
Proposition 2 we have 83 B,. So from (ii) of Proposition 2 we have 
A > B, since A B B. Therefore by the induction hypothesis we have that the 
systems 
Z(n + 1) = a(n) A(n) Z(n) B;‘(n) 
Z(n + 1) = a(n) A(n) Z(n) B,‘(n) 
have no nontrivial bounded solutions. From (ii) of Proposition 1 we have 
that (30) has no nontrivial bounded solution and the proof of the 
proposition is completed. 
The following proposition states that any system (1) has a block upper 
triangular form in which the diagonal blocks are coefficient matrices of 
prime systems and they are ordered with respect o 2. 
PROPOSITION 5. Consider system (l), where A(n) is a k x k invertible 
matrix function which is bounded together with its inverse. Then A - 
(A,, A,, . . . . A,), where each system (25) is prime and 
A,>A,-,> .‘. >A,. 
The proof of the proposition is analogous to the proof of Theorem 1 [6, 
p. 841. 
Now before the proof of the main result of this paper we prove a lemma 
concerning the functions u(n): N+ R+ which have zero spectrum. 
Consider u(n): N+ Rt an invertible bounded function with bounded 
inverse. We say that a(n) has zero spectrum if 
(VE>O)(~T(E)EN): & log nfil a(s) GE, for n-ma T(E). (31) 
s=m 
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LEMMA 6. Consider a function a(n): N + R+ with zero spectrum. Then 
(3) has an exponential dichotomy if and only if system 
W(n + 1) = a(n) A(n) W(n) B-‘(n) (32) 
has an exponential dichotomy. Moreover (3) and (32) have the same stable 
subspace. 
Proof. Suppose that system (3) has an exponential dichotomy. Then 
there exist a projection P and constants K> 0, a > 0 such that, if X(n), 
Y(n) are fundamental matrices of (1) and (2), respectively, we have 
IL(n) PL-l(m)1 < Ke-“‘“-“‘, nbm30 
IL(n)(l- P) L-‘(m)1 6 KepU(“-“), m>n>O, 
where L(n, s)(Z) = X(n) X-‘(s) ZY(s) Y-‘(n), n > s, and L(n, 0) = L(n), 
12 EN. Set lV(n, m) = (n::A a(s)) L(n, m), n Bm, and W(n) = W(n, 0). 
Then W(n) is a fundamental operator solution of (32). So we have 
1 W(n) PW-l(m)1 = fl a(s) IL(n) FL-‘(m)1 
s=m 
Ke-“(“-“‘I 7 n>m. 
From (31) for E = a/2 and from the last relation we have 
1 W(n) PW-l(m)1 < Ke (a/2)(+m)e-Q(n--m) _ Ke-“Z/2”“-“’ - 9 
n-ma T(a/2)=I. (33) 
Consider now m<n<m+l. It is obvious that W(n) = 
W-‘(m + I, n) W(m + A). We have also that 1 W-‘(m + 1, n)l GM< 00 for 
m dn <m + I since a(n), A(n), B(n) are invertible functions which are 
bounded together with their inverses. Therefore, from (33) we have, for 
m<n=Gm+A, 
1 W(n) PW-‘(m)j = I W-‘(m + A, n) W(m + A) PW-‘(rn)l< KMe-‘“‘2)” 
Using the above argument we can prove the corresponding relation of 
exponential dichotomy for the function I W(n)(Z- P) W-‘(m)!, m 2 n. So 
(32) has an exponential dichotomy. The sufficiency is proved easily using 
the previous argument. 
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We remark that if a(n), b(n) have zero spectrum then system (3) has an 
exponential dichotomy if and only if system 
has an exponential dichotomy. The two systems have the same stable 
subspace. This follows from the fact that the function a(n)/b(n) has zero 
spectrum. 
Let E be the set of exponentially separated linear systems of the form (1) 
and R the set of reducible systems. 
PROPOSITION 6. int R = E. 
Proof: From Proposition 1 [lo] we have Ec R. So int EC int R. By 
Proposition 6 [ 101 we have int E = E. Therefore E c int R. 
Now we prove that int Rc E. It is obvious that the concepts of 
reducibility and exponential separation are preserved by kinematic 
similarity. So from Proposition 5 we may assume that the coefficient matrix 
of (1) has the same form as A(n) in Lemma 3, where 
A,>A ,-,a ... >A, 
and the system (25) is prime for i= 1, 2, . . . . 1. We can suppose that system 
(25) is in block diagonal form in which each diagonal block matrix Bj(n) 
has the property that the system 
x(n + 1) = $(?I) x(n) 
is irreducible. Using the same method as in Remark (b) [6, p. 83) we have 
that B, > Bj if B,(n), B,(n) belong to the same A,(n). 
Let a(n) be an invertible bounded scalar function with bounded inverse 
and zero spectrum such that the function I-I:=; a(s) is bounded below but 
not above. We replace Ai by 
A;(n) = [a(n)]’ Ai( 
It is obvious that the ordering 2 is not affected by multiplying both 
matrices Ai( A,(n) by the same scalar function. So from A,> Ai, j3 i, we 
have [a(n)]’ Ai 2 [a(n)]’ A,(n). Clearly the primeness of a system is not 
affected by multiplying its coefficient matrix by a scalar function. So both 
systems with coefficient matrices [a(n)]’ Ai( [a(n)]’ A,(n) are prime. 
From Proposition 4 we have [a(n)]“’ Ai > [u(n)]’ A,(n). Therefore 
[u(n)]‘-’ Ai > A,(n). H ence we have Al > A!. So from Remark 5 we 
have Bk > Bj if s*(n) belongs to A,!(n) and B;(n) belongs to A;(n). We 
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have also that Bk > Bi if BL(n), B:(n) belong to the same A,!(n). From 
Proposition 3 and using the same argument as in [6, p. 911 there exists a 
u E N such that the system 
Z(n + 1) = B;(n) Z(n) B; -l(n) 
is uniformly asymptotically stable if i d u, j 2 u + 1. Therefore by Lemma 6 
the system 
Z(n + 1) = B,(n) Z(n) B,-‘(n) 
is uniformly asymptotically stable for i < u, j 2 u + 1. So from Corollary 1, 
Eq. (1) is exponentially separated and the proof of the proposition is 
completed. 
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