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1. Introduction
The Bezoutian has been extensively studied since its connection with the theory of equations,
polynomial stability and system theory. The reader can consult the classic paper of Krein and Naimark
[16], the books of Barnett [2], Heinig and Rost [14] and Lancaster and Tismenetsky [17] and the
survey article of Helmke and Fuhrmann [13] and the references therein for its various theory and
applications. Among the various methods for the study of Bezoutians the polynomial model approach
ﬁrst introduced by Fuhrmann [7] is a powerful method. Inmany cases it had shown that the Bezoutian
was amatrix representation of a polynomial module homomorphismwith respect to a particular dual
pair of bases, e.g., see [6,10,5,18,22]. It not only can be used to reprove some results on stability easier,

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such as the Lienard–Chipart stability criterion as given in [10], but also leads to a conceptual theory of
Bezoutians in contrast to the purely computational approach.
With the aid of polynomial model on a polynomial linear spacewith a bilinear form, one can deﬁne
a shift operator related with that model, e.g., see [7,10]. The central importance is the characterization
of Bezoutian as a matrix representation of an intertwining map induced by that model. Therefore,
it can reduce the study of Bezoutians to that of intertwining maps of a certain polynomial of that
shift operator. These are easier to handle and yield more information on Bezoutians, such as the
classical Barnett factorization formula and the diagonal reduction theory by congruence, etc., which
can be extended to some polynomial Bezoutians over an algebraically closed ﬁled (e.g., see [5,22]). For
more polynomial Bezoutians and associated techniques we refer to [1,4,11,19–21] and the references
therein.
While in the paper [18], Mani and Hartwig considered the polynomial Bezoutian over an arbitrary
ﬁeld.When theunderlyingﬁeld changed to an arbitraryﬁeld, some importantmatrices associatedwith
Bezoutians, such as companion matrix and Vandermonde matrix, would change to hypercompanion
matrix and conﬂuent Vandermondematrix, respectively. The similar Barnett factorization formula and
diagonal reduction theorem were also satisﬁed. For more details, see [18], but we note that it dealt
with the standard power basis.
The concept of a Jacobson chain (basis) plays an important role in the theory of canonical forms
of a matrix over an arbitrary ﬁeld, see [15]. The reason is that these chains allow the transition from
a companion matrix with prime powered minimal polynomial to hypercompanion matrix with the
same powered minimal polynomial. With the polynomial model in mind the study of Bezoutian over
an arbitrary ﬁeld and its properties can be carried out in a mostly basis free way. Thus, the object
of this paper is to use the polynomial model approach and the theory of operator representation
to investigate the generalized polynomial Bezoutian with respect to a Jacobson chain basis over an
arbitrary ﬁeld.
Let us begin by deﬁning some concepts and giving the associated notation. We denote by V =
〈1, x, . . . , xn−1〉 the linear space of polynomials with degree atmost n − 1 over an arbitrary ﬁeld F and
its standard power basis by
Bst(x) = [1, x, . . . , xn−1].
If A : V → V is a cyclic (obviously nonderogatory) linear operator on V with the minimal
polynomial
ψ(x) =
s∏
i=1
qi(x)
mi ,
where qi is of degree li and prime over F, then
∑s
i=1 mili = n and the primary decomposition theorem
yields V = ⊕si=1Vi with Vi = Ker[qmii (A)]. If xi(x) is a vector in Vi with minimal polynomial qmii (x),
which means, q
mi−1
i (A)xi /= 0 is satisﬁed, then one can select the Jacobson chain basis for Vi as
Ji = Jmi [A, xi, qi(x)] = [Λi, qi(A)Λi, . . . , qi(A)mi−1Λi],
where Λi is the cyclic chain Λi = [xi,Axi, . . . ,Ali−1xi].
It is well known that the Jacobson chains corresponding to distinct elementary divisors are linearly
independent provided that the leaders xi are selected as above. Therefore, concatenating these chains
into a basis
BJ = [J1, J2, . . . , Js] (1.1)
for V , we call it the Jacobson chain basis. For more details about this, we refer to [12] or [9].
The (classical) Bezoutian B(p, q) = (bij) of a pair of given polynomials p(x), q(x) ∈ F[x] with
deg p(x) = n, deg q(x) n is deﬁned through the bilinear form
R(x, y) = p(x)q(y) − p(y)q(x)
x − y =
n−1∑
i=0
n−1∑
j=0
bijx
iyj.
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Since Bst and BJ are two bases of V , then the last equality can be written as
R(x, y) = p(x)q(y) − p(y)q(x)
x − y =
n−1∑
i,j=0
bijx
iyj = Bst(x)B(p, q)Bst(y)t
=
mj−1,lj−1∑
μ,ν=0
mi−1,li−1∑
α,β=0
s∑
i,j=1
b
αβ ,μν
ij
[
qi(A)αAβxi(x)
] [
qj(A)μAνyj(y)
]
= BJ(x)BJ(p, q)BJ(y)t . (1.2)
We call matrix BJ(p, q) =
(
b
αβ ,μν
ij
)
the generalized polynomial Bezoutian of p(x) and q(x) with respect
to the Jacobson chain basis BJ over F. It is obviously symmetric and bilinear.
Suppose that a foundation polynomial p(x) = ∑nk=0 pkxk in V (which means deg p = dimV) has
the prime factorization p(x) = ∏si=1 qi(x)mi with qi prime over F, then its companion matrix C(p) is
deﬁned by
C(p) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · 0 −p0/pn
1 0 . . . 0 −p1/pn
0 1
. . .
...
...
...
. . .
. . . 0
...
0 · · · 0 1 −pn−1/pn
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (1.3)
and its generalized hypercompanion matrix is deﬁned by
H(p) = diag
(
H
q
mi
i
)s
i=1 , (1.4)
where H
q
mi
i
is anmi × mi block matrix
H
q
mi
i
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
C(qi) 0 · · · · · · 0
Nli C(qi) 0 · · · 0
0 Nli
. . .
...
...
...
. . .
. . . C(qi) 0
0 · · · 0 Nli C(qi)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
and it is called thehypercompanionmatrix associatedwith q
mi
i ,whereNli = E1,li = e1etli and ei denotes
the standard unit vector.
We note that, in the reduction of the underlying Bezoutian over F, the role of hypercompanion
matrix will replace the one of Jordan canonical form over the complex ﬁeld C. For this and several
other reasons, it is advisable to refer to [9].
For the polynomial p(x) the associated Hankel matrix, or a special Bezoutian B(p, 1) deﬁned by the
difference quotient form
Dp(x, y) = p(x) − p(y)
x − y = Bst(x)B(p, 1)Bst(y)
t , (1.5)
where
B(p, 1) =
⎛
⎜⎜⎜⎝
p1 p2 · · · · · · pn
p2 p3 . . . pn 0
...
...
...
pn 0 . . . . . . 0
⎞
⎟⎟⎟⎠ (1.6)
is called the symmetrizer [17] of p(x). With these notation the well-known Barnett factorization
formula (see [3,13]) can be written as:
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B(p, q) = B(p, 1)q(C(p)t). (1.7)
Eq. (1.7) has not only theoretical meanings, which was applied to investigate the intertwining relation
between Bezoutian and companion matrix that yields more information on Bezoutian, but also has
some applications in judgement for the invertibility of Bezoutian, or equivalently the primeness of
two generating polynomials (e.g., see [2,14,17,13] and the references within).
Bezoutians also have many applications in polynomial stability theory. For example, if p(x) has n
simple zeros x1, . . . , xn, then Bezoutian B(p, q) can be reduced to a diagonal matrix by congruence:
V(p)tB(p, q)V(p) = diag
[
p′(xi)q(xi)
]n
i=1 , (1.8)
where V(p) = (xi−1j )ni,j=1 is the Vandermonde matrix corresponding to p(x). Eq. (1.8) implies that
Bezoutian B(p, q) has the same signature or inertia as the diagonal matrix, which was applied in
[10,17] toprove the important Lienard–Chipart stability criterionand to investigate the root localization
problems.
Eqs. (1.7) and (1.8) have been extended to the cases of polynomial Bezoutians with respect to a
general base over an algebraically closed ﬁeld (e.g., see [22]) and with respect to the standard power
basis over an arbitrary ﬁeld [18] aswell. The aimof this paper is to give the generalized Barnett formula
similar to (1.7) and to derive the diagonal reduction representation similar to (1.8) via a generalized
conﬂuent Vandermonde matrix for a class of so-called generalized polynomial Bezoutians. Therefore,
the results obtained generalize the work of Yang [22], Mani and Hartwig [18], and most previous
work on these aspects over an algebraically closed ﬁled as well as an arbitrary ﬁeld. The method
used is the operator approach which is powerful and has been prevalent in their study for a long
time.
This paper is organized as follows: In Section 2 we introduce a bilinear form and show that the
underlying Bezoutian is the matrix representation of an operator relative to a pair of dual bases, then
the Barnett-type formula and an intertwining relation are derived. Section 3 is devoted to investigate
the diagonal reduction of the Bezoutian via a generalized conﬂuent Vandermonde matrix. We point
out that, for a pair of given polynomials, the form of the diagonal reduction is unique and does not
depend on the choice of the Jacobson chain bases.
2. Characterization of the Bezoutian
In this section, we ﬁrst use the ideas in [13,18] to give an operator representation of the generalized
polynomial Bezoutian relative to a pair of dual bases. Let us beginwith deﬁning a bilinear formdirectly
by using matrix–vector product. First write Eq. (1.2) as
Dp(x, y) = p(x) − p(y)
x − y = BJ(x)BJ(p, 1)BJ(y)
t , (2.1)
where BJ(p, 1) is called the generalized symmetrizer with respect to the basis BJ . It is obviously sym-
metric and nonsingular as ordinary symmetrizer in (1.4), but not Hankel generally.
For f , g ∈ V , we deﬁne a binary relation 〈, 〉J similar to that in [8] as follows:
〈f , g〉J := f tBJ(p, 1)−1g, (2.2)
where f and g are the coordinate columns of f and g with respect to the Jacobson chain basis BJ , that
is, f (x) = BJf . With the aid of the bilinear form deﬁned in (2.2), we introduce the notion of dual bases.
We call two bases Ba = (u0, u1, . . . , un−1) and Bb = (v0, v1, . . . , vn−1) the dual bases of each other
with respect to 〈 , 〉J if
〈ui, vj〉J = δij =
{
1, i = j,
0, i /= j.
And we denote by B∗ the dual basis of basis B.
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We now give two criteria for investigating basis duality, which are slight modiﬁcations of Lemmas
5.1 and 5.2 in [18] and can be analogously checked. We omit the proof.
Lemma 2.1. If Ba = BJM and Bb = BJN, then Ba and Bb are dual bases with respect to 〈 , 〉J exactly when
NMt = BJ(p, 1) = MNt .
Lemma 2.2. If F(x) = (f0(x), . . . , fn−1(x)) and G(y) = (g0(y), . . . , gn−1(y)) are two strings of polyno-
mials such that
Dp(x, y) = p(x) − p(y)
x − y = F(x)G(y)
t .
Then F(x) and G(x) are bases for V which are dual relative to 〈 , 〉J .
Next let Sp be the linear shift operator deﬁned by
Sp(f ) = x · f mod p(x), ∀f ∈ V . (2.3)
That is,Sp gives the remainderwhen xf (x) is divided by p(x). The shift operator plays an important role
in the investigations of Bezoutians and linear system theory, e.g, see [9] and the references therein.
In the sequel we denote by I the identity operator and use the notation [σ ]B2B1 to indicate thematrix
representation of linear operator σ relative to the bases pair B1 and B2 for V , i.e.,
σ · B1 = B2 · [σ ]B2B1 .
In termsof this symbol and the statementsof dual bases,wenote that if [Sp]B2B1 = M, then [Sp]B
∗
1
B∗2 = Mt .
By Eq. (2.2) and Lemma 2.2, one can easily deduce
Corollary 2.3. Let BJ be an arbitrary Jacobson chain basis for V . Then
[I]BJB∗J = BJ(p, 1), (2.4)
or equivalently, the dual basis of BJ is B∗J = BJBJ(p, 1).
By the deﬁnition of Sp, one can easily deduce that C(p) and H(p) are the different matrix represen-
tations of Sp with respect to different bases. That is,
[Sp]BstBst = C(p) and [Sp]
BJ
BJ = H(p). (2.5)
The generalized symmetrizer BJ(p, 1) has some intertwining relation with the generalized hyper-
companion matrix H(p) in (1.4) as follows:
BJ(p, 1)H(p)
t = H(p)BJ(p, 1). (2.6)
Indeed, the operator identity I · Sp = Sp · I implies
[I]BJB∗J [Sp]
B∗J
B∗J = [Sp]
BJ
BJ [I]BJB∗J .
Combining the formula [Sp]BJBJ = H(p) with Corollary 2.3, the last equality is equivalent to Eq. (2.6).
With the help of Eq. (2.6) we note that the shift operator Sp is self-adjoint with respect to 〈, 〉J , i.e.,
〈Sp(f ), g〉J = 〈f , Sp(g)〉J . (2.7)
Indeed, from formulas (2.2), (2.5) and (2.6), one can compute
〈Sp(f ), g〉J =
(
[Sp]BJBJ f
)t
BJ(p, 1)
−1g = f tH(p)tBJ(p, 1)−1g
= f tBJ(p, 1)−1H(p)g = f tBJ(p, 1)−1
(
[Sp]BJBJg
)
= 〈f , Sp(g)〉J .
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Nowweuse the idea of the polynomialmodel to give the operator representation of the generalized
polynomial Bezoutian.
Theorem 2.4. The generalized polynomial BezoutianBJ(p, q) is thematrix representation of operator q(Sp)
in an arbitrary Jacobson chain basis BJ and its dual bases B∗J . That is,
[q(Sp)]BJB∗J = BJ(p, q). (2.8)
Proof. Dividing two sides of the following identity by (x − y):
q(x)[p(x) − p(y)] = p(x)q(y) − p(y)q(x) + p(x)q(x) − p(x)q(y)
implies
q(x)BJ(x)BJ(p, 1)BJ(y)t = R(x, y)mod p(x).
In terms of Corollary 2.3 and Eqs. (2.1) and (1.2), we obtain
q(x)BJ(x)∗BJ(y)t = BJ(x)BJ(p, q)BJ(y)t mod p(x).
By the deﬁnition of Sp, we have
q(Sp)BJ(x)∗ = BJ(x)BJ(p, q)mod p(x).
Thus q(Sp)B∗J = BJBT (p, q),which is equivalent to Eq. (2.8). 
Next we will consider the Barnett-type factorization formula of BJ(p, q) which is similar to that of
classical Bezoutian.
Theorem 2.5. With notation as above. Then the following Barnett-type formula is satisﬁed:
BJ(p, q) = BJ(p, 1)q[H(p)t] = q[H(p)]BJ(p, 1). (2.9)
Proof. In terms of the operator identity q(Sp) = I · q(Sp), we have
[q(Sp)]BJB∗J = [I]
BJ
B∗J [q(Sp)]
B∗J
B∗J . (2.10)
Substituting (2.4) and (2.5) into (2.10), the ﬁrst equality in (2.9) is deduced. The second equality is
analogously proved. 
SinceBJ(p, 1) is nonsingular by (2.4), thenBJ(p, q) is nonsingular if and only if q[H(p)] is nonsingular
by (2.9), and therefore, if and only if p and q are coprime.We conclude that the generalized polynomial
Bezoutian BJ(p, q) is nonsingular if and only if polynomials p and q are coprime.
If the polynomial q(x) can be factorized into the multiplication of two polynomials, then we have
the following result.
Corollary 2.6. Let p, q = q1q2 ∈ V and deg q1(x)q2(x) deg p(x) = n. Then
BJ(p, q) = BJ(p, q1)BJ(p, 1)−1BJ(p, q2),
BJ(p, q) = q1[H(p)]BJ(p, q2) = BJ(p, q1)q2[H(p)t].
Proof. In view of Theorem 2.5, we deduce that
BJ(p, q1q2) = BJ(p, 1)q1[H(p)t]BJ(p, 1)−1BJ(p, 1)q2[H(p)t]
= BJ(p, q1)BJ(p, 1)−1BJ(p, q2).
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The second equalities follows from the operator equality q(Sp) = q1(Sp)q2(Sp):
BJ(p, q) = [q(Sp)]BJB∗J = [q1q2(Sp)]
BJ
B∗J = [q1(Sp)q2(Sp)]
BJ
B∗J
= [q1(Sp)]BJBJ [q2(Sp)]BJB∗J = q1[H(p)]BJ(p, q2)
or = [q1(Sp)]BJB∗J [q2(Sp)]
B∗J
B∗J = BJ(p, q1)q2[H(p)
t].
This completes the proof. 
Now we give an intertwining relation between BJ(p, q) and H(p), which is similar to that between
classical Bezoutian and companion matrix.
Theorem 2.7. The generalized polynomial Bezoutian BJ(p, q) and generalized hypercompanion matrix
H(p) satisfy the following intertwining relation
BJ(p, q)H(p)
t = H(p)BJ(p, q). (2.11)
Proof. It follows from the trivial equality q(Sp) · Sp = Sp · q(Sp) that
[q(Sp)]BJB∗J · [Sp]
B∗J
B∗J = [Sp]
BJ
BJ · [q(Sp)]BJB∗J .
In view of Eqs. (2.5) and (2.8), we immediately deduce Eq. (2.11). 
3. Diagonal reduction
Suppose that the foundation polynomial p(x) in V has the prime factorization p(x) = ∏si=1 qi(x)mi
with qi prime over F. Let
pi(x) = p(x)
qi(x)mi
, (3.1)
where deg(qi) = li and∑mili = n = deg p. Since gcd(p1, p2, . . . , ps) = 1, then there exist polynomi-
als gi with deg gi(x) < mili such that
∑s
i=1 gipi = 1. If we select the leader xi in Jacobson chain Ji to be
xi = gipi, then we call this corresponding Jacobson chain basis the Jacobson chain interpolation basis
and denote it by
Bin = {φ(ij)k }, i = 1, . . . , s, j = 1, . . . , mi − 1, k = 0, . . . , li − 1
with
φ
(ij)
k = Skpqi(Sp)jgi(x)pi(x) = xkqi(x)jgi(x)pi(x)mod p.
We deduce that
[S]BinBin = H(p) = diag(Hqmii )
s
i=1 (3.2)
and its dual basis is
B∗in = [p1(qm1−11 Λ∗1 , qm1−21 Λ∗1 , . . . ,Λ∗1); . . . ; ps(qms−1s Λ∗s , qms−2s Λ∗s , . . . ,Λ∗s )].
The basis Bin is the generalization of the Hermite interpolation basis {Gkj}, whichmeets the conditions
G
(l)
kj = j!δkiδlj , i = 1, . . . , s, l = 0, 1, . . . , mk − 1.
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We also introduce another basis called the Jacboson chain spectral basis, that is,
Bsp = {F10Λ1, . . . , F1m1−1Λ1, . . . , Fs0Λs, . . . , Fsms−1Λs}, (3.3)
where
Fij = p(x)
qi(x)j+1
, i = 1, . . . , s, j = 0, . . . , mi − 1,
and Λi is the Jacobson chain deﬁned as before. It is easily seen that the bases Bsp and Bin are dual to
each other with respect to 〈, 〉J , i.e.,
Bsp = B∗in. (3.4)
In order to construct the relationship between an arbitrary Jacobson chain basis BJ and the inter-
polation basis Bin, we need to use the notion of q-adic expansion of a polynomial, which induces a
conﬂuent Vandermonde matrix.
Let us ﬁrst consider the relation between two bases Bst and Bin. We expand xt in the basis Bin and
in its qi-adic expansion respectively, and assume that for t = 0, 1, . . . , n − 1,
xt = ∑
i,j,k
c
(ij)
kt φ
(ij)
k (x) =
mi−1∑
j=0
r
(t)
ij (x)qi(x)
j + qi(x)mi(∗),
where ∗ denotes the polynomial quotient after division by qi(x)mi . In view of Lemma 3.3 in [18] it
follows:
r
(t)
ij (x) =
lt−1∑
k=0
c
(ij)
kt x
k, i = 1, . . . , s, j = 0, . . . , mi − 1.
Let r
(t)
ij be the standard coordinate column for r
(t)
ij (x), i.e. r
(t)
ij (x) = Bst(x)r(t)ij , and deﬁne the column
vectorwit by
wit =
⎛
⎜⎜⎜⎝
r
(t)
i0
...
r
(t)
i,mi−1
⎞
⎟⎟⎟⎠ .
Therefore, we arrive at
Bst = BinWt, (3.5)
where
Wt = (wij)n−1,sj=0,i=1 (3.6)
is called the conﬂuent Vandermonde matrix.
Between an arbitrary basis BJ and the interpolation basis Bin, there always exists a unique nonsin-
gular matrix, say K , such that BJ = BstK , therefore
Mt := [I]BinBJ = [I]BinBst [I]BstBJ = WtK,
or equivalently,
M = [I]B
∗
J
B∗in
= KtW, (3.7)
whereW is deﬁned by Eq. (3.6). The matrixM is called the generalized conﬂuent Vandermonde matrix.
It is just the product of the conﬂuent Vandermonde matrix with a nonsingular matrix.
For the matrixM, we have the following intertwining relation.
Lemma 3.1. Let p(x) be a foundation polynomial in V with the prime factorization p(x) = ∏si=1 qi(x)mi ,
and let M be deﬁned as in (3.7). Then the following relation is fulﬁlled
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H(p)tM = MH(p)t . (3.8)
Proof. Taking the shift operator Sp to left sides of the equality B∗in = B∗J M and using Eq. (2.5), we have
SpB∗in = SpB∗J M = B∗J H(p)tM.
On the other hand, by (3.2) and (3.7), we deduce that
SpB∗in = B∗inH(p)t = B∗J MH(p)t .
Since B∗J is the dual of BJ , so it is also independent on F. Thus the assertion (3.8) is fulﬁlled. This
completes the proof. 
Remark 3.2. Assume that C(p) and H(p) are deﬁned as in (1.3) and (1.4), respectively. We note that
Eq. (3.8) is the generalization of the formula
C(p)tV(p) = V(p)Jtp,
where V(p) and Jp are, respectively, the conﬂuent vandermonde matrix and the Jordan matrix cor-
responding to p(x) in case of F an algebraicly closed ﬁeld, see [5,22]. At the same time it is the
generalization of the equality
C(p)tW(p) = W(p)H(p)t ,
whereW(p) and H(p) are respectively the q-adic Vandermonde and the generalized hypercompanion
matrix corresponding to p(x) in case ofBJ = Bst over an arbitrary ﬁeldF (see [18], Eqs. (6.1) and (6.2)]).
It is in the position to consider the diagonal reduction of BJ(p, q). First, with the aid of the prime
factorization p(x) = ∏si=1 qi(x)mi , we deﬁne
Δ = diag[Δm1(q1), . . . ,Δms(qs)],
where Δmi(qi) = Fmi ⊗ B(qi, 1), in which Fm denotes the m × m ﬂip matrix with ones on the coun-
terdiagonal and 0’s elsewhere. It obviously satisﬁes H(p)Δ = ΔH(p)t . From Eq. (6.8) in [18] we
have
[q(Sp)]BinBsp = q(H(p))diag[pi(Hqmii )]
s
i=1Δ = diag[q(Hqmii )qi(Hqmii )Δi]
s
i=1 (3.9)
because of H(p)Δ = ΔH(p)t . From the identity I · q(Sp) · I = q(Sp) we have
[I]BinBJ [q(Sp)]
BJ
B∗J [I]
B∗J
Bsp = [q(Sp)]BinBsp .
In terms of (3.7) and (2.8), we deduce
MtBJ(p, q)M = diag[q(Hqmii )pi(Hqmii )Δi]
s
i=1,
where pi(x) is deﬁned in (3.1).
Thus we have already veriﬁed the following important result on the diagonal reduction of the
Bezoutian BJ(p, q).
Theorem 3.3. Given a pair of polynomials p(x) and q(x) over an arbitrary ﬁeld Fwith deg q deg p = n,
assume p(x) = ∏si=1 qi(x)mi is the prime factorization of p. Then, for an arbitrary Jacobson chain basis BJ
there exists a unique generalized conﬂuent vandermonde matrix M such that the generalized polynomial
Bezoutian BJ(p, q) can be reduced to the unique block diagonal matrix as follows
MtBJ(p, q)M = diag[q(Hqmii )pi(Hqmii )Δi]
s
i=1. (3.10)
Remark 3.4. We note that in case of BJ = Bst , Theorem 3.3 collapses to Theorem 6.1 in [18]. While in
case of F = C, Theorem 3.3 collapses to Theorem 2 in [5] and Theorem 3.1 in [22], or (3.10) collapses
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to Eq. (34) in [20]. And when p(x) has n simple roots overC, then Theorem 3.3 collapses to the classic
result as Theorem 2.1 in [10]. Thus, Theorem 3.3 can be regarded as a generalization of the diagonal
reduction for various polynomial Bezoutians over an algebraicly closed ﬁeld as well as an arbitrary
ﬁeld.
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