In recent years there have been efforts to increase the amount of structural information available in x-ray computed tomography (CT) images. These efforts have proceeded in several directions: increasing the number of resolution elements within a given imaging field; increasing the size of the imaging field for a given resolution element size; and decreasing the imaging field with the number of resolution elements held fixed or increased. This paper will discuss problems common to all of these approaches, with examples referred to two specific CT systems designed for 0.05-mm resolution over a 5-cm field and 2-mm resolution over a 2-meter field. The first problem is that of achieving the desired spatial resolution; the solution is application-dependent and must be discussed individually for each case. The second problem is that of achieving acceptable image noise levels.
Image noise levels are especially important because photon statistics become critical for nearly all high-resolution CT applications (as pointed out in Ref [1] ). In order to achieve a given signalto-noise ratio with a specified data-acquisition time, it is necessary to have a minimum flux of photons from the x-ray source. If an object of diameter Dis scanned in order to produce an image with pixel size P and slice thickness T, then (as will be shown below) the minimum number of required photons per unit area at the object during the available time scales as N . a D2 = !:~]3 _!_ (1 ) mm TP3 T lP D2 Larger photon fluxes are needed for imaging a given object with smaller voxel size, a larger object with the same voxel size, or a smaller object with proportionally smaller voxel size. It eventually becomes difficult to obtain the necessary fluxes from convenient x-ray sources, and steps must be taken to make the best possible use of such flux as is available in order to optimize the detectability of the structural feature to be studied. This can be accomplished by making a careful choice of x-ray energy, as described below, and in some special circumstances it can be helped along by novel detection geometries [2] .
The mathematical properties of spatial resolution and image noise can be discussed separately, although to do so is slightly artificial because the ability of the human eye to identify features in digital images depends in a complicated way on both image characteristics. In addition, both characteristics are interrelated through the design of the CT system. The intrinsic resolution and noise characteristics of raw data are tied together through the properties of the x-ray source and detectors; when the energy is changed for purposes of changing statistical noise in the data, the spot size of the source and the crosstalk between detector elements may change and affect the resolution. After raw data have been acquired, trade-offs can be made between resolution and noise in the image by modifying the reconstruction algorithm (for example by changing the convolution filter in a convolve-and-backproject scheme). Nevertheless, we will simplify the following discussion by treating resolution and noise as separate characteristics.
EXAMPLES OF HIGH-RESOLUTION Cf SCANNERS FOR SMALL AND LARGE OBJECTS
In 1980 the only commercially available cr scanners were those for medical applications, with spatial resolution in the 1-mm range and a maximum image dimensionality of 512 x 512 pixels. Objects larger than the human body wouldn't fit into the imaging field; objects substantially smaller could be imaged, but never with structural information on a scale much smaller than 1 mm. AS&E has since developed special scanners particularly suited for both smaller and larger objects, with hardware designed for spatial resolution appropriate to the object size and x-ray energies optimized for particular purposes.
A Micru-Cf Scanner for Small Objects In 1982 AS&E produced cr images with 0.05-mm resolution over a 2.5-cm field [3] [4] [5] , using scanners based on a special detector array [4] . That array was designed specifically to provide three features difficult to obtain simultaneously: 0.05-mm resolution, high packing density (200 elements per em), and high detection efficiency for photons with energies to 100 keV or more.
Since this spatial resolution had not previously been achieved in cr images, the instrument was called a "Micro-Cf" scanner. While other workers have recently produced cr images with higher spatial resolution over smaller fields (most notably using synchrotron radiation [6] ), we have improved the modulation transfer function and the linearity of the high-resolution detector array and used it as the basis for a highly useful and practical instrument.
The result is a 3rd-generation cr scanner using a rotating-anode x-ray source and a 1536-element detector array to provide 0.05-mm resolution of objects up to 5 em in diameter, with a data acquisition time variable from 3 seconds to several minutes. These characteristics make it ideal for production-line inspection of small parts with large through-put, since it can be installed almost anywhere. Figure 1 illustrates some of the types of structural information this system can provide on a range of small objects.
A High-Energy Industrial Scanner for Large Objects
Meanwhile, AS&E produced the first Cf image of a large (2-meter-diameter) solid-propellant rocket motor in 1981 with a prototype of what became our "High-Energy Cf" (HECf) system, now used for routine inspection of rocket motors for defects by several manufacturers. This instrument uses the highest photon energy currently available from an industrial source (16 MeV peak), to produce 1024 x 1024 images over a 2.2-meter imaging field (or, in an alternative mode of operation, over 1.1 meters). With off-line processing using special software, data from this system and its prototypes can be used to reconstruct 2048 x 2048 images.
Hardware appropriate for the desired spatial resolution in this case involved about 60 discrete detectors in a 2nd-generation (translate-rotate) configuration. The detectors, constructed of crystal scintillators and solid-state diodes, were sized in order to provide a modulation transfer function appropriate for 1-mm resolution and good detection efficiency at the high photon energies necessary. The right-hand section goes through the scarf joint where two pieces, cut on a bias, are glued together. The contour of the cross section has apparently been filled out with a substance similar to the adhesive used for the join. b) A fiberglass-epoxy composite with voids and varying fiber density. c) A rock sample with porosity, high-density inclusions, and stratification. d) A 3-D carboncarbon composite with interesting weave pattern and internal damage that was not visible on the surface of the sample. e) The hollow head of a 1900-year-old ceramic sculpture, imaged on a horizontal section through the eyes (the nose points up in the image), with porosity, inclusions, and a change in average density 3 mm below the surface. Joints on either side reflect the fact that the object was assembled from front and back sections molded separately. f) A fragment of a Neolithic storage vessel from about 5500 B.C., found in Iran [8] . This is an example of early fired pottery technology and an early fiber-reinforced composite (grass was used for support during construction). 
CHOOSING X-RAY ENERGIES
The best x-ray energy is the one that maximizes our ability to see a specified feature in an image of our object Let's consider a cylindrical test object of diameter D, made of material with x-ray attenuation coefficient Jl (which is a function of energy E), and ask how best to see a small feature located at the center of the cylinder if its attenuation coefficient is J.l.'(E).
The signal-to-noise ratio at the center of a reconstructed cr image of our object will scale as
where the SIGNAL is the reconstructed attenuation J.l., the NOISE is the RMS deviation of image pixel values from the correct value J.l., and N is the number of photons per unit area (at the object) available from the source during the data-acquisition time. The third quantity in parentheses is proportional to the number of photons measured during one sample for a ray path through the object center. The second quantity in parentheses is the ratio between the statistical uncertainty in the measured flux and the statistical uncertainty in the line integral of attenuation calculated from that flux. The first quantity in parentheses comes from the weighting of Fourier components in proportion to their frequency in the frequency-space filtering used in convolve-and-backproject reconstruction algorithms. Equation 2 gives the correct scaling as long as the detector width and the sampling interval within projections are kept proportional to the pixel size P.
If we decide on a particular spatial resolution and hold the voxel size fixed, then we have SJ3NAL a N 112 J.l.De-f1D/2
NOISE
We could maximize the signal-to-noise ratio. But we usually want to optimize our ability to see the desired feature above image noise, in which case we should maximize the ratio Use of Equation 4 can be made in at least two different ways. Q can simply be calculated as a function of energy; this will allow us to determine what range of values of E give nearly optimal results. It is also possible to solve analytically for the energies at which Q has maxima by setting the derivative of Q with respect to E equal to zero and obtaining the equation
where it has been assumed that the number of available photons N is a function of energy. Although this equation cannot be solved explicitly for E(D), it can be written in the convenient form
dFg"E" which gives the object diameter for which Q has a maximum atE (note that the object size for which E is optimum is not the same as the optimum object size for energy E).
Examples (6)
As a sample application, consider a test object with the attenuation coefficient of water ( Figure  3a ). This Jl(E) is representative of biological subjects and, with a simple multiplicative scaling factor proportional to density, gives approximately the attenuation coefficients for a number of other low-Z materials such as carbon-carbon composites and solid rocket propellants. If the feature we are looking for in such an object is a crack or void, with zero density, then ~· = 0 and C~E) = 1 is independent of energy. If the feature is a low-density pocket of the same chemical composition as the main body of the object, then C is again independent of energy. But if the feature has a different chemical composition, then C may be a function of energy. In biological materials, for example, muscle has approximately the attenuation coefficient of water while fat behaves slightly differently (as shown in Figure 3b ).
The test object will be scanned using an x-ray source capable of delivering a certain maximum number of photons during a specified data-acquisition time. Figure 3 . a) The linear x-ray attenuation coefficient of water, as a function of photon energy (from data in Ref [9] ). b) The radiographic contrast between fat and muscle as a function of x-ray energy (derived from data in Ref [10] ).
number of available photons per unit area at the object scales approximately as
when the source is run at its power limit; although the current must generally be decreased with increasing energy, the number of photons goes up. (Most real sources deliver photons over a range of energies, but for simplicity we will continue to discuss our problem in terms of photons at a single energy.) Figure 4a shows how Q varies with energy for objects of different sizes under different circumstances. Figure 4b shows optimum energies as a function of object size. Sometimes Q(E) has more than one maximum for a given object size, so this possibility must be kept in mind when using Equation 7 . The useful range of energies is sometimes very wide, sometimes very narrow.
If C and N are independent of energy, the solution to Equation 6 is fJ. = 2/D. (Substitution of this solution into Equation 2 gives Equation 1). As the object size is increased, the best energy increases monotonically in order to maintain the total attenuation e · JL 0 = e · 2 along the longest ray path through the object. This works until the object diameter reaches about 1 meter. At that point the optimum energy is about 50 MeV, and the attenuation coefficient is at the lowest value it can be. When the object gets larger, it doesn't help to go to higher energies because that actually increases the attenuation coefficient. Then the condition fJ. = 2/D cannot be satisfied, and the best we can do is to stay at about 50 MeV. ...
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OBJECT DIAMETER (em) Figure 4 . a) Q(E) for water cylinders of different diameters when N and C are independent of E (top); when N varies as Equation 8 (middle and bottom graphs); and when C(E) varies as Figure  3b (bottom graph). Each curve is individually nonnalized to 1 at its maximum value. b) Optimum energies, assuming that the range 10 keY to 100 MeV is accessible (normally only a part of this range will be accessible). The function Cb(E) refers to the values plotted in Figure 3b .
IfN(E) increases monotonically with energy, it generally becomes advantageous to go to a higher energy where the larger number of available photons compensates for the fact that poorer statistical use is made of each photon. Similarly, there is a bias toward lower energy if C(E) decreases monotonically with energy.
In the absence of edges in J.l.(E) and J.l.'(E), Equation 7 usually reverts to J.1 = 2/D for small enough objects (D < 3 em for water, D < 1.5 em for carbon composites) because the logarithmic derivative of J.1 (the slope in Figure 3a) is generally larger than the logarithmic derivative of either Nor C.
To evaluate the situation for large rocket motors with low-Z cases and solid-propellant densities of 1.85 grn/cc, it is only necessary to divide the diameters in Figure 4 by 1.85. Large industrial x-ray sources today have a maximum peak energy of about 16 MeV (with most photons at lower energies), and a photon flux increasing with energy at least as fast as in Equation 7 . This being the case, the middle section of Figure 4a indicates that it will frequently be advantageous to consider using this highest available energy for motors with diameters of 15 em and up.
Other Asoects of Cf Image Noise A number of additional characteristics of image noise must be taken into account if its effects on specific structural features are to be fully accounted for: cr image noise is not "white", not homogeneous, and not isotropic.
The frequency spectrum of image noise depends on the reconstruction algorithm and sometimes on the data acquisition system, but in general the amplitude is approximately proportional to frequency. Since it doesn't have constant amplitude at all spatial frequencies, noise is not equally troublesome for features of different sizes; it is worse for small features than for large ones.
Noise is not the same in all parts of an image because the statistical uncertainty at a given image location depends on the uncertainties associated with all x-ray measurements made along rays passing through the corresponding object location. In the center of a round, uniform-density object, all such rays pass through an equal amount of material. Near the edge of the same object, some rays will go through less material; there is less x-ray attenuation and less statistical noise in x-ray fluxes measured along these rays. The noise level in the center of the image will therefore be greater than that near the edge (as illustrated in Figure 5a) . The degree to which noise is inhomogeneous depends on the maximum x-ray attenuation. It becomes greater as the maximum attenuation increases, and is particularly noticeable in images of 2-meter-diameter rocket motors (where it is generally not possible to reduce the maximum attenuation below 8 or 9 powers of e).
The deviation of pixel values in an image of a uniform-density object, measured along some line of pixels, is determined by the noise in projections taken in directions perpendicular to that line. In an image of an object with the shape shown in Figure 5b , the noise amplitude measured along a vertical line of pixels will be higher than that measured along a horizontal line of pixels because the corresponding projections are noisier due to poorer photon statistics. The same effect can be noticed in images of cylindrical objects such as rocket motors (Figure 5a ), where noise near the edge is visibly anisotropic. It would be more difficult to see a small radial crack near the surface in this image than a small azimuthal crack at the same location, because the azimuthal component of the noise has a larger amplitude than the radial component.
SUMMARY
A number of characteristics determine the usefulness of a cr image, including spatial resolution, signal-to-noise ratio, and radiographic contrast of important features. These characteristics are interrelated, and they depend on such aspects of the cr system as the hardware configuration, the x-ray energy, the x-ray flux, the data acquisition time, and the reconstruction algorithm. They a) b) Figure 5 . Images illustrating cr noise characteristics. a) Quadrant of an image of a 2-meterdiameter rocket motor displayed to show that its noise is roughly isotropic near the center and lower in amplitude but showing a directional characteristic near the case. b) Image of a 10,000-year-old Neolithic "prepottery" bowl fragment from Syria [8] , made before the invention of claybased pottery. In addition to high-density inclusions and voids, this image shows a noise structure with a directional characteristic due to the shape of the object. also depend on the object under study, and they may be different in different parts of an image.
Optimization of cr parameters should be carefully defined for a given application in terms of the detectability of specific features in specific locations in specific objects. Because of the nature of CT imaging, it is not always possible to optimize simultaneously for detection of different types of features.
