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Abstract 
This thesis presents an investigation of the flow field around the tip vortex of a t-foil 
hydrofoil. The objective of the investigation was to gain understanding of the mechanisms 
surrounding the inception of tip vortex ventilation of t-foil hydrofoils which will inform the 
evolution of the next generation of t-foil hydrofoil design for both commercial passenger and 
high performance sail craft. 
Qualitatively – Observations from images taken during high speed towing tank testing at 
velocities between 2 to 12 ms-1 were compared and estimations made of the wake age, and 
the submergence, at which tip vortex filament cavitation and tip vortex ventilation may 
occur in a controlled environment. Quantitatively – Particle Image Velocimetry (PIV) velocity 
fields were obtained experimentally for a vertically mounted flat plate at angle of incidence 
and a NACA 0012 t-foil hydrofoil at an angle of attack (AoA) of 8o, with a submergence to 
chord ratio (h/c) of between 0.11 and 1.70 and at streamwise distance to chord length ratio 
or wake age (x/c) of between 0 and 5. The flow fields were compared using the metrics of 
circulation, peak tangential velocity, vorticity and velocity profiles of the components of the 
planar cross velocity. 
A methodology was developed for tracking the location of the wandering vortex core and the 
experimental and numerical results compared. At high angle of attack the numerical results 
identified that vortex shedding from the leading edge separation of the test geometry is a 
possible contributory factor to the vortex wandering phenomena. The vortex centre and the 
point of extreme core velocity were found not to be co-located. The point of extreme 
streamwise velocity within the vortex core was located within half the vortex radius of the 
vortex centre. During investigation of the t-foil hydrofoil, the inception of both vortex 
filament cavitation and ventilation were observed within the tip vortex. The trajectory of the 
tip vortex was affected by the velocity and submergence of the t-foil with progressive 
descent of the tip vortices observed. With increase in wake age up to an x/c of 5, and free-
stream velocity of 2 ms-1, the tip vortex developed an asymmetry in the span-wise 
component of the flow, resulting in a region of accelerated flow within the vortex, located 
between the free surface and the vortex centre. The intensity of this region varied inversely 
with submergence and was found to converge upon the maximum intensity of span-wise 
viii 
 
velocity at the greatest submergence. Prior to ventilation inception at low submergence, the 
tip vortex was observed to interact with vortices parallel to the wave wake surface. 
From these results, a indication of high risk regions may be anticipated for a range of vessel 
velocities, whereby a rudder hydrofoil or downstream vessel may be affected by the 
presence of turbulent eddies and vortex structures with high cavity content that may cause 
control issues. 
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Chapter 1 Introduction 
1.1 Development of hydrofoils on monohulls in the 21st century 
Despite developments in the 21st century in hydrofoil systems on monohull yachts ranging in 
size from 6.5m Length Overall (LOA) to maxi yacht, hydrofoil assisted monohulls can in no 
way be considered to be ubiquitous. Development has largely been restricted prototype 
sailing craft in the specific domains of lake and offshore racing. The Dynamic Stability System 
(DSS) developed by Hugh Welbourn is perhaps the most widely used, perhaps due to the 
adoption by builder Quantboats AG boats. The DSS system can be found on sail craft ranging 
in size from an LOA of 7.08m (23ft), two person sports boat to maxi yacht. At the smaller 
end, these hydrofoil assisted monohulls are little more than a two person dinghy with 
limited self righting ability in the absence of crew assistance. Hydrofoil development has 
been hampered in many instances by class rules. The Mini 6.5 development class has 
perhaps seen the most diverse application of hydrofoil systems with the installation of 
Chistera, Dali-Moustache, DSS, ‘T’, and ‘L’ foils in a variety of configurations.  Many of these 
configurations, perhaps in the pursuit of reduced vessel motions, result in geometries little 
different from dihedral hydrofoil arrangement with the proclivity for strut ventilation. 
Larger hydrofoil assisted monohulls as a general rule can be divided into two categories 
although some cross-over does occur in certain sailing conditions. Configurations are utilised 
to decrease displacement until the boat becomes foil borne at the extreme, or to increase 
righting moment as with the Mini 6.5, Quant23 and Quant30, the most capable of cross over 
or fully foiling being the Quant23. Full foiling development on larger monohulls appears to 
have been undertaken predominantly on two vessels. In 2013 t-foils were installed on the 
OUT95 “Eris” LOA 9.69m which was launched in 2005. The t-foils were mounted from the 
wing tips to maximise righting moment while reducing displacement, with Pawson (2014) 
reporting a >20% increase in upwind boat speed even in sub-foiling conditions and 
significant roll damping. It should be noted that the OUT95 is a self righting 6 person yacht 
and not a dinghy/sports boat. More recently with switch the foiling monohull Americas Cup 
75 class for the 2021 edition of the event, the two person Quant28 hybrid “INEOS T5” LOA 
8.55m was launched in 2018 featuring canting t-foils. “INEOS T5” is perhaps the first course 
capable monohull on all points of sail while fully foiling, although the self righting capability 
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that might be expected from a large monohull remains to be seen. With the quest for 
reduction in course times as a sole driver rather than specific point of sail performance gains, 
both ‘T’ and ‘L’ foil configurations have proved their superiority with alternative 
configurations left by the wayside as if by the process of Darwinism. 
1.2 High performance hydrofoils 
Historically, a large number of hydrofoil craft have been designed with surface piercing 
dihedral foils, which accommodate change in velocity, load and sea state through passive 
variation of the submerged foil area as the free surface intersection point varies in height. By 
the latter part of the 20th century, dihedral foils dominated early development of hydrofoil 
craft (Figure 1-1), due to their simplicity of construction, lack of requirement for a control 
system and superior sea keeping characteristics. When compared with traditional high speed 
surface craft, vertical accelerations are reduced by nearly an order of magnitude in most sea 
states (Bhattacharyya, 1978). 
With increase in sea state, dihedral hydrofoils are progressively more prone to strut 
ventilation, where an air pathway forms along the low pressure surface of the foil, often 
resulting in a sudden and dramatic loss of lift. Wright, Swales, and McGregor (1972) showed 
that the inception of strut ventilation commences with growth of perturbations in the free 
surface on the low pressure side of the foil. With restricted operational sea states imposed on 
dihedral foil borne craft due to a combination of wave interaction, user comfort, and 
efficiency there has been an increasing degree of acceptance for both ‘T’ and ‘L’ foils in 
performance sailing craft in the early 21st century. 
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Figure 1-1. Hi-speed ferry hydrofoil vessels (A) Dihedral type - ‘Flying Dolphin Zeus’ ©Arno 
Winter (B) t-foil type – ‘Seven Islands Yume’ ©Tokai Kaisen Ltd 
 
The transition from dihedral, to vertical strut based foil systems, has been driven primarily 
by the obtainable performance gains. The use of ‘T’ and ‘L’ foils results in a further reduction 
in vertical accelerations (Bhattacharyya, 1978), and decrement in drag due to the simplified 
foil support structure (Figure 1-2). Wadlin, Ramsen, and McGehee (1950) and more recently 
Binns, Brandner, and Plouhinec (2008) demonstrated that minimisation of drag requires the 
hydrofoils to be at low submergence. T-foils in particular can suffer from sudden reduction 
in lift when operated close to the free surface, due to a phenomena known as ‘tip ventilation’ 
(Figure 1-3). Field test reports on the mechanisms involved in tip ventilation - where a 
ventilation pathway is believed to form between the free surface and hydrofoil through the 
core of the hydrofoil trailing tip vortex - are largely anecdotal – being based upon the 
personal accounts of sailors. The proprietary knowledge gained by Americas Cup design 
teams rarely makes it into the public forum leading to an absence of published research. 
Recently, interest to understand tip ventilation in order to remove the manifestation of 
control issues has rekindled, with the main forum at present being the America’s Cup and 
International Moth sailing craft shown in Figure 1-2. 
 
A B 
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Figure 1-2. Hydrofoil sailing craft (A) Emirates Team New Zealand ©Cameron and (B) the 
‘Blade Rider’, International Moth derivative ©Virginia Veal 
1.3 Problem definition 
Tip ventilation via the wing tip vortex has been reported in both open water and laboratory 
experiments (TA Barden & Binns, 2012; Emonson, 2009; Ramsen, 1957). Ventilated cores 
have been observed to appear downstream of the wing tip, extending upstream toward the 
foil with time until a pathway is created to the hydrofoil tip. A brief ventilation event may 
result in a cavity trailing from the tip or control flap termination (Gulari, 2009), whereas in 
events of longer duration, ventilation may spread across the low pressure side of the 
hydrofoil causing a significant loss of lift which can cause control issues (Claughton, 2015) 
further leading to elevated structural loadings should a catastrophic loss of lift occur 
(Ashworth Briggs, Fleming, Ojeda, & Binns, 2014). 
Wadlin et al. (1950) presented a study of the effect of submergence ratio and velocity on lift, 
followed shortly after with a parametric study by Ramsen (1957) on the appearance of fully 
ventilated flow (described as full bubble) using submergence ratio vs. Froude number for 3 
models with all data collapsing to a single line. Ramsen (1957) described the forward 
progression of a trailing ventilated cavity until the occurrence of foil ventilation; however the 
depths of submergence, angles of attack and aspect ratio of the test geometry used in the 
study are largely incomparable with scenarios where tip ventilation has been observed to 
occur in modern day field tests. 
A B 
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A prerequisite for the ventilation of a hydrofoil is the existence of a region of low pressure. 
Such regions exist on the low pressure side of the hydrofoil and within the core of the wing 
tip trailing vortex. With sufficient pressure deficit the conditions for the existence of cavities, 
ventilated cavities - air-filled spaces - around the hydrofoil or in vortex filaments have been 
shown to occur. The occurrence of hydrofoil cavitation can be predicted with a priori 
knowledge of variables such as velocity, loading, ambient pressure, nuclei and gas content 
(Franc & Michel, 2004). Hoerner (1985) argued that scale is critical; at full scale, cavitation 
will occur earlier than for a model scale test hydrofoil, arguing that the onset of cavitation 
requires time for bubbles to grow around microscopic nuclei and that the relatively brief 
exposure of the fluid to a low pressure peak is proportional to x/U∞ where x is only a small 
fraction of the chord length. 
Two sources of natural ventilation have been noted to exist in hydrofoils; strut and tip 
ventilation. Surface perturbations have been observed to interact with the hydrofoil low 
pressure field during strut ventilation, these perturbations growing away from the free 
surface providing the air pathway required for ventilation inception (Wright et al., 1972). 
The occurrence of tip ventilation and tip vortex ventilation is reported to be intermittent. At 
the present time the causes of the intermittent occurrence of tip ventilation are unclear, 
presenting a problem for designers as to where efforts should be focused to avoid or mitigate 
the effects of this phenomenon. Faltinsen (2005) speculated that the existence of cavitation 
in the vortex core may create a pathway from the hydrofoil tip to the surface. An explanation 
of the intermittency of tip ventilation might be that if the low pressure fields of the hydrofoil 
and tip vortex are not contiguous, or either pressure field is not sufficiently low to result in 
cavitation, foil ventilation via the tip vortex would not occur as the air pathway would be 
interrupted and the hydrofoil would remain unventilated. Even without the existence of 
cavitation, the low pressure region of a tip vortex core when in close proximity to free 
surface perturbations or entrained gas bubbles would appear to provide a viable mechanism 
for the creation of a tip ventilation pathway. Furthermore, this process is aided by the 
interruption of cohesion of the free surface due to the occurrence of a breaking surface wake 
as the submergence of a t-foil is reduced, the presence of flow separation (Harwood, Young, 
& Ceccio, 2016), aerated vortices connecting with boundary layer separation (Wadlin et al., 
1950), and boundary layer separation and stagnation (Breslin & Skalak, 1959), all providing 
potential ventilation pathways. 
 The causes and mechanisms of tip ventilation inception are complex and not fully 
understood at present. Controlled experimental investigations of the inception of tip vortex 
ventilation have been largely restricted to depths of submergence of less than the ratio of
depth/chord length (h/c) of 0.35, which are unrealistic for hydr
of foil egress from the water. 
mechanisms and sources of 
ventilation remains a challenge for 
unpredictable nature of the phenomen
 
Figure 1-3. Mechanisms 
1.4 Research question
o Does free surface proximity affect the 
o How and where does the inception of a 
o What topological changes
tip vortex? 
1.5 Methodology 
A qualitative investigation was undertaken
NACA 0012 t-foil at a range 
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submergence h/c of between 0.22 and 1.70. Furthermore, the trajectories, formation and 
break-up of the trailing tip vortices were evaluated quantitatively. 
Using a carriage mounted Particle Image Velocimetry (PIV) system, the two dimensional 
flow field normal to the free stream was quantified at a velocity of 2 ms-1. Metrics of 
circulation, tangential velocity and peak cross-velocity magnitude were compared for a 
range of submergence h/c of between 0.11 and 1.70. 
1.6 Novel Aspects 
o This investigation provides a contribution to the understanding of tip vortex 
ventilation inception through: 
o Investigation of the tip vortex wake generated by a t-foil in close proximity to the free 
surface. Carroll (1993) investigated the trailing tip vortex from a vertical foil with the 
tip proximate and normal to the free surface at a single depth of submersion.  
o Near, mid and far field quantitative results for vertical wake location and cavity 
formation for a t-foil in close proximity to the free surface. Published work 
(Devenport, Rife, Liapis, & Follin, 1996; McAlister & Takahashi, 1991; Oh & Suh, 
2009) has been focused on deeply submerged cases, either in the near field or the 
extreme far field . 
o Characterisation of the tip vortex generated by a t-foil in close proximity to the free 
surface through velocity fields obtained using fluorescent PIV. 
o Highlighting the presence of strut intersection vortices and their interaction with the 
trailing tip vortices. 
o Highlighting a relationship between vortex aperiodicity and fluctuation in vortex 
axial velocity. 
1.7 Significance of the research 
The significance of this work within the broader research landscape is that it provides 
fundamental understanding with respect to free surface – trailing vortex interactions of rigid 
hydrofoils. The fluid structure interaction on the tip vortex of a flexible hydrofoil such as that 
used in the Hobie Mirage Drive® foil system is not considered in this thesis. Improved 
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knowledge may lead to downstream reduction in peak loads for fluid-structure interactions 
involving foil devices for energy capture, flight and propulsion, leading to extended fatigue 
life, weight saving, energy efficiency, reduction in acoustic signature and reduction in energy 
costs. With respect to foil borne craft, an increased level of passenger comfort and security 
can be anticipated with additional benefits of improved fuel efficiency and reduction in 
transport times. 
1.8 Thesis outline 
This thesis has been divided into chapters. Where a chapter has been submitted for 
publication, the journal has been clearly stated and the status of the submission indicated. 
The general structure of this thesis is as follows: 
Chapter 1 Presents the gap in knowledge and outlines how the investigation has been 
undertaken. Literature reviews on the specific elements of the study can be found within the 
introduction of each chapter. 
Chapter 2 Discusses the use of fluorescent seeding particles for PIV and how this may 
affect the fidelity of the data acquired. A methodology for the appropriate selection of 
particle size and density is presented. 
Chapter 3 Describes the benchmarking of fluorescent PIV against experimental studies 
in similar test facilities, using a surface piercing flat plate at incidence on the moving carriage 
of the Australian Maritime College towing tank. High fidelity velocity fields were obtained 
using fluorescent seeding media. 
Chapter 4 Compares values of vortex aperiodicity obtained from numerical studies with 
experimentally derived results, using data acquired during the benchmarking process 
described in Chapter 3. Methods of tracking the aperiodic motion of a tip vortex using PIV, 
and during numerical simulation are presented, and the ability of a number of turbulence 
models to simulate large eddies in the free-stream is assessed. The purpose of this numerical 
study was to determine the feasibility of addressing the research topic solely through 
numerical simulation. 
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Chapter 5 Investigates the effect of t-foil submergence on the flow field of the trailing tip 
vortex for two wing tip geometries. The tangential velocities, peak cross-velocity magnitudes 
and circulations are compared. 
Chapter 6 Presents new observations of a t-foil hydrofoil in close proximity to the free 
surface, including tip mechanisms of vortex ventilation at low submergence. 
Chapter 7 Summarises the knowledge gained in each work package and presents 
conclusions and recommendations for future work. 
 
Appendix A Correction for velocity field artefacts due to carriage vibration  
Appendix B Variables for PIV uncertainty analysis using the ITTC guideline 7.5-01-03-03 
Appendix C Image sequence and wake age 
Appendix D Image plates at AoA 8° 
Appendix E Multimedia file showing a tip vortex cavity intermittently advancing 
Appendix F Multimedia file showing cloud cavitation through a particle image  
Appendix G Ventilation study test matrix  
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Chapter 2 Fluorescent Particle Image 
Velocimetry 
 
Theunissen (2012) emphasised the challenge of obtaining flow field measurements adjacent 
to fluid structure interfaces with an editorial in the Journal of Aeronautics and Aerospace 
Engineering. This obstacle, fundamentally limits the ability to characterise the coupling, and 
obtain an understanding of the underlying physics. In test cases with dynamic boundaries, 
the use of fluorescent seeding is a particular advantage, due to the difficulties in optimising 
the camera viewing angle to reduce reflection. 
This chapter begins with a discussion on the use of fluorescent seeding for Particle Image 
Velocimetry (PIV), how this may affect the quality of the data acquired, particularly adjacent 
to reflective surfaces. The requirements for a particle to accurately trace the flow are 
presented, followed by a methodology for the appropriate selection of particle size and 
density. Image capture parameters for PIV are briefly discussed. 
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2.1 PIV 
PIV may be used to non-intrusively obtain instantaneous two and three dimensional 
measurements of a flow field. In its simplest form, the process of PIV involves the acquisition 
of raw particle images, where the tracer particles have been selected to closely follow the 
flow under investigation. The raw images are subdivided into multiple interrogation regions 
and the displacements of particles within these regions measured between two consecutive 
frames of known inter-frame interval. The resulting output is a displacement vector within 
each interrogation window, which when combined form a velocity field. For further 
information on the PIV technique the reader is referred to Raffel, Willert, Werely, and 
Kompenhans (2007). 
In the typical operating conditions of a foil near a free surface, bubbles due to vortex filament 
cavitation, tip ventilation, strut ventilation or entrainment through wave action may be 
present. Acquisition of a flow field data adjacent to such bodies using PIV is often restricted 
due to specula reflection from the laser light sheet as shown in Figure 2-1A from polished 
surfaces, curved surfaces, air/water interfaces such as bubbles or the free surface leading to 
over exposure and possible damage to the image sensor (Schröder, 2008). In Figure 2-2A 
specula reflection is indicated by the white region, whereas in Figure 2-2A only the test 
geometry obscures the velocity field. 
2.1.1 Fluorescent PIV 
In this study, a fluorescent seeding media was used to address the problems associated with 
specula reflection. Through the combination of fluorescent media and high pass camera 
filter, the transmission of the laser or excitation wavelength was reduced and the 
fluorescence wavelength captured (Figure 2-3) resulting in high quality velocity fields in 
close proximity to the geometry and free surfaces.  
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Figure 2-1. Raw particle images from Chittiappa Muthanna, Di Felice, Verhulst, Delfos, and 
Borleteau (2010).(A) Specula reflection resulting from saturation of the image sensor and (B) 
minor reflection within the sensitivity of the image sensor 
 
 
  
Figure 2-2. Time averaged PIV velocity fields obtained adjacent to a flat plate test geometry 
with the flow direction normal to the image plane. The red dashed line marks the perimeter 
of the flat plate test geometry (A) Example of how a flow field may become corrupted by 
specula reflection. The affected part of the image is shown in white. (C Muthanna, Di Felice, 
Michiel, Delfos, & Borleteau, 2010) (B) Flow field obtained using fluorescent PIV showing no 
signs of specula reflection. (Ashworth Briggs, Fleming, Ojeda, & Binns, 2014) 
 
A B 
A B 
 Figure 2-3. Nd:YAG emission 
emission (Berngruber, 2015)
 
2.1.2 Particle size 
Tracer particles used in PIV experiments vary widely
millimetres in diameter, the latter used in large scale expe
where achieving an adequate signal to noise ratio may have been challenging. The density 
the tracer particles varies greatly and in many cases selection may 
availability and cost of materials. 
reader in determining the tracking accuracy 
this study have a mean diameter 
of flow media used in many PIV studies.
2.1.3 Stokes number 
So as to accurately capture the flow field
path line as closely as possible. Stokes law characterises the behaviour 
suspended in a fluid and is 
equation 2-6, using the difference between the fluid and particle velocities 
(Melling, 1997).  
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, and transmission spectra for the 590 nm orange bandpass 
filter (MidOpt, 2017) 
, from less than a micron to several 
riments involving
be 
Often, little or no information is provided to assist the 
of the experiments. The tracer particles used in 
of 57 microns, falling toward the lower bounds 
 
, the particle path line should be matched to the fluid 
applicable when the Reynolds number (Re) 
 
 
absorption and 
 wind turbines 
of 
influenced by the 
of the range 
of particles 
calculated from 
(  ) is ≤ 1 
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where ν is kinematic viscosity of the fluid, which is used when the density of the fluid f  is 
equal to the density of the particle p , and    is the characteristic length and diameter of the 
seeding particle. 
Stokes number (Ns) calculated from equation 2-6 characterises the behaviour of particles 
suspended in a fluid. For a high degree of coupling or ability to match the fluid flow with an 
error of less than 1%, a Stokes number of <<0.1 is recommended (Tropea, Yarin, & Foss, 
2007).  
 
   =
     
  
 (2-2) 
 
 
where    is the particle relaxation time. 
Stokes number may also be defined as in equation 2-6,  
 
   =  
w
n
 
 
  
 (2-3) 
 
 
where ω is angular velocity corresponding to the maximum frequency of disturbances in the 
flow. 
Assuming a drag profile for a spherical particle, the relaxation or response time of the 
particle    describes the time taken for a particle to reach 63.2% of the fluid velocity   , 
while 99% of    is achieved in 4.5   (Novotny & Manoch, 2012).  
    =
    
n
 (2-1) 
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where    is the particle density,     the particle diameter and    the fluid dynamic viscosity.  
The frequency response of high density particles is poor, whereas low density particles will 
over respond. Should particle density equal the fluid density then equation 2-6 simplifies to 
equation 2-5 and the difference in phase lag and amplitude between the particles and the 
fluid will be zero. 
 
   =
  
 
18   
 (2-5) 
 
 
2.1.4 Non spherical particles 
Irregularly shaped small particles are commonly treated as spheres with a fluid-dynamically 
equivalent diameter (Melling, 1997). To obtain the aerodynamic diameter (  ), a dynamic 
shape factor (χ) calculated from equation 2-6, is applied to Stokes law which accounts for the 
effect of irregularity in shape and is defined as the ratio of the resistance force of the 
irregularly shaped particle to that of a sphere with the same volume and velocity (Hinds, 
2012). The    of an irregularly shaped particle is defined as the diameter of a sphere with a 
density of 1000 kg/m3 and the same settling velocity as the irregular particle and is 
calculated from equation 2-6. 
 
χ =
  
3        
 (2-6) 
 
 
where    is the drag force, and    is the diameter of a sphere with an equal volume to that of 
the irregular particle. 
   =
    
 
18   
 (2-4) 
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   =     
  
  χ
 
 
  
 (2-7) 
 
 
where    is the standard particle density of 1000 kg/m3. 
2.1.5 Particle density 
Applying the concept of the energy transfer function to instantaneous particle and fluid 
motion, Melling (1997) references Chao (1964), demonstrating that for neutrally buoyant 
particles the energy transfer functions of the particles and fluid are equal and the particles 
will exactly trace the fluid motion. 
Novotny and Manoch (2012) presented a methodology for determining the tracking 
accuracy for a given flow regime to aid tracer particle selection in PIV experiments. This 
methodology has been applied in this study due to the simplicity and the limitation it places 
with respect to the maximum frequency of the disturbances in the fluid that can be 
measured. The process is outlined in the following section. 
2.1.6 The Novotny methodology for particle selection 
Stokes number (Ns) can be determined from Figure 2-4 for a range of particle densities given 
a desired particle tracking accuracy for the amplitude ratio (), given a known particle to 
fluid density ratio (s), and particle diameter (  ). The phase lag is determined from Figure 
2-5 and subsequently Figure 2-6 enables the user to select an appropriate particle diameter 
based upon the frequency response required to match the fluid flow. 
 
  
Figure 2-4. Dependence 
(Ns), for particles flowing in water and for several values 
density ratios. Reproduced from the results 
 
 
Figure 2-5. Dependence 
particles flowing in water and for several values 
ratios. Reproduced from the results 
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of amplitude ratio (η), on Stokes number
of
of Novotny and Manoch (2012)
 
of phase lag (β) on Stokes number (Ns
of density
of Novotny and Manoch (2012)
 
 
 
 
 
), for 
 
 
 Figure 2-6. Dependence of Stokes number
microns. Reproduced from the results 
 
Using the method presented 
mean diameter and a required accuracy 
a Stokes number of 0.15. Based on 
approximately 0.3, and from 
approximately 1 kHz.  
2.1.7 Particle image size 
Particle image size – the size 
important from the perspective 
image size is smaller than the size 
toward integer values of pixel 
Probability Density Function (PDF) 
(LaVision, 2012). The case of
0 and 1 px displacement on the histogram, whereas peak locking 
distribution between these values.
When the particle image size is greater than the image pixel
obtained. Raffel et al. (2007) 
to a reduction in the RMS uncertainty in the cross correlation. 
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 (Ns),  on frequency (f) for a range 
of Novotny and Manoch (2012)
above, in the case of neutrally buoyant particles 
for the amplitude ratio of 99%, Figure 
Figure 2-5, a Stokes number of 0.15 returns 
Figure 2-6 we find a maximum frequency response 
of the particle image in pixels (px) on the imaging sensor
of the uncertainty of the velocity field. When the par
of the sensor pixel, peak locking occurs, 
displacement. Peak locking can be monitored from the 
of the pixel displacements of the velocity components
 no peak locking will appear as a uniform distribution between 
results in 
 
 size sub pixel resolution can be 
demonstrated that optimisation of the particle image size leads 
 
 
of particle size in 
 
of 57 micron 
2-4 indicates 
a phase lag of 
of 
 – is 
ticle 
resulting in a bias 
 
a bias in the 
 Figure 2-7 shows that for single exposure/double frame PIV a decrease in the size 
correlation window results in a reduction in the optimal particle image diameter at the 
minimum value of the RMS uncertainty.
 
Figure 2-7. RMS uncertainty in the PIV cross correlation with respect to particle image 
diameter for a range 
exposure/double frame data acquisition.
 
In this study, the mean particle pixel size was calculated as 1.5 px, which using the data 
presented by Raffel et al. (2007)
correlation window of 16 x 16 px for single exposure
Neutrally buoyant materials provide a limited opportunity to tailor the optical setup through 
variation of the particle size, 
view, other than by aperture 
2.1.8 Particle Image Density
The volumetric density and homogeneity 
velocity components through the measurement volume combine to affect the particle image 
density of the captured images and 
Adrian (1991) determined that the probability 
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of interrogation window sizes. Simulated data for single 
 Reproduced from the results of Raffel 
 results in an RMS uncertainty of approximately 0.05 px for a 
/double frame data acquisition. 
in order to vary the particle image size for the required field 
control as described by Adrian (1997). 
 
of the tracer particle dispersion, particle shift 
thus affect the probability of valid detection. 
of valid detection deteriorates as particle 
 
of the 
 
et al. (2007) 
of 
and 
Keane and 
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image density reduces or an increased proportion of seeding media moves out of the 
measurement volume, due to either in plane or through plane motion. 
2.1.9 In plane loss 
In plane loss of particle image density is due to the planar particle image shift of particle 
pairs out of the interrogation window between frames. The magnitude of the particle image 
shift affects the minimum size of the interrogation window that can be used, with the 
probability of valid detection falling due to the reduction in particle pairs. For a given flow, 
reduction of the interframe interval will reduce the particle image shift and hence enable the 
use of a smaller interrogation window. In general in plane particle displacement should be 
limited to <25% of the interrogation window size. For this study, a 25% particle shift and 
interrogation window size of 16 x 16 px, with between 6 and 7 particle pairs achieving a 
95% probability of valid detection was determined based on the simulations by Raffel et al. 
(2007). 
2.1.10 Out of plane loss 
When considering 2D PIV, out of plane loss of correlation is due to the effect of flow 
perpendicular to the light sheet and is linearly related to the reduction in particles recorded 
in both images. To obtain a valid detection probability of > 95%, 75% of the original particle 
pairs must remain within the thickness of measurement volume illuminated by the light 
sheet, resulting in > 5 particle pairs per interrogation window for single exposure/double 
frame PIV (Raffel et al., 2007). Control of this fraction is achieved through variation of the 
interframe interval, such that the through plane particle displacement is < 25% of the light 
sheet thickness. Discussion of methods used to account for highly three dimensional flows in 
the PIV setup and post processing can be found in Raffel et al. (2007), p.176. 
2.1.11 Interframe interval 
Section 2.1.8 shows that the interframe interval (Δt) between the first and second exposure 
in a PIV system controls the number of particle pairs remaining within the interrogation 
volume for both images captured in double frame PIV. For this study the maximum value of 
Δt was calculated such as to maintain a through plane particle displacement of <25% of the 
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light sheet thickness. Δt may then be reduced to control the size of the interrogation window, 
providing due consideration to the signal to noise ratio is made. 
2.2 Particle Image Velocimetry Limitations 
The limitations of PIV with respect to this study are outlined in the following sections. 
2.2.1 Swirling and shear flows 
In certain cases, such as in swirling or high shear flows, additional body forces act upon the 
tracer particles. In the case of swirling flows, if particle density is incorrect the tracers will 
slip through the fluid as the drag provides inadequate centripetal force to maintain the 
location of the tracer particles within the fluid (Melling, 1997). In Chapters 5 of this thesis, 
radial slip has been evaluated by quantification of the radial velocity component in the flow 
field of the wing tip vortex core. 
2.2.2 Seeding and management of tracer particle dispersion 
The use of PIV systems in large test facilities, such as model test basins and towing tanks, 
introduces the problem of maintaining the intended seeding concentration and homogeneity 
within the measurement volume, due to the impracticality of seeding the entire facility. In 
the studies described in this thesis, a multi-fingered seeding rake was used to disperse a 
concentrated suspension of tracer particles along the path of the test geometry, similar to the 
approach described by Xu, Molyneux, and Bose (2005). An initial seeding concentration was 
obtained prior to data acquisition through multiple ‘seeding’ runs, until a sufficient particle 
image density was measured using the particle density metric on the Davis software, and 
additionally confirmed through calculation of velocity uncertainty fields. Subsequently, the 
seeding concentration was monitored though observation of the quality of the velocity fields 
through sampling the velocity uncertainty fields of each test run. A reseeding interval was 
subsequently determined, whereby the seeding rake was deployed intermittently and the 
test volume reseeded. 
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2.2.3 PIV system installation on a moving carriage 
The PIV equipment was rigidly mounted and braced to the towing tank carriage to minimise 
local inertial effects on the test equipment caused by random carriage motions. Minor effects 
on the velocity fields, due to rigid body motion of the carriage were then post processed from 
the results as described in Appendix A. The camera and light sheet were adjustable on linear 
rails aligned with the z-axis, with the relative separation between the camera and light sheet 
on the x and y axes fixed throughout each study, in order to maintain a constant 
measurement volume and minimise the number of image calibrations required. The position 
of the test geometries along the X axis was adjustable so as to enable acquisition of multiple 
streamwise measurement planes. Upstream effect of the periscope on the flow field might be 
ascertained using a non intrusive measurement of the flow field in the future using the 
technique of Laser Doppler Velocimetry to measure the flow field both with and in the 
absence of the periscope. 
Chapter Summary 
In this chapter the methodology of particle selection and the setup parameters for 2D PIV 
have been described. Fluorescent PIV has been discussed, and shown to result in high fidelity 
velocity fields in challenging conditions. Neutrally buoyant particles have been shown to 
provide an opportunity to optimise the PIV setup parameters, permitting greater freedom in 
the selection of particle size. 
In Chapter 3, the benchmarking of PIV on the moving carriage of the AMC towing tank is 
completed with the successful reproduction of previously published experiment results. The 
effect of the periscope on the flow field could not be determined due to the slight difference 
between the validation data sets. Given the streamwise distance of >10 chord lengths 
between the NACA0012 test geometry used in chapters 5 and 6, and periscope the effect of 
the periscope on the flow field was outside the scope of this study. It is one of the key points 
learned and a recommendation from the PIV experiments undertaken in this study that that 
negative control experiments should be performed and form part of any PIV guideline. 
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Chapter 3 Benchmarking Particle Image 
Velocimetry on the Moving Carriage of the 
Towing Tank  
This chapter presents the study used to benchmark PIV on the moving carriage of the 
Australian Maritime College. The citation for the research article is: 
Ashworth Briggs, A., Fleming, A., Ojeda, R., & Binns, J. (2014). Tracking the vortex core from a 
surface-piercing foil by Particle Image Velocimetry (PIV) Using Fluorescing Particles Paper pre-
sented at the 19th Australasian Fluid Mechanics Conference Melbourne, Australia 
The following conference paper was presented at the 19th Australasian Fluid Mechanics 
Conference, in Melbourne, Australia, 8-11th December 2014. The manuscript has been 
reformatted otherwise it has been included without alteration. 
Chapter 3 has been removed 
for copyright or proprietary 
reasons. 
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3.7 Chapter Summary 
In this chapter the methodology for using PIV on the moving towing tank carriage at the AMC 
has been described and benchmarked against previous experimental studies by INSEAN and 
MARIN in similar test facilities. The capability of capturing high fidelity velocity fields in a 
challenging environment using in-house manufactured fluorescent seeding media adjacent 
was demonstrated. 
The question does remain if it is possible to use numerical methods to understand the 
detailed flow regimes of a tip vortex near the free surface. The following chapter uses the 
experimental data obtained in this chapter to validate numerical simulations. Methods of 
tracking the aperiodic motion of a tip vortex using PIV, and during numerical simulation are 
presented, and the ability of a number of turbulence models to simulate large eddies in the 
free stream assessed. The purpose of the numerical study was to determine the feasibility of 
addressing the research topic solely through numerical simulation. 
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Chapter 4 Tracking the vortex core from 
a surface-piercing flat plate by Particle 
Image Velocimetry for numerical valida-
tion. 
This chapter was accepted in March 2018 and the unedited manuscript included in this 
thesis incorporates the reviewer’s comments. The citation for the research article is: 
Ashworth Briggs, A., Fleming, A., Duffy, J. & Binns, J.R. (2018). Tracking the vortex core from a 
surface-piercing flat plate by particle image velocimetry and numerical simulation. Proceedings of 
the Institution of Mechanical Engineers, Part M: Journal of Engineering for the Maritime Envi-
ronment. 
In the previous chapter, PIV on the moving towing tank carriage at the AMC was 
benchmarked against published experimental results, and in-house manufactured 
fluorescent seeding medium was demonstrated to be capable of achieving the acquisition of 
high fidelity velocity fields. 
In this chapter the validity of two numerical turbulence models – the Menter Shear Stress 
Transport model (SST) and the recent Scale Adaptive Simulation Shear Stress Transport 
model (SAS SST), using the volume fraction method and CFX solver – are evaluated with 
attention to the persistence and behaviour of swirling flows as they move down stream, 
away from the test geometry. The feasibility of addressing the research topic solely through 
numerical simulation is also considered. 
Using the PIV setup described in Chapter 2 and the experimental setup and PIV data 
obtained in Chapter 3, this chapter presents a further investigation of a tip vortex generated 
by a vertical surface piercing flat plate. It is hypothesised, that the measured aperiodic 
motion of the tip vortex may influence the inception of tip ventilation. Vortex motion was 
monitored for the experiments and a method for tracking the aperiodic motion of a tip 
vortex during numerical simulation is presented. 
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4.1 Abstract  
The wake flow around the tip of a surface piercing flat plate at an angle of incidence was 
studied using 2D Particle Image Velocimetry (PIV) as part of benchmarking the PIV 
technique on the moving carriage in the Australian Maritime College (AMC) towing tank. PIV 
results were found to be in close agreement with those of the benchmarking work presented 
by the Hydro Testing Alliance (HTA), and a method of tracking the tip vortex core near a free 
surface throughout numerical simulation has been demonstrated. Issues affecting signal to 
noise ratio, such as specula reflections from the free surface and model geometry were 
overcome through the use of fluorescing particles and a high pass optical filter.  
Numerical simulations using the ANSYS CFX Solver with the volume of fluid (VOF) method 
were validated against the experimental results, and a methodology developed for tracking 
the location of the wandering vortex core experimentally and through simulation. The ability 
of the Scale Adaptive Simulation Shear Stress Transport (SAS SST) turbulence model and the 
Shear Stress Transport (SST) model to simulate three dimensional flow with high streamline 
curvature was compared. The SAS SST turbulence model was found to provide a 
computationally less resource intensive method of simulating a complex flow topology with 
large eddies, providing an insight into a possible cause of tip vortex aperiodic wandering 
motion. At high angles of attack vortex shedding from the leading edge separation of the test 
geometry is identified as a possible cause of the wandering phenomena.  
In this study the vortex centre and point of extreme core velocity were found not to be co-
located. The point of extreme streamwise velocity within the vortex core was found to be 
located within half the vortex radius of the vortex centre. 
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4.2 Introduction  
Hydrofoils on sailing yachts operate in critical proximity to the sea surface. When foils 
operate in this regime tip ventilation has been observed (T Barden, 2012; Emonson, 2009), 
where a pathway is formed through tip vortex interaction with the free surface. Small 
amounts of ventilation may result in a ventilated cavity that trails either from the tip or flap 
termination for a period of time before detaching (Gulari, 2009). More extensive ventilation 
via the same route will form sheet ventilation of the foil and a catastrophic loss of lift, causing 
control issues or the foil borne vessel to crash down, which, with speeds often exceeding 20 
ms-1 (Gray, 2013), elevates structural loadings and risk to on-board personnel (Ashworth 
Briggs et al., 2014).  
Tip vortex axial core velocities Uaxial – the velocity component aligned with the local vortex 
axis - have been reported to be in the order of 1.3 to 1.8 times the free stream velocity (U∞) 
(Chigier & Corsiglia, 1971; Chow, Zillac, & Bradshaw, 1997; Green & Acosta, 1991) with 
fluctuations in Uaxial as large as the free-stream velocity (Green & Acosta, 1991), possibly 
explaining the seemingly random occurrence of ventilation. Application of the Bernoulli 
equation indicates that local increase in velocity will result in a corresponding reduction in 
pressure, which would eventually lead to vortex filament cavitation. Approaching stall, flow 
separation around a wing tip may result in the formation of multiple vortex cores (Anderson 
& Wright, 2000) with the leading vortex from the high pressure surface merging with a 
second vortex from the low pressure surface forming a helical vortex structure.  
T-foil hydrofoils are operated in close proximity to the free surface due to the requirement to 
minimize strut drag (Binns et al., 2008), thus placing the hydrofoil close to free surface 
perturbations which Wright et al. (1972) observed to grow just prior to the inception of strut 
ventilation. When the wandering vortex changes direction, vortex kinks form with an 
elevated Uaxial (Green & Acosta, 1991) indicating that the characteristics of the wandering 
vortex, and not just the proximity of the foil to the free surface might be causal to the 
inception of tip ventilation.  
Vortex meander or wander has been described as aperiodic (Bhagwat & Ramasamy, 2012), 
with wandering amplitude growing with increase in stream-wise distance or wake age from 
the hydrofoil and decreasing with angle of incidence and free stream velocity. It might be 
shown that a vortex with a greater range of motion has a higher probability of interacting 
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with the free surface. With downstream progression, the vortex core has been found to move 
both upward and inward toward the wing root (Oh & Suh, 2009) decreasing free surface 
proximity, thus potentially increasing the probability of ventilation. This vortex path 
partially explains the susceptibility of tandem foil borne vessels with fore and aft foils such 
as the International Moth Class sailing dinghy, to ventilation events of the rudder T-foil. The 
typically lower submergence of the rudder foil or bow down hull trim results in the 
placement of the transverse rudder foil directly in the main foil tip wake, potentially 
exposing the rudder transverse foil to vortex filament cavities and entrained air from the 
free surface. 
Accurate simulation of the swirling flows in a wing-tip vortex using numerical modelling 
(CFD) requires the selection of an appropriate turbulence model. Isotropic eddy viscosity 
and single length scale restricts the ability of RANS models such as the two-equation eddy 
viscosity k - e model (Egorov, Menter, Lechner, & Cokljat, 2010) in capturing high streamline 
curvature, regions of high velocity gradient and normal stress components in the vortex core. 
Menter SST incorporates the Bradshaw hypothesis, sensitizing the eddy viscosity to the 
transport of the shear stress magnitude, correcting the unsatisfactory performance in 
adverse-pressure-gradient flows. The turbulent structures are rapidly diffused in the free 
stream, preventing vortex interactions, for example by dissipating vortices that detach from 
the leading edge of a foil prior to any interaction with the wing tip vortex.  
The Scale Adaptive Simulation (SAS) turbulence model applies a baseline SST model around 
the solid body and a Large Eddy Simulation (LES) like behaviour in regions of swirling flow 
and high velocity gradient. Local change of curvature correction is achieved by dynamic 
adjustment of the von Karman length-scale (Egorov et al., 2010), providing increased 
resolution of eddies and prolonged existence in the free stream with reduced computational 
resource requirement. 
A further improvement proffered to resolve the problem associated with linear eddy 
viscosity models (EVM) is the Baseline Explicit Algebraic Reynolds Stress Model (BSL 
EARSM). EARSM is a non-linear EVM that is an explicit model of the Reynolds stress tensor 
(Hellsten & Walllen, 2009), providing an intermediate solution between linear EVMs and the 
Reynolds stress models without resorting to calculation of the six Reynolds stress tensors. 
While EARSMs provide an improved description of the physics into a two equation model, 
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their ability to model swirling and rotating flows is still limited (Menter, Garbaruk, & Egorov, 
2012). The Baseline model (BSL) is identical to the Menter SST model with exception of the 
expression of the turbulent eddy viscosity and the constant for the k-w closure (Rumsey, 
2015).  
PIV can be used to make instantaneous measurements with high spatial resolution across a 
flow field without the intrusion into the flow field required by Pitot tube measurement. The 
resulting experimental velocity fields may then be compared directly with CFD results, thus 
enabling the validation of the CFD setup parameters and turbulence model. 
One of the greatest hurdles associated with PIV is maintaining good signal to noise ratio 
where specula reflection from test geometry, free surface or entrained bubbles is present 
(Pedocchi et al., 2008). Image quality is compromised if excessive illumination causes glare 
which may affect a larger region than any localised reflection; where the light intensity used 
is at the minimum intensity required to illuminate the seeding particles. Methods for 
minimising specula reflection include the use of low-reflectivity paint or in certain instances 
an acrylic insert (Chittiappa Muthanna et al., 2010). Often these methods are insufficient in 
cases of complex geometry and high light intensity where the reflected light can damage the 
image sensors. 
Fluorescing particles have been used for PIV seeding advantageously in proximity to the free 
surface or in multi-phase flows (Towers, Buckberry, & Reeves, 1999), increasing the signal to 
noise ratio through suppression of optical noise reflected from the laser source. These 
particles fluoresce at a different wavelength to the excitation wavelength of the laser; 
enabling filtering of reflected laser light prior to image acquisition (Pedocchi et al., 2008). 
Filtering the reflected light enables capture of the flow field in close proximity to reflection 
from bubbles, vortex filaments with entrained air and the free surface, all of which are 
present during a hydrofoil tip ventilation event. Selection of neutrally buoyant particles 
ensures a high fidelity of flow tracing (Melling, 1997) and when deployed using a seeding 
rake (Molyneux et al., 2007) the homogeneity of the seeding is improved. 
The Hydro Testing Alliance (HTA) investigated the flow around a vertical flat plate at various 
incidence angles using PIV with the aim of providing a benchmarking strategy for 
hydrodynamic facilities, such that repeatable experimental results could be obtained from 
large test facilities across the world when investigating flows with common characteristics 
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that pose substantial challenges to PIV (Bortleteau et al., 2009). The HTA experiments were 
conducted using stereo PIV in the deep water tank facilities of the Maritime Research 
Institute Netherlands (MARIN), the Italian Ship Model Basin (INSEAN), and the Delft 
University of Technology (TUD) circulating water channel. The study found good agreement 
between results of similar facilities (Chittiappa Muthanna et al., 2010). In 2014 the HTA 
benchmarking study was accepted as ITTC Guideline 7.5-01-03-04 for PIV benchmarking. 
In addition to benchmarking PIV on the moving carriage of the AMC towing tank, this study 
aimed to increase the understanding of the causes of tip ventilation and aid the appropriate 
selection of turbulence models in future studies through the following: 
o Ascertain if the vortex centre and point of extreme core velocity are co-located 
o Test a methodology for tracking the motion of the tip vortex in both experimental 
and numerical studies 
o Compare the ability of the SAS SST turbulence model with the SST model to simulate 
three dimensional flow with high streamline curvature 
4.3 Physical Experimental Setup 
Experiments were carried out using the AMC towing tank manned variable speed carriage at 
a speed of 0.4 ms-1. The tank has a depth of 1.5 m, width of 3.5 m and length of 100 m. 
However, the towing tank run length was limited to approximately 80 m due to laser 
Workplace Health and Safety (WHS) screening requirements. 
The benchmark model is a rectangular, 500 mm wide by 800 mm high plate with a thickness 
of 6mm manufactured from stainless steel 316 with leading and trailing edges radii of 3mm, 
differing from the dimensions of the HTA test geometry by 0.35 mm in thickness and 0.175 
mm in edge radius. In order to reduce reflection, the model was coated with black low-
reflectivity paint. 
The model was mounted normal to the horizontal plane and at incidence of 20o to the 
incoming flow. The lower edge of the model was immersed to a depth of 300 mm.  
 
Chapter 4  
 
41 
 
 
 
  
Figure 4-1. Setup of the PIV physical experimental setup mounted on the towing tank 
carriage3 (A) 3D view and (B) Plan view 
4.3.1 PIV setup 
A carriage mounted New Wave Solo 120-mJ double pulsed Nd:YAG laser with underwater 
sheet optics, and a LaVision sCMOS double shutter 16 bit camera with 2560 x 2160 pixels, 
60 mm lens and high pass filter were used to capture images normal to the flow direction. 
The underwater light sheet optics and air filled periscope were positioned 950 mm to the 
side and 1400 mm downstream of the region of interest, capturing a field of view 310 mm 
high by 370 mm wide. 
A custom built inverted periscope was used to keep the camera accessible above the free 
surface and to provide full in-situ manual camera control and adjustment (Figure 4-2). The 
shorter light path through water from the periscope to the region of interest, as compared to 
a camera mounted in a submerged housing, was anticipated to reduce light loss due to 
scatter and diffusion from suspended particles (Figure 4-1). 
Fluorescent particles of 57 micron mean diameter, coloured with Rhodamine 6G dye were 
manufactured in-house and deployed using a multi-fingered seeding rake. In order to 
achieve a homogenous suspension the seeding rake was deployed between runs as the 
carriage reversed to the start position and was then retracted for prior to data capture so as 
not to disturb the flow field. 
To obtain a valid detection probability of > 80%, an inter-frame interval of 2.5 milliseconds 
at a frequency of 15 Hz, was used to capture the 128 instantaneous velocity fields required 
for each data set. Using these settings and a light sheet thickness of approximately 4 mm it 
                                                                        
3 The physical experimental setup is the same as that described in chapter 3. The same experimental data t is 
used in both Chapters 3 & 4 of this thesis. 
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was calculated that 75% of particles would remain within the light sheet for each image pair 
based upon the study by Keane and Adrian (1991) which determined that the probability of 
valid detection deteriorates as particle image density reduces or an increased proportion of 
seeding moves out of the measurement volume due to either in or through plane motion. 
During the PIV setup process test runs were completed to determine if an adequate particle 
image density had been achieved. The resulting particle image density enabled capture of 
velocity fields using interrogation windows of 24 x 24 pixels which equates to between 6 and 
7 particle pairs required to achieve a 95% probability of valid detection (Raffel et al., 2007). 
 
  
Figure 4-2. Carriage mounted periscope (A) 3D view and (B) Section view 
 
Two runs were completed for each of the measurement planes. Velocity fields were recorded 
at each plane by translating the test geometry backward and forward in the direction of the 
free stream flow with the optical and laser system in a fixed location. The location of the 
measurement planes in relation to the trailing edge of the plate in the x direction were 100, 
18, -100 and -360 mm. 
Image calibration was carried out using Davis 8.1.3 software with a 3rd order polynomial fit 
model, resulting in a standard deviation for the fit of 0.61 pixels. An approximate peak lock 
value was calculated as 0.048. Multi-pass cross correlation of the PIV data, with decreasing 
window size from 32 x 32 to 24 x 24 pixels, and 50% overlap was completed with the test 
geometry geometrically masked as required. 
Mounting
column
Camera
Periscope
body
Mirror
Acrylic
window
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4.3.2 PIV Uncertainty 
PIV Uncertainty analysis was completed according to ITTC guideline 7.5-01-03-03. The 
methodology provides a type B evaluation of the combined uncertainties in the 
measurement of the flow field considering the PIV subsystems (Table 4-1) and should be 
combined with the experimental uncertainty. 
Combined PIV uncertainties in this study are calculated using the method described by 
Beckwith, Marangoni, and Lienhard (2006) as the square root of the sum of the squares of 
the accumulation of spatial and temporal uncertainties from the sub-systems.4 The sub-
systems listed in Table 4-2 result in combined uncertainties in cross velocity (  ) of 0.012 
ms-1 and position (  ) of 1.78 mm. These values were then combined with the experimental 
uncertainty. 
 
Table 4-1 Propagation of uncertainties relevant to PIV 
Uncertainties propagated to uu Uncertainties propagated to ux 
Accuracy of the reference image 
Image distortion due to lens and CCD 
Board position & alignment to light sheet 
Perpendicularity of camera view 
Delay generator 
Pulse time 
3D perspective effects 
Digital error 
Non-uniformity of distribution 
Origin correlation 
Magnification factor 
 
  
                                                                        
4      =  
  
    
 ….  
 
 
  where    … .     are the spatial and temporal variables of the subsystems described in 
ITTC Guideline 7.5-01-03-03 
 Table 4-2. Values of the variables applied for this PIV uncertainty 
Target Flow of Measurement
Target flow 
Measurement facility 
Measurement area 
Uniform flow speed 
Max flow speed 
Calibration 
3rd order polynomial mapping
  
  
Magnification factor  
Flow Visualisation 
Tracer particle 
Average diameter 
Standard deviation of diameter
Average specific gravity 
Light source 
Laser power 
Thickness of laser light sheet
Time interval 
Image Detection 
Camera 
Spatial resolution 
Sampling frequency 
Grey scale resolution 
Cell size 
Optical System 
Distance from the target 
Length of focus 
Aperture (f number of lens)
Perspective angle 
Data Processing 
Image masking 
Image correction 
Image pre-processing 
Pixel unit analysis 
Multi pass mode 
Vector post-processing 
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2-D water flow 
 
Towing tank (L 100m, W 3.5m wide, D 1.5m)
 
370 x 310 mm2 
 
0.40 ms-1 
 
0.41 ms-1 
 
  
  
 
470 mm 
 
1620 pixels 
 
0.145 mm/pixel 
 
Spherical Carnauba 
 
0.057 mm 
 0.0062 mm 
 
0.999   
 
Double pulse Nd:Yag Laser 
 
130 mJ 
 
 
4 mm 
 
2.5 ms 
  
  
 
2559 x 2159 pixels 
 
15 Hz 
 
16 bit 
 
6.5 x 6.5 micron 
  
  
 
1400 mm 
 
60 mm 
 
 
8   
  6.07 o 
 
As required for test geometry 
 
3rd order polynomial mapping 
 
None 
 
Cross correlation method 
 
(1x32x32 50 % overlap) 
(1x24x24 50 % overlap - auto interrogation)
 
Delete vector if its peak ration Q< 1.03
2 x Median filter - remove and replace
Remove if diff to average   > 2  
Denoising: 7x7     
Remove groups with < 5 vectors 
Delete Vector if peak ratio Q<1.25 
Fill-up empty spaces (interpolation)
 
analysis 
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4.3.3 Experimental Error 
Combined experimental uncertainty of    ±0.5 mm and    ±1.1 mm were calculated in 
respect of the flow field position relative to the geometric datum. The sub-components of the 
uncertainties are listed in Table 4-3, these are Type B errors associated with the use of 
analogue devices during the measurement of the plate submergence depth, angle of attack 
(AoA) and positioning of the datum pin. Error arising from uncertainty of the camera 
alignment and variation in the carriage speed was accounted for within the calculation for 
PIV uncertainty.  
 
Table 4-3. Sources of experimental uncertainty 
Source of error Uncertainty ±[mm] Angle [o] 
 x y z  
Plate AoA - - - 0.04 
Geometric datum - 0.5 0.5 - 
Submergence depth - - 1.0 - 
 
4.4 Numerical Simulation Set-up 
For this study the ANSYS CFX commercial CFD solver was used with a high resolution 
advection scheme that reduces to first order near discontinuities. The second order 
backward Euler transient scheme is an implicit scheme modified for volume fractions to 
incorporate boundedness, which prevents nonphysical solution oscillations. The high 
resolution turbulence numeric increases the order-accuracy of the discrete approximations 
for the advection scheme and defines the discretisation algorithm for the transient term. 
The homogenous Eulerian–Eulerian multiphase model, using the Volume of Fluid (VOF) 
method, where a common flow field is shared by the fluids results in “a single phase 
transport equation, with variable density and viscosity” (ANSYS, 2009). The interphase 
transfer and buoyancy models enabled transfer between the phases through the free surface 
and the inclusion of subsequent buoyancy forces on any bubbles. The multiphase control 
volume fraction was coupled and the initial volume-fraction was smoothed by volume-
weighting. First layer height and non-dimensional first layer height are listed with additional 
variables in Table 4-4. 
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Each simulation of 20 seconds duration was run with 2 millisecond time steps and 1-3 
iterations per time step. The solution required approximately 155 hours run time using 23 
quad core Intel i7 CPU, each with 8 GB of RAM running on a Red Hat Linux OS. 
BSL EARSM and SST steady state simulations were also completed for validation of the 
simulation setup against time averaged experimental and benchmark data. The transient 
simulations were completed using the SAS SST and SST turbulence models for the purpose of 
investigating large scale eddy interaction with the tip vortex. All transient simulations used 
an initial steady state condition calculated using SST, the first 6000 time steps or 12 s of 
simulation time was then excluded to allow propagation of the transient flow characteristics 
past the test geometry into the downstream model space. The remaining 8 s of stable 
simulation was equal to the duration of the PIV data obtained for each test run. 
 
Table 4-4. Variables used in the simulation setup for the fine grid 
Variable Value Unit 
Plate mesh element length   
- High pressure surface 0.0040 [m] 
- Low pressure surface 0.0024 [m] 
- Y+ 1.08  
- Y1 4.81 x 10-5 [m] 
- Inflation layers 30  
- Growth rate 1.1  
   Free surface mesh element thickness 
- Middle layer 0.00056 [m] 
- Middle bias factor none  
- Top / bottom  0.0024 [m] 
- Top / bottom bias factor 8  
   Rectangular cuboid body   
- Element length 0.004 [m] 
- Growth rate 1.1  
      Low pressure region body   
- Element length 0.0025 [m] 
- Growth rate none  
   Re 224,070  
U∞ 0.40 [ms
-1] 
c 0.50 [m] 
Transient time step 0.002 [s] 
Turbulence models SST / SAS SST / BSL EARSM 
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The fluid domain shown in Figure 4-3 measured 3.5 m wide x 1.5 m deep x 17.5 m long, the 
width and depth dimensions representing the cross-section of the AMC towing tank, and the 
longitudinal distance to the far field boundaries of the inlet and outlet selected based upon 
the results from a far field proximity sensitivity study by Ashworth Briggs (2014) which 
studied the effect of the far field on the resolved forces of an aerofoil, determining less than a 
2% effect on the resolved drag force with inlet and outlet at 5 and 30 chord lengths 
respectively. 
Boundary conditions of free-slip walls were applied to the bottom and side walls of the tank, 
with a no-slip wall for the test geometry. The top of the domain was open with ambient 
pressure applied, and the outlet open with a linear correction for hydrostatic pressure 
applied, inlet turbulence was set to zero gradient. The test geometry was modelled with the 
exclusion of the PIV periscope assembly from the experimental setup illustrated in Figure 
4-1. 
 
 
 
Figure 4-3. (A) Schematic representation of the multiphase fluid domain (B) Mesh refinement 
schematic diagram 
 
An unstructured mesh was used except in the region of the free surface, where 3 structured 
layers were created. The 0.01m thick central layer was divided into 18 elements of equal 
thickness. Above and below the central layer, 0.015 m thick inflation layers were created 
with 8 divisions and a growth rate scaling from the mesh thickness of the central layer to 
that of the general mesh. 
The test geometry was meshed with elements of length 0.004 m on the high pressure surface 
and 0.0024 m on the low pressure surface. A rectangular cuboid body of influence with cross 
section of 0.8 x 0.8 m and projection from 0.15m above the surface to 0.7 m below the 
B A 
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surface was then centred horizontally upon the test geometry with a local mesh sizing of 
0.004 m and growth rate of 1.1 (Figure 4-3). An additional body of influence is shown 
positioned over the low pressure region of the model and the region of the tip vortex, 
extending downstream beyond the measurement region, where the element length was 
maintained at 0.0025 m according to the requirement to capture the complex flow topology 
due to the stalled angle of incidence. Additional mesh details are listed in Table 4-4.  
4.4.1 CFD Uncertainty 
CFD uncertainty was calculated based on the iteration and discretisation errors using the 
RMS normalized residuals for U, V and W momentum and mass, turbulent kinetic energy and 
frequency. Peak velocity magnitude (| ⃑|) and velocity curl (F ⃑ ) within the vortex core were 
recorded as field metrics.  
The fluid domain was discretised using coarse, medium and fine grids of 3.1, 4.4 and 7.1 
million nodes respectively. The residuals for the simulations are presented as a function of 
grid resolution in Table 4-5, with the RMS residuals of the transient simulations being 
indicative of a well converged solution at ≈10-5.  
All grids adequately resolved the hydrodynamic forces, as drag force typically converges 
subsequent to the lift force. The small oscillation in drag may be attributed to insufficient 
discretisation to fully resolve the von Karman vortex street. Field metrics of peak velocity 
magnitude (| ⃑|) and curl of the velocity field (F ⃑ ) were measured on the plane 100mm 
downstream of the trailing edge. While | ⃑| oscillates similarly to drag, the monotonic 
increase of F ⃑  with increase in grid resolution indicates that the flow topology will develop 
further with increase in grid resolution. The order of convergence between the integral 
quantities of lift and the field metrics differs as described by Ferziger and Perić (2002). The 
continuing convergence of F ⃑  is indicative that the diameter of the vortex may alter with 
further grid refinement, and that in order to undertake a detailed numerical simulation of a 
tip vortex that accurately represents the fluid flow topology requires the use of appropriate 
vortex field metrics. Using Richardson extrapolation a value of  F ⃑   =  18.36 s-1 is obtained for a 
grid independent solution, the error on this value has been taken as the uncertainty in the 
size or shape of the vortex. The level of convergence is considered adequate considering the 
aims of this study and the available computational resources. 
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Table 4-5. Grid convergence metrics 
Mesh Nodes 
(million) 
Elements 
(million) 
Drag 
[N] 
| ⃑| 
[ms-1] 
F ⃑     
[s-1] 
 F ⃑  RMS Residuals  
Mom & Mass, TKE & 
Tfreq 
Coarse 3.1 11.3 4.04 0.308 12.9 0.30 ≈ 10-5 
Medium 4.4 16.1 4.26 0.305 14.8 0.20 ≈ 10-5 
Fine 7.1 26.0 4.04 0.316 16.0 0.13 ≈ 10-5 
5 
4.5 Vortex Tracking 
A method of determining the vortex core U velocity component (Ucore) and position (Uyz) of 
the vortex following calculation of each time step during numerical simulations was scripted 
using ANSYS CEL, enabling reduction in the post processing and storage overhead while 
increasing the temporal resolution of the results. The technique does not rely upon any 
vortex identification methodology and is simple to implement given a priori knowledge that 
a finite lifting surface at angle of attack will generate a tip vortex, and that the Ucore of such a 
vortex has a flow velocity that differs from U∞ as demonstrated by Chigier and Corsiglia 
(1971), Chow et al. (1997) and Green and Acosta (1991). For the purpose of this study there 
is assumed to be no convection acting upon the vortex. A search volume is defined in the 
model space that represents the thickness and location of the laser light sheet, enabling 
direct comparison with results acquired from the two dimensional PIV experiments. 
Considering the two dimensional Rankine vortex model, static pressure reduces significantly 
at the core with the minimum pressure obtained at the axis of the vortex. Alekseenko, Kuibin, 
and Okulov (2007) shows that by substituting velocity profiles from the Rankine vortex into 
the Euler equation, the pressure distribution of the vortex can be obtained, with the 
minimum pressure (    ) obtained from Equation 4-1. 
     =  ∞ −
     
4
 (4-1) 
 
                                                                        
5 For the numerical simulations convergence of the steady state simulations was achieved without variation of 
the steady state time variable. For the transient simulations values of courant number of ≤ 1 were used. The im-
ages presented depicting eddies for qualitative comparison from the transient simulations were selected where 
the flow had stabilised. 
 where    is the ambient pressure, 
diameter of the vortex core. 
The point Uyz was determined from the simulations as the point of extreme stream
velocity within the vortex core, with the point 
energy calculated from the cross velocity of the two dimensional velocity fields
Muthanna et al. (2010) and 
achieving close agreement in the location of a vortex core. Hence, based upon the premise 
that the vortex U, V and W velocity components 
geometric location both methods are comparable and the complexity of the numerical search 
algorithm reduced. In order to further simplify the identification of the tip vortex core, a 
reduced search volume is 
secondary vortices contaminating the dataset. A flow chart describing the tracking process is 
presented in Figure 4-4. 
 
Figure 4-4. CFD and experimental vortex tracking methodology
 
4.6 Results 
The combined uncertainties presented 
accumulation of the uncertainties from 
by Beckwith et al. (2006). The resulting combined P
position of    ± 2.08 mm and velocity of 
in the following figures. 
Isolate the search volume to the region surrounding the 
Identify the point of extreme streamwise velocity 
or kinetic energy within the search volume 
Identify the coordinates of the extrema 
Log the variables throughout the simulation or from the 
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  the density of the fluid,   the angular velocity and 
Coreyz being the point of minimum kinetic 
Ashworth Briggs et al. (2014) used Uyz and Core
appear to reach extreme values
specified around the tip vortex to prevent the presence of 
 
are the square-root of the sum of the squares of the 
the experimental and PIV sub-systems
IV and experimental uncertainty
   ± 0.012 ms-1 has been indicated 
vortex
Ucore
Uyz
dataset
 
  the 
-wise 
. Chittiappa 
yz respectively 
 at the same 
 
 as described 
 for 
where applicable 
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Figure 4-5 presents a number of image planes both with and without intersection between 
the light sheet and the test geometry. Figure 4-6 presents time averaged velocity fields 
acquired numerically and experimentally. The point Uyz of maximum Ucore is indicated on the 
velocity field acquired through simulation, with the point of minimum kinetic energy within 
the vortex core indicated on both velocity fields. For the experimental data, vortex centre 
locations are also indicated calculated from the centroid of contours obtained using the 
methods of velocity curl, Q-criterion and residual vorticity. Residual vorticity was calculated 
from the triple decomposition of the velocity gradient tensor as suggested by Kolář and 
Šistek (2014). The V and W velocity profiles through the vortex obtained from the 
experimental and CFD simulation presented in Figure 4-7 are plotted alongside data 
obtained by the HTA (Chittiappa Muthanna et al., 2010). Figure 4-8 presents the time 
averaged W velocity field for each measurement plane obtained from the PIV results. Figure 
4-9 presents V and W velocity profiles through the vortex for the four measurement planes 
obtained from the time averaged velocity fields presented in Figure 4-5 and Figure 4-8, with 
the datum for each plane being the centre of the vortex.  
The vortex structures visible in Figure 4-10 and Figure 4-11 are displayed using the Lambda-
2 criterion of -7.8 s-2. In Figure 4-10 the SAS SST model would appear to enable a more 
complex flow topology than the SST and BSL EARSM turbulence models with the persistence 
of eddies into the free stream. Three consecutive frames from the SAS SST simulation are 
presented in Figure 4-11 with a time interval of 1/24 s between successive results. 
Table 4-6 presents the time averaged and transient statistics for the experimental and 
numerical results. The experimental time history of Coreyz and numerical time history of Uyz 
for the SST and SAS SST models are presented in Figure 4-12. Figure 4-13 presents the time 
history of the SAS SST simulation for of Coreyz and Uyz, displaying bounds of 0.5 times the 
mean vortex diameter either side of Coreyz. For the greater part of the simulation Uyz remains 
within these bounds. Figure 4-14 presents time histories for the positions of Coreyz from the 
PIV and Uyz from CFD SAS SST investigation, the sample rates are 15 and 500 Hz respectively. 
For direct comparison the numerical results are also presented sampled at 15 Hz. 
For the SAS SST results the relationship between vortex wander and the point of maximum 
stream-wise velocity component within the core was evaluated with a resulting Pearson 
correlation coefficient of 0.8 between the cross velocity of the region of the point of elevated 
 stream-wise flow and the acceleration of the stream
The Pearson correlation coefficient between the cross and axial velocities of the 
results shown in Figure 4-16
points Uyz with Coreyz, and the axes of motion of 
centre for the turbulence models and experiment are presented in 
 
Figure 4-5. Experimental planar velocity fields averaged over 128 double frames for each of 
the measurement planes. High fidelity results are obtained up to the boundary of the test 
 
 
Figure 4-6. Cross velocity fields 
downstream from the trailing edge of the geometry 
fine grid and
 
A 
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-wise velocity component (
 is 0.96. Correlations between the motion of the measured 
Uyz and the axes of motion of the vortex 
Table 4-7
 
geometry using fluorescent PIV. 
displaying normalized vectors obtained at 
for (A) BSL EARSM steady state result, 
 (B) PIV time average of 128 frames. 
B 
 
Figure 4-15). 
SAS SST 
. 
 
x/c 0.2 
 Figure 4-7. Experimental and numerical results for the 
measured from the centre of the vortex plotted against benchmark data
2009; Towers et al., 1999)
combined experimental and PIV uncertainties of 
uncertainty in position for the SST result indicated with error bars.
results in the closest fit to the velocity profiles.
 
 
 
Figure 4-8. W velocity fields for each measurement plane from the PIV results (The white 
 
                                                                       
6 Steady state results are presented 
closest fit to the time averaged experimentally determined velocity profiles. SAS SST is an advanced unsteady 
RANS (URANS) model for computation of transient simulations and is thus exclude
ther discussion of the suitability of URANS models for the investigation of tip vortex aperiodicity can be found in 
the summary to this chapter.  
A 
Chapter 4  
53 
(A)W and (B) V  velocity components 
 (Bortleteau et al., 
 on a plane at x/c 0.2 downstream from the trailing edge. The 
   and    are shaded in grey, with the 
 The BSL EARSM model 
6 
 
area is the masked test geometry) 
 
for the SST and BSL EARSM models. The BSL EARSM model 
d from this comparison. Fu
B 
 
 
achieves the 
r-
 Figure 4-9. Profiles of the velocity components with position normalised to the vortex centre 
location at each measurement plane.
experimental and PIV uncertainties of
 
 
Figure 4-10. Velocity fields with vortex structures displayed using the Lambda
7.8 s-2. (A) SST, (B) SAS SST and
more complex flow topology with the persistence
explicit solution of the BSL EARSM model results in a simplified flow topology.
 
 
                                                                       
7 The data presented for measurement planes 
future numerical studies and is not pertinent to this study of vortex aperiodicit
8
 The BSL EARSM model was excluded from further investigation in this study due to the focus on vortex aper
odicity and not bulk flow features. T
quite limited when compared to that developed by the SST and SAS SST models.
EARSM performs well when predicting bul
 
A 
A 
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7 (A)V  and (B)W. Error bars indicate the combined 
    and   . 
  
 (C) BSL EARSM8. The SAS SST model appears to enable a 
 of eddies into the free stream, 
 
 
x/c of -0.76, -0.20 and 0.04 is presented as validation data 
y. 
he complexity of the flow topology developed using this model appears to be 
 Figure 4
k flow features. 
B 
B 
 
 
-2 criterion of -
while the 
 
to aid 
i-
-7 shows that BSL 
C 
 Figure 4-11. Movement of vortex structures and velocity field changes using the Lambda
criterion of -7.8 s-2 for t
 
 
Table 4-6. Vortex location wandering statistics for the experimental study and CFD results for 
Results Point  
 tracked 
Experimental Coreyz 
CFD - SST Uyz 
CFD - SST Coreyz 
CFD - SAS SST Uyz 
CFD - SAS SST Coreyz 
8 
 
Figure 4-12. Time histories measured at 
(A) Experimental variation of vortex 
fine grid. The combined uncertainty in position for the 
 
A 
A
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he SAS SST model. (A) t =  0 s, (B) t+ 1/24 s, (C) 
the fine grid 
Y Location [mm] Z Location [mm]
Mean σ Amplitude Mean σ
69 9 51 22 9
70 14 53 27 20
56 8 30 29 11
70 18 67 33 29
63 12 45 32 18
x/c 0.2 downstream from the trailing edge showing
Coreyz  and (B) CFD SST and SAS SST variation of 
experiment is within the thickness of 
the lines. 
B 
 B 
 
-2 
t+ 1/12 s 
 
 Amplitude 
 47 
 80 
 38 
 105 
 59 
.8 
Uyz, 
C 
 Figure 4-13. Samples from the time histories of the CFD SAS SST results measured at 
downstream from the trailing edge showing the vortex centre 
Uyz remains within the bounds
diameter either side of the point 
 
 
Figure 4-14. Vortex cross shift, cross velocity and cross
sample rate of 15 Hz (B) Uyz
 
A 
A 
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Coreyz along the y and z axes
 indicated by the black dashed lines at 0.5 times the vortex core 
Coreyz. (A) z axis and (B) y axis.
 acceleration. (A) Core
 CFD SAS SST fine mesh, sample rate of 500 Hz (
SST fine mesh, resampled at 15 Hz. 
 
B 
B C 
 
x/c 0.2 
.8 
 
yz PIV results, 
C) Uyz CFD SAS 
 Figure 4-15. Cross velocity and the 
vortex core. (SAS SST turbulence model, fine mesh, Time step = 0.002s, filter centered 400 
 
 
Figure 4-16. (A) The axial velocity calculated from the 
(B) Stream-wise and axial velocities within the vortex core. Addition of the cross velocity 
component shows the effect of vortex wander and kinks on the axial velocity of the core. 
velocity peaks at 2.2 times the free
Time step = 0.002s, Filter centered 400 time step moving average except 
 
Table 4-7. Correlations between the changes in 
motion of Uyz
Pearson 
correlation
SAS SST
SST 
Experiment
 
A 
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acceleration of the stream-wise velocity component of the 
time step moving average) 
 
U and cross velocity components
-stream velocity (SAS SST turbulence model, fine mesh, 
 
the location of Uyz and Core
 and the axes of motion vortex centre (Fine grid)
 
Uyz : Coreyz Y axis : Z axis 
Y axis Z axis Coreyz Uyz 
 0.00 0.69 -0.45 -0.49 
0.31 0.30 -0.17 -0.37 
 - -  0.02 - 
B 
 
 
 and 
Axial 
U velocity). 
yz, and the axes of 
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4.7 Discussion 
The consistency of the image quality when using fluorescing particles and a high pass optical 
filter is demonstrated in Figure 4-5 the velocity field is apparent due to the presence of the 
test geometry.9 
The progression of the trailing tip vortex roll up with increase in x/c can be seen in Figure 
4-5. On all planes it can be noted that the vortex has yet to become symmetrical. In Figure 
4-7 each series of results has been realigned to the zero value of the V and W velocity 
components as described by Chittiappa Muthanna et al. (2010). There is little deviation 
between the published results of the HTA and the experimental results. While the effect of 
the size of the data set on the uncertainty is accounted for in the uncertainty analysis, the 
relatively small experimental data set specified for the benchmarking study is susceptible to 
bias due to the unsteady nature of the flow should data be acquired prior to the full 
formation of the flow topology being recorded.  
When comparing the simulated and experimental results the respective uncertainties should 
be considered. The experimental results closely replicate those of the validation data and 
hence the benchmarking process of PIV on the moving towing tank carriage is considered to 
be complete.  
The simulated results generally replicate the vortex shown by the time averaged 
experimental data in Figure 4-6. The two dimensional kinetic energy method of identifying 
the vortex centre is compared with centroids of contours for velocity curl, Q-criterion and 
residual vorticity. The small disparity in the locations identified by the classical vortex 
identification methods is similar to those presented by Ramasamy, Paetzel, and Bhagwat 
(2011), with the kinetic energy method of identifying the vortex centre used in this study 
comparing well. 
The vortex diameter as measured from the distance between minima to maxima of the 
velocity profiles (Figure 4-7) is in close agreement. The differences in the W and V velocity 
profiles is indicative that the vortex has not yet transitioned to an axisymmetric vortex as is 
generally reported with sufficient increase in x/c. The difference in size may be partially 
                                                                        
9 In Figure 4-5 the velocity field is undistorted up to the boundary of the test geometry. None of the effects of 
specula reflection upon the velocity field as shown in Figure 2-2 are apparent. 
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accounted for when considering the deviation of the results from the Richardson 
extrapolated value of F ⃑  which indicates a change in velocity gradient will occur with increase 
in grid resolution. The asymmetry of the vortex itself may be attributed to a combination of 
factors including the low pressure field from the suction side of the plate, proximity of the 
test geometry, and shear flow from the high pressure side of the plate. Some overestimation 
of the magnitude of the velocity components for SST based simulations represented by the 
orange dashed line in Figure 4-7 can be seen, confirming the weakness of RANS eddy 
viscosity models to accurately capture high velocity gradients. The BSL EARSM model 
provided the closest fit with the time averaged experimental data as shown in Figure 4-6 and 
Figure 4-7 with the closest replication of the velocity profiles. 
Comparing the flow topologies developed using the three models shown in Figure 4-10 
reveals that application of the SAS SST model results in the development of a complex flow 
topology, with eddies persisting downstream from the measurement plane at x/c 0.2. The 
explicit solution of the BSL EARSM model appears to inhibit the replication of swirling and 
rotating flows as found by Rumsey (2015) and the vortex motion so reduced that the 
transient results were excluded from the remaining study. 
Figure 4-8 and Figure 4-9 are presented to aid the validation of future numerical studies. 
Figure 4-8 highlights the presence of span-wise flow using W velocity fields, a secondary 
minima is indicated by the upper region of blue contours above the minima of the tip vortex 
in the bottom right image at x/c -0.76. With increase in x/c this region descends until it 
merges with the minima of the tip vortex in the top right image at x/c 0.2 in the free stream. 
The W velocity profiles measured on the planes at x/c -0.2 and -0.76 show the velocity 
component abruptly returning to zero as expected at the boundary where intersection of the 
light sheet and the test geometry is made. No comparison is made between the numerical 
and experimental results on the planes at x/c 0.04, -0.2 and -0.76 as evaluation of the 
turbulence model performance in the far field is the primary objective of this study.7 
Considering Figure 4-9, in the free stream – x/c 0.2 downstream from the test geometry – the 
V maxima is more diffuse, no-longer exhibiting the rapid change in velocity shown in the 
same region on the planes x/c 0.04, -0.2 and -0.76. The linearity of the velocity profiles 
between the extrema of the cross flow velocity components is typical of the solid body 
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rotation and constant vorticity found within the vortex core of a forced vortex as described 
by Alekseenko et al. (2007).  
Figure 4-11 shows vortex shedding at the rear edge of the leading edge flow separation 
region. The shed vortex appears to interact with the trailing tip vortex as it rolls backward 
along the plate, slowly being drawn downward and into the tip vortex. This description 
would appear to be consistent with the description by Anderson and Wright (2000) of 
helical entwinement of the primary and secondary vortices as the cause of the irregularity or 
wandering often seen in the path of a wing tip vortex.  
The wandering amplitudes from the PIV results reported in Table 4-6 are of Coreyz as Uyz 
cannot be derived from the two dimensional velocity fields. The values for Coreyz were an 
order of magnitude higher than those reported by Iungo, Skinner, and Buresti (2009) in a 
wind tunnel. The values of Uaxial obtained from the CFD study (Figure 4-16) show some 
agreement with findings from previous investigations of hydrofoil tip vortices undertaken of 
parallel sided NACA0012 and NACA0015 section foils (Ashworth Briggs et al., 2014; Chow et 
al., 1997; Oh & Suh, 2009) in that maximum axial velocities within the vortex core are 
intermittent and exceed that of the free stream.  
The capability of the SST based turbulence models to simulate vortex aperiodicity is 
compared with the experimental results in Figure 4-12. The frequency of motion predicted 
by the SST model is significantly reduced, while that predicted by the SAS SST model is much 
closer to the experimental results. On balance the amplitude is better predicted by the SAS 
SST model, which slightly under-predicts the lateral amplitude by approximately 12% while 
the SST model under-predicts by approximately 40% of the experimental value. Vertically or 
span-wise the SST model under-predicts the amplitude by approximately 20% with the SAS 
SST over-predicting by approximately 25% (Table 4-6). 
In Figure 4-13 it can be noted that the time series position plots of Coreyz and Uyz from the 
simulations are not co-located. The reported positions of Ucore appear to remain within the 
bounds of approximately half the vortex radius as marked by the dashed black lines. While it 
might be expected that the highest axial velocities will be found at the point of lowest 
pressure within the vortex core this does not appear to be the case. Using an experimental 
holography technique Green and Acosta (1991) observed similar flow phenomena, 
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attributing the axial velocity differential to axial shear stresses or variation in the radial 
pressure field. It does not appear that using the point of Uyz as the tracking locus will 
accurately report the transient vortex wandering characteristics. Possibly the cross velocity 
fields should be corrected for the effect of vortex cross velocity due to wandering prior to 
evaluating the position of the vortex centre.  
The cross velocities and accelerations presented in Figure 4-14 have been calculated from 
the raw cross shift data. Comparing the data from the experimental and numerical studies it 
would appear that the numerical and experimental results differ by an order of magnitude in 
velocity and three orders of magnitude in acceleration. This difference is due to the different 
sample rates of the numerical studies and the experiment, which was undertaken at the 
highest sample rate that the PIV setup would permit. When comparing the resampled 
numerical results with those of the experimental results we find that the values are of the 
same order of magnitude, indicating that the disparity between the raw data sets may 
attributed to the differing data acquisition frequencies, giving an indication that the 
aperiodic motion exceeds the 7.5 Hz Nyquist frequency of the experimental sample rate.  
The extreme cross accelerations demonstrated by the SAS SST model presented in Figure 
4-14 are in the order of magnitude 1x104 m/s2 which is comparable with the observations 
made by Green and Acosta (1991) of accelerations in axial velocity within a tip vortex 
calculated from image pairs obtained at intervals of 150 and 300 μs. Considering the SAS SST 
results the Pearson correlation coefficient between the cross and axial velocities is 0.96 
(Figure 4-16), indicating a near linear relationship between vortex cross motion and axial 
velocity. The proximity of vortex kinks to regions of elevated axial velocity is of interest to 
the authors as this may provide an indicator as to the impact of vessel motions and sea state 
on the probability of ventilation inception. This relationship between the magnitude of the 
cross and axial velocities, in combination with the cross stream accelerations, would indicate 
that while vessel heave motion and large scale eddies with a vertical flow component such as 
those originating from waves or turbulence may affect hydrofoil tip vortex axial velocity, 
leading to localized vortex filament cavitation, the effect of these factors would be less 
significant than the characteristics of the vortex aperiodicity.  
Figure 4-15 presents the axial velocity from the cross product of the U velocity component 
and the cross velocity of Uyz. The elevated axial core velocity is supported by the findings of 
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authors (Chigier & Corsiglia, 1971; Chow et al., 1997; Green & Acosta, 1991) who have 
reported a region of axial velocity surplus with a jet like vortex core for AoA higher than 8-9°. 
Figure 4-16 shows that while the U component of the axial flow remains close to the free-
stream value, the axial component can be significantly higher due to the cross stream 
velocities caused by vortex wander. These results support the observations of elevated axial 
velocities proximate to vortex kinks observed by (Green & Acosta, 1991). Such changes in U 
velocity may be apparent in the velocity field as localized regions of divergence with elevated 
uncertainty due to the locally reduced particle count. A convergence study of the inter frame 
interval may serve to reduce these localised uncertainties. 
The SST or the SAS SST results do not appear to strongly replicate the experimental vortex 
aperiodicity characteristics in respect of the axes of motion. From Table 4-7, it is apparent 
that the correlation coefficients of these wandering characteristics, differs significantly 
between turbulence models. The strongest correlation between Uyz and Coreyz is shown by 
the SAS SST results in the Z-axis, with stronger correlations in the magnitude of cross 
displacements also present than are shown by the SST results. For any conclusive analysis 
the acquisition of a three dimensional velocity field from an experiment would be required in 
order that that Uyz may be obtained. 
Studies of large scale, multiphase, fluid / structure interactions require the use of 
considerable mesh sizes, often restricting the selection of turbulence model. Scale adaptive 
simulation has been demonstrated to enable a more complex flow topology to develop and 
persist into the free stream with minimal computational overhead, enabling the study of 
large scale problems. Using the SAS SST turbulence model, results in a frequency and 
amplitude of vortex aperiodicity that more closely replicates that of the experiment, 
although the magnitude of the excursion does not. 
The implication of this research is that further advances are required to enable RANS 
simulations to accurately predict vortex motions and that recent advances in PIV indicate 
that experimental study still has a place in the investigation of vortex dynamics in large scale 
fluid / structure interactions. Furthermore, the importance of appropriate validation of a 
numerical setup or turbulence model has been highlighted. 
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4.8 Conclusions 
This study validates the experimental setup of PIV on the moving carriage of the AMC towing 
tank. Numerical simulation is made, velocity profiles validated against and aperiodicity 
compared with experimental data. Furthermore, a methodology is demonstrated, for the 
tracking of a wing tip vortex in hydrofoil tip-vortex, both in an experimental and a numerical 
three dimensional fluid domain. 
The wandering nature of the tip vortex, both as predicted and as measured was compared. It 
was found that with the discretisation used in this study, applying the SST and SAS SST 
turbulence models, the centre of the vortex and the point of extreme axial velocity within a 
tip vortex core are not co-located. Both centre finding methods report valid wandering 
characteristics and some interdependence appears to be present. In these simulations the 
point of extreme axial velocity remains within a distance of half the radius of the vortex 
centre determined through planar methods. 
Comparison of the experiment and prediction, revealed that while the time averaged 
features of the flow topology, such as vortex location, size and strength are well predicted by 
CFD, the transient features such as amplitude of motion and magnitude of excursion are less 
so. The SAS SST turbulence model, provides a considerable improvement upon the SST and 
BSL EARSM models, when considering the development of a complex flow topology and 
persistence into the free stream. At this time the ability to simulate all of the characteristics 
of vortex aperiodicity has not yet been attained and as such experimental investigation of 
vortex aperiodicity remains necessary. 
The relationship between the magnitude of the cross and axial velocities, in combination 
with the cross stream accelerations, would indicate that vessel heave motion and large scale 
eddies such as those originating from waves or turbulence may affect hydrofoil tip vortex 
axial velocity. However, the effect on localized vortex filament cavitation of these factors 
would be less significant than the characteristics of the vortex aperiodicity itself. 
4.9 Recommendations 
When using PIV as a measurement tool, to obtain velocity fields where the U component 
varies significantly from the free stream velocity, extremes of local U velocity should be 
Chapter 4  
 
64 
 
considered in the calculation of the inter frame interval. A convergence study may be 
necessary to determine the correct values. 
With respect to the ITTC guideline 7.5-01-03-03; the repeatability of the dataset would be 
improved if a minimum duration at free stream velocity were specified to permit the flow 
topology to become established prior to data capture, alternatively a larger dataset would 
reduce uncertainty. Reporting of the seeding density, seeding size and inter frame interval 
would aid third party verification of the benchmark data. 
4.10 Future Work 
The next stage of the research, would be the acquisition of a three dimensional velocity field 
derived from an experiment, to further the understanding of the relationship between the 
location of the point of extreme axial velocity and the vortex centre obtained through planar 
methods. 
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4.12 Chapter Summary 
In this chapter, the SAS SST turbulence model’s Large Eddy Simulation (LES) like behaviour 
enabled the development of a more complex flow topology. Swirling structures persisted 
into the freestream away from the test geometry, enabling interaction with the trailing wing 
tip vortex. Whilst good agreement was found in the time averaged results for the location of 
the tip vortex, the transient statistics of the simulation differed significantly from those 
obtained experimentally.  
SAS SST is an advanced unsteady RANS (URANS) model. Simpler URANS models provide 
limited information due to the non-physical single-mode transient behaviour that is 
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dominated by the turbulent or RANS length scale. Basic two equation models, model the 
dissipative scales and not the large scales, resulting in incorrect turbulence frequencies. 
Yang, 2014 found that when compared to RANS, URANS performs slightly better in 
predicting the mean flow, but fails to predict the Reynolds stresses, indicating RANS inability 
to capture turbulence as a primary cause of inaccuracy. The combining of URANS and LES 
simulations resolve coherent structures and turbulence in complex flow situations (Swarz, 
2006). SAS is an extension of the SST (URANS) model designed to bridge between URANS 
and large eddy simulation. The SAS model includes additional terms in the RANS equations 
to provide LES-like behaviour in any separated and detached regions of flow through 
determination of the turbulent length scale providing a full turbulence spectrum, which is 
damped to WAL LES values at the highest frequencies. 
Despite the improved prediction of turbulence spectrum and hence transient behaviour of 
the vortex, SAS SST is still restricted by the inherent isotropic eddy viscosity of RANS 
modelling. Simulation of 3 dimensional flow is restricted due to the eddy viscosity model 
which fails where more than one stress component influences the flow such as in swirling 
flows (Hellsten and Wallin, 2009). The validity of an implementation of a more advanced 
URANS approach such as Scale Adaptive Simulation for this study would appear to be limited 
to obtaining the frequency and magnitude of the vortex oscillations but not the principal axes 
of excursion. These assertions appear to be supported by the results presented in this 
chapter. 
Due to the scale of the tip vortex ventilation problem, numerical simulation requires a high 
cell count many chord lengths downstream from the test geometry. The fine mesh used in 
this study consisted of 7.1 million nodes / 26 million elements, in order to evaluate the flow 
field at an x/c of 0.2 downstream from the trailing edge of the test geometry. A detailed 
investigation of the tip vortex behaviour would most likely require considerable mesh 
refinement up to an x/c of 12, this being the downstream region where tip ventilation has 
been previously anecdotally reported, increasing the computational load by some 50 fold. 
Any computational investigation would be limited by the availability of computational 
resources. Furthermore, the mesh within the vortex core and region of vortex/free surface 
interaction would need significant refinement in order to capture the formation and growth 
of the smallest bubbles. 
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The recommendation in this chapter, that the repeatability of the dataset would be improved 
should a minimum duration at free stream velocity be specified in ITTC guideline 7.5-01-03-
03 was made following analysis of PIV results. Unless the field metrics have stabilised it 
should not be considered that a steady state has been reached, and the full flow topology 
established within the trailing vortex. This finding led to the method utilised in Chapter 5 
where the data was windowed based upon the analysis of field metrics which were found to 
stabilise subsequent to the hydrodynamic forces. 
The computational requirement being in excess of the current resources of the University of 
Tasmania, an experimental approach was decided upon. In the subsequent chapters of this 
thesis the experimental approach is described and the results and observations reported. 
The data presented will aid the validation of future numerical studies of the tip ventilation 
problem. 
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Chapter 5 The effect of submergence on 
the tip vortex of a t-foil hydrofoil 
 
This chapter was submitted in March 2018. The citation for the research article would be: 
Ashworth Briggs, A., Fleming, A., Duffy, J. & Binns, J. (2018). The tip vortex of a t-foil close to 
the free surface – hydrofoiling with efficiency and safety.  
This chapter presents an investigation of the effect of hydrofoil submergence on the flow 
field of a trailing tip vortex close to the free surface. The importance of developing a viable 
fluorescent PIV technique as validated in Chapter 3 comes to the fore with the acquisition of 
velocity fields bounded by the free surface.  
Flow fields were obtained for a t-foil with a NACA 0012 horizontal lifting surface at 8° angle 
of attack and zero yaw angle on the vertical strut and constant U∞ of 2 ms-1, for a range of 
submergence (h/c) of between 0.11 and 1.70, and wake age (x/c) of between 0 and 5. The 
purpose of the investigation was to determine if changes occurred in the flow topology 
surrounding the trailing tip vortex due to variation in submergence and wake age. The 
resulting flow fields bounded by the free surface, revealed increasing asymmetry in the 
vortex as the depth of submersion was reduced. 
The following journal article has been reformatted for consistency.  
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5.1 Abstract 
Hydrofoil tip vortices have been shown to interact with the free surface during tip 
ventilation events. Published work has demonstrated a change in hydrodynamic coefficients 
as proximity of the hydrofoil to the free surface is varied, with momentum and potential flow 
models developed to quantify the variations.  
A wake study was undertaken at a Rec of 2.4x105 or U∞ of 2 ms-1 using two wing end cap 
geometries; a square cap and a rounded cap on a NACA 0012 t-foil hydrofoil at an angle of 
attack (AoA) of 8o. The purpose of the study was to investigate changes to the flow field 
around a hydrofoil tip vortex that might provide indicators to aid the prediction of tip vortex 
ventilation. The investigation focused on a range of immersions between the submergence to 
chord ratio (h/c) of between 0.11 and 1.70 at streamwise to chord ratio locations (x/c) of 
between 0 and 5. Force data was obtained in combination with two component velocity 
fields normal to the free stream using planar PIV to characterise the cross-stream flow field. 
It was found that the round wing end cap generated tip vortices with higher tangential 
velocity and smaller diameter than the square cap at all submergence depths. From the force 
measurements the lift to drag ratio (L/D) was found to vary with submergence, at an h/c of 
1.7 the round tip resulted in a marginally higher L/D ratio than the square tip. For all 
submergences shallower than an h/c of 0.8 the L/D ratio of the square tip was observed to be 
higher than the round tip. 
With increase in wake age the tip vortex developed an asymmetry in the V component of the 
flow, resulting in a region of accelerated span-wise flow within the vortex located between 
the free surface and the vortex centre. The intensity of this region varied inversely with 
submergence and was found to converge upon the maximum intensity of V at the greatest 
submergence. 
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5.2 Introduction 
Hydrofoils are used to reduce hull drag by lifting a vessel clear of the sea surface or to a 
lesser extent by reducing a vessel’s dynamic displacement. Once a vessel has been raised 
above the sea surface, only the hydrodynamic drag originating from the hydrofoils remains. 
T-foil hydrofoils, are a type of hydrofoil where a horizontal lifting foil is mounted at the base 
of a vertical strut beneath a vessel. T-foils permit the lifting foil to remain fully immersed, 
thus providing a smoother ride than surface piercing dihedral foils due to reduced wave 
interaction. Lifting foils on hydrofoil borne maritime vessels operate in close proximity to 
the sea surface - at low immersion - due to the requirement to minimize strut drag through 
reduction of strut immersion and vessel draft restrictions when in displacement mode. Binns 
et al. (2008) reported a drag optimisation point based on Froude number of particular note 
for sailing vessels such as the International Moth Class sailing dinghy and the International 
America’s Cup Class foiling catamaran yacht. 
Tip ventilation via the wing tip vortex has been reported in both open water and laboratory 
experiments (TA Barden & Binns, 2012; Emonson, 2009; Ramsen, 1957). Ventilated cores 
have been observed to appear downstream of the wing tip, extending upstream toward the 
foil with time until a pathway is created to the hydrofoil tip. A brief ventilation event may 
result in a cavity trailing from the tip or control flap termination (Gulari, 2009), whereas in 
events of longer duration, ventilation may spread across the low pressure side of the 
hydrofoil causing a significant loss of lift which can cause control issues (Claughton, 2015) 
further leading to elevated structural loadings should a catastrophic loss of lift occur 
(Ashworth Briggs, Fleming, Ojeda, & Binns, 2014). 
A prerequisite for the ventilation of a hydrofoil is the existence of a region of low pressure. 
Such regions exist on the low pressure side of the hydrofoil and within the core of the wing 
tip trailing vortex. With sufficient pressure deficit the conditions for the existence of cavities, 
ventilated cavities - air-filled spaces - around the hydrofoil or in vortex filaments have been 
shown to occur. The occurrence of hydrofoil cavitation can be predicted with a priori 
knowledge of variables such as velocity, loading, ambient pressure, nuclei and gas content 
(Franc & Michel, 2004). Hoerner (1985) argued that scale is critical; at full scale, cavitation 
will occur earlier than for a model scale test hydrofoil, arguing that the onset of cavitation 
requires time for bubbles to grow around microscopic nuclei and that the relatively brief 
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exposure of the fluid to a low pressure peak is proportional to x/U∞ where x is only a small 
fraction of the chord length. 
Two sources of natural ventilation have been noted to exist in hydrofoils; strut and tip 
ventilation. Surface perturbations have been observed to interact with the hydrofoil low 
pressure field during strut ventilation, these perturbations growing away from the free 
surface providing the air pathway required for ventilation inception (Wright et al., 1972). 
The occurrence of tip ventilation and tip vortex ventilation is reported to be intermittent. At 
the present time the causes of the intermittent occurrence of tip ventilation are unclear, 
presenting a problem for designers as to where efforts should be focused to avoid or mitigate 
the effects of this phenomenon. Faltinsen (2005) speculated that the existence of cavitation 
in the vortex core may create a pathway from the hydrofoil tip to the surface. An explanation 
of the intermittency of tip ventilation might be that if the low pressure fields of the hydrofoil 
and tip vortex are not contiguous, or either pressure field is not sufficiently low to result in 
cavitation, foil ventilation via the tip vortex would not occur as the air pathway would be 
interrupted and the hydrofoil would remain unventilated. Even without the existence of 
cavitation, the low pressure region of a tip vortex core when in close proximity to free 
surface perturbations or entrained gas bubbles would appear to provide a viable mechanism 
for the creation of a tip ventilation pathway. Furthermore, this process is aided by the 
interruption of cohesion of the free surface due to the occurrence of a breaking wake as the 
submergence of a t-foil is reduced. 
Binns et al. (2008) investigated the effect of change in submergence on the hydrodynamic 
coefficients of a t-foil determining that lift asymptotically approaches a maximum value with 
increase in h/c, finding that deeper than h/c of 2 there is negligeable change in the 
hydrodynamic coefficients of hydrofoils in agreement with the results reported by Wadlin et 
al. (1950) and Daskovsky (1999). Binns et al. (2008) reported that strut drag is minimised 
through limiting submergence, however the causes of the reduction in lift slope as h/c is 
reduced were not discussed. Existing research suggests that there may be a compromise to 
be made between minimising drag ,hence increasing efficiency, and increasing the risk of tip 
ventilation, hence decreasing safety, highlighting the question as to how surface effects alter 
the flow field and whether these impact upon the probability of ventilation occurring.  
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Vessel motion in a seaway dwarfs that of vortex aperiodic motion, resulting in significant 
displacements of, and reduction in, the submergence of the vortex. However, accelerations 
due to vessel heave motions described by Bhattacharyya (1978) are orders of magnitude 
lower than those of the vortex kinks reported by Green and Acosta (1991), however their 
duration is significantly longer. If vortex aperiodicity is contributory to the inception of 
ventilation it is more likely to be through the vortex kinks reported by Green and Acosta 
(1991); the kinks in the vortex pathway occur with sudden change in vortex direction, and 
have been associated with significant axial velocity fluctuations within the vortex core as 
large as twice the free stream velocity. Such fluctuation creates suitable flow conditions for 
the intermittent occurrence of vortex filament cavitation and ventilation significantly in 
advance of steady state conditions being established for the formation of continuous vortex 
filament cavitation.  
Devenport et al. (1996) demonstrated that correction of a velocity field for vortex 
aperiodicity resulted in increased peak tangential velocity, reduction of the core diameter 
and increased axial velocity in line with theory. Novel methods of correcting for vortex 
aperiodicity continue to be put forward at this time, with Bhagwat and Ramasamy (2012) 
addressing the challenges of sparse seeding and vortex asymmetry, and Deem, Edstrand, 
Reger, Pascioni, and Cattafesta (2013) demonstrating a methodology for estimating the 
signal to noise ratio. 
Both McAlister & Takahashi, 1991 and Oj & Chun Suh, 2009 reported that between an x/c of 0 
and 6, the wing tip vortex was found to move both upward and inward toward the wing root 
with increase in wake age with McAlister & Takahashi, 1991 reporting that for a NACA 0015 
section the vortex diameter remains at approximately 0.11c beyond 0.5 x/c for an AoA of 12° 
and over the same interval both the peak streamwise and vertical velocity components of the 
vortex were found to decrease with increase in wake age. At larger time scales Devenport et 
al. (1996) showed that for a NACA 0012 section for wake ages between an x/c of 5 and 30 the 
vortex core diameter is approximately 0.072c. Neither data set indicates any trend in the 
variation of the vortex diameter. The reported vortex trajectory places the tip vortex closer 
to the free surface downstream than the submergence depth of the foil. It remains to be 
shown if the proximity of a free surface effects the wake location or the characteristics of the 
vortex. 
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Motivated by wake radar signatures of surface scars – small vortices in the surface normal 
direction - Carroll (1993) investigated the tip vortex in close proximity to the free surface 
using a foil mounted normal to the free surface with the tip at low submergence. A region of 
accelerated span-wise velocity within the vortex core was found to occur on the low 
pressure side of the vortex and the turbulent kinetic energy (TKE) was found to become 
redistributed from fluctuations in W to increased turbulence in V and U resulting in a two-
dimensionalisation of the TKE from a near isotropic turbulence. Carroll (1993) commented 
that the role of the near surface layer, interaction between the quasi two dimensional 
vortices and the modulation of the free surface caused by wind and contaminants would 
require extensive measurement. 
In terms of vortex flow detail, the reporting of the relationship between the vertical velocity 
component of the vortex and the lift coefficient being independent from Reynolds number by 
McAlister & Takahashi, 1991 is indicative that dynamic loading of the foils will cause 
fluctuations in the vertical velocity component, which may interact with the Kelvin wake of a 
hydrofoil close to the free surface. Both Green and Acosta (1991) and Orloff and Grant 
(1973) found that at a wake age x/c of 8, 95% of the bound circulation was located inside a 
radius r/c of 0.17.  
Methods for obtaining the vortex centre location including the minimum cross stream 
velocity , and centroids of vorticity,    and Q-criterions of a vortex are discussed at length by 
Giuni (2013). Bhagwat and Ramasamy (2012) compared the effectiveness of using the 
centroid of residual vorticity, Q and    criterions in locating the centre of a vortex with 
sparse seeding and vortex asymmetry, finding that with an asymmetric vortex core region 
there was considerable discrepancy between results. An alternative demonstrated by del 
Pino, Lopex-Alonso, Parras, and Fernandez-Feria (2009) segregates the vortex from the 
surrounding particle image through a method of thresholding, calculating the vortex centre 
from the centroid of the thresholded area. A variation on the cross stream velocity method - 
using the cross stream kinetic energy - was used for the work described in this study. 
With the absence of free surface interaction the wing tip trailing vortex has been extensively 
characterised in the near field and to a lesser extent in the far field. Hydrodynamic 
coefficients have been shown to vary with submergence, and a drag optimisation point based 
on Froude number of particular note for performance sailing vessels reported. The 
Chapter 5  
 
73 
 
downstream vortex track combined with the low pressure characteristic of the vortex core, 
fluctuating core velocities, and vortex kinks combine to indicate that tip vortex ventilation 
and vortex filament cavitation may be linked. 
This study aims to identify the macro scale effects of free surface proximity upon a hydrofoil 
tip vortex flow field in the mid-field in the domain where tip ventilation events have been 
observed to occur. The effect of hydrofoil submergence depth upon the location of the tip 
vortex, tangential velocity magnitude and vorticity is investigated. Square and round wing 
cap geometries are considered to assess the effects of this geometry variation upon these 
factors. For this study two-dimensional two-component Particle Imaging Velocimetry (PIV) 
velocity fields were obtained at a range of submergence (h/c) between 0.11 and 1.70, and 
wake age (x/c) between 0 and 5.  
 
5.3 Experimental methodology 
Experiments were undertaken using the AMC towing tank manned variable speed carriage at 
a speed of 2 ms-1. The tank has a depth of 1.5 m, width of 3.5 m and length of 100 m. The t-foil 
test geometry was mounted on a 6DOF force balance (Figure 5-1) as described in Binns and 
Brandner (2003) which permitted simple adjustment of immersion while maintaining a 
constant angle of attack for pitch and yaw at zero degrees of heel. Intersection of the laser 
light sheet with the round wing cap test geometry is shown in Figure 5-2A, and the round 
and square wing geometries are shown in Figure 5-2B. 
A wake study was undertaken with the wing at a range of submersions of 0.11, 0.22, 0.43, 
0.85 and 1.70 h/c, and at wake ages of between an x/c of 0 and 5. The maximum 
submergence of 1.70 h/c was a practical limitation of the PIV configuration at this time. At 
this submergence near full lift was developed in the experiments of Binns et al. (2008). The 
submergence of the t-foil was varied and the effects on the velocity field and hydrodynamic 
coefficients recorded. 
 
 Figure 5-1. (A) The sections of the t
surface has an AoA of 8o and 
translatable in the direction of the fr
varied while maintaining a constant 
 
Figure 5-2 (A) Light sheet intersecting the test geometry
the light sheet (B) The rounded and square 
through a solid body of r
5.3.1 PIV setup 
Image pairs were captured normal to the flow direction using a carriage mounted 2D PIV 
system at a free stream velocity of 2 ms
between runs, at the end of this settling period it was noted that the 
the fluid motion had reduced to < 0.25% of 
consisted of a 120mJ Nd:YAG
light sheet normal to the free stream, and Lavision sCMOS 5 megapixel camera which was 
vertically mounted downstream of the test geometry within a periscope with a mirror angled 
A 
A 
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-foil geometry are NACA 0012, the horizontal lifting 
(B) The 6 DOF force balance on the towing tank carriage is 
ee stream, and the submergence of the t
AoA. 
 
. Flow media is clearly illuminated by 
wing cap geometries. The rounded cap is formed 
evolution of the wing section. 
 
-1. The tank was allowed to settle for approx 8 mins 
V and 
U∞. The PIV system illustrated in 
 double cavity laser, underwater sheet optics projecting the 
B 
B 
 
 
-foil can be 
 
W components of 
Figure 5-3 
Chapter 5  
 
75 
 
at 45° so as to view the region of interest upstream of the periscope as described in 
(Ashworth Briggs et al., 2014). Figure 5-4A shows the experimental setup on the towing tank 
carriage and Figure 5-4B shows the periscope with the addition of hydrodynamic fairings to 
leading and trailing faces of the periscope.  
 
 
 
Figure 5-3. Schematic diagram of the PIV experimental setup with the periscope housing 
removed to clarify the location of the camera and mirror. The 6DOF force balance was located 
directly above the t-foil. Both the t-foil and periscope were mounted on linear rails to 
facilitate the adjustment of immersion. 
 
 
A field of view of 350mm wide by 230 mm high was obtained with double frame images 
recorded at a frequency of 15 Hz and inter-frame interval of 630 µs such that 75% of 
particles would remain within the light sheet for each image pair with a light sheet thickness 
of approximately 5 mm.10 The required measurement planes were obtained through 
translation of the test geometry in the direction of the free stream by sliding the force 
balance along linear rails between runs. Using Davis 8.3 software, image calibrations were 
applied using a 3rd order polynomial fit model with an RMS error of fit between 0.11 and 0.38 
pixels per mm.11 The instantaneous velocity fields were obtained using a multi-pass cross 
correlation and a window size of 16x16 pixels with a 50% overlap.  
 
                                                                        
10 A beam expander was used in PIV setup for the experiments described in this chapter, providing greater con-
trol of the light sheet thickness. 
11 The differences in the RMS error of fit relates to the quality of focus obtained in the PIV setup 
 Figure 5-4. (A) The experimental setup on the towing tank carriage. Mid frame 
shroud covers the 6DOF balance and t
the reservoir of seeding media and mid right 
 
5.3.2 Experimental uncertainty
Experimental uncertainty σ 
calculated from the Type B measurements. Other uncertainties have been determined from 
minor measurement errors accumulated from the limitations of the measurement 
equipment in the setup of the test geometry yaw
of the light sheet, and sighting
are presented in Table 5-1. 
Uncertainty in the yaw angle 
during the experiments. Uncertainty
through repeat measurement with a digital clinometer
uncertainty in angle due to inaccuracy in the indexed mounting plate used to vary the 
The indexed mounting plate utilises an array of holes with close fit pins to minimise error.
 
 
 
A 
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-foil, bottom left - the periscope mounting, top right 
- the laser head and (B) The periscope
and aft fairings attached. 
 
 of ± 1.0mm in respect of the submergence of the foil was 
 angle, AoA, submergence depth, 
 the datum pin. The values of the experimental uncertainties 
of the strut was determined from the measured sway forces 
 in the AoA of the horizontal foil 
 to obtain 0° AoA, combined 
B 
 
 
- a black 
- 
 with fore 
positioning 
was determined 
with the 
AoA. 
 
  
Table 
Uncertainty
Error source
Plane location
Foil AoA 
Strut AoA 
Carriage velocity
Submergence
 
 
PIV uncertainty analysis was completed according to ITTC guideline 7.5
resulting uncertainty in velocity 
confidence interval of 95%. 
uncertainty field shown in Figure 
which is based upon the method of correlation statistics 
 
Figure 5-5. (A) Cross velocity uncertainty 
2D methods of identifying the vortex centre 
5.3.3 Measurement of the velocity field
Circulation ( ) was obtained by integrating along a
on the vortex using equation 
A 
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5-1 Sources of experimental uncertainty 
 Dimension 
±[mm] 
Speed 
±[ms-1] 
Angle 
±[o] 
 x y z 
 2.0 - - - - 
- - - - 0.02 
- - - - 0.50 
 - - - 0.01 - 
 - - 1.5 - - 
(  ⃑) of ± 0.05 ms-1 and position (  ) of ±
The variables for this analysis are shown in Appendix 
5-5 was calculated using the Davis uncertainty calc
(Wieneke, 2014). 
field with contours of cross velocity magnitude
and (C) Radial velocity with the vortex centre as 
the centre of rotation. 
 
 
 number of closed circular paths centred 
5-1. The value of the circumferential velocity or average 
B C 
 
-01-03-03, the 
 1.65 mm with a 
B. The 
ulation 
, (B) 
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tangential velocity (  ) was obtained for each path from equation 5-2 and the radial value 
determined where the maxima of    was found. 
  =      .   
 
 (5-1) 
   =
 
2 ∙   ∙  
 (5-2) 
  
where   is the radius of the vortex and    the local tangential velocity at increments s along 
the closed path C. 
The bound circulation (  ) of the foil is given by equation 5-3. 
 
 ѳ = 0.5 ∙    ∙   ∙    (5-3) 
  
where   is the mid-span chord length,    the free-stream velocity, and    the wing 
coefficient of lift calculated for the test point 
 
Curl of a two dimensional velocity field is given by equation 5-4. 
 
F ⃑ =
  
  
−
  
  
 (5-4) 
 
 
where   = ( ,  ) and V and W are the velocity components in the horizontal (y) and vertical 
(z) axes respectively. 
 
The residual vorticity (    ) was calculated using the method described by Kolář and Šistek 
(2014) for explicit shear-eliminating vortex identification through the triple decomposition 
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of the velocity gradient tensor. For a 2D velocity field Kolář (2004) presents equation 5-5, 
where the strain rate tensor ( ) and the vorticity tensor ( ) are given by equations 5-6 and 
5-7 respectively. 
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The vortex centre locations in this report are obtained using the point of minimum kinetic 
energy within the vortex core calculated from the planar cross velocities. Figure 5-5 presents 
a comparison of vortex centre locations obtained using the methods of velocity curl, Q-
criterion, residual vorticity and planar kinetic energy.12 
5.4 Results 
From the force measurements the effect of submergence h/c on the hydrodynamic 
coefficients CL and CD is shown in Figure 5-6. Both coefficients are approaching a horizontal 
asymptote at an h/c of 1.7. For each test point, between 5 and 10 repeat runs were 
completed, the magnitude of the calculated uncertainties are in the order of the marker point 
size of the graphed results and are shown in Table 5-2. In Figure 5-7 a linear relationship 
between CL calculated from the lift forces and vortex core vorticity is apparent. The vorticity 
values in Figure 5-7 are the peak values obtained from the curl of velocity field as calculated 
from equation 5-4. 
 
 
 
                                                                        
12 A description of many of the methods of vortex identification can be found in the thesis of Holmén (2012) 
 Figure 5-6. Hydrodynamic coefficients 
including the vertical strut at
submergence on CL and CD
deepest submergence the 
 
Table 5-2 Variability in the measured hydrodynamic coefficients
Square end caps
h/c 
0.11
0.21
0.43
0.85
1.70
 
Round end caps
h/c 
0.11
0.21
0.43
0.85
1.70
 
A 
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of the t-foil with square and round end cap geometries 
 an Rec 2.4x105 or U∞ 2 ms-1 (A) The effect of change in 
 and (B) Variation of L/D with change in submergence.
L/D of the round end cap exceeds that of the square 
 
   
CL CD ± σ CL ± σ CD 
 0.2518 0.0314 0.0029 0.0006 
 0.3079 0.0366 0.0034 0.0006 
 0.3896 0.0440 0.0045 0.0007 
 0.4857 0.0510 0.0023 0.0007 
 0.5806 0.0554 0.0034 0.0007 
    
   
CL CD ± σ CL ± σ CD 
 0.2399 0.0300 0.0007 0.0008 
 0.2936 0.0354 0.0013 0.0005 
 0.3884 0.0440 0.0024 0.0007 
 0.4724 0.0507 0.0021 0.0005 
 0.5723 0.0540 0.0018 0.0015 
 
B 
 
 At the 
end cap.  
 
 Figure 5-7. Vortex peak vorticity with respect to variation in 
change in vortex core vorticity 
Figure 5-8. Variation in vortex core vorticity 
caps. Between an x/c of 0 and 1, the vorticity shed from the boundary layer of the wing into 
the trailing viscous wake she
 
Figure 5-8 presents the effect of changes in submergence on the vorticity within the tip 
vortex core. The step change in vorticity observed between an 
wake ages of 1 to 5 at each depth
wing has become rolled up into the tip vortex prior to a wake age of
shows the change in peak vortex cross velocity for all submergence 
caps with respect to wake age and 
Circulation was calculated along a number of closed circular paths centred on the vortex 
using equation 5-1, with the effects of submergence and wake age reported in 
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CL, for the square end caps. The 
is proportional to variation in CL for wake ages
x/c of 1 and 5. 
 
 
with change in submergence for the square end 
et rolls up into the tip vortex.
 
x/c of 0 and
 of submergence, indicates that the bound vorticity of the 
 an x/c
for the square wing end 
CL. 
 
 of between an 
 
 the vorticity at 
 of 1. Figure 5-9 
Figure 5-10. 
 With increase in wake age up to 
h/c of 1.7. Over the same wake age the rate of change in average 
in submergence. The value of the average tangential velocity 
from equation 5-2 and the radial value at the 
round end cap    peaks at a lower radius than for the square end cap.
The effect of variation in the subme
in Figure 5-12 as the vortex circulation normalised by the bound circulation of the t
each depth of submersion 
respectively. At the shallowest submergence 
highest submergence    is 80% of 
velocity magnitudes for both square and round wing end caps.
velocities generated by the round end caps are consistently higher than the square end caps 
investigated. With increase in wake age some convergence between the data sets may be 
noted. 
 
Figure 5-9. Change in tip vortex maximum 
downstream from the t-foil and 
between 1 and 5 x/c the rate of change 
A 
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an x/c of 5, circulation decreases for all submersions except 
Vϴ decreases with increase 
   was obtained for each path 
   maxima reported in Figure 
 
rgence depth upon the roll up of the tip vortex is shown 
with    and    calculated from equations 
   is approximately equal to
  . Figure 5-13 presents a comparison of peak cross 
 Across all wake ages the peak 
 
velocity magnitude | ⃑| (A) with progression 
(B) with respect to CL. AoA 8o and U∞ 2ms-
of | ⃑| increases with reduction in submergence
 
B 
 
5-11. For the 
-foil at 
5-1 and (5-3 
   , while at the 
 
1. For wake ages of 
.  
 Figure 5-10. The effect of submergence and wake age on (
core. With the exception of submergence 
change of 
 
Figure 5-11. Radial profiles of 
 
A 
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A)    and (B)   at the radius of the 
h/c 1.7,   decreases with wake age. The 
   increases with reduction in submergence. 
 
 
   for wake ages of between x/c of 1 and 5 and all 
round tips and black - square tip. 
 
B 
 
 
rate of 
h/c. Red – 
 Figure 5-12. Variation in circulation within the vortex core expressed as 
submergence at the radius of the core. The dissipation of circulation with wake age reduces 
with submergence, and at low submergence the vortex appears to roll up more rapidly.
 
Figure 5-13. Comparison of tip vortex maximum velocity magnitude 
end cap geometries. The round end cap results in higher values of 
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| ⃑| for round and square 
| ⃑| for all submersions
 
   with change in 
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Figure 5-14. Images of velocity magnitude distribution for the square cap geometry. From the 
PIV results, with reduction in submergence the velocity magnitude reduces and the 
distribution becomes asymmetric. At the lower submergences the region of peak velocity 
magnitude located between the vortex and the free surface strengthens with increase in wake 
age. Combined uncertainty of    and f    should be considered when viewing these results 
but has been excluded to aid clarity of the presentation. 
 
 
Figure 5-14 shows the detail of the cross velocity distribution for the square tips, with the 
datum position of the vortex normalised to the vortex centre at each streamwise location. 
The images show that at the deepest submergence the vortex remains symmetrical with 
increasing wake age. With reduction in submergence the velocity magnitude reduces at all 
wake ages and the velocity distribution becomes increasingly asymmetric. At the lower 
submergences the region of peak velocity magnitude located between the vortex and the free 
surface strengthens with increase in wake age. 
 Figure 5-15 presents profiles of the horizontal (
non-dimensionalised by free stream velocity, obtained by slicing through the centre of the tip 
vortex quantifying the overview presented in 
component of the velocity distribution to be roughly symmetrical, and the intensity to 
remain constant with wake age; however the intensity decreases with reduction in 
submergence. The slice made normal to the free surface shows that while a similar reduc
in peak to peak values in the 
velocity distribution becomes asymmetric with a strong bias toward the side of the free 
surface with increase in wake age. 
Figure 5-16 presents the extrema of the 
increase in wake age, the V components for each submergence depth appear to converge in 
the region between the vortex and the free surface and to diverge below the vortex, whereas 
the W component appears to remain symmetrical within the bounds of the uncertainty in the 
span-wise orientation with increase in wake age. With reduction in 
of the V component appears to increase with reduction in submergence. 
                      x/c 1 
Figure 5-15. (A) V and (B) 
vertically and horizontally respectively. Uncertainty is shown by the shaded bands of 
A 
B 
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V) and vertical (W) velocity components 
Figure 5-14. The span-wise slice shows the 
V component occurs with reduction in submergence, the 
 
V and W velocity profiles for the full dataset. With 
h/c the convergence
 
                x/c 3                 x/c 5 
  
  
W velocity components obtained through slicing the vortex 
 
W 
tion 
 rate 
 
 
 
 
 
± 2σ.  
 Figure 5-16. Extreme values of the velocity components obtained through slicing the vortex 
vertically and horizontally respectively. (A) 
increase in wake age the V 
region between the vortex and the free surface and to diverge below the vortex, whereas little 
variation in the W component is apparent on either side of the vortex with increase in wake 
age. With reduction in 
 
Figure 5-17. (A) Vorticity, (B) Residual vorticity and (C) Strain rate tensor for square and 
round wing end caps at an 
dominated by shear inboard of the vortex is both more contiguous and thicker for the round 
end cap. The tip vortex generated by the square 
round end cap. The strain rates of the two tip vort
 
Figure 5-17 presents contours of vorticity, residual vorticity and strain rate tensor for square 
and round end caps. At the shallowest submergence a continuous vorticity contour extends 
A 
A
B
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V component and (B) W component
component for each submergence appear to converge in the 
h/c the rate of change of the V component increases.
 
x/c of 0, for h/c 0.11, 0.43 and 0.85. The band of vorticity 
end cap is larger and less intense than the 
ices are closest to parity at 
B C 
 
 
 
. With 
 
 
h/c 0.43.  
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inboard approximately 0.34c for the round cap, while for the square cap only discontinuous 
contours of the same magnitude are visible for approximately 0.17c. With increase in 
submergence the region of vorticity or viscous wake beneath the outboard edge of the foil 
increases more in span-wise length and intensity for the round cap than the square cap. 
Comparing the residual vorticity at the same submergence the intensity of the vortex 
generated by the round cap exceeds that of the square cap both in magnitude and area. At h/c 
of 0.43 the values of the shear strain tensor approach parity for both wing end caps. 
5.5 Discussion 
5.5.1 Hydrodynamic coefficients 
The lift and drag coefficients of the square cap geometry presented in Figure 5-6 are greater 
than for the round cap geometry with the exception of submergence h/c of 0.43. With respect 
to the L/D ratio, at approximately h/c of 0.43 the performance of the two end cap geometries 
converges, while at the deepest submergence a reversal is apparent with the round end cap 
demonstrating an advantage in L/D ratio. Further investigation with greater discretisation of 
the submergence depth may help to provide a more detailed understanding of the effect of 
submergence on the L/D ratio. 
Hoerner (1949) presented a crossover in lift coefficients at a similar value when comparing 
lift polar plots for round and square wing end cap geometries, arguing that the delta in lift 
between the two wing cap geometries resulted from a variation in the effective aspect ratios 
of the wings due to the differing span-wise locations of the tip vortices with the flow attached 
to the round wing cap. Hoerner (1949) reasoned that the resulting impingement upon the 
low pressure field of the wing by the tip vortex would reduce the effective wing span, 
whereas when the flow separates along the edges of the square cap the vortex is projected 
outboard of the wing, increasing the effective wing span. Conversely McAlister and 
Takahashi (1991) found that for a round capped wing there was a reduction in pressure near 
the wing tip that resulted in an increased lift generated by the tip region when compared to a 
square capped wing. 
The flow separation around the square end cap results in an increased parasitic drag 
component, where, the parasitic drag as defined by Hoerner (1949), is the drag due to flow 
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separation, and not the commonly used definition of the drag contribution from an aircraft’s 
fuselage or protrusions. Hoerner (1949) reported parasitic drag to be lower for a rounded 
wing end cap. In this study, at the deepest submergence, the increased lift and parasitic drag 
result in an increased L/D ratio for the square end cap which outweighs the increased 
effective aspect ratio.  
Momentum theory indicates that with reduction in submergence the proportion of the total 
lift resulting from the low pressure upper surface of the wing, will diminish to zero as 
submergence is reduced to the free surface level, the remaining lift results from the positive 
pressure remaining beneath the wing. At submergence of less than h/c of 0.22 the L/D of the 
square end cap geometry appears to diverge from the round geometry, perhaps indicating an 
interaction between the attached flow around the round end cap and the t-foil wave wake, 
resulting in an increased effective aspect ratio and L/D of the square end cap. The current 
PIV experimental investigation focussed upon breaching the gap identified between near and 
far-field studies, specifically investigating the effect of free surface proximity. A near surface, 
near field, comparative study of the two wing end caps would be required to determine the 
precise flow topology of the two end cap geometries that results in the difference in 
hydrodynamic coefficients at the submergences tested.  
Figure 5-17 presents a qualitative comparison of the vorticity, residual vorticity and strain 
rate tensor for the round and square wing end caps aligned with the trailing edge of the foil 
for a range of submergence. Some differences in the roll up of the viscous wake sheet 
between the round and square caps is visible from the vorticity contours, the viscous wake of 
the round cap is both more extensive and intense than that of the square cap, perhaps 
indicating a slower rollup. The residual vorticity images show the diameter of the round cap 
vortex to be smaller, to have a greater intensity, and larger region of high intensity residual 
vorticity. With reduction in submergence the change in the magnitude of the residual 
vorticity differs between the cap geometries. For the square cap the magnitude falls while 
the distribution of vorticity appears to remain constant, whereas in the case of the round cap 
the magnitude appears to remain constant while the region of highest vorticity reduces in 
size. At an h/c of 0.43 the values of the shear strain tensor approach parity for both end cap 
geometries. At this submergence the advantage of an increased effective aspect ratio for the 
square end cap or an increased wing tip lift for the round end cap result in a similar L/D as 
shown by Figure 5-6. 
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5.5.2 Validation of PIV against the force measurements 
Many researchers have reported difficulty in maintaining adequate seeding density within 
wing tip vortices for flow visualisation and PIV investigations. Uncertainty in two 
dimensional PIV measurements is increased within the vortex core through reduction in 
seeding density and axial velocity surplus within the low pressure region of the vortex core 
resulting in higher through plane particle displacements. The localised velocity surplus in the 
through plane flow velocity reduces the number of the particles visible in the first frame that 
are available for correlation from the second frame. The uncertainty field presented in Figure 
5-5A, indicates that while the uncertainty values obtained using the ITTC method are 
generally conservative, in certain regions of the flow field    is elevated beyond the ITTC 
value. Figure 5-5B shows the minimal scatter in the results obtained using different methods 
for determining the centre of a vortex.  Many researchers have commented on the difficulties 
of maintaining seeding within the vortex core. In this study Figure 5-5C reports low radial 
velocity within the vortex indicating that the particles selected are closely matching the flow 
topology. 
In Figure 5-7, the peak vorticity within the tip vortex core can be seen to be linearly 
proportional to variation in CL for wake ages of between an x/c 1 and 5. For wake ages of 
between an x/c of 1 and 5 (Figure 5-8) only small variations in vorticity are apparent for each 
depth of submersion, indicating that most of the bound vorticity of the wing has become 
rolled up into the tip vortex prior to a wake age of x/c =  1. From this data it is not possible to 
ascertain determine if the roll up of the viscous wake sheet is complete or whether diffusion 
of vorticity is taking place as discussed by Franc and Michel (2004). 
5.5.3 Vortex smoothing correction due to aperiodicity 
The PIV uncertainty fields (Figure 5-5) calculated using the Davis software indicate that a 
homogenous PIV seeding was achieved through the vortex core. Bhagwat and Ramasamy 
(2012) compared the effectiveness of using the centroid of residual vorticity, Q and    
criterions in locating the centre of a vortex, finding that there was considerable discrepancy 
between analytical methods in cases of sparse seeding and velocity field asymmetry within 
the vortex core region. In this study the centroids of  ,     , Q and the minimum cross-
stream kinetic energy were compared, and little variation found between results (Figure 
5-5). When characterising a vortex in a cross-stream plane, where the vortex position is 
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stationary apart from motion due to aperiodicity within the frame of reference of the test 
geometry, the absence of convection, and with low PIV measurement uncertainty within the 
core region, the use of the minimum cross-stream kinetic energy appears to be a viable 
method of identifying the vortex centre, with the kinetic energy equation sensitising the 
results to any elevated velocity component.  
The aim of this study was to determine macro-scale changes to the flow field that might be 
contributory to the onset of tip ventilation inception. Literature reports that the general 
outcome of correction for smoothing due to vortex aperiodicity results in an increase in peak 
tangential velocity and reduction in vortex diameter. Smoothing correction was applied by 
identifying the vortex centres using the planar kinetic energy method as previously 
described and linearly shifting the instantaneous centres to the mean centre prior to time 
averaging of the velocity fields as described by Heyes, Jones, and Smith (2004) and Edstrand, 
Davis, Schmid, Taira, and Cattafesta (2016) 
5.5.4 The effect of submergence on wing tip vortex circulation 
Figure 5-9 shows | ⃑| to increase with wake age for all but the deepest submergence. Increase 
in | ⃑| with wake age is found to be inversely proportional to the depth of submersion.13 With 
reduction in submergence, the gap between the free surface and the wing tip vortex narrows, 
resulting in local acceleration in the velocity field at low submergence. At the deepest 
submergence an absence of variation in | ⃑| with wake age is apparent, indicating that a 
critical submergence must be reached before interaction between the trailing vortex and the 
free surface occurs. A locally accelerated flow and consequent reduction in pressure would 
result in the drawing of the vortex toward the free surface.  
Vortex circulation has been non-dimensionalised using the method described by Franc and 
Michel (2004). For wake ages of between an x/c of 1 and 5    remains constant at large 
submergence (Figure 5-10) indicating that roll up of the viscous wake sheet is complete by 
an x/c of 1 and that little dissipation is occurring, the values being of similar magnitude to 
those presented by O’Regan, Griffin, and Young (2014) for a deeply submerged case. With 
reduction in submergence    decreases and the rate of reduction in    increases with the 
                                                                        
13 The method of normalizing is critical to the understanding the variation in vortex circulation due to change in 
hydrofoil submergence. Further discussion of this subject can be found in section 6.5.3. 
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maximum circumferential velocity (Vϴ) varying similarly. Surface proximity appears to be 
affecting the roll up of circulation into the tip vortex. Carroll (1993) reported a reduction in 
the turbulent kinetic energy between the free surface and a trailing vortex. An accelerated 
flow in this region may contribute to a more rapid vortex roll up at low hydrofoil 
submergences. 
Figure 5-12 presents the vortex circulation normalised by the mid-span wing bound 
circulation calculated from the CL at each depth of submersion. With reduction in 
submergence,    as a proportion of   , increases from 0.8    at an h/c of 1.70, to approach 
unity at an h/c of 0.11. Reduction in submergence is either resulting in a faster roll up of   
into the core of the tip vortex or changing the radial distribution of circulation within the 
vortex. Some support for a changing rate of   roll-up is supported by the visualisation in 
Figure 5-17 which shows a reduction in the width of the viscous wake with decrease in 
submergence. Further analysis of variation in the radial distribution of circulation within the 
vortex due to change in submergence is beyond the scope of this study and will be addressed 
in a future investigation.  
5.5.5 Vortex diameter 
Two groups can be discriminated from the average tangential velocity profiles presented in 
Figure 5-11, representing characteristics of the vortices generated by the different wing end 
cap geometries. The round end cap geometry, with peak circumferential velocities at higher 
values for each submergence and smaller radius, and the second group with larger radius at 
the peak average tangential velocity value representing the square wing end cap. Variation in 
angular velocity results from either a reduction of vortex radius with constant tangential 
velocity or an increase in tangential velocity with constant radius. The method described by 
Alekseenko et al. (2007) demonstrated that an increase in angular velocity will result in a 
reduction in vortex core pressure, indicating that the comparatively lower pressure within 
the vortex core of the round end cap will result in an increased proclivity of forming a 
ventilation pathway through cavitation when compared to the square end cap. 
5.5.6 Velocity profiles 
With increase in wake age the intensity of W component of the velocity distribution shown in 
Figure 5-16B is noted to increase away from the free surface for the lower submergences of 
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h/c of 0.10 and 0.21, whereas the W component toward the free surface shows a less marked 
change. The changes noted in the W component appear to become more pronounced with 
reduction in submergence and might therefore result from free surface effects due to 
increasing interaction with the wave wake of the hydrofoil. This differs from the results of 
McAlister & Takahashi (1991) where the maximum W component is reported to decrease 
with wake age. The aspect ratio of the test geometry in these experiments is half that of the 
geometry used by McAlister & Takahashi (1991). Qualitively we would expect to find an 
increased induced drag, and a relatively stronger vortex that would take longer to dissipate. 
Hence the disspipation may not be noticeable at these wake ages. The decrease in intensity 
of W component with reduction in submergence can be described by the relationship of lift 
to the vertical velocity component described by the same author.  
A similar reduction in peak to peak values in the V component occurs with reduction in 
submergence, with the velocity distribution becoming asymmetric with a strong bias toward 
the side of the free surface with increase in wake age. This bias in the span-wise velocity 
component on the low pressure side of the vortex is similar to that reported by Carroll 
(1993) in tests using a foil mounted normal to the free surface with the tip at low 
submergence. It appears that the region of accelerated velocity within the vortex core occurs 
on the low pressure side of the vortex regardless of the parallel or normal orientation of a 
wing to the free surface and hence while free surface proximity is not the cause of the region 
of higher velocity it may further accelerate the flow. 
5.5.7 Wing end cap geometries   
The peak cross velocities generated by the round end caps are consistently higher than those 
generated by the square end caps across all wake ages. With increase in wake age some 
convergence between the data sets can be noted as supported by the cross velocities 
reported in Figure 5-13. 
5.5.8 Implications of the research 
The implication of this research is that for vessels operating hydrofoils in close proximity to 
the free surface, consideration must be given to the proportion of time where the foil tip is 
submerged less than h/c of 1.7 due to the variation of the L/D ratio at lesser submergence. 
McAlister and Takahashi (1991) noted that at wake ages greater than x/c of 4 the 
Chapter 5  
 
94 
 
characteristics of the tip vortices of round and square capped wings become similar in 
magnitude of the streamwise velocity within the vortex core and the magnitude of 
circulation. This study confirms the findings of McAlister and Takahashi (1991) that for 
wake ages of up to x/c of 5 the tip vortices may be distinguished by the diameter of the core 
region and the peak cross velocity magnitude. 
The span-wise orientation of a hydrofoil wing tip to the free surface does not appear to affect 
the asymmetry of the span-wise flow within the tip vortex. It may be inferred that anhedral 
or dihedral angling of the outboard portion of the wing span may not affect the proclivity for 
a wing tip to ventilate other than by means of varying the proximity of the tip vortex to the 
free surface. 
When qualitatively compared with the results of Carroll (1993) for a vertical foil with wing 
tip near the free surface, it was found the span-wise orientation of a hydrofoil wing tip to the 
free surface does not appear to affect the asymmetry of the span-wise flow within the tip 
vortex. It may be inferred that anhedral or dihedral angling of the outboard portion of the 
wing span may not affect the proclivity for a wing tip to ventilate other than by means of 
varying the proximity of the tip vortex to the free surface.  
5.6 Conclusions 
A wake study was undertaken at Rec 2.4x105 or U∞ of 2 ms-1 using two wing end cap 
geometries mounted on a t-foil hydrofoil; a square cap and a rounded cap - a solid body of 
half rotation of the tip section. The purpose of the study was to investigate changes to the 
flow field around a hydrofoil tip vortex that might provide indicators to aid the design of 
hydrofoil wing tips to reduce the proclivity for tip vortex ventilation. The investigation 
focused on a range of immersions between an h/c of 0.11 and 1.70 at streamwise locations 
between an x/c of 0 and 5. Force data was obtained using a six degrees of freedom force 
balance, in conjunction with two component velocity fields normal to the free stream 
obtained using planar PIV to characterise the cross-stream flow field. 
From the force measurements the L/D ratio was found to vary with submergence, at an h/c of 
1.7 the round end cap resulted in a marginally higher L/D ratio than the square end cap. For 
all submergences shallower than h/c of 0.8 the L/D ratio of the square end cap was observed 
to be higher than the round end cap. 
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Inspection of vertical and horizontal velocity profiles through the vortex core revealed that 
with decreasing submergence and increase in wake age up to 5 x/c, the tip vortex developed 
an increasing asymmetry in the V component of the flow, resulting in a region of accelerated 
horizontal flow within the vortex core located between the free surface and the vortex 
centre. The intensity of this region of accelerated flow varied inversely with submergence 
and was found to converge upon the maximum intensity of V at the greatest submergence. 
Vorticity fields at x/c 0 - aligned with the trailing edge of the foil - provide some indication of 
difference in the rate of roll up of the viscous wake into the trailing wing tip vortex both with 
variation in submergence and between types of end cap geometry. From the residual 
vorticity fields, qualitatively, the section of the vortex from the square end cap is less regular 
and the intensity of the residual vorticity changes little with reduction in h/c, while for the 
round end cap the vortex remains uniform in section, with both the region and magnitude of 
the peak residual vorticity decreasing with reduction in h/c. 
At all submergences the diameter of the vortex was found to be smaller for the round end 
cap geometry than the square end cap geometry and the average circumferential velocity of 
the round end cap geometry was found higher except at an h/c of 1.70 where an increase in 
vortex size was observed. The peak cross velocities within the vortex of the rounded wing 
end cap geometry were found to be 10-20% higher than the square wing end cap geometry 
at all submersions. 
5.7 Future work 
Investigation of the asymmetry of the span-wise velocity component, expanding this study 
for a greater range of wake ages and free stream velocities, so as to establish the bounds if 
any of the asymmetry in the vortex flow field. 
Furthering the study of tip vortex ventilation, determine if change in hydrofoil submergence, 
effects vortex aperiodicity, and whether such a change, can be related to variation in the 
intermittency of the vortex axial velocity. 
From an applied perspective, a parametric study of hydrofoil loading and wing tip 
geometries to determine the effects on the location and strength of the tip vortex using the 
data presented in this article for validation of the numerical setup. 
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Determination of the relationship between submergence, and the radial distribution of 
circulation within the trailing tip vortex. Following on from the qualitative assessment that 
submergence affects the rate of vortex roll-up, an assessment of the effect of variation in 
submergence upon vortex aperiodicity. 
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5.9 Chapter summary 
The flow field surrounding the tip vortices generated by two wing tip geometries was 
measured and compared with the hydrodynamic forces on the hydrofoils for a range of 
submergence to chord ratio (h/c) of between 0.11 and 1.70. It was found that with reduction 
in submergence, the flow topology surrounding the trailing tip vortex develops an 
asymmetry in the magnitude of the cross velocity magnitude which intensifies with increase 
in wake age between 0 and 5 x/c. This change in flow regime may be linked to the increased 
proclivity for wing tip ventilation at low submergence. The following chapter aims to 
determine through observation whether the measured topology changes might provide 
indicators to aid the prediction of tip vortex ventilation.  
With respect to the efficiency of t-foils in close proximity to the free surface it was found that 
the lift drag ratio (L/D) varied with submergence; at an h/c of 1.7 the round tip resulted in a 
marginally higher L/D ratio than the square tip. For all submergences shallower than an h/c 
of 0.8 the L/D ratio of the square tip was observed to be higher than the round tip. 
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Chapter 6 Wing tip vortex ventilation of 
a T-foil hydrofoil at low submergence 
 
At the time of submission this chapter has not been submitted for publication. For 
consistency, the chapter has been laid out in a similar format to the manuscripts included in 
chapters 3, 4 and 5. 
In this chapter a wake study of a tip vortex is made. The formation of cavitation and 
ventilation within the tip vortex was observed, for visible signs of the physical manifestation 
of the intermittent axial velocity, and asymmetry in the tip vortex flow field reported in 
chapters 4 and 5 respectively. Wake histories are presented for a range of wake age of 
between 0 and 275 x/c showing the vertical location of the trailing tip vortex for a number of 
hydrofoil submergence depths, and freestream velocity of between 2 and 12 ms-1. At low 
submergence, new observations of the mechanisms of ventilation inception are reported. 
Comparing the observations with the results of Chapter 5, it becomes clear that at reduced 
submergence, changes in the flow topology occur, which result in an increased proclivity for 
cavity formation and tip vortex ventilation.  
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6.1 Abstract 
Hydrofoil tip vortex ventilation is rarely mentioned in literature. In both field and laboratory 
tests, trailing cavities have been observed downstream of hydrofoil wing tips, advancing 
forward with increase in free stream velocity until the hydrofoil is reached (Ramsen, 1957).  
Due to the ventilated nature of the vortex, when the cavity reaches the lifting surface, air 
from the vortex spreads rapidly into the low pressure region of the foil, resulting in a sudden 
and significant reduction in lift which may lead to vessel control issues. Anecdotally, tip 
vortex ventilation inception has been assumed to be through the free surface, although no 
published works appear to have investigated the mechanisms by which this phenomenon 
occurs. Faltinsen (2005) noted that the existence of cavitation in the vortex core may create a 
pathway from the hydrofoil tip to the surface. 
In this chapter, the effects of free stream velocity and hydrofoil submergence upon the tip 
vortex flow of a NACA 0012 t-foil hydrofoil are presented. New observations on the effects of 
the depth of hydrofoil submergence on low pressure filaments in trailing vortex cores are 
reported. Observations from images taken during high speed towing tank testing at velocities 
between 2 to 12 ms-1 were compared, and estimations made of the wake age and 
submergence, at which tip vortex filament cavitation and ventilation may occur in a 
controlled environment.  
Cavitation was used as a probe to identify the locations of the trailing vortices. In general it 
was found that in the far field the wing tip trailing vortices descended with increase in wake 
age, however in the mid-field an inflexion in the vortex trajectory toward the free surface was 
observed the streamwise location of which increased with free stream velocity along with the 
rate of descent of the vortex. From the aperiodic appearance of cavity filaments, the core 
axial velocity appeared to be intermittent, which is in agreement with published work. At low 
hydrofoil submergence and at high free stream velocity, extensive cloud cavitation was 
observed to form within the tip vortex wave wake. Whereas at low velocity, narrow regions 
of cloud cavitation originating from vortices parallel and normal to the free stream direction, 
just beneath the surface of the wave wake, appeared to become entrained within the tip 
vortex. With increase in hydrofoil submergence cavities within the vortices did not become 
visible until greater free stream velocities had been reached. 
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Analysis of the time series photographs led to the identification of a probable ventilation 
inception mechanism. The growth of perturbations in the free surface mirroring others in the 
tip vortex cavity, and the formation of a vortex ring, as a jet formed between the free surface 
and the tip vortex cavity were observed. 
6.2 Introduction 
Users of hydrofoil borne sail craft push the limit of minimum submergence to obtain the 
highest speed possible. Using the foils at low submergence increases the difficulty of 
maintaining the control and safety of the craft, due to the increased potential for the 
occurrence of hydrofoil egress from the water and tip ventilation. Understanding the 
mechanisms of tip vortex ventilation inception, and any precursors to inception, is of 
importance to aid designers minimise the risks involved, as control issues may lead to 
significant time penalties due to performance decreases or worse still high speed collision 
with a competitor. 
The earliest extensive work found in a literature survey of hydrofoil tip ventilation was that 
by (Ramsen, 1957) using a flat plate. It was reported that conversely to tip cavitation, where 
vortex cavitation commences at the wing tip, progressing downstream with increase in 
velocity, trailing ventilated tip vortices come into existence downstream of the hydrofoil, 
advancing upstream until the foil is reached, whereupon the lift of the foil diminishes 
significantly due to ventilation of the lifting surface. The maximum aspect ratio (AR) of the 
test geometry used by (Ramsen, 1957) was 0.25, which differs considerably from that of a 
typical current performance t-foil of approximately 6. Considering the test geometries, 
velocities and depth of submersion to chord length ratio (h/c) 0.35, the study may well have 
been aimed at surface skimming craft or landing appendages for the flying boats of the era.  
Anderson and Wright (2000) described that cases of axial velocity deficit or surplus depend 
upon the wing loading, which can be reconciled non-dimensionally as 
Γ
 ∞. 
 , showing that the 
jet-like wake with axial surplus of Chow et al. (1997) and Green (1988) result from a highly 
loaded wing. Whereas, the wake like profile found by Devenport et al. (1996) results from a 
reduction in loading parameter of approximately an order of magnitude. Anderson and 
Wright (2000) conclude that the axial velocity profile is most significantly affected by the 
AoA and AR of a wing. Equation 6-2 shows the relationship between the three dimensional 
Chapter 6  
 
101 
 
coefficient of lift (CL) and the aspect ratio of the wing. Aspect ratio significantly affects the 
coefficient of wing lift with the result that the bound circulation (Equation 6-2) , and hence 
the circulation in the trailing vortices of the experiments conducted by (Ramsen, 1957) is 
only a fraction of that present in the current status quo. The magnitude of the circulation 
directly affects the angular velocity of the vortex and this in turn is one of the primary drivers 
of the minimum pressure within a vortex core. 
 
   =  
  
(1 + 2   ⁄ )
 (6-1) 
 
where    is the sectional lift coefficient and AR the aspect ratio of the foil. 
 
 ѳ = 0.5 ∙  ∞ ∙   ∙    (6-2) 
where   is the mid-span chord length,  ∞ the free stream velocity, and    the wing coefficient 
of lift. 
The previous chapter highlighted an asymmetry in the flow field of the tip vortex - a region of 
flow located between the vortex and the free surface, where the cross velocity magnitude 
varied inversely with the reduction in depth of t-foil submergence. The purpose of this high 
speed investigation was to observe the combined effects of free stream velocity (U∞) and free 
surface proximity (h/c) upon the onset of vortex filament cavitation through to the formation 
of ventilated vortex ropes within the wing tip trailing vortex. By understanding the 
precursors to ventilation inception, such as the early stages of cavity formation within the 
vortex, indications might be provided as to how the ventilation pathway forms. 
During controlled testing, conditions where the foil becomes ventilated, similar to those 
where ventilation has been observed to occur in the open water tests were not reached. This 
was due to load restrictions on the test equipment and the mass of the test geometry. The 
maximum carriage velocity was restricted to 12 ms-1, reducing to 10 ms-1 at the deepest test 
scenario. 
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6.3 Methodology 
6.3.1 Experimental setup 
The high speed towing tank of the Davidson Laboratory at the Stevens Institute of 
Technology measures 2.4 m deep by 4.9 m wide and 100 m long. Force data was obtained 
using the NACA 0012 section t-foil hydrofoil geometry illustrated in Figure 5-3 at an AoA of 
8o with U∞ between 2 and 12 ms-1 (Rec of 2.4 x 105 to 1.44 x 106) and submergence between 
an h/c of 0.22 and 1.70 using a carriage mounted six degrees of freedom force balance as 
shown in Figure 6-1. A table of the scenarios tested can be found in Appendix G. Still and 
video images were captured using carriage mounted cameras above surface and fixed 
location underwater cameras. A Canon EOS Rebel T2i camera was used to obtain 11MP 
digital still images with a Canon EF-S18-55mm f/3.5-5.6 IS lens set to a focal length of 27 mm, 
an exposure of 1/400th s and an inter-frame interval of 0.3s with standard deviation of ± 
0.009s. The optical axis was horizontal and perpendicular to the direction of carriage motion. 
The precision of the permanently installed linear encoder on the monorail of the towing tank 
was insufficient to provide for synchronisation of the image capture trigger and test 
geometry location. 
The polar diagrams and photographs in this section were obtained using the high speed 
towing tank of the Davidson Laboratory. The remaining PIV and force data was obtained 
using the AMC towing tank of depth 1.5 m, width of 3.5 m and length of 100 m at U∞ between 
2 and 4.5 ms-1 (Rec of 2.4 x 105 to 6.3 x 105) for the same range of h/c and AoA, using the 
experimental setup described in chapter 5. 
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Figure 6-1. Experimental setup (A) Force balance, submergence and interface plate (B) The 
Davidson Laboratory high speed towing tank showing the supports for the t-foil interface 
plate with AoA adjustment in the foreground. 
 
6.3.2 Quantification of the vortex locations based on the qualitative observations 
Interpretation of the observations is based upon the visual identification of vortex cavities or 
bubble entrainment to elucidate the presence of swirling flows and the trailing vortex cores, 
and is thus limited to the test scenarios where those phenomena are present.  
Image scaling was determined from the geometric chord of the strut which was measured on 
images captured perpendicular and parallel to the free stream in the xz plane, at zero free 
stream velocity. A measurement scale based upon the mean geometric chord of the 
horizontal lifting surface was then applied to all images, with the vertical datum being the 
undisturbed free surface, and the horizontal datum being the trailing edge of the strut 
(Figure 6-2). The large depth of field, due to both the width of the test geometry and the 
three dimensional nature of the flow introduces a high level of uncertainty that cannot be 
accounted for in the image calibration. Canon Digital Photo Professional Software was used 
to compare the raw images with images corrected for geometric lens distortion using the 
inbuilt correction algorithm. No correction was applied due to the <0.5% barrel distortion at 
the peripheries of the image using the 27mm focal length.14 
                                                                        
14 In the lens test and report by Alexander (2013), the Canon EF-S18-55mm f/3.5-5.6 IS lens exhibits <1% barrel 
distortion at a focal length of 18mm changing to a 0.1% pin cushion distortion at a focal length of 55mm. At a focal 
length of 27mm the maximum barrel distortion is <0.6% with an average of <0.4%  
 
AoA adjustment 
Support 
structure 
Monorail 
carriage 
Force balance 
Interface plate 
T-foil strut 
A B 
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In the quantification of the wake locations uncertainties are introduced by the lateral 
position of the trailing vortices within the depth of field. Based upon the range of possible 
locations within the depth of field, the uncertainty in vertical location (  ) is ± 0.43 h/c, and in 
the wake age of the locations (   ) is ± 0.77 x/c. The resulting combined uncertainties in the 
streamwise location (  ) of the wake in x/c are ± 0.79 at 2 ms-1, ± 0.83 at 4 ms-1, ± 0.90 at 6 
ms-1, ± 0.98 at 8 ms-1, ± 1.09 at 10 ms-1 and ± 1.20 at 12 ms-1. Errors in quantification due to 
distortion from lens aberration have not been accounted for. 
 
 
Figure 6-2. Measurement of image scales showing the submergence and wake age datums 
used in this study 
 
6.3.3 Identification of vortices and surface wakes 
Images were assessed for visual indications of trailing vortices, which were identified 
visually through the presence of vortex filament cavities, ventilated cavities and entrained 
bubbles within the flow. Identification of the trailing vortex pairs, originating from the strut 
intersection with the horizontal lifting surface, and the wing tip trailing vortices was made 
using images and video obtained with the camera angled obliquely upward toward the free 
surface. The test scenarios referred to in the figures have been selected because they best 
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illustrate the method and most clearly identify features which change with velocity and 
submergence. Figure 6-3 presents an image for AoA 8°, h/c of 0.43, and a U∞ of 10 ms-1 
showing the location of the hydrofoil surface wakes. 
Image acquisition times were converted to wake age using the table presented in Appendix C. 
Wake histories were mapped where the visual indicators were present (Figure 6-4), 
resulting in a determination of the vertical locations of the vortex pairs.  
 
 
Figure 6-3. Viewed obliquely from below the typical surface wake of a t-foil at AoA 8, h/c 0.22, 
and U∞ 4 ms-1  
 
 
 
 
 
Left tip wake 
Strut wake 
Right tip wake 
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Figure 6-4. Traces of vortex paths at AoA 8, h/c 0.43, and U∞ 10 ms-1  
(A) Vortices identified from the photos taken at and oblique angle  
(B) Quantification of the vortex locations where n =  frame number x frame width in x/c 
 
 
6.4 Results  
6.4.1 Hydrodynamic forces  
For the purpose of validating the experimental setup, forces were measured for a range of 
AoA between -2 and 16° at 4 ms-1 with a submersion of 400mm (h/c of 3.4). This data was 
used for calculation of the hydrodynamic coefficients CL and CD (Figure 6-5) and the lift 
polar presented in Figure 6-6. 
 
A 
B 
x 
z 
 Figure 6-5. Variation of hydrodynamic coefficients with respect to change in 
 
Figure 6-6. Lift polar for the t
 
6.4.2 Observations 
The images presented in Appendix 
reduction in submergence, 
proclivity for the formation of trailing cavities. Considerable interaction between the strut 
and wing tip vortices was also noted.
6.4.2.1 Trailing cavities 
Cavity structure and wake characteristics chang
submersion. Table 6-1 details the cavity diameters measured from the images. The first 
contiguous cavity to become 
variability in diameter, an indefinable fluid interface due to the image resolution and prone 
to sudden collapse as the gases were reabsorbed into the water. The 
A 
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an h/c of 3.4 (A) CL and (B) CD  
 
-foil with square wing end caps at 
D led to the observation that both increase in velocity and 
resulted in an expansion in cavity diameter and a greater 
 
ed with both velocity and 
visible, was a ‘fine filament’ with small diameter, little 
‘filament
B 
 
AoA at  
h/c 3.4  
depth of 
’, a contiguous 
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cavity of slightly larger diameter, little variability in diameter, and smooth fluid interface 
which collapses to fine bubbles which appeared to be absorbed into the water. The ‘enlarged 
filament or bubbly filament’ with sections of smooth filament interspersed with broader 
sections of more than twice the diameter having a perturbed fluid interface which collapsed 
to regions of small bubble that ascended to the surface. Finally, the ‘Rope-like’ cavity of 
twisted appearance, long broad sections, and short slender necks that collapsed to a dense 
cloud bubbles, indicative of a ventilated cavity.  
Upon collapse, the strut and tip rope-like cavities differed in the bubble size that resulted 
from collapse. Strut cavities of this type broke down into a mixture of large and small bubbles 
whereas the bubbles from the tip cavities were of a visibly more uniform small size. 
 
Table 6-1. Radii of the vortex cavities.  
Cavity type r/c min r/c max Fluid interface Variation in radius  
Fine filament 0.004 0.009 Indefinable* Unstable, disappears rapidly  
Filament 0.007 0.020 Smooth Disappears gradually   
Enlarged filament  0.028 0.060 Perturbed Equal broad and slender sections 
Rope-like 0.045 0.170 Highly perturbed Broad with short slender sections 
Uncertainty in cavity radius (  ) is ± 11% 
* due to image resolution 
 
6.4.2.2 The effect of free stream velocity 
Figure 6-7 and Figure 6-8 show the complex wake interaction between the strut and 
hydrofoil tip wakes at low hydrofoil submergence, and the development thereof with 
increase in velocity. At a U∞ of 2 ms-1 the transverse wave wakes of the strut and tip vortex 
commence within a chord length of the trailing edge, at U∞  4 ms-1 both transverse wakes 
commence at a greater wake age, with a short, unperturbed section of strut wake visible 
before the strut spray perturbs the free surface. By U∞ 6ms-1 the wake age delay has further 
increased.  
Subsurface, the general scenario that develops behind the strut with increase in velocity 
commences with bubble entrainment (Figure 6-9), followed by a small diameter cavity with 
perturbed surface adjacent to the free surface (Figure 6-10), then a larger cavity with highly 
perturbed surface (Figure 6-11) and finally a cavity surrounded by small bubbles (Figure 
 6-12). In all of these cases, with the exception of the highest velocity tested, the cavities 
gradually descend, with increasing instability and a
velocity, cavity breakdown to a cloud of small bubbles appears to be accelerated.
The wing tip trailing vortices may be identified at low velocity by the fine filament cavities 
that formed at some depth and distance 
vortex filaments become more coherent and are observed to commence at reduced 
submergence and wake age, until they are observed in the vicinity of the tip vortex surface 
wake (Figure 6-11). The manner of decay changes with the filaments decomposing to form 
elongated bubbles, and then strings of small bubbles. With increase in interaction between 
the strut and tip vortices, more small bubbles were seen rising from the decomposing tip 
vortex filaments, indicating absorption of gases from the ventilated strut vortex by the tip 
vortex cavities. 
 
Figure 6-7. Viewed from above
complex, with interacting wake systems from the strut and wing tips
perturbation caused by the strut spray.
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 reduction in coherence. At the highest 
behind the hydrofoil. As velocity increased, the tip 
, the surface wake behind a t-foil at low submergence
 combined with surface 
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 Figure 6-8. Viewed obliquely from below, 
extension of straight section of
U∞ 6 ms
-1
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Example observations for AoA 8, h/c of 0.22 are included below: 
At 4 ms-1, while the interaction of the strut spray and wave wakes appears to be more 
intense, with separated bubbles becoming visible, the persistence of a clearly visible cavity 
has reduced. The existence of the strut interface vortices can be identified by helical strings 
of entrained bubbles, which persist downstream and descend with wake age. The short 
straight cavity sections, which appear at a height between the strut interface vortices and the 
free surface, are the filament cavities of the wing tip vortices, their low submergence being 
due to reduced downwash at such low t-foil submergence. 
By 6 ms-1 the strut interface vortices can be identified by the nearly continuous helical ropes 
of large bubbles extending from the strut wake. The straight sections of tip vortex filament 
cavitation are of greater length and appear to thicken prior to collapse. 
At 8 ms-1 the filament vortices are almost continuous. The filaments take on a wave like form 
prior to breakdown into many small bubbles. 
At 10 ms-1 the wing tip filaments appear to originate from the wing tip wave wake, rapidly 
forming thin filaments with small amplitude disturbances, that reduce with increase in wake 
age. Fine helices surrounding the tip vortices are highlighted by thin cavities. Contrary to the 
observations at lower speeds, the tip vortices are visible beneath the strut wake vortices, 
which now consist of helices of smaller bubbles than those visible at lower speeds. The strut 
helices descend and rapidly expand, while the tip vortices do not descend far prior to 
collapse. 
At 12 ms-1 thick ventilated filament ropes descend from the wing tip wakes beneath the strut. 
The ventilated vortex ropes extend parallel to the free surface for a considerable distance, 
prior to further descent and eventual break down into a band of small bubbles which 
continue to descend further until groups of bubbles are seen to rise to the surface. 
At velocities of 4 and 6 ms-1, filament cavitation within the tip vortices does not form until the 
strut vortices appear to have almost reached the maximum submergence. At 10 and 12 ms-1, 
cavities form directly from the breaking tip wave wake, with the former as a filament and the 
latter a ventilated rope. At h/c of 0.22, cavitation in the low pressure region adjacent to the 
hydrofoil surface is increasingly present at the higher test velocities (Figure 6-13). 
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 Figure 6-9. Descending entrained bubbles highlight the strut interface vortices. 
0.43, and U∞ 4 ms
 
Descending bubbles 
Chapter 6  
113 
-1. Filament cavities are visible at 0.9 and 1.2 s
Filament cavities
 
 
 
AoA 8°, h/c 
 
 
 Tip wake 
Chapter 6  
114 
Broad perturbed Narrow uniform 
 
 
 
 
x 
z 
 Figure 6-10. Ventilated strut vortex cavities. 
vortices appear as coherent structures with a highly non
from the surface wake. With increase in wake age, the cavities briefly stabilise before 
expanding and separating into discontinuous cavities. At 0.9s straight sections of tip vorte
cavity become visible above the strut vortices. 
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Figure 6-25 
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 Figure 6-11. Tip vortex filament cavitation or incompletely ventilated cavities
strut cavities. AoA 8, h/c 0.43, and 
pair of coherent structures with small
wave wake than is visible at 6
larger diameter than the previous appear close to the free surface.
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U∞ 10 ms-1 . The tip vortices are elucidated by a descending 
 diameter, that originate from further forward on the tip 
 ms-1. To the rear of this a second pair of irregular structures of 
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 Figure 6-12. Ventilated tip and strut vortex 
vortices appear as coherent structures with a highly non
from the tip wake. The strut vortices are visible as a rope of coalesced bubbles between the 
 
 
Figure 6-13. Cavitation bubbles in the low pressure region of the horizontal foil at 
submergence h/c 0.22, 
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-uniform fluid interface that descend 
tip vortices and the free surface. 
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6.4.2.3 The effect of submergence 
The visibility of surface interaction changed inversely with depth of submersion. The tip 
vortex wave wake diminished in size until no longer discernible from the strut wake at 
deeper submergences. With reduction in submergence, the coherence and diameter of the 
cavities increased. At an h/c of 1.70, little was observed other than a cloud of small bubbles at 
the highest velocities.  
Figure 6-14 presents images at AoA 8° and U∞ 8 ms-1 for a range of t-foil submergence. In 
scenario h/c of 0.22, three types of coherent cavity are visible. Just beneath the free surface 
are the strut vortices with the largest diameter cavities and most perturbed surfaces. At a 
depth of approximately h/c of 0.75, the two tip vortices become visible, descending with 
increase in wake age. The cavity in the foreground has the appearance of a broad uniform 
filament, whereas the cavity in the background has broad and narrow sections. In scenario 
h/c of 0.43, the strut vortices are highlighted by a coherent string of discreet cavities that 
descend with increase in wake age. At a depth of approximately h/c of 1.5, short, straight, 
narrow cavities become visible. In scenario h/c of 0.85, several coherent helical strings of 
cavities indicate swirling flows, however, the core of the strut vortices are generally 
highlighted by an incoherent dispersion of cavities with a constant depth of submersion. 
Beneath the strut vortices, at a depth of approximately h/c of 2.5 short, straight, narrow 
sections of cavity that descend with wake age become visible. In scenario h/c 0.85, the 
filament cavities become visible at a time of 1.5s or x/c of 105 after the test geometry has 
passed the camera, whereas this is 1.2s or x/c of 82 in scenario h/c of 0.43 and 0.6s or x/c of 41 
in scenario h/c of 0.22.  
The above surface wake images presented in Figure 6-15 show a region of cloud cavitation 
within the vortex that increases in size both in the streamwise and lateral axes with 
reduction in submergence. With increase in free stream velocity, the region of cavitation 
moves toward the hydrofoil. 
The reader is referred to Appendix D for the plates showing vortex ventilation for the 
remaining test cases. 
 Figure 6-14. Cavity development
0.22 both thick filament and rope
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AoA 8°, h/c 0.43, U∞ 8 ms
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AoA 8°, h/c 0.22, U∞ 8 ms
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-like cavities, (B) h/c 0.43 short sections of filament cavities, 
h/c 0.85 very short filament cavities.  
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stream velocity and submergence 
h/c 0.43, 
A 
B 
C 
D 
Chapter 6  
122 
evelopment of cloud cavitation with change in free 
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U∞ 10 ms-1 (D) h/c 0.43, U∞ 12 ms-1 
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6.4.3 Quantification of vortex locations from qualitative observations 
Using the method illustrated in Figure 6-2, Figure 6-3 and Figure 6-4, the wake histories 
presented in Figure 6-16 and Figure 6-17 were mapped in a vertical plane, parallel to the free 
stream. This study focused on a single strut or tip vortex for clarity. 
In general, with increase in wake age the trailing cavities initially descend, ascend for a 
period, then follow a roughly horizontal trajectory, before finally descending and dissipating. 
For all scenarios, the wake age to which cavities persist into the free stream increases with 
velocity. The rate of descent of the vortices increases with submergence except for h/c of 1.70 
where the minimal cavity formation limits the identification of the vortex wake locations. 
The primary changes and trends that were observed are: 
h/c of 0.22  
 
Tip vortex close to the free surface at all velocities 
Little effect of velocity on the persistence of the cavities 
Tip ventilation visible 
h/c of 0.43  
 
Velocity extends cavity persistence 
Velocity increases depth of the tip vortex cavities 
Velocity reduces depth of strut vortex cavities 
Reduced tip ventilation 
h/c of 0.85  
 
Velocity extends vortex cavity persistence 
Velocity increases depth of the tip vortex cavities 
Velocity reduces depth of the strut vortex cavities 
No tip ventilation 
h/c of 1.70  
 
Velocity extends strut vortex cavity persistence 
Strut vortex cavities are of shallow submergence 
No tip vortex cavities visible 
The descent and ascent of the strut vortex cavity is more pronounced 
 
 Figure 6-16. Vertical displacements o
h/c 0.43. Greater submergence results in the increased persistence of cavities downstream.
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h/c 0.22 (B) 
 
 Figure 6-17. Depth of vortex wake paths for foil submergence (A) 
1.70 minimal trajectories are reported due to the absence of cavity formation.
h/c 1.70 at U∞ 
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Chapter 6  
125 
h/c 0.85 (B) 
12 ms-1  exceeded the capacity of the load support
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6.4.4 Subsurface observations from image planes 
Using the PIV experimental setup as described in Chapter 5, images were captured for a 
number of subsurface planes normal to the axis of carriage motion at U∞ between 2.0 and 4.5 
ms-1. Figure 6-18 and Figure 6-19 present views looking upstream toward the t-foil, the 
seeding particles of 60 micron mean diameter are clearly visible, as is the free surface 
demarcation. The height of the wave wake and the angle of the wave face rise, with increase 
in the free stream velocity. At velocities > 3.0 ms-1, a cloudy, swirling structure masks the top 
left quarter of the image plane. The diameter and submergence of this swirling structure 
increases with velocity, and is positioned beneath a depression in the free surface wake of 
the tip vortex. 
At an h/c of 0.22, an x/c of 4, and U∞ of 2 ms-1, wake streaks are visible but surface 
perturbations appear to be disorganised. From 2.5 ms-1, a number of closely packed 
striations normal to the free stream are increasingly visible in the steepest part of the wave 
wake along the free surface. At an h/c of 0.22 and an x/c of 11 the period of these 
perturbations has lengthened. Appendix F (Particle_image_cloud.mp4) shows a video file of 
the cloud cavitation. 
6.4.5 PIV planar velocity fields 
Planar velocity fields were obtained at an h/c of 0.22, x/c of 4, U∞ of 2.0 ms-1 (Figure 6-20) and 
at an h/c of 0.22, x/c of 11, U∞ of 4.5 ms-1 (Figure 6-21). The uncertainty in cross velocity is 
displayed on the images of the cross velocity magnitude and the corrected particle image. In 
Figure 6-20 we see that the region of elevated uncertainty is adjacent to the free surface 
boundary, whereas in Figure 6-21 this region has greater submergence and appears to be 
aligned with the tip vortex, with a band of lower uncertainty adjacent to the free surface. In 
both particle images the regions of elevated uncertainty correspond with the areas where the 
particle image has become obscured by the clouds described in section 6.4.4.  
  
Figure 6-18. Formation of cloud cavitation with change in velocity at 
 
                                                                       
15 These particle images were obtained using the experimental 
U∞ 2.0 ms
-1 
U∞ 3.5 ms
-1 
Free surface demarcation
Surface perturbations
Cloud cavitation 
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Figure 6-19. Formation of cloud cavitation with change in velocity at 
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Figure 6-20 AoA 8°, h/c 0.22, 
field (B) particle image with 
 
 
Figure 6-21. AoA 8°, h/c 0.22
field (B) particle image with 
 
6.4.6 The ventilation pathway 
Figure 6-22 shows an enlarged view focussing on the tip wave wake / vortex interaction at 
an AoA 8°, an h/c of 0.22, x/c
surface of the wave wake, are highlighted by strands of cloud cavities aligned normal to the 
direction of wave propagation. The trailing vortex appears as a larger cavity cloud stemming 
from the wave vortices. 
Figure 6-23 presents an enlarged view of the tip wake for an 
U∞ of 10 ms-1 at 0.3 s after the hydrofoil has passed (the full image is 
6-11). On the left hand side of the image a straight cavity is visible, moving toward the centre 
of the image, the cavity thickens and short secti
surface. Further to the right and enlarged in 
A 
A 
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U∞ 2.0 ms-1, x/c 4 (A) cross velocity contours
countours of uncertainty in cross velocity magnitude
 
, U∞ 4.5 ms-1, x/c 11 (A) cross velocity contours
countours of uncertainty in cross velocity magnitude
– Inception of tip vortex ventilation 
 of 4, and a U∞ of 4.5 ms-1. Multiple vortices adjacent to the 
AoA of 8°, an
presented in 
ons appear to merge upward toward the free 
Figure 6-24 a perturbation in the free surface
B 
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 and uncertainty 
 
 
 and uncertainty 
 
 h/c of 0.43, and a 
Figure 
, 
 possibly a Taylor instability is visible which appears to be mirrored in the vortex cavity and 
to the far right a vortex ring with jet appears to be attached to the tip vortex cavity.
 
Figure 6-22. View looking upstream toward the t
wave wake
 
 
Figure 6-23. View looking through the side inspection window of the towing tank. 
formation within the tip vortex wave wake
 
 
Trailing cavity cloud, entrained in 
the trailing tip vortex
Parallel ripples in tip wake
Straight cavity section
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 Figure 6-24 Enlarged views of Figure 6
 
6.5 Discussion  
In any test facility of limited length
study, the rapid acceleration of the towing tank carriage and location of the data acquisition 
point toward the end of the towing tank
creating the longest duration for a steady state condition as measured from the 
hydrodynamic forces to be obtained along with a fully established flow topology.
It was expected that the greatest impact of a limited steady state time would 
deeper submergences and highe
strongest trailing tip vortices are developed. This study was restricted by the load carrying 
capacity of the test infrastruc
submergences of > 1.7 h/c.  
Consideration of the importance of available steady state time was highlighted both as a 
conclusion and recommendation in Chapter 4.  During the high speed vortex ventilation 
study, steady hydrodynamic loads were obtained, howe
possible. As such, the results may be subject to bias due to the available steady state time.
6.5.1 Validation of the experimental setup
The measured hydrodynamic coefficients were compared with those of previous 
experiments of Binns et al. (2008)
significant deviation found between those of the Davidson laboratory and the Australian 
Maritime College towing tanks.
Free surface perturbation
 
Perturbations in vortex cavity
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6.5.2 Observation of vortex cavitation 
The observation of increased cavity development within the vortex with elevation of free 
stream velocity is not surprising, and is explained by existing theory showing the 
relationship between free stream velocity and vortex core pressure. Considering the 
simplified case of a Rankine vortex, Alekseenko et al. (2007) demonstrated that by 
substituting velocity profiles from the Rankine vortex into the Euler equation, the pressure 
distribution of the vortex may be obtained, with the minimum pressure (    ) calculated 
using equation 6-7.  
 
     =  ∞ −  
ω a 
4
=  ∞ −  
Γ 
4π a 
 
(6-3) 
where  ∞ is the ambient pressure,   the density of the fluid,   the vorticity,   the circulation 
and   the vortex core diameter. 
     may be estimated for a given free stream velocity and wing geometry, by substituting 
equation (6-2 into equation (6-3 for Γ to obtain equation 6-7 which highlights the 
relationship between known parameters such as free stream velocity and the lift 
characteristics of the wing, and the minimum core pressure. 
 
Within the vortex core angular velocity (Ω) is constant. Given a known circulation, Ω may be 
calculated from equation 6-7. Rearranging as in equation 6-7 it is apparent that change in the 
vortex core diameter for a constant angular velocity, will result in significant variation of the 
vortex circulation, which in turn affects the minimum pressure.  
 
Ω = Γ/2πa  (6-5) 
 
     =  ∞ −  
(0.5 ∙  ∞ ∙   ∙   )
 
4π a 
 
(6-4) 
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Γ = 2πΩa  (6-6) 
where Ω is the angular velocity within the vortex core. 
Given the relationships shown in the preceding equations, external influences that affect 
vortex circulation or cause a change in vortex core diameter will vary the proclivity for cavity 
formation. Such changes may be localised, as in the vortex kinks identified by Green and 
Acosta (1991) or effect the entire flow field, as with variation in hydrofoil submergence. The 
short lengths of filament cavity that appear and disappear suddenly in the image sequences 
from one frame to the next, might best be explained by the findings of Green and Acosta 
(1991), where kinks in the vortex pathway were found to be associated with significant axial 
velocity fluctuations within the vortex core, as large as twice the free stream velocity.  
Evidence of the effects of fluctuations in axial velocity may be seen in the additional media 
file in Appendix E (Intermittent_vortex_cavity.mp4), where the region of cloud cavitation in 
the vortex core is seen to repeatedly advance upstream toward the hydrofoil before 
retreating downstream. This footage was recorded in the controlled environment of a 
hydrodynamic towing tank. It is hypothesised that the variability in dissolved gas content, 
turbulence, water temperature, and suspended matter – providing cavitation nucleation sites 
– provided by nature in the open sea would result in the cavitating trailing vortex contacting 
the hydrofoil and the aperiodic occurrence of hydrofoil tip ventilation that has been 
anecdotally reported by sailors. 
In general, the strut vortices were observed to breakdown prior to the tip vortices, hence the 
latter are exposed to increasing disturbances as the strut vortices decompose into larger 
more energetic eddies. Such disturbances were observed and could be hypothesised to cause 
kinks similar to those described by Green and Acosta (1991), where the regions of higher 
axial velocity, as highlighted by cavity formation, arise after each kink. 
The appearance of continuous cavities far downstream of the test geometry is indicative of a 
more general increase in vortex circulation. Either interaction between the strut and tip 
vortices with two co-rotating vortices occurs, merging to form a vortex of larger diameter 
and similar angular velocity, resulting in the pressure dropping below the vapour pressure of 
the fluid, or a general growth in vortex diameter occurs such as that discussed by Devenport 
et al. (1996) who observed an increase in vortex diameter from 5 to 25% of the chord length 
at 5 and 35 chord lengths respectively downstream of the foil. In chapter 5 gradual trends in 
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the change of circulation of the tip vortex with increase in wake age between an  x/c 1 and 5 
were noted, which is in agreement with the body literature (Spalart, 1998). It would be 
highly informative to obtain velocity fields over a considerably greater range of wake age to 
elucidate the causes of the phenomena observed. 
6.5.3 Effect of surface proximity on the radial distribution of vortex circulation 
Understanding of the changes in tip vortex circulation due to variation in the depth of 
submergence appears to hinge upon the method of normalisation of the circulation used. In 
Chapter 5, Figure 5-12 circulation of the vortex core normalised by the mid-span bound 
circulation for each test scenario is observed to increase from 80% to ≈ 100% of the wing 
bound circulation with reduction in submergence. Figure 6-25 (A) presents radial 
distributions of vortex circulation for the same test results - AoA of 8° and velocity of 2 ms-1  
normalised by the wing bound circulation at each depth of submersion. Within the range of 
measurements obtained, circulation in the vortex increases with vortex radius, exceeding the 
circulation at the periphery of the core (indicated by the vertical black dashed line) by more 
than 50% at 0.125 r/c. 
Due to the limitations of the PIV setup, no PIV or force measurements were obtained for a 
deeply submerged case within this test series. In the absence of this data, the bound 
circulation for a deeply submerged case ( ∞) was calculated from aerodynamic theory for 
incompressible fluids, assuming the absence of viscous effects and strut interaction, through 
application of equation 6-7 for an elliptical pressure distribution (Green & Acosta, 1991). 
 
   =  
  .  .  .   
(1 + 2   ⁄ )
 
(6-7) 
 
 
where    is the effective angle of attack and AR the aspect ratio of the foil. 
The resulting value 
 ∞
 . ∞
 of 0.65 lies within ± 5% of the 0.67 calculated from the experimental 
results obtained at the Davidson Laboratory, using the same test geometry, and 0.62 
calculated from the results of Binns et al. (2008), with slight variation to the span of the test 
geometry. These values of non-dimensional circulation or CL are within the band of ± 15% 
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which Green (1988) determined to be the bounds of the experimental error of a double 
pulsed holography study of the tip vortex in a single phase. 
Normalisation of the radial distribution of circulation at each depth of submersion by the 
mid-span bound circulation at each submergence   /  as presented in Figure 6-25 (A), shows 
that an asymptote is approached for the deepest test case of 1.70, indicating that minimal 
increase in circulation will be obtained by further increasing the range of the radial 
measurement at this submergence depth. At the lower submergences, vortex circulation 
increases, with the slope of the data series indicative that with reduction in submergence 
asymptotes will be reached at increasing vortex radii. 
While the maximum circulation within the vortex at an h/c of 1.70 exceeds the bound 
circulation at this depth, it is also the closest to parity with the bound circulation at this 
depth. The general trend of reduction in circulation excess with increase in submergence 
indicates that the vortex and bound circulations may reach parity for a deeply submerged 
case in agreement with aerodynamic theory, while the circulation excess at low 
submergences is indicative of increasing free surface effects with reduction in submergence, 
due to interaction with the tip vortex and the wave wake.  
Figure 6-25 (B) shows the radial distribution of circulation at each depth of submersion 
normalised by  ∞. Again the asymptote for the test case h/c of 1.70 is approached. The excess 
in circulation at an h/c of 1.70 indicates that free surface effects are still coming into play at 
this depth of submergence. 
For test cases at lower submergence, an alternative method for obtaining the circulation 
should be assessed, due to the limitations imposed by the use of a circular path when in close 
proximity to the free surface. The high degree of vortex asymmetry reported in Chapter 5, 
would suggest that integrating around a contour that follows the asymmetry may enable a 
greater proportion of the circulation to be measured. Contours of cross velocity magnitude, 
or use of the    criterion as suggested by Graftieaux, Michard, and Grosjean (2001) may 
enable the range of these results to be extended. 
Variation in the radial distribution of circulation within the vortex with change in hydrofoil 
submergence is presented in Figure 6-26 (A). The rate of change in circulation increases with 
radius and reduction in submergence. While the changes are greater outside the core, the 
 changes within the core are significant. In Figure 6
with reduction in hydrofoil submergence is presented 
circulation at an h/c of 1.70. The radial distribution of circulation increases almost 
across the vortex with reduction in hydrofoil submergence, 
hence minimum pressure within the vortex core are related non
submergence. 
 
Figure 6-25 Radial distribution of vortex circulation
U∞ 2 ms-1 (A) normalised by the bound circulation at each 
normalised by the circulation of a deeply submerged case.
Figure 6-26.  Radial variation in circulation
ms-1 (A) with respect to hydrofoil 
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6.5.4 Inception of tip vortex ventilation - The ventilation pathway 
Complex interactions have been observed between the tip vortex, strut vortices and the free 
surface. No direct persistent pathway connecting hydrofoil to the free surface via the tip 
vortex core was observed, however, intermittent connections to the free surface have been 
observed to occur, while a persistent termination of the vortex upon the free surface does 
not. Nevertheless, the involvement of cavitation within the vortex core as a pathway, as 
speculated by Faltinsen (2005) does appear to be associated.  
The presence of a vortex ring, which is usually formed by a brief discharge of fluid from an 
orifice (Glezer, 1988), and a decaying jet visible between the free surface and vortex cavity, 
provide some credence to the hypothesis that the tip vortex cavity becomes ventilated 
through such interactions. In addition, a precursor to such an interaction which consists of 
the presence of adjacent perturbations (Taylor instabilities) in the free surface and a 
coherent tip vortex cavity has been identified. The findings of Waid (1968), identifying 
Taylor instabilities as one of the primary mechanisms of air ingress between a vaporous 
cavity region and the free surface supports this supposition. 
At low submergence, coherent cavities formed at much earlier wake age, and the distance 
between the vaporous cavity regions and the free surface was much reduced in the near field. 
Interactions between the wave wake vortices and the tip vortex, when combined with 
increased circulation at low submergence resulting in lower vortex core pressure, points to 
the prevalence of the development of such a scenario, and hence disproportionate 
occurrence of ventilated tip vortices when compared to the test cases at deeper 
submergence. 
The vortex core is considered to be fully laminar surrounded by a transitional layer before 
becoming fully turbulent (Ramasamy & Leishman, 2003). Considering a vertical plane with a 
viewpoint generally aligned with the axes of the wave vortices, the presence of vortices 
adjacent to the surface of the wave wake, would result in narrow bands adjacent to the 
surface with the characteristics of both laminar flow and reduced turbulent kinetic energy. 
Such a  scenario describes the flow topology described by Carroll (1993), who reported a 
reduction in the vertical component of the turbulent kinetic energy in a region adjacent to the 
free surface. 
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6.5.5 Occurrence of vortex cavities around waves in nature 
In nature, examples of such phenomena can be observed to occur in waves near a shoreline 
(Figure 6-27). The ability to predict the flow around a wave using inviscid methods is limited 
to non-breaking waves. Inviscid methods start to breakdown with highly nonlinear (i.e. 
breaking) waves, where vorticity and flow separation exist. Figure 6-27 illustrates the 
requirement for hybrid inviscid methods when considering the prediction of breaking waves. 
With respect to this study of tip vortex ventilation, when the wake waves of the strut 
interface and the wing tips become close to breaking, they appear to interact with the tip 
vortices through the regions of vorticity and flow separation within the wave. 
When the axial flow velocity increases sufficiently, cavities form in vortices around the wave 
thus elucidating the flow topology. The vortices are located just beneath and parallel to the 
wave surface and appear to be generally aligned with the direction of wave propagation. As a 
secondary identifier of vortex presence, scaring is visible on the free surface of the wave. 
The underwater images of waves in nature provide an insight into the complex flow topology 
surrounding a wave, with the presence of cloud cavitation, vortex filament cavities and 
ventilated vortices. Tangible differences between the mechanisms of contiguous cavity 
formation for deep and shallow cases are present. At low submergence, interaction occurs 
between the wave vortices and the tip vortex, resulting in increased turbulence and vorticity 
near the free surface that Rothblum, Mcgregor, and Swales (1974) found to weaken the 
sealing effect of the unseparated flow near the surface. Cloud cavities from the wave vortices 
along with bubbles adjacent to the free surface are drawn into and ingested by the trailing tip 
vortex as supported by the findings of Harwood et al. (2016). The cavity bubbles from the 
surface vortices provide nucleation sites, which aid the formation of contiguous cavity 
filaments within the tip vortex. With increase in hydrofoil submergence, the wave vortices 
are increasingly located within the turbulent region of the tip vortex which is outside the 
main pressure gradient of the vortex core. Thus the formation of tip vortex cavitation at 
depth is much more dependent upon the bound circulation and loading of the hydrofoil. 
With the preceding information in mind, a hypothesis was developed. The schematic diagram 
presented in Figure 6-28 portrays why at low submergence cavities form at earlier wake age 
than for a deeply submerged foil, despite the reduction in bound circulation of the foil. 
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Figure 6-27. Vortex filament cavites of varying sizes wrapping the free surface of a breaking 
wave. Reproduced with the kind permission of (A) Kenji Croman ©Kenji Croman  
(B) Don Hurzeler  ©Don Hurzeler 
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Figure 6-28. Schematic diagram of hypothesised interaction between wave wake vortices and 
the trailing tip vortex for a t-foil at low depth of submersion 
6.5.6 Conclusions 
In this chapter, wake histories were reported in the mid and far field, for a range of hydrofoil 
depth of submersion of h/c 0.22 to 1.70 and free stream velocities between 2 and 12 ms-1. The 
changes in the flow topology that occur at low submergence result in an increased proclivity 
for cavity formation and tip vortex ventilation, thus, elucidating why control issues due to 
ventilation events occur with increased frequency at low hydrofoil submergence. 
At low submergence, novel observations on the mechanisms involved in ventilation inception 
were made, showing interaction between the tip vortex cavity and the wave wake, as well as 
the tip vortex cavity and the free surface. These changes in flow topology explain why the 
probability of tip vortex ventilation increases significantly when a t-foil is operated in close 
proximity to the free surface. Further study of the relationship between the tip vortex 
circulation, bound circulation and the wave wake at low hydrofoil submergence would 
improve the quantitative understanding of this interaction and the transfer of energy 
between the tip wake and the tip vortex, thus increasing the accuracy of prediction. 
6.5.7 Future work 
With respect to the energy transfer between the tip wake and the trailing tip vortex, 
quantification of the circulation in the tip wave wake is essential and could be undertaken 
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numerically or experimentally though measurement of the wave wake surface profile. 
Additional experimentation is required to fully understand the flow topology inside the tip 
vortex wave wake. Due to the limitations of fully describing a flow topology from a planar 
flow field, it is suggested that results are obtained for a flow volume. Whilst numerical 
simulation may reveal the three dimensional flow topology within the wake, at this time little 
experimental data is available for validation purposes. A physical experiment, using the PIV 
tomography technique to measure the flow throughout a volume, would elucidate any 
interaction between the wave vortices and tip vortex. 
To further our understanding with regards to the causes of the greater intermittency in 
ventilation reported in field tests, repetition of test scenarios from this study where cloud 
cavitation was observed at low submergence would be beneficial. This experiment would 
need to be executed in facilities where gas content and water temperature may be controlled. 
Further experimentation, supplementing the current data with additional AoA and higher 
velocities at submergence of h/c 1.70 and greater would enable a parametric map of the 
ventilation inception boundaries as function of the relative submergence, Froude number 
and AoA could be generated. 
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6.6 Chapter summary 
In this chapter, the effects of free stream velocity and hydrofoil submergence upon the tip 
vortex flow of a NACA 0012 t-foil hydrofoil were presented, and new observations regarding 
the effects of the depth of hydrofoil submergence on low pressure filaments in trailing vortex 
cores were reported. Observations from images taken during high speed towing tank testing 
at velocities between 2 and 12 ms-1 were compared, and estimations of the wake age and the 
submergence at which tip vortex filament cavitation and tip vortex filament ventilation may 
occur in a controlled environment were made. These conditions should not be confused with 
a fully ventilated hydrofoil described as full bubble by Ramsen (1957). 
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Using cavitation as a probe to identify the locations of the trailing vortices, it was found that 
with increase in wake age, the wing tip trailing vortices descended, and with increase in free 
stream velocity, the rate of descent increased. Based on the aperiodic appearance of cavity 
filaments, the core axial velocity appeared to be intermittent, which is in agreement with 
published work. At low hydrofoil submergence, the formation of extensive cloud cavitation 
was observed at high freestream velocity within the tip vortex wave wake. Whereas at low 
freestream velocity, narrow regions of cloud cavitation originating from vortices parallel and 
normal to the free stream direction just beneath the surface of the wave wake, appeared to 
become entrained within the tip vortex. With increase in hydrofoil submergence, cavities 
within the vortices did not become visible until greater free stream velocities had been 
reached. 
The observations contained in this study lead to the proposition that Taylor instabilities 
result in the formation of jets between the free surface and the tip vortex. Hypotheses were 
developed with regard to the circulation excess reported in the tip vortex at low 
submergence and with respect to the presence of vortices adjacent to the surface of the wave 
wake, which result in the increased proclivity for tip vortex cavity formation at low 
submergence. The former may be due to roll up of circulation (energy) from the wake into 
the trailing vortex, whereas the latter is likely a result of vortices adjacent to the wave wake 
surface energising a thin surface layer of the wave, providing a transportation pathway to the 
deeper tip vortex, which is supported by observations in nature. 
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Chapter 7 Conclusions 
The objective of these investigations was to gain further understanding of the mechanisms 
involved in the inception of tip vortex ventilation of t-foil hydrofoils. This thesis has 
described the formation of wing tip trailing vortex filament cavitation, cloud cavitation and 
ventilation in a controlled environment, with respect to variation in the submergence depth 
of the t-foil and free stream velocity. Investigation into the causes of the increased 
intermittency of tip vortex ventilation often reported in field tests when compared to 
laboratory tests was considered to be beyond the scope of this study. Should the reader seek 
further information on the variability of water properties and gas content, Colt (1984) 
provides considerable background information. 
Chapter 2 presented a comparison of the results obtained using standard and fluorescent PIV 
in conjunction with methods of maximising the fidelity of the results. In Chapter 3, 
application of the PIV technique using fluorescent particles was pursued by benchmarking 
the technique, with the presentation of high fidelity velocity fields measured in the 
challenging near free surface environment.  
In Chapter 4, the numerical results obtained at high angles of attack showed vortices 
shedding from the leading edge separation of the test geometry; these were identified as a 
possible contributory factor to the wandering phenomena observed at high AoA. The vortex 
centre and point of extreme core velocity were found not to be co-located. The point of 
extreme streamwise velocity within the vortex core was instead found within half the vortex 
radius of the vortex centre. Furthermore, the axial velocity surplus in the core of a tip vortex 
was shown to be intermittent and linked to the aperiodicity of the vortex motion. This 
intermittency of the axial velocity was manifested physically in Chapter 6, through the 
sporadic appearance of filament cavities prior to the onset of persistent cavity formation. 
In Chapters 5 and 6, the flow topology around the tip vortex at low submergence was found 
to differ from that of a deeply submerged case. Firstly, an asymmetry was found to develop 
within the tip vortex flow field with reduction in hydrofoil depth of submersion and increase 
in wake age. Secondly, increased interaction was noted between the tip vortex and the free 
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surface, with vortex ventilation occurring via the mechanisms of Taylor instabilities and the 
formation of jets between the trailing tip vortex and the free surface or strut vortex.  
The trajectory of the tip vortex was affected by the freestream velocity and submergence of 
the t-foil. At hydrofoil submersions of less than one chord length, a reduction in hydrofoil 
submersion led to an overall decrease in the maximum submergence of the tip vortices, until 
at the shallowest test case the tip vortex cavities dissipated during the horizontal phase. 
With increase in wake age up to x/c 5, at a free-stream velocity of 2 ms-1, the tip vortex 
developed an asymmetry in the span wise component of the flow, resulting in a region of 
accelerated flow within the vortex, located between the free surface and the vortex centre. 
The intensity of this region of elevated velocity varied inversely with submergence and was 
found to converge upon the maximum intensity of the horizontal velocity component at the 
greatest submergence. When qualitatively compared with published work for a vertical foil 
with wing tip near the free surface (Carroll, 1993), it was found that the location of this 
region did not appear to be affected by the span wise angle of incidence with the free surface. 
An excess in vortex circulation was found, when compared to the bound circulation of the 
wing at low submergence, and identified as possibly being due to the roll up of circulation 
(energy transfer) from the hydrofoil tip wave wake. 
In Chapter 6, at low submergence, vortices located just beneath and parallel to the wave 
surface appearing to be generally aligned with the direction of wave propagation, were 
indicated through the presence of narrow, threadlike cavity clouds and visible scaring on the 
free surface of the wave wake. Examples of these phenomena exist in nature, albeit on a 
larger scale, with cavities in the vortices elucidating the flow topology.  
Consequently a hypothesis was developed, with a schematic diagram presented in Figure 
6-28, portraying why at low submergence cavities form at earlier wake age than for a deeply 
submerged foil, despite the reduction in bound circulation of the foil. Inviscid methods 
cannot predict vortices in waves, yet in section 6.5.5 nature shows us that vortices can exist 
in breaking waves when the behaviour becomes highly non-linear. Similar behaviour 
appears to exist when at low submergence the surface wake is observed to become very 
steep with interaction occurring between the wave vortices and the tip vortex, resulting in 
increased turbulence and vorticity near the free surface that has been found to weaken the 
sealing effect of the unseparated flow near the surface. Cloud cavities from the wave vortices 
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along with bubbles adjacent to the free surface are drawn into and ingested by the trailing 
tip vortex. The cavity bubbles from the surface vortices provide nucleation sites, which aid 
the formation of contiguous cavity filaments within the tip vortex at lower freestream 
velocity. 
7.1 Recommendations 
Recommendations are presented in two sections. The first addresses the understanding from 
this thesis that might be applied as background knowledge to inform the design 
development of t-foil hydrofoils. The second describes the future work necessary to broaden 
the body of knowledge in the area of hydrofoil tip vortex ventilation. 
7.1.1 Application –Avoiding and controlling tip vortex ventilation 
Research and development in the area of avoiding and controlling tip vortex ventilation is 
not well documented, mostly having taken place in the International Moth dinghy and 
Americas Cup catamaran forums. In the International Moth forum efforts appear to have 
been in the introduction of anhedral to the outboard section of the hydrofoil, thus increasing 
the submergence of the tip, whereas in the Americas Cup catamaran the focus has been upon 
the distribution of the wing loading  and reducing hydrofoil cavitation (IMAS, 2015). 
From an applied design and development perspective, due to the high velocities of hydrofoil-
borne craft, cavitation is nearly always present on the foils or in the trailing tip vortices. 
Thus, sufficient pressure gradients are present for ventilation to occur at low submergence. 
The options that exist to modify the baseline performance in order to reduce the probability 
of tip vortex ventilation inception and mitigate control issues in steady flow conditions are 
to: 
o Reduce the pressure distribution over the tip region by controlling the foil loading 
through geometric changes to the planform and section of the foil design, resulting in 
reduction in the maximum intensity of the vorticity within the vortex core 
o Modify the tip geometry, balancing flow separation with L/D requirements with the 
aim of reducing the flow separation and as such pathways for ventilation 
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o Minimise interaction between the tip vortices and the surface wakes by increasing 
the submergence of the tip vortex through the introduction of anhedral in the lifting 
foil or outer span of the foil 
o Minimise ventilation pathways by reducing interactions between the tip and strut 
vortices, through design changes to the strut interface  
o On multiple foil vessels, reduce interaction between the various tip and interface 
vortex cavities with lifting surfaces, through adjustment of hull pitch or the relative 
submersions of fore and aft hydrofoils to minimise risk of control issues 
In the case of a dynamic environment with turbulent flow or variable loading conditions: 
o Reduce peak loading by implementing dynamic offloading e.g. twist-coupled 
composite foils to limit vortex peak axial velocities 
The wake study highlights wake regions that may induce control issues, due to the presence 
of turbulent eddies and vortex structures with high cavity content. These regions may be 
considered high risk zones for downstream foil borne vessels. 
7.1.2 The affect of surface waves on foil performance and tip vortex ventilation 
In chapter 4, a link was made between vortex aperiodicity and the axial velocity of the vortex 
core and hence the proclivity for tip vortex ventilation. It was concluded that motions due to 
large scale eddies, waves, and vessel motion would have limited effect on the hydrofoil tip 
vortex axial velocity due to the stream normal accelerations of these phenomena being 
orders of magnitude lower than those of the vortex. The effect on localized vortex filament 
cavitation from these factors would be less significant than the characteristics of the vortex 
aperiodicity itself. 
Surface waves, however, might be said to affect the proclivity for tip vortex ventilation in two 
manners. Firstly, in Chapter 6 it was shown that considerable vorticity can exist in the 
vicinity of a breaking wave, and that at low hydrofoil submergence the opportunity arises for 
interaction between the trailing tip vortex and the wave vortices. Secondly, and perhaps 
more importantly, surface waves affect the pressure field beneath the waves and 
consequently impact on the pressure field around a hydrofoil in proximity to the free 
surface. Oscillations in the pressure field varying the effective AoA of the hydrofoil. AoA has 
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been shown to determine the type of vortex core – changing from a wake-like core at low 
AoA to a jet-like core at high AoA - and thus the core velocity and associated proclivity for 
vortex ventilation. Therefore, changes in the pressure field that trigger this change may be 
the cause of ventilation intermittency so commonly observed in the field. Techniques for 
dynamically adjusting the AoA in response to changes in the pressure field would serve to 
mitigate this problem. 
7.2 Future work 
To address the hypothesis outlined earlier in this chapter. From a research perspective, an 
investigation is required to quantitatively verify the qualitative observations of modification 
to the flow topology surrounding the trailing vortex at low submergence. A numerical 
estimation might be sought or an experiment using PIV tomography, obtaining the three 
velocity components might be undertaken to confirm the indications provided in Chapter 4 
that the fluctuation in the vortex axial velocity is related to the aperiodicity of the vortex axis 
normal motion. 
Measurement of hydrofoil tip surface wake characteristics would enable determination of 
the energy transfer from wave making drag into the wave wake through to the tip vortex. 
Comparison of the wave wake data with the energy in the vortex at each depth of 
submergence obtained from the data in this study in the current study would improve 
understanding and enable prediction of the effects of hydrofoil submergence upon vortex 
filament cavitation. 
With respect to the study of tip vortex ventilation, further knowledge could be gained 
through understanding if submergence has any effect on the aperiodicity of the tip vortex, 
and whether this factor can be linked to the intermittency of the vortex axial velocity.  
Comparison of the SAS SST and BSL EARSM turbulence models with the experimental data 
presented in Chapter 4 of this thesis to assess the capability of advanced URANS turbulence 
models to capture the flow topography adjacent to the test geometry. 
In conclusion, hydrofoil depth of submersion and free stream velocity, have been shown to 
contribute to the inception of tip vortex ventilation. Building on the knowledge gained in this 
study, further insight might be obtained into the physics of the vortex ventilation 
Chapter 7  
 
148 
 
mechanisms, using simulation and tomographic PIV to quantify the effect of surface waves 
on the effective AoA, boundary layer separation and vortex core axial velocity. 
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Appendix A. Correction of PIV data for carriage vi-
bration 
Artefacts in the time-series data were visible as instantaneous distortions in the velocity field 
(Figure. B-1), resulting from carriage motions caused by minor irregularities in the rail 
connections and aperiodic tension release in the alignment mechanism These irregularities 
in the track of the towing tank carriage resulted in sudden planar accelerations which were 
captured in the instantaneous velocity fields. 
In the absence of accelerometer or other data to aid correction, removal of the artefacts in 
the time series data was undertaken by calculating the deviations in the instantaneous 
velocity components from the temporal mean of those components within steady state 
regions distant from the tip vortex. The velocity components of each instantaneous velocity 
field were then adjusted according to the frame-wise variation from the temporal mean. 
Figure B-7-1 presents the modified velocity field. 
The process for correcting the deviations in velocity fields that have been obtained 
perpendicular to the free stream is as follows: 
Method 
A steady state region (window) within the flow field is identified. A size is estimated with 
consideration to small scale flow features and turbulence length scale as appropriate. 
The mean instantaneous transverse (V) and vertical (W) velocity components within the 
steady state region are obtained. 
Mean values of V and W are obtained from the instantaneous values. 
The frame-wise deviation between the V and W instantaneous value and the mean values are 
obtained 
Each instantaneous velocity field (frame) is corrected by the corresponding value. 
 
 Figure B-1. Raw instantaneous velocity field, distorted due to carriage motion
Figure B-7-1. Corrected instantaneous
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 velocity field, normalised to the mean flow in the 
steady state region 
 
 
 Appendix B. Variables of the PIV uncertainty 
analysis using the ITTC 
Target Flow of Measurement
Target flow 
Measurement facility 
Measurement area 
Uniform flow speed 
Max flow speed 
Calibration 
3
rd
 order polynomial mapping
  
  
Magnification factor  
Flow Visualisation 
Tracer particle 
Average diameter 
Standard deviation of diameter
Average specific gravity 
Light source 
Laser power 
Thickness of laser light sheet
Time interval 
Image Detection 
Camera 
Spatial resolution 
Sampling frequency 
Grey scale resolution 
Cell size 
Optical System 
Distance from the target 
Length of focus 
Aperture (f number of lens)
Perspective angle 
Data Processing 
Image masking 
Image correction 
Image pre-processing 
Pixel unit analysis 
Multi pass mode 
Vector post-processing 
 
Appendix B 
158 
guideline 7.5-01-03
 
 
2-D water flow 
 
Towing tank (L 100m, W 3.5m wide, D 1.5m)
 
330 x 280 mm
2
 
 
2.0 ms
-1
 
 
2.0 ms
-1
 
 
  
  
 
400 mm 
 
1492.5 pixels 
 
0.134 mm/pixel 
 
Spherical Carnauba 
 
0.057 mm 
 0.0062 mm 
 
0.999   
 
Double pulse Nd:Yag Laser 
 
130 mJ 
 
 
4 mm 
 
0.6 ms 
  
  
 
2559 x 2159 pixels 
 
25 Hz 
 
16 bit 
 
6.5 x 6.5 micron 
  
  
 
1264 mm 
 
60 mm 
 
 
8   
  6.214 
o
 
 
As required for test geometry 
 
3
rd
 order polynomial mapping 
 
None 
 
Cross correlation method 
 
(3x16x16 50 % overlap) 
 
Delete vector if its peak ration Q< 1.03
2 x Median filter - remove and replace
Remove if diff to average   > 2  
Denoising: 7x7     
Remove groups with < 5 vectors 
Delete Vector if peak ratio Q<1.25 
Fill-up empty spaces (interpolation)
 
-03 
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Appendix C. Image sequence and wake age 
Conversion of image number to wake age, for a mean chord length of 0.1175m is presented 
in Table C-1. The wake age of zero is aligned with the trailing edge of the vertical strut. 
 
 
Table C-1. Image number and wake age for velocities 2 -12 ms-1 
Image No Time [s] Wake age in x/c for velocity [ms
-1
] 
- - 2 4 6 8 10 11 12 
1 0.0 0 0 0 0 0 0 0 
2 0.3 5 10 15 20 26 28 31 
3 0.6 10 20 31 41 51 56 61 
4 0.9 15 31 46 61 77 84 92 
5 1.2 20 41 61 82 102 112 123 
6 1.5 26 51 77 102 128 140 153 
7 1.8 31 61 92 123 153 169 184 
8 2.1 36 71 107 143 179 197 214 
9 2.4 41 82 123 163 204 225 245 
10 2.7 46 92 138 184 230 253 276 
11 3.0 51 102 153 204 255 281 306 
12 3.3 56 112 169 225 281 309 337 
13 3.6 61 123 184 245 306 337 368 
14 3.9 66 133 199 266 332 365 - 
15 4.2 71 143 214 286 357 - - 
16 4.5 77 153 230 306 383 - - 
17 4.8 82 163 245 327 - - - 
18 5.1 87 174 260 347 - - - 
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Appendix D. Image Plates  
 
This appendix presents the image plates obtained at each velocity for a NACA 0012 t-foil at 
an AoA of 8°. The horizontal dashed line in each image marks the static free surface. The grid 
scale is the geometric mean chord length. 
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-1 
 
 
 
  
Submergence 
Appendix D 
163 
h/c 0.22, AoA 8°, U∞ 6 ms
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-1 
 
 
 
  
Submergence 
Appendix D 
166 
h/c 0.22, AoA 8°, U∞ 10 ms
-1 
 
 
 
  
Submergence 
Appendix D 
167 
h/c 0.22, AoA 8°, U∞ 12 ms
-1 
 
 
 
  
Submergence 
Appendix D 
168 
h/c 0.22, AoA 8°, U∞ 12 ms
-1 
 
 
 
  
Submergence 
Appendix D 
169 
h/c 0.43, AoA 8°, U∞ 4 ms
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176 
h/c 0.43, AoA 8°, U∞ 8 ms
-1 
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177 
h/c 0.43, AoA 8°, U∞ 10 ms
-1 
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178 
h/c 0.43, AoA 8°, U∞ 10 ms
-1 
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h/c 0.43, AoA 8°, U∞ 10 ms
-1 
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180 
h/c 0.43, AoA 8°, U∞ 12 ms
-1 
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181 
h/c 0.43, AoA 8°, U∞ 12 ms
-1 
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182 
h/c 0.43, AoA 8°, U∞ 12 ms
-1 
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183 
h/c 0.85, AoA 8°, U∞ 4 ms
-1 
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184 
h/c 0.85, AoA 8°, U∞ 6 ms
-1 
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h/c 0.85, AoA 8°, U∞ 6 ms
-1 
 
 
 
  
Submergence 
Appendix D 
186 
h/c 0.85, AoA 8°, U∞ 6 ms
-1 
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h/c 0.85, AoA 8°, U∞ 6 ms
-1 
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h/c 0.85, AoA 8°, U∞ 6 ms
-1 
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h/c 0.85, AoA 8°, U∞ 8 ms
-1 
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190 
h/c 0.85, AoA 8°, U∞ 8 ms
-1 
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191 
h/c 0.85, AoA 8°, U∞ 8 ms
-1 
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192 
h/c 0.85, AoA 8°, U∞ 10 ms
-1 
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193 
h/c 0.85, AoA 8°, U∞ 10 ms
-1 
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194 
h/c 0.85, AoA 8°, U∞ 10 ms
-1 
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195 
h/c 0.85, AoA 8°, U∞ 11 ms
-1 
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196 
h/c 0.85, AoA 8°, U∞ 11 ms
-1 
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h/c 0.85, AoA 8°, U∞ 11 ms
-1 
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h/c 0.85, AoA 8°, U∞ 11 ms
-1 
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199 
h/c 1.70, AoA 8°, U∞ 4 ms
-1 
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200 
h/c 1.70, AoA 8°, U∞ 6 ms
-1 
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201 
h/c 1.70, AoA 8°, U∞ 8 ms
-1 
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202 
h/c 1.70, AoA 8°, U∞ 8 ms
-1 
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203 
h/c 1.70, AoA 8°, U∞ 10 ms
-1 
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204 
h/c 1.70, AoA 8°, U∞ 10 ms
-1 
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Appendix E. Multimedia file 
This multimedia file, presents a short video clip showing an intermittently advancing and 
retreating region of cloud cavitation within the hydrofoil tip wave wake. The video was 
captured using a Gopro camera mounted to the towing tank carriage, viewing the hydrofoil 
wake from above. The original frame rate was 119 fps and 720p resolution, playback speed 
has been slowed to 50% of the original. 
 
Description: Intermittent advancing vortex cavity 
Filename: Intermittent_vortex_cavity.mp4 
Format: mp4 video 
File size: 12MB 
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Appendix F. Multimedia file 
This multimedia file, presents an animation of PIV particle images showing cloud cavitation 
at an h/c 022, an x/c 11, and U∞ 4.5 ms-1. The image has been cropped to the region displaying 
the cloud formation. The original images were obtained using fluorescent PIV at 5 
megapixels and a frame rate of 25 fps. Playback speed has been slowed to 50% of the original 
and the resolution reduced to 720p. 
 
Description: Particle image sequence with cloud cavitation 
Filename: Particle_image_cloud.mp4 
Format: mp4 video 
File size: 106 MB 
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Appendix G. Ventilation study test matrix 
The following table indicates the scenarios tested for the ventilation study in Chapter 6. 
 
Velocity 
[ms
-1
] 
AoA 
[°] 
h/c 
0.10 0.21 0.42 0.85 1.70 3.40 
2 8 x x x x x  
4 8 x x x x x xx 
6 8 x x x x x  
8 8 x x x x x  
10 8 x x x x x  
11 8 x x x x x  
12 8 x x x x   
‘x’ denotes a test scenario 
‘xx’ denotes test scenarios at every 1° between -2° and +16°  
 
 
 
