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Abstract. In the first part of this work, we analyzed an unconstrained Dirichlet boundary con-
trol problem for an elliptic convection diffusion PDE and proposed a new hybridizable discontinuous
Galerkin (HDG) method to approximate the solution. For the case of a 2D convex polygonal domain,
we also proved an optimal superlinear convergence rate for the control under certain assumptions
on the domain and on the target state. In this work, we revisit the convergence analysis without
these assumptions; in this case, the solution can have low regularity and we use a different analysis
approach. We again prove an optimal convergence rate for the control, and present numerical results
to illustrate the convergence theory.
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1. Introduction. In Part I of this work [26], we considered the following un-
constrained Dirichlet boundary control problem: Minimize the cost functional
J(u) =
1
2
‖y − yd‖2L2(Ω) +
γ
2
‖u‖2L2(Γ), γ > 0,(1)
subject to the elliptic convection diffusion equation
−ε∆y + β · ∇y = f in Ω,
y = u on ∂Ω,
(2)
where ε is a positive constant, f ∈ L2(Ω), the vector field β satisfies
∇ · β ≤ 0,(3)
and Ω ⊂ Rd (d ≥ 2) is a Lipschitz polyhedral domain with boundary Γ = ∂Ω.
Many researchers have considered the numerical approximation of optimal con-
trol problem for convection diffusion equations [4, 24, 6, 20, 7, 40] and also opti-
mal Dirichlet boundary control problems for the Poisson equation and other PDEs
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[9, 19, 30, 39, 34, 14, 5, 8, 25, 37, 11, 21, 1, 23, 22, 3]. However, the authors are un-
aware of any theoretical and numerical works in the literature concerning the above
problem. Progress on this problem is an important step towards the analysis and
approximation of Dirichlet boundary control problems for fluid flows.
Only in the last ten years have researchers developed thorough well-posedness,
regularity, and finite element error estimation results for Dirichlet boundary control
problems for the Poisson equation. Casas and Raymond in [9] obtained an optimal
finite element error estimate of order h1−1/s even for some semilinear elliptic PDEs,
where s ≥ 2 depends on the largest angle of the boundary polygon. May et al. in [30]
investigated the Poisson problem without constraints and improved the convergence
rates obtained by Casas and Raymond for the state and the dual state. Deckelnick et
al. in [19] considered domains in 2D and 3D with smooth boundary and proved an error
estimate of order h
√
lnh for the control based on a variational discretization, and also
obtained a superlinear convergence rate in the 2D case for special meshes. Apel et al.
in [1] recently considered polygonal domains and obtained a superlinear convergence
rate for the control for special meshes or higher order elements. In addition to standard
finite element methods, Gong and Yan also obtained O(h1−1/s) error estimates for a
mixed finite element method [21].
Formally, the optimal control u ∈ L2(Γ) and the optimal state y ∈ L2(Ω) mini-
mizing the cost functional satisfy the optimality system
−ε∆y + β · ∇y = f in Ω,(4a)
y = u on ∂Ω,(4b)
−ε∆z −∇ · (βz) = y − yd in Ω,(4c)
z = 0 on ∂Ω,(4d)
ε∇z · n− γu = 0 on ∂Ω.(4e)
In Part I, we showed in the 2D case that the optimal control is indeed determined
by a weaker formulation of the above optimality system and we proved a regularity
result for the solution.
We also introduced a new hybridzable discontinuous Galerkin (HDG) method
to approximate the solution of the optimality system, and obtained an optimal su-
perlinear convergence rate for the control when ε = 1. However, there are two main
restrictions for our convergence results in Part I. First, we assumed the largest interior
angle ω of the convex polygonal domain belongs to [pi/3, 2pi/3). Second, we assumed
the desired state yd is in H
s(Ω) for some s > 1/2. When one of these conditions
is not satisfied, the problem can have low regularity, i.e., q = −∇y ∈ Hrq (Ω) for
some rq < 1/2. In this case, q does not have a well-defined boundary trace and the
analysis technique used in Part I is not applicable. Hence a different proof technique
is required for this case. We briefly review the regularity theory and the new HDG
algorithm in Section 2.
In this work, we use techniques from [28, 29] to remove the restrictions on the
largest interior angle ω of the convex domain Ω and the desired state yd in the diffusion
dominated case. Specifically, in Section 3 we obtain optimal convergence rates for the
control when ε = 1, ω ∈ [pi/3, pi), and yd ∈ Hs(Ω) for some s ≥ 0. We illustrate the
low regularity convergence theory with numerical results in Section 4. Furthermore,
we also present numerical results for convection dominated problems with ε  1 to
demonstrate the performance of the HDG method in this difficult case.
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2. Background: Regularity and HDG Formulation. To begin, we briefly
review the regularity results for the optimal control problem and the new HDG method
from Part I. We set ε = 1 throughout this section.
2.1. Optimal Control Problem: Regularity. As in Part I, we use the stan-
dard notation Wm,p(Ω) for Sobolev spaces on Ω, and let ‖ ·‖m,p,Ω and | · |m,p,Ω denote
the Sobolev norm and seminorm. We let Hm(Ω) denote the Sobolev space when p = 2
with norm ‖·‖m,Ω and seminorm |·|m,Ω. Also, setH10 (Ω) = {v ∈ H1(Ω) : v = 0 on ∂Ω}
and H(div,Ω) = {v ∈ [L2(Ω)]2,∇ · v ∈ L2(Ω)}. We denote the L2-inner products on
L2(Ω) and L2(Γ) by
(v, w)Ω =
∫
Ω
vw ∀v, w ∈ L2(Ω),
〈v, w〉Γ =
∫
Γ
vw ∀v, w ∈ L2(Γ).
For the analysis of the optimal control problem, we considered the following sce-
nario in Part I. Suppose Ω is a convex polygonal domain, and let ω denote its largest
interior angle. We have 1 < pi/ω ≤ 3. We assume β satisfies
(5) β ∈ [L∞(Ω)]d, ∇ · β ∈ L∞(Ω), ∇ · β ≤ 0, ∇∇ · β ∈ [L2(Ω)]d.
The mixed weak form of the formal optimality system (4a)-(4e) is
(q, r)Ω − (y,∇ · r)Ω + 〈u, r · n〉Γ = 0,(6a)
(∇ · (q + βy), w)Ω − (y∇ · β, w)Ω = (f, w)Ω,(6b)
(p, r)Ω − (z,∇ · r)Ω = 0,(6c)
(∇ · (p− βz), w)Ω = (y − yd, w)Ω,(6d)
〈γu+ p · n, µ〉Γ = 0,(6e)
for all (r, w, µ) ∈ H(div,Ω)×L2(Ω)×L2(Γ). Also, we assume f = 0 for the theoretical
result below; nonzero forcing can be treated by a simple change of variables as in [2,
pg. 3623].
We proved the following well-posedness and regularity theorem in Part I [26].
Theorem 2.1. If yd ∈ Ht∗(Ω) for some 0 ≤ t∗ < 1, then the optimal control prob-
lem has a unique solution u ∈ L2(Γ) and u is uniquely determined by the optimality
system (6a)-(6e). Moreover, for any s > 0 satisfying s ≤ 12 +t∗ and s < min{ 32 , piω− 12},
we have u ∈ Hs(Γ) and
(q,p, y, z) ∈ [Hs− 12 (Ω)]d ∩H(div,Ω)× [Hs+ 12 (Ω)]d ×Hs+ 12 (Ω)×Hs+ 32 (Ω).
Theorem 2.1 implies the regularity of the solution of the optimality system (6a)-
(6e) depends on the desired state yd and the domain Ω. As is known, solutions to
Dirichlet boundary control problems can have low regularity; this causes difficulty for
numerical analysis.
In Part I [26], for the numerical analysis of the new HDG method we assumed Ω is
convex, yd ∈ Ht∗(Ω) for some t∗ ∈ (1/2, 1), and pi/3 < ω < 2pi/3. These assumptions
give high regularity for the optimal control, i.e., u ∈ Hru(Γ) for some ru ∈ (1, 3/2).
Furthermore, the assumptions give q ∈ Hrq (Ω) with rq > 1/2, which guarantees
q has a well-defined trace on the boundary Γ. We used this property in the HDG
convergence analysis.
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In this paper we again assume Ω is convex, but we remove the restrictions on the
desired state and the largest interior angle for the numerical analysis; i.e., we only
require t∗ ∈ [0, 1) and pi/3 ≤ ω < pi. In this case, the regularity of the optimal control
can be low, i.e., u ∈ Hru(Γ) for some ru ∈ [1/2, 1), and q is no longer guaranteed to
have a well-defined L2 boundary trace; however, the optimality system (6a)-(6e) can
be understood in a standard weak sense.
2.2. The HDG Formulation. For the HDG method, we assume Ω is a poly-
hedral domain with d ≥ 2. We use the same notation from Part I [26] to describe the
method. For more information about HDG methods, see, e.g., [15, 16, 31, 32, 33, 10,
13, 18, 38, 17, 12, 35, 36].
Let Th be a collection of disjoint elements that partition Ω, and let ∂Th be the
set {x ∈ ∂K : K ∈ Th}. For the analysis, we assume Th is a conforming triangulation
of Ω. Denote the elements of Th by K and the faces of K by e. Denote Eh the set of
all faces, E∂h the set of faces such that e ⊂ Γ, and Eoh = Eh \ E∂h . The mesh dependent
inner products are denoted by
(w, v)Th =
∑
K∈Th
(w, v)K , 〈ζ, ρ〉∂Th =
∑
K∈Th
〈ζ, ρ〉∂K .
Let Pk(D) denote the set of polynomials of degree at most k on a domain D. As
in Part I, we use the discontinuous finite element spaces
Vh := {v ∈ [L2(Ω)]d : v|K ∈ [Pk(K)]d,∀K ∈ Th},(7)
Wh := {w ∈ L2(Ω) : w|K ∈ Pk+1(K),∀K ∈ Th},(8)
Mh := {µ ∈ L2(∂Th) : µ|e ∈ Pk+1(e),∀e ∈ Eh}(9)
for the flux variables, scalar variables, and boundary trace variables, respectively.
Note that the polynomial degree for the scalar and boundary trace variables is one
order higher than the polynomial degree for the flux variables. We discussed this
unusual choice for Mh in Part I.
Define Mh(o) and Mh(∂) in the same way as Mh, but with Eoh and E∂h replacing
Eh, respectively. For any functions w ∈ Wh and r ∈ Vh, we use ∇w and ∇ · r to
denote the gradient of w and the divergence of r taken piecewise on each element
K ∈ Th.
To approximate the solution of the mixed weak form (6a)-(6e) of the optimality
system, the HDG formulation considered here is modified from Part I to avoid the
estimation of q on the boundary. In the 2D case, recall from Subsection 2.1 that q is
not guaranteed to have a well-defined L2 boundary trace since we consider a solution
of the optimal control problem with low regularity.
The HDG method seeks approximate fluxes qh,ph ∈ Vh, states yh, zh ∈ Wh,
interior element boundary traces ŷoh, ẑ
o
h ∈ Mh(o), and boundary control uh ∈ Mh(∂)
satisfying
(qh, r1)Th − (yh,∇ · r1)Th + 〈ŷoh, r1 · n〉∂Th\E∂h + 〈uh, r1 · n〉E∂h = 0,(10a)
(∇ · qh, w1)Th − (βyh,∇w1)Th − (∇ · βyh, w1)Th
+〈(h−1 + τ1)yh, w1〉∂Th + 〈(β · n− τ1 − h−1)ŷoh, w1〉∂Th\E∂h
+〈(β · n− τ1 − h−1)uh, w1〉E∂h = (f, w1)Th ,(10b)
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for all (r1, w1) ∈ Vh ×Wh,
(ph, r2)Th − (zh,∇ · r2)Th + 〈ẑoh, r2 · n〉∂Th\E∂h = 0,(10c)
(∇ · ph, w2)Th − (yh, w2)Th + (βzh,∇w2)Th
+〈(h−1 + τ2)zh, w2〉∂Th − 〈(h−1 + τ2 + β · n)ẑoh, w2〉∂Th\E∂h = −(yd, w2)Th ,(10d)
for all (r2, w2) ∈ Vh ×Wh,
〈qh · n, µ1〉∂Th\ε∂h + 〈(h
−1 + τ1)yh, µ1〉∂Th\E∂h
+〈(β · n− τ1 − h−1)ŷoh, µ1〉∂Th\E∂h = 0,(10e)
for all µ1 ∈Mh(o),
〈ph · n, µ2〉∂Th\ε∂h + 〈(h
−1 + τ2)zh, µ2〉∂Th\E∂h
−〈(β · n+ τ2 + h−1)ẑoh, µ2〉∂Th\E∂h = 0,(10f)
for all µ2 ∈Mh(o), and the optimality condition
〈ph · n, µ3〉E∂h + γ〈uh, µ3〉E∂h + 〈(h
−1 + τ2)zh, µ3〉E∂h = 0,(10g)
for all µ3 ∈Mh(∂).
Here, τ1 and τ2 are stabilization functions defined on ∂Th that satisfy the same
conditions as in Part I:
(A1) τ2 is piecewise constant on ∂Th.
(A2) τ1 = τ2 + β · n.
(A3) For any K ∈ Th, min (τ2 + 12β · n)|∂K > 0.
Conditions (A2) and (A3) imply
(11) min (τ1 − 1
2
β · n)|∂K > 0 for any K ∈ Th.
This completes the formulation of the HDG method.
Notice that formulation (10) is slightly different from formulation (3.4) in Part I;
specifically, equations (b) and (d) are modified. A straightforward computation shows
that both are equivalent; see Part I, Section 3.2. Formulation (10) above allows us to
achieve error estimates in the low regularity case considered here.
3. Error Analysis. Next, we perform a convergence analysis of the above HDG
method in the diffusion dominated case. Therefore, we set ε = 1 in this section.
3.1. Assumptions and Main Result. As in Part I, we assume throughout
that Ω is a bounded convex polyhedral domain and β satisfies
(12) β ∈ [C(Ω)]d, ∇ · β ∈ L∞(Ω), ∇ · β ≤ 0, ∇∇ · β ∈ [L2(Ω)]d.
We assume the solution of the optimality system (6a)-(6e) is unique and has the
following regularity properties:
y ∈ Hry (Ω), z ∈ Hrz (Ω), q ∈ [Hrq (Ω)]d ∩H(div,Ω), p ∈ Hrp(Ω),(13a)
ry ≥ 1, rz ≥ 2, rq ≥ 0, rp ≥ 1.(13b)
In the 2D case, Theorem 2.1 guarantees this condition is satisfied.
6 W. GONG, W. HU, M. MATEOS, J. SINGLER, X. ZHANG, AND Y. ZHANG
As mentioned in Subsection 2.1, the regularity of q can be low and therefore q may
not have a L2 boundary trace. The H(div,Ω) regularity of q is critically important
for the numerical analysis.
We also require the family of meshes {Th} is a conforming quasi-uniform trian-
gulation of Ω. This assumption on the meshes is stronger than in Part I; there we
assumed {Th} is a conforming quasi-uniform polyhedral mesh. Therefore, the analysis
in Part I allows for a more general family of meshes; however, the analysis here allows
us to treat the low regularity case.
We now state our main convergence result.
Theorem 3.1. Let
sq = min{rq, k + 1}, sy = min{ry, k + 2},
sp = min{rp, k + 1}, sz = min{rz, k + 2}.
(14)
If the above assumptions hold and sq ∈ [0, 1], then
‖u− uh‖ε∂h . h
sp− 12 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz,Ω + hsq+
1
2 ‖q‖sq,Ω + hsy−
1
2 ‖y‖sy,Ω ,
‖y − yh‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz,Ω + hsq+
1
2 ‖q‖sq,Ω + hsy−
1
2 ‖y‖sy,Ω ,
‖p− ph‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz,Ω + hsq+
1
2 ‖q‖sq,Ω + hsy−
1
2 ‖y‖sy,Ω ,
‖z − zh‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz,Ω + hsq+
1
2 ‖q‖sq,Ω + hsy−
1
2 ‖y‖sy,Ω .
If in addition the inequalities in (13b) are strict and k ≥ 1, then
‖q − qh‖Th . hsp−1 ‖p‖sp,Ω + hsz−2 ‖z‖sz,Ω + hsq ‖q‖sq,Ω + hsy−1 ‖y‖sy,Ω .
Remark 3.2. Note that we assume sq ∈ [0, 1]. This is not a restriction since the
case sq > 1 is treated in Part I on a more general family of meshes.
Specializing to the 2D case gives the following result:
Corollary 3.3. Suppose d = 2, f = 0, sq ∈ [0, 1], and yd ∈ Ht∗(Ω) for some
t∗ ∈ [0, 1). Let pi/3 ≤ ω < pi be the largest interior angle of Γ, and let r > 0 satisfy
r ≤ rd := 1
2
+ t∗ ∈ [1/2, 3/2), and r < rΩ := min
{
3
2
,
pi
ω
− 1
2
}
∈ (1/2, 3/2].
If k = 1, then
‖u− uh‖ε∂h . h
r(‖p‖Hr+1/2(Ω) + ‖z‖Hr+3/2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)),
‖y − yh‖Th . hr(‖p‖Hr+1/2(Ω) + ‖z‖Hr+3/2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)),
‖p− ph‖Th . hr(‖p‖Hr+1/2(Ω) + ‖z‖Hr+3/2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)),
‖z − zh‖Th . hr(‖p‖Hr+1/2(Ω) + ‖z‖Hr+3/2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)).
If in addition r > 1/2, then
‖q − qh‖Th . hr−1/2(‖p‖Hr+1/2(Ω) + ‖z‖Hr+3/2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)).
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Furthermore, if k = 0 then
‖u− uh‖ε∂h . h
1/2(‖p‖H1(Ω) + ‖z‖H2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)),
‖y − yh‖Th . h1/2(‖p‖H1(Ω) + ‖z‖H2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)),
‖p− ph‖Th . h1/2(‖p‖H1(Ω) + ‖z‖H2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)),
‖z − zh‖Th . h1/2(‖p‖H1(Ω) + ‖z‖H2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)).
As in Part I, when k = 1 the convergence rates are optimal for the control and the
flux q and suboptimal for the other variables. When k = 0 the convergence rates for
all variables are suboptimal with one exception: If yd ∈ L2(Ω) only so that t∗ = 0,
then u ∈ H1/2(Γ) only and the convergence rate for the control is optimal. Also, if rd
or rΩ is near 1/2, then the convergence rate is nearly optimal for the control in the
k = 0 case.
For standard finite elements for Dirichlet boundary control of the Poisson equa-
tion, May et al. used a duality argument to obtain improved convergence rates for the
state and dual state [30]. We attempted to improve the above error estimates for the
state, dual state, and fluxes using similar ideas, but we were unsuccessful. It appears
entirely new proof techniques may be required to improve the convergence rates for
these variables.
3.2. Preliminary material I. We split the preliminary material required for
the proof into two parts. First, we give a brief overview of material closely related to
the preliminary material in Part I: L2 projections, HDG operators B1 and B2, and
the well-posedness of the HDG equations.
As in Part I, we use the standard L2 projections Π : [L2(Ω)]d → Vh, Π : L2(Ω)→
Wh, and PM : L
2(∂Th)→Mh, which satisfy
(Πq, r)K = (q, r)K , ∀r ∈ [Pk(K)]d,
(Πy, w)K = (y, w)K , ∀w ∈ Pk+1(K),
〈PMm,µ〉e = 〈m,µ〉e , ∀µ ∈ Pk+1(e).
(15)
We have the following bounds:
‖q −Πq‖Th . hsq ‖q‖sq,Ω , ‖y −Πy‖Th . hsy ‖y‖sy,Ω ,(16a)
‖y −Πy‖∂Th . hsy−
1
2 ‖y‖sy,Ω , ‖y − PMy‖∂Th . hsy−
1
2 ‖y‖sy,Ω ,(16b)
‖w‖∂Th . h−
1
2 ‖w‖Th , ∀w ∈Wh,(16c)
and similar projection error bounds for p and z.
In this paper, we do not use the same HDG formulation for the analysis that we
used in Part I. We define the HDG operators B1 and B2 by
B1(qh, yh, ŷ
o
h; r1, w1, µ1)
= (qh, r1)Th − (yh,∇ · r1)Th + 〈ŷoh, r1 · n〉∂Th\E∂h + (∇ · qh, w1)Th
− (βyh,∇w1)Th − (∇ · βyh, w1)Th + 〈h−1yh + τ1yh, w1〉∂Th
+ 〈(β · n− h−1 − τ1)ŷoh, w1〉∂Th\E∂h
− 〈qh · n+ β · nŷoh + h−1(yh − ŷoh) + τ1(yh − ŷoh), µ1〉∂Th\E∂h ,(17)
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and
B2(ph, zh, ẑ
o
h; r2, w2, µ2)
= (ph, r2)Th − (zh,∇ · r2)Th + 〈ẑoh, r2 · n〉∂Th\E∂h + (∇ · ph, w2)Th
+ (βzh,∇w2)Th + 〈h−1zh + τ2zh, w2〉∂Th
− 〈(β · n+ h−1 + τ2)ẑoh, w2〉∂Th\E∂h
− 〈ph · n− β · nẑoh + h−1(zh − ẑoh) + τ2(zh − ẑoh), µ2〉∂Th\E∂h .(18)
We emphasize that this is an equivalent definition to the one given in Part I that is
more appropriate to obtain error estimates in the low regularity case.
We rewrite the HDG formulation of the optimality system (10) in terms of the
HDG operators B1 and B2: find (qh,ph, yh, zh, ŷ
o
h, ẑ
o
h, uh) ∈ Vh × Vh ×Wh ×Wh ×
Mh(o)×Mh(o)×Mh(∂) satisfying
B1(qh, yh, ŷ
o
h; r1, w1, µ1) = (f, w1)Th − 〈uh, r1 · n〉E∂h
− 〈(β · n− h−1 − τ1)uh, w1〉E∂h ,(19a)
B2(ph, zh, ẑ
o
h; r2, w2, µ2) = (yh − yd, w2)Th ,(19b)
γ−1〈ph · n+ h−1zh + τ2zh, µ3〉E∂h = −〈uh, µ3〉E∂h ,(19c)
for all (r1, r2, w1, w2, µ1, µ2, µ3) ∈ Vh × Vh ×Wh ×Wh ×Mh(o)×Mh(o)×Mh(∂).
For the convenience of the reader, we recall three results proven in Part I.
Lemma 3.4 ([26]). For any (vh, wh, µh) ∈ Vh ×Wh ×Mh, we have
B1(vh, wh, µh;vh, wh, µh)
= (vh,vh)Th + 〈(h−1 + τ1 −
1
2
β · n)(wh − µh), wh − µh〉∂Th\E∂h
− 1
2
(∇ · βwh, wh)Th + 〈(h−1 + τ1 −
1
2
β · n)wh, wh〉E∂h ,
B2(vh, wh, µh;vh, wh, µh)
= (vh,vh)Th + 〈(h−1 + τ2 +
1
2
β · n)(wh − µh), wh − µh〉∂Th\E∂h
− 1
2
(∇ · βwh, wh)Th + 〈(h−1 + τ2 +
1
2
β · n)wh, wh〉E∂h .
Lemma 3.5 ([26]). If (A2) holds, then
B1(qh, yh, ŷ
o
h;ph,−zh,−ẑoh) +B2(ph, zh, ẑoh;−qh, yh, ŷoh) = 0.
Proposition 3.6 ([26]). If (A2) holds, there exists a unique solution of the
HDG equations (19).
3.3. Preliminary material II. Next, we discuss preliminary material that is
directly related to the low regularity case considered in this paper: the interpolation
operators I0h, I1h, Ih and their properties.
Recall we assume the primary flux q only satisfies q ∈ [Hrq (Ω)]d ∩ H(div,Ω),
where rq ≥ 0. Therefore, the quantity ‖q · n−Πq · n‖∂Th is not well defined and the
HDG analysis technique used in Part I is not applicable. We use analysis techniques
from [28, 29] to avoid using the L2 boundary trace of q. Let us introduce some
notation first.
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Define the H1-conforming piecewise linear finite element space W ch by
W ch := {wch ∈ H10 (Ω) : wch|K ∈ P1(K), ∀K ∈ Th}.
For any K ∈ Th, let λ1, λ2, . . ., λd+1 denote the standard barycentric coordinate
functions defined on the simplex K. Define
S(K) := S1(K) + S2(K) + · · ·+ Sd+1(K),(20)
where
Si(K) :=
(∏
j 6=i
λj
)
span
{∏
j
λ
αj
j :
∑
j
αj = k, αi = 0
}
, i = 1, 2, . . . , d+ 1.
Now we define the interpolations operators I0h, I1h, Ih. First, define mK :
L2(∂K)→ R by
mK(µ) :=
1
d+ 1
∑
e∈∂K
1
|e|
∫
e
µ,(21)
where |e| denotes the d−1 dimensional Hausdorff measure of e. Next, the interpolation
operator I0h : L2(εh)→W ch is defined as follows:
I0hµ(a) =

1
#ωa
∑
K∈ωa
mK(µ) if a is an interior node of Th,
0 if a is a boundary node of Th,
where ωa := {K ∈ Th : a is a vertex of K} and #ωa denotes the number of elements
in ωa.
Next, the interpolation operator I1h on L2(Ω)× L2(εh) is defined elementwise as
follows: for each K,
I1h(w, µ)|K := I1K(w, µ) = w1 + w2,
where (w1, w2) ∈ S(K)× (
∏
j λj)Pk(K) is uniquely determined by
〈w1,m〉e = 〈µ,m〉e,
(w2, n)K = (w − w1, n)K ,
for all (m,n) ∈ Pk(e)× Pk(K) and e ∈ ∂K.
Finally, for (w, µ) ∈ L2(Ω) × L2(εh), we define the third interpolation operator
Ih by
Ih(w, µ) := I0hµ+ I1h(w − I0hµ, µ− I0hµ).
It is straightforward to verify that Ih and I1h have the following properties; see [28, 29].
Lemma 3.7. For any (w, µ) ∈ L2(Ω)× L2(εh) and K ∈ Th, we have
(Ih(w, µ), n)K = (w, n)K ,(22a)
〈Ih(w, µ),m〉∂K = 〈µ,m〉∂K ,(22b)
for all (m,n) ∈ Pk(e)× Pk(K) and e ∈ ∂K, and
‖I1h(w, µ)‖K . ‖w‖K + h
1
2 ‖µ‖∂K .(23)
Moreover, if µ|Γ = 0, we have
Ih(w, µ) ∈ H10 (Ω).(24)
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In the next three lemmas, we assume (vh, wh, µh) ∈ Vh ×Wh ×Mh satisfy
(vh, r)Th − (wh,∇ · r)Th + 〈µh, r · n〉∂Th = 0,(25)
for all r ∈ Vh.
We begin with a key inequality; see Part I [26, Lemma 4.7] and also [35].
Lemma 3.8. If (vh, wh, µh) ∈ Vh ×Wh ×Mh satisfy (25), then
‖∇wh‖Th . ‖vh‖Th + h−
1
2 ‖wh − µh‖∂Th .(26)
The next two results are similar to Lemma 3.4 and Lemma 3.6 in [28]. Here, we
have a different space Mh (with polynomials of degree k + 1 instead of k) and we do
not have a variable diffusion coefficient. However, the proofs of the next two results
are very similar to the proofs in [28] and are omitted.
Lemma 3.9. If (vh, wh, µh) ∈ Vh ×Wh ×Mh satisfy (25), then
h−1
∑
K∈Th
‖wh −mK(µh)‖K + h− 12
∑
K∈Th
‖µh −mK(µh)‖∂K
. ‖vh‖Th + h−
1
2 ‖wh − µh‖∂Th .(27)
Lemma 3.10. If (vh, wh, µh) ∈ Vh ×Wh ×Mh satisfy (25), then
‖∇Ih(wh, µh)‖Th . ‖vh‖Th + h−
1
2 ‖wh − µh‖∂Th ,(28a)
h−1‖wh − Ih(wh, µh)‖Th . ‖vh‖Th + h−
1
2 ‖wh − µh‖∂Th .(28b)
3.4. Proof of Main Result. Now we move to the proof of the error estimates.
We follow the strategy of Part I [26] and split the proof into seven steps. In the
first five steps we use the rewriting of operators B1 and B2 in an explicit way and
the proofs are different from the corresponding ones of Part I. Steps 6 and 7 use the
properties of B1 and B2 recalled in Lemma 3.4 and Lemma 3.5 and are very similar
to Steps 6 and 7 in the high regularity case in Part I. We include these proofs here to
make this paper self-contained.
We first bound the error between the solution of the mixed form (6a)-(6d) of the
optimality system and the solution
(qh(u),ph(u), yh(u), zh(u), ŷ
o
h(u), ẑ
o
h(u)) ∈ Vh × Vh ×Wh ×Wh ×Mh(o)×Mh(o)
of the auxiliary problem
B1(qh(u), yh(u), ŷ
o
h(u); r1, w1, µ1) = (f, w1)Th − 〈PMu, r1 · n〉E∂h
− 〈(β · n− h−1 − τ1)PMu,w1〉E∂h ,(29a)
B2(ph(u), zh(u), ẑ
o
h(u); r2, w2, µ2) = (yh(u)− yd, w2)Th ,(29b)
for all (r1, r2, w1, w2, µ1, µ2) ∈ Vh × Vh ×Wh ×Wh ×Mh(o) ×Mh(o). As in Part I,
we use the notation
δq = q −Πq,
δy = y −Πy,
δŷ = y − PMy,
δ̂1 = β · nδŷ + (h−1 + τ1)(δy − δŷ),
εqh = Πq − qh(u),
εyh = Πy − yh(u),
εŷh = PMy − ŷh(u),
(30)
where ŷh(u) = ŷ
o
h(u) on Eoh and ŷh(u) = PMu on E∂h . This definition gives εŷh = 0 on
E∂h .
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3.4.1. Step 1: The error equation for part 1 of the auxiliary problem
(29a).
Lemma 3.11. For all (r1, w1, µ1) ∈ Vh ×Wh ×Mh(o), we have
B1(ε
q
h, ε
y
h, ε
ŷ
h, r1, w1, µ1)
= −(∇ · δq, w1)Th − 〈Πq · n, µ1〉∂Th\E∂h + (βδ
y,∇w1)Th
+ (∇ · βδy, w1)Th − 〈δ̂1, w1〉∂Th + 〈δ̂1, µ1〉∂Th\E∂h .(31)
Proof. Using the definition of B1 in (17) gives
B1(Πq,Πy, PMy, r1, w1, µ1)
= (Πq, r1)Th − (Πy,∇ · r1)Th + 〈PMy, r1 · n〉∂Th\E∂h
+ (∇ ·Πq, w1)Th − (βΠy,∇w1)Th − (∇ · βΠy, w1)Th
+ 〈(h−1 + τ1)Πy, w1〉∂Th + (β · n− h−1 − τ1)PMy, w1〉∂Th\E∂h
− 〈Πq · n+ β · nPMy + (h−1 + τ1)(Πy − PMy), µ1〉∂Th\E∂h .
Using properties of the L2 projections (15) gives
B1(Πq,Πy, PMy, r1, w1, µ1)
= (q, r1)Th − (y,∇ · r1)Th + 〈y, r1 · n〉∂Th\E∂h
+ (∇ · q, w1)Th − (∇ · δq, w1)Th − (βy,∇w1)Th + (βδy,∇w1)Th
− (∇ · βy, w1)Th + (∇ · βδy, w1)Th + 〈(h−1 + τ1)Πy, w1〉∂Th
+ 〈β · ny, w1〉∂Th\E∂h − 〈β · nδ
ŷ, w1〉∂Th\E∂h − 〈(h
−1 + τ1)PMy, w1〉∂Th\E∂h
− 〈Πq · n, µ1〉∂Th\E∂h − 〈β · ny, µ1〉∂Th\E∂h + 〈β · nδ
ŷ, µ1〉∂Th\E∂h
+ 〈(h−1 + τ1)(δy − δŷ), µ1〉∂Th\E∂h .
The exact state y and flux q satisfy
(q, r1)Th − (y,∇ · r1)Th + 〈y, r1 · n〉∂Th\E∂h = −〈u, r1 · n〉E∂h ,
(∇ · q, w1)Th − (βy,∇w1)Th − (∇ · βy, w1)Th
+ 〈β · ny, w1〉∂Th\E∂h = −〈β · nu,w1〉E∂h + (f, w1)Th ,
for all (r1, w1) ∈ Vh ×Wh. This gives
B1(Πq,Πy, PMy, r1, w1, µ1)
= −〈u, r1 · n〉E∂h − 〈β · nu,w1〉E∂h + (f, w1)Th − (∇ · δ
q, w1)Th + (βδ
y,∇w1)Th
+ (∇ · βδy, w1)Th + 〈(h−1 + τ1)Πy, w1〉∂Th
− 〈β · nδŷ, w1〉∂Th\E∂h − 〈(h
−1 + τ1)PMy, w1〉∂Th\E∂h − 〈Πq · n, µ1〉∂Th\E∂h
+ 〈β · nδŷ, µ1〉∂Th\E∂h + 〈(h
−1 + τ1)(δy − δŷ), µ1〉∂Th\E∂h .
Here we used 〈β · ny, µ1〉∂Th\E∂h = 0, which holds since µ1 is a single-valued function
on the interior edges. Subtracting part 1 of the auxiliary problem (29a) from the
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above equality gives the result:
B1(ε
q
h, ε
y
h, ε
ŷ
h, r1, w1, µ1)
= −(∇ · δq, w1)Th + (βδy,∇w1)Th + (∇ · βδy, w1)Th
+ 〈(h−1 + τ1)Πy, w1〉∂Th − 〈β · nδŷ, w1〉∂Th − 〈(h−1 + τ1)PMy, w1〉∂Th
− 〈Πq · n, µ1〉∂Th\E∂h + 〈β · nδ
ŷ, µ1〉∂Th\E∂h + 〈(h
−1 + τ1)(δy − δŷ), µ1〉∂Th\E∂h
= −(∇ · δq, w1)Th + (βδy,∇w1)Th + (∇ · βδy, w1)Th
− 〈Πq · n, µ1〉∂Th\E∂h − 〈δ̂1, w1〉∂Th + 〈δ̂1, µ1〉∂Th\E∂h .
3.4.2. Step 2: Estimate for εqh.
Lemma 3.12. We have
‖εqh‖Th + h−
1
2 ‖εyh − εŷh‖∂Th . hsq ‖q‖sq,Ω + hsy−1 ‖y‖sy,Ω .(32)
Proof. Take (vh, wh, µh) = (ε
q
h, ε
y
h, ε
ŷ
h). Since ε
ŷ
h = 0 on ε
∂
h, the energy identity
for B1 in Lemma 3.4 gives
B1(ε
q
h, ε
y
h, ε
ŷ
h, ε
q
h, ε
y
h, ε
ŷ
h)
= (εqh, ε
q
h)Th + ‖(h−1 + τ1 −
1
2
β · n) 12 (εyh − εŷh)‖2∂Th +
1
2
‖(−∇ · β) 12 εyh‖2Th .
Take (r1, w1, µ1) = (ε
q
h, ε
y
h, ε
ŷ
h) in the error equation (31) in Lemma 3.11 to obtain
(εqh, ε
q
h)Th + ‖(h−1 + τ1 −
1
2
β · n) 12 (εyh − εŷh)‖2∂Th +
1
2
‖(−∇ · β) 12 εyh‖2Th
= −(∇ · δq, εyh)Th − 〈Πq · n, εŷh〉∂Th
+ (βδy,∇εyh)Th + (∇ · βδy, εyh)Th − 〈δ̂1, εyh − εŷh〉∂Th
=: T1 + T2 + T3 + T4.
(33)
We rewrite the term T1 using the interpolation operator Ih:
T1 = −(∇ · δq, εyh)Th − 〈Πq · n, εŷh〉∂Th
= −(∇ · q, εyh)Th + (∇ ·Πq, εyh)Th − 〈Πq · n, εŷh〉∂Th
= −(∇ · q, εyh − Ih(εyh, εŷh))Th − (∇ · q, Ih(εyh, εŷh))Th
+ (∇ ·Πq, εyh)− 〈Πq · n, εŷh〉∂Th
= −(∇ · q, εyh − Ih(εyh, εŷh))Th + (q,∇Ih(εyh, εŷh))Th
+ (∇ ·Πq, εyh)− 〈Πq · n, εŷh〉∂Th
= −(∇ · q, εyh − Ih(εyh, εŷh))Th + (δq,∇Ih(εyh, εŷh))Th
+ (Πq,∇Ih(εyh, εŷh))Th + (∇ ·Πq, εyh)Th − 〈Πq · n, εŷh〉∂Th
= −(∇ · q, εyh − Ih(εyh, εŷh))Th + (δq,∇Ih(εyh, εŷh))Th .
The last step holds since
(Πq,∇Ih(εyh, εŷh))Th = 〈Πq · n, Ih(εyh, εŷh)〉∂Th − (∇ ·Πq, Ih(εyh, εŷh))Th
= 〈Πq · n, εŷh〉∂Th − (∇ ·Πq, εyh)Th .
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This implies
T1 ≤ ‖∇ · q‖Th‖εyh − Ih(εyh, εŷh)‖Th + ‖δq‖Th‖∇Ih(εyh, εŷh)‖Th
. h(‖εqh‖Th + h−
1
2 ‖εyh − εŷh‖∂Th) + hsq‖q‖sq,Ω(‖εqh‖Th + h−
1
2 ‖εyh − εŷh‖∂Th)
. hsq‖q‖sq,Ω(‖εqh‖Th + h−
1
2 ‖εyh − εŷh‖∂Th).
Note that we used sq ∈ [0, 1].
Noticing that Lemma 3.8 implies
‖∇εyh‖Th . ‖εqh‖Th + h−
1
2 ‖εyh − εŷh‖∂Th ,(34)
and using Young’s inequality, we have for T2, T3 and T4:
T2 = (βδ
y,∇εyh)Th ≤ C‖δy‖2Th +
1
4
‖εqh‖2Th +
1
4h
‖εyh − εŷh‖2∂Th ,
T3 = (∇ · βδy, εyh)Th ≤ C‖δy‖2Th +
1
2
‖(−∇ · β) 12 εyh‖2Th ,
T4 = −〈δ̂1, εyh − εŷh〉∂Th ≤ 4h‖δ̂1‖2∂Th +
1
4h
‖εyh − εŷh‖2∂Th .
Summing the estimates for {Ti}4i=1 and taking into account (30) and (16), we obtain
the desired estimate.
Remark 3.13. In Part I [26], we defined δ̂1 = δ
q ·n+β ·nδŷ+(h−1 +τ1)(δy−δŷ).
It is not meaningful to estimate ‖δ̂1‖∂Th if we only assume rq ≥ 0. In this paper, we
have δ̂1 = β · nδŷ + (h−1 + τ1)(δy − δŷ), and we can estimate ‖δ̂1‖∂Th .
3.4.3. Step 3: Estimate for εyh by a duality argument. Next, for any Θ in
L2(Ω) we consider the dual problem
Φ−∇Ψ = 0 in Ω,
∇ ·Φ +∇ · (βΨ) = Θ in Ω,
Ψ = 0 on ∂Ω.
(35)
Since the domain Ω is convex, we have the regularity estimate
‖Φ‖1,Ω + ‖Ψ‖2,Ω ≤ Creg ‖Θ‖Ω .(36)
We use the following notation in the next proof for the estimate of εyh:
δΦ = Φ−ΠΦ, δΨ = Ψ−ΠΨ, δΨ̂ = Ψ− PMΨ.(37)
Lemma 3.14. We have
‖εyh‖Th . hsq+1 ‖q‖sq,Ω + hsy ‖y‖sy,Ω .
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Proof. We take Θ = −εyh in the dual problem (35) and (r1, w1, µ1) = (ΠΦ,ΠΨ,
PMΨ) in the error equation (31) in Lemma 3.11. Since Ψ = 0 on E∂h , we have
B1(ε
q
h, ε
y
h, ε
ŷ
h; ΠΦ,ΠΨ, PMΨ)
= (εqh,ΠΦ)Th − (εyh,∇ ·ΠΦ)Th + 〈εŷh,ΠΦ · n〉∂Th\E∂h
+ (∇ · εqh,ΠΨ)Th − (βεyh,∇ΠΨ)Th − (∇ · βεyh,ΠΨ)Th + 〈(h−1 + τ1)εyh,ΠΨ〉∂Th
+ 〈(β · n− h−1 − τ1)εŷh,ΠΨ〉∂Th
− 〈εqh · n+ β · nεŷh + (h−1 + τ1)(εyh − εŷh), PMΨ〉∂Th
= (εqh,Φ)Th − (εyh,∇ ·Φ)Th + (εyh,∇ · δΦ)Th + 〈εŷh,ΠΦ · n〉∂Th − (εqh,∇Ψ)Th
+ 〈εqh · n,Ψ〉∂Th − (βεyh,∇Ψ)Th + (βεyh,∇δΨ)Th − (∇ · βεyh,Ψ)Th
+ (∇ · βεyh, δΨ)Th − 〈εqh · n, PMΨ〉∂Th − 〈β · nεŷh, δΨ〉∂Th
− 〈(h−1 + τ1)(εyh − εŷh), δΨ − δΨ̂〉∂Th .
Here we used 〈β · nεŷh,Ψ〉∂Th = 0 and 〈β · nεŷh, PMΨ〉∂Th = 0, which both hold since
εŷh is a single-valued function on interior edges and ε
ŷ
h = 0 on E∂h .
By the same argument as in the proof of Lemma 3.12 for the term T1, we have
(εyh,∇ · δΦ)Th + 〈εŷh,ΠΦ · n〉∂Th
= (εyh − Ih(εyh, εŷh),∇ ·Φ)Th − (∇Ih(εyh, εŷh), δΦ)Th .
Next, integration by parts gives
(βεyh,∇δΨ)Th = 〈β · nεyh, δΨ〉∂Th − (∇ · βεyh, δΨ)Th − (β · ∇εyh, δΨ)Th .
This implies
B1(ε
q
h, ε
y
h, ε
ŷ
h; ΠΦ,ΠΨ, PMΨ)
= ‖εyh‖2Th + 〈β · n(εyh − εŷh), δΨ〉∂Th − (∇εyh,βδΨ)Th
+ (εyh − Ih(εyh, εŷh),∇ · δΦ)Th − (∇Ih(εyh, εŷh), δΦ)Th
− 〈h−1(εyh − εŷh) + τ1(εyh − εŷh), δΨ − δΨ̂〉∂Th .
Also, since Ψ = 0 on E∂h , the error equation (31) in Lemma 3.11 gives
B1(ε
q
h, ε
y
h, ε
ŷ
h; ΠΦ,ΠΨ, PMΨ)
= −(∇ · δq,ΠΨ)Th − 〈Πq · n, PMΨ〉Th
+ (βδy,∇ΠΨ)Th + (∇ · βδy,ΠΨ)Th − 〈δ̂1,ΠΨ− PMΨ〉∂Th
= −(∇ · q,ΠΨ)Th + (∇ ·Πq,Ψ)Th − 〈Πq · n,Ψ〉Th
+ (βδy,∇ΠΨ)Th + (∇ · βδy,ΠΨ)Th − 〈δ̂1,ΠΨ− PMΨ〉∂Th ,
= (∇ · q, δΨ)Th − (∇ · q,Ψ)Th + (∇ ·Πq,Ψ)Th − 〈Πq · n,Ψ〉Th
+ (βδy,∇ΠΨ)Th + (∇ · βδy,ΠΨ)Th − 〈δ̂1,ΠΨ− PMΨ〉∂Th ,
= (∇ · q, δΨ)Th + (q,∇Ψ)Th − (Πq,∇Ψ)Th
+ (βδy,∇ΠΨ)Th + (∇ · βδy,ΠΨ)Th − 〈δ̂1,ΠΨ− PMΨ〉∂Th ,
= (∇ · q, δΨ) + (δq,∇δΨ)Th + (βδy,∇ΠΨ)Th
+ (∇ · βδy,ΠΨ)Th − 〈δ̂1,ΠΨ− PMΨ〉∂Th .
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The two equalities above give
‖εyh‖2Th = −〈β · n(εyh − εŷh), δΨ〉∂Th + (∇εyh,βδΨ)Th + (βδy,∇ΠΨ)Th
+ (∇ · βδy,ΠΨ)Th + 〈(h−1 + τ1)(εyh − εŷh) + δ̂1, δΨ − δΨ̂〉∂Th
− (εyh − Ih(εyh, εŷh),∇ · δΦ)Th + (∇Ih(εyh, εŷh), δΦ)Th
+ (∇ · q, δΨ) + (δq,∇δΨ)Th
=:
9∑
i=1
Ri.
Bounds for R1 to R5 have been obtained in Part I [26]; we have
5∑
i=1
Ri . (hsq+1 ‖q‖sq,Ω + hsy ‖y‖sy,Ω)‖εyh‖Th .
For the terms R6 and R7, Lemma 3.10 and Lemma 3.12 give
R6 = −(εyh − Ih(εyh, εŷh),∇ ·Φ)Th
≤ ‖εyh − Ih(εyh, εŷh)‖Th‖∇ ·Φ‖Th
. h(‖εqh‖Th + h
− 12 ‖εyh − εŷh‖∂Th)‖∇ ·Φ‖Th
. (hsq+1 ‖q‖sq,Ω + hsy ‖y‖sy,Ω)‖εyh‖Th ,
R7 = (∇Ih(εyh, εŷh), δΦ)Th
≤ ‖∇Ih(εyh, εŷh)‖Th‖δΦ‖Th
. (‖εqh‖Th + h
− 12 ‖εyh − εŷh‖∂Th)‖δΦ‖Th
. (hsq+1 ‖q‖sq,Ω + hsy ‖y‖sy,Ω)‖εyh‖Th .
For R8, we have
R8 ≤ ‖∇ · q‖Th‖δΨ‖Th . h2‖Ψ‖2,Ω
. h2‖εyh‖Th .
Applying the triangle inequality for R9 gives
R9 ≤ ‖δq‖Th‖∇δΨ‖Th . hsq+1 ‖q‖sq,Ω ‖εyh‖Th .
Using sq ∈ [0, 1] and summing the estimates for R1 to R9 completes the proof.
The triangle inequality gives optimal convergence rates for ‖q − qh(u)‖Th and
‖y − yh(u)‖Th :
Lemma 3.15.
‖q − qh(u)‖Th ≤ ‖δq‖Th + ‖εqh‖Th . hsq ‖q‖sq,Ω + hsy−1 ‖y‖sy,Ω ,(38a)
‖y − yh(u)‖Th ≤ ‖δy‖Th + ‖εyh‖Th . hsq+1 ‖q‖sq,Ω + hsy ‖y‖sy,Ω .(38b)
3.4.4. Step 4: The error equation for part 2 of the auxiliary problem
(29b). Next, we estimate the error between the exact state z and flux p satisfying the
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mixed form (6a)-(6d) of the optimality system and the solutions zh(u) and ph(u) of
the auxiliary problem. Define
δp = p−Πp,
δz = z −Πz,
δẑ = z − PMz,
δ̂2 = −β · nδẑ + (h−1 + τ2)(δz − δẑ),
εph = Πp− ph(u),
εzh = Πz − zh(u),
εẑh = PMz − ẑh(u),
(39)
where ẑh(u) = ẑ
o
h(u) on Eoh and ẑh(u) = 0 on E∂h . This gives εẑh = 0 on E∂h .
Lemma 3.16. For all (r2, w2, µ2) ∈ Vh ×Wh ×Mh(o), we have
B2(ε
p
h, ε
z
h, ε
ẑ
h, r2, w2, µ2)
= −(∇ · δp, w2)Th − 〈Πp · n, µ2〉∂Th\E∂h − (βδ
z,∇w2)Th
+ (y − yh(u), w2)Th − 〈δ̂2, w2〉∂Th + 〈δ̂2, µ2〉∂Th\E∂h .(40)
The proof is similar to the proof of Lemma 3.11 and is omitted.
3.4.5. Step 5: Estimate for εph. We use the following discrete Poincare´ in-
equality from [26] to estimate εph.
Lemma 3.17. We have
‖εzh‖Th ≤ C(‖∇εzh‖Th + h−
1
2 ‖εzh − εẑh‖∂Th).(41)
Lemma 3.18. We have
‖εph‖Th + h
− 12 ‖εzh − εẑh‖∂Th
. hsp ‖p‖sp,Ω + hsz−1 ‖z‖sz,Ω + hsq+1 ‖q‖sq,Ω + hsy ‖y‖sy,Ω ,(42a)
‖εzh‖Th . hsp ‖p‖sp,Ω + hsz−1 ‖z‖sz,Ω + hsq+1 ‖q‖sq,Ω + hsy ‖y‖sy,Ω .(42b)
Proof. Take (vh, wh, µh) = (ε
p
h, ε
z
h, ε
ẑ
h). Since ε
ẑ
h = 0 on ε
∂
h, the energy identity
for B2 in Lemma 3.4 gives
B2(ε
p
h, ε
z
h, ε
ẑ
h, ε
p
h, ε
z
h, ε
ẑ
h)
= (εph, ε
p
h)Th + ‖(h−1 + τ2 +
1
2
β · n) 12 (εzh − εẑh)‖2∂Th +
1
2
‖(−∇ · β) 12 εzh‖2Th .
Take (r2, w2, µ2) = (ε
p
h, ε
z
h, ε
ẑ
h) in the error equation (40) in Lemma 3.16 to obtain
(εph, ε
p
h)Th + ‖(h−1 + τ2 +
1
2
β · n) 12 (εzh − εẑh)‖2∂Th +
1
2
‖(−∇ · β) 12 εzh‖2Th
= −(∇ · δp, εzh)Th − 〈Πp · n, εẑh〉∂Th
− (βδz,∇εzh)Th − 〈δ̂2, εzh − εẑh〉∂Th + (y − yh(u), εzh)Th
=: T1 + T2 + T3 + T4.
Next, use Lemma 3.8 to get
‖∇εzh‖Th . ‖εph‖Th + h−
1
2 ‖εzh − εẑh‖∂Th .(43)
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By the same argument as in the proof of Lemma 3.12, apply (43) and Young’s in-
equality to obtain
T1 = −(∇ · δp, εzh)Th − 〈Πp · n, εẑh〉∂Th
= −(∇ · p, εzh − Ih(εzh, εẑh))Th + (δp,∇Ih(εzh, εẑh))Th
= −(∇ · δp, εzh − Ih(εzh, εẑh))Th + (δp,∇Ih(εzh, εẑh))Th
≤ h‖∇ · δp‖Thh−1‖εzh − Ih(εzh, εẑh)‖Th + ‖δp‖Th‖∇Ih(εzh, εẑh)‖Th
≤ Ch2‖∇ · δp‖2Th + C‖δp‖2Th +
1
8
‖εph‖2Th +
1
8h
‖εzh − εẑh‖2∂Th ,
T2 = −(βδz,∇εzh)Th ≤ C‖δz‖2Th +
1
8
‖εph‖2Th +
1
8h
‖εzh − εẑh‖2∂Th ,
T3 = −〈δ̂2, εzh − εẑh〉∂Th ≤ 8h‖δ̂2‖2∂Th +
1
8
‖εph‖2Th +
1
8h
‖εzh − εẑh‖2∂Th .
For the term T4, we have
T4 = (y − yh(u), εzh)Th ≤ ‖y − yh(u)‖Th‖εzh‖Th
≤ C‖y − yh(u)‖Th(‖∇εzh‖Th + h−
1
2 ‖εzh − εẑh‖∂Th)
≤ C‖y − yh(u)‖Th(‖εph‖Th + h−
1
2 ‖εzh − εẑh‖∂Th)
≤ C‖y − yh(u)‖2Th +
1
8
‖εph‖2Th +
1
8h
‖εzh − εẑh‖2∂Th .
Summing T1 to T4 and using (16), Lemma 3.15, and (39) gives (42a); then (41), (42a),
and (43) together imply (42b).
The triangle inequality gives optimal convergence rates for ‖p − ph(u)‖Th and
‖z − zh(u)‖Th :
Lemma 3.19.
‖p− ph(u)‖Th . hsp ‖p‖sp,Ω + hsz−1 ‖z‖sz,Ω + hsq+1 ‖q‖sq,Ω + hsy ‖y‖sy,Ω ,(44a)
‖z − zh(u)‖Th . hsp ‖p‖sp,Ω + hsz−1 ‖z‖sz,Ω + hsq+1 ‖q‖sq,Ω + hsy ‖y‖sy,Ω .(44b)
3.4.6. Step 6: Estimates for ‖u−uh‖E∂h and ‖y − yh‖Th . To obtain the main
result, we estimate the error between the solution of the auxiliary problem and the
HDG discretized optimality system (19). Define
ζq = qh(u)− qh, ζy = yh(u)− yh, ζŷ = ŷh(u)− ŷh,
ζp = ph(u)− ph, ζz = zh(u)− zh, ζẑ = ẑh(u)− ẑh,
where ŷh = ŷ
o
h on Eoh, ŷh = uh on E∂h , ẑh = ẑoh on Eoh, and ẑh = 0 on E∂h . This gives
ζẑ = 0 on E∂h .
Subtracting the two problems gives the error equations
B1(ζq, ζy, ζŷ; r1, w1, µ1) = −〈PMu− uh, r1 · n+ (β · n− h−1 − τ1)w1〉E∂h ,(45a)
B2(ζp, ζz, ζẑ; r2, w2, µ2) = (ζy, w2)Th .(45b)
Lemma 3.20. If (A1) and (A2) hold, then
γ ‖u− uh‖2ε∂h + ‖ζy‖
2
Th = 〈γu+ ph(u) · n+ h−1zh(u) + τ2zh(u), u− uh〉E∂h
− 〈γuh + ph · n+ h−1zh + τ2zh, u− uh〉E∂h .
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Proof. We have
〈γu+ph(u)·n+h−1zh(u)+τ2zh(u), u−uh〉E∂h−〈γuh+ph ·n+h
−1zh+τ2zh, u−uh〉E∂h
= γ ‖u− uh‖2E∂h + 〈ζp · n+ h
−1ζz + τ2ζz, u− uh〉E∂h .
Next, Lemma 3.5 gives
B1(ζq, ζy, ζŷ; ζp,−ζz,−ζẑ) +B2(ζp, ζz, ζẑ;−ζq, ζy, ζŷ) = 0.
Also, since τ2 is piecewise constant on ∂Th we have
B1(ζq, ζy, ζŷ;ζp,−ζz,−ζẑ) +B2(ζp, ζz, ζẑ;−ζq, ζy, ζŷ)
= (ζy, ζy)Th − 〈PMu− uh, ζp · n+ (h−1 + τ1 − β · n)ζz〉E∂h
= (ζy, ζy)Th − 〈PMu− uh, ζp · n+ h−1ζz + τ2ζz〉E∂h
= (ζy, ζy)Th − 〈u− uh, ζp · n+ h−1ζz + τ2ζz〉E∂h .
The above equalities yield
(ζy, ζy)Th = 〈u− uh, ζp · n+ h−1ζz + τ2ζz〉E∂h .
Theorem 3.21. We have
‖u− uh‖ε∂h . h
sp− 12 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz,Ω + hsq+
1
2 ‖q‖sq,Ω + hsy−
1
2 ‖y‖sy,Ω ,
‖y − yh‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz,Ω + hsq+
1
2 ‖q‖sq,Ω + hsy−
1
2 ‖y‖sy,Ω .
Proof. The optimality conditions yield γu+p ·n = 0 and γuh +ph ·n+h−1zh +
τ2zh = 0 on E∂h . Therefore, the above lemma gives
γ ‖u− uh‖2ε∂h + ‖ζy‖
2
Th = 〈γu+ ph(u) · n+ h−1zh(u) + τ2zh(u), u− uh〉E∂h
= 〈(ph(u)− p) · n+ h−1zh(u) + τ2zh(u), u− uh〉E∂h .
Since ẑh(u) = z = 0 on E∂h , we have
‖ph(u)− p‖∂Th ≤ ‖ph(u)−Πp‖∂Th + ‖Πp− p‖∂Th
. h− 12 ‖εph‖Th + h
sp− 12 ‖p‖sp,Ω ,
‖zh(u)‖ε∂h = ‖zh(u)−Πz + Πz − z + PMz − ẑh(u)‖E∂h
≤ ‖εzh − εẑh‖∂Th + ‖Πz − z‖∂Th .
This implies
‖u− uh‖ε∂h + ‖ζy‖Th . h
− 12 ‖εph‖Th + h
sp− 12 ‖p‖sp,Ω
+ h−1‖εzh − εẑh‖∂Th + h−
3
2 ‖δz‖Th .
Lemma 3.18 and approximation properties of the L2 projection give
‖u− uh‖E∂h + ‖ζy‖Th
. hsp− 12 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz,Ω + hsq+
1
2 ‖q‖sq,Ω + hsy−
1
2 ‖y‖sy,Ω .
The triangle inequality and Lemma 3.15 yield
‖y − yh‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz,Ω + hsq+
1
2 ‖q‖sq,Ω + hsy−
1
2 ‖y‖sy,Ω .
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3.4.7. Step 7: Estimates for ‖p− ph‖Th , ‖z − zh‖Th , and ‖q − qh‖Th .
Lemma 3.22. We have
‖ζp‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz,Ω + hsq+
1
2 ‖q‖sq,Ω + hsy−
1
2 ‖y‖sy,Ω ,
‖ζz‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz,Ω + hsq+
1
2 ‖q‖sq,Ω + hsy−
1
2 ‖y‖sy,Ω .
Proof. By the energy identity for B2 in Lemma 3.4, the second error equation
(45b), and since ζẑ = 0 on ε
∂
h, we have
B2(ζp, ζz, ζẑ; ζp, ζz, ζẑ)
= (ζp, ζp)Th + 〈(h−1 + τ2 +
1
2
β · n)(ζz − ζẑ), ζz − ζẑ〉∂Th−
1
2
(∇ · βζz, ζz)Th
= (ζy, ζz)Th
≤ ‖ζy‖Th ‖ζz‖Th
. ‖ζy‖Th (‖∇ζz‖Th + h−
1
2 ‖ζz − ζẑ‖∂Th)
. ‖ζy‖Th (‖ζp‖Th + h−
1
2 ‖ζz − ζẑ‖∂Th).
Here, for the last two inequalities we used the discrete Poincare´ inequality in
Lemma 3.17 and Lemma 3.8. This gives
‖ζp‖Th + h−
1
2 ‖ζz − ζẑ‖∂Th
. hsp− 12 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz,Ω + hsq+
1
2 ‖q‖sq,Ω + hsy−
1
2 ‖y‖sy,Ω .
Using the discrete Poincare´ inequality and Lemma 3.8 again yields
‖ζz‖Th . ‖∇ζz‖Th + h−
1
2 ‖ζz − ζẑ‖∂Th
. hsp− 12 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz,Ω + hsq+
1
2 ‖q‖sq,Ω + hsy−
1
2 ‖y‖sy,Ω .
To obtain a positive convergence rate for q, we need
(46) ry > 1, rz > 2, rq > 0, rp > 1.
Lemma 3.23. If (A1), (46), and k ≥ 1 hold, then
‖ζq‖Th . hsp−1 ‖p‖sp,Ω + hsz−2 ‖z‖sz,Ω + hsq ‖q‖sq,Ω + hsy−1 ‖y‖sy,Ω .
Proof. By the energy identity in Lemma 3.4, the first error equation (45a), and
since τ2 is piecewise constant on ∂Th, we have
B1(ζq, ζy, ζŷ; ζq, ζy, ζŷ)
= (ζq, ζq)Th + 〈(h−1 + τ1 −
1
2
β · n)(ζy − ζŷ), ζy − ζŷ〉∂Th\E∂h
− 1
2
(∇ · βζy, ζy)Th + 〈(h−1 + τ1 −
1
2
β · n)ζy, ζy〉E∂h
= −〈PMu− uh, ζq · n+ (β · n− h−1 − τ1)ζy〉E∂h
= −〈PMu− uh, ζq · n− (h−1 + τ2)ζy〉E∂h
= −〈u− uh, ζq · n− (h−1 + τ2)ζy〉E∂h
. ‖u− uh‖E∂h (‖ζq‖E∂h + h
−1 ‖ζy‖E∂h )
. h− 12 ‖u− uh‖E∂h (‖ζq‖Th + h
− 12 ‖ζy‖E∂h ).
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This gives
‖ζq‖Th . h−
1
2 ‖u− uh‖E∂h
. hsp−1 ‖p‖sp,Ω + hsz−2 ‖z‖sz,Ω + hsq ‖q‖sq,Ω + hsy−1 ‖y‖sy,Ω .
The above lemma, the triangle inequality, Lemma 3.15, and Lemma 3.19 complete
the proof of the main result:
Theorem 3.24. We have
‖p− ph‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz,Ω + hsq+
1
2 ‖q‖sq,Ω + hsy−
1
2 ‖y‖sy,Ω ,
‖z − zh‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz,Ω + hsq+
1
2 ‖q‖sq,Ω + hsy−
1
2 ‖y‖sy,Ω .
If in addition (46) is satisfied and k ≥ 1, then
‖q − qh‖Th . hsp−1 ‖p‖sp,Ω + hsz−2 ‖z‖sz,Ω + hsq ‖q‖sq,Ω + hsy−1 ‖y‖sy,Ω .
4. Numerical Experiments. In this section, we report numerical experiments
to illustrate our theoretical results. Furthermore, although we derived the a priori
error estimates for diffusion dominated problems (ε = 1), we also present numerical
results for convection dominated problems (ε  1) to show the performance of the
HDG method for this difficult case. For all computations, we take γ = 1, τ2 = 1, and
τ1 = τ2 + β · n so that (A1)-(A3) are satisfied.
4.1. Smooth test. We begin with an example on a square domain Ω = [0, 1]×
[0, 1] ⊂ R2. The state, dual state, and convection coefficient are chosen as
y = −ε1/2pi(sin(pix1) + sin(pix2)), z = ε−1/2 sin(pix1) sin(pix2),
β = −[x21 sin(x2), cos(x1)ex2 ],
and the source term f and the desired state yd are generated using the optimality
system (4) with the above data. Since the solution is smooth, we do not use this
test to illustrate the low regularity theory; instead, we use this test to study the
performance of the HDG method when the problem becomes convection dominated.
We show the numerical results for k = 1 and ε = 1 in Table 1 and for k = 1 and
ε = 10−7 in Table 2. In the convection dominated case, the HDG method converges for
all variables with at least a linear rate. In the diffusion dominated case, convergence
rates are higher for all variables except the control. This example demonstrates that
the error analysis will be different for the convection dominated case, as expected.
4.2. Non-smooth test. Next, we present numerical results for a 2D example
problem similar to examples from [9, 21], where the case β = 0 is considered. We
consider a square domain Ω = [0, 1/8]× [0, 1/8] ⊂ R2, and choose f = 0 and γ = 1.
In the first test, we consider variable convection and choose the data as
ε = 1, yd = (x
2 + y2)−1/3, and β = −[x21 sin(x2), cos(x1)ex2 ].
The largest interior angle is ω = pi/2, and therefore rΩ = 3/2. Also, we have yd ∈
H1/3−η(Ω) for any η > 0, and therefore rd = 5/6− η for any η > 0. For this example,
the value of rd restricts the guaranteed regularity of the solution.
We do not have an exact solution for this problem; therefore, we generate numer-
ical convergence rates by computing errors between approximate solutions computed
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h/
√
2 2−2 2−3 2−4 2−5 2−6
‖q − qh‖0,Ω 1.52E-01 5.05E-02 1.69E-02 5.75E-03 1.99E-03
order - 1.59 1.58 1.55 1.53
‖p− ph‖0,Ω 2.82E-02 7.33E-03 1.87E-03 4.74E-04 1.19E-04
order - 1.94 1.97 1.98 1.99
‖y − yh‖0,Ω 2.27E-02 3.40E-03 4.87E-04 7.06E-05 1.07E-05
order - 2.74 2.80 2.79 2.73
‖z − zh‖0,Ω 8.62E-03 1.21E-03 1.61E-04 2.09E-05 2.65E-06
order - 2.83 2.91 2.95 2.98
‖u− uh‖0,Γ 9.84E-02 2.62E-02 6.70E-03 1.69E-03 4.24E-04
order - 1.91 1.97 1.99 2.00
Table 1
Smooth test with k = 1 and ε = 1: Errors for the control u, state y, adjoint state z, and the
fluxes q and p.
h/
√
2 2−2 2−3 2−4 2−5 2−6
‖q − qh‖0,Ω 3.59E-05 1.94E-05 1.01E-05 5.19E-06 2.62E-06
order - 0.90 0.93 0.97 0.99
‖p− ph‖0,Ω 4.22E-05 1.84E-05 8.76E-06 4.28E-06 2.12E-06
order - 1.20 1.07 1.03 1.02
‖y − yh‖0,Ω 1.50E+01 3.85E+00 9.74E-01 2.45E-01 6.14E-02
order - 1.96 1.98 1.99 2.00
‖z − zh‖0,Ω 1.57E+01 3.55E+00 8.58E-01 2.11E-01 5.25E-02
order - 2.14 2.05 2.02 2.01
‖u− uh‖0,Γ 3.77E+01 9.24E+00 2.28E+00 5.67E-01 1.41E-01
order - 2.03 2.02 2.00 2.00
Table 2
Smooth test with k = 1 and ε = 10−7: Errors for the control u, state y, adjoint state z, and
the fluxes q and p.
on different meshes. Specifically, we compare approximate solutions computed on
various meshes with the approximate solution on a fine mesh with 524288 elements,
i.e., h = 2−12
√
2.
When k = 1, the guaranteed theoretical convergence rates are given by Corol-
lary 3.3 in Section 3:
‖y − yh‖0,Ω = O(h5/6−η), ‖z − zh‖0,Ω = O(h5/6−η),
‖q − qh‖0,Ω = O(h1/3−η), ‖p− ph‖0,Ω = O(h5/6−η),
and
‖u− uh‖0,Γ = O(h5/6−η).
Table 3 shows numerical results for this case. As in Part I, the numerically observed
convergence rates match the theory for the control u and the primary flux q, but
are higher than the theoretical rates for the other variables. As mentioned in Part I,
similar convergence behavior has been observed in other works [27, 30, 34, 21].
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h/
√
2 2−4 2−5 2−6 2−7 2−8
‖q − qh‖0,Ω 1.49E-01 1.02E-01 7.51E-02 5.61E-02 4.31E-02
order - 0.52 0.44 0.40 0.38
‖p− ph‖0,Ω 2.62E-03 9.64E-04 3.55E-04 1.37E-04 5.21E-05
order - 1.46 1.43 1.41 1.38
‖y − yh‖0,Ω 1.02E-03 3.31E-04 1.23E-04 4.61E-05 1.82E-05
order - 1.58 1.45 1.38 1.36
‖z − zh‖0,Ω 5.94E-05 1.22E-05 2.44E-06 4.88E-07 9.62E-08
order - 2.30 2.32 2.31 2.35
‖u− uh‖0,Γ 1.33E-02 6.39E-03 3.34E-03 1.82e-03 1.01E-03
order - 1.02 0.94 0.85 0.85
Table 3
Non-smooth test with constant convection, ε = 1, and k = 1: Errors for the control u, state y,
adjoint state z, and the fluxes q and p.
h/
√
2 2−4 2−5 2−6 2−7 2−8
‖q − qh‖0,Ω 2.22E-01 1.69E-01 1.22E-01 8.92E-02 6.56E-02
order - 0.39 0.47 0.46 0.44
‖p− ph‖0,Ω 8.60E-03 5.10E-03 2.75E-03 1.43E-03 7.31E-04
order - 0.75 0.90 0.94 0.97
‖y − yh‖0,Ω 2.96E-03 1.33E-03 4.91E-04 1.82E-04 6.97E-05
order - 1.15 1.44 1.43 1.39
‖z − zh‖0,Ω 3.82E-04 1.08E-04 2.89E-05 7.48E-06 1.90E-06
order - 1.82 1.91 1.95 1.97
‖u− uh‖0,Γ 2.83E-02 1.79E-02 1.07E-02 6.14E-03 3.47E-03
order - 0.66 0.75 0.80 0.82
Table 4
Non-smooth test with constant convection, ε = 1, and k = 0: Errors for the control u, state y,
adjoint state z, and the fluxes q and p.
Next, for k = 0, Corollary 3.3 gives the suboptimal convergence rates
‖y − yh‖0,Ω = O(h1/2−η), ‖z − zh‖0,Ω = O(h1/2−η), ‖p− ph‖0,Ω = O(h1/2−η),
and
‖u− uh‖0,Γ = O(h1/2−η).
As in Part I, we observe much larger numerical convergence rates for all variables.
Improving the analysis for the k = 0 case is again an interesting topic we leave to be
considered elsewhere.
Numerical experiments for the same problem with constant convection coefficient
β = [1, 1] gave similar results for both k = 1 and k = 0 (not shown).
In the second test, we consider variable convection and we choose the problem
data
yd = 1, and β = −[x21 sin(x2), cos(x1)ex2 ].
We compute the approximate solution using k = 1 for both ε = 1 and ε = 10−6 to
see the effect of strong convection on the solution.
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(a) The computed state y (b) The computed boundary control u
Fig. 1. Test with variable convection, yd = 1, ε = 1, and k = 1.
When ε = 1, since yd is smooth we know from the high regularity convergence
theory in Part I that
‖u− uh‖0,Γ = O(h3/2−η).
We observed this convergence rate in numerical experiments (not shown). The ap-
proximate state y and the approximate optimal boundary control u are shown in
Figure 1.
Next, we demonstrate the performance of the HDG method in the convection
dominated case with variable convection. We do not attempt to compute convergence
rates here; instead for illustration we plot the state y and the boundary control u in
Figure 2. We note that the computed state y is entirely different compared to the
solution of the diffusion dominated problem. Also, the HDG method is able to capture
the very sharp boundary layers in the solution with almost no oscillatory behavior.
5. Conclusion. In Part I of this work, we considered a Dirichlet boundary con-
trol problem for an elliptic convection diffusion equation and approximated the so-
lution using a new HDG method. We also proved optimal convergence rates for the
control under a high regularity assumption. In this paper, we removed the restric-
tions on the domain Ω and the desired state yd from Part I and considered a low
regularity scenario. We used very different HDG analysis techniques to prove op-
timal convergence rates for the control. We also presented numerical results for a
convection dominated problem; the HDG method was able to capture sharp layers in
the solution. A thorough investigation of the performance of HDG methods for the
convection dominated case is underway.
As far as we are aware, this paper and Part I are the only existing analysis and
numerical analysis explorations of this convection diffusion Dirichlet control problem.
We leave many topics to be considered in future work, such as improving the HDG
convergence analysis for the Dirichlet boundary control problem considered here and
also applying HDG methods to Dirichlet control problems for fluids.
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