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GLOBAL SPECTRAL FLUCTUATIONS IN THE GAUSSIAN
UNITARY ENSEMBLE
CHRISTIAN WEBB
Abstract. We consider global fluctuations of the spectrum of the GUE.
Using results on the linear statistics of such matrices as well as variance
bounds on the eigenvalues, we show that under a suitable scaling, global
fluctuations of the spectrum can be asymptotically described in terms of
a logarithmically correlated Gaussian field. We also discuss briefly con-
nections between different objects in RMT giving rise to log-correlated
fields: the logarithm of the absolute value of the characteristic polyno-
mial, the eigenvalue counting function, and the field of fluctuations of
the eigenvalues around their expected locations.
1. Introduction
The goal of this note is to describe the fluctuations (around the semicircle
law) of the eigenvalues of a large random matrix drawn from the Gaussian
Unitary Ensemble. Such questions have of course been studied previously.
For example, Gustavsson has proven in [10] that if one considers a single
eigenvalue in the bulk of the spectrum and its fluctuation around its ”clas-
sical location” - i.e. that suggested by the semicircle law - and normalizes
by its variance, this quantity is asymptotically a standard normal random
variable. Gustavsson also provides similar results near the edge and also for
the joint distribution of a fixed number of eigenvalues.
We aim to consider a similar question, but with the difference that we
consider the global scale of the spectrum - namely we consider simultane-
ously a positive fraction of all of the eigenvalues. To obtain a non-trivial
limiting object, the normalization will be different from that in [10]. Also the
limiting object will be a rather rough object - a logarithmically correlated
Gaussian field that needs to be understood as a generalized function.
Global fluctuations are usually described in terms of linear statistics [5,
13, 17] (or essentially equivalently: in terms of the logarithm of the absolute
value of the characteristic polynomial [9, 11, 17] or the eigenvalue counting
function [3]). While the essence of our main result follows from a rather
simple calculation relating the global fluctuations of the eigenvalues around
their expected locations to linear statistics (in particular, making use of
results from [4, 13]) the author has not run into a rigorous statement in the
literature concerning this connection or the description of the limiting object
in terms of a log-correlated Gaussian field. That being said, results of this
flavor are known either in other models or on a non-rigorous level: such a
result is known to hold for the Plancherel measure on Young diagrams (see
[12]), and in the context of RMT (non-rigorous) results of this type were
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indicated in [16]. One reason to be interested in such a limit theorem is
that recently, there have been advances in understanding how the extrema
of approximations of log-correlated fields behave (see e.g. [6]), and one
might suspect that if such behavior is universal, this could suggest how the
maximal fluctuation of the eigenvalues (in the bulk) behavs.
The precise thing we will prove is that the global ”fluctuation field” con-
verges weakly in a certain Sobolev space to log-correlated Gaussian field (an
approach taken also in [9, 11] when studying the logarithm of the charac-
teristic polynomial). If one were to consider only convergence in the sense
of finite dimensional distributions (instead of weak convergence), the proof
would be quite a bit simpler - indeed weak convergence requires bounds
on the growth rate of a certain family of linear statistics and we’ll need
to be fairly specific about the space our object lives on. One of the main
motivation for not being satisfied with convergence in the sense of finite di-
mensional distributions is a connection between the fluctuation field and the
eigenvalue counting function. Our analysis for weak convergence suggests
a (fairly weak) way to analyze the asymptotic difference between these two
objects. With stronger estimates, it seems possible that one could relate
for example the extrema of these two fields to one another. The drawback
of our approach is that it unfortunately makes this note quite heavy even
though the argument at the heart of our results is a very simple calculation.
The outline of the paper is the following: we’ll begin with introducing
the relevant notation to define our main object of interest. Before defining
our limiting object and stating our main result, we’ll have to introduce the
relevant Sobolev spaces where our objects live, and discuss some properties
of Chebyshev polynomials (which are relevant for the description of our
Sobolev spaces). After stating our main result, we’ll recall some facts from
the literature: e.g. Johansson’s result on the linear statistics of the GUE
([13]) as well as discuss some bounds on the fluctuations of the eigenvalues
due to Dallaporta [4] which will play an important role in our proof. After
this, we’ll give a heuristic proof of our main result and discuss non-rigorously
some of the connections between the different objects in the GUE giving rise
to log-correlated Gaussian fields. Finally we’ll prove our main result.
We mention here that throughout this note, we use the convention that
the value of (irrelevant) constants may change from line to line, and we
won’t comment on this further.
Acknowledgements: The author wishes to thank Y.V. Fyodorov for
helpful comments and pointing out the reference [16].
2. Notation, main result, and some results from the literature
In this section, we’ll first fix our notation related to the GUE and define
the object we are interested in. After this, we’ll describe the Sobolev spaces
where our object lives in. Next we’ll describe our main result. Finally we’ll
recall some known results that will play important roles in our argument.
2.1. The GUE and the ”fluctuation field”. Let us first fix our notation
concerning the Gaussian Unitary Ensemble and its eigenvalues.
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Definition 1. For N ∈ Z+, the GUE(N) is the following probability mea-
sure on the space of N ×N complex Hermitian matrices:
(1) PN (dH) =
1
ZN
e−TrH
2
dH,
where ZN is an explicit constant we don’t care about and dH is Lebesgue
measure on the space of N ×N Hermitian complex matrices.
We write H = 1√
2N
H and (λ1, ..., λN ) for the ordered eigenvalues of H:
λ1 ≤ λ2 ≤ · · · ≤ λN .
We’ll also introduce some notation related to the semicircle law.
Definition 2. For x ∈ [−1, 1], let
(2) σ(x) = 2π
√
1− x2 and G(x) = ∫ x−1 σ(y)dy.
Moreover, for j ∈ {0, 1, ..., N}, let
(3) γj = G
−1
(
j
N
)
.
Remark 3. It follows from [10] that the points γj - sometimes called the
”classical locations” of the eigenvalues λj - are close to the expectation of
the eigenvalues γj. Though as suggested by the following definition, they are
not quite close enough for our needs.
As already discussed, we are interested in studying (more or less) all of
the eigenvalues (λj)
N
j=1 simultaneously. Instead of encoding them into the
discrete index j, we’ll find it more convenient to introduce a continuous index
- otherwise it wouldn’t be so clear what space our object lives in or what
kind of limit it converges to. Also we want to study fluctuations around the
semi circle law and scale things in such a way that a non-trivial limit exists.
The following definition of the ”eigenvalue fluctuation field” will turn out to
be the correct one for our purposes.
Definition 4. For j = 1, ..., N and x ∈ (γj−1, γj ], let
(4) XN (x) = Nσ(γj)
(
λj −N
∫ γj
γj−1
yσ(y)dy
)
.
Remark 5. Note that the factor Nσ(γj) is roughly the inverse of the aver-
age eigenvalue gap E(λj+1 − λj) in the sense that when one normalizes the
eigenvalue gap by this quantity, one has convergence (to the Gaudin-Mehta
law) as N → ∞ - see [19]. We also point out that it follows directly from
our definitions that
(5) γj−1 ≤ N
∫ γj
γj−1
yσ(y)dy ≤ γj ,
but shifting λj just by either γj or γj−1 would not produce a centered field.
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2.2. Sobolev spaces. It will turn out that it is natural to expand our field
XN in Chebyshev polynomials of the second kind so we’ll need to discuss
the space where such an expansion will be a well defined object. We’ll begin
with recalling the definition of Chebyshev polynomials of the second kind
and some basic facts related to them. Then we’ll define our space, which
is a Sobolev space of generalized functions. We’ll also point out an identity
the Chebyshev polynomials of the second kind satisfy which will be useful
in describing our limiting object appearing in our main result. Finally we’ll
recall some basic facts about Chebyshev polynomials of the first kind that
we’ll need in our proof.
Definition 6. For k ∈ {0, 1, ...}, the Chebyshev polynomial of the second
kind of degree k is defined (on (−1, 1)) by
(6) Uk(cos θ) =
sin(k + 1)θ
sin θ
.
Remark 7. Using basic trigonometric identities it is simple to check that
U0(x) = 1, U1(x) = 2x, and
(7) Uk+1(x) = 2xUk(x)− Uk−1(x)
so Uk really is a polynomial.
One can also check from the orthogonality of trigonometric functions that
(8)
∫ 1
−1
Uk(x)Ul(x)σ(x)dx = δk,l.
Let us now define the Fourier-Chebyshev coefficients (of the second kind).
Definition 8. Let
(9) ν(dx) =
2
π
1√
1− x2dx,
f ∈ L2((−1, 1), ν) and k ∈ {0, 1, ...}. We then define
(10) sk(f) =
2
π
∫ 1
−1
f(x)Uk(x)dx.
Remark 9. Note that if we use the coordinate x = cos θ and write f˜(θ) =
f(cos θ), we have
(11) sk(f) =
2
π
∫ π
0
f˜(θ) sin(k + 1)θdθ
so we see that (sk(f))
∞
k=0 are simply the coefficients of f˜ in its Fourier sine
series. Thus for example if f is differentiable and f(−1) = f(1) = 0, then
(12) f(cos θ) =
∞∑
k=0
sk(f) sin(k + 1)θ =
∞∑
k=0
sk(f)Uk(cos θ) sin θ
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or if we write x = cos θ,
(13) f(x) =
∞∑
k=0
sk(f)Uk(x)
√
1− x2.
Moreover, the role of ν in Definition 8 was so that L2((−1, 1), ν) is the
space where the theory of Chebyshev series (of the second kind) is analogous
to standard L2 Fourier theory. In fact, many of the definitions we consider
would perhaps be simpler to state and more natural in the ”trigonometric
coordinates”, but the technical calculations we’ll carry out in the proof are
simpler with the current definitions.
One of the most common Sobolev spaces consists of L2 functions on the
unit circle whose Fourier coefficients satisfy certain decay properties. Keep-
ing in mind Remark 9, we’ll want to restrict to the ”sine part” of this space
so we make the following definition (though the relevant interpretation is in
Remark 11).
Definition 10. For α ∈ R, let
(14) Sα =
{
s = (sk)
∞
k=0 ∈ R∞ :
∞∑
k=0
|sk|2(1 + k2)α <∞
}
and equip it with the inner product
(15) 〈s, s′〉α =
∞∑
k=0
sks
′
k(1 + k
2)α.
We write || · ||α for the corresponding norm.
Remark 11. As in the Fourier case, Sα is a Hilbert space and can be
identified with a subspace of L2((−1, 1), ν) if α > 0 and in this case, S−α
can be understood as the dual space (consisting of generalized functions) of
Sα. The interpretation is that for α > 0 we understand the elements of Sα
to be functions of the form
(16) f(x) =
∞∑
k=0
sk(f)Uk(x)
√
1− x2,
where
(17)
∞∑
k=0
|sk(f)|2(1 + k2)α <∞.
The elements of S−α are then generalized functions ψ which we under-
stand as the formal series
(18) ψ(x) =
∞∑
k=0
sk(ψ)Uk(x)
√
1− x2
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satisfying
(19)
∞∑
k=0
|sk(ψ)|2(1 + k2)−α.
The action of ψ ∈ S−α on f ∈ Sα is
(20) ψ(f) =
∞∑
k=0
sk(ψ)sk(f)
which can be written formally as
(21) ψ(f) =
∫ 1
−1
ψ(x)f(x)
2
π
1√
1− x2 dx.
We also point out the following fact which will be useful when describing
the covariance kernel of our limiting object.
Lemma 12. Let x, y ∈ (−1, 1). Then
C(x, y) : =
∞∑
k=0
1
k + 1
Uk(x)Uk(y)
√
1− x2
√
1− y2
= − log |x− y|
1− xy +√1− x2
√
1− y2
.(22)
Proof. Write x = cos θ and y = cosφ so we have
C(x, y) =
∞∑
k=1
1
k
sin kθ sin kφ
=
∞∑
k=1
1
2k
(cos k(θ − φ)− cos k(θ + φ))
= −1
2
log
(
4 sin2
θ − φ
2
)
+
1
2
log
(
4 sin2
θ + φ
2
)
(23)
= − log
∣∣∣sin θ−φ2 ∣∣∣∣∣∣sin θ+φ2 ∣∣∣ .
We then note that as
(24) sin2
x
2
=
1
2
(1− cos x),
we have
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∣∣∣sin θ−φ2 ∣∣∣∣∣∣sin θ+φ2 ∣∣∣ =
2
∣∣∣sin θ−φ2 sin θ+φ2 ∣∣∣
1− cos(θ + φ)
=
| cos θ − cosφ|
1− cos(θ + φ)(25)
=
|x− y|
1− xy +√1− x2
√
1− y2
which completes the proof.

We’ll also make use of the following property of the Chebyshev polyno-
mials of the first kind (which is actually a special case of a general result
due to Markov - see e.g. [18] for proofs and further information).
Proposition 13. Let Tn be a Chebyshev polynomial of the first kind (i.e. it
satisfies Tn(cos θ) = cosnθ). Then
(26) sup
x∈[−1,1]
|T (k)n (x)| ≤ T (k)n (1) =
k−1∏
j=0
n2 − j2
(2j + 1)
.
We also point out the following simple results.
Lemma 14. For any n ∈ {0, 1, ...} and k ∈ Z+,
(27) x 7→ T (k)n (x)
is increasing for x > 1.
Proof. We write
(28) Tn(x) =
n∑
j=0
T
(j)
n (1)
j!
(x− 1)j
so that
(29) T (k)n (x) =
n∑
j=k
1
(j − k)!T
(j)
n (1)(x − 1)j−k.
From Proposition 13 we see in particular that T
(j)
n (1) are non-negative.
So we see that T
(k)
n (x) is non-negative for x ≥ 1 for all k which implies in
particular that T
(k+1)
n (x) ≥ 0 for x ≥ 1 so T (k)n (x) = T (k)n (x) is increasing.

Lemma 15. For x > 1,
(30) T ′′k (x) ≤ k4Tk(x).
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Proof. Let us expand
(31) Tk(x) =
k∑
j=0
T
(j)
k (1)
j!
(x− 1)j .
We thus have
(32) T ′′k (x) =
k∑
j=2
T
(j)
k (1)
(j − 2)! (x− 1)
j−2 =
k−2∑
j=0
T
(j+2)
k (1)
j!
(x− 1)j .
From Proposition 13,
(33) T
(j+2)
k (1) =
j+1∏
p=0
k2 − p2
2p+ 1
= T
(j)
k (1)
k2 − j2
2j + 1
k2 − (j + 1)2
2j + 3
≤ k4T (j)k (1).
Thus for x > 1 (as T
(l)
k (1) ≥ 0 for all l)
(34) T ′′k (x) ≤ k4
k−2∑
j=0
T
(j)
k (1)
j!
(x− 1)j ≤ k4
k∑
j=0
T
(j)
k (1)
j!
(x− 1)j = k4Tk(x).

Lemma 16. For x > 1
(35) Tk(x) ≤ e2k
√
x−1.
Proof. Recall that Tk satisfies
(36) Tk(cos θ) = cos kθ
for θ ∈ [0, π]. Both sides of this equation are entire functions of θ so this
equality holds for all θ ∈ C. In particular, for θ on the imaginary axis, if we
write θ = iτ , we have
(37) Tk(cosh τ) = cosh kτ
for all τ ∈ R. For τ > 0, write τ = arcoshx, where x > 1, and we find
(38) Tk(x) = cosh k arcosh x ≤ ek arcosh x.
Consider then the function h(x) = arcosh x− 2√1− x. One has h(1) = 0
and
(39) h′(x) =
1−√x+ 1√
x2 − 1 < 0
so h(x) ≤ 0 for x ≥ 1 and we have our claim.

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2.3. Main result. We now define our limiting object and state our main
result as well as discuss the relevant weak convergence theory on our Sobolev
spaces S−α.
Definition 17. Let (Yk)
∞
k=0 be i.i.d. standard Gaussian random variables,
and let
(40) X(x) =
∞∑
k=0
1√
k + 1
YkUk(x)
√
1− x2,
or alternatively identify X with the sequence
(41) (sk(X))
∞
k=0 =
(
1√
k + 1
Yk
)∞
k=0
which almost surely is an element of S−α for any α > 0 (since E||X||2−α <
∞).
Remark 18. Again it might be clearer to define X in the trigonometric
coordinates, where one would just have
(42) X(cos θ) =
∞∑
k=1
1√
k
Yk−1 sin kθ.
Remark 19. Note that by Lemma 12, we have (formally - though making
this precise would not require much work)
(43) E(X(x)X(y)) = − log |x− y|
1− xy +√1− x2
√
1− y2
.
Thus in the bulk, when x→ y, the covariance has a logarithmic singular-
ity:
(44) E(X(x)X(y)) = − log |x− y|+O(1).
We are now in a position to state our main result.
Theorem 20. For α > 3, πXN converges to X in distribution in the space
S−α.
Remark 21. Our bound on α here is likely to be far from optimal. Indeed,
the limiting object is in S−α for any α > 0. As α is simply a measure of
roughness of the field XN we will not spend energy on optimizing this.
Remark 22. Note that this result makes precise the statement from [16]
that the global spectral fluctuations should be asymptotically ”1/f noise” - in
particular when one considers the representation of the field in trigonometric
coordinates.
Remark 23. It’s reasonable to expect that corresponding results might hold
for other ensembles as well: e.g. circular ensembles, β-ensembles, and
Wigner matrices. It might also be an interesting question to consider what
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is the correct object to study in the case where the eigenvalues live in a two-
dimensional space such as in the case of the Ginibre ensemble. Another
interesting question might be to try to prove such a result directly for exam-
ple from the determinantal structure of the eigenvalues (λj). In [4, 10] only
variances of the eigenvalues are considered, but perhaps one is able to use
similar methods to consider other moments as well.
Let us discuss briefly what convergence in distribution in the space S−α
means. Recall that in general, weak convergence of random variables, say
ξn to ξ, on a Polish space (separable complete metric space) say S (such as
S−α) means that E(f(ξn))→ E(f(ξ)) for each bounded continuous function
f : S → R.
Using this definition is often not so practical for proving convergence. In-
stead, one makes use of Prohorov’s theorem (see e.g. [2]). From Prohorov’s
theorem, it follows that if the random variables (ξn) converge on suitable
cylinder sets and the sequence (ξn) is tight, then (ξn) converges in distribu-
tion. Thus to prove our theorem, we’ll need to prove convergence on some
suitable cylinder sets, and tightness.
2.4. Asymptotics of linear statistics. Our main tool will be a result of
Johansson ([13, Theorem 2.4]) describing the asymptotic properties of linear
statistics of the GUE (in fact more general β-ensembles). We’ll only need a
simplified version of the theorem.
Theorem 24 (Johansson). Let f ∈ C∞c (R). Then as N →∞,
(45)
N∑
j=1
f(λj)−N
∫ 1
−1
f(x)σ(x)dx
d→ Vf ,
where Vf is a centered Gaussian random variable with variance
(46) ρf =
1
4
∞∑
k=1
ka2k,
where
(47) ak =
2
π
∫ π
0
f(cos θ) cos kθdθ.
Let us point out that the variance can also be written in terms of the
Fourier-Chebyshev coefficients (of the second kind) of f ′(x)
√
1− x2.
Lemma 25. Let f be as in Theorem 24. Then
(48) ρf =
1
4
∞∑
k=0
1
k + 1
sk(f
′(x)
√
1− x2)2
Proof. In the definition of ak, let us integrate by parts and make a change
of variables (x = cos θ):
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ak =
1
k
2
π
∫ π
0
f(cos θ)
d
dθ
sin kθdθ
=
1
k
2
π
∫ π
0
f ′(cos θ) sin θUk−1(cos θ) sin θdθ(49)
=
1
k
2
π
∫ 1
−1
f ′(x)Uk−1(x)
√
1− x2dx
=
1
k
sk−1(f ′(x)
√
1− x2).
This yields the claim. 
2.5. Moment bounds. Another important ingredient of our proof is a
bound on moments of the form E|λj − γj |k for k = 2 and k = 4. For
k = 2 these were studied in [4], and (as is pointed out in [4]) the k = 4
case is proven with essentially identical arguments as the k = 2 case and we
won’t give proofs here.
Proposition 26. Let k = 2 or k = 4.
1. Let δ ∈ (0, 1/2]. There exists a C = C(δ) such that for j ∈ (δN, (1−
δ)N)
(50) E|λj − γj |k ≤ C (logN)
k/2
Nk
.
2. Let δ ∈ (0, 1/2] and K > 20√2. Then there exists a C = C(δ,K)
such that for j ∈ [K logN, δN ] and j ∈ [(1− δ)N,N −K logN ]
(51) E|λj − γj |k ≤ C (logmin(j,N − j))
k/2
N
2k
3 min(j
k
3 , (N − j)k3 )
.
3. There exists a C = C(K) such that for j ∈ [1,K logN) and j ∈
[N −K logN,N ],
(52) E|λj − γj|k ≤ C 1
Nk/2
.
4. Combining these, there exists a C > 0 such that
(53)
N∑
j=1
E|λj − γj |k ≤ C logN
Nk/2
.
Remark 27. For k = 2, part 1 of Proposition 26 is [4, Theorem 5], part 2 of
Proposition 26 is [4, Theorem 9]. Part 3 of Proposition 26 does not appear
as a separate result, but its proof (relying on localization results such as [8,
Theorem 2.2] or [20, Corollary 15]) is part of the proof of [4, Corollary 4].
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2.6. Estimates for eigenvalues lying outside of the support of the
equilibrium measure. We’ll need some control on events of the eigenval-
ues λj lying outside of [−1, 1]. In particular, we’ll make use of the following
ones.
Proposition 28. Let ρN be the density of the mean (normalized) eigenvalue
counting measure, i.e. the function satisfying
(54)
N∑
j=1
Ef(λj) =
∫
R
f(x)NρN (x)dx
for nice enough functions f (see e.g. [1, 15] for more information).
1. For x > 1
NρN (1 + x) =
(
Φ′(x)
4Φ(x)
− γ
′(x)
γ(x)
)
2Ai(N2/3Φ(x))Ai′(N2/3Φ(x))
+N2/3Φ′(x)
(
Ai′(N2/3Φ(x))2 −N2/3Φ(x)Ai(N2/3Φ(x))2
)
(55)
+O
(
1
N
√
x− 1
)
,
where Ai is the Airy function,
(56) γ(x) =
(
x− 1
x+ 1
)1/4
and (again for x > 1)
(57) Φ(x) =
(
3
∫ x
1
√
y2 − 1dx
)2/3
.
2. The bound
(58) ρN
(
1 +
s
N2/3
)
≤ 1
BsN1/3
e−bs
3/2
is valid for some absolute constants B and b and s→∞, n→∞.
3. The bound
(59) ρN (x) ≤ Ce−cNx2 , for x > (1 + δ)
is valid for any δ > 0 and some C <∞ and c > 0 possibly depending
on δ.
Remark 29. Here part 1 follows from [7, equation (4.4)] (see also [10,
Proof of Lemma 2.2]). Part 2 is [15, Theorem 5.2.3 (ii)] and part 3 is
[15, Theorem 5.2.3 (iii)]. We also note that as ρN is a even function, such
bounds also hold near the point −1.
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3. Some heuristic comments about log-correlated Gaussian
fields and random matrix theory
In this section, we discuss briefly different objects in RMT giving rise to
log-correlated Gaussian fields. We also give a brief non-rigorous proof of our
main result and point out a few connections between the different objects
we discuss here.
3.1. The logarithm of the absolute value of the characteristic poly-
nomial. For a large class of random matrix theory models (see for example
[9, 11, 17]), it is known that if (z1, ..., zN ) are the eigenvalues (normalized in
a suitable way) and z is a point in the support of the equilibrium measure,
(60) z 7→ XN (x) =
N∑
j=1
(log |z − zj | − E log |z − zj |)
converges (in some sense) to a log-correlated Gaussian field. Such results
are closely related to the asymptotically Gaussian fluctuations of the linear
statistics. For example, for the CUE, if UN is a N × N Haar distributed
unitary matrix,(eiθj )Nj=1 are the eigenvalues of UN , and e
iθ is a fixed point
on the unit circle, one has
(61)
N∑
j=1
log |eiθ − eiθj | = 1
2
∞∑
j=1
1
j
(
Tr(U jN )e
−ijθ +Tr(U−jN )e
ijθ
)
.
It was proven in [5], that for any fixedK ∈ Z+, (j−1/2Tr(U jN ))Kj=1 converge
to i.i.d. standard complex Gaussian random variables. This suggests that
in this case, XN converges (in some sense) to a random Fourier series with
coefficients that are independent Gaussians with variance proportional to
j−1. This is a log-correlated Gaussian field. This was indeed proven in [11].
Similar diagonalizations of log |z−w| can be applied for other ensembles.
For the GUE, if x, y ∈ [−1, 1], one has
(62) − log(2|x− y|) =
∞∑
n=1
2
n
Tn(x)Tn(y)
and in [9], Johansson’s result (Theorem 24) was used to prove that again in
this case XN converges to a log-correlated field.
The linear statistics of the Ginibre ensemble were studied in [17] and here
it was also proven that XN can be related to the two-dimensional Gaussian
Free Field.
3.2. The imaginary part of the characteristic polynomial and the
eigenvalue counting function. If x, y ∈ R, one has (with a suitable choice
of the branch of the logarithm)
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(63) Im log(x− y) =

π, x < y
0, x > y
−∞, x = y.
Thus (suitably interpreted), one has for example for the GUE
(64) Im
N∑
j=1
log(λj − x) = π
N∑
j=1
1(λj < x)
if x 6= λj for all j. So the imaginary part of the logarithm of the characteristic
polynomial is related to the eigenvalue counting function (or the height
function as its called in [3]). Consider now the centered field
(65) XN (x) =
N∑
j=1
(1(λj < x)− P(λj < x)).
As pointed out in [3], this is asymptotically a log-correlated Gaussian
field (when studied on the support of the equilibrium measure). To see the
connection to XN consider now a test function f ∈ C∞c (R) and the action
of XN on f
′. Integrating by parts we have
(66)
∫
R
XN(x)f
′(x)dx =
N∑
j=1
(f(λj)− Ef(λj)),
which is asymptotically a Gaussian random variable. Specializing to the case
where f(x) = (k+1)−1Tk+1 and ignoring the contribution of the eigenvalues
outside of the interval [−1, 1] we might expect to have for x ∈ (−1, 1)
(67) XN (x) ∼
∞∑
k=0
1
k + 1
N∑
j=1
(Tk+1(λj)− ETk+1(λj))Uk−1(x)
√
1− x2.
3.3. The eigenvalue fluctuation field. We’ll now give a heuristic proof
for the convergence of XN to a log-correlated Gaussian field. Consider the
setting of Theorem 24. Another way to write the relevant random variable
is (simply by Taylor expanding f around γj in the two terms)
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N∑
j=1
f(λj)−N
∫ γj
γj−1
f(x)σ(x)dx
=
N∑
j=1
(f(γj) + f
′(γj)(λj − γj) +O(|λj − γj|2))(68)
−
N∑
j=1
(
f(γj) + f
′(γj)N
∫ γj
γj−1
(x− γj)σ(x)dx + o(|γj − γj−1|)
)
=
1
N
N∑
j=1
f ′(γj)
1
σ(γj)
XN (γj) + error,
where showing the error is small as N →∞ will require some work. Looking
at Definition 8, the sum above looks like a Riemann sum, so if we assume
we can approximate it by the corresponding integral, we have
∫ 1
−1
XN (y)f
′(y)dy =
∫ 1
0
f ′(G−1(t))
1
σ(G−1(t))
XN (G
−1(t))dt
=
N∑
j=1
f(λj)−N
∫ γj
γj−1
f(x)σ(x)dx+ error(69)
=
N∑
j=1
(f(λj)− Ef(λj)) + error.
Again this suggests that
(70) XN (x) ∼
∞∑
k=0
1
k + 1
N∑
j=1
(Tk+1(λj)− ETk+1(λj))Uk(x)
√
1− x2.
From Theorem 24 the Fourier-Chebyshev coefficients are asymptotically
normally distributed with variance ρ(k+1)−1Tk+1 . Note that using the defi-
nition of sk, Lemma 25, and Lemma 12, we have formally (the formal part
being not justifying interchanging the order of summation and integration)
ρf =
1
4
∞∑
k=0
1
k + 1
2
π
∫ 1
−1
f ′(x)
√
1− x2Uk(x)dx 2
π
∫ 1
−1
f ′(y)
√
1− y2Uk(y)dy
=
1
π2
∫ 1
−1
∫ 1
−1
f ′(x)f ′(y)C(x, y)dxdy.
(71)
This suggests that πXN converges toX in some sense, and this calculation
is indeed the heart of our argument, but making things precise requires some
work.
This also suggests that XN and XN are close to each other in some sense.
Indeed, controlling the behavior of XN (x) near the edge of the spectrum,
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one should be able to show that XN − XN tends to zero in S−α, though
stronger estimates might be interesting to e.g. compare the maxima of the
two fields. While a connection between the fields XN and XN is important
for example in [4, 10], the author has not run into a statement about the
precise connection between the two fields.
We point out that all of these (asymptotically) log-correlated fields encode
the linear statistics related to the Chebyshev polynomials and can be used
to calculate linear statistics of reasonably smooth functions.
4. Proof of Theorem 20
We will now prove our main theorem. As mentioned before, there are es-
sentially two parts to this - proving convergence on certain cylinder sets and
proving tightness. We’ll first prove convergence on cylinder sets (without
even assuming that XN ∈ S−α), and finally tightness where our reasoning
is similar to that in [9].
4.1. Convergence on cylinder sets. The goal of this part of the proof is
to prove the following claim.
Lemma 30. Let (t0, ..., tK) ∈ RK+1 and as before, let (Yk)Kk=0 be i.i.d.
standard Gaussians. Then as N →∞,
(72)
K∑
k=0
tksk(XN )
d→ 1
π
K∑
k=0
tk
1√
k + 1
Yk.
Before proving this, we’ll prove a simple result concerning the distances
between the points (γj)j .
Lemma 31. For 1 < p ≤ 3,
(73)
N∑
j=1
|γj − γj−1|p ≤ CN1−p
for some C > 0.
Proof of Lemma 31. We’ll first prove the following estimates:
(74) − 1 +
(
j
N
) 2
3
≤ γj ≤ −1 + 2
(
j
N
) 2
3
for j < N/2 and
(75) 1−
(
N − j
N
)2
3
≥ γj ≥ 1− 2
(
N − j
N
) 2
3
for j ≥ N/2.
Let us begin with the upper bound in (74) (note that for j < N/2, −1 +
2(j/N)2/3 < 1):
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∫ −1+2( jN ) 23
−1
σ(x)dx =
2
π
∫ −1+2( jN ) 23
−1
√
1− x√1 + xdx
≥ 2
π
√
2− 2
(
j
N
) 2
3
∫ −1+2( jN ) 23
−1
√
1 + xdx(76)
≥ 2
π
√
2− 2
(
1
2
) 2
3
∫ 2( jN ) 23
0
√
xdx
=
2
π
√
2− 2
(
1
2
) 2
3 2
3
2
3
2
j
N
.
The numerical factor here is greater than one (approximately 1.03) so we
have the upper bound for j < N/2. For the lower bound, note that
∫ −1+( jN ) 23
−1
σ(x)dx ≤ 2
√
2
π
∫ −1+( jN ) 23
−1
√
1 + xdx
≤ 2
√
2
π
2
3
j
N
(77)
≤ j
N
.
The argument for j ≥ N/2 is similar apart for the fact that one uses the
identity (following from Definition 2)
(78)
∫ 1
γj
σ(x)dx =
N − j
N
.
The next ingredient of the proof is the remark that for some point xj ∈
[γj−1, γj ]
(79) Nσ(xj)(γj − γj−1) = N
∫ γj
γj−1
σ(x)dx = 1
so in particular,
(80) (γj − γj−1) ≤ 1
N
max
(
1
σ(γj−1)
,
1
σ(γj)
)
.
We split the sum
∑
j |γj − γj−1|p into the term j = 1, the sums 1 < j <
N/2 and N/2 ≤ j ≤ N − 1 and the term j = N . For the term j = 1 (74)
implies that :
(81) |γ1 + 1|p ≤ 2p
(
1
N
) 2p
3
.
For the sum over 1 < j < N/2 we have by (80) and (74)
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⌊N/2⌋∑
j=2
|γj − γj−1|p ≤ N−p
⌊N/2⌋∑
j=2
1
σ(γj−1)p
≤ 2
√
2
π
N−p
⌊N/2⌋∑
j=2
(1 + γj−1)−
p
2(82)
≤ 2
3
2
π
N−p
⌊N/2⌋∑
j=2
(
j − 1
N
)− p
2
≤ CN1−p
for some C > 0. With a similar argument for j ≥ N/2, we have
(83)
N∑
j=1
|γj − γj−1|p ≤ C
(
N−
2p
3 +N1−p
)
= CN1−p
(
1 +N
p
3
−1
)
.
Which gives the claim as p ≤ 3.

Proof of Lemma 30. We argue as in our heuristic proof, but with a bit more
detail. Consider first an arbitrary f ∈ C∞c (R) and let us look at the state-
ment of Theorem 24 a bit more carefully. We Taylor expand f(λj) around
γj to second order as well as write the integral as a sum of integrals over
[γj−1, γj ] and on each of these, we Taylor expand f(x) in the integral around
γj to second order. We thus obtain (using Definition 2)
N∑
j=1
f(λj)−N
∫ 1
−1
f(x)σ(x)dx
=
N∑
j=1
(
f(γj) + f
′(γj)(λj − γj) + 1
2
f ′′(tj)(λj − γj)2
)
−
N∑
j=1
N
∫ γj
γj−1
(
f(γj) + f
′(γj)(x− γj) + 1
2
f ′′(uj,x)(x− γj)2
)
σ(x)dx
=
N∑
j=1
f ′(γj)
(
γj −N
∫ γj
γj−1
xσ(x)dx
)
+ EN (f)
(84)
=
1
N
N∑
j=1
f ′(γj)
1
σ(γj)
XN (γj) + EN (f),
where tj is a point between λj and γj , uj,x is a point between x and γj,
when x ∈ [γj−1, γj ], and
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(85)
EN (f) =
N∑
j=1
(
1
2
f ′′(tj)(λj − γj)2 + N
2
∫ γj
γj−1
f ′′(uj,x)(x− γj)2σ(x)dx
)
.
Note that as f ∈ C∞c (R), ||f ′′||∞ is finite so (using Definition 2 for the
second summand)
(86) |EN (f)| ≤ C
N∑
j=1
(|λj − γj|2 + |γj − γj−1|2) .
for some C depending only on f . By Proposition 26 and Lemma 31, we see
that as N →∞,
(87) E|EN (f)| → 0
so EN (f) d→ 0 as N →∞.
Let us now return to the term
(88)
1
N
N∑
j=1
f ′(γj)
1
σ(γj)
XN (γj).
As in our heuristic argument, we want to see this as a Riemann sum
(though the integrand depends on N through XN ) so let us estimate its
distance from the corresponding integral. We have
∆N (f) : =
1
N
N∑
j=1
f ′(γj)
σ(γj)
XN (γj)−
∫ 1
0
f ′(G−1(t))
σ(G−1(t))
XN (G
−1(t))dt
=
N∑
j=1
XN (γj)
N
(
f ′(γj)
σ(γj)
−N
∫ j
N
j−1
N
f ′(G−1(t))
σ(G−1(t))
dt
)
=
N∑
j=1
(
λj −N
∫ γj
γj−1
xσ(x)dx
)(
f ′(γj)−Nσ(γj)
∫ γj
γj−1
f ′(y)dy
)
(89)
=
N∑
j=1
(
λj −N
∫ γj
γj−1
xσ(x)dx
)
f ′(γj) (1−Nσ(γj)(γj − γj−1))
−
N∑
j=1
(
λj −N
∫ γj
γj−1
xσ(x)dx
)
Nσ(γj)
∫ γj
γj−1
f ′′(wj)(y − γj)dy
=: ∆
(1)
N (f) + ∆
(2)
N (f).
Let us first note that for ∆
(1)
N (f) we have the bound
20 CHRISTIAN WEBB
E|∆(1)N (f)| ≤ sup
x∈[−1,1]
|f ′(x)|
N∑
j=1
(
E|λj − γj|+
∣∣∣∣∣γj −N
∫ γj
γj−1
xσ(x)dx
∣∣∣∣∣
)
×N
∫ γj
γj−1
|σ(x)− σ(γj)|dx.(90)
We begin by noting that Proposition 26, part 4 implies that
(91) sup
j
E|λj − γj | ≤
√
sup
j
E|λj − γj|2 ≤ C
√
logN
N
.
Similarly, Lemma 31 (with p = 3) implies that
(92) sup
j
∣∣∣∣∣γj −N
∫ γj
γj−1
xσ(x)dx
∣∣∣∣∣ ≤ supj |γj − γj−1| ≤ CN− 23 .
For the last term we have (again using Lemma 31 with p = 3)
N
∫ γj
γj−1
|σ(x)− σ(γj)|dx = N 2
π
∫ γj
γj−1
|x− γj |(x+ γj)√
1− x2 +
√
1− γ2j
dx
≤ CN(γj − γj−1)
∫ γj
γj−1
1√
1− x2dx(93)
≤ CN1/3
∫ γj
γj−1
1√
1− x2dx.
Combining (91), (92), and (93) we find (for some constant independent
of f)
(94) E|∆(1)N (f)| ≤ C sup
x∈[−1,1]
|f ′(x)|N− 16
√
logN
∫ 1
−1
1√
1− x2dx→ 0
as N → ∞. We keep that f ′ term here instead of absorbing it into the
constant for an argument we’ll need when proving tightness. We conclude
that ∆
(1)
N (f)
d→ 0 as N →∞.
For ∆
(2)
N (f) we find (with a slightly simpler argument - using Lemma 31
with p = 2)
E|∆(2)N (f)| ≤ C sup
x∈[−1,1]
|f ′′(x)|
√
logN
N
N
N∑
j=1
σ(γj)(γj − γj−1)2
≤ C sup
x∈[−1,1]
|f ′′(x)|
√
N logN
N∑
j=1
|γj − γj−1|2(95)
≤ C sup
x∈[−1,1]
|f ′′(x)|
√
logN
N
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for some constant independent of f .
We conclude that ∆N (f)
d→ 0 as N → ∞ so by Slutsky’s theorem and
Theorem 24, we find that as N →∞
(96)
∫ 1
0
f ′(G−1(t))
σ(G−1(t))
XN (G
−1(t))dt =
∫ 1
−1
f ′(y)XN (y)dy
converges in law to a centered Gaussian random variable with variance (see
Lemma 25)
(97) ρf =
1
4
∞∑
k=0
1
k + 1
sk(f
′(x)
√
1− x2)2.
Let us now choose our function f ∈ C∞c (R) in a suitable way. Let us take
f ′ so that for x ∈ [−1, 1] we have
(98) f ′(x) =
2
π
K∑
k=0
tkUk(x).
Thus
(99)
∫ 1
−1
XN (y)f
′(y)dy =
K∑
k=0
tksk(XN ).
Let us then choose f to be any C∞c (R) function whose derivative on [−1, 1]
is given by (98). We note that for such a function
(100)
sk(f
′(x)
√
1− x2) =
K∑
j=0
tj
4
π2
∫ 1
−1
Uj(x)Uk(x)
√
1− x2dx = 2
π
tk1(k ≤ K)
and
(101) ρf =
1
π2
K∑
k=0
1
k + 1
t2k
which is precisely the variance of the normal random variable
(102)
1
π
K∑
k=0
1√
k + 1
tkYk
so we are done.

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4.2. Tightness. Let us first outline how we’ll prove tightness (following
[11]). The basic result we’ll use is that one can prove that the unit ball of
S−α′ is a compact subset of S−α for α > α′. Thus an application of Markov’s
inequality will prove tightness if one can prove that E||XN ||p−α′ < ∞ for
some p > 0. In [11, 9] the exponent p is taken to be 2, but we’ll find it more
convenient to take p = 1. p = 2 would be a natural choice if one had good
bounds for the covariance of XN , but to the author’s knowledge these don’t
exist.
To estimate E||XN ||−α′ , we note that
(103) ||XN ||−α′ =
√√√√ ∞∑
k=0
sk(XN )2(1 + k2)−α
′ ≤
∞∑
k=0
|sk(XN )|(1 + k2)−
α′
2
so we’ll need polynomial (in k) growth bounds on E|sk(XN )| to get bound-
edness for some α′ > 0. In fact, our argument will consist of two parts and
will be slightly roundabout. Our first bound will be useful only when k
is large enough (comparable to some power of logN) and will be a simple
application of Proposition 26.
Lemma 32. There exists a constant C > 0 such that
(104) E|sk(XN )|2 ≤ C(k + 1)2 logN.
Proof. Writing out the definition of sk(XN ) and using a simple Cauchy-
Schwarz and other naive estimates we find
E|sk(XN )|2 =
N∑
j=1
N∑
l=1
4N2
π2
σ(γj)σ(γl)
∫ γj
γj−1
Uk(x)dx
∫ γl
γl−1
Uk(x)dx
× E
[(
λj −N
∫ γj
γj−1
xσ(x)dx
)(
λl −N
∫ γl
γl−1
xσ(x)dx
)]
(105)
≤ CN2
(
sup
x∈[−1,1]
|Uk(x)|
)2
×
 N∑
j=1
σ(γj)
√√√√
E
∣∣∣∣∣λj −N
∫ γj
γj−1
xσ(x)dx
∣∣∣∣∣
2
(γj − γj−1)

2
.
Note that as Uk(x) =
1
k+1T
′
k+1(x), Proposition 13 implies that
(106) sup
x∈[−1,1]
|Uk(x)| ≤ k + 1.
For the expectation, we remark that
(107) E
∣∣∣∣∣λj −N
∫ γj
γj−1
xσ(x)dx
∣∣∣∣∣
2
≤ 2E|λj − γj |2 + 2(γj − γj−1)2.
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Let us now split the sum into the different sectors indicated by Propo-
sition 26. Consider first j ≤ K logN . We have by (74), Lemma 31, and
Proposition 26 part 3
⌊K logN⌋∑
j=1
σ(γj)
√
E|λj − γj|2 + (γj − γj−1)2(γj − γj−1)
≤ C
⌊K logN⌋∑
j=1
(
j
N
) 1
3
√
1
N
N−
2
3(108)
≤ CN− 32 (logN) 43 .
We get the same bound for N − j ≤ K logN . For K logN < j ≤ δN ,
we need a little bit more care for estimating γj − γj−1. As we have already
argued, we have for some xj ∈ [γj−1, γj ]
(109) Nσ(xj)(γj − γj−1) = 1
which implies that for K logN < j ≤ δN , there exists a universal constant
C such that
(110) (γj − γj−1) ≤ 1
Nσ(γj−1)
≤ CN− 23 j− 13 .
Combining this with part 2 of Proposition 26 we find
⌊δN⌋∑
j=⌊K logN⌋+1
σ(γj)
√
E|λj − γj |2 + (γj − γj−1)2(γj − γj−1)
≤ C
⌊δN⌋∑
j=⌊K logN⌋+1
(
j
N
) 1
3
√
log jN−
4
3 j−
2
3 +N−
4
3 j−
2
3N−
2
3 j−
1
3(111)
≤ CN− 53
⌊δN⌋∑
j=⌊K logN⌋+1
√
log jj−
1
3
≤ C
√
logNN−1.
A similar bound holds for K logN ≤ N − j ≤ δN . Finally for δN <
j < (1 − δ)N we have using part 1 of Proposition 26 (and noting that
γj − γj−1 ≤ CN−1)
∑
Nδ<j<N(1−δ)
σ(γj)
√
E|λj − γj|2 + (γj − γj−1)2(γj − γj−1)
≤ C
√
logNN−1.(112)
Putting the different estimates together yields our claim.

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For a small k estimate of E|sk(XN )|, we go back to our argument for
convergence on cylinder sets, and make use of variance bounds for linear
statistics of the GUE. Let us write fk = (k + 1)
−1Tk+1. Recall that we had
π
2
sk(XN ) =
∫ 1
−1
XN (x)f
′
k(x)dx
=
N∑
j=1
f(λj)−N
∫ 1
−1
fk(x)σ(x)dx −∆N (fk)− EN (fk)(113)
Let us begin our analysis for small k by estimating ∆N (fk) first.
Lemma 33. There exists an ǫ > 0 and a C > 0 such that for k ≤ √logN
(114) E|∆N (fk)| ≤ CN−ǫ.
Proof. We already found (see (94) and (95) that
(115)
E |∆N (fk)| ≤ C sup
x∈[−1,1]
|f ′k(x)|N−1/6
√
logN + C sup
x∈[−1,1]
|f ′′k (x)|
√
logN
N
.
Now making use of Proposition 13, we have
(116)
1
k + 1
sup
x∈[−1,1]
|T ′k+1(x)| ≤ k + 1
and
(117)
1
k + 1
sup
x∈[−1,1]
|T ′′k+1(x)| ≤ (k + 1)
k2 + 2k
3
.
We conclude (as k ≤ √logN) that for some constants C > 0 and ǫ > 0.
(118) E|∆N (fk)| ≤ CN−ǫ.

Next we prove a bound for E|EN (fk)|, though the proof is more involved.
Lemma 34. There exist constants C > 0 and ǫ > 0 such that for k ≤√
logN ,
(119) E|EN (fk)| ≤ CN−ǫ.
Proof. From (85) we see that for some point tj between λj and γj ,
(120) |EN (fk)| ≤ 1
2
N∑
j=1
|f ′′k (tj)|(λj−γj)2+
1
2
sup
x∈[−1,1]
|f ′′k (x)|
N∑
j=1
(γj−γj−1)2.
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Then by Lemma 31 and our above bound for |f ′′k (x)| we see that the second
term is bounded by Ck3N−1 for some constant C. Let us thus estimate the
first term. For this, we use the following bound
N∑
j=1
|f ′′k (tj)|(λj − γj)2 ≤ sup
x∈[−1,1]
|f ′′k (x)|
N∑
j=1
(λj − γj)2
+
N∑
j=1
|f ′′k (tj)|(λj − γj)21(|λj | > 1).(121)
By part 4 of Proposition 26, the expectation of the first term here can
be bounded by Ck3 logN/N ≤ CN−ǫ for some ǫ > 0. To estimate the last
term, we first note that as tj is between γj and λj , Lemma 14 (and using the
fact that x 7→ |T (k)n (x)| is even for all n, k) as well as Proposition 13 imply
that
(122) |f ′′k (tj)|1(|λj | > 1) ≤ |f ′′k (λj)|1(|λj | > 1).
Then by Cauchy-Schwarz we find
E
N∑
j=1
|f ′′k (λj)|(λj − γj)21(|λj | > 1)
≤
N∑
j=1
√
E|f ′′k (λj)|21(|λ|j > 1)
√
E|λj − γj |4(123)
≤
√√√√ N∑
j=1
E|f ′′k (λj)|21(|λj | > 1)
N∑
j=1
√
E|λj − γj |4.
Now from Proposition 26 we find for some C > 0
N∑
j=1
√
E|λj − γj |4 ≤ 2C
∑
j<K logN
1
N
+ 2C
∑
K logN≤j≤δN
log j
N4/3j2/3
+ 2C
∑
δN<j≤N/2
logN
N2
(124)
= C
logN
N
.
Thus we are left with estimating
(125)
N∑
j=1
E|f ′′k (λj)|21(|λj | > 1) = N
∫
|x|>1
|f ′′k (x)|2ρN (x)dx.
Now combining Lemma 15 and Lemma 16 (as well as using the fact that
we have even functions), we find
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(126) N
∫
|x|>1
|f ′′k (x)|2ρN (x)dx ≤ 2N(k + 1)6
∫ ∞
1
e4k
√
x−1ρN (x)dx.
We now wish to make use of Proposition 28. To do this, let δN = N
−1/2
(we could actually get away here with taking δN some small positive constant
δ, but we’ll need this argument later on). We’ll use part 1 of Proposition 28
for estimating the above integral from 1 to 1 + δN . So more precisely,
∫ 1+δN
1
e4k
√
x−1NρN (x)dx
=
∫ 1+δN
1
e4k
√
x−1
(
Φ′(x)
4Φ(x)
− γ
′(x)
γ(x)
)
2Ai(N2/3Φ(x))Ai′(N2/3Φ(x))dx
+
∫ 1+δN
1
e4k
√
x−1N2/3Φ′(x)
(127)
×
(
Ai′(N2/3Φ(x))2 −N2/3Φ(x)Ai(N2/3Φ(x))2
)
dx
+
∫ 1+δN
1
e4k
√
x−1O
(
1
N
√
x− 1
)
dx.
For x ≥ 0, Ai(x) and Ai′(x) are bounded. Moreover, (as mentioned in
[9])
(128)
Φ′(x)
4Φ(x)
− γ
′(x)
γ(x)
is bounded near x = 1 so we see that the first integral can be bounded by
(129) C
∫ 1+δN
1
e4k
√
x−1dx ≤ Ce4k
√
δN .
For the second integral in (127), we estimate e4k
√
x−1 upwards by e4k
√
δN
and then as in [9], the integral can be evaluated by the substitution u =
N2/3Φ′(x) and as the Airy function is bounded, one finds
∫ 1+δN
1
e4k
√
x−1N2/3Φ′(x)
(
Ai′(N2/3Φ(x))2 −N2/3Φ(x)Ai(N2/3Φ(x))2
)
dx
(130)
≤ Ce4k
√
δN .
(131)
Finally for the last part, one notes that
(132)
1
N
∫ 1+δN
1
e4k
√
x−1 1√
x− 1dx =
1
N
∫ √δN
0
e4kydy ≤ 1
Nk
e4k
√
δN .
Putting things together, we find
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(133)
∫ 1+δN
1
e4k
√
x−1NρN (x)dx ≤ Ce4k
√
δN
which is bounded for k ≤ √logN .
Fix now some δ > 0 independent of N and consider the integral over
[1 + δN , 1 + δ]. Here we want to use part 2 of Proposition 28. First of all,
we have
∫ 1+δ
1+δN
e4k
√
x−1NρN (x)dx =
∫ δ
δN
e4k
√
xNρN (1 + x)dx
= N1/3
∫ δN2/3
N2/3δN
e4k
√
sN−1/3ρN (1 + sN
−2/3)ds.(134)
Now as N2/3δN → ∞ as N → ∞, we find by part 2 of Proposition 28
(and recalling k ≤ √logN)
∫ 1+δ
1+δN
e4k
√
x−1NρN (x)dx ≤
∫ δN2/3
N2/3δN
e4k
√
sN−1/3 1
Bs
e−bs
3/2
ds
≤ CN−1/3
∫ δN2/3
N1/3
e
√
s(4kN−1/3−bs)ds(135)
≤ CN−1/3
∫ δN2/3
N1/3
e−b
′
√
sds
→ 0
as N →∞.
Finally by part 3 of Proposition 28, we find
(136)
∫ ∞
1+δ
e4k
√
x−1NρN (x)dx ≤ N
∫ ∞
1+δ
e4k
√
x−1Ce−cNx
2
dx→ 0
as N → ∞. Collecting everything (i.e. (121), (122), (123), (124), (125),
(126), (133), (135) and (136))
(137) E|EN (fk)| ≤ CN−ǫ
for some C, ǫ > 0 independent of k and N .

To estimate
∑N
j=1 fk(λj) − N
∫ 1
−1 fk(x)σ(x)dx, we’ll want to replace the
integral by the expectation of the sum. While this is not completely trivial
as fk can depend on N , and in particular, have an unbounded derivative, it
is still a simple proof we’ll present here, though similar things might exist
in the literature already.
Lemma 35. For k ≤ √logN ,
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(138) N
∫ 1
−1
fk(x)σ(x)dx −
N∑
j=1
Efk(λj)→ 0
as N →∞.
Proof. Let us begin by writing
(139) fk(x) =
1
k + 1
Tk+1(x) =
1
k + 1
k+1∑
j=0
T
(j)
k+1(0)
j!
xj .
We then have (see [1, Section 2.1.1])
(140) N
∫ 1
−1
f(x)σ(x)dx =
N
k + 1
⌊k+1
2
⌋∑
j=0
T
(2j)
k+1(0)
(2j)!
4−j
1
j + 1
(
2j
j
)
.
On the other hand, we have (for more information, see e.g. [1, Section
3.3.2])
(141)
N∑
j=1
Ef(λj) =
N
k + 1
⌊k+1
2
⌋∑
j=0
T
(2j)
k+1 (0)
(2j)!
b
(N)
j 4
−j 1
j + 1
(
2j
j
)
,
where (b
(N)
j )j satisfy the Harer-Zagier recursion:
(142) b
(N)
k+1 = b
(N)
k +
k(k + 1)
N2
b
(N)
k−1
with initial data b
(N)
−1 = 0 and b
(N)
0 = 1.
In [1] it is proven (see [1, equation (3.3.13)] and around it) that there
exists a constant c > 0 such that for j ≥ 1
(143) 1 ≤ b(N)j ≤ ec
j3
N2 .
Also we note that by Stirling’s approximation, one can check that
(144)
(
2j
j
)
1
j + 1
4−j ≤ C(j + 1)−3/2
for some C > 0. Putting things together and using Proposition 13 and
Lemma 16
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∣∣∣∣∣E
N∑
j=1
f(λj)−N
∫ 1
−1
f(x)σ(x)dx
∣∣∣∣∣
≤ C N
k + 1
⌊k+12 ⌋∑
j=0
T
(2j)
k+1(1)
(2j)!
(j + 1)−3/2(b(N)j − 1)
≤ C N
k + 1
⌊k+12 ⌋∑
j=0
T
(2j)
k+1(1)
(2j)!
(j + 1)−3/2
j3
N2
(145)
≤ C
√
k + 1
N
Tk+1(2)
≤ C
√
k + 1
N
e2k.
For k ≤ √logN , this tends to zero as N →∞. 
Our last step in proving a bound for E|sk(XN )| is estimating the centered
linear statistic. Our argument is very similar to [9, Section 5].
Lemma 36. There exists a constant C > 0 such that for k ≤ √logN and
all N ,
(146) E
∣∣∣∣∣∣
N∑
j=1
(fk(λj)− Efk(λj))
∣∣∣∣∣∣ ≤ C.
Proof. By the determinantal structure of the eigenvalues of the GUE (for
details, see [15])
E
∣∣∣∣∣∣
N∑
j=1
(fk(λj)− Efk(λj))
∣∣∣∣∣∣
2 ≤ E
∣∣∣∣∣∣
N∑
j=1
(fk(λj)− Efk(λj))
∣∣∣∣∣∣
2
=
1
8
∫
R2
(fk(x)− fk(y))2KN (x, y)2dxdy,(147)
where KN is the correlation kernel of the GUE which can be written as
(148) KN (x, y) =
ψ
(N)
N (x)ψ
(N)
N−1(y)− ψ(N)N−1(x)ψ(N)N (y)
x− y ,
where ψ
(N)
l (x) = e
−Nx2P (N)l (x) with P
(N)
l being a Hermite polynomial of
degree l normalized such that (ψ
(N)
l )l is orthonormal in L
2(R, dx).
In [9, Section 5.2] it is argued that
(149)
∫
[−1,1]2
(fk(x)− fk(y))2KN (x, y)2dxdy ≤ C
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for some constant C independent of k and N . Thus we need to only esti-
mate the integral in (147) outside of this square. Using symmetry under
interchanging x and y we find∫
R2\[−1,1]2
(fk(x)− fk(y))2KN (x, y)2dxdy
≤ 2
∫
|x|≥1
∫
|y|≤|x|
(fk(x)− fk(y))2KN (x, y)2dxdy.(150)
Then by Lemma 14 and Proposition 13, (in the special case where in the
notation of the lemma and proposition k = 0 - i.e. we don’t differentiate at
all) |fk(x)| ≥ |fk(y)| so we have∫
R2\[−1,1]2
(fk(x)− fk(y))2KN (x, y)2dxdy
≤ 8
∫
|x|≥1
∫
|y|≤|x|
fk(x)
2KN (x, y)
2dxdy(151)
≤ 8
∫
|x|≥1
fk(x)
2
∫
R
KN (x, y)
2dxdy
= 8
∫
|x|≥1
fk(x)
2NρN (x)dx,
where we used the reproducing property of the kernel. This integral can be
bounded (Lemma 16) by the integral
(152)
16
k2
∫ ∞
1
e4k
√
x−1NρN (x)dx
which we’ve estimated already and found that the integral is bounded for
k ≤ √logN so we conclude that there exists a constant C > 0 such that for
all N ,
(153) sup
k≤√logN
E
∣∣∣∣∣∣
N∑
j=1
(f(λj)− Ef(λj))
∣∣∣∣∣∣ ≤ C.

Combining Lemma 33, Lemma 34, Lemma 35, and Lemma 36, we find
Lemma 37. There exists a constant C > 0 such that for k ≤ √logN ,
(154) E|sk(XN )| ≤ C
for all N .
Now putting together Lemma 32 and Lemma 37, we see that for some
constant C > 0, E|sk(XN )| ≤ C(k+1)2. As in [9, 11], this implies tightness
in S−α for α > 3. For completeness, we’ll give a brief sketch of a proof of
this fact.
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Proposition 38. For α > 3, (XN )N is tight in S−α.
Proof. From the definition of Sα, S−α′ ⊂ S−α for α′ < α and one can check
(see e.g. [14, Theorem 8.3]) that the embedding is a compact operator. Thus
if we consider any ball in S−α′ , say BR,α′ = {||ψ||−α′ ≤ R}, this is a compact
subset of S−α for α′ < α. Now when we consider (XN ) as elements in S−α
and BR,α′ as a compact subset of S−α, we have by Markov’s inequality
(155) P(XN /∈ BR,α′) = P(||XN ||−α′ ≥ R) ≤ E||XN ||−α
′
R
.
Now let 3 < α′ < α. We have (recall (103))
E||XN ||−α′ ≤
∞∑
k=0
E|sk(XN )|(1 + k2)−α′/2
≤ C
∞∑
k=1
k2k−α
′
(156)
<∞
so we see that (XN ) is tight in S−α.

4.3. Proof of Theorem 20. While we’ve already mentioned that tight-
ness and convergence on cylinder sets implies weak convergence, let us still
sketch some of the details here. As mentioned, Prohorov’s theorem is of
key importance here. By it, all subsequences of (XN )N have a weakly con-
verging subsequence in S−α for α > 3. One then needs to check that all of
these limits have the same law, or equivalently, that their finite dimensional
distributions agree. Due to the linear structure of the Sobolev space, this
means that we need to check that if X(1) and X(2) are two limit points of
(XN )N , then for each f ∈ Sα
(157) X(1)(f)
d
= X(2)(f).
For i = 1, 2, Let N
(i)
k be sequences such that XN(i)k
→ X(i) weakly as
k →∞. We then fix some M ∈ Z+ and write
X
N
(i)
k
(f) =
∞∑
j=0
sj
(
X
N
(i)
k
)
sj(f)
=
M∑
j=0
sj
(
X
N
(i)
k
)
sj(f) +
∞∑
j=M+1
sj
(
X
N
(i)
k
)
sj(f).(158)
Now if we first let k → ∞ and then M → ∞, the first term converges
weakly to X(f) (Lemma 30). For the second term we have
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E
∣∣∣∣∣∣
∞∑
j=M+1
sj
(
X
N
(i)
k
)
sj(f)
∣∣∣∣∣∣ ≤ ||f ||αE
√√√√ ∞∑
j=M+1
∣∣∣sj (XN(i)k )
∣∣∣2 (1 + j2)−α
≤ C||f ||α
∞∑
j=M+1
E
∣∣∣sj (XN(i)k )
∣∣∣ j−α(159)
By the bound E|sj(XN )| ≤ Cj2, we see that as k →∞ and then M →∞
(160)
∞∑
j=M+1
sj
(
X
N
(i)
k
)
sj(f)
d→ 0.
By Slutsky’s theorem we conclude that
(161) X
N
(i)
k
(f)
d→ X(f)
so that X(1)
d
= X(2).
References
[1] G.W. Anderson, A. Guionnet, and O. Zeitouni: An introduction to
random matrices. Cambridge Studies in Advanced Mathematics, 118.
Cambridge University Press, Cambridge, 2010. xiv+492 pp.
[2] P. Billingsley: Convergence of probability measures. Second edition.
Wiley Series in Probability and Statistics: Probability and Statistics.
A Wiley-Interscience Publication. John Wiley & Sons, Inc., New York,
1999.
[3] A. Borodin and V. Gorin: General β Jacobi corners process and the
Gaussian Free Field. Preprint arXiv:1305.3627.
[4] S. Dallaporta: Eigenvalue variance bounds for Wigner and covariance
random matrices. Random Matrices Theory Appl. 1 (2012), no. 3,
1250007, 28 pp.
[5] P. Diaconis and M. Shahshahani: On the eigenvalues of random matri-
ces. Studies in applied probability. J. Appl. Probab. 31A (1994), 49–62.
[6] J. Ding, R. Roy, and O. Zeitouni: Convergence of the centered maxi-
mum of log-correlated Gaussian fields. Preprint arXiv:1503.04588.
[7] N.M. Ercolani and K. D. T.-R. McLaughlin: Asymptotics of the parti-
tion function for random matrices via Riemann-Hilbert techniques and
applications to graphical enumeration. Int. Math. Res. Not. 2003, no.
14, 755–820.
[8] L. Erdo¨s, H.-T. Yau and J. Yin: Rigidity of eigenvalues of generalized
Wigner matrices. Adv. Math. 229 (2012), no. 3, 1435–1515.
[9] Y.V. Fyodorov, B.A. Khoruzhenko, and N.J. Simm: Fractional Brown-
ian motion with Hurst index H = 0 and the Gaussian Unitary Ensem-
ble. Preprint arXiv:1312.0212.
[10] J. Gustavsson: Gaussian fluctuations of eigenvalues in the GUE. Ann.
Inst. H. Poincare´ Probab. Statist. 41 (2005), no. 2, 151–178.
GLOBAL SPECTRAL FLUCTUATIONS IN THE GUE 33
[11] C. Hughes, J. Keating, and N. O’Connell: On the characteristic poly-
nomial of a random unitary matrix. Comm. Math. Phys. 220 (2001),
no. 2, 429–451.
[12] V. Ivanov and G. Olshanski: Kerov’s central limit theorem for the
Plancherel measure on Young diagrams. Symmetric functions 2001: sur-
veys of developments and perspectives, 93–151, NATO Sci. Ser. II Math.
Phys. Chem., 74, Kluwer Acad. Publ., Dordrecht, 2002.
[13] K. Johansson: On fluctuations of eigenvalues of random Hermitian ma-
trices. Duke Math. J. 91 (1998), no. 1, 151–204.
[14] R. Kress: Linear integral equations. Applied Mathematical Sciences,
82. Springer-Verlag, Berlin, 1989. xii+299 pp.
[15] L. Pastur and M. Shcherbina: Eigenvalue distribution of large ran-
dom matrices. Mathematical Surveys and Monographs, 171. American
Mathematical Society, Providence, RI, 2011. xiv+632 pp.
[16] A. Relan˜o, J.M.G. Go´mez, R.A. Molina, J. Retamosa, and E. Faleiro:
Quantum chaos and 1/f noise. Phys. Rev. Lett. 89 (2002), no. 24,
244102, 4 pp.
[17] B. Rider and B.Vira´g: The noise in the circular law and the Gaussian
free field. Int. Math. Res. Not. IMRN 2007, no. 2, Art. ID rnm006, 33
pp.
[18] A. Shadrin: Twelve proofs of the Markov inequality. Approximation
theory: a volume dedicated to Borislav Bojanov, 233–298, Prof. M.
Drinov Acad. Publ. House, Sofia, 2004.
[19] T. Tao: The asymptotic distribution of a single eigenvalue gap of a
Wigner matrix. Probab. Theory Related Fields 157 (2013), no. 1-2,
81–106.
[20] T. Tao and V. Vu: Random matrices: sharp concentration of eigen-
values. Random Matrices Theory Appl. 2 (2013), no. 3, 1350007, 31
pp.
Department of mathematics and systems analysis, Aalto University, PO
Box 11000, 00076 Aalto, Finland
E-mail address: christian.webb@aalto.fi
