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Abstract
In this paper, we propose a new method to over-
come catastrophic forgetting by adding genera-
tive regularization to Bayesian inference frame-
work. Bayesian method provides a general
framework for continual learning. We could fur-
ther construct a generative regularization term
for all given classification models by leverag-
ing energy-based models and Langevin-dynamic
sampling to enrich the features learned in each
task. By combining discriminative and gener-
ative loss together, we empirically show that
the proposed method outperforms state-of-the-art
methods on a variety of tasks, avoiding catas-
trophic forgetting in continual learning. In par-
ticular, the proposed method outperforms base-
line methods over 15% on the Fashion-MNIST
dataset and 10% on the CUB dataset.
1. Introduction
Many real-world machine learning applications require
classification models to learn a sequence of tasks in an in-
cremental way. For each task, learning system could only
access part of the whole data and previously seen data could
not be assessed. For example, previous customer data usu-
ally could not be accessed due to increasingly more strict
data regulations on the user privacy, such as GDPR (Voigt
& Von dem Bussche, 2017). The labelled data of an ex-
isting task can be depleted when new tasks emerge (Sutton
et al., 2014; Kirkpatrick et al., 2017). Thus, an intelligent
agent for continual learning must not only adapt to newly
incoming tasks but also perform well on the entire set of all
the existing tasks in an incremental way that avoids revis-
iting all previous data at each stage. Previous studies (Mc-
Closkey & Cohen, 1989; Ratcliff, 1990) found that conven-
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tional deep learning models fail to tackle continual learning
with the phenomenon of catastrophic forgetting, where
deep neural networks tend to lose the information of pre-
vious tasks (i.e. classification accuracy drops significantly)
after a new task is introduced.
Apparently, in order to achieve continual learning, catas-
trophic forgetting is an important issue to be addressed.
A common strategy is to fix parameters used in the pre-
vious tasks. When new tasks arrive, based on different cri-
teria each method could reuse part of fixed parameters (Fer-
nando et al., 2017), expand some model components (Rusu
et al., 2016; Yoon et al., 2018), or search for the best new
model architecture to process new task (Li et al., 2019).
Although these methods work well in practice on several
large-scale datasets, it comes at the cost that the model size
expands correspondingly to the number of new tasks. More
importantly, it only demonstrates the capability of alleviat-
ing the forgetting phenomenon without investigating and
inherently preventing catastrophic forgetting. Instead of
adapting the model structure, another line of research fixes
the model structure and tries to discuss the catastrophic for-
getting phenomena by thinking the incremental training as
a moving path in parameter space. By constraining the
search and update directions, these methods could partially
approximate the parameter path from initialization to the
optimal parameter (Kirkpatrick et al., 2017; Nguyen et al.,
2018; Zenke et al., 2017; Smola et al., 2003).
Among these methods, Variation Continual Learning
(VCL) (Nguyen et al., 2018) views the problem from the
perspective of canonical Bayesian and proposes to use vari-
ational methods to approximate the posterior. In the work,
authors showed why Bayesian framework could handle for-
getting naturally and empirically VCL achieves good per-
formance on various benchmarks. However, VCL formu-
lates posterior distribution by assuming parameters shared
by all tasks to be independent of all task-specific param-
eters, which is not valid as we will illustrate in the sec-
tion 4.2. Moreover, our experimental results demonstrate
that discrminative VCL models tend to extract features
only from limited parts of an object instead of diverse fea-
tures from all different parts. Since the classifier is built
on concentrated features, independence assumption in the
Bayesian framework is prone to errors as training in the
subsequent tasks might make model attend to other fea-
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tures which are not considered in the earlier tasks. This
motivates us to think about the way to encourage models
to focus on more diverse features. An intuitive way is to
equip the model with data generative capability in training
process. Despite we cannot generate perfect data of pre-
vious tasks, models need to catch the characteristics of all
parts of the object in order to generate it. The generative
power could potentially regularize the models to attend to
more diverse feature.
In this work, we propose a novel method to overcome catas-
trophic forgetting by adding generative regularization to the
Bayesian inference framework. Our contributions can be
summarised as follows. First, we analyze the Bayesian ap-
proach in the continual learning setup and point out the de-
ficiency of the parameter independence assumption. Sec-
ond, we propose to use energy-based model with Langevin
dynamic sampling as an implicit regularization term in
training discriminative task. Last, we empirically show that
the proposed variational learning with generative regular-
ization works well on all benchmark datasets.
2. Related Work
Continual learning by Regularization There are a rich
body of methods directly solving catastrophic forgetting
problem. EWC (Kirkpatrick et al., 2017) whose objective
is to minimize the change of weights that are important to
previous tasks through the estimation of diagonal empirical
fisher information matrix. SI (Zenke et al., 2017) proposes
to alleviate catastrophic forgetting by allowing individual
synapse to estimate their importance for solving learned
tasks, then penalizing the change on the important weights.
IMM (Lee et al., 2017) trains individual models on each
task and then carries out a second stage of training to com-
bine them. VCL (Nguyen et al., 2018) takes a Bayesian
point of view to model the sequential learning procedure.
Our work falls in this line of research and we will compare
our algorithm with state-of-the-art methods.
Continual learning by Model Adaption Another class of
methods are related to the regime of continual learning,
and these methods allow the model to expand. Moreover,
this class of method will keep the parameters used in the
seen tasks unchanged to achieve the continual learning,
which is different from catastrophic forgetting problem as
it does not answer why forgetting happens. PathNet (Fer-
nando et al., 2017) selects paths between predefined mod-
ules, and tuning is allowed only when an unused module is
selected. Dynamically expandable networks (DEN) (Yoon
et al., 2018) selects whether to expand or duplicate layers
based on certain criteria for an incoming new task. Simi-
lar method such as Progressive Network (Rusu et al., 2016)
also tries to leverage previous similar strategies adopted in
progressive networks. Following this line of research, (Li
et al., 2019) proposed to solve the continual learning by ex-
plicitly taking into account continual structure optimization
via differentiable neural architecture search. Our main goal
is to study the catastrophic forgetting problem given the
constraint that the structure of underlying model is fixed;
thus, we will not compare to methods in this category.
Data-based Approaches and Generative Models Previ-
ous works also try to alleviate catastrophic forgetting by
introducing memory systems which store previous data and
replay the stored old examples with the new data (Robins,
1995; Rebuffi et al., 2017; Li et al., 2018; Lopez-Paz &
Ranzato, 2017). Specifically, these approaches require to
keep either a coreset data or a generative model to replay
previous tasks in order to leverage the distilled knowledge
from previous tasks. (Castro et al., 2018; Rebuffi et al.,
2017; Li & Hoiem, 2017; Javed & Shafait, 2018; Hou et al.,
2018; Shin et al., 2017). These methods alleviate the for-
getting phenomena but it will increase the data complex-
ity and does not explain what causes forgetting to happen.
Therefore, we will not compare methods in this line of
research. Notice that this line of research is not orthog-
onal to our work. Research has shown that adding dis-
tilled knowledge from data-based approaches could benefit
model-based approaches (Kim et al., 2018). Our results
could be further improved by using stored data points.
Our method is partly based on applying Energy-based mod-
els. We refer readers to (LeCun et al., 2006) for a more
comprehensive review. The primary difficulty in training
EBMs comes from estimation of the partition function. Our
work follows the derivation in (Dai et al., 2019). We no-
tice that some concurrent works have also pointed out the
importance of generative capability in the training process
(Du & Mordatch, 2019; Grathwohl et al., 2019), but mo-
tivation behind these works differ from us and their focus
is not in overcoming catastrophic forgetting. Furthermore,
empirical results showed that using only EBMs could not
achieve the best performance. The proposed integration of
Bayesian framework and generative capability significantly
outperforms EBM model alone.
3. Problem Statement
A given classification model M , with a parameter set de-
noted as θ, consists of parameters shared across all tasks θS
and parameters dedicated to the specific tasks θt. The se-
quential tasks are defined as D1, D2, . . . , DT , where each
Dt = (Xt, Yt) defines a classification task with data Xt
and label Yt. For each task t, parameters θS and θt will be
updated; only one datasetDt could be used and all previous
datasets D1, . . . , Dt−1 cannot be accessed. The objective
of our work is to achieve good classification accuracy on
each task after observing all T tasks. In addition, we do
not allow the algorithm to change the pre-defined structure
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Figure 1. Illustration of the multi-head setup.
of the model M or introduce additional parameters.
In the literature (Bakker & Heskes, 2003), this setup is
called multi-head models. As shown in the Figure 1, pa-
rameters close to the data θS are shared across all tasks and
the top of the model uses task-specific parameters. The top
layer could also be a shared structure (i.e. θ1 = · · · = θT )
such that all tasks are using the same set of parameters,
which is called the single-head setup.
4. One Stone Two Birds: Energy-based Model
Grants Two Benefits.
In this work, we propose to apply energy-based models
(EBM) to provide generative capability. EBM could be
constructed on top of any classification machine learning
models without adding any more parameters, and when
combined with Hybrid Monte Carlo Sampling, it could
sample images from the corresponding data distribution.
We hypothesize that generative capability from EBM could
overcome the catastrophic forgetting based on two motiva-
tions. First, we observe that models trained with discrim-
inative loss only tend to use concentrated features which
might lead to forgetting. In contrast, generative capability
of EBM encourages models to use more diverse features.
Second, EBM could relax the independence assumption
in the Bayesian inference framework and make Bayesian
method more suitable to overcome forgetting. Details will
be discussed in the following sections.
4.1. Diverse Features from Generative Capability
Could Prevent Forgetting
To investigate why catastrophic forgetting happens, we
conducted a series of continual learning tasks on the
MNIST digit dataset (LeCun et al., 1998). Experimental
results show that for the same set of digits, certain pairs of
the digits could overcome forgetting and others might suf-
fer from forgetting greatly. For example, if the digits 6 and
7 are paired as the first binary classification task, accuracy
of the task after training done on the second task will only
(a) Top 20% salient points of models trained with
SGD. Salient points concentrate on most discrim-
inative part of the digits and model suffers from
catastrophic forgetting. Accuracy drops from
99.7% to 54.2% after training on another task.
(b) Top 20% salient points of models trained with
the proposed method. EBM provides a genera-
tive capability so the salient points scatter equally
over the whole stroke of digits. Accuracy drops
only from 99.7% to 95.0% after training on an-
other task. This shows the importance of genera-
tive term in overcoming catastrophic forgetting.
Figure 2. Illustration of importance of learning diverse features by
proposed generative term in the model.
drop from 99.7 to 96.5. On the other hand, if the digits
7 and 9 are paired together, accuracy will drop from 99.6
to 54.2 after training the next task. This motivates us to
further look into the details of such catastrophically forgot
pairs.
We performed the Integrated Gradients method (Sundarara-
jan et al., 2017) to investigate which pixels of the image
contribute most to the output of the model1. As we can ob-
serve in Figure 2(a), instead of understanding the full stroke
of drawing, training the pair discriminatively with the Neg-
ative Log-Likelihood (NLL) loss will lead to the model fo-
cusing on certain part of underlying object. Specifically,
the salient points of the digit 7 are spread mostly on top
horizontal stroke, and salient points of the digit 9 centered
on lower left curved stroke. Admittedly, these salient points
mark the most critical difference between the shape of these
two digits so the discriminative models could easily exploit
such informative feature to succeed in classification task.
However, since not many features are extracted in the first
task, when the model moves to the next task, the discrimi-
native model might focus on a very different set of features
1https://github.com/chihkuanyeh/saliency evaluation
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such that minor adjustment of model parameters will cause
the desired feature extraction in task 1 completely lost. This
shows the significant importance to have the model lever-
age more spread features.
Therefore, the question becomes how we could make mod-
els catch more diverse features without increasing model
and data complexity. We hypothesize that generative ca-
pability could achieve the goal. Indeed, in order to gener-
ate the object, generative model could not recognize only
parts of the object but needs to capture most variations of
the object. Such holistic feature capture should prevent
model from focusing on only part of object and alleviate
the catastrophic forgetting. As shown in the in Figure 2(b),
salient points of the proposed method with generative capa-
bility will be be equally distributed to different parts of the
stroke. And the accuracy drops only from 99.7% to 95.0%
after training on another task. This shows the importance
of generative term in overcoming catastrophic forgetting.
4.2. Energy-based Model facilitates Bayesian Inference
to Overcome Forgetting
Bayesian method could be used to overcome for-
getting as shown in VCL method (Nguyen et al.,
2018). We assume some prior distribution of model
parameters p0(θ) (e.g., p0(θ) follows normal dis-
tribution). According to Bayes’ rule, the posterior
distribution after observing T datasets could be written as:
p(θ|D1:T ) ∝ p(θ)
T∏
t=1
p(Dt|θ) ∝
(
p(θ)
T−1∏
t=1
p(Dt|θ)
)
p(DT |θ)
=
(
p(θ)p(D1:T−1|θ)
)
p(DT |θ)
∝ p(θ|D1:T−1)p(DT |θ).
Therefore, we could see that if we have a good posterior
approximation of previous tasks p(θ|D1:T−1), by Bayesian
approach we could combine p(θ|D1:T−1) and likelihood of
current task p(DT |θ) to learn the distribution of model pa-
rameters that work well for all tasks. The above decompo-
sition paves a natural way for Bayesian method to handle
the continual learning setup. Specifically, we could approx-
imate the true posterior p(θ|D1:t) of each task t by KL-
divergence such that ∀t = 1, 2, ..., T ,
qt(θ) = argmin
q∈Q
KL(q(θ)‖ 1
Zt
qt−1(θ)p(Dt|θ)),
where qt(θ) and qt−1(θ) are the approximated posterior up
to timestamp t − 1 and t, Q is the predefined approximate
posteriors set and Zt is the normalization constant which
needs not to be computed. We could then apply variational
method to approximate the minimization and arrive the fol-
lowing training loss for each task t:
Bt∑
n=1
Eθ∼qt(θ)[− log p(yt,n|θ, xt,n)] +KL(qt(θ)‖qt−1(θ)),
(1)
where Bt denotes the batch size of task t and the term
p(yt,n|θ, xt,n) correspond to commonly used NLL loss.
We firstly sample a set of model parameters θ from pos-
terior qt(θ) and apply the local reparameterization trick
to compute the gradients and update qt(θ) (Kingma &
Welling, 2014).
Despite that Bayesian method looks promising, we need to
point out one important deficit when applying it as in VCL.
VCL assumes the shared model parameters θS are indepen-
dent of the individual head network θt and thus the poste-
rior function p(θ|D1:t) of the task t could be decomposed
into:
p(θ|D1:t) = p(θt|D1:t)p(θS |D1:t), (2)
where θ = {θS , θt}. VCL then applies Bayeisan approach
on approximating p(θS |D1:t) and fix θt after training each
task t. However, the independence assumption between θt
and θS is not true in general. The correct factorization of
posterior function should be
p(θ|D1:t) = p(θt|D1:t; θS)p(θS |D1:t), (3)
where the dependence between θS and θt exists. In order to
correctly apply Bayesian framework, we show a sufficient
condition of eq. (2) in the following theorem.
Theorem 1. If there exists an invertible mapping f such
that θS = f(D1:t) and f−1(θS) = D1:t , decomposition in
eq. (2) will hold.
Proof. The theorem can be verified straightforwardly, if
such a mapping f exists, we will have
p(θt|D1:t) = p(θt|D1:t; f(D1:t)) = p(θt|D1:t; θS),
and the converse part follows by applying f−1 on θS .
This theorem shows that if θS is a sufficient representation
of the whole datasets D1:t, we can get p(θt|D1:t; θS) =
p(θt|D1:t) and eq. (2) and eq. (3) will be the same. There-
fore, we should take the generative ability of the interme-
diate layer of the model to make Bayesian inference over-
come forgetting. Energy-based model enables θS to gener-
ate images D1:t, and we could estimate θS by using D1:t.
As a result EBM makes θS as such sufficient representation
and makes Bayesian methods more suitable to overcome
catastrophic forgetting. As we will explain later, the clas-
sifier trained with cross-entropy loss can be understood as
discriminative training of the energy-based model, but it is
naturally to consider the generative training of the energy-
based model instead.
As above motivations demonstrate, diverse features and
Bayesian inference potentially could alleviate forgetting.
Energy-based model could provide generative capability to
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produce diverse features; in the meantime, it could also fa-
cilitate Bayesian inference to overcoming forgetting. Thus,
EBM allows us to exploit the benefits of these two prop-
erties at the same time. In the following sections we will
illustrate how generative power of EBM could be fit into
the Bayesian method.
4.3. Energy-based Model
For any given discriminative model fθ(x) (e.g., deep neural
networks for classification tasks) parameterized by θ, we
could define an energy model as the following probability
distribution:
pθ(x, y) ∝ exp(yT fθ(x))⇒ pθ(x, y) = exp(y
T fθ(x))
Z(θ)
,
(4)
where Z(θ) =
∑
y
∫
exp(yT fθ(x))dx. In this work, fθ(·)
is a neural network parameterized by θ. We could train the
energy model by the maximum likelihood estimation:
max
θ
pθ(x, y) = max
θ
log pθ(x, y) = max
θ
yT fθ(x)− logZ(θ).
(5)
However, directly solving the MLE of general exponential
family is intractable. To alleviate the computation, Con-
trastive Divergence (CD) is proposed in (Hinton, 2002).
CD estimates the gradient of the energy model as:
∇θ log pθ(x, y) = ED
[
yT∇θfθ(x)
]− Epθ(x,y)[yT∇θfθ(x)],
(6)
where pθ(x, y) denotes the underlying energy-based
model. The second term Epθ(x,y)
[
yT∇θfθ(x)
]
could be
calculated as firstly sample (batch of) data xt, yt by using
Langevin dynamic sampling shown in Algorithm 1, and
then calculate the yTt f(xt) to stochastically get the esti-
mated value of Epθ(x,y)
[
yT∇θfθ(x)
]
.
4.4. Bayesian Inference as Learning with Generative
Regularization
With the formulation of generative loss, instead
of interpreting p(Dt|θ) as a discrimnative model
p(yt|xt; θ), we will have p(Dt|θ) to be a generative
model as pθ(x, y). As introduced above, the core
training objective of task t in variational method is:
min
qt∈Q
Eqt,Dt
[− log pθ(x, y) +KL(qt(θ|D1:t)‖qt−1(θ|D1:t−1))],
where Q is the functional space of posterior distribution.
For simplicity, we follow the literature to assume Q to
represent mean-field distribution, and we could generate
a model parameter θ by sampling it from qt. Recall the
p(x, y) = p(y|x)p(x), thus we can rewrite the objective as
min
qt∈Q
Eqt,Dt
[− (1− λ) log pθ(y, x)− λ log pθ(y|x)
− λ log pθ(x) +KL(qt(θ|D1:t)‖qt−1(θ|D1:t−1))
]
, (7)
Figure 3. Illustration of the proposed method.
where the log pθ(y|x) can be understood as the common
discriminative loss, while both log pθ(x) and log pθ(y, x)
can be understood as generative regularizations that match
the empirical joint distribution and marginal distribution si-
multaneously. Contrastive Divergenc provides the estima-
tion of gradient of pθ(x, y) and here we give a derivation
of unbiased gradient estimator of log pθ(x) in the following
theorem.
Theorem 2. Given a discriminative model fθ(x), the un-
biased gradient estimator of corresponding Energy-based
model log pθ(x) is given by
∇θ log pθ(x) = Epθ(y|x)[yT∇θfθ(x)]− Epθ(x,y)[yT∇θfθ(x)].
We postpone the derivation to the appendix. Based on this
theorem, we could obtain the derivative of eq (7) by using
eq (6) and Theorem 2:
∇θL(θ; pθ)
,− (1− λ)∇θ log pθ(y, x)− λ∇θ log pθ(y|x)
− λ∇θ log pθ(x) +∇θKL(qt(θ|D1:t)‖qt−1(θ|D1:t−1))
=(1− λ)(Epθ(x,y)
[
yT∇θfθ(x)
]− ED[yT∇θfθ(x)])
− λ∇θ log pθ(y|x) +∇θKL(qt(θ|D1:t)‖qt−1(θ|D1:t−1))
+ λEpθ(x,y)[y
T∇θfθ(x)])− λ(Epθ(y|x)[yT∇θfθ(x)]
=∇θKL(qt(θ|D1:t)‖qt−1(θ|D1:t−1))
− λ∇θ log pθ(y|x) + Epθ(x,y)
[
yT∇θfθ(x)
]
− Exb∼DtEyb∼λpθ(y|xb)+(1−λ)Dt [ybT∇θfθ(xb)],
where xb is the training instance sampled from true data
distribution Dt with yb sampled from a mixture of condi-
tional pθ(y|xb) and training sets. Again, to generate the
samples (xt, yt) from the current model, we exploit the hy-
brid Monte-Carlo (Neal et al.), specifically the Langevin
dynamics sampler, as listed in Algorithm 1. The overall il-
lustration of losses used in this work is shown in Figure 3.
The first term corresponds to the KL-divergence between
posterior approximation of task t and t − 1. The second
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Algorithm 1 Gibbs-Langevin Dynamic Sampling
Input: Buffer B, storing previous sampled data
Output: Sampled data xt, yt
x0 ∼ B
for s = 1, · · · , S do
ys ∼ p(y|xs)
xs = xs−1 + 12ηs∇x[yTs f(xs−1)] + ,  ∼ N(0, ηs),
ηs =
1
s
end for
Add xS , yS into B.
Return xS , yS , B.
Algorithm 2 Algorithm of Proposed Method at task t.
Input: Dataset of task tDt, Posterior distribution of pre-
vious tasks qt−1(θ), Number of training epochs E and
learning rate β
Output: Posterior distribution qt(θ) of learned model
qt(θ) = qt−1(θ)
for epoch = 1, · · · , E do
xb, yb ∼ Dt
θ ∼ qt(θ)
Generate sample xt, yt by Algorithm 1
Calculate gradient∇θL(θ; pθ) via (8).
qt(θ) = qt(θ) - β∇θL(θ; pθ)
end for
Return qwt(θ)
term is the common NLL loss used in training deep neural
networks. The calculation of these two terms corresponds
to the gradient of forward neural network computation, and
thus it could be obtained by back-propagation of underly-
ing model fθ. The rest two terms correspond to the genera-
tive capability. In this work, we treat the generative term as
a regularization to alleviate catastrophic forgetting in dis-
criminative task. Therefore, we relax the constant λ and
introduce a new hyperparameter γ to represent the impor-
tance of the generative regularization. For simplicity, we
only draw samples from true data distribution instead of
a mixture of conditional pθ(y|xb) and training sets. This
leads to the final estimation of gradient of loss used in train-
ing the proposed method:
∇θL(θ; pθ) , ∇θKL(qt(θ|D1:t)‖qt−1(θ|D1:t−1))
−∇θ log pθ(y|x) + γ(Epθ(x,y)
[
yT∇θfθ(x)
]− EDt [yT∇θfθ(x)]).
(8)
The proposed method is summarized in Algorithm 2.
5. Experimental Results
5.1. Datasets
We evaluate the proposed method on the following four
datasets:
Permuted-MNIST Permuted-MNIST is a very popular
benchmark dataset in the continual learning literature. The
dataset received at each time step Dt consists of labeled
MNIST images whose pixels have undergone a fixed ran-
dom permutation.
Split-MNIST This experiment was used by (Zenke et al.,
2017). Five binary classification tasks from the MNIST
dataset arrive in sequence: 0/1, 2/3, 4/5, 6/7, and 8/9.
Fashion-MNIST Fashion-MNIST (Xiao et al., 2017), sim-
ilar to MNIST dataset, consists of a training set of 60,000
examples and a test set of 10,000 examples. Each exam-
ple is a 28 x 28 grayscale image, associated with a label
from 10 classes. This dataset represents more realistic fea-
tures of real-world images and thus becomes an increas-
ingly popular benchmark. For this task, we follow the
Split-MNIST setup to split the classes into sequence: 0/1
(T-shirt/Trouser), 2/3 (Pullover/Dress), 4/5 (Coat/Sandal),
6/7 (Shirt/Sneaker), and 8/9 (Bag/Ankle boot).
CUB To further validate the proposed method could work
on real-world color images, we perform experiments on
Caltech-UCSD Birds (CUB) dataset. CUB is an image
dataset with photos of 200 bird species. We select top 100
classes with more training images and then split thsese 100
classes into 10 continual learning tasks randomly. Each
task consists of 5 binary classification in order. Detailed
processing of the dataset is described in the supplementary.
5.2. Baseline Methods and Implementation Details
We compare our method to the following baseline methods:
• SGD: simply trains each task in an incremental setup
without any regularization. It serves as the bottom line
of all the methods.
• All-data: trains the tasks jointly assuming all datasets
are available. At each step, a random dataset is sam-
pled and then a batch of data is sampled from the
dataset. It serves as the upper bound and indicates the
difficulty of the classification task.
• EWC (Kirkpatrick et al., 2017): builds the importance
estimation on top of diagonal Laplace propagation by
calculating the diagonal of empirical Fisher informa-
tion.
• VCL (Nguyen et al., 2018): conducts variational infer-
ence from Bayesian point of view of continual learn-
ing. VCL is reported as the most competitive method
under our problem setup.
For EWC and VCL, we follow the released open source
implementation 2. For each dataset/task, we compare these
methods under the same network architecture. As illus-
trated in the related work, we do not compare data-based
2https://github.com/nvcuong/variational-continual-learning
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Permuted Split Fashion CUB
All-data 99.3 99.1 99.3 88.3
SGD 37 90 74.6 65.2
EWC 87.5 97.4 82.2 67.2
VCL 91.7 96.7 76.9 67.4
Ours 92.7 98.2 97.2 78.8
Table 1. Summarization of overall performance on continual
learning tasks. Results shown in the table are average classifi-
cation accuracy (in%) of each task.
and model adaption methods as the data and model com-
plexity will increase. The chosen baseline methods repre-
sent the state-of-the-art algorithms to overcome forgetting
without changing model or adding data. For Permuted-
MNIST and Split-MNIST, we use a Multi-layer Perceptron
model (MLP) with 2 hidden layers and each layer has di-
mension 256. ReLU is used as the activation function. For
Permuted-MNIST, we use single-head model and for Split-
MNIST we use multi-head model. For Fashion-MNIST
dataset, we evaluate the results on Convolutaional Neu-
ral Networks (CNN) with 4 layers of convolutional layer
(32,1), (64,32), (64,64), (64,64) followed by one layer of
fully connected layer. For CUB dataset, we apply a Wide-
Residual Network (Zagoruyko & Komodakis, 2016) imple-
mented with depth 16 and widen-factor 2. The implementa-
tion could be found on the official Pytorch repository3. All
the models are trained with an ADAM optimizer. Detailed
parameters are listed in the supplementary.
5.3. Results
The evaluation metric used is the average classification ac-
curacy over all the observed tasks. We firstly summarize
the accuracy of each method after observing all tasks in Ta-
ble 1. We notice that “All-data” achieves high accuracy for
almost all the datasets. Accuracy on CUB drops a bit as
there are certain species of birds which are difficult to clas-
sify it correctly. Overall this shows that all the classification
tasks are not difficult when all data are provided. And the
challenges are indeed faced when continual learning setup
comes in and causes forgetting. In the table, we can see that
our proposed method outperforms baselines in all tasks.
In particular, the improvement is significant on Fashion-
MNIST and CUB dataset which contain more real-world
alike objects. The proposed method increase about 15%
accuracy in Fashion-MNIST and 10% in CUB datasets.
This shows that the proposed method greatly overcomes
the catastrophic forgetting phenomenon.
In addition to the accuracy after observing all tasks, We
are also interested in the performance incrementally after
observing each new incoming task. The average classifi-
cation accuracy of each time step of Permuted-MNIST and
3https://github.com/meliketoy/wide-resnet.pytorch
Figure 4. Detailed Classification Results of Permuted-MNIST.
Figure 5. Detailed Classification Results of Split-MNIST.
Split-MNIST are shown in Figure 4 and Figure 5. We could
observe that despite the performance of SGD-only training
drops abruptly, all other methods performs relatively steady
over all time steps, and the proposed method stands out
in the later time steps. For real-world objects as Fashion-
MNIST and CUB, results are shown in Figure 6 and Fig-
ure 7. These two tasks contain more difficult classification
tasks and thus it’s more challenging when posed as contin-
ual learning setup. The difficulty of each task might be very
different hence the accuracy fluctuates. Consequently, the
curve won’t be as smooth as previous two datasets. Never-
theless, we could again observe that the proposed method
has a relatively steady performance over the baseline meth-
ods. The proposed method greatly resists the forgetting in
the early time steps and reach a good overall performance.
We also want to point out that since the proposed method
contains generative capability, indeed we could sample im-
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Figure 6. Detailed Classification Results of Fashion-MNIST.
Figure 7. Detailed Classification Results of CUB.
ages from the trained model. However, our main focus
is not generative model but overcoming forgetting, so the
generated images might not be realistic as the state-of-the-
art generative models. The generative power used rather
as a regularization to make the model robust to continual
learning setup. We have attached some examples of gener-
ated images of MNIST and Fashion-MNISt dataset in the
supplementary.
5.4. Ablation Study
Despite we have validated the performance of the pro-
posed method, we are not sure if the gain comes from
generative regularization, Bayesian method or indeed the
better estimation of the posterior by combining two ap-
proaches. Therefore, we conduct ablation analysis on
Fashion-MNIST and CUB to verify the importance of
each component. Notice that the proposed method with-
Fashion CUB
SGD 74.6 65.2
All-data 99.3 91.0
GEN 87.9 74.0
GEN-L2 90.9 72.8
VCL 76.9 67.4
Ours 97.2 78.8
Table 2. Ablation study of overall performance on Fashion-
MNIST and CUB datasets. Results shown in the table are average
classification accuracy (in%) of each task.
out the generative regularization would simply become the
VCL method. To test the generative component with-
out Bayesian framework, we will remove model parameter
sampling procedure and KL-divergence term. This leads
to normal training of the classifier with NLL loss plus the
generative loss from EBM. We denote this setup as GEN.
We also try to apply the GEN with L2 regularization which
resembles the KL divergence term in our formulation. We
denote such method as GEN-L2. Results of all the methods
are summarized in Table 2.
From Table 2, we could observe that generative term it-
self is very useful to overcome the catastrophic forgetting.
Compared to the performance of VCL, GEN could achieve
more than 5% performance gain on CUB, and more than
10% on Fashion-MNIST. Generative capability indeed pro-
vides a more robust model in continual learning setup and
this validates our initial intuition that knowing the complete
formulation of the object would make model perform bet-
ter. On the other hand, results show that adding L2 regu-
larization on top of generative term is not necessarily help-
ful. Even when it’s effective, the performance gain is rather
limited.
However, we also notice that the generative term alone
cannot reach a performance comparable to the proposed
method. Furthermore, we could observe the synergy ef-
fect that the sum of the performance gain from VCL and
GEN together could not reach the performance of the pro-
posed method. This implies that in the proposed method,
Bayesian framework and generative term are not working
independently. Generative capability implicitly helps to
capture the relationship between θt and θS better with more
diverse feature. So when two approaches are combined,
we could get an approximation of posterior p(θ|D1:t) with
more information on the object without introducing more
model or data complexity.
6. Conclusion
In this paper, we propose to use Energy-based Model to
provide the generative loss as a regularization in order to
overcome the catastrophic forgetting. Energy-based model
with hybrid monte carlo sampling process could equip the
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underlying model with the generative capability. Experi-
mental results show that when the generative capability is
combined with Bayesian inference framework, it could al-
leviate catastrophic forgetting significantly without modi-
fying underlying model architecture. The proposed method
outperforms state-of-the-art method on Fashion-MNIST
dataset about 15% accuracy and CUB dataset about 10%.
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Supplementary
A. Proof of Theorem 1
Theorem 2. Given a discriminative model fθ(x), the unbiased gradient estimator of corresponding Energy-based model
log pθ(x) is given by
Epθ(y|x)[y
T∇θfθ(x)]− Epθ(x,y)[yT∇θfθ(x)].
Proof Notice that we could derive ELBO of log pθ(x) as:
log pθ(x) ≥ Eq(y|x)
[
log
pθ(x, y)
q(y|x)
]
, (9)
and we know the maximal would be obtained when KL(q(y|x)‖pθ(y|x)) = 0, which implies that optimal q∗(y|x) is
pθ(y|x). Thus, we will have
log pθ(x) = Epθ(y|x)
[
log
pθ(x, y)
pθ(y|x)
]
(10)
= Epθ(y|x)
[
log pθ(x, y)− log pθ(y|x)
]
(11)
= Epθ(y|x)
[
log
exp(yT fθ(x))∫
x
∑
y exp(y
T fθ(x))
− log exp(y
T fθ(x))∑
y exp(y
T fθ(x))
]
(12)
= Epθ(y|x)
[
log
∑
y
exp(yT fθ(x))− log
∫
x
∑
y
exp(yT fθ(x))
]
. (13)
Thus, we could obtain∇θ log pθ(x) by taking derivative of eq (13):
∇θ log pθ(x) (14)
= Epθ(y|x)
[∇θ[ log∑
y
exp(yT fθ(x))
]−∇θ[ log ∫
x
∑
y
exp(yT fθ(x))]
]
(15)
= Epθ(y|x)
[∇θ(∑y exp(yT fθ(x))∑
y exp(y
T fθ(x))
− ∇θ(
∫
x
∑
y exp(y
T fθ(x))∫
x
∑
y exp(y
T fθ(x))
]
(16)
= Epθ(y|x)
[∑y∇θ(exp(yT fθ(x))∑
y exp(y
T fθ(x))
−
∫
x
∑
y∇θ(exp(yT fθ(x))∫
x
∑
y exp(y
T fθ(x))
]
(17)
= Epθ(y|x)
[∑y exp(yT fθ(x)∇θ(log exp(yT fθ(x))∑
y exp(y
T fθ(x))
−
∫
x
∑
y∇θ(exp(yT fθ(x))∫
x
∑
y exp(y
T fθ(x))
]
(18)
= Epθ(y|x)
[∑
y
pθ(y|x)yT∇θfθ(x)−
∫
x
∑
y exp(y
T fθ(x)∇θ(log exp(yT fθ(x))∫
x
∑
y exp(y
T fθ(x))
]
(19)
= Epθ(y|x)
[∑
y
pθ(y|x)yT∇θfθ(x)−
∫
x
∑
y
pθ(x, y)y
T∇θfθ(x)
]
(20)
= Epθ(y|x)
[
Epθ(y|x)[y
T∇θfθ(x)]− Epθ(x,y)[yT∇θfθ(x)]
]
(21)
= Epθ(y|x)[y
T∇θfθ(x)]− Epθ(x,y)[yT∇θfθ(x)]. (22)
Notice that the outer expectation could be taken off since after inner expectation, there won’t be any randomness on y.
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B. Examples of Generated Images
We show samples of the generated MNIST digit in Figure 8 and samples of the generated Fashion-MNIST in Fiagure 9.
These images are generated by using Multi-layer Perceptron model (MLP) with 2 hidden layers and each layer has dimen-
sion 256 with ReLU activation function. Notice that our main task is to overcome catastrophic forgetting but not image
generation. Generative capability is just used as a regularization term so the images generated are not perfectly following
the true data distribution. In addition, we are using a rather small model to build EBM. In practice, people reported to use
much larger networks (about 20 times more parmeters) in order to generate more clear images for CIFAR-10 dataset (Du
& Mordatch, 2019).
Figure 8. Examples of generated MNIST images. The first row shows digits 0 to 4 and the second row shows digits 5 to 9.
Figure 9. Examples of generated Fashion-MNIST images. The first row shows digits 0 to 4 and the second row shows digits 5 to 9. The
first row corresponds to objects T-shirt, Trouser, Pullover, Dress and Coat. The second row corresponds to Sandal, Shirt, Sneaker, Bag
and Ankle boot.
C. Preprocess of Data
For all the dataset, we normalized the pixel values in range [0,1]. For MNIST and Fashion-MNIST , we have the train,
validation and test splits provided within the dataset. Images in CUB dataset is rather limited. Most classes have samples
less than 100. Therefore, we select only the top 100 classes with more images and randomly pick 40 to form the train
set and 10 to be validation set. The rest (non-fixed number) of the remaining images will be left as test set. In addition,
CUB dataset provided foreground and background segmentation. We segment only the foreground bird images and left the
background to be black. Without this, EBM will try to generate background istead and this will not benefit to overcoming
forgetting.
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D. List of Hyperparameters
The hyperparameters used in the experiment are listed in the Table 3. In addition, after each step of SGLD sampling, we
will clamp the sample within range [0,1] to make sure the generated image is within the range of true data distribution.
Learning rate, Adam Beta, SGLD step size, SGLD noise follows previous implementation of SGLD sampling 4 or WRN
model 5. Number of models sampled from the Bayesian posterior is mostly limited by time constraints. In general we found
out 3 is enough but the more the better. For Epochs of each round of SGLD update, more steps is better, but more updates
will also lead to very long training time. Thus, in practice we try some numbers from 10 to 100 steps on small portion
of data. We will stop searching bigger numbers once the model could generate images look similar to data distribution.
Buffer reinitialization rate is determined from validation set. We search over .05, .2 and .5.
Permuted Split Fashion CUB
Learning Rate 1e-3 1e-3 1e-3 1e-4
Adam Beta (0,0.999) (0,0.999) (0,0.999) (.9, .999)
Number of models sampled from p(θ) 10 10 10 3
Generation Importance γ 1 1 1 .2
Buffer Size 10000 10000 10000 200
SGLD step size 10 10 10 1
Buffer Reinitialization Rate .05 .5 .05 .05
SGLD noise 5e-3 5e-3 5e-3 1e-2
Epochs of each round of SGLD update 60 60 5 20
Table 3. Summarization of hyperparameters used in each task.
4https://github.com/rosinality/igebm-pytorch
5https://github.com/kibok90/iccv2019-inc
