Abstract. Following Beurling's theorem and a study of the topology of invariant subspaces by R. Douglas and C. Pearcy [3] description of path connected components of invariant subspace lattice for shift of multiplicity one has been given by R.Yang [6] . This paper generalizes result to arbitrary finite multiplicity. We show that there exists one to one correspondence between the invariant subspace lattice of shift of arbitrary finite multiplicity and the space of inner functions. 
Introduction
Beurling's theorem gave an analytic description of invariant subspace for a shift operator of multiplicity one. Later this result has been generalized to shifts of arbitrary multiplicity. Through the study of the topology of invariant subspace lattice Douglas and Pearcy have proposed a problem of path connected component of the invariant subspace lattice. Yang studied the relationship between one parameter families of invariant subspaces of shift of multiplicity one and their respective analytic description. Present paper generalizes the result to arbitrary finite multiplicity.
1.1. Shift operator and Beurling's theorem. Complete analytic description of invariant subspaces of shift operator of multiplicity one was given by Beurling [2] .
We bring main highlights of the theory (cf. Rosenthal and Radjavi [4] ). A unilateral forward shift of multiplicity one is an isometry operator S ∈ B(H), whose action on Hilbert space basis vectors {e n } n∈N is a shift forward S(e n ) = e n+1 .
If instead we enumerate the basis of H as {e n } n∈Z then isometry U ∈ B(H) acting on H by U (e n ) = e n+1 is called a bilateral forward shift of multiplicity one. U is a surjective isometry, S is an isometry, but not surjective. Both operators have adjoints, backwards shifts of respective basis.
Description of invariant subspaces for shift operators is based on their analytic interpretation, where Hilbert space is identified with L 2 (T), square integrable functions on the circle (with normalized arc-length measure). Collection {z n } n∈Z where z n is a polynomial on T is a Hilbert basis and bilateral shift is acting as operator M z , multiplication by z. For unilateral shift we have to consider Hardy space 
For the purpose of construction of generalization of Beurling's theorem dimension can be countable, though the main result of present paper is only covering arbitrary finite dimension. Let H = i∈Z K i be an orthogonal sum of infinite copies of K, with the derived summary inner product
Bilateral shift of multiplicity n is an unitary operator U which is shifting each copy in the sum one position forward,
The restriction of this on space i∈N K i is a unilateral shift of multiplicity n. Similar to the shift of multiplicity one, shift of higher multiplicity also has analytic interpretation and the description of its invariant subspace can also be generalized.
For analytic interpretation consider K-valued functions from unit circle
It is not hard to show that function z → f (z) is also measurable and also for two K valued measurable functions f, g the inner
is measurable as well. This defines a Hilbert space L 2 (K) with inner product
Completeness of this space easily follows from the representation of its elements with Fourier series. Every f ∈ L 2 (K) can be uniquely identified with series, f = i∈Z x i e i with x i ∈ K and this representation has the property that f (z), x z−ae = x i , x z i is true for almost everywhere for z ∈ T and for all x ∈ K. It is also easy to show that for f = i∈Z x i e i we have the familiar formula f 2 = i∈Z x i 2 .
As in one dimensional case, analytic interpretation of a bilateral shift of multiplicity n is a multiplication by z on space L 2 (K), operator M z . Unilateral shift of multiplicity n is an operator S := U |H 2 (K) where the space
is subspace of L 2 (K) with coefficients of negative powers being zero.
To generalize the notion of the inner functions we will consider operator valued functions defined on the unit circle T. A function F : T → B(K) is said to be
be a collection of all bounded measurable operator valued functions from the unit circle and let
It is easy to show that map F → M F is an algebra isomorphism which respects adjoint operation. As a consequence M F is unitary iff F is z ∈ T ae-unitary. We define a collection of analytic elements of L ∞ (T, B(K)), described by
which respectively defines class of operators
Operators in H ∞ (B(K)) have power series representation which, though not crucial for our exposition, is helpful for an additional intuitive perspective on the argument (cf Sz-Nagy and Foais [5] ). Consider an operator G i ∈ B(N ; K) for i ∈ N and let Each series can be associated with the operator (N,
, where convergence is along non tangential path. This operator (N, K, G) is the same as multiplication operator previously defined based on operator valued functions, with initial space H 2 (N ) and final space H 2 (K), both
which case it is called inner function and has initial space H 2 (N ) and final space
In our main result, we will identify N with C m , K with C n and consider
Generalization of Beurling's theorem to higher dimensions also involves Wold decomposition:
With this now we are able to formulate generalization of Beurling's theorem:
a Hilbert space) is an invariant subspace of the bilateral shift U if and only if
is a z-ae partial isometry on K with initial space N .
Further: Subspace M 1 is uniquely determined by subspace M ; and
is a partial isometry with an initial space N 1 and
, then there is a partial isometry W with an initial space
Since unilateral shift has no reducing subspace, we also have following corollary:
is a Hilbert space) is an invariant subspace of the unilateral shift S if and only if
There is also a uniqueness result similar to the bilateral shift.
At this point we are ready to formulate the main result of the present paper. 2. Each projection p t H 2 (C n ) produces an invariant subspace of a unilateral shift operator (of multiplicity n).
Then there exists integer m ≤ n and a choice of a family of inner functions
Present paper covers above result for an arbitrary finite n. In section two we demonstrates continuity in L 2 norm, third section demonstrates continuity in supnorm. 
Proof. We will use the fact, that if distance between two projections is less then one, then they have the same rank.
that is (eventually) W t and W τ have the same dimension m, thus rank is constant on the whole t ∈ [0, 1] interval.
continuity in L 2 norm
Beurling's theorem only defines inner function G t up to a unitary rotation (for each t ∈ [0, 1]). In order to construct continuous path G t for t ∈ [0, 1] we need a consistent method of selecting unique G t for each t.
For the clarity of exposition, we will first consider a basic case m = n and then the general case m ≤ n, whose treatment is only different from that of the basic case by an additional care which is needed for pinning down an unique G t for each t from a unitarily equivalent family. 
Then the family {G t } t∈ [0, 1] can be chosen to be L 2 continuous, specifically
Proof: First we consider the case, when the dimension n from the construction of Hardy space H 2 (C n ) is the same as the dimension of the wandering space W .
Case 1. If m = n we can go to a point λ ∈ D in the unit disk [1] . We use a reproducing kernel in order to relate projection p t = Proj GtH 2 to the inner function G t . We consider an inner product p t
f ∈ C n and u ∈ C m are arbitrary vectors. We get
At this point we can replace f with e 1 , . . . e n ∈ C n to get (2.1)
Taking z = λ we get
Since the right hand side is expressed in terms of p t , it is a continuous function in t ∈ [0, 1]. The left hand side is also continuous as a function of
is lower-semi-continuous in λ and t. If G t0 (λ t0 ) has a full rank n for some λ t0 then by lower-semicontinuity G t (λ t0 ) must also have same rank n for t close to t 0 . We claim that for every t ∈ [0, 1] there exists such λ t where G t (λ t ) has a full rank n. For if no such λ t exists for some t, we must have detG t (λ) = 0 for every λ ∈ D and therefore detG t (z) = 0 a.e. for z ∈ T. This however is impossible since G t (z) is an isometry and |detG t (z)| = 1 for a.e. z ∈ T. The preceding remark and compactness of [0, 1] produces a collection of points
We set
inition identifies one choice from a family of inner functions which so far was only defined up to an unitary rotation by Beurling's theorem. This choice is also continuous, G k,t (λ k ) is continuous in t. Having picked G k,t at a single point λ k ∈ D we consistently pick it from the unitarily equivalent family on the whole unit circle:
Finally we patch up G k,t functions defined in intervals t ∈ (a k , b k ), k = 1, 2 . . . N into a singleG t , adjusting by rotation so that definition on every subsequent interval to be continuation in t of previous. Starting from we get single inner functionG t which is L 2 continuous in t for t ∈ [0, 1] and produces desired invariant subspaces:
Case 2. If m < n the calculation leading to the equation 2.1 is still valid, and a
Observe that for θ−a.e. rank(G t (e iθ )) = m. Since G t (e iθ ) is a strong limit of G t (re iθ ) as r → 1 (and matrix being of finite dimension), we get that for all t ∈ [0, 1] there exists λ t ∈ D such that G t (λ) has rank m.
If G t0 (λ t0 ) has rank m for some λ t0 then by lower-semi-continuity G t (λ t0 ) must also have same rank m for t close to t 0 . With the same argument as in the previous case we get a collection of points
The only instance where argument of previous case fails is obtaining
in present case we have to pick a unique representative G k,t from a family of unitarily equivalent ones (produced by Beurling's theorem) in a different manner. Provided we succeed in such selection, the rest of the argument can be finished as before, in m = n case. Having defined G k,t at a single point λ k ∈ D we define it accordingly on the whole unit circle:
where
is n × m matrix acting as inverse of G t (λ) * on the range(G * t ). Thus defined
Patching between intervals (a k , b k ) for k = 1, 2 . . . N is again done similar to preceding case.
In order to fix unitary rotation we look at operator
where U t is a surjective partial isometry. Fixing G t is equivalent to fixing U t which is equivalent to picking an orthonormal basis for range -ker ⊥ space of the positive matrix
we can pick an orthonormal basis {v 1 (t), v 2 (t) . For illustration how to relax this last restriction lets assume that eigenvalues of A t are all distinct except on interval t ∈ [τ 1 , τ 2 ] where certain eigenvalue µ i (t) = µ j (t) has multiplicity 2. Then we keep track of "entry" µ i (τ 1 ),
We know two vectors entering into two dimensional eigenspace Span{µ i (τ 1 ), µ j (τ 1 )} at t = τ 1 and exiting
In between of two endpoints we pick linear interpolation (or any t-continuous transition) between entry and exit directions (keeping two dimensional plane Span{µ i (t), µ j (t)} under the same orientation). Thus we preserve continuity of U t . If it happens that τ 1 = 0
we are at liberty to pick any two orthogonal directions in eigenspace, since we are not limited with left-continuity at t = 0 (respectively right-continuity if τ 2 = 1). In this way any combination of multiplicity can be handled. By handling new arrivals and departures to eigenspace in some consistent way (one choice could be last in, first out) continuity of U t will be maintained.
L ∞ continuity
Using results of previous section we choose G t to be L 2 continuous for t ∈ [0, 1]
and we argue that in fact we have L ∞ continuity. We go inside the disk at some point (rz) and use reproducing kernel for evaluation at that point. We fix some r ∈ (0, 1) and kernel k z (w) =
* . We fix some s, t ∈ [0, 1] and put
. Let F ∞ be essential supremum taken against planar measure over (z, w) ∈ T × T. Given z let F (z, ·) ∞ be w-pointwise essential supremum of matrix norm of F (z, w).
Proof. The proof in higher dimension is similar to a scalar case. One direction is straightforward. If F (z, w) B(C n ) > F ∞ − ǫ on some set A of positive planar measure, then the same is true on some one dimensional section A z0 of positive
On the other hand
and since rz is inside the unit disk, F (z, w) is uniformly (with regard to w)
If there is a significant one dimensional section where supremum is approached in w, then that value will not be changed much while perturbing z variable. Thus there is a set of positive planar measure on T × T where 
. Let δ > 0 such that when
has a positive planar measure and hence has a sectioñ E z0 with a positive measure. In additionẼ z0 can be chosen so that its diameter
. . c n ) ∈ C n , c = 1 and w 0 ∈Ẽ z0 be such that
On the other hand, let k :
At this point we are ready to go back to the main result, theorem 5, which we copy for convenience. Proof. We pick arbitrary s ∈ [0, 1]. Inner function G s (e iθ ) is an isometry on the circle for θ a.e., it is an almost everywhere strong limit of G s (re iθ ) as r → 1. Since domain has finite dimension m < ∞, there must exist η > 0 and a point r η e iθη ∈ D inside the disk such that ker(G s (r η e iθη )) = 0 and we have G s (r η e iθη )x ≥ η for all x ∈ C m , x = 1, the norm of a constant matrix G s (r η e iθη ) is bounded from below. L 2 norm continuity, established in section 2 gives us uniform continuity of G t (r η e iθη ) in t inside the unit disk for any radius r < 1. That is, lower bound η over the norm of G t (r η e iθη ) will hold in some t-neighborhood of s. In the last expression the second term G t (r η e iθη ) − G s (r η e iθη ) ∞,w∈T is inside the disk, where we have uniform convergence for r < 1, eventually it is negligible.
With the remaining first term we get the desired control from norm continuity of p t to sup norm continuity of G t , esssup w∈T G t (w) * − G s (w) * B(C n ) t→s −→ 0.
