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We explore the impact of a Rashba-type spin-orbit interaction in the conduction band on the spin
dynamics of hot excitons in diluted magnetic semiconductor quantum wells. In materials with strong
spin-orbit coupling, we identify parameter regimes where spin-orbit effects greatly accelerate the spin
decay and even change the dynamics qualitatively in the form of damped oscillations. Furthermore,
we show that the application of a small external magnetic field can be used to either mitigate the
influence of spin-orbit coupling or entirely remove its effects for fields above a material-dependent
threshold.
I. INTRODUCTION
Diluted magnetic semiconductors (DMSs) are well
known for the strong exchange interaction between the
localized magnetic dopants and the quasi-free carriers in
the material1–4, an effect which famously can give rise
to complete ferromagnetic ordering at sufficiently large
doping concentrations in III-V compounds5. In contrast,
typical II-VI DMSs are paramagnetic4 and can be used
as a spin aligner6 or to perform spin-noise spectroscopy7.
Here, we focus on the latter material class which has the
advantage that the doping atoms, typically manganese,
can be incorporated isoelectronically into the host lattice
so that no excess charge carriers are introduced.
Since the carrier-impurity exchange coupling is so
strong, its effects typically dominate the carrier spin dy-
namics in DMSs for a vast range of parameters3. This is
why, in contrast to nonmagnetic semiconductors, other
spin relaxation mechanisms such as phonon or spin-orbit
effects are often not considered in theoretical models8–13.
However, it has already been shown that, for suitable ma-
terials under appropriate parameters, a nonequilibrium
distribution of quasi-free electron spins can be signifi-
cantly affected by spin-orbit interaction (SOI) in bulk as
well as nanostructures14. But instead of exciting quasi-
free electron spins, many experimental works choose to
focus on the exciton resonance9,11,15,16, which opens up
the question of whether a regime of a true competition
between the exchange interaction and the SOI in DMSs
can be reached also in the spin dynamics of electron-hole
pairs.
To answer this question, we consider a nonequilibrium
distribution of so-called hot excitons under the influence
of SOI. In contrast to resonantly excited excitons, which
are characterized by vanishing center-of-mass momenta
due to momentum conservation, hot excitons are formed,
e.g., by above band-gap excitation and subsequent relax-
ation onto the exciton parabola via the emission of longi-
tudinal optical (LO) phonons17–19. This makes hot exci-
tons ideal candidates to investigate the interplay between
exchange interaction and SOI since their distribution is
strongly out of equilibrium and they are created with siz-
able center-of-mass kinetic energies, which is favorable for
SOI since it becomes stronger with larger wave numbers.
Although many articles have pointed out the impor-
tance of correlations in DMSs5,13,20–23, it has been re-
cently shown that the spin dynamics of hot excitons is
in fact well described by a Markovian model along the
lines of Fermi’s golden rule24. This is because, in DMSs,
correlation effects requiring a full quantum kinetic de-
scription are most pronounced near the band edge25 and
the center of a hot exciton distribution is typically a few
meV away from the corresponding bottom of the exciton
parabola18, where the density of states abruptly drops to
zero. Regarding the SOI, we focus on Rashba-type spin-
orbit coupling in quasi two dimensional quantum wells
in the conduction band and neglect the corresponding
valence band terms. Since the latter are inversely pro-
portional to the splitting between heavy holes (hh) and
light holes (lh)26, they can be expected to be less relevant
in samples with a sufficiently large hh-lh splitting such as
in narrow quantum wells or in the presence of strain27.
Our findings suggest that there is indeed a regime
where the SOI is comparable or even exceeds the carrier-
impurity exchange interaction, provided that the dop-
ing fraction is sufficiently low and the Rashba coupling
constant is large enough. In our numerical simulations,
the latter dependence is revealed by comparing the re-
sults for two different materials with drastically differ-
ent band gaps and, consequently, different coupling con-
stants, namely Zn1−xMnxSe and Cd1−xMnxTe. It is also
found that SOI effects are particularly pronounced for
narrow quantum wells. Finally, we show that the in-
fluence of SOI can be drastically reduced and even be
completely switched off by applying an external magnetic
field, a finding which is particularly important for poten-
tial applications.
II. THEORY
In this section, the individual contributions to the
Hamiltonian of a DMS quantum well with SOI in the
conduction band are discussed. We also provide the equa-
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2tions of motion to describe the exciton spin dynamics in
the Markov limit without SOI. To add the influence of
the latter, the Rashba Hamiltonian is projected onto the
exciton basis, where it is found to take the form of an
effective magnetic field in terms of the exciton center-of-
mass momentum that can be added to the equations of
motion.
A. Spin dynamics of excitons in DMSs
We model the spin dynamics of hot excitons on the
1s exciton parabola in a II-VI DMS quantum well. As
a distribution of hot excitons typically forms on a fem-
tosecond timescale via LO-phonon emission after above
band-gap excitation17–19, we do not explicitly model
the exciton formation process here since it is orders
of magnitude faster than the typical spin dynamics in
DMSs3,11,15,28–31. Rather, we perform initial-value cal-
culations using an exciton distribution that is close to
what is reported in experiments. Note that the dis-
tribution of excitons on the 1s parabola is experimen-
tally accessible via LO-phonon assisted photolumines-
cence measurements18,32,33. Restricting our model to 1s
excitons is possible due to the energy separation between
the exciton ground state and the excited states, which
is 10 meV or larger for the systems studied here. In
combination with the finite LO-phonon energy of about
30 meV18, this means that excited exciton states can be
effectively eliminated by appropriately tuning the excess
excitation energy above the band gap.
The exciton spin dynamics including the Rashba
spin-orbit interaction can then be modeled by the
Hamiltonian22,24
H = HX +HZ +Hm +Hnm +HR. (1)
Here, HX comprises the kinetic energies of electrons and
holes as well as the confinement due to the quantum well
and the Coulomb interaction between the carriers. A
diagonalization of HX yields the exciton wave functions
and the corresponding energies. We also account for an
external magnetic field via Zeeman terms for electrons,
holes, and magnetic impurities via HZ.
The interaction which typically dominates the spin
dynamics in DMSs is the magnetic carrier-impurity ex-
change interaction2,3,13,22 denoted by Hm. It comprises
the spin-flip scattering of s-like conduction band elec-
trons and p-like valence band holes with the localized
electrons in the d shell of an impurity ion. Despite
being typically only investigated in transport studies34,
recent theoretical investigations have shown that non-
magnetic scattering can also significantly affect the spin
dynamics21,22,35, which is why we include nonmagnetic
scattering via Hnm. A more detailed description of these
parts of the Hamiltonian is given in Ref. 22.
Finally, we extend the model by accounting for a
Rashba-type SOI in the conduction band, the Hamilto-
nian of which is denoted by HR and will be discussed in
more detail in the following section. Although the scat-
tering with longitudinal acoustic (LA) phonons leads to
the eventual thermalization of hot excitons, we do not in-
clude LA phonons in our model since it has been recently
shown that they have a negligible influence on the ultra-
fast spin dynamics of hot excitons and mainly affect the
shape of the distribution24. Another mechanism which is
commonly discussed in the context of exciton spin relax-
ation in nonmagnetic systems is the long-range exchange
coupling induced by the Coulomb interaction28. For
the resonant excitation of excitons with quasi-vanishing
center-of-mass momenta, the typical energy associated
with this interaction has been estimated previously and
was found to be in the 10µeV range, much smaller than
the meV energy scale of the sd exchange interaction35.
Considering a distribution of hot excitons in a typical
5-nm-wide quantum well and using the expression from
Ref. 28, we estimate an energy of about 0.03 meV for the
long-range exchange interaction. This corresponds to a
timescale of about 140 ps, which is longer than the typi-
cal timescales of the magnetic exchange interaction and
the SOI for the parameters considered in section III so
the long-range exchange part is neglected here.
Even though our model is specifically adapted to de-
scribe the exciton spin dynamics in DMS nanostructures,
it can also be straightforwardly applied to nonmagnetic
systems if the magnetic exchange interaction is switched
off. In that case, also the effect of a long-range exchange
interaction may become more important and should be
incorporated. Furthermore, the model could be extended
to the topical material class of transition-metal dichalco-
genide monolayers36. There, the exciton states would
need to be recalculated to account for the large binding
energies observed in these systems and also the valley
degree of freedom can be expected to play a role37,38.
We assume a distribution of hot excitons that is spin
polarized such that electrons are in the state with sz =
1
2 and heavy holes have an angular momentum quan-
tum number of jz = − 32 , corresponding to the ener-
getically lowest optically active exciton state in typical
semiconductors27,39. Light-hole states with jz = ± 12 are
energetically separated from the hh states by the hh-lh
splitting due to the confinement in the quantum well and
strain27. In the following, we consider the limit of a suf-
ficiently large hh-lh splitting so that the hh spins remain
pinned in the state jz = − 32 15,40–42. Then, it is sufficient
to describe the exciton spin dynamics with two states,
i.e., one where the exciton-bound electron spin is ori-
ented parallel with respect to the growth direction and
another where it points in the opposite direction. As-
signing the symbol ↑ to the former state (sz = 12 ), the
latter is denoted by ↓ (sz = − 12 ).
Without SOI, the equation of motion for the spin-up
and spin-down exciton density as well as for the spin com-
ponents in the quantum well plane due to the exciton-
impurity interaction are given by22
3∂
∂t
n
↑/↓
K1
=
piINMn
~2V 2
∑
K
[
δ
(
ωK − ωK1
)(
n
↑/↓
K − n↑/↓K1
)((
J2sdb
‖ ± 2JsdJe0b0 + 2Je02
)
F ηhKK1ηh1s1s
+
(
J2pdb
‖ − 2JpdJh0 b0 + 2Jh0
2)
F ηeKK1ηe1s1s +
(
4Je0J
h
0 − 2JpdJe0b0 ± 2JsdJh0 b0 ∓ 2JsdJpdb‖
)
F ηeKK1−ηh1s1s
)
+ δ
(
ωK − (ωK1 ± ωsf)
)
J2sdF
ηhKK1
ηh1s1s
(
b±n↓/↑K − b∓n↑/↓K1
)]
, (2a)
∂
∂t
s⊥K1 =
piINMn
~2V 2
∑
K
[
δ(ωK − ωK1)(s⊥K − s⊥K1)
(
(2Je0
2 − J2sdb‖)F ηhKK1ηh1s1s + (J2pdb‖ + 2Jh0
2 − JpdJh0 b0)F ηeKK1ηe1s1s
− (2JpdJe0b0 + JpdJh0 b0 − 2Je0Jh0 )F ηeKK1−ηh1s1s
)− (b−
2
δ
(
ωK − (ωK1 + ωsf)
)
+
b+
2
δ
(
ωK − (ωK1 − ωsf)
)
+ 2b‖δ(ωK − ωK1)
)
J2sdF
ηhKK1
ηh1s1s
s⊥K1
]
+ ωe × s⊥K1 . (2b)
The overall prefactor in front of the sum contains the
factor I = 1.5, which stems from the influence of the
lowest confinement state in the quantum well under the
assumption of infinitely high barriers, and the number
of Mn ions NMn in the system with volume V . The
coupling constants J are labeled according to the re-
spective interaction: Jsd (Jpd) denotes the coupling for
the sd (pd) exchange interaction and Je0 (J
h
0 ) stems from
the nonmagnetic scattering at impurities in the conduc-
tion (valence) band. We assume a magnetic field ori-
ented along the growth direction (z axis), which enters
via ωe =
geµB
~ B +
JsdNMnb
0
~V ez and ωMn =
gMnµB
~ B for
the carriers and the impurity ions, respectively. Re-
garding the impurity magnetization S we consider the
regime of small exciton densities so the impurity spin
density matrix can be described by its thermal equilib-
rium value. Then, the influence of S is contained in the
constants b± = 12 (〈S2 − (Sz)2〉 ± 〈Sz〉), b‖ = 12 〈(Sz)2〉,
and b0 = 〈Sz〉. The spin-flip scattering shift appearing
in Eqs. (2) is given by ~ωsf = ~ωze − ~ωzMn. Finally, an
analytic expression for the exciton form factors F η2K1K2η11s1s
is provided in Appendix V. Note that the z component of
the exciton spin can be obtained via szK =
1
2 (n
↑
K − n↓K).
Instead of using the full quantum kinetic description of
the exciton spin dynamics developed in Ref. 22, here we
only consider its Markov limit. As a recent theoretical
study suggests24, this is justified as long as hot excitons
are considered since they are far away from the bottom
of the exciton parabola where quantum kinetic effects
are most pronounced25. Note that all appearing wave
vectors K are two-dimensional variables. Since the SOI
introduces an effective magnetic field that explicitly de-
pends on the wave vector26, performing an average over
angles in K space to reduce the numerical demand would
not capture any spin-orbit physics. This means that even
terms proportional to δ(ωK − ωK1) give a finite contri-
bution to the dynamics as they only limit the sum over
the absolute value K but still allow for a scattering to an
arbitrary angle.
B. Rashba SOI in the exciton basis
In an asymmetric quantum well, the Rashba SOI for a
single electron can be written as26,43,44
HR = αR(kyσx − kxσy) (3)
with a coupling constant αR and Pauli matrices σx and
σy that couple the electron spin with the components of
the wave vector k. For the coupling constant, we use the
expression14,45,46
αR =
~2
2me
∆
Eg
2Eg + ∆
(Eg + ∆)(3Eg + 2∆)
Vqw
d
(4)
with the electron effective mass me, the spin-orbit split-
ting ∆ in the valence band, the band gap Eg, and a
potential drop Vqw across a quantum well of width d.
In order to incorporate the SOI in our existing descrip-
tion of the exciton spin dynamics, we project Eq. (3) onto
the exciton basis characterized by the states |σxK〉 with
a spin index σ, the exciton quantum number x, and the
center-of-mass wave vector K. We restrict our consider-
ations to the exciton ground state (x = 1s) for which the
exciton wave function in the quantum well plane can be
written as39
Ψ1sK(r,R) = e
−iK·RΦ1s(r). (5)
Using polar coordinates for the center-of-mass position
R = R(R,φ) and the relative coordinate r = r(r, ϕ),
respectively, the wave function for the relative motion
Φ1s(r) = Φ1s(r) of the exciton ground state does not
depend on the angle ϕ since an s state is characterized by
vanishing angular momentum. To shorten the notation,
we shall drop the index 1s in the following.
To express the Rashba Hamiltonian in Eq. (3) in terms
of the exciton ground state, it is convenient to first write
it in terms of center-of-mass and relative coordinates as
well. This yields
HR = αR
(
s+(∂−R + ∂
−
r )− s−(∂+R + ∂+r )
)
(6)
4with the partial derivatives
∂±R = e
±iφ( ∂
∂R
± i 1
R
∂
∂φ
)
, (7a)
∂±r = e
±iϕ( ∂
∂r
± i1
r
∂
∂ϕ
)
(7b)
and spin raising and lowering operators s±, respectively.
In second quantization with respect to the states |σK〉,
one then has to compute the corresponding matrix ele-
ments of Eq. (6). It turns out that matrix elements con-
taining a derivative with respect to the relative motion
vanish for the exciton ground state, i.e.
〈σ1K1|∂±r |σ2K2〉 = 0. (8)
To see this, the two terms in Eq. (7b) can be considered
separately. First, the second part of Eq. (7b) containing
the derivative with respect to ϕ vanishes since the exciton
wave function does not depend on ϕ. Second, the matrix
element contains an integral over ϕ, which vanishes due
to the ϕ-dependent phase in Eq. (7b) no matter what the
result of the derivative with respect to r is. For the re-
maining matrix element of the center-of-mass motion, it
is advantageous to switch back to Cartesian coordinates,
where
∂±R =
∂
∂X
± i ∂
∂Y
. (9)
The resulting matrix element can then be straightfor-
wardly evaluated to be
〈σ1K1|∂±R|σ2K2〉 = αR
(− iK1,X ±K1,Y )δK1,K2 (10)
under the condition that Φ1s(r) is normalized with re-
spect to the quantum well area.
Combining Eqs. (8) and (10) with the spin selection
rules enforced by s±, the conduction-band SOI in the
exciton basis becomes
HR = αR
∑
K
(
(−iKX −KY )Y †↑KY↓K
+ (iKX −KY )Y †↓KY↑K
)
(11)
in terms of the creation (annihilation) operator Y †σK
(YσK) of a 1s exciton with spin σ and center-of-mass
wave vector K. Using the Heisenberg equation of motion,
Eq. (11) leads to the typical precession-type dynamics
in an effective spin-orbit magnetic field that depends on
the wave vector14,26,44,47,48. For the exciton spin sK, this
amounts to an additional contribution to the equation of
motion of the form
∂
∂t
∣∣∣∣
SOI
sK = ΩK × sK (12)
with an effective magnetic field in the quantum well plane
given by
ΩK =
αR
~
−KYKX
0
 . (13)
This means that the SOI induces a K-dependent preces-
sion of exciton spins which, provided it is strong enough,
can be expected to lead to a faster spin decay due to
dephasing.
Note that, in bulk semiconductors, one typically dis-
cusses the Dresselhaus SOI in combination with momen-
tum scattering for the spin relaxation, which is known
as the Dyakonov-Perel mechanism49. However, in two
dimensional systems such as quantum wells, the strong
confinement in the z direction reduces the characteris-
tic cubic dependence of the Dresselhaus spin-orbit field
on k to a linear dependence, just like in Eq. (3) but
with a different coupling constant and proportional to
kxσx−kyσy. In contrast to the Rashba interaction, where
αR is tunable via an electric field, the Dresselhaus cou-
pling constant is fixed and depends only on the specific
semiconductor27. As discussed in the previous section,
momentum scattering is present in our model due to the
scattering of excitons at the impurities in the DMS. Thus,
provided that the coupling constants are comparable, a
similar spin decay is expected due to the Rashba and the
Dresselhaus SOI independently. Although including a
Dresselhaus term in our model is straightforward, study-
ing this mechanism is beyond the scope of this paper.
III. NUMERICAL SIMULATIONS
To analyze how SOI in the conduction band can impact
the exciton spin dynamics of hot excitons in DMS quan-
tum wells, we perform numerical simulations for two dif-
ferent materials, namely Zn1−xMnxSe and Cd1−xMnxTe,
for varying doping fractions x and different quantum well
widths. Furthermore, we explore the impact of an exter-
nal magnetic field. We assume an initial distribution of
hot excitons on the 1s parabola that is spin-polarized in
the ↑ state. The distribution is modeled as a Gaussian
with a standard deviation of 1 meV centered at 10 meV
above the bottom of the 1s exciton parabola, which is
similar to what has been observed in experiments for
ZnSe18. The spin moments of the impurity ions are cal-
culated using a fixed temperature of 2 K.
The microscopic parameters used for the simulations
are the same as in Ref. 22. To calculate the SOI prefac-
tor given by Eq. (4), we use a spin-orbit splitting ∆ =
403 meV and a band gap Eg = 2.820 eV for Zn1−xMnxSe,
while ∆ = 949 meV and Eg = 1.606 eV are used for
Cd1−xMnxTe27. Apart from the coupling constants Je0
and Jh0 , which are obtained by considering the change
of the band gap when going over from a completely un-
doped semiconductor to a compound where all group II
atoms have been replaced by Mn21, all other microscopic
parameters are taken directly from experiments. Since
we study DMSs with a relatively small concentration of
doping atoms, the change of the band gap with increasing
doping fraction is disregarded here. In all simulations, a
potential drop Vqw = 100 meV across the quantum well is
assumed. Considering, e.g., a 10-nm-wide DMS quantum
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FIG. 1. Spin dynamics in 5-nm-wide DMS quantum wells
with a doping fraction x = 0.2%. Results are shown for two
different compounds with and without spin-orbit interaction
(SOI) taken into account.
well, we obtain αR ≈ 0.07 meV nm for Zn1−xMnxSe and
αR ≈ 0.36 meV nm for Cd1−xMnxTe, respectively. These
values are realistic compared to what has been reported
in the literature50,51. Note that the Rashba coefficient
is recalculated for simulations where the quantum well
width is varied using the constant value for the potential
drop across the well given above.
Since the SOI has to compete with the rather strong
carrier-impurity exchange interaction in DMSs, effects of
the former can be expected to become particularly rele-
vant for small impurity content where the exchange inter-
action is less significant14. Indeed, Fig. 1 shows that the
SOI can have a substantial impact on the spin dynamics
of hot excitons in 5-nm-wide DMS quantum wells with
0.2% Mn doping. In the case of Cd1−xMnxTe, the cal-
culation including the SOI reveals a substantially faster
spin decay accompanied by an oscillatory behavior on
short time scales compared to the calculation without
SOI, which shows a standard exponential decay. For
Zn1−xMnxSe, the SOI also accelerates the decay but does
not lead to any oscillations. Compared to the previous
compound, its impact is much less pronounced.
Since a Markovian description of the carrier-impurity
exchange interaction results in a rate-type dynamics52, a
monoexponential spin decay is expected on that level of
theory26. Figure 1 reveals that this behavior can change
dramatically when the SOI becomes significant, leading
to a spin decay which is no longer exponential and may
even show oscillations. In fact, a nonexponential decay is
a characterisic feature of the presence of SOI14,47,48. As
noted before, the impact of the SOI on the spin dynamics
is much stronger for Cd1−xMnxTe than for Zn1−xMnxSe
for a given doping fraction and nanostructure. The rea-
son for this is the larger Rashba coupling constant in the
former compound due to its significantly smaller band
gap. A typical time scale for the SOI can be roughly
obtained by τSOI ≈ hαRK¯ , where K¯ is the average ex-
citon wave number. This definition is such that τSOI
0
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FIG. 2. Spin-decay rate in DMS quantum wells with a doping
fraction x = 0.1% as a function of the well width. Results are
shown for two different compounds with and without spin-
orbit interaction (SOI) taken into account.
corresponds to the precession time in the effective mag-
netic field due to the SOI at the fixed wave number K¯.
Using the parameters of Fig. 1 with a value of K¯ cor-
responding to the center of the exciton distribution, we
find τSOI ≈ 12.4 ps and τSOI ≈ 56.4 ps for Cd1−xMnxTe
and Zn1−xMnxSe, respectively, which fits well to the be-
havior of the curves with SOI taken into account and also
confirms that the SOI in Cd1−xMnxTe is about five times
stronger than in Zn1−xMnxSe.
The reason for the accelerated decay of the z compo-
nent of the exciton spin in the presence of SOI is the
K-dependent magnetic field, which causes a precession
whose frequency depends not only on the absolute value
of the wave vector but also on its angle. This causes indi-
vidual spins in an ensemble to dephase and, when looking
at the average spin in the system, leads to a decay26. As
shown in Fig. 1, SOI effects are particularly pronounced
for hot excitons since their distributions spans a wide
range of K vectors with sizable absolute values. This is
in stark contrast to optically excited excitons which are
generated with quasi vanishing wave vectors close to the
exciton resonance, where SOI effects are thus expected
to be much less significant.
Without an external magnetic field and SOI, a sim-
ple K-dependent expression for the spin-decay rate due
to the sd exchange interaction can be derived22. For
the parameters of Fig. 1, one then obtains a correspond-
ing spin relaxation time τsd ≈ 41.0 ps and τsd ≈ 26.0 ps
for Cd1−xMnxTe and Zn1−xMnxSe, respectively, when
the expression is evaluated with the value K¯ used pre-
viously for the SOI. These numbers provide the correct
time scales seen in the spin decay in Fig. 1 without SOI,
although one has to be aware that, since the distribution
of hot excitons extends over a wide K range, the correct
spin relaxation time would have to be obtained by aver-
aging the K dependence of the rate weighted according
to the exciton distribution. In any case, comparing the
time scales of the SOI with those of the exchange interac-
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FIG. 3. Spin-decay rate in 5 -nm-wide DMS quantum wells as
a function of the doping fraction x. Results are shown for two
different compounds with and without spin-orbit interaction
(SOI) taken into account.
tion nicely shows that we are in a regime where spin-orbit
coupling competes with or even dominates the magnetic
scattering.
To find out if such a regime can also be reached in
larger nanostructures, we plot the spin-decay rate as a
function of the quantum well width in Fig. 2 for DMSs
with a doping fraction x = 0.1%. The spin-decay rate is
obtained numerically as the inverse time where the spin
has decayed to 1e with respect to its initial value. If os-
cillations appear in the spin dynamics, the envelope of
a decaying cosine is used for the extraction of the spin
relaxation time so as not to capture the oscillations them-
selves in the spin-decay rate. The same procedure is used
whenever a spin-decay rate is determined in the follow-
ing.
It turns out that the SOI accelerates the spin decay
even for relatively large quantum wells with a width of
20 nm. As found before, this increase is stronger for
Cd1−xMnxTe compared with Zn1−xMnxSe and can be
larger than an order of magnitude for very small quan-
tum wells in the former compound. We find an inverse
dependence of the rate on the quantum well width for
the results with and without SOI, which is the common
tendency in DMSs28,42,53. The inverse dependence on the
width can be directly inferred from the Rashba prefac-
tor given by Eq. (4) as well as the spin-decay rate in the
absence of SOI22.
However, in contrast to the SOI, the time scale of the
exchange interaction is strongly controlled by the amount
of impurities in the sample3,35, suggesting that a domi-
nance of SOI effects should disappear for larger doping
fractions14. Indeed, as shown in Fig. 3, the impact of
the SOI on the spin-decay rate decreases with increas-
ing impurity content. For Zn1−xMnxSe, where Rashba
spin-orbit coupling is rather weak, we find that the ex-
change interaction clearly dominates the exciton spin de-
cay for doping fractions above 0.5%. A similar behavior
was found for the spin dynamics of quasi-free electrons
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FIG. 4. Spin dynamics in a 5-nm-wide Cd1−xMnxTe quantum
well for varying doping fractions x under the influence of SOI.
in the same material14. However, the spin dynamics in
Cd1−xMnxTe remains visibly affected by the SOI even
at doping fractions of a few percent, suggesting that SOI
effects may contribute to the experimentally determined
significant spread of spin relaxation rates for different
samples collected in Ref. 11.
While the results for Zn1−xMnxSe with SOI go
smoothly over to those without SOI, there is a visible
local maximum in the spin-decay rate for small doping
fractions below 1% in Cd1−xMnxTe. There, the rate ob-
tained when the SOI is included first rises with increas-
ing Mn content, then decreases and finally increases once
more. The second increase starting at about 1% doping
stems from the exchange interaction, which is directly
proportional to the number of Mn ions in the sample [cf.
Eqs. (2)] as can be seen from the behavior of the curve
without SOI. In contrast, the initial rise, maximum and
following decrease of the rate is indicative of a qualitative
change in the dynamics. For very small doping fractions
where the SOI completely dominates, the z component
of the spin exhibits a decaying oscillatory behavior (cf.
Fig. 1). This is eliminated with increasing strength of the
exchange interaction as the latter always leads to an ex-
ponential decay without any oscillations. In that sense,
the local maximum observed in Fig. 3 is related to a
change from the oscillatory to the nonoscillatory regime
that takes place for small doping fractions.
To corroborate this interpretation, we show the exci-
ton spin dynamics in a 5-nm-wide Cd1−xMnxTe quantum
well under the influence of SOI for small doping fractions
in Fig. 4. While below doping fractions of about 0.3%
pronounced oscillations can be observed, they disappear
entirely above that threshold and the dynamics becomes
exponential. As stated before, the appearance of oscilla-
tions in the spin dynamics is a tell-tale sign of spin-orbit
effects, so that we find indeed that the spin dynamics
is dominated by SOI at very small doping fractions and
a regime change occurs when the doping increases. The
value of the threshold deduced from Fig. 4 also nicely fits
to the position of the local maximum in Fig. 3. In con-
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FIG. 5. Spin-decay rate in 5 -nm-wide DMS quantum wells
with a doping fraction x = 0.1% as a function of the applied
external magnetic field. Results are shown for two differ-
ent compounds with and without spin-orbit interaction (SOI)
taken into account.
trast, the spin dynamics in Zn1−xMnxSe never reaches
the point where it is dominated by SOI so that oscilla-
tions appear, not even at the smallest doping fractions
considered here (cf. Fig. 1).
Since our results reveal a strong impact of SOI on the
spin dynamics for a range of parameters, the question
arises if its effects can be mitigated or even entirely re-
moved. It turns out that this can be achieved by applying
an external magnetic field, as shown in Fig. 5. Choos-
ing parameters where spin-orbit coupling was found to be
most pronounced, i.e., small well widths and small doping
fractions, the increased spin-decay rate due to the SOI
quickly drops to the rate without SOI when an external
magnetic field is applied. When the field reaches approx-
imately 50 mT in the case of Zn1−xMnxSe and 300 mT
in the case of Cd1−xMnxTe, any increase due to the SOI
has almost entirely disappeared. Thus, unwanted SOI
effects can be easily suppressed by applying a relatively
moderate magnetic field.
The reason why small external magnetic fields are al-
ready sufficient to inhibit the SOI is the giant Zeeman
splitting in DMSs2–4, which enhances the local magnetic
field experienced by the carriers. Since the giant Zeeman
splitting is so large in these structures, it quickly be-
comes the dominant contribution with increasing mag-
nitude of the applied field so that, in comparison, the
effective magnetic field due to the SOI becomes less and
less significant. This is also the reason why the impact
of SOI on the spin dynamics of hot excitons has, to the
best of our knowledge, not been observed in experiments
so far as most of the experimental data available for the
spin dynamics of hot excitons in DMS nanostructures
has been obtained in finite magnetic fields19,54,55. On
the other hand, studies performed without magnetic field
have been focused so far typically on the exciton thermal-
ization dynamics and did not probe the spin17,18,32.
IV. CONCLUSION
We have derived and implemented Rashba spin-orbit
coupling for excitons in DMS quantum wells to investi-
gate its impact on the spin dynamics of hot excitons in
these materials. The hot excitons are modeled using an
initial distribution of excitons on the 1s parabola that
is chosen according to measurements performed in ZnSe
quantum wells after optical excitation above the band
gap and subsequent LO-phonon relaxation18. Numeri-
cal simulations have been performed for two compounds,
namely Zn1−xMnxSe and Cd1−xMnxTe, for which spin-
decay rates were extracted and compared.
It is found that the SOI is particularly pronounced
for small doping fractions and narrow quantum wells,
where it leads to a sizable increase of the spin-decay rate
compared with simulations not accounting for spin-orbit
coupling. The faster spin decay observed in the simula-
tions is a consequence of dephasing in the wave-vector de-
pendent effective magnetic field provided by the SOI. In
Cd1−xMnxTe quantum wells, where the SOI is especially
strong due to the relatively small band gap and high spin-
orbit splitting, SOI effects even cause visible oscillations
in the spin dynamics for small doping fractions which
disappear when the impurity content increases. The ap-
pearance of a local maximum in the spin-decay rate as a
function of the doping fraction is indicative of this quali-
tative change from a decaying oscillatory to an exponen-
tially decaying dynamics. In the bulk limit as well as for
samples with higher impurity content, our results sug-
gest that SOI effects are either completely suppressed or
at least strongly reduced, which is in line with previous
works14.
Finally, we have shown that the influence of SOI on
the spin dynamics in DMSs can be overcome by applying
a moderate external magnetic field. Due to the strength
of the giant Zeeman effect in these materials, the ex-
change interaction quickly becomes the dominant spin-
decay mechanism as soon as the magnetic field passed
a threshold determined by the specific material. Exper-
imentally, applying a small magnetic field may thus be
used to mitigate unwanted spin-orbit contributions.
V. ACKNOWLEDGEMENTS
We gratefully acknowledge the financial support of the
Deutsche Forschungsgemeinschaft (DFG) through Grant
No. AX17/10-1.
APPENDIX: ANALYTICAL SOLUTION FOR
THE EXCITON FORM FACTORS
The wave-vector dependent exciton form factors can
be calculated via the relation22
F η2K1K2η11s1s = f
K1K2
η11s1s
(
f K1K2η21s1s
)∗
(14)
8with
f K1K2η1s1s = 2pi
∫ ∞
0
dr rφ21s(r)J0
(
ηr|K1 −K2|
)
, (15)
where η is either the ratio between the hh or the electron
mass and the exciton mass. A common ansatz for a trial
exciton wave function is given by39,42
φ1s(r) =
β1s√
2pi
e−
1
2β1sr (16)
with a free parameter β1s that is typically determined
using a variational approach. Here, we use β1s as a fitting
parameter which is chosen such that an optimal fit to the
numerical solution of the exciton problem is obtained,
whereas the exciton problem itself is solved in real space
using a finite-difference method. Substituting Eq. (16)
into Eq. (15) allows one to evaluate the appearing integral
analytically, which yields
f K1K2η1s1s =
1(
1 +
(η|K1−K2|
β1s
)2) 32 . (17)
Finally, inserting this into Eq. (14), we obtain a closed
expression for the exciton form factor that only depends
on β1s.
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