Application of classical model selection methods such as Akaike's information criterion AIC becomes problematic when observations are missing. In this paper we propose some variations on the AIC, which are applicable to missing covariate problems. The method is directly based on the EM algorithm and is readily available for EM-based estimation methods, without much additional computational efforts. The missing data-AIC criteria are formally derived and shown to work in a simulation study and by application to data on diabetic retinopathy.
the class of generalized linear models.
There are connections of our proposed method to the model selection criterion of Cavanaugh and Shumway (1998) , though it differs from that in several aspects. First, we do not make the strong assumption that the likelihood model has to be correctly specified. Instead, our derivation makes use of "best approximating" parameter values, which are defined as the best approximations in Kullback-Leibler sense between a true (and unknown) data generating mechanism, and the likelihood model used in practice. Second, instead of using the "plain" EM algorithm, we use the methods of weights as in Ibrahim et al. (1999a,b) .
Third, while their application treats missing response data, we explicitly work in a regression setting with missing covariate data. Shimodaira (1994) proposed the predictive divergence for indirect observation models (PDIO), which differs from the proposal by Cavanaugh and Shumway (1998) in that it uses the likelihood of the incomplete data as the goodness of fit part of the criterion.
A different approach is developed by Hens et al. (2006) who consider weighting the complete cases by their inverse selection probabilities, following the idea of the HorvitzThompson estimator. A drawback of this method is that it requires estimation of the selection probabilities, which can be done either parametrically, or nonparametrically, the latter which requires yet additional smoothing parameters to be determined. Moreover, the model selection part is distinct from the estimation part of the model. Our goal in this paper is to directly use the quantities available in the estimation procedure, in particular the EM algorithm, to get information on the model fitting aspect. One version of our new AIC also takes the complexity in modelling the missingness mechanism into account. Small sample corrections are proposed as well.
The paper proceeds as follows. In Section 2 we define notation and state assumptions.
Guided by results on Kullback-Leibler distances in Section 3, the proposed criteria are defined in Section 4. Section 5 presents the results of a simulation study and data application. Some concluding remarks are in Section 6.
Assumptions and notation
Throughout the paper we use the following assumptions and notation. Some of the explanatory variables X 1i , . . . , X pi contain missing observations, while the response variable Y i is fully observed. The vectors (Y i , X 1i , . . . , X pi ) for i = 1, . . . , n are independent. Let Y denote the vector of response values of length n, and X the corresponding design matrix of regression variables, of dimension n×p. This matrix is partitioned in two parts, X = (X obs , X mis ), where X obs contains in its columns those variables X j = (X j1 , . . . , X jn ) that are completely observed for all subjects i = 1, . . . , n. The matrix X mis represents the variables X k of which for at least one i, a value X ki is not observed.
The proposed model selection method is likelihood based. The data are modeled by means of a parametric class of likelihood functions. Denote by f θ = f (Y , X; θ) the modeled density function for the complete data (Y , X), that is, including the variables which are only partly observed, where θ is the unknown parameter vector. Further, f (Y , X obs ; θ) is the density function for the subset of completely observed data (Y , X obs ). When the observations are independent, as we assume here, the full n-dimensional likelihood function is equal to the product of n one-dimensional likelihood functions
The joint distribution of (Y i , X i ) is modelled by specifying the conditional distribution of (Y i |X i ) and the marginal distribution of (X i ). In this way the model is described as
where θ = (β, α), and where the parameters α and β are distinct. One common example to describe the distribution of Y i given X i is the class of generalized linear models where the response random variable belongs to the exponential family. For the data set, for example, we use the logistic regression model. Since in the data set the two variables with missing observations are continuous, we use a bivariate normal model to regress these two variables on the remaining variables. In our discussion we assume that the missing data are "missing at random" (MAR), as defined by Little and Rubin (2002) , which means that the missingness mechanism depends only on the observed values. Considering both the MAR assumption and the distinctness of the parameters, the missingness mechanism is ignorable and it is not necessary to model it. The estimation of the model proceeds using a weighting method as proposed by Ibrahim (1990) . In presence of missing observations the EM algorithm is particularly suitable. The E-step concerns the estimation of the expectation of f θ = f (Y , X; θ). The relevant quantity Q that is further maximized in the M-step, is defined as
where
).
A Monte Carlo EM algorithm is used for the evaluation of Q, using the Gibbs sampler along with the adaptive rejection algorithm of Gilks and Wild (1992) , in order to sample from (x mis,i |x obs,i , y i ; θ (k) ). Because of the factorization in (1), the function Q i can be written as
The separation in two parts plays a crucial role in the derivation of the model selection criterion and in its interpretation.
3 The Kullback-Leibler distance and the Q function Akaike's (1973) information criterion originates as an approximation to the expected Kullback-
Leibler distance between the true data generating density g and the model density f θ that is used for estimating parameters by means of maximum likelihood. For a derivation for the case of completely observed data, see for example Burnham and Anderson (2002) . In the derivation we assume there to exist a true likelihood function g(Y , X) for the complete data, which is, however, not needed to be known in practice.
The Kullback-Leibler divergence is defined as follows:
where, unless mentioned otherwise, the expectation is with respect to the true density.
Originally, an estimator θ is obtained by maximum likelihood, and the least false parameter value θ 0 , also called the best approximating parameter value, is this value of θ for which KL(g, f θ ) is as small as possible. Or equivalently, for which E g {log f (Y , X; θ)} is as large as possible.
In this setting of missing covariate data, the density f θ can not be evaluated at Y , X.
Instead we obtain an estimator by means of a Monte Carlo EM algorithm. The method of weights arrives at a weighted log density function in the E-step of the algorithm. Let θ be the maximizer found by this algorithm. Referring to the function Q in (3), the least false parameter value in this situation is that value θ 0 for which E g {Q(θ 0 |θ 0 )} = 0, wherė
Q. The estimator θ solves the equationQ( θ| θ) = 0.
The method of weights assigns weights to the log likelihood function, and then integrates over the missing covariates. The weights are defined via the density function (or probability mass function for categorial covariates) of the covariates with missing observations, given the observed data. The "adjusted" likelihood function is hence defined asf θ (y, x) = exp Q(θ|θ),
When using the integrated weighted log likelihood function instead of log f θ , the relevant Kullback-Leibler distance to minimize is
Since the first term does not depend on θ, we can focus on the second term only. At the estimated parameter value, the relevant quantity to work with is
Since θ = θ(Y , X obs ), its expected value is equal to 
An outline of the proof is placed in the appendix.
4 The model selection criteria
A model-robust criterion for data with missing covariates
Since K n is overestimating K n , we maximise a bias-corrected version of K n . In the spirit of Takeuchi's (1976) information criterion, we define the model robust criterion TIC for missing covariate values as
The model with the largest value of TIC is chosen. This criterion consists of two parts.
The first part is the "goodness-of-fit" term, whereas the second one is the "penalty" term, representing twice the effective number of parameters in the model. The criterion is called model-robust since it allows for the possibility that the model used is not the correct one, as reflected by the use of estimators for the matrices I and J, which are equal in case the model is correct.
The estimation of the penalty term is straightforward to compute; theQ( θ| θ) is a k × 1 gradient, while theQ( θ| θ) is a k × k block matrix of the second derivatives, due to the distinctness of the parameters β and α.
For this paper it is not our concern to provide accurate estimators of the information matrices I and J, the expressions above are mainly used to provide information on the effective number of parameters in the model. The proposed version of TIC is applicable in a wide range of missing data models. If the information matrices are to be used to obtain more precise variance estimators, one could take the properties of the specific EM algorithm into account. Different types of EM algorithms might require different final variance formulae (see, for example, Louis, 1982; Meng and Rubin, 1991; Nielsen, 2000) .
AIC for data with missing covariates
It is important to point out that if the model f θ is in fact the correct one, that is, f θ = g, then the matrices I and J are equal, and the penalty in the expression of the TIC reduces to the number of parameters in the model. This simplification can be applied regardless of whether the model holds or not, leading to a version of Akaike's (1973) information criterion suitable for use with missing covariate information.
We wish to stress that both criteria AIC and TIC use the 'full' function Q, including the part on the regression relationship between the response Y and the covariates X j , as well as the part where is taken care of the missingness, leading to Q
i . Because of this second component, the AIC and TIC are not directly comparable to their counterparts in models where all variables are observed. This leads to a problem when comparing models where some of the models contain only variables that are completely observed, while other models contain variables with some observations missing. Therefore, if interest is in modeling the regression structure between Y and the covariates X 1 , . . . , X p , we restrict to that part of the Q function dealing with modeling f θ only. In this case the criterion reads
The value of this criterion is directly comparable to the classical AIC of Akaike (1973) in case there are no missing observations. This is important to compare AIC values across different models. For models S not containing any of the incompletely observed variables in X obs , we compute the classical For TIC, a similar reduced version (denoted TIC 1 ) is defined using Q
and contains as the penalty term the trace of the upper left submatrix of dimension length(β) × length(β)
The criterion AIC, which is built with the full function Q, also takes the complexity of the missingness modeling into account. More complex models f (X; α) (with a higher dimensional α) will get a heavier punishment. This criterion is interesting to compare different models for f (X; α), which otherwise mainly is done via sensitivity studies or based on heuristical arguments. The "full" AIC and TIC are particularly useful for this purpose, much more than using them for variable selection. In the simulation study and example we have used a bivariate normal model for the distribution of the pair of covariates (of which missing records were reported). Alternatively, if it were expected that the tails of the distribution were heavier than expected under normality, we could have used, for example, a bivariate t-distribution (see, for example, Kotz and Nadarajah, 2004 , for an extensive overview of this distribution). Such a t-distribution is often used for robustness reasons, to take possible outlying observations into account. Liu (1995) and Liu and Rubin (1995) used this distribution in the context of missing data imputation. To decide on which one fits the data best, either the bivariate normal distribution or the bivariate t-distribution, either criterion AIC or TIC (or their small sample variants) could be applied, the model with the best such value would be considered best for the data at hand. Hurvich and Tsai (1989) proposed a small sample adjustment to the AIC which has been shown to better approximate the Kullback-Leibler distance for linear regression and autoregressive time series models. In a general likelihood setting, a similar adjustment to the penalty term can be performed. For AIC 1 this gives
Small sample adjustments
( β| θ) − 2 length(β)n n − length(β) − 1 , while the penalty for the full modeling comparison with AIC C uses length(θ) instead of length(β). For the TIC versions we replace the length of the parameter vector by an appropriate trace formula, that is, for the full version
with a similar adjustment for TIC 1,C .
Applications

Simulation study
To examine the validity of the proposed model selection criteria, we performed a simulation study based on a logistic regression model. We consider different simulation settings, related with different sample sizes and different percentages of missingness. The model that we use to simulate data from is given by
with
The vector of covariates for the ith observation is given by
The true values chosen for the coefficients are β = (1, 1, 0, 0, −1).
The covariates are generated independently from a standard normal distribution. Only (x i1 , x i2 ) contain missing observations; the missingness in both variables is introduced by generating two sets of Bernoulli random variables with probability of success equal to the chosen percentage of missingness. This scenario is the same for all the different simulation settings used. Two different sample sizes, n = 50 and n = 100, are considered and for each of them three different percentages of missingness are used, (5%, 5%), (10%, 5%) and (15%, 15%). For each setting we run N = 300 simulations. The method developed by Ibrahim (1990) uses the Monte Carlo EM algorithm for computing the parameter estimates and the Gibbs sampler along with the adaptive rejection algorithm of Gilks and Wild (1992) in order to get sample from (x mis,i |x obs,i , y i ; θ
), which is valid because of the log concavity of the conditional distribution of Y given X within the exponential family. This leads to the Q function, the gradientQ and the HessianQ. In particular, when the ith observation is not completely observed, a sample z i1 , . . . , z im of size m is taken from the distribution of (x mis,i |x obs,i , y i ; θ (k) ); each z ij depends on the iteration number. The E-step for the ith observation at the (k + 1)th iteration is
It is straightforward to compute the first and the second derivatives of log f (z ik , x obs,i , y i ; θ).
A bivariate normal regression model is used for the variables (x 1 , x 2 ) that contain missing observations, For each setting we compared six different model search strategies. Since we focus on the regression part of the model, we use the restricted versions of the criteria, only using Q
.
(1) the TIC 1 of (5) In Table 1 we display the results of the simulations, where the numbers indicate the percentage of times that a model has been selected; in particular the selection is sorted according to three cases. The first case (C) concerns the correct model; the second case represents the overfitted models (O), which contain more parameters than strictly necessary; the third case represents the underfitted models (U), which do not contain at least one of the true parameters. The first and the second classification can be considered as correct models.
Several observations can be made from the results summarized in Table 1 . We first consider the AIC 1 based on the subset of complete cases only. For the setting with the smallest sample size it is clear that it does not work properly, it has the smallest number of correctly selected models. For the larger sample size, this observation is still valid but with a smaller difference with respect to the other criteria. Amongst the AIC methods, for the largest percentages of missingness, the AIC based on the subset of complete cases only again has the smallest percentage of exactly correct models. For all cases it holds that for the subset of complete cases, the sum of the percentages that a correct or overfit model is selected, is the lowest.
For the same setting of percentages of missingness the total number of correct models chosen by all criteria is increasing when the sample size changes from n = 50 to n = 100 and this aspect is present both in the selection of the correct model and in the selection of the overfitted models; moreover this is valid for all six criteria analyzed.
When the probability of missingness in the covariates increases, the criteria perform in different ways, in particular the selection of the correct model decreases and this is due to the difficulty of correcting for the missingness.
From the column of correctly selected models we observe that the TIC 1 performs slightly better than all other criteria, for all the settings. The TIC underfits to a lesser degree than the other criteria, though as a consequence, there is more overfitting. The TIC 1 is least likely to miss important variables in the selected model. The penalty term in the TIC 1 formula gives on average a smaller value than just counting the number of parameters (results not shown). This difference becomes slightly larger when the percentage of missingness increases and becomes slightly smaller when the sample size increases.
The effect of the small sample adjustment is also clearly observed. For all settings, comparing TIC 1 to TIC 1,C and AIC 1 to AIC 1,C shows that the small sample adjusted criteria have a larger proportion of correctly specified models, and at the same time a smaller proportion of overfit models. For the smaller sample size the proportion of underfit models is increased for the corrected criteria, though this effect is not, or in a much lesser extend, present for the larger sample size.
Data application
The dataset considered for discussion is from the Wisconsin Epidemiologic Study of Diabetic Retinopathy (Klein et al., 1984) . It provides information to study diabetic retinopathy as a function of several measurements. The full set of data consists of patient information for 484
women and 512 men. The data are modelled by means of a logistic regression model, the full model takes the
Our goal is to perform variable selection in the logistic regression model, including all cases.
That is, we do not wish to remove the cases with missing values. The model for the joint covariate distribution of x 1 , x 4 is given by
with v i = (x 2 , x 3 , x 5 , x 6 , x 7 ). Since both variables are continuous, (
, t = 1, 2 and Σ an arbitrary covariance matrix. Fitting the full model, including all the variables, it shows that the following variables are significant at the 5% level: age of the patient, the duration of diabetes, the percentage of glycosylated hemoglobin and gender, with the last three highly significant; for further discuss we refer to Klein et al. (1984) . We wish to possibly reduce the number of variables using model selection criteria and choosing that model among those that optimizes the criteria. With p potential covariates, there are 2 p possible models that can be considered; in our case the total number of all possible submodels amounts to 2 7 = 128. We carry out the estimation of all the possible models and we compare the results of the AIC 1 and the TIC 1 (both taking care of the missing observations), and the AIC for the complete cases only that ignores the missingness. Tables 2 and 3 show for each criterion the ten best models. The tables contains the value of the criterion for each of those models, together with the Q (1) function and the penalty term. Since the models selected by AIC 1 and AIC 1,C happened to be the same, only the value of AIC 1 is presented. The value of AIC 1,C can be computed from the given results.
The best model for all the criteria is the one that includes all the significant variables in the full model, x 2 , x 3 , x 4 and x 5 . The three highly significant variables are always present in all the models displayed. While also the second best model is agreed upon by all criteria, the TIC 1 and TIC 1,C differ in their model choice from model three onwards. For model three, the TIC 1 's add variable x 6 , the indicator for insulin protein, while the AIC 1 's add variable x 1 , the intraocular pressure. The difference between the TIC 1 and AIC 1 selected models is due to the penalty term used for calculating the criteria, since the Q
function is the same.
Because of the large sample size, the corrected TIC 1,C and the corrected AIC 1,C do not give much different results in the model selection as compared to the TIC 1 and AIC 1 . For TIC 1
and TIC 1,C only the model orders of models 4 and 5 are switched. Indeed, the penalty terms are very close for the corrected and uncorrected criteria due to the large sample size. In contrast to the simulation study, the penalty term in the TIC 1 criteria is here slightly larger than the exact number of parameters.
Discussion
We introduced new criteria for model selection in presence of missing data, through the utilization of the EM algorithm and the weighting method of Ibrahim (1990) . The new criteria are immediately obtained from the EM algorithm and can be directly compared to the AIC and TIC in case no observations are missing. We wish to stress their ease of computation and interpretation. The validity of the criteria is investigated in a simulation study and through data analysis. The results have confirmed the good performance of the criteria, in particular their efficiency to deal with the missingness. Ignoring the missing cases does not work well for model selection.
While we in this paper focussed on missing covariate data with an ignorable missingness mechanism, future work will extend these results to include missing response data and nonignorable missingness schemes. 
