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Abstract
In this article we are interested in the asymptotic behaviour of the solution of a wave
propagation problem in a domain including a thin slot. Some rate of convergences
are obtained and illustrated by numerical results.
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1 Introduction and position of the problem
The analysis of the propagation of waves in media including thin slots poses,
as for any PDE problem involving a small scale (here the width of the slot),
some difficulties from the numerical point of view and raises exciting related
mathematical questions. Moreover, this kind of problem appears in a lot of
applications in acoustics and electromagnetism and has already generated an
abundant literature in the engineering community.
In [1], we studied the case of the 2D time harmonic wave equation with
Neumann boundary conditions (which is physically relevant in acoustics and
electromagnetism) and investigated the question of building an approximate
model, in view of its numerical discretization, consisting of coupling a 1D
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model for the slot to a 2D model for the rest of the domain of propagation.
We proposed a coupling strategy that we analyzed in detail in the case of a
semi-infinite straight slot. The basic ingredient of the analysis is of course the
study of the asymptotic behaviour of the solution when the width ε of the slot
tends to 0. The analysis of the same question for a finite slot, that we wish
to investigate in this paper, appears to be more delicate. One has in partic-
ular to face the question of resonant frequencies (or equivalently critical slot
lengthes), a phenomenon which is already known by engineers [2] and that we
propose to analyze from both analytical and numerical points of view.
Let us first present our model problem and begin by the description of the
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Fig. 1. Geometry of the propagation
domain with the slot
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Fig. 2. Geometry of the propagation
domain without the slot
geometry of the problem. We assume that we are in 2D (x = (x, y) will denote
the current point of R2) and that the domain of propagation Ωε is given by
(with L > 0 and 0 < ε < H):
Ωε = Ω ∪ Oε, Ω = R2 \B, (1)
B = [0, L] × [−H,H ], (a rectangle) (2)
Oε =]0, L[×]0, ε[, (a straight finite slot) (3)
We shall call “end points” of the slot the two points A− = (a−, b−) ≡ (0, 0)
and A+ = (a+, b+) ≡ (L, 0) and denote A the middle of [A−,A+].
We assume that a time harmonic wave of pulsation ω > 0 (c = 1) is emitted
by a source term f with compact support F included inside the open set Ω:



Find uε ∈ H1(Ωε) outgoing such that:
−∆uε − ω2 uε = f, in Ωε,
∂uε
∂n
= 0, on ∂Ωε.
(4)
It is classical and useful to reduce the problem to a bounded domain thanks to
a transparent boundary condition on the circle ΓR = {x ∈ Ω / |x−A| = R},
2
where the radius R > 0 is large enough so that the obstacle and the support F
of f are contained in ΩR := {x ∈ Ω / |x−A| < R}. A Dirichlet to Neumann
transparent boundary condition can be put on ΓR as:
∂uε
∂n
+ TR u
ε = 0, on ΓR, (5)
where the operator TR from H
1
2 (ΓR) to H
−
1
2 (ΓR) is given by:



TRu =
+∞∑
n=−∞
µRn (ω) u
R
n ψ
R
n ,
uRn =
2π∫
0
u(R, θ) ψRn (θ) R dθ, ψ
R
n (θ) =
√
1/(2πR) exp inθ,
µRn (ω) = −ω
(H
(1)
|n| )
′(ωR)
H
(1)
|n| (ωR)
, Re
(
µRn (ω)
)
> 0 and Im
(
µRn (ω)
)
6 0.
(6)
In this paper, we are interested in the behaviour of the solution uε when the
width ε tends to 0. Intuition suggests that uε should converge to the solution
u0 of the “slotless” problem:



Find u0 ∈ H1(Ω) outgoing such that:
−∆u0 − ω2 u0 = f, in Ω,
∂u0
∂n
= 0, on ∂Ω.
(7)
This is what we proved in [1] in the case of the semi-infinite slot (i. e. L = +∞),
where we proved moreover that
uε − u0 = O(ε), in L2loc. (8)
In the case of the finite slot, we shall see that such an estimate is correct
except for a set of exceptional frequencies ω, called resonant frequencies, cor-
responding to:
ωL = ℓπ, ℓ ∈ N∗, (9)
for which the convergence is much slower. More precisely:
uε − u0 = O( 1|Logε|), in L
2
loc. (10)
3
Inside the slot, the solution remains bounded for non resonant frequencies but
blows up for resonant frequencies.
The outline of the rest of the paper is as follows. In section 2, we investigate
the case of non resonant frequencies and prove, in this case, the convergence of
uε to u0. In section 3, we investigate the case of resonant frequencies through
numerical results. Our results suggest that the solution uε slowly converges
outside the slot to the limit u0 -see equation (10)- and blows up inside the slot.
Finally, in section 4, we give a formal analysis of these observations, using the
technique of matched asymptotic expansions.
2 The case of non resonant frequencies: mathematical analysis
The aim of this section is to prove the following theorem, which formulates in
a precise way one of the assertions in the introduction. Note that estimates
(11) can be shown to be generically optimal as in [1]. We conjecture that the
constant C blows up as 1/d(ω) where d(ω) denotes the distance to the set of
resonant frequencies.
Theorem 1 For all ω, L, such that (9) does not hold and for all R in R∗,+
and for any F closed subset of Ω there exists C ∈ R and ε0 > 0 such that for
all 0 < ε < ε0 and f ∈ L2(Ω) with support included in F , we have:



‖uε − u0‖H1(ΩR) 6 C(ω, L,R, F ) ε
√
| log ε| ‖f‖L2(Ω),
‖uε − u0‖L2(ΩR) 6 C(ω, L,R, F ) ε ‖f‖L2(Ω).
(11)
and
‖uε‖L2(Oε) 6 C(ω, L, F )
√
ε ‖f‖L2(Ω). (12)
2.1 Reformulation of the problem (4) in the domain ΩR.
Preliminary material. We first recall precise trace theorems on:
Σε = Σ
−
ε ∪ Σ+ε , Σ−ε = {0}×]0; ε[, Σ+ε = {0}×]0; ε[. (13)
In what follows, we shall often identify Σ−ε and Σ
+
ε to the segment ]0; ε[.
We introduce ((wεn))n∈N, the orthogonal basis of H
s(]0; ε[) for s ∈ [0; 3
2
[:
wε0(y) =
√
1/ε and wεn(y) =
√
2/ε cos
nπy
ε
, ∀n ∈ N∗. (14)
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For all u in L2(Σε), we denote by u
ε
n ∈ C2 the vector of the coefficients (in
this basis) of the respective restrictions of u to Σ−ε and Σ
+
ε :
uεn =
( ∫
Σ−ε
u wεn dσ,
∫
Σ+ε
u wεn dσ
)t
(15)
that allows us to characterize the spaces Hs(Σε) for 0 6 s <
3
2
:
u ∈ Hs(Σε) ⇐⇒ ‖u‖2Hs(Σε) =
+∞∑
n=0
(
1 + π2n2/ε2
)s |uεn|2 < +∞ (16)
The dual space (Hs(Σε))
∗ can be defined analogously if one replaces the inte-
grals by duality brackets in (15) . We shall also use the following semi-norm
in Hs(Σε):
‖u‖2Hs
∗
(Σε) =
+∞∑
n=1
(
1 + π2n2/ε2
)s |uεn|2. (17)
From now on, we shall often denote by u the trace on Σε of a function u ∈
H1loc(Ω) and by u
ε
n the vectors of its generalized Fourier coefficients (see (15)).
One can easily adapt the proof of [1] to obtain the following results.
Lemma 2 For any neighborhood V of A− and A+, for s ∈ R+, there exists
C(s) ∈ R and ε0 > 0 such that for all u ∈ H1+s(Ω ∩ V ) and ε ∈]0; ε0]:



‖u‖
H
1/2
∗
(Σε)
6 C(s) εs ‖u‖H1+s(Ω∩V ), if 0 6 s < 1,
‖u‖
H
1/2
∗
(Σε)
6 C(s) ε
√
| log ε| ‖u‖H1+s(Ω∩V ), if s = 1,
‖u‖
H
1/2
∗
(Σε)
6 C(s) ε ‖u‖H1+s(Ω∩V ), if s > 1.
(18)
Moreover, for all u ∈ H
1
2
+s(Ω ∩ V ) and ε ∈]0; ε0]:



|uε0| 6 C(s) εs ‖u‖H 12+s(Ω∩V ), if 0 < s <
1
2
,
|uε0| 6 C(s)
√
ε | log ε| ‖u‖
H
1
2
+s(Ω∩V )
, if s = 1
2
,
|uε0| 6 C(s)
√
ε ‖u‖
H
1
2
+s(Ω∩V )
, if s > 1
2
.
(19)
Reduction to ΩR. Our objective in this section is now to characterize the
restriction of uε to ΩR (a domain independent of ε) thanks to DtN maps on
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Σ−ε and Σ
+
ε . To be able to define these operators, we need to solve the interior
problem inside Oε:



−∆uε − ω2 uε = 0, in Oε,
∂uε
∂y
= 0, if y = 0 or ε,
(20)
completed by given Dirichlet data on Σ−ε and Σ
+
ε . Such a problem is well posed
if and only if ω2 is not in the spectrum of the operator −∆ with domain:
D(−∆) =
{
u ∈ H1(Oε)
/
∆u ∈ L2(Oε), u = 0 on Σε,
∂u
∂n
= 0 if y = 0 or ε
}
,
that is to say: ω2 6=
{
n2π2/ε2 + p2π2/L2
/
n ∈ N and p ∈ N∗
}
. (21)
If we assume that the slot is not resonant, i.e. that ωL is not a multiple of π
- see equation (9) -, it is clear that the condition (21) is satisfied for ε small
enough. Then one can define the Dirichlet to Neumann-map (the normal n is
exterior with respect to Ω)
T ε(ω, L) : u|Σε 7→ −
∂uε
∂n
|Σε.
This operator is continuous from H
1
2 (Σε) to H
−
1
2 (Σε) and can be computed
explicitly:
T ε(ω, L) : u 7−→ g ⇐⇒ gεn = Mεn(ω, L) uεn, (22)
where the matrices Mεn(ω, L) are defined by (note that sinωL 6= 0):
Mε0 (ω, L) =
ω
sinωL


cosωL −1
−1 cosωL

 , (23)
and, for all strictly positive n, setting ξεn(ω) =
√
π2n2/ε2 − ω2 > 0:
Mεn(ω, L) =
ξεn(ω)
sinh ξεn(ω)L


cosh ξεn(ω)L −1
−1 cosh ξεn(ω)L

 , ∀n ∈ N∗. (24)
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It is easy to see that these matrices have the following properties (u · v and
|u| denote respectively the usual inner product and associated norm in C2):



(M ε0 (ω,L)u) · u ∈ R, (M ε0 (ω,L)u) · v 6
2ω
sinωL
|u| |v|,
(M εn(ω,L)u) · u ∈ R+, (M εn(ω,L)u) · v 6
2 ξεn(ω)
tanh ξεn(ω)L
|u| |v|.
(25)
By construction, the restriction of uε to Ω is characterized by the transparent
condition on Σε:
∂uε
∂n
∣∣∣∣∣
Σε
+ T ε(ω, L) uε|
Σε
= 0. (26)
Equivalently, the restriction of uε to ΩR is characterized as the unique solution
of the problem (ϕf ∈ H1(ΩR) is defined by (ϕf , v)H1(ΩR) = (f, v)2L(ΩR) for any
v ∈ H1(ΩR))
Find uε ∈ H1(ΩR) such that : AR uε + Bε0 uε + Rε uε = ϕf , (27)
where the operators AR, B
ε
0 and R
ε, H1(ΩR) → H1(ΩR), are defined, using
the Riesz theorem, by :



(ARu; v)H1(ΩR) =
∫
ΩR
(∇u ∇v − ω2 u v) +
+∞∑
n=−∞
µRn (ω) u
R
n v
R
N ,
(Bε0u; v)H1(ΩR) = M
ε
0 u
ε
0 v
ε
0, (R
εu; v)H1(ΩR) =
+∞∑
n=−∞
Mεn u
ε
n v
ε
n.
(28)
In the same way, u0 ∈ H1(ΩR) is the unique solution of : AR u0 = ϕf . (29)
2.2 Convergence of uε to u0.
We only prove the H1-error estimate of (11). The L2-error estimate is shown
by a duality argument as in [1]. From (27) and (29), we deduce:
(AR + B
ε
0 + R
ε)(uε − u0) = −
(
Bε0 + R
ε
)
u0. (30)
The conclusion follows from the two following lemmas and from (the operator
norms below are norms in L(H1(ΩR))):
‖uε − u0‖ 6
∥∥∥(AR + Bε0 + R
ε)−1
∥∥∥
(∥∥∥Bε0u
0
∥∥∥ +
∥∥∥Rεu0
∥∥∥
)
. (31)
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Lemma 3 If the condition (9) is not satisfied, there exists ε0(ω,R, L) strictly
positive and C(ω,R, L) real such that for all 0 < ε < ε0:
∥∥∥(AR +Bε0 +R
ε)−1
∥∥∥
L(H1(ΩR))
6 C(ω,R, L). (32)
Lemma 4 If the condition (9) is not satisfied, there exists ε0(ω,R, L, F ) strict-
ly positive and C(ω,R, L, F ) real such that for all 0 < ε < ε0:



‖Bε0 u0‖H1(ΩR) 6 C(ω,R, L, F ) ε
√
| log ε| ‖f‖L2(Ω),
‖Rε u0‖H1(ΩR) 6 C(ω,R, L, F ) ε ‖f‖L2(Ω).
(33)
Proof of lemma 3. We make a proof by contradiction. If (32) were false,
there would exist a sequence vε ∈ H1(ΩR), ε→ 0, such that:
‖vε‖H1(ΩR) = 1 and ϕε = (AR +Bε0 +Rε)vε → 0, in H1(ΩR). (34)
By compactness, let us extract from vε a subsequence (still denoted vε) with
ε→ 0 such that:
vε → v0 weakly in H1(ΩR) and strongly in L2(ΩR). (35)
For any v ∈ H1(ΩR), one has:
(ϕε; v)H1(ΩR) = (AR v
ε; v) + big(Bε0 v
ε; v) + (Rε vε; v). (36)
Let us introduce the subspace H100(ΩR) of H
1(ΩR) made of functions vanishing
in a neighborhood V of A− and A+ (v = 0 in V ∩ Ω). For any v ∈ H100(ΩR),
as soon as ε is small enough, (Bε0ϕ
ε; v) = 0 and (Rεϕε; v) = 0. Thus
(ϕε; v)H1(ΩR) = (AR v
ε; v). (37)
Taking the limit as ε → 0, we get (AR v0; v)H1(ΩR) = 0, ∀ v ∈ H100(ΩR) which
implies, by density of H100(ΩR) in H
1(ΩR) that ARv
0 = 0 that is to say, since
AR is an isomorphism (this is nothing but the well-posedness of the slotless
problem), v0 = 0.
We choose now v = vε in (36), and consider the real part of the resulting
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equality. We obtain, by definition of AR, B
ε
0 and R
ε:



Re (ϕε; vε)H1(ΩR) =
∫
ΩR
|∇vε|2 − ω2
∫
ΩR
|vε|2 + Re
+∞∑
n=0
(µRn (ω)) |uRn |2
+ Mε0 (ω, L) v
ε
0 · vε0 +
+∞∑
n=1
Mεn(ω, L) v
ε
n · vεn.
Due to properties (6) and (25), we thus have:
∫
ΩR
|∇vε|2 6
∣∣∣(ϕε; vε)H1(ΩR)
∣∣∣ + ω2
∫
ΩR
|vε|2 + 2 ω
sinωL
|vε0|2. (38)
Besides, from lemma 2 (with s = 1
2
), we get:
|vε0|2 6 C(R) ε | log ε| ‖vε‖2H1(ΩR) = C(R) ε | log ε|. (39)
Hence, from (35), (38), and (39), we deduce that ∇vε converges to 0 in L2(ΩR).
Therefore vε converges strongly to 0 in H1(ΩR), which contradicts (34) and
concludes the proof.
Proof of lemma 4. As u0 is a solution of a Helmholtz problem in Ω with
a source term compactly supported in F ⊂ Ω, by elliptic regularity there
exists a neighborhood V (simply choose V ∩ F = ∅) of A− and A+ such that
u0 ∈ Hm(V ∩ Ω), for all m > 0 and:
‖u0‖Hm(V ∩Ω) 6 C(m,F ) ‖f‖L2(Ω), ∀m > 0. (40)
(i) By definition of Rε and property (25), we have for all v ∈ H1(ΩR):
(Rεu0; v)H1(ΩR) 6
+∞∑
n=1
2 ξεn(ω)
tanh ξεn(ω)L
|(u0)εn| |vεn|. (41)
For ε < π/2ω, we have the inequalities for all n ∈ N∗:
2ξεn(ω)
tanh(ξεn(ω)L)
6
2
tanh (ωL/2)
√
1 +
π2n2
ε2
(42)
The Cauchy-Schwartz inequality leads to:
(Rεu0; v)H1(ΩR) 6
2
tanh (ωL/2)
‖u0‖
H
1
2
∗
(Σε)
‖v‖
H
1
2
∗
(Σε)
. (43)
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Thanks to (40) with m = 3, we can use (18) with s = 2 for u0, s = 0 for v.
We get:
(Rεu0; v)H1(ΩR) 6 C(ω,R, L, F ) ε ‖f‖L2(Ω) ‖v‖H1(ΩR). (44)
The result follows from ‖Rε u0‖H1(ΩR) = sup
v∈H1(ΩR)
(Rεu0; v)H1(ΩR)
‖v‖H1(ΩR)
.
(ii) By definition of Bε0, and due to (25) we have:
(Bε0u
0; v)H1(ΩR) 6
2 ω
sin (ωL)
|(u0)ε0| |vε0|. (45)
Thanks to (40) with m = 3
2
, we can use (19) with s = 1 for u0, s = 1
2
for v.
We get:
(Bε0u
0; v)H1(ΩR) 6 C(ω,R, L, F ) ε
√
| log ε| ‖f‖L2(Ω) ‖v‖H1(ΩR). (46)
One concludes as for point (i).
3 The case of resonant frequencies: some numerical computations
Presentation of the experiment. The experiment we simulate is explained
in Figure 3. We choose ω = 2π, which corresponds to a unit wave length. We
shall make our computations with two values of the length of the slot : L=0.8
(the non resonant case) and L=1 (the resonant case). The height 2H of the
rectangle B is 2H = 8.0. The distance from the point source to B is D = 0.5 in
the non resonant case and D = 0.4 in the resonant case. The numerical results
are obtained by a Q2 finite element code working with quadrilateral elements
[3]. The computational domain (the grey region in figure 3) is delimited by
a rectangle of respective dimensions 5 in the x direction and 10 in the y
direction. The computational mesh is refined in the neighborhood of the slot
as represented in figure 4 (each of the triangle appearing in the picture is
divided into three quadrilaterals). In this way, one has about 160 points per
wavelength close to the slot and 16 points per wavelength far away. A PML
of width 1, surrounding Ωc, is used to simulate an infinite domain.
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Fig. 3. Presentation of the experiment
L
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Fig. 4. A computational mesh
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Comments of the results. In figures 5 and 6, we represent the (real part of)
solution uε (called total field) in the two cases, for ε = 10−3. In this picture,
it already appears that much more energy has been transmitted through the
slot in the resonant case.
This appears much more clearly when we look at the diffracted fields, namely
the difference uε − u0 between the solution and the solution in the absence
of the slot. In figure 7, we represent these fields for the three values of ε =
10−1, 10−2, 10−3. The diffracted field decays much more strongly with ε in the
non resonant case than in the resonant case, for which it is even not so clear
that the diffracted field converges to 0 !
In figure 8, we are interested in the solution inside the slot. We represent the
variation of the solution along the symmetry line of the slot. Note that the
two scales for the two pictures are completely different. Our results show that,
while the slot field stabilizes when ε goes to 0, it blows up in the resonant
case.
We now vary ε continuously and represent the variations of various norms of
the diffracted field and slot fields as a function of ε.
We first look at the results associated to the non resonant case. In figure 9,
we represent the L2 norm in Ωc of the diffracted field. The curves confirm the
theory: the L2 norm of the diffracted field tends to 0 as O(ε). In figure 10, we
represent the variations of the H1-norm of the diffracted field as a function of
ε
√
| log ε|, the linear behaviour in ε
√
| log ε| close to 0 seems to confirm the
theory, see theorem 1. In figure 11, we represent the variations of the norm
of the solution uε in L2(Oε). The shape of the curve suggests that this norm
decays to 0 sublinearly. When we represent in figure 12 the log of this quantity
as a function of log ε, we obtain a straight line of slope ∼ 0.5 which confirms
a behaviour in O(
√
ε).
In the resonant case, figure 13 shows that the L2 norm of the diffracted field
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Fig. 5. The total field, non resonant Fig. 6. The total field, resonant
Fig. 7. The diffracted Fields
Non resonant, ε = 10−1
Non resonant, ε = 10−2
Non resonant, ε = 10−3
Resonant, ε = 10−1
Resonant, ε = 10−2
Resonant, ε = 10−3
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Fig. 8. The solution inside the slot for ε = 10−1, 10−2, 10−3, left : non resonant case,
right: resonant case.
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Fig. 9. ‖uε − u0‖L2(Ωc) = f(ε)
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Fig. 10. ‖uε−u0‖H1(ΩR) = f(ε
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Fig. 11. ‖uε‖L2(Oε) = f(ε)
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Fig. 12. log ‖uε‖L2(Oε) = f(log10 ε)
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converges to 0 sublinearly. The result of figure 17 (we represent the inverse of
the L2 norm of the diffracted field as a function of log ε) suggests in fact that
if behaves as 1/(A log ε+B+o(1)). In figures 15 and 16, we are interested into
the H1 norm of the diffracted fields. Our results suggest that this norm decays
as 1/
√
(A log ε+B + o(1)). Finally, figure 17 shows that the L2 norm of the
slot field blows up when ε goes to 0 and figure 18 suggests more precisely that
it behaves as 1/(
√
ε| log ε|).
Finally, in figure 19, we fix ε = 10−3 and make ω vary such that the frequency
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Fig. 13. ‖uε − u0‖L2(Ωc) = f(ε)
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Fig. 14. 1/‖uε − u0‖L2(Ωc) = f(logε)
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Fig. 15. ‖uε‖H1(Ωc) = f(ε)
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Fig. 16.
1
‖uε‖2
H1(Oε)
= f(log10 ε)
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Fig. 17.
√
ε log ε ‖uε‖L2(Oε) = f(ε)
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Fig. 18. ‖uε‖L2(Oε) = f(ε)
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ω/2π goes from 0 to 2.5. One observes that the two curves depicting respec-
tively the L2 norm of the diffracted field (normalized by the one of u0) and
the L2 norm of the slot field present very sharp peaks corresponding to the
resonant frequencies (ω/2π is an integer multiple of 1
2
). One also observes the
the height of these peaks decays with ω/2π for sufficiently large ω/2π.
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Fig. 19. Dependance of the diffracted field with respect to the frequency
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‖uε − u0‖L2(Oε)/‖u0‖L2(Oε) = f(ω/2π)
4 The case of resonant frequencies: a formal asymptotic analysis
We now provide a (formal) analysis of the results observed in the previous
section thanks to the help of matched asympotic expansions. Of course, it is
not our purpose to present in detail this (rather complicated) technique and
we refer the reader to the references [4], [5] for more information and to [6]
for an application to the semi-infinite slot problem. We shall restrict ourselves
to present the main ideas of the method. In particular, we shall introduce our
Ansatz without particular justification, despite the fact it can be done (rather
tediously) as in [7].
Throughout this section, we assume that:
ωL = ℓπ, ℓ ∈ N∗. (47)
4.1 The Ansatz of matched asymptotic expansions
The principle is to decompose the domain Ωε into four (overlapping) subdo-
mains which are:
• a “far field” zone (or exterior zone) ΩF (ε) in which we shall describe the
behaviour of the solution outside the slot.
• a “slot” zone ΩS(ε) to describe the behaviour of the solution in the slot.
• two “near field” zones (or junction zones) Ω−N (ε) and Ω+N (ε) in which we
describe the behaviour of the solution at the neighborhood of A− and A+.
The precise definition of these domains uses four functions of ε:
0 < η−F (ε) < η
+
F (ε), 0 < η
−
S (ε) < η
+
S (ε) (48)
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that are supposed to belong to the class of continuous functions η(ε) satisfying:
lim
ε→0
η(ε) = 0, lim
ε→0
η(ε)/ε = +∞. (49)



ΩF (ε) = {x ∈ Ω / |x − A−| > η−F (ε) and |x − A+| > η−F (ε)}
ΩS(ε) = {x ∈ Oε / x > η−S (ε) and L− x > η−S (ε)}
Ω±N (ε) = {x ∈ Ω/|x −A±| < η+F (ε)} ∪ {x ∈ Oε/|x− a±| < η+S (ε)}
(50)
Note in particular that, when ε tends to 0, Ω−N (ε) and Ω
+
N (ε) collapse to one
point, ΩS(ε) to the segment [A
−,A+] while ΩF (ε) converges to Ω.
The next step consists in working with normalized coordinates in each zone and
postulating some asymptotic expansion of the solution in these coordinates.
For 2D problems, it is well known that powers of ε are not sufficient and one
must use the set of gauge functions:
fi,k(ε) = ε
i logk ε, where (i, k) are integers. (51)
One of the difficulties is to choose the good set of indices (i, k) in each zone
but we shall be guided by our numerical results. In the paragraph below, we
present our Ansatz and point out the leading term in each expansion (the one
we are interested in in this paper, the other terms being lower order correctors).
Notation. From now on, for any function vε defined as a formal series:
vε =
∑
i
∑
k
εi logk ε vki (52)
we shall set vεi =
∑
k
logk ε vki .
This allows us to distinguish the dependence of vε with respect to ε and log ε,
which is justified by the fact that:
∀k ∈ Z, ε = o(| log ε|k). (53)
Solution in the far field zone. We keep here the physical coordinates (x, y)
and look for uε of the form:



uε(x, y) =
+∞∑
i=0
i∑
k=−∞
εi logk ε uki (x, y) + o(ε
∞).
=
+∞∑
i=0
εi uεi (x, y) + o(ε
∞) = uε0 + o(1)
(54)
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The leading term corresponds to (i, k) = (0, 0) which means that uε converges
to a limit in Ω. In the expansion below, the functions uki and u
ε
i are defined
in the canonical (i.e. independent of ε) slotless domain Ω. Inserting (54) into
(4), it is easy to see that:
∆uε0 + ω
2 uε0 = −f, in Ω,
∂uε0
∂n
= 0, on ∂Ω \ {A−, A+}. (55)
The fact that uε0 satisfies the Neumann condition except at points A
− and
A+ allows uε0 to be singular at A
− and A+. Therefore, one needs additional
informations about the behaviour of uε0 in the neighborhood of these two
points.
Solution in the slot zone. We use the coordinates (x, y/ε) that maps Oε
into O1, a slot of unit width, and look for u
ε of the form:



uε(x, y) = Uε(x,
y
ε
) =
+∞∑
i=−1
i∑
k=−∞
εi logk ε Uki (x,
y
ε
) + o(ε∞)
=
+∞∑
i=−1
εi Uεi (x,
y
ε
) =
1
ε
Uε−1(x, y/ε) + U
ε
0 (x, y/ε) + o(1).
(56)
The leading term corresponds this time to (i, k) = (−1,−1) which means that
uε blows up in Oε as O(1/(ε log ε)). The first term U
ε
−1 and the next term U
ε
0
will play a role in the calculations. Substituting (56) into (4), one sees that
Uεi depends only from x and that:
d2Uεi
dx2
+ ω2 Uεi = 0, in O1. (57)
Note that, to determine Uεi , one needs additional informations at x = 0 or L.
Solution in the near field zones. We present only the case of the zone
Ω−N (ε), the case of the zone Ω
+
N (ε) is obviously similar. We use the coordinates
(x/ε, y/ε), a scaling that maps the region Ω−N (ε) in to a domain that converges
to an infinite “T-shape” domain Ω̂−N defined as:
Ω̂−N = {(X, Y ) ∈ R2/X 6 0} ∪ {(X, Y ) ∈ R2/X > 0 et 0 6 Y 6 1}. (58)
We look for uε of the form (we point out in the second line the terms that will
play a role in the computations):



uε(x, y) = U−,ε(x
ε
, y
ε
) =
+∞∑
i=0
i∑
k=−∞
εi logk ε U−,ki (
x
ε
,
y
ε
) + o(ε∞)
=
+∞∑
i=0
εi U−,εi (
x
ε
,
y
ε
) + o(ε∞) = U−,ε0 (
x
ε
,
y
ε
) + o(1).
(59)
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where the U−,ki and U
−,ε
i are defined in Ω̂
−
N . Note that this time, it is not clear
from the numerical computations how to determine the good leading term of
the expansion. Substituting (59) into (4), one easily obtains:
∆U−,ε0 = 0, in Ω̂
−
N ,
∂U−,ε0
∂n
= 0, on ∂Ω̂−N . (60)
To determine U−,ε0 , one needs to prescribe its behaviour at infinity in Ω̂
−
N .
In the same way, to describe the near field in the second junction region using
the scaled coordinates (X = (x − L)/ε, Y = y/ε), we introduce an harmonic
function U+,ε0 that is defined in the domain:
Ω̂+N = {(X, Y ) ∈ R2/X > 0} ∪ {(X, Y ) ∈ R2/X 6 0 et 0 6 Y 6 1}. (61)
and satisfies the homogeneous Neumann condition on ∂Ω̂+N .
Summary of the first step of the method. Our objective will be to
determine the four functions uε0, U
ε
−1, U
−,ε
0 and U
+,ε
0 . We know the PDE’s
satisfied by these functions in their respective domains of definition, as well
as the boundary conditions they satisfy. We still need:
• to know the asymptotic behaviour of uε0 at the neighborhood of A− and A+,
• to know the boundary conditions for Uε−1 at x = 0 and x = L,
• to know the asymptotic behaviour at infinity of U−,ε0 and U+,ε0 .
This missing information will be provided by the application of the matching
principle which will express, in some approximate way, that the various ex-
pansions (54), (56), (59) represent the same function in the overlapping zones.
Remark. Although we do not need to determine Uε0 , this function will natu-
rally appear in the application of the matching principle.
Matching between the near field and the slot field. On the domain
ΩS(ε) ∩ Ω−N(ε), Uε(x, y/ε) and Uε(x/ε, y/ε) must coincide. In particular, we
need to match the truncated expansions ( in o(1) ) in (56) and (59). Noticing
that, in the overlapping zone, x→ 0 and x/ε → +∞, this can be reduced to:
lim
x→0, x
ε
→+∞
[
1
ε
Uε−1(x,
y
ε
) + Uε0 (x,
y
ε
) − U−,ε0 (
x
ε
,
y
ε
)
]
= 0. (62)
In the domain [0; +∞[X×[0; 1]Y , since the near field U−,ε0 satisfies the Laplace
equation with Neumann boundary condition on the two horizontal boundaries,
by separation of variable, if we exclude exponentially growing solutions inside
the slot (which can be proved), we know that U−,ε0 is of the form (µ
ε
−, ν
ε
− and
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(νε−)
p are complex functions of log ε) :
U
−,ε
0 (X, Y ) = µ
ε
− X + ν
ε
− +
+∞∑
p=1
(νε−)
p exp−pπX cos pπY , X > 0. (63)
Since the slot field satisfies the 1D Helmholtz equation, there exists complex
functions (Aεi , B
ε
i , i = −1, 0) of log ε such that:
Uεi (x) = A
ε
i cosωx + B
ε
i sinωx, i = −1, 0. (64)
Hence, when x→ 0 and x/ε → +∞, one has:
1
ε
Uε−1(x,
y
ε
) + Uε0 (x,
y
ε
) =
1
ε
Aε−1 + ω B
ε
−1
x
ε
+ Aε0 + o(1), (65)
U
−,ε
0 (
x
ε
,
y
ε
) = µε−
x
ε
+ νε− + o(1). (66)
Therefore, (62) leads to: Aε−1 = 0, ωB
ε
−1 = µ
ε
−, A
ε
0 = ν
ε
−. (67)
By symmetry, we have also:
U
+,ε
0 (X, Y ) = µ
ε
+ X + ν
ε
+ + o(1), when X → −∞. (68)
with the relations: Aε−1 = 0, (−1)ℓ ωBε−1 = µε+, (−1)ℓ Aε0 = νε+. (69)
Matching between the far field and the near field On the domain
ΩF (ε) ∩ Ω−N (ε), uε(x, y) and U−,ε(x/ε, y/ε) must coincide. In particular, we
need to match the truncated expansions ( in o(1) ) of (54) and (59). Let us
use the polar coordinates (r−, θ−) associated to the point A− (and such that
θ− = 0 or π coincides with the line x = 0). Noticing that, in the overlapping
zone, r− → 0 and r−/ε→ +∞, this can be reduced to:
lim
r−→0, r
−
ε
→+∞
[
uε0(r
−, θ−) − U−,ε0 (
r−
ε
, θ−)
]
= 0. (70)
As f has a compact support include in Ω , there exists 0 < R < inf(H,L),
such that, for r− < R, by separation of variables, uε0 can be written as a linear
combination of:



Jp(ωr
−) cos (pθ−), p ∈ N ( smooth functions of r−)
Yp(ωr
−) cos (pθ−), p ∈ N ( which are singular close to r− = 0)
(71)
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It can be shown (but the proof is omitted here) that the only function Yp(ωr
−)
that may appear in the expansion corresponds to p = 0. Therefore, we have
an expression of the form (for r− < R):
uε0(r
−, θ−) =
+∞∑
p=1
(bε−)
pJp(ωr
−) cos (pθ−) + aε− Y0(ωr
−) + bε− J0(ωr
−). (72)
In the same way, if we use (ρ−, θ−) the polar coordinates associated to the vari-
ables (X, Y ) in Ω̂−N , since U
ε
0 satisfies the homogeneous Laplace equation with
homogeneous Neumann condition, by separation of variables, in the domain
ρ− > 1), U−,ε0 can be written as a linear combination of:
{(ρ−)p cos (pθ−), (ρ−)−p cos (pθ−), p ≥ 1}, log ρ−, 1.
One can show (once again, the proof is omitted here) that U−,ε0 cannot grow
more rapidly than log ρ− when ρ− goes to +∞. Therefore, we have an expres-
sion of the form (ρ− > 1):
U
−,ε
0 (ρ
−, θ−) =
+∞∑
p=1
(βε−)
p(ρ−)−p cos (pθ−) + αε− log ρ
− + βε−. (73)
Recalling that (γ denotes the Euler number [8]):
lim
z→0
J0(z) = 1, lim
z→0
Jp(z) = 0 for p ≥ 1, Y0(z) =
2
π
(
log(
z
2
) + γ
)
+ o(1),
we deduce that:



uε0(r
−, θ−) =
2
π
aε−
(
log
ωr−
2
+ γ
)
+ bε− + o(1), (r
− → 0),
U
−,ε
0 (r
−/ε, θ−) = αε− log
r−
ε
+ βε− + o(1) (r
−/ε→ +∞).
(74)
Therefore, (70) leads to :
2
π
aε− = α
ε
−,
2
π
aε−
(
log
ω
2
+ γ
)
+ bε− = −αε− log ε+ βε−. (75)
In the same way (with obvious notation for polar coordinates), we have:



uε0(r
+, θ+) =
2
π
aε+
(
log
ωr+
2
+ γ
)
+ bε+ + o(1), (r
+ → 0),
U
+,ε
0 (
r+
ε
, θ+) = αε+ log
r+
ε
+ βε+ + o(1) (r
+/ε→ +∞).
(76)
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with the relations:
2
π
aε+ = α
ε
+,
2
π
aε+
(
log
ω
2
+ γ
)
+ bε+ = −αε+ log ε+ βε+. (77)
We have now all the necessary information to determine the fields uε0, U
ε
−1,
U
−,ε
0 and U
+,ε
0 .
4.2 Determination of the leading terms of the expansion.
The analysis of the far field uε0 will rely on the following lemma. The proof,
omitted here, can be adapted from those in [7].
Lemma 5 There exists a unique outgoing solution u∗ of the homogeneous
Helmholtz equation in Ω satisfying the homogeneous Neumann boundary con-
dition on ∂Ω \ {A−,A+} such that there exists b∗ ∈ C with:



u∗(r−, θ−) − 2
π
(
log
ωr−
2
+ γ
)
→ b∗, when r− → 0,
u∗(r+, θ+) + (−1)ℓ 2
π
(
log
ωr+
2
+ γ
)
→ (−1)ℓ+1 b∗, when r+ → 0.
(78)
By linearity, we deduce the following
Corollary 6 If v is an outgoing solution of the homogeneous Helmholtz equa-
tion in Ω with Neumann boundary condition in ∂Ω \ {A−,A+} and satisfies
the local behaviours:



v(r−, θ−) − 2
π
a
(
log
ωr−
2
+ γ
)
has a finite limit when r− → 0,
v(r+, θ+) + (−1)ℓ 2
π
a
(
log
ωr+
2
+ γ
)
has a finite limit when r+ → 0,
then, one has: v = a u∗.
We first notice that, if we integrate the equation (60) over the domain:
Ω̂−N,1 = {x ∈ Ω̂−N / 0 < ρ+ < 1, 0 < θ+ < π}. (79)
One easily obtain the relation: αε− = −
1
π
µε−. (80)
In the same way, we show that: αε+ =
1
π
µε+. (81)
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Therefore, using (75), (67) and (80) (respectively (77), (69) and (81)), one can
obtain the relations:



2
π
aε− = α
ε
− = −
1
π
µε− = −
ω Bε−1
π
,
2
π
aε+ = α
ε
+ =
1
π
µε+ = (−1)ℓ
ω Bε−1
π
,
(82)
which implies in particular: aε− = (−1)ℓ+1 aε+ (:= aε). (83)
Applying corollary 6 to v = uε − u0, we obtain: uε0 = u0 + aε u∗. (84)
Therefore uε0 has the following behaviour at the neighborhood of A
+ and A−:



uε0(r
−, θ−) = u0(A−) + aε
[ 2
π
(
log
ωr−
2
+ γ
)
+ b∗
]
+ o(1),
uε0(r
+, θ+) = u0(A+) + (−1)ℓ+1 aε
[ 2
π
(
log
ωr+
2
+ γ
)
+ b∗
]
+ o(1),
(85)
Comparing (74,76) and (85), we have:
bε− = a
ε b∗ + u0(A−), bε+ = (−1)ℓ+1 aε b∗ + u0(A+). (86)
For the near field we shall use the following result (adapting the proof of [9]):
Lemma 7 There exists a unique function U∗±, harmonic in Ω̂
±
N , which satis-
fies, when ρ± → +∞ and ∓X → +∞:
U∗±(ρ
±, θ±) = log ρ± + o(1), U∗±(X, Y ) = O(|X|). (87)
as well as the homogeneous Neumann boundary condition on ∂Ω̂±N . Moreover,
there exists ν∗ ∈ C such that:
U∗±(X, Y ) = ±πX + ν∗ + o(1), when ∓X → +∞ (88)
Corollary 8 Let V± a solution of the homogeneous Laplace equation in Ω̂
±
N
satisfying the homogeneous Neumann boundary condition on ∂Ω̂±N and:



V±(ρ
±, θ±) = α± log ρ
± + β± + o(1), ρ
± → +∞
V±(X, Y ) = O(|X|), ∓X → +∞
(89)
then: V± = α± U
∗
± + β±.
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Applying corollary 8 to U−,ε0 and U
+,ε
0 , we obtain using equations (74,76),
(75,77) and (86):



U
−,ε
0 = a
ε
[ 2
π
(
U∗− + log
ωε
2
+ γ
)
+ b∗
]
+ u0(A−),
U
+,ε
0 = (−1)ℓ+1 aε
[ 2
π
(
U∗+ + log
ωε
2
+ γ
)
+ b∗
]
+ u0(A+).
(90)
Moreover, Uε−1 is given via (64) and (83): U
ε
−1(x) =
2
ω
aε sinωx. (91)
As can be seen in the formulas (84), (90), (91), we know uε0, U
±,ε
0 and U
ε
−1 as
soon as we know aε. To obtain aε, we have to ensure:
From equations (67) and (69) we deduce: νε− = (−1)ℓ νε+ (92)
Equations (90) and (88) lead to:



U
−,ε
0 (X, Y ) = a
ε
[
− 2X + 2
π
(
log
ωε
2
+ γ + ν∗
)
+ b∗
]
+u0(A−) + o(1),
U
+,ε
0 (X, Y ) = (−1)ℓ+1 aε
[(
2X +
2
π
(
log
ωε
2
+ γ + ν∗
))
+ b∗
]
+u0(A+) + o(1).
(93)
Identifying (66,68) and (93), one obtains:



νε− = a
ε
[ 2
π
(
log
ωε
2
+ γ + ν∗
)
+ b∗
]
+ u0(A−),
νε+ = (−1)ℓ+1 aε
[ 2
π
(
log
ωε
2
+ γ + ν∗
)
+ b∗
]
+ u0(A+).
(94)
It follows from (92) and (94): aε =
(−1)ℓ u0(A+) − u0(A−)
4
π
(
log
ωε
2
+ γ + ν∗
)
+ 2 b∗
(95)
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4.3 Towards a rigorous proof
Since aε ∼
π
4
(−1)ℓ u0(A+) − u0(A−)
log ε
, we conjecture the estimate :



‖uε − u0‖L2(ΩR) 6 C ‖f‖L2(Ω) / | log ε|,
‖uε − u0‖L2(Oε) 6 C ‖f‖L2(Ω) / (ε1/2 | log ε|),
(96)
Moreover, due to the two logarithmic singularities at the point A− and A+,
u∗ is not in H1loc(Ω). Therefore we can not have the same inequality for the
H1(ΩR) − norm as for the L2(ΩR) − norm. One can expect the (generically
optimal) estimate:
‖uε − u0‖H1(ΩR) 6 C(ω, L,R, F ) ‖f‖L2(Ω) / |
√
log ε|. (97)
All this results are coherent with those obtained numerically in section 3. One
can refer to figure 13, 14, 15, 16, 17, 18. The proof of (96) and (97) should
follow the lines of the proof of theorem but the stability argument, that used
the DtN map, has to be adequately modified. This paper is delayed to a
forthcoming work.
References
[1] P. Joly, S. Tordeux, Asymptotic analysis of an approximate model for time
harmonic waves in media with thin slots,.
[2] P. Harrington, D. Auckland, Electromagnetic transmission through narrow slots
in thick conducting screens, IEEE Trans Antenna Propagation 28 (5) (1980)
616–622.
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Acad. Sci. Paris.
25
