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Any ensemble of quantum particles exhibits statistical fluctuations known as spin noise. Here,
we provide a description of spin noise in the language of open quantum systems. The description
unifies the signatures of spin noise under both strong and weak measurements. Further, the model
accounts for arbitrary spin dynamics from an arbitrary initial state. In all cases we can find both
the spin noise and its time correlation function.
I. INTRODUCTION
Spin Noise is a signal due to the quantum fluctuations
of an ensemble. This phenomenon has been studied
experimentally and theoretically, [1], [2], [3], [4]. Here,
we describe an open quantum system approach that
provides a simple description of spin noise. This analysis
of spin noise may lead to a clearer understanding of
foundational concepts in quantum mechanics such
as measurement and fluctuation. The experimental
observation of spin noise also finds application in NMR
when the sample has a small number of spins, and/ or a
very long relaxation time.
Bloch in his original paper in 1946 predicted that
even in the absence of any external magnetic field there
would still exist a “resultant moment due to statistically
incomplete cancellation” with a magnitude that scales
with the square root of the number of spins [1]. Sleator
& Hahn [2] observed spin noise in low temperature NMR
using a high Q superconducting quantum interference
device (SQUID resonator). In 1989, Ernst & McCoy
[3] observed spin noise at room temperature in a high
sensitive liquid state NMR probe. Similarly, Gueron &
Leroy [4] observed spin noise in a sample of water.
Spin noise is a signature of any ensemble of quantum
systems. There have been several other observations
of spin noise effects including via magnetic resonance
force microscopy, spin imaging and optics ([5],[6], [7],
[8], and [9]). Additionally, Houllt & Ginsberg and Tropp
([10],[11]) have given a quantum description of its origin.
For spin 1/2 particles the amplitude of the spin
noise fluctuation grows as the square root of the number
of spins, exists in all directions on the Bloch sphere and
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has a characteristic correlation time resulting from the
internal Hamiltonian and the relaxation times.
There are two cases where the spin noise signal is greater
than the thermal polarization signal: a small sample and
a smple with long relaxation time. At equilibrium, the
Boltzmann polarization is M0 ∼ N ~γ2 tanh(~γB0kT ) where
γ is the gyromagnetic ratio of the spin. The most efficient
detection for a repeated measurement of a free induction
decay is the Ernst angle experiment with nutation angle
β, set as cosβ = exp(−τ/T1) where τ is the recycle time
[12]. This results in a steady state magnetization of
M0
√
(1− cosβ)/(1 + cosβ) and one can compare it to
the spin noise (∼ √N ~γ2 ) and conclude that for a small
sample, N < (
√
(1− cosβ)/(1 + cosβ))−2 and/ or a
very long relaxation time, T1 > τ(ln[cos
−1[ 1−N
2
1+N2 ]])
−1
where  = tanh(~γB0kT ), the spin noise is greater than the
thermal polarization.
Here, we apply the theory of open quantum sys-
tems to describe the origin and the correlation function
of the spin noise signal. The analysis shows that we can
model spin noise by separately modeling the quantum
measurement and the quantum evolution of the spin
system. First, in section II, we outline the general
approach and introduce the model. Then, in section III,
we gain physical insight about spin noise by exploring
the case of a totally mixed input state, an ideal strong
measurement and a depolarizing quantum map. This
simple yet concrete example allows us to introduce all
of the tools we will need. Following this, we investigate
the case of an arbitrary quantum evolution acting on a
non-interacting ensemble of spins. Finally, we study the
effect of weak measurement on the system.
II. OPEN QUANTUM SYSTEM MODEL
In an NMR measurement, an ensemble of spins (sam-
ple) is coupled to a bath (environment) and a detection
ar
X
iv
:1
40
7.
76
20
v2
  [
qu
an
t-p
h]
  3
 M
ar 
20
15
2coil. The total Hamiltonian of this system is:
Htot = Hs +HB +HBs +Hc +Hsc (1)
where the first three terms are the spins, the bath and
the spin-bath interaction Hamiltonians, and the last two
terms are the cavity interaction Hamiltonians. We are
interested in the dynamics of the spin ensemble alone.
Since it is interacting with a bath and a measurement
apparatus, an open quantum system approach is conve-
nient. In what follows, we describe an effective quantum
evolution map ( a time snapshot of a propagator) on the
N spin ensemble when either just the bath or just the
cavity is considered. Then, we combine these to describe
the full evolution.
A. N Spins and Bath Interaction
Consider an initial state with no spins/bath correla-
tions. Given the time dependent Hamiltonian Hs+HB+
HBs(t), this bipartite system evolves under the unitary
operator which is the solution of Schro¨dinger’s equation
([12] for a closed system,
ρBs(t) = UBs(t).(ρB(0)⊗ ρs(0)).U†Bs(t) (2)
where
UBs(t) = T e−i
∫ t
0
(Hs+HB+HBs(t)) dt′ .
In order to find the reduced evolution operator on the
spin ensemble, one can start from Eq.2 and trace over
the bath,
ρs(t) = TrB [ρBs(t)] (3)
= TrB [UBs(t).(ρB(0)⊗ ρs(0)).U†Bs(t)]
= Λt[ρs(0)].
The quantum evolution map, Λt, is not generally a uni-
tary evolution. This is the distinction between a closed
and an open system. Generally, if the bath interaction
is Markovian, then the dynamics of the open quantum
system follow a master equation( [12] & [13])
∂ρs(t)
∂t
= −i[Hs, ρs(t)] + Γˆ [ρs(t)] (4)
where the evolution depends on both the coherent evolu-
tion, −i[Hs, ·], and a dissipater, Γ[·], which describe the
effective result of coupling to the bath. This term leads
to decoherence or relaxation and drives the system to-
wards its equilibrium state. The defining characteristic
of the quantum map, Λt, is that it takes a density matrix
to a density matrix for an initially uncorrelated state of
the spin and the bath. Such a map is called completely
positive and trace preserving (CPTP), Fig.1.
Figure 1: The reduced time evolution operator (CPTP map)
on an ensemble of spins coupled to a bath.
For completeness we briefly describe how to connect these
two descriptions. In a master equation, the relaxation op-
erator Γˆ is induced by the bath coupling. The interaction
Hamiltonian can be written as:
HBs =
∑
i
Bi(t)⊗Ai
where the operators Ai are acting on the spin system
and the operators Bi(t) are fluctuating randomly and
are acting on the bath system. One can find the bath
time correlation function
Rij(τ) = B†i (t)Bj(t− τ) (5)
from which the spectral density of noise is known,
J ij(ω) =
∫
dτeiωtRij(τ). Then, under some assumptions
([12] & [13]), one can find the relaxation superoperator,
Γˆ [ρs(t)] =
∑
i,j,ω
Jij(ω)[Aj(ω)ρs(t)A
†
i (ω)−A†i (ω)Aj(ω)ρs(t)+h.c]
where A(ω) is the component of A in the frequency do-
main. Given this last relation for Γˆ[ρs], the solution of
the master equation in Eq.(4), is the same as the quan-
tum evolution map defined in Eq.(3) under Markovian
interaction.
B. Cavity Interaction
We can also find an effective map for the coupling of
the spins to the cavity/coil, Hc and Hsc. This system
evolves unitarily
ρsc(t) = Usc.(ρs ⊗ |ψ〉c〈ψ|).U†sc
where Usc = exp(−i(Hc +Hsc) t). For our analysis, the
cavity does not distinguish between spins and the spins
only couple to a single mode. This is described by the
Tavis-Cumming Hamiltonian, ([14])
Hc +Hsc = ωc aa† + g Jx(a+ a†).
Here Jx =
N∑
i=1
S
(i)
x is the x component of the total spin
angular momentum, and a and a† are the ladder oper-
ators. According to this model, the detection coil does
not distinguish spins and in a measurement, the net mag-
netization of the whole ensemble is recorded, given by
3m =
N∑
i=1
s(i) with s ∈ {+ 12 ,− 12}. So, a measurement
leaves the spin ensemble in a totally symmetric subman-
ifold with net magnetization m. To see the effect of mea-
surement explicitly, we note that the cavity is coupled to
additional degrees of freedom that produce the observed
measured outcomes (e.g, electronics). So effectively, the
spin system couples to the measurement device (c′) via
the cavity interactions and once the measurement is com-
pleted the cavity is left in its initial state. This allows us
to drop the cavity from the model. If the detection has
an accuracy of one single spin flip, the possible measured
outcomes are m ∈ {−N2 ,−N2 + 1, ..., N2 } and correspond-
ingly the measurement device Hilbert space is spanned
by an orthonormal basis {|m〉}. For the evolved state
ρsc′(t), tracing over the measurement device gives
Trc′ [ρsc′(t)] = Trc′ [Usc′ .(ρs(0)⊗ |ψ〉〈ψ|).U†sc′ ] (6)
ρs(t) =
∑
m
〈m|Usc′ |ψ〉.ρs(0).〈m|Usc′ |ψ〉†
=
∑
m
Mm.ρs(0).M†m
where Mm = 〈m|Usc′ |ψ〉 is defined as the measurement
operator assigned to the measurement outcome m.
Here, the partial trace of any operator Oˆ is defined
as TrB [OˆAB ] =
∑
b
(1 ⊗ 〈b|)OˆAB(1 ⊗ |b〉). Accord-
ing to Eq.(6), the effect of the interaction with the
detection coil appears as an effective quantum map
E [ρ] = ∑
m
Mm.ρs.M†m on the spin ensemble. It is easy
to check that E [ρ] is also a CPTP map and hence,∑
m
M†mMm = 1.
Notice that we considered an initial pure state |ψ〉
for the measurement device. One can generalize this
argument for any initial mixed state, ρc(0), because it
can be written as a convex combination of pure states
and all of the maps in the presented model are linear.
In a quantum measurement there is a trade off be-
tween the amount of information obtained and the
amount of disturbance introduced in the system. Say
the detection coil measures the classical value m0, then
the spin ensemble’s state conditioned on the knowledge
m0 is updated to [15]
ρ|m0 =
Mm0 .ρs.M†m0
P (m0)
where P (m0) = Tr[M†m0Mm0ρs] is the probability that
such an event occurs. In the case of a strong measure-
ment, the ensemble magnetization, m0, is known with
certainty. Therefore, the spin ensemble density matrix
collapses (disturbance) to the m = m0 manifold only,
and if we make a second measurement immediately af-
terwards, the outcome m0 is reproduced. In other words,
the conditional probability distribution of the second
Figure 2: The conditional probability distribution of a strong
measurement and a weak measurement are compared. In a
strong measurement, the updated density matrix collapses
sharply to the submanifold m0 and this leads to a delta func-
tion distribution (red). Whereas, in a weak measurement, the
density matrix is less disturbed and it collapses to an area cen-
tered at m0. So, the corresponding probability distribution
has a finite width (blue). The horizontal axis is in ~
2
unit and
represents the net magnetization of the ensemble.
measurement is a delta function, i.e, P (n|m0) = δn,m0 .
In the case of a weak measurement, the measurement
apparatus is less precise and the spin ensemble state col-
lapses not only to the m = m0 manifold but also to
the other neighboring manifolds, n 6= m0. So, if we im-
mediately make another measurement, the outcome m0
may not be reproduced. In other words, the conditional
probability distribution P (n|m0) could be a distribution
function with mean value m0 and a width w which is in
inverse relation with the accuracy of the measurement
device (Fig.2). We will provide a more detailed model of
a strong and a weak measurement in sections III and IV.
C. N Spins Coupled to the Bath and the Cavity
So far, we have considered the effect of coupling to
the measurement apparatus and the reduced quantum
evolution map on the spin ensemble as two independent
processes. However, in an NMR measurement these two
processes occur simultaneously (Eq.1). So,
UBsc(T ) = T e−i
∫ T
0
Htot(t′) dt′ .
The various contributions of Htot do not in general com-
mute at all times and so the formal solution is not practi-
cally helpful. One can discretize the total evolution time,
T = n t, in which t is small enough to allow a first order
approximation. Then, for a short time evolution t, the
first order of the Magnus expansion ([16]) is
UBsc(t) ≈ e−i
∫ t
0
(Hs+HB+HBs(t′))dte−i(Hc+Hsc)t (7)
= Usc(t)UBs(t)
4Figure 3: A first order approximation of time evolution of a
bath-spin ensemble-cavity system is presented.
For example, in the case of Hs = ω0Jz and the Tavis-
cumming model for interaction with the cavity, this ap-
proximation is valid if t  1√ω0g . In this first order ap-
proximation, the effective quantum evolution map for the
short time period t on the spin ensemble is:
ρs(t) = Sˆt[ρs] (8)
= TrBc[UBsc.ρBsc(0).U
†
Bsc]
≈ TrBc[(UBs.Usc).ρBsc(0).(UBs.Usc)†]
= Λ[E [ρs(0)]]
where ρBsc(0) = ρB(0) ⊗ ρs(0) ⊗ |ψ〉〈ψ|. Therefore, a
quantum evolution map on the spin ensemble, SˆT , can be
approximated by a sequence of measurement-evolution
processes as schematically is shown in Fig.4.
Figure 4: The effective time evolution operator Sˆ on a
spin ensemble is approximated by a sequence of measurement-
evolution processes.
In the following sections, we apply this model to
the examples of both strong and weak measurements
under the evolution of a collective depolarizing map or
any arbitrary CPTP map on individual spins. In each
cases, we find the spin noise and its correlation function.
III. STRONG MEASUREMENT MODEL
Suppose we have N identical spin half particles and we
have no information about their spin orientation. So, at
t = 0, the density matrix ρ0 =
1
2N
describes “our knowl-
edge” about the system which is maximal ignorance.
Now, according to the model presented in previous
section, we make a series of strong measurements on
the system by which we obtain information about the
collective magnetization, M. Between two subsequent
measurements, there is a time interval δt during which
the system evolves under a quantum evolution map Λδt.
Without loss of generality, we assume the collective
measurements are along the z axis. Of course, NMR
detection is in the x− y plane, but, for this analysis the
direction is of no importance. At t = tn, the recorded
data, M(tn), are eigenvalues of the z component of the
total spin angular momentum, Jz =
N∑
i=1
S
(i)
z . This
choice of collective measurement is not the common
one in NMR, usually N〈Sz〉 is used as the ensemble
signal. However, in order to see the spin noise effects,
one needs to keep track of what has been learned about
the ensemble in each measurement rather than just the
mean value. Therefore we do the analysis in the total
angular momentum space. This has been used before
[17].
The action of a strong measurement is described
by a set of projection valued measure (PVM) operators,
which we denoted as {Mm =Πm} and are given by
Jz =
∑
m
m Πm (9)
Πm ≡
N/2∑
j=|m|
Aj∑
a=1
|j,m, a〉〈j,m, a|.
where ~ = 1. Here, |j,m, a〉 are degenerate eigenstates
of the total spin angular momentum ~J =
N∑
i=1
~S(i) as
well as its z component Jz operator. For N spin half
particles, j = j0, j0 + 1, ..., N/2 where j0 = 0 (1/2)
if N is even (odd). For each total spin angular
momentum’s eigenvalue, j, the collective magnetiza-
tion in the z direction is m = −j, j + 1, ..., j, and,
the state degeneracy label is a = 1, 2, ..., Aj where
Aj =
(
N
N
2 + j
)
−
(
N
N
2 + j + 1
)
[18]. These eigen-
states span the whole Hilbert space and form a basis
for an ensemble of spins. It is common to consider
j as the principle quantum number and, m as the
second quantum number. However, mathematically it
is equivalent to consider m as the principle number,
m ∈ {−N/2,−N/2 + 1, ..., N/2} and |m| ≤ j ≤ N/2
as the second quantum number which is the case in
our notation. Note, by this definition, {Πm} satisfies
the conditions of Projective Value Measure (PVM)
operators, i.e, Πm.Πn = δmnΠm and
∑
m
Πm = 1. An
example of a strong measurement on a single spin
is Stern-Gerlach experiment where the measurement
operators are Π+ = | ↑〉〈↑ | and Π− = | ↓〉〈↓ | which
are orthogonal projective operators corresponding to
the outcome “up” and “down”. Here, Πm are the
generalized form for an N spin projective measurement
when the detection coil has the precision of one single
spin.
The first measurement at t1, results in outcome
5m1 ∈ [−N2 , N2 ] which occurs with probability P (m1; t1).
This probability is a binomial (semi-Gaussian) distri-
bution with zero mean and
√
N standard deviation,
because
P (m1; t1) = Tr[Πm1 .ρ0] =
Tr[Πm1 ]
2N
(10)
E[M; t1] = Tr[Jz.ρ0] = 0
σ[M; t1] =
√
Tr[J2z .ρ0]− (Tr[Jz.ρ0])2 =
1
2
√
N
This result matches what we intuitively expect. Each
spin has magnetization si ∈ {+ 12 ,− 12}, and, in each
measurement shot, we take N samples from a distribu-
tion P (s) with a width of 12 . Therefore, according to
the central limit theorem, the collective magnetization
m =
N∑
i=1
si itself is a random variable whose distribution
is Gaussian with width of
√
N
2 . Because the spins
are indistinguishable, Tr[Πm] counts the number of
configurations that all result in m net magnetization
and therefore P (M; t1) is a binomial distribution.
Once we learn the system, we must update its density
matrix according to “our knowledge” of the outcome.
So, given the outcome m1, the state update rule [15]
dictates that
ρ|M=m1 =
Πm1 .ρ0.Πm1
P (m1; t1)
=
Πm1
Tr[Πm1 ]
. (11)
The state (11) evolves under a quantum map Λ dur-
ing the time interval δt after which the next measure-
ment takes place. As an example, we consider a collec-
tive depolarizing map where with probability (1 − λ) =
exp[−δt/T ] the quantum state is preserved and with
probability λ it turns to a fully mixed state. The charac-
teristic time T is a function of the depolarizing strength.
Physically, a depolarizing map could be a result of a
relaxation process in the system and mathematically is
given by
Λ[ρ] = (1− λ) ρ+ λ 1
2N
. (12)
Now, in the second step, the evolved state Λ[ρ|m1 ] is mea-
sured and outcome m2 is obtained whose probability is
given by P (m2; t2|m1) = (1 − λ) δm1,m2 + λ P (m2; t1).
This P (M; t2|m1) will be again a semi-Gaussian distri-
bution with a conditional mean and conditional standard
deviation
E(M; t2|m1) = (1− λ) m1 (13)
σ(M; t2|m1) =
√
λ (
N
4
+ (1− λ) m21)
Thus, the second measurement statistics are correlated
with the first measurement outcome m1. This correla-
tion does not last forever and is limited by the relaxation
time of the dissipative system, T . For instance, if we
record data so slowly, δt >> T ( or λ → 1), each mea-
surement data mk is sampled from a fixed distribution
P (M; t1) with zero mean and
1
2
√
N standard deviation
and there will be no correlation between data, Eq.(13).
In another extreme case, when we record data quickly,
δt << T , then 1 − λ ≈ 1 − δtT and the system does not
evolve, hence, the data is repeatable, which is a property
of a projective measurement. In non-extreme regimes,
when δt < T , the data is sampled from semi- binomial
distributions whose mean and variance are fluctuating
from one measurement to another.
After a long data acquisition a list of outcomes
{m1,m2, ....,mk} is obtained which constructs the spin
noise signal. The spin noise is the net magnetization of an
ensemble whose fluctuating value is bounded by N2 and
-N2 . At step kth, mk is a random variable sampled from
semi-Gaussian distribution P (M; tk|mk−1, ...,m2,m1)
whose mean and variance are correlated with previous
recorded data. For the particular choice of a depolarizing
map, using inductive reasoning, we obtain that the the
joint probability distribution between any two data
points is
P (mi; ti,mj ; tj) = (1− λ)i−j δmi,mj P (mj ; tj)(14)
+ ηi−j P (mi; ti) P (mj ; tj)
where ηk = λ+ (1− λ) ηk−1 and η0 = 0 and P (m; ti) =
P (m; t1) = Tr[Πm.ρ0]. Relation.(14) indicates that, with
the probability of (1 − λ)k ∼ e−tk/T , the two measure-
ments separated by tk = k δt, are perfectly correlated
and with the probability of ηk, they are two independent
random variables. In other words, the closer the two mea-
surements are in time, the more likely that their distri-
butions are correlated. Given Eq.(14), one can compute
the covariance function as a measure of the correlation,
R(k) ≡ E(M; tk+i,M, ti)− E(M; tk+i)E(M, ti)
=
N
4
e−tk/T (15)
where the expectation values are calculated using
E(X; t1) =
∑
x x P (x; t1) and E(X; ti, Y ; tj) =∑
x,y x y P (x; ti, y, tj) and we assumed an initially fully
mixed state.
This analysis has considered a collective evolution
Λ and a collective measurement Πm over an ensemble
where the collective measurement preserves coherences
within the subspace m.
A. Arbitrary Quantum Map Λ for non-interacting
spins
We can further generalize the description by extend-
ing it to any arbitrary CPTP quantum map acting on
6individual spins. More precisely, suppose the spins are
not interacting with each other, that there is no field
inhomogeneity and also no variation of the B1 field, and,
that each individual spin interacts with its own bath.
Therefore, spins are indistinguishable to the environment
and one can model the ensemble quantum evolution as
Λ = Φ⊗N where Φ is a CPTP map on a single spin. In
this picture, each spin is an open quantum system.
As before, consider a totally mixed initial state for
each spin, ρ0 = (
1
2 )
⊗N , and make a strong measurement
along the z axis. Upon the measurement with outcome
m, there are N2 +m number of spins with up orientation
and N2 −m with down orientation. So, the measurement
statistics are given by
P (m; t1) =
(
N
N
2 +m
)
(
1
2
)
N
2 +m(
1
2
)
N
2 −m. (16)
The PVM operator given in Eq.(1) can also be expanded
in the tensor product basis as:
Πm =
∑
p
Pˆp[| ↑〉〈↑ |⊗N2 +m ⊗ | ↓〉〈↓ |⊗N2 −m].
Here, since the spins are indistinguishable, there is a sum
over all possible spin permutations that results in net spin
magnetization m. So, p ∈ {1, ...,
(
N
N
2 +m
)
}. Upon
recording the classical value m1, the density matrix is
updated to
ρ|m1 =
Πm1 .ρ0.Πm1
P (m1; t1)
(17)
=
∑
s
Pˆs[| ↑〉〈↑ |⊗N2 +m1 ⊗ | ↓〉〈↓ |⊗N2 −m1 ]
2NP (m1; t1)
.
This updated state evolves under Λ which means that
each spin evolves under Φ. An example of a single qubit
CPTP map Φ would be a rotation around axis rˆ1, a re-
laxation around axis rˆ2 and a dephasing around axis rˆ3
on the Bloch sphere. In general, the action of a map Φ
on the spin basis can be written as
Φ[| ↑〉〈↑ |] = (1− α) | ↑〉〈↑ |+ α | ↓〉〈↓ |+ Off diagonal
Φ[| ↓〉〈↓ |] = (1− β) | ↓〉〈↓ |+ β | ↑〉〈↑ |+ Off diagonal
where α and β are variables which are determined by the
map’s parameters such as evolution time δt, frequency
ω, relaxation and dephasing rates and the directions
rˆ1, rˆ2, rˆ3.
The second measurement on Λ[ρ|m1 ] results in out-
come m2 which occurs with probability
P (m2; t2|m1) =
N
2 +m1∑
k=0
N
2 −m1∑
l=0
{Bin(N
2
+m1, k, α) (18)
Bin(
N
2
−m1, l, β)δm2−m1,l−k}
where Bin(n, k, p) =
(
n
k
)
pk(1 − p)n−k. This new dis-
tribution is again a binomial with mean value
E(M, t2|m1) = m1(1− (α+ β)) + (N
2
)(α− β)
and standard deviation
σ(M; t2|m1) =
√
N
2
(α(1− α) + β(1− β)
+
√
m1(α(1− α)− β(1− β).
As the above relations indicate, depending on the
evolution map’s parameters, α and β, the statistics of
the noise are different. Nevertheless, the spin noise
magnitude still scales with
√
N and exhibits a time
correlation. Notice, it is not necessary to consider an
open system interacting with an environment to see
the spin fluctuation. For example, even in the case of
simple unitary evolution where α = β = sin2[ω δt], these
correlated fluctuations exist.
In order to find the correlation function, we need to know
the joint probability distribution, Eq.(15). In the partic-
ular choice of a totally mixed input state, after each mea-
surement, the updated density matrix is Πmk/Tr[Πmk ].
Therefore, P (mk; tk|mk−1) = P (m2; t2|m1) for all tk,
and hence, the joint probability distribution of any two
data points is:
P (mi; ti, mj ; tj) =
∑
li−j ,...,li−1
P (mi; ti|li−1) (19)
×...× P (li−j ; ti−j |mj)P (mj ; tj).
Substituting Eq.(18) into relation (19) gives us an
analytic expression for the joint probability distribution
and in the large ensemble limit and for the totally mixed
input state, one can approximate each P (mk, tk|mk−1)
with a Gaussian distribution whose mean and variance
are fluctuating from one measurement to the next.
71. Arbitrary Initial State
In this section, we consider N identical and non inter-
acting spins, ρ0 = %
⊗N where % is an arbitrary single spin
density matrix that is expanded as:
% = a | ↑〉〈↑ |+(1−a) | ↓〉〈↓ |+b | ↑〉〈↓ |+b∗ | ↓〉〈↑ |. (20)
The first measurement on this ensemble results in the
statistical distribution
P (m1; t1) =
(
N
N
2 +m
)
(a)
N
2 +m1(1− a)N2 −m1 .(21)
This distribution does not distinguish % from a diagonal
state %˜ = a | ↑〉〈↑ |+(1−a) | ↓〉〈↓ | since the measurement
is along the z axis. Therefore, it is sufficient to consider
%˜ as an arbitrary initial state. Upon the strong mea-
surement given by Πm, the state update rule implies that
ρ|m1 =
∑
s
(a)
N
2 +m1(1− a)N2 −m1 (22)
× Pˆs[| ↑〉〈↑ |
⊗N2 +m1 ⊗ | ↓〉〈↓ |⊗N2 −m1 ]
P (m1; t1)
.
By replacing P (m1; t1) with Eq.21, we see that the above
state is identical to the updated state (17) where the ex-
periment started from a mixed state. Despite the fact
that the first measurement statistics differentiate an ar-
bitrary initial state (% or %˜) from an identity state (1/2N ),
their corresponding updated states are no longer distin-
guishable to the subsequent measurement-evolution pro-
cesses. As a result, except for the first data point, the
statistical fluctuations of spin noise are the same whether
we start from a mixed state or from an arbitrary initial
state.
IV. WEAK MEASUREMENT MODEL
In an NMR measurement, it is too idealistic to assume
that the detection process can resolve a single spin. If we
relax this assumption, the projective measurement op-
erators, Mm = Πm, no longer describe the action of a
measurement. One needs to assign a width of precision
to the measurement apparatus which results in an over-
lap between the different subspaces (Fig.2). Therefore,
once the data m0 is recorded, the spin ensemble density
matrix collapses not only to the m0 subspace but also
to other subspaces with l 6= m0. The most general type
of measurement are mathematically modeled by positive
valued operator measure (POVM) operators, Em, which
result in measurement statistics P (m) = Tr[Emρ], [15].
A PVM is a special case of this. Therefore, we adapt
the spin noise model by relaxing the assumption of a
strong measurement to a weak measurement and defin-
ing POVM elements, Em =M†mMm, as a sum of PVM
operators,
Em =
N/2∑
l=−N/2
D(m, l) Πl (23)
where D(m, l) is a two variable function whose form is
limited by physical constraints:
1. The measurement is trace preserving. So,∑
m
Em = 1 ⇒ for each l
∑
m
D(m, l) = 1.
This means that D is certainly a distribution rela-
tive to m, but it does not have to be a distribution
relative to l. This condition becomes particularly
important when we get close to the boundaries
±N2 .
2. Since the detector records data m as the outcome,
we expect D to have its maximum value at l = m.
So,
max
l
D(m, l) = D(m,m).
3. In a weak measurement, the measurement out-
come is less reliable; if the measurement apparatus
records m, there is a probability D(m, l) that the
updated system collapses to other subspaces with
l 6= m. One expects the further apart l and m are,
the less likely it is to collapse into the l subspace.
Thus, D(m, l) should decrease as |l −m| increases
and its width should be inversely propotioned to
the reliability of the measurement device, 1/w.
4. D need not be a symmetric function. For instance,
we know it must be a distribution relative to m
but it need not have restriction relative to l. So,
in general D(a, b) 6= D(b, a).
Considering the above constraints, we model the function
D(m, l) by a semi-Gaussian distribution:
D(m, l) = Al e
−(m−l)2
2w2 where Al = (1/
∑
k
e
−(k−l)2
2w2 ).
(24)
In this model, we quantify the “weakness” of the
measurement by the quantity w. In the extreme limit
8of a “strong” measurement, when w → 0, D becomes
sharp, D(m, l) → δ(m − l), and hence, Em = Πm
(Fig.2). In the limit of a “very weak” measurement
when w → ∞, D(m, l) becomes a uniform distribution
and hence Em ∝ 1, and so, the state ρ0 is not affected
by the state update rule. In other words, the weakest
measurement causes the least disturbance to the system.
Consider an -polarizing quantum map, Λ[ρ] =
(1−λ) ρ+λ ρ0, for the evolution process which tends to
return the state to the thermal equilibrium polarization
with Tr[Jz.ρ0] = . As an example, consider the initial
state ρ0 =
∑
k
q0(k)
Πk
Tr[Πk]
in which q0(k) is a density
function with mean value  =
∑
k
k q0(k). For instance, in
the case of a mixed state, ρ0 =
1
2N
, q0(k) = Tr[Πk]/2
N
is a binomial distribution with zero mean. Given ρ0, the
first weak measurement results in m1 with a probability
P (m1; t1) = Tr[Em1 .ρ0] (25)
=
∑
k
D(m1, k) q0(k).
It is known that given the distribution, P (m), the up-
dated density matrix is not uniquely determined in case
of a weak measurement, [15]. This is because, the set
of {Mm} that satisfies M†mMm = Em is not unique.
Nevertheless, one of the possible ways of updating the
density matrix is Mm =
√
Em , which gives
ρ|m1 =
√
Em1 .ρ0.
√
Em1
P (m1; t1)
=
∑
k
q1(k|m1) Πk
Tr[Πk]
.
Here we define q1(k|m1) := D(m1,k) q0(k)P (m1;t1) to be the up-
dated density function. As desired, the updated density
matrix collapses not only to ΠmTr[Πm] but also to other
neighboring subspaces, k 6= m1, and its range depends
on the measurement “weakness” w. This semi-localized
state around m1, will then evolve under the -polarizing
map, Λ. Similar to the PVM case, by performing the sec-
ond measurement, we obtain a conditional distribution
P (m2; t2|m1) = Tr[Em2 .Λ[ρ|m1 ]]
= (1− λ)
∑
k
D(m2, k) q1 (k|m1)
+ λ
∑
k
D(m2, k)q0(k).
The fact that the overlap between D(m2, l) and D(m1, l)
appears in the first term of the last equation confirms
that, as long as λ 6= 1 and w 6=∞, there are correlations
carrying on from one measurement to another.
We calculated the joint probability distribution be-
tween any two data points and obtained
P (mi; ti,mj ; tj) = (1− λ)i−j
∑
l
D(mi, l) D(mj , l) q0(l)
+ ηi−j P (mi; ti) P (mj ; tj).
Despite the fact that a strong and a weak measure-
ment result in different statistical distributions, ( i.e.
Tr[Πmρ] 6= Tr[Emρ]) there are common features in
both limits, most importantly, the statistics of instances
are correlated with previous data. These correlations
are a result of the quantum evolution map between
measurements.
Thus far, we have not included the suggested Gaussian
model for D(m, l). If we do so, the covariance function
becomes
R(k) =
N
4
(1− λ)k + (ηk − 1) E(M; t1)2. (26)
One can test this relation for a totally mixed input
state and reproduce the exact result in Eq.(15). This
indicates that spin fluctuations have a similar behavior
in both the strong and the weak measurement limit.
V. CONCLUSION
An open quantum system model of the spin noise
signal in NMR was described. We have shown that
the inherent spin fluctuations can be described by the
nature of quantum measurements, the state update rule
and quantum evolution. We analyzed our model for
arbitrary initial states including the identity, as well
as any arbitrary quantum evolution CPTP map acting
on non-interacting spins, with the depolarizing map
as an example of a collective quantum evolution. We
calculated the joint probability distribution and the
covariance function for different examples in both the
limits of strong and weak measurement.
The proposed spin noise model predicts the statis-
tical fluctuation of a spin ensemble by considering
a collective measurement and a collective quantum
evolution while retaining the average properties such as
thermal polarization. Previous computational models
of spin noise have introduced a fluctuating field over
the ensemble to create dephasing and account for noise
correlations ([10]). Here, the model does not require
such a field, the fluctuations are a function of the update
rule that propagates over knowledge of the system. This
analysis is intended to illustrate that with a description
of the spin, the cavity and the bath interactions one may
straightforwardly calculate the properties of spin noise,
including its correlation function. Such descriptions
are useful in analyzing experimental instances of spin
9noise, in particular, with the development of spin based
quantum information processors that have long lived
spin states and small number of spins.
The authors thank O. Moussa and M. Mirkamali
for helpful discussions. We acknowledge support from
Industry Canada, CERC, NSERC, CIFAR and Province
of Ontario.
Appendix A
In this appendix, we give a concrete example of a spin
noise model. Consider 100 spin half particles each ori-
ented randomly in the Bloch sphere, ρ0 = (
1
2 )
⊗N . At
t = t1 we measure the magnetization along the z axis,
so, the measured value m, is the z component of the en-
semble’s magnetization, i.e, m =
100∑
i=1
si with si = ± 12 .
Thus, m ∈ {−50,−49, ..., 0, ..., 49, 50} is a random num-
ber sampled from the probability distribution P (M; t1).
In this example,
Pstr(M; t1) = Tr[ΠM.ρ0] = Bin(N,
N
2
+M,
1
2
),(A1)
Pwk(M; t1) = Tr[EM.ρ0] =
N
2∑
k=−N2
D(M, k)
×Bin(N, N
2
+ k,
1
2
).
where the subscript st (or wk) refers to the strong (or
the weak) measurement. If one repeats this first mea-
surement with the same initial state, ρ0, many times, a
statistical distribution ofM(t1) will be obtained. We im-
plemented this numerically and the results are shown in
Fig.5.
Once the data m1 is recorded, the ensemble’s density
matrix is updated to ρ|m1 = Πm1
2NPst(m1;t1)
or ρ|m1 =
Em1
2NPwk(m1;t1)
depending on whether the measurement was
strong or a weak. Now, we let the spin system evolves
for certain time δt under the following quantum evolution
map,
Λ[ρ] = Φ⊗N [ρ] where (A2)
Φ[%] = (1− λ)U.%.U† + λ1
2
.
The CPTP map Φ acts on individual spins and for this
example, we chose it to be a depolarizing map (relax-
ation) followed by a unitary rotation around the x axis,
i.e, U = e−iωSxδt. Φ is parametrized by λ = 1 − e−δt/T
and θ = ω δt. Following the discussion in section.III A,
the probability of spin flip is α = β = (1−λ)(sin θ)2 + λ2 .
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Figure 5: 3000 identical measurements are performed on 3000
identically prepared spin states with ρ0 = (
1
2
)⊗N . Each data
point is a random number m1 sampled from the statistical
distribution P (M; t1). A numerical estimation of P (M; t1) is
computed and plotted on the right side for both strong and
weak measurements. N = 100 and w = 5.
Following the spin noise model, once the system is mea-
sured and evolves under Λ, the second measurement is
performed at t = t2. The second measured outcome
m2 ∈ {−50,−49, ..., 0, ..., 49, 50} is again a random num-
ber sampled from the conditional probability distribution
P (M; t2|m1). For this particular example, we computed
the conditional probability distribution in the case of the
strong measurement,
Pst(M; t2|m1) = Tr[ΠM.Λ[ρ|m1 ]] (A3)
=
N
2 +m1∑
i=0
Bin(
N
2
+m1, i, α)
× Bin(N
2
−m1,M−m1 + i, α)
as well as for the weak measurement,
Pwk(M; t2|m1) = Tr[EM.Λ[ρ|m1 ]] (A4)
=
N
2∑
k,k′=−N2
D(M, k)D(m1, k
′)Bin(N,
N
2
+ k′, 1/2)
× Pst(k; t2|k
′)
Pwk(m1; t1)
For the numerical simulation, we prepared identical ini-
tial states ρ0, performed the first measurement on them,
then post selected on that data with magnetization
value, M = m1. Given, these selected conditional states,
Λ[ρ|m1 ], we made a second measurement and recorded
the data and its statistics as shown in Fig.6.
To see the correlation between the two subsequent
data points, we plot the joint probability distribution
P (M2,M1) = P (M2|M1)P (M1) where Mi = M(ti).
As shown in Fig.7, for the case of λ = 0, θ = 0 (no
evolution) and strong measurement, there is a maximum
correlation between the two data points. But, for the
case of weak measurement, there is less correlation even
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Figure 6: The raw data (left) and its corresponding statis-
tical distribution (right) of the second measurement is pre-
sented for both cases of the strong and the weak measure-
ments. Here, λ = 0.1 and a small unitary rotation, θ = pi/32,
are considered.
in the absence of any evolution. This shows that the
data may not be reproducible in the case of a weak
measurement. As the spin flip probability, α, becomes
larger (longer evolution), the two data points become
less and less correlated as seen in Fig.7.
Measurement of subsequent data points proceeds
in exactly the same style and the correlation function
neighboring points does not change. Correlations are
observed in all of these cases with the weak measurement
data having less correlation than the strong.
Figure 7: Contour plots of the joint probability distribution,
P (M2,M1) for different values of λ and θ. The top figure
λ = 1 and θ = 0, shows no correlation between subsequent
data points and the bottom figure λ = 0 and θ = 0 shows a
maximum correlation between them.
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