We study the presence of exact localized solutions in a quadratic-cubic nonlinear Schrödinger equation with inhomogeneous nonlinearities. Using a specific ansatz, we transform the nonautonomous nonlinear equation into an autonomous one, which engenders composed states corresponding to solutions localized in space, with an oscillating behavior in time. Direct numerical simulations are employed to verify the stability of the modulated solutions against small random perturbations.
Introduction
Localized solutions in nonlinear media such as the shape preserving solitons, and breathers, which are characterized by internal oscillations, have fundamental applications for energy transport in optical fibers and waveguides [1, 2] , polaronic materials [3] , biological molecules [4] , etc. These solutions can propagate without losing their shape due to equilibrium between diffraction (in spatial domain) or dispersion (in temporal domain) and nonlinearity [5] [6] [7] [8] . They also appear describing localized excitations in dilute BoseEinstein condensates in specific conditions of balance between the particle dispersion and the nonlinear effect due to the two-body interaction [9, 10] and open possibilities for future applications in coherent atom optics, atom interferometry, and atom transport.
In many cases, the equations that describe the systems have the form of a nonlinear Schrödinger (NLS) equation [11] . Indeed, the NLS equation appears as a universal equation governing the evolution of slowly varying packets of quasi-monochromatic waves in weakly nonlinear media featuring dispersion. One can exemplify this with: light propagation in nonlinear optical fibers and planar waveguides; smallamplitude gravity waves on the surface of deep inviscid water and Langmuir waves in hot plasmas; interaction of high-frequency molecular vibrations and low-frequency longitudinal deformations in a model of long biological molecules; mean-field description of Bose-Einstein condensates (in this case it becomes the Gross-Pitaevskii equation); models that describe nonlinear dissipative media (in this case it becomes the Ginzburg-Landau equation); and so on. Regarding the form of the nonlinearities in the NLS equation one can find: quadratic [12] , quadratic-cubic [13, 14] , cubic (or Kerr-type) [1, 15, 16] , cubic-quintic [17] [18] [19] [20] , quintic [21, 22] , nonpolynomial [23] [24] [25] [26] [27] [28] , logarithm [29, 30] , saturable [31] [32] [33] , and other nonlinearities.
The inclusion of variable coefficients in the NLS equation, which are due to inhomogeneities, produces a gigantic backdrop of possibilities of modulation of the localized solutions, although it breaks the integrability of the standard cubic NLS equation [34] . Physically, the variable coefficients can be achieved by changing the system structure, as for example, in the magnetohydrodynamics the inhomogeneity of the real plasma environment can be achieved by fluctuations of the density, temperature, and magnetic fields [35] ; the inhomogeneities in nonlinear fibers or crystals are due to variation in the geometry and/or variation in the material parameters in the fabrication process of such systems [1] ; in Bose-Einstein condensates (BECs) the variations in the potential and nonlinearities can be controlled by the application of external fields, which also induce modulation pattern of the local nonlinearity through the Feshbach-resonance mechanism, i.e., field-induced changes of the scattering length characterizing binary collisions between atoms, which contributes to modify the nonlinearity in the BEC [36] .
The construction of analytical solitonic solutions is a hard task. However, by applying a similarity transformation technique, which transforms the nonautonomous NLS equation into an autonomous one, one can build analytical solutions. This method has been applied in a number of works [27, 30, . In particular, in Ref. [37] the authors presented localized nonlinear waves in systems with time-and spacemodulated cubic nonlinearities. More general models, including cubic-quintic nonlinearities and modulations with dependence on both time and space coordinates were considered in Refs. [19, 46, 48, 49, 52, 61] . Exact solutions to three-dimensional generalized NLS equations with varying potential and nonlinearities were studied in Refs. [38] [39] [40] . Also, the modulation of breathers and rogue waves were investigated in Refs. [40, 42] and Refs. [47, 50, 58] , respectively. In Refs. [43, 51, 59] , one investigated solitons of two-component systems modulated in space and time. Moreover, in Ref. [53] one studied solitons in a generalized model, using space-and time-variable coefficients in a NLS equation with higher-order terms. More recently, the dynamics of self-similar waves in asymmetric twin-core fibers with Airy-Bessel modulated nonlinearity was also investigated in [57] .
These previous studies have motivated the investigations of other new possibilities, among them the quadratic-cubic nonlinear Schrödinger (QCNLS) equations with inhomogeneous coefficients, in the presence of several distinct background potentials. From the general physical perspective, QCNLS equations have received considerable attention in classical field theory [62] because the localized solutions are nontopological or lump-like structures [63] that appear in several contexts in physics such as q-balls, tachyon branes, and galactic dark matter properties (see [64] and references therein). In BEC, these equations can arise as an approximate model of a relatively dense quasi-1D BEC with repulsive local interactions between atoms [25, 65] plus a long-range dipole-dipole attraction between them [66] . Recently, the presence of chaotic solitons in this system under nonlinearity management has been investigated in [14] via numerical simulations and variational approximation with rational and hyperbolic trial functions. In the current work, our goal is to find analytical solutions describing localized structures modulated by nonautonomous QCNLS equations, allowing us to investigate different patterns of modulations. To do this, we employ the similarity transformation technique and direct numerical simulations to check stability of the solutions. The problem is of current interest since we know that information on the stability of solitonic solutions is of great significance in the study of atomic Bose-Einstein condensates [10, 67] .
The work is organized as follows. In Sec. 2 we introduce the theoretical model and apply the similarity transformation to get information on the pattern of the inhomogeneous terms of the QCNLS equation. Also, we present two different solutions of the autonomous QCNLS equation. The linear stability analysis is displayed in Sec. 3. Next, in the Sec. 4 we consider three different modulation patterns and show the results of the stability tests that are obtained via direct numerical simulations. We summarize our results and suggest new investigations in Sec. 5.
The quadratic-cubic model and the analytical solutions
The model of interest in this work is described by the QCNLS equation with inhomogeneous coefficients. It is given by
where ψ = ψ(x, t), ψ t = ∂ψ/∂t, ψ xx = ∂ 2 ψ/∂x 2 , V(x, t) is the background or trapping potential, and g 2 (t) and g 3 (t) represent the quadratic and cubic nonlinearity intensities, which are modulated in time,
respectively. This second order partial differential equation with quadratic and cubic time-dependent nonlinearities is very hard to solve, but it describes very interesting physical systems such as cigar-shaped condensates with repulsive interatomic interactions [25] plus a dipole-dipole attraction [66] , i.e, Eq. (1) appears as an effective 1D equation that governs the axial dynamics of mean-field cigar-shaped condensates and accounts accurately the contribution from the transverse degrees of freedom. Hence, our goal is to construct explicit nontrivial solutions of this QCNLS with potentials depending on the spatial coordinate and on time, with nonlinearities depending on time. To achieve this, we use the following ansatz [42] 
that connects the nonautonomous QCNLS to an autonomous QCNLS equation
with constant coefficients G 2 and G 3 , which is easier to solve. Note that the ansatz (2) transfer all the space and time dependence of the coefficients of (1) to the external parameters, the amplitude ρ(t) and the phase η(x, t), and now the new coordinates ζ(x, t) and τ(t) describe the space and time evolution in relation to a frame which is moving with the localized solution. By inserting (2) into (1) one gets the Eq. (3) provided that the set of conditions
are satisfied in order to connect the external parameters with the internal ones. These conditions are tightly related to each other, but they allow that we go on: for instance, from Eq. (7) one derives ζ(x, t) = a(t)x + b(t), where a(t) is the inverse of the width of the localized solution (it is positive definite) and −b(t)/a(t) is the position of its center of mass, which implies in Eq. (6) the following condition τ(t) = a 2 dt. Then, one can obtain the amplitude and phase of the ansatz (2), given by
respectively. In addition, the trapping potential and nonlinear terms must have the form
which, by using the Eqs. (8) and (9), can be rewritten as
where
Note that the modulation in the present model is completely defined by setting the functions a(t), b(t), and ǫ(t). Physically, this can be done by setting appropriately the patterns of linear and nonlinear coefficients (V, g 2 , and g 3 , respectively) in the system. For example, in a BEC the harmonic potential and nonlinearities may vary in time due to the application of a modulated laser beam that controls the interactions optically. Next, we go further on the subject and consider an interesting possibility, with the solution Φ = ϕ(ζ)e −iµτ of Eq. (3), such that
where µ is a constant and ϕ > 0. In this case, we can get two distinct solutions, the first one having the form
with A = −4G 2 /3G 3 (assuming A > 0), B = −4G 2 2 /9G 3 and µ = 0. Note that we need B > 0 for a nonsingular solution, which implies that G 3 < 0 and G 2 > 0. The presence of a negative G 3 implies that the system engenders focusing cubic nonlinearity, and since G 2 is positive, one is dealing with a defocusing quadratic nonlinearity. Also, one can obtain a different solution
There are two ranges of values of B ′ that present nonsingular solutions, viz., B ′ > 0 implying G 2 < 0 and G 3 < 4G 2 2 /9; B ′ < −1 implying G 2 > 0 and G 3 < 0. Both cases are of current interest since they can present self-focusing or self-defocusing nonlinearities (competitive or not), which can correspond to different types of materials constituting the nonlinear fiber or the crystal [1] .
Analysis of linear stability
To analyze the linear stability of our analytical solutions of the autonomous QCNLS equation, we perturbed it by normal modes as
where v(ζ), w(ζ) ≪ 1 are normal-mode perturbations, and λ is the eigenvalue of this normal mode. Inserting this perturbed solution in (3) and linearizing, we obtain the following linear-stability eigenvalue problem:
and
where we have assumed ϕ real and positive. Here we use the Fourier collocation method to compute eigenvalues of the linear-stability operator L, in which one expands the eigenfunction Ψ into a Fourier series and turns Eq. (23) into a matrix eigenvalue problem for the Fourier coefficients of the eigenfunction Ψ. One can find examples of application of this method in Ref. [34] , and here we investigate the four new distinct possibilities which we describe below.
Analytical results and numerical simulations
We now examine the modulation of the above solutions and their stability by numerical simulations. The numerical method is based on the 4 th order split-step Crank-Nicholson algorithm in which the evolution equation is split into several pieces (linear and nonlinear terms), which are integrated separately. To this end, we use the steps ∆x = 0.04 and ∆t = 0.001, providing a good accuracy during the evolution of the wave function, with fixed spatial width [-30,30] . Then, to study stability for the above cases we employ a random perturbation in the amplitude of the solution with the form
where ψ 0 = ψ(x, 0) is the analytical solution obtained via ansatz (2) and v ∈ [−0.5, 0.5] is a real random number with zero mean (white noise) evaluated at each point of discretization grid in x-coordinate. Also, to ensure the stability of the method we also checked the norm (power) and the energy of the solution defined by P = ∞ −∞ |ψ| 2 dx and
respectively. In order to focus on the practical use of the above results, in the following we present some specific examples of typical potentials and nonlinearities given by Eqs. (13)-(15) that can be found in experimental setups. Here, for pedagogical purpose, four distinct cases are addressed. In the first, presented in Subsec. 4.1, we consider the system without modulation, in order to give us a landmark about the stability of such solutions. In Subsec. 4.2 we include a potential which is asymmetric in space and periodically modulated in time, which is found by setting α(t) = δ(t) = 0 and β(t) = 0. This type of potential is interesting because we can see how the center of mass of the solutions behave under a periodically oscillating uniform field. Another potential, the harmonically symmetric in space and periodically modulated in time potential, which is obtained with β(t) = δ(t) = 0 and α(t) = 0, is studied in Subsec. 4.3. Here the main motivation is to investigate how the solutions behave under the effect of the squeezing and anti-squeezing produced by the oscilatting harmonic potential. Finally, a more general case, mixing the two previous cases, is considered in Subsec. 4.4.
Indeed, all patterns of potential and nonlinearities addressed here are feasible in several scenarios, for example, in nonlinear fiber optics and BECs [36, 68, 69] : the first case can be attained by the action of a periodic heterogeneity obtained in the fiber construction, and the second one may be driven by external potentials and by using the Feshbach-resonance management.
Vanishing potential
In this case we assume that V = 0 in Eq. (13), i.e., we suppose that the system evolves without modulation. To this end, we use a = 1, b = 0, and ǫ = 0, for simplicity. Then, one gets ρ = 1, η = 0, τ = t, and ζ = x. Also, the quadratic and cubic nonlinearities present a constant behavior (g 2 = G 2 and g 3 = G 3 ). Then, the solution has a constant amplitude modulation ρ = 1 and phase η = 0.
In Figs. 1(a)-1(d) we show the profiles of the localized solutions |ψ| 2 for the cases given by Eqs. (20) and (21) , in the absence of modulation (The values chosen by us for the nonlinearities are such that the norm of the solution approaches 1). Note that we choose three ranges of values for the nonlinearities, namely, g 2 < 0 and g 3 < 0 (both self-focusing in Fig. 1(b) ), g 2 < 0 and g 3 > 0 (competing type-1 in Fig. 1(c) ), and g 2 > 0 and g 3 < 0 (competing type-2 in Figs. 1(a) and 1(d) ). Also, we show in Figs. 2(a)-2(d) the linear stability analysis corresponding to the cases presented in Figs.1(a)-1(d) , where we display the real and imaginary parts of the eigenvalue given by Eq. (23) . Note that if Re(λ) = 0, one gets a linearly unstable solution (cf. Eq. (22)). In our example, the Lorentzian-type solution (Eq. (20)) is prone to be unstable while the others solutions are linearly stable. From now on, we will call the examples for those specific choices of nonlinearities presented in Figs. 1(a)-(d) by cases A, B , C, and D, respectively.
Seesaw potential
We now analyze a potential with linear modulation in x-coordinate and periodic modulation in t. So, we choose a = 1 and b = − sin(ωt), such that, α = 0, β = ω 2 sin(ωt), and δ = 0 with a suitable adjustment of the function ǫ(t). In this case, the amplitude and phase of the solution will be given by ρ = 1 and η = ωx cos(ωt) − 1 4 ω[cos(ωt) sin(ωt) + ωt], respectively. Also, one gets ζ = x − sin(ωt), τ = t, g 2 = G 2 and g 3 = G 3 (constant nonlinearities), and a seesaw potential with the form
Note that the amplitude of the above potential depends on the square of oscillation frequency of the temporal modulation. We display in Fig. 3 the analytical profiles (|ψ| 2 ) of the localized solutions modulated by the seesaw potential. Note that in Figs. 3(a)-3(d) we contemplate the same cases shown in Figs. 1(a)-1(d) , respectively, now with modulation of a seesaw potential. We stress that in the present case, the linear stability analysis employed in the previous case do not work anymore. Then, we analyze the stability of the solutions by direct numerical simulations of the perturbed profiles (Eq. (25)). Based on the analytical solutions, we expect stable solutions when the variance in x is approximately "constant", i.e, var(x) = x 2 − x 2 , with • = ∞ −∞ •|ψ(x, t)| 2 dx. Indeed, due to the perturbations it will only suffer small random variations. In Figs. 4(a)-4(d) we display the variance of x versus t. Note that we do not present the 3D profiles to avoid problems of graphical resolution because the number of oscillations up to t = 5000, but they were taken into account everywhere. As a conclusion, the result of Fig. 4(a) shows that the unstable solution (one whose instability is shown in Fig. 2(a) ) remains unstable under the present modulation. Also, those stable solutions, whose stabilities are shown in Figs. 2(b)-2(d) , remain stable. We stress that all results were verified for different values of ω, varying by the step 0.05 into the range [0, 1.0]. Figs. 1(a)-1(d) , respectively, but now with modulation. The values of the nonlinearities are the same used in Fig. 1 . 
Flying-bird potential
Here we assume a quadratic modulation in x-coordinate with a periodic modulation in t-coordinate. Thus, we use a = 1 + γ cos(ωt) (with γ < 1) and b = ǫ = 0, getting
β = 0, and δ = 0. So, the amplitude and phase of the solution, the external potential and the modulated nonlinearities will be given by ρ = 1 + γ cos(ωt), η = γωx sin(ωt)/{2[γ cos(ωt) + 1]}, V = α(t)x 2 (with α given by Eq. (27)), g 2 = G 2 [1 + γ cos(ωt)] 3/2 , and g 3 = G 3 [1 + γ cos(ωt)], respectively. Analytical profiles of the modulated solutions are shown in Fig. 5 . Note that a breathing pattern is obtained since we have nonlinearities varying harmonically while the potential presents an attractive-toexpulsive harmonic change in its profile. In Figs. 6(a)-(d) we show the time evolution of the variance of x obtained by direct numerical simulations of Eq. (1). Now, differently from the variance predicted for the seesaw potential (Subsec. 4.2), here this parameter will oscillate around a constant value, which reflects the breathing pattern of the solutions.
We found different regions of stability/instability for each case. Interestingly, we observe in the case A that the Lorentzian solution becomes stable for ω ∈ [0.2, 1.0]. This behavior is observed in the results shown in Fig. 6(a) , where one can see that the variance of the curve for ω = 0.1 increases in an unpredictable fashion while the other ones remain oscillating around a constant value. In the case B (Fig. 6(a) 
Mixed potential
In this case, we consider a mixed potential with the form V = α(t)x 2 + β(t)x, and we take a = 1 + γ cos(ωt) and b = − sin(ωt). We choose ǫ in a way such that δ = 0. The temporal modulation functions Figs. 1(a)-1(d) , respectively, but now with modulation. The values of the nonlinearities are the same used in Fig. 1 plus ω = 1 and γ = 1/4. for the potential will then be written in the form:
with α given by Eq. (27) we show the analytical profiles of the modulated solutions by the mixed potential. Indeed, as expected we observe the solution oscillating around the center of the trap, in a way similar to the case of the seesaw potential, plus a breathing pattern, as in the case of the flying-bird potential. Similarly to the case of flying-bird potential, due to the breathing pattern of the mixed potential the variance of x will also oscillate around a constant value. This pattern was observed in the stable solutions obtained by the numerical simulations.
The temporal evolution of variance in x of the solutions are displayed in Figs. 8(a)-8(d) . Specifically, for the Lorentzian solution (case A, displayed in Fig. 8(a) with ω = 0.5 presents an increasing behavior illustrating the instability region mentioned above. In all cases the temporal evolution of the 3D profiles corroborate the variance behavior.
Summary
In this work, we investigated the NLS equation in the presence of quadratic and cubic nonlinearities that are modulated in time, under the action of a background potential modulated in space and time. We have studied two distinct solutions, constructed from Eqs. (20) and (21), and we dealt with several possibilities, with the nonlinearities being focusing or defocusing, and with the potential having four distinct features, as they appear in the subsections 4.1, 4.2, 4.3, and 4.4. The study presented several analytical solutions, showing how they can be stable or unstable, when one varies parameters that control each one of the four specific problems considered in the work.
The main results of the current study are exemplified in the eight figures that are depicted above. The four odd numbered figures illustrate solutions with vanishing potential, and with potential of the seesaw, flying-bird, or mixed type, respectively. Also, the four even figures describe the corresponding stability, which we investigated numerically. Interestingly, we see that the frequency of modulation is an important parameter to control stability of the solutions for both the self-focusing and the self-defocusing cubic nonlinearity. Among all the interesting results, we stress that the stability is not guaranteed for certain types of modulations, so the pattern of modulation can work to stabilize or destabilize the solutions.
The several investigations illustrate how to stabilize unstable solutions and how to accomplish this possibility in a diversity of scenarios. Thus, from the experimental point of view one can, for example, stabilize an unstable solution, like the one shown in Fig. 2a , with an appropriate choice of the pattern of modulation, and with a specific choice in the frequency of modulation, which is the key parameter here. In this sense, the above results encourage us to study other models, with other types of nonlinearities and solutions. We hope to report on this in the near future.
