One contribution of 11 to a theme issue 'Wind energy in complex terrains' .
Introduction
The turbulent length scales affecting freestanding wind turbines are directly related to the physical length scales of the atmosphere, and form the basic hypothesis of the dynamic wake meandering (DWM) model by Larsen et al. [1] . The atmospheric length scales depend on factors such as the wind speed, surroundings in terms of topography and roughness (wave height for offshore), and atmospheric stability. However, when numerous wind turbines are clustered together in large (offshore) wind farms, the wind farm extent and turbine spacing introduce new and larger length scales of the order of 10 km. These scales can interact and affect the atmospheric conditions as well as the operation of individual turbines.
Understanding the interaction between the atmosphere, the individual turbines and the overall operation of the wind farm becomes increasingly important in order to reduce the costs by efficiently harvesting wind energy. Increased efficiency on a farm scale can be achieved by improving the entrainment of energy into the farm. Entrainment is here defined as the process by which turbulent mixing enables the reduced wind speed in the wake behind a wind turbine to recover, and is hence mainly related to increased power production in the wind farm.
Attempting to optimize the energy entrainment can essentially be done through two measures:
(a) Passive. Design the farm layout based on understanding of the complex interaction of wakes and atmosphere, and hence increase the average entrainment for various wind speeds, directions and atmospheric stability for a given site before deployment. (b) Dynamic. Optimize wind turbine control, either individually or collectively, to deal with the turbulent fluctuations encountered in large wind farms and enhance power production and potentially lower loads.
The first measure is applicable during the design phase of new wind farms, see e.g. layout optimization using standard engineering wake models [2, 3] ), or state-of-the-art large eddy simulations (LESs) and actuator disc simulations [4] .
The latter measure is often approached by different control strategies, for instance by derating or yawing the first turbine [5, 6] .
The challenges of improving the dynamic control is inherently complicated as changing the control strategy of one turbine inevitably changes the operation of the entire farm. This was examined using an adjoint method within a LES framework by Goit et al. [7] , which showed improvements up to 7%. The increase was related to the changes in Reynolds stresses for the first row and an increased transport of mean momentum between the turbines.
Meyers & Meneveau [8] investigated transport tubes of axial momentum and energy in the fully developed wind farm, and identified two distinct regimes of energy transport. For small lateral turbine spacing, the energy entrainment is a top-down mechanism, while the energy comes in sideways for larger lateral turbine spacings. These energy tubes are comparable to the large rollers identified by VerHulst & Meneveau [9] , who used proper orthogonal decomposition (POD) to examine the large atmospheric scale flow structures. Similar effects of lateral spacing confinement and circulation cells were shown by Andersen [10] , which significantly reduce the mean wind speed inside fully developed wind farms.
The entrainment process has been related to the turbine spacing by Newman et al. [11] , who also employed POD to examine length scales in the vertical flux of mean kinetic energy (MKE) obtained experimentally in a 3 × 5 downscaled wind farm.
This article applies a similar approach as Newman et al. [11] to numerical LES simulations, where the entrainment is compared for different atmospheric scenarios as well as a reference simulation without turbines present. The present study extends and elaborates on the findings for even larger wind farms. Unlike the study by VerHulst and Meneveau, the focus is here on the turbulent and entrainment length scales in the vicinity of the turbines and their operation, and less on the effect on the atmospheric boundary layer (ABL) itself.
This article is organized as follows. The numerical methodology is presented in §2 along with POD. The entrainment process is visualized, and the turbulent and entrainment length scales are examined in §3 and §4. The speed and persistence of the large turbulent structures through the farm is obviously of interest for dynamic farm control, which is examined in §5 before concluding on the presented results. 
Methodology (a) Basic equations and numerics
The numerical simulations are performed using the three-dimensional flow solver EllipSys3D [12, 13] . EllipSys3D solves the incompressible Navier-Stokes equations in general curvilinear coordinates, which are discretized in a block-structured approach with a collocated grid arrangement. The pressure correction equation is solved using the PISO algorithm and the Rhie/Chow interpolation technique is used to avoid pressure decoupling. The convective terms are discretized using a combination of the third-order QUICK scheme and the fourth-order CDS scheme in order to avoid numerical wiggles and reduce numerical diffusion.
A low pass filter is applied to the Navier-Stokes equations in a LES framework, which yields a filtered velocity field of resolved large scales in time and space. The resolved scales are simulated directly by the filtered Navier-Stokes equations, whereas scales smaller than the grid scale are modelled through a sub-grid scale (SGS) model, which provides the turbulence closure. The employed SGS model is based on the mixed scale model by Ta Phuoc et al. [14] , where the SGS eddy viscosity is determined by
whereV is the filtered velocity field and¯ is the filter cut-off length. The filter cut-off length is given by 1/3 , where is the volume of a given cell. The constants are set to β = 0.5 and C m = 0.01. The kinetic energy (q 2 c ) is determined by
whereV −Ṽ gives the high-frequency component of the velocity field by subtracting the filtered velocity from the resolved velocity. The current sub-grid scale model was assessed by Chivaee [15] . The flow field is thus approximated by solving the filtered three-dimensional incompressible Navier-Stokes equations forV:
where ρ is the density of air,p is the filtered pressure and ν is the kinematic viscosity. The flow solver is employed in a normalized form, where the directions (x = (X, Y, Z)) are scaled by the rotor radius (R) and the velocity components (V = (U, V, W)) are scaled by the freestream velocity U 0 at hub height. All presented results are, therefore, normalized and effectively U, V and W are equivalent to U/U 0 , V/U 0 and W/U 0 . Here, X, Y, Z and U, V, W corresponds to the streamwise, lateral and vertical velocity components. Several body forces (f WT , f turb and f pbl ) are explicitly introduced in the numerical domain to represent the effects of the wind turbines, atmospheric turbulence and the ABL. The individual body forces are described in the following.
(b) Wind turbine modelling
The wind turbines are modelled using the actuator line (AL) method, where body forces are imposed along rotating lines, see Sørensen & Shen [16] and Jha et al. [17] for details and Troldborg for validation [18] . The actuator line method is advantageous as it requires significantly fewer cells than a fully resolved wind turbine to model the influence of the turbine, and still enables detailed studies of the wake dynamics. Furthermore, the actuator line can be used directly in simple structured grids. However, the actuator line method depends on the quality of aerofoil data. In the current implementation, the actuator line is fully coupled to Flex5, an aero-elastic code used to assess the aerodynamic deflections and load responses of wind turbines [19] . Local velocities along the rotating blades are transferred from EllipSys3D to Flex5 for each time step, and the corresponding forces and blade positions are transferred back [20] .
The local velocities along the rotating lines are used to compute the local velocity triangle and relative blade velocity. The local velocity triangle relative to the rotating aerofoil segment is determined from the velocity triangle, where V x (= U) and V θ are the velocities in the axial and tangential directions, respectively, and the relative velocity at the blade section is given as
The flow angle is given as φ = tan −1 (V x /(Ωr + V θ )), where Ω denotes the rotational frequency. This gives a local angle of attack, α = φ − γ , with γ denoting the local pitch angle. Lift and drag forces are found from
where C L (α, Re) and C D (α, Re) are lift and drag coefficients as function of angle of attack (α) and Reynolds number (Re) given as tabulated data. The Reynolds number is based on chord length and relative velocity. e L and e D are unit vectors parallel to lift and drag forces, respectively. Projection gives the axial and tangential forces, F x and F θ . The body forces are numerically smeared across a few cells to avoid singularities. The smearing is Gaussian distributed by applying a convolution to the local load f 2D using a regularization kernel (η ) as follows:
Here, N b is the number of blades and r = x − re i , where is the Euclidean norm, i.e. the distance between the grid point and the force points on the ith actuator line denoted by the unit vector e i .
The modelled turbine is an upscaled version of the NM80 turbine, and the two-dimensional aerofoil data have been corrected to take three-dimensional effects into account [21] . NM80 is a three bladed horizontal axis wind turbine with a rated power of 2.75 MW for a hub velocity of U hub = 14 m s −1 . The blades radius is R = 40 m (see Madsen et al. [22] for more on the NM80 rated at 2.00 MW).
The fully coupled system adds additional, albeit realistic, complexities to the turbulent flow as the individual turbines respond to the incoming flow according to the turbine controller, which changes the blade pitch and effective thrust experienced by the turbine. The controller combines a variable speed P-controller for below rated winds and a PI-pitch angle controller for wind speeds above rated, see Larsen & Hanson [23] or Hansen et al. [24] for details on turbine controllers.
(c) Applying atmospheric turbulence
Body forces (f turb ) are also employed to introduce atmospheric turbulence into the flow as described by Gilling et al. [25] . The body forces are obtained from the turbulent fluctuations generated by the Mann model [26, 27] . The Mann model is a linearization of the incompressible Navier-Stokes equations and assumes Taylor's frozen turbulence hypothesis to generate threedimensional field of all three velocity components. The advantage of the Mann model is that second-order statistics (variance, cross-spectra, etc.) are matched to those occurring in a neutral atmosphere and the generated turbulence is homogeneous, anisotropic and stationary. The turbulence is generated in a box of total extent 179 000 × 6400 × 6400 m, and the turbulence is imposed by body forces in a plane 4R upstream of the first wind turbine. The generated turbulent box is significantly larger than a standard Mann box in order to include very long length scales.
(d) Atmospheric boundary layer
The ABL is also modelled using body forces as described by Mikkelsen et al. [28] . The body forces are determined to achieve any desired vertical velocity profile, which is here taken as a combination of a parabolic and power law profiles governed by
where PBL gives the height, where profile transitions from the parabolic to power law profile. H hub is the hub height, c 1 , c 2 and α PBL are shape parameters, and c 1 and c 2 are determined to ensure a smooth transition between the parabolic and the power law expression.
The advantage of using body forces is that only a very short precursor simulation is required to determine the body forces necessary to main any boundary layer profile. The body forces are maintained throughout the domain and simulations, i.e. acting similar to a constant pressure gradient. Troldborg et al. [29] assessed the method and found that the committed error is inversely proportional to the Reynolds number, hence insignificant.
The current simulations are all conducted with a shear exponent of α PBL = 0.14 and the ABL is neutral.
(e) Proper orthogonal decomposition
The POD was introduced by Lumley [30] as a method to examine and identify coherent structures in turbulence. POD yields a linear subspace, which is optimal in terms of the variance, i.e. in this context variance corresponds to turbulent kinetic energy.
The implementation of POD is briefly introduced using linear algebra notation inspired by the notation of Jørgensen et al. [31] . For additional detail, the interested reader is referred to the seminal work by Sirovich [32] , Aubry et al. [33] and the general overview on POD given by Berkooz et al. [34] .
The decomposition is derived from the auto-covariance matrix: for the matrices of eigenvalues Λ and eigenvectors G. The eigenvalues are real and positive because the auto-covariance matrix is symmetrical and positive. The eigenvectors are orthonormal and a new orthonormal basis is hence obtained from
where B = UG. This basis, which contains information on the coherent structures, gives the spatial POD modes. Λ −1/2 is a diagonal matrix with elements 1/Λ 1/2 . Furthermore, an amplitude matrix containing the temporal eigenfunctions can be found from Finally, the original matrix, i.e. flow field, can be reconstructed by
where the reconstruction may be truncated by only including the first M < N POD modes (M < N). POD is optimal for such reconstructions as it requires fewer modes than a Fourier or other decompositions of turbulent fields, see Spitler et al. [35] . For a homogeneous field, however, POD and Fourier analysis give the same results (see Berkooz et al. [34] ). POD has been employed in several studies within wind energy to reconstruct turbulent wind fields, e.g. Saranyasoontorn & Manuel [36] as well as Andersen et al. [37] have created low-dimensional models of the turbulent inflow for wind turbines from a stochastic Kaimal spectral model and LES simulations of infinite wind farm scenarios, respectively.
In this study, POD is used as an enhanced alternative to Fourier analysis. A Fourier analysis distributes the energy content onto a known basis (sinusoidal functions), whereas POD provides a new and optimal basis with respect to the energy content, which are not restricted to be, e.g. sinusoidal. The new basis functions are analysed in order to detect the large coherent structures with particular focus on the transport of MKE in §4b. The lateral boundary conditions are cyclic to simulate wind farms of infinite extent in the lateral direction. The vertical boundary conditions are symmetry planes as the ABL is modelled as previously described. Inlet/outlet conditions are applied in the streamwise boundaries.
The main simulation parameters are summarized in table 1 and the shown colour coding is maintained throughout the paper unless otherwise stated.
A reference simulation is performed without any turbines and three simulations are made with a total of 16 turbines. All simulations have a reference inflow velocity of 8 m s −1 at hub height. Three of the four simulations have turbulent inflow. The same Mann turbulence box has been applied with different forcing, see figure 1 for the turbulent inflow extracted at hub height 1R upstream the location of the first turbine. The reference simulation without turbines and the high turbulent intensity simulation have the exact same turbulence enforced, and the difference in amplitude of the fluctuations corresponds to the influence of the turbine(s), i.e. the upstream induction from the turbine. Finally, the last of the four simulations does not include atmospheric turbulence, although turbulence eventually develops numerically due to the vertical shear and the operating turbines. This latter simulation serves as a baseline case of the size of length scales introduced by the turbines and wind farm itself.
The alternative to enforcing Mann generated turbulence would be to run a so-called precursor simulation [38] . However, deriving different turbulent intensities for different idealized precursor Normalized streamwise velocity extracted at hub height at 1R upstream the first turbine. Note that for reference simulation without turbines, the velocity is extracted at the same location as the other simulations.
realizations also yields different vertical shear and length scales in the flow. However, the aim is to perform a detailed study of the entrainment process through a complete control of the inflow with the same turbulent length scales with different amplifications and this can only be accomplished by prescribing flow features through body forces. The simulations have been run long enough to flush the domain of any transients, and the presented results will be based on 60 min real-time statistics unless otherwise stated. Figure 2 shows the instantaneous particle location coloured according to original release height, which has been divided into four distinct zones: below the first wind turbine (0 < Z < R) shown in dark blue, in front of the first turbine (R < Z < 3R) in blue, above the first turbine (3R < Z < 5R) in green and 'high' above the first turbine (5R < Z < 20R) in yellow. Clearly, there is a high degree of mixing and the initial colour partitioning is broken after turbines 1-2 for both seeding positions. There are also areas, where the particles have essentially been flushed away by the turbulent fluctuations, e.g. between turbines 5-7. It is also noteworthy how a substantial amount of the dark blue particles are lifted up from below the turbines to high above the wind farm in the same region.
Particle tracking
The distribution of particles changes significantly over time as they are advected through the farm. The distribution of particles from each seeding height is counted within 'imaginary' cylindrical tubes between the turbines as indicated in red in figure 2 . The distributions of number of particles and the percentage of the different particles are shown in figure 3 , where each bar corresponds to a time step during approximately 1200s. The particle statistics have been coloured according to the same zones as in figure 2 , but with different colours for the two streamwise locations to clearly distinct them, in total eight different colours.
The number of particles is limited due to the additional computational overhead associated with tracking a large number of particles, but the tendencies are nonetheless clear. There are large variations in the number of particles between the different turbines and peaks (with On average, approximately 15%, 35%, 30% and 15% of the particles originate from below, in front, above and 'high' above the first turbine, respectively, with minor changes from the third to the seventh turbine. Further into the farm the fractions are redistributed and particles from the higher zones constitute about 30% and 35%. Perhaps surprisingly, this redistribution is predominantly at the expense of particles originating from in front of the first turbines as the number and percentage of particles from below remain relative constant. This corroborates the findings of Meyers & Meneveau [8] that the mean mass flow originates from beneath the turbines and is ejected above the turbines further downstream.
From the 10th to the 15th turbine, the contribution from below and above the second seeding position approach comparable percentages, before approximately half of the particles originate from 'high' above the 9th turbine at the very end. Naturally, a significant amount of the particles continue from one tube to the next before leaving and potentially re-entering at a later stage.
Comparing the statistics between turbines 1-2 and 9-10 indicates that about 80% of the particles are maintained in the wake from in front of the turbine, and about 50% pass through the second turbine. The transport mechanism behind these observations are examined in greater detail the following sections.
Transport of mean kinetic energy
Newman et al. [11] examined the conservation equation for the MKE:
with particular focus on the transport of MKE given bȳ
The terms on the right-hand side are energy transport by Reynolds stresses, flow work and viscous stresses, respectively. Newman et al. [11] analysed a small experimental wind farm with particular focus on the term U u w . This term was deemed most important both from order of magnitude arguments and due to the unavailability of the lateral velocities and pressures. However, numerical simulations do not have the same restrictions, so figure 4 yields a comparison at Z = 3R of the major terms, namely U p /ρ, − U u w , W w w and V u v . The expressions are normalized by the freestream velocity, U 0 . Be aware of the different coordinate system, if comparing directly to Newman et al. [11] . The repeating pattern between each pairs of turbines is apparent for both the flow work and the vertical transport W w w . The latter is seen to have a significant contribution immediately behind the turbines, so while the integral quantity is negligible as argued by Newman et al. [11] , the local value may not be small. The last term − U u w also displays a repeating pattern in the order of the turbine spacing, although less distinct. The integral contribution of the flow work superceeds − U u w by approximately 50% for all three farm simulations. However, the flow work is a more static contribution related to the pressure drop and recovery of the turbine wake and less related to the direct interaction of turbine wakes and atmosphere. The focus here is on the dynamic length scales within the wind farms, hence the term − U u w is the dominant driver of the entrainment process throughout the farm as also argued by Newman et al. [11] . The full spatial distribution of U u w throughout the wind farms for Z = [0; 4]R is shown in figure 5a for TI = 15%. The repeating pattern between the turbines are now more notable with large positive and negative regions extending from each turbine top and bottom tip, respectively. The contour levels are comparable to the experimentally values obtained by Newman et al. [11] , although the numerical results resolves finer details in the near wake. The near wake displays minor positive and negative regions below and above hub height immediately behind the turbines. Figure 5b shows the comparison between all simulations at tip height. Initially, the transport is higher due to the atmospheric turbulence, but entrainment due to the turbine induced turbulence is comparable for the simulations with no or low atmospheric turbulence (TI = 0% and TI = 3%) for the 3rd-7th turbines. Further into the farm, the transport for the simulation with TI = 3% increases to levels comparable with the high turbulent case (TI = 15%). So although the initial turbulence conditions differ, the farm generated turbulence becomes dominant, see also Frandsen & Madsen [39] , and the presence of atmospheric turbulence aids in obtaining a 'saturated' turbulence level inside the wind farms. The transport of MKE is generally increased by a factor of 3-4 compared with the reference simulation without turbines, which shows some turbulence decay throughout the domain. The higher transport in the simulation with TI = 15% is partly due to an increased streamwise velocity as the atmospheric turbulence increases the wake recovery. The second-order statistics are also slightly higher initially. However, higher order statistics deep inside large wind farms might be scalable relative to the mean streamwise velocity or another appropriate reference velocity [40] . Figure 6 shows the vertical profiles of Reynolds stress (u w ) and MKE transport when integrated in the streamwise direction between pairs of turbines (only every second is shown). Initially, the Reynolds stresses are larger in the simulations with atmospheric turbulence, but the turbine generated turbulence is generally the same below hub height and comparable above hub height after a distance of about sixth turbines, with some local deviations. The MKE transport develops similarly, and the vertical profiles of MKE transport is comparable to those reported by Newman et al. [11] , although the value of the integrated net flux at tip height range from 0.06 − 0.12, which is larger than the 0.03 reported by Newman et al. [11] for a spacing of 10R. However, it is noteworthy that the MKE transport around hub height gets closer to zero further into the farm.
(a) Proper orthogonal decomposition
The POD is applied to the velocity fluctuations extracted along a plane through the turbine centers (Y = 10R) through the farm from Z = [0; 4]R to examine the large coherent structures. The velocity fluctuations are extracted approximately every 10s, which yields a total of 358 time steps during the 60 min. Figure 7 shows the first 10 POD eigenvalues and the cumulated energy content of all POD eigenvalues for the four simulations. The turbines introduce more small scale turbulence, which is seen directly in the POD eigenvalues as the relative energy content of the first POD modes is one to two times lower in the farm scenarios compared with the reference simulation without turbines, which has a larger initial slope in the cumulated energy content. Mode pairing is observed for all simulations, e.g. modes 2 and 3 in the reference simulation and modes 1 and 2 in the simulation with TI = 15%, indicating that they are kindred modes with comparable spatial and/or temporal aspects. A cause for this may be the presence of travelling waves. The first and third spatial POD modes for the reference simulation and TI = 15% are shown in figures 8 and 9, respectively. Clearly, the coherent structures detected by POD are significantly larger in the reference simulation compared with the wind farm scenario(s) in both the vertical and streamwise directions. However, the POD modes are also clearly seen alternating throughout the domain, and the alternating distribution is smaller for the farm scenario(s). Despite the repeating signals, it is striking how the turbulent kinetic energy associated with the tip vortices behind the turbines are spread over several POD modes as the first POD mode shows significant turbulent structures for the third, fifth, (eighth) and 13th turbine, while it occurs for the second and to a smaller degree eighth and 13th turbine for the third POD mode. The length scales of these turbulent structures are explored in the following.
(b) Length scales
As argued by Newman et al. [11] the MKE flux can be reconstructed using the POD modes as they are sorted in terms of energy content as follows:
where superscript n denotes the POD mode and subscript denotes the component, i.e. X, Y, Z. Each POD mode is used to reconstruct part of the MKE flux, and the most energetic entrainment length scales are identified from these contributions. The contribution from the first POD mode and the streamwise profile extracted along the tip height is plotted in figure 10 for TI = 0% and TI = 15%. The largest length scales at tip height for the first POD mode are determined by zero-crossing and marked in red in figure 10b,c. The structures undoubtedly grow further into the wind farm, and the length of the structures are in the order of the turbine spacing. Similar trends are seen in all simulations, but not shown for brevity. Using zero-crossing is a simple, yet consistent way to determine the largest length scale. However, it might occasionally not yield the most energetic spatial structures for a given POD mode, e.g. as shown for TI = 0%, the larger peak between the 14th and 15th turbine contains 33% while the identified largest structure contains 20% of the MKE flux. However, the length of the structures are 8.91R and 9.64R, respectively. Similarly, the largest length scales are determined for all heights below tip height (Z = [0; 3]R) for the first nine POD modes and are plotted against the starting location of the entrainment structure in figure 11 . The length scales extracted from the reference simulation without turbines are included for comparison. The first nine POD modes correspond to 19%, 9%, 11% and 13% of the turbulent kinetic energy for the reference simulation, TI = 0%, TI = 3% and TI = 15%, respectively. Each dot represents the largest length scale at a given height, and the dots are scaled according to energy content, i.e. the larger dot, the more energy in the given POD mode. The colour coding follows the definitions in table 1. The horizontal line denotes the streamwise turbine spacing (S X = 12R). The most energetic POD modes in the reference simulation are not It is also important to note how the majority of the largest and most energetic entrainment structures are located towards the end of the wind farm for all farm simulations. This indicates how the large atmospheric scales are initially constrained or broken up by the turbines, before large coherent structures eventually grow to comply with the available space. Hence, it could potentially be used during the design phase of new wind farms to fix the turbine spacing to allow for the most energetic length scales at a given site to easily penetrate the wind farm. The development and significance of the large coherent structures are further investigated in §5.
(c) Temporal evolution
The temporal evolution of the POD modes are investigated spectrally using FFT to determine the peak frequency of the first nine POD eigenfunctions. The peak periods (T p ) are plotted against the POD mode number in figure 12 for all simulations. The peak periods are always larger than the flow through time between two turbines for the freestream velocity at hub height, i.e. T = S X /U 0 = 12R × 40 m R −1 /8 m s −1 = 60 s. Furthermore, the peak periods generally fall on a number of plateaus, e.g. T p = 153.2 s and T p = 212 s. These plateaus show the same mode pairing as the one observed in figure 7a .
A spatial POD mode is essentially comparable with a standing wave, which does not necessarily transfer energy in the streamwise direction, but merely oscillates according to the temporal eigenfunction. However, the combined effect of multiple POD modes ensures that the large coherent structures are translated down through the wind farm, yet the question is how fast the flow moves through the farm as the POD modes clearly evolve slower than the pure flow translation.
Correlations
The fully coupled wind turbines yield complete performance time series of both power production and loads for each of the turbines. These are examined to elucidate how the large coherent structures are experienced by the individual wind turbines and how they travel down through large wind farms. Figure 13 shows an example of two time series of power signals from the 15th and 16th turbine in the TI = 15% simulation. The variability is clearly large, but it is also evident how the two signals are often comparable, although shifted, e.g. see t ≈ 2400 s. The cross-correlation (ρ) is calculated between two time signals (P 1 and P 2 ) as a measure of their similarity. The correlation is here defined as
where τ is the time lag. The maximum correlation for the above example is 0.79 and with a time lag of 69.2s between the two signals.
(a) Farm correlations
The correlation is computed throughout the wind farm for the different scenarios, i.e. the correlation between the first and second turbine, between the second and third turbine and so forth to the end of the farm. Figure 14 shows the maximum correlation between such consecutive turbines through the farm for TI = 0% and TI = 15% and the comparable maximum correlations for the reference simulation is included. The correlation initially grows, but eventually reaches an almost constant level of approximately 0.6 and 0.8 for TI = 0% and TI = 15%, respectively. The highly turbulent wake flow yield smaller correlations than the undisturbed flow, as expected, but still high. As discussed in §4b, this clearly shows how the highly dynamic turbulent flow contains self-organized motions of large coherent structures. A correlation of up to 0.8 could enable the development of actual wind farm controllers, where the upstream wind turbine is effectively used as a wind vane by the downstream turbine to increase the overall farm production and short-term prediction of production. In order to do so, the time lag between two turbines is important.
(b) Wake propagation velocity
The high correlation between consecutive wind turbines enables the determination of a wake propagation velocity (Ū wake ) based on the time lag derived from the maximum correlation in the previous section. As discussed by Andersen et al. [40] , it is not obvious to determine or predict an appropriate reference velocity deep inside a large wind farm, e.g. the mean local velocity inside the farm depends on atmospheric turbulence and shear, so the freestream velocity outside the wind farm is not representative. Therefore, the wake propagation velocity shown in figure 15 has been normalized by both the freestream velocity at hub height (Ū 0 in blue) and the mean local velocity at hub height extracted 1R upstream each turbine (Ū hub in red) for TI = 0% and TI = 15%. The average wake propagation velocity is 0.69 and 0.88 relative to the freestream velocity for the two simulations, but 1.13 and 1.15 relative to the mean local velocity at hub height. As expected the wake propagation is lower than the freestream propagation. It is also higher than the mean local velocity at hub height, i.e. the large coherent structures are moving faster through the wind farm than the mean local velocity at hub height, which is related both to the vertical shear and the upstream induction from the wind turbines. The maximum correlations and wake propagation velocities are summarized in table 2, and show consistent trends for all simulations. So a generalized average wake propagation velocity could potentially be derived for different spacings. Besides being used for farm control, a consistent wake propagation velocity could also be used for determining the length of the near wake as described by Sørensen et al. [20] .
(c) Simulation correlations
As the length scales in the turbulent inflow are the same, the correlation is also computed between the simulations, i.e. correlation between the power, yaw and tilting moment time series for each of the turbines in three wind farm simulations (TI = 0%, 3% and 15%) are shown in figure 16 .
The correlation between simulations TI = 3% and TI = 15% is initially high for the power as the first turbines experience the same turbulent structures. The simulation with TI = 0% here serves as a baseline for how far into the farm the turbulent inflow can be felt and when the turbine induced turbulence becomes dominant. The correlation between the simulation with TI = 0% and simulations with TI = 3% and TI = 15% increases to comparable levels at the fourth turbine, although two regions with slightly increased correlations for turbines 5-6 and 11-13 is seen. The atmospheric turbulence consistently yields a higher correlation for the yaw moments until the 11th turbine, while it is only higher until the fourth turbine in terms of the tilting moment. The larger lateral spacing could allow turbulent structures to penetrate the row of wind turbines laterally, which would primarily affect the yaw and power correlations. DWM assumes the wake acts as a passive tracer translated by the atmospheric turbulence, and have been applied for farm scenarios [42] . However, the present results show that the interaction between turbine and atmosphere is highly dynamic and such assumptions would only be valid in the inlet of the farm. However, DWM is still capable of producing good results in terms of equivalent loads [42] . 
Conclusion
Large eddy simulations are performed of large wind farms to examine the entrainment process. A total of 16 turbines are modelled using the actuator line method, which is dynamically coupled to the aero-elastic tool, Flex5, yielding full load and power performance time series for each of the turbines. A total of four simulations are conducted including a reference simulation without turbines and three with identical setup where only the amplitude of the imposed atmospheric turbulence is varied. The entrainment process has been visualized using passive particle tracking, which showed that a substantial amount of particles originating from below the first turbine remained within the turbine affected flow region. The mixing from above the wind farm is generally delayed for several turbines, but eventually more and more is drawn into the turbine inflow. The entrainment process is examined through transport of MKE and the spatial development. Inside the farm there is no difference between cases with atmospheric turbulence in terms of the MKE transport, but the absence of atmospheric turbulence yields a reduced amount of MKE flux.
POD is applied on the turbulent fields to examine the large coherent structures and how they govern the MKE transport. Mode pairing is observed both spatially and temporally, and the presence of the wind turbines introduce more small-scale turbulence. The POD modes are used to reconstruct the MKE transport and the largest length scales are extracted. The largest and most energetic length scales are constrained by the turbine spacing, which is an important driver when designing wind farms. Initially, the large atmospheric scales are broken down or restricted by the turbines, but the size, energy content and coherency of the large coherent structures grow further into the wind farms as the self-organized motions strengthens. Hence, the self-organized motion increases in all cases, but the presence of atmospheric turbulence aids and enhances this process. However, it also indicates that the turbine wakes are not merely passive tracers as assumed in the DWM method.
The increased self-organized motion could be used in the development of dynamic farm control aimed at improving power production as it yields improved predictability of the incoming flow and the potential for a generalized wake propagation velocity inside large wind farms.
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