An Ariki-Koike like extension of the Birman-Murakami-Wenzl Algebra by Häring-Oldenburg, Reinhard
ar
X
iv
:q
-a
lg
/9
71
20
30
v1
  1
1 
D
ec
 1
99
7
An Ariki-Koike like extension of the
Birman-Murakami-Wenzl Algebra
Reinhard Ha¨ring-Oldenburg
Mathematisches Institut
Bunsenstr. 3-5
37073 Go¨ttingen, Germany
email: haering@cfgauss.uni-math.gwdg.de
20.8.97
Abstract
We introduce an Ariki-Koike like extension of the Birman-Murakami-Wenzl Al-
gebra and show it to be semi-simple. This algebra supports a faithful Markov trace
that gives rise to link invariants of closures of Coxeter type B braids.
1 Introduction
The theory of quantum invariants of links nowaday rests on a broad theory that includes
quantum groups, their centraliser algebras and tensor categories. It is the ultimate goal of
the ’Knot Theory and Root Systems’ programme initiated in [3] to carry over this theory
to the braid groups associated to the other root systems. The greatest progress sofar has
been taken for the braid group of Coxeter type B where the notions of quasi triangular
Hopf algebra and monoidal categories have been defined and nontrivial examples have
been found [6], [7], [9]. Furthermore, Temperley-Lieb algebras and Hecke algebras have
been studied intensively for this root system. In the present paper we continue the study
of generalisations of the Birman-Murakami-Wenzl algebra [17], [11].
Every Coxeter diagram defines a braid group that is an infinite covering of its Coxeter
group. The braid group ZBn of Coxeter type B has generators τi, i = 0, 1, . . . n − 1.
Generators τi, i ≥ 1 satisfy the relations of Artin’s braid group (which is the braid group
of Coxeter type A): τiτj = τjτi if |i−j| > 1, and τiτjτi = τjτiτj if |i−j| = 1. The generator
τ0 has relations
τ0τ1τ0τ1 = τ1τ0τ1τ0 (1)
τ0τi = τiτ0 i ≥ 2 (2)
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The braid group ZBn may be graphically interpreted (cf. figure 1) as symmetric
braids or cylinder braids [5]: The symmetric picture shows it as the group of braids with
2n strands (numbered −n, . . . ,−1, 1, . . . , n) which are fixed under a 180 degree rotation
about the middle axis. In the cylinder picture one adds a single fixed line (indexed 0) on
the left and obtains ZBn as the group of braids with n strands that may surround this
fixed line. The generators τi, i ≥ 0 are mapped to the diagrams X
(G)
i given in figure 1.
More generally, tangles of B-type may be defined. The special case of tangles without
crossings is the B-type Temperley-Lieb algebra TBn that has been introduced by tom
Dieck in [3].
The Ariki-Koike Algebra is the quotient of the group algebra of ZBn where the images
Xi of the generators τi for i ≥ 1 fulfil quadratic relations while X0 satisfies a polynomial
of arbitrary degree. The Hecke Algebra of B type is a special case where X0 satisfies also
a quadratic relation.
The standard Birman-Murakami-Wenzl algebra BAn of type A imposes cubic relations
on its generators in a way that enables its interpretation as an algebra of tangles with a
skein relation that comes from the Kauffman polynomial.
Thus it is natural to define an Ariki-Koike like extension of the BMW algebra BBkn
that contains a generator Y as image of τ0 that satisfies
∏k−1
i=0 (Y − pi) = 0. The special
case k = 2 has been called restricted B-type BMW algebra and has been studied in [11].
The current interest in the study of B type braid groups has several origins. Closing
B type braids yields links that can be interpreted as links in a solid torus [12] and Markov
traces on group algebras of ZBn hence allow the calculations of invariants of such links
(cf. end of section 8). Braid groups of all finite root systems further act as symmetries on
the corresponding quantum groups [13]. The B braid group occurs furthermore in several
physical situations [8], [10]. The general idea is that the B type braids allow to treat
with knot theoretic methods also physical models with a boundary. The τ0 generator is
interpreted as a reflection at the boundary.
We now outline the structure of the paper and point out the main results. After a short
review of the Birman-Wenzl algebra of A-type we go on to define the Ariki-Koike-Birman-
Murakami-Wenzl algebra of B-type BBkn in section 2 and list a number of fundamental
relations. They are used extensively in section 5 to determine a partial normal form of
words in BBkn. Section 3 shows how to obtain the Ariki-Koike algebra as a quotient of
BBkn. Furthermore, it investigates the B type Temperley Lieb sub-algebra.
Section 6 introduces the graphical interpretation of our algebra and studies its classical
limit. The construction of a Markov trace fills section 7.
The main theorem of this paper is contained in section 8. We prove that BBkn is
semi-simple in the generic case and show how its simple components can be enumerated
in terms of Young diagrams. The Bratteli diagram is given and we show that the Markov
trace is faithful. As an application a generalisation of the Kauffman polynomial to links
in the solid torus is discussed.
Algebraic preliminaries:
We collect some simple results from algebra that will be needed later on.
Our first topic is the specialisation of the ground ring of an algebra. Let R and R′
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Figure 1: The graphical interpretation of the generators as symmetric tangles (on the
left) and as cylinder tangles (on the right)
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Figure 2: Relation (1) in the cylinder picture
be rings and let π : R → R′ denote an epimorphism. Let S be a set that is considered
as a set of generators. The set of words over this alphabet is denoted by S∗. The free R
module with basis S∗ is denoted by 〈S〉R. We then have an induced mapping
π∗ : 〈S〉R → 〈S〉R′,
∑
i
riwi 7→
∑
i
π(ri)wi, ri ∈ R,wi ∈ S
∗.
An alternative description of π∗ is possible in terms of tensor products by viewing R
′ to
be a R module (with the action given by π). We then have 〈S〉R⊗R R
′ = 〈S〉R′. Now, let
M = {
∑
j mijwj | mi,j ∈ R,wj ∈ S
∗} be a set of relations and M the ideal generated by
these elements in 〈S〉R. The projection is denoted by p : 〈S〉R → 〈S〉R/M, a 7→ a +M .
Furthermore, let M
′
be the ideal generated by π∗(M) and denote by p
′ the corresponding
projection. It follows that
π∗p = p
′π∗
We now turn to results about the construction of integral domains.
Proposition 1 Let K be an infinite field. An ideal I ⊂ K[x1, . . . , xn] is prime if, and
only if its affine variety V (I) is irreducible.
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V (I) is irreducible if it can be rationally parametrised
xi =
fi(t1, . . . , tm)
gi(t1, . . . , tm)
, i = 1, . . . n
Here fi, gi denote polynomials.
Corollary 2 Let K be an infinite field. Assume the ideal I ⊂ K[x1, . . . , xn] is generated
by m polynomials hi which may in the field of fractions K(x1, . . . , xn) be solved uniquely
for x1, . . . , xm:
xi =
fi(xm+1, . . . , xn)
gi(xm+1, . . . , xn)
i = 1, . . . , m
Then I is prime.
Proposition 3 Let K denote an algebraically closed field and let σi, i = 1, . . . , n be the
elementary symmetric polynomials in K[x1, . . . , xn]. Then the system of equations σi = yi
over K[x1, . . . , xn, y1, . . . , yn] can be solved for the xi.
2 The Definition of the Ariki-Koike-Birman-Mura-
kami-Wenzl-Algebra
This section introduces a generalisation of the Birman-Murakami-Wenzl that is related
to the B-type braid group. Because the algebras of Ariki and Koike appear as quotients
we call our algebra an Ariki-Koike-BMW algebra. We set off by recalling the definition
of the ordinary BMW algebra.
Definition 4 Let R denote an integral domain with units x, λ ∈ R such that with a
further element δ ∈ R the relation (1 − x)δ = λ − λ−1 holds. The Birman-Murakami-
Wenzl (BMW) algebra BAn(R) is generated by X1, . . . , Xn−1, e1, . . . , en−1 and relations:
XiXj = XjXi |i− j| > 1 (3)
XiXjXi = XjXiXj |i− j| = 1 (4)
Xiei = eiXi = λei (5)
eiX
±1
j ei = λ
∓1ei |i− j| = 1 (6)
e2i = xei (7)
X−1i = Xi − δ + δei (8)
eiej = ejei |i− j| > 1 (9)
eiXjXi = X
±
j X
±
i ej |i− j| = 1 (10)
eiejei = ei |i− j| = 1 (11)
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Lemma 5
X2i = 1 + δXi − δλei (12)
X3i = X
2
i (λ+ δ) +Xi(1− λδ)− λ (13)
X−2i = 1 + δ
2 − δXi + δ(λ
−1 − δ)ei = 1− δX
−1
i + δλ
−1ei (14)
X−1i X
±1
j Xi = XjX
±1
i X
−1
j |i− j| = 1 (15)
X±1i ejei = X
∓1
j ei |i− j| = 1 (16)
eiejX
±1
i = eiX
∓1
j |i− j| = 1 (17)
eiX
±
j X
±
i = eiej |i− j| = 1 (18)
X±i X
±
j ei = ejei |i− j| = 1 (19)
XiejX
−1
i = X
−1
j eiXj |i− j| = 1 (20)
XiejXi = X
−1
j eiX
−1
j |i− j| = 1 (21)
Proof: (12)-(14) are simple restatements of (8).
(15): XiXjXi = XjXiXj ⇒ XjXiX
−1
j = X
−1
i XjXi ⇒ XiX
−1
j X
−1
i = X
−1
j X
−1
i Xj
(16): X±i ejei = X
∓
j X
±
j X
±
i ejei
(10)
= X∓j eiX
±
j X
±
i ei = λ
±X∓j eiX
±
j ei
(6)
= X∓j ei
(17): eiejX
±
i = eiejX
±
i X
±
j X
∓
j = eiX
±
i X
±
j eiX
∓
j = λ
±eiX
±
j eiX
∓
j = eiX
∓
j
(18): Using (11), (16) and (10) we have
eiX
±
j X
±
i = eiejeiX
±
j X
±
i = eiX
∓
i X
±
i ejeiX
±
j X
±
i
= eiX
∓
i X
∓
j eiX
±
j X
±
i = eiX
∓
i X
∓
j X
±
j X
±
i ej = eiej
(19) is shown similarly to (18). (20,21) follow from (10).
✷
Lemma 6 If δ is a unit in R the algebra BA(R) is isomorphic to the algebra generated
by invertible X1, . . . , Xn−1 and relations (3)-(6). The element ei is now defined by
ei := 1−
Xi −X
−1
i
δ
i = 1, . . . , n− 1 (22)
Proof: (7): e2i = (1− δ
−1(Xi −X
−1
i ))ei = ei − δ
−1(λei − λ
−1ei) = xei
(9): follows from (3) using (22)
(10): from (22) and (15)
(11): The middle ej is replaced by (22):
eiejei = xei − δ
−1(eiXjei − eiX
−1
j ei) = (1− δ
−1(λ− λ−1))ei − δ
−1(λ−1ei − λei) = ei
✷
We now define our generalised algebra.
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Definition 7 Fix k ∈ IN and let x, λ, κ, p0, . . . , pk−1 ∈ R be units and let δ, A1, . . . , Ak−1 ∈
R be some further elements. Assume that the relation (1 − x)δ = λ − λ−1 holds. The
Ariki-Koike-BWM-Algebra on n strands BBkn(R) is defined as R algebra generated by
Y,X1, . . . , Xn−1, e1, . . . , en−1 and the relations of the Birman-Murakami-Wenzl-Algebra
BAn and
X1Y X1Y = Y X1Y X1 (23)
Y Xi = XiY i > 1 (24)
Y X1Y e1 = κe1 (25)
0 =
k−1∏
i=0
(Y − pi) (26)
e1Y
ie1 = Aie1 i = 1, . . . , k − 1 (27)
Relation (27) suggests to define A0 := x.
These relations are motivated by our intended graphical interpretation. Section 6 will
give precise definitions of the graphical version of the algebra. Here we only shed some light
on the interpretation of the relations. (23) is the four braid relation (1) which is visualised
in figure 2. Relation (24) stems from the braid group as well. Relation (25) is visualised
in figure 3. The graphical calculus suggests to take either κ = 1 or κ = λ (depending on
the precise ribbon graph which Y should represent). Disconnected components of a graph
may be eliminated using (27). Finally, (26) is motivated by algebraic considerations.
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Figure 3: Relation (25) (on the left) and relation (27) (on the right) in the cylinder
picture
The generic ground ring for our algebra is a quotient of a Laurent polynomial ring.
We denote by R[x] the polynomial ring and by R{x} the Laurent ring in x over R.
R0 := CI[δ, A1, . . . , Ak−1]{p0, . . . , pk−1, x, κ, λ}/(xδ − δ − λ
−1 + λ) (28)
The ring’s dependence on k is not written explicitly.
Remark 1 There is an involution of BBkn(R0) as a CI algebra such that
X∗i := X
−1
i , e
∗
i := ei, Y
∗ := Y −1, δ∗ := −δ, x∗ := x, λ∗ := λ−1, p∗i := p
−1
i , κ
∗ := κ−1 (29)
A∗i has to be calculated from e1Y
−ie1 = A
∗
i e1 using the following formulas.
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Definition 8 Let qk−1, . . . , q0 be the signed elementary symmetric polynomials in
p0, . . . , pk−1 such that:
Y k =
k−1∑
i=0
qiY
i (30)
Note that q0 = (−1)
k−1∏
i pi is invertible. We calculate Y
−1:
Y −1 =
k−1∑
i=0
qiY
i with qk−1 = q
−1
0 qi−1 = −qiq
−1
0 (31)
The coefficients are determined uniquely if the Y i are linearly independent.
Iterating one obtains expressions Qi,j such that:
Y −i =
k−1∑
j=0
Qi,jY
j (32)
Acting with the involution ∗ one obtains
Y i =
k−1∑
j=0
Qi,jY
−j with Qi,j = Q
∗
i,j (33)
The following definitions will prove useful later on.
Yi := Xi−1Xi−2 · · ·X1Y X
−1
1 · · ·X
−1
i−2X
−1
i−1 (34)
Y
(m)
i := Xi−1Xi−2 · · ·X1Y
mX1 · · ·Xi−2Xi−1 (35)
Y ′i := Y
(1)
i = Xi−1Xi−2 · · ·X1Y X1 · · ·Xi−2Xi−1 (36)
The next lemma collects a stock of relations that show among other things that the
most important properties of Y can be shifted to other strands.
Lemma 9
Y ki =
k−1∑
j=0
qjY
j
i (37)
Y −1i =
k−1∑
j=0
qjY
j
i (38)
0 = [X1Y X1Y, {Y, e1, X1}] (39)
0 = [Yi, Xj] = [Yi, ej] j 6= i, i− 1 (40)
0 = [Y
(m)
i , Xj] = [Y
(m)
i , ej] j 6= i, i− 1 (41)
Y
(m)
i+1 X
−1
i = XiY
(m)
i (42)
Yi+1Xi = XiYi (43)
XiYiXiYi = YiXiYiXi (44)
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XiY
′
iXiY
′
i = Y
′
iXiY
′
iXi (45)
κei = eiYiXiYi = YiXiYiei (46)
κei = eiY
′
iXiY
′
i = Y
′
iXiY
′
i ei (47)
eiY
m
i ei = Amei (48)
Y ′i Y
′
j = Y
′
jY
′
i (49)
YiY
−1
i−1 = Y
−1
i−1X
−1
i−1Yi−1Xi−1 (50)
Yiei−1 = κλ
−1Y −1i−1ei−1 (51)
ei−1Yi = κλei−1Y
−1
i−1 − λδei−1Yi−1 + δλA1e1 (52)
ei−1Y
′
i = κλei−1Y
′
i−1
−1
(53)
Y ′i ei−1 = κλY
′
i−1
−1
ei−1 (54)
XiYi+1 = XiYi − δYi + δYiei + δYi+1 − κδλeiY
−1
i +
δ2λeiYi − δ
2λA1ei (55)
Y li+1Xi = XiY
l
i (56)
eiY
l
iXi = κλeiY
l−1
i XiY
−1
i − κδλeiY
l−2
i + κδλAl−1eiY
−1
i (57)
XiY
l
i ei = κλY
−1
i XiY
l−1
i ei − δκλY
l−2
i ei + κδλAl−1Y
−1
i ei (58)
Proof:
(39): Using (23), one has X1X1Y X1Y = X1Y X1Y X1 and hence X1Y X1Y commutes
with X1. Thus it also commutes with X
−1
1 and e1.
(40,41): For j ≥ i + 1 commutativity follows from (3,24) and for j ≤ i − 1 it is an
application of (4).
(42) and (43) are trivial. (44), (45) are shown by induction. The induction step for
(44) reads:
YiXiYiXi = Xi−1Yi−1X
−1
i−1XiXi−1Yi−1X
−1
i−1Xi
= Xi−1Yi−1XiXi−1X
−1
i Yi−1X
−1
i−1Xi
= Xi−1XiYi−1Xi−1Yi−1X
−1
i X
−1
i−1Xi
= Xi−1XiYi−1Xi−1Yi−1Xi−1X
−1
i X
−1
i−1
= Xi−1XiXi−1Yi−1Xi−1Yi−1X
−1
i X
−1
i−1
= XiXi−1XiYi−1Xi−1X
−1
i Yi−1X
−1
i−1
= XiXi−1Yi−1XiXi−1X
−1
i Yi−1X
−1
i−1
= XiXi−1Yi−1X
−1
i−1XiXi−1Yi−1X
−1
i−1
= XiYiXiYi
The induction step for (45) is almost identical.
(46,47): The inductive proofs start from (25) and its mirror version:
λe1Y X1Y = e1X1Y X1Y
(39)
= X1Y X1Y e1 = λY X1Y e1 = κλe1
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In the induction step for (46) equation (10) is used to eliminate ei+1 in terms of ei:
Y
(1)
i+1Xi+1Y
(1)
i+1ei+1 = XiY
(1)
i XiXi+1XiY
(1)
i XiX
−1
i X
−1
i+1eiXi+1Xi
= XiY
(1)
i Xi+1XiXi+1Y
(1)
i X
−1
i+1eiXi+1Xi
= XiXi+1Y
(1)
i XiXi+1X
−1
i+1Y
(1)
i eiXi+1Xi
= XiXi+1Y
(1)
i XiY
(1)
i eiXi+1Xi = κXiXi+1eiXi+1Xi = κei+1
The induction step for (47) is:
ei+1Yi+1Xi+1Yi+1 = ei+1XiYiX
−1
i Xi+1XiYiX
−1
i = ei+1XiYiXi+1XiX
−1
i+1YiX
−1
i
= ei+1XiXi+1YiXiYiX
−1
i+1X
−1
i = XiXi+1eiYiXiYiX
−1
i+1X
−1
i
= κXiXi+1eiX
−1
i+1X
−1
i = κei+1
(48): The proof is by induction.
eiY
m
i ei = eiXi−1Y
m
i−1X
−1
i−1ei = eiei−1X
−1
i Y
m
i−1X
−1
i−1ei
= eiei−1Y
m
i−1X
−1
i X
−1
i−1ei = eiei−1Y
m
i−1ei−1X
−1
i X
−1
i−1
= Ameiei−1X
−1
i X
−1
i−1
(17)
= Amei
(49): [Y, Y
(1)
1 ] = [Y, Y
(1)
2 ] = 0 is trivial. For i > 1 the claim follows by induction:
[Y, Y
(1)
i ] = 0 ⇒ [Y, Y
(1)
i+1] = [Y,XiY
(1)
i Xi] = 0. In the general case [Y
(1)
j , Y
(1)
i ] we may
assume j < i. Using (40) the induction step is: [Y
(1)
j , Y
(1)
i ] = [Xj−1Y
(1)
j−1Xj−1, Y
(1)
i ] = 0.
(50) is a consequence of (44).
(51):
Yiei−1 = Xi−1Yi−1X
−1
i−1ei−1 = λ
−1Xi−1Yi−1ei−1 = κλ
−1Y −1i−1ei−1
(52):
ei−1Yi = ei−1Xi−1Yi−1X
−1
i−1 = λei−1Yi−1X
−1
i−1
= λei−1Yi−1Xi−1 − δλei−1Yi−1 + δλei−1Yi−1ei−1
= κλei−1Y
−1
i−1 − λδei−1Yi−1 + δλA1e1
(53,54) are shown in the following way:
ei−1Y
(1)
i = ei−1Xi−1Y
(1)
i−1Xi−1 = λei−1Y
(1)
i−1Xi−1Y
(1)
i−1Y
(1)−1
i−1 = κλei−1Y
(1)−1
i−1
(55): XiYi+1 = X
2
i YiX
−1
i = YiX
−1
i + δYi+1− δλeiYiX
−1
i = XiYi− δYi+ δYiei+ δYi+1−
κδλeiY
−1
i + δ
2λeiYi − δ
2λA1ei
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(56) is trivial. We show (57):
eiY
l
iXi = eiY
l
iXiYiXiX
−1
i Y
−1
i = eiXiYiXiY
l
iX
−1
i Y
−1
i
= λeiYiXiY
l
iX
−1
i Y
−1
i = κλeiY
l−1
i X
−1
i Y
−1
i
= κλeiY
l−1
i XiY
−1
i − κδλeiY
l−1
i Y
−1
i + κδλeiY
l−1
i eiY
−1
i
= κλeiY
l−1
i XiY
−1
i − κδλeiY
l−2
i + κδλAl−1eiY
−1
i
✷
Remark 2 X†i := Xn−i, Y
† := Yn defines an involution † on BB
k
n.
Proof: All relations that depend only on one index or on the absolute difference of two
indices are obviously compatible. We check (27):
(e1Y
ie1 − Aie1)
† = en−1Y
i
nen−1 − Aien−1
= en−1Xn−1Y
i
n−1X
−1
n−1en−1 −Aien−1 = 0
Relation (25) is preserved as well:
(Y X1Y e1 − κe1)
† = en−1YnXn−1Yn − κen−1
= en−1Xn−1Yn−1X
−1
n−1Xn−1Xn−1Yn−1X
−1
n−1 − κen−1
= λen−1Yn−1Xn−1Yn−1X
−1
n−1 − κen−1
= λκen−1X
−1
n−1 − κen−1 = 0
✷
Remark 3 The relations show that there is a further involution a 7→ a which fixes all
generators.
3 Relations to other Knot algebras
The ei together with a projector e0 on the p0 eigenvalue of Y generate a sub-algebra
that is a homomorphic image of a Type-B-Temperley-Lieb algebra. The quotient by the
ideal generated by this sub-algebra is isomorphic to the Ariki-Koike algebra. For specific
parameter values one may also obtain the A-type BMW algebra as a quotient.
Lemma 10 Let Jn be the ideal generated by Yn−p0. Every other Yi−p0, i = 1, . . . , n gen-
erates the same ideal and the quotient R/(κ−λp20, xp
i
0−Ai)⊗RBB
k
n(R)/Jn is isomorphic
to the A-type BMW algebra BAn(R/(κ− λp
2
0, xp
i
0 − Ai)).
Proof: The first claim is a consequence of the definition of the Yi. The specialisation of κ
andAi is necessary since in the quotient one obtains 0 = e1Y X1Y −κe1 = e1p0X1p0−κe1 =
e1(p
2
0λ − κ) and Aie1 = e1Y
ie1 = p
i
0e1. The remaining relations present no further
restrictions. ✷
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Definition 11 In denotes the ideal generated by en−1 in BB
k
n.
As we shall see, the quotient by this ideal is an Ariki-Koike algebra.
Definition 12 AKkn denotes the Ariki-Koike algebra [1] with generators X0, X1, . . . ,
Xn−1 and parameters δ, pi, i = 0, . . . k − 1 and relations:
X0X1X0X1 = X1X0X1X0
XiXj = XjXi |i− j| > 1
XiXjXi = XjXiXj |i− j| = 1
X2i = δXi + 1 i ≥ 0
0 =
k−1∏
i=0
(X0 − pi)
We use a slightly different normalisation of the parameters than Ariki and Koike did.
From their work we need the result that AKkn is semi-simple. The proof of the following
lemma is now trivial.
Lemma 13 In is generated by any of the ei and the quotient by it is isomorphic to AK
k
n.
Of some interest in knot theoretical applications is the projector on the eigenvalue p0
of Y . Such a projector is given by
∏k−1
i=1 (Y − pi), but we prefer to work with sums of Y
i.
Definition 14 Let e0 =
∑k−1
i=0 αiY
i be a projector on the eigenvalue p0 of Y , i.e. it
satisfies e0Y = Y e0 = p0e0.
Lemma 15
αk−1 = α0p0q
−1
0 αj−1 = p0αj − αk−1qj (59)
e20 = x0e0 x0 :=
k−1∑
i=0
αip
i
0 (60)
e1e0e1 = x
′
0e1 x
′
0 :=
k−1∑
i=0
αiAi (61)
The proofs are simple.
The modified B-Temperley-Lieb Algebra ([3], [10]) TB′n is defined by generators
e0, e1, . . . , en−1, parameters c, c
′, d and relations e20 = ce0, e
2
i = dei, ejel = elej , eiejei =
ei, e1e0e1 = c
′e1, 1 ≤ i, j ≤ n− 1, 0 ≤ l ≤ n− 1, |i− j| = 1, |j− l| > 1. Obviously, we have
a morphism TB′n → BB
k
n.
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4 Two strands n = 2 and ground rings
The algebra BBkn(R) is in general not semisimple. This section studies conditions that
suffice to make B(R) := BBk2(R) semisimple. For the sake of notaional convenience we
omit the index 1 of e1 and X1.
The parameters of the algebra cannot be choosen independendly. Note for example
that both e = κeY XY and Y k =
∑
i qiY
i fix the length of Y .
Definition 16 Define a ring R1 as a quotient R1 := R0/c of R0. The ideal c ⊂ R0 is
generated by k Laurent polynomials that are obtained by the following procedure: Expand
Y e − κX−11 Y
−1e using (27), (8), (30) and (58) into a linear combination
∑k−1
i=0 hiY
ie.
The coefficient hi of this sum are the generators of c = (h0, . . . , hk−1).
Lemma 17 The expansion of the expression in the definition of c in terms of Y −ie defines
polynomials h′i such that Y e− κX
−1
1 Y
−1e =
∑k−1
i=0 h
′
iY
−ie. They generate the same ideal:
c = (h′0, . . . , h
′
k−1). Furthermore, c is closed under the involution c
∗ = c.
Proof: We have hj =
∑
iQi,jh
′
i and h
′
j =
∑
iQi,jhi. This implies equality of both the
ideals generated by these sets of polynomials. The second claim follows from h′i = h
∗
i . ✷
To shed some light on the ideal c we first note that (58) implies:
X1Y
me = λm−1κmY −me+
m−1∑
s=1
κsλsδ(Am−sY
−se− Y m−2se)
This renders the defining equation into the form
Y e + δκY −1e− κδ
∑
m
qmAme1 (62)
= κ
∑
m
qm
(
λm−1κmY −me +
m−1∑
s=1
κsλsδ(Am−sY
−se− Y m−2se)
)
We now introduce a ring that will become relevant later on as the ring of the classical
limit of the algebra. At this stage we need it purely as a tool.
Definition 18 The ideal Jc ⊂ R1 is given by Jc := (κ−1, λ−1, q−1, q0−1, q1, . . . , qk−1).
Set Rc := R1/Jc.
According to proposition 3 the equation for the qi are solvable. Hence the ring Rc is
nontrivial. The same polynomials (κ− 1, λ− 1, q − 1, q0 − 1, q1, . . . , qk−1) define an ideal
in R0. It contains c since after dividing by Jc we have Y
−1 = Y k−1, qk−1 = 1, qi = 0 and
hence (62) becomes trivial. It follows that Rc is the quotient of R0 by Jc.
The ring R1 plays a special role in the conctruction of a B-module. Using (27),(30)
and (58) we see that the ideal I2 is spanned Y
ieY j , i, j = 0, 1, . . . , k − 1.
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Definition 19 Let R be as in definition 7. Let V := V (R) be the free R-module of
dimension k. The basis is denoted by bi, 0 ≤ i < k. V is turned into a module of the free
algebra generated by e,X, Y by the following definitions:
e.bi := Aib0 with A0 = x
Y.bk−1 :=
k−1∑
j=0
qjbj Y.bi := bi+1
X.b0 := λb0 X.b1 := κY
−1.b0
X.bi := κλ(Y
−1.X.bi−1 − δbi−2 + δAi−1Y
−1.b0) i ≥ 2
The definition of this action is guided by the desire that it should factor over B(R).
Y −1 and X−1 shall act by their expansions in terms of Y i (implying (Y −1). = (Y.)−1
), resp. X, e, 1. It turns out, however, that V is not in general a B-module. Most
relations are easy to check but two of them may not hold: (a) XYXY = Y XYX and (b)
X2 = 1 + δX − δλe. Relation (b) is equivalent to (X−1). = (X.)−1.
Lemma 20 V (R1) is a B(R1)-module.
Proof: For the ring R1 one has by its construction:
b1 = Y.b0 = κX
−1.Y −1.b0 (63)
On b0 relation (b) holds trivially. We check (a):
X.Y.X.Y.b0 = X.Y.X.b1 = κX.Y.Y
−1.b0 = κX.b0 = κλb0
= λκY.Y −1.b0 = λY.X.b1 = Y.X.Y.X.b0
Furthermore, we check the inverse of (a):
X−1.Y −1.X−1.Y −1.b0
(63)
= κ−1X−1.Y −1.Y.b0 = κ
−1X−1.b0 = κ
−1λ−1b0
Y −1.X−1.Y −1.X−1.b0 = λ
−1Y −1.X−1.Y −1.b0
(63)
= κ−1λ−1Y −1.Y.b0 = λ
−1κ−1b0
(63) enables us to write for all i = 0, . . . , k − 1:
X.Y.bi−1 = X.bi = κλY
−1.X−1.bi−1 (64)
Here we used the convention that b−1 = Y
−1.b0. The case i = 0 follows from (63), the
case i = 1 is trivial, and the cases i > 1 are simple rewritings of the action of X .
Now we can start the inductive proof that (a) and (b) hold on all basis vectors. The
induction assumption Hi is: Relations (a) and (b) hold on bi−1. We show that the inverse
of relation (a) holds on bi−1.
Y −1.X−1.Y −1.X−1.bi−1
(64)
= κ−1λ−1X.Y.κ−1λ−1X.Y.bi−1
= κ−2λ−2X.Y.X.Y.bi−1
Hi= κ−1λ−1bi−1
X−1.Y −1.X−1.Y −1.bi−1 = X
−1.Y −1.X−1.bi−2
(64)
= κ−1λ−1X−1.X.bi−1
Hi= κ−1λ−1bi−1
4 TWO STRANDS N = 2 AND GROUND RINGS 14
We now check (b):
X−1.X.bi
(64)
= κλX−1.Y −1.X−1.bi−1 = κλY.Y
−1.X−1.Y −1.X−1.bi−1
= κλY.X−1.Y −1.X−1.Y −1.bi−1
(64)
= Y.X−1.X.bi−1
Hi= bi
Finally, we look at (a):
Y.X.Y.X.bi = κλY.X.Y.Y
−1.X−1.bi−1 = κλY.X.X
−1.bi−1
Hi= κλY.bi−1 = κλbi
X.Y.X.Y.bi
(64)
= κλX.Y.Y −1.X−1.bi = κλX.X
−1.bi = κλbi
✷
Definition 21 Um := spanR1{Y
ieY m | i = 0, . . . , k − 1}
Lemma 22 Each Um is a B(R1)-module isomorphic to V = V (R1). They have pairwise
trivial intersections.
Proof: We show that the map ̺ : V (R1)→ B(R1), bi 7→ Y
ie defines a module isomorphism
of V and U0. It is a surjection of R1-modules, and, by the above lemma, a morphism of
B(R1)-modules. It remains to check injectivity. Suppose we had 0 =
∑
i αiY
ie, αi ∈ R1.
Applying this to b0 we obtain 0 = x
∑
i αibi. Now, x is invertible, and hence all the αi
have to vanish. Thus we have shown that spanR1{Y
ie1} is a free R1 module. The same
is true for the isomorphic B(R1) modules Um. Now, we are going to show that the e1
ideal span{Y ie1Y
j} as a whole is a free R1 module. It suffices to show that the Um form
a direct sum decomposition, i.e. that m 6= r ⇒ Um ∩ Ur = {0}. Since Y is invertible, it
suffices to show for m ≥ 1 that Um ∩ U0 = {0}. Assume there is a non zero element a in
the intersection of U0 and Um:
a =
∑
i
aiY
ie1 =
∑
i
biY
ie1Y
m
Multiplying from the right with e1 the righthand side is mapped to U0 and we may
compare the coefficients in its basis: ai = x
−1Ambi. Thus
a = x−1Am
∑
i
biY
ie1 =
∑
i
biY
ie1Y
m
Hence x−1AmaY
−m = aY −mY m, that is aY −m is an eigenvector of Y m to the eigenvalue
x−1Am. Now, Y
m and x are invertible and hence Am is a unit in R1 and furthermore in
any quotient of R1. However, we have already defined the quotient Rc in which Am is
obviously not invertible. ✷
Lemma 23 R1 is an integral domain.
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Proof: We have to show that the ideal c is prime. Due to proposition 2 it suffices to show
that the defining equations may be solved uniquely in the field of fractions.
Using lemma 17 we consider the coefficients of Y −ie1, i = 1, . . . , k − 2. They form
a triangular (and hence a soluble) system of equations in the variables Ai. To solve it
one first determines A1 from the coefficient of Y
−(k−2)e1. Secondly, A2 is calculated from
the coefficient of Y −(k−3)e1. We end with Ak−2 and Y
−1e1. Thereafter the coefficient of
e1 can be used to isolate Ak−1 which appears just once in this expression. It remains to
investigate the coefficient of Y −(k−1)e1. It is q0 = κq
−1
0 λ
k−2κk−1−κ
∑k−1
m=0
∑m−1
s=1 qmκ
sλs(λ−
λ−1)(1− x)−1Coeff(Y m−2se1, Y
−(k−1)e1). This can be solved for x. ✷
Note that the proof of this lemma breaks down if one chooses to specify κ = λ−1 since
then we can’t be sure that the coefficient of (1− x)−1 is non-zero.
Definition 24 Let K1 denote the field of fractions of R1.
The quotient of B(R1) by the ideal I2 is isomorphic to the Ariki-Koike algebra AK
k
2(R1)
which is a free module over any integral domain [1]. We summarise:
Definition and Lemma 25 B(R1) is a free R1 module and the subset Y
ie1Y
j is linearly
independent.
5 The word problem in BBkn
In this section we single out a set of words in standard form that linearly generate BBkn.
However, this does not lead to a linear basis of BBkn but it is fundamental to the following
analysis.
Proposition 26 Every element in BBkn is a linear combination of words of the form
w1γw2 where wi ∈ BB
k
n−1 and γ ∈ Γn := {1, en−1, Xn−1, Y
j
n , j = 1, . . . , k − 1} The same
is true if in Γn the generators Xn−1 or Yn or both are replaced by their inverses.
Proof: We prove the proposition by induction. The case n = 1 is trivial and n = 2 can
also be verified easily.
Let w0γ0w1γ1 · · ·wmγmwm+1 ∈ BB
k
n, wi ∈ BB
k
n−1 be an arbitrary word. It suffices
to show that any two neighbouring γi can be combined together. Hence the situation we
have to investigate is w = γ1w1γ2, w1 ∈ BB
k
n−1, γ1, γ2 ∈ Γn. By induction hypothesis we
have w1 = u1αu2, ui ∈ BB
k
n−2, α ∈ Γn−1 and hence w = γ1u1αu2γ2 = u1γ1αγ2u2. Thus
it suffices to investigate w′ = γ1αγ2. The cases γ1 = 1 or γ2 = 1 are trivial. We now
investigate in turn the four possible values of α.
1. Case α = 1: The following table gives the relation that allows to reduce the product
γ1γ2 to the standard form of the proposition.
γ1\γ2 Y
j
n en−1 Xn−1
Y ln (37) (65) (56)
en−1 (66) (7) (5)
Xn−1 (67) (5) (12)
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Y lnen−1 = Xn−1Y
l
n−1X
−1
n−1en−1 = λ
−1Xn−1Y
l
n−1en−1 apply (58) recursively (65)
en−1Y
j
n = λen−1Y
j
n−1X
−1
n−1 (66)
= λen−1Y
j
n−1Xn−1 − δλen−1Y
j
n−1 + δλAjen−1
The first term is reduced by applying (57) recursively.
Xn−1Y
j
n = X
2
n−1Y
j
n−1X
−1
n−1 (67)
= Y jn−1X
−1
n−1 − δλen−1Y
j
n−1X
−1
n−1 + δXn−1Y
j
n−1X
−1
n−1
= Y jn−1Xn−1 − δY
j
n−1 + δY
j
n−1en−1 (68)
−δλ(en−1Y
j
n−1Xn−1 − δen−1Y
j
n−1 + δAjen−1) + δY
j
n (69)
Again, one needs (57) for recursive reduction.
2. Case α = Xn−2:
γ1\γ2 Y
j
n en−1 Xn−1
Y ln = Xn−2Y
j+l
n (37) = Xn−2Y
l
nen−1 (65) = Xn−2Y
l
nXn−1 (56)
en−1 = en−1Y
j
nXn−2 (66) (6) (18)
Xn−1 = Xn−1Y
j
nXn−2 (67) (19) (4)
3. Case α = en−2:
γ1\γ2 Y
j
n en−1 Xn−1
Y ln = en−2Y
l+j
n (37) = en−2Y
l
nen−1 (65) = en−2Y
l
nXn−1 (56)
en−1 = en−1Y
j
n en−2 (66) (11) (17)
Xn−1 Xn−1Y
j
n en−2 (67) (16) (21)
4. Case α = Y mn−1:
γ1\γ2 Y
j
n en−1 Xn−1
Y ln ∗ like (70) ∗
en−1 (70) (48) (57)
Xn−1 ∗ (58) (72)
en−1Y
m
n−1Y
j
n = en−1Y
m
n−1Xn−1Y
j
n−1X
−1
n−1 (70)
(57)
∈ span{en−1Y
s
n−1 | 0 ≤ s < k}Y
j
n−1X
−1
n−1
(57)
⊆ span{en−1Y
s
n−1 | 0 ≤ s < k} (71)
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Xn−1Y
m
n−1Xn−1 = Y
m
n X
2
n−1 = Y
m
n + δY
m
n Xn−1 − δλY
m
n en−1 (72)
= Y mn + δXn−1Y
m
n−1 − δλY
m
n en−1
The last term can be reduced using (65)
The remaining cases (marked by ∗ in the table) are
Y lnY
m
n−1Y
j
n = Xn−1Yn−1X
−1
n−1Y
m
n−1Xn−1Y
j
n−1X
−1
n−1
Xn−1Y
m
n−1Y
j
n = Xn−1Y
m
n−1Xn−1Y
j
n−1X
−1
n−1
Y lnY
m
n−1Xn−1 = Xn−1Yn−1X
−1
n−1Y
m
n−1Xn−1
We note that we are dealing with sequences of generators where all indices are equal.
Hence we will suppress the index in further calculations. Equations (57) and (58) imply
that every such sequence containing e is reducible to Y teY s and thus is of the standard
form. This motivates the following notation: We write a ∼ b if ∃c, χ a = b + χc where c
contains e and χ is some parameter. As a consequence the substitutions X − δ ↔ X−1
preserve this equivalence relation.
To complete the proof it suffices to show that any finite sequence of the kind
· · ·XY i1XY i2X · · · is equivalent under ∼ to a sequence that contains at most two X
because if the sequence contains none or only oneX it is in the standard form and if it con-
tains exactly two X it is either XY lXY m ∼ XY lX−1Y m+ δXY l+m = Y l·+1Y
m+ δXY l+m
or Y lXY mX ∼ Y lXY mX−1 + δY lXY m = Y lY m·+1 + δY
lXY m.
The reducibility to sequences with at most two X follows by induction from the fol-
lowing lemma: There exists families of scalars α, β such that
XY sXY tX ∼
∑
i,j
αs,ts,tXY
iXY j +
∑
i,j
βs,ti,jY
iXY j (73)
We prove (73) by induction on s. For s = 1 we have XYXY tX = Y tXYX2 ∼
Y tXY − δY tXYX = Y tXY − δXY XY t. Assume that (73) holds for s. We show it for
s+ 1:
XY s+1XY tX = XYX−1XY sXY t
∼
∑
i,j
αs,ti,jXYX
−1XY iXY j +
∑
i,j
βs,ti,jXYX
−1Y iXY j
∼
∑
i,j
αs,ti,jXY
i+1XY j +
∑
i,j
βs,ti,jXYXY
iXY j −
δ
∑
i,j
βs,ti,jXY
i+1XY j
The first and third summand are already in a form in which their contribution to αs+1,ti+1,j
can be read off. In the second summand we apply the induction hypothesis once again∑
i,j
βs,ti,jXYXY
iXY j
∼
∑
i,j
βs,ti,j
∑
p,q
(
α1,ip,qXY
pXY q+j + β1,ip,qY
pXY q+j
)
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We now establish the last statement of the proposition. Using the involution from
remark 1 we see that we may replace X and Y in Γn by their inverses. Since Y
−1
n is just
a linear combination of powers of Yn we also may replace Yn by Y
−1
n alone. Combining
both operations replaces just Xn−1 by its inverse. ✷
The proposition implies that BBkn is finite dimensional.
Lemma 27 There exist elements Ri,m ∈ BB
k
i−1 such that eiY
′m
i ei = Ri,mei.
eiY
′l
iXi = κλeiY
′l−1
i XiY
′−1
i − κδλeiY
′l−2
i + κδλRi,l−1eiY
′−1
i (74)
Proof: To prove the first statement one writes Y ′mi =
∑
j ajbjcj according to proposition
26 with aj , cj ∈ BB
k
i−1, bj ∈ Γi. The claim is then obvious.
eiY
′l
iXi = eiY
′l
iXiY
′
iXiX
−1
i Y
′−1
i = eiXiY
′
iXiY
′l
iX
−1
i Y
′−1
i
= κλeiY
′l−1
i X
−1
i Y
′−1
i
= κλeiY
′l−1
i XiY
′−1
i − κδλeiY
′l−1
i Y
′−1
i + κδλeiY
′l−1
i eiY
′−1
i
= κλeiY
′l−1
i XiY
′−1
i − κδλeiY
′l−2
i + κδλRi,l−1eiY
′−1
i (75)
✷
Proposition 28 In proposition 26 one may replace Γn by Γ
′
n := {1, en−1, Xn−1, Y
′j
n, j =
1, . . . , k − 1}.
Proof: We express an arbitrary element a in BBkn as a =
∑
j fjhjgj with fj , gj ∈
BBkn−1, hj ∈ Γn. We are finished if we can show that Y
i
n =
∑
s l
(n)
s γ
(n)
s r
(n)
s with
γ(n)s ∈ Γ
′
n, l
(n)
s , r
(n)
s ∈ BB
k
n−1 since in this case we can simply substitute this expressions
for the Y ni which appear among the hj .
We show Y in =
∑
s l
(n)
s γ
(n)
s r
(n)
s by induction. The case n = 1 is trivial. Now assume
that the formula holds for n− 1.
Y in = Xn−1Y
i
n−1X
−1
n−1 =
∑
s
Xn−1l
(n−1)
s γ
(n−1)
s r
(n−1)
s X
−1
n−1
=
∑
s
l(n−1)s Xn−1γ
(n−1)
s X
−1
n−1r
(n−1)
s
The cases γ(n−1)s ∈ {1, en−2, Xn−2} are easily reduced using lemma 9. It remains to
investigate the case γ(n−1)s = Y
′j
n−1.
Xn−1Y
′j
n−1X
−1
n−1 = Xn−1Y
′
n−1Xn−1X
−1
n−1Y
′j−1
n−1X
−1
n−1
= Y ′n(Xn−1 − δ + δen−1)Y
′j−1
n−1X
−1
n−1
= Y ′nXn−1Y
′j−1
n−1X
−1
n−1 − δY
′
nY
′j−1
n−1X
−1
n−1 +
δY ′nen−1Y
′j−1
n−1X
−1
n−1 (76)
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The second summand is −δY ′j−1n−1Xn−1Y
′
n−1 which is already of the standard form. The
third summand is
δY ′nen−1Y
′j−1
n−1X
−1
n−1 = δλXn−1Y
′
n−1en−1Y
′j−1
n−1(Xn−1 − δ + δen−1)
= δλκY ′
−1
n−1en−1Y
′j−1
n−1Xn−1 − δ
2λκY ′
−1
n−1en−1Y
′j−1
n−1 +
δ2λκY ′
−1
n−1en−1Y
′j−1
n−1en−1
Here the last summand is reduced using the formula for eiY
′m
i ei from lemma 27 while the
first summand needs (74). The middle summand is already of the standard form.
The first summand of (76) is reduced by iteration. ✷
We continue our study of words in BBkn by cutting down the size of sets that linearly
generate the algebra.
Lemma 29 BBkn is linearly spanned by the set Sn which is recursively defined:
S1 := {Y
i | i = 0, . . . , k − 1}
Sn := Γ1 · · ·ΓnSn−1
It suffices to take out of Γ1 · · ·Γn those elements that are of the following form:
Y m1l1 · · ·Y
ms
ls
Xi · · ·Xjej+1 · · · en, mt ∈ {0, . . . , k − 1}, ms = i, l1 < · · · < ls
Here we have 1 ≤ i ≤ n and i− 1 ≤ j ≤ n so that the chains of X and e may be empty.
Proof: Proposition 26 yields the following representation of BBkn:
BBkn = spanBB
k
n−1ΓnBB
k
n−1 = spanBB
k
n−2Γn−1BB
k
n−2ΓnBB
k
n−1
= spanBBkn−2Γn−1ΓnBB
k
n−1
= spanΓ1 · · ·ΓnBB
k
n−1
To establish the second statement we consider the Y mj that appears at the leftmost position
in a chain Zi · · ·Zj−1Y
m
j Zj+1 · · ·Zn of generators Zs ∈ Γs. Then Zi · · ·Zj−1 consists only
of e and X and hence it can be commuted to the right and be absorbed in BBkn−1.
Similarly e and X that appear between two Y· can be commuted to the right. Iterating
this argument we obtain only chains of the form Y m1i1 · · ·Y
ms
is Zj+1 · · ·Zn, i1 < · · · < is.
If eiXi+1 appears in such a chain it may be converted to eiXi+1 = eiei+1X
−1
i . The
X−1i can the be absorbed in BB
k
n−1. Hence all X have to appear to the left of all e. ✷
A similar proof establishes a related lemma using the Y ′i :
Lemma 30 BBkn is linearly spanned by S
′
n:
S ′1 := {Y
′i | i = 0, . . . , k − 1}
S ′n := Γ
′
1 · · ·Γ
′
nSn−1
From Γ′1 · · ·Γ
′
n only elements of the following form are needed:
Y ′
m
i Xi · · ·Xjej+1 · · · en, m = 0, . . . , k − 1
The chains of x and e may be empty.
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6 Graphical interpretation and classical limit
The very definition of BBkn is motivated by knot theory as was vaguely explained in
section 2. Here we fill in the details.
Consider the free R algebra (R may denote any commutative ring) of isotopy classes
of ribbons in (IR2−{0})× [0, 1] where n ribbons end at the upper and lower plane each.
The ribbons touch these planes in small intervals which have as their lower starting point
one of the set {1, 2, . . . , n}×0×{0, 1}. Closed components are allowed. Multiplications is
given by putting graphs on top of each other. This forms the algebra of cylinder tangles.
The pictures on the right hand side of figure 1 may now be easily interpreted as regular
diagrams of such cylinder tangles. We need to specify the total number of strands in these
pictures. Thus, we write X
(G)
i,n , e
(G)
i,n and Y
(G)
i,n for the generators that act at the i-th of
n strands. Let GBBkn
′
(R) be the sub-algebra of the algebra of cylinder tangles that is
generated by X
(G)
i,n , e
(G)
i,n , Y
(G)
1,n , 1 ≤ i ≤ n− 1. Each isotopy class thus has a representative
that is a product in these generators. We define GBBk(R) (where R is now as in definition
7) to be the quotient of this algebra by skein relations that result from (5), (6) and (26)
by replacing Xi, ei, Y by X
(G)
i,j , e
(G)
i,j , Y
(G)
1,j . Here, we don’t restrict j so that it may be
greater than n. This is necessary to account for the fact that by introducing maxima
and minima the number of strands that intersect some horizontal plane may be arbitrary.
The remaining relations of BBkn(R) have obvious topological content so that we have a
surjective morphism Ψn : BB
k
n(R)→ GBB
k
n(R). We remark that this graphical algebra
is not defined in terms of a basis but in terms of generators and relations. However, some
of the relations are not stated explicitly. The existence of Ψn, however, shows that the
statements of section 5 carry over. However, we have to keep in mind the possibility that
Ψn could fail to be injective.
The graphical interpretation suggests special settings for κ. Recall that λ amounts to
a twist of the ribbon. If we interpret Y (G) as a ribbon band that lies flat in the projection
plane then we should have λ = κ. On the other hand, if the transversal vector field of the
ribbon is always oriented towards the cylinder axes we should have κ = 1. However, we
can (and will) decide to keep κ free by renormalising Y .
The classical limit of tangle algebra is a specialisation in which braidings degenerate
to permutations. We define BPkn(R) in its own right as algebra of Brauer graphs [16]
where each arc carries an element of ZZk. We visualise this as dotted Brauer graphs, i.e.
BPkn(R) is the free R module of dimension k
n(2n−1)!! that has as basis the set of Brauer
graphs where each arc carries at most k − 1 points. We require that vertical arcs have
no extrema with respect to the height function and that horizontal arcs have exactly one
extremum. Furthermore, we demand that the dots of vertical arcs are concentrated at
the left endpoint.
Multiplication is given as for graphs. Dots may flow along an arc and may cross
another arc. If a dot traverses an extremum it gets replaced by k − 1 dots. Dot numbers
are reduced modulo k. Using this we may isolate cycles and concentrate dots on their
leftmost position. Such a cycle with i dots on it may be deleted at the expense of a factor
Ai. Dots on vertical arcs may be brought to the lower endpoint and thereafter the arc may
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be straightened. Similarly, dots on horizontal arcs may be concentrated according to our
convention. Just as in the case of ordinary Brauer graphs we see that BPkn(R) is generated
by X
(G)
i,n , e
(G)
i,n , Y
(G)
1,n (where X
(G)
i,n is to be understood as a permutation two-cycle).
Lets compare BPkn with the classical limit of BB
k
n(R1).
Definition 31 The classical limit of BBkn(R1) is defined to be the algebra
CBBkn := BB
k
n(R1)⊗R1 (R1/Jc) (77)
Jc := (κ− 1, λ− 1, δ, q0 − 1, q1, . . . , qk−1) ⊂ R1 (78)
The new ground ring R1/Jc is denoted by Rc.
Note that (κ− 1, λ− 1, q0− 1, q1, . . . , qk−1) viewed as ideal in R0 contains the consistency
ideal c because in the limit Y −1 = Y k−1, qk−1 = 1, qi = 0 and hence (62) becomes trivial.
Thus, Rc is the quotient of R0 by this ideal.
In CBBkn we have Xi = X
−1
i and hence Y
j
i = Y
(j)
i = Y
′j
i . An important consequence
is that Y ′i behaves natural with respect to the braidings Xi. In the system S
′
n from lemma
30 we may read Y ′ as Y . Using this we are going to prove that BBkn is linearly spanned
by a set of elements of the form αβγ, where α is a product of Y·, γ is a product of Y
−1
· and
β is an element of a basis of the A-type BMW algebra BAn . The proof is by induction
on n, so assume the claim is already shown for n − 1. It suffices to show that all Yi
which appear on the left of the generating system Sn−1 of BB
k
n−1 can be moved to the
left through the left chain or that it can (in negated form) be moved to right of BBkn−1.
We investigate the various arising cases. In the first case en−1Yn−1 appears. We rewrite
it according to
en−1Yn−1 = en−1Yn−1Xn−1Yn−1Yn−1
−1X−1n−1 = en−1Yn−1
−1X−1n−1
= en−1Xn−1Yn−1
−1X−1n−1 = en−1Yn
−1
The Y −1n may then be moved to the right. If eiei+1Yi = eiYiei+1 occurs a twofold applica-
tion of this result shows that Yi+2 may be moved to the left. The only remaining situation
XiYi = Yi+1Xi is trivial.
In each step of the recursive construction of S ′n only one additional Y
m
i can occur and
these occurences stick together in the above process. The dimension of CBBk is therefore
at most kn times the dimension of the ordinary Brauer algebra: dimCBBkn ≤ k
n(2n−1)!!.
Lemma 32 The algebras CBBkn and BP
k
n(Rc) are isomorphic.
Proof: We define the morphism χn : CBB
k
n → BP
k
n(Rc) that maps ei 7→ e
(G)
i , Xi 7→
X
(G)
i and Y to a dot on the frist strand. It is easy to see that this is a morphism
(It is relation (25) that requires the somewhat strange minmum/maximum rule.). It is
surjective. Injectivity may be seen by looking at the dimension of these algebras. ✷
Lemma 33 The quotient of GBBkn by the ideal I
(G) generated by e
(G)
1,n is isomorphic to
the Ariki-Koike Algebra AKkn.
7 CONDITIONAL EXPECTATION AND MARKOV TRACE 22
Proof: A graph is of the form ae
(G)
1,n b if and only if it contains horizontal arcs. The quotient
consists hence of those graphs that have only vertical arcs. It is therefore the group of
ribbon braids in the cylinder. The relations of this group are known to be a subset of
the relations of the Ariki-Koike algebra. The remaining relations follow from the imposed
skein relations. ✷
At this point the importance of the index n (total number of strands) of the generator
e
(G)
i,n becomes obvious. Without fixing the total number of strings the ideal would be the
whole algebra because minima and maxima can be introduced within the isotopy class
of any diagram (cf. figure 4 right). On the other hand we have avoided to restrict the
number of strands when defining the skein relations. Using this we obtain the following
lemma.
Lemma 34 The map GBBkn(R)→ GBB
k
n+2(R), a 7→ x
−1aen+1 is injective for n ≥ 1.
Proof: By deforming the n-th strand of a graph a we may generate maxima and minima
as shown in figure 4 (on the left). Thus, locally, we obtain aen+1. If a is in the kernel
then this vanishes and hence a = 0. ✷
a = a
✍✌
✎☞
✎☞
✍✌ = ✎☞
✍✌
✍✌
✎☞
Figure 4:
7 Conditional expectation and Markov trace
The graphical calculus as well as the relationship with the A-type BMW algebra suggest
that there should exist a Markov trace on BBkn. We follow Wenzl’s original approach [17]
as close as possible.
The constructions of this section can equally well be carried out for BBkn and for its
graphical counterpart GBBkn. Notationally, however, we’ll stick to the former case.
The fundamental hypothesis for the following construction is:
Hypothesis 35 The map BBkn → BB
k
n+2, a 7→ x
−1aen+1 is injective.
Lemma 34 has shown that this hypothesis is valid for the graphical algebra.
Let w = w1γw2 ∈ BB
k
n+1 where wi ∈ BB
k
n, γ ∈ Γn+1. Then we have en+1wen+1 =
w1en+1γen+1w2 = sw1w2en+1 with a factor s that assumes the values s = x, 1, λ
−1, Am if
γ = 1, en, Xn, Y
m
n+1. Hypothesis 35 guarantees that the following map is well defined.
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Definition 36 Let ǫn : BB
k
n+1 → BB
k
n be defined by en+1aen+1 =: xǫn(a)en+1.
Obviously, we have ǫn(w1aw2) = w1ǫn(a)w2 if wi ∈ BB
k
n. Moreover, (11) implies
en+1 = en+1enen+1 = xǫn(en)en+1 and thus ǫn(en) = x
−1. Similarly, (6) implies en+1 =
λ±en+1X
±
n en+1 = λ
±xǫn(X
±
n )en+1 and thus ǫn(X
±
n ) = x
−1λ∓. From relation (48) we
deduce en+1 = A
−1
m en+1Y
m
n+1en+1 = A
−1
m xǫn(Yn+1)en+1 and hence ǫn(Y
m
n+1) = Amx
−1.
Iterating the conditional expectation yields a map which will turn out to be a Markov
trace.
Definition and Lemma 37 The iterated application of the conditional expectation is
denoted by tr(a) := tr(ǫn−1(a)), tr(1) := 1 and fulfils tr(en) = ǫn(en) = x
−1, tr(X±n ) =
ǫn(X
±
n ) = x
−1λ∓, tr(Y mn+1) = ǫn(Y
m
n+1) = Amx
−1
Lemma 38 For any w1, w2 ∈ BB
k
n, γ ∈ Γn+1 we have tr(w1γw2) = tr(γ)tr(w1w2) and
ǫn(w1γw2) = tr(γ)ab.
Proof: The first statement follows from the second which is shown by the following
calculation. xǫn(w1γw2)en+1 = en+1w1γw2en+1 = w1en+1γen+1w2 = w1xǫn(γ)en+1w2 =
w1w2xǫn(γ)en+1. ✷
Lemma 39 ∀a ∈ BBkn ǫn(X
−1
n aXn) = ǫn(XnaX
−1
n ) = ǫn(enaen) = ǫn−1(a)
Proof: Let a = w1γw2 ∈ BB
k
n, wi ∈ BB
k
n−1, γ ∈ Γn. Multiplying by xen+1 we obtain:
xǫn(X
−1
n w1γw2Xn)en+1 = xǫn(Xnw1γw2X
−1
n )en+1 =
= xǫn(enw1γw2en)en+1 = xǫn−1(w1γw2)en+1
Omitting the arbitrary factors w1, w2 yields:
en+1(X
−1
n γXn)en+1 = en+1(XnγX
−1
n )en+1 = en+1(enγen)en+1 = xtr(γ)en+1.
This is checked by analysing the cases for the various values of γ successively. For
γ = 1 nothing is to be shown. For γ = en−1 we have
en+1(X
−1
n en−1Xn)en+1 = en+1(Xnen−1X
−1
n )en+1 = en+1(enen−1en)en+1 = xx
−1en+1
⇔ en+1(Xn−1enX
−1
n−1)en+1 = en+1(X
−1
n−1enXn−1)en+1 = en+1enen+1 = en+1
The case γ = Y mn yields
en+1(X
−1
n Y
m
n Xn)en+1 = en+1(XnY
m
n X
−1
n )en+1 = en+1(enY
m
n en)en+1 = xtr(Y
m
n )en+1
⇔ en+1(X
−1
n Y
m
n Xn)en+1 = en+1Y
m
n+1en+1 = en+1(enY
m
n en)en+1 = Amen+1
We rewrite the first expression to obtain:
en+1X
−1
n Y
m
n Xnen+1 = en+1enXn+1Y
m
n Xnen+1 = en+1enY
m
n Xn+1Xnen+1 =
en+1enY
m
n enXn+1Xn = Amen+1enXn+1Xn = Amen+1.
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The last case is γ = Xn−1.
en+1(X
−1
n Xn−1Xn)en+1 = en+1(XnXn−1X
−1
n )en+1 =
= en+1(enXn−1en)en+1 = xtr(Xn−1)en+1
⇔ en+1(Xn−1XnX
−1
n−1)en+1 = en+1(X
−1
n−1XnXn−1)en+1 =
= en+1(λ
−1en)en+1 = λ
−1en+1
⇔ Xn−1en+1Xnen+1X
−1
n−1 = X
−1
n−1en+1Xnen+1Xn−1 = λ
−1en+1 = λ
−1en+1
⇔ Xn−1λ
−1en+1X
−1
n−1 = X
−1
n−1λ
−1en+1Xn−1 = λ
−1en+1
✷
Just as in [17] we have the trace property in the semi-simple case.
Lemma 40 If In+1 is semi-simple and tr is a trace on BB
k
n then tr is a trace on BB
k
n+1.
Proof: It suffices to show that tr(uv) = tr(vu)∀u, v ∈ BBkn+1. If one of the factors (say u)
is contained in BBkn this is easily seen: tr(uv) = tr(ǫn(uv)) = tr(uǫn(v)) = tr(ǫn(v)u) =
tr(ǫn(vu)) = tr(vu).
According to proposition 26 we may write u, v ∈ BBkn+1 in the form
u = u1 + u2Y
′
n+1 + u3enu4 + u5Xnu6 (79)
v = v1 + v2Y
′
n+1 + v3env4 + v5X
−1
n v6 (80)
Since tr is linear it suffices to investigate all possible combinations of summands. The
calculations are similar to those in [17] and [11]. Thus we only give calculations for the
cases that involve Y . Our first case is: a = a1Y
′
n+1, b = b1Y
′
n+1.
tr(ab) = tr(a1Y
′
n+1b1Y
′
n+1) = tr(a1Y
′2
n+1b1)
= tr(Y ′
2
n+1b1a1) = tr(b1Y
′
n+1a1Y
′
n+1) = tr(ba)
Next we look at a = a1ena2, b = a3Y
′
n+1.
tr(ab) = tr(a1ǫn(ena2a3Y
′
n+1)) = tr(a1ǫn(enY
′
n+1)a2a3)
= λtr(a1ǫn(enY
′
n
−1
)a2a3) = λtr(a1ǫn(en)Y
′
n
−1
a2a3)
= λx−1tr(a1Y
′
n
−1
a2a3) = λx
−1tr(a2a3a1Y
′
n
−1
)
= λtr(a2a3a1ǫn(en)Y
′
n
−1
) = tr(a2a3a1ǫn(Y
′
n+1en))
= tr(ǫn(a3Y
′
n+1a1en)a2) = tr(ba)
The case b = a1ena2, a = a3Y
′
n+1 is treated similarly.
Next case: a = a1Xna2, b = b1Y
′
n+1.
tr(ab) = tr(a1ǫn(XnY
′
n+1)a2b1) = tr(a1ǫn(X
2
nY
′
nXn)a2b1)
= tr(a1ǫn(Y
′
nXn)a2b1) + δtr(a1ǫn(Y
′
n+1)a2b1)− δλtr(a1ǫn(enY
′
nXn)a2b1)
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= tr(a1Y
′
nx
−1λ−1a2b1) + δtr(a1ǫn(Y
′
n+1)a2b1)− δtr(a1ǫn(enY
′
n+1)a2b1)
= tr(a1Y
′
nx
−1λ−1a2b1) + δtr(a1ǫn(Y
′
n+1)a2b1)− δtr(a1ǫn(Y
′
n+1en)a2b1)
= tr(a1ǫn(XnY
′
n)a2b1) + δtr(a1ǫn(Y
′
n+1)a2b1)− δλtr(a1ǫn(XnY
′
nen)a2b1)
= tr(a1ǫn(Y
′
n+1Xn)a2b1) = tr(b1ǫn(Y
′
n+1a1Xn)a2) = tr(ba)
The cases where en is matched with Xn or X
−1
n yield zero by semi-simplicity of the
ideal. Namely, there is a central idempotent z ∈ BBkn+1 such that zBB
k
n+1
∼
= In+1. Take
a ∈ In+1 and thus a = az and ab = azb = a(zb). Thus we may assume that b ∈ In+1
as well. But a, b ∈ In+1 implies that they are linear combinations of terms of the form
a =
∑
i aiena
′
i, b =
∑
i bienb
′
i with ai, a
′
i, bi, b
′
i ∈ BB
k
n. Thus we are back in situations
already treated. ✷
The trace in the classical limit is CBBkn given by closing the strands from the right .
Hence, let a ∈ BPkn be a dotted Brauer graph and denote by ni(a) the number of cycles
with i dots on its closure. Then we have
tr(a) = x−n
k−1∏
i=0
A
ni(a)
i (81)
Lemma 41 The trace is nondegenerate on CBBkn = BP
k
n.
Proof: Let {vi | i = 1, . . . , k
n(2n − 1)!!} be a linear basis of dotted Brauer graphs. It
suffices to show det(tr(viv
∗
j )i,j) 6= 0.
The involution a 7→ a⋆ maps graphs to their top-down mirror image and replaces each
dot by k − 1 dots. Hence the closure of aa∗ is free of dots. Now assume that a has s
upper (and hence s lower) horizontal arcs. Then there are s cycles in aa∗. Upon closing
another s cycles are produced from the the remaining horizontal arcs. The vertical arcs
form a permutation and a∗ contains the inverse permutation. Upon closing these n− 2s
vertical arcs yield n − 2s cycles. The closure of aa∗ has therfore a total of n cycles and
tr(aa∗) = 1.
We now specialise the ground ring: A1 := . . . := Ak−1 := x
−1. The trace is then a
Laurent polynomial in x. The choice for the Ai implies that additional dots on an arc
decrease the degree (in x) of the trace. If β is an arc of a and b is any other graph which
does not contain an arc which is the mirror image of β. By considering the cases that
β is vertical and horizontal individually one easily sees that the cycle in the closure of
ab which contains β consists of more than two arcs from a and b. The closure of ab has
therfore less cycles than the closure of aa∗. We conclude that b = a∗ is the unique graph
with highest x degree of tr(ab). We now consider the determinant of the trace.
det(tr(viv
∗
j )i,j) = x
−nkn(2n−1)!!det((xn0(viv
∗
j
)
k−1∏
s=1
xns(viv
∗
j
)/2)i,j)
In each row the element at the diagonal is the unique element with highest degree in x.
Calculating the determinant thus yields a sum with a unique term of highest degree. Thus
the determinant does not vanish. ✷
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8 The structure theorem
In this section we determine the structure of BBkn(K1). It will turn out to be semi-simple
over this generic ground field. We only need a few definitions on Young diagrams before
we can state the structure theorem.
A Young diagram λ of size n is a partition of the natural number n. λ =
(λ1, . . . , λk),
∑
i λi = n, λi ≥ λi+1. In the following we use ordered tuples of Young dia-
grams λ = (λ1, . . . , λk) (cf. [1]). The size of a tuple of Young diagrams is the sum of sizes
of its components. Let Γ̂kn be the set of all k tuples of Young diagrams of sizes n, n−2, . . ..
Proposition 42 1. BBkn(K1) is a semi-simple algebra isomorphic to GBB
k
n(K1).
The simple components are indexed by Γ̂kn.
BBkn =
⊕
λ∈Γ̂kn
BBkn,λ (82)
2. The Bratteli rule for restrictions of modules: A simple BBkn,ν module Vν , ν ∈ Γ̂
k
n
decomposes into BBkn−1 modules such that the BB
k
n−1 module λ ∈ Γ̂
k
n−1 occurs iff
λ may be obtained from ν by adding or removing a box.
3. tr is a faithful trace. To every tuple of Young diagrams λ ∈ Γ̂kn there is an idempotent
pλ and a non vanishing, rational function Qλ which does not depend on n and
satisfies tr(pλ) = Qλ/x
n.
For the proof of the structure theorem we need some facts from Jones-Wenzl theory
of inclusions of finite dimensional semi-simple algebras.
Let A ⊂ B ⊂ C be a unital embedding of finite dimensional semi-simple algebras and
let tr be a trace on A,B that is compatible with the inclusion. The associated conditional
expectation is denoted by ǫA : B → A, tr(ab) = tr(aǫA(b)). It is assumed that there
is an idempotent e ∈ C such that e2 = e, ebe = eǫA(b)∀b ∈ B and ϕ : A → C, a 7→
ae is injective.
Such a situation can be realized starting from an inclusion pair A ⊂ B with a
common faithful trace tr and conditional expectation ǫA. We set Ĉ := {α : B →
B | linear, α(ba) = α(b)a∀a ∈ A, b ∈ B}. The inclusion B ⊂ Ĉ is given by
b 7→ αb, αb(b1) := bb1. Here e is given by eA = ǫA : B → B. The sub-algebra of Ĉ
generated by B and eA is denoted by < B, eA >. For this setup Wenzl has obtained the
following results [17, Theorem 1.1]
1. < B, eA >
∼
= EndA(B)
2. The simple components of A and < B, eA > are in 1-1 correspondence. The inclu-
sion matrices of A ⊂ B ⊂< B, eA > are relatively transposed. If p is a minimal
idempotent in A then peA is a minimal idempotent in < B, eA >
3. < B, eA >
∼
= BeAB
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4. < B, e >
∼
=< B, eA > ⊕B˜ where B˜ is a sub-algebra of B.
5. 4 implies that the ideal generated by e in C is isomorphic to < B, eA >.
We now prove the main theorem.
Proof: BBk0 is simply the ground ring. Thus the proposition is true with tr(p(·,...,·)) =
tr(1) = Q(·,...,·)/x
0, Q(·,...,·) = 1. The algebra BB
k
1 is of dimension k and has a basis
{1, Y, . . . Y k−1}. It is commutative and semi-simple. The simple blocks are given by the
eigen spaces of Y . Existence of idempotents is clear. The graphical version is isomorphic
as a simple consequence of Turaev’s result on the skein module of the solid torus [15].
We have to establish that the trace on BBk1 is nondegenerate. Now, suppose it were
degenerate. Choose 0 6= a =
∑
m amY
m ∈ BBk1 such that ∀b ∈ BB
k
1 : tr(ab) = 0. It
is tr(ab)e1 = x
−1e1abe1. We have already noted in the discussion following definition
16 that the ideal generated by e1 in BB
k
2 is simple and that it is spanned by Y
ie1Y
j.
The trace does not vanish on this module and hence it is faithful. Furthermore the em-
bedding BBk1 ⊂ BB
k
2 is faithful and hence there must be an element b
′ in the ideal
I2 such that tr(ab
′) 6= 0. Suppose b′ =
∑
i,j ci,jY
ie1Y
j. We then have xǫ1(ab
′)e2 =∑
i,j,m amci,je2Y
mY ie1Y
je2 =
∑
i,j,m amci,jY
mY ie2e1e2Y
j =
∑
i,j,m amci,jY
m+ie2Y
j and
hence tr(ab′)e1 = x
−2e1
∑
i,j,m amci,jY
m+iY je1 = x
−2∑
m,i,j amci,je1Y
m+i+je1 6= 0. This
is the required contradiction.
Assume the proposition is shown by induction for BBkn.
By induction assumption BBkn = GBB
k
n. We investigate the kernel of the inclusion
i : BBkn → BB
k
n+2 introduced in section 7. Assume i(a) = 0, then we have 0 =
Ψn+2(i(a)) = i
(G)(a). Since i(G) is injective according to lemma 34 it follows that a = 0
and hence that i is injective. Thus we can use the results from section 7 .
We apply Jones-Wenzl theory to the following situation: A = BBkn−1, B = BB
k
n, C =
BBkn+1, e = x
−1en, ǫA = ǫn−1. This is possible because A,B are semi-simple algebras
with a faithful trace by induction assumption. All properties needed for e have al-
ready been established. Statement 1 of Jones-Wenzl theory asserts the semi-simplicity
of EndA(B)
∼
=< B, eA > which is by 5 the ideal generated by e. Thus In+1 is semi-
simple. The quotient algebra BBkn+1/In+1 is the Ariki-Koike algebra AK
(k)
n+1 and is
semi-simple according to [1]. Since we work over a field we can conclude (by looking
at the radicals) that BBkn+1 is semi-simple and that it is isomorphic to the direct sum
BBkn+1 = In+1 ⊕ BB
k
n+1/In+1. Statement 2 asserts that the simple components of In+1
are indexed by Γ̂kn−1. The simple components of AK
(k)
n+1 are indexed by tuples of Young
diagrams of size n+ 1 (see [1]).
Consider the situation for the graphical algebra GBBkn+1. By Jones-Wenzl theory we
know that the ideals In+1 and I
(G)
n+1 are isomorphic. The quotient GBB
k
n+1/I
(G)
n+1 is by
lemma 33 isomorphic to the Ariki-Koike algebra. Hence, we have GBBkn+1 = BB
k
n+1.
This completes the proof of point 1 of the theorem.
The inclusion matrix for the part In+1 is the transpose of the inclusion matrix of
BBkn−1 ⊂ BB
k
n. For the part AK
(k)
n+1 the Bratteli rule follow from [1].
We have to show that tr is faithful, i.e. that the Q functions don’t vanish. If pλ ∈
BBkn−1 is a minimal idempotent in BB
k
n−1,λ then x
−1p(µ,λ)en is a minimal idempotent in
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BBkn+1 by point 2. The trace of this idempotent is tr(x
−1pλen) = x
−2tr(pλ) = Qλ/x
n−1+2.
Obviously, this is non vanishing (using the induction assumption). The idempotents of
this kind are those of In+1. For the other idempotents (which are those of BB
k
n+1/In+1)
the function Q is defined by tr(pλ) = Qλ/x
n.
To establish faithfulness of the trace we use the classical limit. A minimal idempotent
pλ of BB
k
n yields an idempotent in the classical limit described in section 6. We know
already that on the classical limit algebra the trace is nondegenerate. Hence the function
Qλ does have a non vanishing classical limit and hence can’t be zero itself. ✷
The Ariki-Koike-Birman-Wenzl algebra with Y satisfying a quadratic relation is of
special interest and has been studied in [11].
Naturally, one would like to study the algebra not only over the generic field but also
with complex parameters. The classical limit is then a point in parameter space and we
know that at this point the algebra is semi-simple. The functions Q are apart from a
finite set of poles continuous and hence there is a neighbourhood of the classical point
where the algebra is semi-simple. While some necessary conditions for semi-simplicity
may be derived easily from the knowledge of the Ariki-Koike algebra the determination
of sufficient conditions has to await further studies.
BB20
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BB22
(·, ·)
(✷, ·) (·,✷)
❅❅  
(·, ·) (✷,✷)(✷✷, ·) (✷
✷
, ·) (·, ✷
✷
) (·,✷✷)
✘✘✘✘✘✘ ❅❅  
PPPP
✏✏✏✏ ❅❅  
❳❳❳❳❳❳
Figure 5: The first three lines of the Bratteli digram of BB2n
The Markov trace can be used to define a link invariant for links of B-type which are
links in a solid torus. There is an analog of Markov’s theorem for type B links found by
S. Lambrodopoulou in [12]. It takes the same form as the usual Markov theorem, i.e. two
B-braids β1, β2 have isotopic closures βˆ1, βˆ2 if β1, β2 may transformed in one another by
a finite sequence of moves of the following two kinds: I Conjugation β ∼ αβα−1 and II
α ∼ ατn for α ∈ ZBn.
This theorem implies that there exists an extension of the Kauffman polynomial to
braids of B-type. Denote by π : ZBn → BB
k
n the morphism τi 7→ Xi. Then we obtain
without any further proof an invariant of the B-type link βˆ that is the closure of a B-braid
β∈ZBn by the following definition:
Definition 43 The B-type Kauffman polynomial of a B-link βˆ is defined to be
L(βˆ, n) := xn−1λe(β)tr(β) β ∈ ZBn (83)
e : ZBn → ZZ is the exponential sum with e(Xi) = 1, e(Y ) = 0.
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