Abstract
Introduction
Automatic segmentation of two-dimensional (i.e., optical) and three-dimensional (3D) data is still an open research field. Considering the realm of 3D data, the segmentation is the focus of a vast literature and several surveys, reporting interesting approaches for different data representations such as unorganized points, range image, or 3D polygonal meshes [9] .
In this paper, a new method for the segmentation of unorganized 3D points is proposed. This approach considers as leading framework the mean shift (MS) clustering paradigm, proposed in [4] . The main underlying idea of such non parametric approach is that the data space is regarded as an empirical probability density function to estimate. The MS procedure operates by shifting a fixed size estimation window, i.e. the kernel, from each data point towards a local mode, denoted, roughly speaking, as a high concentration of points. The points converging to the same mode are considered as belonging to the same region.
Although MS has shown to be a powerful technique for several research fields such as image and video segmentation, tracking, clustering and data mining [4, 2, 7] , very few work has been derived from it in the context of 3D data segmentation. In [10] , the 3D polygonal mesh is parameterized as a 2D image where each pixel is colored according to the curvature value of its corresponding 3D point. Therefore, the segmentation is obtained by adopting the standard MS approach for 2D image segmentation [4] . In [11] , the 3D polygonal mesh is directly analyzed and MS algorithm is applied to the surface normals (i.e., the feature space) as a pre-processing stage.
Despite the quality of the obtained results, it has to be pointed out that all these approaches rely on the tuning of several parameters, where a kernel is empirically specified. In general, the kernel is specified by the shape and the bandwidth value [4] : the former describes how the points are considered in the mode seeking procedure, and the latter defines the level of detail of the analysis. Large bandwidths lead to global but coarse separations, whereas small bandwidths better identify local modes, however risking over-partition.
In this paper, we introduce a robust automatic strategy that avoids any parameter setting, leading to a completely unsupervised segmentation procedure. Source data are unorganized 3D points and, for each point, the 3D coordinates, the normals and principal curvatures are extracted and projected in separate subspaces. Therefore, the concept of stable segmentation [6] has been exploited, that is, a segmentation maintaining the same number of clusters while varying the free parameters involved (in this case the bandwidth values). Basically, for each subspace, we find out the bandwidth value providing the most stable partition using the MS clustering on that subspace. This is equivalent to find a robust description of the data set by considering only one aspect (namely, one feature). Therefore, we fuse all the best bandwidth values, so as to form a multidimensional kernel which is adapted to the characteristics of the data set ac-cording to the discrimination power of every feature. Using this kernel, the MS procedure is performed over the multidimensional space formed by all the subspaces.
The rest of the paper is organized as follow. In Section 2, an overview of the mean shift procedure is described, and in Section 3 the details of the proposed method are reported. Results of the algorithm on synthetic and real images are shown in Section 4, and, finally, Section 5 concludes the paper.
Mean Shift
The mean shift procedure is a dated non-parametric density estimation technique [6, 4] . The theoretical framework of the mean shift arises from the Parzen Windows technique, that, in particular hypotheses of regularity of the input space (such as independency among dimensions [4] ), estimates the density at point x as:
where c k,d is a normalizing constant, n is the number of points available, and k(·) is the kernel profile, that models how strongly the points are taken into account for the estimation, in dependence with their distance h to x. Mean shift extends this "static" expression, differentiating (1) and obtaining the gradient of the density as:
where g(x) = k (x). In the above equation, the first term in square brackets is proportional to the normalized density gradient, and the second term is the mean shift vector, that is guaranteed to point towards the direction of maximum increase in the density [4] . Therefore, starting from a point x i in the feature space, the mean shift produces iteratively a trajectory that converges in a stationary point y i , representing a mode of the whole feature space.
The proposed method
In this paper, we consider each point x i of the source data as a 7-dimensional entity, living in a joint domain.
, where each component identifies the 3D spatial, the 3D normal and the 1D curvature sub-domain, respectively. The curvature is modelled by the curvedness index [9] , and we assume Euclidian metric for each sub-domain. In order to explore the joint space, a multivariate kernel is used [4] , that is:
where C is a normalization constant, and h s ,h n ,h c are the kernel bandwidths for each sub-domain. The Epanechnikov kernel [4] has been adopted here, described by the following profile
that, if differentiated, leads to the uniform kernel g(·), i.e. a d-dimensional unit sphere. It is worth noting that, in the 3D segmentation literature [10, 11] , the bandwidth setting issue did not receive big attention, and good segmentation results are always obtained after an accurate bandwidth tuning. In other fields [3, 5] , bandwidth selection algorithms are proposed, hypothesizing that the underlying distribution is locally multivariate normal, while in our experiments such hypothesis does not apply. For example, the fact that we perform clustering on the x-y-z coordinates space does exclude the hypothesis of local Gaussian behavior in the proximity of spikes. In [3] , two variable bandwidth techniques are proposed, but no qualitative comparisons are shown.
In this paper, we propose a task-oriented bandwidth selection technique, that exploits decomposition stability criteria. The technique is composed by three steps. ] (i.e., a plateau) over which the same number of partitions are obtained for the given data.
Final clustering:
we perform again the mean shift clustering in the joint domain by using the kernel formed by concatenating the optimal sub-domain bandwidth values (see Eq. 3), obtained in step 2).
This method individuates separately for each sub-domain, that we suppose to be independent from the others, the most stable bandwidth, in the intuitive sense claimed by [6] . Putting together the best bandwidth values in a single composite bandwidth corresponds to define a kernel that has the form of Eq. 3, leading to a mean shift vector equal to
One can notice that the mean shift vector jointly takes into account for all the features (position of the points, normals, curvatures), in an adaptive way (in dependence of the associated bandwidth).
Experiments
The proposed method has been tested on both synthetic and real data. Here, we report the most explicative tests, each one lasted averagely 2 minutes on a P4 3Ghz (Matlab code). In all experiments, we have clouds of 7-dimensional points. The normals and the principal curvatures are computed by using classical quadric fitting estimation [9] . After the standardization of the data (step 1), we select the best bandwidth values for each sub-domain (step 2), using N max = 10.
Synthetic data
The first experiment regards a cloud of 900 points representing two intersecting planes and a sphere ( Fig. 1.a) . The progress of the bandwidth evaluation is shown in the first row of Fig. 2 for (a) the spatial, (b) the normal and (c) the curvature subspaces. Each graph represents the number of clusters obtained using increasing bandwidth values. In all graphs, it is easy to note the largest plateau, in the middle of them we select the best bandwidth (that appears with a lighter marker). In the second row of Fig. 2 the results of the MS segmentation using the best bandwidth values singularly are shown. In particular, by considering only the spatial subspace, the best segmentation is reached when a single cluster is defined (Fig. 2.a, top) . This is reasonable, since the three objects are intersecting each other by forming a single connected component, therefore the spatial domain is not enough for segmenting correctly the scene. In Fig. 2 .b (top) the segmentation obtained by considering the normals subspace only is depicted. The two planes are correctly separated, while the sphere is split. Finally, by considering the curvatures subspace only, the sphere is grouped on a single cluster, while the two planes are joined into the same segment (Figure 2.c, top) . Finally, the best bandwidth values are merged by using the multidimensional kernel of Eq. 3 and the final segmentation is obtained (Fig. 1.b) . As expected, the MS segmentation has separated correctly the two planes and the sphere. Note also that the final segmentation is not strictly related to those obtained performing the MS clustering on the segregated subspaces. These behaviors can be explained by considering the Eq. 5, where the different subspaces are taken into account in a product. 
Real data
The proposed method has been tested on two sets of range images acquired with different kind of sensors. The first set is from the Minolta 1 database [1] . Even if the scanner is a high resolution sensor, the image is quite noisy, especially near the wings and the head (Fig. 3, 1st  row) . After the segmentation the result is reasonable, being present objects with different spatial location and curvature (Fig. 3, 2nd row) . The second set present underwater scenes acquired with the EchoScope [8] which is a 3D acoustic camera for underwater survey and inspection, producing data of very low resolution (5-10 cm). The scene consists of a big pillar on the left, the sea bottom, and two pipes on the right (Fig. 4, 1st row) . The data are very noisy and the objects on the scene are very little recognizable. The resulting segmentation is fully convincing since the four objects are correctly separated (Fig. 4, 2nd row) .
Conclusions
In this paper, we introduce a fully automatic unsupervised 3D segmentation technique based on the mean shift algorithm. The proposed method considers first the features collected for the data points as living in independent subdomains. For each sub-domain, an automatic selection of the best bandwidth value is carried out, leading to the most stable clustering. Then, the best bandwidths are integrated in a multidimensional global bandwidth, driving the clustering in the joint domain using a multivariate kernel. The results are promising, both in the synthetic and real cases. Further research is currently under investigation, in order to extend the proposed method onto more structured data such as polygonal meshes.
