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Одним из существенных ограничений нейросетевых моделей для классификации является тот факт, что
процесс принятия решений в обученной нейронной сети очень сложно поддаётся анализу, из-за чего невоз-
можно оценить смысловую корректность результатов и сформировать на их основе новые экспертные
знания. Для решения этой проблемы предлагается использовать метод локальных линейных аппрокси-
маций обученной модели, позволяющий оценить влияние отдельных признаков одного экземпляра данных
на полученный результат в понятной форме.
Введение
Искуственные нейронные сети прямого рас-
пространения на сегодняшний день являются
одним из самых распространенных инструмен-
тов для построения моделей классификации на
основе известных данных (обучающей выбор-
ки). Относительная простота конфигурации, об-
ширный программный инструментарий и воз-
можность тонкой настройки модели делают ней-
росетевую классификацию очень эффективным
средством выведения зависимостей на основании
произвольных данных в табличном виде. При на-
личии достаточно репрезентативной обучающей
выборки алгоритм обучения нейронной сети мо-
жет подобрать параметры моделей таким обра-
зом, чтобы сформировать разнообразные сово-
купности линейных и нелинейных комбинаций
входных признаков, которые в последующем ис-
пользуются для получения итогового результата.
С точки зрения систем поддержки приня-
тия решений нейронные сети часто противопо-
ставляются экспертным системам на базе ло-
гического вывода (например, нечеткой логики).
В таких экспертных системах процесс приня-
тия решения описывается формально, на осно-
вании некоторого описательного представления
экспертных знаний, и не учитывает статистиче-
ские характеристики существующих данных. В
то же время, нейросетевые модели не включают
в себя представление экспертных знаний, а вме-
сто этого выстраивают собственный процесс при-
нятия решений путём подбора параметров мо-
дели в процессе обучения таким образом, что-
бы минимизировать ошибку модели на некото-
ром объеме существующих данных. С одной сто-
роны, это позволяет устанавливать сложные за-
висимости в некотором объеме данных без необ-
ходимости их детального смыслового анализа. С
другой стороны, обученная нейросетевая модель
является «черным ящиком» – процесс принятия
решений описывается комбинацией параметров
модели и, как правило, крайне сложен для ин-
терпретации [1].
I. Анализ обученных нейросетевых
классификаторов
Для интерпретации обученных нейросете-
вых моделей в первую очередь необходимо опре-
делить, какое представление процесса принятия
решения может быть интуитивно понятно для
восприятия человеком.
Нейросетевая модель M для решения зада-
чи бинарной классификации по совокупности из
n вещественных признаков представляет собой
параметрическую функцию:
M(~x, ~θ) : (Rn ×Θ)→ [0; 1], (1)
где ~x ∈ Rn – n-мерный вещественный вектор зна-
чений входных признаков, ~θ ∈ Θ – вектор па-
раметров модели, R – множество вещественных
чисел, Θ – множество значений параметров мо-
дели. Как правило Θ ⊂ Rm, где m – количество
параметров модели [1].
Параметрами модели в нейронной сети пря-
мого распространения являются веса связей
между формальными нейронами соседних слоёв.
Каждый нейрон реализует некоторую функцию
активации, на вход которой подаётся взвешен-
ная сумма выходов нейронов предыдущих сло-
ёв. Увеличение количества нейронов и количе-
ства слоёв позволяет нейронной сети опериро-
вать более сложными совокупностями призна-
ков. Интуитивно ожидается, что в процессе обу-
чения нейронная сеть сможет выделить такие
совокупности значений признаков, которые сов-
местно предоставляют более сложное абстракт-
ное описание входных данных. Например, в за-
даче распознавания символов печатного шрифта
при использовании значений пикселей как вход-
ных параметров один из нейронов второго слоя
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может активизироваться по совокупности значе-
ний горизонтальных пикселей, что соответствует
абстрактному описанию «горизонтальная черта
в центре»; в дальнейшем, такой нейрон может
иметь значительный вес при связи с выходны-
ми нейронами, соответствующими буквам «A»,
«B», «E», «F», «H», «P», «R». В то же время,
для принятия решения могут использоваться бо-
лее сложные нелинейные совокупности призна-
ков, которые не будут иметь простой интерпре-
тации [2].
II. Построение интерпретаций на
основе линейных аппроксимаций
В процессе анализа установлено, что наи-
более универсальными и интуитивно понятны-
ми являются интерпретации процесса принятия
решения на основе порогового значения одного
из признаков, т.е. в виде линейной модели по
одному из входных значений [3]. Таким обра-
зом, для некоторой совокупности входных при-
знаков ~x∗ ∈ Rn необходимо построить набор из
n взвешенных описаний, каждое из которых бу-
дет характеризовать линейное локальное поведе-
ние нейросетевой модели в некоторой окрестно-
сти совокупности ~x∗ по каждому из входных при-
знаков.
Для построения таких описаний для эле-
мента ~x∗ осуществляется анализ пространствен-
ной окрестности полученной модели на некото-
ром расстоянии. Для этой окрестности осуществ-
ляется сэмплирование – выборочная генерация
некоторого количества точек, которые выступа-
ют в качестве небольшой локальной обучающей
выборки. Для этой выборки методом линейной
регрессии строится линейная модель m[ ~x∗, ~θ∗] :
(Rn) → [0; 1]. Параметры этой модели ~θ∗ позво-
ляют в n-мерном пространстве входных призна-
ков построить гиперплоскость, которая разделя-
ет исходное пространство на 2 части. При этом
для каждого из n признаков можно рассмотреть
проекцию этой гиперплоскости на ось, соответ-
ствующую этому признаку. Точка пересечения и
угол наклона определяют, соответственно, поро-
говое значение и его влияние на конечный ре-
зультат. Если гиперплоскость перпендикулярна
оси признака, то этот признак оказывает опре-
деляющее влияние, поскольку принятие решения
осуществляется только на основании его порого-
вого значения. Если гиперплоскость параллель-
на оси признака или проходит под очень малым
углом наклона, влияние этого признака на ре-
зультат минимально. Таким образом, для опре-
деления влияния по углу наклона гиперплоско-
сти относительно оси может использоваться ко-
синус.
Другими словами, для совокупности из зна-
чений n признаков ~x∗ = {x∗i } и некоторой обу-
ченной классификационной нейросетевой моде-
ли y = M(~x), y ∈ [0; 1] линейные аппроксима-
ции строятся следующим образом: по окрестно-
сти точки ~x∗ в соответствии с выходом модели
строится линейная модель, задающая некоторую
гиперплоскость T ∗. При проекции гиперплоско-
сти T ∗ на оси признаков x∗i можно определить
точки пересечения x∗i , а также углы наклона ϕ∗i .
Полученные значения могут быть интер-
претированы следующим образом: косинус угла
наклона cosϕ∗i показывает, насколько на полу-
ченный выходной результат y∗ = M( ~x∗) влияет
тот факт, что i-й признак xi принял значение,
большее или меньшее, чем пороговое x∗i . Таким
образом, для любого входного значения и любого
признака может быть получен набор линейных
аппроксимаций, которые могут использоваться
для оценки влияния конкретного значения при-
знака на выходной результат. Кроме того, поро-
говое значение x∗i для этого признака отражает,
что анализируемая модель будет иметь схожее
поведение в ближайшей окрестности при изме-
нении значения i-го признака в пределах от x∗i
до x∗i .
Полученные линейные аппроксимации поз-
воляют по линеаризации модели в окрестности
исследуемой точки понять, какие именно призна-
ки оказали наибольшее влияние на полученное
значение.
Заключение
В работе представлен метод линейных ап-
проксимаций, позволяющий анализировать пове-
дение сложных нейросетевых классификацион-
ных моделей. Хотя такой подход не предостав-
ляет полное описание процесса принятия реше-
ния, проводимый анализ позволяет, для некото-
рой совокупности входных признаков, получить
более интуитивное представление о том, какие
из этих признаков являлись определяющими в
вычислении итогового значения по этой моде-
ли. Полученные результаты могут использовать-
ся для формирования новых экспертных знаний,
проверки корректности модели в граничных слу-
чаях, а также для экспертной оценки состоятель-
ности полученной модели.
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