Extended methods
In this work, we employ several functional data techniques to analyze ChIP-seq data. In particular, in Section 1.1 we describe how to estimate the fragment length l used in the sequencing, by aligning (shifting) the positive and negative reads generated in the ChIP-seq experiment. Then, in Section 1.2 we introduce an efficient algorithm, combining k-means clustering with a global alignment of the peaks, to classify the functional representations of ChIP-seq peaks.
Preprocessing
Given the location of the enriched regions on the genome, stored in a BED file, and the BAM file containing the aligned reads of the ChIP-sequencing experiment, we introduce a method to define the global shape of the peaks identified by the experiment. As a first step, we collect for each genomic region i in 1, . . . N , contained in the BED file, the reads aligned on the positive and negative strands, and define the correspondent coverage functions, c i+ and c i− . We assume that in each region the positive and negative coverages measure the same signal, shifted by a integer value d (see Figure 1 for a clarification). In case of single-end sequencing, reads aligning on opposite strands are sequenced from the same fragments, and the parameter d is then related to the original length of the fragments l l = d + r, where r is the read length. We estimate d by detecting the shifting value which minimizes the global distance between the two groups of reads. 
where D is a suitable distance between curves. In this specific case, given two functions f (t) and g(t) and the union of their domains Ω, f Ω (t) and g Ω (t) are f (t) and g(t) extended to zero where they are not defined on Ω. Then
Once we have estimated d, we can compute for each region i the global coverage function c i , obtained as the sum of c i− and c i+ , extended on their 3' ends to the fragment length l. Figure 2 shows an example of a peak obtained with the global coverage, while in Figure 3 10 random peaks of the MycER0h dataset (Sabò et al. (2014) ) (see Section 2.1) are drawn. The peaks in Figure 3 are centered around their summits.
After computing the global coverage c for each enriched region of the BED file, peaks are preprocessed to define the correspondent functions f and allow the application of functional data techniques:
1. Removal of the background. Given the characteristics of the ChIP-Seq experiments, each peak has a background, which can be generated by the specific sequence, PCR bias or random noise. In order to compare peaks, we estimate the background as constant along the peak and equal to the minimum value the count assumes, and we remove it from the data.
2. Extension of the peak. Each peak is defined by a genomic region; we assume that, once we have removed the background, the peak can be indefinitely extended with zeroes. This procedure will allow the alignment of peaks to minimize their functional distance (see Section 1.2).
3. Smoothing. Peaks must be smoothed to allow computing the derivatives of the coverage functions. This is performed trough a cubic B-spline basis (Ramsay and Silverman (2005) ), with knots every 50 nucleotides; this basis guarantees the continuity of functions and derivatives up to the second order. We introduce a penalization on the second order derivative to control the roughness of the smoothed functions, measured in terms of changes of concavity. The smoothness parameter is estimated by 4. Scaling. A further optional preprocessing step consists in the scaling of the spline approximation. With this step we aim to isolate the shape of peaks, neglecting their width and area. All the peaks can be normalized to have the same width, equal to the minimum width of the peaks of the dataset, and area, equal to 1 (see Figure 4 , right panel).
Clustering: the k-mean alignment method
We adapt the k-mean alignment method, introduced in Sangalli et al. (2010 Sangalli et al. ( , 2014 ; Bernardi et al. (2014) ; Patriarca et al. (2014) to ChIP-Seq peaks. The algorithm is an efficient method to perform unsupervised classification of functional data, taking into account their shapes and the possible data misalignment. A set of curves can be different either by amplitude (variability on the y axis) or by phase (variability on the x axis) (Ramsay and Silverman (2005) ; Vantini (2012); Marron et al. (2015) ), and a classification method should take into account these two aspects together. The k-mean Algorithm (detailed in Algorithm 1) is an iterative procedure combining the k-mean classification method with the possibility of varying the phase of functions (alignment). Two elements must be defined to run the algorithm, as explained in Sangalli et al. (2010) : a class of warping functions W to define the alignment procedure, and a distance between two curves ρ(·, ·), together with a consistency requirement: simultaneous warping of two curves with the same warping function should not introduce a variation in their distance. The warping functions W should be a convex space to ensure that nested applications give rise to functions of the same family.
In this work, we define W as the set of discrete shifts W = {h : h(t) = t + q with q ∈ Z}.
With this choice, two peaks can be shifted by an integer value to remove the phase variability. The distance function ρ(·, ·), instead, is a linear combination of the L p distance of the data and the L p distance of derivatives: Algorithm 1: k-mean (k-medoid) alignment algorithm Given a set of functions f 1 , . . . , f N and a number k of clusters Template: random choice (if not provided) of the initial centers of the clusters τ 1 . . . , τ k while decrease of the distance ρ higher than a fixed threshold do foreach i ∈ 1 : N do Alignment: f i is aligned to each template τ j : the optimal warping function h i,j in W is detected
Assignment: f i is assigned to the best cluster
end foreach j ∈ 1 : k do Template: identification of the new template of the cluster τ j . In case of k-medoid algorithm, if {f 1 , . . . ,f Nj } is the set of functions assigned to cluster j:
Normalization: the average warping function of the curves belonging to j is set to be the identity transformation end end
In this work we use the L 2 distance, where f − g L 2 with f and g two functions is defined on the
The package allows also the user to consider the L 1 distance and the L ∞ distance:
Moreover, α is a user-defined parameter in [0, 1] and w ∈ R is chosen to balance the data and derivative contribution. In particular, we define the weight w as the median of the ratio of the pairwise distances of data and derivatives:
It is relevant to notice that if f and g are defined on different domains, in order to compute their distance they are extended on the union of their domains with the preprocessing step described in Section 1.1. Finally, we note that at each step of the k-mean algorithm a center for each cluster must be defined (template). We choose it as the element of the cluster with minimum total distance from all other members of the cluster (k-medoid algorithm).
Clustering: the definition of the final classification
For a complete definition of the classification of the data with the algorithm of Section 1.2, we need to provide k, the number of clusters to partition the dataset. We detect this parameter in a data-driven way, analyzing different classifications obtained for different values of k. For each case, we compute the global distance within clusters, i.e. the sum on all clusters of the distance of each element of the cluster f i from the correspondent template τ j :
where N j is the number of elements of the cluster j. A graphical representation of ρ k /N , where N is the total number of peaks as a function of k for the MycER0h dataset (see Section 2.1) is shown in Figure 7 . Clearly, the distance within a cluster decreases with k: the optimum value of this parameter is defined as the elbow of the curve, that is a value associated to a significant reduction of the distance when compared to the smaller values of k, and to a negligible variation when compared to higher values of k. Moreover, the distance within clusters can be reduced by aligning the peaks (red line, see Section 1.2): while in general aligning the peaks can introduce a sizeable decrease in the global within cluster distance, as shown for example in Figure  2 , in this case the effect is less pronounced, but still appreciable. For this dataset, we consider the classification with alignment for k = 2 clusters; even k = 3 would have been a possible choice (see Supplementary Figures S5, S6, S7 and S8) . For k = 3, cluster 1 and 2 look very similar, made up by small and irregular peaks, and even in the biological analysis no strong difference between them is highlighted.
Additional guidance in the choice of the cluster number k
We present here two analyses to help the user to choose the most appropriate value of clusters in a given dataset. First, we introduce an index to guide the user in the choice of the most appropriate number of clusters: the Silhouette index, adapted to the functional case of clustering with and without alignment. This method considers the global structure of the dataset and it is based on the definition of the index of Rousseeuw (1987) : for each peak i, the index is computed as
with a(i) being the average dissimilarity of peak i with all the other peaks within the same cluster, and b(i) the lowest average dissimilarity of i to any other cluster. To compute the b(i) value, it is necessary to compare peaks belonging to different clusters: in case of the classification with alignment, clusters must be aligned. In order to perform this global alignment efficiently, we align the centers of the clusters and then use the estimated shift coefficient to align all the peaks of the two clusters.
In Figure 6 , we show the Silhouette indexes for all the peaks of the MycER0h dataset, divided in the clusters. We focus on the classification without (top panel) and with alignment (bottom panel). In the figure, we show also the global average Silhouette index (dashed lines). The average index should be maximised to ensure that data are globally assigned to the proper cluster. In the case presented here, the best classification according to this criterion is the classification with alignment and k = 2.
Next, we introduce a heuristic index to quantify the elbow rule presented in the main paper. For each value k can take in the range [2 : K − 1], with K being the maximum chosen number of clusters, we compute an index r(k) that quantifies the bending of the curve. For each point in the curve, the index is computed as the distance of the k-th point from the line passing through the k − 1-th and k + 1-th points. The normalized distance function isD
with D(k) being the global distance of the set of classified peaks, if divided into k clusters:
In particular, d i,k is the distance of each peak i from the center of the correspondent cluster c k i . Then, the bending index is
where dist(P, r) is the distance between the point P and the line r, here P is the k-th point (k,D(k)) and the line r is the one passing through the k − 1-th point (k − 1,D(k − 1)) and the k + 1-th point (k + 1,D(k + 1)). For example, for the classification of the MycER0h dataset, we obtain the results of Table 1 . Maximizing this index should indicate the maximum bending of the curve, which could be used as a further guidance in the choice of the most appropriate number of clusters. Here, the bending index once again points to k = 2 with alignment.
Biological analyses
We analysed the results of the classification to determine their biological significance. In particular, we focused on number of clusters classification k = 2 k = 3 k=4 k = 5 without alignment 0.061 0.020 0.12 0.006 with alignment 0.062 0.031 0.009 0.010 Table 1 : Index for the classification with and without alignment of the MycER0h dataset. Both for the classification with and without alignment, which is maximized for k = 2. • Enrichment of peaks. The enrichment of a peak is computed as E = log 2 (n p /N p − n I /N I ), where n p is the number of reads in the peak, N p the total number of aligned reads in the experiment, n I the number of reads in the peak in the control sample, and N I the total number of aligned reads in the control sample.
• Genomic location of the peaks. Each peak is annotated considering its overlap with promoters and genebodies: if a peak has at least a single nucleotide overlapping with a promoter region (defined as [−2kb, 1kb] from the transcription start site, or TSS, except for the p53RAD dataset, where promoters are defined as [−5kb, 2kb] ), it is classified as a promoter peak. Otherwise, if it overlaps with a gene body (defined as TSS+1kb to TES, or transcription end site) it is classified as intragenic. Finally, if it does not overlap with either feature, we consider a peak as intergenic. For these analyses, we used the mm9 assembly of the murine genome and the RefSeq annotation of genes.
• Transcriptional regulation of genes. For all the systems studied here, we downloaded RNA-Seq data in two conditions, characterized by different levels of the transcription factor of interest, and we integrated these data with ChIP-Seqs of the TF in both conditions. We analysed RNA-Seq data with the DESeq2 R/Bioconductor package (Love et al. (2014) ), to identify genes whose promoter is bound by the TF of interest, and that are significantly changed between the two conditions (Benjamini-Hochberg adjusted p-value smaller than 0.05). Among these genes, we define as up-regulated those with a fold change greater than 1, and down-regulated those with fold change lower than -1. All the other expressed genes are termed non deregulated, or nodeg.
• Motif analysis. For each cluster, we performed an unsupervised motif discovery to detect motives enriched under the genomic regions covered by the correspondent peaks. Due to variations in the width of the peaks, we restricted these analyses to a ±200bp region around the summit of each peak (±100bp for p53RAD). We considered a random sample of 1000 peaks for each cluster, and we repeated the analysis 3 times. Then, we searched the position weight matrix obtained with motif discovery and associated to the TF of interest with the Biostrings R/Bioconductor package Pags et al. (2016) to find their positions in the sequences spanned by the peaks. The summits of the peaks were taken from the output of the peak caller MACS (Zhang et al. (2008) ).
In the case of Myc, we used DREME (Bailey (2011) ) to discover short and ungapped motives enriched in the DNA sequences of the peaks, and we recovered its binding motif, called enhancer box, or E-box (CACGTG, Figure 8a ); we also found for the TGA-TCA motif (figure 8b) which has been previously associated to jun/fos binding (Gupta et al. (2007) ). In the case of p53, we performed motif discovery with MEME (Bailey and Elkan (1994) ) on the top 1000 enriched peaks in each cluster, as the binding motif of this TF is longer (see Figure 9 ) and less frequently found than in the case of Myc. We found that both cluster display the p53 binding motif, but with different significance. 
Datasets
We apply FunChIP to three murine datasets, two obtained for the transcription factor Myc, and one for p53.
• MycER0h (Sabò et al. (2014) ): murine 3T9 fibroblasts expressing a conditionally active Myc-oestrogen receptor chimera (MycER). This dataset displays endogeneous levels of Myc in exponentially growing cells. GEO accession number GSE51011, sample GSM1234508. Differentially regulated genes were obtained with respect to the activated cells (MycER4h): samples GSM1234745-GS1234748 (0h) and GSM1234749-GSM1234752 (4h). Histone marks were obtained in these conditions and have accession numbers GSM1234510 (H3K4me3), GSM1234512 (H3K4me1) and GSM1234515 (H3K27ac).
• MycER4h (Sabò et al. (2014) ): same cells as MycER0h, collected 4 hours after the activation of the extra transgenic MycER construct. The levels of Myc are much higher than in MycER0h, and the number of ChIP-Seq peaks is massively increased. GEO accession number GSE51011, sample GSM1234509.
• p53RAD (Tonelli et al. (2015) ): murine B-cells exposed to whole-body ionizing radiation. The treatment causes DNA damage which in turn causes an activation of the transcription factor p53, which is present at high concentration in this sample. GEO accession number GSE71180, sample GSM1828856. Differentially regulated genes were obtained with respect to non-irradiated cells: samples GSM1828877-GSM1828880 (irradiated cells) and GSM1828869-GSM1828873 (non-irradiated cells).
Comparison with Cremona et al. (2015)
Applying the multivariate clustering pipeline (Cremona et al. (2015) ) to the MycER0h dataset, we obtained two clusters, as we did with FunChIP. The multivariate clusters, however, were greatly different in enrichment (Supplementary Figures S11-S12), as the area and height indices produce a classification strongly driven by size. In order to increase the focus on shape, one possibility would be to neglect these two indices in the classification: this results in the identification of a cluster of small and seemingly regular peaks (Supplementary Figure S13) . However, when FunChIP is run after scaling peaks to the same area and width, we observed that the cluster of regular peaks obtained with the multivariate method contained different shapes, which were not told apart by using only a projected definition of the peak (Supplementary Figure  S14 ).
Description of Supplementary Figures
In Supplementary Figures S1-S14 we present the results on the analysis of the MycER0h dataset, namely:
• a classification obtained with FunChIP, where the coverage of the peaks is defined by the aligned reads, without the extension to the estimated fragment (equivalent to set l = r in Equation (1.1)) (Supplementary Figure S1 ).
• a classification obtained with FunChIP on the scaled peaks, as introduced in the Scaling preprocessing step, with an extension of the reads to the estimated fragment d of Equation (1) • a classification with FunChIP, with reads extended to the estimated fragment length and no scaling of the peaks, as presented in the main text. The length of fragments is estimated with the function provided by the package and reads are extended on their 3' end before the piling up and smoothing (main text figure) . Biological analyses for this classification are presented in Figures S9 and S10.
• a multivariate classification of peaks based on the definition of 5 shape indices, as introduced in Cremona et al. (2015) (Supplementary Figure S11 ).
• the same multivariate classification, removing 2 of the 5 indices (the area and the width of peaks), in order to reduce the importance of the peak sizes in the classification (Supplementary Figure S13) .
• a classification obtained with FunChIP, analogous to that of the main text (extending reads to the estimated fragment length and without scaling the peaks) for the histone marks H3K4me3, H3K4me1, H3K27ac. The results are plotted in Supplementary Figure S21 -S23 while biological analyses are shown in Supplementary Figures S24-S26 .
In Figures S12 and S14 , we compare the results obtained with FunChIP with those obtained with the multivariate algorithm proposed in Cremona et al. (2015) . In particular:
• FunChIP, with reads extended to the estimated fragment length and no scaling of the peaks, and the multivariate classification, based on all 5 indices, as in Supplementary Figure S11 and the main text figure (Supplementary Figure S12 ).
• FunChIP, with reads extended to the estimated fragment length and scaling of the peaks, and the multivariate classification, based on the 3 indices, as in Supplementary Figures S13 and S2 (Supplementary Figure S14 ). Figure S1 : Classification of MycER0h peaks with FunChIP. The coverage of the peaks is defined by the aligned reads, without the extension to the estimated fragment (equivalent to set l = r in Equation (1.1)). Top left panel: distance within clusters, both with (red line) and without (black line) the alignment of peaks: in this case, the optimum number of clusters is k = 5 and the alignment of the peaks introduces a large shift between the two lines. Top right panel: the enrichment of the clusters are different, as the ANOVA F test has a p-value < 10 −16 . Performing pairwise z tests and correcting p-values with the Bonferroni method, we conclude that pairs of enrichments are significantly different, except for the first and the second clusters (corrected p-value 0.188). The fourth and fifth clusters also show a weak significance for differences (corrected p-value 0.0324), while for all the other couples the p-values are < 10 −4 . Second and third line panels: examples of peaks in the five clusters, centered around their summits and aligned with the estimated shift coefficient. Clusters differ on the width, magnitude and general shape of peaks. Supplementary Figure S3 : Genomic location of peaks classified as described in Supplementary Figure S2 . Both location and regulation of genes are different in the three clusters: χ 2 test for the differences in location has a p-value < 10 −16 and for the regulation < 10 −5 . Left panel: peaks in cluster 3 seem to be more localized on promoter regions. The pairwise tests for the promoter regions on the three clusters, with the multiple correction of the χ 2 p-values, confirm a strong evidence to distinguish cluster 3 from 1 and 2 (the tests to test whether there is a difference in the classification of promoter peaks have p-values < 10 −16 ), while there is only a weak difference for cluster 1 and 2 (p-value = 0.035) . Right panel: peaks in cluster 3 tend to be less associated with down-regulated genes upon Myc overexpression. Comparing the presence of up-regulated genes, we notice that there is no evidence for any difference in the three clusters: all the pairwise χ 2 tests show correct p-values higher than 0.6; regarding the down-regulated genes, instead, we detect no significant difference for cluster 1 and 2 (correct χ 2 test p-value = 0.249), while cluster 3 is different both from cluster 1 (p-value < 10 −3 ) and cluster 2 (p-value < 10 −7 ).
new page results of the motif discovery performed on the peaks of the two clusters. In cluster 1 and 2, the main motif detected is TGAsTCA (E-significance between 10 −40 and 10 −27 ). The Myc binding motif, or E-box, instead, is detected with a lower significance. In cluster 3, the same two motifs are found, but with inverted order of significance (E-value < 10 −43 for E-box, and between 10 −28 and 10 −20 for the TGAGTCA motif). Middle panels: the presence of the E-box is different in the three clusters (χ 2 test p-value < 10 −16 ), and in cluster 3 it is more present and closer to the summit. The F test for the comparison of the distances in the three clusters shows a p-value of 0.004 and the third cluster is the responsible for this difference: both the z-test comparing the first and the second cluster and the one comparing the first and the third show small corrected p-values, respectively 0.0046 and 0.00045. Bottom panels: the TGAsTCA motif seems to be slightly more present in cluster 3, but equally distant from the summit of the peaks than in the other clusters. for all the couples of clusters, regarding up-regulated genes, instead, there is strong evidence only for a difference in cluster 3 and 1, with a corrected p-value < 10 −5 , while for the other two comparisons the evidence is weaker: for cluster 1 and 2 the p-value = 0.024 and for cluster 2 and 3 the p-value = 0.051. Bottom right panel: the logarithm of the fold change of up-regulated genes is on average slightly different in the three clusters, but it does not reach high significancy (ANOVA F test p-value 0.065). results of the motif discovery performed on the peaks of the three clusters. In cluster 1, the main motif detected is TGACTCA or TGAGTCA (E-significance between 10 −35 and 10 −24 ). The Myc binding motif, or E-box, instead, is detected with a lower significance. In cluster 2 and 3, the same two motifs are found, but with inverted order of significance. We notice that the significance of the Myc binding motif is increasing with the increase of the regularity of peaks, from cluster 1 to cluster 3, while the TGACTCA has almost constant significance: E-value 10 −30 . Middle panels: the E-box is present in different proportions in the three clusters , (χ 2 test p-value < 10 −16 ) and their average distance from the summit is different (ANOVA F test p-value < 10 −16 ). All the pairwise tests for these differences have a Bonferroni corrected p-value lower than 10 −6 . Bottom panels: the TGAsTCA motif has slightly different presence in the three clusters, but no differences in the distances from summit are evident. Figure S5) , respectively. We notice that cluster 1 in the k = 3 case is entirely included in cluster 1 in the k = 2 case, as cluster 3 for k = 3 is included in cluster 2 for k = 2. The remaining cluster for k = 3 is equally split between the two cluster of k = 2, confirming that the extra cluster introduced for k = 3 mostly gather intermediate shapes between the two clusters obtained for k = 2. Figure S10 : Motif analysis of peaks classified as described in the main text. Top panels: results of the motif discovery performed on the peaks of the two clusters. In cluster 1, the main motif detected is TGAsTCA (E-significance between 10 −34 and 10 −27 ). The Myc binding motif, or E-box, instead, is detected with a lower significance. In cluster 2, the same two motifs are found, but with inverted order of significance (E-value < 10 −82
for E-box, and between 10 −26 and 10 −22 for the TGAGTCA motif). Middle panels: the E-box is significantly more present in cluster 2, (χ 2 test p-value < 10 −16 ) and closer to the summit (z test p-value < 10 −16 ) than in cluster 1. Bottom panels: the TGAsTCA motif is slightly more present in cluster 2, but equally distant from the summit of the peaks than in cluster 1. Figure S11) and that obtained with FunChIP (no scaling, reads extended in according to Equation (1), main text Figure) . The second multivariate cluster, which is composed by wider and higher peaks, is almost included in the second cluster of FunChIP, composed by regular and well defined peaks, whereas the first multivariate cluster, composed by small peaks, includes all the elements of the first clusterof FunChIP (composed by small and irregular peaks), and part of the second cluster of FunChIP. We conclude that the functional classification focuses more on the regularity of the peaks instead of their size.
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Supplementary Figure S14 : Comparison between the classification obtained with the multivariate method with 3 shape indices (Supplementary Figure S13) and that obtained with FunChIP (scaling of peaks, reads extended in according to Equation (1), Supplementary Figure S2 ). The two classifications should be less sensitive to the magnitude of peaks. The second multivariate cluster, composed by large and irregular peaks is almost included in the third cluster of FunChIP, composed by multimodal and irregular peaks, whereas the first multivariate cluster, composed by small and regular peaks, is scattered in the three clusters FunChIP. We conclude that the multivariate classification, based on a representation of the peak with only 3 parameters does not capture the fine details of the shape of peaks, like the small asymmetry identified in cluster 1 with FunChIP (Supplementary Figure S2) .
new page Figure S15 . Top panels: results of the motif discovery performed on the peaks of the two clusters. In the first cluster, the main motif detected is TGAsTCA (E-significance between 10 −39 and 10 −30 ). The Myc binding motif, or E-box, instead, is detected with a lower significance. In cluster 2, the same two motifs are found, but with inverted order of significance (E-value < 10 −56 for E-box, and between 10 −24 and 10 −20 for the TGAGTCA motif). Middle panels: the E-box is overall less present than in the peaks of MycER0h, yet significantly more present in cluster 2, (χ 2 test p-value < 10 −16 ) and closer to the summit (z test p-value < 10 −16 ) than in cluster 1. Bottom panels: the TGAsTCA motif is slightly more present in cluster 2, but equally distant from the summit of the peaks than in cluster 1.
new page ), in particular there is strong evidence to confirm that there is difference for the two clusters in the location on intergenic and promoter regions (both χ 2 to test whether there is a difference in the classification of intergenic and promoter peaks have p-values < 10 −16 ), while there is no difference in the proportion of peaks localized on genebody regions (χ 2 p-value = 0.104) . Bottom left panel: there is difference in the association of peaks of the two clusters to up and down regulated genes with respect to non irradiated cells, where p53 is expressed at much lower levels (χ 2 test p-value < 10 −16 ). Cluster 2 is more associated to up-regulated genes with respect to cluster 1. Bottom right panel: the fold changes of up-and down-regulated genes are different for genes having peak of cluster 2 on their promoters (both z test p-values ∼ 10 −4 ). Figure S18 . Top panels: AGGIUNGI TOP PANEL results of the motif discovery performed on the peaks of the two clusters. Both cluster display the p53 typical motif, but the significance is higher for cluster 2 (E-value ∼ 10 −73 for cluster 1 and < 10 −100 for cluster 2). Bottom panels: the p53 binding motif is significantly more present in cluster 2 (χ 2 test p-value < 10 −16 ) and closer to the summit (z test p-value < 10 −6 ) than in cluster 1. Foldchange ANOVA F test, 0.198 (up) Supplementary Figure there is no significant difference in the association of peaks of the two clusters to up and down regulated genes (χ 2 test p-value 0.122). Bottom right panel: the fold changes of up-and down-regulated genes are slightly different for genes having a peak belonging to different clusters on their promoters (up-regulated genes ANOVA F test p-value = 0.025, down-regulated genes ANOVA F test p-value = 0.043).
