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Ensemble learning is a current research focus in the field of machine learning. It 
applies a set of diverse classifiers together in order to solve the original task as 
specific to multi-class classification problems and fuses the output of each classifier 
through majority voting. Multi-class classification ensemble algorithm is more 
accurate and more stable than an excellent classifier, and has greater generalization 
ability. As to solve multi-class classification task, error-correcting output code 
algorithm (ECOC) is applied. The key point is transform the original task into 
multiple binary classification problems which is flexible and effective. Moreover, 
genetic programming can be used to solve binary classification problems and 
produces accurate classification rules through evolutionary computation. Based on 
previous analytical models, this dissertation analyzed multi-class classification 
ensemble algorithm applied to microarray datasets in theory and studied it in 
experiments. 
This dissertation focuses on multi-class classification ensemble algorithms which 
are applied to the analysis of microarray datasets. All the work in this dissertation can 
be summarized as below: 
(1) Multi-class classification ensemble algorithm based on ECOC has been 
proposed. This dissertation uses three different feature selection methods based on 
filter model and applies data dependent ECOC algorithms to the classification of 
microarray datasets. By fusing multiple ECOC coding matrices, the accuracy has been 
improved immensely. 
(2) A new method to calculate the diversity among ECOC coding matrices has 
been proposed. Ensemble learning would be more effective considering the diversity 
optimization. This dissertation proposes two strategies named as local diversity 
maximize (MLD) and global diversity maximize (MGD). MLD method calculates the 
diversity among coding matrices pairwise and MGD method summaries the total 
















(3) Multi-class classification ensemble algorithm based on GP has been proposed. 
ECOC algorithm is used to transform the original task into multiple binary 
classification problems and GP algorithm is designed to tackle each binary 
classification problems. The individuals which have high fitness values and diversities 
are selected to ensemble. The classification accuracy is improved by enhance the 
binary learners using genetic programming. It can filter key genes which are related to 
cancers synchronously. 
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相比于前者更低。基因在生物体内的经由 DNA 到 RNA，最后到蛋白质的表达过















基因微阵列生物实验的基本流程包含 5 个主要步骤，如图 1-2 所示。首先，
收集测试样本和参考样本。其次，从样本中提取 mRNA（messenger RNA）。使



















图 1-1 Affymetrix 公司生产的基因芯片（资料来源：Wikipedia - DNA Microarray） 
 
 
图 1-2 基于 cDNA 微阵列的基因表达检测实验基本流程图（资料来源：Wiki spaces 





























































度规约也被称为特征提取。线性方法例如 PCA（principal components analysis）[4]，
以及非线性流形学习，Laplacian eigenmaps[5], local linear embedding[6], locally 
preserving projections[7], 以及 Sammon's mapping[8]等。 
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