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We ﬁrst introduce some notation which will be used throughout our paper.
If A and B are two random variables,
A¼d B
means that these variables have the same law.by Elsevier GmbH.
. Hirsch), bernard.roynette@iecn.u-nancy.fr (B. Roynette), deaproba@proba.
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ðXa,a 2 IÞ ¼ð1:dÞðYa,a 2 IÞ
means that the families ðXa,a 2 IÞ and ðYa,a 2 IÞ have the same one-dimensional marginals, that is, for
any ﬁxed a 2 I, Xa ¼d Ya.
If ðXt ,tZ0Þ and ðYt ,tZ0Þ are two processes,
ðXt ,tZ0Þ ¼ðdÞ ðYt ,tZ0Þ
means that the two processes are identical in law.1.1. PCOC’s and 1-martingales
Families of random variables ðYa,a 2 IÞ, with I an interval of R, which are monotone for some
order relation, play important roles in a number of applications in probability and statistics, as may
be seen, for instance, from the books by Shaked and Shanthikumar [19,20], and many research
articles.
In this paper, we are concerned with the convex order: an Rvalued (resp. a Cvalued) family
ðYa,a 2 IÞ increases in the convex order if
8a 2 I E½jYajo1,
and for every convex function j : R!R (resp. j : C!R),
a 2 I!E½jðYaÞ 2 ð1,þ1
is increasing.
We call such a family ðYa,a 2 IÞ a PCOC, this acronym being derived from the French name: P
rocessus C roissant pour l’O rdre C onvexe.
A family ðYa,a 2 IÞ is called a 1-martingale if there exists (on a suitable ﬁltered probability
space) a martingale ðMa,a 2 IÞ which has the same one-dimensional marginals as ðYa,a 2 IÞ,
that is
ðYa,a 2 IÞ ¼ð1:dÞðMa,a 2 IÞ:
Such a martingale ðMa,a 2 IÞ is said to be associated to this family ðYa,a 2 IÞ. Note that several
different martingales may be associated to a given family.
It is an easy consequence of Jensen’s inequality that an Rvalued or a Cvalued family ðYa,a 2 IÞ
which is a 1-martingale, is a PCOC. A remarkable result due to Kellerer [13] states that, conversely,
any Rvalued family ðYa,a 2 IÞ which is a PCOC, is a 1-martingale. But generally, it is a difﬁcult
problem to give a concrete description of a martingale which is associated to a PCOC; this is the aim
of several recent papers [2,7–9,14] and of this paper too.1.2. The guiding example of the Asian process
Our interest in the study of PCOC’s and associated martingales originated from the result by Carr
et al. [4] that the process:
At ¼
1
t
Z t
0
Es ds, sZ0, ð1Þ
F. Hirsch et al. / Expositiones Mathematicae 28 (2010) 299–324 301where Es ¼ expðBss=2Þ with ðBs,sZ0Þ a standard Brownian motion, is a PCOC. The proof in [4] uses
the following equality for one-dimensional marginals:
ðAt ,tZ0Þ ¼ð1:dÞ
Z 1
0
exp
ﬃﬃ
t
p
Bu tu
2
 
du, tZ0
 !
,
and, in fact, it is shown in [4] that the process:
~Aa :¼
Z 1
0
exp aBua
2u
2
 
du, aZ0
 !
is a PCOC. This change of variables: t!a¼ ﬃﬃtp incited us, in the present paper, to complete our
previous discussions in [7–9], by considering ‘‘temporal’’ as well as ‘‘spatial’’ PCOC’s, that is PCOC’s
indexed by time tZ0, versus PCOC’s indexed by a ‘‘dilation’’ parameter aZ0, in a uniﬁed framework.
1.3. Le´vy sheets and Sato sheets
Baker and Yor [2] showed that ðAt ,tZ0Þ deﬁned by (1) is a PCOC by introducing the Wiener sheet
ðWu,t;u,tZ0Þ and using the (elementary, but essential) fact that:
for every tZ0 ðBut ,uZ0Þ ¼ðdÞ ðWu,t ,uZ0Þ: ð2Þ
Hirsch and Yor [7,8] extended the discussion in Baker and Yor [2], in a number of directions
replacing, in particular, Brownian motion by a general Le´vy process L, and W by the Le´vy sheet (see
Dalang and Walsh [5] and references therein) associated with L; in particular, (2) extends to this set-
up.
In a further paper [9], Hirsch and Yor used the fact that, for Y a self-decomposable random
variable, then
ðaY ,aZ0Þ ¼ð1:dÞðSa,aZ0Þ,
where ðSa,aZ0Þ is a cadlag process with independent increments and scaling property of index 1,
attached to Y (see [17]). Such a process will be called a Sato process. If Y is centered, then ðSa,aZ0Þ is
a martingale, which is associated to the PCOC ðaY ,aZ0Þ. In [9], many such processes are constructed
explicitly.
In the present paper, this link between self-decomposability and Sato processes is developed at
the level of a self-decomposable Le´vy process ðLt ,tZ0Þ, to which we attach a sheet ðSa,t ;a,tZ0Þ
which satisﬁes:(i) for every aZ0 ðaLt ,tZ0Þ ¼ðdÞ ðSa,t ,tZ0Þ;
(ii) the process ðSa,,aZ0Þ has independent increments and scaling property of index 1.Such a sheet will be called a Sato sheet.
1.4. A uniﬁed framework
The main purpose of the present paper is to build a uniﬁed framework involving both the Le´vy
sheets and Sato sheets in order to create a large class of PCOC’s and their associated martingales,
which encompasses all of our previous constructions.
Posterior to the writing of the present paper, we also extended the guiding example result in
Section 1.2 by replacing Brownian motion with a centered Gaussian process, via suitable Gaussian
sheets. See [10,11].
1.5. Organization of the paper
We now detail the organization of the remainder of the paper.
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PCOC’s are found. Three examples, which correspond respectively to Le´vy sheets, Sato sheets, and the
more restricted framework of [9], are presented, and shall provide the canvas of our developments in
the sequel of the paper.
Starting from space–time harmonic functions of the Markov process ðXðaÞ,a 2 IÞ which underlies
the uniﬁed framework of Section 2, we construct many PCOC’s and associated martingales in
Section 3.
In Section 4 we obtain a number of important properties of vector spaces of PCOC’s and associated
martingales constructed from the semigroup of the Markov process ðXðaÞ,a 2 ½0,1Þ.
Sections 5 and 6 are devoted respectively to the development of the previous results, when
applied to Examples 2 and 3 in Section 2.
In Section 7 we consider again some families of processes studied in the previous sections. By a
direct proof, we show that these processes are PCOC’s, even without making the self-
decomposability assumption. But then, we do not know how to construct associated martingales.
This section may be read independently of the previous ones.2. A uniﬁed framework
2.1. Hypotheses and notation
Let E be a Polish space equipped with its Borel s- algebra and with a measure vector space
structure.
We consider Y an E-valued random variable and we denote its law by P.
We also consider a family ðjaÞaZ0 of linear maps from E into E satisfying:
j1 ¼ idE, j0 ¼ 0,8a,bZ0 ja3jb ¼jab:
We set YðaÞ ¼jaðYÞ and we denote by Pa the law of YðaÞ. In particular, Y(1)=Y and P1 ¼P.
Fundamental assumption. We assume that there exists an E-valued process ðXðaÞ,aZ0Þ such that:(H1) the process ðXðaÞ,aZ0Þ has independent increments,
(H2) Xð1Þ ¼d Y ,
(H3) for every bZ0,
ðjbðXðaÞÞ,aZ0Þ ¼
ðdÞ ðXðabÞ,aZ0Þ:We denote the ﬁltration of the process ðXðaÞ,aZ0Þ by ðXaÞaZ0:
Xa ¼ sfXðbÞ;brag:
Remark that a consequence of (H2) and (H3) is
8aZ0 XðaÞ ¼d YðaÞ: ð3Þ
2.2. ExamplesExample 1. The ﬁrst example is the framework of the paper by Hirsch and Yor [8]. We take as space
E the Skorohod spaceDn0 of cadlag functions from Rþ into R
n, vanishing at 0. The generic element of
E is denoted by e¼ ðeðtÞ,tZ0Þ. We also use the alternative notation: e¼ ðet ,tZ0Þ. We consider
L¼ ðLt ,tZ0Þ a Le´vy process in Rn, starting from 0, viewed as an E-valued random variable, and we set
Y=L.
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jaðeÞ ¼ eðaÞ,
which means
8tZ0 jaðeÞðtÞ ¼ eðatÞ:
As a consequence,
YðaÞ ¼ La ði:e: 8tZ0 YtðaÞ ¼ LatÞ:
We now verify that the fundamental assumption in Section 2.1 is satisﬁed. Following for instance
Dalang and Walsh [5, Section 2] (see also Adler et al. [1]), we introduce as in Hirsch and Yor
[8, Section 2], the Le´vy sheet associated with L, which we denote by L^.
Theorem 2.1. There exists an Rn-valued two-parameter process
L^ ¼ ðL^s,t; sZ0,tZ0Þ
satisfying the following properties:(1) 8s,tZ0 L^s,0 ¼ L^0,t ¼ 0:
Almost surely, for any s,tZ0, L^s, and L^,t are c adlag functions on Rþ .(2)(3) Let, for tZ0,
Lt ¼ sfL^u,v;uZ0,0rvrtÞ:
Then, for 0rt1rt2, the process ðL^s,t2L^s,t1 ,sZ0Þ is a Le´vy process starting from 0, independent of
Lt1 , and which is distributed as ðLðt2t1Þs,sZ0Þ.(4) The two-parameter processes:
ðL^s,t; s,tZ0Þ and ðL^t,s; s,tZ0Þ
have the same law. Thus, (3) may be stated with the roles of s and t exchanged.We then deﬁne the process ðXðaÞ,aZ0Þ by
8aZ0 XðaÞ ¼ L^,a:
Properties (H1) and (H2) follow directly from the properties of L^ stated in the above theorem. Let
bZ0. Then, by Property (3) in Theorem 2.1,
ðjbðXðaÞÞ ¼ L^b,a,aZ0Þ and ðXðabÞ ¼ L^,ab,aZ0Þ ð4Þ
are two E-valued processes with independent increments, and, for 0ra1ra2,
ðL^bs,a2L^bs,a1 ,sZ0Þ ¼
ðdÞ ðLða2a1Þbs,sZ0Þ ¼
ðdÞ ðL^s,a2bL^s,a1b,sZ0Þ,
which shows that the increments of both processes in (4) have the same law. Consequently, (H3) is
satisﬁed too.
The general results which will be presented in the present paper were obtained in the particular
framework of this Example 1 in the previously mentioned paper [8]. The more particular framework
where L is Brownian motion was ﬁrst treated in Hirsch and Yor [7].
Example 2. The space E is the same as in Example 1. We also keep the same notation.
Here again, we consider L¼ ðLt ,tZ0Þ a Le´vy process in Rn, starting from 0, viewed as an E-valued
random variable, and we set Y=L.
Now, the family ðja,aZ0Þ is deﬁned by
jaðeÞ ¼ ae,
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8tZ0 jaðeÞðtÞ ¼ aeðtÞ:
As a consequence,
YðaÞ ¼ aL ði:e: 8tZ0 YtðaÞ ¼ aLtÞ:
In order to obtain a process ðXðaÞ,aZ0Þ satisfying the fundamental assumption, we furthermore
assume:
L1 is a self  decomposable Rnvalued random variable: ðSDÞ
We recall below some general facts concerning the notion of self-decomposability. We refer for
background, complements and references, to Sato [17, Chapter 3].
An Rnvalued random variable R is said to be self-decomposable if, for each c with 0oco1, there
is the equality in law:
R¼d cRþ R^c
for some variable R^c independent of R.
On the other hand, an additive process ðUt ,tZ0Þ is a stochastically continuous process with cadlag
paths, independent increments, which satisﬁes U0=0.
An additive process (Ut) with scaling property of index 1, meaning that, for each c40,
ðUctÞ ¼ðdÞ ðcUtÞ, will be called a Sato process.
The following theorem, for which we refer to Sato’s book [17, Chapter 3, Sections 16,17], gives
two characterizations of the self-decomposability property.
Theorem 2.2. Let R be an Rn-valued random variable. Then, R is self-decomposable if and only if one of
the following equivalent properties is satisﬁed:(1) There exists an Rn-valued Le´vy process ðCt ,tZ0Þ such that
R¼d
Z 1
0
eu dCu:
There exists a Sato process ðUt ,tZ0Þ such that R¼d U1.(2)In (1) (resp. (2)) the Le´vy process (Ct) (resp. the Sato process (Ut)) is uniquely determined in law by
R, and will be said to be associated with R.
The construction of the process ðXðaÞ,aZ0Þ is inspired from Jeanblanc et al. [12, Theorem 1]. Let
ðCt ,tZ0Þ be the Le´vy process associated with the self-decomposable random variable L1 by Property
(1) in Theorem 2.2. We denote by ðC^ s,t; sZ0,tZ0Þ the Le´vy sheet associated with (Ct) by
Theorem 2.1. We deﬁne ðC^ s,t; sZ0,tr0Þ as an independent copy of ðC^ s,t; sZ0,tr0Þ. Thus, we
have now deﬁned ðC^ s,t; sZ0,t 2 RÞ. By Property (3) in Theorem 2.1, we obtain easily:
Proposition 2.1. The E-valued process ðC^ ,t ,t 2 RÞ has independent increments and, for every t1,t2 2 R
such that t1rt2, the process
ðC^ s,t2C^ s,t1 , sZ0Þ
is a Le´vy process starting from 0 and distributed as
ðCðt2t1Þs,sZ0Þ:
Hence, ðC^ ,t ,t 2 RÞ is an E-valued Le´vy process indexed by R.
Corollary 2.1. For any a 2 R, the E-valued processes
ðC^ ,tþaC^ ,a,t 2 RÞ and ðC^ ,t ,t 2 RÞ
have the same law.
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Sa,t ¼
Z þ1
loga
eu duC^ t,u: ð5Þ
Theorem 2.3. The Sato sheet: ðSa,t;a,tZ0Þ, associated to the Le´vy process (Lt), satisﬁes the following
properties:(1) For every aZ0,
ðaLt ,tZ0Þ ¼ðdÞ ðSa,t ,tZ0Þ:
The E-valued process ðSa,,aZ0Þ has independent increments and scaling property of index 1.(2)Proof. By Property (4) in Theorem 2.1, the process ðS1,t ,tZ0Þ is a Le´vy process and
S1,1 ¼
Z þ1
0
eu duC^1,u ¼d
Z þ1
0
eu dCu ¼d L1:
Hence, Property (1) is satisﬁed for a¼ 1.
Since, by Proposition 2.1, the E-valued process ðC^ ,u,u 2 RÞ has independent increments, we deduce
directly from the deﬁnition of the Sato sheet S that the E-valued process ðSa,,aZ0Þ also has
independent increments.
Let c40. We have by change of variables:
Sca,t ¼
Z þ1
logalogc
eu duC^ t,u ¼ c
Z þ1
loga
ev dv½C^ t,vlogcC^ t,logc:
The scaling property then follows from Corollary 2.1, and Property (1) is satisﬁed for every aZ0. &
We now set
8aZ0 XðaÞ ¼ Sa,:
Theorem 2.3 expresses exactly that the fundamental assumption is fulﬁlled, with jaðeÞ ¼ ae.
In the particular case where L is the standard Brownian motion in Rn, we see easily that the Sato
sheet S associated to L may be deﬁned by
8a,tZ0 Sa,t ¼Wa2 ,t ,
where ðWs,t; s,tZ0Þ denotes the Rnvalued Brownian sheet.
Example 3. We consider the following simpler framework.E is the space Rn whose generic element is denoted by x¼ ðx1, . . . ,xnÞ.
Y is an Rnvalued self-decomposable random variable.
We set, for aZ0, jaðxÞ ¼ ax.Let ðSt ,tZ0Þ be the Sato process associated to the self-decomposable random variable Y by
Theorem 2.2. It is then obvious, by the deﬁnition of a Sato process, that setting:
8aZ0 XðaÞ ¼ Sa,
the fundamental assumption is fulﬁlled.
Many examples of such Sato processes have been exhibited in Hirsch and Yor [9].
F. Hirsch et al. / Expositiones Mathematicae 28 (2010) 299–324306In the particular case where Y is a normal Rnvalued random variable, we have
ðSt ,tZ0Þ ¼ðdÞ ðBt2 ,tZ0Þ,
where B denotes the standard Brownian motion in Rn.3. Space–time harmonic functions
In this section as well as in Section 4 below, we adopt the general hypotheses and notation stated
in Section 2.1.
3.1. The semigroup associated with X
We ﬁrst introduce some further notation.
As X is a process with independent increments, X is a Markov process, generally nonhomoge-
neous; we denote by
ðQb,a,0rbraÞ
its semigroup, deﬁned by
Qb,aFðXðbÞÞ ¼ E½FðXðaÞÞjXb: ð6Þ
The following proposition is a direct consequence of the deﬁnition (6).
Proposition 3.1. Suppose 0rbra and F 2 L1ðPaÞ. Then, Qb,aF 2 L1ðPbÞ and
JQb,aFJL1ðPbÞrJFJL1ðPaÞ:
We also denote, for 0rbra, by Zðb,aÞ a random variable deﬁned in law by
Zðb,aÞ ¼d XðaÞXðbÞ:
We recall that
YðaÞ ¼d jaðXð1ÞÞ ¼
d
XðaÞ:
Proposition 3.2. The following properties hold.(1) For rZ0 and 0rbra,
jrðZðb,aÞÞ ¼
d
Zðrb,raÞ:
For 0rbra,(2)YðaÞ ¼d YðbÞþZðb,aÞ
with Zðb,aÞ independent of YðbÞ.(3) For 0rgrbra,
Zðg,bÞþZðb,aÞ ¼d Zðg,aÞ
with Zðg,bÞ and Zðb,aÞ assumed to be independent.Proof. Property (1) follows from the linearity of jr and from (H3).
Taking (3) into account, we have by (H1):
YðbÞþZðb,aÞ ¼d XðbÞþðXðaÞXðbÞÞ ¼ XðaÞ ¼d YðaÞ:
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We may now give a useful expression for the semigroup ðQb,aÞ.
Proposition 3.3. If 0rbra and F 2 L1ðPaÞ, then for Pb-almost every e,
Qb,aFðeÞ ¼ E½FðeþZðb,aÞÞ:
Proof. By (H1) we have
FðXðaÞÞ ¼FðXðbÞþZðb,aÞÞ
with Zðb,aÞ independent of Xb. Therefore,
E½FðXðaÞÞ j Xb ¼ EZðb,aÞ½FðXðbÞþZðb,aÞÞ,
where EZðb,aÞ means integrating with respect to Zðb,aÞ, XðbÞ being frozen. &
3.2. Deﬁnition and general properties of space–time harmonic functionsDeﬁnition 3.1. Let I be an interval of Rþ . A function
F : E I!C
is called a space–time harmonic function with respect to ðXðaÞ,a 2 IÞ if the process ðFðXðaÞ,aÞ,a 2 IÞ is an
ðXaÞ- martingale.
We introduce the following notation. If I is an interval ofRþ and F is a function on E I, we denote,
for a 2 I, by FðaÞ the function deﬁned on E by
FðaÞðeÞ ¼ Fðe,aÞ:
We also use this notation for classes of functions with respect to a.s. equality (under some
probability).
As a direct consequence of the deﬁnitions, we obtain:
Proposition 3.4. A function
F : E I!C
is a space–time harmonic function with respect to ðXðaÞ,a 2 IÞ if and only if:(i) for every a 2 I
FðaÞ 2 L1ðPaÞ,
for every a,b 2 I with bra,(ii)
Qb,aF
ðaÞ ¼ FðbÞ, Pb-a:s:Theorem 3.1. Let
F : E I!C
be a space–time harmonic function with respect to ðXðaÞ,a 2 IÞ. Then, for every r40, the function
Fr : ðe,aÞ!FðjrðeÞ,raÞ
is a space–time harmonic function with respect to ðXðaÞ,a 2 r1IÞ.
Proof. We ﬁrst remark that, by deﬁnition,
Frðe,aÞ ¼ FðraÞ3jrðeÞ:
We shall use the characterization given in Proposition 3.4.
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FrðYðaÞ,aÞ ¼ FðYðraÞ,raÞ:
Therefore
JFðaÞr JL1ðPaÞ ¼ JFðraÞJL1ðPraÞo1:
Suppose ra, rb 2 I with bra. Then we have, with the notation of the proof of Proposition 3.3,
Qb,aF
ðaÞ
r ðYðbÞÞ ¼ EZðb,aÞ½FrðYðbÞþZðb,aÞ,aÞ
with Zðb,aÞ independent of Y. By Property (1) in Proposition 3.2,
FrðYðbÞþZðb,aÞ,aÞ ¼ FðYðrbÞþZðrb,raÞ,raÞ
with Zðrb,raÞ independent of Y. Therefore, again by Proposition 3.3,
Qb,aF
ðaÞ
r ðYðbÞÞ ¼Qrb,raFðraÞðYðrbÞÞ:
Since F is a space–time harmonic function, the above RHS is equal to
FðYðrbÞ,rbÞ ¼ FrðYðbÞ,bÞ ¼ FðbÞr ðYðbÞÞ:
Finally, the conditions of Proposition 3.4 are satisﬁed by the function Fr. &
In the sequel of this paper, the signed measures which may be involved are always assumed to be
ﬁnite (bounded).
Corollary 3.1. Let F be as in the previous theorem and suppose infI¼ 0. Let s be a signed measure on
[0,1]. Then, the function:
ðe,aÞ 2 E I!
Z
FðjrðeÞ,raÞdsðrÞ
is a space–time harmonic function with respect to ðXðaÞ,a 2 IÞ.
3.3. A class of 1-martingales
The following proposition, which plays a central role in our constructions, actually is a
straightforward consequence of Deﬁnition 3.1 and Property (3).
Proposition 3.5. Let
F : E I!C
be a space–time harmonic function with respect to ðXðaÞ,a 2 IÞ. Then, the process ðFðYðaÞ,aÞ,a 2 IÞ is a
1-martingale (and therefore a PCOC), with associated martingale: ðFðXðaÞ,aÞ,a 2 IÞ.
Likewise, we obtain directly from Corollary 3.1:
Proposition 3.6. Let F be as in the previous proposition and suppose infI¼ 0. Let s be a signed measure
on [0,1]. Then, the process:Z
FðYðraÞ, raÞdsðrÞ, a 2 I
 
is a 1-martingale, with associated martingale:Z
FðjrðXðaÞÞ, raÞdsðrÞ, a 2 I
 
:
As a particular case corresponding to I¼ ð0,þ1Þ and s the Lebesgue measure on [0,1], we obtain
the following result about ‘‘Asian type’’ processes. See Section 1.2 for the guiding example.
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F : E ð0,þ1Þ!C
be a space–time harmonic function with respect to ðXðaÞ,a 2 ð0,þ1ÞÞ. Then, the process:
1
a
Z a
0
FðYðrÞ,rÞdr, a40
 
is a 1-martingale (and therefore a PCOC), with associated martingale:Z 1
0
FðjrðXðaÞÞ,raÞdr, a40
 !
:
4. Deﬁnition and properties of U] for F 2 L1ðPÞ
In this section, we restrict our attention to the case I=[0,1].
4.1. Deﬁnition of processes F]ðYÞ
If F 2 L1ðPÞ, we deﬁne FF on E [0,1] by
8a 2 ½0,1 FFðe,aÞ ¼ Qa,1FðeÞ, Paa:s: ð7Þ
Proposition 4.1. The function FF is the only space–time harmonic function F with respect to
ðXðaÞ,a 2 ½0,1Þ, such that
Fðe,1Þ ¼FðeÞ, P-a:s:
Proof. This is a direct consequence of Proposition 3.4 and of the semigroup property for Qa,b. &
If F 2 L1ðPÞ, we set, for a 2 ½0,1,
F]a ¼ ðQa,1FÞ3ja 2 L1ðPÞ: ð8Þ
As a consequence of (7) and (8) we obtain
F]aðYÞ ¼ FFðYðaÞ,aÞ: ð9Þ
Proposition 4.2. The process
F]ðYÞ ¼ ðF]aðYÞ,a 2 ½0,1Þ
is a 1-martingale and therefore a PCOC. An associated martingale is
ðFFðXðaÞ,aÞ,a 2 ½0,1Þ:
Proof. Using (9), the statement is a direct consequence of Propositions 4.1 and 3.5. &
4.2. Properties of the map F!F]
In the following theorem, we gather the main features of the map F!F].
Theorem 4.1. The following properties hold.(1) For every F 2 L1ðPÞ,
F]0 ¼ EðFÞ and F]1 ¼F:
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F]a 2 LpðPÞ and JF]aJLpðPÞrJFJLpðPÞ:
For every a,b 2 ½0,1 and F 2 L1ðPÞ,(3)
ðF]aÞ]b ¼F]ab:Proof. We have, by the deﬁnition (8) and Proposition 3.3,
F]0 ¼Q0,1Fð0Þ ¼ E½FðXð1ÞÞ ¼ EðFÞ
and
F]1 ¼Q1,1F¼F:
Using (9), we obtain that if p 2 ½1,þ1Þ and F 2 LpðPÞ, then, for every a 2 ½0,1,
E½jF]aðYÞjp ¼ E½jFFðXðaÞ,aÞjp:
Since FF is a space–time harmonic function with respect to ðXðaÞ,a 2 ½0,1Þ, the map:
a 2 ½0,1!JF]aJLpðPÞ
is increasing, which entails Property (2) for po1, since F]1 ¼F.
The case p¼ þ1 is obvious.
We have, by the deﬁnition (8) and Proposition 3.3,
ðF]aÞ]bðYÞ ¼ EZðb,1Þ½F]aðYðbÞþZðb,1ÞÞ ¼ EZðb,1Þ, ~Z ða,1Þ½FðYðabÞþjaðZðb,1ÞÞþ ~Zða,1ÞÞ
with ðY ,Zðb,1Þ, ~Z ða,1ÞÞ independent. Now, by Proposition 3.2,
jaðZðb,1ÞÞþ ~Zða,1Þ ¼
d
Zðab,aÞþ ~Zða,1Þ ¼d Zðab,1Þ:
Thus,
ðF]aÞ]bðYÞ ¼F]abðYÞ: &
As a direct consequence of Property (3) in Theorem 4.1, there is the following corollary which is
nothing else but Proposition 3.6 for the space–time harmonic function FF.
Corollary 4.1. Let F 2 L1ðPÞ and let s be a signed measure on [0,1]. We set
C¼
Z
F]r dsðrÞ:
Then
C]a ¼
Z
F]ra dsðrÞ:
Consequently,Z
F]raðYÞdsðrÞ,a 2 ½0,1
 
is a 1-martingale.
4.3. The semigroup ðPu,uZ0Þ
For uZ0 and F 2 L1ðPÞ, we set
PuF¼F]eu :
By Theorem 4.1, ðPu,uZ0Þ is a Markovian semigroup on L1ðPÞ. Theorem 4.2 below describes the
associated Markov process.
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Yu ¼jeu ðXðeuÞÞ:
Proposition 4.3. The process
ðYu,u 2 RÞ
is an E-valued stationary process such that
8u 2 R Yu ¼d Y :
Proof. Let u 2 R. Then
ðYuþv,v 2 RÞ ¼ ðjeðuþ vÞ ðXðeðuþvÞÞÞ, v 2 RÞ ¼
ðdÞ ðjeðuþ vÞ ðjeu ðXðevÞÞÞ, v 2 RÞ ¼ ðYv,v 2 RÞ:
Since Y0 ¼ Xð1Þ ¼d Y , the proof is complete. &
Theorem 4.2. The process
fðYuÞuZ0,ðXeu ÞuZ0g
is a Markov process with state space E and semigroup ðPuÞ, that is:
8u, vZ0, 8F 2 L1ðPÞ E½FðYuþvÞjXeu  ¼PvFðYuÞ:
Proof. We have
Yuþv ¼jeuv ðXðeuÞþXðeuþvÞXðeuÞÞ ¼jev ðYuÞþZðev,1Þ
with Zðev,1Þ independent of Xeu . Therefore
E½FðYuþvÞ j Xeu  ¼Qev ,1Fðjev ðYuÞÞ ¼F]ev ðYuÞ ¼PvFðYuÞ: &
5. Study of Example 2
This section is devoted to a study of consequences of the previous general results, in the particular
framework of Example 2 presented in Section 2.2. The general hypotheses and notation of the
previous sections, as well as the particular ones introduced for Example 2 of Section 2.2, are in force
throughout this section.
5.1. The process Zðb,aÞ
We denote by  the scalar product on Rn. We denote by c : Rn!C, the characteristic exponent of
the Le´vy process L, deﬁned by
8l 2 Rn E½expðil  LtÞ ¼ expðtcðlÞÞ:
The following lemma, the proof of which is easily obtained by approximating the function h by
simple functions, will be useful throughout the sequel.
Lemma 5.1. Let h : Rþ!Rn be a bounded Borel function with compact support. Then, for all l 2 R,
E exp il
Z 1
0
hðsÞ  dLs
  
¼ exp 
Z 1
0
cðlhðsÞÞds
 
:
Denote by ~c the characteristic exponent of the Le´vy process C associated to the self-decomposable
random variable L1 by Property (1) in Theorem 2.2. The following relation (10) between c and ~c is an
F. Hirsch et al. / Expositiones Mathematicae 28 (2010) 299–324312easy consequence of Lemma 5.1 and of deﬁnitions:
cðlÞ ¼
Z 1
0
~cðvlÞv1 dv: ð10Þ
Proposition 5.1. For 0rbra, Zðb,aÞ ¼ ðZtðb,aÞ,tZ0Þ is a Le´vy process the characteristic exponent of
which is
l 2 Rn!cðalÞcðblÞ:
Proof. We have by (5):
Ztðb,aÞ ¼
Z logb
loga
eu duC^ t,u:
Therefore, ðZtðb,aÞ,tZ0Þ is a Le´vy process, and, by Lemma 5.1, its characteristic exponent isZ logb
loga
~cðeulÞdu¼
Z a
b
~cðvlÞv1 dv¼
Z 1
0
½ ~cðvalÞ ~cðvblÞv1 dv:
The result then follows from (10). &
5.2. Some examples of Cvalued 1-martingales
We now introduce an important class of space–time harmonic functions.
Proposition 5.2. Let h : Rþ!Rn be a bounded Borel function with compact support. Then the function:
H : ðe,aÞ 2 ERþ!exp i
Z
hðsÞ  deðsÞþ
Z
cðahðsÞÞds
 
(where
R
hðsÞ  deðsÞ denotes a stochastic integral deﬁned P-almost surely) is a space–time harmonic
function with respect to ðXðaÞ,aZ0Þ.
Proof. By deﬁnition,
JHðaÞJL1ðPaÞ ¼ exp
Z
RcðahðsÞÞds
 
o1:
On the other hand, for 0rbra,
HðaÞðeþZðb,aÞÞ ¼HðaÞðeÞexp i
Z
hðsÞ  dZsðb,aÞ
 
:
Therefore, by Propositions 3.3 and 5.1,
Qb,aH
ðaÞ ¼HðaÞexp 
Z
½cðahðsÞÞcðbhðsÞÞds
 
¼HðbÞ:
It then sufﬁces to apply Proposition 3.4. &
Applying Proposition 3.5, we obtain:
Corollary 5.1. Let h : Rþ!Rn be a bounded Borel function with compact support. Then,
exp ia
Z
hðsÞ  dLsþ
Z
cðahðsÞÞds
 
, aZ0
 
is a 1-martingale, an associated martingale being
exp i
Z
hðsÞ  dXsðaÞþ
Z
cðahðsÞÞds
 
, aZ0
 
:
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the following result holds.
Corollary 5.2. Let s be a signed measure on Rþ such that
8r40
Z
expðruÞdjsjðuÞo1:
Then, for every l 2 Rn,Z
exp½ial  LuþucðalÞdsðuÞ, aZ0
 
is a 1-martingale, an associated martingale beingZ
exp½il  XuðaÞþucðalÞdsðuÞ, aZ0
 
:
Corollary 5.3. For p 2 ½1,1Þ and F 2 LpðPÞ, the map
a 2 ½0,1!F]a 2 LpðPÞ
is continuous. As a consequence, the semigroup ðPuÞ is strongly continuous in LpðPÞ.
The proof of Corollary 5.3 hinges on the following lemma, a well-known fact, which relies on the
combination of the Hahn–Banach theorem and the injectivity of the Fourier transform acting on
probabilities on Rq, for any q.
Lemma 5.2. Let H be the vector space consisting of linear combinations of functions
FðLÞ ¼ exp i
Z
hðsÞ  dLs
 
,
where h denotes any Rn-valued bounded Borel function on Rþ with compact support. Then the spaceH is
dense in LpðPÞ for any p 2 ½1,1Þ.
Proof of Corollary 5.3. Let FðLÞ 2 H. Then, by Corollary 5.1,
F]aðLÞ ¼ exp ia
Z
hðsÞ  dLsþ
Z
½cðahðsÞÞcðhðsÞÞds
 
:
Consequently, for this function F, the map
a 2 ½0,1!F]a 2 LpðPÞ
is continuous. The general result follows by density, using Lemma 5.2 and Property (2) in Theorem
4.1. &
We end this subsection by a general result concerning stochastic integrals.
Proposition 5.3. Let, for 0oao1, ðKtðLÞ,t 2 ½0,aÞ be an Rn-valued bounded L-predictable process. We
set
FðLÞ ¼
Z a
0
KtðLÞ  dLt :
Then, for a 2 ½0,1,
F]aðLÞ ¼ a
Z a
0
ðKtÞ]aðLÞ  dLt :
Proof. By (8) and Proposition 3.3,
F]aðLÞ ¼ EZða,1Þ
Z a
0
KtðaLþZða,1ÞÞ  ðadLtþdZtða,1ÞÞ
 
with Zða,1Þ independent of L. This yields easily the desired result. &
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An interesting particular case is the case where, as a self-decomposable Le´vy process L, we take B,
the Rnvalued Brownian motion starting from 0.
In this case, we rather take, as space E, the Wiener space C0ðRþ ,RnÞ consisting of continuous
functions from Rþ into R
n vanishing at 0; the generic element of E is also denoted by B.
P is the Wiener measure.
We saw in Section 2.2 that
XðaÞ ¼Wa2 ,,
where ðWs,t; s,tZ0Þ denotes the Rnvalued Brownian sheet. Consequently, for 0rbra,
Zðb,aÞ ¼d
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2b2
q
B
and, by Proposition 3.3,
8F 2 L1ðPÞ Qb,aFðbBÞ ¼ E ~B ½FðbBþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2b2
q
~BÞ, Pa:s:,
where ~B denotes an independent copy of B and E ~B means integrating with respect to
~B.
We then deduce from (8) that, for F 2 L1ðPÞ and a 2 ½0,1,
F]aðBÞ ¼ E ~B ½FðaBþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1a2
p
~BÞ:
Consequently, for F 2 L1ðPÞ and uZ0,
PuFðBÞ ¼ E ~B ½FðeuBþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1e2u
p
~BÞ:
Thus, ðPuÞ is the Ornstein–Uhlenbeck semigroup on the Wiener space, given by the Mehler formula.
Besides,
Yu ¼ euWe2u ,:
Hence, we recover a representation of the stationary E-valued Ornstein–Uhlenbeck process (see for
example Meyer [15] and Fukushima [6, Formula (1.10)]).
In this Brownian setting, Proposition 5.2, Corollaries 5.1 and 5.2 admit the following real valued
versions.
Proposition 5.4. Let h 2 L2ðRþ ;RnÞ. Then the function:
H : ðB,aÞ 2 ERþ!exp
Z 1
0
hðsÞ  dBs
a2
2
Z þ1
0
jhj2ðsÞds
 
is a space–time harmonic function with respect to ðXðaÞ,aZ0Þ.
Corollary 5.4. Let h 2 L2ðRþ ;RnÞ. Then,
exp a
Z þ1
0
hðsÞ  dBs
a2
2
Z þ1
0
jhj2ðsÞds
 
,aZ0
 
is a 1-martingale, an associated martingale being
exp
Z þ1
0
hðsÞ  dsWa2 ,s
a2
2
Z þ1
0
jhj2ðsÞds
 
, aZ0
 
:
Corollary 5.5. Let s be a signed measure on Rþ . Then, for every l 2 Rn,Z
exp al  Buujlj2
a2
2
 
dsðuÞ, aZ0
 
is a 1-martingale, an associated martingale beingZ
exp l Wa2 ,uujlj2
a2
2
 
dsðuÞ, aZ0
 
:
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yields the result of Carr et al. [4] as explained in Section 1.2.
5.4. Further examples of Rvalued 1-martingales
Below we give further examples for which the results of Section 5.2 admit real valued
versions.
Proposition 5.5. Suppose that there exist r40 and l 2 Rn such that
8vZ0 E½expðvl  LrÞo1:
Then, there exists a real valued function fl on Rþ such that
8vZ0, 8tZ0 E½expðvl  LtÞ ¼ expðtflðvÞÞ
and the following properties hold.(1) Let h be a nonnegative bounded Borel function on Rþ with compact support. Then,
exp a
Z þ1
0
hðsÞl  dLs
Z þ1
0
flðahðsÞÞds
 
, aZ0
 
is a 1-martingale, an associated martingale being
exp
Z þ1
0
hðsÞl  dXsðaÞ
Z þ1
0
flðahðsÞÞds
 
, aZ0
 
:
Let s be a signed measure on Rþ . Then,(2) Z
expðal  LuuflðaÞÞdsðuÞ, aZ0
 
is a 1-martingale, an associated martingale beingZ
expðl  XuðaÞuflðaÞÞdsðuÞ, aZ0
 
:A particular case is: n=1 and L¼ ðtt ,tZ0Þ is a subordinator satisfying (SD). We denote by f the
Laplace exponent of t deﬁned by
8vZ0 E½expðvttÞ ¼ expðtfðvÞÞ:
Then the assumption of Proposition 5.5 is fulﬁlled with
lr0 and flðvÞ ¼ fðlvÞ:6. Study of Example 3
This section is devoted to a study of the particular framework of Example 3 presented in Section
2.2. The general hypotheses and notation of the previous sections, as well as the particular ones
introduced for Example 3 of Section 2.2, are in force throughout this section. Thus, Y denotes an
Rnvalued self-decomposable random variable. Since a self-decomposable random variable is
inﬁnitely divisible, there exists a Le´vy process ðLt ,tZ0Þ such that Y ¼d L1. Consequently, the results
stated in the following subsection may be viewed as consequences of those in the previous section.
Obviously, they may also be obtained directly.
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As in the previous section, we denote by c the characteristic exponent of the Le´vy process
ðLt ,tZ0Þ such that Y ¼d L1. Thus,
8l 2 Rn E½expðil  YÞ ¼ expðcðlÞÞ:
We recall that, in this case, ðXðaÞ,aZ0Þ is simply the Sato process ðSa,aZ0Þ associated to Y by
Theorem 2.2.
Proposition 6.1. For every l 2 Rn, the function
HðlÞ : ðx,aÞ 2 Rn Rþ!exp½i l  xþcðalÞ
is a space–time harmonic function with respect to ðSa,aZ0Þ.
Corollary 6.1.
ðexp½ial  YþcðalÞ,aZ0Þ
is a 1-martingale, an associated martingale being
ðexp½il  SaþcðalÞ,aZ0Þ:
Integrating with respect to l, we obtain:
Corollary 6.2. Let s be a signed measure on Rn such that
8aZ0
Z
jexp½cðalÞjdjsjðlÞo1:
Then, Z
exp½ial  YþcðalÞdsðlÞ, aZ0
 
is a 1-martingale, an associated martingale beingZ
exp½il  SaþcðalÞdsðlÞ, aZ0
 
:
The above corollary also admits the following real valued version.
Proposition 6.2. Suppose that there exists l 2 Rn such that
8vZ0 E½expðvl  YÞo1:
We set
E½expðvl  YÞ ¼ exp½flðvÞ:
Let s be a signed measure on Rþ . Then,Z
exp½avl  YflðavÞdsðvÞ, aZ0
 
is a 1-martingale, an associated martingale beingZ
exp½vl  SaflðavÞdsðvÞ, aZ0
 
:
6.2. Space–time harmonic polynomials
The polynomials PXr : We ﬁrst consider any real valued random variable X such that E½jXjpo1 for
some integer pZ1. Then, the function
l 2 R!CðlÞ :¼ E½expðilXÞ
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crðXÞ ¼ ðiÞr
dr
dlr
1
CðlÞ
 
ð0Þ: ð11Þ
Lemma 6.1. The real numbers cr(X) are deﬁned by induction for 0rrrp by
c0ðXÞ ¼ 1
and
81rrrp crðXÞ ¼
Xr1
q ¼ 0
r
q
 !
EðXrqÞcqðXÞ:
Proof. This is obtained by derivation of the identity:
CðlÞ 1
CðlÞ ¼ 1,
taking into account:
80rqrp d
q
dlq
½CðlÞð0Þ ¼ E½ðiXÞq: & ð12Þ
Deﬁnition 6.1. We deﬁne, for 0rrrp, the polynomial PXr by
PXr ðxÞ ¼
Xr
q ¼ 0
r
q
 !
crqðXÞxq:
A direct consequence of the above deﬁnition and of (11) is the following formula:
ðiÞr d
r
dlr
expðilxÞ
CðlÞ
 
ð0Þ ¼ PXr ðxÞ: ð13Þ
An alternative deﬁnition may be obtained by induction.
Proposition 6.3. The polynomials PXr are deﬁned by induction, for 0rrrp, by
PX0 ¼ 1
and
81rrrp, ðPXr Þ0 ¼ rPXr1 and E½PXr ðXÞ ¼ 0:
Proof. We see directly, from Deﬁnition 6.1 or from (13), that, for 1rrrp, ðPXr Þ0 ¼ rPXr1. On the other
hand, it follows from (13) that
E½PXr ðXÞ ¼ ðiÞr
dr
dlr
CðlÞ 1
CðlÞ
 
ð0Þ
which entails that, if rZ1, then E½PXr ðXÞ ¼ 0. &
Examples: Suppose that, for every p 2 N, E½jXjpo1. Then formula (13) may be interpreted as the
formal equality:
expðilxÞ
CðlÞ 
X1
r ¼ 0
ðilÞr
r!
PXr ðxÞ,
which provides a generating series for the sequence ðPXr Þ.
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with variance t. Then we obtain
8rZ0 PBtr ðxÞ ¼ tr=2hr
xﬃﬃ
t
p
 
with (hr) the sequence of Hermite polynomials deﬁned by
hrðxÞ ¼ ð1Þrex2=2 d
r
dxr
ðex2=2Þ:
Suppose now that X ¼ gt where gt denotes a gamma variable with expectation t. Then
8rZ0 Pgtr ðxÞ ¼ ð1Þr ~Crðt,xÞ,
where ð ~Crðt,xÞÞ denotes the sequence of Charlier polynomials (see for instance Schoutens [18]).
Space–time harmonic polynomials: We now consider the setting stated at the beginning of
Section 6.1. We assume furthermore n=1 and E½jYjpo1 for some integer pZ1. Our interest in the
polynomials PYr stems from the following result.
Proposition 6.4. For 0rrrp, the function
ðx,aÞ 2 RRþ!arPYr ða1xÞ 2 R
(which, by convention, is equal to xr if x 2 R and a¼ 0) is a space–time harmonic function with respect to
ðSa,aZ0Þ.
Proof. With the notation of Proposition 6.1, we have by formula (13) with CðlÞ ¼ exp½cðlÞ:
ðiÞr @
r
@lr
HðlÞðx,aÞ

l ¼ 0
¼ arPYr ða1xÞ:
The result then follows from Proposition 6.1. &
Corollary 6.3. For 0rrrp,
ðarPYr ðYÞ,aZ0Þ
is a 1-martingale, an associated martingale being
ðarPYr ða1SaÞ,aZ0Þ:
Remarks. 1. Barrieu and Schoutens studied in [3] space–time harmonic polynomials associated
with homogeneous Markov processes. However, in our case, the Markov process involved in the
deﬁnition of space–time harmonic polynomials, namely the Sato process ðSaÞ, generally is a
nonhomogeneous Markov process. Nevertheless, in the particular case where the random variable Y
is a stable variable, the Sato process ðSaÞ is a time changed Le´vy process and the results of [3] could be
used.
2. Suppose that ðLt ,tZ0Þ is a real valued Le´vy process in Lp. Then, a consequence of formula (13) is
that, for 0rrrp,
ðPLtr ðLtÞ,tZ0Þ
is a martingale. In the case of examples given previously (Brownian motion or gamma process), this
result is well-known.
3. In [16, p. 1239], the authors discuss a family of random pairs (X,Z) such that
8lZ0 E½expðilXÞE½expðlZÞ ¼ 1:
In this set up, a simple additional hypothesis yields
PXr ðxÞ ¼ E½ðxiZÞr :
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In this section, we shall prove that real valued processes of the type of those introduced in
Proposition 6.2 and in (2) of Proposition 5.5 are still PCOC’s even though they do not satisfy the self-
decomposability assumption. However, then we are not able to ﬁnd associated martingales.
7.1. Preliminary results
The ﬁrst result is quite elementary.
Lemma 7.1. Let U be a real valued integrable random variable. Then the following properties are
equivalent:(i) For every c 2 R, E½1ðUZ cÞUZ0.
(ii) E½UZ0.Proof. (i) implies (ii), by letting c-1.
Conversely, assume (ii). Then, the result in (i) is obvious if cZ0. If co0,
E½1ðUZ cÞU ¼ E½UþðE½1ðUo cÞUÞ
and the RHS is nonnegative as it is the sum of two elements of Rþ . &
The second result states sufﬁcient conditions ensuring that a given process is a PCOC.
Proposition 7.1. Let V ¼ ðVa,aZ0Þ be a real valued process satisfying the following hypotheses:(i) The process V is almost surely continuous on ½0,þ1Þ and differentiable on ð0,þ1Þ, the derivative
being denoted by @Va=@a.(ii) For every a40,
E sup
a2½0,a
jVaj
" #
o1
and, for every 0oaob,
E sup
a2½a,b
@Va
@a


" #
o1:Then, the process V is a PCOC if and only if the following properties hold:(a) The expectation E½Va does not depend on aZ0.
(b) For every c 2 R and a40,
E 1ðVaZ cÞ
@Va
@a
 
Z0:Proof. Suppose ﬁrst that the process V satisfying Properties (i) and (ii), also satisﬁes Properties (a)
and (b). To prove that V is a PCOC, it is enough to show that, for any convex C1-function j which is
afﬁne on ð1,AÞ and on ðB,þ1Þ for some AoB, the function
f : a 2 ½0,þ1Þ!E½jðVaÞ
is increasing. We have
jjðxÞjrCþDjxj:
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ð0,þ1Þ and
8a40 f 0ðaÞ ¼ E j0ðVaÞ @Va
@a
 
:
Since j0 is a continuous increasing function, which is constant on ð1,AÞ and on ðB,þ1Þ, j0j0ðAÞ is
an increasing limit of a sequence of functions which are ﬁnite sums of functions of the type: d1½c,þ1Þ
with dZ0 and c 2 R. Taking into account Properties (a) and (b), this yields
8a40 f 0ðaÞZ0:
Suppose now that the process V satisfying Properties (i) and (ii) is a PCOC. Then, Property (a) is
obviously satisﬁed. We set, for c 2 R and Z40,
hc,ZðxÞ ¼ Z1
Z xþZ
x
ðycÞþ dy:
Since hc,Z is a convex C
1-function,
8a40 E hc,Z0 ðVaÞ
@Va
@a
 
Z0:
Letting then Z tend to 0, we obtain that Property (b) is satisﬁed. &
The above results will be used in an essential way in the proof of Theorem 7.1 below. However, to
illustrate the scope of these results, we ﬁrst mention another interesting direct consequence of
Lemma 7.1 and Proposition 7.1.
Corollary 7.1. Let X be a centered real valued random variable. Then, the process
ðaX,aZ0Þ
is a PCOC.
7.2. A partial extension of Proposition 6.2Theorem 7.1. Let X be a real valued random variable such that
8vZ0 E½expðvXÞo1
and set
8vZ0 fXðvÞ ¼ logðE½expðvXÞÞ:
Let s be a ﬁnite positive measure on Rþ . ThenZ
exp½avXfXðavÞdsðvÞ,aZ0
 
is a PCOC.
Proof. 1. Let 0oCoD. The following elementary inequalities hold:
8v 2 ½0,C expðvXÞr1þexpðCXÞ,8v 2 ½C,D expðvXÞjXjrðeCÞ1þexp½ðDþ1ÞX:
As a consequence, the function fX is continuous on ½0,1Þ and differentiable on ð0,1Þ.
2. Suppose now the measure s has compact support, contained in ð0,1Þ. We set, for aZ0,
Va ¼
Z
exp½avXfXðavÞdsðvÞ:
By the above step 1, the process ðVa,aZ0Þ satisﬁes Properties (i) and (ii) of Proposition 7.1, and since
EðVaÞ ¼
Z
dsðvÞ,
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E 1ðVaZ cÞ
@Va
@a
 
¼ E 1ðVaZ cÞ
Z
vexp½avXfXðavÞðXfX0 ðavÞÞdsðvÞ
 
:
For rZ0, we denote by EðrÞ the expectation with respect to the probability measure:
PðrÞ ¼ exp½rXfXðrÞP,
and we set
UðrÞ ¼ XfX0 ðrÞ:
We have
EðrÞ½UðrÞ ¼ d
dr
E½expðrXfXðrÞÞ ¼ 0:
Besides,
E 1ðVaZ cÞ
@Va
@a
 
¼
Z
vEðavÞ½1ðVaZ cÞUðavÞdsðvÞ:
We set
GaðxÞ ¼
Z
exp½avxfXðavÞdsðvÞ:
The function Ga is clearly increasing and if we set
xða,cÞ ¼ inffx;GaðxÞZcg,
then,
ðVaZcÞ ¼ ðGaðXÞZcÞ ¼ ðXZxða,cÞÞ:
Setting
~c ¼ xða,cÞfX0 ðavÞ,
we then obtain
ðVaZcÞ ¼ ðUðavÞZ ~cÞ:
Since previously we noted that
EðavÞ½UðavÞ ¼ 0,
we now deduce from Lemma 7.1:
EðavÞ½1ðVaZ cÞUðavÞZ0:
Therefore, Property (b) in Proposition 7.1 is also satisﬁed. Thus, by Proposition 7.1, the process
ðVa,aZ0Þ is a PCOC.
3. Suppose ﬁnally that s is any ﬁnite positive measure on Rþ . We set again, for aZ0,
Va ¼
Z
exp½avXfXðavÞdsðvÞ:
We still have
EðVaÞ ¼
Z
dsðvÞ:
Therefore, to prove that ðVa,aZ0Þ is a PCOC, it sufﬁces to show that, for any increasing convex
function j,
a!E½jðVaÞ
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yields the desired result. &
We note for the sequel the following obvious corollary, corresponding to s equal to the Dirac
measure at 1.
Corollary 7.2. Let X be a real valued random variable such that
8aZ0 E½expðaXÞo1:
Then
expðaXÞ
E½expðaXÞ ,aZ0
 
is a PCOC.
We saw in Proposition 6.2 that, if X is self-decomposable, then Theorem 7.1 is valid with any signed
measure s. The following proposition shows that this is no longer true, in general, if X is not self-
decomposable.
Proposition 7.2. We assume that X is a symmetric Bernoulli random variable:
PðX ¼ 1Þ ¼PðX ¼1Þ ¼ 1=2:
We set, for a4 12 and aZ0,
Va ¼
expðaXÞ
cosha
a expð2aXÞ
cosh2a
Then, the function a!E½V2a  is not increasing.
Proof. An easy computation yields
d
daE½V
2
a  ¼ 2sinha 4a2
cosha
ðcosh2aÞ3
4a cosha
ðcosh2aÞ2
þ 1
ðcoshaÞ3
" #
:
For a such that cosh2a¼ 2a, we obtain
d
da
E½V2a  ¼ ð2aÞ1ð2aþ1Þ3=2ð2a1Þ5=2o0: &
7.3. A partial extension of Proposition 5.5(2)Theorem 7.2. Let ðXu,uZ0Þ be a real valued, right continuous process with independent increments. We
assume that X0=0 and
8aZ0, 8uZ0 E½expðaXuÞo1:
We set
fXu ðaÞ ¼ logðE½expðaXuÞÞ:
Let s be a signed measure on Rþ . ThenZ
exp½aXufXu ðaÞdsðuÞ,aZ0
 
is a PCOC.
Proof. 1. We begin the proof with some preliminaries.(a) By the hypotheses on X, for every aZ0, the process
ðexp½aXufXu ðaÞ,uZ0Þ
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process admits a right continuous version.
This implies easily that the function
uZ0!fXu ðaÞ
is right continuous, and therefore, for every aZ0, the process ðexp½aXufXu ðaÞ,uZ0Þ is a right
continuous martingale.(b) The above martingale is clearly in Lp for any p 2 ð1,1Þ. Therefore, the Doob Lp-inequality entails:
8aZ0, 8a40 E sup
u2½0,a
expðaXufXu ðaÞÞ
" #
o1:
By the independence of the increments of (Xu), if 0rurv and aZ0, then(c)
E½expðaðXvXuÞÞ ¼ expðfXv ðaÞfXu ðaÞÞ:
By Corollary 7.2, the process
ðexp½aðXvXuÞðfXv ðaÞfXu ðaÞÞ,aZ0Þ
is a PCOC.2. We shall now prove by induction, for kZ1, the following property:
(Pk) For every 0ru1ou2o   ouk and d1,d2    dk 2 R, the process
Xk
j ¼ 1
djexp½aXujfXuj ðaÞ, aZ0
0
@
1
A
is a PCOC.
Property (P1) is a direct consequence of Corollary 7.2.
Suppose now that (Pk) is satisﬁed.
Xkþ1
j ¼ 1
djexp½aXujfXuj ðaÞ ¼
Xk
j ¼ 1
djexp½aXujfXuj ðaÞþdkþ1exp½aXukfXuk ðaÞexp½aðXukþ 1Xuk ÞðfXukþ 1 ðaÞfXuk ðaÞÞ:
We set, for a,bZ0,
Va,b ¼
Xk
j ¼ 1
djexp½aXujfXuj ðaÞþdkþ1exp½aXukfXuk ðaÞexp½bðXukþ 1Xuk ÞðfXukþ 1 ðbÞfXuk ðbÞÞ:
Let j be a convex function. Using the independence of the increments of (Xu), we obtain that
E½jðVa,bÞ is separately increasing with respect to a (from (Pk)), and with respect to b (from the above
property (c)). Consequently, the function E½jðVa,aÞ is increasing, which is the property (Pk+1).
3. Reasoning by weak approximation of the measure s by a sequence of linear combinations of
Dirac measures, we deduce from step 2, using (a) and (b) of step 1, that, if the support of s is
compact, thenZ
exp½aXufXu ðaÞdsðuÞ, aZ0
 
is a PCOC. The general result follows again, approximating s by measures with compact support, as
in step 3 of the proof of Theorem 7.1. &
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