I. INTRODUCTION
One of the objectives of developmental robotics is to autonomously learn the consequences of actions by interacting with the environment [1] [2] .
Optical flow is very important for locomotion, providing information to the agent about how the scene is moving [3] [4] . The movement may be due to its own body motion or other objects moving around. It thus encodes the geometry and dynamics of the scene, and is invariant to appearance information.
We can benefit from the fact that an agent is aware of the actions it performs, so it may learn a forward model of how optical flow changes when it performs an action and use it to capture task-relevant information like an imminent collision.
Although newborns can discriminate changes in heading with optical flow alone [5] , those are very primitive and need locomotor experience to further develop [6] . There is also evidence of those visuo-motor couplings in 3-day old babies, which have positive feedback structures that modulate stepping behaviour [7] .
In this paper we study the mechanisms that enable an active agent to make long-term predictions of optical flow with a model that is learned dynamically. We analyse the optical flow distribution in terms of space and time, that is, what are the experienced optical flow values and how do they change in time. We show how complex the posterior distributions become when long-term predictions are needed, which breaks time-consistency assumption. The choice of one predictor or another should be made in terms of how the data is distributed. Moreover, we use a generic state-of-the-art incremental online learning algorithm [8] for the task of building a model to predict the optical flow perceived by a mobile robot. Finally, as an application, the model is also used to learn a simple predictor for anticipating an imminent collision.
II. METHODOLOGY
Among the many methods to extract the environment structure, we have selected optical flow because it aggregates both spatial and dynamic information, which can be used to infer both the geometry and how things are moving, enabling the robot to predict where are the obstacles located and time to collision. We use a GPU implementation of phase-based optical flow [9] , which provides a dense flow field in real time.
The goal of the system is to anticipate what will be the perceived optical flow at T time steps in the future, having observed the current perceptions and the action we are performing.
A. Analysis of optical flow distribution
Our initial hypothesis was that for a very small prediction horizon T , the change in optical flow is rather small, so a naïve predictor that assumes flow constancy in time would be enough for the task. We decided to analyse the data distribution to see which kind of predictors could be used for this task. Actually, we were interested in the distribution P (OF t ), looking for possible clusters or modalities, and how compact and sparse they were. After identifying some modalities in the data, we were also interested in the distribution we need to use to make predictions, P (OF t |OF t−T ). Specifically, we looked for distributions that presented some multi-modality, which could indicate that changes in optical flow are due to an external factor, which we hypothesized as being the action A t .
We propose to learn the joint distribution of current optical flow (OF t ) and the previous action (A t−T ) and optical flow (OF t−T ) and use it as a forward model in prediction.
B. Definition of our model
The task of our predictive system is to compute an estimate for OF * t+T from the observations OF t and A t . We solve this by probabilistic inference using the density P (∆OF t , OF t , A t ), where ∆OF t = OF t+T − OF t .
We approximated the distribution P (∆OF t , OF t , A t ) using a Gaussian Mixture Model M . The method chosen to learn it is an incremental version of multivariate GMM [8] . By feeding the algorithm with the data samples as they arrive from the sensors, this method learns while the robot is moving, and as it is incremental, after a few seconds gives good predictions for common situations, e.g. wandering around with no obstacles. This method also allocates new clusters to the mixture when there is a low likelihood that the current model explains the new sample. The only parameters to choose are the threshold on the mixture component likelihood and the initial covariance matrix for initializing new components.
More details about the methodology and experimental setup can be found in [10] .
C. Application: Anticipating a collision
We designed an application to check if the mixture components capture enough information to be useful to anticipate the binary signal of the robot's bump sensors. That is, we check if it can predict an immediate collision. Instead of introducing a new variable into the model, we treated the problem as temporal credit assignment. Each time the robot bumped into an object, we assigned credit for that bump to the components that were active in the last N frames. We apply an exponential falloff depending on the time of activation and the discount factor, which is manually set. The value is added to an accumulator and used as the collision value of the component, providing evidence for a collision in the near future. Anticipation of a collision event is done as follows. First, the active mixture components are computed from the current optical flow values for each position in the sample grid. Then, the optical flow can be predicted and the collision value of the active components is averaged to output a collision signal. The collision signal is highly correlated with a collision event likely to happen in the near future, which is around 2 seconds, depending on how big the obstacle is.
III. CONCLUSIONS AND FUTURE WORK
In this paper, we have presented a method to learn optical flow distribution when action is observed, as is the case in the mobile robotics field. We show that taking advantage of action improves the results making predictions more robust.
When the task at hand is anticipating sensor values at a significantly high prediction horizon, our analysis of the optical flow dynamics provided evidence for rejecting the flow time-constancy assumption. This called for the application of machine learning techniques to extract a representative model.
We used the learnt model to accurately predict optical flow in advance, with a computation that can be done in real-time.
As an application of the model, we presented a collision anticipation mechanism that builds on top of a learnt model and anticipates a collision when an object is approaching the robot.
