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Abstract 
Stroke is the leading cause of severe disability worldwide, with up to 15 million of people suffer stroke every year. Survivors of 
stroke can recover their physical strength, provided they undergo proper rehabilitation. However, most of the rehabilitation 
centres provide only basic tools as they can rarely afford the expensive and advanced rehabilitation devices. Besides that, training 
with therapists is limited to few hours per week due to the large number of patients and the stroke patients are generally sent 
home once they are mobile, although their upper limbs functions are not recovered. Stroke patients need to continue training after 
stroke to avoid muscle contraction, but due to large number of patients, they are not able to train frequently in the hospital. 
Therefore, the goal of this project is to develop a low-cost, simple yet compact rehabilitation robot for stroke patient to train both 
upper and lower limbs reaching movement. Compact Rehabilitation Robot (CR2) is expected to help the stroke patients training 
reaching movement in an enhanced virtual reality environment with haptic feedback and to provide the stroke patients with a 
faster track towards recovery. 
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1. Introduction 
Cerebrovascular accident or stroke is one of the major causes of disability in the world. It is estimated that 52,000 
Malaysians suffer stroke annually [1]. In Indonesia, 500,000 cases of stroke occur every year [2], while there are 
795,000 cases in United States [3] and close to 2.5 million in China [4]. Fortunately, rehabilitation can help stroke 
patients to regain their functional movement. However, conventional rehabilitations with physiotherapists are labor 
intensive [5], expensive and lack of objective assessment as well as quantitative diagnosis and evaluation [5]. This 
led to the shortage of physiotherapists due to large number of patients. Besides, stroke patients will be discharged 
once they are mobile, even though their upper limbs are not recovered [5], thus stroke patients are still unable to live 
independently after rehabilitation in hospital. In addition, assessment of progress is highly subjective depending on 
manual observation [6]. There are several well-known advanced rehabilitation robots available in the market [7, 8], 
which are able to improve the rehabilitation training. However, these existing robots are generally complicated with 
many degree-of-freedoms (DOFs) that make the system to be complex and expensive [5]. Most of the rehabilitation 
centres and hospitals could not afford the high cost rehabilitation robots due to limited funding and space. 
Rehabilitation robots are developed because of its capability to provide repetitive and consistent training movement, 
which is shown important in motor retraining following stroke [9]. They are proven to improve the motor recovery 
for the stroke patients based on the plethora of evaluation and clinical studies [9]. Besides, robotic approaches able 
to motivate the patient to train further by simulating the real-world situation through haptic interface and virtual 
reality [10]. However, the robots need not be so complex because most of the patients in the beginning stage can 
only move within a small range of movement. Study has shown that some of the functional tasks are confined to a 
small working area [11], thus a simple robot may probably be sufficient to train sub-acute stroke patient [12]. It 
would be beneficial if a robot with few DOF can be designed to train for the reaching movement, which is one of the 
important training movements for stroke patient [13]. Therefore, the goal of this project is to develop a compact and 
affordable rehabilitation robot to train the reaching movement for both upper and lower limbs. 
2. Robot description 
2.1. System Overview 
Fig.1 shows the overview of the system, where the position and force information from rotary encoder and load 
cell will be sent to dsPic30f4011 microcontroller. The information will be sent directly to the computer to be 
processed and virtual reality will be shown on the computer screen. After the data is processed, the computer will 
send back the command to microcontroller through serial communication to control the motor accordingly.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. System overview 
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2.1.1. Robot prototype 
 
Three prototypes of the robots were built throughout this project and Fig. 2 shows the prototype of the robot with 
virtual reality display set up. The whole system consists of computer, LED screen display, speaker, robot and robot 
platform. The figure illustrates the reaching movement being trained with the robot, moving forward and backward. 
The robot will display the virtual reality games while the patient is training their arm. The game consists of 9 levels 
of difficulties and can be adjusted to fit different patient's recovery status. At the same time, the robot will record the 
training data of the patient such as position and force exerted on robot to provide objective assessment. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Robot was tested by healthy subject 
 
This robot can be trained in different set-ups for different kind of activity daily living (ADL) movements. As 
shown in the Fig. 3, the robot can be trained for horizontal arm training movement, where this movement can 
simulate daily life activity like opening a sliding window or ironing cloth. Besides that, by adjusting the height of 
the platform training reaching movement in standing position, where this movement can simulate to train drawer 
opening or object picking/placing while standing. This position is also important to help training the balancing 
ability of the patient. The handle of the robot can also be changed to a leg paddle for lower limb rehabilitation 
training which is essential for walking training. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Different robot set-ups; (a) horizontal movement, (b) train in standing position (c) train for lower limb 
2.2. Portability 
The developed robot is portable and easy to be set up. Fig. 4 shows the separated components of the robot before 
set up the robot component consist of the basement, platform and the robot. The robot can be easily set up in three 
(a)                        (b)           (c) 
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steps as shown in Fig. 5. Step 1 is to set up the basement of the robot, then step 2 is to fix the platform on top of the 
basement and step 3 is to fix the robot on the robot platform. The height of the robot platform can be adjusted to fit 
different height of the patients.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Robot components before set up 
 
 
 
 
 
 
 
 
 
Fig.5. Steps of robot system set up. (a) Step 1- basement set up, (b) Step 2- platform set up, (c) Step 3- robot set-up 
2.3. Posture monitoring system 
The reaching training movement will not be beneficial to train the muscle of the patient, if the compensation 
movement of the patient is not prevented. As shown in Fig. 6, dc indicates the compensated displacement of the 
patient. This is a normal scenario where the patient will flex their trunk to achieve the reaching distance if their hand 
cannot extend as they want. Therefore, a posture monitoring system was developed to overcome the compensate 
movement.  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6. Sitting posture, (a) Without compensation movement, (b) With compensation movement 
Platform 
Basement 
Robot 
   (c)   (a)    (b)
   (a)    (b)
 dc 
297 K.X. Khor et al. /  Procedia Computer Science  42 ( 2014 )  293 – 300 
This posture monitoring system as shown in Fig. 7(a) was developed by integrating a banquet chair with two 
limit sensors and a flex sensor. To avoid the complexity of the system, this monitoring system was developed as a 
standalone system without connecting to the computer, where the flow chart is shown in Fig. 7(b). The 
microcontroller (Arduino Mega 2560) was used as the central processing system, where the flexible bend sensor 
(SN-FLX-01) will be used to identify the availability of the subject. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7. Sitting posture monitoring system, (a) System components, (b) Program flowchart 
 
The flexible bend sensor will sense when the people sitting on the chair, this will trigger to start the program for 
detecting the compensate movement. The two limit sensors (SW-LI-V156-IC25) will check to ensure the subject is 
sitting close to the back support of the chair. If any of the sensors are not pressed, the buzzer will be activated to 
alert the subject to correct their sitting position during the training. This may help to alert the patients and therapists 
to make sure the correct training are being done. 
2.4. Motor Control 
The DC motor of the robot is controlled by using a proportional (P) controller, where the motor will be controlled 
to achieve the desired distance with the sensor feedback close-loop control as shown in the Fig. 8. This motor 
control is essential to design the Continuous Passive Motion training for patient who could not move their limbs 
during the initial stage.  
 
 
 
 
 
 
 
 
 
 
Fig. 8. Motor control block diagram 
This passive training will help to move the limbs of the patient automatically according to the set distance and 
speed in a sinusoidal trajectory path. It is normally used during the first phase of the rehabilitation training to 
   (a)    (b)
Limit sensors 
Flex sensor 
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improve the recovery by stimulating the healing of particular tissues, reducing local edema, joint stiffness and 
preventing adhesion. 
3. Result  
3.1. Human kinematic study 
3.1.1. Methodology 
A kinematic study was carried out to identify the average speed of the human arm movement in doing basic 
ADL. This study is important to define the requirement of the robot’s speed to train for healthy subject reaching 
movement. Pick and place activity was selected, because it was one of the common basic ADL. Fig. 9(a) shows the 
subject stimulated the movement of pick and place of a cup on the table. The two pink color paper strips in Fig. 9(b) 
were used as the indicator for the start point, A until end point, B with a displacement of 20cm. Four healthy 
subjects involved in this study, where each of them had to pick the cup from point A to point B and then move from 
point B to point A again. Three trials were repeated for each of their left and right arm, and the travel time was 
recorded at the same time.  
 
 
 
 
 
 
 
 
 
 
Fig. 9. Human kinematic study, (a) Pick and place movement, (b) Start and end point indication 
3.1.2. Pick and place average speed analysis 
Based on the study outcome, total average time of 0.79s was used to move in 20 cm with normal reaching 
movement. The minimum time used was 0.39s and maximum time was 1.35s. Fig. 10 shows the maximum average 
speed for the pick and place reaching movement of right arm and left arm is 28.4cm/s and minimum speed is 
23.8cm/s with a standard deviation of 3.85 cm/s. Therefore, the average requirement speed of the robot was 
26.1cm/s.  
 
 
 
 
 
 
 
 
 
 
 
   
 
 
Fig. 10. Human arm pick and place speed graph 
20cm 
A B    (a)    (b)
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3.2. Analysis of robot output response 
The gain of the controller was set to 700 after tuned by using trial and error tuning technique in the range from 
300 to 3000. The output response of the robot controller was analyzed by giving a step input as shown in Fig. 11. A 
step input of 23 cm was given for the robot to achieve and this figure shows the output response of the robot from an 
initial position of 5 cm to achieve a final position of 23 cm. The time taken for the robot to achieve 5% of the final 
position (settling time, t1) was 0.24s and the time taken for the robot to move from 10% to 90% of the final position 
(rise time, t2) was 0.19s. The percentage of overshoot of the robot is 1.7%. Total of 0.35s was taken to travel 18cm 
displacement, which means the operating speed of the robot was 51.43cm/s. Therefore, this robot is sufficient to 
perform normal reaching movement for human arm, as the minimum requirement of speed is 28.4 cm/s. However, 
the output response presented was not in a very smooth curve, which was due to the friction caused by the linear 
slider and the ball screw along the movement. Therefore, friction profile is needed to be identified, in order to 
provide a better output response for the robot.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11. Controller output response 
4. Conclusion 
This paper described the design and development of a novel hybrid rehabilitation robot that able to perform 
rehabilitation training for both upper and lower limbs with an integrated sitting posture monitoring system. The 
average arm movement speed of 26.1cm/s was identified through a human kinematic study of pick and place 
movement. The developed robot was controlled using proportional controller with an output performance of 0.24s 
settling time and 0.19s of rise time. The paper presented a novel hybrid robot design that integrated upper and lower 
limb rehabilitation training into a single device.  
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