A new emerging class of problems related to the online configuration and optimization of computer systems and networks requires the solution in a very short amount of time of a large number of analytical performance models, often based on queueing networks. In this paper we propose the Geometric Bounds (GB), a new family of fast noniterative bounds on performance metrics of closed productform queueing networks. In spite of their simplicity, the proposed bounds are more accurate than the popular Balanced Job Bounds (BJB), even in the difficult case of networks with multiple bottlenecks or large delays.
Introduction
The optimization of enterprise networks requires adaptive techniques in order to cope with the highly variable load characteristics and the resulting dynamic bottleneck shifting. This new class of problems can be approached by solving online a very large number of performance models. As an example, consider self-optimizing and self-configuring systems [1] where the best configuration is selected by maximizing a weighted sum of performance metrics with respect to a number of cost and QoS constraints using nonlinear programming or heuristic methods. Depending on the complexity of the system, hundreds of thousands or even millions of models may be analyzed before a global (or a nearly global) optimum can be found, and the speed at which the optimization algorithm evaluates the performance trade-off of each alternative is a critical issue. Furthermore, bounds on solution accuracy are required for applications where violations to service level agreements are associated to penalties.
Hence, there is an increasing demand for fast bounding techniques. Analytic queueing network models, both open * The work of G. Casale and G. Serazzi was partially supported by the Italian FIRB-Perf project. and closed, are often used in this context (e.g., [2] ) due to their robustness and the availability of simple solution algorithms and formulas. However, the computational complexity of exact solution techniques, even for basic single class models, make them unfeasible for problems with a very large number of instances to be solved. Since estimates of the performance indices, rather than exact values, are often sufficient to satisfy the requirements of the majority of performance evaluation studies, efficient approximate techniques may be adopted.
The computational requirements of iterative local approximations (e.g., [3] ) are lower than those of exact solution algorithms, but are usually much higher than singlestep bounding techniques [4, 5, 8, 9, 11, 15] . On the other hand, the accuracy of iterative techniques is usually higher. Thus, there is a trade-off between computational costs and result accuracy. In what follows, we will show that the bounds accuracy can be significantly improved with a small increase in the computational costs. Therefore, using the proposed bounding techniques we do not have to sacrifice accuracy to obtain low computational complexity.
In this paper we introduce the Geometric Bounds (GB), a new family of performance bounds that are more accurate than previously proposed bounding techniques. GB bounds are derived by describing the queue-lengths with a geometric sequence of terms related to the resource utilizations. The validation of the GB bounds has been performed using well-known stress cases proposed in the literature for the evaluation of other bounding techniques. In particular, we will show that the GB bounds provide very good results also in the critical case of unbalanced networks, where existing bounds are very loose.
The paper is organized as follows. In Section 2 we review popular bounding techniques presented in previous work. Section 3 describes the proposed bounding technique, and Section 4 presents numerical examples and discusses the computational requirements. Conclusions are drawn in Section 5. Theorem proofs are reported in the appendices.
Related Work
We consider closed networks with M fixed-rate queues, N customers and D delay stations. The average loading of queue i is L i = V i S i , where V i and S i are respectively the average visit ratio and the average service time of the station. Queue indices are sorted according to the relative loading of the device, so that queue 1 has the maximum loading L 1 , queue M the minimum L M . Without loss of generality, we consider an equivalent network where the delay stations are aggregated into a single delay station with delay Z. For a model with N customers, we denote the utilization of queue i by U i (N ), and its queue-length by Q i (N ). The throughput is denoted by X(N ) and can be computed from the queue-lengths of models with N − 1 customers using the MVA relation [13] 1) and the queue-length recurrence relation
Throughout the paper, we will use some formulas derived from Little's Law, i.e., the Utilization Law 
4)
which allows us to compute the average time spent at the queues, and the population constraint
5)
which captures the fact that the number of customers in the network is always equal to N . Let us now review the most popular non-iterative bounds proposed in the literature [8, 9, 11, 15] . Iterative bounding techniques [7-9] are not considered in this paper because they require much higher computational costs than the noniterative ones. We use the notation α + and α − to indicate upper and lower bounds on a performance metric α (e.g., X + and X − indicate respectively an upper and a lower throughput bound).
Let L = M j=1 L j be the sum of loadings, and let R 0 = Z + L be the minimum customer cycle time of the network. The Asymptotic Bounds (ABA) [11] of system throughput can be obtained by assuming that the queue-lengths seen by an arriving customer at all queues are either empty or set to the maximum value N − 1, and are given by
The ABA bounds also include the upper bound
where 1/L 1 is the throughput at which the primary bottleneck queue reaches maximum utilization, i.e., U 1 = 1. Note that the system reaches maximum throughput X(N ) = 1/L 1 for finite populations only when M = 1 and D = 0. We do not address this case, and we will assume that X(N ) < 1/L 1 for all N < +∞. Hence, the utilization terms will be
It is known that the ABA bounds provide accurate results only when the network is lightly loaded or heavily congested. Let us denote by L ave = L/M the average queue loading. The Balanced Job Bounds (BJB) [15] 
offer greater accuracy than the ABA bounds with a small increase in computational cost. The BJB bounds may be interpreted as throughputs of balanced networks where all loadings have been set equal to L 1 or to L ave . It has been shown [15] that the throughputs of these systems are upper and lower bounds on X(N ).
The main limitation of the BJB is that they cannot distinguish between networks with identical L 1 , L ave and R 0 . Hence, for instance, the lower bound is the lowest of the throughputs of all possible networks with identical L 1 and R 0 . Conversely, the Proportional Bounds (PB) [8] have the important characteristics of considering each individual value of the L i . For a network without delay stations, the PB throughput bounds are given by
, (2.9) where
Note that if X(N ) has to be bounded on several populations for the same model, then the δ coefficient can be computed a single time, being independent of N . It has also been shown in [8] that the PB are always tighter than the BJB. In particular, the best accuracy is achieved for lightly-loaded networks, where the average fraction of jobs at queue i is approximately proportional to L i .
Geometric Bounds (GB)

Queue-length Bounds
In this section we the upper and lower Geometric Bounds (GB) for queue-lengths.
Theorem 2 (Optimistic Queue-length Bound)
In closed product-form networks, the queue-length Q i (N ) is upper bounded by
derive from partial sums of a geometric sequence with common ratio y i (N ) or Y i (N ). This explains why, our bounds are similar to the well-known queue-length formula for open networks with input workload rate λ
which is derived from geometric series.
Parametrization of the upper bound.
From (2.3) we see that (3.2) is parametric in the choice of the bound X + used to define Y i . Thus, several possible alternatives may be considered. We can find the most accurate by recalling the monotonicity of the partial sum of a geometric sequence i r i with respect to the common ratio r ≥ 0. As a consequence, if
Nevertheless, when a large number of bounds are to be computed, as in optimization studies, it may be convenient to use bounds with sub-optimal accuracy, but with reduced computational complexity. Note that, in any case, the upper bound X + must satisfy the condition
Let us denote by n * (X + ) the population corresponding to the intersection point between X + and the ABA bound X max = 1/L 1 . Assuming the saturation condition
When L i = L 1 it is instead U + 1 (N ) = 1, for all N ≥ n * (X + ), and the upper GB cannot be employed. Note that the straightforward extension Q + 1,gb (N ) = N may not be accurate when the network has m 1 > 1 bottleneck queues all with the same loadings L 1 = L 2 = . . . = L m1 = max 1≤j≤M L j . To overcome these limitations, it is sufficient to observe that from (2.5) it is
where the summation considers the non-bottleneck stations only, and define
The above derivation shows how to account in bounds both for the presence of multiple bottlenecks and for the fraction of the population at the non-bottleneck stations. This derivation is exploited also in the throughput bounds presented in the next section.
Throughput Bounds
From Q − i,gb and Q + i,gb we obtain throughput and response time bounds. In the following, in order to simplify the notation, we assume m 1 = 1. The generalization to networks with m 1 > 1 can be easily done.
Theorem 3 (Pessimistic Response Time Bound)
In closed product-form networks, the response time R(N ) is upper bounded by
Corollary 1 (Pessimistic Throughput Bound)
In closed product-form networks, the throughput X(N ) is lower bounded by
.
(3.6)
Theorem 4 (Optimistic Response Time Bound)
In closed product-form networks, the response time R(N ) is lower bounded by
Corollary 2 (Optimistic Throughput Bound)
In closed product-form queueing networks, the throughput X(N ) is upper bounded by
(3.8)
As observed before, an important innovation of our throughput and response time bounds is that we embed (2.5) directly into the equations by replacing Q 1 (N − 1) in all summations by the equivalent expression (3.4). This lets us explicit at the denominator of both formulas the term NL 1 that grants the asymptotic correctness of the two bounds. In fact, observing that the GB queue-lengths bounds for the non-bottleneck queues have finite value (being partial sums of geometric sequence with common ratio y i (N ) and Y i (N ) less than one), and observing that lim N →∞
it is easy to see that (3.5)-(3.8) converge asymptotically to the exact values lim N →∞
and lim N →∞
In general, as shown later in the paper, the convergence is remarkably quicker than for the BJB and the PB bounds.
Geometric Square-root Bounds (GSB)
We discuss how the GB throughput bounds could be extended for improved accuracy in queueing networks with delay stations. The extension of the response times bounds follows straightforwardly by (2.4). Our approach is similar to the Square Root bounds [9] , and depends on the substitutions
in the denominators of (3.6) and (3.8). These remove the dependency on X − Z and X + Z , so that we can solve the resulting equation for X(N ). (We point to [6, 9] for proofs that (3.9) are bounds on X(N − 1) for all populations).
We then propose the following Geometric Square-root Bounds (GSB):
Theorem 5 (Pessimistic Throughput Bound) In closed product-form networks with Z > 0, the throughput X(N ) is lower bounded by
Theorem 6 (Optimistic Throughput Bound) In closed product-form networks with Z > 0, the throughput X(N ) is upper bounded by
Numerical Examples and Computational Requirements
We compared the accuracy of GB and GSB with that of BJB and PB on several hundreds models with different loadings and number of queues. The conclusion that emerges from this statistical analysis is that the relative accuracy of the methods is mainly determined by the number and strength of network bottlenecks, and by the level of balance of network loadings. For this reason, it is more important to consider network cases models are known to be critical for bounding techniques.
We compare throughput bounds on well-known stress cases. The characteristics of the four considered models make them stress cases for bounding techniques, and hence have been used in previous works [8, 9] for comparison.
Stress Case 1
The network is almost balanced, with M = 4 queues and loadings L 1 = 0.1, L 2 = 0.1, L 3 = 0.09, L 4 = 0.08. The ABA saturation point is n * (X + aba ) = R 0 /L 1 = 3.7 and X + max = 10.000.
Stress Case 2
The network has the same queues of Stress Case 1 and an additional delay station with Z = 1. The ABA saturation point is now n * (X + aba ) = 13.7.
Stress Case 3
The network is unbalanced, with M = 4 queues with L 1 = 0.1, L 2 = 0.1, L 3 = 0.05, and L 4 = 0.04. For this model n * (X + aba ) = 2.9 and X + max = 10.000.
Stress Case 4 The network has the same queues of Stress
Case 3 and an additional delay with Z = 1. The new value of the ABA saturation point is n * (X + aba ) = 12.9.
There are at least two conditions that make the above models stress cases:
1. none of the models is perfectly balanced, thus we do not obtain good approximations using the BJB. This lets us understand to which degree bounds are able to account for variabilities in loadings.
2.
A second critical aspect is that X(N ) converges very slowly to the asymptotic value 1/L 1 due to the presence of multiple bottleneck queues [10] . Hence, the range of populations for which the throughput grows before showing saturation effects is larger than in the single bottleneck case. This complicates the approximation, and in particular for the optimistic bounds, whose saturation point is typically independent of the number of bottleneck queues.
Tables 1-8 report the lower and upper bounds on X obtained with the BJB, PB, GB and GSB, for the four considered cases. Let us remark that the BJB are probably the most popular among the existing bounds, while the PB typically provide the best results among non-iterative techniques. The upper GB is computed using the utilization bound U + i = min{L i X + pb , L i /L 1 }. The PB and BJB bounds in the stress cases 2 and 4 are computed using their iterative extensions defined in [8, 9] with i = 2 recursion steps. Figure 1 illustrates results for the strongly unbalanced model of Stress Case 3. As can be seen from the results provided by GB and GSB, the proposed bounds are very accurate and much closer to the exact values for the great majority of the models. They are less precise than the PB and occasionally of the upper BJB only for very small values of N . The increase of accuracy is particularly evident in the rapid convergence to the exact value when the network becomes congested (i.e., usually after crossing the n * (X + aba ) saturation point). Note also that the maximum absolute error of GB is often very close to the minimum absolute error of BJB and PB for medium and heavy load conditions.
These results strongly indicate the effectiveness and the robustness of the proposed bounds on both nearly balanced and strongly unbalanced models. We also point out that the observations of this section and of Stress Case 1 extend to larger networks, even those composed by hundreds of servers, with large delays and populated by thousands of customers. In particular, the best improvements with respect to previous work are obtained in the most difficult case of networks with strongly unbalanced queues, and with multiple primary and secondary bottlenecks. 
Figure 1. Comparison of the BJB and PB bounds with the GB bounds for Stress Case 3
Finally, we point out that the computational cost of the throughput bounds is O(M ), that grows linearly with the number of queues M of the model and is independent of N .
Conclusions
New problems related, among others, to self-optimizing and self-configurable systems require the online solution of a large number of queueing models. In this paper we proposed the Geometric Bounds (GB), a fast and accurate bounding technique for performance measures that are frequently used by QoS control algorithms. We have shown that the proposed GB bounds, in spite of their simple formulation which are related to partial sums of geometric sequences, are more accurate than known bounding techniques even on unbalanced models with delays and multiple bottlenecks, which are the hardest to approximate. 
Appendix A
This appendix discusses exact and approximate solutions of the recurrence relation
where C(N ) is an arbitrary function of N , and with termination condition f (0) = 0. Clearly, (2.2) belongs to this class of recurrence relations. In order to obtain simple non-iterative approximations of (6.1), we seek for tight upper and lower bounds on f (N ). Let us denote a geometric sequence with common ratio r = 1 by
For r = 1, we set Geom(1, n) = n k=1 1 = n.
Theorem 7 The solution of (6.1) is bounded by 9] In general, the quality of the approximation greatly depends on the structure of the C(N ) terms. Henceforth, we focus on coefficients C(N ) that may be written in the form
where a > 0 and b ≥ 0 are two real constants. Many bounds on utilization obtained by the BJB and the PB bounds can be rewritten in the form (6.5). Note that since the ratio of two consecutive C(n) coefficients is a rational function of n, the coefficients (6.5) form a hypergeometric sequence [12] . Furthermore, let us note that for b = 0 the recurrence (6.1) becomes a simple geometric sequence that may be solved non-iteratively by (6.2). Hence, we focus in the rest of this appendix on recurrences where b > 0. In this case we see that C − = C(1) and C + = C(N ). Further, we can introduce an exact solution formula for (6.1). Let us denote
Introducing the Gaussian hypergeometric function [12] 2F1(α, β; γ;
we have the following result:
Theorem 8 The solution of (6.1), for all N ≥ 1, is given by Currently, non-iterative expressions of (6.7) are available only for special values of the coefficients of 2F1 [12] . Concerning the accuracy of the bounds in Theorem 7, a numerical inspection quickly leads us to conclude that Geom(C(N ), N) is a very tight upper bound, while the lower bound Geom (C(1), N) is quite loose. Therefore, we introduce an improved lower bound by taking an additional assumption on the coefficients (6.5).
Theorem 9
If a ≤ 1 in (6.5), then the related f (N ) is lower bounded, for all 1 ≤ N < +∞, by f (N ) ≥ Geom N N + 1 C(N + 1), N (6.8)
Note that N C(N + 1)/(N + 1) may be bigger or smaller of the terms C(n), 1 ≤ n ≤ N , and this means that it is not an upper bound on C(n) as C + . This result is fundamental for the derivation of the pessimistic GB queue-length bound.
Appendix B
PROOF OF THEOREM 1.
Consider the relation Q − i (N ) = X − bjb (N )Li[1 + Q − i (N − 1)], with Q − i (0) = 0, and where X − bjb = N/(R0 + L1(N − 1) ) is the lower BJB (2.8). By comparing the above expression with (2.2), we see that it is indeed a lower bound on Qi(N ). Further, if we set C(N ) = X − bjb (N )Li, we see that 0 < a ≡ Li/L1 ≤ 1 and b ≡ (R0/L1 − 1) ≥ 0. Then, the theorem follows easily from Theorem 9 and from (6.2).
PROOF OF THEOREM 2.
It is sufficient to apply Theorem 7 of Appendix A and (6.2) to the recurrence Q + i (N ) = U + i (N )[1 + Q + i (N − 1)], with initial condition Q + i (0) = 0, that defines an upper bound on Qi(N ).
PROOF OF THEOREM 3.
From the Arrival Theorem [13, 14] , we know that R(N ) = L + i LiQi(N − 1). Expressing (2.5) for N − 1, and solving for Q1(N − 1) we get Q1(N − 1) = N − 1 − ZX(N − 1) − i =1 Qi(N − 1). Inserting this relation into R(N ), it is
where di = Li − L1 ≤ 0. This proves the theorem.
PROOFS OF COROLLARIES 1 AND 2.
The two corollaries are proved immediately by (2.4).
PROOF OF THEOREM 4.
The proof is analogous to that of Theorem 3.
PROOF OF THEOREMS 5-6.
The proofs are analogous to the original Square-root bounds proofs [9] applied to equations (3.6) and (3.8).
PROOF OF THEOREM 7.
The theorem follows easily from (6.1) and (6.2) observing that PROOF OF THEOREM 8.
From (6.1) and (6.5) we have
Now using the relation (1) k = k!, by (6.6) we get
where 2F N 1 denotes the N -th partial sum of 2F1. The theorem follows noting that (−N ) k = 0 for k ∈ {N + 1, . . . , +∞}, we have that the terms of the series 2F1(1, −n; −b − n; a) are all equal to zero after the N -th term and hence 2F N 1 =2 F1
