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POLYNOMIAL CONTROL ON WEIGHTED STABILITY BOUNDS AND
INVERSION NORMS OF LOCALIZED MATRICES ON SIMPLE GRAPHS
QIQUAN FANG, CHANG EON SHIN AND QIYU SUN
Abstract. The (un)weighted stability for some matrices is one of essential hypotheses in time-
frequency analysis and applied harmonic analysis. In the first part of this paper, we show that
for a localized matrix in a Beurling algebra, its weighted stabilities for different exponents and
Muckenhoupt weights are equivalent to each other, and reciprocal of its optimal lower stability
bound for one exponent and weight is controlled by a polynomial of reciprocal of its optimal lower
stability bound for another exponent and weight. Inverse-closed Banach subalgebras of matrices
with certain off-diagonal decay can be informally interpreted as localization preservation under
inversion, which is of great importance in many mathematical and engineering fields. Let B(ℓpw)
be the Banach algebra of bounded operators on the weighted sequence space ℓpw on a simple
graph. In the second part of this paper, we prove that Beurling algebras of localized matrices
on a simple graph are inverse-closed in B(ℓpw) for all 1 ≤ p < ∞ and Muckenhoupt Ap-weights
w, and the Beurling norm of the inversion of a matrix A is bounded by a bivariate polynomial
of the Beurling norm of the matrix A and the operator norm of its inverse A−1 in B(ℓpw).
1. Introduction
Let G := (V,E) be a connected simple graph with the vertex set V and edge set E. Our
illustrative examples are (i) the d-dimensional lattice graph Zd := (Zd, Ed) where there exists
an edge between k and l ∈ Zd, i.e., (k, l) ∈ Ed, if the Euclidean distance between k and l is one;
(ii) the (in)finite circulant graph CG = (VG, EG) associated with an abelian group
VG =
{ k∏
i=1
gnii , n1, . . . , nk ∈ Z
}
generated by G = {g1, . . . , gk}, where (λ, λ
′) ∈ EG if and only if either λ(λ
′)−1 or λ′λ−1 ∈ G
[5, 6, 29, 35]; and (iii) the communication graph of a spatially distributed network (SDN) whose
agents have limited sensing, data processing, and communication capacity for data transmission,
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where agents are used as elements in the vertex set and direct communication links between two
agents as edges between two vertices [1, 11, 12, 37].
For 1 ≤ p < ∞ and a weight w = (w(λ))λ∈V on the graph G, let ℓ
p
w := ℓ
p
w(G) be the Banach
space of all weighted p-summable sequences c = (c(λ))λ∈V equipped with the standard norm
‖c‖p,w =
(∑
λ∈V
|c(λ)|pw(λ)
)1/p
.
For the trivial weight w0 = (w0(λ))λ∈V , we will use the simplified notation ℓ
p and ‖ · ‖p instead
of ℓpw and ‖ · ‖p,w, where w0(λ) = 1 for all λ ∈ V . We say that a matrix
(1.1) A :=
(
a(λ, λ′)
)
λ,λ′∈V
on the graph G has ℓpw-stability if there exist two positive constants B1 and B2 such that
(1.2) B1‖c‖p,w ≤ ‖Ac‖p,w ≤ B2‖c‖p,w, c ∈ ℓ
p
w
[2, 37, 39, 46, 47]. We call the maximal constant B1 for the weighted stability inequality (1.2)
to hold as the optimal lower ℓpw-stability bound of the matrix A and denote by βp,w(A). The
(un)weighted stability for matrices is an essential hypothesis in time-frequency analysis, applied
harmonic analysis, and many other mathematical and engineering fields [3, 14, 19, 30, 44].
In practical sampling and reconstruction on an SDN of large size, signals and noises are
usually contained in some range. For robust signal reconstruction and noise reduction, the
sensing matrix on the SDN is required to have stability on ℓ∞ [11], however there are some
difficulties to verify ℓp-stability of a matrix in a distributed manner for p 6= 2 [31, 42]. For a
matrix A on a finite graph G = (V,E), its weighted ℓpw-stability are equivalent to each other for
different exponents 1 ≤ p ≤ ∞ and weights w, since ℓpw is isomorphic to ℓ2 for any exponent
1 ≤ p ≤ ∞ and weight w. In particular, for the unweighted case one may verify that the optimal
lower stability bounds of a matrix A for different exponents are comparable,
(1.3)
βp,w0(A)
βq,w0(A)
≤M |1/p−1/q|, 1 ≤ p, q ≤ ∞,
where M = #V is the number of vertices of the graph G. The above estimation on optimal
lower stability bounds for different exponents is unfavorable for matrices of large size, but it can
be improved only if the matrix A has some additional property, such as off-diagonal decay. For
an infinite matrix A = (a(i, j))i,j∈Zd in the Baskakov-Gohberg-Sjo¨strand algebra, it is proved in
[2, 39, 47] that its unweighted stabilities are equivalent to each other for all exponents, i.e., for
all 1 ≤ p, q <∞,
βq,w0(A) > 0 if and only if βp,w0(A) > 0.
In [41], Beurling algebras of infinite matrices A = (a(i, j))i,j∈Zd are introduced. Comparing with
the Baskakov-Gohberg-Sjo¨strand algebras, matrices in the Baskakov-Gohberg-Sjo¨strand algebra
(resp. the Beurling algebra) are dominated by a bi-infinite Toeplitz matrix associated with a
(resp. radially decreasing) sequence with certain decay, and they are bounded linear operators
on unweighted sequence spaces ℓpw0 (resp. on weighted spaces ℓ
p
w for all Mukenhoupt Ap-weights
w). For an infinite matrix in a Beurling algebra, its weighted stabilities for different exponents
and Muckenhoupt weights are established in [41],
βp,w(A) > 0 if and only if βq,w′(A) > 0
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where 1 ≤ p, q <∞ and w,w′ are Muckenhoupt Ap- and Aq-weights respectively. Obviously, the
lattice Zd is the vertex set of the lattice graph Zd. Inspired by the above observation, Beurling
algebras Br,α(G) of matrices A = (a(λ, λ
′))λ,λ′∈V on an arbitrary simple graph G = (V,E)
are introduced in [37], where 1 ≤ r ≤ ∞ and α ≥ 0. In [37], unweighted stabilities of a
matrix A ∈ Br,α(G) for different exponents are shown to be equivalent to each other, where
1 ≤ r ≤ ∞, α > dG(1−1/r) and dG is the Beurling dimension of the graph G. Moreover we have
the following polynomial control on its optimal lower stability bounds for different exponents,
(1.4)
βp,w0(A)
βq,w0(A)
≤ D1
( ‖A‖Br,α
βp,w0(A)
)D0|1/p−1/q|
, 1 ≤ p, q <∞,
whereD0,D1 are absolute constants independent of matrices A and the sizeM of the graph G. In
the first part of this paper, we establish a polynomial control property for a matrix A ∈ Br,α(G)
on the optimal lower weighted stability bounds for different exponents and Muckenhoupt weights,
see Theorem 3.1 and Remark 3.2 in Section 3,
Let B(ℓpw) be the Banach algebra of all matrices A which are bounded operators on the
weighted vector space ℓpw and denote the norm of A ∈ B(ℓ
p
w) by ‖A‖B(ℓpw). The weighted ℓ
p
w-
stability of a matrix A is usually considered as a weak notion of its invertibility, since
βp,w(A) ≥
(
‖A−1‖B(ℓpw)
)−1
when the matrix A is invertible in ℓpw. However for a matrix A in a Beurling algebra, we discover
that its weighted stability in ℓpw implies the existence of its “inverse” B = (b(λ, λ′))λ,λ′∈V in the
same Beurling algebra such that
(1.5) |c(λ)| ≤
∑
λ′∈V
|b(λ, λ′)|(Ac)(λ′)|, λ ∈ V,
hold for all vectors c = (c(λ))λ∈V ∈ ℓ
p
w, see Lemma 3.4. The above estimate is crucial for us to
discuss polynomial control on optimal lower weighted stability bounds for different exponents
and Muckenhoupt weights, and also to establish norm-controlled inversion of Beurling algebras
in B(ℓpw) in the second topic of this paper.
Given two Banach algebras A and B with common identity such thatA is a Banach subalgebra
of B, we say that A is inverse-closed in B if A ∈ A and A−1 ∈ B implies A−1 ∈ A [7, 24, 25,
40, 41, 43, 45, 48]. An equivalent condition for the inverse-closedness of A in B is that given an
A ∈ A, its spectral sets σA(A) and σB(A) in Banach algebras A and B are the same, i.e.,
σA(A) = σB(A) for all A ∈ A.
In this paper, we also call the inverse-closed property for a Banach subalgebra as Wiener’s
lemma for that subalgebra [41, 43, 45, 48]. For algebras of matrices with certain off-diagonal
decay, Wiener’s lemma can be informally interpreted as localization preservation under inversion.
Such a localization preservation is of great importance in applied harmonic analysis, numerical
analysis, and many mathematical and engineering fields, see the survey papers [20, 28, 38] and
references therein for historical remarks. We remark that Wiener’s lemma does not provide
a norm estimate for the inversion, which is essential for some mathematical and engineering
applications.
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We say that a Banach subalgebra A of B admits norm-controlled inversion in B if there exists
a continuous function h from [0,∞) × [0,∞) to [0,∞) such that
(1.6) ‖A−1‖A ≤ h
(
‖A‖A, ‖A
−1‖B
)
for all A ∈ A being invertible in B [21, 22, 32, 35, 37]. By the norm-controlled inversion (1.6),
we have the following estimate for the resolvent of A ∈ A,
(1.7) ‖(λI −A)−1‖A ≤ h
(
‖λI −A‖A, ‖(λI −A)
−1‖B
)
, λ 6∈ σB(A) = σA(A),
where I is the common identity of Banach algebras A and B. The norm-controlled inversion
is a strong version of Wiener’s lemma. The classical Wiener algebra of periodic functions with
summable Fourier coefficients is an inverse-closed subalgebra of the Banach algebra of all periodic
continuous functions [48], however it does not have norm-controlled inversion [8, 32]. We say
that A is a differential subalgebra of order θ ∈ (0, 1] in B if there exists a positive constant
D := D(A,B, θ) such that
(1.8) ‖AB‖A ≤ D‖A‖A‖B‖A
(( ‖A‖B
‖A‖A
)θ
+
( ‖B‖B
‖B‖A
)θ)
for all A,B ∈ A.
The concept of differential subalgebras of order θ was introduced in [10, 27, 33] for θ = 1 and
[13, 22, 37] for θ ∈ (0, 1). It has been proved that a differential ∗-subalgebra A of a symmetric
∗-algebra B has norm-controlled inversion in B [21, 22, 35, 36, 45]. A crucial step in the proof
is to introduce B := I − ‖A∗A‖−1B A
∗A for any A ∈ A being invertible in B, whose spectrum
is contained in an interval on the positive real axis. The above reduction depends on the
requirements that B is symmetric and both A and B are ∗-algebras with common identity and
involution ∗.
Several algebras of localized matrices with certain off-diagonal decay, including the Gro¨chenig-
Schur algbera, Baskakov-Gohberg-Sjo¨strand algebra, Beurling algebra and Jaffard algebra, have
been shown to be differential ∗-subalgebras of the symmetric ∗-algebra B(ℓ2), and hence they
admit norm-controlled inversion in B(ℓ2) [21, 22, 23, 25, 34, 35, 37, 41, 43, 45]. In [21, 22, 37], the
authors show that for the Baskakov-Gohberg-Sjo¨strand algebra, Jaffard algebra, and Beurling
algebra of matrices, a bivariate polynomial can be selected to be the norm-control function h in
(1.6).
For applications in some mathematical and engineering fields, the widely-used algebras B of
infinite matrices are the operator algebras B(ℓpw), 1 ≤ p ≤ ∞, which are symmetric only when
p = 2. To our knowledge, there is no literature on norm-controlled inversion in a nonsymmetric
algebra. In this paper, we prove that Beurling algebras of localized matrices admit norm-
controlled inversion in B(ℓpw) for all exponent 1 ≤ p < ∞ and Muckenhoupt Ap-weights w,
and that the Beurling algebra norm of the inversion of a matrix A is bounded by a bivariate
polynomial of its Beurling algebra norm of the matrix A and the operator norm of its inverse
A−1 in B(ℓpw), see Theorem 4.1 and Remark 4.2.
The paper is organized as follows. In Section 2, we recall some preliminary results on a
connected simple graph G, Beurling algebras of matrices on the graph G and on its maximal
disjoint sets, and weighted norm inequalities for matrices in a Beurling algebra. For matrices in
a Beurling algebra, we consider the equivalence of their weighted stability for different exponents
1 ≤ p < ∞ and Muckenhoupt Ap-weights w in Section 3, and their norm-controlled inversion
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in B(ℓpw) in Section 4. All proofs, except the proof of Theorem 3.1 in Section 3, are collected in
Section 5.
Notation: For a real number t, we use the standard notation ⌊t⌋ and ⌈t⌉ to denote its floor
and ceiling, respectively. For two terms A and B, we write A . B if A ≤ CB for some absolute
constant C, and A ≈ B if A . B and B . A.
2. Preliminaries
In Section 2.1, we recall the doubling property for the counting measure µ on a connected
simple graph G [11, 37, 49], show that the counting measure µ has the strong polynomial growth
property (2.11), and then define generalized Beurling dimension of the graph G. In Sections 2.2
and 2.3, we recall the definition of two closely-related Beurling algebras of matrices on the graph
G and on its maximal disjoint sets [9, 37, 41], and provide some algebraic and approximation
properties of those two Banach algebras of matrices. In Section 2.4, we prove that any matrix in
a Beurling algebra is a bounded linear operator on weighted vector spaces ℓpw for all 1 ≤ p <∞
and Muckenhoupt Ap-weights w.
2.1. Generalized Beurling dimension of a connected simple graph. Let ρ be the geodesic
distance on the connected simple graph G, which is the nonnegative function on V × V such
that ρ(λ, λ) = 0, λ ∈ V , and ρ(λ, λ′) is the number of edges in a shortest path connecting
distinct vertices λ, λ′ ∈ V [15]. This geodesic distance ρ is a metric on V of a connected simple
graph G. For the lattice graph Zd, one may verify that its geodesic distance between two points
k = (k1, ..., kd) and ℓ = (ℓ1, ..., ℓd) is given by ρ(k, ℓ) :=
∑d
j=1 |kj − ℓj|; for the circulant graph
CG generated by G = {g1, . . . , gk}, we have
ρ(λ, λ′) = inf
{ k∑
i=1
|ni|, λ
′λ−1 =
k∏
i=1
gnii , n1, . . . , nk ∈ Z
}
;
and for the communication graph of an SDN, ρ(λ, λ′) is the time delay of data transmission
between two agents λ and λ′. Using the geodesic distance ρ, we define the closed ball with
center λ ∈ V and radius r > 0 by
B(λ, r) = {λ′ ∈ V, ρ(λ, λ′) ≤ r},
which contains all r-neighboring vertices of λ ∈ V .
Let µ be the counting measure on the vertex set V , i.e., µ(F ) is the number of vertices in
F ⊂ V . In this paper, we always assume that the counting measure µ has doubling property,
i.e., there exists a positive constant D such that
(2.1) µ
(
B(λ, 2r)
)
≤ Dµ
(
B(λ, r)
)
for all λ ∈ V and r > 0
[11, 37, 49]. We denote the minimal constant D in the doubling property (2.1) by D(µ), which
is also known as the doubling constant of the measure µ. Applying the doubling property (2.1)
repeatedly, we have
(2.2) µ(B(λ, r)) ≤ µ
(
B(λ, 2⌈log2(r/r
′)⌉r′)
)
≤ D(µ)(r/r′)log2D(µ)µ(B(λ, r′)), r ≥ r′ > 0.
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Taking r′ = 1− ǫ in (2.2) for sufficiently small ǫ > 0, we conclude that the counting measure µ
has polynomial growth in the sense that
(2.3) µ(B(λ, r)) ≤ D1(r + 1)
d1 for all λ ∈ V and r ≥ 0,
where D1 and d1 are positive constants. The notion of polynomial growth for the counting
measure µ is introduced in [11], where the minimal constants d1 and D1 in (2.3), to be denoted
by dG and DG , are known as the Beurling dimension and density of the graph G respectively.
Let N ≥ 0. We say that a set VN ⊂ V of fusion vertices is maximal N -disjoint if
(2.4) B(λ,N) ∩
(
∪λm∈VN B(λm, N)
)
6= ∅ for all λ ∈ V
and
(2.5) B(λm, N) ∩B(λn, N) = ∅ for all distinct λm, λn ∈ VN .
For N = 0, one may verify that the whole set V is the only maximal N -disjoint set VN , i.e.,
(2.6) VN = V if N = 0,
while for N ≥ 1, one may construct many maximal N -disjoint sets VN . For example, we
can construct a maximal N -disjoint set VN = {λm,m ≥ 1} by taking a vertex λ1 ∈ V and
defining vertices λm,m ≥ 2, recursively by λm = arg minλ∈Amρ(λ, λ1), where Am = {λ ∈
V,B(λ,N) ∩ ∪m−1m′=1B(λm′ , N) = ∅} [11]. For a maximal N -disjoint set VN of fusion vertices, it
is observed in [11, 37] that for any N ′ ≥ 2N , B(λm, N
′), λm ∈ VN , form a finite covering of the
whole set V , and
(2.7) 1 ≤ inf
λ∈V
∑
λm∈VN
χB(λm,N ′)(λ) ≤ sup
λ∈V
∑
λm∈VN
χB(λm,N ′)(λ) ≤
(
D(µ)
)⌈log2(2N ′/N+1)⌉.
For λ ∈ V and R ≥ 0, set
(2.8) AR(λ,N) :=
{
λm ∈ VN : ρ(λm, λ) ≤ (N + 1)R
}
,
and let λm0 ∈ AR(λ,N) be so chosen that
(2.9) µ(B(λm0 , N)) = inf
λm∈AR(λ,N)
µ(B(λm, N)).
Then we obtain from (2.2), (2.5) and (2.9) that
µ(AR(λ,N)) ≤
∑
λm∈AR(λ,N)
µ(B(λm, N))
µ(B(λm0 , N))
=
µ
(
∪λm∈AR(λ,N) B(λm, N)
)
µ(B(λm0 , N))
≤
µ(B(λm0 , N + 2(N + 1)R)
µ(B(λm0 , N))
≤ (D(µ))3(R+ 1)log2D(µ).(2.10)
Therefore the counting measure µ on the graph G has strong polynomial growth since there exist
two positive constants D and d such that
(2.11) sup
λ∈V
µ
({
λm ∈ VN : ρ(λm, λ) ≤ (N + 1)R
})
≤ D(R+ 1)d
hold for all R,N ≥ 0 and maximal N -disjoint set VN of fusion vertices. Recall that the whole
set V is the only maximal N -disjoint set VN for N = 0. So in this paper the minimal constants d
6
and D in (2.11), to be denoted by d˜G and D˜G , are considered as generalized Beurling dimension
and density respectively. Moreover it follows from (2.6) and (2.10) that
(2.12) dG ≤ d˜G ≤ log2D(µ)
where dG is the Beurling dimension of the graph G.
We say that the counting measure µ on the graph G is Ahlfors d0-regular if there exist positive
constants B3 and B4 such that
(2.13) B3(r + 1)
d0 ≤ µ
(
B(λ, r)
)
≤ B4(r + 1)
d0
hold for all balls B(λ, r) with center λ ∈ V and radius 0 ≤ r ≤ diam G, where diam G denotes
the diameter of the graph G [26, 49]. Clearly for a graph G with its counting measure µ being
Ahlfors d0-regular, its Beurling dimension dG is equal to d0. In the following proposition, we
show that the generalized Beurling dimension d˜G is also equal to d0, see Section 5.1 for the proof.
Proposition 2.1. Let G be a connected simple graph. If the counting measure µ is Ahlfors
d0-regular, then d˜G = d0.
2.2. Beurling algebras of matrices on graphs. Let G := (V,E) be a connected simple graph
with its counting measure µ satisfying the doubling property (2.1). For 1 ≤ r ≤ ∞ and α ≥ 0,
we define the Beurling algebra Br,α := Br,α(G) by
(2.14) Br,α(G) :=
{
A =
(
a(λ, λ′)
)
λ,λ′∈V
: ‖A‖Br,α <∞
}
,
where dG is the Beurling dimension of the graph G, hA(n) = supρ(λ,λ′)≥n |a(λ, λ
′)|, n ≥ 0, and
(2.15) ‖A‖Br,α :=
{ (∑∞
n=0 hA(n)
r(n+ 1)αr+dG−1
)1/r
if 1 ≤ r <∞
supn≥0 hA(n)(n+ 1)
α if r =∞.
The Beurling algebra Br,α(G) is introduced in [41] for the lattice graph Z
d and for an arbitrary
simple graph G in [37]. For a matrix A = (a(λ, λ′))λ,λ′∈V in the Beurling algebra Br,α(G), we
define approximation matrices AK , K ≥ 1, with finite bandwidth by
(2.16) AK :=
(
a(λ, λ′)χ[0,1](ρ(λ, λ
′)/K)
)
λ,λ′∈V
.
For the Beurling algebra Br,α(G), we recall some elementary properties where the first four
conclusions have been established in [37], see Section 5.2 for the proof.
Proposition 2.2. Let G := (V,E) be a connected simple graph such that its counting measure
µ satisfies the doubling property (2.1) with the doubling constant D(µ). Then the following
statements hold.
(i) Br,α(G) with 1 ≤ r ≤ ∞ and α ≥ 0 are solid in the sense that
(2.17) ‖A‖Br,α ≤ ‖B‖Br,α
hold for all A = (a(λ, λ′))λ,λ′∈V and B = (b(λ, λ
′))λ,λ′∈V satisfying |a(λ, λ
′)| ≤ |b(λ, λ′)|
for all λ, λ′ ∈ V.
(ii) B1,0(G) is a Banach algebra, and
(2.18) ‖AB‖B1,0 ≤ dGDG2
dG+1‖A‖B1,0‖B‖B1,0 for all A,B ∈ B1,0(G).
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(iii) Br,α(G) with 1 ≤ r ≤ ∞ and α > dG(1− 1/r) are Banach algebras, and
(2.19)
‖AB‖Br,α ≤ dGDG2
α+1+dG/r
(α− (dG − 1)(1− 1/r)
α− dG(1− 1/r)
)1−1/r
‖A‖Br,α‖B‖Br,α for all A,B ∈ Br,α(G).
(iv) Br,α(G) with 1 ≤ r ≤ ∞ and α > dG(1− 1/r) are Banach subalgebras of B1,0(G), and
(2.20) ‖A‖B1,0 ≤
(α− (dG − 1)(1 − 1/r)
α− dG(1− 1/r)
)1−1/r
‖A‖Br,α for all A ∈ Br,α(G).
(v) A matrix A in Br,α(G) with 1 ≤ r ≤ ∞ and α > dG(1− 1/r) is well approximated by its
truncation AK ,K ≥ 1, in the norm ‖ · ‖B1,0 ,
(2.21) ‖A−AK‖B1,0 ≤ C0‖A‖Br,αK
−α+dG(1−1/r),
where
C0 =
{
2α+1 if r = 1
2α+1−dG (1−1/r)
(α/(1−1/r)−dG )1−1/r
if r > 1.
2.3. Beurling algebras of matrices on a maximal disjoint set of fusion vertices. Given
1 ≤ r ≤ ∞, α˜ ≥ 0 and a maximal N -disjoint set VN of fusion vertices, we define Beurling
algebras of matrices B :=
(
b(λm, λk)
)
λm,λk∈VN
on VN by
(2.22) Br,α˜;N (VN ) :=
{
B, ‖B‖Br,α˜;N <∞
}
where
(2.23)
‖B‖Br,α˜;N :=


(∑∞
n=0(n+ 1)
α˜r+d˜G−1
(
supρ(λm,λk)≥n(N+1) |b(λm, λk)|
)r)1/r
if 1 ≤ r <∞
supn≥0(n+ 1)
α˜
(
supρ(λm,λk)≥n(N+1) |b(λm, λk)|
)
if r =∞.
The Banach algebra Br,α˜;N (VN ) is introduced in [37], where the counting measure µ is assumed
to be Ahlfors regular in which the generalized Beurling dimension d˜G and the Beurling dimension
dG coincides by Proposition 2.1. Following the argument used in the proof of Proposition 2.2
with the polynomial growth property (2.3) replaced by the strong polynomial growth property
(2.11), we have the following properties for Banach algebras Br,α˜;N(VN ) of matrices on VN .
Proposition 2.3. Let G := (V,E) be a connected simple graph such that its counting measure
µ satisfies the doubling property (2.1), and VN be a maximal N -disjoint set of fusion vertices.
Then the following statements hold.
(i) B1,0;N (VN ) is a Banach algebra and
(2.24) ‖AB‖B1,0;N ≤ d˜GD˜G2
3d˜G+1‖A‖B1,0;N ‖B‖B1,0;N , A,B ∈ B1,0;N(VN ).
(ii) Br,α˜;N (VN ) with 1 ≤ r ≤ ∞ and α˜ > d˜G(1− 1/r) are Banach subalgebras of B1,0;N(VN ),
and
(2.25) ‖A‖B1,0;N ≤
( α˜− (d˜G − 1)(1 − 1/r)
α˜− d˜G(1− 1/r)
)1−1/r
‖A‖Br,α˜;N , A ∈ Br,α˜;N (VN ).
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(iii) Br,α˜;N (VN ) with 1 ≤ r ≤ ∞ and α˜ > d˜G(1− 1/r) are Banach algebras, and
‖AB‖Br,α˜;N ≤ d˜GD˜G2
α˜+d˜G(2+1/r)+2
( α˜− (d˜G − 1)(1 − 1/r)
α˜− d˜G(1− 1/r)
)1−1/r
×‖A‖Br,α˜;N‖B‖Br,α˜;N , A,B ∈ Br,α˜;N (VN ).(2.26)
Beurling algebra on the graph G and on its maximal N -disjoint set VN of fusion vertices are
closely related. For N = 0, we have
(2.27) Br,α˜;0(V0) = Br,α˜+(d˜G−dG)/r(G)
as the only maximal 0-disjoint set V0 is the whole vertex set V . For N ≥ 1, we have the following
results about Beurling algebras on a graph and its maximal disjoint sets, which will be used in
our proofs to establish the equivalence of weighted stability for different exponents and weights
and also the norm-controlled inversion. The detailed proof will be given in Section 5.3.
Proposition 2.4. Let 1 ≤ r ≤ ∞, G := (V,E) be a connected simple graph such that its counting
measure µ satisfies the doubling property (2.1), and VN , N ≥ 1, be a maximal N -disjoint set of
fusion vertices. Then the following statements hold.
(i) If A = (a(λ, λ′))λ,λ′∈V ∈ Br,α(G), α ≥ 0, then its submatrix B = (a(λm, λk))λm,λk∈VN
belongs to Br,α−(d˜G−dG)/r;N , and
(2.28) ‖B‖Br,α−(d˜G−dG)/r;N
≤ ‖A‖Br,α .
(ii) If B = (b(λm, λk))λm,λk∈VN ∈ Br,α;N , α ≥ 0, the matrix
(2.29) A =
( ∑
λm∈B(λ,2N)
∑
λk∈B(λ′,4N)
b(λm, λk)
)
λ,λ′∈V
on the graph G belongs to Br,α+(d˜G−dG)/r(G), and
(2.30) ‖A‖Br,α+(d˜G−dG)/r
≤ 8α+d˜G/r(D(µ))7Nα+d˜G/r‖B‖Br,α;N .
(iii) If A = (a(λ, λ′))λ,λ′∈V ∈ Br,α(G) for some α > dG(1− 1/r), then the matrix
(2.31) SA,N =
(
SA,N(λm, λk)
)
λm,λk∈VN
,
belongs to Br,α−(d˜G−dG)/r;N , and
(2.32) ‖SA,N‖Br,α−(d˜G−dG)/r;N
≤ C˜0‖A‖Br,α ×
{
N−min(1,α−dG/r
′) if α 6= dG/r
′ + 1
N−1(ln(N + 1))1/r
′
if α = dG/r
′ + 1,
where 1/r′ = 1− 1/r, hA(n) = supρ(λ,λ′)≥n |a(λ, λ
′)|, n ≥ 0,
C˜0 = 2
4α+4dG/r+2 ×
{ (1+|α−1−dG/r′|
|α−1−dG/r′|
)1/r′
if α 6= dG/r
′ + 1
1 if α = dG/r
′ + 1,
and for λm, λk ∈ VN ,
(2.33) SA,N (λm, λk) =
{
NdGhA
(
ρ(λm, λk)/2
)
if ρ(λm, λk) > 12(N + 1)
N−1
∑2N
n=0 hA(n)(n+ 1)
dG if ρ(λm, λk) ≤ 12(N + 1).
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2.4. Weighted norm inequalities. Let G := (V,E) be a connected simple graph with its
counting measure µ satisfying the doubling property (2.1). For 1 ≤ p < ∞, a positive function
w = (w(λ))λ∈V on the vertex set V is aMuckenhoupt Ap-weight if there exists a positive constant
C such that
(2.34)
( 1
µ(B)
∑
λ∈B
w(λ)
)( 1
µ(B)
∑
λ∈B
(
w(λ)
)−1/(p−1))p−1
≤ C
for 1 < p <∞, and a Muckenhoupt A1-weight if
(2.35)
1
µ(B)
∑
λ∈B
w(λ) ≤ C inf
λ∈B
w(λ)
for any ball B ⊂ V [18]. The smallest constant C for which (2.34) holds for 1 < p < ∞, and
(2.35) holds for p = 1, respectively is known as the Ap-bound of the weight w and is denoted by
Ap(w). An equivalent definition of a Muckenhoupt Ap-weight w := (w(λ))λ∈V is that
(2.36)
( 1
µ(B)
∑
λ∈B
|c(λ)|
)p( 1
µ(B)
∑
λ∈B
w(λ)
)
≤
Ap(w)
µ(B)
∑
λ∈B
|c(λ)|pw(λ)
holds for all balls B ⊂ V and sequences c :=
(
c(λ)
)
λ∈V
∈ ℓpw, where Ap(w) is Ap-bound of the
weight w. For λ ∈ V and r ≥ 0, set
w(B(λ, r)) =
∑
λ′∈B(λ,r)
w(λ′).
It is well known that a Muckenhoupt Ap-weight w is a doubling measure. In fact, replacing the
ball B and the sequence c by B(λ, 2jr), 1 ≤ j ∈ Z and the index sequence on B(λ, r) in (2.36)
and using the doubling condition (2.1) for the counting measure µ, we obtain that
(2.37) w(B(λ, 2jr)) ≤ Ap(w)
(µ(B(λ, 2jr)
µ(B(λ, r)
)p
w(B(λ, r)) ≤ (D(µ))jpAp(w)w(B(λ, r))
hold for all λ ∈ V, r ≥ 0 and positive integers j.
Weighted norm inequalities of linear operators are an important topic in harmonic analysis,
see [18] and references therein for historical remarks. In the following proposition, we show that
the Banach algebra B1,0(G) is a Banach subalgebra of B(ℓ
p
w), see Section 5.4 for the proof.
Proposition 2.5. Let G := (V,E) be a connected simple graph such that its counting measure
µ satisfies the doubling property (2.1). Then B1,0(G) is a subalgebra of B(ℓ
p
w) for any 1 ≤ p <∞
and Muckenhoupt Ap-weight w, and
(2.38) ‖Ac‖p,w ≤ 2
3dGDG(Ap(w))
1/p‖A‖B1,0‖c‖p,w for all A ∈ B1,0(G) and c ∈ ℓ
p
w.
By Propositions 2.2 and 2.5, we conclude that Br,α(G) with 1 ≤ r ≤ ∞ and α > dG(1 − 1/r)
are Banach subalgebras of B(ℓpw) too. We remark that the subalgebra property in Proposition
2.5 was established in [11, 37] for the unweighted case and in [41] for the weighted case on the
lattice graph Zd.
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3. Polynomial control on optimal lower stability bounds
In this section, we show that weighted stabilities of matrices in a Beurling algebra for different
exponents and Muckenhoupt weights are equivalent to each other, and reciprocal of the optimal
lower stability bound for one exponent and weight is dominated by a polynomial of reciprocal
of the optimal lower stability bound for another exponent and weight.
Theorem 3.1. Let 1 ≤ r ≤ ∞, 1 ≤ p, q <∞, G := (V,E) be a connected simple graph satisfying
the doubling property (2.1), w, w′ be Muckenhoupt Ap-weight and Aq-weight respectively, and let
A ∈ Br,α(G) for some α > d˜G−dG/r, where dG and d˜G are the Beurling and generalized Beurling
dimension of the graph G respectively. If A has ℓpw-stability with the optimal lower stability bound
βp,w(A),
(3.1) βp,w(A)‖c‖p,w ≤ ‖Ac‖p,w for all c ∈ ℓ
p
w,
then A has ℓqw′-stability with the optimal lower stability bound denoted by βq,w′(A),
(3.2) βq,w′(A)‖c‖q,w′ ≤ ‖Ac‖q,w′ for all c ∈ ℓ
q
w′ .
Moreover, there exists an absolute constant C, independent of matrices A ∈ Br,α(G) and weights
w, w′, such that
βp,w(A)
βq,w′(A)
≤ C
(
Aq(w
′)
)1/q(
Ap(w)
)1/p((Ap(w))2/p‖A‖Br,α
βp,w(A)
)E(α,r,dG)
×
{
1 if α 6= 1 + dG/r
′(
ln
(
(Ap(w))2/p‖A‖Br,α
βp,w(A)
))(2dG+1)/r′
if α = 1 + dG/r
′(3.3)
where 1/r′ = 1− 1/r and
E(α, r, dG) =
d˜G + dG + 1
min
(
1, α − dG/r′
) .
Remark 3.2. The equivalence of unweighted stabilities for different exponents is discussed for
matrices in Baskakov-Gohberg-Sjo¨strand algebras, Jaffard algebras and Beurling algebras [2, 39,
41, 47], for convolution operators [4], and for localized integral operators of non-convolution type
[16, 17, 34, 39]. For a matrix A in the Beurling algebra Br,α with 1 ≤ r ≤ ∞ and α > dG(1−1/r),
Shin and Sun use the boot-strap argument in [37] to prove that reciprocal of its optimal lower
unweighted stability bound for one exponent is dominated by a polynomial of reciprocal of its
optimal lower unweighted stability bound for another exponent,
(3.4)
‖A‖Br,α
βq,w0
≤ C


(
‖A‖Br,α
βp,w0
)(1+θ(p,q))K0
if α 6= 1 + dG/r
′(
‖A‖Br,α
βp,w0
ln
(
1 +
‖A‖Br,α
βp,w0
))(1+θ(p,q))K0
if α = 1 + dG/r
′,
where C is an absolute constant, K0 is a positive integer satisfying K0 >
dG
min(α−dG/r′,1)
, and
θ(p, q) =
dG |1/p − 1/q|
K0min(α− dG/r′, 1)− dG |1/p − 1/q|
.
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Given 1 ≤ p <∞, we remark that for an exponent q close to p, the conclusion (3.4) provides a
better estimate to the optimal lower unweighted stability bound βq,w0(A) than the one in (3.3)
with w = w′ = w0, while the conclusion (3.3) with w = w
′ = w0 gives a tighter estimate to the
optimal lower unweighted stability bound βq,w0(A) than the one in (3.4) when q is close to one
or infinity.
For 1 ≤ N ∈ Z and λ ∈ V , we introduce a truncation operator χNλ and its smooth version
ΨNλ by
(3.5) χNλ :
(
c(λ)
)
λ∈V
7−→
(
χ[0,N ]
(
ρ(λ, λ′)
)
c(λ′)
)
λ′∈V
and
(3.6) ΨNλ :
(
c(λ)
)
λ∈V
7−→
(
ψ0
(
ρ(λ, λ′)/N
)
c(λ′)
)
λ′∈V
,
where ψ0(t) = max{0,min(1, 3 − 2|t|)} is the trapezoid function. The operators χ
N
λ and Ψ
N
λ
localize a sequence to a neighborhood of λ and they can be considered as diagonal matrices with
entries χB(λ,N)(λ
′) and ψ0(ρ(λ, λ
′)/N), λ′ ∈ V respectively.
Let VN be a maximal N -disjoint set of fusion vertices. To prove Theorem 3.1, we start from an
estimate to the weighted terms
(
w
(
B(λm, 4N)
)
)−1/p‖Ψ2Nλmc‖p,w, λm ∈ VN , for sufficiently large
N , which is established in [37] for the trivial weight w0.
Lemma 3.3. Let 1 ≤ p <∞, 1 ≤ r ≤ ∞, α > dG(1− 1/r), w be a Muckenhoupt Ap-weight, and
A = (a(λ, λ′))λ,λ′∈V ∈ Br,α(G) have ℓ
p
w-stability. Assume that N ≥ 1 is a positive integer such
that
(3.7) 2C1(Ap(w))
1/p‖A‖Br,αN
−α+dG(1−1/r) ≤ βp,w(A),
where βp,w(A) is the optimal lower ℓ
p
w-stability bound, C0 is the constant in (2.21) and C1 =
23dGC0DG . Then for all maximal N -disjoint sets VN of fusion vertices and weighted sequences
c ∈ ℓpw, we have
βp,w(A)
(
w
(
B(λm, 4N)
)
)−1/p‖Ψ2Nλmc‖p,w ≤ 2
(
w
(
B(λm, 4N)
)
)−1/p‖Ψ2NλmAc‖p,w
+C2
(
Ap(w)
)2/p ∑
λk∈VN
SA,N (λm, λk)
(
w
(
B(λk, 4N)
)
)−1/p‖Ψ2Nλk c‖p,w, λm ∈ VN ,(3.8)
where the smooth truncation operators Ψ2Nλm, λm ∈ VN , are defined in (3.6), the matrix SA,N =
(SA,N(λm, λk))λm,λk∈VN is given in (2.33), and C2 ≥ 2 is an absolute constant.
Let [Ψ2Nλm , A] := Ψ
2N
λm
A−AΨ2Nλm be the commutator between the smooth truncation operator
Ψ2Nλm and the matrix A [37, 39, 40]. A crucial step in the proof of Lemma 3.3 is the following
estimate to the commutator [Ψ2Nλm , A],
‖χ4Nλm [Ψ
2N
λm , A]χ
3N
λk
‖B1,0 . SA,N (λm, λk), λm, λk ∈ VN ,
see Section 5.5 for the detailed argument.
By Propositions 2.3 and 2.4, there exists an absolute constant C3 such that
(3.9)
∥∥(SA,N)ℓ∥∥Br,α−(d˜G−dG)/r;N ≤ (C3‖A‖Br,α)l ×
{
N−min(1,α−dG/r
′)l if α 6= dG/r
′ + 1
N−l(ln(N + 1))l/r
′
if α = dG/r
′ + 1
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hold for all l ≥ 1, where 1/r′ = 1 − 1/r. Applying (3.8) and (3.9) repeatedly, we have the
following crucial estimates (3.11) and (3.12), see Section 5.6 for the proof.
Lemma 3.4. Let 1 ≤ p < ∞, w be a Muckenhoupt Ap-weight, A = (a(λ, λ
′))λ,λ′∈V ∈ Br,α(G)
for some 1 ≤ r ≤ ∞ and α > d˜G − dG/r. Assume that A has ℓ
p
w-stability with the optimal lower
stability bound βp,w(A) and that 1 ≤ N ∈ Z satisfies
(3.10)
βp,w(A) ≥ 2max(C1, C2C3)
(
Ap(w)
)2/p
‖A‖Br,α ×
{
N−min(1,α−dG/r
′) if α 6= dG/r
′ + 1
N−1(ln(N + 1))1/r
′
if α = dG/r
′ + 1,
where C1, C2, C3 are absolute constants in (3.7), (3.8) and (3.9) respectively. Then there exist
a matrix HA,N = (HA,N (λ, λ
′))λ,λ′∈V and two absolute constants C4 and C5 such that
(3.11) ‖HA,N‖Br,α ≤ C4N
α+dG/r
and
(3.12) |c(λ)| ≤ C5(Ap(w))
1/p(βp,w(A))
−1NdG
∑
λ′∈V
HA,N(λ, λ
′)|Ac(λ′)|, c ∈ ℓpw.
Now we are ready to finish the proof of Theorem 3.1.
Proof of Theorem 3.1. As for α′ ≥ α, Br,α′(G) is a Banach subalgebra of Br,α(G). Then it suffices
to prove (3.3) for all α satisfying
(3.13) dG/r
′ ≤ d˜G − dG/r < α ≤ d˜G − dG/r + 1.
Define
(3.14) N0 =
{
N˜0 if α 6= dG/r
′ + 1
2N˜0(ln(N˜0 + 1))
1−1/r if α = dG/r
′ + 1,
where
N˜0 =
(2max(C1, C2C3)(Ap(w))2/p‖A‖Br,α
βp,w(A)
)1/min(1,α−dG/r′)+ 2.
Then one may verify that (3.10) is satisfied for N = N0. Applying Lemma 3.4 with N replaced
by N0 and also Proposition 2.5, we have
(3.15) ‖c‖q,w′ . (Aq(w
′))1/q(Ap(w))
1/p(βp,w(A))
−1N
dG
0 ‖HA,N0‖B1,0‖Ac‖q,w′ , c ∈ ℓ
p
w ∩ ℓ
q
w′,
where w′ is an Aq-weight with 1 ≤ q < ∞ and the matrix HA,N is given in Lemma 3.4. This
together with (3.11) and the density of ℓpw ∩ ℓ
q
w′ in ℓ
q
w′ implies that
‖c‖q,w′ . (Aq(w
′))1/q(Ap(w))
1/p(βp,w(A))
−1N
α+dG(1+1/r)
0 ‖Ac‖q,w′ for all c ∈ ℓ
q
w′ .
Therefore
(3.16)
‖A‖Br,α
βq,w′(A)
.
(
Aq(w
′)
)1/q(
Ap(w)
)1/p
(
Ap(w)
)2/p
‖A‖Br,α
βp,w(A)
N
α+dG(1+1/r)
0 ,
where βq,w′(A) is the optimal lower ℓ
q
w′-stability bound of the matrix A. This together with
(3.13) and (3.14) completes the proof of Theorem 3.1. 
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4. Norm-controlled inversion
In this section, we show that Banach algebras Br,α(G) with 1 ≤ r ≤ ∞ and α > d˜G − dG/r
admit a polynomial norm-controlled inversion in B(ℓpw) for all 1 ≤ p < ∞ and Muckenhoupt
Ap-weights, see Section 5.7 for the proof.
Theorem 4.1. Let 1 ≤ r ≤ ∞, 1 ≤ p <∞, G := (V,E) be a connected simple graph satisfying
the doubling property (2.1), and w be a Muckenhoupt Ap-weight. If A belongs to Br,α(G) for
some α > d˜G − dG/r and it is invertible in B(ℓ
p
w), then A−1 ∈ Br,α. Moreover, there exists an
absolute constant C such that
‖A−1‖Br,α ≤ C(Ap(w))
1/p‖A−1‖B(ℓpw)
((
Ap(w)
)2/p
‖A−1‖B(ℓpw)‖A‖Br,α
)(α+dG(1+1/r))/min(α−dG/r′,1)
×
{
1 if α 6= 1 + dG/r
′(
ln
(
(Ap(w))
2/p‖A−1‖B(ℓpw)‖A‖Br,α + 1
))(2dG+1)/r′
if α = 1 + dG/r
′,
(4.1)
where 1/r′ = 1− 1/r.
Remark 4.2. Under the assumption that the counting measure µ is Ahlfors regular in which
d˜G = dG by Proposition 2.1, the authors in [37] show that Beurling algebras Br,α(G) for some
1 ≤ r ≤ ∞ and α > dG(1 − /r) admit norm-controlled inversion in the symmetric ∗-algebra
B(ℓ2) = B(ℓ2w0). Moreover for any matrix A ∈ Br,α(G) being invertible in B(ℓ
2),
‖A−1‖Br,α ≤ C‖A
−1‖B(ℓ2)
(
‖A−1‖B(ℓ2)‖A‖Br,α
)(α+dG/r)/min(α−dG/r′,1)
×
{
1 if α 6= 1 + dG/r
′(
ln
(
‖A−1‖B(ℓ2)‖A‖Br,α + 1
))(dG+1)/r′ if α = 1 + dG/r′,(4.2)
where 1/r′ = 1 − 1/r and C is an absolute constant. Therefore under the assumption that
the counting measure µ is Ahlfors regular, the conclusion (4.2) provides a better upper bound
estimate to ‖A−1‖Br,α than the one in (4.1) with the exponent p and Muckenhoupt Ap-weight
w replaced by 2 and the trivial weight w0 respectively.
We conclude this section with a family of matrices on the lattice graph Z to demonstrate the
almost optimality of the norm estimate (4.1) for the inversion.
Example 4.3. Let Aκ := (aκ(n − n
′))n,n′∈Z, where κ ∈ (0, 1) is a constant sufficiently close to
one, and
aκ(n) =


1 if n = 0
−κ if n = 1
0 otherwise.
Then its inverse (Aκ)
−1 = (aˇκ(n− n
′))n,n′∈Z is given by
aˇκ(n) =
{
κn if n ≥ 0
0 otherwise.
For 1 ≤ r ≤ ∞, we have
(4.3) ‖Aκ‖Br,α ≈ 1 and ‖A
−1
κ ‖Br,α ≈ (1− κ)
−α−1/r .
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Let wθ = ((|n|+ 1)
θ)n∈Z,−1 < θ < p− 1. Then wθ is a Muckenhoupt Ap-weight and
(4.4) ‖A−1κ ‖B(ℓpwθ )
. ‖A−1κ ‖B1,0 . (1− κ)
−1.
Take c0 = (c0(n))n∈Z, where
c0(n) :=
{
κn if n ≥ 0
0 otherwise.
Therefore
(4.5) ‖c0‖p,wθ =
( ∞∑
n=0
κnp(n+ 1)θ
)1/p
≈ (1− κ)−(θ+1)/p
and
(4.6) ‖A−1κ c0‖p,w =
( ∞∑
n=0
κnq(n+ 1)p(n+ 1)θ
)1/p
≈ (1− κ)−(θ+p+1)/p.
By (4.4), (4.5) and (4.6), we have
(4.7) ‖A−1κ ‖B(ℓpwθ )
≈ (1− κ)−1.
Combining (4.3) and (4.7) yields
(4.8) ‖A−1κ ‖Br,α ≈ ‖A
−1
κ ‖B(ℓpwθ )
(
‖A−1κ ‖B(ℓpwθ )
‖Aκ‖Br,α
)(α+dG/r−dG),
while the estimate (4.1) in Theorem 4.1 for α > 1 + dG(1− 1/r) is
(4.9) ‖A−1κ ‖Br,α . ‖A
−1
κ ‖B(ℓpw)
(
‖A−1κ ‖B(ℓpw)‖Aκ‖Br,α
)(α+dG/r+dG).
5. Proofs
In this section, we collect the proofs of Propositions 2.1, 2.2, 2.4 and 2.5, Lemmas 3.3 and
3.4, and Theorem 4.1.
5.1. Proof of Proposition 2.1. By (2.6), it suffices to establish (2.11) for N ≥ 1 and R ≥ 3.
Let VN be a maximal N -disjoint set, and define AR(λ,N) as in (2.8). Then we obtain from (2.5)
and (2.13) that
µ
(
AR(λ,N)
)
≤
∑
λm∈AR(λ,N)
µ(B(λm, N))
infλm′∈AR(λ,N) µ(B(λm′ , N))
≤ B−13 N
−d0µ
(
∪λm∈AR(λ,N) B(λm, N)
)
≤ B−13 N
−d0µ
(
B(λ,N + (N + 1)R
)
≤ 2d0B−13 B4(R+ 1)
d0 ,
which implies that
(5.1) d˜G ≤ d0.
Similarly by (2.7) and (2.13), we get
µ
(
AR(λ,N)
)
≥
∑
λm∈AR(λ,N)
µ(B(λm, 2N))
maxλm∈AR(λ,N) µ(B(λm, 2N))
≥ B−14 (2N + 1)
−d0µ
(
∪λm∈AR(λ,N) B(λm, 2N)
)
≥ 3−d0B−14 N
−d0µ(B(λ,N(R− 2)) ≥ 2−2d03−d0B−14 B3(R+ 1)
d0 , R ≥ 3,
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where the third inequality holds as B(λm, 2N)) ∩ B(λ,N(R − 2)) = ∅ for all λm 6∈ AR(λ,N).
This show that
(5.2) d˜G ≥ d0.
Combining (5.1) and (5.2) completes the proof.
5.2. Proof of Proposition 2.2. The conclusion (i) is obvious and the conclusions in (ii), (iii)
and (iv) are presented in [37, Propositions 3.3 and 3.4]. Now we prove the conclusion (v).
Write A = (a(λ, λ′))λ,λ′∈V and set hA(n) = supρ(λ,λ′)≥n |a(λ, λ
′)|, n ≥ 0. Then for K ≥ 1 and
1 < r ≤ ∞, we have
‖A−AK‖B1,0 ≤ 2
∞∑
n=⌈(K+1)/2⌉
hA(n)(n+ 1)
dG−1 ≤ 2‖A‖Br,α
( ∞∑
n=⌈(K+1)/2⌉
(n+ 1)−αr
′+dG−1
)1/r′
≤ 2‖A‖Br,α
(∫ ∞
⌈(K+1)/2⌉
xdG−1−αr
′
dx
)1/r′
≤
2α−dG/r
′+1
(αr′ − dG)1/r
′ ‖A‖Br,αK
−α+dG/r
′
,
where r′ = r/(r− 1). This proves (2.21) for 1 < r ≤ ∞. Similarly we can prove (2.21) for r = 1.
5.3. Proof of Proposition 2.4. The conclusion (i) follows from the definition of Beurling
algebras on the graph G and on its maximal disjoint set VN .
Now we prove the conclusion (ii). Set αˇ = α+ (d˜G − dG)/r. For 1 ≤ r <∞, we obtain
‖A‖rBr,αˇ ≤
∞∑
n′=0
(n′+1)(N+1)−1∑
n=n′(N+1)
(n+ 1)αr+d˜G−1
(
sup
ρ(λ,λ′)≥n
∑
λm∈B(λ,2N),λk∈B(λ′,4N)
|b(λm, λk)|
)r
≤ (N + 1)αr+d˜G
∞∑
n′=0
(n′ + 1)αr+d˜G−1
(
sup
ρ(λ,λ′)≥n′(N+1)
∑
λm∈B(λ,2N),λk∈B(λ′,4N)
|b(λm, λk)|
)r
≤ (D(µ))7r(N + 1)αr+d˜G
∞∑
n′=0
(n′ + 1)αr+d˜G−1
(
sup
ρ(λm,λk)≥max(n′−6,0)(N+1)
|b(λm, λk)|
)r
≤ 8αr+d˜G (D(µ))7rNαr+d˜G‖B‖rBr,α;N ,(5.3)
where the third inequality follows from (2.7). This proves (2.30) and the conclusion (ii) for
1 ≤ r <∞.
Similarly for r =∞, we have
‖A‖B∞,αˇ ≤ sup
λ,λ′∈V
∑
λm∈B(λ,2N),λk∈B(λ′,4N)
|b(λm, λk)|(ρ(λ, λ
′) + 1)α
≤ ‖B‖∞,α;N sup
λ,λ′∈V
∑
λm∈B(λ,2N),λk∈B(λ′,4N)
(⌊ρ(λm, λk)/N⌋ + 1)
−α(ρ(λ, λ′) + 1)α
≤ 8α(D(µ))7Nα‖B‖∞,α;N .(5.4)
Combining (5.3) and (5.4) proves (2.30) and the conclusion (ii).
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Finally we prove the conclusion (iii). Set α˜ = α− (d˜G − dG)/r and 1/r
′ = 1− 1/r. Then for
1 < r <∞, we have
‖SA,N‖Br,α˜;N ≤ N
dG
( ∞∑
n=13
(
hA(n(N + 1)/2)
)r
(n + 1)αr+dG−1
)1/r
+N−1
( 2N∑
n=0
hA(n)(n+ 1)
dG
)
×
( 12∑
n=0
(n + 1)αr+dG−1
)1/r
≤ 22α+(2dG−1)/rN−α+dG/r
′
( ∞∑
m=4N
(hA(m))
r(m+ 1)αr+dG−1
)1/r
+13α+dG/rN−1
2N∑
n=0
hA(n)(n + 1)
dG
≤ 22α+(2dG−1)/rN−α+dG/r
′
‖A‖Br,α
+13α+dG/r‖A‖Br,αN
−1
( 2N∑
n=0
(n+ 1)−(α−1)r
′+dG−1
)1/r′
≤ 22α+(2dG−1)/rN−α+dG/r
′
‖A‖Br,α + 13
α+dG/r‖A‖Br,α
×

 2
(
1+|α−1−dG/r
′|
|α−1−dG/r′|
)1/r′
N−min(1,α−dG/r
′) if α 6= dG/r
′ + 1
31/r
′
N−1(ln(N + 1))1/r
′
if α = dG/r
′ + 1.
(5.5)
This proves (2.32) for 1 < r <∞. Using similar argument, we can prove (2.32) for r = 1,∞.
5.4. Proof of Proposition 2.5. Write A = (a(λ, λ′))λ,λ′∈V , and set hA(n) = supρ(λ,λ′)≥n |a(λ, λ
′)|,
n ≥ 0. Then for any c ∈ ℓpw with 1 < p <∞, we have
‖Ac‖p,w ≤
(∑
λ∈V
( ∑
λ′∈V
hA(ρ(λ, λ
′))|c(λ′)|
)p
w(λ)
)1/p
≤ hA(0)‖c‖p,w +
(∑
λ∈V
( ∞∑
l=1
hA(2
l−1)
∑
2l−1≤ρ(λ,λ′)<2l
|c(λ′)|
)p
w(λ)
)1/p
≤ hA(0)‖c‖p,w +
( ∞∑
l=1
hA(2
l−1)2ldG
)1−1/p
×
(
∞∑
l=1
hA(2
l−1)2−(p−1)ldG
∑
λ∈V
( ∑
2l−1≤ρ(λ,λ′)<2l
|c(λ′)|
)p
w(λ)
)1/p
.(5.6)
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By the equivalent definition (2.36) of the Muckenhoupt Ap-weight w and the polynomial property
(2.3) of the counting measure µ, we obtain∑
λ∈V
( ∑
ρ(λ,λ′)<2l
|c(λ′)|
)p
w(λ)
≤
∑
λ∈V
( ∑
ρ(λ,λ′)<2l
|c(λ′)|pw(λ′)
)( ∑
ρ(λ,λ′′)<2l
(w(λ′′))−1/(p−1)
)p−1
w(λ)
≤ Ap(w)
∑
λ∈V
w(λ)
( ∑
ρ(λ′,λ)<2l
|c(λ′)|pw(λ′)
)
×
(
µ(B(λ, 2l+1 − 2))
)p∑
ρ(λ,λ′′)≤2l+1−2w(λ
′′)
≤ Ap(w)(DG)
p2p(l+1)dG
∑
λ′∈V
|c(λ′)|pw(λ′)×
∑
ρ(λ,λ′)<2l
w(λ)∑
ρ(λ′,λ′′)≤2l−1w(λ
′′)
= Ap(w)(DG)
p2p(l+1)dG‖c‖pp,w.
This together with (5.6) and the following estimate
hA(0) +
∞∑
l=1
h(2l−1)2ldG ≤ hA(0) + 2
2dG
∞∑
l=1
∑
2l−2<n≤2l−1
hA(n)(n + 1)
dG−1 ≤ 22dG‖A‖B1,0
proves (2.38) for 1 < p <∞.
Applying a similar argument as above, we can verify (2.38) for p = 1.
5.5. Proof of Lemma 3.3. We follow the procedure used in [37], where a similar result is
established for the unweighted case. Take λm ∈ VN . Denote the commutator between the
smooth truncation operator Ψ2Nλm and the matrix A by [Ψ
2N
λm
, A] := Ψ2NλmA − AΨ
2N
λm
, and set
Φ2N :=
(∑
λk∈VN
Ψ2Nλk
)−1
. Replacing c in (3.1) by Ψ2Nλmc and applying Proposition 2.5, we have
βp,w(A)‖Ψ
2N
λmc‖p,w ≤ ‖AΨ
2N
λmc‖p,w ≤ ‖Ψ
2N
λmAc‖p,w + ‖[Ψ
2N
λm , A]c‖p,w
≤ ‖Ψ2NλmAc‖p,w + ‖χ
4N
λm [Ψ
2N
λm , A]c‖p,w + ‖(I − χ
4N
λm)Aχ
3N
λmΨ
2N
λmc‖p,w
≤ ‖Ψ2NλmAc‖p,w +
∑
λk∈VN
‖χ4Nλm [Ψ
2N
λm , A]χ
3N
λk
Φ2NΨ2Nλk c‖p,w
+23dGDG
(
Ap(w)
)1/p
‖(I − χ4Nλm)Aχ
3N
λm‖B1,0‖Ψ
2N
λmc‖p,w,(5.7)
where the second inequality holds, as (I−χ4Nλm)[Ψ
2N
λm
, A] = (I−χ4Nλm)AΨ
2N
λm
= (I−χ4Nλm)Aχ
3N
λm
Ψ2Nλm
by the supporting properties for χ3Nλm, χ
4N
λm
and Ψ2Nλm . From (2.17) and (2.21) in Proposition 2.2,
we obtain
(5.8) ‖(I − χ4Nλm)Aχ
3N
λm‖B1,0 ≤ ‖A−AN‖B1,0 ≤ C0‖A‖Br,αN
−α+dG(1−1/r).
Combining (5.7) and (5.8) yields
βp,w(A)‖Ψ
2N
λmc‖p,w ≤ ‖Ψ
2N
λmAc‖p,w +
∑
λk∈VN
‖χ4Nλm [Ψ
2N
λm , A]χ
3N
λk
Φ2NΨ2Nλk c‖p,w
+23dGC0DG(Ap(w))
1/p‖A‖Br,αN
−α+dG(1−1/r)‖Ψ2Nλmc‖p,w.
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This together with (3.7) proves that
(5.9) βp,w(A)‖Ψ
2N
λmc‖p,w ≤ 2‖Ψ
2N
λmAc‖p,w + 2
∑
λk∈VN
‖χ4Nλm [Ψ
2N
λm , A]χ
3N
λk
Φ2NΨ2Nλk c‖p,w.
For λk ∈ VN with ρ(λm, λk) > 12(N +1), we obtain from the finite covering property (2.7) for
the maximal N -disjoint set VN , the equivalent definition (2.36) of the weight w, the polynomial
growth property (2.3) of the counting measure µ, and the monotonicity of hA(n), n ≥ 0, that
‖χ4Nλm [Ψ
2N
λm , A]χ
3N
λk
Φ2NΨ2Nλk c‖p,w = ‖Ψ
2N
λmAχ
3N
λk
Φ2NΨ2Nλk c‖p,w
≤ hA
(ρ(λm, λk)
2
)( ∑
λ∈B(λm,4N)
( ∑
λ′∈B(λk ,4N)
|Ψ2Nλk c(λ
′)|
)p
w(λ)
)1/p
. (Ap(w))
1/pSA,N(λm, λk)‖Ψ
2N
λk
c‖p,w
(
w
(
B(λm, 4N)
)
w
(
B(λk, 4N)
)
)1/p
.(5.10)
Set A˜M =
(
|a(λ, λ′)|ρ(λ, λ′)χ[0,M ](ρ(λ, λ
′))
)
λ,λ′∈V
, M ≥ 0. For λk ∈ VN with ρ(λm, λk) <
12(N + 1), we have
‖χ4Nλm [Ψ
2N
λm, A]χ
3N
λk
Φ2NΨ2Nλk c‖p,w .
(
Ap(w)
)1/p
‖χ4Nλm [Ψ
2N
λm , A]χ
3N
λk
‖B1,0‖Φ
2NΨ2Nλk c‖p,w
.
(
Ap(w)
)1/p
N−1‖A˜19N+12‖B1,0‖Ψ
2N
λk
c‖p,w,(5.11)
where the first inequality follows from the weighted norm inequality (2.38) in Proposition 2.5,
and the second one holds by the solidness of the Banach algebra B1,0(G) in Proposition 2.2 and
the Lipschitz property for the trapezoid function ψ0. Observe that
(5.12) w
(
B(λk, 4N)
)
≤ w
(
B(λm, 19N + 12)
)
≤ (D(µ))3pAp(w)w
(
B(λm, 4N)
)
by the double property (2.37) for the Ap-weight w, and
‖A˜19N+12‖B1,0 =
19N+12∑
n=0
(n + 1)dG−1 sup
n≤ρ(λ,λ′)≤19N+12
|a(λ, λ′)|ρ(λ, λ′)
≤ 2
19N+12∑
n=0
(n+ 1)dG−1
∑
n/2≤m≤19N+12
hA(m) .
2N∑
n=0
hA(n)(n + 1)
dG(5.13)
by the monotonicity of hA(n), n ≥ 0. Combining (5.11), (5.12) and (5.13), we get
(5.14)
‖χ4Nλm [Ψ
2N
λm , A]χ
3N
λk
Φ2NΨ2Nλk c‖p,w .
(
Ap(w)
)2/p
SA,N (λm, λk)‖Ψ
2N
λk
c‖p,w
(
w
(
B(λm, 4N)
)
w
(
B(λk, 4N)
)
)1/p
if ρ(λm, λk) ≤ 12(N + 1).
Combining (5.9), (5.10) and (5.14) proves (3.8).
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5.6. Proof of Lemma 3.4. Set αλm := w
(
B(λm, 4N)
)
, λm ∈ VN , and write(
SA,N
)l
:=
(
SA,N ;l(λm, λk)
)
λm,λk∈VN
, l ≥ 1.
By (3.10), the integer N satisfies (3.7) and hence (3.8) holds by Lemma 3.3. Applying (3.8)
repeatedly, we get(
αλm
)−1/p
‖Ψ2Nλmc‖p,w
≤ 2(βp,w(A))
−1
(
αλm
)−1/p
‖Ψ2NλmAc‖p,w
+C2
(
Ap(w)
)2/p
(βp,w(A))
−1
∑
λk∈VN
SA,N (λm, λk)
(
αλk
)−1/p
‖Ψ2Nλk c‖p,w
≤ · · ·
≤ 2(βp,w(A))
−1
(
αλm
)−1/p
‖Ψ2NλmAc‖p,w + 2(βp,w(A))
−1
×
L−1∑
l=1
(
C2
(
Ap(w)
)2/p
(βp,w(A))
−1
)l ∑
λk∈VN
SA,N ;l(λm, λk)
(
αλk
)−1/p
‖Ψ2Nλk Ac‖p,w
+(C2
(
Ap(w)
)2/p
(βp,w(A))
−1
)L ∑
λk∈VN
SA,N ;L(λm, λk)
(
αλk
)−1/p
‖Ψ2Nλk c‖p,w,(5.15)
where L ≥ 2. Define
(5.16) WA,N = 2I + 2
∞∑
l=1
(
C2
(
Ap(w)
)2/p
(βp,w(A))
−1
)l
(SA,N)
l.
Then by (3.9) and (3.10), we have
‖WA,N‖Br,α−(d˜G−dG )/r;N
≤ 2 + 2
∞∑
l=1
(
C2C3
(
Ap(w)
)2/p
(βp,w(A))
−1‖A‖Br,α
)l
×
{
N−min(1,α−dG/r
′)l if α 6= dG/r
′ + 1
N−l(ln(N + 1))l/r
′
if α = dG/r
′ + 1,
≤ 2 + 2
∞∑
l=1
2−l = 4.(5.17)
Following the argument used in the proof of Proposition 2.5, we obtain( ∑
λm∈VN
∣∣∣ ∑
λk∈VN
SA,N ;L(λm, λk)
(
αλk
)−1/p
‖Ψ2Nλk c‖p,w
∣∣∣pαλm)1/p
.
∥∥(SA,N)L∥∥B1,0;N
( ∑
λk∈VN
∣∣∣(αλk)−1/p‖Ψ2Nλk c‖p,w
∣∣∣pαλk)1/p
≤ C6
∥∥(SA,N )L∥∥Br,α−(d˜G−dG)/r;N‖c‖p,w,(5.18)
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where C6 is an absolute constant. This together with (3.9) and (3.10) implies that( ∑
λm∈VN
∣∣∣ ∑
λk∈VN
SA,N ;L(λm, λk)
(
αλk
)−1/p
‖Ψ2Nλk c‖p,w
∣∣∣pαλm)1/p
×
(
C2
(
Ap(w)
)2/p
(βp,w(A))
−1
)L
≤ C62
−L‖c‖p,w → 0 as L→∞.(5.19)
Taking limit L→∞ in (5.15) and applying (5.17) and (5.19), we obtain
βp,w(A)
(
αλm
)−1/p
‖Ψ2Nλmc‖p,w ≤
∑
λk∈VN
WA,N(λm, λk)
(
αλk
)−1/p
‖Ψ2Nλk Ac‖p,w, λm ∈ VN ,(5.20)
where c ∈ ℓpw.
Define HA,N :=
(
HA,N (λ, λ
′)
)
λ,λ′∈V
by
(5.21) HA,N (λ, λ
′) :=
∑
λm∈B(λ,2N)
∑
λk∈B(λ′,4N)
WA,N (λm, λk).
Then the desired norm estimate (3.11) follows from (2.17), (2.30) and (5.17).
Let λ ∈ V and select λm ∈ VN such that λ ∈ B(λm, 2N). Such a fusion vertex λm exists by
the covering property (2.7). Replacing the vector (c(λ′))λ′∈V and the ball B by the delta vector
(δ0(λ, λ
′))λ′∈V and B(λm, 4N) in (2.36), respectively, we get
(5.22) αλm . Ap(w)N
pdGw(λ).
Combining (3.8), (5.20) and (5.22), we obtain
|c(λ)| . (Ap(w))
1/pNdG
∑
λm∈B(λ,2N)
α
−1/p
λm
‖Ψ2Nλmc‖p,w
. (Ap(w))
1/p(βp,w(A))
−1NdG
∑
λm∈B(λ,2N)
∑
λk∈VN
WA,N(λm, λk)α
−1/p
λk
‖Ψ2Nλk Ac‖p,w
. (Ap(w))
1/p(βp,w(A))
−1NdG
∑
λ′∈V
HA,N(λ, λ
′)|Ac(λ′)| for all c ∈ ℓpw,(5.23)
where the last inequality holds as α
−1/p
λk
‖Ψ2Nλk Ac‖p,w ≤ ‖Ψ
2N
λk
Ac‖p,w0 ≤ ‖Ψ
2N
λk
Ac‖1,w0 . This proves
(3.12).
5.7. Proof of Theorem 4.1. By the invertibility assumption of the matrix A in ℓpw, it has the
ℓpw-stability (3.1) and its optimal lower stability bound βp,w(A) satisfies
(5.24) βp,w(A) ≥
(
‖A−1‖B(ℓpw)
)−1
.
Let r′ be the conjugate exponent of r, i.e., 1/r + 1/r′ = 1, N ≥ 2 be an integer satisfying
(5.25)(
‖A−1‖B(ℓpw)
)−1
≥ 2max(C2C3, C1)
(
Ap(w)
)2/p
‖A‖Br,α×
{
N−min(1,α−dG/r
′) if α 6= dG/r
′ + 1
N−1(ln(N + 1))1/r
′
if α = dG/r
′ + 1,
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and HA,N = (HA,N(λ, λ
′))λ,λ′∈V be as in (5.21) except replacing βp,w(A) by (‖A
−1‖B(ℓpw))
−1.
Following the argument used in the proof of Lemma 3.4, we obtain
(5.26) ‖HA,N‖Br,α . N
α+dG/r
and
(5.27) |c(λ)| . (Ap(w))
1/p‖A−1‖B(ℓpw)N
dG
∑
λ′∈V
HA,N (λ, λ
′)|(Ac)(λ′)|, c = (c(λ))λ∈V ∈ ℓ
p
w.
Write A−1 := (aˇ(λ′, λ))λ′,λ∈V and denote aˇλ := (aˇ(λ
′, λ))λ′∈V , λ ∈ V . Then aˇλ ∈ ℓ
p
w by (5.24)
and the invertibility of the matrix A. Replacing c in (5.27) by aˇλ, we get
|aˇ(λ′, λ)| . (Ap(w))
1/p‖A−1‖B(ℓpw)N
dG
∑
λ′′∈V
HA,N(λ
′, λ′′)|(Aaˇλ)(λ
′′)|
= (Ap(w))
1/p‖A−1‖B(ℓpw)N
dGHA,N(λ
′, λ) for all λ, λ′ ∈ V.(5.28)
This together with (5.26) and the solidness of the Beurling algebra Br,α(G) in Proposition 2.2
implies that
(5.29)
‖A−1‖Br,α . (Ap(w))
1/p‖A−1‖B(ℓpw)N
dG‖HA,N‖Br,α . (Ap(w))
1/p‖A−1‖B(ℓpw)N
α+dG(1+1/r).
Define
(5.30) N1 =
{
N˜1 if α 6= dG/r
′ + 1
2N˜1(ln(N˜1 + 1))
1/r′ if α = dG/r
′ + 1,
where
N˜1 =
⌊(
2max(C1, C2C3)
(
Ap(w)
)2/p
‖A−1‖B(ℓpw)‖A‖Br,α
)1/min(1,α−dG/r′)⌋
+ 2
and C1, C2, C3 are absolute constants in (3.7), (3.8) and (3.9) respectively. One may verify that
N1 satisfies (5.25). Then replacing N in (5.29) by the above integer N1 completes the proof.
References
[1] I. F. Akyildiz, W. Su, Y. Sankarasubramaniam and E. Cayirci, Wireless sensor networks: a survey, Comput.
Netw., 38(2002), 393–422.
[2] A. Aldroubi, A. Baskakov and I. Krishtal, Slanted matrices, Banach frames, and sampling, J. Funct. Anal.,
255(2008), 1667–1691.
[3] A. Aldroubi and K. Gro¨chenig, Nonuniform sampling and reconstruction in shift-invariant spaces, SIAM
Review, 43(2001), 585–620.
[4] B. A. Barnes, When is the spectrum of a convolution operator on Lp independent of p? Proc. Edinburgh
Math. Soc., 33(1990), 327–332.
[5] L. Bartholdi and A. Erschler, Groups of given intermediate word growth, Ann. Inst. Fourier (Grenoble),
64(2014), 2003–2036.
[6] L. Bartholdi and A. Erschler, Growth of permutational extensions, Invent. Math., 189(2012), 431–455.
[7] A. G. Baskakov, Wiener’s theorem and asymptotic estimates for elements of inverse matrices, Funktsional.
Anal. i Prilozhen, 24(1990), 64–65; translation in Funct. Anal. Appl., 24(1990), 222–224.
[8] E. S. Belinskii, E. R. Liflyand and R. M. Trigub, The Banach algebra A∗ and its properties, J. Fourier
Anal. Appl., 3(1997), 103–129.
[9] A. Beurling, On the spectral synthesis of bounded functions, Acta Math., 81(1949), 225–238.
22
[10] B. Blackadar and J. Cuntz, Differential Banach algebra norms and smooth subalgebras of C∗-algebras, J.
Operator Theory, 26(1991), 255–282.
[11] C. Cheng, Y. Jiang and Q. Sun, Spatially distributed sampling and reconstruction, Appl. Comput. Harmon.
Anal., 47(2019), 109–148.
[12] C. Chong and S. Kumar, Sensor networks: evolution, opportunities, and challenges, Proc. IEEE, 91(2003),
1247–1256.
[13] M. Christ, Inversion in some algebra of singular integral operators, Rev. Mat. Iberoamericana, 4(1988),
219–225.
[14] O. Christensen, An Introduction to Frames and Riesz Bases, Birkha¨user Basel, 2003.
[15] F. R. K. Chung, Spectral Graph Theory, American Mathematical Society, 1997.
[16] Q. Fang and C. E. Shin, Stability of localized integral operatos on normal spaces of homogenous type,
Numer. Funct. Anal. Optim., 40(2019), 491–512.
[17] Q. Fang and C. E. Shin, Stability of integral operatos on a space of homogenous type, Math. Nachr.,
290(2017), 284–292.
[18] J. Garcia-Cuerva and J. L. Rubio de Francia, Weighted Norm Inequalities and Related Topics, Elsevier, New
York, 1985.
[19] K. Gro¨chenig, Foundations of Time-Frequency Analysis, Birkha¨user Basel, 2001.
[20] K. Gro¨chenig, Wiener’s lemma: theme and variations, an introduction to spectral invariance and its appli-
cations, In Four Short Courses on Harmonic Analysis: Wavelets, Frames, Time-Frequency Methods, and
Applications to Signal and Image Analysis, edited by P. Massopust and B. Forster, Birkhauser, Boston 2010,
pp. 175–234.
[21] K. Gro¨chenig and A. Klotz, Norm-controlled inversion in smooth Banach algebra II, Math. Nachr.,
287(2014), 917-937.
[22] K. Gro¨chenig and A. Klotz, Norm-controlled inversion in smooth Banach algebra I, J. London Math. Soc.,
88(2013), 49–64.
[23] K. Gro¨chenig and A. Klotz, Noncommutative approximation: inverse-closed subalgebras and off-diagonal
decay of matrices, Constr. Approx., 32(2010), 429–466.
[24] K. Gro¨chenig and M. Leinert, Symmetry of matrix algebras and symbolic calculus for infinite matrices,
Trans. Amer. Math. Soc., 358(2006), 2695–2711.
[25] S. Jaffard, Properie´te´s des matrices bien localise´es pre´s de leur diagonale et quelques applications, Ann.
Inst. Inst. H. Poincare´ Anal. Non Line´aire., 7(1990), 461–476.
[26] S. Keith and X. Zhong, The Poincare´ inequality is an open ended condition, Ann. Math., 167(2008), 575–
599.
[27] E. Kissin and V. S. Shulman, Differential properties of some dense subalgebras of C∗-algebras, Proc. Edin-
burgh Math. Soc., 37(1994), 399–422.
[28] I. Krishtal, Wiener’s lemma: pictures at exhibition, Rev. Un. Mat. Argentina, 52(2011), 61–79.
[29] V. Losert, On the structure of groups with polynomial growth II, J. London Math. Soc., 63(2001), 640–654.
[30] N. Motee and Q. Sun, Sparsity and spatial localization measures for spatially distributed systems, SIAM J.
Control Optim., 55(2017), 200–235.
[31] N. Motee and Q. Sun, Localized stability certificates for spatially distributed systems over sparse proximity
graphs, submitted.
[32] N. Nikolski, In search of the invisible spectrum, Ann. Inst. Fourier (Grenoble), 49(1999), 1925–1998.
[33] M. A. Rieffel, Leibniz seminorms for “matrix algebras converge to the sphere”, In Quanta of Maths, Volume
11 of Clay Math. Proc., Amer. Math. Soc., Providence, RI, 2010, pp. 543–578.
[34] K. S. Rim, C. E. Shin and Q. Sun, Stability of localized integral operators on weighted Lp spaces, Numer.
Funct. Anal. Optim., 33(2012), 1166–1193.
[35] E. Samei and V. Shepelska, Norm-controlled inversion in weighted convolution algebra, J. Fourier Anal.
Appl., to appear. DOI https://doi.org/10.1007/s00041-019-09690-0
[36] C. E. Shin and Q. Sun, Differential subalgebras and norm-controlled inversion, submitted.
[37] C. E. Shin and Q. Sun, Polynomial control on stability, inversion and powers of matrices on simple graphs,
J. Funct. Anal., 276(2019), 148–182.
23
[38] C. E. Shin and Q. Sun, Wiener’s lemma: localization and various approaches, Appl. Math. J. Chinese Univ.,
28(2013), 465–484.
[39] C. E. Shin and Q. Sun, Stability of localized operators, J. Funct. Anal., 256(2009), 2417–2439.
[40] J. Sjo¨strand, Wiener type algebra of pseudodifferential operators, Centre de Mathematiques, Ecole Poly-
technique, Palaiseau France, Seminaire 1994, 1995, December 1994.
[41] Q. Sun, Wiener’s lemma for infinite matrices II, Constr. Approx., 34(2011), 209–235.
[42] Q. Sun, Stability criterion for convolution-dominated infinite matrices, Proc. Amer. Math. Soc., 138(2010),
3933–3943.
[43] Q. Sun, Wiener’s lemma for infinite matrices, Trans. Amer. Math. Soc., 359(2007), 3099–3123.
[44] Q. Sun, Non-uniform average sampling and reconstruction of signals with finite rate of innovation, SIAM
J. Math. Anal., 38(2006), 1389–1422.
[45] Q. Sun, Wiener’s lemma for infinite matrices with polynomial off-diagonal decay, C. Acad. Sci. Paris Ser.
I Math., 340(2005), 567–570.
[46] Q. Sun and J. Xian, Rate of innovation for (non)-periodic signals and optimal lower stability bound for
filtering, J. Fourier Anal. Appl., 20(2014), 119–134.
[47] R. Tessera, Left inverses of matrices with polynomial decay, J. Funct. Anal., 259(2010), 2793–2813.
[48] N. Wiener, Tauberian theorem, Ann. Math., 33(1932), 1–100.
[49] Da. Yang, Do. Yang and G. Hu, The Hardy Space H1 with Non-doubling Measures and Their Applications,
Lecture Notes in Mathematics 2084, Springer, 2013.
Qiquan Fang: Department of Mathematics, Zhejiang University of Science and Technology,
Hangzhou, Zhejiang, 310023, China. Email: qiquanfang@163.com
Chang Eon Shin: Department of Mathematics, Sogang University, Seoul, 04109, Korea. Email:
shinc@sogang.ac.kr
Qiyu Sun: Department of Mathematics, University of Central Florida, Orlando, FL 32816,
USA. Email: qiyu.sun@ucf.edu
24
