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A NON-GAUSSIAN CONTINUOUS STATE SPACE MODEL FOR ASSET DEGRADATION  
Yifan Zhou, Lin Ma, Joseph Mathew 
CRC of Integrated Engineering Asset Management (CIEAM), School of Engineering Systems, Faculty of Built Environment 
and Engineering, Queensland University of Technology, Brisbane, Australia 
The degradation model plays an essential role in asset life prediction and condition based maintenance. Various 
degradation models have been proposed. Within these models, the state space model has the ability to combine 
degradation data and failure event data. The state space model is also an effective approach to deal with the 
multiple observations and missing data issues. Using the state space degradation model, the deterioration process 
of assets is presented by a system state process which can be revealed by a sequence of observations. Current 
research largely assumes that the underlying system development process is discrete in time or states. Although 
some models have been developed to consider continuous time and space, these state space models are based on 
the Wiener process with the Gaussian assumption. This paper proposes a Gamma-based state space degradation 
model in order to remove the Gaussian assumption. Both condition monitoring observations and failure events 
are considered in the model so as to improve the accuracy of asset life prediction. A simulation study is carried 
out to illustrate the application procedure of the proposed model. 
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1 INTRODUCTION 
The availability and capability of engineering assets is an important business objective in modern engineering asset 
management. An unexpected failure of one critical engineering asset can cause the breakdown of the whole plant. For high-risk 
assets (e.g. helicopters, aircrafts, bridges or dams), reliability and safety is even more crucial. Therefore, effective maintenance 
strategies should be executed to enhance the reliability and availability of essential assets. The optimization of maintenance 
strategies, in turn, largely depends on the prediction of asset health condition and failure time. 
Conventional research on asset life prediction up to the early nineties has been based on lifetime distribution. However, the 
assets employed in modern industry are becoming more and more reliable due to the development of material science and 
manufacturing technology. As a result, reliability analysis relying on lifetime distribution can not be performed effectively due 
to the deficiency of failure events. On the other hand, advanced sensors and computer systems have made more condition 
monitoring and operational information available. These data acquired during asset operation can be used to model the asset 
degradation process. Because most engineering assets experience degradation before failure, the modelling of asset 
degradation processes can be used to predict asset health condition and develop optimised maintenance strategies. 
The state space model is one of the degradation models for engineering assets. When using the state apace degradation 
model, asset degradation processes are modelled by a sequence of time dependent health states. An asset is regarded as failed 
when the health state reaches the failure state. The degradation observations are governed by these health state development 
processes. The formulation of a state space degradation model consists of a state equation and an observation equation. The 
state equation is used to describe the underlying degradation process. The other component, the observation equation, is 
employed as an expression of the relationship between degradation measurements and the underlying degradation process. The 
state space degradation model can combine the degradation indicators and the failure events. When the degradation indicators 
and the failure events are both considered, the degradation indicator fitness and threshold regression can be accomplished 
simultaneously [1, 2]. Furthermore, the state space degradation model is able to fuse the multiple observations effectively [3]. 
Compared with the existing multivariate statistical analysis methods, the state space model has the ability to deal with the 
mixed type observations, and the sampling times and rates of the different degradation indicators are not necessarily identical. 
In addition, the state space model does not fit the underlying state process to the degradation indicators directly. Therefore, the 
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formulation of the latent state process can be concise. For example, the Markovian assumption can be adopted in the state 
evolution process [4]. 
Some research on the state space degradation model has already been carried out [1, 5-8]. However, difficulties still exist 
while applying the state space degradation models to practical engineering assets. First of all, the current state space 
degradation models are largely discrete in time or states [9-11]. On the contrary, most degradation processes of engineering 
assets are continuous both in time and state. The discretisation of the continuous deterioration process may introduce additional 
errors. To overcome this shortcoming of discrete degradation models, some continuous state space degradation models have 
been proposed as well. Nevertheless, most of these continuous time models adopt the linear Gaussian assumption [1, 2]. The 
Gaussian assumption can not be adopted in every situation. Firstly, when a degradation process follows the linear Gaussian 
assumption, the degradation process will not be monotonously increasing. On the contrary, most degradation processes of 
engineering assets (e.g. wearing, corrosion, crack growth) are not reversible within one maintenance cycle. As a result, the 
Wiener-based state space degradation model is inadequate to model the monotone degradation processes of engineering assets 
[12]. Secondly, the Wiener process possesses a diffusion property. Therefore, the conditional probability function is involved 
to ensure that the Wiener process does not drift to a failure state between two normal observations, when constructing the 
likelihood function for a set of degradation data [13]. Thirdly, different stochastic processes have different first hitting time. 
When the underlying degradation process follows the Wiener process, the failure time is inverse Gaussian distributed [14]. The 
two-parameter inverse Gaussian distribution can not fit to the lifetime data of all the assets. 
This research proposes a new, Gamma-based, continuous state space degradation model to eliminate the Gaussian 
assumption. Instead of the Wiener process, the proposed model is based on the Gamma process. Among the non-Gaussian 
stochastic process, the Gamma process is one of the most commonly used ones. The parameter estimation and model inference 
algorithm for the Gamma-based state space model can be applied to the state space models based on the other non-Gaussian 
stochastic processes without theoretical difficulties. In addition, the monotonous increasing Gamma process is a better choice 
to describe the irreversible degradation process of engineering assets [12]. Therefore, the Gamma process is adopted to model 
the underlying degradation process of the state space degradation model. 
The remainder of this paper is organized as follows. Section 2 introduces the formulation and its application to the 
combination of degradation indicators and failure events. Due to the nonlinear non-Gaussian property of the proposed model, 
the existing Expectation-Maximization (EM) algorithm can not be used to estimate the parameters. To address this problem, a 
modified EM algorithm using particle smoother is developed in Section 3. In Section 4, the approach of remaining useful asset 
life prediction based on the proposed model is introduced. Finally, the implementation process of the proposed state space 
degradation model is presented by a simulation study. 
2 MODEL FORMULATION 
The proposed Gamma-based state space degradation model is largely motivated by the research of the state space models 
based on the Wiener process [1, 15]. Hashemi established the observation equation as (1).  denotes the underlying 
Wiener process, whose first hitting time to the failure threshold  represents the failure time. 
  t 
a   is the identical independent 
Gaussian distributed noise [1]. Proust released the linear assumption between the observation  and the underlying health 
state  [15]. The Wiener based state space model adopted by [1, 15] possesses mathematical tractability due to the normally 
distributed increments of the Wiener process. However, the Wiener process has the Gaussian assumption, which can not be 
adopted in some situation as mentioned in Section 
 tX
 t
1. 
     	
	 ttX 10  (27) 
sWtstS  0sup  (28) 
To remove the Gaussian assumption of the Wiener process, this research employs another commonly used stochastic 
process (i.e. the Gamma process) to model the underlying degradation process   t . The increments of the Gamma process 
are defined in the range of zero to positive infinite, i.e.      		 ,0ttt . Consequently, the Gamma process is a 
monotonous increasing stochastic process. The Gamma process has been widely used in asset degradation modelling [12]. In 
addition, the estimation, approximation, and simulation methods for the Gamma-based state space model can also be used in 
other non-Gaussian state space models. Therefore, this paper adopts the Gamma process to model the underlying degradation 
process .   t
The proposed Gamma-based state space degradation model consists of two components. One is the underlying degradation 
process; the other is the relationship between the underlying degradation process and the observation. The underlying 
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degradation process is formulated by (29). The scalar variable  t  denotes the underlying health state of an asset at time  
whose increments follow the Gamma distribution. 
t
  is the scale parameter of the Gamma distribution.  t  is the shape 
function of the Gamma process which follows (30).  is the scale parameter of the shape function , while b  is the power 
parameter.  is usually determined by the human experience of the degradation process or by numerical methods [12]. The 
initial health state of the asset is assumed to be brand new, i.e. 
a  t
b
  00  t . A larger value of indicates a worsening health 
situation. The observation equation is given by 
 t
(31), where the observation  tX is assumed to be a function of the underlying 
health state with an additional identical independent normal distributed noise t   ,0~ N . 
         ,~ tttGattt 		  (29) 
  btat 
  (30) 
     	 tFtX  (31) 
Similar to the Wiener based state space degradation model, the proposed state space model also has the ability to combine 
degradation observations and event data. In continuous sate space models, the failure time was modelled by the first hitting 
time of the underlying system state process to a failure threshold. Two issues arise when failure events are involved. The first 
issue is the distribution of the first hitting time. The first hitting time of the Wiener process to a fixed threshold is the inverse 
Gaussian distribution. Given the Gamma process        ,ttGaf t  , the distribution of the first hitting time  to a certain 
threshold  can be presented as 
fT
f (32). If the shape function  t  is differentiable, the probability density function of failure 
time can be derived as (33). The second issue is the construction of the likelihood function. When failure is involved, the 
construction of the likelihood function for the Wiener process is not straightforward due to the diffusion property. The joint 
distribution of and the event  t   tsat  0; should be acquired. As to the monotonous increasing Gamma distribution, 
formulation of the likelihood function becomes simple when the failure time is involved [13]. Through combining failure 
events into the Gamma-based state space model, the failure threshold of the underlying state process can be identified. 
Furthermore, when failures are considered, latent system processes will be visible at failure. The available value of the state 
process at failure time can improve the results of parameter estimation as well. The effect of the failure event during the 
parameter estimation is demonstrated in the simulation study. 
         
  
  t
t
dfttTtF ftff
f 


 

 

 
,
PrPr   (32) 
           
 










f
dzeztz
t
ttf zt 1log   (33) 
3 Parameter estimation 
Three issues exist when estimating the parameters of the Gamma-based state space degradation model. The first issue is 
that the latent system state process is invisible. As a result, the complete likelihood function can not be established. Two 
methods can address this missing observation problem: one is the marginal likelihood function, and the other is the 
expectation-maximization (EM) algorithm. The marginal likelihood function of the proposed Gamma-based state space model 
contains numeric integral due to the non-Gaussian property of the underlying process. In contrast, the complete likelihood 
function used by the EM algorithm is easy to construct. Therefore, this research will use the EM algorithm to deal with the 
unobservable system states. The second issue is that the non-Gaussian, non-linear property of the underlying system state 
process  renders the conventional analytical recursive Bayesian smoothers (e.g. Kalman smoother) used in the E step of 
EM algorithm ineffective. Therefore, this paper will adopt the particle smoother, which is based on the Monte Caro simulation. 
The particle smoother is not restricted by the Gaussian linear assumptions. The third issue is that when building the particle 
smoother, the information from the latent system state process should be considered. Subsequently, the Gamma bridge 
simulation technique will be used during the particle smoother simulation step. The details of the EM algorithm, particle 
smoother and Gamma bridge will be introduced in the following sections. 
  t 
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Figure 12. The process of EM algorithm
3.1 Expectation-maximization (EM) Algorithm 
The EM algorithm is an extension of the maximum likelihood estimation (MLE) method to deal with the incomplete data. 
The incomplete data problem may be caused by the data censoring, missing observation or the fact that some mathematical 
model contains hidden variables (e.g. the state space model, the frailty model). The EM algorithm was first proposed by 
Dempster, Laird and Rubin [16], and subsequently Wu investigated its convergence property [17]. When dealing with the 
missing observation problems, the EM algorithm uses the expectation of the complete likelihood function, instead of trying to 
obtain the marginal likelihood function. The complete likelihood function is easier to construct than the marginal complete 
likelihood function under most situations. Therefore, the EM algorithm is an effective and efficient method to deal with the 
missing observation problems. The process of the EM algorithm is illustrated in Figure 0. First of all, proper initial parameters 
are obtained. In some situation, some other parameter estimation method may be used to get initial parameters (e.g. moment 
estimation). After that, the EM iteration begins. During the E step, the expectation of the complete likelihood function 
conditioning on the observed information y and the estimated parameter by the last EM iteration, i.e.tˆ   tc yLE  ˆ, , is 
worked out. As to the M step, the parameters  maximizing the expected likelihood function 1ˆ 	t   tc yLE  ˆ,  are obtained, i.e. 
  tct yLE   ˆ,maxargˆ 1 	  . The EM iteration continues until the convergence condition is satisfied. The parameter estimation 
result of the last iteration is regarded as the final result of the EM algorithm. 
3.2 Particle Filter & Particle Smoother 
The particle filter is a recursive Bayesian filter using Monte Caro simulation which can deal with the non-linear, non-
Gaussian state space model. The key idea of the particle filter is representing the required posterior distribution by a set of 
random samples (i.e. particles) with corresponding weights. The process of particle filtering is based on the principle of 
importance sampling. The idea of importance sampling is as follows.  xf  is assumed to be a distribution difficult to draw 
samples from. The value of function  x  is proportional to  xf  at x . Some proper distribution  which can generate a 
random number easily is selected to generate a certain number of particles
 xq
  fi Nixqx ,,2,1~  . is the number of 
particles. is called the importance density. After that, the distribution 
fN
 xq  xf can be represented approximately as (34), 
where the weights are calculated according to iw (35). 
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For the proposed state space model, (35) can be written as (36), where  ki k xq :1:0  is given by (37) and  kk xf :1:0  is given 
by (38). The k and the are the latent health state and the degradation observation at inspection. The intervals between 
the inspections are not necessarily identical. After substituting 
kx thk
(37) and (38) to (36), (39) is acquired to calculate the weights 
of the particles recursively. n  is the length of the observation sequence. After the weights 
are worked out, the posterior estimation of system state can be approximated as 
 nkNiw fik ,,2,1,,2,1  
i
kw (40). 
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One problem of the particle filter is degeneracy. After several time steps, the weight of one particle will have a dominant 
value, while the weights of other particles will tend to be zero. Degeneracy can be overcome by adopting a proper importance 
density and resampling the particles. Corresponding to different choices of the importance density function and the resampling 
strategy, several different particle filters have been proposed in the literature. This paper employs the Sampling Importance 
Resampling (SIR) filter. SIR is one of the most commonly used particle filters due to its mathematical tractability. When using 
the SIR filter, the prior density is chosen to be the important sampling density, i.e.    ikkkikik fxq 11,    . The resampling 
takes place in every time step of SIR. During the resampling,  random numbers  are 
sampled from  according to the weights . 
fN  fik Njntf ,,2,1,2,1;  
ik  ikw
As shown in (40), the particle filter only uses the observations before current health state when approximating the posterior 
distribution. The particle smoother, on the other hand, considers the entire degradation observation sequence. n is the length of 
the observation sequence. This paper adopts the particle smoother using the backwards simulation proposed by Simon, Arnaud 
et al [18], which is based on the results of the particle filter (i.e.  fik Njntf ,,2,1,2,1;   ). The recursive algorithm of 
the particle smoother is illustrated in (41). Similar to SIR, the resampling will also be conducted, one random number  are 
resampled from  according to the weights
i
ks
fmk Nmf ,,2,1;   imkkw 1	 . This resampling happens for every i at every time step. 
Therefore, particle smoothing is not as efficient as SIR. However, by adopting the particle smoother using backwards 
simulation, the increments of the underlying health states  nkk ,,2,1;  and the functions of the increments contained in 
the expected likelihood function can be calculated through the smoothing particles  iks . On the contrary, the particles  
generated by the filter are not related to the  due to the resampling. Subsequently, the increments and the functions of the 
i
kf
i
kf 1
—  1985  — WCEAM-IMS2008, Beijing China
increments of  can not be acquired by the filter particlesnkk ,,2,1;   ikf . Furthermore, compared with the particle filter, 
the particle smoother can acquire a more accurate value of the underlying system states nkk ,,2,1;  . 
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3.3 Gamma Bridge 
When the failure time is available, the weights updating equation used in the particle filter and the particle smoother (i.e. 
Equation (39) and Equation (41)) should be modified to (22) and (43), where is the failure time and fT fT denotes the latent 
health state at . Therefore, the importance density in the SIR becomesfT  fTikik ff   ,1 . To draw particles 
from  fTikik ff   ,1 , the simulation method using the independent increments of Gamma process can not be used; instead, 
the Gamma bridge theory should be used. The Gamma bridge algorithm can be described as follows [12]. Three time points 
 exist within the Gamma process321 ttt           ,~ tttGattt 		 . It is assumed that if 
  11  t and   33  t , then the distribution of   22  t  follows (44). According to the Gamma bridge theory, the 
important sampling density can be written as (45). The recursive weighting updating equation used in the particle smoother can 
also be acquired according to (44). 
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3.4 The Modified EM Algorithm for the Gamma-based State Space Model 
The EM algorithm used in this research is developed based on the work of Kim [19]. To illustrate the process of the EM 
algorithm, data from  repeated tests are assumed to be available. The observation times of the  test are assumed to 
be
n thi
 iij mjnit ,,2,1,,2,1;   . is the index of the last inspection before failure. The latent health states and the 
degradation observations of  test are 
im
thi )( ijiij t  and )( ijiij txx   respectively. The failure time of the  test is assumed 
to be , i.e. 
thi
fiT   ffiifi T   . is the failure threshold. The increments of the latent health state and the shape function of 
the Gamma process are denoted as and  given by 
f
ijv iju (46) and (47). To simplify the formulation, the relationship between 
latent health state and the degradation observation is assumed to follow (48), where the parameter  is assumed to be known. d
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The complete likelihood function can be written as the multiplication of two parts as (8), where   a1 and 
. The expected logarithmic formulation of the first part can be written as   c2  (10) according to the independent 
increments of the Gamma process. The expected logarithmic formulation of the second part can be written as (9). According to 
the additive property of expectation, the expectation logarithmic complete likelihood function is the sum of Equation (10) and 
(9). 
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Because the sets of parameters involved in (10) and (9) do not have any intersection, maximization of (10) and (9) can be 
carried out separately. The maximization process of (10) and (9) are shown in (53). Three expressions are related to the 
unobservable Gamma process  iij mjni ,,2,1,,2,1;   , i.e.  ijE  ,  2ijE  and   ijvE ln . These expressions can be 
inferred from the results of smoothing particles as shown (52). 
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Besides the M-step and E-step, checking the convergence is also an important step of the EM algorithm. In this research, 
the relative likelihood function is used to evaluate the convergence of the parameter estimation. The formulation of relative 
likelihood function is shown in (20) [19], where  is the  series of smoothing particles from  test 
 where  is the length of observation of  test. 
j
kS thj thk
 jkmjkjkjk ksssS ,,, 21   km thk  -)( if denotes the likelihood function based on the 
parameters acquired from iteration. When the relative logarithmic likelihood function reduces to a value small enough, the 
parameters estimated by the EM algorithm are regarded as converged. 
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4 REMAINING USEFUL LIFE PREDICTION 
After the parameters of the proposed model have been identified, the remaining useful life prediction method becomes 
straightforward. The cumulative distribution function of the remaining useful life condition on the degradation observation up 
to now is illustrated as (55). According to (55), two components should be calculated before acquiring the distribution of 
remaining useful life. The first component is the probability density function of current underlying health state  cc t  
given the degradation observations up to , i.e.ct     citXtf icc  1);( . This component can be acquired by using the 
particle filter, in which     citXtf icc  1);(  can be presented by a set of filter particles . The second 
component is the cumulative distribution function of the remaining useful life given current health state, 
i.e.
fic Nif 1;
  ccf tTt Pr . In this paper, the failure time is modelled by the first hitting time of the underlying Gamma 
process  to the failure threshold . Therefore, the cumulative distribution function of the remaining useful life condition 
on the current health state can be acquired as 
  t  f
(56). After substituting (56) into (55) and using the results of the particle filter, 
the distribution of the remaining useful life condition on the degradation observation up to current time is obtained as (57). 
When the shape function of the underlying Gamma process is differentiable, the probability density function of the remaining 
useful life based on the degradation observations up to current time can be obtained as (58). 
             ciccccfif dcitXtftTtcitXTt 
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5 SIMULATION STUDY 
 
 
 
 
 
 
 
 
 
 
 
 
In this simulation study, the state space degradation model is assumed to follow (29), (30) and (48). The corresponding 
parameters used to generate the simulated data were:    02.0221.011.0 sssssss dcba  . The 
failure threshold is . The health states were inspected every 10 hours, and the exact failure times were supposed to be 
observable. Five tests were repeated, the degradation observations and the failure time are presented in Figure 2 and 
1 f
Table 3. 
The EM algorithm mentioned in Section 3.1 was conducted. To demonstrate the convergences process of  the EM 
algorithm, the initial parameters were selected as  0000000  dcba  . The 
power parameter of the shape function and the observation function, i.e. and , were assumed to be fixed, due to the fact that 
these two parameter were obtained by the experience knowledge or the numerical method [12]. 1000 particles were used 
during the particle smoothing in the E step. As shown in 
 06.021.22.012.0
b d
Figure 2 and Figure 3, after 30 steps of EM iterations, the relative 
likelihood function decreases under 0.005 and the parameters converge to a relatively fixed value. Therefore, the estimation 
results are   303030303030ˆ  dcba  0172.02111.20843.011027.0 , which is close to the parameters 
used to generate simulation data.  
 
Figure 13. The Simulated Degradation Observations 
Index of tests ( i ) 1 2 3 4 5 
Failure Time ( )fiT 216.41 191.13 206.87 188.5 145.64
Number of Observations ( )im 21 19 20 18 14 
 
Table 3. The Simulated Failure Time 
 
During the process of the EM algorithm, both the degradation observation and the failure event were used to train the 
model. When the event data is not available, the proposed model becomes a mixed model of a Gamma process and Gaussian 
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Noise. In this situation, the EM algorithm can still be adopted. However, the parameters can not converge to reasonable values 
during the five repeated simulation experiments. The nonconvergent EM iteration is due to the complete unobservable 
underlying degradation process  when the event data are not available.    t 
To demonstrate the process of remaining useful life prediction, one more sequence of the degradation observation was 
generated. Current time was assumed to be 60 hours, i.e. .The seven inspections up to was assumed to be 
known. The parameters  acquired from the EM algorithm were adopted. Using the particle filter with 1000 particles, the 
distribution of current value of the latent process can be demonstrated by the particles as showed in 
60ct 60ct
ˆ
Figure 16. According to 
(56) and (57), the cumulative distribution function of the remaining useful life can be obtained using the numerical method. 
The prediction result is shown in Figure 17. Similarly, the probability density function of the remaining useful life can also be 
acquired by (58). To illustrate the effects of degradation observations, the probability density function of remaining useful life 
at different inspections were calculated. As showed in Figure 7, with the combination of increasing degradation indicators, the 
prediction results converged to the actual failure time. 
 
  
Figure 14. The convergence of relative likelihood 
 
Figure 15. The convergence of relative parameter 
values 
 
  
Figure 16. The distribution of particles at current 
time
 
Figure 17. The distribution of failure time 
 
6 CONCLUSTIONS 
This paper proposes a Gamma-based continuous state space degradation model. In addition, an EM algorithm using the 
particle smoother has been developed to identify the parameters of the proposed model. The approach to predicting the 
remaining useful life is also discussed. One simulation study was conducted to demonstrate the process of parameter 
estimation and remaining useful life prediction. The simulation study shows that the Gamma-based continuous state space 
model can combine the degradation indicators and the failure event data. By combining the degradation indicators and the 
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failure events, the failure threshold and the parameters of the underlying degradation process can be acquired at the same time 
with improved parameter estimation results improved.  
 
 
 
 
 
 
 
 
 
 
 
 
The proposed Gamma-based continuous state space degradation model eliminates the Gaussian assumption of the existing 
Wiener-based continuous state space degradation model. The modified EM algorithm based on the particle smoother, and the 
remaining useful life prediction method can also be used in other non-Gaussian state space degradation models. Therefore, 
using the algorithms in this paper, other stochastic process can be adopted to describe the underlying degradation process and 
more complicated observation functions can be used. 
Figure 18 Lifetime distribution estimation over time 
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