A combined approach to study reactions in solution in which the solute and a number of solvent molecules are described with a hybrid quantum mechanical/molecular mechanical ͑QM/MM͒ method, and the bulk solvent is represented by a polarizable continuum model ͑PCM͒ has been implemented. In this way, both short-range effects of the first-solvation shell and long-range electrostatics due to the bulk solvent can be taken into account. By carefully choosing the size of the solute-solvent cluster and the QM/MM partition, the current QM/MM/PCM approach can offer both computational efficiency and accuracy. The approach has been illustrated by two simple systems: water-dimer and glycine in water. The results demonstrated that the current approach offers a satisfactory description of solvation effects on the geometry and energetics of neutral and charged hydrogen-bonding systems. The method correctly produced the relative stability of the zwitterionic and neutral forms of glycine in solution, which was found to be a subtle issue in previous studies. The approach can be extended to study reactions in biomolecules in which part of the system is treated with QM/MM, and the bulk solvent plus part of the protein or nucleic acids are described with either a continuum or approximate microscopic representation.
I. INTRODUCTION
Solvent molecules play an important role in determining the energetics and rate constants of chemical reactions that occur in solution 1 and macromolecules. 2 Solvation effects are also critical to the structural and dynamical properties of macromolecules. 3 Although a full microscopic description of solvation is possible with molecular dynamics or Monte Carlo simulations in which the solvent molecules are represented explicitly, it is often time-consuming to do so and much attention has been focused on developing reliable implicit solvent models in which the solvent molecules are replaced by a structureless dielectric continuum. 1 In the context of macromolecular simulations, most implicit solvent models divide the solvation effect into nonpolar and electrostatic contributions. 4 The former is often described with terms related to the amount of exposed surface area, 5 and the latter is often treated with the Poisson-Boltzmann equation ͑PB͒ 6 or relevant simplifications ͑such as the generalized Born model͒. 7 When the solute is highly charged, the effect of counterions in solution can become crucial, for which nonlinear Poisson-Boltzmann ͑NLPB͒ 8 equations based on the Debye-Hükle theory 9 has been found to be qualitatively adequate for low-valent ions. 10 In the arena of quantum chemistry, popular implicit solvent models are based on numerical solution of the Poisson equation, 11, 12 and the influence due to counterions can be introduced with NLPB. Other interactions between the solute and the solvent molecules such as Pauli-repulsion 13 and dispersions 14 have also been considered. We note that there are also models in which the solvent is represented at an approximate but microscopic level, such as the Langevin dipole approach of Warshel and co-workers. 15 Integral equation theories 16 ͑such as the reference interaction site model, RISM 17 ͒ have also been used with both classical and quantum mechanical descriptions of the solute, although the applications have been mostly restricted to relatively small molecular systems. 18 Density functional theory has been found to be more reliable in the presence of high-valent ions ͑such as magnesium͒ 19 than NLPB, but its implementation has been so far limited to simple solute/solvent systems. 20 With careful parametrizations ͑such as the choice of atomic radii͒, implicit solvent models can generate a qualitatively correct description for the influence of solvent molecules on the structure and energetics of the solute. 1, 4 It has been recognized for a long time, however, that the first several solvation shells around the solute tend to give rise to effects that are difficult to describe with a uniform continuum representation. These include, to name a few, the nonlinear response of the solvent when the solute is highly charged, the dispersion and hydrogen bonding interactions between solute and solvent, and the hydrophobic effect. One straightforward solution to this problem is to use the ''supermolecule'' or the ''solute-solvent cluster'' approach in which a number of solvent molecules are included explicitly to represent the first several solvation shells and the rest of the solvent molecules are represented by a dielectric continuum model. It should be emphasized that even with the explicit treatment of the first solvation shell, the contribution due to the bulk solvent can still make a qualitative difference on the result if the solute is highly charged or if solute prop-erties that are sensitive to the environment ͑e.g., nuclear magnetic resonance chemical shift 21 or absorption spectra 22 ͒ are of interest. An interesting example that will be described in more detail in the current work concerns the relative stability of the neutral and zwitterionic forms of glycine in water. 23, 24 Without the explicit treatment of the first solvation shell, several popular continuum models gave the wrong trend ͑i.e., the neutral form being more stable͒. 23 Even with an explicit description of the first solvation shell with either ab initio or the effective fragment potential ͑EFP͒ method, 25 the correct trend cannot be reproduced unless a reliable implicit model is used; 23͑b͒,23͑c͒ e.g., combining the EFP treatment with the Onsager model 26 still left the neutral form being more stable. When the ''solute'' is a macromolecule such as an enzyme, hybrid quantum mechanical/molecular mechanical ͑QM/MM͒ methods 27 can be used to describe the solute and solvent molecules. Very often only a small number of explicit solvent molecules are included in these calculations ͑e.g., in the popular stochastic boundary approach 28 ͒, because such a setup allows an efficient configurational sampling of the protein atoms. The limitation of such a setup has been recently emphasized by several authors. 29 For example, it was found that a satisfactory estimate of reduction potential of FAD in cholesterol oxidase could only be obtained if effects of the bulk solvent are taken into account in the QM/MM free energy simulations. 29͑a͒ In that study, the key aspect is that the partial charges of the charged residues in the unsolvated system ͑enzyme plus a small number of explicit water͒ were scaled down based on PB calculations to mimic the solvent screening effect; 30 this avoids undesired structural distortions and overpolarization of the QM region. The effects of charge scaling and bulk solvation were then estimated by another set of Poisson-Boltzmann calculations for selected configurations from the molecular dynamics simulations. In these PB calculations, the QM atoms were replaced by a set of Mulliken charges. It is clearly of interest to examine the reliability of such an approach by explicitly combining QM/MM methods with PB calculations. Along this line, the QM/MM method was recently combined with a generalized Born model by Field and co-workers. 31 In the current work, we have implemented a combined approach that will be referred to as QM/MM/PCM, in which the hybrid QM/MM method is used to describe the solute and first several solvation shells with the bulk solvent treated with an implicit solvation model. In particular, the polarizable continuum model ͑PCM͒ 11 implemented in GAMESS 32 was used for the latter. In such a way, effects due to both the first solvation-shell and long-range electrostatics in the bulk can be taken into account. By choosing the size of the solute-solvent cluster and the QM/MM partition judiciously, such a multilayer method can offer both accuracy and speed to suit the problem at hand. Such a QM/MM/PCM approach is conceptually similar to the EFP/Onsager and EFP/PCM models of Gordon and co-workers, 23 although the latter is somewhat restricted in practical applications by the structural rigidity of the effective fragments; 25 the advantage of EFP is that polarization of the discrete solvents is included explicitly. The current method can also be considered as a special case of the ONIOM-PCM approach of Morokuma and co-workers. 33 The basic theory is briefly summarized in Sec. II, and several test calculations are presented in Sec. III. A few conclusions are summarized in Sec. IV.
II. THEORY AND IMPLEMENTATION
In this section, we first briefly review the theory of the polarizable continuum model ͑PCM͒ used here, and then discuss the necessary modifications required in the extensions to the QM/MM framework. The current work used the matrix inversion implementation of PCM 11͑b͒ in GAMESS, although extension to the integral equation formulation of PCM 11͑c͒ will be straightforward.
A. The polarizable continuum model
The solvation free energy of a solute molecule can be written as the sum of several contributions,
where the first three terms on the right-hand side of Eq. ͑1͒ represent the electrostatic, Pauli repulsion, and dispersion interactions, respectively, between the solute and the ͑implicit͒ solvent molecules; the last term, ⌬G cav , represents the reversible work required to create a cavity of the molecular shape of the solute. 34 In the following discussions, we focus on the treatment of the electrostatic term; procedures for the calculation of the other terms have been discussed in the literature. 13, 14 The electrostatic component tends to be the dominant contribution in solvation free energies especially when the solute is highly charged; this is particularly true for the supermolecular approach that will be discussed in Sec. II B, because the short-ranged Pauli repulsion and dispersion interactions between the solute and solvent are accounted for explicitly with QM/MM.
To obtain the electrostatic solvation free energy at zero salt condition, the Poisson equation corresponding to the charge distribution of the solute immersed in a continuum medium has to be solved numerically. In the PCM model, 11 the boundary element methodology was employed, in which the polarization effect in the continuum medium induced by the charge distribution of the solute (␥(r ៝ )) is represented by a set of ''surface charges (͕q i ͖)'' on the solute-solvent boundary. The two sets of charge distributions are given in the following forms:
where Z i is the nuclear charge, P is the density matrix in the atomic orbital basis ( , ), (s ៝ i ) is the polarized charge density on the ith solute-solvent boundary element ͑''tessera''͒, characterized by vector of s ជ i and area a i . With these notations, the total electrostatic free energy for the solute (G el ) including the solute-solvent electrostatic interaction can be written as
sol is the solute wave function including the electrostatic polarization effect due to the continuum solvent, and the four U terms represent the electrostatic interaction between the solute electron, solute nuclei, and the surface charges induced by them. In the case of Hartree-Fock or density functional theory, the expressions can be made more explicit as follows:
where the one-and two-electron matrices as well as the nuclear repulsion terms are modified to include the electrostatic interaction due to the implicit solvent,
⌫Јϭ⌫ϩX, ͑6b͒
where J represents the interaction between nuclei-induced surface charge (q i N )and solute electrons, Y represents the interaction between electron-induced surface charge ͓q e (i)͔ and solute nuclei, and X (U NN ) is the interaction between electron ͑nuclei͒-induced surface charge and the solute electron ͑nuclei͒. The relevant expressions for J, X, Y, and U NN have been derived in details in Ref. 11 . Here we only give the expressions for the one-electron terms ͑J,Y͒ and U NN , which are of relevance to the later discussions on extensions to the QM/MM framework,
where N TS is the number of tesserae. The surface charges ͓q i N and q e (i)] can be determined with the matrix expression for the boundary element solution of the Poisson equation,
where n is the norm vector of the tesserae and E n eÕN , V eÕN are the electrostatic field and potentials at tesserae due to the solute electron and nuclei ͓see Eq. ͑7͔͒. The matrix D contains geometrical properties of the solute cavity and dielectric properties of the implicit solvent, 11 and A is a diagonal matrix containing the areas of the tesserae.
With Eqs. ͑5͒-͑8͒, the Hartree-Fock-Roothan ͑Kohn-Sham͒ equations can be derived and solved self-consistently to obtain the solute wave function ͑density͒, free energy, and molecular properties 35 in solution.
To perform geometry optimization and molecular dynamics simulations, analytical gradients of the solvation free energy is required. This has been discussed in detail in Ref. 36 , and only relevant formulas will be given here. The derivative of the electrostatic free energy ͓Eq. ͑5͔͒ with respect to a nuclear displacement, a, is given in the following form taking into account the fact that the PCM-SCF equations are variational, 36 ,37
where W is the eigenvalue-weighted density matrix W ϭPFЈP, and hЈ a , ⌫Ј a , and S a are the integral derivatives of hЈ, ⌫Ј and S with respect to a.
The expressions for the integral derivative of the PCM related one-electron quantities ͑J,Y͒, and U NN can be derived with chain rules in a rather straightforward manner,
While the derivatives for the electrostatic potentials are straightforward, the derivatives for the q's have to be obtained by taking derivatives of Eq. ͑8͒,
The expressions for the derivatives of cavity-related quantities such as D Ϫ1 , A and the vectors defining the tessera and its norm ͑n͒ are given in Ref. 36 .
B. Extension to the hybrid QMÕMM framework
In the QM/MM/PCM method, the solute and a number of solvent molecules ͑''solute-solvent cluster''͒ are described with QM/MM and the bulk solvent is treated with PCM. A typical application will describe the solute with QM, the first several solvation shells with MM solvents, and the rest with a dielectric continuum. In such a way, both the firstsolvation shell effects ͑such as short-range Pauli repulsions, dispersion interactions, and solvent entropic terms related to hydrophobic interactions͒ and long-range electrostatic effects in the bulk can be taken into account with modest computational cost. The small number of explicit solvent molecules makes the calculations of quantities that require configurational samplings much faster compared to a full-scale microscopic simulation ͑see Sec. III B͒. For negatively charged solute species with diffuse charge distributions, the QM/ MM/PCM model also serves as a systematic way to extend the cavity size ͑determined by the space occupied by the MM atoms͒ to avoid the charge-escape problem that causes the violation of Gauss's theorem. 38 For enzymatic applications, the active site is described with QM, the rest of the system plus a limited number of explicit solvent molecules are described with MM, and the bulk solvent is described with an implicit solvent model.
The MM atoms in the current implementation are represented by fixed partial charges, and they interact with the QM atoms through electrostatic and van der Waals terms. With such a scheme, the total electrostatic free energy of the system in solution ͓Eq. ͑5͔͒ is modified to be
where h QM/MM is the direct electrostatic interaction between the QM electrons and MM atoms in the familiar form
The terms J schemes to reduce the computational cost, 39 27͑a͒ Since MM atoms are represented by fixed partial charges in the current model, the expressions for all the PCM-related quantities take the same form as those involving nuclear charges, i.e., Eq. ͑7͒. This also applies to the derivative calculations, e.g., Eqs. ͑10͒ and ͑11͒, except that MM atoms do not contribute to terms related to the derivatives of the atomic basis functions ͑,͒ due to the lack of basis functions on them. For example, only the second term in Eq. ͑10a͒ has to be evaluated for the MM derivative of J QM/MM . The QM/MM/PCM method was implemented into the simulation package CHARMM, 40 which was previously interfaced with GAMESS for ab initio QM/MM calculations. 41 The PCM model in GAMESS 4 the QM/MM/PCM approach can be straightforwardly extended to study reactions in large systems such as enzymes. For these large systems, although MC or MD simulations can in principle be carried out, practical applications are likely to be limited to reaction path type of calculations; 43 the method can also be used to obtain solvation corrections in a similar fashion as in previous studies, 29 but with a more explicit description on effects of long-range electrostatics on the QM region.
III. TEST CALCULATIONS
In this section, we test the current implementation of QM/MM/PCM with two simple but representative molecular systems, i.e., water-dimer and the two solvated forms ͑neu-tral and zwitterionic͒ of glycine in water. Although the waterdimer model is not an example in which the entire first solvation shell is included, it is chosen here to examine the reliability of QM/MM/PCM for describing solvation effects on hydrogen bonding interactions. The QM/MM/PCM results are compared with various calculations with pure QM or pure MM both in the gas phase and in solution with implicit solvent calculations. In the QM/MM calculations, one of the water molecules in the water-dimer and the first solvation shell of glycine ͑eight water molecules͒ were treated with MM, and the remaining solute was treated with QM. The QM level chosen here is Hartree-Fock with double-zeta plus polarization quality basis set ͑see tables for specific basis sets͒, and explicit MM solvent molecules are treated with a modified 44 TIP3P model. 45 The van der Waals radii for the QM atoms in QM/MM calculations were chosen from the CHARMM22 force field 46 based on similar atom types. To define the cavity that contains the solute or the solute-solvent cluster in the continuum model calculations, the Pauling set of radii 47 was used. In the case of water-dimer, different sets of radii ͑Pauling, CHARMM van der Waals, and atomic Born 48 ͒ were tested for the MM water. All QM and QM/MM implicit solvent calculations were carried out with the PCM module in the CHARMM/GAMESS package, 41 and pure MM solvation calculations were made with the finite-difference Poisson-Boltzmann module in CHARMM. 49 As to the geometries, the water-dimer was fully optimized in all the calculations, including the QM/MM/PCM descriptions. To sample the configurations of the water molecules surrounding the glycine, a short QM/MM molecular For each level, the first row contains the values in the gas phase, and the rest are obtained from implicit solvent calculations; the latter were carried out with PCM for both pure QM and QM/MM calculations, and with finite difference Poisson-Boltzmann for pure MM. In the implicit solvent calculations, the QM part is always described with the Pauling set of atomic radii; for the MM atoms, three sets of radii were used: Pauling ͑without parentheses: r O ϭ1. dynamics simulation at 300 K was carried out in which a zwitterionic form of glycine was solvated by a 16 Å water sphere that is subject to the deformable boundary condition. 50 Eleven snapshots were collected from a 10 ps run, and only the eight closest water molecules ͑''first solvation shell''͒ were kept in the subsequent calculations. These structures were then optimized with the QM/MM method in the gas phase. The optimized structures were then used as the starting geometry for optimizing the neutral glycine-water clusters. Selected optimized structures are shown in Fig. 1 . The QM/MM/PCM single point energy calculations were then carried out at these QM/MM optimized glycine-water clusters. Such a protocol was chosen to allow a fair comparison with the recent work of Gordon and co-workers on the same system with a QM/EFP/Onsager or QM/EFP/PCM model. 23 For the same reason, only the electrostatic solvent contributions have been considered in the current work; this also makes it easier to compare with Poisson-Boltzmann results for pure MM models ͑see below͒.
A. Water-dimer
As shown in Table I , the hydrogen bonding distance becomes shorter by 0.06 Å upon solvation, and the solvation energy is 11.4 kcal/mol at the HF/6-31G͑d,p͒ level with the PCM model. With the pure molecular mechanics models, the hydrogen bond distance is much shorter ͑1.787 versus 2.039 Å͒ compared to Hartree-Fock results, because the TIP3P model 45 was parametrized for condensed phase properties of water. The MM/PB results are very sensitive to the choice of atomic radii. The solvation free energy ranged from Ϫ15 kcal/mol to more than Ϫ50 kcal/mol with different choices, and only the geometry obtained with the atomic Born radii 48 was found to be reasonable. With this set of radii, the hydrogen bond distance is 1.748 Å, and the solvation free energy is 15.6 kcal/mol. In both the gas phase and solution, the optimized water-dimer have more planar structures at the pure MM level ͑scheme 1͒, with close to 170°compared to the value of 120°in the full QM and QM/PCM calculations. SCHEME 1.
With the QM/MM calculations, the results vary somewhat depending on whether the hydrogen bond donor or acceptor is treated with QM. The solvation results depend also on the choice of atomic radii for the MM atoms ͑the Pauling radii were always used for the QM atoms͒, although the variations are much smaller than pure MM results. The hydrogen bond distance is shorter by 0.02-0.03 Å upon solvation, compared to the values of 0.06 and 0.04 Å from full QM and full MM calculations, respectively. The angle ͑ϳ130°͒ is close to the full QM results ͑ϳ120°͒ when the hydrogen bond acceptor is QM, and is closer to the pure MM results ͑ϳ170°͒ when the hydrogen bond donor is treated with QM. The solvation free energy is close to 10 kcal/mol when the Pauling set of radii was used for both QM and MM atoms, which is rather close to the value ͑11.4͒ from full QM calculations. With other radii for the MM atoms, the solvation free energy becomes smaller, in a trend similar to that found for pure MM calculations.
The results demonstrate that the QM/MM/PCM method gave a rather satisfactory description of solvation effects on the geometry and energetics of hydrogen bonding interactions.
B. Solvated glycine in water
As mentioned in Sec. I, the relative stability of the neutral and zwitterionic form of glycine in water was found to be very sensitive to the treatment of solvation. 23 Although it is known that the zwitterionic form is more stable than the neutral form in solution, 51 all implicit solvent models tested in Ref. 23͑a͒ were found to favor the neutral form when no explicit solvent molecule was included in part because all three solvation models ͑Onsager, 26 isodensity PCM,
52
SM5.2R 53 ͒ included only linear polarization effects ͑the SMx model uses the surface-tension terms to empirically account for first-solvation shell effects͒; a similar result was found here with the PCM model in GAMESS ͑Table II͒. When eight water molecules were included to explicitly solvate the glycine with either Hartree-Fock or EFP but neglecting the bulk solvation effects, the neutral form is also more stable by 3-5 kcal/mol. 23 Even if the bulk solvation effects were introduced for the glycine-water cluster with a simple solvation The calculations were performed at the HF/6-31ϩϩG͑d,p͒ level; C s symmetry was imposed for the geometry optimization of the zwitterionic form in vacuum, which otherwise converges to the charge-neutral form. c The glycine was treated by HF/6-31ϩϩG͑d,p͒, and the water molecules were treated with a modified flexible TIP3P model ͑Refs. 44 and 45͒. The eleven configurations for the glycine-water clusters were collected from a short QM/MM molecular dynamics simulation. model such as Onsager 26 or SM5.2R, 53 the neutral form was still found to be more stable by several kcal per mole. Only when the bulk solvation effect was described with a more sophisticated treatment like the Isodensity-PCM 52 the zwitterionic form became more stable than the neutral form by about 8 kcal/mol, 23͑a͒ which is close to the experimental estimate of 7.7 kcal/mol. 51 The problem was also studied by Troung and co-workers 24͑a͒ with the generalized COSMO model, 54 and it was found that it is crucial to optimize the geometry in solution. Without any explicit solvent molecules, however, the zwitterionic form was found to be more stable by only about 3 kcal/mol. 24͑a͒ A similar value was found by Tomasi and co-workers 23͑c͒ using B3LYP/6-31G͑d͒ with the Integral Equation Formalism ͑IEF͒-PCM. QM/MM calculations for the glycine-water cluster without any implicit solvent gave structures qualitatively similar to those in Refs. 23 and 24 ͑see Fig. 1͒ . Although the geometry of the neutral form ͓Figs. 1͑aN͒, 1͑bN͒, 1͑cN͔͒ does not change much upon solvation, the geometry for the zwitterionic form in the water cluster ͓Figs. 1͑bZ͒ and 1͑cZ͔͒ is rather different from that of the isolated glycine ͓Fig. 1͑aZ͔͒. For example, both C-C and C-N distances become shorter by 0.02-0.03 Å upon solvation by the water cluster, and the O-C-O angle becomes smaller by 4°-5°. All these are consistent with the trends observed in the geometry optimizations with the generalized COSMO calculations, 24͑a͒ which were found to be important for reproducing the correct relative stability of the two forms of glycine. The hydrogen bonds between water molecules vary from 1.7 to 2 Å, which are likely to be too short compared to typical ab initio results because these water molecules are treated with the TIP3P model which was parametrized to reproduce the property of liquid water. 45 The hydrogen bond distances between the QM glycine and MM water molecules, however, are on the order of 2 Å, which is quite consistent with those found in previous studies 23 in which the water is represented by either Hartree-Fock or effective fragment potentials. 25 Unlike the full QM or QM/EFP results for the glycine-water cluster in Ref. 23 , the QM/MM calculations predicted that the zwitterionic form is more stable in most structures sampled here, most likely because of the more extensive conformational sampling. On average, the zwitterionic form was found to be more stable by 5.6 kcal/mol, which is already fairly close to the experimental estimate of 7.7 kcal/mol. 51 There are, however, substantial variations in the results depending on the structure of the cluster, and the rms fluctuation is 4.3 kcal/ mol for the eleven selected configurations. In one case, the neutral form was found to be more stable by 2.1 kcal/mol, because the ϪNH 3 ϩ group is not well solvated by the water molecules included ͓see Fig. 1͑bZ͔͒ . The electrostatic interaction energy between the MM water molecules also makes substantial contributions to the relative stability of the two forms, due to the fact that certain water molecules rearrange their orientations when one proton is moved from the ϪNH 3 ϩ group to the carboxylate ͓e.g., W 1 and W 2 in Fig. 1͑cZ͒ / ͑cN͔͒.
When effects of the bulk solvent were included with PCM, the QM/MM/PCM calculations predicted that the zwitterionic form is more stable than the neutral form by 7.0 kcal/mol on average, which is in very good agreement with the experimental value of 7.7 kcal/mol. 51 It is interesting to note that the fluctuations in the QM/MM/PCM calculations are much reduced compared to the gas phase QM/MM results, which is 0.9 and 4.3 kcal/mol, respectively. This reflects that fact that the glycine was better solvated when the continuum model was used. For example, the zwitterionic form of S2 is less stable than the neutral form by 2.1 kcal/ mol because the ϪNH 3 ϩ group is not well solvated in the gas phase cluster; the correct trend is reproduced when PCM is used to describe the solvents surrounding the glycine-water cluster ͑Table II͒. In S5, the zwitterionic form is 12.4 kcal/ mol more stable than the neutral form; upon solvation with PCM, the energy difference between the two became 7.2 kcal/mol ͑Table II͒, which is closer to the experimental value.
Due to the small number of configurations sampled here and the fact that only the electrostatic component of the solvation energy was included, the close agreement with the QM/MM/PCM result has to be considered as fortuitous. For example, it was argued that electron correlation might be important for the relative stability as well, although the magnitude given in Ref. 23͑b͒ could be an overestimation considering the limited configuration sampling. A more solid analysis is left for the future, which requires a QM/MM/ PCM implementation with correlated QM approaches and more extensive configurational sampling.
Finally, we briefly comment on the computational cost of QM/MM/PCM calculations. When only electrostatic solvation free energy is calculated, introducing MM atoms does not cause a large increase in computational cost. For example, one solvation free energy calculation for isolated glycine at the HF/6-31G͑d͒ level ͑a basis set smaller than the one used in the above-discussed calculations such that pure QM/PCM calculations can be done quickly͒ took about 0.5 min on an Athlon machine at 1.2 GHz, and one HF/MM/ PCM calculation with eight MM water molecules took about 1.5 min. By contrast, the calculation took more than 13 min when all atoms were treated with Hartree-Fock. The efficiency of the current implementation is essentially limited by the speed and scaling of the continuum model, especially for gradient calculations. With the recent direct implementation of the PCM model, 42 the QM/MM/PCM approach can be straightforwardly extended to macromolecules, which is our long-term goal that inspired the current work.
IV. CONCLUSIONS
A combined approach in which the solute and a number of solvent molecules are described with the hybrid QM/MM method and the bulk solvent is represented with an implicit solvation model was implemented into the simulation package CHARMM. A typical application of such an approach would treat the solute molecule with a QM approach, the first ͑several͒ solvation shell͑s͒ with MM models, and the bulk solvent with a continuum model. When the system is a macromolecule such as an enzyme, hybrid QM/MM methods can be used to describe the solute plus a number of explicit solvent molecules, leaving the bulk as an implicit solvent model. The advantage of such a multilayer treatment is that both effects due to the first solvation shell ͑e.g., Pauli repulsion, dispersion, solvent entropic contributions related to hydrophobic interactions as well as nonlinear response of the solvent to the solute charge distribution͒ and long-range electrostatics due to the bulk solvent can be taken into account. By judiciously choosing a solute-solvent supermolecule and an appropriate QM/MM partition, such a QM/MM/PCM approach can offer both computational accuracy and efficiency. With only a small number of explicit solvent molecules, calculations for quantities that require configurational samplings can achieve faster convergence compared to full microscopic simulations.
The method was tested with two simple but representative systems: water-dimer and two forms of glycine in water. It was shown that the QM/MM/PCM model gave satisfactory descriptions on the effect of solvation on the structure and energetics of these systems. It is particularly encouraging that the QM/MM/PCM calculation correctly reproduced the relative stability of the neutral and zwitterionic forms of glycine in solution, while many previous attempts gave the opposite trend unless sophisticated solvation models were used. 23, 24 Although the current implementation is most suited for applications toward medium size systems in solution due in part to the steep scaling of the matrix-inversion formulation of PCM 11͑b͒ used here, it can be extended to macromolecular systems with the direct implementation of PCM. 42 A similar philosophy can also be used to combine QM/MM methods with other approaches that deal with solvations, such as the generalized Born model 7, 31 or density functional theory, 19, 20 depending on the problem at hand. For macromolecular applications, it is also of great interest to combine QM/MM with simplified representations for some of the protein or nucleic acid atoms in addition to the bulk solvent, such as in the methods pioneered by Warshel et al. 15 and the related work of Roux and co-workers. 55 These developments are currently in progress.
