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Gas flow in pipe networks has been widely discussed in the engineering
community by applying numerous mathematical models [32, 41, 8, 9].
Their meaningfulness depends on the scale of phenomena of interest.
Algebraic models may be sufficient to describe average states in a gas
network [6]. If there is interest in dynamics on shorter time scales,
isothermal Euler equations, which form a 2×2 system of hyperbolic
balance laws, provide a suitable model [2]. A mathematical theory
for hyperbolic systems on networks has been developed for the Euler
equations [11] and for the p-system [10].
Since gas systems are usually operated in a state of equilib-
rium, one is interested in stable systems, where small perturbations are
damped over time. We will consider gas flow on a network with feed-
back boundary conditions. We focus on isothermal Euler equations that
are diagonalizable with Riemann invariants and analyze the stability of
a steady state.
Boundary stabilization has been studied intensively in the past
years [4]. A well-known approach to prove exponential stability of equi-
libria is the analysis of dissipative boundary conditions and the con-
struction of suitable Lyapunov functions. Exponential decay of a con-
tinuous Lyapunov function under so-called dissipative boundary condi-
tions has been proven in [14, 13, 12, 27]. Also explicit decay rates for
numerical schemes have been established [1, 34, 20, 5]. However, if the
destabilizing effect of the source term is sufficiently large, the system
cannot be controlled by boundary feedback [3, 4, 25].
Most results are based on the assumption that model parameters
are known exactly. In practice, there are uncertainties that have to be
taken into account. For instance, model parameters are uncertain due
to noisy measurements. Moreover, epistemic uncertainties arise, since
the speed of sound and the friction factor are usually not constant in a
pipe, when the pressure decreases.
When the underlying model is not known exactly, but is given
by a probability law or by statistical moments, the deterministic stabi-
lization concept should be extended to the stochastic case. Existence
of optimal solutions for some optimization problems with probabilistic
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constraints has been analyzed in [28]. Also the stability of slightly per-
turbed systems has been established [4]. Here, we study the impact
of uncertain propagation speeds and friction factors. We represent
stochastic perturbations by series of piecewise orthogonal polynomi-
als, known as generalized polynomial chaos (gPC) expansions [37, 7].
Expansions of the stochastic input are substituted into the govern-
ing equations and they are projected to obtain deterministic evolution
equations for its coefficients. This approach has been used for hyper-
bolic equations [16, 17, 33, 22, 21] and for optimal power flow [31]. This
chapter introduces a Lyapunov stability analysis for the system of gPC
coefficients.
The presented approach allows to model random parameters
as Gaussian random fields, which are described by their mean and
covariance structure. Then, the gPC expansion coincides with the
KarhunenâĂŞLoÃĺve expansion [38, 29]. However, the orthogonal basis
is determined by the correlation of the process such that it is optimal
in the sense that it minimizes the total mean squared error. Also mea-
surements can be included by adjusting the covariance structure.
Section 0.1 reviews the deterministic feedback control concept.
Section 0.2 is devoted to the representation of stochastic processes with
orthogonal functions. In Section 0.3, we derive a deterministic formu-
lation of the stochastic problem, which is stabilized in Section 0.4. Fi-
nally, Section 0.5 discusses the applicability to Gaussian random fields.
0.1 Feedback control
We consider a network of gas pipelines as illustrated in Figure 1. The
density of the gas ρ(t, x) and the mass flux q(t, x) in a pipe j = 1, . . . , n
are described by the isothermal Euler equations
∂
∂t
(
ρj(t, x)
qj(t, x)
)
+ ∂
∂x
 qj(t, x)q2j (t,x)
ρj(t,x) + a
2ρj(t, x)
 = − f2D
( 0
qj(t,x)|qj(t,x)|
ρj(t,x)
)
with time and space variables (t, x) ∈ R+ × (0, L). The parameters
are the speed of sound a > 0, the friction factor f > 0 and the diam-
eter D > 0 of a pipe. We write yj := (ρj, qj)T as abbreviation and we
describe coupling conditions by
(
ρ(t, 0)
q(t, L)
)
= K
(
ρ(t, L)
q(t, 0)
)
with ρ =

ρ1
...
ρn
 , q =

q1
...
qn
 .
Typical coupling conditions for ingoing (in) and outgoing (out) pipes
with the same spatial and physical properties are the following.
(i) Compressors: The pressure law can be described by fixing the
boost ratio ρout(t, 0) = BR ρin(t, L),
output pressure a2ρout(t, 0) = OP.
There is conservation of mass, i.e. qout(t, 0) = qin(t, L).
(ii) Gas-fired power plant: A prescribed withdrawal w(t) deter-
mines the mass flux qout(t, 0) = qin(t, L) − w(t). The pressure is
preserved, i.e. ρout(t, 0) = ρin(t, L).
(iii) Junction: Ingoing and outgoing pipes are modelled by postulat-
ing equality of pressure and conservation of mass.
Node Conditions:(
ρ(t, 0)
q(t, L)
)
= K
(
ρ(t, L)
q(t, 0)
)
y1(t, x)
y2(t, x)
yn(t, x)
pipe 1
pipe 2
pipe n
Figure 1: Gas network with n pipes.
These conditions form the boundary control that regulates the steady
state in which the network is operated. In the following we employ
feedback control to damp small perturbations at steady state over
time. Therefore, we introduce the transform into Riemann invariants
as R±(y) := −q/ρ∓a ln(ρ). The linearized transformed system reads as
∂tR¯j(t, x) + Λ¯j(x)∂xR¯j(t, x) = −C¯j(x)R¯j(t, x) (1)
for Λ¯j = diag
{
λ¯+j , λ¯
−
j
}
= diag
{
u¯+ a, u¯− a
}
, C¯j =
f |u¯|
2D
(
1 1
1 1
)
.
Here, u¯(x) denotes the possibly space-varying velocity at steady state.
The characteristic speeds satisfy λ¯−j < 0 < λ¯+j for subsonic states. We
introduce the notation
R¯ :=
(
R¯+, R¯−
)T
, R¯± :=
(
R¯±1 , . . . , R¯±n
)T
,
Λ¯ :=
(
λ¯+, λ¯−
)T
, λ¯± :=
(
λ¯±1 , . . . , λ¯
±
n
)T
to express the boundary value problem with initial values R¯(0, x) = I¯(x)
conveniently as
∂tR¯(t, x)+Λ¯(x)∂xR¯(t, x) = −C¯(x)R¯(t, x),(R¯+(t, 0)
R¯−(t, L)
)
= G¯
(R¯+(t, L)
R¯−(t, 0)
)
, (2)
R¯(0, x) = I¯(x).
Since the Riemann invariants R¯ describe perturbations at steady state,
numerous previous works [4] are devoted to the specification of feedback
boundary conditions G¯ such that the system is exponentially stable in
the sense∫ ∥∥∥R¯(t, ·)∥∥∥2 dx ≤ c e−µt ∫ ∥∥∥R¯(0, ·)∥∥∥2 dx with decay rate µ > 0
and positive constant c > 0. Figure 2 illustrates a network in Riemann
invariants. We note that feedback boundary conditions make explicitly
use of the direction of character speeds.
Node Conditions:(R¯+(t, 0)
R¯−(t, L)
)
= G¯
(R¯+(t, L)
R¯−(t, 0)
)
pipe 1
pipe 2
pipe n
R¯+1
R¯−1 R¯+n
R¯−2
R¯+2
R¯−n
R¯+ =
(
R¯+1 , . . . , R¯+n
)T
R¯− =
(
R¯−1 , . . . , R¯−n
)T
Figure 2: Gas network in Riemann invariants.
0.2 Representation of stochastic processes
To account for unknown space-dependent model parameters, we intro-
duce a probability space (Ω,F(Ω),P) and the L2-space
L2(Ω,P) :=
{
Pr : Ω→ L2(R), ω 7→ Pr(·;ω)
∣∣∣∣ ∥∥∥Pr(x; ·)∥∥∥P <∞
}
for
〈
Pr(x1; ·),Pr(x2; ·)
〉
P
:=
∫
Pr(x1;ω)Pr(x2;ω) dP(ω)
and
∥∥∥Pr(x; ·)∥∥∥
P
:=
√〈
Pr(x; ·),Pr(x; ·)
〉
P
.
The expected value and the covariance kernel are defined by
E
[
Pr(x1;ω)Pr(t, x2;ω)
]
:=
〈
Pr(x1; ·), y(x2; ·)
〉
P
,
C(x1, x2) := Cov
[
Pr(x1;ω),Pr(x2;ω)
]
:= E
[
Pr(x1;ω)Pr(x2;ω)
]
− E
[
Pr(x1;ω)
]
E
[
Pr(x2;ω)
]
.
For a centered stochastic processes Pr ∈ L2 ⊗ L2(Ω,P) that is mean
square continuous, i.e. ‖Pr(x; ·)− Pr(x∗; ·)‖P → 0 for x → x∗ ∈ [0, L],
the positive definite correlation kernel C is continuous and bounded [38].
The Karhunen-Loe`ve decomposition reads as
K[Pr](x;ω) :=
NKL∑
k=1
ψk(x)ξk(ω) for ξk(ω) :=
∫
Pr(x;ω)ψk(x) dx. (KL)
The eigenfunctions ψk and eigenvalues λk of the kernel C are given by
the Fredholm integral equation∫
C(x, ·)ψk(x) dx = λkψk(·). (FI)
Although the random variables ξk are formally defined, there is in gen-
eral no practical expression. For Gaussian processes, however, they
are given by independent standard normally distributed random vari-
ables ξk ∼ N (0, 1), see e.g. [38, 29]. Therefore, Gaussian processes are
often used, although it is problematic to represent bounded physical
processes, e.g. density of gas.
Dynamic stochastic gas flows, expressed by stochastic Riemann
invariants Pr(t, x;ω) = R¯(t, x;ω) cannot be expressed directly in terms
of Karhunen-Loe`ve expansions. Firstly, there is a multidimensional
covariance structure C(t1, t2, x1, x2) = Cov
[
R¯(t1, x1;ω), R¯(t2, x2;ω)
]
.
Then, numerical solutions to the Fredholm integral equation (FI) are
in general not feasable [36, 40]. Furthermore, the covariance structure
must be known a priori. Here, it is given only implicitely by a hy-
perbolic boundary value problem. To generalize the Karhunen-Loe`ve
expansions, we introduce a generalized polynomial chaos (gPC) as
a set of orthogonal subspaces
Sˆk ⊆ L2(Ω,P) with SK :=
K⊕
k=0
Sˆk → L2(Ω,P) for K →∞.
We refer to an orthogonal basis of SK as a gPC basis {φk(ξ)}Kk=0 with
possibly multidimensional germ ξ(ω) ∈ RNKL . Common choices, see
e.g. [29, 39] are the following piecewise orthogonal functions:
Legendre polynomials with uniform distribution ξ ∼ U(−1, 1)
φ0(ξ) = 1, φ1(ξ) = ξ, φk+1(ξ) =
2k + 1
k + 1 ξφk(ξ)−
k
k + 1φk−1(ξ)
Hermite polynomials with Gaussian distribution ξ ∼ N (0, 1)
φ0(ξ) = 1, φ1(ξ) = ξ, φk+1(ξ) = ξφk(ξ)− kφk−1(ξ)
Then, a dynamic stochastic process Pr(t, x; ξ) is approximated by an
orthogonal projection
GK [Pr](t, x; ξ) :=
∑
k∈K
P̂rk(t, x)φk(ξ) with gPC modes (KgPC)
P̂rk(t, x) :=
〈
Pr(t, x; ·), φk(·)
〉
P
‖φk‖2P
and φk(ξ) := φk1(ξ1) · . . . · φkM (ξM).
Here, k := (k1, . . . , kM) ∈ K ⊆ NNKL0 is a multi-index. Common choices
for index sets are the full tensor and sparse bases
K =
{
k ∈ NM0
∣∣∣ ‖k‖0 ≤ K} with |K| = (K + 1)NKL , (KT)
K =
{
k ∈ NM0
∣∣∣ ‖k‖1 ≤ K} with |K| = (NKL +K)!
NKL!K!
. (KS)
The convergence ‖GK [Pr](t, x; ·)− Pr(t, x; ·)‖P → 0 forK →∞ is shown
in [7, 19, 15]. The polynomial chaos approximation (KgPC) with Her-
mite polynomials contains the Karhunen-Loe`ve decomposition (KL) for
a Gaussian process Pr(x;ω) as special case [38, 29], i.e.
K[Pr](x;ω) = E
[
Pr(x; ·)
]
+
NKL∑
k=1
√
λkψk(x)ξk(ω)
= GK [Pr]
(
x; ξ(ω)
)
.
(3)
0.3 Stochastic Galerkin formulations
We replace all random quantities in the deterministic formulation (2)
by the gPC approximation (KgPC), i.e.
λ¯±(x; ξ) ≈ GK
[
λ¯±
]
(x; ξ) =
∑
k∈K
λ±k (x)φk(ξ),
C¯(x; ξ) ≈ GK
[
C¯
]
(x; ξ) =
∑
k∈K
Cˆk(x)φk(ξ),
R¯(t, x; ξ) ≈ GK
[
R¯
]
(t, x; ξ) =
∑
k∈K
Rˆk(t, x)φk(ξ).
The random system is projected onto the gPC basis SK ⊆ L2(Ω,P) by〈
∂tGK
[
R¯
]
(t, x; ·) + GK
[
Λ¯
]
(x; ·) ∂xGK
[
R¯
]
(t, x; ·)
+ GK
[
C¯
]
(x; ·)GK
[
R¯
]
(t, x; ·), φk(·)
〉
P
= 0 for all k ∈ K.
This leads to the stochastic Galerkin formulation
∂tRˆ(t, x) + Aˆ(x)∂xRˆ(t, x) = −Sˆ(x)Rˆ(t, x) for Aˆ :=
(Aˆ+
Aˆ−
)
with Aˆ±(x) := ∑
k∈K
λ±k (x)
(
〈φk, φiφj〉
)
i,j∈K
and Sˆ(x) := ∑
k∈K
Cˆk(x)
(
〈φk, φiφj〉
)
i,j∈K.
Since the matrices Aˆ± are symmetric, they have an orthogonal eigen-
value decomposition Aˆ± = Tˆ ±Dˆ±(Tˆ ±)T. This allows to diagonalize
the stochastic Galerkin formulation. The IBVP reads as
∂tζˆ(t, x)+Dˆ∂xζˆ(t, x) = −Bˆζˆ(t, x), (4) ζˆ+(t, 0)
ζˆ
−(t, L)
 = (G1,11 G1,21
G2,11 G2,21
)
︸ ︷︷ ︸
=:Gˆ
ζˆ+(t, L)
ζˆ
−(t, 0)
 .
ζˆ(0, x) = Tˆ (x)TRˆ(0, x)
with Tˆ := diag
{
Tˆ +, Tˆ −
}
. The characteristic speeds and the source
term are
Dˆ(x) := diag
{
Dˆ+(x), Dˆ−(x)
}
,
Bˆ(x) := Tˆ (x)TCˆ(x)Tˆ (x) + Dˆ(x)Tˆ (x)T∂xTˆ (x).
To ensure the wellposedness of the initial boundary value problem (4),
we have to guarantee Dˆ−(x) < 0 < Dˆ+(x) for all x ∈ [0, L]. The fol-
lowing lemma states two sufficient conditions.
Lemma 0.1. Assume that the gPC approximation (KgPC) of the ran-
domly perturbed eigenvalues satisfy one of the following properties:
(i) For all x ∈ [0, L] and ξ ∼ P the gPC approximation satisfies
GK
[
λ¯−
]
(x; ξ) < 0 < GK
[
λ¯+
]
(x; ξ).
(ii) Assume a Karhunen-Loe`ve decomposition of a Gaussian random
field that satisfies
∣∣∣∣E[λ¯±(x; ξ)]∣∣∣∣ > NKL∑
k=1
∣∣∣√λkψk(x)∣∣∣.
Then, the characteristic speeds of the IPVP (4) satisfy
Dˆ−(x) < 0 < Dˆ+(x) for all x ∈ [0, L].
Proof. The first statement is a special case of [35, Th. 2].
(i) For all yˆ 6= (0, . . . , 0)T and basis functions φk the equality
yˆAˆ±yˆ = ±
∫ (√∣∣∣GK[λ¯±](x; ξ)∣∣∣ ∑
k∈K
yˆkφk(ξ)
)2
dP
implies yˆAˆ+yˆ > 0 and yˆAˆ−yˆ < 0. Thus, the symmetric ma-
trix Aˆ+ is strictly positive definite and Aˆ− is strictly negative
definite.
(ii) By exploiding the orthogonality 〈ξk, ξ`〉P = δk,` in the expan-
sion (3), we obtain the matrices
Aˆ± =

∣∣∣∣E[λ¯±(x; ξ)]∣∣∣∣ √λ1ψ1(x) · · · √λNKLψNKL(x)
√
λ1ψ1(x)
∣∣∣∣E[λ¯±(x; ξ)]∣∣∣∣
... . . .√
λNKLψNKL(x)
∣∣∣∣E[λ¯±(x; ξ)]∣∣∣∣

.
These are strictly positive definite according to Gershgorin circle
theorem provided that property (ii) holds.
The presented sufficient conditions are not restrictive in practice, since
characteristic speeds are mostly determined by the speed of sound,
which is much larger than the velocity for relatively slow subsonic gas
flows. The lemma requires that the deviations from the mean of the
stochastic process is sufficiently small. We note that the mean and the
variance are directly given by the gPC modes for normalized orthogonal
polynomials as
E
[
GK
[
λ¯±
]
(x; ξ)
]
= λ±O (x), O := (0, . . . , 0)
T,
V
[
GK
[
λ¯±
]
(x; ξ)
]
= E
[
GK
[
λ¯±
]
(x; ξ)2
]
− E
[
GK
[
λ¯±
]
(x; ξ)
]2
=
∑
k,`∈K
λ±k (x)λ
±
` (x)〈φk, φ`〉P − λ±O (x)2
=
∑
k∈K\{O}
λ±k (x)
2.
Therefore, property (ii) yields∣∣∣∣E[K[λ¯±](x;ω)]∣∣∣∣ > NKL∑
k=1
∣∣∣√λkψk(x)∣∣∣ ≥
√√√√NKL∑
k=1
λkψ2k(x)
= V
[
K
[
λ¯±
]
(x;ω)
]1/2
.
Thus, the coefficient of variation (CV) must satisfy
CV
[
K
[
λ¯±
]
(x;ω)
]
:=
V
[
K
[
λ¯±
]
(x;ω)
]1/2
∣∣∣∣E[K[λ¯±](x;ω)]∣∣∣∣ < 1 for all x ∈ [0, L].
Then, finding L2-solutions† to the augmented systems (4) is a well-
posed problem [4, Th. A.4].
0.4 Lyapunov stability analysis
We look for boundary conditions such that the random Riemann in-
variants are exponentially stable in the sense
E
[∥∥∥GK[R¯](t, ·; ξ)∥∥∥2
]
≤ c e−µt
∥∥∥R¯(0, ·)∥∥∥2 with decay rate µ > 0
and positive constant c > 0. Note that this is a relatively strong stabi-
lization concept that makes both the mean and the variance of devia-
tions decay exponentially fast, since the mean squared error of devia-
tions satisfies the expression
V
[∥∥∥GK[R¯](t, ·; ξ)∥∥∥]+ E[∥∥∥GK[R¯](t, ·; ξ)∥∥∥]2 = E
[∥∥∥GK[R¯](t, ·; ξ)∥∥∥2
]
.
†The interested reader finds a precise definition in [4, Def. A.3].
By exploiding the orthogonality Tˆ T = Tˆ −1 we obtain the relation
E
[∥∥∥GK[R¯](t, ·; ξ)∥∥∥2
]
=
∥∥∥Rˆ(t, ·)∥∥∥2 = ∥∥∥Tˆ ζˆ(t, ·)∥∥∥2 = ∥∥∥ζˆ(t, ·)∥∥∥2.
We observe that the stochastic stabilization follows from the determin-
istic stabilization of the augmented system (4). However, if we compare
the source term C¯ in the underlying deterministic system (1) with the
source term Bˆ in the augmented system (4), we note that the determin-
istic source term is positive semidefinite, whereas this property is not
transferred to the source term Bˆ. Thus, the IBVP (4) involves addi-
tional instabilities that do not arise in the deterministic case, when the
source term acts stabilizing due to friction effects. Recently, conditions
were presented for general linear systems of the form (4) with distinct
characteristic speeds. We summarize these conditions in the following
theorem taken from [4, 20].
Theorem 0.2. Define the weights
w+k (x) :=
h+k
Dˆ+k (x)
exp
(
− µˆ
∫ x
0
1
Dˆ+k (s)
ds
)
,
w−k (x) :=
h−k∣∣∣Dˆ−k (x)∣∣∣exp
(
µˆ
∫ L
x
1
Dˆ−k (s)
ds
) (5)
for k = 1, . . . , |K| and assume positive values µˆ, h+k , h−k > 0 that satisfy
the inequalities
µˆ− 2 min
x∈[0,L],
k,`=1,...,K

√√√√w±k (x)
w±` (x)
∥∥∥Bˆ(x)∥∥∥
 > 0, (6)
e
µˆ L2λmin
∥∥∥DGˆD−1∥∥∥ ≤ 1 (7)
for λmin := min
x∈[0,L],
k=1,...,|K|
{∣∣∣Dˆ±k (x)∣∣∣}
and D := diag
{
h+1 , . . . , h
+
|K|, h
−
1 , . . . , h
−
|K|
}
.
If property (i) or (ii) in Lemma 0.1 holds, the gPC expansion, described
by the IBVP (4) is exponentially stable and satisfies
E
[∥∥∥GK[R¯](t, ·; ξ)∥∥∥2
]
=
∥∥∥ζˆ(t, ·)∥∥∥2 ≤ c e−µt∥∥∥R¯0∥∥∥2 for µ, c > 0.
Sketch of proof. The weights (5) define the Lyapunov function
L(t) :=
∫
ζˆ(t, x)TW (x)ζˆ(t, x) dx with
W (x) := diag
{
W+(x),W−(x)
}
, W±(x) := diag
{
w±1 (x), . . . , w±n (x)
}
.
We define the matrices
H := GˆT
W+(0)Dˆ+(0)
W−(L)
∣∣∣Dˆ−(L)∣∣∣
 Gˆ
−
W+(L)Dˆ+(L)
W−(0)
∣∣∣Dˆ−(0)∣∣∣
 , (8)
M(x) := − ∂
∂x
(
W (x)Dˆ(x)
)
+W (x)Bˆ(x) + Bˆ(x)TW (x). (9)
It is show in [20] that the matrix H is negative semidefinite if inequal-
ity (7) holds and the matrix M is strictly positive definite provided
that inequality (6) holds. For now, we assume
ζˆ ∈ C1
(
[0,∞)× [0, L];R2|K|
)
. (10)
Then, the time derivative of the Lyapunov function is
L′(t) = 2
∫
ζˆ(t, x)TW (x)∂tζˆ(t, x) dx
=− 2
∫
ζˆ(t, x)TW (x)Dˆ(x)∂xζˆ(t, x) dx
− 2
∫
ζˆ(t, x)TW (x)Bˆ(x)ζˆ(t, x) dx
=
∫
ζˆ(t, x)T
[
∂
∂x
(
W (x)Dˆ(x)
)
−W (x)Bˆ(x)− Bˆ(x)TW (x)
]
ζˆ(t, x) dx
−
[
ζˆ(t, L)TW (L)Dˆ(L)ζˆ(t, L)− ζˆ(t, 0)TW (0)Dˆ(0)ζˆ(t, 0)
]
. (11)
Using the linear feedback boundary conditions, the boundary terms (11)
read as
−
[
ζˆ(t, L)TW (L)Dˆ(L)ζˆ(t, L) − ζˆ(t, 0)TW (0)Dˆ(0)ζˆ(t, 0)
]
=
 ζˆ+(t, 0)
ζˆ
−(t, L)
TW+(0)Dˆ+(0)
−W−(L)Dˆ−(L)
 ζˆ+(t, 0)
ζˆ
−(t, L)

−
ζˆ+(t, L)
ζˆ
−(t, 0)
TW+(L)Dˆ+(L)
−W−(0)Dˆ−(0)
ζˆ+(t, L)
ζˆ
−(t, 0)

=
ζˆ+(t, L)
ζˆ
−(t, 0)
TH
ζˆ+(t, L)
ζˆ
−(t, 0)
 .
We denote the smallest eigenvalue of a matrix as σmin and we recall that
the matrix H is negative semidefinite. Then, we obtain the estimates
L′(t) =
ζˆ+(t, L)
ζˆ
−(t, 0)
TH
ζˆ+(t, L)
ζˆ
−(t, 0)
− ∫ ζˆ(t, x)TM(x)ζˆ(t, x) dx
≤ − min
x∈[0,L]
{
σmin
{
W−1/2(x)M(x)W−1/2(x)
}}
L(t)
=⇒ L(t) ≤ e−µtL(0), µ := min
x∈[0,L]
{
σmin
{
W−1/2(x)M(x)W−1/2(x)
}}
.
Since the matrix M(x) is strictly positive definite for all x ∈ [0, L],
there is a positive decay rate µ > 0.
So far, we have assumed differentiable solutions (10) that satisfy bound-
ary conditions. The previous analysis is extended to general L2-solutions
in [4, Sec. 2.1.3]. Since initial values ζˆ(0, x) ∈ C1((0, L);R2|K|) are dense
in L2((0, L);R2|K|), there exists a differentiable sequence ζˆ(k)(0, x) that
converges to initial values ζˆ(0, x) in L2((0, L);R2|K|). This sequence
vanishes for x = 0 and x = L and satisfies the linear boundary condi-
tions. It is shown in [4, Th. A.1] that also the solution is differentiable
and satisfies
ζˆ
(k) ∈ C1
(
[0,∞);L2
(
(0, L)2|K|
))⋂
C0
(
[0,∞);H1
(
(0, L)2|K|
))
.
This regularity is sufficient to obtain the sequence of estimates
L(k)(t) ≤ e−µtL(k)(0) for L(k)(t) :=
∫
ζˆ
(k)(t, x)TW (x)ζˆ(k)(t, x) dx,
which implies L(t) ≤ e−µtL(0) for k →∞.
Remark 1. Note that positive values µˆ, h+k , h−k > 0, which satisfy the
sufficient conditions for exponential stability in Theorem 0.2, may not
exist. This may happen if the length of a pipe is very large. Then, the
gas flow may not be stabilizable by boundary feedback. These issues
arise also in the deterministic case. According to [26, 27], stationary
states exist as smooth solutions on a finite space interval only, until a
critical length is reached. There, a blow-up in the derivatives occurs.
Also explicit conditions have been presented, when certain systems can-
not be stabilized [3, 25].
Another problem are approximation errors by the gPC expansion. An
overview on approximation errors can be found in [30] and an analysis
of the limit K → 0 is found in [24, 23].
0.5 Applications to Gaussian random fields
Gaussian random fields are completely characterized by their mean and
covariance kernel. For any n ∈ N and all z := (z1, . . . , zn)T ∈ Rn the
distribution of the event
{
ω ∈ Ω
∣∣∣ Pr(x1;ω) = z1, . . . ,Pr(xn;ω) = zn}
is given by the multivariate Gaussian probability density
f(z) = 1√
(2pi)n|Σ|
exp
(
− 12(z − µ)
TΣ−1(z − µ)
)
with µ :=
(
E
[
Pr(xi;ω)
])
i=1,...,n
and Σ :=
(
C(xi, xj)
)
i,j=1,...,n
.
A widely used class of covariance kernels that generate strictly positive
definite matrices Σ is the Mate´rn covariance function
Cν(xi, xj) := σ2
21−ν
Γ(ν)
(√
2ν |xi − xj|
λ
)ν
Kv
(√
2ν |xi − xj|
λ
)
.
Here, Γ is the gamma function, Kν is the modified Bessel function of the
second kind, σ2 denotes the variance and λ > 0 is a scaling parameter,
which describes the spatial correlation of the stochastic process. The
sample paths are ν−1 times differentiable [38]. The following cases are
of special importance.
Exponential kernel: C0.5(x, y) = σ2 exp
(
− |x− y|
λ
)
Gaussian kernel: lim
ν→∞Cν(x, y) = σ
2 exp
(
− 12
(
x− y
λ
)2)
The Gaussian covariance yields smooth sample paths. The exponential
covariance kernel describes a stationary Ornstein-Uhlenbeck process,
where sample paths are not differentiable.
The upper panels of Figure 3 show a simulation of random char-
acteristic speeds which are mostly determined by the speed of sound
a ≈ 370 m/s. The mean is plotted as dashed, black line, the 0.95 confi-
dence region CI(x), satisfying P
[
Pr(x;ω) ∈ CI(x)
]
= 0.95, is shown in
grey.
Figure 3: Random characteristic speeds. Upper panels are based on
a stationary Gaussian distribution with mean 370 m/s. Lower panels
account for measurements (green).
Since the density at steady state is decreasing, i.e. ρ¯x < 0, eigen-
values are increasing due to λ¯±x = −q¯ρ¯−2ρ¯x > 0. Therefore, a more re-
alistic simulation is shown in the lower panels of Figure 3, where m = 3
measurements z∗ ∈ Rm at x∗ = (0, 50, 100)T ∈ Rm are included. Intu-
itively, one may think of simulating from a Gaussian distribution and
then rejecting all sample paths that disagree with the measurements.
However, the processes restricted to measurements is again a Gaussian
process Pr∗(x;ω), see e.g. [38, A.2] for the expressions
E
[
Pr∗(x;ω)
]
=
(
C(x, x∗i )
)
i=1,...,m
(
C(x∗i , x∗j)
)−1
i,j=1,...,m
z∗,
Σ =
(
Cov
[
Pr∗(xi;ω),Pr∗(xj;ω)
])
i,j=1,...,n
=
(
C(xi, xj)
)
i,j=1,...,n
−
(
C(xi, x∗j)
)
i=1,...,n,
j=1,...,m
(
C(x∗i , x∗j)
)−1
i,j=1,...,m
(
C(x∗i , xj)
)
i=1,...,m,
j=1,...,n
.
Thus, our presented approach accounts also for measurements.
Figure 4: Karhunen-Loe`ve decomposition for exponential kernel.
Figure 5: Karhunen-Loe`ve decomposition for Gaussian kernel.
The Fredholm integral equation (FI) has been analyzed inten-
sively. In particular, explicit solutions are known for the exponential
and Gaussian kernels [38]. Furthermore, there are software packages
available, for instance the chebfun-package [18], that allow numerical
solutions for general kernels. In any case, the truncation NKL must be
specified. Typical indicators are the explained ratio between the
total variance
NKL∑
k=1
λk∫
C(x, x) dx and pointwise variance
NKL∑
k=1
λkψ
2
k(x)
C(x, x) .
Figure 4 and 5 illustrate these error estimates. The first panels
show the eigenfunctions ψ1, . . . , ψ4. These are smooth functions that
approximate the stochastic process as superpositions in the series ex-
pansion (KL). Thus, more eigenfunctions are necessary to approximate
rough sample paths. Indeed, we observe from the second panels that
eigenvalues λk corresponding to the Gaussian kernel decrease faster
than those corresponding to the exponential kernel. In the case of a
Gaussian kernel, more than 0.99 of the variance is explained with the
choice NKL = 4. In contrast, we would need approximately NKL = 40
terms to obtain the same accuracy for the exponential kernel. The full
tensor basis then has |KT| = (1 + K)40 elements. Even if the sparse
basis (KS) is used, the computational complexity prevents an applica-
tion to random fields with the exponential kernel. We conclude that
although the presented approach accounts for general random fields
including measurements, the computational complexity restricts appli-
cations to those that can be approximated by a relatively small num-
ber NKL of finite random variables.
0.6 Summary
We have considered linear hyperbolic balance law that describe gas flow.
Stochastic influences have been introduced by series of orthogonal func-
tions. A deterministic stabilization concept, which makes deviations at
steady states decay exponentially fast, has been extended to stochas-
tic influences. These can be described by general Gaussian processes.
The computational complexity, however, may prevent an application
to certain random fields.
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