We investigate model theoretic properties of Rm, the partial order of computably enumerable manyone degrees. We prove that all nontrivial nal segments and the set of minimal degrees are automorphism bases, and that some proper half open initial segment is an elementary substructure of Rm ? f1g. This shows that Rm is not a minimal model.
Introduction
Many-one reducibility, introduced by Post 9] , is a rather ne way to measure the relative complexity of subsets of !: X is many-one reducible to Y , written X m Y , if X = f ?1 (Y ) for a computable function f (we assume that f can also assume the values TRUE and FALSE to avoid trivialities). However, it appears naturally in a wide variety of contexts, for instance interpretability of theories and word problems R m is the only c.e. degree structure known to permit a characterization 2], which is an e ectivization of a purely algebraic characterization of D m due to Ershov. As a consequence, both structures have the maximum possible number of automorphisms, 2 2 Model theory of the computably enumerable many-one degrees sense that it forms a single orbit under the action of the automorphism group (the last fact follows from 2]).
Let R ? m = R m ? f1g. We prove that there is an incomplete e 2 R m such that 0;e) is an elementary submodel of R ? m via the inclusion embedding. In particular, R ? m (and hence R m , since 0;e) f1g R m ) has a proper elementary submodel, i.e.
is not a minimal model over the empty set.
We remark that, for the study of enumerable sets, many-one-reducibility is interesting partially because it is closely related to structural properties of an enumerable set. For instance, a maximal enumerable set must have minimal many-one degree (see 7] for a proof). In an appendix, we prove a similar fact for this larger class of r-maximal sets: the many-one degree of an r-maximal set is join-irreducible. (Recall that a c.e. set A is r-maximal i ! is join-irreducible in L (A), the lattice of c.e. supersets of A modulo nite di erences. )
Automorphism bases
We rst introduce some auxiliary notions. An ideal of an upper semilattice is a nonempty subset which is closed downward and under supremum. If I is an ideal in R m , we will say that b is a strong minimal cover (s.m.c.) of I if I = 0;b). In the special case that I = 0;c], we also say that b is a s.m.c. of c. We state a Lemma which is a special case of Theorem 3.1 in Ershov and Lavrov 3] (where a completely di erent notation is used). Inspection of their proof shows that the strong minimal cover is obtained in an e ective way. Lemma In the rest of the paper we will use the terminology and techniques of Denisov 2] (see also Odifreddi 8] ), which we review rst. A main concept is the notion of an L-semilattice, which is a type of distributive upper semilattice with 0; 1 that comes with an enumeration, so that certain e ectivity conditions are satis ed. For instance, one requires that the supremum is given by a computable binary function. Lachlan 4] proved that up to isomorphism the L-semilattices are the initial intervals of R m .
By his proof, each initial interval 0;z] of R m can be turned into an (enumerated) Lsemilattice in a canonical way.
We also need the following tool for the characterization of R m from Denisov 2] , a saturation property of R m . Recall that R ? m = R m ? f1g. 2. Denisov notices that if x;y denote the largest elements of the ranges of g and f, respectively, (so x y) and z is given such that z 6 x, one can achieve that z 6 y. 3 . As an application of the Theorem, if a;b < 1 and f : 0;a] 7 ! 0;b] is e ective (relative to the canonical enumerations of the L-semilattices mentioned above), then, using the forth-and back method, f can be extended to an automorphism of R m . Thus, for instance all the minimal degrees are automorphic. Theorem 2.5 The set of minimal degrees forms an automorphism base for R m .
Proof. We begin with a lemma: Lemma 2.6 Suppose that the L-semilattices 0; e] and R m are e ectively isomorphic. Then the following property holds for e: The following related results will appear in 6]. Let us write y = F 0 (x). F 0 is an e ective map on indices for c.e. m-degrees. Thus F 0 (x) actually depends on the index via which x is given. Iterating F 0 we obtain, by the e ectivity of Denisov's construction, for any x < 1 a u.c.e. chain x < F 0 (x) < F 0 (F 0 (x)) < : : : : In a sense we will obtain e by iterating F 0 on a ! ! many times. The iteration up to ! k gives a degree F k (a) such that 0;F k (a)) k R ? m . The construction bears some resemblance to the re ection theorems from set theory.
Let F 1 (x) be a degree y such that 0;y) = S i 0;F (i) 0 (x)). Such an y can be obtained e ectively in x by applying Lemma 2.1 with a = 0, since we e ectively obtain an index for the 0 (x)). Moreover, x < F 1 (x). In general, suppose that the function F k (x) has been de ned for all x. F k is e ective on indices and F k (x) > x for x < 1. Now let F k+1 (x) be a degree y such that 0;y) = S i 0;F (i) k (x)). Then F k+1 is a function on indices with the same two properties. 
