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We define a new type of formal grammars where the derivation process is regulated by a certain 
function which evaluates the words. These grammars can be regarded as a model for the 
molecular replication process with selective character. We locate the associated family of 
languages in the Chomsky hierarchy, prove some closure properties, and solve some decision 
problems which are of interest in formal language theory and in biophysics. 
1. Motivation, definitions, and examples 
The self-organization of molecular sequences is one step in the evolution of life. 
Following the theory of Eigen, this process is characterized by the replication of the 
sequences, mutations, and selection. 
Let X be a polymer which consists of some monomers (for instance the DNA is a 
double string consisting of 4 types of monomers, and the protein polymers consist 
of twenty units). If there are sufficient monomers A in the medium, the polymer has 
the ability to replicate, i.e. a second molecular sequence of the same structure is 
built: 
X+A+2X. 
Sometimes the replication is not identical; by mutations we get a new molecular 
sequence which differs a little from the original sequence: 
X+A-X+X’. 
We now have a competition, and according to the properties of the biopolymers one 
will succeed (relative or absolute). The following questions are of interest in bio- 
physics: 
(i) Describe the molecular sequences which can originate from a given sequence! 
(ii) Is it possible to derive a given sequence from an other one? 
(iii) How many mutations are necessary in order to derive a certain sequence? 
(iv) Describe the polymers with the property that any mutation gives a worse 
molecular sequence, according to some quality measure on polymers! 
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A mathematical description of the selection process by means of differential 
equations (taking into consideration the stochastic character of mutations) can be 
found in [4] and [5], for instance. In [6] an automaton-theoretical model is 
presented. In this paper we introduce a formal language theoretical model for the 
replication process with mutations and selection. 
Definition 1. A grammar with valuation is a construct G = (K P, a, u) where 
(i) V is a finite nonempty alphabet, 
(ii) P is a finite subset of V x V* (the elements of P are written as x --+ u) l, 
(iii) aE V+, 
(iv) u : V* + iR is a mapping, 
Definition 2. Let G = (V, P, a, u) be a grammar with valuation. Let w E I’+, W’E V*. 
We say that w directly derives w’, written as w * w’, if the following conditions 
hold: 
(i) w=wlxwz, w’=w1z4wz, w;EV*fori=1,2,xEV,UEV*, 
(ii) x + u E P, 
(iii) u(w) < o(w’). 
$ denotes the reflexive and transitive closure of a. 
Definition 3. The language L(G) generated by G is defined as 
L(G)={w:aS w}. 
Example 1. Let Gi = ({a, b}, {a+ a2b}, ab, u,) where 
if wE{a”b”:nzl}, 
otherwise. 
Then we obtain the deterministic derivation 
ab = a2b2 * a3b3 * . . . 
because we can apply the production only to the last a by (iii) of Definition 2. There- 
fore 
L(G,)={a”b”:nzzl}. 
Example2. LetG2=(~P,a,u2)withI/={a,b,c},P={a~a2b,c~c2},a=abc, 
uz(w) = 
i 
l(w) if w~{a”b”c”: n~l}U{a”+‘b”+‘c”: nrl), 
O otherwise 
(f(w) denotes the length of the word w E I’*). We obtain 
L(G2)={a”b”c”:n~l}U{a”+1b”+‘c”:n~l). 
’ V’ denotes the set of all words over V including the empty word A, V+ = V*\ {A}. 
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Example 3. We consider G3 = (V, P, a, v3) where V = {a, b, c}, P = (a + aa, a + ab, 
a + ac, c -+ cc, c + cb}, c = a, and v3 is defined by induction as follows: 
v3(a) = v3(b) = v3(c) = 03(A) = 1, 
and for WE V*, 
v3(waa) = v3(wa), v3(wab) = v3(wa) + 2, 
v3(wac) = v3(wa) + 1, v3(wbx) = v3(wb) for all x E V, 
v3(wca) = v3(wc), v3(wcb)=v3(wcc)=v3(~~)+1. 
We pay attention to 
v3(w~cbxw~)=v3(wlcxw2) for XE {c, b}, wl, w2e V* 
and 
v3(abw) 2 v3(axb w) for x E V, w E V* 
and obtain 
Example 4. Let V be an arbitrary alphabet, w E V+, and let P be an arbitrary set 
of productions. Let v~(w)= 1 and oq(w’)=O for all w’# w, W’E V*. Then Gq= 
(V, P, w, v4) generates L(G,) = {w}. 
Example 5. L, = {aa, bb) is not a language with valuation. Assume the contrary, i.e. 
L, = L(G) for some G = (K P, a, v). We have o = aa or o = bb. In both cases we can 
rewrite only one symbol which gives a word w’ ELI. 
Example 6. Because we can substitute only one symbol, any language with valua- 
tion has the following property: There is a constant C such that, if w E L, there exists 
a w’ EL such that w # w’ and II(w) - I( < C (here we assume that L contains at 
least two words). Therefore L2 = { a2”: n 2 0} is not a language with valuation. 
We now give the interpretation of our concept in biophysical terms. Any letter of 
V represents a monomer. Then the words over V stand for molecular sequences. 
Thus the macro-molecules are coded by V. The axiom cr denotes the sequence at the 
beginning of the evolution. P is a set of mutations, for instance the substitution of 
the monomer x by the monomer y during the replication is described by x+y, the 
adding of a monomer is given by x+xx’. D(W) is a numerical description of the 
quality of the molecular sequence w. (iii) of Definition 2 ensures that we get only 
new sequences with better properties. It is obvious that grammars with valuation are 
not a complete description of the above selection process. We mention some con- 
straints which are made: 
(a) The derivation is purely sequential, i.e. only one mutation is allowed in a 
single step. 
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(b) The stochastic character of mutations is not included. 
(c) If we get a better molecular sequence by a mutation, then the new sequence 
succeeds immediately and absolutely. 
(d) Any derivation gives an improvement of the properties, thus we cannot over- 
come valleys. 
We notice that grammars with valuation are also of interest from the viewpoint of 
formal language theory. The concept of the context free grammar is not satisfactory 
in all cases. Therefore some extensions are defined by restrictions on the derivation 
process (matrix grammars, programmed grammars, grammars with control sets, 
e.g. see [9]). The above concept controls the derivation process by the valuation u. 
Some of the above problems are wellknown and usual in formal language theory, 
too. For instance, (i) is the determination of L(G), (ii) is the membership problem, 
(iii) is the question of derivational complexity as regarded in [2,10,15], and (iv) is 
the determination of the adult language in the terminology of [12,13,20]. 
Let H = (V,, VT, P, S) be a context free grammar. The derivational complexity 
d(w) of a sentential form w of H is defined as the minimal number n such that there 
are words wI, w2, . . . . w,_~ with 
SN’ WI H’ w2 H’ “‘N” w,-1 H’ w. 
We define vH by 
uH(w) = 
L 
d(w) if w is a sentential form of H, 
0 otherwise. 
Then the grammar GH = (I’, U Vr, P, S, vH) is a grammar with valuation, and it 
generates exactly the set of sentential forms of H. The same statement is also valid 
for other types of sequential rewriting. 
2. Grammars with recursive functions as valuations 
2.1. V-languages and final V-languages 
Nowadays we do not know the exact valuation used in nature, and thus we can 
take arbitrary functions with the following restrictions: 
(i) There is an algorithm which calculates the value v(w) for any w E V*. 
(ii) v(w) is a natural number for any w E V*. 
Thus u is a recursive function on V*. Grammars with such valuations are called V- 
grammars. A language L c V* is called a V-language if there is a V-grammar G such 
that L = L(G). By F(V) we denote the family of V-languages. 
We now determine the place of F(V) in the Chomsky hierarchy of the language 
families F(CS), Y(CF), 3(REG) of context sensitive, context free, and regular 
languages, respectively. S-(R) denotes the family of recursive languages. 
In the sequel languages are considered to be equal if they differ at most by the 
empty word. 
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Theorem 1. The following Diagram 1 gives the relation between the language 
families 9(V), 9(R), F(CS), y(CF), and F(REG). 
Diagram 1. Here any language family is represented by a rectangle and all areas are nonempty. 
Proof. (i) Let G = (K P, cr, II) be a V-grammar and WE V*. Let n = u(w) - o(a). 
Then weL(G) if and only if n ~0 and w can be generated in m derivation steps 
where m cn. Therefore, since o is recursive, w EL(G) is decidable, and thus 
F(V) c 9-(R). 
(ii) Let a, bE V. Let L be a language over V contained in F(X)\F(Y), 
X, YE {R, CS, CF, REG}, 9((x) 2 F(Y), such that L contains no one letter word. 
Then L’ = L U (aa, bb} is a language in s(X) \ 9(Y) since F(X) and F(Y) are closed 
under union and intersection with regular sets; and L'$ 9(V) can be proved as in 
Example 5. 
(iii) L, (Example 5) satisfies L, E 9(REG), L1 $ T(V). 
(iv) L(G,) E 9(V) and L(G,) E $(CF)\y(REG) hold for the language of 
Example 1. 
(v) We have L(G2) E T(V) (Example 2). It is obvious that L(G2) E F(CS), and 
using the uuxyz-theorem we can prove that L(G2) $ F(CF). 
(vi) Let L c I/* be a recursive language such that L $ F(CS) and A $ L. We define 
an isomorphic alphabet I/’ = {x’: XE V}. If w =xj,xi ... xjk with xj E V, then w’ = 
x!x! . ..x’ . 
‘I ‘2 Let cr E VU V’. We consider the V-grammar G = (VU V’ U {a}, P, a, u) 
withP=~~-rx’:x’EI/‘}U{x’~x~~‘:x’EI/’,y’EV’}U{x’~x:xEV}, 
1 
l(w) if we(v’)*, 
D(W) = 2&w,) + I(w2) if w = w1 w;, w,, w2 E V*, wI w2 E L, 
0 otherwise. 
Now we obtain 
L(G)=(I”)+U{o}U{w,w;: wrw,~L, w;#1)UL. 
Assume L(G) E F(CS). Then also L(G)n V*=L E Y(CS) since 9(CS) is closed 
under intersection with regular sets. The contradiction proves L(G) E 9(V) \ F(CS). 
(vii) y(REG) fl F(V) # 0 holds by Example 4. 
166 J. Dassow 
It is well known that the use of I-rules x -+ A increases the generative power of 
context sensitive grammars, and on the other hand it is without importance for 
Y(CF). The next lemma gives the corresponding answer for 9(V). 
Lemma 2. There exists a V-language L C_ V+ such that L #L(G) for any V-grammar 
G=(Kfl~,,o) withPcVxV+. 
Proof. It is easy to give a V-grammar G’ generating deterministically the derivation 
aaa * aaab =) aabb q abbb * bbbb * bbb 3 bb. 
Because bbb = aaa and bb * aaa are impossible for any V-grammar G = (K P, a, u), 
we have to have x + A E P for a certain x E V. 
The consideration of words over a special subset of the alphabet is typical for the 
languages in the Chomsky hierarchy and is also used in L system theory. 
Definition 4. L c T* is called an extended V-/-language (EV-language) iff there is a 
V-language L’ c V* such that L = L’ fl T*. 
Y(EV) denotes the set of all EV-languages. 
Definition 5. The final language A(G) (AV-language) of the V-grammar G = 
(V, P, a, u) is defined as 
A(G) = {w: WE L(G), there is no word w’ E V* with w * w’>. 
9(AV) denotes the set of all AV-languages. 
The final language A(G) corresponds to the adult languages in L system theory 
(see [12,13,20]) which are defined as the sets of words which derive only itself (there 
is no valuation). For some types of L systems, it is proved that the family of 
extended languages and the family of adult languages coincide. This is also valid for 
V-grammars. Moreover, we have 
Theorem 3. Y(EV) = 9(AV) = 9(R). 
Proof. (i) F(EV) c 9(R). Let L = L(G) rl T* for some V-grammar G = (K P, o, u), 
T c V. Since w E L(G) and w E T* are decidable properties, w E L is also decidable. 
(ii) Y(AV) c F(R). Let L =,4(G). WE L(G) is decidable, and by application of all 
productions to w we can decide whether or not w can generate a word. Thus 
weA is decidable. 
(iii) Y(R) c 9(AV), 5(R) c P(EV). We consider the construction of (vi) of the 
proof of Theorem 1 which can be done for any L E 9(R) and get L =A(G) = 
L(G) n v*. 
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We define the family of codings of V-languages by 
9(CV) = (15: L = h(L’) for some L’ E 9(V) and some 
length-preserving homomorphism h}. 
Theorem 4. F(CV) = F(V). 
Proof. Let L = h(L(G)) where G = (K P, o, LJ) is a grammar with valuation and h is a 
coding. Using the derivational complexity as above, we can construct a grammar 
G’= (v P’, o, oo) with valuation such that L(G) = L(G’). Now we define H = 
(h(V), P’, 0’) where 
u’(w) = 
min{uo(w’): h(w’)=w} if WEL, 
0 otherwise, 
0’ = h(a), P’={h(x)+h(u):x+uEP}. 
Then L(H) = L. 
As usual in formal language theory we study the closure properties of T(V) under 
the AFL-operation. 
Lemma 5. Y(V) is not closed under union, homomorphisms, inverse homomor- 
phisms and intersection with regular sets. 9(V) is closed with respect o concatena- 
tion and +-operator. 
Proof. (i) Union. {aa} and {bb} are V-languages by Example 4, {aa, bb} $ Y(V) 
follows from Example 5. 
(ii) Homomorphisms. {a, b} E F(V) is obvious. Let h be the homomorphism 
defined by h(x) =x*,x E {a, b}. Then h({a, b})$ Y(V). 
(iii) Inverse homomorphisms. Let G = ({a}, {a + a2, a + a3}, a, u) with 
o(a”) = 
n for odd n and n=2”,mEh\l, 
0 otherwise. 
Then L(G) = {a2”: n 20) U {a2”+‘: m 20). Let h be the homomorphism of (ii). By 
Example 6, h-‘(L(G)) = {a’“: n 20) $ Y(V). 
(iv) Intersection with regular languages. L = {c} U a+ U b+ is a V-language and 
L II { a2, b2} $ F(V). 
(v) Concatenation. Let L and L’ be V-languages generated by G = (K P, a, u) and 
G’ = (V; P’, a, u’). Let H = (K PUP’, aa’, h) where 
h(u) = 
[ 
min{u(w)+u’(w):u=ww’,w~L,w’~L’} ifuELL’ 
o 
otherwise. 
We prove L(H) = LL’. By definition of the valuation h of H, we can generate only 
words of LL’. Therefore we have to prove that any word w E LL’ can be generated. 
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We use induction over h(u). Because h(ao’) <h(u) for any u E LL’ and ocr’~ L(H), 
the first step is done. Let UE LL’, ufaa’. Let u = ww’ be a factorization such that 
h(u)= u(w)+ o’(w). There exists a word wI with wl = w in G (without loss of 
generality we assume w # o here). Since w, w’ E LL’ 
h(w, w’) 5 U(W,) + o’(w’) < v(w) + u’(w’) = h(ww’). 
By induction hypothesis, W,W’E L(H). Thus wiw’ =P ww’ in H, and therefore 
u E L(H). 
(vi) +-operator. Let L E F(V) be generated by G = (V, P, (T, o). Let o = wa, aE V’. 
We consider H = (V, P U {a -+ aa}, CJ, h) where 
h(w) = 
1 
min 
1 
,$ (u(w,)+ 1): w=wlw2... w,, w;eL] if WEL’, 
0 otherwise. 
(The addition of 1 to u(wi) is only necessary, if u(o) = 0.) The rule a + ao ensures 
o=wa+wao=aa=awa*aaa=... 
in H, and now we can prove L+ = L(H) analogously to (v). 
2.2. Some undecidability results 
In this paragraph we shall investigate some decision problems which are of 
interest in biophysics and formal language theory. We give the mathematical 
formulations and, in brackets, a biophysical interpretation of the problems. 
Membership problem. Decide whether or not w E L(G) or w E A(G) for an arbitrary 
V-grammar G. (Does a certain molecular sequence originate from a given 
sequence?) 
Emptiness problem. Give an algorithm which, for an arbitrary V-grammar G, 
decides whether or not A(G) = 0. (Does there exist a molecular sequence which 
cannot be improved by mutations?) We notice that L(G)+0 holds always because 
aE L(G). 
Finiteness problem. Give an algorithm which, for an arbitrary V-grammar G, 
decides whether or not L(G) is finite or A(G) is finite. (Does there exist a finite or an 
infinite number of biopolymers which can be produced by certain mutations under 
selection conditions?) 
Ambiguity problem. Give an algorithm which, for an arbitrary V-grammar G, 
decides whether or not there exist three words w,, w2, w3 E L(G) such that wif Wj for 
i#j and WI * ~3, ~2 * ~3. (Does there exist for a given biopolymer a unique 
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sequence of mutations which derives the given polymer?) If we interprete the deriva- 
tion as a graph, where the words of L(G) are the nodes and a directed edge from w 
to w’ exists iff w * w’ in G, then the ambiguity of G has the meaning that the 
associated graph is not a tree. 
Aim existenceproblem. Let G be a V-grammar. If there exists a word w EL(G) such 
that w’ i w for all w’EQG), it is natural to say that w is the aim of the derivation 
process. In many cases the aim will be only a potential aim (for instance the V- 
grammar G=({0,1),{0-+00,0+1},0,~), where u(w) =n iff w is the binary 
representation of n, has the potential aim lw, which is the word of infinite length 
consisting of l’s only). Therefore we define that the V-grammar G has an aim iff, 
for any two different words w, w’ EL(G), there is a word u EL(G) such that w 3 u 
and w’ % u in G. The problem is the following one: Give an algorithm which, for 
any V-grammar G, decides whether or not G has an aim. (Is any mutation a step to a 
certain (potential) molecular sequence?) 
Equivalence problems. Give an algorithm which, for any pair of V-grammars G, 
and GZ, decides whether or not L(Gi) =L(G2). In the general case the grammars 
have only the alphabet in common. We shall consider two special equivalence 
problems where only the set of productions and the axiom or only the valuations can 
differ. Thus we obtain Equivalence Problem I: Give an algorithm which, for any 
pair of V-grammars Gi = (V, PI, ol, u) and G2 = (V, PI, cr2, o), decides whether or not 
L(Gi) = L(G2) and the Equivalence Problem 2: Give an algorithm which, for any 
pair of V-grammars Gi = (V, P, o, 0,) and G2= (r/ P, o, u2), decides whether or not 
L(G,) = L(G2). (Given two different sets of mutations or two different selection 
characters do they yield the same set of macromolecules?) The equivalence problems 
can be stated also for the final languages, i.e. decide whether or not A(G,) =A(G2). 
In order to solve some of these problems we make use of the Post Correspondence 
Problem (PCP): Let R = { ~1, ~2, . . . . w,} and S = {ui, u2, . . . . u,} be two sets of 
nonempty words over V, card(V) 2 2. Does there exist a sequence il, i2, . .., ik of 
natural numbers such that w;, w;~ .-* wik = u;, Ui2 -a. Uik. It is known that there is no 
algorithm which solves the PCP for any pair R and S. We shall also say that w E V+ 
is a solution of the PCP iff w = Wi, Wi2 -** Wik = Uil u,~ **a .Uik. It is decidable whether or 
not w is a solution of the PCP. 
In the last paragraph we have already proved 
Theorem 6. The membership roblem for V-languages and final V-languages is 
decidable. 
Theorem 7. The finiteness problem for V-languages is undecidable. 
Proof. For any two sets R = {w,, w2, . . . . wS} and S = {ui, u2, . . . . us}, let GA,s = 
(VU{c},P,c,o) be theV-grammar withc$V, P={c+c2}, and 
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0 if there is a solution w’ of the PCP with respect 
D(CW) = to R and S such that f(w’) <f(w), 
1 + 1(w) otherwise. 
Then L(GA,s) is finite if and only if there is a solution of the PCP. The undecida- 
bility of the PCP implies the undecidability of the finiteness problem for V- 
languages. 
Theorem 8. The emptiness and finiteness problem for final V-languages are 
undecidable. 
Proof. For R = {w,, w2, . . . , w,) and S = {ui, u2, . . . . uS}, we consider the V-grammar 
G&=(VU{c,d},P,c,o) withc,deV, 
P={c+ wRcu;: iE{1,2, . . ..s}}U{c+d}. 
and 
u(w) = 
I(w)+ 1 if we {uRdu: UE V’}, 
I(w) otherwise 
(wR denotes the reversal of IV). We obtain L(Gi,s) =Mi UM2 where 
M,={W~W~_, --~W~CUj,U;2*-*Z4ik: il,i2, . . . . ikE(l,2, . . . . S},kZO}, 
M2={~~~~~,...~~d~i,~i~...~i~:il,i~ ,..., ik~{l,2 ,..., s},k~O, 
W' W' 
‘1 ‘2 
“‘Wik=Ui,U’ 
‘2 
m*“Ui,} 
and A(G&) =M2. Therefore A(G&) = 0 if and only if the PCP has no solution. 
Because the PCP is undecidable, we have proved the undecidability of A(G) = 0. 
Since the PCP has no solution or an infinite set of solutions, the undecidability of 
the finiteness problem follows from the undecidability of the emptiness problem. 
Theorem 9. The ambiguity problem for V-grammars is undecidable. 
Proof. Our concept of ambiguity coincides with the usual ambiguity concept for 
linear (context free) grammars. Therefore we can use the proof of Theorem 2.4 (xii) 
of Chapter VII in [18] using the additional valuation 
u(w) = 
0 if w=Xo, 
i(w) otherwise. 
Theorem 10. The aim existence problem for V-grammars is undecidable. 
Proof. Let R, S, c, d be as in the proof of Theorem 8, and let Gi, s = (VU {c, d}, P, C, O) 
where 
c 4w) 
v(w) = 
i 
l(w) + 2 
l(w) + k 
0 
Grammars with valuations 
if w E cV*, 
if w E V* and w is a solution of PCP, 
if w E c&V*, 
otherwise. 
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If M denotes the set of solutions of the PCP, we have 
L(Gi,J = u c&V*UM. 
k,O 
If wl=cd”uI, ~~=cd~~~,andr=rnax{l(w~), 1(w2)}, weobtain w1 acd’and w23cd’ 
using x -+ d and d + d2. If w E M, we cannot derive a word from w. Thus G has an 
aim if and only if M = 0. 
Theorem 11. The Equivalence Problems I and 2 are undecidable for V-grammars. 
Proof. Equivalence Problem 1. We modify the proof of the undecidability of the 
equivalence problem for sentential forms of context free grammars in [17]. We use 
the V-grammars given by the alphabets, the production sets, and the axioms of [ 171, 
and the fixed valuation 
v(w) = 
i 
I(w) + 1 if w contains the letter D, 
l(w) otherwise. 
It is obvious that the same languages are generated as in [17], and therefore the 
undecidability follows from the result in [17]. 
Equivalence Problem 2. Let R, S, G, P, c, d be as in the proof of Theorem 8, and 
define v’(w) = I(w). Then G& = (VU {c, d}, P, c, v’) generates M, (see the proof of 
Theorem 8). Thus L(G&) =L(G&) if and only if M2 =0 if and only if the PCP has 
no solution. 
Using the languages defined in the proof of the last theorem and the construction 
of (vi) of the proof of Theorem 1 we can prove the undecidability of the equivalence 
problems for final V-languages. 
3. Grammars with weighted length as valuation 
It is obvious that the negative decision results of the last paragraph follow by the 
large variety of valuations. In this chapter we shall consider a very simple type of 
valuations, weighted length, i.e. for any letter a E V, we define a weight v(a) and put 
u(al a2 ... a,) = i v(a;). 
i=l 
A grammar with valuation is called a W-grammar if v is a weighted length. L c V* is 
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a W-language iff there is a W-grammar which generates L. Y(W) denotes the set of 
all W-languages. In [9] and [16] the authors consider pure context free grammars 
and their associated languages. They differ from the grammars with valuation only 
in the following: (i) the derivation process is not regulated by a valuation, (ii) cr is a 
set of words over V. 
First we shall prove the following statement: L is a W-language if and only if L is 
generated by a A-free pure context free grammar with a single axiom. 
Let G = (V, P, a, u) be a W-grammar. If P’= {x-+ u: x+ u E P, u(x) < (u)}, then 
the pure context free grammar H = (V, P’, a) generates L(G), and His A-free because 
u(A) = 0. 
Conversely, let L = L(H) for a A-free pure context free grammar with a single 
axiom,H=(V,P,a).WesaythataEVandbEVareequivalentiffa$band~$a 
in H. By [a] we denote the equivalence class of a. We put [a] <’ [b] iff [a] # [b] and 
a 3 6. Further we define a total order < on each equivalence class. Then we extend 
< to an order on V by a< b if [a] <‘[b]. We define the weight u of the letters in the 
interval [l, 41 such that u is monotone with respect to <. Let d be the smallest 
element in [a] with respect to <. For w = ala2 ... a,, we define w = did2 ... d,. Then we 
Put 
It is easy to prove that the grammar G = (v P’, a, u) with valuation generates L(H). 
Our construction of the valuation gives us the possibility to choose a valuation 
with rational numbers as range, and by multiplication with an appropriate integer, 
we can choose u such that u(w) is an integer for all WE V*. 
The following Diagram 2 shows where T(W) is situated. 
F(REG) 
/ 
Diagram 2. Grammars with valuations 
Using the above method we can prove that the following statements are equivalent: 
(i) L is a context free language, 
(ii) L is a final language of a W-grammar, 
(iii) L is the extended language of a W-grammar. 
By the results of [7], we have F(CW) $3(CF) and Y(W) $ F(CW) can be proved 
easily by the use of a one-letter alphabet. If we take into considerations the known 
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results on sentential forms of context free grammars [ 1,17,18] and pure context free 
grammars [9,16], we can prove the following assertions: 
F(W) is not closed under any AFL-operation. 
The following problems are decidable for W-languages and final W-languages: 
the membership problem the emptiness problem, the finiteness problem. The 
ambiguity problem and the two equivalence problems are undecidable for W- 
grammars. 
4. Concluding remarks 
We have defined and investigated grammars with valuations. Especially, the 
paper deals with hierarchy and decision problems. However, it reflects only the 
mathematical aspects of the problems although they are motivated by the evolution 
of macromolecules. In order to obtain results which are important for practical bio- 
physics one has to restrict to special classes of valuations, i.e. triplett valuations, 
which enable a comparison with experimental data. Further, the deterministic case 
is of interest. It will be considered in a subsequent paper. Some results in this 
direction are already given by Ehrenfeucht and Rozenberg [8]. 
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