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ABSTRACT
We propose a new framework, called piecewise linear separation, for blind source separation of possibly degenerate mix-
tures, including the extreme case of a single mixture of several sources. Its basic principle is to : 1/ decompose the
observations into “components” using some sparse decomposition/nonlinear approximation technique; 2/ perform sepa-
ration on each component using a “local” separation matrix. It covers many recently proposed techniques for degenerate
BSS, as well as several new algorithms that we propose. We discuss two particular methods of multichannel decomposi-
tions based on the Best Basis and Matching Pursuit algorithms, as well as several methods to compute the local separation
matrices (assuming the mixing matrix is known). Numerical experiments are used to compare the performance of various
combinations of the decomposition and local separation methods. On the dataset used for the experiments, it seems that
BB with either cosine packets of wavelet packets (Beylkin, Vaidyanathan, Battle3 or Battle 5 filter) are the best choices in
terms of overall performance because they introduce a relatively low level of artefacts in the estimation of the sources; MP
introduces slightly more artefacts, but can improve the rejection of the unwanted sources.
Keywords: degenerate blind source separation, piecewise linear separation, sparse decomposition, nonlinear approxima-
tion, Best Basis, Matching Pursuit, denoising, Wiener filter, masking, clustering
1. INTRODUCTION
Source separation is a problem that arises when one or several sensor(s) record data to which can contribute several
generating physical processes. Perhaps the most striking example of BSS problem consists in recovering the contributions
of several musical instruments to a stereophonic audio recording. If we denote by the signal emitted by the -th
instrument ( ) and the data recorded on the -th channel of the recording (here ), we
can make the (simplistic) instantaneous linear mixture model
and try to recover the source signals from the two mixtures . More generally, Blind Source Separation
consists in recovering unknown sources from instantaneous mixtures . The instantaneous
linear mixture model is conveniently expressed using the matrix notation
(1)
or where is additive noise. Note that as a general notation in this paper, we will use bold letters to denote
variables that are “multichannel”, such as or the mixing matrix , and plain letters to denote variables that correspond
to only one channel, such as . Note also that we consider real or complex data (signals and matrices).
Considering the case of discrete signals of samples ( ), with the assumption that there is no noise
( ), BSS can be seen as a factorization problem : the matrix should be factored into the matrix
and the matrix . This is obviously an ill-posed problem, and its solution cannot be defined without additional
assumptions, on the sources (such as independence [1] and positivity [2]) or on the mixing matrix.
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The most widely studied BSS situation is the (over)determined case where there is at least as many mixtures as there
are sources, i.e. . In this case, estimating the mixing matrix is sufficient to get an estimate of the sources, and the
standard methods (see [1] and the references therein) have essentially the following structure : an estimate of the mixing
matrix is obtained (by optimizing some contrast function which is generally highly nonlinear, or by joint diagonalization
of higher order cumulants; the (pseudo)inverse of the mixing matrix is applied to the mixtures to estimate the
sources as , i.e.
If there is no noise ( ) and a perfect estimate of is available, these methods provide perfect recovery of the sources.
In general, there are however intrinsic limitations [3] to the accuracy of the estimation of .
In this paper we are particularly interested in the degenerate case . In this case, even if it is still possible [4]
to estimate the mixing matrix, the knowledge of is not sufficient to estimate the sources, because (as noted by [5]) the
equation has an affine set of solutions. To select a prefered solution in this set, one can still choose to rely on a
demixing matrix , i.e. . However the performance of such a linear separation in the degenerate case has intrinsic
limitations [6] : “good” estimators of unknown sources from degenerate mixtures are necessarily nonlinear.
Recently, several algorithms for the separation of more sources than mixtures have been proposed [7–11]. They rely on
some joint representation of at least mixtures in some signal dictionary, followed by a clustering technique which
is often used to build binary masks. Similarly, in the interesting (but somehow extreme) case where only one mixture is
available, Roweis [12] proposed to build binary time-frequency masks based on Hidden Markov Models (HMM) of the
sources. Benaroya [13–15] combined HMM with Gaussian Mixture Models (GMM) of the sources to replace the binary
masks by “adaptive Wiener filters”, and Jang et al. replaced binary masks with weights based on generalized Gaussian
models of the sources [16].
We propose a general framework, called piecewise linear separation, for the separation of possibly more sources than
sensors. It generalizes the techniques for degenerate BSS that we have mentioned above. In Section 2 we introduce
our framework which is based on two elements : the choice of a decomposition of the observed mixtures into components
(based, e.g., on classical time-frequency or time-scale methods such as frame decompositions, Best Basis, Matching Pursuit
or Basis Pursuit); the choice of local separation matrices to estimate the components of the sources from those of the
mixtures. In Section 3 we discuss the possible multichannel decompositions that will serve as the first element of piecewise
linear separation, and we detail two methods based on the Best Basis and Matching Pursuit algorithms. In Section 4
we discuss the computation of the local separation matrices, assuming the mixing matrix is known, based on some
Bayesian priors for the sources. In Section 5 we perform numerical experiments to compare the performance of some
combinations of decomposition methods and local separation strategies. We conclude by discussing what seem to be the
main challenges as well as the most promising research directions to design better algorithms within the piecewise linear
separation framework.
2. PIECEWISE LINEAR SEPARATION
Several authors have proposedBSS algorithms for the possibly degenerate case that are based on some time-frequency/time-
scale representation of the data followed by binary masking [7, 8, 11, 12]. The underlying model is that at most one source
is “active” in each component of the representation. In the one microphone setting, some authors [13–16] proposed to
replace binary masking with some smoother form of filtering, where each component is split adaptively to obtain the
components of the sources. Here we want to gather the main ideas that have emerged and propose a global framework
for degenerate BSS : piecewise linear separation. The key observation is that a good data representation often makes it
possible to decompose a single degenerate BSS problem into several (over)determined problems. The basic principle is
simply to :
1. decompose the observations into “components” ;
2. perform separation on each component using a “local” separation matrix.
Before we discuss how to perform these two steps, let us see how piecewise linear separation works in an ideal case.
2.1. Ideal model; some notations
Let us assume the sources can be expressed as a sum , which may be written componentwise ,
where we will call the -th “component” of the source . For example, if is an orthonormal
basis we have such a decomposition with . More general decompositions will be considered in
Section 3. Assume in addition that for each component, the set of “active” sources is known and
contains at most entries. From the noiseless mixing model , we easily derive a decomposition of
the observations, with where is the card matrix with columns , ( is the
-th column of the mixing matrix ), and is the card matrix with rows , . Thus, there exist a split of
the original problem into an equivalent collection of subproblems :
Because card , each subproblem is (over)determined, so we get
(2)
(3)
The ideal case requires a noiseless problemwith several assumptions that are generally unrealistic. We are indeed supposed
to know :
the mixing matrix ;
how to decompose so as to “match” the decomposition of ;
the set of “active” sources on each component, which should satisfy card ;
Under these ideal assumptions, we have seen that it is possible to perfectly recover the sources.
2.2. Principle of piecewise linear separation algorithms
Of course, real BSS problems may include additive noise and, most of all, they are blind :
the mixing matrix is unknown;
it is not known in advance which (and how many) sources are “active” in which component;
it may not be possible to claim that only one source is active in each component;
in the extreme –but interesting– one microphone setting, one may even have to relax the assumption that at most
sources are active on one component.
Consider for example the separation of instruments in a commercial musical recording. Not only are the sources
dependent (at least at a high level point of view : they follow the samemusical score), they are also temporally synchronized
and have common harmonics, so there almost certainly exist time-frequency components that contain contributions of
several sources. If one ever wants to address audio BSS problems of this nature (and it seems to be the implicit dream of
almost every researcher in the field of BSS!), the assumption that at most one source contributes to each component is not
quite realistic.
We propose the following general algorithmic structure for piecewise linear BSS, where some of the steps may be
performed jointly :
1. Compute a decomposition ;
2. Compute local separation matrices for each ;
3. Recover the sources
(4)
In Section 3 we discuss the decomposition step (step 1), which may rely on nonlinear approximation and sparse decompo-
sition techniques. The local separation step (step 2) is probably the most critical one. In Section 4 we discuss how it can
be performed based on Bayesian priors when one knows an estimate of the mixing matrix . Estimating is a problem
by itself which can be adressed by various techniques [4, 7, 17–20] but its not dealt with in this paper.
Before we discuss both steps and show that that this general framework covers many recently proposed algorithms, let
us emphasize that it also makes it possible to design new algorithms that :
deal with more than one “active” source per component (and sometimes even more than sources, such as in the
one microphone setting);
decide globally which sources are active in which component, by taking into account the dependencies between
components (harmonic relations, persistence of instantaneous frequency across time, persistence of transients across
scale, . . . ) rather than making independent decisions for each component.
3. MULTICHANNEL SIGNAL DECOMPOSITIONS
Besides the raw (time-domain) representation of a signal, there are many ways to decompose a (monochannel) signal :
linear time-frequency/time-scale transforms such as wavelets bases, wavelet frames, Gabor frames, Wilson bases [21];
adaptive methods using local cosine bases, wavelet packets, with the Best Basis algorithm [22]; dictionary decomposi-
tions using Matching Pursuit [11, 23] or Basis Pursuit [24]. In this section we discuss how these monochannel signal
decompositions can be adapted to get multichannel ones.
3.1. Notations
First, let us introduce a few notations. For multichannel signals ( denotes the real transpose
while denotes the Hermitian transpose) and with an arbitrary number of channels we
define the inner product and its associated norm
(5)
(6)
where denotes complex conjugation.
3.2. Frame decompositions
Frames are families of “atoms” such that for all (monochannel) signals where
and . For any frame, there exists a dual frame such that every signal has the frame decomposition
For multichannel signals (of any dimension ) we define, (by abuse
of notation we use the same notation for all dimensions )
and get the desired multichannel decomposition With such a decomposition, solving the initial BSS prob-
lem (1) is equivalent to solving the collection of “sub-problems” (notice that and have
rows while has rows).
The most basic frame decomposition is the trivial representation where the atoms are simply Diracs ,
it is used in Van Hulle’s clustering approach to degenerate BSS [7]. Another classical transform is the Short Time Fourier
Transform (STFT) used in the Degenerate Unmixing and Estimation Technique (DUET algorithm) of Jourjine et al. [8].
To the STFT correspond time-frequency atoms localized at time and frequency (see, e.g.,
the book of Mallat [21]). All sorts of Gabor and wavelet frames as well as local cosine bases or wavelet packets bases can
be used similarly.
3.3. Other linear decompositions
Instead of decomposing the signals along “atoms”, it is also possible to cut them linearly into larger pieces (or “molecules”)
that correspond to higher dimensional subspaces of the signal space. For example, in overlap-add methods (OLA), it is
classical to decompose a signal into windowed pieces where the shifted windows sum to one.
Similarly, it is possible to decompose a signal into subbands using a family of filters. For example, based on an orthonormal
basis of wavelets [21] one can build :
Which linear decomposition is better for piecewise linear separation certainly depends on the nature of the sources, and
it requires numerical experiments on large databases to choose a linear representation that is well adapted to a target
application. For instance, DUET [8] is based on the STFT on the ground that independent audio sources seem to be
quasi “W-disjoint orthogonal” [25, 26], while Jang et al. [16] rely on sparse coding [27–31] to compute the representation
used for their algorithm. As an alternative to selecting a priori the linear transform based on knowledge of the class of
sources we want to separate, it is possible to choose it adaptively depending on the observed mixtures , using nonlinear
optimization techniques such as Best Basis [22] (BB) or Matching Pursuit [11, 23] (MP).
3.4. Best orthogonal basis
Assume we have at hand a “library” of orthonormal bases and some cost function that predicts the performance of a
basis for a target application. The principle of Best Basis (BB) is simply to pick up the best basis
in the library according to the cost function. When the target application is the nonlinear approximation of a monochannel
signal , a typical cost function will be, for :
where is some concave function [21]. Such cost function will be small when the energy of is well concentrated on a few
coefficients, and it will take the largest value when the energy is spread equally on all coefficients. For nice tree-
structured libraries such as wavelet packets or local cosines, the best basis can be foundwith a fast search, provided that the
cost function is additive [22]. Once the basis is selected, we can perform the decomposition
using the linear transform corresponding to , i.e.
In the case of multichannel signals, assume we have at hand some cost function . We can adopt the BB strategy
by selecting and decomposing with
The most straightforward choice of a cost function is certainly
where measures the joint energy of the channels, and each term gives the
relative amount of joint energy that is carried by the -th component.
3.5. Basis Pursuit
Zibulevsky and Pearlmutter [9] proposed BSS algorithms based on sparse decompositions of the sources in some redundant
signal dictionary of atoms . The dictionary typically consists in a family of time-frequency
atoms , or wavelets , etc, but other less standard dictionaries can be considered thay may be
estimated from training data [27–32] or may combine several classical dictionaries into a larger one [23, 33–35]. Because of
the assumed redundancy of the dictionary, any monochannel signal has infinitely many representations
with coefficients , so one has some freedom in choosing the most convenient set of coefficients. Zibulevsky and
Pearlmutter choose a “sparse” decomposition among all the possibilities according to some “sparseness” criterion, which
is derived in [9] from a probabilistic model of the unknown coefficients. When the sparseness measure is the norm
(it corresponds to a Laplacian model on the unknown coefficients), the coefficients are recovered using Basis Pursuit
(BP) [24]. They are generally computed with Linear Programming algorithms which are computationally intensive. In
the multichannel case, Zibulevsky and Pearlmutter [9] propose a joint estimation of the sources and the matrix via a MAP
optimization under the Laplacian model.
3.6. Matching Pursuit
BP is computationally intensive and tricky to implement with arbitrary dictionaries, even in the monochannel case. To
the opposite, the Matching Pursuit algorithm is quite generic and easy to implement, as well as easily generalized to
multichannel decompositions. Moreover, it shares some of the good properties of Basis Pursuit for the perfect recovery
of very sparse expansions in well-behaved dictionaries [36–39]. Matching Pursuit (MP) [23] is a strategy that selects a
sequence of indexes of atoms, and iteratively computes some residuals (starting from ) as
(7)
In MP the sequence is iteratively selected depending on the signal :
(8)
Hence, after iterations, is decomposed as
The author proposed a version of the Matching Pursuit for stereophonic audio signals [11] which we readily extend to an
arbitrary number of channels. After iterations, it provides a decomposition of with
(9)
(10)
As a natural extension of the monochannel case, we propose to select the indexes as
(11)
so as to pick up at each iteration a component that carries as much as possible of the joint energy of the multichannel
residual. Such a multichannel MP shares the same convergence properties as the monochannel one [11, 40], that is to say
.
4. FROM BINARYMASKING TO LOCAL LINEAR SEPARATION
The first step in piecewise linear separation is a decomposition step, and we have seen several possible choices to perform
it. In this section we discuss the second step, that is to say the computation of local separation matrices . As mentioned
in the introduction, there are methods to estimate the mixing matrix even in the degenerate case [4, 7, 17–20]. However,
in the degenerate case, the knowledge of the mixing matrix is not sufficient to recover the sources [5]. In this section, we
want to concentrate on source recovery, so we assume that an estimate of the mixing matrix is available. Choosing a
particular solution in the affine set of solutions to the equation requires prior models of the sources, and the
selection can rely on Bayesian estimators. In this section, we model the noise as Gaussian, spatially and temporally
white, with sample variance . Then, the Maximum A Posteriori (MAP) estimator is
MAP (12)
where , while the Conditional Mean (CM), which minimizes the mean square error, is
(13)
Because denoising is certainly the most classical source separation problem, we start this section by showing how two
classical denoising techniques, hard-thresholding and Wiener filtering, fit in the piecewise linear separation framework.
In the remainder of the section we propose several prior models of the sources, which lead to various choices of local
separation matrices. We recover as special cases some known techniques such as binary masking [7, 8, 11, 12], separation
by sparse decompositions [9, 10] and adaptive Wiener filtering [13–15], but also get new possibilities. In Section 5 we will
compare the performance of combinations of some of the decomposition methods proposed in Section 3 with some of the
local separation strategies introduced below.
4.1. Denoising
We consider an observed signal ( is the source of interest, is the noise) and the corresponding mixing
matrix is . In the hard-thresholding strategy the source of interest is estimated by : 1/ computing the components
where is an orthonormal basis (e.g., an orthonormal wavelet basis [21]); 2/ deciding whether
is active in by testing whether where is a threshold, and applying the local separation matrices
if is considered active, if it is not. Wiener filtering can also be seen as a piecewise linear separation
algorithm : the components correspond to the Fourier decomposition with and
we assume all sources are simultaneously active with known variance . Local separation matrices
are expressed as
4.2. Binary masking
The masking approaches to degenerate BSS [7, 8, 11, 12] estimate from a piece of the observations
by : 1/ estimating the index of the only “active” source in the -th component;
2/ recovering the sources by “masking” the components of one of the observed channels :
(14)
The choice of which channel is masked is arbitrary. Binary masking can be seen as piecewise linear separation with
and the decomposition is either the raw data [7], a STFT [8, 12] or adaptive time-frequency
representations [9–11].
When only onemixture is available, Roweis [12] proposed to estimate themasks usingHiddenMarkovModels (HMM);
when at least two mixtures are available, they can be estimated by exploiting the so called spatial diversity through clus-
tering [7, 8, 11]. Spatial diversity can still be exploited when more than one source may be active in each component [10],
provided that card where is called the hidden activity state of the sources on the -th compo-
nent. Below we propose different strategies to estimate the hidden activity state depending on the choice of a prior model
.
Disjoint orthogonal model. The most common assumption on the hidden activity states is that card , i.e. exactly
one source is active in each component (in DUET [8], this is called “W-disjoint orthogonality”). This corresponds to a
prior probability . Based on this model, for each hypothesis , Eqs. (2)-(3)) give
the Maximum Likelihood (ML) estimate of the “would be active” source
where is the -th column of the mixing matrix (remember we assume is known). Thus, the MAP estimate of the
hidden activity state is with
(15)
Eventually the sources are estimated piecewise linearly as
(16)
i.e. with local separation matrices
(17)
Note that, to the opposite of Eq. (14), there is no need to arbitrarily choose the channel that is masked : the components
of the sources are estimated by projecting orthogonally the components of the mixtures onto the direction of the corre-
sponding column of the mixing matrix. We will compare numerically in Section 5 the performance of separation based on
Eq. (14) and Eq. (16).
Other models. With any prior on the hidden activity state such that card , for each hypothesis on
, piecewise linear separation is given by Eqs. (2)-(3), hence the MAP estimate of is
with where is the variance of the noise on the -th component. For example, if
and , then the usual choice given by Eq. (15) is replaced by
whenever
This is similar to denoising by hard-thresholding [41, 42], where small components are considered as pure noise.
In [9, 10], BSS algorithms based on sparse decompositions are proposed. It is not difficult to check that these algorithms
recover the sources piecewise linearly just as in Eqs. (2)-(3): the hidden activity state , which satisfies card ,
is estimated by minimizing . The underlying model is Laplacian for the source components and uniform over all
hidden activity states of size .
Masking based on structure. When only one channel is available, spatial diversity can no longer be exploited to compute
the binary masks. Instead, other prior information has to be exploited. One possibility is to use global priors that may
take the form of HMM [12]; another one consists in using the fact that different sources may yield different “types” of
components. For instance, on single channel audio signals, transients and sustained parts can be separated based on a
Matching Pursuit decomposition with a Gabor dictionary [43, 44]; similarly, it is possible to separate edges from textures
in images [34] using the fact that each of theses “sources” has a sparse representation in a different basis [33], and the basis
corresponding to different sources are “incoherent”. Recent results on sparse decompositions and nonlinear approximation
with dictionaries [36, 37, 39, 45–49] have given theoretical ground to these techniques which, again, have a piecewise linear
form: after a nonlinear decomposition step, each component is used to recover the source to which it belongs.
4.3. Smooth masking
In theory, binary masking techniques can perfectly recover sources that globally linear BSS algorithms cannot recover. In
practice, because the underlying model is not perfect, they often introduce artifacts due to the introduction of unnatural
zeroes in the representation of the estimated sources. For audio sources, this leads to artifacts similar to the well known
“musical noise” or “pipe noise” which is commonly encountered in transform-based coding.
Some authors [13–16] have proposed algorithms for single channel BSS based on “smoother” forms of masking that do
not bring in the thresholding effect of binary masks. In these approaches, training data is first used to learn the parameters
of generalized Gaussian models [16] (resp. Gaussian mixture models (GMM) [13–15]) of the two sources; separation is
done piecewise linearly on new data with , where is estimated by a MAP approach [16] or by
combining different Wiener filters [13] to get the conditional mean (CM) estimator (see Eq. (13)).
When no training data is available, one has to design other techniques that rely on a more generic prior model with few
or no parameters to estimate. With this aim, we propose a “smooth masking” strategy which, by analogy with GMM, we
call Masking Mixture Model. It is based on hidden activity state models just as in binary masking, but MAP estimation is
replaced by CM.
Masking Mixture Models (MMM). Assume we are given a prior on the hidden activity states such that
card . For each hypothesis on , Eqs. (2)-(3) provide implicitly a local separation matrix .
The CM estimate of is with
(18)
where we can compute the likelihood using the fact that
In this strategy, the only parameter to adjust is the variance of the noise. In the limit where we recover the binary
masking strategy, but additional research is necessary to find out good strategies to adjust .
5. SOME EXPERIMENTALRESULTS
So far, we have introduced several pieces (decompositionmethods and local separation strategies) that can be assembled to
make BSS algorithmswithin our proposed global framework of piecewise linear separation. In this section we gather the re-
sults of some experiments of source separation obtained with different combinations of these pieces. The experiments were
performed on a stereophonic (M=2) instantaneous mixture of three normalized sources ( cello, drums, piano,
the sampling rate was and the number of samples was which corresponds to a duration of about ) with
knownmixingmatrix. In all experiments, we have used explicitly the knowledge of to perform the local separation based
on the various strategies. Estimating is a difficult problem by itself, but the goal of these experiments is to compare the
decomposition methods and the local separation strategies independently of the quality of the estimate of . The dataset
(original sources, mixing matrix, mixtures) of the experiment is available online [50] and was already used in the papers
[6, 11].
Method SDR SDR SDR SIR SIR SIR SAR SAR SAR
best globally linear
BB (cosine packets)
BB (Beylkin)
BB (Vaidyanathan)
BB (Battle 3)
BB (Battle 5)
MP (2400 atoms), left masking
MP (2400 atoms), right masking
MP (2400 atoms), projection
Table 1. Comparison of the performance of some piecewise linear separation algorithms on an instantaneous stereophonic mixture of
three sources. For each decomposition method, we applied the local separation strategy corresponding to Eq. (16) based on the true
mixing matrix. We measured SDR SDR as well as the corresponding SIR and SAR figures. The performance of the best
global linear separation is indicated as a reference.
5.1. Evaluation criteria
It is well known that blind source separation can only recover the sources up to gain and permutation. Letting apart the
permutation problem, because of the unknown gain factor, a plain SNR does not display correctly
the separation performance, and many authors instead use the SNR between and . We showed in [6] that even
this modified performance measure does not scale intuitively : in the worst case, when the estimate is orthogonal to the
true source, it yields an SNR of only dB. Instead, a slight modification called the Source to Distortion Ratio (SDR) [6]
scales from dB to dB :
SDR (19)
Moreover, in the degenerate case, efficient BSS algorithms are nonlinear because a perfect globally linear separation is
impossible. In [6] we proposed two other measures, the Source to Interference Ratio (SIR) and the Source to Artefacts
Ratio (SAR) that measure respectively the amount of distortion due to remaining interferences of the unwanted sources, and
the distortion due to nonlinearities in the algorithms, such as the thresholding effects. Thus, any algorithm that performs
separation in a globally linear manner produces a SAR of dB. Matlab routines to compute this performance figures
are available online [50].
5.2. Experiments
We implemented the multichannel Best Basis algorithm using Wavelab 802 [51] (our source code is available online
[52]) and the multichannel MP algorithm using LastWave [53]. We performed a series of experiments where we used
the following decomposition methods : every cosine packets and wavelet packets bases available in Wavelab; MP with a
Gaussian multiscale Gabor dictionary, with dyadic scales ranging from to . Two local separation strategies were
tested : the standard one (see Eq.(14)) where the masks are applied to one channel (the left one or the right one) which
is chosen arbitrarily; the one we have derived from the disjoint orthogonal prior model (see Eq. (16)) where a projection
on columns of the mixing matrix is used instead of an arbitrary choice. For each combination of decomposition method
and local separation strategy we computed the figures SDR , SDR , SDR , SIR , SIR , SIR , SAR , SAR and SAR for
each source, where and stand respectively for the left, right and projection local separation strategies. In addition, to
serve as a baseline, we also computed the figures SDR , SIR , SAR corresponding to the best globally linear
separation [6].
5.3. Results
The results are summarized in Table 1. The first line of the table displays the best performance that can be expected from a
globally linear separation strategy [6], which shows that this BSS problem cannot be solved acceptably without relying on
a nonlinear BSS algorithm.
We performed a first series of experiments to compare multichannel BB with the libraries of bases (local cosine
packets and wavelet packets) that were available in Wavelab. A striking observation was the poor behaviour of the stan-
dard local separation strategy compared to the new one based on projection, for all BB decompositions. Over all BB
decompositions and all sources, we observed that
SDR SDR SDR dB
SIR SIR SIR dB
SAR SAR SAR dB
which shows that choosing the projection strategy never degrades significatively the performance compared to the usual
method. On the contrary, for every BB decomposition and every source, SDR SDR SDR (similar relations hold
for SIR and SAR), hence masking the “wrong” channel in the standard strategy leads to a systematic loss of performance
compared to the projection strategy. The systematic loss can be non negligible : in the case of the third source (piano) we
observed that, for every BB decomposition
SDR SDR SDR dB
SIR SIR SIR dB
SAR SAR SAR dB
The loss of performance was as bad as dB for the first source (cello) with the SDR measure.
Given these observations, the comparison between various BB decomposition can essentially be made by combining
it with the projection strategy Eq. (16) for local separation. The best choice (at least on this dataset) is the wavepacket
library based on the Battle 5 filter. In Table 1 we display the results obtained with the five libraries that were most often
ranked in the five best performing : the cosine packets, and the wavelet packets based on the Beylkin, Vaidyanathan, Battle
3 and Battle 5 filters. Compared to the best globally linear separation, the improvement in performance achieved through
piecewise linear separation with BB decomposition is clear : for the Battle 5 filter wave packets, not only does the SDR
increase by up to more than dB for the cello and drums sources, but most of all the SIR SIR figures are improved by
at least dB for the piano and more than dB for the other sources. As indicated by the SIR figures, these nonlinear
BSS algorithms achieve a good rejection of the unwanted sources, but their nonlinearity introduces artefacts, which are
indicated by the SAR figures. In fact, the SDR figures show that the distortion due to artefacts completely dominates the
remaining interferences of the unwanted sources, i.e. we have SDR SIR SAR SAR. We believe the MMM
local separation strategy will provide a good compromise between the rejection of the unwanted sources and the nonlinear
artefacts.
In addition to the experiments with BB, we made an experiment based on stereo MP [11] with atoms. For the
cello and drums sources, the comparison between the local separation strategy based on the projection method and the
standard one leads to the very same observations as with BB, and it seems to be a good choice to rely on Eq. (16). The
same observation is true in terms of SIR for the piano source, hence Eq. (16) never noticeably degrades the rejection of
unwanted sources. However, for the piano source, the new strategy degraded the SAR (and the SDR which, again, is
dominated by artefacts) by about dB compared to standard binary masking of the right channel. Table 1 displays the
results respectively with standard masking applied on the left channel, on the right one and with the projection strategy.
The comparison of BB and MP in Table 1 leads to some interestingly observations. First, these piecewise linear
separation algorithms obviously outperform any globally linear separation algorithm both in terms of global separation
performance and rejection of the unwanted sources, but they logically introduce nonlinear artefacts. Indeed, the artefacts
are currently the limiting factor for their overall performance, and decreasing the level of artefacts should improve the
SDR figure. For applications where it is important to minimize the level of artefacts, with this dataset, one would probably
perform the decomposition based on BB with the Battle 5 filter (with local separation based on Eq. (16)). If one needs to
reject the unwanted sources, at the possible price of a higher level of artefacts, then the Battle 5 choice competes with MP :
even if the latter degrades the SIR by about dB for the drums source, it increases it by more than dB for the cello and
piano sources.
6. CONCLUSION
In this paper, we have proposed a new global framework, called piecewise linear separation, for blind source separation of
possibly degenerate mixtures. The framework is based on a combination of a decomposition of the mixtures into elemen-
tary components and local linear separation strategies on each component. We have shown that it covers many existing
BSS algorithms, as well as some denoising algorithms. We proposed new multichannel decomposition methods by gen-
eralizing the Best Basis (BB) and the Matching Pursuit (MP) algorithms, and new local separation strategies besides the
classical binary masking strategy. We have performed experiments with various combinations of the proposed decompo-
sition methods and local separation strategies, and showed that a new local separation strategy generally performs better
than the standard one. On the dataset used for the experiments, it seems that BB with either cosine packets of wavelet
packets (Beylkin, Vaidyanathan, Battle 3 or Battle 5 filter) are the best choices in terms of overall performance because
they introduce a relatively low level of artefacts in the estimation of the sources; MP introduces slightly more artefacts, but
can improve the rejection of the unwanted sources.
While this paper has focussed on the issue of recovering the sources from a degenerate mixture assuming we know the
mixing matrix , this assumption cannot be made in true BSS problems. We are currently investigating the possibility to
estimate and the sources in a iterative way : given the current estimate , piecewise linear separation would provide
estimates of the sources and a measure of likelihood of the most likely set of hidden activity states. An EM algorithm
would be used to update the estimate of .
Piecewise linear separation improves the separation performance compared to globally linear separation, but its overall
performance is limited by the artefacts it introduces. We believe it is possible to improve the overall performance (SDR)
by reducing the level of artefacts (SAR) without degrading too much the ability to reject unwanted sources (SIR). With
this aim, the use smooth forms of local separation such as Masking Mixture Models and Gaussian Mixture Models, is
under investigation. Eventually, we believe it is worth building models of dependencies between the hidden activity states
of different components : when instruments are mixed in a commercial musical recording, the sources are temporally
synchronized (the musicians play together) and have common harmonics (they are tuned together). Moreover, transients
and harmonic lines give rise to quite structured time-frequency representations [35, 54, 55]. Hidden Markov Chains [12]
and Hidden Markov Trees [56] are probably good models to investigate.
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