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Characterization of photon statistics of a light source is one of the most basic tools in quantum
optics. Although the outcome from existing methods is believed to be a good approximation when
the measured light is sufficiently weak, there is no rigorous quantitative bounds on the degree of
the approximation. As a result, they fail to fulfill the demand arising from emerging applications
of quantum information such as quantum cryptography. Here, we propose a calibration method
to produce rigorous bounds for a photon-number probability distribution by using a conventional
Hanbury-Brown-Twiss setup with threshold photon detectors. We present a general framework to
treat any number of detectors and non-uniformity of their efficiencies. The bounds are conveniently
given as closed-form expressions of the observed coincidence rates and the detector efficiencies. We
also show optimality of the bounds for light with a small mean photon number. As an application,
we show that our calibration method can be used for the light source in a decoy-state quantum
key distribution protocol. It replaces the a priori assumption on the distribution that has been
commonly used, and achieves almost the same secure key rate when four detectors are used for the
calibration.
I. INTRODUCTION
Autocorrelation measurement of a light source has
been known to be a convenient method for investigat-
ing the characteristics of the source. It dates back to
Hanbury-Brown and Twiss (HBT) who measured [1, 2]
the correlation of photocurrents from two photodetec-
tors shone by a common light source to determine its
second-order intensity correlation function. The meaning
of the correlation functions in quantum optics was clari-
fied by Glauber [3, 4], who showed that the second-order
correlation function G(2)(r1, r2; τ) = 〈I(r1, t)I(r2, t+ τ)〉
can also be determined from a HBT setup with two
photon detectors by measuring the rate of coincidence
counts. It was successfully used in the direct observation
of the non-classical property of light [5]. In the case of
a pulsed light, a proper integration around τ = 0 and
a normalization lead to a normalized factorial moment
g(2)(0) = 〈n(n− 1)〉 / 〈n〉2 of the photon number n in the
pulse [6]. Since g(2)(0) = 0 is achieved only by an ideal
single photon source (SPS), the measurement of g(2)(0)
by the HBT setup has been widely adopted for the char-
acterization of experimentally developed SPSs [7, 8]. The
extension of the method to higher-order moments g(r)(0)
is also straightforward by increasing the number of de-
tectors to r [9, 10].
Despite the apparent success for the non-classical light
sources, the above characterization method is not par-
ticularly suited to the emergent applications in quantum
information. The most severe drawback is the fact that
the HBT setup with conventional threshold photon de-
tectors provides the accurate value of the factorial mo-
ment only in the limit of low detection efficiencies. The
value of g(r)(0) from an actual experiment is only ap-
proximate, and how it is deviated from the true value
is unknown. This is problematic for the applications in-
volving the security[11, 12], for which rigorous security
statements are mandatory. For the computational tasks
using photons such as boson sampling [13], reliability of
the outcome will eventually be ascribed to that of the
constituent components including light sources. Another
drawback is that we encounter the moments {g(r)(0)}r
much less frequently in the quantum information theory
than the photon-number probability distribution {pn}n.
Photon-based protocols concern the presence of a pho-
ton in a pulse, and hence the relevant quantity is the
corresponding probability p1. The requirement for the
light source used in the decoy-state quantum key distri-
bution (QKD) [14–16] is given by a set of inequalities
in terms of the photon-number probability distribution
{pn}n [17, 18]. While the knowledge on {g(r)(0)}r may
be converted to bounds on {pn}n, it is not straightfor-
ward due to the unboundness of the photon number n.
Hence, as a calibration method in the era of quantum in-
formation, it is vital that it provides rigorous statements
over {pn}n, and preferably it is tight.
In this paper, we propose a calibration method to ob-
tain rigorous bounds on {pn}n≤D−1 using a HBT setup
with D threshold photon detectors. It is flexible and ver-
satile since the formula for an arbitrary number of detec-
tors is given in a closed-form expression and the detection
efficiencies do not need to be uniform. The explicit for-
mula enables us to cope with various imperfections such
as ambiguity in detection efficiencies and statistical un-
certainty in the outcomes. Our method is optimal for
coherent states and thermal states with a small mean
photon numbers. As an application of our calibration
methods to QKD, we modify the security analysis of the
decoy-state BB84 protocol to accommodate the use of
a calibrated source. It serves to bolster the security by
lifting the a priori assumption on the source, and we fur-
ther show that the performance drop is minimal when a
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2FIG. 1. An implementation of the D = 4 case of our cal-
ibration method. The overall detection efficiencies are given
by η1 = R1T2η
(det)
1 , η2 = R1R2η
(det)
2 , η3 = T1R3η
(det)
3 , and
η4 = T1T3η
(det)
4 , where Tk (k = 1, . . . , 3) andRk (k = 1, . . . , 3)
are transmittance and reflectance, respectively.
D = 4 setup is used for the calibration.
II. CALIBRATION METHOD FOR THE
PHOTON NUMBER DISTRIBUTION OF A
PHOTON SOURCE
We consider a generalized HBT setup with D photon
detectors, where the light pulses to be calibrated are di-
vided into D parts by beam splitters, and various rates
of coincidence detections are recorded. We assume that
each detector is a threshold detector with quantum effi-
ciency η
(det)
i , which is modeled as reporting a presence of
nonzero photons after a linear absorber with transmission
η
(det)
i . Figure 1 shows an example for D = 4. The con-
figuration of the beam splitters is not relevant. The only
relevant system parameters are the overall efficiency for
each detector, ηi (i = 1, . . . , D), including the branching
efficiencies. We denote their average as η := D−1
∑
i ηi.
We define the averaged r-tuple coincidence probability
cobs,r to represent the observed data. For the r-tuple
coincidence, there are
(
D
r
)
different combinations of r
detectors, and the associated probabilities. The aver-
aged quantity cobs,r is their arithmetic mean. Let us
first consider the case where the measured pulse con-
tains exactly n photons. The coincidence detection prob-
ability of the first to the r-th detectors is given by∑
W⊂Zr (−1)|W |(1−
∑
i∈W ηi)
n where Zr := {1, 2, . . . , r}
and |W | is the cardinality of set W . The averaged prob-
ability cobs,r for the n-photon input is then given by
cn,r :=
r∑
j=0
(−1)jωr,j
∑
W∈Ij
(1−
∑
i∈W
ηi)
n (1)
where we defined ωr,j :=
(
D−j
r−j
)
/
(
D
r
)
and Ij := {W ⊂
ZD | |W | = j}. Note that cn,r = 0 if r > n. For the
case of a general input pulse with distribution {pn}n, the
averaged coincidences should satisfy
cobs,r =
∞∑
n=0
pncn,r (r = 1, . . . , D). (2)
Our goal is to find rigorous bounds on {pn}n under the
constraint of Eq. (2).
To describe the formula for the bounds, it is conve-
nient to introduce vectors of order D + 1 as follows. Let
cobs := (1, cobs,1, . . . , cobs,D), cn := (1, cn,1, . . . , cn,D),
and c∞ := (1, 1, . . . , 1). Consider a basis {cj}j∈S speci-
fied by the index set S = {0, 1, . . . , D}, and let {d(S)j }j∈S
be its reciprocal basis, namely, cj ·d(S)i = δij for i, j ∈ S.
Similarly define d
(S′)
i for S
′ := {0, 1, . . . , D − 1,∞}. We
can obtain {d(S)i }i and {d(S
′)
i }i as the rows of inverses of
C := (cT0 , c
T
1 , . . . , c
T
D) and C
′ := (cT0 , c
T
1 , . . . , c
T
D−1, c
T
∞),
respectively. We postulate that the variations among the
efficiencies {ηi}i are moderate, and they satisfy∑
i∈W
ηi <
∑
i∈W ′
ηi if |W | < |W ′| (3)
for any W,W ′ ⊂ ZD. Now our main result is stated in
the form of the following theorem.
Theorem 1. Under the condition (3), the constraint (2)
implies
pn ≤ pUn :=
{
cobs · d(S)n (D − n : even) (4)
cobs · d(S′)n (D − n : odd) (5)
pn ≥ pLn :=
{
cobs · d(S′)n (D − n : even) (6)
cobs · d(S)n (D − n : odd) (7)
for n = 0, . . . , D − 1 and
∞∑
n=D
pn ≤ pU≥D := cobs · d(S)D . (8)
∞∑
n=D
pn ≥ pL≥D := cobs · d(S
′)
∞ . (9)
We first prove the inequalities (4), (7), and (8) involv-
ing S. The crux of the proof is to show that cm ·d(S)n has
a constant sign for m > D. To do so, we focus on the
property of cm · d(S)n as a function of m for a fixed value
of n. Let us introduce a smooth function f(m) over R as
f(m) := z0 +
D∑
j=1
(−1)jzj
∑
W∈Ij
e−αWm, (10)
with αW := −ln(1 −
∑
i∈W ηi) > 0. Assume that
the constants {zj}j are given by zj = ωj · d(S)n , where
ωj := (ω0,j , ω1,j , . . . , ωD,j) with ωr,j := 0 for r < j.
From Eq. (1), we see that f(m) = cm · d(S)n for nonneg-
ative integer m. By definition of d
(S)
n , f(n) = 1 and
f(m) = 0 for m ∈ S \ {n}.
3Let us show that the numbers of zeros of f(m) and
its derivative f ′(m) are D and D − 1, respectively. The
prerequisite (3) ensures that there exists {βj}D−1j=1 such
that maxW⊂IjαW < βj < minW⊂Ij+1αW . Let us tem-
porarily assume that all {zj}j are nonzero and have the
same sign. Using the notation Dγ := e
−γm( ddm )e
γm, we
have
Dβ1D0f(m) = −
D∑
j=1
∑
W∈Ij
(−1)j(β1 − αW )αW zje−αWm.
(11)
We see that the coefficients of e−αWm for j = 1 and 2
have the same sign. In a similar vein, all the coefficients
in DβD−1 · · ·Dβ1D0f(m) have the same sign, implying
that this function has no zeros. Since multiplication of
e±γm does not change zeros, Rolle’s theorem assures that
f(m) should have no more than D zeros. If some of {zj}j
were zero or had the opposite sign, we could remove the
zeros by a fewer number of operating Dγ , contradicting
the fact that f(m) has at least D zeros. Hence, we con-
clude that f(m) has exactly D zeros at m ∈ S \ {n}, and
f ′(m) has exactly D − 1 zeros.
Since Rolle’s theorem also implies that the D−1 zeros
of f ′(m) must be strictly between neighboring zeros of
f(m), it follows that f ′(m) 6= 0 for m ∈ S \ {n}. Hence,
f(m) changes its sign across every point in S\{n}. When
D−n is even, f(n) = 1 then implies f(m) > 0 for m > D.
Then we have cobs · d(S)n =
∑
m pmf(m) ≥ pn, proving
Eq. (4). The case with D − n being odd similarly leads
to Eq. (7).
For the special case of n = D, the largest zero of f ′(m)
lies in (D− 2, D− 1). Since f(D− 1) = 0 and f(D) = 1,
we have f ′(m) > 0 for m ≥ D − 1, and hence f(m) ≥ 1
for m ≥ D. This leads to Eq. (8).
The remaining inequalities (5),(6) and (9) involving
the index set S′ can be proved in a similar way. For
Eqs. (5) and (6), the function f(m) has only D−1 known
zeros at S′ \ {n,∞}, but it is compensated from the fact
that z0 = 0. The detail is given in Appendix A, which
concludes the proof of Theorem 1.
Calculation of the bounds pLn and p
U
n in Eqs. (4)-(9)
is straightforward because C and C ′ are triangular ma-
trices. Closed-form expressions for D = 2, 3 and 4 are
given in Appendix B in terms of normalized quantities
c˜obs,r := cobs,r/cr,r for convenience, since they are O(1)
in the limit of ηi → 0. In Fig. 2, we show the bounds
obtained from the D = 4 setup when it is applied to an
ideal Poissonian source with pn = e
−µµn/n! along with
the true values. As shown in Fig. 2, the bounds are fairly
good for µ ≤ 0.5, and gradually become worse as µ gets
larger.
When we compare the explicit formulas for different
values of D, we notice that sometimes the dominant O(1)
terms in η do not change as an increment of D, like
Eq. (B2) to Eq. (B8), and Eq. (B10) to Eq. (B18). In
general, we can prove that cobs · d(S)n for D = D0 and
cobs · d(S
′)
n for D = D0 + 1 coincide in the limit of η → 0
for a given source (see Appendix C). In other words, each
bound pU,Ln shows a major improvement for every other
increment of the number D of detectors used in the set
up. The origin of this unexpected behavior may be un-
derstood from the threshold or saturation behavior of
the detectors, which an adversary may exploit to fool us
to believe in a wrong distribution. Given a distribution
{pn}n and the corresponding {cobs,r}r, one may change
{pn}n only slightly by replacing a O(ηD) potion of the
pulses with ones with an extremely large photon number
to flood the D detectors. Through this small modifi-
cation, the adversary can increase cobs,D to any value
without changing the rest of {cobs,r}r. Existence of such
an attack forces us to trust the observed value of cobs,D
only in one direction, which results in improving only half
of the bounds. The above argument tells us that, in the
derivation of the rigorous bound, it is essential to take the
saturation behavior of the detectors into consideration.
The present formula allows us to check the optimality
of the obtained bounds. From the first row of the equality
CC−1cTobs = c
T
obs, we have
∑D
n=0 cobs · d(S)n = 1. Hence,
if 0 ≤ cobs · d(S)n for 0 ≤ n ≤ D (or equivalently, if
all the S-related bounds are nonnegative), we find that
{pn}n defined as pn = cobs · d(S)n for 0 ≤ n ≤ D and
pn = 0 for n ≥ D + 1 is a probability distribution, and
it fulfills Eq. (2) as is seen from the remaining rows of
CC−1cTobs = c
T
obs. The inequalities (4),(7) and (8) can
thus be simultaneously saturated and no tighter bounds
exist. Similarly, if cobs · d(S
′)
n ≥ 0 for 0 ≤ n ≤ D −
1 and cobs · d(S
′)
∞ ≥ 0, we can construct a probability
distribution defined by pn = cobs ·d(S
′)
n for 0 ≤ n ≤ D−1,
pn = cobs · d(S
′)
∞ for n = n0, and pn = 0 otherwise. It
saturates the inequalities (5),(6) and (9), while it fulfills
Eq. (2) in the limit of n0 → ∞, implying the optimality
of Eqs. (5),(6) and (9).
Thanks to the closed-form expression of the bounds, we
may discuss what types of light sources are optimally cal-
ibrated. We consider the limit of η → 0. For weak light
sources where pn rapidly decreases with n, the most se-
vere condition for the optimality of the S-related bounds
is expected to be pLD−1 = cobs · d(S)D−1 ≥ 0. Indeed, if a
light source satisfies
pn >
1
D
(
D
n
)
pD−1 (12)
for n = D− 3, D− 5, . . ., we can show that the condition
cobs · d(S)D−1 ≥ 0 is sufficient for the optimality. The last
condition holds true for η → 0 if the light source satisfies
〈n〉 < g
(D−1)(0)
g(D)(0)
. (13)
Equations (12) and (13) form a sufficient condition for
the optimality of the S-related bounds. We can obtain
the conditions for S′-related bounds by replacing D with
D−1. The proof of these statements is given in Appendix
4(a)p0 (b)p1
(c)p2 (d)p3
FIG. 2. (a)-(d) The bounds from the calibration method with D = 4 and η1 = η2 = η3 = η4 = 0.025 when applied to an ideal
Poissonian source with pn = e
−µµn/n! where µ is the mean photon number.
C. Examples for sources satisfying these conditions are a
coherent light source with 〈n〉 < 1 and a thermal light
source with 〈n〉 < 1/D.
The closed-form expression also allows us to adapt our
method easily to the cases where there are ambiguities
in the values of ηi and cobs,r, simply by calculating the
worst-case values and by introducing confidence levels if
necessary. It also helps us to estimate how the degrees of
such ambiguities will affect the tightness of the bounds.
As an example, we consider the D = 4 setup with a
uniform efficiency η  1. We assume that the actual
distribution {pn}n is similar to that of a weak coherent
light source or a single photon source, namely, pn  pn+1
for n ≥ 1. It implies p0 ∼ 1 − c˜obs,1 and pn ∼ c˜obs,n
for n ≥ 1. Since cr,r = r!ηr, we have ∆c˜obs,r/c˜obs,r =
∆cobs,r/cobs,r−r(∆η/η). By applying it to the dominant
terms in Eqs. (B15)-(B22), we obtain
∆pU,L0
p0
. p1
p0
( |∆cobs,1|
cobs,1
+
|∆η|
η
)
, (14)
∆pU,Ln
pn
. |∆cobs,n|
cobs,n
+ n
|∆η|
η
(n ≥ 1). (15)
These show that the relative errors in cobs,r and η affect
the bounds only proportionally, unless p0 = 0. While
the above relations are derived from the explicit form
for D = 4, it is not difficult to show that they hold for
arbitrary values of D.
III. THE DECOY-STATE BB84 PROTOCOL
WITH A CALIBRATED SOURCE
As an application of the proposed characterization
method, we consider the calibration of the laser light
source used in the decoy-state BB84 protocol, which is
one of the most frequently demonstrated QKD protocols.
Here we focus on the protocol using pulses with three dif-
ferent intensities, termed signal, decoy, and vacuum. Let
{pn}n and {p′n}n be the photon-number distributions of
the signal and the decoy pulses, respectively. We assume
that the vacuum pulses contain no photons. The crux
of the decoy-state protocol is to estimate the amount of
valid signals, namely, the conditional detection probabil-
ity Y1 given the sender emits exactly one photon (Y1 is
often called the one-photon yield). Comparison between
the observed probability of the detected signal pulses, Q,
and that of the detected decoy pulses, Q′, establishes a
lower bound Y L1 on Y1. Combined with an upper bound
eL1 on the error probability in the single photon emission
events, an asymptotic secure key rate is given by [11]
R =(qpL1 + q
′p′L1 )Y
L
1 (1−H(eU1 ))
− (Q+Q′)H((QE +Q′E′)/(Q+Q′)). (16)
5where q is the probability of choosing the signal pulse and
E is the observed error probability for the signal pulses,
with q′ and E′ similarly defined for the decoy pulses.
The security of the protocol has usually been proved
under the a priori Poissonian assumption, namely, pn =
exp(−µ)µnn! and p′n = exp(−µ′)µ
′n
n! where µ and µ
′ are
the mean photon numbers of the signal and the decoy
pulses, respectively. For 1 > µ > µ′, the bounds [18] are
then given by
Y L1 =
p2Q
′/q′ − p′2Q/q − (p′0p2 − p0p′2)Y0
p′1p2 − p1p′2
(17)
eU1 = (Q
′E′/q′ − p′0e0Y0)/(p′1Y L1 ), (18)
where the zero-photon yield Y0 is determined from the
observed probability of the detected vacuum pulses, and
e0 = 1/2.
Since the Poissonian assumption involves infinite num-
ber of conditions, it is impossible to verify it experimen-
tally. The proposals [17, 19, 20] for the use of light
sources other than lasers also rely on an infinite set of
conditions. It is thus important to replace such a priori
assumptions with experimentally verifiable ones [21, 22].
What we seek here is to use experimentally available
bounds from Theorem 1. Wang et al. [18] have shown
that Eqs. (17) and (18) are still valid by replacing each
term by the worst-case values, provided that pLn/p
′U
n ≥
pL2 /p
′U
2 ≥ pL1 /p′U1 holds for all n ≥ 2. We can easily ex-
tend it to a bound valid when pLn/p
′U
n ≥ pL2 /p′U2 ≥ pL1 /p′U1
holds only for 2 ≤ n ≤ D − 1 as
Y L1 =
pL2Q
′/q′ − p′U2 Q/q − (p′U0 pL2 − pL0 p′U2 )Y0
p′U1 p
L
2 − pL1 p′U2
− p
L
2 p
′U
≥D
p′U1 p
L
2 − pL1 p′U2
. (19)
Eq. (18) is straightforwardly modified to
eU1 = (Q
′E′/q′ − p′L0 e0Y0)/(p′L1 Y L1 ). (20)
The detailed derivation is given in Appendix D.
Figure 3 shows a comparison of the asymptotic secure
key rate with the a priori assumption of ideal Poisso-
nian and those with our calibration method. To calculate
these curves, we used Eqs. (17) and (18) for curve (a) and
Eqs. (19) and (20) for curves (b) and (c) in Fig. 3. For
curve (d) with D = 2, Eq. (19) does not hold, and we
used a trivial bound shown in Appendix D. We assume
that the overall quantum efficiencies of the detectors are
uniform and known with an accuracy of 1 percent. From
Fig. 3, we find that the secure key rate improves as D
increases, and that for D = 4 it is comparable to that
with the a priori assumption of ideal Poissonian.
IV. SUMMARY AND DISCUSSION
We have presented a calibration method for photon-
number distribution of a light source and shown the ex-
FIG. 3. Asymptotic secure key rates per pulse for the decoy-
state BB84 protocol with various assumptions on the light
source. (a) An ideal Poissonian source with known distribu-
tions pn = e
−µµn/n! and p′n = e
−µ′µ′n/n!. (b)-(d) Based
on the calibration method with D = 4, 3, 2 detectors ap-
plied to the same source. For the calibration, we assume
that all the overall detection efficiencies {ηi}i have the same
value η, and there is ±1% ambiguity in the value of η as
η = (0.1 ± 0.001)/D. We assume that statistical errors in
estimating cobs,r are negligible. For the protocol, we assume
q = 0.8, q′ = 0.1, Y0 = 10−8 and that the channel causes
a constant error of 1% regardless of the transmission. The
detection rate Q and the bit error rate E are modeled as
Q = 1−exp(−µτ)+Y0 and QE = 0.01(1−exp(−µτ))+0.5Y0,
where τ is the channel transmission. Q′ and E′ are defined
similarly. The mean photon numbers are optimized for each
value of τ under the condition µ′ = µ/10.
plicit formula for rigorous bounds on probabilities for
small photon numbers. We believe that our calibration
method makes a significant contribution to the quantum
optics toolbox, and is especially useful in quantum infor-
mation, such as in applications involving security and in
computational tasks whose outcome cannot be verified
efficiently.
For the measurement of the photon-number distribu-
tion of a light source, other methods are known such as
the one using homodyne tomography [23] and the one
using a photon-number-resolving detector [24–26]. Com-
pared to a threshold detector, these devices can singly
respond to two or more photons. This leads to a more
compact setup for the calibration, and will be useful
for rough estimates. On the other hand, these devices
tend to require many system parameters to model them,
which may make it difficult to produce a rigorous bound.
They cannot avoid saturation behavior either, namely,
a photon-number-resolving detector can resolve photons
only up to a certain photon number, and homodyne to-
mography usually introduces a threshold manually to
avoid artifacts. On these grounds, we believe that the
6HBT setup has an advantage of being made up of compo-
nents, each of which is represented by a simple model. Of
course, this inevitably raises a question of how closely an
actual detector behaves to the threshold detector model.
An obvious deviation is the dark counting, which may
be treated as an estimation problem of genuine coinci-
dence rates from the actually observed coincidence rates
including the contribution of the dark counts. It is also
important to verify the validity of the threshold detector
model in future experimental researches.
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Appendix A
We justify inequalities (5), (6) and (9) involving the
index set S′. The proof of Eq. (9) proceeds exactly as
that of Eq. (8) in the main text by setting zj = ωj ·d(S
′)
∞ ,
except that f(D) = 1 is replaced by limm→∞ f(m) = 1.
Combined with f(D − 1) = 0, we have f ′(m) > 0 for
m ≥ D − 1 and hence f(m) < 1 for m ≥ D. This leads
to Eq. (9).
The proof of Eqs. (5) and (6) proceeds as follows. By
setting zj = ωj · d(S
′)
n in Eq. (10) for a fixed value of
n ∈ {0, . . . , D − 1}, we see that f(m) = cm · d(S
′)
n for
nonnegative integer m. Since ω0 = (1, 1, . . . , 1) = c∞, we
have z0 = c∞ ·d(S
′)
n = 0. If {zj}j=1,...,D are nonzero and
have the same sign, it follows thatDβD−1 · · ·Dβ1f(m) has
no zeros and f(m) has no more than D−1 zeros. If some
of {zj}j=1,...,D are zero or have the opposite sign, f(m)
has fewer zeros. Since f(m) = 0 for m ∈ {0, . . . , D −
1}/{n}, the number of zeros of f(m) is D − 1. It also
means that the number of zeros of Dβ1f(m) is D − 2,
and Dβ1f(m) 6= 0 at zeros of f(m). This property and
f ′(m) = Dβ1f(m) − β1f(m) implies that f ′(m) is non-
zero at zeros of f(m). When D−1−n is even, f(m) (m >
D− 1) is positive, leading to Eq. (5). When D− 1−n is
odd, f(m) (m > D − 1) is negative, leading to Eq. (6).
Appendix B
In this Appendix, we present explicit formulas for
the bounds calculated from Theorem 1 in the case of
D = 2, 3, and 4. To simplify the notations, we de-
fine c˜obs,r := cobs,r/cr,r, sj :=
∑
W∈Ij
∏
i∈W ηi/
(
D
j
)
(j = 2, . . . , D), and ξi,j := si/(sjη
i−j) − 1
(i, j = 2, . . . , D). The formula for the uniform
case of η = η1 = η2 = η3 = η4 is simply given by setting
ξi,j = 0 for all i, j.
(D = 2)
pL0 =1− c˜obs,1 + 2(1 + ξ2,1)η(1− η)c˜obs,2, (B1)
pU0 =1− c˜obs,1 + [1− (1− ξ2,1)η]c˜obs,2, (B2)
pL1 =c˜obs,1 − [2− (1− ξ2,1)η]c˜obs,2, (B3)
pU1 =c˜obs,1 − 2(1 + ξ2,1)ηc˜obs,2, (B4)
pL≥2 =2!(1 + ξ2,1)η
2c˜obs,2, (B5)
pU≥2 =c˜obs,2. (B6)
(D = 3)
pL0 =1− c˜obs,1 + [1− (1− 2ξ2,1)η]c˜obs,2
− [1− (3− 3ξ3,2/2)η + (2− 9ξ3,2/2
+ 2ξ3,1)η
2]c˜obs,3, (B7)
pU0 =1− c˜obs,1 + [1− (1− 2ξ2,1)η]c˜obs,2
− 3(1 + ξ3,2)η(1− 3η + 2(1 + ξ2,1)η2)c˜obs,3,
(B8)
pL1 =c˜obs,1 − [2− (1− 2ξ2,1)η]c˜obs,2
+ 3(1 + ξ3,2)η(2− 3η)c˜obs,3, (B9)
pU1 =c˜obs,1 − (2− η)c˜obs,2 + [3− (6− 3ξ3,2)η
+ (2− 9/2ξ3,2 + 2ξ3,1)η2]c˜obs,3, (B10)
pL2 =c˜obs,2 − 3[1− (1− ξ3,2/2)η]c˜obs,3, (B11)
pU2 =c˜obs,2 − 3(1 + ξ3,2)ηc˜obs,3, (B12)
pL≥3 =3!(1 + ξ3,1)η
3c˜obs,3, (B13)
pU≥3 =c˜obs,3. (B14)
(D = 4)
pL0 =1− c˜obs,1 + [1− (1− 3ξ2,1)η]c˜obs,2
− [1− (3− 3ξ3,2)η + (2− 12ξ3,2 + 6ξ3,1)η2]c˜obs,3
+ 4(1 + ξ4,3)η[1− 6η + (11 + 3ξ3,1)η2
− 6(1 + ξ3,1)η3]c˜obs,4, (B15)
pU0 =1− c˜obs,1 + [1− (1− 3ξ2,1)η]c˜obs,2
− [1− (3− 3ξ3,2)η + (2− 12ξ3,2 + 6ξ3,1)η2]c˜obs,3
+ [1− (6− 2ξ4,3)η + (11 + 6ξ2,1 − 8ξ3,2/3− 12ξ4,3
+ 11ξ4,2/3)η
2 − (5 + 24ξ2,1 − 32ξ3,2/3− 16ξ4,3
+ 44ξ4,2/3− 6ξ4,1)η3]c˜obs,4, (B16)
pL1 =c˜obs,1 − [2− (1− 3ξ2,1)η]c˜obs,2
+ [3− (6− 6ξ3,2)η + (2− 12ξ3,2 + 6ξ3,1)η2]c˜obs,3
− [4− (18− 6ξ4,3)η + (22 + 12ξ2,1 − 16ξ3,2/3
− 24ξ4,3 + 22ξ4,2/3)η2 − (6 + 24ξ2,1 − 32ξ3,2/3
− 16ξ4,3 + 44ξ4,2/3− 6ξ4,1)η3]c˜obs,4, (B17)
pU1 =c˜obs,1 − [2− (1− 3ξ2,1)η]c˜obs,2
7+ [3− (6− 6ξ3,2)η + (2− 12ξ3,2 + 6ξ3,1)η2]c˜obs,3
− 4(1 + ξ4,3)η[3− 12η + (11 + 3ξ3,1)η2]c˜obs,4,
(B18)
pL2 =c˜obs,2 − 3[1− (1− ξ3,2)η]c˜obs,3
+ 12(1 + ξ4,3)η(1− 2η)c˜obs,4, (B19)
pU2 =c˜obs,2 − 3[1− (1− ξ3,2)η]c˜obs,3
+ [6− (18− 6ξ4,3)η + (11 + 6ξ2,1 − 8ξ3,2/3
− 12ξ4,3 + 11ξ4,2/3)η2]c˜obs,4, (B20)
pL3 =c˜obs,3 − [4− 2(3− ξ4,3)η]c˜obs,4, (B21)
pU3 =c˜obs,3 − 4(1 + ξ4,3)ηc˜obs,4, (B22)
pL≥4 =4!(1 + ξ4,1)η
4c˜obs,4, (B23)
pU≥4 =c˜obs,4. (B24)
Appendix C
In this Appendix, we investigate properties of the
bounds appearing in Theorem 1 in the limit of η → 0. We
assume that the efficiencies are uniform (ηi = η). Then it
is not difficult to show cn,r/η
−r → n!/(n− r)! for η → 0,
since cn,r is equal to the probability for at least r out of n
photons to survive to reach r detectors. We also exclude
sources which are singular. More precisely, we assume
that the factorial moment of order D,
〈(n)D〉 :=
∑
n
n(n− 1) · · · (n−D + 1)pn (C1)
is finite and cobs,r = O(η
r).
We first discuss the relation between the S′-related
bounds for a D-detector setup and the S-related bounds
for a (D − 1)-detector setup. We denote the former
as p
(S′,D)
n := cobs · d(S
′)
n and the latter as p
(S,D−1)
n :=
cobs · d(S)n . From the biorthogonality relations, we have
D−1∑
n=0
cn,rp
(S′,D)
n + p
(S′,D)
∞ = cobs,r (C2)
D−1∑
n=0
cn,rp
(S,D−1)
n = cobs,r (C3)
for r = 1, . . . , D−1. They also formally hold true for r =
0 if we define cn,0 := 1 and cobs,0 := 1. From Eq. (C2)
with r = D, we have p
(S′,D)
∞ = cobs,D. By subtracting
Eq. (C2) from Eq. (C3), we obtain
D−1∑
n=0
η−rcn,r(p(S,D−1)n − p(S
′,D)
n ) = η
−rcobs,D (C4)
for r = 0, . . . , D−1. Notice that the right-hand side is at
most O(η). Since {η−rcn,r}n,r converge to a triangular
matrix with nonzero diagonal elements for η → 0, we see
that
p(S,D−1)n − p(S
′,D)
n = O(η), (C5)
implying that the S-related bounds for (D − 1)-detector
setup improves only by O(η) through adding another de-
tector.
Next, we derive a sufficient condition for the source to
make all the bounds non-negative and hence to make the
bounds optimal. Since cm,rη
−r converges to m!/(m−r)!,
which is a polynomial ofm of order r, so does cm·d(S)n to a
polynomial of order at most D, which we denote by f(m).
The function f(m) satisfies f(m) = 0 for 0 ≤ m ≤ D
except for m = n and f(n) = 1. The former condition
means that f(m) ∝ m(m− 1) · · · (m−D)/(m− n). The
latter condition means that the normalization factor is
(−1)D−n/(n!(D − n)!). We thus obtain
cm · d(S)n →
m(m− 1) · · · (m−D)
m− n
(−1)D−n
n!(D − n)! . (C6)
Since cobs · d(S)n =
∑
m≥0 cm · d(S)n pm, we have
cobs · d(S)n → pn −
∑
m≥D+1
m(m− 1) · · · (m−D)
m− n χnpm
(C7)
for n = D − 1, D − 3, . . . , where χn := 1/(n!(D − n)!).
Comparison of its right-hand side with the one with n =
D − 1, we see that
cobs · d(S)n ≥pn −
χn
χD−1
(pD−1 − cobs · d(S)D−1)
=pn − 1
D
(
D
n
)
(pD−1 − cobs · d(S)D−1)
(C8)
holds for η → 0. It means that if Eq. (12) holds, positiv-
ity of cobs · d(S)n follows that of cobs · d(S)D−1.
For n = D − 1, Eq. (13) can be rewritten as cobs ·
d
(S)
D−1 → (〈(n)D−1〉 − 〈(n)D〉)/(D − 1)!. Since g(r)(0) is
〈(n)r〉 / 〈n〉r, we see that if Eq. (13) holds, cobs · d(S)n >
0 in the limit of η → 0. Due to Eq. (C5), the whole
argument is applicable to the S′-related bounds just by
replacing D by D − 1.
Next, we consider how these conditions are applied
to typical light sources. For a coherent light source,
we have pn = exp(−〈n〉) 〈n〉n /n! and g(r)(0) = 1, and
Eq. (13) becomes 〈n〉 < 1. For a thermal light source
with pn =
1
〈n〉+1
(
〈n〉
〈n〉+1
)n
, we have g(r)(0) = r! and
Eq. (13) becomes 〈n〉 < 1/D. In these two cases, we can
also check that Eq. (12) holds if Eq. (13) is satisfied. On
the other hand, the condition (12) is not fulfilled by a
pseudo single-photon source with an exceptionally small
value of p0. While the optimality may not be achieved
then, practically we will seldom encounter such a source
due to coupling losses in experiments.
8Appendix D
In this Appendix, we justify the lower bound Y L1 given
in Eq. (19) and the upper bound eU1 in Eq. (20). We
assume D ≥ 3 and that pLn/p′Un ≥ pL2 /p′U2 ≥ pL1 /p′U1 for
2 ≤ n ≤ D − 1 are verified by the calibration. The
conditions Q = q
∑
n pnYn, Q
′ = q′
∑
n p
′
nYn and 0 ≤
Yn ≤ 1 leads
Q′
q′
≤
D−1∑
n=0
p′Un Yn + p
′U
≥D (D1)
and
Q
q
≥
D−1∑
n=0
pLnYn. (D2)
Combined with pLn/p
′U
n ≥ pL2 /p′U2 for 2 ≤ n ≤ D − 1, we
have
pL2
Q′
q′
− p′U2
Q
q
≤
∑
n=0,1
(
pL2 p
′U
n − p′U2 pLn
)
Yn + p2p
′U
≥D.
(D3)
Since pL2 /p
′U
2 ≥ pL1 /p′U1 , we obtain Eq. (19).
For D = 2, we obtain a bound Y L1 directly from
Eq. (D1) as
Y L1 =
(
Q′
q′
− p′U0 Y0 − p′U≥D
)
/p′U1 . (D4)
For the derivation of eU1 , we use Q
′E′ = q′
∑
n p
′
nYnen
and Yn ≥ 0, leading to
Q′E′
q′
≥ p′L0 Y0e0 + p′L1 Y1e1, (D5)
and obtain Eq. (20).
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