The linear mixed model 1 was fitted to the relative bias data separately for each metal and produced estimates of random lab deviations from the overall mean and of residual deviations of the three lab measurements from the lab mean. Deviations are assumed to be normally distributed. Box plots are presented in Figs. A1 and A2 for random and residual effects of deviations for each metal, respectively. In the top plot of each pair of figures, all the data are plotted. In the bottom plot of each pair, random effects with absolute value > 5 are omitted. Although there is some skewness, there is considerable evidence that potential outliers can be either at the low or high end for either deviation. This is the justification for using the normal theory.
M estimator; there were not usually large differences between the constrained M estimates and MM estimates.
There are recommendations for adequate sample size for use of these methods: n=15 when there are three determinations by each lab. 1 For the median substitution data, for 14 elements there were at least 14 labs, which is quite close to the recommended number. For the four elements that had six to eight labs (Ag, Se, V, U), the number of labs seemed too small. For these metals, up to two sequential computations of the ASTM E691 3 h and k statistics were used to remove outliers.
Median substitution vs. no substitution
For each element, two versions of the data were evaluated. The first entailed omission of labs that did not report MDLs nor values for their media blank samples. The second entailed substitution of the median blank value for these labs. With substitution, 14 of the 21 metals had at least 14 labs evaluated, compared with only 6 for no substitution. With substitution, no metals had fewer than 11 labs, whereas without substitution five metals had fewer than 11 labs.
The differences in bias estimates (substitution model estimate -no substitution model estimate) are plotted in Fig. A3 for elements spiked at low levels. When the median used for substitution approaches the target value, the bias estimates for those metals have large negative bias compared to no substitution bias. Five metals had bias estimate differences of about -0.2 or lower, and four of these occurred for median substitution 0.02 or greater. (Note that three of the five metals for which the bias difference was about -0.2 or less had the fewest labs in the study, i.e., 6 or 7.) This was a main reason to present the data for the model without median substitution.
When either the median substitution is not large relative to the target, or the number of labs is 10 or greater, there is considerable agreement between the substitution and no-substitution estimates. If we exclude the four labs with large median substitutions, and note that Al and Cr did not have any labs that required median substitution, then there were just two metals that had absolute value of bias difference larger than 0.1: Ag and Zn. Silver had seven substitutions of median value (though the median value was low (0.0053), a possible reason for this).
For elements with large median substitutions, there were large differences between substitution and no-substitution estimates of within and between lab RSDs. For other metals and metalloids, there was good agreement. Only Ag, Zn and Fe had differences that exceeded 0.11 in absolute value. Substitution gave between 0.2 and 0.3 larger RSD for the between component for Ag and Zn. The difference was larger for Fe (greater than 0.4). However, for Fe the within component was much smaller for the substitution estimate; the total RSD does not differ much for iron between the two data version, which suggests that the difference relates to where to assign the variability. For the within-lab RSD of other metals, only Ag has a difference of estimates that exceeds 0.11 in absolute value. Like Fe, the issue is again one of assigning a large total RSD to the two components.
In the context of robust estimation, the differences discussed above are relatively small. That there is substantial agreement between the substitution and no substitution methods is reassuring.
Simulation results
The sample size studied was 10 labs, in a study of simulated data that was meant to be similar to the observed relative bias data (Bi'). The median values of the robust RSD (= relative standard deviation of relative bias data) for between-and within-labs for the low spike levels were about 0.24 and 0.16, respectively. Simulations were carried out at these and higher levels for the standard deviations, with mean of zero. Situations were studied with biases of 0.10 for the between lab component and 0.20 for within lab, and vice versa. The bias was either a normal variable with standard deviation 1, or the absolute value of this variable (to get at one-sided influence of contamination, for example). The total RSD tended to be overestimated by about a factor of 1.25 and 1.5, respectively. Even if similar biases in the RSDs apply to the real data, multiplication of the sample results by a factor of 1/1.4 (to adjust for bias in total RSD) would still give larger variability than is desirable.
Example calculations
For an example of the robust statistical treatment described in ref. [2] as applied to reported ILS data, we consider low-level ICP-MS results for Be. 4 Table A (1) presents raw reported results for Be for media/reagent blanks and for low-spiked samples from the 20 participating laboratories. Laboratories reporting no method detection limit (MDL) cannot be used for blank-corrected data; also, laboratories reporting values <MDL for low-level spikes cannot be used either. This leaves eleven laboratories for further consideration, as shown in Table A (2). For laboratories reporting <MDLs for given entries, the value given by MDL/√2 was substituted. (For example: for Laboratory 1 the reported MDL was 0.008 µg Be, thus the substituted value = 0.008/1.414 = 0.0057 µg.) In Table A (2) the average of the blank level values (in µg) is subtracted from each of values reported for the low-level spikes. These values are then divided by the target value of 0.025 µg, and 1 is subtracted from the ratios to obtain the estimated biases (Table A( 3) ).
In the robust treatment the breakdown point value used was 0.50. The distance of each laboratory's data from the estimated mean, scaled by variance-covariance estimates, is computed. Those distances are then compared to a value which depends on the breakdown point, and weights are assigned to each lab's data. The weighted data are then used to compute robust estimates of the means of the three samples and of the variance-covariance matrix.
The overall estimate of bias for the blank-corrected low-level Be data after robust treatment is then the average of the three averages for the reported Values 1, 2 and 3 from Table A 
