A B S T R A C T In 111, Restrepo and Bovik developed an elegant mathematical framework in which they studied locally monotonic regressions in RN. The drawback is that the complexity of their algorithms is exponential in N . In this paper, we consider digital locally monotonic regressions, in which the output symbols are drawn from a finite alphabet, and, by makin a connection to Viterbi decoding, provide a fast O( ~AI'cYN) algorithm that computes any such regression, where I d 1 is the size of the digital output alphabet, a stands for lomo-degree, and N is sample size. This is linear in N , and it renders the technique applicable in practice.
I N T R O D U C T I O N
Local monotonicity is a property that appears in the study of the set of root signals of the median filter [Z, 3, 4, 5, 6, 71 ; it constraints the roughness of a signal by limiting the rate at which the signal undergoes changes of trend (increasing to decreasing or vice versa). In effect, it limits the frequency of oscillations, without limiting the magnitude of jump level changes that the signal exhibits. Local monotonicity implies a different notion of smoothness, as compared to e.g., limiting the support of the Fourier transform; the latter imposes a limit on both the frequency of oscillations, and the magnitude of jump level changes.
A classic problem in the true spirit of nonlinear filtering is the recovery of a piecewise smooth signal embedded in impulsive noise. In this paradigm, it is often natural to model the signal as locally monotonic, and ask for optimal smoothing under an approximation or estimation criterion. This amounts to picking a signal, from a given class of locally monotonic signals, which minimizes a distortion measure between itself and the observation, and it is referred to as locally monotonic regression.
If x is a real-valued sequence (string) of length N , and y is any integer less than or equal to N , then a segment of x of length y is any substring of y consecutive components of x. Let x:+'-' = { r ( i ) , then a sequence of length N that is lonio-/3 is lomo-a as well; thus, the lomotonicity of a sequence is defined as the highest degree of local monotonicity that it possesses.
Digital Locally Monotonic Regression
Given y ( n ) E R, n = 0,1, a , N -1, and A, a finite subset of R ([AI < CO). Let h(a, N , A) denote the space of all sequences of N elements of A which are locally monotonic of degree a. Digital locally monotonic regression is the following constrained optimization: (.,.) is any per-letter distortion measure; it can be a -possibly inhomogeneous in n -metric, semi-metric, or arbitrary bounded cost measure. The "sum" may also be interpreted liberally: it turns out that it can be replaced by a "max" operation to accommodate a minimax (minimize sup-error) problem formulation, without affecting the structure of the fast computational algorithm which is developed below.
N , A); thus, the above optimization is defined over an element of a sequence of nested "approximation" spaces. This means that the achievable minimum is a nondecreasing function of CY.
S O L U T I O N
Now that the stage is set, the next step is to come up with an optimization technique that may efficiently solve this problem. This is not trivial, since this is a discrete optimization, with a hard constraint that does not immediately admit a functional form, and minimal assumptions on the cost functional. One powerful discrete optimization technique is the Viterbi algorithm (or Viterbi decoding), an instance of the principle of optimality of dynamic programming [8, 9, 101. In a nutshell, the Viterbi algorithm is a "clever" way to come up with a N-tuple of finite- We show how a suitable reformulation of our problem naturally leads to a simple and efficient Viterbi-type optimal algorithmic solution. This reformulation involves auxiliary variables, and composite state variables, and, in effect, makes our problem look like the "standard" Viterbi problem. 
lowing is a key observation.
all admissible subsequences of the same length which lead to the same state at time v, i.e., a,ll admis- [15, 16, 17, 18, 191 , makes fast digital locally monotonic regression a realistic alternative to standard nonlinear filtering, at least for moderate values of Id/, a. Hardware capability is continuously improving, and at a rather healthy pace. Viterbi-type filtering techniques, like the one described here, will certainly benefit from these developments.
SIMULATION EXAMPLE
Let us now discuss a complete simulation experiment. Figure 2 depicts a typical input sequence. This particular input has been generated by adding i.i.d. noise on some artificial "true" noise-free test data, depicted in Figure 1 . The noise has been generated according to a uniform distribution, and most of the data points are contaminated. M should be stressed that this is a "distribution-free" experiment, in that we do not use our prior knowledge of the noise model to match the regression to the noise characteristics, which is certainly a possibility (cf. [l]: by proper choice of d, (., .) , locally monotonic regression can be tailored to provide Maximum Likelihood (ML) estimates). The noise-free test data of Figure 1 is also overlaid on subsequent plots. This is meant to help the reader judge filtering "quality". Visual perception is arguably the ultimate "gold standard", and the reader is encouraged to attempt to trace the underlying signal visually.
For this example, we take d, (y(n) 
Vn~{O,l,...,N-l),d=(0,.~~,99],andN=512. The resulting optimal approximation for a = 10,15,20,25 is depicted in Figures 3, 4 , 5, and 6, respectively. The results look very promising. The overall run time is approximately equal to 2 minutes for a = 15, N = 512, 1-41 = 100, on a SUN SPARC 10, using simple C-code developed by the author, which certainly leaves much to be desired in terms of efficiency. Much better benchmarks may be expected for smaller alphabets and/or by implementing the algorithm in dedicated Viterbi hardware; e.g., for [dl = 32, and everything else as above, the overall run time is approximately 12 seconds, for a throughput of 42 32-ary symbols per second. Restrepo and Bovik) in N , and it renders the technique applicable in practice. The connection between optimal nonlinear filtering under local syntactic constraints and Viterbi decoding algorithms seems to be strong and pervasive; it appears to provide a unifying framework for the efficient computation of a rich class of nonlinear filtering techniques, some of which were oftentimes deemed impractical, due to their complexity. This key element certainly deserves further investigation, and several threads are currently being pursued. Output of digital locally monotonic re-
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