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ABSTRACT
In an era of large spectroscopic surveys of stars and big data, sophisticated statistical methods become more and more important in
order to infer fundamental stellar parameters such as mass and age. Bayesian techniques are powerful methods because they can match
all available observables simultaneously to stellar models while taking prior knowledge properly into account. However, in most cases
it is assumed that observables are uncorrelated which is generally not the case. Here, we include correlations in the Bayesian code
Bonnsai by incorporating the covariance matrix in the likelihood function. We derive a parametrisation of the covariance matrix that,
in addition to classical uncertainties, only requires the specification of a correlation parameter that describes how observables co-
vary. Our correlation parameter depends purely on the method with which observables have been determined and can be analytically
derived in some cases. This approach therefore has the advantage that correlations can be accounted for even if information for
them are not available in specific cases but are known in general. Because the new likelihood model is a better approximation of the
data, the reliability and robustness of the inferred parameters are improved. We find that neglecting correlations biases the most likely
values of inferred stellar parameters and affects the precision with which these parameters can be determined. The importance of these
biases depends on the strength of the correlations and the uncertainties. For example, we apply our technique to massive OB stars,
but emphasise that it is valid for any type of stars. For effective temperatures and surface gravities determined from atmosphere
modelling, we find that masses can be underestimated on average by 0.5σ and mass uncertainties overestimated by a factor of about 2
when neglecting correlations. At the same time, the age precisions are underestimated over a wide range of stellar parameters. We
conclude that accounting for correlations is essential in order to derive reliable stellar parameters including robust uncertainties and
will be vital when entering an era of precision stellar astrophysics thanks to the Gaia satellite.
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1. Introduction
With the advent of large stellar spectroscopic surveys, powerful
telescopes, and advanced spectral modelling capabilities, more
and more is known about individual stars with ever increasing
accuracy and precision. In particular, the Gaia satellite will rev-
olutionise the precision with which distances, luminosities, and
other stellar parameters can be determined.
Accuracy and precision are essential to many astrophysical
applications, for example when determining fundamental prop-
erties of exoplanets and the architectures of planetary systems
from inferred masses, radii, and ages of their host stars (e.g.
Bonfanti et al. 2016); when studying the dynamical and chemical
evolution of the Galaxy from F and G stars (e.g. Mitschang et al.
2014); when testing stellar models with in-depth observations of
binary stars (e.g. Lastennet & Valls-Gabaud 2002; Torres et al.
2010); or when investigating the consistency of different stellar
age estimate methods (e.g. Maxted et al. 2015b). Also, in statis-
tical studies of large samples of stars, systematic biases have the
potential to hamper our interpretation of the data (e.g. Jørgensen
& Lindegren 2005; Fossati et al. 2016).
In order to determine robust and reliable stellar param-
eters, sophisticated statistical methods are indispensable and
systematic uncertainties need to be understood. This includes
systematics in the stellar models (e.g. Martins & Palacios 2013;
Jones et al. 2015; Stancliffe et al. 2015, 2016), but also sys-
tematics in the statistical techniques used to compare observa-
tions of stars with stellar models. Bayesian statistical methods
(e.g. Jørgensen & Lindegren 2005; da Silva et al. 2006; Takeda
et al. 2007; Shkedy et al. 2007; van Dyk et al. 2009; Burnett
& Binney 2010; Serenelli et al. 2013; Schönrich & Bergemann
2014; Schneider et al. 2014; Maxted et al. 2015a) have proven
to be powerful because they can compare all available observ-
ables including error bars simultaneously to stellar models; they
also take prior knowledge such as initial mass functions properly
into account. Moreover, such methods have the potential to de-
liver robust and reliable error bars of inferred stellar parameters
that do not suffer from biases, for example due to neglecting the
time spent by stars in various regions of the Hertzsprung–Russell
(HR) diagram (e.g. Pont & Eyer 2004).
For simplicity, it is in most cases assumed that observables
are independent of each other, i.e. that they are uncorrelated.
However, this assumption is not generally true and many observ-
ables are in fact correlated. For example, effective temperatures
and surface gravities are correlated if inferred from stellar atmo-
sphere modelling because they can influence diagnostic lines in
a similar way, i.e. effective temperature and surface gravity de-
pend on each other. The same is true when converting observed
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effective temperatures, distances, and magnitudes of stars into
bolometric luminosities. To accomplish this it is necessary to use
the bolometric correction, which is a function of effective tem-
perature, because of the approximate black-body behaviour of
stars. Therefore, the luminosity also depends on effective tem-
perature: bolometric luminosity and effective temperature co-
vary, i.e. they are correlated.
Correlations are valuable information and, when not ac-
counted for, can bias the comparison of observations with stellar
models. Correlations change the likelihood function and, as we
show in this paper, thereby the precision and most likely val-
ues of inferred fundamental stellar parameters such as mass and
age. They provide additional information on the observables that
ultimately result in more reliable stellar parameters. Taking cor-
relations properly into account may decrease the error bars such
that stellar parameters can be inferred with higher precision.
Bonnsai1 (Schneider et al. 2014) is a Bayesian statistical
method that matches all the available observables of stars simul-
taneously to models of stellar evolution in order to determine
fundamental stellar parameters such as mass and age, to pre-
dict yet unobserved stellar parameters, and to probe theses mod-
els using sophisticated goodness-of-fit tests. Being a Bayesian
method, it takes prior knowledge such as initial mass functions
properly into account. In this paper, we generalise the likelihood
function of Bonnsai by adding the covariance matrix to be able
to account for correlated stellar observables. So far, correlations
of stellar parameters are typically not reported in the literature,
but only marginalised 1σ uncertainties. In order to facilitate the
use of such stellar parameters, we derive a parametrisation of the
covariance matrix that depends on conventional 1σ uncertain-
ties, and also on a correlation parameter that describes how two
observables co-vary and that purely depends on the method with
which the observables have been determined. Once the correla-
tion parameter for a particular method is known, this parametri-
sation has the advantage that correlations can be accounted for
when matching observables against stellar models even if only
marginalised 1σ error bars are available. The new likelihood
model can be applied in various situations (also outside stellar
astrophysics) and is valid for any kind of star in any evolution-
ary state.
In Sect. 2 we describe the new likelihood model and compare
it to the old one and to even more accurate numerical models.
We investigate how the new likelihood model affects the preci-
sion and most likely values of inferred initial masses and ages
in Sect. 3, and summarise our conclusions in Sect. 4. A version
of Bonnsai that includes the new likelihood model is available
through a web-interface2.
2. Method
2.1. The new likelihood model
The heart of any Bayesian method such as Bonnsai is Bayes’
theorem,
p(m|d) ∝ p(d|m)p(m). (1)
Bayes’ theorem states that the posterior probability distribution
p(m|d), i.e. the probability distribution of the model parame-
ters m given observational data d, follows from the likelihood
p(d|m), i.e. the probability distribution of the observational data
1 The BONNSAI web-service is available at
http://www.astro.uni-bonn.de/stars/bonnsai
2 http://www.astro.uni-bonn.de/stars/bonnsai
given the model parameters and the prior distribution p(m) that
encompasses a priori knowledge about the model parameters.
In Bonnsai and similar methods it is usually assumed that
the likelihood function can be written as a product of Gaussian
functions for each observable. This assumption is true if the ob-
servables are normally distributed and uncorrelated.
If the observables are correlated, the product of independent
Gaussian likelihoods is only a zeroth order approximation of the
data; this approximation may still be adequate to describe the
data if the correlations are weak. In a first-order approximation,
it is possible to generalise the Gaussian likelihood function by
introducing the covariance matrix Σ,
p(d|m) = 1√
(2pi)k |Σ|
exp
[
−1
2
(d − d(m))T Σ−1 (d − d(m))
]
, (2)
where k is the dimension, i.e. the number of observables, |Σ| the
determinant of the covariance matrix, and d(m) the predicted ob-
servables for model parameters m. If the observables are uncor-
related, the covariance matrix has only diagonal elements and
the likelihood function in Eq. (2) reduces to a product of in-
dependent Gaussian functions. The likelihood model in Eq. (2)
may still not be good enough to properly approximate the data,
for example if the shape of the likelihood is that of a banana. In
that case it is probably easiest to use a numerical model of the
likelihood function in Bayes’ theorem.
Covariances of inferred stellar parameters are typically not
reported in the literature, but only 1σ uncertainties of indi-
vidual observables; we call these 1σ uncertainties “conven-
tional uncertainties/error bars”. Our aim is therefore to derive
a parametrisation of the covariance matrix that is fully speci-
fied by conventional error bars and additional parameters that
we call “correlation parameters” that only depend on the method
with which observables have been derived. Once the correlation
parameters are known for a given method, this approach will en-
able us to incorporate correlations even in such cases where only
conventional error bars are available.
Covariances are often expressed in terms of Pearson’s corre-
lation parameter ρpq = Cov(p, q)/σpσq where Cov is the covari-
ance of observables p and q, and σp and σq are the respective
conventional 1σ uncertainties. With this notation, the covari-
ance matrix Σ has the square of the conventional uncertainties
on its diagonal and ρpqσpσq on its off-diagonal (recall that Σ is
symmetric). In this way, the covariance matrix would be given
by conventional uncertainties and Pearson’s correlation parame-
ter as desired; however, Pearson’s correlation parameter depends
not only on the method with which observables have been deter-
mined, but also on the conventional uncertainties such that this
correlation parameter cannot be re-used in cases where only con-
ventional uncertainties are available (see Sect. 2.1.1).
We therefore seek to derive an alternative representation of
the covariance matrix for which correlation parameters can be
re-used or derived analytically (see Sect. 2.3). To that end, we
note that the two-dimensional version of the likelihood function
defined in Eq. (2) has the shape of a rotated ellipse (Fig. 1). The
semi-major and -minor axes a and b of this Gaussian ellipse
define the orientation of a reference frame that is rotated with
respect to the standard reference frame. Let B be the standard
Euclidean basis and T the basis of the rotated reference frame
(the basis T is given by the eigenvectors of Σ and the eigenval-
ues are a2 and b2). In the rotated reference frame, the covariance
matrix is diagonal and Eq. (2) can be written as a product of in-
dependent Gaussians whose variances are the eigenvalues of the
covariance matrix.
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Fig. 1. Schematic representation of the 1σ, 2σ, and 3σ contours of a
Gaussian likelihood function of two correlated observables d1 and d2.
The semi-major and -minor axes a and b of the 1σ contour are indi-
cated. The marginalised probability density functions (PDFs) of the two
observables are shown in the top and right panels. They are Gaussian
functions with standard deviations σ1 and σ2 (the conventional error
bars). In this example, σ1 = 2σ2.
There is a linear map R:B → T that transforms from basis B
to T and that can be expressed as a rotation matrix. Using this
transformation R we can change the basis of the inverse of the
covariance matrix to switch between representations relative to
the basis B and T ,
Σ−1B = RΣ
−1
T R
T, (3)
where ΣB and ΣT denote the covariance matrix with respect
to basis B and T , respectively. In most applications the con-
ventional uncertainties σ of each observable are known but not
the standard deviations of the likelihood in the rotated reference
frame (σ1 and σ2 vs. a and b; cf. Fig. 1). To compute one from
the other, we derive relations between the correlation parameters,
the conventional error bars, and the standard deviations of the ro-
tated Gaussian likelihood by integrating the likelihood function
in Eq. (2). In Sect. 2.1.1 we derive the expressions for two cor-
related observables and in Sect. 2.1.2 for three.
2.1.1. Two correlated observables
For two observables the rotation matrix R can be written as
R =
(
cosϕ − sinϕ
sinϕ cosϕ
)
(4)
with ϕ being the rotation angle by which the reference frame T
is rotated with respect to B; we call ϕ the correlation parameter.
Let a and b be the standard deviations of the rotated Gaussian
such that the inverse of the covariance matrix with respect to
basis T has the form
Σ−1T =
(
1/a2 0
0 1/b2
)
. (5)
The inverse of the covariance matrix with respect to basis B fol-
lows from a basis transformation (Eq. (3)) using the rotation ma-
trix R (Eq. (4)). The likelihood function (Eq. (2)) then reads
p(d|m) = 1
2piab
exp
−12
( x′a
)2
+
(
y′
b
)2
 , (6)
with
x′ = [d1 − d1(m)] cosϕ + [d2 − d2(m)] sinϕ,
y′ = [d1 − d1(m)] sinϕ − [d2 − d2(m)] cosϕ,
and (d1, d2) and (d1(m), d2(m)) are the components of d and
d(m), respectively.
Integrating, i.e. marginalising, the rotated Gaussian likeli-
hood (Eq. (6)) over x ≡ d1 − d1(m) and y ≡ d2 − d2(m) re-
sults again in Gaussian functions with standard deviations σ1 =√
a2 cos2 ϕ + b2 sin2 ϕ and σ2 =
√
b2 cos2 ϕ + a2 sin2 ϕ, respec-
tively. These standard deviations are the conventional error bars
that are typically reported in the literature, and solving the set of
equations for a and b yields the desired relations for the standard
deviations of the rotated Gaussian likelihood as a function of the
conventional error bars of the observables and the correlation
parameter,
a2 =
−σ21 cos2 ϕ + σ22 sin2 ϕ
sin4 ϕ − cos4 ϕ and
b2 =
σ21 sin
2 ϕ − σ22 cos2 ϕ
sin4 ϕ − cos4 ϕ · (7)
The above transformation from (σ1, σ2) to (a, b) only has unique
solutions for ϕ , ±pi/4. In case of ϕ = pi/4, σ1 = σ2 ≡ σ, and
σ2 = (a2 + b2)/2. As a consequence a and b, i.e. the covari-
ance matrix, cannot be uniquely determined from the provided
conventional uncertainties σ1 and σ2, and instead the full covari-
ance matrix has to be provided in order to use the new likelihood
model. The covariance matrix is symmetric and positive-definite,
i.e. its eigenvalues are real and positive: a2 ≥ 0 and b2 ≥ 0. For
a2 → 0 or b2 → 0 the likelihood function describes a straight
line in the d1–d2 plane.
The eccentricity, e, of the shape of the likelihood function is
given by (a > b)
e2 = 1 − b
2
a2
=
σ21 − σ22
σ21 cos
2 ϕ − σ22 sin2 ϕ
, (8)
showing that the likelihood function has the shape of a circle
for σ1 = σ2 (ϕ , ±pi/4) and that of an ellipse otherwise. For
fixed σ1 and σ2, the orientation and eccentricity of the ellipse
are determined by the correlation parameter ϕ.
The correlation parameter describes how two observables x
and y co-vary, i.e. by how much y has to change when chang-
ing x while maintaining the best possible fit/highest likelihood.
Mathematically, the correlation parameter is therefore given by
the derivative of y with respect to x,
tanϕ =
dy
dx
· (9)
For ϕ  1 (as is the case in our examples below), Eq. (9) sim-
plifies to ϕ ≈ dy/dx.
Using our parametrisation, we find for the covariance of two
observables p and q,
Cov(p, q) =
1
2
(
σ2p − σ2q
)
tan 2ϕ, (10)
and thus for Pearson’s correlation parameter
ρpq =
1
2
σ2p − σ2q
σpσq
tan 2ϕ. (11)
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These relations show the advantage of our correlation parame-
ter compared to other common representations of the covariance
matrix, namely that ϕ depends only on the method with which
the observables p and q have been derived, which is not the case
for the covariance and Pearson’s correlation parameter.
2.1.2. Three correlated observables
In Sect. 2.1.1 we derive a parametrisation of the likelihood func-
tion Eq. (2) for two correlated observables. This is already an
important step because it allows us to consider correlations, for
example in the HR diagram and the Teff–log g plane (Kiel di-
agram). However, there are often three correlated observables,
for example if effective temperatures, surface gravities, and lu-
minosities of stars are known simultaneously. Analogously to
Sect. 2.1.1, we now derive the relations between the conventional
error bars, the eigenvalues of Σ, and the correlation parameters
for three correlated observables.
The shape of the likelihood function in Eq. (2) is now an
ellipsoid whose orientation in space can be described by two an-
gles, ϕ and θ. Let ϕ be the rotation angle along the z-axis of the
standard Euclidean basis B and θ the rotation angle along the
rotated y-axis of B. Furthermore, let T1 be the basis after rotat-
ing B along the z-axis by ϕ and T2 the basis of the reference
frame after both rotations. The overall linear map describing the
two rotations is then
R ≡ R(ϕ, θ) = Ry′ (θ) Rz(ϕ) = Rz(ϕ) Ry(θ), (12)
where Ry′ (θ) denotes a rotation by θ along the rotated y-axis ofB
(i.e. the y-axis of T1), Rz(ϕ) a rotation by ϕ along the z-axis ofB,
and Ry(θ) a rotation by θ along the y-axis of T1. In the second
step in Eq. (12), we have used that Ry(θ) = RTz (ϕ) Ry′ (θ) Rz(ϕ).
Overall this means that rotating first along the z-axis by ϕ and
then by θ along the rotated y-axis of B is equivalent to first rotat-
ing by θ along the y-axis and then by ϕ along the z-axis of B. In
matrix form, Eq. (12) reads
R =
cosϕ − sinϕ 0sinϕ cosϕ 0
0 0 1

 cos θ 0 sin θ0 1 0− sin θ 0 cos θ
 . (13)
Using Eqs. (3) and (13), we compute the inverse of the symmet-
ric covariance matrix (the covariance matrix with respect to T2
is diagonal and we assume the eigenvalues on the diagonal to
be a2, b2, and c2; cf. Eq. (5)) such that the likelihood function
(Eq. (2)) is given by
p(d|m) = 1
(2pi)3/2abc
exp
−12
( x′a
)2
+
(
y′
b
)2
+
(
z′
c
)2
 (14)
with
x′ = [d1 − d1(m)] cosϕ cos θ + [d2 − d2(m)] cos θ sinϕ
− [d3 − d3(m)] sin θ,
y′ = − [d1 − d1(m)] sinϕ + [d2 − d2(m)] cosϕ,
z′ = [d1 − d1(m)] cosϕ sin θ + [d2 − d2(m)] sinϕ sin θ
+ [d3 − d3(m)] cos θ.
In order to compute a, b, and c from the conventional un-
certainties of each observable and the two rotation angles ϕ
and θ, Eq. (14) has to be integrated. To this end, we define
x = d1 − d1(m), y = d2 − d2(m), and z = d3 − d3(m) and rewrite
Eq. (14) as
p(d|m) = 1
(2pi)3/2abc
exp
{
−1
2
[(
α1x + α2y + α3z
a
)2
+
(
β1x + β2y
b
)2
+
(
γ1x + γ2y + γ3z
c
)2]}
(15)
with
α1 = cosϕ cos θ,
α2 = cos θ sinϕ,
α3 = − sin θ,
β1 = − sinϕ,
β2 = cosϕ,
γ1 = cosϕ sin θ,
γ2 = sinϕ sin θ,
γ3 = cos θ. (16)
With these definitions we find
L(x) ≡
∫ +∞
−∞
∫ +∞
−∞
p(d|m) dy dz = 1√
2piσ1
exp
−12
(
x
σ1
)2 ,
L(y) ≡
∫ +∞
−∞
∫ +∞
−∞
p(d|m) dx dz = 1√
2piσ2
exp
−12
(
y
σ2
)2 ,
L(z) ≡
∫ +∞
−∞
∫ +∞
−∞
p(d|m) dx dy = 1√
2piσ3
exp
−12
(
z
σ3
)2 ,
which are Gaussian functions with standard deviations
σ21 = a
2β22γ
2
3 + b
2(α3γ2 − α2γ3)2 + c2α23β22,
σ22 = a
2β21γ
2
3 + b
2(α3γ1 − α1γ3)2 + c2α23β21,
σ23 = a
2(β1γ2 − β2γ1)2 + b2(α1γ2 − α2γ1)2
+c2(α1β2 − α2β1)2.
Using the definitions from Eqs. (16) and solving for the semi-
major and -minor axes a, b, and c of the ellipsoid, we arrive
at the desired relation between the conventional uncertainties of
each observable and the semi-major and -minor axes,
a2 =
cos2 θ
(
σ21 cos
2 ϕ − σ22 sin2 ϕ
)
− σ23 sin2 θ
(
cos2 ϕ − sin2 ϕ
)(
cos2 ϕ − sin2 ϕ
) (
cos2 θ − sin2 θ
) ,
b2 =
σ21 sin
2 ϕ − σ22 cos2 ϕ
sin4 ϕ − cos4 ϕ ,
c2 =
σ23 cos
2 θ
(
cos2 ϕ − sin2 ϕ
)
− sin2 θ
(
σ21 cos
2 ϕ − σ22 sin2 ϕ
)(
cos2 ϕ − sin2 ϕ
) (
cos2 θ − sin2 θ
) ·
As in the case of two correlated observables (Sect. 2.1.1), the
full specification of our new likelihood model from conven-
tional uncertainties is only possible if ϕ , ±pi/4 and θ , ±pi/4.
Furthermore, the combinations of σ1, σ2, σ3, ϕ, and θ have to be
such that a2 > 0, b2 > 0, and c2 > 0 because Σ is symmetric and
positive-definite.
We define the correlation parameters to describe correlations
of two observables with respect to B. With the definitions of
ϕ and θ as rotations along the z-axis and the rotated y-axis, ϕ
already describes the correlation between two observables in the
x–y plane, but θ does not describe the correlation in either the
x–z or y–z plane of B, but in the rotated x–z plane of B. Hence,
if ξ is the correlation parameter of two observables in the x–z
plane, θ and ξ are related through
tan θ = tan ξ cosϕ. (17)
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2.2. Determination of correlation parameters
Whether observables co-vary or not depends solely on how they
are determined. Observables can also be fully independent of
each other, which is the case if it is possible to determine one
parameter without needing to know the others or if observ-
ables are inferred from independent methods. On the contrary, it
may be that the determination of parameters depends (strongly)
on knowing the others, in which case the correlation between
the observables may add valuable information when comparing
them to stellar models.
Determining correlation parameters can be complex. In all
probability, the easiest situation is if observables are related to
each other via an analytical function that is used to derive some
observables from others. In this case the correlation parameters
follow from Eq. (9). We discuss such an example in Sect. 2.3.
If there is no analytical relation, the correlation parameter
can be found by computing the covariance of those observables
that will be matched against stellar models. To this end, the
relevant parameter space has to be sampled such that a (multi-
dimensional) probability distribution for the relevant observables
can be computed. The correlation parameter can then be deter-
mined by fitting our new likelihood model for two correlated
observables (Eq. (6)) to the corresponding marginalised proba-
bility distribution. This method can always be applied, but may
be computationally expensive. In Sect. 2.4 we discuss such an
example and also show how it is possible to determine the cor-
relation parameter more easily.
2.3. Correlations in the Hertzsprung–Russell diagram
Our new likelihood model can be applied to any kind of star in
any situation as long as the correlations are known. In the fol-
lowing, we turn to massive, main-sequence stars because such
models are already available in Bonnsai. We consider the situ-
ation that the effective temperature of a star is known, for exam-
ple from fitting its spectral energy distribution or using a spectral
type calibration, the apparent V-band magnitude from photomet-
ric observations, and the distance from parallax measurements.
The luminosity of the star can then be computed using the bolo-
metric correction calibration of Flower (1996). We choose the
bolometric correction of Flower (1996) for demonstration pur-
poses because it is valid over a wide range of stellar temper-
atures, from M- to O-type stars. For this example, we assume
that the effective temperature is Teff = 24 700 ± 2000 K, the
distance to the star d = 151 ± 5 pc, the apparent V-band mag-
nitude mV = 1.97 ± 0.01, and that there is only negligible ex-
tinction (these observables, except for the large uncertainty in
effective temperature, are characteristic of the magnetic B-type
star HD 44743; Fossati et al. 2015). The luminosity of the star is
then given by
log L/L = 0.4
(
MV, − mV + 5 log dpc − 5 − BCV (Teff)
)
, (18)
where BCV (Teff) is the bolometric correction and MV, the abso-
lute V-band magnitude of the Sun. This equation shows that the
logarithmic luminosity co-varies with apparent magnitude, dis-
tance, and effective temperature. On a more fundamental level,
the reason why luminosity and effective temperature co-vary is
that both quantities are given by the total flux of stars such that
the Stefan–Boltzmann law holds, L = 4piR2σT 4eff with R being
the stellar radius and σ the Stefan–Boltzmann constant. We now
consider the case where the luminosity and effective temperature
are matched against stellar models to infer fundamental stellar
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Fig. 2. Comparison of the reference likelihood function with two ap-
proximations that neglect and account for correlations. The 1σ, 2σ, and
3σ areas of the reference likelihood function in the HR diagram are
shown by the shaded areas. The red contours show the same confidence
levels of a likelihood model that neglects the correlation in luminosity
and effective temperature, and the black contours show our new likeli-
hood model for a correlation parameter of ϕ = 3.916 × 10−5 K−1. The
marginalised observables are Teff = 24 700 ± 2000 K and log L/L =
4.410 ± 0.084 for all three likelihood models.
parameters for this star. We are therefore only interested in the
covariance of luminosity and effective temperature, and show in
Fig. 2 the likelihood function computed from Eq. (18) using the
above stellar parameters and assuming Gaussian uncertainties;
the marginalised luminosity is then log L/L = 4.410 ± 0.084.
This likelihood model makes the fewest number of assumptions
on the data and is therefore the most accurate model discussed
here. In order to easily distinguish between the different likeli-
hood models, we call it the reference likelihood model from here
on. We further show the old Gaussian likelihood model that ne-
glects correlations for Teff = 24 700 ± 2000 K and log L/L =
4.410 ± 0.084. The two likelihood functions differ significantly.
Our new likelihood model is parametrised by the same lumi-
nosity and effective temperature as the old model with the ad-
dition of a correlation parameter ϕ that describes how the lumi-
nosity co-varies with effective temperature. Here, ϕ  1, and
applying Eq. (9) we find
ϕ(Teff) =
dlog L/L
dTeff
= −0.4 dBC
dTeff
· (19)
Using the analytic fit of the bolometric correction as a function of
effective temperature from Flower (1996), i.e. taking the deriva-
tive of the fit of the bolometric correction with respect to effec-
tive temperature and evaluating the derivative at Teff = 24 700 K,
we find ϕ = 3.916 × 10−5 K−1. It is evident from Fig. 3 that the
new likelihood model represents the reference likelihood well
and much better than the old model.
Because of the different shape and orientation between the
new likelihood model and the old, certain combinations of ef-
fective temperature and luminosity can be excluded with more
than 3σ confidence, which would be considered possible within
1σ when neglecting the correlations. Given that different com-
binations of effective temperature and luminosity correspond to
different combinations of the fundamental stellar parameters ini-
tial mass, age, and initial rotational velocity, this will influence
the inference of these parameters (cf. Sect. 3 where we show that
the most likely stellar parameters and the inferred uncertainties
can change significantly).
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Fig. 3. As in Fig. 2 but for a) HD 13866 and b) HD 46485 in the Kiel diagram. The probability maps have been derived by fitting Fastwind
atmosphere models to observed spectra.
Although the new likelihood model approximates the refer-
ence likelihood far better than a likelihood model that neglects
correlations, the new approximation is not perfect. The correla-
tion parameter varies with effective temperature leading to small
deviations from the reference likelihood visible only in the 2–3σ
regions. Halving the large uncertainty in effective temperature
makes the deviations disappear nearly completely. We therefore
conclude that the new likelihood model is an adequate approxi-
mation in this case.
2.4. Correlations in the Kiel diagram
The second example of correlations concerns effective tempera-
tures and surface gravities that are deduced from fitting synthetic
spectra of atmosphere models to observed ones. The correlation
between surface gravity and effective temperature from fitting
the spectra of stars depends on the details of the fitting process
and the applied methods (see below). For example, in OB stars
the correlation is such that hotter temperatures require larger
gravities to fit spectra similarly well, whereas the opposite is true
in cooler stars. In Wolf-Rayet stars, the photosphere is formed in
the wind and the spectral lines are therefore not sensitive to the
surface gravity. Hence, effective temperature and surface grav-
ity are uncorrelated in these stars (in fact, the surface gravity
remains mostly unconstrained). These examples show that the
correlations of observables depend only on how observables are
determined (cf. Sect. 2.2).
In Fig. 3 we show how effective temperature and surface
gravity co-vary when modelling the spectra of HD 13866 and
HD 46485, observed within the IACOB project (Simón-Díaz
et al. 2011, 2015), with the stellar atmospheric code Fastwind
(Santolaya-Rey et al. 1997; Puls et al. 2005). The probability dis-
tributions in Fig. 3 have been computed in two steps. First, the
main optical transitions in the observed spectra were compared
to a pre-computed grid of Fastwind stellar atmosphere mod-
els presented in Castro et al. (2012) to find the best-fitting spec-
troscopic stellar parameters (for further details on the technique
and the lines used, see Castro et al. 2012). Second, sub-grids of
atmosphere models have been computed around the best-fitting
effective temperature and surface gravity to properly resolve the
probability distributions such that the correlation parameter can
be reliably determined. The finer sub-grids have a resolution
of ∆Teff = 250 K and ∆log g = 0.025 dex and the probability
map is a bit patchy because of this finite grid in atmosphere
models. From the probability maps we find correlation param-
eters of 10.865 × 10−5 K−1 and 5.989 × 10−5 K−1 for HD 13866
and HD 46485, respectively. In this example, the correlation is
stronger in the cooler OB star.
As in Sect. 2.3 for a star in the HR diagram, it is evident
that correlations can significantly change the shape and orienta-
tion of the likelihood function. The new likelihood model nicely
matches the probability maps and properly reproduces the dif-
ferent confidence regions. A comparison with the old likelihood
model reveals the need for taking correlations properly into ac-
count to avoid biases when determining fundamental stellar pa-
rameters such as mass and age.
Determining the correlation parameter is not trivial. As dis-
cussed in Sect. 2.2, a viable method to obtain the correlation
parameter is to fit our likelihood model to detailed probability
maps such as those in Fig. 3; this procedure can be computation-
ally expensive. An alternative, computationally less expensive
method works as follows: First, the best-fitting spectroscopic pa-
rameters are determined by varying those parameters that sig-
nificantly influence the diagnostic lines. Second, the best-fitting
effective temperature is changed by δTeff and log g is varied by
δlog g until the deviation of the synthetic spectrum from the ob-
served spectrum is minimised again. During this step, all other
parameters can be kept constant at the best-fitting values and
the correlation parameter follows from ϕ = δlog g/δTeff because
ϕ  1 (Eq. (9)). It is advisable to repeat the steps for several val-
ues of δTeff to obtain a more robust correlation parameter. Both
procedures can of course be applied to any stellar parameter and
not only effective temperature and surface gravity.
The absolute value of the correlation parameter of effective
temperature and surface gravity depends on a variety of factors;
it depends on which atmospheric lines are used in the analysis
(e.g. hydrogen-helium lines or hydrogen-helium-silicon lines)
and which weight is given to the diagnostic lines. For example,
the surface gravity is strongly constrained by the wings of the
Balmer lines and some fitting methods require always fitting the
Balmer wings well while allowing for more freedom in other
lines. The Balmer wings and thus the derived surface gravity
further depend on the signal-to-noise ratio (S/N), i.e. the correla-
tion parameter will also be a function of S/N. Finally, the corre-
lation parameter depends on the atmospheric parameters varied
in the fitting process because all parameters have the potential
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to change the shape and strengths of the main-diagnostic lines.
For example, allowing for variations in the helium abundances
obviously influences the helium lines and thus the correlation
parameter; the wind-Q parameter also influences some helium
lines (e.g. Puls et al. 1996; Kudritzki & Puls 2000).
2.5. Normalised correlation parameter
The deviation of the new likelihood model from a likelihood
model that neglects correlations depends on the absolute value
of the correlation parameter and it also depends on the conven-
tional error bars. If a quantity y co-varies strongly with x but the
conventional uncertainty of x is much smaller than that of y, the
new likelihood model deviates only slightly from a likelihood
that neglects correlations. Similarly, the deviation of the likeli-
hoods can be significant if y co-varies only weakly with x but the
uncertainty of x is much larger than that of y. The importance of
the correlations therefore depends on the interplay between the
correlation parameter and the error bars (cf. Eq. (8)).
In order to judge the importance of correlations, it is useful
to define a normalised correlation parameter, which is the corre-
lation parameter introduced in Sect. 2.1.1 divided by the ratio of
the corresponding 1σ uncertainties:
ϕˆ = ϕ
/
σ2
σ1
=
dy
dx
/
σ2
σ1
· (20)
This parameter is a measure of the importance of correlations
with ϕˆ → 0 indicating no influence and ϕˆ → 1 maximum in-
fluence on the shape of the likelihood (in the former case, the
likelihood function equals a likelihood that neglects correlations,
whereas it converges to a straight line in the latter).
A geometric interpretation of the normalised correlation pa-
rameter may be obtained by considering ϕ  1. This applies
for correlations between effective temperature and logarithmic
luminosity and between effective temperature and logarithmic
surface gravity discussed in Sects. 2.3 and 2.4, respectively. The
ratio of the 1σ areas of the likelihood function accounting for
and neglecting correlations is then
piab
piσ1σ2
≈
√
1 −
(
1 + σ42/σ
4
1
)
ϕˆ2 ≈
√
1 − ϕˆ2. (21)
The last approximation holds ifσ42/σ
4
1  1, which is the case for
the mentioned examples. In these cases, the normalised correla-
tion parameter relates directly to the relative change in the 1σ
area of the likelihood function. This interpretation also allows
us to quantify the importance of correlations for the likelihood
function: a larger than 5% (10%) reduction of the 1σ area corre-
sponds to ϕˆ & 0.31 (ϕˆ & 0.43).
For the example of star HD 44743 in the HR diagram
(Sect. 2.3), the normalised correlation parameter is ϕˆ = 0.93,
indicating a strong correlation that has large consequences for
the likelihood model. Indeed, the area of the 1σ region is, in
accordance with Eq. (21), reduced by about 63% when account-
ing for correlations (Fig. 2). In the Kiel diagram, the normalised
correlation parameters are ϕˆ = 0.8 and ϕˆ = 0.7 for HD 13866
and HD 46485, respectively (Sect. 2.4), leading to a reduction of
about 29% and 40% of the 1σ area when accounting for correla-
tions (Fig. 3).
The absolute correlation parameters of HD 13866 and
HD 46485 in the Kiel diagram are larger than that of HD 44743
in the HR diagram (Sects. 2.3 and 2.4). However, the shape of the
likelihood of HD 44743 is more elongated (Fig. 2), i.e. the cor-
relation is more important, than for HD 13866 and HD 46485
(Fig. 3). This shows the interplay between the correlation pa-
rameter and the 1σ uncertainties, and highlights the value of the
normalised correlation parameter in providing a degree for the
strength of correlations.
3. Results
As shown in Sects. 2.3 and 2.4, likelihood models that neglect
and take correlations into account can cover significantly differ-
ent regions of the parameter space and will therefore affect the
determination of fundamental stellar parameters such as mass
and age. To this end we investigate changes in the inferred ini-
tial masses and ages for a sample of nearly 500 mock stars
distributed all over the HR and Kiel diagrams. The mock stars
are taken from the Milky Way stellar models of Brott et al.
(2011) and initial masses and ages are distributed in such a
way to achieve a good coverage of the HR and Kiel diagrams.
We choose 1σ uncertainties of 1000 K, 0.1 dex, and 0.1 dex in
effective temperature, logarithmic luminosity, and logarithmic
surface gravity, respectively. These uncertainties are character-
istic values for spectroscopically derived stellar parameters. The
correlation parameter of effective temperature and luminosity in
Sect. 2.3 is about 0.4×10−4 K−1, resulting in a normalised corre-
lation parameter of about 0.4 for our choice of the 1σ uncertain-
ties. We choose a normalised correlation parameter of 0.8 for
effective temperature and surface gravity reminiscent of those
found for HD 13866 and HD 46485 in Sect. 2.4. We thus in-
troduce one case of modest and one case of notable correlation
(reductions in the 1σ area of about 8% and 40%, respectively),
and therefore expect that the most likely values and precisions
are more strongly affected for stars with known effective tem-
peratures and gravities than for stars with known effective tem-
peratures and luminosities. A different choice of error bars (e.g.
smaller uncertainties on luminosities) may lead to the opposite
situation. We therefore caution that the quantitative results pre-
sented here are only valid for our particular choice of correla-
tions and error bars.
In our analysis, we use a Salpeter initial mass function
(Salpeter 1955) as initial mass prior distribution, a uniform age
prior distribution, and a Gaussian initial rotational velocity prior
distribution with a mean of 100 km s−1 and full width at half
maximum of 250 km s−1 (the initial rotational velocity prior dis-
tribution is thus reminiscent of the observed distribution of rota-
tional velocities of B-type stars in the Milky Way, Hunter et al.
2008). Bonnsai samples all those Milky Way stellar models
from Brott et al. (2011) from a pre-computed database that are
within 5σ of the observations. Given that the mock stars are
taken from the same stellar models and the chosen size of the ob-
servational error bars, the posterior-predictive check (goodness-
of-fit test) and resolution test are passed in each case.
We first discuss the qualitative changes in inferred masses
and ages because of correlations (Sect. 3.1) before presenting
quantitative results for the precisions (Sect. 3.2) and most likely
(Sect. 3.3) initial masses and ages. Also, the choice of prior dis-
tributions influences the inference of mass and age, and we ex-
amine this in Appendix A.
3.1. Qualitative discussion of the influence of correlations
on inferred stellar parameters
In order to illustrate the expected changes in inferred stel-
lar parameters, we show the position of two of the approxi-
mately 500 mock stars, Star A and B, in the HR and Kiel di-
agram (Fig. 4). In Fig. 4 we show the 1σ contours for (i) no
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Fig. 4. Mock stars, Star A and B, in the HR diagram, panel a), and Kiel diagram, panel b). The error ellipses indicate 1σ confidence regions and
we increased our standard error bars by a factor of 2 for illustration purposes. The red ellipses are for the case of uncorrelated observables and
the blue ellipses for correlations as described in Sects. 2.3 and 2.4, and applied in Sects. 3.2 and 3.3. For illustration purposes, the golden ellipses
show very strong correlations. The solid lines are the non-rotating, Milky Way metallicity stellar tracks of Brott et al. (2011) for masses ranging
from 5 to 50 M, and the dashed lines are the corresponding isochrones from 0 to 50 Myr.
correlations; (ii) the correlations used in the quantitative analy-
sis in Sects. 3.2 and 3.3 (see above); and (iii) very strong correla-
tions. The error ellipses are not rotated for non-correlations and
turn into straight lines for maximum correlations.
Because of the correlations, the error ellipses change their
orientation relative to the stellar tracks and isochrones. If an er-
ror ellipse is parallel to the stellar tracks (isochrones), the 1σ
region covers fewer different masses (ages) than the error ellipse
in the case of uncorrelated observables, meaning that the preci-
sion with which the mass (age) of a star is determined increases.
The precision can also decrease if the error ellipse happens to be
perpendicular to the stellar tracks (isochrones) such that a wider
range of masses (ages) is covered. For Star A, the stellar tracks
and isochrones are highly inclined with respect to the semi-major
axis of the error ellipse in the HR diagram and about parallel in
the Kiel diagram. Consequently, mass and age can be determined
to a lower (higher) precision from the HR (Kiel) diagram when
taking correlations into account. For star B in the HR diagram the
age can be determined with a higher precision, while the mass
is less precisely known when taking correlations into account.
The situation is opposite in the Kiel diagram: the mass can now
be determined to a higher precision, while age only to a lower
precision.
Not only does the precision of inferred stellar parameters
change, but also their most likely values. The most likely model
takes the model density of stars because of different stellar life-
times in various regions of the parameter space and prior knowl-
edge such as the initial mass function into account. The most
likely values of inferred stellar parameters are unaffected by cor-
relations only if the model density is homogeneous and uni-
form prior distributions are applied. However, the model den-
sity is not homogeneous, but increases towards less massive
and younger stars, and initial-mass prior distributions usually
favour lower mass stars. In the HR diagram the model density
is therefore highest towards hotter effective temperatures and
less luminous stars, and in the Kiel diagram towards cooler ef-
fective temperatures and higher gravities. The correlations dis-
cussed in Sects. 2.3 and 2.4 are exactly the opposite: hotter tem-
peratures require brighter luminosities in the HR diagram and
larger gravities in the Kiel diagram. Hence, the correlations work
against the tendency that the most likely initial mass and age is
found towards the highest model densities. Neglecting correla-
tions can therefore bias inferred stellar parameters.
We want to stress that no matter whether it is the precisions
or the inferred most likely values that change when taking cor-
relations into account, the reliability and robustness of the in-
ferred fundamental stellar parameters and their uncertainties al-
ways improve. This may be counterintuitive, especially when
parameters can only be determined to a lower precision when
accounting for correlations, but it simply means that inferred un-
certainties are underestimated otherwise.
3.2. Precision of inferred initial masses and ages
3.2.1. Stars in the HR diagram
We explore the precision, p, with which the initial mass and age
of our mock stars can be determined when neglecting correla-
tions and then compare it to the case when taking correlations
into account. The precision is defined as the ratio of the 1σ un-
certainty and the mode (most likely) value of the posterior prob-
ability distributions; it is shown in the left panels (a) and (c) of
Fig. 5. In the right panels (b) and (d) of the same figure, we
show the ratio of precisions taking correlations into account and
neglecting them, r = pcorr/pno corr. A ratio of r > 1 indicates a
lowering and a ratio of r < 1 an improvement in the precisions
when taking correlations into account. The ratio is defined such
that the product of the ratios in panels (b) and (d), and the pre-
cisions in panels (a) and (c) directly give the precisions when
taking correlations into account.
Neglecting correlations, the initial mass and age can be de-
termined up to a precision of about 5% for the given uncer-
tainties in effective temperature and luminosity. The precision
scales roughly linearly with the error bars, i.e. halving the un-
certainties of effective temperature and luminosity means that
masses and ages can be determined two times more precisely.
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Fig. 5. Precisions p = σx/x (left panels) and precision ratios pcorr/pno−corr (right panels) of determined initial masses (upper panels) and ages (lower
panels) of our mock stars in the HR diagram (here, σx and x are the 1σ error bars and most likely values of initial mass and age, respectively,
and pcorr and pno−corr denote the precisions when considering and neglecting correlations, respectively). The colour-coding in the left panels a)
and c) show the precision neglecting correlations and the colours in the right panels b) and d) the ratio of the precisions taking correlations into
account. The 1σ uncertainties of the mock stars are 1000 K in effective temperature and 0.1 dex in luminosity, and the resulting 1σ, 2σ, and
3σ contours of the likelihood function are shown in the lower left corners (a correlation parameter of 4× 10−5 K−1 is used for illustration purposes
in panels b) and d). The plotted stellar tracks and isochrones are Milky Way metallicity, non-rotating models from Brott et al. (2011).
Masses and ages can be determined to the highest precision
wherever the spacing between stellar tracks and isochrones is
largest, giving rise to the gradients in Figs. 5a and c. Formally,
the age precision diverges for stars approaching the zero age
main sequence (ZAMS). We show precisions down to 70%, re-
sulting in uncoloured areas close to the ZAMS.
As illustrated in Fig. 4, taking correlations into account
changes the precision with which mass and age can be deter-
mined depending on the relative orientation of the likelihood
function to the stellar tracks and isochrones. The precision in
mass always decreases because the error ellipses are highly in-
clined with respect to the stellar tracks such that the rotated er-
ror ellipses cover a wider range of masses; the decrease can be
up to 20% (Figs. 5b and d). The precision in age increases for
stars close to the ZAMS because the orientation of the error
ellipse is almost parallel to the isochrones and decreases once
the isochrones bend over and become more parallel to the stel-
lar tracks. The bending of the isochrones and the change in the
precisions are nicely illustrated in Fig. 5d and amount to up to
about ±20%.
3.2.2. Stars in the Kiel diagram
Analogously to Sect. 3.2.1, we study the precision with which
masses and ages can be determined from the position of stars in
the Kiel diagram. Neglecting correlations, masses, and ages can
be determined with a precision of up to about 10% (Fig. 6). As
discussed in Sect. 3.2.1, the precision in mass and age is the best
for stars in those areas of the Kiel diagram where the spacing
between stellar tracks and isochrones is the largest.
Unlike stars in the HR diagram, the precision with which
masses can be determined always improves when considering
correlations. For our choice of the error bars and the correlation
parameter, the precision in mass improves by up to 60%, i.e.
masses can be determined almost twice as precisely. This also
means that the luminosities of stars can be predicted more pre-
cisely and hence also the spectroscopic distance. Furthermore,
the age can be determined significantly more precisely (up to
60%) in those areas in the Kiel diagram where the isochrones
tend to be parallel to the error ellipse. Close to the ZAMS the
isochrones are almost perpendicular to the rotated error ellipses
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Fig. 6. Same as Fig. 5 but for stars in the Kiel diagram. The 1σ uncertainties are 1000 K in effective temperature and 0.1 dex in logarithmic surface
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and the precision in age lowers. Overall, the changes in precision
in mass and age are larger for our stars in the Kiel diagram than
for stars in the HR diagram because of our choice of stronger
correlations in effective temperature and surface gravity rather
than of effective temperature and luminosity.
3.2.3. Combined HR and Kiel diagrams
We now match effective temperatures, surface gravities, and lu-
minosities simultaneously to stellar models while applying the
same correlations as before. The precisions with which mass and
age can be determined are shown in Fig. 7. In general it is ex-
pected that the mass and age precisions improve (or at least re-
main the same) when matching all three observables against stel-
lar models and not just two observables because there is more
information to better constrain fundamental stellar parameters.
However, the improvements may not be large and are only signif-
icant whenever the third observable adds valuable information.
In Fig. 4 the chosen error ellipse for Star A and B in the Kiel
diagram span a wider range of initial masses and ages than in
the HR diagram. This is reflected in the mass and age precisions
from stars in the HR and Kiel diagrams where we find that both
mass and age can be inferred to a higher precision from the HR
diagram because of our choice of error bars (Figs. 5 and 6). Thus,
the precisions in mass improve only marginally when matching
all three observables against stellar models and those in age im-
prove significantly only when the third observable adds valuable
new information, e.g. if the density of isochrones is high (close
to the ZAMS).
The change of the precisions when incorporating correla-
tions is a combination of the changes discussed in Sects. 3.2.1
and 3.2.2. For example, the mass precision is lower for stars in
the HR diagram (Fig. 5b) and improves for stars in the Kiel di-
agram (Fig. 6b). In stars more massive than about 7 M, the im-
provement due to correlations in effective temperature and grav-
ity outweigh the lowering because of correlations in effective
temperature and luminosity, while this is the opposite in stars
less massive than 7 M (Fig. 7b). A similar situation is found
for the age precisions (Fig. 7d): correlations in effective temper-
atures and luminosities improve the age precision for stars close
to the ZAMS, while age precisions are lower for stars that are
farther away (Fig. 5d). The opposite trend is found for corre-
lations in effective temperatures and surface gravities (Fig. 6d).
Altogether the effects on the age precisions tend to compensate,
but the correlation in effective temperature and gravity domi-
nates and therefore outweighs the changes in the precisions.
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Fig. 7. Same as Figs. 5 and 6 but for stars with known positions in the HR and Kiel diagrams. The 1σ uncertainties are 1000 K in effective
temperature, 0.1 dex in logarithmic luminosity, and 0.1 dex in logarithmic surface gravity. The correlation parameters are the same as in Sects. 3.2.1
and 3.2.2.
3.3. Most likely inferred initial masses and ages
Not only the precision, but also the most likely inferred stel-
lar parameters are modified when accounting for correlations.
To judge the importance of these changes, we have to compare
them to the inferred error bars. To this end, we systematically
map the relative differences (xcorr − xno−corr)/σno−corr of inferred
initial masses and ages in Fig. 8 (the indices “corr” and “no-
corr” refer to the case when taking into account and neglecting
correlations, respectively, and σ is the 1σ uncertainty of parame-
ter x). As before, we consider the three cases separately when the
positions of stars in the HR diagram, Kiel diagram, and both di-
agrams are known with 1σ uncertainties of 1000 K, 0.1 dex, and
0.1 dex in effective temperature, luminosity, and surface gravity,
respectively. In all cases the differences are within the 1σ un-
certainties of the stellar parameters, but still result in systematic
biases when neglecting correlations and may thus be particularly
important when considering samples of stars.
As is evident from Figs. 8a and b, the differences in initial
mass and age for our stars in the HR diagram are of the order of
±5% of the 1σ error bars and at most about 20% and 15%, re-
spectively. The correlations are stronger for our stars in the Kiel
diagram, leading to larger relative differences in the most likely
inferred masses and ages (Figs. 8c and d). Masses are system-
atically more massive by about 50% of the 1σ error bars. Ages
can be systematically younger or older depending on the relative
orientation of the error ellipse and isochrones. On average, ages
change by about +10% and −25% of 1σ uncertainties. In the
worst case, masses are underestimated by 0.8σ and ages over-
and underestimated by 0.5σ and 0.3σ, respectively, showing the
importance of correlations in this case. Matching the positions
of stars in the HR and Kiel diagram simultaneously to stellar
models results in slightly larger changes than what was found
for stars in the HR diagram and smaller changes than for stars
in the Kiel diagram. The differences are of the order of 15% in
mass and 8% in age with respect to their corresponding 1σ un-
certainties (Figs. 8e and f).
4. Conclusion
In this paper, we include the covariance matrix in the likelihood
model of the Bayesian code Bonnsai (Schneider et al. 2014) to
facilitate the use of correlated observables when matching ob-
servations of stars against stellar models. Because correlations
are typically not published and often not available, we derive a
parametrisation of the covariance matrix that requires conven-
tional observables including their uncertainties and additionally
a correlation parameter that describes how two observables co-
vary and that only depends on the method used to determine
the observables. The advantage of this parametrisation is that
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Fig. 8. Relative differences in the inferred most likely initial mass (left panels) and age (right panels) when taking correlations into account. In the
top panels a) and b) we show the relative differences for stars with known effective temperatures and luminosities, in the middle panels c) and d)
for stars with known effective temperatures and surface gravities, and in the bottom panels e) and f) for stars with known effective temperatures,
luminosities, and surface gravities. The differences are defined with respect to the most likely parameters when neglecting correlations, i.e. (xcorr −
xno−corr)/σno−corr where x is the parameter and σ the 1σ uncertainty. The indices “corr” and “no-corr” show that correlations have been taken into
account and neglected, respectively. The different ranges in the relative differences in each panel should be noted.
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correlations can be easily incorporated and may even be used
when information on correlations are not published with the data
but are known in general.
Correlations modify the likelihood function and, in our case,
the likelihood function has the shape of a rotated ellipse. Because
of the rotation and change in the shape of the error ellipses, the
likelihood function covers different parts of the parameter space
of the observables, e.g. in the HR diagram, compared to the case
when correlations are neglected. As a result of neglecting corre-
lations, the most likely value of inferred stellar parameters such
as mass and age can be systematically biased and the inferred
error bars, i.e. the precision with which stellar parameters can be
determined, can be under- or overestimated. We show that the
importance of correlations depends on the interplay between the
strength of correlations and the conventional error bars.
In our example of OB stars with effective temperatures and
surface gravities being determined from atmosphere modelling,
the correlations are significant and we find that the precision with
which masses can be derived improves by about a factor of 2. At
the same time the precision in age decreases over a wide range
of effective temperatures and surface gravities. We also find that
initial masses are systematically underestimated on average by
0.5σ and ages often systematically overestimated when neglect-
ing correlations for these stars in the Kiel diagram. In all of the
cases, the reason for the differences is the change in the orienta-
tion of the likelihood model with respect to the stellar tracks and
isochrones.
A likelihood model that takes correlations properly into ac-
count is a better approximation of the data. The reliability and
robustness of inferred fundamental stellar parameters is there-
fore always enhanced, manifesting itself in systematic changes
in the precision and most likely values of inferred stellar param-
eters. This fosters the importance of taking correlations properly
into account when approaching an era of precision stellar astro-
physics with current and upcoming surveys such as Gaia, and
whenever robust error bars are essential.
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Appendix A: Influence of prior distributions
In a Bayesian analysis, not only does the likelihood model in-
fluence inferred model parameters (precisions and most likely
values), but also the prior functions. In our default statistical
model, we use a Salpeter IMF as initial mass prior distribution,
a Gaussian as initial rotational velocity prior distribution, and a
uniform age prior distribution, which are adequate descriptions
of prior knowledge of massive, Milky Way stars.
A Salpeter IMF prior distribution puts more weight on lower
mass stars. Any Mini-prior distribution influences the inference
of initial masses most strongly in a region of the observational
parameter space where tracks of different initial mass are closest
to each other. For example, in the HR diagram stellar tracks are
closer to each other when the initial mass is higher. Changing
the Mini-prior distribution will therefore have a greater influence
on higher mass stars than on lower mass stars (assuming constant
error bars). The main influence of the Mini-prior distribution is to
change the most likely values of inferred initial masses and ages;
for example, replacing the Salpeter IMF prior by a uniform Mini-
prior distribution for stars in the HR diagram changes the preci-
sion with which mass and age can be determined by up to ±5%,
and shifts all masses to higher values and ages to lower values
because of the anti-correlation of mass and age (more massive
stars have shorter lifetimes). The shift is strongest for the most
massive stars and can be up to +0.4σ in mass and −0.4σ in age
(Fig. A.1).
Rotation can significantly change stellar models. In general,
rotation “blurs” tracks of the same initial mass in the HR diagram
such that a wider variety of initial masses can reach the same
effective temperatures and luminosities. Giving more weight to
a broader range of initial rotational velocities, for example by
choosing a greater width of the Gaussian vini-prior distribution
or by even using a uniform prior distribution, a wider range of
models becomes likely to explain the same position of stars
in the HR diagram, hence lowering the precisions with which
mass and age can be inferred. Furthermore, rotating stars can be
either more or less luminous than non-rotating stars depending
on their mass and evolutionary stage. This is due to a balance of
rotationally induced chemical mixing making stars more lumi-
nous and centrifugal forces making them less luminous (on the
ZAMS, rotating stellar models are therefore always less lumi-
nous because mixing has had no effect yet). In the Milky Way
models of Brott et al. (2011), (rapidly) rotating stars more mas-
sive than about 20 M can become considerably more luminous
than their non-rotating counterparts during the MS evolution.
Giving more weight to rapid rotators by changing (broadening)
the vini-prior distribution will therefore shift the most likely mass
to smaller values for Mini & 20 M because less massive, rapid
rotators reaching the same effective temperatures and luminosi-
ties as slowly rotating, more massive stars are no longer dis-
favoured as much as before by the prior distribution (or are not
disfavoured at all for a uniform prior distribution). Analogously,
the most likely masses shift to larger values for Mini . 20 M,
and the most likely ages will be older for Mini & 20 M and
younger for Mini . 20 M. Close to the ZAMS, inferred masses
always shift to larger values and ages to lower values. In the
most extreme (and unrealistic) case of using a uniform vini-prior
distribution, the precisions of inferred masses and ages is re-
duced by up to 20% and 60%, respectively. At the same time,
the most likely masses and ages can change by up to ±0.5–0.6σ
(Fig. A.2).
The changes in precision and most likely mass and age
quoted above can be regarded as upper limits because they orig-
inate from changing either the Mini- or the vini-prior distribution
by a maximum extent such that all initial masses or initial rota-
tional velocities are a priori equally probable. This situation cor-
responds to going from a simple maximum-likelihood approach
(uniform prior distributions) to a full Bayesian approach. The
influence of changing prior distributions on inferred model pa-
rameters are qualitatively the same for stars in the Kiel diagram,
but differ quantitatively.
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Fig. A.1. Changes in the precisions p = σx/x (top row) and most likely values (bottom row) of initial mass (left column) and age (right column)
when assuming a uniform Mini-prior instead of the Salpeter IMF prior distribution applied in our default statistical model (the changes in most
likely values are defined analogously to those in Fig. 8, i.e. ∆x = xuniform − xstd; xuniform and xstd, and puniform and pstd denote the most likely values
and precisions for a uniform Mini-prior distribution and our standard prior choice, respectively). The observables are effective temperature and
luminosity, and the precision ratios and relative differences are with respect to the precisions and most likely values when neglecting correlations
(cf. Figs. 5, 8a, and b). For more details, see Sect. A.
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Fig. A.2. Same as Fig. A.1 but applying a uniform vini-prior instead of the Gaussian vini-prior distribution used in our default statistical model. As
Mini-prior distribution, we use a Salpeter IMF here. For more details, see Sect. A.
A60, page 16 of 16
