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a b s t r a c t
This paper studies a coupled system of nonlinear fractional differential equations with
three-point boundary conditions. Applying the Schauder fixed point theorem, an existence
result is proved for the following system
Dαu(t) = f (t, v(t),Dpv(t)), Dβv(t) = g(t, u(t),Dqu(t)), t ∈ (0, 1),
u(0) = 0, u(1) = γ u(η), v(0) = 0, v(1) = γ v(η),
where α, β, p, q, η, γ satisfy certain conditions.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional differential equations arise in many engineering and scientific disciplines as the mathematical modelling of
systems and processes in the fields of physics, chemistry, aerodynamics, electrodynamics of complex medium, polymer
rheology, etc. involves derivatives of fractional order. Fractional differential equations also serve as an excellent tool for the
description of hereditary properties of various materials and processes. In consequence, the subject of fractional differential
equations is gaining much importance and attention. For details, see [1–10] and the references therein.
On the other hand, the study of coupled systems involving fractional differential equations is also important as such
systems occur in various problems of applied nature, for instance, see [11–15]. Recently, Su [16] discussed a two-point
boundary value problem for a coupled systemof fractional differential equations. Gafiychuk et al. [17] analyzed the solutions
of coupled nonlinear fractional reaction–diffusion equations.
In this paper, we consider a three-point boundary value problem for a coupled system of nonlinear fractional differential
equations given byD
αu(t) = f (t, v(t),Dpv(t)), t ∈ (0, 1),
Dβv(t) = g(t, u(t),Dqu(t)), t ∈ (0, 1),
u(0) = 0, u(1) = γ u(η), v(0) = 0, v(1) = γ v(η),
(1.1)
where 1 < α, β < 2, p, q, γ > 0, 0 < η < 1, α − q ≥ 1, β − p ≥ 1, γ ηα−1 < 1, γ ηβ−1 < 1,D is the standard
Riemann–Liouville fractional derivative and f , g : [0, 1] × R× R→ ×R are given continuous functions. It is important to
note that the nonlinear terms in the coupled system involve the fractional derivatives of the unknown functions.
∗ Corresponding author.
E-mail addresses: bashir_qau@yahoo.com (B. Ahmad), juanjose.nieto.roig@usc.es (J.J. Nieto).
0898-1221/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2009.07.091
B. Ahmad, J.J. Nieto / Computers and Mathematics with Applications 58 (2009) 1838–1843 1839
2. Existence results
We begin this section with some preliminaries of fractional calculus. Let α > 0 and n = [α] + 1 = N + 1, where N is
the smallest integer greater than or equal to α. For a function f : (0,∞)→ R, we define the fractional integral of order α
of f as
Iα f (t) = 1
0(α)
∫ t
0
f (s)
(t − s)1−α ds,
provided the integral exists. The fractional derivative of order α of a continuous function f is defined by
Dα f (t) = 1
0(n− α)
(
d
dt
)n ∫ t
0
f (s)
(t − s)α−n+1 ds,
provided the right side is pointwise defined on (0,∞). We recall the following properties [18,19] which are useful for the
sequel. For α, β > 0, we have
Iα Iβ f (t) = Iα+β f (t), Dα Iα f (t) = f (t). (2.1)
As an example, we can choose a function f such that f ,Dα f ∈ C(0,∞) ∩ L1loc(0,∞).
For α > 0, the general solution of the fractional differential equation Dαu(t) = 0 with u ∈ C(0, 1) ∩ L1(0, 1) is given by
u(t) = C1tα−1 + C2tα−2 + · · · + CN tα−N ,
where Ci ∈ R, i = 1, 2, . . . ,N . Hence for u ∈ C(0, 1) ∩ L1(0, 1), we have
IαDαu(t) = u(t)+ C1tα−1 + C2tα−2 + · · · + CN tα−N .
Let C(J) Denote the space of all continuous functions defined on J = [0, 1]. Let X = {u(t) | u ∈ C(J) and Dqu ∈ C(J)}
be a Banach space endowed with the norm ‖u‖X = maxt∈J |u(t)| + maxt∈J |Dqu(t)|, where 1 < α < 2, 0 < q ≤
α − 1 [16, Lemma 3.2], and Y = {v(t) | v ∈ C(J) and Dpv ∈ C(J)} be a Banach space equipped with the norm
‖v‖Y = maxt∈J |v(t)| + maxt∈J |Dpv(t)|, where 1 < β < 2, 0 < p ≤ β − 1. Thus, (X × Y , ‖.‖X×Y ) is a Banach with
the norm defined by ‖(u, v)‖X×Y = max{‖u‖X , ‖v‖Y } for (u, v) ∈ X × Y .
Lemma 2.1. Let ζ ∈ C(J) be a given function and 1 < α < 2. Then the unique solution of
Dαu(t) = ζ (t), t ∈ (0, 1), (2.2)
u(0) = 0, u(1) = γ u(η), (2.3)
is given by
u(t) =
∫ 1
0
K1(t, s)ζ (s)ds,
where K1(t, s) is the Green’s function given by
K1(t, s) = 1
0(α)(1− γ ηα−1)
{
K11(t, s), 0 ≤ t ≤ η,
K12(t, s), η < t ≤ 1, (2.4)
K11(t, s) =
(t − s)
α−1(1− γ ηα−1)− tα−1[(1− s)α−1 − γ (η − s)α−1], 0 ≤ s ≤ t,
−tα−1[(1− s)α−1 − γ (η − s)α−1], t < s ≤ η,
−(t(1− s))α−1, η < s ≤ 1,
K12(t, s) =
(t − s)
α−1(1− γ ηα−1)− tα−1[(1− s)α−1 − γ (η − s)α−1], 0 ≤ s ≤ η,
(t − s)α−1(1− γ ηα−1)− (t(1− s))α−1, η < s ≤ t,
−(t(1− s))α−1, t < s ≤ 1.
Proof. For C1, C2 ∈ R, the general solution of (2.2) can be written as
u(t) = Iαζ (t)+ C1tα−1 + C2tα−2
=
∫ t
0
(t − s)α−1
0(α)
ζ (s)ds+ C1tα−1 + C2tα−2.
Using the boundary conditions (2.3), we find that C2 = 0 and
C1 = − 1
(1− γ ηα−1)
[∫ 1
0
(1− s)α−1
0(α)
ζ (s)ds− γ
∫ η
0
(η − s)α−1
0(α)
ζ (s)ds
]
.
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Thus, the unique solution of (2.2) and (2.3) is
u(t) =
∫ t
0
[
(t − s)α−1 − (t(1− s))
α−1
(1− γ ηα−1)
]
ζ (s)
0(α)
ds−
∫ 1
t
(t(1− s))α−1
(1− γ ηα−1)
ζ (s)
0(α)
ds+ γ
∫ η
0
(t(η − s))α−1
(1− γ ηα−1)
ζ (s)
0(α)
ds
=
∫ 1
0
K1(t, s)ζ (s)ds,
where K1(t, s) is given by (2.4). This completes the proof. 
Similarly, the general solution of Dβv(t) = ζ (t), v(0) = 0, v(1) = γ v(η) is v(t) = ∫ 10 K2(t, s)ζ (s)ds, where K2(t, s) can
be obtained from K1(t, s) by replacing α with β . Let (K1, K2) denotes the Green’s function for the boundary value problem
(1.1).
Consider the coupled system of integral equations
u(t) =
∫ 1
0
K1(t, s)f (s, v(s),Dpv(s))ds,
v(t) =
∫ 1
0
K2(t, s)g(s, u(s),Dqu(s))ds.
(2.5)
Lemma 2.2. Assume that f , g : J ×R×R→ R are continuous functions. Then (u, v) ∈ X × Y is a solution of (1.1) if and only
if (u, v) ∈ X × Y is a solution of (2.5).
Proof. The proof is immediate from Lemma 2.1, so we omit it. 
Let us define an operator z : X × Y → X × Y as
z(u, v)(t) = (z1 v(t),z2 u(t)), (2.6)
where
z1 v(t) =
∫ 1
0
K1(t, s)f (s, v(s),Dpv(s))ds, z2 u(t) =
∫ 1
0
K2(t, s)g(s, u(s),Dqu(s))ds.
In view of the continuity of K1, K2, f , g , it follows that z is continuous. Moreover, by Lemma 2.2, the fixed point of the
operator z coincides with the solution of (1.1).
For the forthcoming analysis, we introduce the growth conditions on f and g as
(A1) there exist a nonnegative functions a(t) ∈ L(0, 1) such that
|f (t, x, y)| ≤ a(t)+ 1|x|ρ1 + 2|y|ρ2 , 1, 2 > 0, 0 < ρ1, ρ2 < 1,
(A2) there exist a nonnegative function b(t) ∈ L(0, 1) such
|g(t, x, y)| ≤ b(t)+ δ1|x|σ1 + δ2|y|σ2 , δ1, δ2 ≥ 0, 0 < σ1, σ2 < 1.
Let us set the following notations for convenience:
Λ1 = α(1− γ η
α)0(α − q+ 1)+ [2α − γ qηα + αγ (ηα − ηα−1)]0(α + 1)
α(1− γ ηα−1)0(α + 1)0(α − q+ 1) ,
Λ2 = β(1− γ η
β)0(β − p+ 1)+ [2β − γ pηβ + βγ (ηβ − ηβ−1)]0(β + 1)
β(1− γ ηβ−1)0(β + 1)0(β − p+ 1) ,
µ = max
t∈J
∫ 1
0
|K1(t, s)a(s)|ds+ 1
0(α − q)(1− γ ηα−1)
×
[
(2− γ ηα−1)
∫ 1
0
(1− s)α−q−1a(s)ds+ γ
∫ η
0
(η − s)α−1a(s)ds
]
,
ν = max
t∈J
∫ 1
0
|K2(t, s)b(s)|ds+ 1
0(β − p)(1− γ ηβ−1)
×
[
(2− γ ηβ−1)
∫ 1
0
(1− s)β−p−1b(s)ds+ γ
∫ η
0
(η − s)β−1b(s)ds
]
.
Define a ballW in the Banach space X × Y as
W = {(u(t), v(t)) | (u(t), v(t)) ∈ X × Y , ‖(u(t), v(t))‖X×Y ≤ R, t ∈ J},
where R ≥ max{(3Λ11)
1
1−ρ1 , (3Λ12)
1
1−ρ2 , (3Λ2δ1)
1
1−σ1 , (3Λ2δ2)
1
1−σ2 , 3µ, 3ν}.
Now we are in a position to present the main result of the paper.
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Theorem 2.1. Assume that the assumptions (A1) and (A2) hold. Then there exists a solution for the three-point boundary value
problem (1.1).
Proof. As a first step, we prove thatz : W → W . Using the properties (2.1) together with the resultDqtα−1 = 0(α)tα−q−1/
0(α − q), we obtain
|z1 v(t)| =
∣∣∣∣∫ 1
0
K1(t, s)f (s, v(s),Dpv(s))ds
∣∣∣∣
≤
∫ 1
0
|K1(t, s)a(s)|ds+ (1|R|ρ1 + 2|R|ρ2)
∫ 1
0
|K1(t, s)|ds
=
∫ 1
0
|K1(t, s)a(s)|ds+ (1|R|ρ1 + 2|R|ρ2)
[
−
∫ t
0
(t − s)α−1
0(α)
ds
+ 1
(1− γ ηα−1)
{∫ 1
0
(t(1− s))α−1
0(α)
ds− γ
∫ η
0
(t(η − s))α−1
0(α)
ds
}]
=
∫ 1
0
|K1(t, s)a(s)|ds+ (1|R|ρ1 + 2|R|ρ2)
[
−tα + (1− γ η
α)tα−1
(1− γ ηα−1)
]
≤
∫ 1
0
|K1(t, s)a(s)|ds+ (1|R|ρ1 + 2|R|ρ2) (1− γ η
α)
(1− γ ηα−1)0(α + 1)
and
|Dq z1 v(t)| =
∣∣∣∣DqIα f (t, v(t),Dpv(t))− 11− γ ηα−1 {Iα f (1, v(1),Dpv(1))− γ Iα f (η, v(η),Dpv(η))}Dqtα−1
∣∣∣∣
=
∣∣∣∣Iα−qf (t, v(t),Dpv(t))− 0(α)0(α − q)(1− γ ηα−1) {Iα f (1, v(1),Dpv(1))− γ Iα f (η, v(η),Dpv(η))}tα−q−1
∣∣∣∣
≤ 1
0(α − q)
[∫ t
0
(t − s)α−q−1a(s)ds+ (1|R|ρ1 + 2|R|ρ2)
∫ t
0
(t − s)α−q−1ds
+ 1
1− γ ηα−1
{∫ 1
0
(1− s)α−1a(s)ds+ (1|R|ρ1 + 2|R|ρ2)
∫ 1
0
(1− s)α−1ds
+ γ
∫ η
0
(η − s)α−1a(s)ds+ γ (1|R|ρ1 + 2|R|ρ2)
∫ η
0
(η − s)α−1ds
}]
≤ 1
0(α − q)(1− γ ηα−1)
[
(2− γ ηα−1)
∫ 1
0
(1− s)α−q−1a(s)ds+ γ
∫ η
0
(η − s)α−1a(s)ds
+ (1|R|ρ1 + 2|R|ρ2)
{
(2− γ ηα−1)
∫ 1
0
(1− s)α−q−1ds+ γ
∫ η
0
(η − s)α−1ds
}]
= 1
0(α − q)(1− γ ηα−1)
[
(2− γ ηα−1)
∫ 1
0
(1− s)α−q−1a(s)ds+ γ
∫ η
0
(η − s)α−1a(s)ds
]
+ (1|R|ρ1 + 2|R|ρ2)
[
2α − γ qηα + αγ (ηα − ηα−1)
α(1− γ ηα−1)0(α − q+ 1)
]
.
Thus,
‖z1 v(t)‖X = max
t∈J
|z1 v(t)| +max
t∈J
|Dq z1 v(t)|
≤ µ+ (1|R|ρ1 + 2|R|ρ2)Λ1 ≤ R3 +
R
3
+ R
3
= R.
Similarly, it can be shown that ‖z2 u(t)‖Y ≤ ν + (δ1|R|σ1 + δ2|R|σ2)Λ2 ≤ R. Hence, we conclude that ‖z(u, v)‖X×Y ≤ R.
Since z1 v(t),z2 u(t),Dq z1 v(t),Dp z2 u(t) are continuous on J , therefore, z : W → W .
Now we show that z is a completely continuous operator. For that we fix
M = max
t∈J
|f (t, v(t),Dpv(t))|, N = max
t∈J
|g(t, u(t),Dqu(t))|.
For (u, v) ∈ W , t, τ ∈ J(t < τ), we have
|z1 v(t)− z1 v(τ)| =
∣∣∣∣∫ 1
0
(K1(t, s)− K1(τ , s))f (s, v(s),Dpv(s))ds
∣∣∣∣
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≤ M
[∫ t
0
|K1(t, s)− K1(τ , s)|ds+
∫ τ
t
|K1(t, s)− K1(τ , s)|ds
+
∫ η
τ
|K1(t, s)− K1(τ , s)|ds+
∫ 1
η
|K1(t, s)− K1(τ , s)|ds
]
= M
(1− γ ηα−1)0(α)
[∫ t
0
{((τ − s)α−1 − (t − s)α−1)(1− γ ηα−1)
+ (τ α−1 − tα−1)((1− s)α−1 − γ (η − s)α−1)}ds
+
∫ τ
t
{(τ α−1 − tα−1)((1− s)α−1 − γ (η − s)α−1)+ (τ − s)α−1(1− γ ηα−1)}ds
+
∫ η
τ
(τ α−1 − tα−1)((1− s)α−1 − γ (η − s)α−1)ds+
∫ 1
η
(τ α−1 − tα−1)(1− s)α−1ds
]
= M
(1− γ ηα−1)0(α)
[∫ τ
0
(τ − s)α−1(1− γ ηα−1)ds−
∫ t
0
(t − s)α−1(1− γ ηα−1)ds
+
∫ η
0
(τ α−1 − tα−1)((1− s)α−1 − γ (η − s)α−1)ds+
∫ 1
η
(τ α−1 − tα−1)(1− s)α−1ds
]
= M
(1− γ ηα−1)0(α + 1)
[
(1− γ ηα)(τ α−1 − tα−1)+ (1− γ ηα−1)(τ α − tα)]
and
|Dq z1 v(t)− Dq z1 v(τ)|
=
∣∣∣∣Iα−qf (t, v(t),Dpv(t))− 0(α)0(α − q)(1− γ ηα−1) {Iα f (1, v(1),Dpv(1))
− γ Iα f (η, v(η),Dpv(η))}tα−q−1 − Iα−qf (τ , v(τ ),Dpv(τ))
+ 0(α)
0(α − q)(1− γ ηα−1) {I
α f (1, v(1),Dpv(1))− γ Iα f (η, v(η),Dpv(η))}τ α−q−1
∣∣∣∣
≤ 1
0(α − q)
[∣∣∣∣∫ t
0
(t − s)α−q−1f (s, v(s),Dpv(s))ds−
∫ τ
0
(τ − s)α−q−1f (s, v(s),Dpv(s))ds
∣∣∣∣]
+ M
(1− γ ηα−1)0(α − q)
∣∣∣∣(τ α−q−1 − tα−q−1){∫ 1
0
(1− s)α−1ds− γ
∫ η
0
(η − s)α−1ds
}∣∣∣∣
≤ 1
0(α − q)
[∣∣∣∣∫ t
0
(t − s)α−q−1f (s, v(s),Dpv(s))ds−
∫ τ
0
(t − s)α−q−1f (s, v(s),Dpv(s))ds
∣∣∣∣
+
∣∣∣∣∫ τ
0
(t − s)α−q−1f (s, v(s),Dpv(s))ds−
∫ τ
0
(τ − s)α−q−1f (s, v(s),Dpv(s))ds
∣∣∣∣]
+ M(1− γ η
α)
(1− γ ηα−1)0(α − q)α (τ
α−q−1 − tα−q−1)
≤ M
0(α − q)
[∫ τ
0
((τ − s)α−q−1 − (t − s)α−q−1)ds+
∫ τ
t
(t − s)α−q−1ds
]
+ M(1− γ η
α)
(1− γ ηα−1)0(α − q)α (τ
α−q−1 − tα−q−1)
= M
0(α − q+ 1) (τ
α−q − tα−q)+ M(1− γ η
α)
(1− γ ηα−1)0(α − q)α (τ
α−q−1 − tα−q−1).
Analogously, it can be proved that
|z2 u(t)− z2 u(τ )| ≤ N
(1− γ ηβ−1)0(β + 1) [(1− γ η
β)(τ β−1 − tβ−1)+ (1− γ ηβ−1)(τ β − tβ)],
|Dp z2 u(t)− Dq z2 u(τ )| ≤ N
0(β − p+ 1) (τ
β−p − tβ−p)+ N(1− γ η
β)
(1− γ ηβ−1)0(β − p)β (τ
β−p−1 − tβ−p−1).
Since the functions tα, tα−1, tβ , tβ−1, tα−q, tα−q−1, tβ−p, tβ−p−1 are uniformly continuous on J , therefore it follows from the
above estimates that zW is an equicontinuous set. Also, it is uniformly bounded as zW ⊂ W . Thus, we conclude that z is
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a completely continuous operator. Hence, by Schauder fixed point theorem, there exists a solution of (1.1). This completes
the proof. 
Example. Consider the three-point boundary value problem
D
9
7 u(t) = a1 +
(
t − 1
3
)4 [
(v(t))ρ1 + (D 25 v(t))ρ2
]
, t ∈ (0, 1),
D
7
5 u(t) = b1 +
(
t − 1
3
)4 [
(v(t))σ1 + (D 17 u(t))σ2
]
, t ∈ (0, 1),
u(0) = 0, u(1) = 4
5
u
(
3
4
)
, v(0) = 0, v(1) = 4
5
v
(
3
4
) (2.7)
where 0 < ρi, σi < 1 (i = 1, 2) and a1, b1 are constants different from 0. Obviously, it follows by Theorem 2.1 that there
exists a solution of (2.7).
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