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IMPLEMENTASI REPRESENTASI KATA TINGKAT 
KARAKTER MENGGUNAKAN EMBEDDING FROM 




Tujuan dilakukannya penguraian dependensi adalah untuk mengetahui hubungan 
fungsional yang terjadi di antara kata, seperti misalnya hubungan subjek-objek di 
dalam kalimat. Untuk menguraikan kalimat bahasa Indonesia, morfologi kata perlu 
diketahui. Hal ini dikarenakan tata bahasa Indonesia banyak sekali melakukan 
pengimbuhan kata. Berdasarkan hal tersebut, informasi tentang morfologi seharusnya 
ikut disertakan. Beruntungnya, informasi tersebut bisa disertakan secara implisit oleh 
representasi kata. Misalnya, Embeddings from Language Models (ELMo) yang 
berkemampuan untuk menyimpan morfologis kata di dalam representasi kata miliknya. 
Tidak seperti representasi kata yang secara luas digunakan seperti word2vec ataupun 
Global Vectors (GloVe), ELMo mempergunakan metode yang berbeda yaitu 
Character Convolutional Neural Network (Char CNN). Metode ini ditujukan agar 
pengimbuhan kata bisa tersertakan di dalam representasi kata. Untuk membandingkan 
ELMo dengan word2vec, beberapa analisis dilakukan yang antara lain analisis 
kemiripan kata dan pengvisualisasian kata. Hasil analisis menunjukan bahwa 
representasi kata ELMo lebih baik dibanding word2vec dalam hal menyimpan 
morfologis kata. Kemudian, pengurai coba dilatih menggunakan representasi kata 
milik word2vec dan ELMo. Sesuai dugaan, pengurai yang menggunakan ELMo 
mendapatkan akurasi yang lebih baik dibandingkan dengan word2vec. Unlabeled 
Attachment Score (UAS) yang didapatkan oleh ELMo adalah sebesar 83.55% 
sedangkan word2vec 81.35%. Oleh sebab itu penelitian ini mengkonfirmasikan bahwa 
morfologis kata wajib diikutsertakan terutama pada tugas penguraian dependensi 
berbahasa Indonesia. 
 






IMPLEMENTATION OF CHARACTER-LEVEL WORD 
REPRESENTATION USING EMBEDDING FROM LANGUAGE 
MODELS (ELMo) FOR INDONESIAN DEPENDENCY PARSER 
 
ABSTRACT 
The goal of dependency parsing is to seek a functional relationship among words. For 
instance, it tells the subject-object relation in a sentence. Parsing the Indonesian 
language requires information about the morphology of a word. Indonesian grammar 
relies heavily on affixation to combine root words with affixes to form another word. 
Thus, morphology information should be incorporated. Fortunately, it can be encoded 
implicitly by word representation. Embeddings from Language Models (ELMo) is a 
word representation which be able to capture morphology information. Unlike most 
widely used word representations such as word2vec or Global Vectors (GloVe), ELMo 
utilizes a Convolutional Neural Network (CNN) over characters. With it, the affixation 
process could ideally encoded in a word representation. We did an analysis using 
nearest neighbor words and T-distributed Stochastic Neighbor Embedding (t-SNE) 
word visualization to compare word2vec and ELMo. Our result showed that ELMo 
representation is richer in encoding the morphology information than it's counterpart. 
Then we trained our parser using word2vec and ELMo. To no surprise, the parser which 
uses ELMo gets a higher accuracy than word2vec. We obtain Unlabeled Attachment 
Score (UAS) at 83.55% for ELMo and 81.35% for word2vec. Hence, we confirmed 
that morphology information is necessary, especially in a morphologically rich 
language like Indonesian. 






HALAMAN JUDUL ...................................................................................................... i 
HALAMAN PERSETUJUAN ...................................................................................... ii 
PERNYATAAN TIDAK MELAKUKAN PLAGIAT ................................................ iii 
PERNYATAAN PERSETUJUAN PUBLIKASI KARYA ILMIAH ......................... iv 
KATA PENGANTAR .................................................................................................. v 
ABSTRAK ................................................................................................................... vi 
ABSTRACT ................................................................................................................ vii 
DAFTAR ISI .............................................................................................................. viii 
DAFTAR GAMBAR .................................................................................................... x 
DAFTAR TABEL ....................................................................................................... xii 
DAFTAR RUMUS .................................................................................................... xiii 
BAB I PENDAHULUAN ............................................................................................. 1 
1.1 Latar Belakang ..................................................................................................... 1 
1.2 Rumusan Masalah ............................................................................................... 4 
1.3 Batasan Masalah .................................................................................................. 4 
1.4 Tujuan Penelitian ................................................................................................. 4 
1.5 Manfaat Penelitian ............................................................................................... 5 
1.6 Sistematika Penulisan Laporan Penelitian .......................................................... 5 
BAB II  LANDASAN TEORI ...................................................................................... 7 
2.1 Dependency Grammar ......................................................................................... 7 
2.2 Dependency Parsing ............................................................................................ 8 
2.2.1 Dependency Graph ..................................................................................... 9 
2.2.2 Dependency Trees .................................................................................... 10 
2.3 Transition Based Parsing ................................................................................... 13 
2.3.1 Transition System ..................................................................................... 14 
2.4 Parsing Algorithm .............................................................................................. 16 
2.4.1 Feature Representation ............................................................................. 18 
2.5 Neural Network ................................................................................................. 19 
2.5.1 Activation Function .................................................................................. 20 
2.5.2 Multilayer Perceptron ............................................................................... 21 
2.5.3 Softmax Function ...................................................................................... 21 
2.5.4 Loss Function ............................................................................................ 22 
2.5.5 Backpropagation ....................................................................................... 22 
2.5.6 Gradient Descent ...................................................................................... 23 
2.6 ELMo ................................................................................................................. 24 
2.6.1 RNN Language Models ............................................................................ 25 
2.6.2 Character CNN Representation ................................................................ 28 
2.7 FNN Based Dependency Parser ........................................................................ 29 
2.7.1 Learning Algorithm .................................................................................. 31 
2.8 Universal Dependencies .................................................................................... 31 
BAB III METODE DAN PERANCANGAN SISTEM .............................................. 36 
ix 
 
3.1 Metodologi Penelitian ........................................................................................ 36 
3.2 Gambaran Umum .............................................................................................. 38 
3.3 Arsitektur Model ............................................................................................... 40 
3.3 Variabel Penelitian ............................................................................................ 44 
3.4 Perancangan Sistem ........................................................................................... 45 
3.4.1 Flowchart .................................................................................................. 45 
BAB IV IMPLEMENTASI DAN UJI COBA ............................................................ 62 
4.1 Spesifikasi Sistem .............................................................................................. 62 
4.2 Implementasi Sistem ......................................................................................... 62 
4.2.1 Implementasi Representasi Kata ELMo ................................................... 62 
4.2.1 Inferensi Model ......................................................................................... 67 
4.2 Evaluasi Sistem ................................................................................................. 71 
4.2.1 Analisis Representasi Kata ELMo ............................................................ 75 
BAB V SIMPULAN DAN SARAN ........................................................................... 80 
5.1 Simpulan ............................................................................................................ 80 
5.2 Saran .................................................................................................................. 82 
DAFTAR PUSTAKA ................................................................................................. 83 





Gambar 2.1 Dependency Structure Suatu Kalimat (Kübler, dkk., 2009) ..................... 7 
Gambar 2.2 Dependency Graph dari Gambar 2.1 (Kübler, dkk., 2009) ..................... 10 
Gambar 2.3 Dependency Tree yang Tidak Projective (Kübler, dkk., 2009) .............. 13 
Gambar 2.4 Urutan Transisi pada Transition Based Parsing (Kübler, dkk., 2009) ... 16 
Gambar 2.5 Psudocode untuk Mungurai Kalimat (Kübler, dkk., 2009) ..................... 17 
Gambar 2.6 Hidden Neuron pada Neural Network (Manning, 2019) ......................... 20 
Gambar 2.7 ReLU Activation Function (Zhang, dkk.,  2019) .................................... 20 
Gambar 2.8 Feed-forward Neural Network (Zhang, dkk.,  2019) .............................. 21 
Gambar 2.9 Struktur Internal ELMo (Hagiwara, 2018) .............................................. 28 
Gambar 2.10 Konvolusi Karakter (dos Santos dan Zadrozny, 2014) ......................... 29 
Gambar 2.11 Struktur Internal FNN (Chen dan Manning, 2014) ............................... 30 
Gambar 3.1 Data Latihan dari UD (McDonald, dkk., 2018) ...................................... 38 
Gambar 3.2 Tahapan Pelatihan Model ........................................................................ 39 
Gambar 3.3 Tahapan Penguraian Kalimat .................................................................. 40 
Gambar 3.4 Contoh Kalimat yang Terurai .................................................................. 40 
Gambar 3.5 Arsitektur dari Model NN ....................................................................... 43 
Gambar 3.6 Arsitektur dari ELMo char-CNN ............................................................ 44 
Gambar 3.7 Nilai UAS dan LAS Suatu Dependency Parser (Manning, 2019) .......... 45 
Gambar 3.8 Flowchart Proses Utama ......................................................................... 46 
Gambar 3.9 Flowchart Baca Dataset ........................................................................... 47 
Gambar 3.10 Flowchart Vektorisasi Dataset .............................................................. 48 
Gambar 3.11 Flowchart Buat Training Example ........................................................ 49 
Gambar 3.12 Flowchart Oracle ................................................................................... 50 
Gambar 3.13 Flowchart Pindah Transisi ..................................................................... 51 
Gambar 3.14 Flowchart Ekstrak Fitur ......................................................................... 52 
Gambar 3.15 Flowchart Ekstrak Fitur Lanjutan ......................................................... 53 
Gambar 3.16. Cari Children ........................................................................................ 54 
Gambar 3.17 Tentukan Legal Label............................................................................ 55 
Gambar 3.18 Training ................................................................................................. 56 
Gambar 3.19 Pemuatan dan Praproses ........................................................................ 57 
Gambar 3.20 Evaluasi ................................................................................................. 58 
Gambar 3.21 Minibatch Parse ..................................................................................... 59 
Gambar 3.22 Prediksi .................................................................................................. 60 
Gambar 4.1 Implementasi Sistem Transisi ................................................................. 63 
Gambar 4.2 Implementasi Model NN ......................................................................... 64 
Gambar 4.3 Implementasi Ekstrak Fitur Bagian 1 ...................................................... 65 
Gambar 4.4 Implementasi Ekstrak Fitur Bagian 2 ...................................................... 65 
Gambar 4.5 Implementasi Training bagian 1 .............................................................. 66 
Gambar 4.6 Implementasi Training bagian 2 .............................................................. 66 
Gambar 4.7 Implementasi Evaluasi ............................................................................ 67 
Gambar 4.8 Implementasi Inferensi Bagian 1............................................................. 68 
xi 
 
Gambar 4.9 Implementasi Inferensi Bagian 2............................................................. 69 
Gambar 4.10 Implementasi Visualisasi....................................................................... 70 
Gambar 4.11 Implementasi Halaman Parsing ............................................................. 71 
Gambar 4.12 Learning Curves Setiap Parser .............................................................. 74 
Gambar 4.13 Visualisasi Representasi Kata ELMo .................................................... 78 









Tabel 2.1 Transisi pada Transition Based Parsing (Chen dan Manning 2014) .......... 15 
Tabel 2.2 Dependency Relation dari Indonesian Treebank (McDonald, dkk., 2018) 32 
Tabel 3.1 Urutan transisi untuk Kalimat di Gambar 3.4 ............................................. 41 
Tabel 4.1 Statistik Indonesian GSD Treebank ............................................................ 71 
Tabel 4.2 Hyper-parameter Tuning Model word2vec ................................................. 72 
Tabel 4.3 Hyper-parameter Tuning Model ELMo ...................................................... 73 
Tabel 4.4 Hyper-parameter untuk Setiap Model ......................................................... 73 
Tabel 4.5 Akurasi Setiap Model pada UD dataset ...................................................... 74 
Tabel 4.6 Kebertetanggaan Kata untuk Kosakata Terlihat ......................................... 75 
Tabel 4.7 Kebertetanggaan Kata untuk Kosakata Tidak Terlihat ............................... 75 
Tabel 4.8 Pemilihan Kata Berimbuhan ....................................................................... 77 








Rumus 2.1  ReLU ........................................................................................................ 20 
Rumus 2.2  Softmax .................................................................................................... 22 
Rumus 2.3  Cross Entropy .......................................................................................... 22 
Rumus 2.4  Chain Rule ............................................................................................... 22 
Rumus 2.5  Pembaharuan Parameter dari Vanilla Gradient Descent.......................... 23 
Rumus 2.6  First Moment dari Adam Optimizer ........................................................ 24 
Rumus 2.7  Second Moment dari Adam Optimizer .................................................... 24 
Rumus 2.8  Pembaharuan Parameter dari Adam Optimizer ....................................... 24 
Rumus 2.9  Kombinasi Linear dari Keseluruhan Layer ELMo .................................. 25 
Rumus 2.10 Input Gate dari LSTM Cell ..................................................................... 26 
Rumus 2.11 Forget Gate dari LSTM Cell ................................................................... 26 
Rumus 2.12 Output Gate dari LSTM Cell .................................................................. 26 
Rumus 2.13 New Memory Cell dari LSTM Cell ........................................................ 26 
Rumus 2.14 Memory Cell dari LSTM Cell ................................................................ 26 
Rumus 2.15 Hidden State dari LSTM Cell ................................................................. 26 
Rumus 2.16 Probabilitas Kalimat untuk ELMo Forward Language Model ............... 26 
Rumus 2.17 Probabilitas Kalimat untuk ELMo Backward Language Model ............ 26 
Rumus 2.18 Probabilitas Kata pada ELMo Language Model..................................... 27 
Rumus 2.19 Perhitungan Loss pada ELMo Language Model .................................... 27 
Rumus 2.20 Representasi Kata tingkat karakter dengan CNN ................................... 29 
 
 
 
