INTRODUCTION
Nowadays, robots and vision systems are commonly in use in the industrial automation, quality control, Vision inspection system. In the past, those tasks can be done by humans, but because it was an exhausting, repetitive, drowsy and boring job, it may cause mistakes and also it was time-consuming and expensive but nowadays, with all of the new technology, this kind of jobs uses robot with vision systems in order to do the job faster, consistently, efficiently and with less cost. The capability of the current technology makes it possible to process and extract data from the image and video in a few milliseconds, which provides the possibility to go for real-time application.
Computer and machine vision has been used widely in the food and agricultural industry for quality inspection and grading. Numerous studies have been done based on shape to classify surface defect and a lot of techniques have been proposed and tested, such as Copper Surface Defects Inspection System [1, 2] and defects classification in metal 978-1-4673-7124-7/15/$31.00 ©2015 IEEE 266
surface [3] . Also, some proposed methods for automated fabrics inspection system are based on Gabor filters [4] [5] [6] and Fabric defect detection based on open source computer vision library OpenCV [7] .
Shape Characteristics Analysis for Papaya Size Classification developed in [8] used four combinations of area, while mean diameter and perimeter were tested for the classification task, which successfully classified papayas with more than 94% accuracy. Intelligent approach based on morphology and genetic algorithms is proposed to detect structural defects on bumpy metallic surfaces by Zheng, Kong, and Nahavandi [9] ; however, in this study, still defects like holes or cracks on the bumpy metallic surface are classified .. An enhanced phase measurement profilometry (EPMP) method was proposed by Zhong et a1. for accurate industrial 3D inspection to solve large surface reflectivity variation range problem [10] , which uses laser projection and two cameras to scan line projection. Tsai, Chen, Li, and Chiu proposed a fast regularity measure for defect detection in non-textured and homogeneously textured surfaces, with specific emphasis on ill-defined subtle defects [11] .
A camera-based machine vision system for the automatic inspection of surface defects in aluminum die casting is presented by Frayman, Zheng, and Nahavandi [12] . The system uses a hybrid image processing algorithm based on mathematic morphology to detect defects with different sizes and shapes on a flat surface.
Invariant pattern recognition is a useful tool in automatic inspection. The use of geometric moments for the two dimensional image characterization was fust introduced by Hu [13] , who defined a class of moment invariants derived from the geometric moments, moments have linear characteristics which are invariant to translational shifts, changes of scale or rotations of the image.
Nevertheless, in the object material and the industry field, most of the conducted study in this field are under 2D inspection, which will only takes an image from one point of view and most of them are only to find defects in flat materials; however, based on the industry requirement and under research area, there are a lot of three-dimensional objects that need to be checked for defects on the object area.
To overcome the above problem, we proposed using a robot arm to move the object and collect surface area image in order to process and make decision for object classification. We have considered metal cans as a 3D object for defect detection, where the challenge is designing a system to scan all the object surfaces to find defects on the object.
II. DATABASE AND EXPERIMENTAL PROTOCOL
In this study, we used our collected sample images from the object in a fixed location from perpendicular camera view, which was linked through TCP/IP to the system. The camera was fixed at the robot arm in order to have appropriate silhouette of the object. Images taken from 20 perfect cans were used for system training purpose. In order to cover all the object surface, we took 12 images from side view and 2 images from top and bottom, which totaled up to 14 images per object. For the testing phase, the image was collected from 15 perfect cans, 8 cans with one defect, 7 cans with two defect was used while none of them were included in the training phase to test the proposed system and classified object as perfect or defect objects. Sample images collected from cans for perfect object, and defected object with one and two defects are presented in Fig. 1 to Fig. 3 .
III. METHODOLOGY FOR ROBOT VISION
The methodology to detect can defects involves several tasks such as image acquisition, pre-processing for image enhancement, segmentation, feature extraction and decision making. Block diagram of the proposed system is shown in Fig. 4 , which is also discussed in detail in the following paragraph.
A. Data Acquisition
Images were retrospectively taken from the object in a fixed location from perpendicular views using 13MP camera linked through TCP/IP to the system. Most images were acquired from video processing, for training and testing data set images were taken in standard room lighting with flash and resolution of 3264x 1836 pixels. Bright green color background was used to simplify the segmentation process. In order to inspect the whole object, images were taken at different positions of the casting and processed. In order to have minimal number of images to process after testing different numbers of images per object, results show that using robot arm to rotate the object each time by 30 degrees and taking 12 images from side view to cover 360 degree and 2 images from top and bottom view is sufficient to detect any defect on the surface. So, in total, 14 images will represent the sample images for a single object.
B. Pre-Processing 1) To have a faster system in pre-processing, image receivedfrom the input device will be resized from 3264x1836 to 1280x720 to reduce the size of our input data.
2) Since the object was placed in the center of image, we also removed unnecessary data from our image by dejining Region of Interest (ROI) and cropped the extra background space to reduce the amount of data before processing.
., ., 3) Most of the images contain noises, so the next step of the pre-processing is to remove the noise. One way to do this is to make the image smoother [14J by applying a blur mask to blur our image, which will remove most of the noise present in the image. We have chosen a blur jilter in size 3x3 as we get the best result to remove the noise and maintain the image quality. The result is shown in Fig. 5 (a) . 4) Since Hue, Saturation, Value (HSV) split the color components (HS) and the luminance component (V), it is less sensitive to illumination, while distances in the HSV space correspond to perceptual diff erences in color in a more consistent way than in the RGB space and it is widely used in the literature [5, [11] [12] [13] . HSV color model is described by Intel to be "more intuitive in manipulating with color and was designed to approximate the way humans perceive and interpret color". We convert the image color space from RGB to HSV as shown in Fig. 5 (b) in order to pass this image for the next process which is segmentation.
C. Segmentation
To perform segmentation process in the proposed system, we used Hue, Saturation, Value or HSV color model to have a robust solution and better output. Threshold on the image in HSV color model will use a range for each of Hue, Saturation, and Value to convert the image to binary and segment the image into foreground and background. All the pixels with intensity values within TH range become maximum or white, which in this case are background pixels and the other pixels become black or 0 which are foreground or the object pixels. Output from segmentation, which is a binary image, is shown in Fig. 5 (c) , after which it will pass to the last step before feature extraction, which is Canny edge detector [17] to fmd the object boundary Fig.5 (d) .
D. Feature Extraction
Feature extraction is the key factor which directly decides classifier in the late stage during defect inspection. Statistical-268 based methods for feature extraction such as moment because of their invariance property have received considerable attention in recent years. Among the many possible features that can be extracted from an image, we adopt Hu Moment as our shape descriptor, which will calculate seven Hu invariants character of scale, translation, rotation and reflection for the object from moment value as features. These values are proven to be invariants to the image scale, rotation, and reflection except the seventh one, whose sign is changed by reflection; therefore, we only used the fust six Hu moment. Hu moment formula is defined as (1) . �oo (1) The low-order moments in the Hu moments describe the general characteristics of the image, the zero-order moment reflects the target area while the fust order moment reflects the target centre of mass, the second moment reflects the length of principal, auxiliary axis and the orientation angle of principal axis, and higher moments describe the details of the image, e.g. the target of the distortion and kurtosis distribution.
E. Decision Making
In the last step, simple statistical analysis was used to analyze data that were gathered from the training set. In order to classify the unknown samples in test set, assume that all samples available have a known classification. Simple rule based decision making at this stage of work is used to make decisions and classify the object as pass or fail. While inspecting the object for any defect that causes our object to be deformed in shape, we computed the invariant moments of the non-defect, single defect and two-defect object. Results show the difference in Hu moments value of each type of object sufficient to make decision and classify the objects. Calculated range of Hu moment for perfect object from side view is presented in Table I while Table II presents the Hu range for the perfect object from top view. In the testing, Hu moment will calculate for each image and compare it to the training Hu moment value, where if the calculated value is within the range for all six Hu moment, then it is considered passed, otherwise it will be marked as fail for that view.
IV. IMPLEMENTATION
The prototype of the robotic surface cans defect inspection system was developed to test the accuracy of the system and evaluate the usability of the proposed method. Fig. 6 shows the prototype system. It includes a standard industrial six-axis robot from Universal Robot, robot controller, pneumatic gripper, one mobile used as camera, and computer with visual studio 2010 and Open CV Library as image processing engine.
There are two possible camera positions, which are fixed camera configuration and eye-on-hand. In the proposed system, as we need to take the image from side view and top view due to the flexibility, we have selected eye-on-hand configuration so we can move the camera to different positions best for side view and top view independently.
In the prototype, the image processing program and robot server program run on a normal Pc. Robot server program reads and writes the robot joint coordinates from the robot controller through Ethernet and socket protocol. The images 269 I Fig. 7 An overview of the prototype system acquired from the camera are transferred to the PC through TCP/IP standard. The client robot program, written in the URScript programing language, running on robot controller, controls the robot arm process with the updated position and action received from the image processing program. An overall diagram of the system is shown in Fig. 7 .
V. EXPERIMENT AL RESULTS
In order to evaluate the performance of the system, we have tested the proposed system in two ways. At first, we only examined cans from 12 images of single side view and classified based on side view only. Secondly, we have included the top and bottom images for examination and making decision based on 14 images per object. Results of 10 new perfect cans, 5 single defected cans and 5 cans with two defect for both method classified by proposed system is shown in Table III and Table IV respectively. From this result, we can calculate the accuracy, which for single side view is 80% while using side view together with the top and bottom view will increase the accuracy of the system up to 93.3%, which meets the industrial standard.
VI. DISCUSSION AND CONCLUSION
From the experimental results, we can derive some conclusions for the proposed system. By including the top and bottom images, the number of false positive for defected cans reduces from five to zero, which can eliminate this error; however, due to the higher reflection on the top and bottom image of the cans, the number of false negative for defect can increase. But in total, there are more benefits of using additional top and bottom view images and will improve the accuracy of the system. This paper analyzes the manufacturing industry's needs for robotic surface inspection system and addresses the challenges for 3D, shiny metal object defect detection based on shape features. The robotic cans surface inspection system based on shape features is proposed to solve this challenge.
Experimental verification using an existing industrial robot design was performed to test the accuracy of the defect detection. The challenges in the study presented in this paper are:
• Applying the image processing method on the 3D, metallic shiny object using invariant Hu moment feature
• Using simple rule-based decision making in order to reduce the time as it is a big concern in manufacturing industry
• Overcome the issue of to position and rotating the 3D object to scan all the object's surfaces using robot arm.
The work presented in this paper is critical for quick reconfigurable production in the manufacturing industry. Further study will concentrate more on higher accuracy through a combination of additional feature like reflection that could be retrieved from available object features and implementing a new training algorithm, such as the genetic algorithm for adjusting weights method.
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