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Re´sume´
Le besoin se´curitaire lie´ au de´veloppement des cartes a` puce intelligentes impose de
fortes contraintes quant a` la robustesse de fonctionnement de ces dispositifs afin de garan-
tir des performances optimales dans un environnement sans cesse perturbe´. Depuis Trois
ans, des effets d’annonces, suivies de prudentes introductions commerciales, se sont multi-
plie´s pour promouvoir aupre`s des ope´rateurs te´le´coms un nouveau concept de carte SIM :
une carte, Mega, Very Large ou SuperSIM, offrant des capacite´s me´moires e´tendues aptes a`
supporter de nouveaux services de gestion de contenus et, surtout, disposant d’un protocole
de communication bien plus rapide que celui spe´cifie´ par l’ISO7816-3 (9, 6kbits/s en stan-
dard). L’augmentation de ce taux de transfert est donc un enjeu important pour ce marche´.
Une des solutions envisage´es serait d’utiliser la performance de la norme USB (Universal
Serial Bus) qui est une interface rapide, bidirectionnelle, isochrone et de faible couˆt, dont les
connections sont ge´re´es dynamiquement. En de´pit de sa simplicite´, cette solution a un couˆt.
En effet, l’isochronisme n’est pas assure´ par le transfert d’une base de temps au travers de
la connexion. Ainsi le lecteur et l’e´le´ment connecte´ (host et device) doivent ge´ne´rer leurs
propre re´fe´rence. Cependant, celles-ci doivent avoir une pre´cision compatible, aussi bien au
niveau des taux de transfert que du nombre d’e´le´ments faisant partie de la chaine de com-
munication. L’objectif de cette the`se est d’une part, la recherche de solutions innovantes et
de faible couˆt permettant la re´cupe´ration d’horloge lors de la transmition de donne´es entre
la carte a` puce et son lecteur en se servant du protocole USB, et d’autre part, de de´montrer
la faisabilite´ de la solution par l’imple´mentation d’une structure robuste, a` faible puissance,
pour les applications Smart-Card.
1
Introduction
1.1 Contexte et motivations
La production de cartes a` puce en 2007 (avec 4,175 milliards) est en progre`s de 17%
par rapport a` 2006. Dans cette production, on distingue les cartes a` me´moire (24%) et les
cartes a` microprocesseurs (76%). Les cartes sont utilise´es principalement pour les usages
te´le´phoniques (la carte SIM repre´sente 2,14 milliards d’unite´s, soit pre`s de la moitie´ du
marche´ global), les services bancaires (0,5 milliard de cartes a` microprocesseur, dont 40
millions pour les paiements sans contact) et les cartes d’identite´ pour les services de sante´
et de transport. Selon Frost and Sullivan, les principaux fournisseurs sont cette anne´e l’Al-
lemand Infine´on (29% de parts de marche´ en valeur), Samsumg (15, 5%), NXP (14, 3%),
Atmel (13%), Renesas (12, 5%), etc.
Cependant, le lancement de la carte a` puce fuˆt difficile, personne n’y croyait. La premie`re
puce SPOM fabrique´e en 1980 par Bull et Motorola resta en effet assez ignore´e. Ce climat
de me´fiance explique qu’en 1983, France Te´le´com eut beaucoup de mal a` trouver un indus-
triel qui accepte de produire ses puces. Apre`s avoir prospecte´ sans succe`s les Etats-Unis et le
Japon, France Te´le´com trouve enfin une entreprise pour fabriquer ses premie`res te´le´cartes.
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Ce sera Eurotechnique, qui fut ensuite absorbe´e par STMicroelectronics. L’acce´le´ration eut
lieu en 1987, lorsque les quantite´s produites pour France Te´le´com et Deutsch Telekom com-
mence`rent a` eˆtre importantes, d’autres acteurs entraient aussi en jeu, comme Siemens avec
Infine´on, ou encore au Japon OKI, Hitachi et NEC. Mais, apre`s le pic de consommation an-
nuelle mondiale, atteint en 2002 avec 1,3 milliards de cartes, la concurrence des te´le´phones
portables affecte fortement l’utilisation des cabines te´le´phoniques. C’est ainsi que la consom-
mation de te´le´cartes est passe´e au-dessous du milliard en 2004.
Cependant, l’explosion du marche´ du GSM entre 1995 et 2000 a e´te´ une ve´ritable au-
baine pour les fabricants de cartes. Le de´veloppement continu de la capacite´ des composants
a permi de multiplier les fonctions de la carte SIM (SIM = Subscriber Identity Module) :
te´le´chargement par l’ope´rateur, dialogue avec le re´seau, nouvelles applications. Aujourd’hui
une carte SIM haut de gamme dispose de 128 ko de me´moire EEPROM et 4 ko de me´moire
vive pour moins de 3 dollars.
Apre`s avoir fait ses preuves dans le secteur bancaire puis dans la te´le´phonie mobile,
la carte a` puce s’impose progressivement comme le support universel de l’identite´. Une
fois personnalise´, ce syste`me sur puce portable et se´curise´ permet, entre autres, d’identi-
fier et d’authentifier son porteur le´gitime, de stocker ses donne´es confidentielles et de signer
e´lectroniquement des documents officiels. Ainsi, la carte a` puce s’impose dans un nombre
grandissant de domaines d’application :
– cartes de sante´,
– cartes d’abonnement,
– se´curite´ sociale
– re´seaux de te´le´vision payants (Canal+, BSkyB vecBskyB, SkyTV),
– cartes de se´curite´ sur Internet,
– transports,
– cartes d’acce`s (physique ou logique),
2
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– cartes d’identite´ e´lectroniques et passeports biome´triques
Ce sont les nouveaux vecteurs de ‘l’intelligence ambiante’. Pourtant, la carte a` puce est
un support contraignant. En particulier, les contraintes me´caniques fixe´es par les normes
limitent la surface silicium a` seulement 30 mm2. De fait, les premie`res cartes commercia-
lise´es comportaient uniquement une me´moire pilote´e par un circuit logique simple. Par la
suite, l’e´volution des technologies MOS a permis de de´cupler les ressources mate´rielles em-
barque´es ; les plus sophistique´s des microcontroˆleurs actuels renferment un microprocesseur
RISC 32 bits, plusieurs centaines de kilo de me´moire et une multitude de pe´riphe´riques
se´curitaires et de communication (avec ou sans contacts). L’exploitation de cette puissance
via des plates-formes de de´veloppement ouvertes (Java, .Net, etc.) autorise la mise en oeuvre
d’applications de haut niveau alliant performance et interoperabilite´.
Le besoin se´curitaire lie´ au de´veloppement des cartes a` puce intelligentes impose de
fortes contraintes quant a` la robustesse de fonctionnement de ces dispositifs afin de garan-
tir des performances optimales dans un environnement sans cesse perturbe´. Cela impose
des spe´cifications contraignantes pour les circuits de´die´s a` ces applications afin d’avoir une
marge de se´curite´ de fonctionnement suffisante de ces cartes a` puce vis a` vis des disposi-
tifs auxquels elles sont connecte´es. Leur de´veloppement demande de plus en plus de res-
sources tant au niveau de la puissance de calcul que du taux de transfert avec le monde
exte´rieur. Par ailleurs, la tendance se porte vers des cartes a` puce multiplateformes, Fig.
1.1, de sorte qu’elles soient reconnues par des mondes totalement diffe´rents a` l’instar des
dernie`res ge´ne´rations des te´le´phones portables qui peuvent eˆtre connecte´s a` un ordinateur.
Depuis Trois ans, des effets d’annonces, suivies de prudentes introductions commerciales, se
sont multiplie´s pour promouvoir aupre`s des ope´rateurs te´le´coms un nouveau concept de carte
SIM : une carte, Mega, Very Large ou SuperSIM, offrant des capacite´s me´moires e´tendues
aptes a` supporter de nouveaux services de gestion de contenus et, surtout, disposant d’un pro-
tocole de communication bien plus rapide que celui spe´cifie´ par l’ISO7816-3 (9, 6kbits/s en
standard).
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FIG. 1.1 – Carte a` puce Multiplateformes.
L’augmentation de ce taux de transfert est donc un enjeu important pour ce marche´. Une
des solutions envisage´es serait d’utiliser la performance de la norme USB (Universal Se-
rial Bus) qui est une interface rapide, bidirectionnelle, isochrone et de faible couˆt, dont les
connections sont ge´re´es dynamiquement. Cette norme est bien suˆr inte´ressante pour ces per-
formances en termes de vitesse, mais a aussi un attrait inde´niable par le faible couˆt du lecteur
associe´. En effet, toutes les informations sont e´mises au travers d’un simple connecteur relie´
a` quatre fils conducteurs dont l’alimentation positive (V+) et ne´gative (V-), plus les donne´es
transmises en comple´mentaire (D+ et D-) A.1.
Axalto (devenu Gemalto) a e´te´ le premier a` anticiper les e´volutions que le mobile et
la carte SIM allaient connaıˆtre en termes de capacite´s me´moires, mais aussi de fonction-
nalite´s lie´es aux applications sans contact. La socie´te´ a notamment travaille´ tre`s toˆt sur le
protocole USB, un standard du monde du PC, pour l’adapter au monde de la carte a` puce
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(avec une spe´cification baptise´e USB Interchip), de fac¸on a` re´pondre en termes de de´bit,
jusqu’a` 480Mbits/s, a` la monte´e en puissance en capacite´s me´moires de la future carte
SIM. Mais pas seulement : l’USB - cela a e´te´ la vision constante d’Axalto - offre aussi
des capacite´s multiservices inte´ressantes (communication TCP-IP, stockage, audio, vide´o,
etc.) pour le de´veloppement de nouveaux services Web en particulier. Ces travaux se sont
d’ailleurs inscrits dans le droit fil de ceux mene´s a` l’ISO qui ont abouti fin 2005 a` l’adoption
de l’ISO7816− 12 qui spe´cifie la fac¸on dont les APDU (Application Protocol Data Units),
un format d’e´change de donne´es spe´cifique au monde de la carte, pouvaient eˆtre transporte´es
dans des trames USB.
En de´pit de sa simplicite´, cette solution a un couˆt. En effet, contrairement a` ce que de´crit
la Fig. 1.2 l’isochronisme n’est pas assure´ par le transfert d’une base de temps au travers de
la connexion. Ainsi le lecteur et l’e´le´ment connecte´ (host et device) doivent ge´ne´rer leurs
propres re´fe´rences. Cependant, celles-ci doivent avoir une pre´cision compatible, aussi bien
au niveau des taux de transfert que du nombre d’e´le´ments faisant partie de la chaine de
communication figure ,Fig.1.3.
FIG. 1.2 – Structure et interface typique d’une carte a` puce
Pour effectuer des ope´rations synchrones sur un flot de donne´es ale´atoires, le re´cepteur
doit ge´ne´rer une horloge. Dans le cas de notre e´tude, l’environnement d’application des
cartes a` puces limite l’utilisation d’un Crystal de quartz comme base de temps. Les seuls
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informations disponibles proviennent des signaux ape´riodiques envoye´s par l’hoˆte a` travers
les signaux D+ et D-.
FIG. 1.3 – Principe de la communication USB entre un lecteur et une carte.
Les donne´es e´change´es par ces dispositifs sont asynchrones et bruite´es. Elle ne´cessitent
donc, pour permettre une utilisation synchrone, l’extraction d’un signal d’horloge a` partir
du signal de donne´es envoye´ par le lecteur. Des blocs de re´cupe´ration d’horloge se trouvent
dans les ‘e´metteurs-re´cepteurs’ qui servent dans de nombreuses applications comme, les
communications optiques, les interconnexions entre puces, les communications radio et hy-
per fre´quence...
1.2 Environnement des cartes a` puce se´curise´es
Le terme ‘carte a` puce’ (‘smart card’ dans la litte´rature anglaise) de´signe tout support
fin de petite dimension embarquant un circuit inte´gre´, [1]. Les caracte´ristiques des cartes a`
puce sont standardise´es par des normes internationales. Les standards ISO/IEC7810 [2] et
ISO/IEC7816−1 [3] de´finissent, entre autres, les caracte´ristiques physiques et me´caniques
du support. Ce dernier se pre´sente ge´ne´ralement sous la forme d’une petite carte en PVC de
0.76mm d’e´paisseur. Les deux formats les plus re´pandus sont le ID − 1 (carte bancaire) et
le ID − 000 (carte SIM). Ils sont tous deux repre´sente´s sur le sche´ma de la Fig. 1.4.
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FIG. 1.4 – Format ID − 1 et ID − 000 selon ISO/IEC7810
En terme d’interface de communication, les cartes a` puce se divisent en deux cate´gories :
les cartes a` contact et les cartes sans contact. Dans le cas des cartes a` contact, l’acce`s au
composant e´lectronique se fait par l’interme´diaire de plots me´talliques. Sauf exception [4],
une carte a` puce n’embarque pas de batterie, elle est alimente´e par le lecteur. L’alimentation
asyme´trique de´livre´e par ce dernier est applique´e a` la puce par l’interme´diaire des contacts
Vcc (potentiel e´lectrique le plus e´leve´) et GND (potentiel e´lectrique le plus faible). Le signal
d’horloge est e´galement fourni par le lecteur. Il est transmis a` la puce via CLK. L’entre´e
nume´rique RST permet de re´initialiser le circuit. Le port de communication se´rie I/O est
de type bidirectionnel semi-duplex. Le protocole de communication associe´ est de´crit par le
standard ISO7816−3 [3]. La programmation des me´moires de type EEPROM ne´cessite des
tensions ge´ne´ralement supe´rieures a` celle supporte´e par le reste du circuit. Jusqu’a` la fin des
anne´es 1990, le contact Vpp e´tait utilise´ a` cet effet. Il ne l’est plus depuis l’inte´gration des
pompes de charge, structures permettant de ge´ne´rer ces niveaux de tension en interne. Enfin,
les contacts AUX1 et AUX2 n’ont pas de fonction attitre´e. Leur pre´sence, meˆme physique,
reste optionnelle. Les caracte´ristiques des parame`tres e´lectriques (fre´quence du signal d’hor-
loge, tension d’alimentation, etc.) de´pendent de la norme conside´re´e.
La carte a` puce est un support contraignant : sa faible e´paisseur lui interdit la majorite´
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des composants discrets, tandis que le proce´de´ d’encartage et les contraintes me´caniques
d’utilisation limitent la surface silicium a` 30mm2. Cependant, l’e´volution de la technolo-
gie CMOS a permis d’augmenter conside´rablement la complexite´ et les performances des
circuits e´lectroniques embarque´s. En effet, depuis son introduction en 1963, la technologie
CMOS a vu sa densite´ d’inte´gration double´e tous les 18 mois. En 1970, un transistor MOS
occupait une surface de 1mm2 (L = 10µm et tox = 1.2µm). A surface e´gale, les proce´de´s
de fabrication actuels permettent d’inte´grer jusqu’a` 3 millions de transistors (L = 45nm et
tox = 1.3nm), portant a` plus d’un milliard le nombre de transistors par puce. Dans le meˆme
temps, la fre´quence de transition d’un transistor MOS est passe´e de quelques me´gahertz a`
plus de 100GHz, tandis que le couˆt de fabrication en volume a chute´ de 1dollar par tran-
sistor a` moins de 0.1dollar par transistor. Qu’elles soient technologiques ou financie`res, ces
e´volutions exponentielles ont favorise´ la perce´e commerciale de la technologie CMOS. A
l’heure actuelle, la majorite´ des circuits pour cartes a` puce reposent entie`rement sur cette
technologie.
L’apparition de nouvelles fonctionnalite´s a scinde´ la classification des cartes a` puce en
deux cate´gories : les cartes a` me´moire (carte te´le´phonique, carte de stationnement, etc.) et les
cartes a` microprocesseur (carte bancaire, carte GSM, carte de sante´, passeport biome´trique,
etc.). Les cartes a` me´moire comportent ge´ne´ralement une me´moire non-volatile et un bloc lo-
gique se´curitaire. Plus sophistique´es, les cartes a` microprocesseurs sont de ve´ritables micro-
ordinateurs de poche. Ces nouveaux types de cartes ne´ce´ssitent, avec l’augmentation de la
taille des me´moires et de la multiplication des applications inte´gre´es, des taux de transfert de
plus en plus importants.
1.3 Historique du choix de la norme USB
Le de´bat sur l’avenir de la carte SIM s’est cristallise´ et meˆme crispe´ autour de la question
du protocole. USB ou MMC (La MultiMediaCard (MMC) standard a e´te´ introduit en no-
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vembre 1997 par SanDisk et Siemens AG / Infeneon Technologies AG). Il s’est solde´, apre`s
pre`s d’un an de de´bats difficiles, voire houleux, au sein du SCP (Smart card platform) de
l’ETSI, en charge de la spe´cification d’un protocole rapide pour la carte SIM, par des conclu-
sions en demi-teintes. Axalto soutenait la proposition USB, Gemplus, la proposition MMC,
Gemalto a choisi... USB et MMC. L’ETSI a duˆ donc officiellement voter pour spe´cifier un
double « standard » ainsi que des me´canismes de se´lection de tel ou tel « standard » (car
certains te´le´phones ne peuvent supporter qu’un des deux protocoles).
La complexite´ engendre´e par cette situation, qui paraıˆt plus diplomatique que fonde´e
techniquement, a-t-elle un avenir ? Il semble que non. Car, outre des capacite´s me´moires ac-
crues, assorties d’un protocole rapide pour charger et e´changer des contenus (voire ge´rer des
flux Mpeg-4 de TV), la carte SIM de nouvelle ge´ne´ration doit aussi supporter une interface
pour piloter des transactions sans contact de type NFC. Or, les ressources en contacts sur la
carte restent limite´es Fig. 1.5.
Le choix s’est donc porte´ sur le protocole USB pour le protocole rapide et du Single-wire
protocol (SWP) pour celui de l’interface sans contact, un protocole full duplex conc¸u sur un
seul fil, code´veloppe´ par Axalto (Gemalto) et Inside Contactless. Ces deux options sont en
effet les seules qui offrent une compatibilite´ avec la carte SIM existante et les exigences de
l’ETSI : celles, entre autres, de faire coexister le protocole ISO (pour des raisons de com-
patibilite´ avec l’existant), le protocole USB et une interface vers un circuit sans contact de
type NFC, et ce sans modifier ni les allocations des contacts de la carte SIM, ni leur nombre
(huit contacts, Fig. 1.5). L’interface ISO utilise en effet les contacts C2, C3, C7, l’USB, les
contacts C4 et C8, et le SWP, un seul contact, le C6. Les contacts C1 et C5 sont utilise´s dans
tous les cas pour l’alimentation (Vcc) et la masse (GND).
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FIG. 1.5 – Contacts d’une carte a` puce ISO
1.4 Historique de l’asservissement de phase
Outre les asservissements de phase re´alise´s par la Nature, l’Homme a cre´e´ ses propres as-
servissements de phase a` des fins multiples. La re´alisation e´lectronique d’un asservissement
de phase par re´troaction est appele´e boucle a` verrouillage de phase. L’utilisation des boucles
a` verrouillage de phase, que l’on notera BVP par la suite, est tellement re´pandue de nos jours
qu’un foyer occidental moyen comporte au moins une dizaine d’exemplaires de ce circuit (au
moins 2 exemplaires dans un te´le´viseur, 4 dans un ordinateur, 1 dans une radio, 1 dans un
te´le´phone, 1 dans une te´le´commande, etc.). Une des premie`res observations scientifiques du
phe´nome`ne de synchronisation a e´te´ celle de Huygens en 1673 qui a observe´ la synchroni-
sation de deux horloges a` balancier. Les premie`res e´tudes syste´matiques avec une re´alisation
e´lectronique d’un asservissement de phase semblent eˆtre celle d’Appleton en 1922 [5], et de
Van der Pol en 1927 [6], qui ont montre´ que l’on pouvait asservir la phase d’un oscillateur
a` triodes au moyen d’un signal de fre´quence le´ge`rement diffe´rente. La premie`re description
connue d’une BVP (en anglais PLL pour Phase Locked Loop) par re´troaction est publie´e par
l’inge´nieur franc¸ais De Bellescize en 1932 [7] a` propos de la re´ception synchrone de signaux
radio.
De Bellescize proposait un asservissement de phase dans le but de reconstruire la por-
teuse d’un signal module´ en amplitude. Ce principe de re´ception dit he´te´rodyne a e´te´ dans un
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premier temps de´laisse´, car trop complexe, au profit de la re´ception synchrone. La re´ception
he´te´rodyne est ensuite devenue incontournable avec le besoin d’accroıˆtre les performances
et avec la re´duction des couˆts apporte´e par l’e´lectronique inte´gre´e.
[8] La premie`re utilisation intensive de la PLL a e´te´ la synchronisation horizontale et
verticale des balayages des postes de te´le´vision. Le de´part du balayage de chaque ligne et ce-
lui de chaque demi- trame d’une image te´le´vise´e est donne´ par une impulsion dans le signal
vide´o. Une me´thode directe pour construire le balayage du tube de te´le´vision consiste a` faire
partir une trame de balayage des l’apparition d’une impulsion. Mais cette me´thode e´tant tre`s
sensible a` l’absence d’impulsion et aux bruits, l’utilisation de deux oscillateurs libres syn-
chronise´s sur les impulsions du signal vide´o a` e´te´ mise en oeuvre en utilisant le verrouillage
de phase. Ceci permet d’obtenir un balayage en l’absence d’impulsion et surtout de rejeter
l’effet du bruit sur le de´clenchement des trames provoquant des tremblements de l’image
et une mauvaise re´solution. Avec le de´velopement des technologies et de leurs domaines
d’applications, de nouvelles contraintes sont apparues. La conqueˆte de l’espace et les vols
spatiaux notamment, ont apporte´ de fortes contraintes sur les circuits de te´le´communication :
– Faible puissance des signaux porteurs (10mW) et donc fort rapport signal sur bruit,
mais aussi un de´placement de la fre´quence porteuse duˆ a` la de´rive en tempe´rature des
oscillateurs embarque´s et a` l’effet Doppler lie´ au de´placement des satellites.
Ces exigences ont inspire´ d’e´normes progre`s dans la maitrise des BVP et ont e´tendu les
domaines d’application [9] :
– les transpondeurs qui localisent et identifient le ve´hicule dans lequel ils sont embarque´s
en renvoyant le signal d’un radar en multipliant sa fre´quence par un rapport n/m iden-
tifiant l’appareil ;
– les modulateurs et de´modulateurs de fre´quence utilise´s principalement dans les
te´le´communications ;
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– les onduleurs ge´ne´rant la commande des machines asynchrones, et la synchronisation
d’un alternateur sur le re´seau e´lectrique ;
– les multiplicateurs et diviseurs de fre´quence ;
– la synchronisation des transmissions digitales utilise´es notamment dans les transmis-
sions NRZ (Codage en Non Retour a` Ze´ro), les re´seaux Ethernet, le stockage sur sup-
port magne´tique ou optique, les te´le´commandes, etc. ;
– les ge´ne´rateurs de fre´quence dans les te´le´phones a` fre´quence vocale, les synthe´tiseurs
musicaux ;
– les ge´ne´rateurs d’horloge pour les microprocesseurs et leurs pe´riphe´riques ;
– les convertisseurs tension-frequence et fre´quence-tension ; etc.
De toutes ces applications se sont de´gage´es un nombre important de solutions, donnant
naissance a` des types de BVP qui diffe´rent selon les signaux traite´s et la re´alisation de cha-
cune des parties qui les composent.
1.5 Re´flexions sur la notion de Phase et de Fre´quence
La phase et la fre´quence instantane´e sont des notions commune´ment admises qui sont, la
plupart du temps, utilise´es sans eˆtre pre´cise´ment de´finies. Dans l’e´tude d’un asservissement
de phase, il est important de de´finir cette notion avec pre´cision car elle intervient dans la
mode´lisation des signaux. Ce proble`me de la repre´sentation mathe´matique des signaux et de
leur analyse est l’objet de la the´orie du signal [10], [11], [12]. La de´finition de fre´quence
et de spectre instantane´s est une difficulte´ de cette the´orie faisant appel a` la relation d’in-
certitude entre la pre´cision temporelle et la pre´cision fre´quentielle de la mesure d’un signal.
L’e´tude de la stabilite´ d’un asservissement de phase ne ne´cessite pas, en ge´ne´ral, une ana-
lyse des signaux tre`s pousse´e comme par exemple l’analyse par ondelettes. La transforme´e
de Fourier est un outil suffisant pour ce genre d’e´tude. Par contre, l’e´tude fait appel a` une
repre´sentation mathe´matique temporelle des signaux qui doit eˆtre adapte´e aux signaux ren-
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contre´s, et qui permet une mode´lisation aise´e du syste`me. La mode´lisation des signaux d’un
asservissement de phase se fait en calculant l’e´volution de leur phase instantane´e ou de leur
fre´quence instantane´e, la fre´quence e´tant de´finie comme la de´rive´e temporelle de la phase.
Une mode´lisation rigoureuse doit de´finir ces deux notions et e´tablir leur lien avec l’am-
plitude du signal. Nous envisageons, pour cela, une de´finition de la fre´quence instantane´e
e´tablie par approximation locale du signal. Une re´flexion sur l’observabilite´ de la phase d’un
signal carre´, qui est la forme des signaux rencontre´s dans ce me´moire, montre les limites de
la de´finition. On de´finit alors la notion de phase instantane´e a` partir des variables d’e´tat d’un
oscillateur a` relaxation. Cette de´finition permet de repre´senter le signal par un signal analy-
tique de meˆme phase et d’amplitude telle que le signal re´el soit de forme carre´e. On obtient
ainsi une repre´sentation mathe´matique du signal faisant apparaıˆtre sa phase et sa fre´quence
instantane´e qui, de plus, admet une repre´sentation physique aise´e de ces notions.
1.5.1 Phase et fre´quence dans le cas de signaux pe´riodiques
La phase et la fre´quence sont des caracte´ristiques constantes du signal e´tablies pour des
signaux pe´riodiques. La phase est une constante angulaire de´finie par rapport a` une re´fe´rence
temporelle, ge´ne´ralement l’instant initial, ou par rapport a` la phase d’un signal de re´fe´rence.
La fre´quence est de´finie par rapport a` une dure´e d’observation pendant laquelle le nombre
d’occurrences de cycles identiques est compte´. Dans le cas d’un simple signal sinusoı¨dal,
l’amplitude A, la phase ϕ, et la pulsation ω, apparaissent explicitement dans l’e´criture du
signal e(t) :
e(t) = A sin(ωt+ φ) (1.1)
La phase e´tant exprime´e en radians, la pulsation est exprime´e en radians par seconde. Un
simple changement d’unite´ permet de lier la pulsation ω et la fre´quence f par
ω = 2pif (1.2)
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Cette de´finition de la phase n’est plus valable lorsque les caracte´ristiques des signaux va-
rient dans le temps. C’est le cas des signaux quasi-pe´riodiques, comme les signaux module´s
en phase et/ou en fre´quence ou ayant subit un encodage (NRZ, NRZI, MANCHESTER,
MILLER . . . ). La phase et la fre´quence ne sont plus, dans ce cas la`, des caracte´ristiques
constantes du signal et leur mesure de´pend alors de la pe´riode d’observation. Par extension,
une observation de dure´e infinite´simale permet de de´finir la notion de phase instantane´e, de
fre´quence instantane´e et de phase initiale.
1.5.2 Phase et fre´quence dans le cas de signaux non pe´riodiques
Une extension rigoureuse de la notion de fre´quence instantane´e des signaux quasi
pe´riodiques est difficile car elle demande d’exprimer mathe´matiquement une notion extra-
pole´e intuitivement du cas pe´riodique. La phase instantane´e est alors vue comme une in-
formation sur l’e´tat d’avancement du cycle a` un instant t, ayant pour valeur 2pi a` la fin du
cycle, 0 a` son de´but, et de croissance monotone. La fre´quence instantane´e est lie´e a` la vi-
tesse d’exe´cution d’un cycle prise a` un instant t. Dans le cas d’un signal sinusoı¨dal quasi
pe´riodique Asin(φ(t)) d’amplitude constante, on assimile la valeur φ(t), a` la phase instan-
tane´e du signal puisque celle-ci est une valeur en radian e´gale a` 2pi a` la fin d’un cycle et nulle
au de´but. La phase initiale φ(t0) est la valeur de la phase instantane´e a` l’instant initial. Par
contre la de´finition de la fre´quence instantane´e n’est pas imme´diate, car elle ne´cessite une
observation du signal pendant au moins un cycle complet.
1.5.3 De´finition de la fre´quence instantane´e par approximation locale du
signal
Une premie`re proposition de de´finition, illustre´e par la Fig. 1.6, consiste a` approcher
le signal quasi-pe´riodique de forme quelconque s(t) a` l’instant t par une sinusoı¨de e(t) de
fre´quence constante : cette fre´quence de´finit la fre´quence instantane´e du signal a` l’instant t.
On dit que les fonctions s(t) et e(t) sont semblables a` l’instant t si leurs amplitudes sont
14
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FIG. 1.6 – La fre´quence instantane´e du signal, en trait plein, module´e par un messagem(t) =
t, est de´duite de celle d’une sinusoı¨de e(t), en pointille´s semblable a` s(t) a` l’instant t
e´gales et si le premier terme de leurs de´veloppements en se´rie de Taylor sont e´gaux [11],
[12] :
s(t+∆t) = s(t) + ∆t · · · s′(t) + . . . e(t+∆t) = e(t) + ∆t · · · e′(t) + . . . (1.3)
La fre´quence instantane´e du signal s(t) est alors celle du signal sinusoı¨dal e(t) de meˆme
amplitude ve´rifiant e(t) = s(t) et e′(t) = s′(t). On obtient ainsi les relations suivantes :
e(t) = A · sin(ωit) = s(t)e′(t) = A · ωi · cos(ωit) = s′(t) (1.4)
A partir de ces e´galite´s, l’expression de la fre´quence instantane´e, en fonction de la me-
sure s(t) du signal et de sa de´rive´e s˙(t), est unique :
Remarque 1 Ce re´sultat est obtenu en remplac¸ant le terme cos(ωi(t)) dans l’expression
e˙(t) = s˙(t) par sa valeur en fonction du sinus : ±
√
1− sin(ωi(t))2 . La fre´quence instan-
tane´e e´tant par de´finition positive, l’inversion du carre´ du cosinus se fait sans ambiguı¨te´ de
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signe.
Remarque 2 Dans le cas d’un signal sinusoı¨dal quasi pe´riodique a` amplitude constante
Asin(φ(t)), cette de´finition devient la relation bien connue entre phase et pulsation :
ωi =
δ(φ(t))
δt
.
Remarque 3 Cette de´finition de la fre´quence instantane´e est dans une certaine me-
sure arbitraire. En imposant dans la de´finition l’e´galite´ entre les seconds termes du
de´veloppement de Taylor s¨(t) = e¨(t), on obtient une fre´quence instantane´e qui peut eˆtre
complexe ou multiple. Une telle de´finition n’aurait pas de sens physique.
Remarquons que la formule 1.4 est inde´termine´e au niveau des extremas de la courbe,
lorsque s˙(t) = 0 et s(t) = A : le re´sultat de´pend alors des seconds membres du
de´veloppement de Taylor. Cette singularite´ apparaıˆt car, au niveau des extremas, la phase
n’influence plus le signal et rend la mesure de ses variations impossibles en ces points isole´s.
Si le signal n’est pas lie´ a` la phase a` chaque instant, comme dans un signal carre´, cette
de´finition ne donne plus de re´sultats physiquement cohe´rents. Un signal carre´ est constant
partout sauf en quelques points ou` il commute entre deux valeurs constantes. L’observation
de la fre´quence instantane´e d’un tel signal conduirait a` une fre´quence nulle partout et infinie
aux points de discontinuite´s. La de´finition n’est donc pas valable lorsque la phase du signal
n’est pas observable partout a` l’aide de la mesure du signal et de sa de´rive´e. Nous proposons
de de´finir la phase d’un tel signal en observant les variables d’e´tat du syste`me ge´ne´rant ce
signal. Dans cette e´tude, nous nous inte´ressons exclusivement aux signaux quasi-pe´riodiques
ge´ne´re´s par un oscillateur a` relaxation.
1.5.4 Application : observation de la phase d’un oscillateur a` relaxation
Le principe de l’oscillateur a` relaxation est d’emmagasiner de l’e´nergie tant qu’une limite
supe´rieure n’est pas atteinte –pe´riode de charge– le syste`me change alors de comportement
et libe`re l’e´nergie tant qu’une limite infe´rieure n’est pas atteinte –pe´riode de relaxation–.
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Le syste`me retrouve alors son comportement initial et commence une nouvelle pe´riode de
charge : il oscille ainsi entre les deux limites. Ce montage, consistant a` charger et de´charger
une capacite´ avec un courant dont on controˆle la valeur, est tre`s utilise´ en e´lectronique, car il
permet de ge´ne´rer directement un signal carre´ dont on peut controˆler la fre´quence d’oscilla-
tion.
Nous pouvons e´tablir un mode`le hybride [13], [14], [15], des oscillateurs a` relaxa-
tion. En effet, l’oscillateur a` relaxation posse`de deux comportements : la charge pendant
laquelle l’e´nergie du syste`me augmente vers une valeur ; et la relaxation, pendant laquelle
cette e´nergie de´croıˆt vers une valeur e. En choisissant un vecteur d’e´tatX , on peut e´tablir un
mode`le diffe´rentiel continu pour chaque comportement :
Le champ diffe´rentiel f0 correspondant au comportement de relaxation et le champ f1 a`
celui de charge. L’e´nergie est alors une fonction du vecteur d’e´tat E(X) de l’oscillateur.
FIG. 1.7 – Evolution de l’e´nergie d’un oscillateur a` relaxation dans le plan de phase.
La Fig. 1.7, montre un exemple d’e´volution de cette e´nergie dans un plan de phase de
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dimension deux. Dans l’e´tat de charge, le syste`me commute lorsque l’e´nergie E(X) atteint
la valeur e. La relation E(X) = e de´finit une frontie`re de commutation dans le plan de phase
du syste`me f1. De meˆme, E(X) = e, de´finit une frontie`re de commutation du syste`me f0. Il
existe des conditions ne´cessaires a` l’apparition d’oscillations [15] dans un tel syste`me, telle
que la de´croissance (resp. croissance) de l’e´nergie le long d’une trajectoire de f0 (resp. f1)
lorsque, E(X) ≥ e (resp. E(X) ≤ e ). Ces conditions, utiles a` la conception de l’oscillateur,
ne sont pas discute´es dans ce me´moire.
– De´finition de la phase instantane´e d’un oscillateur a` relaxation
Lorsque l’oscillateur est bien conc¸u, l’e´nergie E(X) oscille entre les deux limites en
de´crivant une trajectoire cyclique dans le plan de phase (voir la fig.1.7) de´fini par deux arcs :
un arc correspondant a` la charge ou` E(X) est croissante E(X) > 0 et un arc correspondant a`
la relaxation avec une e´nergie de´croissante E(X) < 0. La valeur de cette e´nergie et le signe
de sa variation donnent toute l’information ne´cessaire sur l’e´tat d’avancement du mouvement
cyclique : la phase. Nous pouvons donc proposer la de´finition suivante [13] de la phase
instantane´e d’un signal ge´ne´re´ par un oscillateur a` relaxation.
De´finition 3 - Phase instantane´e du signal d’un oscillateur a` relaxation : -
Toute variable d’´etat a` croissance monotone lie´e a` l’e´nergie emmagasine´e par
l’oscillateur, et au signe de sa variation, prenant une valeur nulle en un point
du mouvement cyclique - point de re´fe´rence, - une valeur e´gale a` 2pi a` la fin du
premier cycle de´bute´ en ce point de re´fe´rence et k2pi a` la fin du ke`me cycle.
1.5.5 Mode´lisation du signal carre´ et de´finition de sa fre´quence instantane´e
Le signal carre´ s(t) est de´fini, sans perte de ge´ne´ralite´, en fonction de la phase instantane´e
ϕ(t)
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s(t) =


0 si 0 ≤ ϕ(t), mod 2pi ≤ pi,
1 sinon
(1.5)
L’utilisation du concept de signal analytique, de´crit dans [16] et [17], permet de de´finir
le signal carre´ et d’obtenir une de´finition de la fre´quence instantane´e. On peut repre´senter le
signal carre´ sous la forme d’un signal analytique complexe
Zs(t) = a(t) exp(iϕ(t) − pi2 ) ayant pour phase instantane´e la phase de l’oscillateur a`
relaxation ϕ(t) de´finie plus haut. Le module a(t), donnant une forme carre´e au signal, est
de´fini par :
a(t) =


0 si 0 ≤ ϕ(t), mod 2pi ≤ pi,
1
cos(ϕ(t)−pi
2
)
sinon
(1.6)
Ce signal analytique de´finit ainsi un signal de forme carre´e observant un front descendant
lorsque :
ϕ(t) = k ∗ 2pi (1.7)
Avec
k ∈ N (1.8)
Pour simplifier les e´critures nous omettrons volontairement le de´calage de phase de −pi
2
utilise´ dans cette de´finition, il faudra donc lire ϕ(t) − pi
2
a` la place de ϕ(t) dans la suite. On
he´rite ainsi de la de´finition 4 de la fre´quence instantane´e d’un signal analytique [15].
De´finition 4 - Fre´quence instantane´e d’un signal analytique : - La de´rive´e tem-
porelle de l’argument ϕ(t) du signal analytique Zs(t) = a(t) exp(iϕ(t)) , de´fini
comme sa phase instantane´e, divise´e par 2pi :
fi(t) =
1
2pi
· δ(ϕs(t))
δt
(1.9)
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On obtient une mode´lisation du circuit dont les variables d’e´tat ont un sens physique, et
une notion de phase et de fre´quence instantane´e rigoureusement de´finies ’en phase’ avec la
conception intuitive que l’on lie a` ces grandeurs.
Apre´s avoir place´ l’e´tude dans le contexte de l’environnement ‘Smart-Card’, puis fait
e´tat des diffe´rentes notions essentielles pour la bonne compre´hension de la suite de l’e´tude :
– Phase et fre´quence de signaux pe´riodiques et non pe´riodiques,
– Fre´quence instantanne´e,
nous ferons un e´tat de l’art sur la ge´ne´ration de fre´quence et nous entrerons plus en de´tail
dans la spe´cification de la norme USB.
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Etat de l’art sur la ge´ne´ration
de fre´quence et spe´cification
USB
2.1 Les boucles a` verrouillage de phase, BVP
Bien qu’il y ait de nombreuses manie`res de re´aliser une BVP, sa structure globale,
pre´sente´e dans la Fig 2.1, n’e´volue pas. Une BVP est constitue´e des trois blocs suivants :
– un De´tecteur de Phase ou d’un De´tecteur de Phase Fre´quence (PD ou PFD pour Phase
Detector et Phase Frequency Detector en anglais) fournissant une information sur l’er-
reur de phase entre le signal d’entre´e VREF et le signal boucle vb, cette information
de´pend aussi de l’erreur de fre´quence dans le cas du DPF ;
– un Filtre Passe-bas charge´ de filtrer les perturbations, stabiliser la boucle, et lisser la
tension V cont transmise a` l’oscillateur controˆle´ en tension ;
– un Oscillateur Controˆle´ en Tension ou un Oscillateur Controˆle´ Nume´riquement OCT
ou OCN (VCO pour Voltage Controled Oscillator en anglais) qui de´livre un signal de
fre´quence instantane´e directement proportionnelle a` la tension d’entre´e.
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La BVP effectue un asservissement sur la phase du signal boucle´ Vb. Lorsque le signal de
sortie Vs est en retard sur le signal d’entre´e VREF , le DP, a` travers le filtre et l’OCT, augmente
la fre´quence du signal de sortie, ce qui a pour effet de re´duire ce retard. Inversement, une
diminution de la fre´quence de l’OCT re´duit l’e´cart de phase lorsque la sortie est en avance.
FIG. 2.1 – Applications de la Boucle a` ve´rouillage de phase
La notion d’entre´e et de sortie d’une BVP est relative au type d’application qui lui est
destine´e, la Fig. 2.1 montre les points d’entre´e/sortie de quelques applications. Dans le cas
d’une modulation de fre´quence, le signal de modulation est additionne´ a` l’entre´e de l’OCT
et le signal module´ est re´cupe´re´ a` sa sortie, l’entre´e du DP e´tant cadence´e par la fre´quence
porteuse. Dans le cas d’une de´modulation de fre´quence, le signal a` de´moduler entre sur le
DP, et le signal de´module´ est re´cupe´re´ a` la sortie du filtre. Le bouclage de la BVP permet
de re´aliser une fonction directement mais aussi indirectement par asservissement du signal
issu de la fonction inverse. Cela est utile lorsqu’une ope´ration est techniquement difficile
a` re´aliser directement. C’est le cas de la multiplication de la fre´quence d’un signal par un
nombre rationnel N/P . Il est facile de diviser la fre´quence d’un signal binaire en utilisant
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par exemple des compteurs, par contre sa multiplication est beaucoup plus difficile. Pour
multiplier la fre´quence f d’un signal par N , on peut introduire un Diviseur de Fre´quence,
comme dans la Fig.2.2, pour boucler le signal de sortie Vs vers le DP. Le signal boucle´ Vb est
alors de fre´quence (f0) N fois inferieure a` celle du signal de sortie (Fout).
FIG. 2.2 – Boucle a` ve´rrouillage de phase utilise´e comme multiplieur de fre´quence
L’asservissement de phase assure alors une fre´quence f identique entre le signal boucle´
Vb et le signal d’entre´e VREF ce qui permet d’obtenir un signal de sortie de fre´quence N ∗ f .
Il suffit alors de diviser la fre´quence de sortie par P pour finalement obtenir le rapport de
fre´quence N/P .
La fre´quence de sortie ainsi obtenue est :
Fout =
N
P
F0 (2.1)
2.2 Classification des Boucles a` verrouillage de Phase
De la litte´rature concernant les BVP se de´gage un grand nombre d’appellations ne
de´signant parfois pas le meˆme syste`me. On peut remarquer par exemple l’appellation de
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DPLL de´signant tantoˆt une BVP comportant un de´tecteur de phase logique, tantoˆt une BVP
comportant un OCN. Globalement, une classification est utilise´e implicitement distinguant
les diffe´rents types de BVP selon [8] :
– le type de DP, pouvant eˆtre un de´tecteur e´chantillonneur, multiplieur, se´quentiel ou
logique ;
– le type d’oscillateur, controˆle´ par une commande nume´rique ou analogique.
Le type de filtre utilise´ pouvant eˆtre de´duit de la nature du DP et de l’oscillateur, celui-ci
n’influence pas en ge´ne´ral l’appellation de la BVP. Le tableau 2.1, liste les diffe´rents types
de BVP les plus courantes ainsi que l’appellation issue de l’anglais.
Type de de´tecteur de phase Type d’oscillateur
Analogique (VCO) Nume´rique (NCO)
Echantillonneur S-PLL DS-PLL
Sample PLL Digital Sample PLL
Multiplieur A-PLL D-PLL
Analog PLL Digital PLL
Logique Xor-PLL Xor-DPLL
Se´quentiel CP-PLL CUD-PLL
Charge Pump PLL Counting Up/Down PLL
Logiciel Soft-PLL
Software PLL
TAB. 2.1 – Nomenclature des BVP
Selon le de´tecteur de phase on distingue les BVP analogiques –dont le de´tecteur de phase
et l’oscillateur sont analogiques– des BVP semi nume´rique –dont le de´tecteur de phase est
nume´rique et l’oscillateur analogique. Le choix du de´tecteur de phase de´pend principale-
ment des signaux qu’il rec¸oit. Lorsque le signal en entre´e et le signal boucle´ sont de type
sinusoı¨daux ou de manie`re plus ge´ne´rale a` phase observable, les de´tecteurs de phases analo-
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giques (multiplieurs, e´chantillonneurs, etc.) sont pre´fe´re´s aux de´tecteurs nume´riques car ces
derniers sont tre`s sensibles au bruit. Lorsque les signaux sont mixtes, dans les conversions de
signaux carre´s en signaux sinusoı¨daux par exemple, l’utilisation de de´tecteurs de phase ana-
logiques demeure avantageuse, notamment celle d’un de´tecteur par e´chantillonnage qui se
trouve particulie`rement adapte´ a` cette situation. Lorsque les signaux sont tous deux de forme
carre´e, dont la phase n’est pas observable a` tout instant, les de´tecteurs nume´riques s’imposent
car ils peuvent de´tecter les transitions successives du signal. Lorsque la BVP est inte´gre´e sur
une puce, celle-ci se trouve souvent eˆtre la seule partie analogique du circuit, c’est le cas
dans les circuits purement nume´riques comme les microprocesseurs, les DSP, les micro-
controˆleurs et leurs pe´riphe´riques. Cette partie analogique devient couˆteuse car elle empeˆche
l’utilisation de certaines technologies a` tre`s basse tension utilise´es en nume´rique et demande
des efforts de conception qui doivent eˆtre renouvele´s a` chaque changement de technologie.
C’est pourquoi des BVP entie`rement nume´riques ont e´te´ re´alise´es en utilisant des de´tecteurs
de phase nume´riques et en remplac¸ant le filtre et l’OCT par leurs e´quivalents nume´riques.
Elles sont alors conc¸ues et inte´gre´es avec les outils de conception nume´riques, fondues avec
les meˆmes technologies et peuvent eˆtre directement re´utilise´es lors de changement de tech-
nologies. La conception de l’OCN est faite a` partir d’une horloge externe de haute fre´quence
dont on compte le nombre de cycles. Cependant il existe des OCN n’exploitant pas d’hor-
loges externes,[18] [19]. Dans certaines applications ou` un processeur est disponible, on
peut remplacer les circuits nume´riques par un microprogramme exe´cute´ par le processeur.
Celui-ci mesure le signal d’entre´e par un de ses pe´riphe´riques, simule le fonctionnement du
de´tecteur de phase, du filtre et de l’OCN –en utilisant l’horloge du processeur comme hor-
loge de haute fre´quence– calcule le signal de sortie et le transmet via un pe´riphe´rique. Ces
types de BVP sont qualifie´s de BVP logicielles, ou Software PLL en anglais. Beaucoup de
microcontroˆleurs comportent une imple´mentation des e´le´ments d’une BVP, et permettent de
les controˆler par le microprogramme. Il ne faut pas confondre ces BVP dites programmables
avec une BVP logicielle dont au moins une des parties de la BVP doit eˆtre imple´mente´e par
25
Chapitre 2
le microprogramme.
2.3 Boucle a` Ligne de De´lai, BLD
Un grand nombre d’applications utilisent des BVP comme nous l’avons vu
pre´ce´demment. Les BLD sont apparues comme des alternatives se´duisantes aux BVP. En
effet de nombreux syste`mes ne´cessitent une mise en phase pre´cise des signaux d’horloge
ou de donne´es. Parfois un simple retard du signal permet ce de´calage de phase, cependant
cette me´thode n’est pas robuste face aux variations de processus, de tempe´rature et d’ali-
mentations. Pour un re´glage plus pre´cis, les concepteurs incorporent souvent cet e´le´ment de
retard dans une boucle de re´troaction qui synchronise la phase du signal de sortie avec celle
d’un signal de re´fe´rence. Dans le principe cette boucle est identique a` celle des BVP de´crites
plus haut mis a` part le fait que la phase est le seul parame`tre pris en compte et que l’oscil-
lateur est remplace´ par une chaine de de´lai. Ce type de boucle est ge´ne´ralement re´fe´rence´
comme Boucle a` Verrouillage de Phase a` Ligne de De´lai ou boucle a` Ligne de De´lai (Delay
Line Loop en anglais). L’objectif de ces boucles est donc d’obtenir un positionnement en
phase pre´cis avec un bruit de phase faible (nous de´finirons ce terme au cours des prochains
chapitres). La Fig.2.3 montre le principe de ce type de boucle.
Les blocs principaux sont identiques a` ceux d’une BVP. Un de´tecteur de phase qui com-
pare la phase du signal de re´fe´rence a` celle du signal de sortie de la ligne de de´lai et qui
fourni un signal proportionnel a` l’erreur de phase, un filtre passe bas pour filtrer ce signal et
pour avoir en entre´e de la ligne de de´lai un signal de controˆle ade´quat permettant de moduler
le retard de la ligne. L’entre´e de la ligne de de´lai peut eˆtre le signal de re´fe´rence ou bien un
autre signal d’horloge interne.
La BLD a des caracte´ristiques de boucle plus simples que celles d’une BVP car comme
nous le verrons plus tard, un ze´ro supple´mentaire est ne´cessaire pour maintenir la stabilite´
d’une BVP. Avec un poˆle unique la BLD est moins contraignante. Quand on compare les ca-
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FIG. 2.3 – Boucle a Ligne De De´lai
racte´ristiques de ces deux syste`mes sur leur capacite´e a` re´duire le bruit de phase, on se rend
compte que les BLD engendrent moins d’erreur de phase que les BVP et ce graˆce a` l’ordre
moins e´leve´ de leur boucle. Sur une BVP, lors d’une re´ponse a` une perturbation du signal
d’entre´e, la boucle accumule de l’erreur de phase avant de corriger [20]. De plus les syste`mes
a` base de BLD sont plus rapides que leur e´quivalent a` base de BVP, car les contraintes de
stabilite´ sont moins importantes (elles ne de´pendent que du de´lai interne de la boucle) et
permettent une caracte´risation du syste`me plus en ade´quations avec les spe´cifications de-
mande´es.
Cependant comme les BLD ne comportent pas d’e´le´ments de controˆle permettant des va-
riations de fre´quence, elles ont historiquement moins d’applications que les BVP. Bazes dans
[21] exposa un exemple d’utilisation de ces boucles en ge´ne´rant de fac¸on pre´cise les signaux
d’acce`s aux lignes et aux colonnes de DRAM. Une autre application est la ge´ne´ration d’une
horloge ayant la meˆme phase que l’horloge d’entre´e d’un syste`me dont le ‘fan out’ (nombre
maximal de circuit logique e´le´mentaires que l’on peut connecter en parrale`le sur une sortie)
est faible [22] permettant ainsi de re´ge´ne´rer les signaux de donne´es dans le syste`me. On
trouve, ces dernie`res anne´es, de plus en plus d’articles, [23] [24], qui introduisent des archi-
tectures qui permettent de multiplier des fre´quences en utilisant des BLD et ainsi de pouvoir
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re´aliser des fonctions de ge´ne´ration d’horloge.
Le principal inconve´nient de ces structures est qu’elles ne´cessitent l’utilisation de
circuits comple´mentaires, comme l’utilisation de plusieurs boucles (Fig.2.4 [25] pour la
re´ge´ne´ration de donne´e et d’horloges, ou de syste`me correcteur de rapport cyclique [26]
pour les synthe´tiseurs de fre´quence.
FIG. 2.4 – Sche´ma fonctionnel de la synthe`se de fre´quence double boucle
Le pre´ce´dent chapitre pre´sentait les de´finitions des deux notions importantes de la
re´cupe´ration d’horloge : la phase et la fre´quence de signaux pe´riodiques et non pe´riodiques,
ainsi qu’une vue d’ensembles des deux e´le´ments principaux utilise´s dans les syste`mes de
re´cupe´ration d’horloge, les BVP et les BLD. La Spe´cification USB et ses contraintes doivent
eˆtre analyse´es pour connaıˆtre les signaux et les donne´es sur lesquels on peut se synchroni-
ser ainsi que les contraintes temporelles et fre´quentielles (temps maximum d’accrochage
de la fre´quence, erreur autorise´e sur la pe´riode du signal de sortie, encodage du signal
de re´fe´rence. . .). Cette e´tude nous ame`nera a` faire un choix structurel pour le syste`me de
re´cupe´ration d’horloge. Le syste`me doit eˆtre innovant, robuste aux variations de tempe´rature,
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d’alimentation et de processus, de faible couˆt et occuper un espace minimum. Toutes ces
spe´cifications ajoutent des contraintes sur le choix et la conception des divers blocs. Une
fois la structure choisie, le chapitre 3 pre´sentera une e´tude comple`te de ce syste`me. Au fil
de ce me´moire les proble`mes de conception rencontre´s seront e´voque´s ainsi que les solu-
tions mises en oeuvre. Pour une meilleure compre´hension, un chapitre sera consacre´ a` la
de´finition du bruit de phase ainsi qu’a` son impact sur les diffe´rents blocs. Dans ce chapitre
l’e´tude mathe´matique sera comple´te´e par des re´sultats de simulations ainsi que des re´sultats
de mesures sur silicium.
Enfin les re´sultats complets de ce travaille de the`se seront e´xpose´s en comparant les
mesures siliciums avec les re´sultats de simulation et les mode`les mathe´matiques.
2.4 Spe´cification USB
L’objectif premier de la norme USB (acronyme d’Universal Serial Bus) e´tait de re´pondre
a` trois impe´ratifs [27] :
Permettre la connexion entre un te´le´phone portable et un PC : ”It is well unders-
tood that the merge of computing and communication will be the basis for the next gene-
ration of productivity applications. The movement of machine-oriented and human-oriented
data types from one location or environment to another depends on ubiquitous and cheap
connectivity. Unfortunately, the computing and communication industries have evolved in-
dependently. The USB provides a ubiquitous link that can be used across a wide range of
PC-to-telephone interconnects.”
Etre Facile d’utilisation : ”The lack of flexibility in reconfiguring the PC has been
acknowledged as the Achilles’ heel to its further deployment. The combination of user-
friendly graphical interfaces and the hardware and software mechanisms associ-ated with
new-generation bus architectures have made computers less confrontational and easier to
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reconfigure. However, from the end user’s point of view, the PC’s I/O interfaces, such as
serial/parallel ports, keyboard/mouse/joystick interfaces, etc., do not have the attributes of
plug-and-play.”
Une capacite´ de connexion importante : ”The addition of external peripherals conti-
nues to be constrained by port availability. The lack of a bidirectional, low-cost, low-to-mid
speed peripheral bus has held back the creative proliferation of peripherals such as tele-
phone/fax/modem adapters, answering machines, scanners, PDA’s, key-boards, mice, etc.
Existing interconnects are optimized for one or two point products. As each new function or
capability is added to the PC, a new interface has been defined to address this need.”
Ces trois Impe´ratifs sont tire´s de l’Introduction de la spe´cification de la norme USB ver-
sion 0.7 datant de novembre 1994. En effet, comme l’avaient bien compris les concepteurs
de la norme USB (Compaq, Hewlett-Packard, Intel, Lucent, Microsoft, NEC, Philips), avec
l’ave`nement de la te´le´phonie mobile et la recrudescence de l’e´quipement informatique des
me´nages, une convergence de ces deux mondes e´tait devenue ine´vitable. Un mode de trans-
fert de donne´es normalise´ a e´te´ ne´cessaire pour faciliter les e´changes. La de´mocratisation
de cette norme et son utilisation par le grand public, passe par un couˆt raisonnable, une fa-
cilite´ d’utilisation et une capacite´ de connexion importante. Depuis la version 2.0 d’avril
2000 un troisie`me taux de transfert High-speed de 480Mb/s, a e´te´ ajoute´ aux deux premiers
taux initiaux, Full-speed et Low-speed, respectivement de 12Mb/s et 1.5Mb/s. Cette mise
a` jour reste dans la ligne´e des pre´ce´dentes versions qui de´finissent les performances de la
norme USB qui est une interface rapide, bidirectionnelle, isochrone et de faible couˆt, dont
les connexions sont ge´re´es dynamiquement.
2.4.1 Ge´ne´ralite´s sur la transmission USB
Le protocole USB posse`de les caracte´ristiques suivantes :
– Protocole de communication se´rie entre entite´s.
30
Etat de l’art sur la ge´ne´ration de fre´quence et spe´cification USB
– Architecture e´toile´e et pyramidale, Fig.A.2.
– E´changes de donne´es a` vitesse pre´de´finie dans la spe´cification USB.
– Possibilite´ de connecter un grand nombre de pe´riphe´riques.
– facilite´ d’utilisation : ” plug’n play ”
– Largeur de bande passante garantie et basses latences
En effet, l’hoˆte se trouve au centre du re´seau, et les pe´riphe´riques a` l’exte´rieur. L’Hoˆte
USB a la charge de mener a` bien toute les transactions et de programmer la bande pas-
sante et le taux de transfert, 1, 5Mbits/s ou 12Mbits/s ou 480Mbits/s selon la tole´rance
du pe´riphe´rique concerne´. Typiquement, les modes High-speed et Full-speed peuvent eˆtre
isochroniques (Largeur de bande passante garantie et basses latences, approprie´es pour la
te´le´phonie, l’acoustique, la vide´o, etc.), alors que les donne´es Low-speed viennent des dis-
positifs interactifs.
Dans la suite de l’e´tude nous nous concentrerons sur le mode de transfert Full-speed.
L’hoˆte doit eˆtre capable de supporter jusqu’a` 127 dispositifs physiques. Le branche-
ment a` chaud avec des pilotes qui sont directement chargeables et de´chargeables rend facile
et accessible son utilisation. L’utilisateur branche simplement l’appareil sur le Bus, l’Hoˆte
de´tectera cet ajout, interrogera l’appareil nouvellement inse´re´ et chargera le pilote approprie´
pendant le temps qu’il faut au sablier pour clignoter sur l’e´cran assurant qu’un pilote est
installe´ pour l’appareil se´lectionne´. L’utilisateur final n’a pas besoin de se soucier des termi-
naisons, de termes tels qu’IRQs, adresses de ports, ou de la re´initialisation de l’ordinateur.
Une fois que l’utilisateur a termine´, il lui suffit de retirer le caˆble, l’Hoˆte de´tectera cette ab-
sence et de´chargera automatiquement le pilote. On dit que les pe´riphe´riques sont auto de´finis.
De plus ce protocole prend en charge l’ajout de dispositifs compose´s, c’est a` dire
de pe´riphe´riques comportant plusieurs fonctions telles que les imprimantes multifonctions
(scanner, photocopieuses, fax. . .)
L’hoˆte est au sommet de la pyramide de communication Fig.A.2. Les transactions USB
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se font graˆce a` l’e´mission de plusieurs paquets dont le format obe´it a` un standard. Chaque
transaction consiste en la succession des paquets suivants :
– Un paquet Jeton (en anglais Token)
– Un paquet de donne´es (en anglais DATA)
– Un paquet d’e´tat (en anglais HandShake - poignet de main)
Il faut aussi mentionner que les donne´es du flux de communication USB sont encode´es
en NZRI (Non Ze´ro Return Inverse). Le signal NRZI posse`de deux proprie´te´s qui influence
directement la conception d’un circuit de re´cupe´ration d’horloge. En NRZI, encoder ”1”
revient a` ne pas changer le niveau du signal alors qu’un ”0” correspond a` un changement
d’e´tat. La Fig.2.5 montre une se´rie de donne´es et son e´quivalent NRZI. L’e´tat J repre´sente le
niveau haut sur la ligne de signal et K le niveau bas. Une suite de ”0” fait donc commuter le
signal NRZI entre niveau haut et bas tandis qu’une suite de ”1” cre´e une longue pe´riode sans
changement d’e´tat du signal NRZI.
FIG. 2.5 – Donne´es encode´es en NRZI
Pour une se´quence binaire ale´atoire, de fre´quence, rb, et une probalite´ e´gale de ‘1’ et de
‘0’, la densite´ spectrale de puissance vaut, [28] :
Px(ω) = Tb[
sin[(ω · tB)/2]
(ω · tB)/2) ]
2 et Tb =
1
rb
(2.2)
On peut observer que cette fonction pre´sente une valeur nulle aux multiples entiers de rb.
Nous regarderons ce point plus en detail dans S 4.6.
Une autre proprie´te´ importante est que le signal peut comporter de longues se´quences
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sans transition. Pour assurer un nombre de transitions suffisantes et ainsi permettre la syn-
chronisation d’horloge, le protocole USB utilise une me´thode dite de ‘ Bit Stuffing ’ Fig.2.6.
Un ze´ro est inse´re´ apre`s une se´quence de six ‘ 1 ’ conse´cutifs dans la chaıˆne de donne´es pour
forcer une transition sur le signal encode´. Cela donne au recepteur un signal avec au moins
une transition tous les sept temps bit, pour lui permettre de se synchroniser et ainsi de pou-
voir de´coder correctement les signaux de donne´es. Le ‘ Bit Stuffing ’ commence avec le bloc
de synchronisation envoye´ au de´but de chaque paquet Fig.2.6. En effet le syste`me compte le
nombre de ‘ 1 ’ a` partir du dernier ‘ 1 ’ du champ de synchronisation. Le bloc de re´ception
doit eˆtre capable de de´coder le signal NZRI, de´tecter le bit inse´re´ par le ‘ Bit stuffing ’ et le
rejeter.
Le signal de donne´e, rec¸u par les divers e´le´ments connecte´s a` l’hoˆte, est un signal non-
pe´riodique et dans le cas (Full-Speed), ayant un taux de transfert de 12Mb/s, soit un temps
bit de 83.33ns. De plus la spe´cification demande, a` tout syste`me de´sirant e´mettre un signal
re´pondant a` la certification USB, une pre´cision de 2500ppm sur la fre´quence du signal, soit
0.25%.
FIG. 2.6 – Bit Stuffing
33
Chapitre 2
Le syste`me doit eˆtre capable d’e´mmettre un signal cadence´ a` 12Mb/s ± 0.25% et
avoir un signal d’horloge suffisamment pre´cis pour le faire. Le choix de re´alisation a e´te´,
en accord avec Atmel Rousset, partenaire industriel de cette e´tude, un signal d’horloge de
48MHz (pe´riode 20.833ns) ce qui permet en re´ception de sure´chantillonner le signal rec¸u
pour un meilleur de´codage. Cela permet d’avoir 4 fronts d’horloge par temps bit du signal
NRZI. Pour assurer un de´codage efficace, en re´ception, une horloge moins pre´cise que pour
l’e´mission est suffisante. En effet pour de´coder correctement l’information du signal NRZI
on peut admettre entre trois et cinq fronts d’horloge par Bit, ce qui nous permet de certi-
fier la valeur du signal avant de le de´coder. Le proble`me e´tant de pouvoir certifier que pour
l’e´mission on aura une horloge permettant d’envoyer un signal a` 12Mb/s± 0.25%.
Il faut donc, soit ge´ne´rer une horloge pre´cise de`s la re´ception, soit trouver un moyen d’en
affiner sa pre´cision entre la re´ception des informations envoye´es par l’hoˆte et l’e´mission de
la re´ponse.
Nous allons maintenant nous inte´resser plus en de´tail au protocole d’e´change de donne´es
USB afin de determiner quel seront les possibilite´es de synchronisations.
2.4.2 Protocole USB
Le bus est ge´re´ par l’hoˆte, ce qui signifie que c’est lui qui initie toutes les transactions
en envoyant un paquet Jeton (TOKEN) dans lequel figure le type de transaction (lecture ou
e´criture), l’adresse du pe´riphe´rique de destination, et la terminaison de´signe´e (nous revien-
drons sur ce terme plus loin). Ensuite le paquet de donne´es (DATA) qui contient les infor-
mations re´ellement utiles dans la transaction, puis le paquet d’e´tat qui indique si l’e´change
s’est correctement de´roule´. Les paquets USB se composent des champs suivants :
– SYNC
Tous les paquets doivent commencer avec un champ Sync, de 8 bits de long en Low-speed
et full-speed Fig.2.7 ou 32 bits en High-speed. Il est utilise´ pour synchroniser l’horloge du
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re´cepteur avec celle de l’e´metteur. Il est compose´ de trois transitions entre niveau Bas et Haut
(KJ) et les 2 derniers bits (2K) indiquent l’endroit ou` le champ PID commence.
FIG. 2.7 – Champ SYNC
– PID
Compose´ de 4 bits, il est utilise´ pour identifier le type de paquet qui est envoye´
(TableA.3), ainsi que la direction du paquet de donne´es, sachant que l’hoˆte est toujours pris
comme repe`re pour les directions de communication. Pour s’assurer qu’il a e´te´ rec¸u correc-
tement, les 4 bits sont comple´mente´s, ce qui permettra de ve´rifier la validite´ de ce paquet.
On obtient alors un PID de 8 bits au total Fig.2.8
FIG. 2.8 – Format des paquets PID
– ADDR
Compose´ de 7 bits de long, Fig.2.9, pour supporter 128 appareils, il de´termine, par son
adresse, la fonction qui e´met ou rec¸oit les donne´es. Par de´finition chaque adresse ne peut
de´finir qu’une seule fonction
FIG. 2.9 – Champ d’adresse
35
Chapitre 2
– ENDP
Le champ de terminaison compose´ de 4 bits, Fig.2.10, autorisant seize terminaisons pos-
sibles, il est ajoute´ pour rendre l’adressage des fonctions plus flexible.
FIG. 2.10 – Champ ENDP
– CRC
Les Controˆles a` Redondance Cyclique sont exe´cute´s sur les donne´es a` l’inte´rieur du
paquet de charge utile. Ils servent a` prote´ger l’inte´grite´ de tous les champs, excepte´ les PID,
dans les paquets de jetons et de donne´es. Un mauvais champ CRC indique que l’un des
champs du paquet est corrompu. Le syste`me qui rec¸oit ce paquet sait alors qu’il doit l’ignorer.
– les paquets jetons ont un CRC de 5 bits
– les paquets de donne´es ont un CRC de 16 bits
– EOP
Signale´ par une sortie unique ze´ro (SE0), Fig. 2.11, pendant une dure´e de 2 bits suivie
par un ‘ J ’ d’une dure´e de 1 bit, ce champ indique la fin d’un paquet.
FIG. 2.11 – EOP avec sa sortie unique a` ze´ro
Jusqu’a` pre´sent, parmi tous les champs composant les diffe´rents paquets transmis entre
un hoˆte et sa fonction raccorde´e, seule la partie de synchronisation, est de´terministe. En
effet c’est la seule que l’on retrouve au de´but de chaque paquet ; quelque en soit sa nature :
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JETON, DONNEE ou ETAT, et dont on peut pre´voir la structure. De plus elle pre´sente
une densite´ de transition assure´e, ce qui est un point important pour la re´cupe´ration du signal
d’horloge.
On retrouve ces champs dans les paquets de communication :
JETON (TOKEN) : In - Informe l’appareil USB que l’hoˆte veut lire des informations.
Out - : Informe l’appareil USB que l’hoˆte veut envoyer des informations.
Setup - Utilise´ pour commencer les transferts de commande.
Les paquets de Jeton doivent se conformer au format suivant Fig.2.12 :
FIG. 2.12 – paquet de Jeton
DONNEES (DATA) : Il y a 2 sortes de paquets de donne´es :
– Data0
– Data1
La taille maximale de donne´es ‘ charge utile ’ est :
– De 8 octets pour les appareils Low-speed
– De 1023 octets pour les appareils Full-speed
– De 1024 octets pour les appareils High-speed
Les paquets de donne´es doivent se conformer au format suivant Fig.2.13 :
FIG. 2.13 – Paquet de donne´es
Paquet POIGNET DE MAIN (HANDSHAKE) : Il y a 3 sortes de poignet de main :
– ACK - validant que le paquet a e´te´ rec¸u correctement
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– NAK - rapporte que temporairement l’appareil ne peut ni envoyer ou recevoir des
donne´es, il est aussi utilise´ pendant les transactions d’interruptions pour avertir l’hoˆte
qu’il n’a pas de donne´e a` envoyer.
– STALL (Bloque´) - L’appareil se retrouve dans un e´tat qui va exiger l’intervention de
l’hoˆte.
Les paquets Poignet de main doivent se conformer au format suivant Fig.2.14
FIG. 2.14 – Paquet poignet de main
La norme USB de´finit une base temporelle, appele´e trame (frame en anglais) d’une mil-
liseconde plus ou moins 500ns pour les modes Full-speed et Low-speed et de 125us plus ou
moins 65ns pour le High-speed. Une trame peut contenir plusieurs transactions entre l’hoˆte
et la fonction qui lui est attache´e. Cinq types de transactions sont possibles :
– Transfert de DONNEES
– Transfert de CONTROLE
– Transfert D’INTERRUPTION
– Transfert ISOCHRONE
– Transfert de type ‘BULK’
La Fig. A.4, tire´e de la spe´cification USB 2.0, re´sume l’organisation de ces transferts. Le
de´tail de leur protocole n’est pas de´crit ici mais peut eˆtre trouve´ dans [27].
Toutes les trames de´butent par un champ SOF Fig.2.15 (Start Of Frame en anglais et
de´but de trame en franc¸ais) et se termine par un intervalle de fin de trame.
Le paquet de´but de trame contient, un champ PID indiquant la nature du paquet suivi
d’un champ de 11 bits renseignant sur le nume´ro de la trame ainsi qu’un CRC portant sur le
nume´ro de la trame comme illustre´ Fig.2.16.
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FIG. 2.15 – trame
FIG. 2.16 – Paquet de´but de trame
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C’est la seule transaction qui arrive de fac¸on pe´riodique (toute lesms±500ns dans ce cas
d’e´tude) et qui ne demande aucune re´ponse du syste`me attache´ a` l’hoˆte. Pour rappel le PID du
paquet ”de´but de trame” est compose´ de la succession suivante : 10100101 et il est devance´ du
champ de synchronisation vu Fig.2.7. On se retrouve donc avec 16bits (1.3µs) comportant
un nombre de fronts de´fini plus le ”frame Number” et son CRC5 toutes les millisecondes
Fig.2.17. Certains industriels tels que STMicroelectronics et Axalto utilisent cette pe´riodicite´
pour se synchroniser a` l’aide de boucles comprenant des BVP et des BLD [29].
FIG. 2.17 – Champs de synchronisation et PID du paquet de´but de trame
Il faut aussi remarquer, que le syste`me peut se retrouver, dans certains cas, dans des
pe´riodes plus ou moins longues sans signal de re´fe´rence ou sans une densite´ de transition
suffisante pour synchroniser une horloge. Notamment pendant les modes ‘ RESET ’ et ‘
SUSPEND ’. Ces deux modes mettent en place plusieurs millisecondes sans e´change de
donne´es. Par exemple, apre`s que la fonction ait rec¸u un signal de RESET (SE0 d’une dure´e
de 2.5µs), un intervalle de 10ms durant lequel elle doit ignorer tout transfert de donne´es,
est requis. Le mode ‘ SUSPEND ’ quant a` lui entre en action si le syste`me ne voit aucune
activite´ sur le bus pendant au moins 3ms. Le syste`me passe alors dans un mode d’e´conomie
d’e´nergie en ne consommant qu’un courant minimum provenant de l’hoˆte. Il faut donc avoir
un syste`me de re´cupe´ration d’horloge robuste, supportant les longues pe´riodes, de l’ordre
de plusieurs millisecondes, sans signal de re´fe´rence (‘RESET’ et ‘SUSPEND‘) et ce sans
de´river (de fac¸on a` garantir les 48MHz).
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Dans le protocole USB, on dispose de deux informations de temps, lors des transactions
USB entre un Hoˆte et ses divers e´le´ments attache´s. Tout d’abord les paquets de de´but de
trame (SOF), envoye´s toute les millisecondes ±500ns. Ces paquets sont de´terministes et
comportent un nombre de transitions garanties.
Ensuite, les champs de synchronisation (SYNC Field) envoye´s au de´but de chaque pa-
quet, eux aussi de´terministes garantissant ainsi un nombre de´fini de transitions.
La pe´riodicite´ des paquets ‘ de´but de trame ’ est de´ja` utilise´e et fait l’objet de brevets
[29]. Cette solution utilise un syste`me a` base de compteurs et de BVP. Les compteurs me-
surent le temps entre chaque paquet de´but de trame a` l’aide de l’horloge fournie par la BVP
(et l’OCT) et ajuste la fre´quence de l’OCT en fonction du re´sultat obtenu pour que cette
e´cart corresponde a` l’e´cart type d’une milliseconde±500ns. Ce syste`me ge´ne`re une horloge
stable apre`s avoir rec¸us plusieurs paquets de´but de trame, donc apre`s plusieurs millisecondes.
Dans cette e´tude nous nous sommes concentre´ sur les champs de synchronisation. L’objectif
est de fournir une horloge stable au syste`me en moins d’une milliseconde. Cependant l’in-
formation contenue dans ces champs est limite´ car il ne sont en effet compose´ que de 8 bits.
Dans la spe´cification d’autres e´le´ments permettent, a` l’aide d’un syste`me simple compose´
d’une seule BVP, de se synchroniser sans utiliser des me´thodes connus [29] [30] [31], en
moins d’une milliseconde.
La phase de connexion d’un syste`me a` l’hoˆte et celle de reconnaissance est un moment
important du protocole USB.
Le bruit et le jitter des signaux de donne´es USB, qui sont des parame`tres fondamentaux
pour la re´cupe´ration d’horloge fera l’objet d’un paragraphe entier de ce me´moire. En effet
nous verrons dans le chapitre suivant qu’une contrainte supple´mentaire vient s’ajouter a` la
non-pe´riodicite´ et au nombre ale´atoire de transitions du signal USB, Le jitter du signal de
re´fe´rence (les signaux D+ et D-).
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2.4.3 Connexion d’un syste`me a` un serveur USB.
Quand aucun e´le´ment n’est connecte´, les sortie D+ et D− se retrouvent sous le seuil
de tension basse VIL (Table 4). Ce seuil est utilise´ pour de´tecter la de´connexion des divers
fonctions. Le retrait d’un des e´le´ments USB est reconnu lorsque D+ et D− se retrouvent
sous ce seuil de tension basse pendant un temps supe´rieur a` ‘TDDIS’ (2.5µs) Fig.2.18
FIG. 2.18 – De´tection de de´ttachement
De meˆme, lors de la connexion d’un e´le´ment USB l’hoˆte ope`re une de´tection de niveau
sur les nets de donne´es Fig.2.19. En mode full-speed, la de´tection d’une connexion se fait
sur D+, dont la tension doit rester au dessus de VIHZ (table2.27 page 50) pendant un temps
supe´rieur a` TDCNN (2.5µs < TDCNN < 12ms).
FIG. 2.19 – De´tection de l’attachement d’un module Full-speed.
En conside´rant que les divers e´le´ments peuvent eˆtre attache´s dynamiquement, et que
les hubs (e´le´ments permettant d’augmenter le nombre de connexions d’un syste`me, Fig.A.2)
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doivent eˆtre capable de ge´rer l’alimentation des syste`mes, une se´rie d’e´ve´nements de´crits par
la Fig.2.20 tire´e de la spe´cification USB [27], se de´roule lors de la connexion d’un e´le´ment.
Cette se´quence est le pre´lude de la communication entre l’hoˆte et la fonction.
FIG. 2.20 – Connexion et alimentation d’un syste`me USB.
∆t1 : temps requis pour que le port soit alimente´. Ce temps de´pend du type de hub et de
port utilise´.
∆t2 : repre´sente le temps ne´cessaire aux rails d’alimentation interne du syste`me pour
avoir une tension stable (V ss > 4.01V ) et le temps ne´cessaire aux nets D+ et D− pour
atteindre un niveau supe´rieur a` VIH . ∆t2 doit eˆtre infe´rieur a` 100ms.
∆t3 : temps de stabilisation du syste`me. Il se de´clenche au moment ou` l’hoˆte de´tecte
qu’une fonction a e´te´ attache´e. Cet intervalle rede´marre si l’e´le´ment est de´tache´.
∆t4 : le syste`me n’observant aucune activite´ sur le bus il entre en mode suspend
∆t5 : l’hoˆte ou le hub envoie des signaux de ‘ RESET ’ au syste`me suivi par un temps
de 10ms pour sortir du mode ‘ RESET ’.
∆t6 : “RESET RECOVERY”
Ensuite l’hoˆte envoie le paquet “ Start Of Frame ”. Puis l’e´change de donne´es commence.
Un paquet “ JETON ” est envoye´ par l’hoˆte USB pour de´finir le type de transaction. La
43
Chapitre 2
premie`re transaction est de type “ CONTROLE ” pour identifier la fonction attache´e et lui
donner une adresse, Fig.2.21.
FIG. 2.21 – transaction de type “CONTROLE” avec un PID de SETUP
L’hoˆte envoie un Jeton de´finissant le type de transfert, s’il attend des donne´es ou s’il
veut en e´mettre. Il peut envoyer ensuite un paquet de donne´es puis attend la re´ponse de la
fonction attache´e. Le paquet de donne´es e´tant optionnel, le syste`me doit, dans le pire des
cas, re´pondre par un paquet poignet de main directement apre`s avoir rec¸u, correctement, le
paquet “JETON”.
Il est important de connaıˆtre le temps maximum que la spe´cification laisse au syste`me
pour re´pondre. D’apre`s [27] :
SPEC USB2.0
“The host must provide at least two bit times of J after the SE0 of an EOP
and the start of a new packet (TIPD). If a function is expected to provide a
response to a host transmission, the maximum inter-packet delay for a function
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or hub with a detachable (TRSPIPD1) cable is 6.5 bit times meas-ured at the
Series B receptacle. If the device has a captive cable, the inter-packet delay
(TRSPIPD2) must be less than 7.5 bit times as measured at the Series A plug.
These timings apply to both full-speed and low-speed devices and the bit times
are referenced to the data rate of the packet. The maximum inter-packet delay
for a host response is 7.5 bit times measured at the host’s port pins. There is no
maximum inter-packet delay between packets in unrelated transactions.”
On peut retrouver les temps de´finis par la spe´cification dans le tableau suivant :
FIG. 2.22 – temps autorise´ entre deux paquets
TIPD e´tant le temps entre deux paquets de donne´es envoye´es par l’hoˆte, TRSPIPD1 le
temps impartie pour re´pondre pour un syste`me attache´ a` l’hoˆte par un caˆble de´tachable et
TRSPIPD2 le temps de re´ponse pour un syste`me ayant un caˆble fixe.
Ainsi, au moment ou` le syste`me est connecte´ a` un hoˆte USB, on passe par les 6 e´tapes
de´crites plus haut, puis l’e´change de donne´es commence. On doit eˆtre capable de de´coder
l’information envoye´e par le serveur USB (Paquet de SETUP et optionnellement des paquets
de DONNE´ES) et d’y re´pondre dans un temps tre´s court re´partie de la manie`re suivante :
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– Un paquet de´but de trame (SOF) de 36bits, Fig.2.16, soit un champ de donne´es d’une
dure´e de 2.999µs
– Puis le temps TIPD avant que l’hoˆte envoie le paquet de ” SETUP ” soit un minimum
de deux temps bit, soit un minimum de 166.66ns.
– Le syste`me rec¸oit ensuite un paquet de ” JETON ” de 36 bits, Fig.2.12, avec un champ
PID de setup (1101B voir tableA.3), soit 2.999ns.
– Le syste`me a alors TRSPIPD1 ou TRSPIPD2 suivant le type de caˆble pour re´pondre par
un paquet poignet de main.
Au final, on rec¸oit le signal de re´fe´rence durant 6.165µs avec un nombre limite´ de transitions
(72bitsNRZI). Signal de re´fe´rence qui doit nous permettre de ge´ne´rer un signal d’horloge
a` 48MHz ± 2500ppm et ce sans source stable tel un cristal de quartz par exemple.
De plus, la spe´cification USB donne la possiblite´ de ne pas re´pondre a` l’hoˆte directement
apre`s le paquet de ‘ SETUP ’.
En effet on peut voir dans [27] que si l’hoˆte ne rec¸oit pas de re´ponse au dela` de
TRSPIPD1ou2 il initiera une nouvelle transaction. En effet entre les diffe´rents paquets d’une
transaction de type ‘ SETUP ’ le syste`me et l’hoˆte ont des temps d’attente de´finis par la
spe´cification, Fig.2.23. En cas de de´passement des de´lais, ‘ TIMEOUT ’, le serveur USB
retente la transaction une deuxie`me puis une troisie`me fois. Au bout de ces trois essais si la
fonction attache´e n’a pas re´pondu l’hoˆte arreˆte la communication.
FIG. 2.23 – Temps d’attente entre les diffe´rents paquets
Ce me´canisme est appele´ ‘three strikes and you’re out’, que nous mentionneront par
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la suite par l’acronyme TSYO. On peut utiliser ce principe pour augmenter le temps et le
nombre de transitions dont on dispose pour ge´ne´rer l’horloge. L’objectif est donc de ne
re´pondre a` la demande de ‘ HANDSHAKE ’ du serveur USB ni a` la premie`re ni a` la deuxie`me
fois mais seulement a` la troisie`me. On rec¸oit alors trois fois le paquet de Jeton de 36 bits
Fig.2.24 avant de devoir re´pondre.
FIG. 2.24 – Me´canisme de ‘TSYO’
On se retrouve alors dans une configuration plus inte´ressante, bien que toujours com-
plexe, avec la re´ception de 4 paquets, pour un total de 144 bits encode´es en NRZI, a` 12Mb/s
durant 13.815µs. Le signal de synchronisation est donc celui de la Fig.2.25 :
FIG. 2.25 – Se´quence de bits rec¸us apre`s la connexion d’un syste`me
Sur laquelle lesX repre´sentent une incertitude sur la valeur du bit rec¸u, le temps bit vaut
83.33ns (12Mb/s) et les temps d’attente entre les paquets correspondent au pire cas de la
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Fig.2.22 (TRSPIPD2).
Nous allons maintenant nous inte´resser aux caracte´ristiques intrinse`ques de ce signal :
Jitter, temps de monte´ et de descente des fronts, perturbations possibles duˆes aux caˆbles
externes. . .
2.4.4 Caracte´ristiques e´lectriques du signal USB
Comme tous les signaux e´lectriques, les signaux D+ et D− ne sont pas parfaits. Ils
sont caracte´rise´s par leur temps de monte´ et de descente et leur Jitter. Ces caracte´ristiques
sont importantes dans cette e´tude car elles vont de´terminer les spe´cifications du signal de
re´fe´rence. En mode FULL-SPEED (12Mb/s) les temps de monte´e et de descente sont mesure´s
entre 90% et 10% du signal avec une charge de 50pf (Fig.2.26).
FIG. 2.26 – (a) Temps de monte´ et de descente des signaux D+ et D−, (b) charge pour les
mesures des temps de monte´ et descente pour les buffers Full-speed Cs = 50pF .
Les temps de monte´ et de descente doivent eˆtre compris entre 4ns et 20ns, les transitions
doivent eˆtre monotones et correspondre les unes par rapport aux autres a` plus ou moins 10%
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pre`s (pour minimiser les RFI, interfe´rence radio-fre´quence, et le ‘skew’, e´cart temporel entre
deux chemins de donne´es ou d’horloge, des signaux). Le point de croisement des signaux
D+ et D− (VCRS) doit se trouver entre 1.3V et 2V . La spe´cification n’impose pas de cor-
respondance entre les tensions extreˆmes des signaux, cependant il est fortement recommande´
que les tensions moyennes de D+ et D− soient e´gales. La spe´cification donne la possibilite´
de venir connecter la fonction apre`s un caˆble. Celui-ci peut introduire au maximum 100ps
de retard entre les signaux diffe´rentiels D+ et D−. Les Tableau 2.27 et A.5 re´sument les
niveaux des signaux USB. Une source doit eˆtre capable d’envoyer des signaux dont les ni-
veaux sont spe´cifie´s dans la deuxie`me colonne du tableau A.5, tandis qu’un re´cepteur doit
eˆtre capable d’identifier des signaux dont le niveau est de´fini dans la troisie`me colonne du
tableau A.5.
FIG. 2.27 – Caracte´ristiques e´lectriques des signaux USB
Note1 : La dure´e de l’EOP est donne´e en fonction du temps bit. Dans le cas le temps bit
vaut 83.33ns.
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Note2 : Le temps bit dans ce cas de´pend du type de re´cepteur. La dure´e du SE0 peut
donc varier comme nous l’avons vu plus haut.
Note3 : Correspond ici au temps bit Full-speed soit 83.33ns
Note4 : En mode ‘Keep alive’ les champs EOP envoye´s pour maintenir la connexion
avec la fonction sont en Low-speed.
Les e´tats ‘J’ et ‘K’ sont des niveaux logiques utilise´s pour communiquer des donne´es
diffe´rentielles entre les syste`mes. La spe´cification USB de´finie les caracte´ristiques tempo-
relles des signaux. On voit alors apparaitre le terme ‘JITTER’. Une de´finition s’impose. Dans
[27] on peut voir :
JITTER : A tendency toward lack of synchronization caused by mechanical
or electrical changes. More specifically, the phase shift of digital pulses over a
transmission medium.
En effet, au cours de la transmission des signaux D+ et D−, des variations temporelles
peuvent se produire au moment des transitions montantes ou descendantes. Le temps entre
deux transitions peut s’e´crire :N ·Tperiod±jitter, ou` N est le nombre de bits entre les deux
transissions et Tpe´riode le temps d’un bit, soit 83.333ns. Le jitter est mesure´ avec la meˆme
charge que pour les mesures de temps de monte´ et de descente et aux points de croisement
des transitions des signaux diffe´rentiels (Fig. 2.28).
FIG. 2.28 – Jitter sur les signaux de donne´es diffe´rentiels
Ces variations sont un proble`me supple´mentaire que l’on doit prendre en compte lors de
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l’e´tude. L’objectif e´tant de ne pas transmettre ce bruit sur le signal d’horloge. Les donne´es
de jitter sont liste´es dans le tableau 2.29. Cette table prend en compte le pire des cas : 5 hubs
(maximum autorise´ par la spe´cification) ont e´te´ place´s entre le syste`me et l’hoˆte USB et on
conside`re qu’il y a 7 bits entre deux transitions. Les valeurs du tableau sont arrondies a` la
valeur supe´rieur pour une facilite´e d’utilisation.
FIG. 2.29 – Jitter accumule´ sur les signaux diffe´rentiels a` l’entre´e de la fonction
Il prend aussi en compte les 2500ppm de tole´rance sur le taux de transfert des donne´es
en Full-speed :
frequence− tolerance = 0.25% ∗ Tperiode (2.3)
Soit :
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frequence− tolerance = 0.25% ∗ 83.33ns = 0.21ns/bit (2.4)
Nous connaissons maintenant toutes les caracte´ristiques du signal de re´fe´rence :
– Le temps imparti pour nous synchroniser.
– Le nombre de transition dont on dispose.
– Les temps de monte´ et de descente.
– Le jitter.
A partir des ge´ne´ralite´s sur les BVP et les BLD, vu dans les chapitres pre´ce´dents, des
proprie´te´s de la re´fe´rence, (signal non pe´riodique avec de longues pe´riodes sans transition
et bruite´) et des caracte´ristiques du signal d’horloge que l’on doit ge´ne´rer, (48MHz ±
2500Ppm), le choix d’une solution de re´cupe´ration d’horloge peut eˆtre mis en place. Des
solutions ont de´ja` e´te´ propose´es en utilisant :
– Deux BVP imbrique´es [32], [33] : Ces structures ont l’avantage de pouvoire re´gler
la bande passande de chaque boucle inde´pendament, ce qui e´vite les contraintes de
conception lie´es a` une structure base´e sur une simple boucle. Cela permet de suppri-
mer le bruit de l’OCT (nottement induit par les bruits d’alimentations) tout en suppri-
mant les bruits transmis par le signal d’entre´e. Le principal inconve´nient de ce type de
technique reste la surface d’occupation et la consommation. En effet le fait de doubler
le nombre de boucle, double les cellules les plus consomatrices ainsi que la surface
occupe´ par la structure.
– Des BLD associe´es a` des compteurs [29] : Ce brevet a pour avantage sa faible sen-
sibilite´ au bruit du signal d’entre´e. En effet le compteur sert de syste`me correctif a`
la BLD, en comptant le temps entre chaque trame USB. La pe´riodicite´e entre chaque
trame (1ms ± 500ns) e´tant plus pre´cise que la spe´cification sur le signal d’horloge
(2500ppm), la structure de´crite par ce brevet permet de fournir un signal tre`s pure. En
contrepartie le syste`me doit attendre d’avoir rec¸us plusieurs trames pour se synchroni-
ser et occupe une surface importante duˆ a` l’ajout du compteur et du circuit de logique
52
Etat de l’art sur la ge´ne´ration de fre´quence et spe´cification USB
associe´.
– Des BVP multi-phases [34], [35]. Ces syste`mes permettent de se synchroniser sur des
signaux non-pe´riodiques. L’utilisation de de´tecteurs de phase a` e´chantillonage, permet
de positionner les fronts du signal d’horloge au centre du diagramme de l’oeuil du
signal de re´fe´rence. Le principal inconve´nient est que le gain de la boucle de´pend de
la densite´ de transition. Un choix doit eˆtre fait entre temps de synchronisation et bruit
en sortie.
– Des machines d’e´tat fini associe´es a` des microcontroˆleurs, comme dans la famille des
FLASH MCU, Full Speed USB 16k ISP, de chez Silicon Laboratories : structures ra-
pides et ne transmettant qu’une faible quantite´ de bruit de par l’utilisation de machines
d’eˆtat. Cependant le couˆt surfacique est trop important dans notre cas d’e´tude.
– Des techniques de sur-e´chantillonnages [36] [37] [38] : ces circuits sont surtout
de´veloppe´s pour des e´mmeteurs-re´cepteurs hautes fre´quences. En utilisant un OCT
multiphase, un circuit de logique permet de choisir la phase la plus adapte´e lors de
l’e´chantillonage des donne´es. Cette me´thode permet de se synchroniser sur des signaux
fortement bruite´s. L’inconve´nient de cette techniques re´side dans la comple´xite´e des
circuits de logique associe´s et dans la grande consommation de ce type de structures.
De plus elles sont fortement de´pendantes de la pe´riodicite´ du signal de re´fe´rence.
– Des BVP et BLD associe´es [30] [31] : la BLD est utilise´e pour ge´ne´rer les signaux
‘UP’ et ‘DOWN’ et ainsi venir acce´le´rer ou ralentir la fre´quence de l’OCT. De meˆme
que pour les structures a` e´chantillonnage, un circuit logique est utilise´ en association
avec la BLD. Ce syte`me a pour avantage d’eˆtre inde´pendant du vecteur de re´fe´rence et
de ne transmettre qu’une faible quantite´ de bruit, meˆme en pre´sence d’une re´fe´rence
fortement bruite´. Cependant la grande consommation et la surface occupe´ par ce genre
de syste`me rend leur utilisation difficile dans notre cas.
Toutes ces techniques utilisent des combinaisons de BVP et BLD, des syste`mes plus ou
moins complexes de correction de bruit ainsi que des blocs nume´riques de traitement logique.
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La multiplication du nombre de ces blocs engendre une augmentation de la consommation
et de la surface occupe´e. Apre`s une e´tude de ces solutions, un syste`me a` base de BVP est
apparue comme le plus approprie´. Malgre´ le fait que sa conception soit le´ge`rement plus
complique´ que celle d’une BLD (de par les contraintes de stabilte´e plus stricte sur une BVP)
une BVP assure un controˆle simple de la variation de fre´quence de l’OCT et ceux sans
circuit comple´mentaire. Le syste`me de´veloppe´, base´ sur cette e´tude bibliographique, doit
eˆtre inte´grable, rapide, doit pouvoir se synchroniser sur un signal non-pe´riodique et fortement
bruite´, et ne transmettre en sortie qu’une faible quantite´ de bruit.
L’objectif est de se synchroniser sur les premiers paquets de donne´es envoye´s par l’hoˆte
(SOF et SETUP) et d’utiliser le me´canisme de ‘TSYO’.
Les prochains chapitres porteront sur la description du syste`me, son imple´mentation et
sa validation.
54
3
Analyse et mode´lisation du
syste`me de re´cupe´ration
d’horloge
On remarque le besoin dans les syste`mes de communication actuels, notamment pour
la re´ception et la resynchronisation, de connaıˆtre exactement la fre´quence d’horloge. Par
exemple, a` la de´tection, la de´cision de la valeur 0 ou 1 d’un bit doit se faire a` un moment
pre´cis du laps de temps sur lequel celui-ci est transmis. Les de´cisions successives doivent
donc intervenir a` interval re´guliers. Si le taux de re´pe´tition venait a` s’en e´carter, les instants
correspondant aux de´cisions de´riveraient par rapport a` l’optimum (on aurait donc plus d’er-
reurs).
On synchronise donc re´cepteur et e´metteur a` une horloge. Afin de s’en assurer l’exacti-
tude, cette horloge doit eˆtre extraite du signal portant les donne´es. La fonction correspondant
a` cette ope´ration est appele´e re´cupe´ration d’horloge, et est donc un e´le´ment critique de tout
syste`me de transmission de donne´es, Fig. 3.1.
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FIG. 3.1 – Syste`me de re´cupe´ration d’horloge utilise´ dans ce me´moire
Un bloc de re´cupe´ration d’horloge pre´le`ve donc du signal de donne´es des informations
utiles pour ge´ne´rer une horloge et ainsi communiquer avec l’hoˆte, fig 3.1. Ces syste`mes
peuvent eˆtre compose´s des diffe´rentes boucles vues dans le chapitre pre´ce´dent, a` savoir des
BLD ou des BVP ou des syste`mes comportant une association de plusieurs boucles.
Une e´tude exhaustive de toutes les varie´te´s de BVP a` de´tecteur de phase se´quentiel se-
rait beaucoup trop vaste. Nous nous limiterons lors de cette e´tude a` une varie´te´ de BVP
de´nomme´e Boucle a` Verrouillage de Phase par Impulsion de Charge (charge Pump Phase
Locked Loop en anglais) (note´e BVP-IC) ou encore Boucle a` Verrouillage de Phase par
Pompe de Charge. Ce syste`me est celui qui re´pond, comme nous le verrons, le plus efficace-
ment aux containtes de temps et de bruit que nous imposent l’environment d’e´tude ainsi que
la specification USB. Ce type de BVP pre´sente de nombreux avantages compare´ aux BVP
classiques a` de´tecteur de phase analogiques, comme par exemple un pull-in range (e´cart de
fre´quence maximum entre la re´fe´rence et l’oscillateur de la boucle, pour lequel la BVP ac-
crochera toujours) infini et une erreur de phase statique nulle [39]. De plus cette structure
permet l’utilisation d’un filtre passe bas passif tout en conservant les avantages d’un filtre
actif. En effet, les filtres passifs sont souvent pre´fe´re´s car ils transfe`rent moins de bruit au
circuit de par l’utilisation d’e´le´ments passifs. La Fig. 3.2 pre´sente la structure ge´ne´rale de la
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BVP-IC. Le circuit comprend un de´tecteur de phase-fre´quence se´quentiel a` trois e´tats de´crit
dans le prochain chapitre, commandant deux sources de courant stabilise´es.
FIG. 3.2 – Boucle a` Verrouillage de phase par Impulsion de Charge
Le courant est injecte´ dans un filtre passe bas, lissant le signal de´livre´ dans l’OCT. La
sortie de l’oscillateur peut eˆtre boucle´e sur le DPF a` travers un diviseur par N , ce qui permet
d’obtenir un signal de sortie de fre´quenceN fois supe´rieur a` celle de la re´fe´rence. La BVP IC,
munie d’un de´tecteur de phase a` trois e´tats, a e´te´ introduite dans les anne´es 1976 par Sharpe
dans [40] afin d’ame´liorer la phase transitoire du circuit. La premie`re mode´lisation a e´te´ pro-
pose´e par Gardner, [41], sous forme d’un syste`me d’e´quations non line´aires quasi exactes
dont la re´solution nume´rique permet d’obtenir une simulation transitoire. Ces e´quations ont
e´te´ line´arise´es pour permettre l’analyse de stabilite´ de la boucle. Cette line´arisation est faite
en remplac¸ant la forme exacte des signaux discrets issus du DPF par une approximation
continue de leur moyenne. Le mode`le utilise´ est alors celui d’une BVP analogique.
3.0.5 Description des blocs
Afin de mieux appre´hender le fonctionnement du syste`me, il est ne´cessaire d’identifier
le roˆle de chacun de ces blocs constitutifs et de confronter les diffe´rentes solutions envisa-
geables pour les re´aliser. Le sche´ma de la BVP nume´rique est rappele´ sur la Fig. 3.2. Elle est
repre´sente´e ici sous sa forme la plus basique et est constitue´e d’une source de re´fe´rence Vref
57
Chapitre 3
de fre´quence f0, d’un DPF nume´rique et sa pompe de charge, d’un filtre passe bas et d’un
OCT. Le fonctionnement de chacun d’eux est de´crit ci-apre`s.
De´tecteur de phase/fre´quence
Probablement l’e´le´ment le plus difficile a` comprendre, l’e´le´ment caracte´ristique de la
BVP-IC est son de´tecteur de phase a` logique se´quentielle. Les de´tecteurs de type XOR ou
mixer ont des plages d’utilisation limite´es et ne conviennent pas a` notre e´tude. Nous nous
inte´ressons a` un de´tecteur de phase fre´quence dit de type III car la machine a` e´tats finis qui le
repre´sente comporte trois e´tats distincts. Le de´tecteur de phase et de fre´quence (DPF) a` pour
fonction de de´livrer un signal proportionnel a` l’erreur de phase entre le signal de re´fe´rence
et celui de´livre´ par l’OCT. e´tant donne´ que la phase est l’inte´grale de la fre´quence, (Chapitre
1.5), le DPF donne aussi des indications sur l’e´cart de fre´quence et sa sortie commande la
pompe de charge. Plusieurs phe´nome`nes sont a` prendre en compte lors de la conception d’un
comparateur de phase et de fre´quence : d’abord, si l’erreur de phase varie tre`s rapidement,
il peut y avoir une perte du verrouillage de la boucle. Cela implique donc une de´tection a` la
fois de la phase et de la fre´quence, lorsque le de´phasage est supe´rieur a` pi. Ensuite, l’autre
proble`me qui peut intervenir sur la sortie d’un comparateur de phase et de fre´quence est
l’existence de « zones mortes », qui correspondent aux zones de gain nul de la pompe de
charge. Ce phe´nome`ne se produit lorsque le de´phasage, tre`s faible, entre la sortie de l’OCT
et la re´fe´rence n’engendre pas d’impulsion de courant du fait du temps de re´ponse des circuits
e´lectroniques. Le gain de la boucle e´tant nul, la phase de l’OCT n’est plus asservie par la
boucle et le bruit de phase de la BVP augmente. Il existe des me´thodes de conception, comme
l’ajout de cellules de´lai a` l’inte´rieur du comparateur, pour re´duire cette zone.
Quelque soit le type de de´tecteur choisi il doit :
– De´tecter a` la fois les fronts montants et descendants
– De´tecter la phase et la fre´quence
– Avoir une faible zone morte.
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Parmis les diffe´rentes structures pre´sente´es dans la litte´rature, le fonctionnement de
quatre DPF ont e´te´ e´tudie´ dans ce me´moire.
1. DPF a` base de bascule D
FIG. 3.3 – Sche´ma du DPF a` base de bascule D
Le de´tecteur de phase-fre´quence ge´ne`re un mot de sortie sur 2 bits donnant l’e´tat de
comparaison en phase/fre´quence de ses deux entre´es. Son mode de fonctionnement est
de´crit par le diagramme d’e´tat suivant (Fig. 3.4) :
FIG. 3.4 – Diagramme d’e´tat du DPF a` bascule D
UP et DOWN sont les sorties du DPF. Le circuit re´agit sur front, le rapport cyclique
des signaux d’entre´e n’a donc pas d’importance. Son fonctionnement est le suivant :
un front (montant par exemple) sur fOUT
N
(fre´quence de l’oscillateur) met la sortie
DOWN a` 1 (ou la maintient a` 1) et remet l’entre´e UP a` 0 (si elle e´tait a` 1 initialement),
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et inversement pour l’entre´e fo (fre´quence du signal de re´fe´rence) sur les sorties UP et
DOWN respectivement. Aussi, il existe un e´tat interdit, la sortie ne peut donc prendre
que trois e´tats, d’ou` son nom : DPF trois e´tats.
FIG. 3.5 – diagramme des temps des entre´es/sorties du DPF
Ce syste`me ge´ne`re donc des impulsions dont les largeurs sont e´gales a` la diffe´rence de
phase entre les deux entre´es. La caracte´ristique de base est la suivante :
FIG. 3.6 – Caracte´ristique ide´ale du DPF
Vcont repre´sente la diffe´rence moyenne, en sortie du filtre, entre les sortie UP et
DOWN, et ∆ϕ repre´sente la diffe´rence de phase entre les signaux d’entre´es fout
N
et
fo applique´s au DPF. Cependant, en raison des de´lais non ne´gligeables des portes lo-
giques au dela` d’une certaine fre´quence de fonctionnement, le comportement re´el du
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DPF n’est pas celui pre´sente´ sur le graphe de la Fig. 3.6 : le de´lai introduit par la porte
ge´ne´rant le signal de remise a` ze´ro des bascules entraıˆne l’apparition de l’e´tat interdit
(1,1) (Fig. 3.4) induit par la pre´sence des pics parasites non ne´gligeables qui appa-
raissent sur la sortie cense´e rester a` ze´ro. Par conse´quence, il existe une zone morte
pour des erreurs de phase proches de ze´ro pour lesquelles la sortie du DPF est alte´re´e.
La correction de phase/fre´quence n’est donc pas assure´e dans cette zone. De plus, ce
type de de´tecteur est sensible a` la non pe´riodicite´ du signal (longue suite de ‘1’ ou de
‘0’) comme c’est le cas pour un signal code´ en NRZI. En effet, en l’absence de front
sur l’une de ses voies d’entre´e, le DPF continue a` envoyer des impulsions au reste
du syste`me (Fig. 3.4). Ce comportement est pre´judiciable au vu des contraintes de
pre´cisions (2500ppm) que nous avons. Des simulations du DPF ont e´te´ re´alise´es pour
ve´rifier ce comportement, et comme le montrent les figures 3.9 lors de l’absence de
front, le de´tecteur rame`ne la tension de controˆle a` ze´ro, ce qui fait devier la fre´quence
de l’OCT.
2. DPF a` base de bascule RS
FIG. 3.7 – Sche´ma d’un DPF a` base de bascule RS
Ce de´tecteur, Fig. 3.7, fonctionne sur le meˆme principe que le DPF pre´ce´dent. Les
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signaux UP et DOWN retranscrivent l’e´cart de phase entre les deux entre´es (Fig. 3.8).
FIG. 3.8 – Comportement du DPF a` base de bascule RS
Sur ces deux types de de´tecteur, un signal de RESET rame`ne les signaux UP et DOWN
a` ze´ro quand les deux signaux d’entre´e sont en phase ce qui limite les proble`mes de
zone morte. Cependant, le de´lai introduit par le chemin ge´ne´rant le signal de remise a`
ze´ro des bascules entraıˆne l’apparition de l’e´tat interdit (1,1) et donc de pics parasites.
De plus, comme pour la structure pre´ce´dente, la non pe´riodicite´ du signal de re´fe´rence
perturbe ce type de de´tecteur.
Le syste`me se compose d’une combinaison de porte NAND. Comme on peut le voir
sur la Fig. 3.9 l’absence de front sur l’entre´e ‘ref’ entraıˆne une absence d’impulsion
sur le signal ‘UP’ alors que le signal ‘DOWN’ continue a` eˆtre actif. Ce comportement
entraıˆne une chute de la tension de controˆle. Ce phe´nome`ne restreint l’utilisation de ce
type de DPF a` un syste`me muni d’un signal de re´fe´rence purement pe´riodique et rend
ainsi l’utilisation de ce type de DPF non compatible a` une synchronisation a` partir de
donne´es code´es en RZ, NRZ ou NRZI.
Les signaux ‘1’ et ‘2’ de la Fig. 3.9 repre´sentent les deux signaux d’entre´e du DPF. Le
signal de re´fe´rence comporte deux zones sans front, alors que l’oscillateur continue a`
envoyer au DPF un signal pe´riodique de fre´quence module´e par la tension de controˆle,
signal ‘5’ du graphique. En effet le signal ‘4’, la sortie DOWN du de´tecteur, est active
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FIG. 3.9 – Re´sultat de simulation transistor des DPF a` base de bascules en pre´sence de
signaux non pe´riodiques en entre´e.
pendant l’absence de front tandis que le signal ‘3’, la sortie UP du de´tecteur ne l’est
pas.
L’absence de front sur le signal de re´fe´rence induit donc une chute de la tension de
controˆle de l’OCT, ‘5’, et donc une variation brutale de la fre´quence de l’OCT.
Ce constat nous a donc amene´ a` orienter l’e´tude vers des structures beaucoup moins
de´pendantes de la pe´riodicite´ du signal de re´fe´rence.
3. DPF de type Alexander
Le fonctionnement des de´tecteurs de type Alexander, [34], illustre´ par la Fig. 3.10, est
base´ sur le principe de l’avance/retard. Utilisant trois e´chantillons du signal de donne´e
pris par trois fronts d’horloge conse´cutifs, le de´tecteur de phase peut de´terminer la
pre´sence d’un front, montant ou descendant, sur le signal de donne´es. Il peut aussi
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de´terminer si le signal d’horloge est en avance ou en retard.
FIG. 3.10 – De´tecteur de phase de type Alexander
Comme le montre la Fig. 3.11, si le signal d’horloge est en avance, le premier
e´chantillon S1 n’est pas e´gal aux deux suivants. Inversement, si le signal d’horloge
est en retard, les deux premiers e´chantillons S1 et S2 sont identiques mais diffe´rents
du troisie`me S3.
FIG. 3.11 – Trois e´chantillonnages par trois fronts conse´cutifs.
Aussi, les sorties X et Y donnent l’information sur l’avance ou le retard de l’horloge.
– Si S1⊕S2 est au niveau haut et S2⊕S3 est au niveau bas, alors le signal d’horloge
est en retard sur le signal de donne´es.
– Si S1⊕S2 est au niveau bas et S2⊕S3 est au niveau haut, alors le signal d’horloge
est en avance sur le signal de donne´es.
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– Si S1⊕ S2 = S2⊕ S3, alors il n’y a pas de transition sur le signal de donne´es.
Ces observations nous ame`nent a` l’architecture de la Fig. 3.10. Les deux ‘flip-flop’
FF1 et FF2 e´chantillonnent les donne´es sur le front montant de l’horloge pour donner
S3 et S1. FF3 e´chantillonne les donne´es sur le front descendant et FF4 retarde cet
e´chantillon d’une demi-pe´riode d’horloge pour donner S2.
Premie`rement, ce de´tecteur de phase synchronise automatiquement le signal sur l’hor-
loge. Deuxie`mement, en l’absence de transition du signal de donne´es, il produit un si-
gnal de sortie nul (tension egale a ze´ro) ne perturbant pas l’oscillateur. En conse´quence,
les changements de fre´quences de l’OCT sont uniquement dus au bruit des divers com-
posants plutoˆt qu’aux variations (niveau haut, niveau bas) de la ligne de controˆle. On
peut observer aussi que le temps d’acquisition augmente avec la diminution de la den-
site´ de transition.
4. DPF de type Hogge
La Fig. 3.12 montre un de´tecteur de phase de type Hogge, [35]. La sortie Y = Din⊕B,
sur la Fig. 3.12, repre´sente la diffe´rence de phase entre le signal de donne´es et le signal
d’horloge. Des cellules de delai (D1 et D2) doivent eˆtre ajoute´es pour compenser les
temps de propagation dans les bascules au moment de la comparaison. La sortie X est
un signal carre´ de largeur constante e´gale a` une demi-pe´riode d’horloge pour chaque
transition du signal de donne´es e´chantillonne´. Quand le syste`me est verrouille´, les
sorties X et Y ont la meˆme valeur moyenne. Ces deux sorties arrivent sur une pompe
de charge ou sur un amplificateur diffe´rentiel qui fournit, apre`s filtrage, la tension de
controˆle du VCO
La Fig. 3.13 repre´sente le diagramme temporel du de´tecteur de type Hogge avec les
deux signaux d’entre´e en phase (dans ce cas sur le front descendant de l’horloge).
La sortie du de´tecteur de phase a alors une valeur moyenne nulle et il n’y a pas de
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FIG. 3.12 – De´tecteur de phase de type Hogge
changement au niveau de la tension de controˆle. Si l’entre´e Din est en avance sur
l’horloge, la valeur moyenne du signal de sortie est positive comme l’illustre la Fig.
3.14. La tension de controˆle en sortie du filtre, qui sert d’inte´grateur, augmente alors.
Inversement si le signal de donne´es est en retard sur l’horloge, la valeur moyenne en
sortie du de´tecteur sera ne´gative, impliquant une baisse de la valeur de la tension en
sortie du filtre.
Les deux premie`res configurations e´tant e´carte´es de par leur trop grande sensibilite´ a` la
non pe´riodicite´ du signal, le reste de l’e´tude se concentre sur les de´tecteurs a` e´chantillonnage
de type Hogge et Alexander. Le choix de la structure la plus inte´ressante se fera a` partir de
leur comparaison aux vues des contraintes que nous avons :
– Signal de re´fe´rence non pe´riodique avec de longues pe´riodes sans transition.
Le DPF ne doit pas perturber le syste`me de re´cupe´raion d’horloge pendant ces phases.
– Temps disponible pour la synchronisation tre`s court.
Le temps d’acquisition du DPF ne doit pas limiter la capacite´ du syste`me a` accrocher
la fre´quence de´sire´e.
– Signal de re´fe´rence fortement bruite´ (83.33ns de temps bit ±0.026%) compare´ a` la
spe´cification USB sur le signal que l’on doit e´mmettre, (pre´cision a 2500ppm).
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FIG. 3.13 – Diagramme temporel des signaux de sortie du de´tecteur de type Hogge lorsque
les entre´es sont en phase
FIG. 3.14 – Diagramme temporel des signaux de sortie du de´tecteur de type Hogge si le
signal de donne´es est en avance de phase par rapport au signal d’horloge
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Le DPF doit donc introduire dans la boucle un minimum de bruit.
Les performances de ces de´tecteurs ont e´te´ e´value´es a` partir de simulation a` l’aide des lo-
giciels Mathcad et ADS. Pour ces simulations, les trames que l’on rec¸oit de l’hoˆte USB
sont utilise´es comme signal de re´fe´rence. Ces donne´es sont : bruite´es, non pe´riodiques avec
de longues pe´riodes sans transition. Les caracte´ristiques de ces deux de´tecteurs sont tre`s
proches et le principal avantage du de´tecteur de type Hogge est de positionner les fronts
d’horloge au centre du diagramme de l’oeil du signal de re´fe´rence, et ce, quelque soit le
rapport cyclique du signal de re´ference. En effet ce DPF synchronise les fronts montants
du signal de re´fe´rence avec les fronts descendants du signal d’horloge. Ceci nous permet
d’avoir une horloge ide´alement centre´e pour e´chantillonner les donne´es rec¸ues. Le de´tecteur
de type Alexander est quant a` lui, plus facile a` imple´menter. En effet, comme nous avons pu
le voir plus haut, le DPF de type Hogge ne´cessite l’ajout de cellules de de´lais pour compen-
ser les temps de propagation dans les bascules. Un effort de conception doit eˆtre apporte´ a`
ces cellules car de leur pre´cision de´pend, en partie, la pre´cision du de´tecteur. De plus, des
techniques de re´alisation de ‘layout’ doivent eˆtre utilise´es pour appairer ces cellules de delais
sur les diffe´rentes branches.
Ces tests ont aussi ve´rifie´ le fait que ces DPF n’influencent pas le syste`me lors d’absence
prolonge´e de transition. Cependant, le temps d’acquisition se trouve alte´re´ car inversement
proportionnel a` la densite´ de transition du signal de re´fe´rence (fig.3.15). Il faudra donc tenir
compte de ce parame`tre lors de la mise en place du syste`me.
Les caracte´ristiques du DPF de typeHogge et sa facilite´ d’imple´mentation (utilisation de
bibliothe`que de cellules standart mais effort de conception et de layout pour les cellules de
delais.) en font une structure ide´ale dans notre cas. Une e´tude plus comple`te sera pre´sente´e
dans la suite du manuscrit. Les grandeurs de´livre´es par le DPF sont nume´riques, il est donc
ne´cessaire de placer un e´tage de conversion nume´rique-analogique en sortie du DPF. Cette
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FIG. 3.15 – sensibilite´ a` la densite´ de transition du signal de re´fe´rence
conversion est assure´e par la pompe de charge.
Pompe de charge
Cet e´le´ment est indissociable de l’utilisation d’un DPF trois e´tats dans la BVP. Compose´e
de deux sources de courant identiques, Isource et Ipuits, qui sont commande´es par deux
interrupteurs actionne´s par les sorties du DPF (le circuit de pompe de charge (Fig. 3.16)) elle
convertit l’information en sortie du DPF en un courant, image de l’erreur de phase de´tecte´e.
Lorsque le signal de re´fe´rence est en avance sur le signal de l’OCT, la sortie de la pompe
de charge fournie Isource pendant un temps proportionnel au retard et Ipuit lorsque le
signal de re´fe´rence est en retard. Dans un premier temps, la pompe de charge traduit les
impulsions en tension issues des sorties UP et DOWN en charge et de´charge en courant dans
un filtre transimpe´dance de fonction de transfert F(p). Ce dernier re´alise une inte´gration de
l’information en courant qui est restitue´e en information en tension pour fournir la tension
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de controˆle Vtuning de l’OCT.
FIG. 3.16 – sche´ma de l’e´tage de sortie de la pompe de charge
Dans le cas ide´ale, le courant de Isource et le courant Ipuits sont e´gaux, ce qui n’est
pas le cas dans la re´alite´. Cette dissyme´trie cre´e des pics parasites a` la sortie de la BVP.
Ce proble`me est traite´ plus en detail dans le chapitre 4.4.5. Un effort particulier devra eˆtre
apporte´ a` l’architecture de cet e´le´ment.
Le filtre de boucle
Le roˆle du filtre de boucle est de re´aliser l’inte´gration du courant de´livre´ par la pompe de
charge et de restituer l’information en tension. Ainsi, une simple capacite´ peut re´aliser cette
fonction. Cependant, cette solution entraıˆne une instabilite´ de la boucle. Un filtre du second
ordre repre´sente alors la configuration de base du filtre de la BVP nume´rique (Fig. 3.17).
De nombreux ouvrages pre´sentent cette solution avec C1 = 0. Bien que ce type de filtre
soit une solution pour obtenir une boucle stable, ce filtre pre´sente le de´savantage de cre´er
des sauts de tension a` sa sortie dus a` la pre´sence de la re´sistance soumise a` la proprie´te´ de
commutation intermittente du courant issu de la pompe de charge. De par le choix des valeurs
des composants qui le constituent, le filtre de boucle est l’e´le´ment qui garantit la stabilite´ de
la BVP. Les parame`tres tels que le temps d’e´tablissement, la bande passante et le bruit de
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phase de´pendent de ce filtre (Chapitre 4.1.1). Des modifications peuvent eˆtre applique´es au
filtre du second ordre, afin de lisser la tension de sortie, notamment en ajoutant des e´tages
passe-bas RC pour atte´nuer les ‘spurs’ (pics parasites de bruits 3.0.6) :
FIG. 3.17 – filtre de boucle
Sur la Fig. 3.17 R3 ·C3 et R4 ·C4 forment des e´tages passe-bas additionels. La fonction
de transfert du filtre peut s’exprimer telle que le rapport entre la tension en sortie du filtre
et le courant injecte´ a` l’entre´e du filtre par la pompe de charge. L’e´quation 3.1 repre´sente
l’impe´dance de ce type de filtre et le tableau 3.1 liste les ‘poˆles’ et les ‘ze´ros’ pour diffe´rents
ordres de filtre, [42].
Z(s) =
1 + s • T2
Ctot • s • (1 + s • T1) • (1 + s • T3) • (1 + s • T4) (3.1)
avec Ctot la capacite´ total du filtre.
Le choix du filtre de´pend des caracte´ristiques de la PLL en termes de stabilite´, temps
d’e´tablissement, et bruit de phase. Pour choisir l’ordre du filtre, le mieux adapte´ a` notre
application, il faut tenir compte de sa capacite´ a` couper les pics parasites tout en ne limitant
pas la bande passante de la boucle. De plus il faut conside´rer, qu’a` la sortie du filtre l’OCT
posse`de une capacite´ d’entre´e comprise entre 500fF ↔ 2pF et que par conse´quent, les
capacite´s de notre filtre ne doivent pas eˆtre perturbe´es par la capacite´ d’entre´e de notre OCT.
En outre, plus la taille des re´sistances est importante plus elles ge´ne`rent de bruit thermique
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Parame`tre second ordre troisie`me ordre quatrie`me ordre
T1 R2•C2•C1
Ctot
R2•C2•C1
Ctot
R2•C2•C1
Ctot
T2 R2 • C2 R2 • C2 R2 • C2
T3 0 R3 • C3 R3 • C3
T4 0 0 R4 • C4
Ctot C1 + C2 C1 + C2 + C3 C1 + C2 + C3 + C4
TAB. 3.1 – Parame`tre de l’impe´dance caracte´ristique du filtre de diffe´rents ordres.
(commence a` devenir important lorsque les re´sistances R3, R4, . . . deviennent supe´rieures
a` 10KΩ). En effet, la densite´ spectrale de puissance du bruit thermique des re´sistances est
donne´e par :
SV−f = 4KT ·R[V 2/Hz] (3.2)
avec
– K : la constante de Boltzman e´gale a` 1.381.1023J/˚K
– T : la tempe´rature en Kelvin
– R : la re´sistance en Ohm a` laquelle on associe la source de bruit en tension
Le choix des parame`tres du filtre en fonction des parame`tres du syste`me est e´tudie´ plus
en de´tail dans le chapitre 4.1.
Oscillateur Controˆle´ en Tension
Les oscillateurs controˆle´s en tension fournissent un signal dont la fre´quence de´pend d’une
tension de controˆle. Ils ont plusieurs applications telles que la ge´ne´ration d’une fre´quence de
re´fe´rence ou encore la modulation de fre´quence. Ce circuit peut eˆtre re´alise´ par un oscilla-
teur en anneau ou un OCT a` re´sonateur LC. En de´pit d’une meilleure performance en terme
de bruit de phase et de consommation et de par les contraintes d’inte´gration dont est sou-
mis le syste`me (occupation de surface de silicium re´duite, absence d’inductance dans le kit
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de conception afin de re´duire le nombre de masques), l’utilisation d’un oscillateur LC a e´te´
e´carte´e. En outre les OCT en anneau pre´sentent un large accord en fre´quence compare´s aux
re´sonateurs LC et il est possible de concevoir des structures en anneau pre´sentant un faible
bruit de phase [43]. Une premie`re explication sur les meilleurs performances de l’oscillateur
LC tient au principe de fonctionnement : dans le cas d’un OCT base´ sur un re´sonateur LC,
les charges circulent dans le circuit LC tandis que dans le cas de l’oscillateur en anneau,
le montage doit e´vacuer l’inte´gralite´ de la charge accumule´e dans chacune des capacite´s a`
chaque commutation. Une autre explication est fournie par la fonction de sensibilite´ impul-
sionnelle (ISF), qui sera traite´e plus en de´tail dans le chapitre 4.4.4, [44], qui est maximale
aux instants de commutations pour un oscillateur en anneau. Or, les instants de commuta-
tions sont e´galement ceux auxquels les charges injecte´es sont maximales. Le circuit est donc
intrinse`quement plus sensible aux perturbations, [45].
Les parame`tres de´finissant le comportement d’un OCT sont les suivant :
– Le gain de conversion en fre´quence exprime´e en Hz/V.
– Monotonicite´ de controˆle : ce terme de´signe un OCT dont la fre´quence varie de fac¸on
monotone sur l’ensemble de la plage de fre´quence.
– Rapport cyclique : ce rapport doit eˆtre le plus proche possible de 0,5 pour une
ge´ne´ration d’horloge. Une bonne syme´trie du circuit permet d’obtenir un meilleur rap-
port cyclique.
– ‘ Spurious ’ : fre´quences parasites diffe´rentes des harmoniques de la fre´quence de
l’OCT.
– Bruit de phase SSB (Bande Unique ou Single Side Band) : il s’agit du bruit de phase
(en dBc/Hz) qui sera e´tudie´ dans la sous-section 3.0.7.
Les oscillateurs en anneaux sont base´s sur N cellules de delais connecte´es en anneau.
Afin de pouvoir utiliser un oscillateur en anneau pour notre application, il faut avoir recours
a` une structure diffe´rentielle. L’inte´reˆt d’une structure diffe´rentielle provient du fait que les
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transistors MOS ne contribuent plus en bruit lorsqu’ils ne sont pas passant. L’e´quation 3.3
permet de donner une bonne approximation de la puissance du bruit de sortie des circuits a`
base de transistors MOS dans une bande 1Hz autour d’une fre´quence f = f0 + fm, avec f0
la fre´quence de la porteuse.
Pnoise =
∆T
TT
4kTR
1 + (2pifmRC)2
(3.3)
ou` T0 est la pe´riode d’oscillation, ∆T le temps ou` les transistors MOS sont actifs, fm
l’ecart de fre´quence par rapport a` la porteuse, k la constante de Boltzmann, T la tempe´rature,
R la re´sistance drain-source lorsque le transistor est sature´ et RC la constante de temps de la
cellule.
Un simple inverseur constitue´ d’un transistor NMOS et d’un transistor PMOS apporte
donc une contribution sur des pe´riodes se recouvrant tandis que la structure diffe´rentielle
garantit la coupure du courant dans les transistors oppose´s dans la cellule et diminue la
valeur de ∆T qui correspond a` la dure´e pendant laquelle le transistor est sature´. Une cellule
diffe´rentielle est repre´sente´e sur la Fig. 3.18
FIG. 3.18 – Cellule diffe´rentiel
Comme les transistors MOS ajoutent du bruit lorsqu’ils sont a` l’e´tat passant, il y a une
injection de bruit moindre dans le cas d’une structure diffe´rentielle. En effet, les fronts de
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commutations sont plus raides du fait de la re´action en phase de la structure diffe´rentielle et
les transistors restent donc passant moins longtemps. Dans le cas ou` il existe un croisement
de phase dans la boucle, la pe´riode des oscillations est e´gale a` 2Nτ , ou` N et τ sont respec-
tivement le nombre de cellules et le retard engendre´ par une cellule. Le nombre de cellules
qui constituent ces OCT est aussi un e´le´ment important. En effet, en augmentant le nombre
d’e´tages, on diminue la fre´quence maximale du VCO. En ce qui concerne le controˆle en
fre´quence, il s’agit d’une commande en tension qui permet de choisir la vitesse de commuta-
tion des cellules. La fre´quence maximale e´tant limite´e par le retard minimal de commutation,
c’est sur ce parame`tre que se portent les efforts pour pouvoir monter en fre´quence. Les os-
cillateurs en anneau sont tre`s re´pandus comme OCT inte´gre´s. Il s’agit de l’oscillateur le plus
simple a` inte´grer et qui fournit la plus grande excursion en fre´quence [46]. C’est cette solu-
tion qui sera inte´gre´e dans la BVP et qui est de´taille´e dans le Chapitre 4.5.
De manie`re ide´ale, la sortie de l’OCT est de´finie par :
VOCT = A0 cos(ωOCT t) (3.4)
avec
ωOCT t = ω0 +KOCTVcont (3.5)
soit
VOCT = A0 cos(ω0 +KOCT
∫
Vcont(t) · dt) (3.6)
avecKOCT de´signant l’accordabilite´ de l’OCT en Hz/V et Vcont la tension de commande
en Volt, issue du filtre de boucle.
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3.0.6 Spe´cification de la BVP
Les principales caracte´ristiques qui de´finissent la spe´cification de la BVP comme le
temps d’e´tablissement, la stabilite´ et le bruit de phase vont eˆtre traite´es plus en de´tail dans ce
chapitre.
Temps d’e´tablissement
Le temps d’e´tablissement est le temps ne´cessaire a` la boucle pour se verrouiller. Il est
de´fini plus exactement par le temps que met la BVP pour atteindre la plage de fre´quence
de´sire´e. Aussi, dans notre cas, celui-ci de´termine le temps ne´cessaire au syste`me pour at-
teindre les 48MHz ± 2500ppm
Stabilite´
La stabilite´ de la BVP s’e´tudie en line´arisant les e´quations qui re´gissent le fonctionne-
ment des diffe´rents blocs, puis y appliquant les crite`res de stabilite´s tels que le crite`re de Ny-
quist, (le lieu des racines ou les marges de stabilite´ sur le diagramme de Bode). Ces e´le´ments
permettent de pre´voir la stabilite´ du syste`me en boucle ferme´e a` partir de l’e´tude en boucle
ouverte. La marge de phase est un facteur important permettant de connaıˆtre la stabilite´ de
la boucle. Elle est de´finie comme la valeur de la phase lorsque le gain en boucle ouverte
vaut ze´ro, a` la fre´quence de coupure, plus 180˚ (elle doit eˆtre d’au moins 45˚). Ge´ne´ralement
choisie entre 45˚ et 55˚, des simulations, [42], ont montre´ que 48˚ de marge de phase est la
meilleure configuration au regard du temps d’accroche, et unminimum de 50˚ pour minimiser
le bruit de phase.
Bruit de phase
– Notion de bruit de phase et jitter
Le jitter d’un signal pe´riodique se de´finit par la variation parasite∆T de la pe´riode de ce
signal.
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T = T0 +∆T (3.7)
A cette variation de pe´riode correspond une variation de phase ∆Φ (erreur de phase) :
Φ = Φ0 +∆Φ (3.8)
avec ∆Φ = 2pi
T0
·∆T
Le jitter s’exprime dans le domaine temporel (secondes) ou angulaire (radians). Nous
utiliserons indiffe´remment les termes ‘jitter’ et ‘bruit de phase’ dans la suite de ce manus-
crit.On distingue plusieurs types de jitter (Fig. 3.19)
– le jitter par cycle JCT0 : soit t0 le temps initial, alors le jitter par cycle est le jitter
mesure´ a` t0 + T0 (1 pe´riode e´coule´e)
– le Jitter au N eme cycle JNCT0 : certaines applications, comme l’USB, requie`rent que
les horloges de´rive´es de l’horloge principale soient synchrones. On de´finit donc le jitter
au N eme cycle, que l’on reliera au jitter du cycle principal. Il s’agit du jitter mesure´ a`
t0 +NT0 (N pe´riodes e´coule´es)
FIG. 3.19 – jitter sur un cycle et jitter au N eme cycle
Ces 2 types de jitter peuvent eux-meˆmes eˆtre exprime´s sous diffe´rentes formes :
– Valeur creˆte (Peak en anglais)
– Valeur creˆte a` creˆte (Peak to Peak en anglais)
– Valeur quadratique moyenne (RMS en anglais)
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FIG. 3.20 – Illustration des diffe´rents types de jitter
On peut voir la repre´sentation de ces grandeurs sur la Fig. 3.20
Le bruit de phase, quant a` lui, repre´sente une variation en phase de l’oscillation. Il se
manifeste par l’e´talement du spectre de la porteuse. Il est ge´ne´ralement caracte´rise´ par le
terme L(fm) ou` fm repre´sente l’offset en fre´quence par rapport a` la porteuse a` laquelle
la puissance est mesure´e. Sa de´finition ge´ne´rale est le rapport de la densite´ spectrale de
modulation de phase simple bande (Single Side Band) ramene´e a` une bande de 1Hz, Pssb,
sur la puissance de la porteuse, Ps (Fig. 3.21). Il est exprime´ en dBc/Hz.
FIG. 3.21 – De´finition du bruit de phase
La connaissance de la distribution spectrale du bruit de phase est primordiale pour
nombres d’applications analogiques. Mais pour la plupart des syste`mes nume´riques, il est
plus courant de caracte´riser le jitter. En effet, celui-ci de´finit le bruit de phase dans le do-
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maine temporel, lequel est spe´cifie´ de la manie`re suivante :
lorsque les fre´quences d’inte´reˆts posse`dent des pulsations comprises entre ω1 ≤ ω ≤ ω2,
le jitter en phase est calcule´ par l’inte´gration du spectre de bruit :
σ2φ =
1
2
∫ ω2
ω1
Sφ(ω)dω (3.9)
Sφ e´tant la densite´ spectrale de bruit du signal.
Si les effets du bruit hautes fre´quences peuvent eˆtre observe´s de`s le premier cycle (1
pe´riode apre`s le temps initial), les effets des bruits basses fre´quences ne peuvent eˆtre ca-
racte´rise´s qu’apre`s un grand nombre de cycles (Fig. 3.22)
FIG. 3.22 – Distribution typique du jitter en fonction du temps e´coule´
La Fig. 3.22 montre, que de manie`re ge´ne´rale, le jitter augmente avec le nombre de cycles
(effet cumulatif du jitter). Pour un nombre de cycles tre`s grand (≥ 106 cycles), le jitter tend
vers une valeur limite maximale appele´e long term jitter (jitter a` long terme, ou erreur totale
de phase ).
Le bruit de phase a` la sortie de la BVP est issu principalement :
– du bruit de phase de la source de re´fe´rence
– du bruit de phase de l’OCT.
La fre´quence de coupure du filtre de boucle sert a` ajuster selon le niveau de bruit de
phase de la source de re´fe´rence et selon le niveau du bruit de phase de l’OCT, le niveau de
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bruit de phase en sortie du syste`me. L’analyse de ce parame`tre sera de´veloppe´e au chapitre
3.0.7. L’incidence du bruit de phase de la BVP sur son utilisation concerne la se´lectivite´ en
fre´quence. En effet, l’information utile peut eˆtre noye´e dans le spectre du bruit de phase,
ce qui est en contradiction avec l’objectif de la spe´cification USB. Cependant, il n’est pas
possible d’optimiser l’allure du bruit de phase sans modifier les autres spe´cifications telles
que la stabilite´ et le temps d’e´tablissement. Un compromis sera toujours ne´cessaire entre ces
trois parame`tres.
Pics parasites
Les pics parasites (appele´s spur en anglais) sont issus de la variation d’amplitude de la
commande de l’OCT. Ceci se traduit par la pre´sence de fre´quences parasites sur le spectre
du signal de sortie autour de la porteuse apparaissant avec un pas e´gal a` la fre´quence de
modulation. Ils ont plusieurs origines : ils peuvent eˆtre ge´ne´re´s au sein du DPF, et sont
ge´ne´ralement lie´s aux instants de comparaison (fronts). Ils peuvent aussi eˆtre ge´ne´re´s par la
pompe de charge. On conside`re que la pompe de charge ge´ne`re deux types de pics parasites.
– Les pics dus aux fuites de courant : quand la BVP a accroche´e la fre´quence de´sire´e,
la pompe de charge ge´ne`re par alternance des impulsions de courant, avec de longues
pe´riodes ou la pompe ne ge´ne`re rien. Cela produit une modulation FM sur la ligne de
controˆle du VCO, ce qui induit des pics parasites.
– Les pics dus aux diffe´rences physiques de la pompe de charge : diffe´rences entre cou-
rant ‘UP’ et ‘DOWN’, diffe´rences entre les plans ‘P’ et ‘N’ de la pompe. Tous ces
‘Missmatch’ engendrent une modulation de la largeur des impulsions de courant et
donc des pics parasites.
L’environnement du circuit peut e´galement favoriser l’apparition de ces pics. Un choix ju-
dicieux de la bande passante du filtre, et donc de la boucle, permet de limiter leurs effets.
En effet, plus la bande est reduite plus ces pics parasites sont coupe´s, au de´triment du temps
d’e´tablissement.
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3.0.7 Line´arisation et mode´lisation de la BVP
Mode´lisation du comportement de la boucle
La BVP a` pompe de charge posse`de un fonctionnement nume´rique et se´quentiel qui
ne peut donc eˆtre de´crit comple`tement que par un algorithme a` temps discret. Un mode`le de
celui-ci est propose´ par M.V. Paemel [47] permettant une description du comportement com-
plet d’une BVP du 2nd ordre a` partir d’une repre´sentation d’e´tat discre`t. Cette me´thode est
particulie`rement utile lorsqu’une large bande passante de boucle est ne´cessaire, puisqu’elle
permet d’e´tablir les limites re´elles de stabilite´ du syste`me. Une autre me´thode d’analyse est
possible : le syste`me peut eˆtre line´arise´ dans le domaine continu. Il est ne´cessaire pour cela
de travailler en bande e´troite (la bande passante de la BVP est petite devant la fre´quence de
re´fe´rence) et d’obtenir la stabilite´ re´elle du syste`me.Un mode`le de celui-ci est propose´ par
D. Banerjee [39].
Il est important de noter que l’e´tude de la BVP line´arise´e permet de pre´dire la stabilite´
du syste`me a` une perturbation introduite en supposant que l’e´tat de de´part de la BVP est
verrouille´ et stable. Le sche´ma-bloc est pre´sente´ sur la Fig. 3.23. Il est a` noter que sur cette
BVP il n’y a pas de diviseur de fre´quence dans la boucle de re´troaction. En effet, en utilisant
un de´tecteur de type Hogge, la fre´quence de l’OCT doit eˆtre supe´rieure a` celle de l’entre´e
de re´fe´rence et ne ne´cessite donc pas de diviseur de fre´quence dans la boucle. De plus un
diviseur de fre´quence a la particularite´ d’augmenter le bruit de phase de son signal d’entre´e,
donc dans le cas d’une BVP le bruit de phase du signal d’horloge, [39]. On e´vite ainsi de
perturber le signal d’horloge avec un diviseur de fre´quence dans la boucle de re´troaction.
On peut voir sur la Fig. 3.23, que la boucle contient :
– Un de´tecteur de phase de type Hogge suivi d’une pompe de charge. α repre´sente
la de´pendance du gain du de´tecteur a` la densite´e de transition et 1
pi
vient de la
repre´sentation mathe´matique du gain du signal de sortie du de´tecteur de phase entre :
−2pi ≤ ∆Φ ≤ 2pi fig 3.6. α vaut 1
2
pour un signal pseudo pe´riodique ale´atoire. Soit,
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FIG. 3.23 – Sche´ma bloc de la BVP et mode`le line´aire associe´
KΦ le gain de l’ensemble DPF plus Pompe de Charge :KΦ =
α·ICP
pi
.
– Le filtre de boucle de fonction de transfert Z(s)
– Et enfin l’Oscillateur Controle´ en Tension de gainKOCT .
La fonction de transfert en boucle ouverte de la boucle est alors :
G(s) =
KΦ ·KOCTZs
s
(3.10)
Ce qui donne en boucle ferme´e :
Cl(s) =
KΦ ·KOCT · (1 + k0)
s(s2 ·K1 + s ·K2 +K3) (3.11)
avec :
– K0 = C2 ·R2
– K1 = C1 · C2 · C3 ·R2 ·R3
– K2 = C2 · C3 ·R2 + C1 · C2 ·R2 + C1 · C2 ·R3 + C2 · C3 ·R3
– K3 = C1 + C2 + C3
Il faut de´finir deux parame`tres importants :
– La pulsation propre :
ωn =
√
2KΦ ·KOCT
C1 + C2 + C3
(3.12)
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– Le coefficient de surtension :
ς =
R2 · C2
2
· ωn (3.13)
Ces deux parame`tres servent a` calculer la bande passante de la BVP-IC ωn :
ωn = 2 · ς · ωn (3.14)
On peut de´duire le temps de ve´rouillage de la BVP a` partir de la fonction de transfert en
boucle ferme´e donne´e plus haut (eq. 3.11) et de sa transforme´e de Laplace inverse [39]. La
re´ponse temporelle de la BVP pour passer de la fre´quence f1 a` f2 peut s’e´crire :
F (t) = f2+(f1−f2)·exp(−ςωn·t)·[cos(ωn
√
1− ς2·t)+ς −R2 · C2 · ωn√
1− ς2 ·sin(ωn
√
1− ς2·t)]
(3.15)
Comme le terme entre crochet a` pour valeur maximum :
1− 2 ·R2 · C2 · ς · ωn +R22 · C22 · ω2n√
1− ς2 (3.16)
le temps ne´cessaire a` la BVP pour se ve´rouiller sur une fre´quence peut donc s’e´crire :
TL =
−ln( tol
f2−f1 ·
√
1−ς2
1−2·R2·C2·ς·ωn+R22·C22·ω2n )
ς · ωn (3.17)
souvent on l’approche par :
TL =
−ln( tol·
√
1−ς2
f2−f1 )
ς · ωn (3.18)
on peut voir sur l’e´quation 3.18 que le temps que met la BVP pour se verrouiller sur la
fre´quence de´sire´e est inversement proportionel a` la fre´quence de coupure de la boucle. Plus la
fre´quence de coupure de la BVP est grande, plus le temps pour atteindre la fre´quence de´sire´e
est court. De plus une des conditions de stabilite´ de la boucle lie la fre´quence du signal de
83
Chapitre 3
re´fe´rence a` la fre´quence de coupure [41]. On peut appliquer comme limite de stabilite´ la
condition : ωn ≤ ωref10 . Cette condition limite donc la valeur de la bande passante (le temps
pour atteindre la fre´quence de´sire´e) a`
12Mb/s
10
.
Or comme nous l’avons vu dans le chapitre d’introduction 2.4.2, le temps qui nous est
imparti pour ge´ne´rer notre horloge, est de 13.815µs.
Les 12Mb/s du signal de re´fe´rence ne suffisent pas pour re´pondre au besoin de vitesse
et de purete´ spectrale qui nous est demande´. Or avec une fre´quence de re´fe´rence plus grande,
la bande passante de la boucle peut eˆtre plus grande sans rendre le syste`me instable. En outre
le temps de verouillage devient plus court. L’objectif est donc de re´aliser un multiplieur de
fre´quence faible bruit (pour ne pas de´grader les conditions de ve´rouillage de la boucle) pour
augmenter la fre´quence du signal de re´fe´rence. L’e´tude et la conception de ce multiplieur
seront discute´es plus loin.
on peut voir sur la Fig. 3.24 la re´ponse temporelle d’une BVP a` un saut de fre´quence et
les diffe´rents parame`tres qui entrent en jeu.
FIG. 3.24 – Re´ponse temporelle de la BVP
On peut voir l’impact du coefficient d’amortissement sur le temps de verrouillage de la
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boucle. La marge de phase peut alors eˆtre calcule´e. Comme nous l’avons vu dans 3.0.6, la
marge de phase repre´sente le crite`re de stabilite´ de la boucle.
MΦ = arg(G(ω(c)) · 180
pi
+ 180 (3.19)
Des mode`les analytiques ont e´te´ de´veloppe´s, [39], pour de´finir, a` partir d’une
spe´cification de diffe´rents parame`tres, MΦ, KΦ, K(OCT ), f(REF ), tol . . . les parme`tres
du filtre. Ces mode`les seront de´veloppe´s dans le prochain chapitre. Pour que notre syste`me
re´ponde a` la spe´cification USB, il faut aussi s’inte´resser aux caracte´ristiques de bruit de la
boucle.
Mode´lisation des diffe´rentes sources de bruit
Dans le cas de la BVP, chacun des e´le´ments de la structure contribue a` la ge´ne´ration de
bruit de phase. La BVP-IC e´tant un dispositif asservi en phase, l’erreur de phase est corrige´e
par la boucle dans une certaine bande de fre´quence. Pour connaıˆtre l’allure du bruit de phase
de la BVP-IC, on doit donc effectuer l’e´tude de la boucle en tant que syste`me asservi line´aire ;
le comportement en bruit de phase de la sortie de la BVP peut eˆtre ainsi synthe´tise´ a` l’aide
du graphe 3.25 :
FIG. 3.25 – Fonction de transfert de bruit des diffe´rentes sources vers la sortie du syste`me :
a)Re´fe´rence, DPF et pompe de charge, filtre de boucle. b) OCT
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On voit bien sur la Fig. 3.25 que la boucle agit comme un filtre passe-bas pour les sources
de bruit que sont : la re´fe´rence, l’ensemble DPF et pompe de charge, et enfin le filtre de
boucle et comme un filtre passe haut pour l’OCT. Il faut donc identifier la ou les sources
pre´ponde´rantes de bruit dans notre syste`me pour faire un choix de bande passante. Dans
notre cas, il existe deux modes de fonctionnement et donc deux configurations possibles.
1. La re´ception : la source principale de bruit est le signal de re´fe´rence. La bande pas-
sande de la boucle doit donc eˆtre re´duite pour minimiser la transmission du bruit du
signal de re´fe´rence a` la sortie. Or, en diminuant la bande passante, on augmente le
temps de verrouillage de la BVP. Cependant comme nous l’avons vu dans le chapitre
2.4.1, la spe´cification pour la re´ception est plus souple que celle du mode d’e´mission.
On peut donc conside´rer dans un premier temps que le temps de synchronisation est le
crite`re premier pour la conception de notre syste`me.
2. l’e´mission : une fois l’horloge ge´ne´re´e, l’hoˆte attend la re´ponse, et le syste`me ne rec¸oit
plus de signal de re´fe´rence. Le syste`me fonctionne alors en boucle ouverte, il n’y
a plus de re´troaction et les variations de l’oscillateur ne sont plus corrige´. La source
pre´ponde´rante de bruit devient alors l’oscillateur. Il faut eˆtre capable de maintenir l’os-
cillateur a` la fre´quence de´sire´e tout en limitant au maximun son bruit pour eˆtre dans la
spe´cification temporelle USB de 2500ppm.
Le de´tecteur de phase de type Hogge ne perturbe pas le syste`me lors de l’absence de si-
gnal sur l’une de ses entre´es, voir chapitre 3.0.5. Durant l’e´mission le syste`me est insensible
aux des impulsions parasites de la pompe de charge et l’e´nergie emmagasine´e dans le filtre
passif durant la re´ception, maintient l’OCT a` la fre´quence de´sire´e. Il faut trouver un moyen
pour nettoyer notre signal d’horloge du bruit transmis par la re´fe´rence pendant la phase de
re´ception avant de pouvoir transmettre.
Il a e´te´ choisi, pour eˆtre en accord avec la spe´cification, de mettre en place une solu-
tion permettant d’adapter la bande passante de la boucle en fonction de l’e´tat du syste`me.
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Comme nous l’avons vu plus haut, dans l’Eq. 3.14, la bande passante de´pend du coefficient
d’amortissement ς et de la pulsation propre de la boucle ωn. De plus dans les Eq. 3.12 et
3.13 ces parame`tres sont proportionnels a` kΦ, soit au gain de la pompe de charge. Donc,
en controlant la valeur du courant de la pompe de charge en fonction de l’e´tat de la boucle
(en re´ception), on change la valeur de la bande passante de la boucle. En d’autres termes au
de´but de la phase d’acquisition la pompe de charge injecte une valeur importante de courant
pour que la bande passante soit importante (ceci est possible graˆce a` la multiplication de la
fre´quence du signal de re´fe´rence qui libe`re le syste`me des contraintes de stabilite´) et que le
temps de synchronisation soit court ; ceci au de´triment du bruit transmit entre l’entre´e et la
sortie. Une fois que l’OCT s’est synchronise´ a` la fre´quence de´sire´e la quantite´ de courant de
la pompe de charge diminue re´duisant ainsi la bande passante et donc le bruit de phase en
sortie. Cependant cette manipulation ne doit pas rendre la boucle instable. Il faut ve´rifier que
des parame`tres comme la marge de phase ne sont pas alte´re´s en passant en dessous des 45˚.
La conception et la mise en place de cette solution seront discute´es dans le prochain chapitre.
Le syste`me est alors celui de la Fig. 3.26
FIG. 3.26 – Syste`me de re´cupe´ration d’horloge avec une pompe de charge a` source de cou-
rant adapte´.
Le principe est de controˆler les sources de courant de la pompe de charge en fonction de
87
Chapitre 3
l’e´tat de la boucle. La mise en place de cette solution est rendue possible graˆce aux mode`les
analytiques, [39], de´veloppe´s pour calculer les valeurs des diffe´rents parame`tres du filtre et la
contribution des diffe´rents e´le´ments en terme de bruit. Le de´veloppement et l’imple´mentation
de ce syste`me seront discute´s dans les chapitres suivants.
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4.1 Calcul des parame`tres de la boucle
Pour faciliter la phase de conception des futures ge´ne´rations de produits et diminuer les
temps de de´veloppement, une de´marche a e´te´ de´finie et sera applique´e aux prochains cir-
cuits. Il est envisageable d’obtenir un mode`le spe´cifique a` l’architecture du circuit tout en
e´tant re´utilisable lorsque certains parame`tres (technologiques ou dimensionnels) seront mo-
difie´s.
Les prochaines simulations du circuit doivent donc rendre plus facile a` l’avenir la
conception de BVP. La de´marche de mode´lisation doit ainsi permettre de rapidement
de´terminer les caracte´ristiques des composantes de la BVP afin de tenir les spe´cifications
(conception « TOP-DOWN ») mais aussi il doit eˆtre possible de ve´rifier rapidement l’en-
semble des proprie´te´s des circuits cre´e´s (conception « BOTTOM-UP »). La conception de
type « TOP-DOWN » part de la spe´cifications du circuit a` re´aliser pour aller au mode`le
global. Puis ce mode`le donne naissance a` plusieurs sous-mode`les dont le comportement
est identique a` celui du premier mode`le cre´e´. Ces sous-mode`les sont enfin remplace´s par
les sche´mas transistors qui fournissent les meˆmes performances que les mode`les. Dans
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le cas de la mode´lisation « BOTTOM-UP », la premie`re e´tape consiste a` mode´liser les
sche´mas transistors de´ja` conc¸us. Ces mode`les sont ensuite simule´s ensemble pour aboutir
a` une mode´lisation syste`me qui permet de ve´rifier que le montage remplit bien les objec-
tifs. La mode´lisation e´tant lie´e fortement au simulateur employe´ (surtout dans le cas du
langage Verilog-A), il est indispensable de commencer par e´tudier la fac¸on dont fonctionne
chaque simulateur afin d’optimiser le temps de simulation et la pre´cision des mode`les. Une
e´tude pre´alable des diffe´rentes me´thodes d’analyse fre´quentielle rencontre´es dans les simula-
teurs est ainsi essentielle. Dans un premier temps, chaque fonction de la BVP est mode´lise´e
sous Mathcad afin de permettre des simulations de la BVP sous ADS mettant en jeu a` la
fois des mode`les et des sche´mas au niveau transistor. Puis le passage au niveau transistor
a e´te´ e´ffe´ctue´ sous cadence pour valider les diffe´rentes contraintes pre´sentes a` ce niveau
d’inte´gration.
4.1.1 Etude Mathcad du syste`me.
Dans [39], une me´thode pour calculer les poˆles sans approximation de manie`re a` tenir
compte de toutes les composantes du syste`me est mise en place.
L’impe´dance du filtre vaut :
Z(s) =
1 + s · T2
s · (1 + s · T1) · (1 + s · T3) ·
1
Ctot
(4.1)
ou` les constantes de temps valent :
T2 = 2 · C2 (4.2)
T1 + T3 =
C2 · C3 ·R2 + C1 · C2 ·R2 + C1 · C3 ·R3 + C2 · C3 ·R3
(C1 + C2 + C3)
(4.3)
T1 · T3
2
=
C1 · C3 ·R3
C1 + C2 + C3
(4.4)
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en choisissant la bande passante de la boucle de fac¸on a` maximiser la marge de phase
(pour avoir le temps de synchronisation otpimum) :
MΦ = tan−1(ωC · T2)− tan−1(ωC · T1)− tan−1(ωC · T3) (4.5)
on obtient :
ωC · T2
1 + (ωC · T2)2 =
ωC · T1
1 + (ωC · T1)2 +
ωC · T1 · T31
1 + (ωC · T1 · T31)2 (4.6)
ωC · T2 = 1±
√
1− 4f(ωC · T1)2
2 · f(ωC · T1) = g(ωC · T1) (4.7)
en utilisant 4.7 et 4.5 pour e´liminer ωC · T1 on obtient :
MΦ = pi + tan−1(g(x))− tan−1(x)− tan−1(x · T31) (4.8)
comme x est la seule inconnue, cette e´quation peut eˆtre re´solue pour x, pour ensuite
trouver la valeur de T1 :
T1 =
x
ωC
(4.9)
puis de T2 :
T2 =
g(ωC · T1)
ωC
(4.10)
maintenant, par de´finition, le gain en boucle ouverte est e´gal a` 1 a` ω = ωc. Donc :
C1 + C2 + C3 = Ctot =
KΦ ·KV CO
ω2c
·
√
1 + (ωc · T2)2
(1 + (ωc · T2)2) · (1 + (ωc · T3)2) (4.11)
on a donc un syste`me de 4 e´quations et 4 inconnues :
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– Constantes
K1 = Ctot (4.12)
K2 = (T1 + T3) ·K1 (4.13)
K3 =
T1 · T3 ·K1
T2
(4.14)
K4 =
C3
C1
(4.15)
– Equations
C1 + C2 + C3 = K1 (4.16)
T2 · (C1 + C3) +R3 · C3 · (C1 + C2) = K2 (4.17)
R3 · C1 · C3 = K3 (4.18)
C3
C1
= K4 (4.19)
C1 · (K4 + 1) + C2 = K1 (4.20)
T2 · C1 · (K4 + 1) +K3 + K3 · C3
C1
= K2 (4.21)
Ce qui nous donne, en les combinant :
T2 · (K4 + 1) · C12 − (K2 +K3 ·K4) · C1 +K3 ·K1 = 0 (4.22)
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Le choix de K4 nous permet de de´terminer C1, puis C2,R2 et R3 en appliquant les Eq.
4.16 a` 4.22.
Avec ces descriptions analytiques du syste`me et ceux vus pre´ce´demment Mathcad a e´te´
utilise´ pour calculer les diffe´rents pame`tresC1, C2, C3, R2, R3, ς, ωn, ωc (Voir Annexe A.3).
Les e´le´ments du syste`me ont d’abord e´te´ de´finis (Fig. A.6), puis les poˆles et les ze´ros ont e´te´
calcule´s (Fig. A.7), ce qui a permis de calculer la valeur des diffe´rents e´le´ments du filtre (Fig.
A.8).
On peut voir sur la Fig. A.6 que nous avons choisi un jeu de parame`tres bien pre´cis. En
effet, une marge de phase de 60deg a e´te´ choisie, suffisamment importante pour minimiser
le bruit de phase (comme il a e´te´ vu dans 3.0.6) et pour encaisser un changement de gain de
la pompe de charge sans passer en dessous des 45deg (limite de stabilite´ 3.0.6). La bande
passante de la boucle a , dans un premier temps, e´te´ choisie la plus grande possible (la li-
mite de stabilite´ vaut Fcomp/10) de fac¸on a` ne pas limiter le temps de lock. La fre´quence de
comparaison vaut 24Mhz, ce qui donne une plus grande souplesse dans la conception de
l’architecture. Le gain du de´tecteur de phase suivi de sa pompe de charge et le gain de l’OCT
ont e´te´ choisis de fac¸on a` avoir des composants de filtre inte´grables tout en conservant les
parame`tres de boucle de´sire´s.
On obtient alors un jeu de variables pour le filtre permettant de ve´rifier la valeur de
ϕ,MΦ, ωn, ωc et l’atte´nuation relative aux diffe´rents signaux parasites.
Les parame`tres du filtre associe´s a` une technique d’adaptation de bande passante,
de´veloppe´e dans le prochain chapitre, permettent de re´pondre a` la spe´cification USB en terme
de temps d’accrochage et de bruit de phase.
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4.2 Solution d’adaptation de bande passante
Comme il est explique´ dans le chapitre 3.0.7, et au vu des contraintes (temps de ver-
rouillage et bruit de phase en sortie) qui sont impose´es, une me´thode d’adaptation de la bande
passante de la BVP a e´te´ mise en place. En effet, cette technique permet d’avoir une bande
passante importante en de´but de phase d’accrochage, pour atteindre la fre´quence de´sire´e ra-
pidement, puis de la re´duire pour diminuer le bruit transmis par les diffe´rents composants
de la boucle vers la sortie. Ce chapitre pre´sente cette me´thode qui influe directement sur le
comportement en bruit de la BVP.
Les e´tudes classiques des BVP se concentrent ge´ne´ralement sur l’architecture et l’op-
timisation des diffe´rents blocs de la BVP, pour ame´liorer les caracte´ristiques de bruit du
syste`me. De nombreux articles [48] [49] [50] optent notamment pour des ‘low-noise voltage-
controlled oscillators’, ’dead zone-free phase frequency detectors‘, ‘zero-offset charge pump
circuits’, ‘low-noise frequency dividers’. Comme nous l’avons vu dans le chapitre 3.0.6, le
bruit de phase est fortement lie´ a` la bande passante. Dans les e´tudes qui ont e´te´ faites, la
modulation de la bande passante est re´alise´e en jouant sur le courant de la pompe de charge
tout en re´duisant les constantes de temps du filtre. En partant des constatations faites dans
le chapitre 3.0.7 et des e´tudes faites sur le sujet, [48] [49] [50] [51], on a choisi de moduler
le courant de la pompe et ce, sans changer les constantes de temps du filtre. Ce changement
de gain de la pompe de charge a e´te´ incorpore´ dans le calcul du filtre, l’objectif e´tant de
conserver les caracte´ristiques de la boucle, marge de phase et coe´fficient d’amortissement,
a` des seuils inte´ressants (respectivement ≥ 50˚ et ≈ 0.7). Le but est de passer d’une bande
passante de 2.4MHz a` 0.9MHz.
4.2.1 Conception de la source de courant controˆle´
Comme on peut le voir sur les figures 4.1 et 4.2, deux solutions sont envisage´es. Une
modulation analogique du courant qui permet de faire varier la valeur du courant injecte´
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FIG. 4.1 – Source de courant controˆle´e de fac¸on analogique
FIG. 4.2 – Source de courant controˆle´e de fac¸on nume´rique
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dans le syste`me en fonction de la tension de controˆle de l’OCT et une modulation nume´rique
qui se sert d’un signal de controˆle (sortie d’un de´tecteur de verrouillage par exemple) pour
passer d’une valeur de courant a` une autre.
Sur la Fig. 4.1 on peut voir 3 parties :
– Tout d’abord, une source de courant controˆle´e en tension compose´e du transistor M1.
Elle ge´nre`re un courant qui depend de la tension impose´e sur sa grille. L’utilisation
d’un transistor ‘P’ permet d’avoir un courant inversement proportionnel a` la tension
applique´e, voir (Fig. 4.5)
– Ce courant est amene´ vers le syste`me graˆce a` un miroir de courant de ‘type cascode
re´gule´’. Cette structure permet d’avoir une haute impe´dance en sortie (≈ g2mr3ds) et
une tension de de´marrage faible (VT + 2VON ), [52]. En effet, quand la tension de
sortie diminue, le transistor M8 sort de la re´gion de saturation et Iout va commencer
a` de´croıˆtre. Cela entraıˆne une diminution de la tension Vgs7 et donc une augmentation
de la tension de grille du transistorM8 et donc du courant de sortie (comme on peut le
voir sur la Fig. 4.3). La tension de sortie minimum pour laquelle ce syste`me continue
de fonctionner est determine´e par Vgs7 et Vds8.
– Enfin une source de courant ‘cascode’, compose´e par les transistors M3 - M6, pour
alimenter l’e´tage de sortie.
Sur la Fig. 4.3 on peut voir que :
– La haute impe´dance de sortie de la cellule nous permet de diminuer l’impact de la
tension de sortie sur la valeur du courant injecte´. Ce dernier est donc plus constant et
ce, pour chaque valeur de la tension de controˆle et donc de courant.
– La tension de controˆle joue bien une action directe sur la valeur du courant de sortie.
La deuxie`me solution, quant a` elle, ne module pas de fac¸on analogique la valeur du
courant de sortie. On utilise, comme on peut le voir sur la Fig. 4.2 quatre blocs :
– Le premier bloc fournie un courant de polarisation, repre´sente´ ici par une source de
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FIG. 4.3 – Comportement de la cellule de type cascode re´gule´
FIG. 4.4 – Comportement de la cellule de type cascode re´gule´
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courant parfaite, qui ge´ne`re 725nA.
– Ce courant est ensuite multiplie´ par des miroirs de courant (M3 - M9).
– Le courant passe a` travers un interupteur controˆle´ par un signal provenant d’une cellule
de controˆle, un de´tecteur de ‘lock’ par exemple, pour choisir en fonction de l’e´tat du
syste`me, la quantite´ du courant que l’on injecte.
– Le courant provenant du transistor M9 quand a` lui passe directement dans l’e´tage de
sortie, ce qui nous assure un courant minimum dans le syste`me.
– L’e´tage de sortie est le meˆme que pour la premie`re solution, un e´tage ‘cascode re´gule´’
FIG. 4.5 – Valeur du courant en sortie de la source controˆle´e de fac¸on analogique
On peut observer sur la Fig. 4.5, la valeur du courant en sortie de la source controˆle´e de
fac¸on analogique en fonction de la tension de controˆle du transistor, pour diffe´rentes valeurs
de tension en sortie. Ces deux solutions seront utilise´es dans le syste`me complet. On peut
voir dans l’annexe A.16 et A.15 les sche´mas transistors de ces pompes de charge.
On se retrouve donc avec une architecture dont le courant de la pompe de charge, et donc
le gain, peut eˆtre module´ en fonction de l’e´tat du syste`me. Comme nous l’avons vu plus haut,
les parame`tres de la BVP, marge de phase et coefficient d’amortissement, ne doivent pas eˆtre
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de´te´riore´s pour garder un syste`me stable, capable d’accrocher la fre´quence de 48MHz ±
2500ppm de´sire´es en sortie. D’apre`s le chapitre 4.1.1, le choix des parame`tres initiaux a
e´te´ fait de manie`re a` pouvoir accepter le changement de gain de la pompe de charge sans
pe´naliser le fonctionnement du syste`me sur les principales contraintes que sont le temps de
stabilisation et la re´duction du bruit.
FIG. 4.6 – Variation de la marge de phase en fonction de la variation du courant de la pompe
de charge.
La marge de phase de la BVP passe alors (Fig. 4.6) de 60.3˚ a` 48˚. Le coefficient d’amor-
tissement passe de 0.95 a` 0.6 et la bande passante de 2.39MHz a` 0.9MHz, ’wc’ e´tant la
bande passante de la boucle a` l’e´tat initial (courant de pompe 160µA), ’wc1’ bande passante
de la boucle a` l’e´tat final (courant de la pompe 80µA). Au niveau du temps d’amortissement
on peut voir sur la Fig. 4.7 l’inte´reˆt de cette me´thode sur le temps d’e´tablissement. En effet,
sans l’utilisation de cette me´thode, un choix doit eˆtre fait entre temps d’e´tablissement et bruit
de phase. La me´thode d’adaptation de bande passante permet de re´aliser une stabilisation ra-
pide de la boucle et une re´duction du bruit de phase en sortie.
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FIG. 4.7 – Temps d’e´tablissement de la BVP avec et sans adaptation de la bande passante
Comme le montre la Fig. 4.7, l’adaptation de bande passante permet de re´duire le temps
d’e´tablissement de 3.2µs a` 0.9µs. Cette solution permet donc d’avoir une marge temporelle
suffisante pour faire face au variations de proce´de´ de fabriquation, tempe´rature, et tension
d’alimentation.
Pour re´aliser les simulations de la BVP, nous avons dans un premier temps mode´lise´
la trame USB a` 12Mb/s, [27], a` l’aide d’un mode`le de haut niveau en Verilog A. Afin de
repre´senter le plus fide`lement possible les caracte´ristiques e´le´ctrique de la trame servant de
re´fe´rence, elle sera munie d’un bruit ale´atoire suivant une loi gaussienne, dont la re´partition
de probabilite´ est illustre´e sur la Fig. 4.8.
Le multiplicateur re´cupe`re le signal analogique USB bruite´ et multiplie sa fre´quence par
une me´thode de de´calage temporel [53]. On re´cupe`re en sortie un signal non-pe´riodique, de
fre´quence f = 24MHz. Ce signal est le signal de re´fe´rence bruite´e, qui va eˆtre utilise´ par le
detecteur de type Hogge.
Un troisie`me bloc a e´te´ re´alise´ en VerilogA pour d’une part, mesurer la fre´quence de
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FIG. 4.8 – caracte´risation de la fonction de bruit.
l’OCT (sortie du syste`me) lors des simulations temporelles et d’autre part, de´tecter le mo-
ment ou` le syste`me a accroche´ la fre´quence de 48MHz ± 2500ppm, soit 47.88MHz ≤
fout ≤ 48.12MHz (voir A.5).
4.3 Evolution de l’architecture du de´tecteur de phase
Comme pre´sente´ lors de l’e´tude syste`me, un de´tecteur de phase de type HOGGE a e´te´
choisi, voir Fig. 3.12 et Fig. 3.13. Cependant le principal inconve´nient de cette structure
re´side dans l’un de ses avantages. En effet, l’un des gros avantages de ce de´tecteur est que
la sortie de l’inte´grateur posse`de une valeur moyenne nulle quand les fronts montants du
signal de donne´es sont aligne´s avec les fronts descendants du signal d’horloge, Fig. 3.13.
Or, la surface du signal triangulaire en sortie de l’inte´grateur, Fig. 3.13, est positive, donc
l’abscence ou la presence de front affecte la valeur moyenne de la sortie de l’inte´grateur.
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Une me´thode possible pour limiter ce phe´nome`ne est l’ajout de deux bascules cadence´es
par des horloges en opposition de phase, U7 et U8 sur la Fig. 4.9.
FIG. 4.9 – De´tecteur de phase Hogge modifie´ - ‘triwave detector’
On retrouve alors un signal en sortie du filtre en forme de dent de scie quand la boucle a
accroche´e la bonne fre´quence (Fig. 4.10). De plus les oscillations parasites hautes fre´quences
en sortie du de´tecteur sont e´limine´es par le troisie`me poˆle du filtre de boucle. Cette struc-
ture est moins sensible au rapport cyclique, au ‘jitter’ du signal d’entre´e et a` la densite´ de
transition, [30], ce qui explique le choix de l’utiliser dans le syste`me. Ce de´tecteur controˆle
l’injection et le retrait de courant dans le filtre par la pompe de charge. Il faut donc a` cette
dernie`re quatre entre´es et quatres sortie ( sortie S1, S2, S3, S4 sur la Fig. 4.11). Les struc-
tures de sources de courant utilise´es sont celles de´crites dans le chapitre 4.2.1. On peut aussi
observer sur la Fig. 4.9, que des cellules de delai ont e´te´ ajoute´ ( D1, D2, D3, D4) pour tenir
compte du temps de propagation des bascules (U5, U6, U7, U8).
L’utilisation de ce de´tecteur couple´ a` la solution d’adaptation de bande passante a per-
mis de re´duire conside´rablement l’amplitude des pics parasites sur la tension de controˆle de
l’oscillateur (voir Fig. 4.11).
On peut voir sur cette figure les quatre sorties de la pompe de charge (signaux S1, S2,
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FIG. 4.10 – Diagramme temporel des signaux de sortie du detecteur de type Hogge modifie´
lorsque les entre´es sont en phase
S3, S4 sur la Fig. 4.11), commande´es par le de´tecteur. Tant que le courant en sortie de la
pompe de charge est important, des pics de tension apparaissent sur le signal de controˆle de
l’OCT. On peut aussi observer que lors des pe´riodes sans signal de re´fe´rence, que la pompe
de charge n’injecte ni ne retire de courant au syte`me, laissant la tension de controˆle de l’OCT
a` sa valeur. Enfin lorsque la valeur du courant en sortie de la pompe de charge diminue, les
pics diminuent et la tension de controˆle se centre autour de la valeur de´sire´e. Cette simulation
valide d’une part, le comportement du de´tecteur (insensibilite´ a` la non pe´riodicite´ du signal
d’entre´e) et d’autre part, la me´thode d’adaptation de bande passante.
4.4 Mode´lisation des diffe´rentes sources de bruit et calculs du
bruit total dans la boucle
Maintenant que les diffe´rents parame`tres de la BVP sont connus, on peut mode´liser l’im-
pact des diffe´rentes sources de bruit et calculer leurs densite´s spectrales de bruits et leur jitter
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FIG. 4.11 – Re´sultat issue de la simulation Spectre avec adaptation de bande passante et
de´tecteur de phase de type Hogge modifie´.
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associe´.
4.4.1 Bruit dans les re´sistances
Les re´sistances ge´ne`rent un bruit en tension, que l’on appelle bruit thermique, [54].
Comme nous l’avons vu dans le chapitre 3.0.5 : V RNoise = 4kT ·R[V 2/Hz]
avec
– k : la constante de Boltzman e´gale a` 1.381.1023J/K
– T : la tempe´rature en Kelvin
– R : la re´sistance en Ohm a` laquelle on associe la source de bruit en tension
Une fois le bruit induit par la re´sistance de´termine´, une fonction de transfert, T(s), peut
relier le bruit ge´ne´re´ par la re´sistance a` la pertubation engendre´e sur le signal de controˆle
de l’OCT. En multipliant RNoise par sa fonction de transfert, on obtient le bruit en tension
engendre´ en entre´e de l’OCT. Puis en multipliant ce bruit par sa fonction de transfert vers
la sortie du syste`me, on se retrouve avec le bruit ge´ne´re´ en sortie par les re´sistances (voir la
Fig. A.10 pour le calcul mathcad).
Graˆce aux courbes de la Fig. 4.12, l’impact des re´sistances du filtre sur le bruit en sortie
de notre syste`me peut eˆtre de´termine´.
4.4.2 Bruit dans les capacite´es
Le bruit thermique associe´ a` une capacite´ est de´fini par la densite´ spectrale suivante :
CNoise =
kT
C
[V 2/Hz] (4.23)
avec
– k : la constante de Boltzman e´gale a` 1.381.1023J/K
– T : la tempe´rature en K
– C : la capacite´ en Farad a` laquelle on associe la source de bruit en tension.
Ce bruit est souvent ne´gligeable compare´ au bruit thermique des re´sistances.
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FIG. 4.12 – Re´ponse fre´quentielle du bruit thermique des re´sistances R2 et R3 du filtre de
boucle
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4.4.3 Bruit dans les transistors MOS
Le bruit dans les trannsistors provient de deux sources, a` savoir :
– le bruit thermique qui re´sulte de la re´sistivite´ du canal. La densite´ spectrale de bruit
est donne´e, pour un transistor fonctionnant en re´gion active, par la formule :
VMOS−TNoise =
8kT
3gm
[V 2/Hz] (4.24)
avec
– k : la constante de Boltzman e´gale a` 1.381.1023J/K
– T : la tempe´rature en K
– gm : transconductance du transistor a` laquelle on associe la source de bruit.
Ce bruit peut eˆtre re´duit en augmentant le rapport entre la largeur (W) et la longueur
(L) du canal
– le bruit 1/f qui est duˆ a` un phe´nome`ne de pie´geage des porteurs a` l’interface entre
l’oxyde de grille et le canal. La densite´ spectrale de ce bruit en re´gion active est :
VMOS−fNoise =
K
W · L · Cox · f [V
2/Hz] (4.25)
avec
– K : parame`tre technologique de´pendant du proce´de´ de fabrication
– W : la largeur du canal du transistor conside´re´ en µm
– L : la longueur du canal du transistor conside´re´ en µm
– Cox : la capacite´ de l’oxide en Farad.
Ce bruit en 1/f peut donc eˆtre re´duit en dotant le transistor d’une grande surface de
grille. Cette e´tude donne des re`gles de conception pour les diffe´rents blocs.
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4.4.4 Bruit dans l’OCT
Le mode`le de Leeson (The´orie Line´aire et Stationnaire, LTI : Linear Time Invariant)
Le mode`le mathe´matique de Leeson de´veloppe´ en 1966 de manie`re heuristique repose
sur la conside´ration du bruit comme e´tant un processus ale´atoire et stationnaire, c’est a` dire
invariant avec le temps [55]
Son mode`le montre clairement les relations liant le spectre des variations de phase
au mode`le de bruit de l’oscillateur en fonction des parame`tres de bruit connus, du niveau
de puissance du signal et des caracte´ristiques du re´sonateur utilise´. Leeson utilise pour
cela le mode`le line´aire d’un oscillateur boucle´ en supposant un faible niveau de correc-
tion ne´cessaire sur le re´sultat afin de tenir compte des non line´arite´s du transistor. Le bruit a`
l’entre´e du transistor en oscillation est suppose´ eˆtre compose´ de deux parame`tres principaux :
– le bruit blanc additif autour de la fre´quence porteuse et diverses fre´quences re´sultant
du me´lange par les non line´arite´s.
– le bruit en 1/f issu des fluctuations des parame`tres du transistor.
Ceci me`ne au mode`le asymptotique du bruit de phase en fonction de la distance a` la porteuse
Fig. 4.13.
FIG. 4.13 – Mode`le de Leeson du bruit de phase
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Avec
– fc : la fre´quence de coupure en bruit du transistor [Hz]
– f0 : la fre´quence d’ocillation [Hz]
– F : le facteur de bruit
– K : La constante de Bolztman (1.38 exp(−23) [J/˚K])
– T : la tempe´rature [˚K]
– Pin : la puissance en entre´e du transistor [W ]
– QL : le facteur de qualite´ en charge du re´sonnateur
– Sv(f) : la densite´ spectrale d’une source de bruit en tension basse fre´quence [V
2/Hz]
– L(f) : le bruit de phase [dBc/Hz]
Pour une fre´quence infe´rieur a` fc, nous retrouvons la conversion du bruit en 1/f du
transistor. Entre fc et f0/2QL, la pente de −20dB/dec traduit la conversion du plancher de
bruit basse fre´quence. Quant au plancher de bruit de phase, il est compose´ du bruit thermique
HF en 2FKT
Pin
rajoute´ au bruit converti qui lui, est ne´gligeable. Dans notre e´tude nous ne
tiendrons compte que du bruit en 1/f2, ce qui s’ave`re eˆtre une bonne approximation.
Le mode`le de Leeson tient compte des non line´arite´s par un ajustement ”apre`s coup” du
facteur de bruit F. Ce mode`le est de´fini par la formule de Leeson-Cutler suivant :
L(fm) = 10 log(
FKT
2PR
·
[
1 +
f 20
f 2m · 2Q2L
]
·
[
1 +
fc
fm
]
)(dBc/Hz) (4.26)
Avec
– F : le facteur de bruit
– PR : La puissance moyenne dissipe´e dans le circuit re´sonnant [W]
– QL : le facteur de qualite´ en charge du circuit re´sonant
– fm : la distance a` la porteuse [Hz]
L’oscillateur n’est pas un syste`me invariant par nature, durant la mise en place de l’os-
cillation, l’amplification est line´aire. Ensuite, la compression permet de limiter l’amplitude
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de celle-ci jusqu’a` atteindre un e´tat stable de fonctionnement. Or, les effets non line´aires
intrinse`ques produisent principalement du bruit de phase puisque le bruit d’amplitude est li-
mite´ par la compression du gain. Les approches dans le domaine temporel sont base´es quant
a` elles sur la fonction de sensibilite´ impulsionnelle (Impulse Sensitivity Function : ISF) [56]
Le mode`le d’Hajimiri (The´orie Line´aire et variant temporellement LTV : Linear
Time Variant)
Hajimiri introduit le mode`le non stationnaire a` travers l’utilisation de la re´ponse en phase
impulsionnelle. Il montre aussi le me´canisme par lequel le bruit aux diffe´rentes fre´quences
harmoniques participe au bruit de phase. La notion d’ISF (Impulse sensitivity function) est
introduite par l’e´tude de la re´ponse en amplitude et phase de l’oscillateur. Il montre ainsi la
de´pendance du signal de sortie au moment de l’injection du pic en courant. Ainsi, si l’im-
pulsion est applique´e au moment du passage par ze´ro de la sortie, l’effet sur la phase sera
maximum et nul sur l’amplitude. Inversement, si l’impulsion est applique´e au moment ou` le
signal de sortie est a` son maximum en amplitude, l’effet sur l’amplitude de sortie sera maxi-
mum et nul pour la phase. C’est ainsi que la notion de variance avec le temps est introduite.
D’autre part, il est montre´ que la relation du courant injecte´ avec le de´phasage introduit
est line´aire tant que la perturbation introduite ne de´passe pas 10% de la valeur au noeud
conside´re´, ce qui est largement le cas des sources de bruit. C’est ainsi qu’Hajimiri de´montre
le caracte`re line´aire et temporellement variant du bruit de phase.
Les points essentiels sont les suivants :
Il y a tout d’abord un phe´nome`ne de conversion lie´ a` l’ISF : ce dernier traduit le
phe´nome`ne de conversion du bruit autour des harmoniques en fluctuation de phase (Fig.
4.14). L’ISF est de´montre´ comme e´tant une fonction pe´riodique de´composable en se´rie de
Fourier de´finie par les coefficients Cn associe´s aux harmoniques.
Il y a ensuite un phe´nome`ne de modulation de phase par une fonction non line´aire cre´ant
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FIG. 4.14 – Conversion du bruit en fluctuation de phase
ainsi le bruit de phase autour de la fre´quence d’oscillation, (Fig. 4.15)
FIG. 4.15 – Conversion des fluctuations de phase en bruit de phase autour de la porteuse
De ce fait, la fre´quence de coupure du bruit de phase entre la pente en 1/f3 et la pente en
1/f2 n’est pas la fre´quence de coupure de la source de bruit conside´re´e comme le suppose
la the´orie de Leeson, mais est plus faible et est de´pendante de C0. Enfin, la notion de cyclo-
stationarite´ des sources de bruit est introduite. Le bruit de phase total est de´fini par Hajimiri
de la manie`re suivante :
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L(∆ω) = 10 log(
∑
b
i2n
∆ω
·∑k(c2k)
4q2max∆ω
2
) (4.27)
Avec pour chaque source de bruit b :
– ∆ω : la distance a` la porteuse [rad]
–
i2n
∆ω
: la densite´ spectrale de bruit a` ∆ω [A2/Hz]
– Ck : Le k
ieme coefficient de la se´rie de Fourier de la fonction d’ISF.
– qmax : la charge maximale au noeud d’injection du circuit [C].
Les conclusions pour la re´duction du bruit de phase, sont les suivantes :
– augmenter la tension aux bornes du re´sonateur.
– re´duire C0, ceci impliquant de syme´triser le signal de sortie.
FIG. 4.16 – Bruit de phase de l’OCT dans la boucle
De meˆme que pour les re´sistances, en multipliant le bruit de phase de l’oscillateur, ainsi
calcule´, par son e´quation de transfert vers la sortie du syste`me on obtient la quantite´ de bruit
ge´ne´re´e en sortie par l’OCT (en conside´rant que la fonction de transfert du bruit de l’OCT a
un gain de −20dB/dec) (Fig. 4.16).
112
Conception du syste`me
4.4.5 Pics parasites et choix du filtre de boucle
Comme nous l’avons vu dans le chapitre 3.0.6, des pics parasites peuvent apparaıˆtre sur le
signal de sortie. Ces pics parasites ont de multiples causes mais proviennent principalement
du ‘mismatch’ et des ‘fuites’ de la pompe de charge. Pour mieux appre´hender et mode´liser
ces pics, le concept de ‘Gain de pics parasites’ ou ‘spur gain’ en anglais, doit eˆtre de´fini.
A partir de la`, on pourra mode´liser analityquement les pics duˆs aux ‘fuites’ et ceux duˆs aux
‘mismatch’.
Gain des pics parasites
Dans [39], Banherjee part du constat qu’un bruit en courant a` une fre´quence fixe, injecte´
dans le filtre, produit un bruit fre´quentiel en sortie de l’OCT. Le gain des pics parasites est
alors le produit du gain de l’OCT, du gain de la pompe de charge et de l’impe´dance du filtre
a` une fre´quence e´gale a` la fre´quence d’offset du pic. Dans la plupart des cas, la fre´quence du
pic correspond a` la fre´quence de comparaison (fre´quence de re´fe´rence) du syste`me. On se
retrouve donc avec l’e´quation 4.28
SpurGain(Fspur) = 20 log(
∣∣∣∣Kφ · Z(s) ·KV COs
∣∣∣∣)s=j·Fspur·2·pi (4.28)
Pics duˆs aux fuites de courant
Comme nous l’avons vu dans le chapitre 3.0.6, quand la BVP a accroche´ la fre´quence
de´sire´e, la pompe de charge passe en haute impe´dance. Cependant on retrouve des injections
parasites de charges (Leakage) duˆes aux fuites de la pompe de charge, de l’OCT et des
capacite´s du filtre. Parmis toutes ces sources de fuites, celles provenant de la pompe sont
les plus importantes. Pour pre´dire le niveau de puissance de ces pics on utilise l’e´quation
suivante [39] :
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LeakageSpur = BaseLekageSpur + 20 log(
Leakage
KΦ
) + SpurGain (4.29)
Avec BaselekageSpur la constante fondamentale de ce type de pic parasite,
BaseLekageSpur = 16dBc. Cette constante est universelle et peut eˆtre applique´e a` n’im-
porte quel type de BVP.
Pics duˆs aux diffe´rences physiques de la pompe de charge
Puisque la pompe injecte ou retire des charges du filtre, une syme´trie parfaite est requise.
Or comme dans tout circuit re´el, de nombreux facteurs (diffe´rence entre courant ‘UP’ et
‘DOWN’, diffe´rences entre les plan ‘P’ et ‘N’ de la pompe, imperfection des circuits corri-
geant la zone-morte de la pompe · · · ) empe`chent cette syme´trie. Des solutions de conception
peuvent eˆtre apporte´es, mais ne corrigent pas totalement ce proble`me. Cette disyme´trie entre
courant entrant et sortant du filtre entraıˆne des pics parasites. Pour pre´dire le niveau de puis-
sance de ces pics on utilise l’e´quation suivante [39] :
PulseSpur = BasePulseSpur + 40 log(
Fspur
1Hz
) + SpurGain (4.30)
Avec BasePulseSpur la constante fondamentale de ce type de pic parasite,
BaseleakageSpur = −315.6 + 1.28 · |%mismatch− 3.2%|.
L’utilisation de mode`les statistiques, sugge`re que les meilleures performances relatives a`
ce type de pics, correspondent a` une diffe´rence de 3.2% entre le plan ‘P’ et le plan ‘N’ de la
pompe de charge [39].
Le niveau global des pics, sans regarder quel type de pics est dominant, vaut :
Spur = 10 · log(10LeakageSpur10 + 10PulseSpur10 ) (4.31)
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Le calcul de ces pics a e´te´ e´ffectue´ avec l’outil mathcad afin de pouvoir ve´rifier si le
bruit total du syste`me respecte la spe´cification, (voir Annexe A.9).
On peut maintenant mode´liser le roˆle du filtre dans l’atte´nuation des pics parasites.
Mode´lisation de l’influence du filtre sur les pics parasites
On a pu voir que le niveau de puissance des pics parasites e´tait lie´ au ‘SpurGain’, quel que
soit le type de pic. Donc, en minimisant le ‘spur gain’ on diminuera le niveaux de puissance
des pics. Le gain des pics parasites, quelque soit la fre´quence, vaut :
|SpurGain(ω)| = Kφ ·KV CO
Ctot · ω2 ·
√
1 + ω2 · T22∏
i=1,2,3(1 + ω
2 · Ti2) (4.32)
On peut donc e´crire que le niveau des ‘spurs’, en fonction de la fre´quence, vaut :
spur(ω) = 10 log[
1 + [ωc · (T1 + T3)]2
1 + [ω · (T1 + T3)]2 ·
1 + [ω · (T1)]2
1 + [ωc · (T1)]2 ·
1 + [ω · (T3)]2
1 + [ωc · (T3)]2 ] (4.33)
L’e´quation 4.33 permet donc de calculer le niveaux d’atte´nuation des pics parasites. On
observe que les poˆles et ze´ros du filtre (T1, T2, T3) influent directement sur le niveau
des spurs. En choisissant ω e´gale a` des valeurs multiples de la fre´quence de comparaison
(24MHz dans notre cas) on pourra connaıˆtre les coe´fficients d’atte´nuation pour chaque pic
(en fonction de T1, T2, T3). L’imple´mentation de ces calculs a e´te´ re´alise´ Mathcad (Voir
Annexe A.3).
De plus, on peut caracte´riser les valeurs du filtre par un index d’optimisation, Eq. 4.34.
Si cette index vaut 100% cela signifie que le filtre est optimum au regard de la marge de
phase, du coefficient d’atte´nuation ς , et du coefficient d’atte´nuation des spurs [39].
Index =
( T2
1+(ωc·T2)2 )
T1
1+(ωc·T1)2 · T31+(ωc·T3)2
(4.34)
Donc en partant de la mode´lisation des deux types de pics parasites (LeakageSpur et
PulseSpur), un terme commun a pu eˆtre caracte´rise´ (SpurGain). De l’e´quation du SpurGain,
115
Chapitre 4
Eq. 4.32, on peut de´terminer le niveau des pics parasites en fonction de la fre´quence et
des parame`tres du filtre, Eq. 4.33. Enfin avec l’index d’optimisation de l’Eq. 4.34 on peut
de´terminer les valeurs optimums des parame`tres du filtre de boucle.
Conception du Filtre de boucle
La structure du filtre est celle de´crite dans le chapitre 3.0.5. Un filtre d’ordre 3 dont les
caracte´ristiques sont les suivantes :
C1 = 5pF C2 = 166pF C3 = 0.7pF (4.35)
R2 = 1.4KΩ R3 = 12KΩ (4.36)
ce filtre nous permet d’atte´nuer les ‘spurs’ (en mode large bande) de la fac¸ons suivante :
– spur(2 · pi · Fcomp) = −0.505 atte´nuation du pic principal
– spur(2 · 2 · pi · Fcomp) = 2.338 atte´nuation du pic situe´ a` 2 · Fcomp
– spur(3 · 2 · pi · Fcomp) = 4.998 atte´nuation du pic situe´ a` 3 · Fcomp
– spur(1/16 · 2 · pi · Fcomp) = 0.007 atte´nuation du pic situe´ a` 1/16 · Fcomp
– spur(1/8 · 2 · pi · Fcomp) = −0.047 atte´nuation du pic situe´ a` 1/8 · Fcomp
– spur(1/4 · 2 · pi · Fcomp) = −0.408 atte´nuation du pic situe´ a` 1/4 · Fcomp
et l’index d’optimisation pour ce filtre vaut : index = 96.58% Ce filtre est donc optimum
au regard de l’index d’optimisation tout en re´duisant les pics proches porteuse.
4.4.6 Estimation du Bruit dans la PLL
Les parame`tres du filtre en fonction de la spe´cification (bande passante, marge de phase,
gain de l’OCT, gain de la pompe de charge, densite´ de transition . . .) e´tant calcule´s, l’impact
des pics parasites et l’impact en bruit de phase des blocs etant e´stime´, on peux estimer le
bruit total de la BVP et ve´rifier si la boucle respecte la spe´cification. Le bruit total dans la
boucle re´pond a` l’e´quation suivante :
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BruitTotal = 10 log(10(
BruitOCT (f)
10
)+10(
BruitR2(f)
10
)+10(
BruitR3(f)
10
)+10(
Spur(f)
10
))
(4.37)
FIG. 4.17 – Estimation du bruit total en sortie de la PLL
La Fig. 4.17 nous montre la re´ponse fre´quentielle du bruit total dans la BVP. Dans un
premier temps, on ne tient pas compte du bruit de phase de notre signal d’entre´e. Ce dernier
sera inte´gre´ dans un second temps, apre`s une se´rie de mesures re´alise´es avec un analyseur de
spectre, pour obtenir l’allure ge´ne´rale de la courbe de bruit de phase du signal de re´fe´rence
USB. Pour ce faire, un ge´ne´rateur de signal USB, le CAT-C, a e´te´ utilise´, et le logiciel Chief
1.34 a permis de choisir le type de trame a` envoyer (Fig. 4.28). Le signal de re´fe´rence a
e´te´ visualise´, figure 4.18, avec un oscilloscope temps re´el (Agilent infiniium DSO81204A,
40Gsa/s) puis on a re´cupe´re´ son spectre de bruit a` l’aide d’un analyseur de spectre (Agilent
E4446A), voir Fig. 4.19. A partir de la courbe de bruit de phase du signal USB et du mode`le
analytique permettant de passer du phasnoise (dBc/Hz) au jitter (ps) de´veloppe´ dans le
chapitre 3.0.6, le jitter du signal USB a pu eˆtre caracte´rise´ et inte´gre´ lors des simulations.
En inte´grant sous Mathcad les calculs de jitter a` partir du bruit de phase, vu dans le
117
Chapitre 4
FIG. 4.18 – Visualisation de la trame USB avec l’oscilloscope temps re´e´l, Agilent infiniium
DSO81204A, 40Gsa/s
FIG. 4.19 – Mesure du bruit de phase du signal USB avec l’analyseur de spectre Agilent
E4446A
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chapitre 3.0.6, on peut estimer un jitter de 8.155ps en mode large bande, Eq. 4.38 et Eq.
4.39 , et 7.073ps en mode bande re´duite, ce qui est largement infe´rieur aux 52ps demande´s
par la spe´cification. Dans la caracte´risation de syste`mes USB la plage d’inte´gration se situe
entre 10Hz et 10MHz mais par mesure de se´curite´ nous avons re´alise´ le calcul du jitter en
prenant 50MHz comme distance maximal de la porteuse.
Θ =
√
(.
∫ 50MHz
10Hz
10(
Totalnoise(ω)
10
)dω) (4.38)
Θ = 0.07deg
et :
Θ
2piFcomp
= 8.15ps (4.39)
4.5 Conception de l’OCT
Un oscillateur est base´ sur un principe de conversion d’une puissance continue d’alimen-
tation en une puissance RF. Le syste`me est constitue´ d’un e´le´ment passif re´sonnant, Q, et
d’un e´le´ment actif, A, re´ge´ne´rant la puissance RF dissipe´e formant ainsi une boucle d’oscil-
lation.
L’oscillateur propose´ est base´ sur une chaıˆne de deux cellules a` retard identiques re-
boucle´es Fig. 4.20.
La cellule de retard utilise´e est constitue´e d’une paire diffe´rentielle NMOS, Mn1,
connecte´e a` une charge active forme´e par une paire croise´e de PMOS, Mp1 et d’une paire
de transistor de controˆles, Mpc, [49]. La valeur de cette charge est controˆle´e par le courant
injecte´ par Mpc, dont la tension de grille re´glable, joue le roˆle de la tension de controˆle
de l’OCT (Fig. 4.21). Les transistors Mp1 permettent, par un retour positif dans le circuit,
de garantir l’action diffe´rentielle de la cellule de de´lai, et ce sans courant de polarisation. De
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FIG. 4.20 – Synoptique de l’oscillateur en anneau
plus cette configuration en ‘rail to rail’, (configuration directement relie´e aux alimentations),
permet de ge´ne´rer une sortie ne ne´cessitant pas de bloc de transfert de niveau d’alimentation
pour atteindre les niveaux de tension CMOS requis dans le reste du syste`me.
FIG. 4.21 – ce´llule de de´lai propose´e
Avant de choisir sa fre´quence libre (fre´quence d’oscillation avec V crt = 0) nous nous
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somme inte´resse´ au proprie´te´es d’un diviseur de fre´quence. Ce dernier permet d’assurer un
rapport cyclique de 50% et contribue a` diminuer le bruit en sortie de l’OCT, et donc de la
boucle, de l’ordre de 20log(2). En effet, a` la sortie d’un diviseur, le bruit de phase SϕOUT en
fonction du bruit de l’entre´e Sϕin s’exprime de la manie`re suivante [57], [58] :
SϕOUT (f) =
SϕIN(f)
M
+ SϕDIV (f) (rad
2/HZ) (4.40)
Le bruit de phase re´siduel SϕDIV est de´fini par l’e´quation suivante :
SϕDIV (f) =
a1
f
+ a0 (rad2/HZ) (4.41)
Les diffe´rents coefficients sont de´finis de manie`res empiriques [59]. Le bruit de phase
de l’entre´e divise´ par le taux de division exce`de ge´ne´ralement le bruit de phase re´siduel du
diviseur.
En ajoutant un diviseur par M on diminue alors la valeur du bruit de phase par :
Loutdiv = LOCT − 20 log(M) (4.42)
A partir de ces constatation, l’OCT est conc¸ue pour osciller autour de 96MHz. Un divi-
seur par deux peut alors eˆtre utilise´ a` la sortie de l’OCT (pas dans le chemin de retro-action)
pour diminuer le bruit en sortie du syste`me de 6dB. On se retrouve donc avec la structure
de´crite a` la Fig. 4.22. La caracte´risque de l’OCT extraite a` l’aide simulation PSS, (Periodic
Steady State),sous l’environement Cadence et le simulateur Spectre, est donne´e sur la Fig.
4.23.
L’analyse PSS a pour but de rechercher la solution d’e´quilibre du circuit avant d’en ex-
traire le bruit de phase. Elle posse`de deux phases. Une analyse transitoire est mene´e jusqu’a`
un temps t que l’on peut de´finir. En faisant varier la tension de controˆle de l’OCT lors de cette
phase on obtient la courbe de transfert de la Fig. 4.23. L’e´tat obtenu sert alors d’e´tat initial a`
la phase de calcul ite´ratif toujours dans le domaine temporel sur une pe´riode afin de trouver le
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FIG. 4.22 – shema transistor de l’OCT avec son diviseur de fre´quence.
re´gime e´tabli pour en extraire le bruit. Ce calcul de bruit de phase est semblable a` une analyse
traditionnelle de bruit mais inte`gre e´galement les effets de la conversion de fre´quence qui est
due a` deux phe´nome`nes. Le premier est lie´ aux sources de bruit de´pendantes de la polarisa-
tion du circuit (par exemple pour le bruit de grenaille). La source de bruit est module´e par
la variation de son re´gime de fonctionnement variable dans le temps. L’autre cause de trans-
position de fre´quence du bruit est la pre´sence d’une fonction de transfert pe´riodiquement
variable dans le temps qui module la contribution d’une source de bruit a` la sortie du circuit.
On se retrouve alors avec la courbe de bruit de phase de la figure 4.24.
On peut observer que l’oscillateur posse`de le gain de´sire´, 52MHz/V et un bruit de phase
correspondant voir infe´rieur a` d’autres oscillateurs en anneau de la litte´rature [44], [45], [43],
[46].
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FIG. 4.23 – Fre´quence en sortie du diviseur de fre´quence en fonction de la tension de controˆle
de l’OCT
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FIG. 4.24 – Bruit de phase de l’OCT
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4.6 Conception du multiplicateur de fre´quence faible bruit
De`s le de´but des expe´riences dans le domaine de la radiocommunication en micro-
ondes, la technique de ge´ne´ration de signaux a e´te´ un des proble`mes majeurs. La multi-
plication de fre´quences a e´te´ reconnue comme une technique de ge´ne´ration de fre´quences
efficace, permettant ainsi d’obtenir et d’utiliser les harmoniques du fondamentale du signal
d’entre´e (absorbe´e a` l’entre´e). Dans notre projet le multiplicateur de fre´quence joue un roˆle
aussi important que la boucle. II permet de multiplier la fre´quence du signal USB envoye´
par l’hoˆte(12MB/s) afin de re´cupe´rer un signal de re´fe´rence pour la boucle de fre´quence
24MHz. En effet en augmentant la fre´quence du signal de re´fe´rence, les contraintes de sta-
bilite´ (reliant la fre´quence de coupure de la boucle a` la fre´quence d’entre´e, chapitre 3.0.7)
peuvent eˆtre relache´es. En permettant d’avoir une bande passante plus grande, on peut accro-
cher la fre´quence de´sire´e (48MHz ± 2500ppm) plus rapidement, ce qui est primordial dans
notre cas d’e´tude car le temps qui nous est imparti est tre`s court (voir chapıˆtre 2.4.3). Cepen-
dant le signal de re´fe´rence (le signal de donne´e USB) est de´ja` fortement bruite´, voir chapitre
2.4.4, et la multiplication de cette quantite´ de bruit par un multiplicateur de fre´quence ne
ferait qu’empirer la situation. L’objectif est de re´aliser une structure sans aucun composant
externe, permettant d’augmenter la fre´quence du signal de re´fe´rence et ce, sans en multiplier
le bruit.
Le multiplicateur de fre´quence est un circuit qui ge´ne`re a` sa sortie des multiples entiers
du signal d’entre´e. Ce phe´nome`ne fait appel a` un dispositif de caracte´ristique non line´aire
tels que les diodes et les transistors, donc par nature, le multiplicateur de fre´quences est
un e´le´ment actif. Le de´veloppement de dispositif non line´aire ainsi que la disponibilite´ des
me´thodes de calcul non line´aire a permis des ope´rations de multiplication de fre´quences au
dela` de 100GHz [60] Dans leurs travaux, Tang, Sad et Burckhard [61] [62] ont traite´ le
cas des multiplicateurs re´actifs. Ces travaux sont longtemps reste´s un outil de conception.
Burckhard a e´tabli des re`gles ge´ne´rales de conception de multiplicateurs. Cette me´thode
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analytique est base´e sur des tables normalise´es utilisant des diodes. Le de´ploiement de l’in-
formatique et la mise au point de logiciel de CAO adapte´s aux circuits non line´aires per-
mettant la conception avec pre´cision de multiplicateur de fre´quence, ainsi, 1’introduction
de la me´thode d’e´quilibrage harmonique (Harmonique Balance) dans les anne´es ‘80’ ont
permis des e´tudes approfondies sur les multiplicateurs. Lors d’une simulation ‘Harmonique
Balance’, on peut re´cupe´rer des informations sur :
– les effets de terminaisons aux harmoniques supe´rieures,
– les courants de polarisation,
– les variations de l’impe´dance en fonction de la puissance d’entre´e.
La pre´cision des mode`les non line´aires utilise´s et la pre´cision des calculs nume´riques ont
aide´ a` diminuer l’e´cart observe´ entre les simulations et les mesures [63] [64] [65]
De nombreuses techniques de multipliquation de fre´quence existent dans la litte´rature,
[53], [66], [67], [68], [69], [70], parmis lequelles on peut citer :
– La technique a` base de cellules de de´lai qui pre´sente l’avantage d’avoir une bonne ca-
pacite´ d’inte´gration et une consommation mode´re´e, cependant la conception des cel-
lules doit eˆtre pre´cise donc complique´e. De plus un rapport cyclique de 50% n’est pas
assure´.
– La technique a` base de cellules inverseuses qui est une solution simple a` inte´grer mais
dont le facteur de multiplication est limite´ (2), et dont le bruit induit par les transistors
est important.
– La technique a` base de cellules ‘push-pull’qui pre´sente un bon rapport puissance gain
mais au de´triment de la consommation (≈ 1mA avec un coefficient de multiplication
limite´.)
– La technique de multiplication a` haute re´solution de fre´quence qui produit une haute
fre´quence d’horloge a` l’aide d’un l’oscillateur commande´ en courant a` commande
nume´rique. Elle pre´sente une bonne stabilite´ et un faible bruit ge´ne´re´ au de´pend
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d’une comple´xite´ d’imple´mentation.De plus une fre´quence de re´fe´rence pre´cise est
ne´cessaire afin d’assurer son bon fonctionnement.
– La technique a` base d’oscillateur en anneau couple´ qui consome peu et pre´sente un
bon coe´fficient de multiplication. Cependant cette solution est difficile a` inte´grer (os-
cillateur LC)
– La technique a` base de synthe´tiseur de fre´quence (BVP) qui est un syste`me permet-
tant de synthe´tiser plusieurs fre´quences au prix d’un compromis entre bruit et rapidite´
(comme nous l’avons vu j’usqu’a` pre´sent) et d’une grande complexite´.
Notre e´tude porte sur une autre solution :
avant de de´crire le processus de fonctionnement du multiplicateur, rappelons que la prin-
cipale fonction d’un multiplicateur de fre´quences est de ge´ne´rer des harmoniques a` partir
d’une fre´quence fondamentale d’entre´e. En effet, c’est graˆce a` cette ge´ne´ration d’harmo-
niques que l’on peut transfe´rer une information d’une fre´quence ‘fl’ a` une autre fre´quence
‘kfl’ avec ‘k’ entier. Cette ope´ration est obligatoirement lie´e a` un phe´nome`ne non line´aire.
Mathe´matiquement, la relation courant-tension dans le cas d’une non line´arite´ re´sistive et
la relation charge-tension dans celui d’une non line´arite´ capacitive peuvent s’e´crire sous la
forme d’une se´rie de puissance autour du point de polarisation.
Donc :
I(VDC +∆V ) = a0 + a1 ·∆V + a2 ·∆2V + a3 ·∆3V + . . . (4.43)
Q(VDC +∆V ) = b0 + b1 ·∆V + b2 ·∆2V + b3 ·∆3V + . . . (4.44)
En injectant un signal RF aux bornes de la diode ∆V = Vd cos(ωrf t) et en inse´rant cette
e´quation dans les deux Eq. 4.43 et 4.44, on obtient les deux relations en courant et en charge :
I(t) = I0 + I1 cos(ωrf t) + I2 cos(2ωrf t) + I3 cos(3ωrf t) + . . . (4.45)
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Q(t) = Q0 +Q1 cos(ωrf t) +Q2 cos(2ωrf t) +Q3 cos(3ωrf t) + . . . (4.46)
Le courant ainsi cre´e´ est riche en harmonique, donc le multiplicateur de fre´quence doit
comporter un e´le´ment non line´aire (diode), des circuits d’adaptations et des filtres afin de per-
mettre la se´lection de la composante spectrale de´sire´e. Les deux Eq. 4.45 et 4.46 montrent
clairement la pre´sence d’harmoniques dans le spectre ‘I’ et ‘Q’ ainsi ge´ne´re´. L’ordre et la na-
ture de la non line´arite´ de´terminent l’ordre maximal et le genre des harmoniques directement
ge´ne´re´es par l’e´le´ment non line´aire utilise´.
Tout d’abord, une analyse du signal NRZI et de ces principales caracte´ristiques a e´te´
re´alise´.
4.6.1 Caracte´ristique d’un signal de type NRZI
Nous avons de´ja` vu dans le chapitre 2.4.1, les principales caracte´ristiques du signal NRZI
qui nous sert de re´fe´rence. La mesure du spectre d’un signal NRZI a e´te´ re´alise´ au labortoire
graˆce a` un ge´ne´rateur de trames (Agilent E81134A) et un analyseur de spectre (Agilent
E4446A). On peut voir sur la Fig. 4.28 que le spectre d’un signal encode´ en NRZI (de
fre´quence de bit e´gale a` 15MHz) posse`de une e´nergie de signal tre`s concentre´e. La densite´ du
signal observe´e sur le banc de mesure est conforme au mode`le mathe´mathique mise en place
sous Mathcad, voir Annexe A.3 et Fig. 4.25 et au mode`le mathe´matique de Shanmungam,
[28], qui dit que pour une se´quence binaire ale´atoire, de fre´quence, rb, et une probalite´ e´gale
de ‘1’ et de ‘0’, la densite´ spectrale de puissance vaut :
Px(ω) = Tb[
sin[(ω · tB)/2]
(ω · tB)/2) ]
2 and Tb =
1
rb
(4.47)
On peut observer que cette fonction pre´sente une valeur nulle aux multiples entiers de rb.
Pour ve´rifier cette premie`re observation, nous avons re´alise´ une simulation Mathcad
d’une fonction qui ge´ne´re la se´quence NRZI a` partir des valeurs d’une matrice d’entre´e :
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Elle prend la valeur du bit pre´ce´dent si le bit en cours vaut 1 ou son comple´ment si le bit vaut
0. Voir Annexe A.3
FIG. 4.25 – Repre´sentation analytique du spectre d’un signal NRZI sous Mathcad
On peut remarquer que, conforme´ment aux mesures et au mode`le analytique,[28], le
spectre observe´ sous Mathcad ne comporte pas de raie de puissance pour des valeurs de
fre´quence multiple (f = k
T
avec k entier) de la fre´quence d’entre´e (harmoniques). Or en fai-
sant passer ce signal a` travers un pont de diodes, ses harmoniques apparaıˆssent sur le spectre
du signal en re´partissant la puissance sur une bande plus large. En effet cette topologie, Fig.
4.26, favorise la transmission d’harmoniques a` la charge.
Sur le sche´ma 4.26, lorsqu’on applique une puissance a` l’entre´e, une tension ‘AC’ est
applique´ aux noeuds des diodes. Durant l’excursion positive du signal, les diodes entre les
branches AC et BD se mettent en conduction, les deux autres diodes sont bloque´es. Durant
l’autre cycle du signal RF, les diodes changent de roˆle, La relation entre les coefficients de la
se´rie de fourrier du courant dans les diodes est :
I2(n) = −I1(n) exp−jm (4.48)
Le courant a` la sortie dans la charge est donne´ par :
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FIG. 4.26 – Pont de diodes pour la multiplication de fre´quence
Ich(t) = I2(t)− I1(t) (4.49)
d’apre`s l’Eq. 4.48, on peut conclure que :
I2(2K + 1) = I1(2K + 1) (4.50)
I2(2K) = −I1(2K) (4.51)
Pour K = 1, 2, 3 . . ..
A partir des deux Eq. 4.49 et 4.50, on de´duit que le courant dans la charge s’annule pour
les harmoniques impaires et s’additionnent pour les harmoniques paires, ainsi, le courant
dans la charge est e´gale au double du courant individuel de chaque diode. Du cote´ de l’entre´e
on a :
Is(t) = I1(t) + I2(t) (4.52)
d’ou,
Is(2K + 1) = 2I1(2K + 1) (4.53)
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et
Is(2K) = 0 (4.54)
et aussi, la branche du signal de source est conside´re´e comme un court-circuit entre A et
B au signal DC et aux harmoniques paires. D’apre`s cette analyse, on peut conclure que le
multiplicateur a` pont de diodes permet de ge´ne´rer des harmoniques a` sa sortie a` partir d’un
signal d’entre´e RF, tout en fournissant une isolation mutuelle entre les circuits d’entre´e et de
sortie.
Le principal inconve´nient e´tant de re´duire la puissance globale du signal. Lorsque l’on
mesure le bruit de phase du fondamental du signal et d’un de ses harmoniques (Fig. 4.29),
on observe alors le meˆme profil de bruit. Cette observation peut eˆtre ge´ne´ralise´e a` tout les
harmoniques.
De plus, la fre´quence d’un signal issue du N ieme harmonique vaut N∗ la fre´quence de
re´fe´rence. En effet le spectre de puissance d’un signal de´finit la re´partition de la puissance
du signal en fonction de la fre´quence et est de´termine´ par de´composition en une paire de
transforme´ de Fourier pour un signal non pe´riodique et en une se´rie de Fourier pour un signal
pe´riodique. On se retrouve avec la repre´sentation suivante pour un signal x(t) de pe´riode T :
x(t) =
k=∞∑
k=−∞
Ck. exp
2pifkt (4.55)
avec fk =
k
T
la fre´quence du fontamental, pour k = 0, et des harmoniques pour k 6= 0 et
entier. La puissance P de x(t) est re´partie sur l’axe des fre´quences aux points fk, suivant les
valeurs de |Ck|2 : P =
∑k=∞
k=−∞ |Ck|2 comme on peut le voir sur la Fig. 4.27 :
En partant de ces constatations, en se´lectionnant le bon harmonique on peut re´cupe´rer un
signal de fre´quenceN fois supe´rieur a` la fre´quence du signal de re´fe´rence, tout en conservant
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FIG. 4.27 – Spectre de puissance d’un signal x(t) de fre´quence 1/T
FIG. 4.28 – Spectre de puissance d’un signal NRZI mesure´ avec l’analyseur de spectre
Agilent E4446A
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le bruit de ce dernier. Evidement, le circuit de se´le´ction de fre´quence introduit du bruit en
sortie qui sera pris en compte lors des simulations.
FIG. 4.29 – (a)Bruit de phase du fondamental, (b)bruit de phase du premier harmonique
4.6.2 Etude et validation du syste`me de multiplication de fre´quence sous
ADS
Le principe du syste`me est le suivant (voir Fig. 4.30) :
– On commence par re´hausser le niveau de donne´es pour faire apparaıˆtre les harmo-
niques sur le spectre du signal. On utilise un de´rivateur ou un inte´grateur et un pont de
diodes, comme vu au chapitre pre´ce´dent.
– On se´lectionne ensuite l’harmonique de´sire´ a` l’aide d’un filtre passe bande haute
pre´cision. La difficulte´ de la conception repose sur cette partie. En effet, c’est la
pre´cision et la se´lectivite´ de notre filtre qui va de´terminer la purete´ de notre signal
de sortie.
– Pour finir, on amplifie notre signal pour obtenir la puissance ne´cessaire en sortie.
Le syste`me de´crit sur la Fig. 4.31 est constitue´ :
– D’un ge´ne´rateur de bits ale´atoires a` la fre´quence de 12MHz (VtBitSeq de la librairie
Sources - Time Domain ) ; et un pont de diodes.
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FIG. 4.30 – Sche´ma bloc du syste`me de multiplication de fre´quence
– D’un de´rivateur qui permet d’enrichir le signal sans modifier la fre´quence de celui-ci ;
– D’un amplificateur pour que l’amplitude du signal de´rive´ de´passe la tension de seuil
des diodes qui succe`dent au de´rivateur ;
– D’un redresseur double alternance pour redresser, lisser et faire apparaıˆtre les harmo-
niques du signal de´rive´ et amplifie´ ;
– D’un filtre de Cauer du 5e´me ordre pour se´lectionner l’harmonique a` 48MHz ;
– D’un amplificateur suivi d’un comparateur pour saturer le signal filtre´ et ainsi obtenir
un signal d’horloge a` 48MHz.
La Fig. 4.32 repre´sente la trame utilise´e pour e´muler le signal USB a` multiplier. Les
signaux de´rive´s et redresse´s sont illustre´s respectivement sur la Fig. 4.33 et 4.34. Le filtre de
Cauer permet de re´cupe´rer la raie spectrale a` 48 MHz comme le montre la Fig. 4.35. Il y a
effectivement un signal sinusoı¨dal module´ par la suite de 0 et de 1 de la trame.
On peut voir sur la Fig. 4.35 que le signal n’a pas la puissance requise pour attaquer
l’e´tage logique du de´tecteur de phase. Il ne´cessite donc une amplification pour obtenir le
signal a` la fre´quence souhaite´e (Fig : 4.36). De plus, le filtre de cauer posse`de un temps de
de´marrage de 0.1µs dont il faut tenir compte pour l’inte´grer dans le temps de stabilisation de
la BVP.
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FIG. 4.31 – Banc de simulation ADS du multiplicateur de fre´quence
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FIG. 4.32 – Signal de re´fe´rence e´mulant la trame USB
FIG. 4.33 – Sche´ma de simulation ADS du multiplicateur de fre´quence : Signal apre`s
de´rivation
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FIG. 4.34 – Signal apre`s redressement
FIG. 4.35 – Signal apre`s filtrage
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FIG. 4.36 – Signal final a` la fre´quence et puissance de´sire´e
Ces simulations niveau syste`me valident la faisabilite´ de la solution pour multiplier la
fre´quence d’un signal non pe´riodic sans composant externe et avec un de´marrage rapide
(0.1µs). Le choix a e´te´ fait de passer au niveaux transistor pour ve´rifier l’influence de cette
solution propose´e sur le bruit de phase du signal de re´fe´rence et de la BVP.
4.6.3 Impact de la multiplication sur le bruit de phase
L’analyse en bruit consiste a` e´valuer l’impact des diffe´rents composants sur le bruit a` la
sortie du syste`me. Le cas ide´al serait de de´te´riorer le moins possible le bruit de phase du
signal rec¸u. Pour e´valuer l’influence des composants sur ce bruit de phase, il faut ajouter une
source de bruit a` l’entre´e et du bruit a` tous les e´le´ments du syste`me et comparer le bruit de
phase obtenue en sortie par rapport a` celui pre´sent en entre´e du syste`me.
L’objectif de ces simulations est de quantifier l’impact du multiplicateur sur le bruit de
phase du signal et ainsi e´valuer les performances de ce syste`me. Une e´tude de bruit thermique
et ses effets sur le syste`me a aussi e´te´ effectue´e.
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Finalement, on aboutit aux conclusions suivantes : le bruit de phase a` la sortie du filtre
augmente d’environ 15dB par rapport au bruit de phase en entre´e, et sa valeur est d’environ
58dBc selon les simulations effectue´es. Le bruit de phase diminue avec la largeur de la
bande passante. D’autre part, des simulations de bruit sur le filtre passe-bande de Cauer pour
diffe´rents ordres ont e´te´ accomplies en gardant a` chaque fois les meˆmes spe´cifications. On
remarque que le bruit de phase diminue peu a` partir de l’ordre 7 et qu’il est inutile de choisir
un ordre plus e´leve´ pour atteindre les crite`res de bruit. Le multiplicateur a e´te´ imple´mente´ en
technologie AT58K85 0.15µm d’Atmel.
4.6.4 conception des blocs du multiplicateur sous cadence
– OTA PUREMENT DIFFE´RENTIEL
D’apre`s les simulations sous ADS, un filtre passe bande fonctionnant autour de
48MHz est ne´cessaire a` la validation du multiplicateur. Pour une meilleure inte´gration
sur silicium, l’adaptation d’un filtre actif a` base de OTA (Operational Transconduc-
tance Amplifier) et de capacite´ (OTA−C) a e´te´ adopte´e. Afin de minimiser l’influence
du bruit (fluctuation de l’alimentation, bruit de substrat, etc.), une structure purement
diffe´rentiel est adopte´ et repre´sente´ sur la Fig. 4.37 [71].
La structure est compose´e de trois e´tages : l’e´tage de polarisation (A sur la Fig. 4.37),
l’e´tage d’entre´e diffe´rentielle (B), et l’e´tage diffe´rentielle de sortie (C). L’effet cascode
est utilise´ en (C) juste avant les sorties diffe´rentielles pour augmenter la valeur de
la re´sistance e´quivalente de l’e´tage d’entre´e. Ainsi, il peut fournir un gain maximal
simule´ de 56dB, la bande passante a` −3dB est de 40MHz, avec une marge de phase
de −70˚ environ. Ses performances ont e´te´ obtenues avec un courant de polarisation
de 1, 1mA sous une tension d’alimentation de 1, 8V (Fig. 4.38).
– FILTRE
Dans un premier temps, le filtre du 5e`me ordre est re´alise´ a` partir de simple filtre LC.
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FIG. 4.37 – Sche´ma au niveau transistor de l’OTA cascode
FIG. 4.38 – Re´ponse temporelle et fre´quentielle de l’OTA
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Avec l’aide du ‘Design Guide’ et du logiciel ADS nous pouvons synthe´tiser le filtre et
de´finir ainsi les valeurs des inductances et des condensateurs. Dans ce cas d’e´tude, le
gabarit du filtre choisi, qui repre´sente la bande de fre´quence que ce filtre doit laisser
passer et les niveaux d’atte´nuations (les raies les plus proches a` atte´nuer se situe a`
36MHz et 60MHz), et ses spe´cifications (Fp1, Fp2, Ap et As) sont illustre´s dans la
Fig. 4.39.
FIG. 4.39 – Gabarit du filtre a dessiner
On obtient la topologie de filtre suivante (Fig. 4.40) avec les valeurs des L et C. Une
fois que le filtre est dessine´, la dernie`re e´tape consiste a` le convertir en filtre actif
utilisant les OTA conc¸us pre´ce´demment. La topologie finale du filtre imple´mente´e avec
des OTA diffe´rentiels est repre´sente´e sur la Fig. 4.41
Le filtre est compose´ de trois re´sonateurs inverse´s et deux re´sonateurs non inverse´s.
Les valeurs des re´sistances et condensateurs sont obtenues a` partir du filtre LC. Le
filtre est syme´trique aussi les valeurs des composants pour le re´sonateur A1 et A3 et
pour le re´sonateur B1 et B2 sont les meˆmes. Les valeurs obtenues sont :
– Pour le resonnateur A1 : Ca = Cb = 1.82pf et RC = 1.8KΩ
– Pour le resonnateur B1 : Ca = Cb = 2.52pf et RC = 1.3KΩ
– Pour le resonnateur A2 : Ca = Cb = 5.2pf et RC = 0.63KΩ
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FIG. 4.40 – Filtre Chebyshev LC de 5e`me ordre
FIG. 4.41 – Filtre synthe´tise´ avec des OTA diffe´rentiels cascode
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Toutes les re´sistances Rm = 1/Gm sont de 20kΩ. Le re´sultat de la simulation en
fre´quence du filtre sous Cadence est donne´ dans la Fig. 4.42 :
FIG. 4.42 – gabarit fre´quentiel du filtre synthe´tise´ avec OTA diffe´rentiel
La re´ponse en fre´quence du filtre pre´sente un maximum a` la fre´quence de 47.8MHz
avec un gain de 11.2dB. La re´jection pour les fre´quences de 36MHz et 60MHz (les
2 raies spectrales les plus proches) est de 55dB et 60dB respectivement. De plus, afin
de mettre en e´vidence la sensibilite´ du filtre aux variations du proce´de´ de fabrication,
des analyses pire-cas ont e´te´ re´alise´ (FIG. 4.43). Pour ce faire, nous avons effectue´
les simulations en faisant varier la tempe´rature, la tension d’alimentation et les gran-
deurs des composants dans le pire cas (process). La fre´quence fondamentale (f0) et
les fre´quences correspondantes aux bandes de re´jections a` −50dB (f1 et f2) ont e´te´
releve´es.
Les re´sultats obtenus montrent la stabilite´ du filtre en fonction des variations de pro-
cess, tensions d’alimentations et tempe´ratures.
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FIG. 4.43 – analyse pire cas
– DE´RIVATEUR ET PONT DE DIODES.
Le de´rivateur est compose´ de l’OTA diffe´rentiel avec une capacite´ en entre´e de 500fF
et une re´sistance en boucle de contre re´action de 20KΩ. La re´ponse temporelle du
de´rivateur avec une re´sistance de charge 10KΩ est montre´e sur la Fig. 4.44.
FIG. 4.44 – Re´ponse temporelle du de´rivateur
Le redressement double alternance a e´te´ aussi re´alise´. Quatre transistors CMOS de
petites tailles qui travaillent dans le re´gime line´aire (Fonctionnent en diode) ont e´te´
utilise´. La re´ponse temporelle en entre´e et sortie du de´rivateur est repre´sente´e sur la
Fig. 4.45
Sur la Fig. 4.46 on peut voir l’entre´e et la sortie du multiplicateur qui apre`s un temps de
de´marrage du filtre (100ns) oscille a` 48MHz. On observe aussi le spectre du signal d’entre´e
et sortie avec les raies spectrales a` 24MHz et 48MHz.
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FIG. 4.45 – Re´ponse temporelle du redressement double alternance
FIG. 4.46 – Re´sultat de simulation cadence du multiplicateur de fre´quence
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FIG. 4.47 – utilisation du multiplicateur de fre´quence
Cette me´thode de multiplication de fre´quence posse`de de gros avantages sur l’ensemble
des autres imple´mentations. Elle peut multipler la fre´quence de n’importe quel signal,
pe´riodique ou non, comportant du bruit, de fac¸on presque instantane´e. La complexite´ du
syste`me de´pend des parame`tres du signal a` multiplier et du coefficient de multiplication.
On retrouve en sortie un signal pe´riodique, avec une quantite´ de bruit e´quivalente a` celle
du signal d’entre´e. Ce syste`me peut donc eˆtre utilise´ seul (ge´ne´ration de fre´quence) ou bien
couple´ a` une BVP Fig. 4.47.
Utilise´ seul (horloge 1), il peut ge´ne´rer le signal d’horloge a` 48MHz a` partir du signal
USB. L’utilisation d’une BVP semble toutefois indispensable durant l’e´mission (horloge 2)
pour transcrire l’information de fre´quence en une information de tension me´morisable (ten-
sion de controˆle de l’OCT) et ce, lors de l’absence prolonge´e de re´fe´rence USB.
Son utilisation couple´e a` notre BVP de`s la re´ception (utilisation de l’horloge 1 sur Fig.
4.47), libe`re le syste`me de la contrainte de non-pe´riodicite´e de notre signal de re´fe´rence et
donc de l’utilisation de de´tecteur de phase de type Hogge ou Alexander. De plus, le signal
e´tant pe´riodique, on re´cupe`re au niveau du de´tecteur de phase/fre´quence, beaucoup plus d’in-
formations, ce qui permet d’atteindre la fre´quence de´sire´e plus rapidement pour une meˆme
bande passante. Le syste`me e´tant plus rapide on peut donc choisir une bande passante plus
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e´troite pour couper encore un peu plus les bruits parasites de notre signal de re´fe´rence.
Cette e´tude ayant e´te´ mene´e en parale`lle de l’e´tude de la BVP, il n’a pas e´te´ inte´gre´ direc-
tement dans le syste`me. Le choix d’une de ces solutions pourra faire l’objet d’une re´alisation
comple`te lors de recherches ulte´rieures.
La conception de tous les blocs importants du syste`me ayant e´te´ pre´sente´, la concep-
tion d’une structure de test a e´te´ re´alise´. Cette puce comporte tous les blocs de la BVP,
place´s de fac¸on inde´pendante avec les blocs de ‘trimmings’ permettant d’inte´ragir avec les
caracte´ritiques intrinse`ques de chaque e´le´ment (quantite´ de charge injecte´ par la source de
courant, fre´quence libre de l’OCT, gain de l’OCT . . .), ainsi que le syste`me complet. Dans
la prochaine partie de ce me´moire, la mise en place du testchip, les re´sultats de simulation et
les comparaisons avec les re´sultats de mesures seront pre´sente´s.
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Dans cette section les re´sultats obtenus sur la stabilite´ du circuit sont confronte´s a` des
mesures expe´rimentales. Les e´tudes the´oriques ont e´te´ effectue´es jusqu’a` pre´sent sur des
mode`les fonctionnels de la BVP-IC. Le but de ces mode`les est de repre´senter le plus finement
possible le comportement d’une re´alisation spe´cifique de la BVP-IC. La validation de ces
re´sultats consiste donc a` re´aliser un circuit dont le comportement est le plus proche possible
de son mode`le the´orique. Graˆce a` ce circuit, on ve´rifie d’une part l’exactitude des calculs et
on mesure d’autre part l’influence du bruit et sur ce re´sultat. On a par conse´quent commence´
la conception d’une structure de test, test-chip en Anglais.
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5.1 Conception de la structure de test
5.1.1 module de ‘trimming’
Pour pouvoir modifier en externe les parame`tres du syste`me en fonction des conditions
d’environnement et des re´sultats de mesures, des e´le´ments de ‘Trimming’ voir Fig. 5.1 et 5.2
ont e´te´ place´, en divers endroits du circuit.
Cela permet :
– de moduler le courant de polarisation de la pompe de charge,
– de moduler le gain ainsi que la fre´quence ‘max’ du VCO.
FIG. 5.1 – Structure permetant de modifier en externe la valeur du courant injecte´ dans la
pompe de charge
FIG. 5.2 – Structure permettant de modifier en externe la valeur du courant injecte´ dans
l’OCT et donc sa fre´quence et son gain
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5.1.2 Mise en place du mode de test
Un mode de test dans lequel on peut venir appliquer des signaux externe a` e´te´ inte´gre´,
graˆce a` l’ajout de multiplexeurs a` diffe´rents endroits de la boucle, pour venir tester des modes
de fonctionnement bien pre´cis. On peut donc appliquer :
– les signaux d’entre´e de la pompe de charge,
– un signal de contoˆle directement a` l’entre´e de l’OCT,
– un signal de de´tection de ve´rrouillage.
Des chemins d’acce`s ont e´te´ mis en place, pour observer sur des instruments de mesure
les signaux du syste`me suivant :
– les signaux de sortie du de´tecteur de phase,
– la tension de controˆle (directement a` l’entre´e) de l’OCT,
– le signal de de´tection de lock,
– les quatres courants en sortie de la pompe de charge.
On se retrouve avec le bloc de simulation de la Fig. 5.3.
FIG. 5.3 – Sche´mas Bloc de la BVP
L’alimentation du syste`me provient d’un re´gulateur appartenant a` la bibliothe`que de
l’e´quipe de conception analogique d’Atmel. Ce dernier permet de simuler les caracte´ristiques
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de transfert de bruit d’alimentation du bloc dans des conditions proches de la re´alite´e. Les
pins d’entre´es et sorties nume´riques (sortie de l’ocillateur, signaux de test . . .) sont toutes
remises en forme et prote´ge´es par des ‘buffers’, Fig. 5.4, permettant de maintenir l’inte´grite´
des signaux durant les mesures.
FIG. 5.4 – Boucle de re´cupe´ration d’horloge ainsi que les blocs de tests
Une fois le syste`me complet mis en place, nous avons imple´mente´ la structure de test en
technologie CMOS 0,15.
On trouve :
– le syste`me de re´cupe´ration d’horloge,
– chaque bloc, place´ de facon inde´pendante, pour venir ve´rifier leur bon fonctionnement.
Une fois le layout, Fig. 5.5 et le placement routage effe´ctue´s, Fig. 5.5, un premier jeu de
mesures post-layout a e´te´ re´alise´, dans diffe´rentes conditions de fonctionnement (Process,
Alimentation et Tempe´rature).
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FIG. 5.5 – Layout de la solution de re´cupe´ration d’horloge
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5.2 Simulation
Les simulations permettent d’e´valuer l’impact de divers parame`tres, (tempe´rature, pro-
cess et alimentation) sur le fonctionnement des blocs. De nombreux re´sultats de simulations
(DPF, Pompe de charge, filtre) ont e´te´ pre´sente´ dans les chapites pre´ce´dents. Dans ce cha-
pitre nous nous sommes concentre´ sur l’oscillateur. L’objectif e´tant de s’assurer que quelque
soit les conditions d’utilisations, la plage de fonctionnement reste dans la spe´cification. En
d’autres termes, que l’on soit toujours capable d’atteindre la fre´quence de 48MHz quelque
soit les parame`tres exte´rieurs au syste`me.
FIG. 5.6 – Fre´quence de l’OCT en fonction de la tension de controˆle et de la tempe´rature,
(WCS : Worst Case, BCS : Best Case).
Sur la Fig. 5.6, on voit les cas extreˆmes en tempe´rature d’utilisation de l’oscillateur.
On observe que l’ocillateur peut, en fonction de la tempe´rature, osciller a` 48Mhz et donc
atteindre l’objectif fixe´. La meˆme e´tude a e´te´ re´alise´ pour des variations de process et de
niveau d’alimentation, Fig 5.7.
On remarque que les deux cas extreˆmes de la Fig. 5.7 n’empeˆche pas l’OCT d’osciller a`
une fre´quence de 48MHz. Aussi l’oscillateur posse`de une plage d’utilisation lui permettant
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FIG. 5.7 – Fre´quence de l’OCT en fonction de la tension de controˆle, des de´rives de proce´de´s
de fabrication et des niveaux d’alimentation.
FIG. 5.8 – Plage d’utilisation de l’OCT
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de rester dans la spe´cification quelque soit les conditions d’alimentation, de tempe´rature et
de proce´de´s de fabrication comme le re´sume la Fig. 5.8.
Pour un syste`me de la classe A, le lecteur fournit une alimentatuion de 5V ± 10%. Cette
plage de 10% comprend a` la fois la pre´cision statique, mais aussi les fluctuations dynamiques
duˆes aux bruits presents, du fait de l’activite´ du syste`me.
Les technologies avance´es ne´ce´ssitent d’abaisser cette tension a` une valeur compatible
avec les oxydes minces. Cette fonction est re´alise´ par un re´gulateur se´rie qui fournit depuis le
VCC du lecteur , une alimentation 1.8V ±10%. Cette plage de 10% est duˆ a` l’impre´cision des
composants interne du re´gulateur. Le re´gulateur a aussi une fonction de filtrage des bruits sur
le VCC, FIG. 5.9. Cet e´cart par rapport a` la tension de´sire´e de 1.8V , ainsi que la resultante
du bruit du VCC, filtrer par le regulateur, influence le syste`me.
FIG. 5.9 – Sche´ma fonctionnel du re´gulateur
Nous avons re´alise´ une se´rie de mesures pour caracte´riser ce transfert de bruit, et le
quantifier graˆce au parame`tre de ‘sensibilite´e a` l’alimentation’. Il s’agit de comparer la valeur
d’un e´le´ment pour une alimentation stable, a` sa valeur pour une alimentation bruite´e.
Supplysensitivity±10% =
FreqV dd − FreqV dd±10%
FreqV dd
(5.1)
On peut observer sur les figures 5.10 et 5.11 que le bruit d’alimentation a une influence
importante pour les basses fre´quences et que cette influence diminue avec l’augmentation
de la fre´quence d’oscillation. Cette impact de l’alimentation sur le syste`me ne sera pas a`
ne´gliger en cas de mise en place au sein de l’environnement Smart-card et une re´gulation de
l’alimentation sera ne´cessaire.
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FIG. 5.10 – Sensibilite´ du syste`me, pour diffe´rents cas de proce´de´s de fabrication, suite a`
une variation positive de la tension d’alimentation.
FIG. 5.11 – Sensibilite´ du syste`me, pour diffe´rents cas process, suite a` une variation ne´gative
de la tension d’alimentation.
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A noter que toute ces simulations ont e´te´ re´alise´es apre`s placement routage et extractions
des capacite´es et re´sistances parasites des nets. L’e´tude transitoire du circuit a e´te´ la seconde
e´tape.
Sur la Fig. 5.12 on peut voir le re´sultat de simulation transitoire de la BVP dans des
conditions typiques de process et de tempe´rature. Le signal d’entre´e correspond au signal
USB apre`s eˆtre passe´ par le multiplieur (24MHz±2, 7% pour tenir compte du bruit introduit
par le lecteur, voir Fig. 2.27)
FIG. 5.12 – Simulation transistoire de la BVP en typique avec : Signal de re´fe´rence et tension
de controˆle de l’OCT
On peut voir que dans le cas typique, la tension de controˆle de l’OCT vient se stabiliser
apre`s 2.8µs avec une pre´cision de 0.2%.
La meˆme simulation a e´te´ re´alise´e, en conside´rant les parasites et les conditions pires
cas, Fig. 5.13 et Fig. 5.14. On observe alors que le temps d’e´tablissement de la BVP passe a`
4.3µs avec une pre´cison de 0.25%
Quelque soit les conditions de simulation, le syste`me re´pond bien a` la spe´cification. On
peut aussi observer que pour ces simulations, un mode`le VerilogA de multiplieur (voire An-
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FIG. 5.13 – Simulation transistoire de la BVP en Pire cas
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FIG. 5.14 – Simulation transistoire de la BVP en Pire cas
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nexe A.5) a e´te´ utilise´. Ce mode`le ge´ne`re un signal de re´fe´rence non pe´riodic, de fre´quence
24MHz ± 2, 7%. On peut penser que l’utilisation du multiplieur de fre´quence faible bruit
e´tudie´ dans le chapitre 4.6 va affiner ces re´sultats. Une fois la validation du syste`me par la
simulation e´ffectue´e nous somme passe´ aux mesures physiques.
5.3 Mesures
La premiere phase a e´te´ re´lise´e sous pointes, au laboratoire, Fig 5.15. La difficulte´ de ce
type de mesure re´side dans la mise en place du banc.
FIG. 5.15 – Banc de mesure sous pointe.
En effet plus le nombre de pointes ne´cessaires augmentent plus il devient complique´
de venir les placer sur les plots (‘PAD’) d’entre´e-sortie. Sur la Fig. 5.16 on peut observer
le layout de la puce de test. On peut voire que le circuit de re´cupe´ration d’horloge n’est
pas le seul e´le´ment, et qu’il a e´te´ choisi de placer tous les blocs constituant le syste`me
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inde´pendament, ainsi que le syste`me complet.
FIG. 5.16 – Layout de la structure de test.
Une se´rie de mesures a e´te´ re´alise´ sur deux e´le´ments simples, le de´tecteur de phase et le
filtre de boucle. Ces deux e´le´ments sont les seuls ne ne´cessitant pas un nombre de pointes
trop important, voir Fig. 5.17.
Sur la Fig. 5.18 on peut voir que les re´sultats des mesures re´alise´es a` diffe´rents endroits
du silicium pour caracte´riser le filtre de boucle, se situe bien dans la plage des cas extreˆmes
de simulation. La caracte´risation du filtre a e´te´ re´alise´ en ramenant la valeur de la tension de
sortie sur la valeur de la tension d’entre´e.
Le bloc de de´tection de phase fre´quence nous permet aussi, avec l’utilisation de ‘seule-
ment’ 10 pointes, de re´aliser une se´rie de mesures. Sur la Fig. 5.19 on voit bien que la sortie
du de´tecteur de typeHogge donne bien l’e´cart de phase entre les deux signaux d’entre´es. Pour
re´aliser cette mesure, les deux signaux d’entre´s des GBF (Ge´ne´rateur Basse Fre´quence) on
e´te´ synchronise´es l’un par rapport a` l’autre, pour avoir un e´cart constant de phase. On peut
observer aussi quelques phe´nome`nes de distortion duˆ aux e´le´ments parasites des pointes et
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FIG. 5.17 – Photographie du placement des pointes sur la puce pour les mesures du filtre de
boucle.
FIG. 5.18 – Caracte´risation de la fonction de transfert du filtre de boucle lors des mesures
sous pointes et comparaison aux cas extreˆmes de simulation.
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aux cables du banc de mesure. Mais le comportement global est celui de´sire´.
FIG. 5.19 – Ecart de phase mesure´ en sortie du de´tecteur de phase.
Comme il a e´te´ dit plus haut, les mesures sous pointe sont limite´es a` des blocs ne
ne´ce´ssitant pas un nombre important de points de simulations. Le reste des mesures a` ainsi
e´te´ re´alise´ sur boitier et carte de test. On peut observer les re´sultats de mesure sur les blocs
inde´pendants que sont la source de courant et la pompe de charge sur les figures 5.20 et 5.21.
On peut observer que notre source de courant amplifie bien le courant provenant de la
re´fe´rence de courant (725nA) pour e´mmettre 195µA tout en restant stable quand la tension
de sortie devient faible. Ce qui valide le comportement de l’e´tage de sortie en cascode re´gule´
vu dans le chapitre 4. On peut observer sur la Fig. 5.21 que le controˆle du courant en passant
de gnd a` VDD fait passer le courant de sortie de 195µA a 7µA comme simule´ pre´ce´dement.
La fre´quence de sortie en fonction de la tension de controˆle de l’OCT a e´te´ mesure´, pour
caracte´riser l’OCT. Les mesures de la Fig. 5.22 ont e´te´ re´alise´ sur un OCT en dehors de la
boucle de re´cupe´ration d’horloge. On peut voir que la caracte´ristique n’est pas celle de´sire´e.
Cela peut s’expliquer par le fait qu’il y a eu un proble`me au moment de la fabrication des
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FIG. 5.20 – mesure du courant ge´ne´re´ par la source de courant en fonction de la tension
aplique´e sur son e´tage de sortie
FIG. 5.21 – mesure du courant ge´ne´re´ par la source en fonction de la tension apllique´e sur
son signal de controˆle
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niveaux de me´taux. Ce proble`me a rendu les ‘via’ (connexion entre les diffe´rents niveau
de me´taux) ultra-re´sistif, faisant passer leur re´sistivite´e, de 60Ω a` 10KΩ. Ce proble`me peut
expliquer le de´calage en fre´quence de notre OCT entre les mesures et les simulations.
FIG. 5.22 – Fre´quence d’oscillation de l’OCT en fonction de sa tension de controˆle
L’impact de ce proble`me se retrouve sur les mesures. Des mesures ont e´te´ re´alise´ en
augmentant la tension d’alimentation a` 1.99V pour essayer de compenser cette baisse de
fre´quence. On peut observer les re´sultats de mesure avec une alimentation plus e´leve´ sur
la Fig. 5.23. Le gain de l’OCT reste le meˆme (on passe de 29.5MHz/V a` 30.8MHz/V )
mais on peut observer que la fre´quence d’oscillation a augmente´ sur l’ensemble de la plage
d’utilisation.
Cependant cette augmentation reste insufisante pour atteindre les 48MHz exige´s. Des
mesures ont e´te´ re´alise´es sur les diffe´rents e´le´ment de la boucle pour ve´rifier son comporte-
ment. Les blocs, le de´tecteur de phase, la source de courant module´e, le pompe de charge, le
filtre, ont dans la boucle le meˆme comportement que pris individuellement. Ils interagissent
correctement et re´pondent au cahier des charges. La pompe de charge fournie moins de 2%
d’e´cart entre les courants Isource et Ipuit et transmet correctement la quantite´ de charge
transmise par la source de courant module´ :
– Isource = 182.42µA pour Ipuit = 185.45µA quand la source de courant module´e
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FIG. 5.23 – Fre´quence d’oscillation de l’OCT en fonction de sa tension de controˆle
fournie I = 185.45µA
– Isource = 7.5µA pour Ipuit = 7.6µA quand la source de courant module´e fournie
I = 7.81µA
L’OCT quand a` lui, une fois dans la boucle, ne transmet pas de signal vers la sortie. Que
se soit en mode de test ou en fonctionnement standart on ne visualise par sur l’oscilloscope de
signal en sortie de la boucle. La question est de savoir si le proble`me se trouve au niveau de
l’OCT lui meˆme ou du ‘PAD’ de sortie de la boucle. Les mesures re´alise´ sur l’OCT en dehord
de la boucle et le fait que cette de´faillance se retrouve sur une dizaines de puces teste´, tendent
a` montrer que le proble`me serait plutoˆt localiser sur le PAD de sortie de l’OCT. L’ensemble
des e´le´ments de la boucle ayant un comportement conforme aux attentes, a` l’exeption de
l’OCT, la puce a e´te´ envoye´e au laboratoire d’analyse de de´faillance chez Atmel pour re´aliser
un FIB (Focus Ion Beam) et ainsi e´ffectuer un de´capage ionique. Cette microscopie ionique
a` balayage permet de venir acce´der sur la puce aux entre´es-sorties de l’OCT dans la boucle.
Le laboratoire de de´faillance pourra ensuite tester l’OCT dans la boucle sans passer par les
‘PAD’ et ainsi verifier notre supposition.
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L’objectif de cette e´tude e´tait de concevoir et de re´aliser un syste`me de re´cupe´ration
d’horloge destine´ a` la communication entre les cartes a` puce et leur lecteur en utilisant le
protocole USB. Ce syste`me devait eˆtre capable de ge´ne´rer une horloge stable a` partir du flux
de donne´es USB sans source de re´fe´rence stable, tel un cristal de quartz par exemple, en res-
pectant les normes associe´es au support et au protocole de communication. Enfin, le syste`me
propose´ devait eˆtre imple´mente´ sur un proce´de´ CMOS 0.15µm de la socie´te´ Atmel.
Le chapitre 1.1 a mis en e´vidence la ne´cessite´ de concevoir ce type d’architecture. A
titre d’introduction, nous avons de´taille´ le contexte de ce travail de recherche ainsi que les
principales de´finitions importantes ne´cessaires a` la bonne compre´hension du proble`me.
Dans le chapitre 2, nous avons de´crit le cahier des charges de la spe´cification USB et
nous avons passe´ en revue les diffe´rentes me´thodes de re´cupe´ration d’horloge propose´es
dans la litte´rature. Prises individuellement, aucune d’entre elles ne permet d’atteindre simul-
tane´ment tous les objectifs fixe´s par le cahier des charges. En effet, comme nous l’avons vu
au premier chapitre, les syste`mes a` base de BVP et de BLD engendrent des surconsomma-
tions et requie`rent une surface trop importante. La multiplication des blocs utilise´s engendre
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une complexitie´ d’imple´mentation souvent pre´judiciable. Cependant, l’utilisation d’une so-
lution adapte´e d’une simple BVP, par le biais d’une architecture ade´quate, devait permettre
de re´pondre a` nos attentes.
En particulier, nous avons constate´ que la majeure partie des informations utiles a` la
ge´ne´ration d’horloge est ve´hicule´e par une faible proportion de donne´es envoye´es par le ser-
veur USB. De ce constat est ne´ le principe de bande passante adapte´e : en modulant la bande
passante de notre boucle, par le biais d’une source de courant module´e, notre architecture
permet d’atteindre un compromis entre temps d’accroche, pre´cision d’horloge, bruit et ren-
dement, tout en respectant les contraintes surfaciques.
Notre syste`me se compose, comme nous l’avons vu dans le chapitre 3 d’une BVP
avec une solution d’adaptation de bande passante. De plus, au vu des contraintes de non-
pe´riodicite´ et des longues pe´riodes sans donne´e de notre signal de re´fe´rence, nous avons
choisi un de´tecteur de phase de type Hogge. L’analyse mathe´matique et nume´rique du
syste`me re´alise´e dans le chapitre 4, a ensuite permis de de´terminer les valeurs des parame`tres
de la boucle et la mise en place du syste`me au niveau transistor.
La topologie pre´sente´e a e´te´ simule´e en utilisant Spice avec les parame`tres Bsim3 d’un
proce´de´ CMOS 0.15µm fournie par Atmel.
la reconfiguration de la bande passante du syste`me en fonction de l’e´tat de ce dernier
permet d’atteindre, en toute circonstance, une rapidite´ de ge´ne´ration d’horloge de l’ordre
de la microseconde. Enfin les re´sultats des simulations ont permis de ve´rifier la qualite´ de
la ge´ne´ration, la stabilite´ du syste`me et l’efficacite´ du masquage. Nous avons donc rempli
l’objectif de ce travail de recherche. La surface totale du circuit est de 600µm ∗ 300µm, ce
qui est plus de 5 fois infe´rieur a` la surface qu’aurait ne´cessite´ un circuit reposant sur des
combinaisons de boucles. Le ge´ne´rateur d’horloge propose´ fait l’objet de quatre articles en
confe´rences internationales (cf. A.6).
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Conclusions
Le syste`me propose´ au chapitre 3 comprend un multiplieur de fre´quence faible bruit. La
conception et la re´alisation de ce dernier font l’objet du chapitre 4.6. Dans un e´tat de l’art
pre´liminaire, nous avons vu en quoi les multiplieurs existants ne re´pondent pas entie`rement
a` nos attentes. Une solution a e´te´ de´veloppe´e au sein du laboratoire, afin de re´pondre a` notre
cahier des charges. Nous avons propose´ un nouveau multiplieur de fre´quence qui repose sur
la se´lection d’harmonique et la conservation de bruit de phase. L’analyse mathe´matique et
nume´rique du syste`me non-line´aire de´crivant ce multiplieur a ensuite permis de de´terminer
les valeurs des parame`tres du filtre passe bande ne´cessaire a` la se´lection. Enfin, le multipleur
a e´te´ simule´ avec la technologie CMOS 0.15µm. Les re´sultats des simulations ont confirme´
la capacite´ de notre architecture a` multiplier la fre´quence en conservant des niveaux de bruit
tre`s faibles.
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A
ANNEXE
A.1 Liste des Acronymes
– ADS⇒ Advanced Design System
– APDU⇒ Application Protocol Data Units
– A-PLL⇒ Analog Phase Locked Loop
– BLD⇒ Boucle a Ligne de De´lai, DLL en anglais pour Delay Line Loop
– BVP⇒ Boucle a Verouillage de Phase
– BVP-IC⇒ Boucle a Ve´rrouillage de Phase par Impulsion de Charge
– CP-PLL⇒ Charge Pump Phase Locked Loop
– CRC⇒ Controˆle a Redondance Cyclique
– CUD-PLL⇒ Counting Up/Down Phase Locked Loop
– DP⇒ De´tecteur de Phase, PD en anglais pour Phase Detector
– DPF⇒ De´tecteur de Phase-Fre´quence, PFD en anglais pour Phase Fre´quency Detector
– D-PLL⇒ Digital Phase Locked Loop
– DSP⇒ Digital Signal Processor
– DS-PLL⇒ Digital Sample Phase Locked Loop
– EOP⇒ End Of Packet
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– ETSI⇒ European Telecommunication Standart Institute
– HB⇒ Harmonic Balance
– ISF⇒ Impulse Sensitivity Function
– ISO⇒ Internationnal Standart Organisation
– MMC⇒ MultiMediaCard
– NFC⇒ Near Field Contact
– NRZ⇒ Non Return to Zero
– NRZI⇒ Non Return to Zero Inverse
– OCN⇒ Oscillateur Controle´ Nume´riquement
– OCT⇒ Oscillateur Controlle´ en Tension, VCO en anglais pour Voltage Controled Oscillator
– PLL⇒ Phase Locked Loop
– PSS⇒ Pseudo Steady State
– RFI⇒ Radio Frequency Interference
– SCP⇒ Smart Card Platform
– SIM⇒ Subscriber Identity Module
– SOF⇒ Start Of Frame
– Soft-PLL⇒ Software Phase Locked Loop
– S-PLL⇒ Sample Phase Locked Loop
– SWP⇒ Single Wire Protocol
– TSYO⇒ Three Strikes and You’re Out
– USB⇒ Universal Serial Bus
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A.2 Spe´cification USB
FIG. A.1 – Cable USB High-/Full-speed
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FIG. A.2 – Diagramme de topologie des Bus de communication du Protocol USB
176
FIG. A.3 – Paquet d’identification pour les principaux champs de paquet USB ordinaires
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FIG. A.4 – re´capitulatif des diffe´rents transferts dans la chaine de communication.
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FIG. A.5 – Niveau de transition USB
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A.3 Mathcad
FIG. A.6 – parame`tres du syste`me BVP
180
FIG. A.7 – Calcul des poˆles et ze´ros
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FIG. A.8 – Calcul de la valeur des e´le´ments du filtre
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FIG. A.9 – Calcul de la valeur des pics parasites
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FIG. A.10 – Calcul du bruit thermal des re´sistances
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FIG. A.11 – mise en place du modele analytique des signaux NRZI
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FIG. A.12 – mise en place du modele analytique des signaux NRZI (suite)
186
FIG. A.13 – mise en place du mode`le analytique des signaux NRZI et spectre du signal
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FIG. A.14 – mise en place du mode`le analytique des signaux NRZI et spectre du signal
(suite)
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A.4 Cadence
FIG. A.15 – Sche´mas cadence de la source de courant module´ de fac¸on analogique
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FIG. A.16 – Sche´mas de la source de courant module´e de fac¸ons nume´rique
FIG. A.17 – Sche´mas du detecteur de phase Hogge modifie´
FIG. A.18 – Filtre passe bande du multiplieur de fre´quence
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FIG. A.19 – OTA du multiplieur de fre´quence
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A.5 Verilog
// Module VerilogA du ge´ne´rateur de bruit
‘include "constants.vams"
‘include "disciplines.vams"
module noise_generator (ref, vout);
input ref;
output vout;
electrical ref, vout;
parameter real att = 21 from [0:inf);
parameter real trise = 100p from [0:inf);
parameter real tfall = 100p from [0:inf);
parameter real tdelai = 3.5 from [0:inf);
// noise part
integer seed;
integer mcd1;
real num;
real num1;
//electrical n1;
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analog begin
@ (initial_step) begin
mcd1 = $fopen("toto");
seed = 23;
end
num = $dist_normal(seed,5,1);
num1 = num/1;
//$fstrobe(mcd1,"random number is", num);
$fstrobe(mcd1, num1);
// end noise part
V(vout) <+ transition(V(ref), (num1*1n), trise, tfall);
end
endmodule
// Module VerilogA de multiplication de fre´quence par deux.
// inclusion des fichiers standards (disciplines et constantes)
// qui continnent les declarations standards.
// on notera qu‘en verilogAMS les fichiers ont l‘extension .vams
‘include "constants.vams"
‘include "disciplines.vams"
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// declaration du composant, ici mult2, avec deux pins, in et out.
module mult2 (in, out);
// une pin sera une entree, une pin sera une sortie
//et les signaux transitant par ces ports
// seront de type electrique
input in;
output out;
electrical in, out;
// des variables parametrables par l‘utilisateur sont declarees,
//toutes de type reelles.
parameter real vth=0.9,
dt1=41.6665n,
trise=100p,
tfall=100p;
// un noeud interne est specifie de type electrique
electrical n1;
// declaration deux deux variable interne au composant de type reelle.
real a,b;
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// debut du bloc de description analogique comportementale
analog begin
// declaration de l etat initial letat initial du noeud n1
//et variable a et b.
a = V(in);
V(n1) <+ transition ( a, dt1, trise, tfall) ;
if ( V(n1) == V(in) ) b=0;
else b=1.8;
// modelisation comportememtal du composant.
begin
// a chaque occurence de l‘evennement ‘cross‘ on execute le ‘if‘
@( cross (V(in) - vth))
begin
if ( V(n1) == V(in) ) b=0;
else b=1.8 ;
end
end
// etat final du systeme.
// la tension de la node ‘out‘ prend la valeur de b avec un delai,0,
// un temps de montee, trise, et un temps de descente tfall.
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V(out) <+ transition ( b, 0, trise, tfall) ;
end
endmodule
// Module VerilogA de detection de fre´quence et indicateur de lock
‘include "constants.vams"
‘include "disciplines.vams"
module FRQdetec(in, outv, outn);
input in ;
output outv, outn;
voltage in, outv, outn;
integer crossings;
real latest, previous, periode, frequence;
parameter real vth = 0.9;
real latestd, previousd, perioded, frequenced, freq1;
integer crossingsd;
real a;
real b;
integer mcd1;
integer mcd2;
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analog
begin
@(initial_step)
begin
mcd1 = $fopen("periodeup");
mcd2 = $fopen("periodedwn");
crossings = 0;
previous = 0;
latest = 0;
periode = 0;
frequence = 0;
end
@(cross(V(in)-vth, +1))
begin
crossings = crossings+1;
previous = latest;
latest = $realtime;
periode = latest - previous;
frequence = 1/periode;
if ( periode <= 20.88555e-9 && periode >= 20.78138e-9 )
$fstrobe(mcd1, "frequency OK", frequence);
else
$fstrobe(mcd1, "frequency wrong at time", latest);
$fstrobe(mcd1, frequence);
end
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@(cross(V(in)-vth, -1))
begin
crossingsd = crossingsd+1;
previousd = latestd;
latestd = $realtime;
perioded = latestd - previousd;
frequenced = 1/perioded;
if ( perioded <= 20.88555e-9 && perioded >= 20.78138e-9 )
$fstrobe(mcd2, "frequency OK", frequenced);
else
$fstrobe(mcd2, "frequency wrong at time", latestd);
$fstrobe(mcd2, frequenced);
end
a = (frequenced+frequence)/2 ;
if (a > 300e6)
freq1 = 600e6;
else
freq1 = a;
if (a <= 48.12e6 && a >= 47.88e6)
b = 1.8;
else
b = 0;
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V(outv) <+ transition(freq1) ;
V(outn) <+ transition(b, 1p, 1p) ;
end
endmodule
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A.6 Valorisation de la The`se
1. ”Etat de l’art sur les de´tecteurs de Phase Fre´quence” Journe´e National des Doctorant 05, Paris
– J. Roche
2. ”A 50MHz Phase Locked Loop with Adaptive Bandwidth for Jitter Reduction” IEEE-ICM 07,
Caire.
– J. Roche, W. Rahajandraibe, L. Zaı¨d, G. Bracmard
3. ”A Differential 3.3V BICMOS Buffer with Current Consumption and Linearity Control for RF
Mixer” IEEE-ICM 07, Caire.
– Quatrie`me auteur
4. ”A low Noise Fast-Settling Phase Locked Loop with Loop Bandwidth Enhancement” IEEE-
NEWCAS and TAISA 2008, Montreal.
– J. Roche, W. Rahajandraibe, L. Zaı¨d, G. Bracmard.
5. ”A New Adaptation Scheme For Low Noise and Fast Settling Phase Locked Loop” IEEE Mid-
west Symposium on Circuit and Systems 2008 (MWSCAS), Knoxville.
– J. Roche, W. Rahajandraibe, L. Zaı¨d, G. Bracmard.
6. ”A Phase Locked Loop with Loop Bandwidth Enhancement for Low-Noise and Fast-Settling
Clock Recovery” IEEE International Conference on Electronics, Circuits and Systems 2008
(ICECS), Malte.
– J. Roche, W. Rahajandraibe, L. Zaı¨d, G. Bracmard, D Fronte.
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