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Abstract
Under the framework of G-expectation and G-Brownian motion, we introduce Itoˆ’s integral for
stochastic processes without assuming quasi-continuity. Then we can obtain Itoˆ’s integral on stopping
time interval. This new formulation permits us to obtain Itoˆ’s formula for a general C1,2-function, which
essentially generalizes the previous results of Peng (2006, 2008, 2009, 2010, 2010) [21–25] as well as those
of Gao (2009) [8] and Zhang et al. (2010) [27].
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1. Introduction
A G-Brownian motion is a continuous process with independent and stationary increments
under a nonlinear expectation called G-expectation. We first recall the notion of nonlinear
expectation introduced in the study of nonlinear pricing and risk measuring problem in finance.
The notion of g-expectation was introduced via BSDE in [18]. It is an ideal framework for
the valuation of randomness and risk in the case of the uncertainty of probability models; see
[2,7,19].
One important limitation of g-expectation is that the involved uncertain probability measures
have to be absolutely continuous with respect to a reference probability measure, e.g., a Wiener
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measure. But for the well-known problem of volatility model uncertainty (uncertain volatility
model, abbreviated UVM) in finance, there is an uncountable number of unknown probabilities
which are essentially singular from each other. Avellaneda et al. [1] and Lyons [16] studied this
UVM problem for the situation of state-dependent options. The situation of path-dependence is
more challenging and needed to create a new framework more general than the classical notion
of probability.
Such types of fully nonlinear expectations for situations of path-dependence were constructed
by Peng (2004, 2005) in [19,20] where two very different approaches were introduced to solve the
involved problem of dynamic consistency. The first one is a generalized dynamic programming
principle for the path-dependent situation. The second one is about to use the notion of nonlinear
monotone semigroups of Nisio’s type, called nonlinear Markov chain, to develop a nonlinear
version of Kolmogorov consistency theorem in order to construct nonlinear expectation spaces
which play the role of the classical probability spaces.
The most typical example of the above-mentioned fully nonlinear expectation is the G-
expectation under which the corresponding canonical path is called G-Brownian motion. This
notion and the corresponding stochastic calculus of Itoˆ’s type were introduced and systematically
developed in [21–25].
Independently, Denis and Martini (2006) [6] defined a stochastic integral of Itoˆ’s type using
their deep results of quasi-surely analysis to solve the hedging problem of UVM. It was proved
in [5] that the basic space L2G(Ω) defined in [21–25] (see the next section) coincides with that
in [6].
More precisely, G-Brownian motion is a continuous process (Bt )t≥0 defined on a sublinear
expectation space (Ω ,H, Eˆ) with independent and stationary increments. It was proved that each
increment X = Bt+s − Bt of B is G-normally distributed, namely,
aX + bX¯ d=

a2 + b2 X, ∀a, b ≥ 0,
where X¯ is an independent copy of X under Eˆ. A new type of stochastic integral and the related
Itoˆ’s calculus has been introduced in [21] (see also [22–25]).
For example, if Φ is a C2-function such that Φxx satisfies polynomial growth condition, then
we have
Φ(Bt )− Φ(Bs) =
∫ t
s
Φx (Bu)dBu + 12
∫ t
s
Φxx (Bu)d⟨B⟩u . (1)
An interesting problem is how to extend the above formulation to the situation where Φ is simply
a C2-function. The main obstacle to treat this situation is that the notion of stopping times and
the related properties have not yet been well understood and studied within the framework of G-
expectation and G-Brownian motion. A difficulty hidden behind is that until now the theory
is mainly based on the space of random variables X = X (ω) which are quasi-continuous
with respect to the natural Choquet capacity cˆ(·) of G-expectation. It is not yet clear that the
martingale properties still hold for random variables without quasi-continuous condition. On
the other hand, stopping times are closely related to random variables without quasi-continuity
properties. Recently, Gao [8] and Zhang et al. [27] have improved Itoˆ’s formula of Peng [21–23].
But the problem of (1) for C2-function without the growth restriction is still open.
In this paper, we will overcome this restriction on Φ by introducing Itoˆ’s stochastic integrals t
0 ηsdBs where, for each t , the integrand ηt needs not to be a quasi-continuous random variable.
Within this framework, we can treat the fundamentally important Itoˆ’s integral
 t∧τ
0 ηsdBs for
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a stopping time τ and then obtain some important properties for the related stochastic calculus.
A very general form of Itoˆ’s formula with respect to G-Brownian motion, which is comparable
with that from the classical Itoˆ’s calculus, has been obtained. In particular, (1) is proved to be
true for Φ ∈ C2.
This paper is organized as follows. In the next section, we recall some basic notions and results
of G-Brownian motion under a G-expectation and the related space of random variables. In
Section 3, we introduce a new space M2∗ (0, T ) of stochastic processes which are not necessarily
quasi-continuous and then define the related Itoˆ’s integral on this space. In Section 4, we discuss
Itoˆ’s integral defined on [0, τ ] where τ is a stopping time. This allows us to have a Itoˆ’s integral
for a space M2ω(0, T ) which is larger than M
2∗ (0, T ). Finally in Section 5, we prove the above-
mentioned general form of Itoˆ’s formula.
We believe that some notions and properties of this paper will become important and
basic tools in the further development of G-Brownian motion and the corresponding nonlinear
expectation analysis.
2. Basic settings
We first present some preliminaries in the theory of sublinear expectations and the related
G-Brownian motions. More details can be found in [21–25]. Some further developments and
related topics can be found in [3,5,6,8–14,17–20,26].
Definition 2.1. Let Ω be a given set and let H be a linear space of real valued functions defined
on Ω with c ∈ H for all constants c, and |X | ∈ H, if X ∈ H. H is considered as the space of our
“random variables”. A sublinear expectation E on H is a functional E : H → R satisfying the
following properties: for all X, Y ∈ H, we have
(1) Monotonicity: E[X ] ≥ E[Y ], if X ≥ Y .
(2) Constant preserving: E[c] = c, ∀c ∈ R.
(3) Sub-additivity: E[X + Y ] ≤ E[X ] + E[Y ].
(4) Positive homogeneity: E[λX ] = λE[X ], ∀λ ≥ 0.
The triple (Ω ,H,E) is called a sublinear expectation space. X ∈ H is called a random variable
on (Ω ,H). We often call Y = (Y1, . . . , Yd), Yi ∈ H a d-dimensional random vector on (Ω ,H).
Let us consider a space of random variables H satisfying: if X i ∈ H, i = 1, . . . , d, then
ϕ(X1, . . . , Xd) ∈ H, ∀ϕ ∈ Cb, Lip(Rd),
where Cb, Lip(Rd) is the space of all bounded and Lipschitz continuous functions on Rd .
Definition 2.2. An m-dimensional random vector Y = (Y1, . . . , Ym) is said to be independent of
another n-dimensional random vector X = (X1, . . . , Xn) if for each ϕ ∈ Cb, Lip(Rn × Rm),
E[ϕ(X, Y )] = E[E[ϕ(x, Y )]x=X ].
Let X1 and X2 be two n-dimensional random vectors defined respectively on sublinear
expectation spaces (Ω1,H1,E1) and (Ω2,H2,E2). They are called identically distributed,
denoted by X1
d= X2, if for each ϕ ∈ Cb, Lip(Rn),
E1[ϕ(X1)] = E2[ϕ(X2)].
If X, X¯ are two n-dimensional random vectors on (Ω ,H,E) and X¯ is identically distributed with
X and independent of X , then X¯ is said to be an independent copy of X .
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Definition 2.3 (G-Normal Distribution). A d-dimensional random vector X = (X1, . . . , Xd) on
a sublinear expectation space (Ω ,H,E) is called G-normally distributed if for each a, b ≥ 0, we
have
aX + bX¯ d=

a2 + b2 X, (2)
where X¯ is an independent copy of X . Here the letter G denotes the function
G(A) := 1
2
E[(AX, X)] : Sd → R.
It is also proved in [22] that, for each a ∈ Rd and p ∈ [1,∞)
E[|(a, X)|p] = 1
2πσ 2aaT
∫ ∞
−∞
|x |p exp

−x2
2σ 2aaT

dx,
where σ 2aaT = 2G(aaT ).
Definition 2.4. A d-dimensional stochastic process ξt (ω) = (ξ1t , . . . , ξdt )(ω) defined on
a sublinear expectation space (Ω ,H,E) is a family of d-dimensional random vectors ξt
parameterized by t ∈ [0,∞) such that ξ it ∈ H, for each i = 1, . . . , d and t ∈ [0,∞).
The most typical stochastic process on a sublinear expectation space is the so-called G-
Brownian motion (see [21–25]).
Definition 2.5 (G-Brownian Motion). Let G : Sd → R be a given monotonic and sublinear
function. A process {Bt (ω)}t≥0 on a sublinear expectation space (Ω ,H,E) is called a G-
Brownian motion if for each n ∈ N and 0 ≤ t1 < · · · < tn < ∞, Bt1 , . . . , Btn ∈ H and
the following properties are satisfied:
(1) B0(ω) = 0.
(2) For each t, s ≥ 0, the increment Bt+s − Bt is independent of (Bt1 , Bt2 , . . . , Btn ), for each
n ∈ N and 0 ≤ t1 ≤ · · · ≤ tn ≤ t .
(3) E[Bt ] = E[−Bt ] = 0, Bt+s − Bt d= Bs, t, s ≥ 0.
(4) E[|Bt |3]/t → 0 as t → 0.
Remark 2.6. Conditions (3) and (4) can be equivalently replaced by the following one (see [24]):
(3
′
) Bt+s − Bt is G-normally distributed. Condition (4) is to guarantee that B has continuous
paths. Without this condition B becomes a G-Le´vy process; see [11].
It is not difficult to construct a G-Brownian motion. Let Ω = Cd0 (R+), i.e., the space of
all Rd -valued continuous paths (ωt )t∈R+ with ω0 = 0. The corresponding canonical process is
Bt (ω) = ωt , t ∈ [0,∞). We let H := Lip(Ω) to be our linear space of random variables, where
Lip(Ω) denotes the spaces of Lipschitzian cylinder functions on Ω , namely,
Lip(Ω) := {ϕ(ωt1 , . . . , ωtn ) : ∀n ≥ 1, t1, . . . , tn ∈ [0,∞), ∀ϕ ∈ Cb, Lip(Rd×n)}.
We now construct a sublinear expectation Eˆ on (Ω ,H) as follows. For each ξ ∈ H = Lip(Ω) of
the form
ξ = ϕ(Bt1 , Bt2 − Bt1 , . . . , Btn − Btn−1), t1 < t2 < · · · < tn,
1496 X. Li, S. Peng / Stochastic Processes and their Applications 121 (2011) 1492–1508
we set
Eˆ[ξ ] := E¯[ϕ(X1√t1, X2√t2 − t1, . . . , Xn

tn − tn−1)],
where {X i }∞i=1 is a given sequence of random variables in a sublinear expectation space
(Ω¯ , H¯, E¯) such that, for each i, X i d= X1, X i+1 is independent of (X1, . . . , X i ) and X1 is G-
normally distributed. It is easy to check that we have consistently defined a sublinear expectation
Eˆ on H. Moreover, under this Eˆ, the canonical process (Bt )t≥0 becomes a G-Brownian motion.
We denote by L pG(Ω) the completion of Lip(Ω) under the natural norm ‖X‖p := Eˆ[|X |p]1/p.
We denote by B(Ω) the Borel σ -algebra of Ω . It was proved in [5] (see also [12] for a simple
proof) that there exists a weakly compact familyP of probability measures defined on (Ω ,B(Ω))
such that
Eˆ[X ] = sup
P∈P
EP [X ], ∀X ∈ Lip(Ω).
We will use a deep result of quasi-surely analysis in [6]. We introduce the natural Choquet
capacity (see [4]) associated to P:
cˆ(A) := sup
P∈P
P(A), A ∈ B(Ω).
We denote, for each t ∈ [0,∞):
• Ωt := {ω·∧t : ω ∈ Ω},
• Ft := B(Ωt ),
• L0(Ω): the space of all B(Ω)-measurable real functions,
• L0(Ωt ): the space of all B(Ωt )-measurable real functions,
• Bb(Ω): all bounded elements in L0(Ω); Bb(Ωt ) := Bb(Ω) ∩ L0(Ωt ),
• Cb(Ω): all continuous elements in Bb(Ω);Cb(Ωt ) := Cb(Ω) ∩ L0(Ωt ).
We can extend the domain of G-expectation Eˆ from L1G(Ω) to the space of random variables
X ∈ L0(Ω) such that EP [X ] exists for each P ∈ P by setting Eˆ[X ] := supP∈P EP [X ].
Definition 2.7. A set A ⊂ Ω is polar if cˆ(A) = 0. A property holds “quasi-surely” (q.s. for
short) if it holds outside a polar set.
A real function X on Ω is said to be quasi-continuous (q.c. for short) if for each ε > 0, there
exists an open set O with cˆ(O) < ε such that X |Oc is continuous. Let X and Y be two random
variables, we say that X is a version of Y , if X = Y q.s. Then the space L pG(Ω) is the completion
of Cb(Ω) under the natural norm ‖ · ‖p and (Theorem 52 in [5])
L pG = {X ∈ L0(Ω) : X has a q.c. version and limn→∞ Eˆ[|X |
pI{|X |>n}] = 0}.
We denote by L p∗ (Ω) (respectively L p∗ (Ωt )) the completion of Bb(Ω) (respectively Bb(Ωt ))
under the norm ‖ · ‖p. Then we have L p∗ (Ω) ⊃ L pG(Ω) and the following propositions
(Propositions 17 and 18 in [5]).
Proposition 2.8. For a given p ∈ (0,+∞], let {Xn}∞n=1 be a sequence in L p∗ (Ω) which
converges to X in L p∗ (Ω). Then there exists a subsequence (Xnk ) which converges to X quasi-
surely in the sense that it converges to X outside a polar set.
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Proposition 2.9. For each p > 0,
L p∗ (Ω) = {X ∈ L0(Ω) : lim
n→∞ Eˆ[|X |
pI{|X |>n}] = 0}.
For notational simplicity, we denote by Bi := Bei the i th coordinate of the d-dimensional
G-Brownian motion B, under a given orthonormal basis (e1, . . . , ed) of Rd . We also denote by
Bat := (a, Bt ) for fixed a ∈ Rd . Then (Bat )t≥0 is a 1-dimensional G-Brownian motion with
σ 2aaT = Eˆ[(a, B1)2] and σ 2−aaT = −Eˆ[−(a, B1)2].
We introduce the following properties, which are important in our stochastic calculus.
Proposition 2.10. For each 0 ≤ t < T, ξ ∈ L2∗(Ωt ), we have
Eˆ[ξ(BaT − Bat )] = 0.
Proof. Let P ∈ P be given. If ξ ∈ Cb(Ωt ), then we have
0 = −Eˆ[−ξ(BaT − Bat )] ≤ EP [ξ(BaT − Bat )] ≤ Eˆ[ξ(BaT − Bat )] = 0.
In the case when ξ ∈ L2∗(Ωt ), we have EP [|ξ |2] ≤ Eˆ[|ξ |2] < ∞. Since it is known that
Cb(Ωt ) is dense in L2(Ω ,Ft , P), we can choose a sequence {ξn}∞n=1 in Cb(Ωt ) such that
EP [|ξ − ξn|2] → 0. Thus
EP [ξ(BaT − Bat )] = limn→∞ EP [ξn(B
a
T − Bat )] = 0. 
Proposition 2.11. For each 0 ≤ t < T, ξ ∈ Bb(Ωt ), we have
Eˆ[ξ2(BaT − Bat )2 − σ 2aaT ξ2(T − t)] ≤ 0. (3)
Proof. If ξ ∈ Cb(Ωt ), then by Lemma 3.5 in [24], we have
Eˆ[ξ2(BaT − Bat )2 − σ 2aaT ξ2(T − t)] = 0.
Thus (3) holds for ξ ∈ Cb(Ωt ). It follows that, for each fixed P ∈ P , we have
EP [ξ2(BaT − Bat )2 − σ 2aaT ξ2(T − t)] ≤ 0. (4)
In the case when ξ ∈ Bb(Ωt ), we can find a sequence {ξn}∞n=1 in Cb(Ωt ), such that ξn → ξ in
L p(Ω ,Ft , P), for some p > 2. Thus we have
EP [ξ2n (BaT − Bat )2 − σ 2aaT ξ2n (T − t)] ≤ 0,
and then, by letting n → ∞, obtain (4) for ξ ∈ Bb(Ωt ). Thus (3) follows immediately for
ξ ∈ Bb(Ωt ). 
3. A generalized Itoˆ’s integral
In [21–25] as well as [8,27], their work is mainly based on the space L pG(Ω), i.e., the random
variables are quasi-continuous. Thanks to Propositions 2.10 and 2.11, we use L p∗ (Ω), instead
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of L pG(Ω) to generalize our Itoˆ’s integral on a larger space of stochastic processes M
2∗ (0, T )
defined as follows. For p ≥ 1 and T ∈ R+ fixed, we first consider the following type of simple
processes:
Mb,0(0, T ) =

η : ηt (ω) =
N−1−
j=0
ξ j (ω)I[t j ,t j+1)(t),
∀N ∈ N, 0 = t0 < · · · < tN = T, ξ j ∈ Bb(Ωt j ), j = 0, . . . , N − 1

.
Definition 3.1. For an η ∈ Mb,0(0, T ) with ηt (ω) = ∑N−1j=0 ξ j (ω)I[t j , t j+1)(t), the related
Bochner integral is∫ T
0
ηt (ω)dt :=
N−1−
j=0
ξ j (ω)(t j+1 − t j ).
For each η ∈ Mb,0(0, T ), we set
EˆT [η] := 1T Eˆ
[∫ T
0
ηt dt
]
= 1
T
Eˆ

N−1−
j=0
ξ j (ω)(t j+1 − t j )

.
Then EˆT : Mb,0(0, T ) → R forms a sublinear expectation.
Definition 3.2. For each p ≥ 1, we denote by M p∗ (0, T ) the completion of Mb,0(0, T ) under the
norm
‖η‖M p(0,T ) =

Eˆ
[∫ T
0
|ηt |pdt
]1/p
.
We have M p∗ (0, T ) ⊃ Mq∗ (0, T ) for p ≤ q . The following process
ηt (ω) =
N−1−
j=0
ξ j (ω)I[t j ,t j+1)(t), ξ j ∈ L p∗ (Ωt j ), j = 0, . . . , N − 1
is also in M p∗ (0, T ).
Definition 3.3. For each η ∈ Mb,0(0, T ) with the form
ηt (ω) =
N−1−
j=0
ξ j (ω)I[t j ,t j+1)(t),
we define Itoˆ’s integral
I (η) =
∫ T
0
ηt dBat :=
N−1−
j=0
ξ j (B
a
t j+1 − Bat j ).
Lemma 3.4. The mapping I : Mb,0(0, T ) → L2∗(ΩT ) is a linear continuous mapping and thus
can be continuously extended to I : M2∗ (0, T )→ L2∗(ΩT ). We have
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Eˆ
[∫ T
0
ηt dBat
]
= 0, (5)
Eˆ
∫ T
0
ηt dBat
2
≤ σ 2aaT Eˆ
[∫ T
0
η2t dt
]
. (6)
Proof. We only need to prove (5) and (6) hold for η ∈ Mb,0(0, T ). From Proposition 2.10, for
each j ,
Eˆ[ξ j (Bat j+1 − Bat j )] = Eˆ[−ξ j (Bat j+1 − Bat j )] = 0.
Thus we have
Eˆ
[∫ T
0
ηsdBas
]
= Eˆ
[∫ tN−1
0
ηsdBas + ξN−1(BatN − BatN−1)
]
= Eˆ
[∫ tN−1
0
ηsdBas
]
= · · · = Eˆ[ξ0(Bat1 − Bat0)] = 0.
We now prove (6). We first apply Proposition 2.10 to derive
Eˆ
∫ T
0
ηt dBat
2
= Eˆ
∫ tN−1
0
ηt dBat + ξN−1(BatN − BatN−1)
2
= Eˆ
∫ tN−1
0
ηt dBat
2
+ ξ2N−1(BatN − BatN−1)2
+ 2
∫ tN−1
0
ηt dBat

ξN−1(BatN − BatN−1)
]
= Eˆ
∫ tN−1
0
ηt dBat
2
+ ξ2N−1(BatN − BatN−1)2

= · · · = Eˆ

N−1−
i=0
ξ2i (B
a
ti+1 − Bati )2

.
Then by Proposition 2.11, we have
Eˆ[ξ2i (Bati+1 − Bati )2 − σ 2aaT ξ2i (ti+1 − ti )] ≤ 0.
Thus
Eˆ
∫ T
0
ηt dBat
2
= Eˆ

N−1−
i=0
ξ2i (B
a
ti+1 − Bati )2

≤ Eˆ

N−1−
i=0
(ξ2i (B
a
ti+1 − Bati )2 − σ 2aaT ξ2i (ti+1 − ti ))

+ Eˆ

N−1−
i=0
σ 2aaT ξ
2
i (ti+1 − ti )

≤
N−1−
i=0
Eˆ[ξ2i (Bati+1 − Bati )2 − σ 2aaT ξ2i (ti+1 − ti )] + Eˆ

N−1−
i=0
σ 2aaT ξ
2
i (ti+1 − ti )

≤ Eˆ

N−1−
i=0
σ 2aaT ξ
2
i (ti+1 − ti )

= σ 2aaT Eˆ
[∫ T
0
η2t dt
]
. 
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The following proposition can be verified directly by the definition of Itoˆ’s integral.
Proposition 3.5. Let η, θ ∈ M2∗ (0, T ), and let 0 ≤ s ≤ r ≤ t ≤ T . Then
(1)
 t
s ηudB
a
u =
 r
s ηudB
a
u +
 t
r ηudB
a
u ;
(2)
 t
s (αηu + θu)dBau = α
 t
s ηudB
a
u +
 t
s θudB
a
u , where α ∈ Bb(Ωs).
Proposition 3.6. For each η ∈ M2∗ (0, T ), we have
Eˆ

sup
0≤t≤T
∫ t
0
ηsdBas
2

≤ 4σ 2aaT Eˆ
[∫ T
0
η2s ds
]
. (7)
Proof. Since for each α ∈ Bb(Ωt ), we have
EP
[
α
∫ T
t
ηsdBas
]
= 0,
thus, for each fixed P ∈ P , the process  ·0 ηsdBas is a P-martingale. It follows from the classical
Doob’s martingale inequality that
EP

sup
0≤t≤T
∫ t
0
ηsdBas
2

≤ 4EP
∫ T
0
ηsdBas
2

≤ 4Eˆ
∫ T
0
ηsdBas
2

≤ 4σ 2aaT Eˆ
[∫ T
0
η2s ds
]
.
Thus (7) holds. 
Proposition 3.7. For any η ∈ M2∗ (0, T ) and 0 ≤ t ≤ T,
 t
0 ηsdB
a
s is continuous in t quasi-
surely.
Proof. The claim is true for η ∈ Mb,0(0, T ) since (Bt )t≥0 is continuous quasi-surely. In the case
when η ∈ M2∗ (0, T ), there exists ηn ∈ Mb,0(0, T ), such that Eˆ
 T
0 (ηs − ηns )2ds

→ 0. By
Proposition 3.6, we have
Eˆ

sup
0≤t≤T
∫ t
0
(ηs − ηns )dBas
2

≤ 4σ 2aaT Eˆ
[∫ T
0
(ηs − ηns )2ds
]
→ 0.
By combining this with Proposition 2.8, we see that there is some subsequence (ηnk ) such that,
quasi-surely, the sequence of processes
 ·
0 η
nk
s dBas uniformly converges to
 ·
0 ηsdB
a
s on [0, T ].
Thus
 t
0 ηsdB
a
s is continuous in t quasi-surely. 
The following propositions will be applied to the proof of our new Itoˆ’s formula. They shall
also find important applications in the further development of the G-stochastic analysis.
Proposition 3.8. For each p ≥ 1 and X ∈ M p∗ (0, T ), we have
lim
n→∞ Eˆ
[∫ T
0
|X t |pI{|X t |>n}dt
]
= 0. (8)
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Proof. For each X ∈ M p∗ (0, T ), we can find a sequence {X (n)}∞n=1 in Mb,0(0, T ) such that
Eˆ
 T
0 |X t − X (n)t |pdt

→ 0. Let xn = supω∈Ω , t∈[0,T ] |X (n)t (ω)| and X¯ (n) = (X ∧ xn)∨ (−xn).
Since |X − X¯ (n)| ≤ |X − X (n)|, we have Eˆ
 T
0 |X t − X¯ (n)t |pdt

→ 0. This also implies that, for
any sequence {αn} tending to +∞,
lim
n→∞ Eˆ
[∫ T
0
|X t − (X t ∧ αn) ∨ (−αn)|pdt
]
= 0.
Now we have for all n ∈ N,
Eˆ
[∫ T
0
|X t |pI{|X t |>n}dt
]
= Eˆ
[∫ T
0
(|X t | − n + n)pI{|X t |>n}dt
]
≤ 2p−1

Eˆ
[∫ T
0
(|X t | − n)pI{|X t |>n}dt
]
+ n pEˆ
[∫ T
0
I{|X t |>n}dt
]
.
The first term of the right-hand side tends to 0 since
Eˆ
[∫ T
0
(|X t | − n)pI{|X t |>n}dt
]
= Eˆ
[∫ T
0
|X t − (X t ∧ n) ∨ (−n)|pdt
]
→ 0.
For the second term, since
n p
2p
I{|X t |>n} ≤

|X t | − n2
p
I{|X t |>n} ≤

|X t | − n2
p
I{|X t |> n2 },
we have
n p
2p
Eˆ
[∫ T
0
I{|X t |>n}dt
]
≤ Eˆ
[∫ T
0

|X t | − n2
p
I{|X t |> n2 }dt
]
→ 0.
Consequently, (8) holds for X ∈ M p∗ (0, T ). 
Corollary 3.9. For each η ∈ M2∗ (0, T ), let ηns = (−n) ∨ (ηs ∧ n), then we have
 t
0 η
n
s dB
a
s → t
0 ηsdB
a
s in L
2∗(ΩT ) for each t ≤ T .
Proposition 3.10. Let X ∈ M p∗ (0, T ). Then for each ε > 0, there exists δ > 0 such that, for all
η ∈ M p∗ (0, T ) satisfying Eˆ
 T
0 |ηt |dt

≤ δ and |ηt (ω)| ≤ 1, we have Eˆ
 T
0 |X t |p|ηt |dt

≤ ε.
Proof. For each ε > 0, by Proposition 3.8, there exists N > 0 such that Eˆ
 T
0 |X t |pI{|X t |>N }dt

≤ ε2 . Taking δ = ε2N p , then we have
Eˆ
[∫ T
0
|X t |p|ηt |dt
]
≤ Eˆ
[∫ T
0
|X t |p|ηt |I{|X t |>N }dt
]
+ Eˆ
[∫ T
0
|X t |p|ηt |I{|X t |≤N }dt
]
≤ Eˆ
[∫ T
0
|X t |pI{|X t |>N }dt
]
+ N pEˆ
[∫ T
0
|ηt |dt
]
≤ ε. 
Proposition 3.11. Let p ≥ 1, X, η ∈ M p∗ (0, T ) and η is bounded, then Xη ∈ M p∗ (0, T ).
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Proof. We can find, for n = 1, 2, . . . , Xn, ηn ∈ Mb,0(0, T ) such that {ηn}∞n=1 is uniformly
bounded and
‖X − Xn‖M p(0,T ) → 0, ‖η − ηn‖M p(0,T ) → 0.
We have
Eˆ
[∫ T
0
|X tηt − Xnt ηnt |pdt
]
≤ 2p−1Eˆ
[∫ T
0
|X t |p|ηt − ηnt |pdt
]
+ 2p−1Eˆ
[∫ T
0
|X t − Xnt |p|ηnt |pdt
]
.
By Proposition 3.10, the first term on the right-hand side tends to 0. Since ηn is uniformly
bounded, the second term also tends to 0. 
Remark 3.12. It is easy to prove that if η ∈ M2∗ (0, T ), then
 ·
0 ηsdBs ∈ M2∗ (0, T ).
Let a = (a1, . . . , ad)T and a¯ = (a¯1, . . . , a¯d)T be two given vectors in Rd . We can define
⟨Ba⟩t := (Bat )2 − 2
∫ t
0
Bas dB
a
s ,
where ⟨Ba⟩ is called the quadratic variation process of Ba. We can also define mutual variation
process by
⟨Ba, B a¯⟩t := 14 [⟨B
a + B a¯⟩t − ⟨Ba − B a¯⟩t ]
= 1
4
[⟨Ba+a¯⟩t − ⟨Ba−a¯⟩t ].
Itoˆ’s integral with respect to ⟨Ba⟩ or ⟨Bi , B j ⟩ can be similarly defined (see the Appendix of [15]).
For the properties of above processes and integrals, we refer the reader to Peng [21–25].
4. Itoˆ’s integral with stopping times
In this section, we study Itoˆ’s integral on an interval [0, τ ], where τ is a stopping time. Readers
can see that, thanks to Propositions 3.8, 3.10 and 3.11, the techniques used in this section are very
similar to the classical situation.
Definition 4.1. A stopping time τ relative to the filtration (Ft ) (see Section 2) is a map on Ω
with values in [0, T ], such that for every t ≤ T ,
{τ ≤ t} ∈ Ft .
Lemma 4.2. For each stopping time τ , we have I[0,τ ](·)η ∈ M p∗ (0, T ), for each η ∈ M p∗ (0, T ).
Proof. For the given stopping time τ , let
τn =
2n−1−
k=0
(k + 1)T
2n
I kT
2n <τ≤ (k+1)T2n
.
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Then we have 2−nT ≥ τn − τ ≥ 0. It is clear that, for m ≥ n,
Eˆ
[∫ T
0
|I[0,τn ](t)− I[0,τm ](t)|dt
]
≤ Eˆ
[∫ T
0
|I[0,τn ](t)− I[0,τ ](t)|dt
]
= Eˆ[τn − τ ] ≤ 2−nT .
By Proposition 3.11, {I[0,τn ]η}∞n=1 is in M p∗ (0, T ). From Proposition 3.10 it follows that this
sequence is a Cauchy one in M p∗ (0, T ). Thus I[0,τ ]η ∈ M p∗ (0, T ). 
Lemma 4.3. For each stopping time τ and η ∈ M p∗ (0, T ), we have∫ t∧τ
0
ηsdBas =
∫ t
0
I[0,τ ](s)ηsdBas , q.s. (9)
Proof. For each n ∈ N, let
τn :=
2n−
k=1
IAkn t
k
n
where tkn = k2−n t, Akn = [tk−1n < t ∧ τ ≤ tkn ] for k < 2n , and A2nn = [τ ≥ t]. {τn}∞n=1 is a
decreasing sequence of stopping times which converges to t ∧ τ q.s. We first prove that∫ t
τn
ηsdBas =
∫ t
0
I[τn ,t](s)ηsdBas , q.s. (10)
By Proposition 3.5, we have∫ t
τn
ηsdBas =
∫ t
2n∑
k=1
I
Akn
tkn
ηsdBas =
2n−
k=1
IAkn
∫ t
tkn
ηsdBas
=
2n−
k=1
∫ t
tkn
IAknηsdB
a
s
=
∫ t
0
2n−
k=1
I[tkn ,t](s)IAknηsdB
a
s , q.s.,
from which (10) follows. We thus have∫ τn
0
ηsdBas =
∫ t
0
I[0,τn ](s)ηsdBas , q.s.
Observe that 0 ≤ τn − τm ≤ τn − t ∧ τ ≤ 2−n t for n ≤ m. From this with Proposition 3.10
it follows that I[0,τn ]η converges in M2∗ (0, T ) to I[0,τ∧t]η and thus I[0,τ∧t]η ∈ M2∗ (0, T ).
Consequently,
lim
n→∞
∫ τn
0
ηsdBas =
∫ t∧τ
0
ηsdBas , q.s.
and (9) holds as well. 
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Definition 4.4. Let p > 0 be fixed. A stochastic process (ηt )t≥0 is said to be in M pω (0, T ) if
there exists a sequence of increasing stopping times {σm}∞m=1, with σm ↑ T , q.s., such that
ηI[0,σm ] ∈ M p∗ (0, T ) and∫ T
0
|ηs |pds <∞, q.s.
Remark 4.5. In the rest of this paper, the notation {σm}∞m=1 is used to denote the sequence of the
corresponding process η ∈ M pω (0, T ). Let {τm}∞m=1 be another sequence of increasing stopping
times with τm ↑ T , q.s. Then it is easy to check that ηI[0,σm∧τm ] ∈ M p∗ (0, T ) and σm ∧ τm ↑ T ,
q.s. Thus we can as well use σm ∧ τm in place of σm . For example, when we consider two
processes η, η¯ ∈ M pω (0, T ) with two sequences of stopping times {σm}∞m=1 and {σ¯m}∞m=1, we
may only use one sequence {σm ∧ σ¯m}∞m=1 for both η and η¯.
Proposition 4.6. Let η ∈ M1ω(0, T ) be given and let
τn = inf

t ≥ 0,
∫ t
0
|ηs |ds ≥ n

∧ σn .
Then ηI[0,τn ] ∈ M1∗ (0, T ),
 t
0 I[0,τn ](s)ηsds and
 t
0 I[0,τn ](s)ηsd⟨Ba⟩s are well-defined processes
which are continuous on [0, T ] quasi-surely.
The proof is similar to that of the following proposition.
Proposition 4.7. Let η ∈ M2ω(0, T ) and τn = inf{t ≥ 0,
 t
0 |ηs |2ds ≥ n} ∧ σn . Then ηI[0,τn ] ∈
M2∗ (0, T ) and the stochastic process (
 t
0 ηsdB
a
s )t∈[0,T ] is a well-defined quasi-surely continuous
process on [0, T ].
Proof. Since, for each n = 1, 2, . . . , ηI[0,τn ] ∈ M2∗ (0, T ), Itoˆ’s integral
 t
0 I[0,τn ](s)ηsdB
a
s is
well defined. On the other hand, on the subset Ωn = {τn = T } and for each m > n, we have
τm = τn = T . Then
lim
m→∞ IΩn
∫ τm∧t
0
ηsdBas = IΩn
∫ τn∧t
0
ηsdBas = IΩn
∫ t
0
ηsdBas , t ∈ [0, T ].
Thus on Ωn the process (
 t
0 ηsdB
a
s )t∈[0,T ] is a well-defined process which is continuous in t
quasi-surely. Since Ωn ↑ Ω¯ ⊂ Ω , with cˆ(Ω¯ c) = 0. It follows (
 t
0 ηsdB
a
s )t∈[0,T ] can be a well-
defined process which is continuous in t quasi-surely. 
5. Itoˆ’s formula
Lemma 5.1. We assume that Φ ∈ C2(Rn) and all first and second order derivatives of Φ are in
Cb,Lip(Rn). Let X = (X1, . . . , Xn) and
Xνt = Xν0 +
∫ t
0
ανs ds +
∫ t
0
η
νi j
s d⟨Bi , B j ⟩s +
∫ t
0
β
ν j
s dB
j
s
where, for ν = 1, . . . , n, i, j = 1, . . . , d, αν, ηνi j and βν j are bounded elements in M2∗ (0, T ).
Then for each t ∈ [0, T ], we have, quasi-surely,
Φ(X t )− Φ(X0) =
∫ t
0
∂xνΦ(Xu)β
ν j
u dB
j
u +
∫ t
0
∂xvΦ(Xu)ανu du
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+
∫ t
0
[
∂xνΦ(Xu)η
νi j
u + 12∂
2
xµxνΦ(Xu)β
µi
u β
ν j
u
]
d⟨Bi , B j ⟩u . (11)
Here and in the rest of this paper, we use the Einstein notation of summing over repeated indices
µ, ν, i and j .
The proof is very similar to those of Lemma 46 and Proposition 48 in [22] (see Appendix
of [15] for the complete proof).
Lemma 5.2. Let Φ ∈ C2(Rn) and its first and second derivatives are in Cb, Lip(Rn). Let
X = (X1, . . . , Xn) be an n-dimensional process on [0, T ] with the form Xνt = Xν0 +
 t
0 α
ν
s ds + t
0 η
νi j
s d⟨Bi , B j ⟩s +
 t
0 β
ν j
s dB
j
s , where αν, ηνi j ∈ M1∗ (0, T ), βν j ∈ M2∗ (0, T ). Then for each
t ∈ [0, T ], we have, quasi-surely,
Φ(X t )− Φ(X0) =
∫ t
0
∂xνΦ(Xu)β
ν j
u dB
j
u +
∫ t
0
∂xvΦ(Xu)ανu du
+
∫ t
0
[
∂xνΦ(Xu)η
νi j
u + 12∂
2
xµxνΦ(Xu)β
µi
u β
ν j
u
]
d⟨Bi , B j ⟩u . (12)
Proof. For simplicity, we only state for the case of n = 1 and d = 1. Let α(k), β(k) and η(k) be
bounded processes such that, as k →∞,
α(k) → α, η(k) → η in M1∗ (0, T ) and β(k) → β in M2∗ (0, T )
and let
X (k)t = X0 +
∫ t
0
α(k)s ds +
∫ t
0
η(k)s d⟨B⟩s +
∫ t
0
β(k)s dBs .
Then we have
lim
k→∞ Eˆ[ sup0≤t≤T |X t − X
(k)
t |] = 0 and lim
k→∞ Eˆ[ sup0≤t≤T |Φ(X t )− Φ(X
(k)
t )|] = 0.
We see that
Eˆ
[∫ T
0
|∂xΦ(X (k)t )β(k)t − ∂xΦ(X t )βt |2dt
]
≤ 2Eˆ
[∫ T
0
|∂xΦ(X (k)t )β(k)t − ∂xΦ(X (k)t )βt |2dt
]
+ 2Eˆ
[∫ T
0
|∂xΦ(X (k)t )βt − ∂xΦ(X t )βt |2dt
]
≤ CEˆ
[∫ T
0
|β(k)t − βt |2dt
]
+ 2Eˆ
[∫ T
0
|βt |2|∂xΦ(X (k)t )− ∂xΦ(X t )|2dt
]
.
But we have sup0≤t≤T |∂xΦ(X (k)t )− ∂xΦ(X t )| ≤ C and
Eˆ
[∫ T
0
|∂xΦ(X (k)t )− ∂xΦ(X t )|2dt
]
→ 0, as k →∞.
Thus we can apply Proposition 3.10 to prove that ∂xΦ(X (k))β(k) → ∂xΦ(X)β in M2∗ (0, T ).
Similarly, ∂xΦ(X (k))α(k) → ∂xΦ(X)α, ∂xΦ(X (k))η(k) → ∂xΦ(X)η and ∂2xxΦ(X (k))(β(k))2 →
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∂2xxΦ(X)β
2 in M1∗ (0, T ). But from the above lemma we have
Φ(X (k)t )− Φ(X (k)0 ) =
∫ t
0
∂xΦ(X (k)u )β
(k)
u dBu +
∫ t
0
∂xΦ(X (k)u )α
(k)
u du
+
∫ t
0
[
∂xΦ(X (k)u )η
(k)
u +
1
2
∂2xxΦ(X
(k)
u )(β
(k)
u )
2
]
d⟨B⟩u .
We then can pass to the limit on both sides of the above equality, as k →∞, to obtain (12). 
Lemma 5.3. Let X be given as in the above lemma and let Φ ∈ C1,2([0, T ] × Rn) such that
Φ, ∂tΦ, ∂xΦ and ∂2xxΦ are bounded and uniformly continuous on [0, T ] × Rn . Then we have
Φ(t, X t )− Φ(0, X0) =
∫ t
0
∂xνΦ(u, Xu)β
ν j
u dB
j
u +
∫ t
0
[∂tΦ(u, Xu)+ ∂xνΦ(u, Xu)ανu ]du
+
∫ t
0
[
∂xνΦ(u, Xu)η
νi j
u + 12∂
2
xµxνΦ(u, Xu)β
µi
u β
ν j
u
]
d⟨Bi , B j ⟩u .
Proof. We can take {Φk}∞k=1 such that, for each k, Φk and all its first order and second order
derivatives are in Cb, Lip([0, T ] × Rn) and such that, as k → ∞,Φk, ∂tΦk, ∂xΦk and ∂2xxΦk
converge respectively to Φ, ∂tΦ, ∂xΦ and ∂2xxΦ uniformly on [0, T ] ×R. We then use the above
Itoˆ’s formula to Φk(X0t , X t ), with Yt = (X0t , X t ), where X0t ≡ t :
Φk(t, X t )− Φk(0, X0) =
∫ t
0
∂xνΦk(u, Xu)β
ν j
u dB
j
u
+
∫ t
0
[∂tΦk(u, Xu)+ ∂xνΦk(u, Xu)ανu ]du
+
∫ t
0
[
∂xνΦk(u, Xu)η
νi j
u + 12∂
2
xµxνΦk(u, Xu)β
µi
u β
ν j
u
]
d⟨Bi , B j ⟩u .
It follows that, as k →∞, we have uniformly
|∂xνΦk(u, Xu)− ∂xνΦ(u, Xu)| → 0, |∂2xµxνΦk(u, Xu)− ∂2xµxνΦ(u, Xu)| → 0,
|∂tΦk(u, Xu)− ∂tΦ(u, Xu)| → 0.
We then can apply the above lemma to Φk(t, X t )−Φk(0, X0) and pass to the limit as k →∞ to
obtain the desired result. 
Theorem 5.4. Let Φ ∈ C1,2([0, T ] × R) and
Xνt = Xν0 +
∫ t
0
ανs ds +
∫ t
0
η
νi j
s d⟨Bi , B j ⟩s +
∫ t
0
β
ν j
s dB
j
s ,
where αν, ηνi j ∈ M1ω(0, T ), βν j ∈ M2ω(0, T ). Then for each t ∈ [0, T ], we have, quasi-surely,
Φ(t, X t )− Φ(0, X0) =
∫ t
0
∂xνΦ(u, Xu)β
ν j
u dB
j
u +
∫ t
0
[∂tΦ(u, Xu)+ ∂xνΦ(u, Xu)ανu ]du
+
∫ t
0
[
∂xνΦ(u, Xu)η
νi j
u + 12∂
2
xµxνΦ(u, Xu)β
µi
u β
ν j
u
]
d⟨Bi , B j ⟩u .
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Proof. For simplicity, we only prove the case of n = d = 1. We set, for k = 1, 2, . . . ,
γt = |X t | +
∫ t
0
(|βu |2 + |αu | + |ηu |)du
and τk := inf{t ≥ 0, γt ≥ k} ∧ σk . Let Φk be a C1,2-function on [0, T ] × Rn such that
Φk, ∂tΦk , ∂xΦk and ∂2xxΦk are bounded uniformly continuous and such that Φk = Φ, for
|x | ≤ 2k, t ∈ [0, T ]. It is clear that
I[0,τk ]β ∈ M2∗ (0, T ), I[0,τk ]α, I[0,τk ]η ∈ M1∗ (0, T )
and we have quasi-surely
X t∧τk = X0 +
∫ t
0
αsI[0,τk ]ds +
∫ t
0
ηsI[0,τk ]d⟨B⟩s +
∫ t
0
βsI[0,τk ]dBs .
We then can apply the above lemma to Φk(t, X t∧τk ) to obtain
Φ(t, X t∧τk )− Φ(0, X0) =
∫ t
0
∂xΦ(u, Xu)βuI[0,τk ]dBu
+
∫ t
0
[∂tΦ(u, Xu)+ ∂xΦ(u, Xu)αu]I[0,τk ]du
+
∫ t
0
[
∂xΦ(u, Xu)ηuI[0,τk ] +
1
2
∂2xxΦ(u, Xu)β
2
u I[0,τk ]
]
d⟨B⟩u, q.s.
Passing to the limit as k → ∞ and noticing that X t is quasi-surely continuous in t , we then
obtain the desired result. 
The following example solves the problem we raised at the beginning of the introduction (see
(1)) for a 1-dimensional G-Brownian motion B.
Example 5.5. For a given Φ ∈ C2(R), we have
Φ(Bt )− Φ(B0) =
∫ t
0
Φx (Bs)dBs + 12
∫ t
0
Φxx (Bs)d⟨B⟩s .
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