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Abstract
This paper is a continuation of our previous work “Rigorous results in selection of steady
needle crystals, J. Differential Equations 197 (2004) 349–426”. It concerns analyticity of a
classical steadily translating needle crystal. It is proved that any classical solution to the needle
crystal problem with sufﬁciently small but nonzero surface tension, if its slope deviation is
close to some Ivantsov zero-surface-tension solution and if its curvature satisﬁes some algebraic
decay conditions at ∞, must belong to the analytic function space A0 deﬁned in 1 and chosen
in the previous study mentioned above. The analyticity result implies that there can be no
classical steady needle crystal solution when anisotropy is zero.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and notations
Dendritic crystal growth has long been a subject of continued investigations. Reviews
of the subject from various perspectives can be found in [13,20]. The simplest example
of dendrite growth is the growth of a needle crystal in solidiﬁcation from a pure
undercooled melt. For zero surface tension, Ivantsov [11] found an inﬁnite continuous
family of parabolic steadily growing crystals without side branching (called a needle
crystal). These Ivantsov solutions do not produce a unique steady dendrite velocity
U and the radius of curvature of the tip a, as experimental evidence suggests, but
rather determine the product of the tip radius of curvature and the steady dendrite
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velocity. To be speciﬁc, Ivantsov’s solution produces only a single relation between the
dimensionless undercooling  = cp(Tm−T∞)
L
and the Peclet number P = Ua2D . (In these
formulas, cp is the heat capacity, L is the latent heat, Tm is the melting temperature,
T∞ is the speciﬁc temperature at inﬁnity and D is the thermal diffusivity.) The reason
is that the Ivantsov problem is missing a length scale. The only quantities in the theory
with dimensions of length are the tip radius a and the diffusion length l = 2D/U ; thus,
one dimensionless relationship between P = a/l and  is all that can be expected.
This dimensional degeneracy of the Ivantsov problem suggests that capillarity is an
essential physical ingredient for the dendritic selection mechanism. A new length scale
associated with the surface tension d is chosen to be d0 = dcpaL Tm. When surface
tension is taken into account, there is enough dimensional information to determine
dendrite velocity and tip curvature in terms of undercooling. However, this need not
imply that a solution exists in this case. Kruskal and Segur [16] studied the third-order
differential equations arising from one of the phenomenological models. They proved
that in the limit of zero surface tension, these equations from the geometric model
of growing dendrites do not have any physically acceptable solutions when crystalline
anisotropy is ignored even though the equations admit solutions when surface tension
is zero. This extraordinary situation happens due to the effect of exponential terms
in an asymptotic expansion for small surface tension. When crystalline anisotropy is
included in the geometric model, a discrete set of solution is found to exist. Based
on different models (including Nash–Glicksman equation [24]), these conclusions were
supported by the numerical work of Kessler and Levine [14] and by formal analytical
calculations of Pelce and Pomeau [27], Ben Amar and Pomeau [5], Barbeiri et al. [1]
and Tanveer [29].
There have been several models for dendritic growth and solidiﬁcation problems in
the literature. Besides work based on the geometric model and the Nash–Glicksman
model mentioned above, there are also numerous works based on the phase ﬁeld model
and the sharp interface model (see [6] and references cited therein). In this paper, our
analysis is based on a one-sided model as in [1,17,34]. In this one-sided model, the
heat diffusion in the solid phase is neglected. The dimensionless temperature T satisﬁes
the heat diffusion equation in the liquid region. A far-ﬁeld condition on temperature is
speciﬁed as well in accordance with the experimental condition. On the free boundary,
one speciﬁes two interfacial boundary conditions: one is the Gibbs–Thompson boundary
condition that accounts for lowering of the melting temperature by curvature, while the
other follows from a balance of heat at the interface. Considering a conformal map z()
that maps the upper-half -plane into the physical region (liquid region) in the z plane.
The real -axis corresponds to the unknown interface. It is clear that determination of
the function z() yields the unknown interface. We decompose z() into
z() = − i
2
2 + + F(),
where zI () = − i2 2+  is the Ivantsov solution on  plane. Following [34], a steady
symmetric needle crystal is equivalent to ﬁnding function F analytic in the upper-
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half -plane (C+) and twice differentiable in its closure, i.e. in C2(C¯+), such that the
following conditions are satisﬁed:
Condition (i) (Gibbs–Thompson condition): On the real  axis, F satisﬁes
Im F = 
2
|F ′ + 1− i|
{
1− Re
[
(F ′ − i+ 1)4
|F ′ + 1− i|4
]}
Im
[
F ′′ − i
F ′ + 1− i
]
, (1.1)
where
2 = d0
2P
, (1.2)
where  is the crystalline anisotropy, d0 is a nondimensional surface tension parameter,
P is the Peclet number.
Condition (ii) (Far-ﬁeld condition):
F()→ 0 as  →±∞. (1.3)
Condition (iii) (symmetry condition):
ReF(−) = −ReF(), ImF(−) = ImF() for real . (1.4)
Deﬁnition 1.1. Let R be the open connected set between Im  = 0 and +∪− where
+ =
{
 :  = −ib+ re−i0 , 0 < r <∞, b > 0, 
2
> 0 > 0 ﬁxed
}
,
− = { :  = −ib− rei0 , 0 < r <∞}.
Also, we deﬁne R− = R ∩ { : Re  < 0} and R+ = R ∩ { : Re  > 0}.
Deﬁnition 1.2. For ﬁxed  ∈ (0, 1),
Aj =
{
F : F() is analytic in {Im 0} ∪R
with ‖F‖j ≡ sup
∈R
|(− 2i)j+F()| <∞
}
, j = 0, 1, 2,
Dj =
{
F : F() is analytic in {Im 0} ∪R
with ‖F‖Dj ≡ sup
∈R
|(− 2i)−jF ()| <∞
}
, j = 0, 1, 2,
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A0,ˆ = {F : F ∈ A0, ‖F‖0 ˆ}, D1,ˆ1 = {F : F ∈ D1, ‖F‖D1 ˆ1}.
Our previous result on the existence of solution [34] satisfying conditions (i)–(iii)
involved F ∈ A0,ˆ, F ′ ∈ D1,ˆ1 , where ˆ, ˆ1 are assumed a priori to be small but
independent of . In this function space, for  ∈ (0, m], with m ∈ (0, 1) (though
independent of ), it was shown that the solution existed if and only if  = 8/7n(2/3),
where {n}∞n=1 is a sequence of functions, analytic at the origin. If  = 0, there can be
no symmetric needle crystal solution in A0,ˆ.
However, there is a limitation of this result. The limitation is the choice of the
function space. Since the physical region Im 0 of the problem is only a proper
subset of region {Im 0} ∪ R in the function space A0,ˆ, nonexistence in function
space A0,ˆ need not mean nonexistence of a classical solution F, analytic in C
+ and
C2 in its closure C¯+. In this paper, we prove a theorem (Theorems 1.3) to relax this
restriction to a great degree.
Theorem 1.3. For small enough , any analytic function F in the upper-half -plane
C+, which is C2 on its closure and satisﬁes conditions (i)–(iii), belongs to function
space A0,ˆ, with F
′ ∈ D1,ˆ1 , where ˆ = O(2) and ˆ1 = O(), provided Assumptions(i) as stated below are also satisﬁed:
Assumption (i): There exists  independent of , 0 <  < 1 so that each of 1 and
 ln 1 2 are sufﬁciently small, where
1 ≡ sup
∈(−∞,∞)
|− 2i|−1|F ′()|, 2 ≡ sup
∈(−∞,∞)
|− 2i||F ′′()|. (1.5)
Remark 1.4. The following lemma shows that Assumption (i) implies condition (ii).
This assumption is mild since the slope deviation from some Ivanstov solution (which
scales as 1 in the above theory) is observed to be small in the experiment for large
displacement rates and in all numerical calculations for small ; we are not making any
a priori assumption on how this deviation scales with . Also, the curvature deviation
(which scales as F ′′, and hence 2) a priori is allowed to be large, though not as large
as 1
 ln 1
.
Lemma 1.5. If F satisﬁes Assumption (i) in addition to being analytic in C+, C2 in
C¯+ and satisfying condition (i)–(iii), then
 ≡ sup
∈(−∞,∞)
|+ 2i||F()|C
[(
1+ ln 1

)
22 + 1
]
, (1.6)
where C is independent of .
X. Xie / J. Differential Equations 216 (2005) 1–31 5
Proof of Lemma 1.5 relies on some straightforward properties of Hilbert transform
and is relegated to Appendix A.1.
Lemma 1.6. If F satisﬁes Assumption (i) in addition to being analytic in C+, C2 in
C¯+ and satisfying condition (i)–(iii), then
(a) sup
∈C+
|+ 2i||F()| =  <∞, (1.7)
(b) sup
∈C+
|+ 2i|−1|F ′()| = 1 <∞, (1.8)
(c) sup
∈C+
|+ 2i||F ′′| = 2 <∞. (1.9)
Proof. The lemma follows from Lemma A.5 in [31]. 
Deﬁnition 1.7. F will be called a classical solution if F is analytic in the upper-half
-plane (C+), C2 in its closure C¯+, satisﬁes Conditions (i)–(iii) and Assumptions (i).
The following result follows immediately from Theorems 1.3 and 1.18 in [34]:
Corollary 1.8. If  = 0, then there exists 0 > 0 small so that there can be no classical
needle crystal solution for any  in the interval (0, 0].
The outline of the strategy followed in this paper is similar to that of [31]: we ﬁrst
derive the integro-differential equation for F in the lower-half plane, if indeed F can
be analytically continued, as done before. Besides F and its derivatives, this integro-
differential equation involves functions I () and F¯ (), each of which are analytic in
the lower-half plane for any classical solution F. I () can be calculated from F on the
real axis alone, while F¯ () is deﬁned as the analytic function that equals F ∗() on the
real axis. F¯ in the lower-half plane is completely determined by the classical solution
F in the upper-half plane. We replace F in this integro-differential equation by f, which
we now think of as an unknown, unlike I and F¯ which are considered known in terms
of a classical solution F (if one exists). Thus, we obtain a second-order nonlinear
differential equation for f in the lower-half plane. We prove a unique solution f in the
an appropriate analytic function space in part of the lower-half plane. The uniqueness
argument is repeated for  on a real-line segment. Since f = F is a solution on the
real-line segment, it follows that any classical solution F, if it exists, must be analytic
in some region of the lower-half plane. All the above arguments are detailed in §2. In
§3, we use additional arguments to prove that analyticity of F extends to other regions
in the lower-half -plane region, including part of negative imaginary -axis. Thus, we
complete the proof that a classical solution, if one exists, must be in the function space
A0 for any ﬁxed  ∈ [0, m).
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2. Analytic continuation to the lower-half plane
Deﬁnition 2.1. Let F be analytic in the upper-half -plane. F¯ is an analytic function
in the lower-half -plane deﬁned by
F¯ () = [F(∗)]∗. (2.1)
Deﬁnition 2.2. For two functions f, g such that 1 − i + f = 0, 1 + i + g = 0, we
deﬁne operator G1(f, g) so that
G1(f, g)[] = 12
{
(1− i+ f )4 + (1+ i+ g)4
(1− i+ f )2(1+ i+ g)2
− (1− i)
4 + (1+ i)4
(1− i)2(1+ i)2
}
. (2.2)
Deﬁnition 2.3. We deﬁne operator
G2(f, g)[] = (1− i+ f )3/2(1+ i+ g)1/2. (2.3)
Deﬁnition 2.4. We deﬁne
G3(f, g)[] = G2(f, g)[]
H()− G1(f, g)[] − L(), (2.4)
where
H() = 1− 
2
[
(1− i)4 + (1+ i)4
(1− i)2(1+ i)2
]
, (2.5)
L() =
(
1
1− 
)
(1+ 2)2(1+ i)1/2(1− i)3/2
(	1 + i)(	1 − i)(	2 + i)(	2 − i) , (2.6)
where
	 = 1+ 3
1−  , 	1 =
√
1+ 
1−  −
√
2
1−  , 	2 =
√
	+
√
	2 − 1. (2.7)
Deﬁnition 2.5. We deﬁne
G4(f, g)[] = (1− i+ f )1/2(1+ i+ g)3/2. (2.8)
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Deﬁnition 2.6. Let Q be a connected set; for any two functions f, g with second
derivative existing in Q and 1− i+ f ′ = 0, 1+ i+ g′ = 0 in Q, we deﬁne operator
G so that
G(f, g)[t] := − 1
2i
[
f ′′ − i
G2(f ′, g′)
− g
′′ + i
G4(f ′, g′)
]
× [H()− G1(f ′, g′)] . (2.9)
Lemma 2.7. If F is a classical solution as in Deﬁnition 1.2, then
G(F, F¯ )[] = O(−2) as  →±∞. (2.10)
Proof. By inspecting the deﬁnitions of G1,G2 and G4 and using Assumption (i), for
 →±∞, we have
G1(F
′, F¯ ′) ∼ Constant, G2(F ′, F¯ ′) ∼ 2, G4(F ′, F¯ ′) ∼ 2.
Now using H() ∼ Constant, F ′′ − i ∼ Constant, F¯ ′′ − i ∼ Constant and Deﬁnition
2.6, we have the lemma. 
Deﬁnition 2.8. We deﬁne operator I so that
I () ≡ I(F )[] = 1

∫ ∞
−∞
G(F, F¯ )[t]dt
t −  for Im  < 0. (2.11)
Lemma 2.9. For I () in the lower-half plane C− = { : Im  < 0}, we have
sup
∈C−
|− 2i|2|I ()| = sup
∈(−∞,∞)
|− 2i||F()| = . (2.12)
Proof. From (1.1), (2.9) and (2.11) limIm →0− 2I () = −F() for  real. Since I ()
is analytic in the lower-half plane, the above lemma follows from Lemmas 1.5 and A.5
in Appendix 1 of [31]. 
Lemma 2.10. Let F be a classical solution to the ﬁnger problem. If F() can be
analytically continued at least to a part of C−, then F satisﬁes
2F ′′()+ L()F () = N (F, I, F¯ )[] for { ∈ C−}, (2.13)
where the operator N is deﬁned as
N (F, I, F¯ ) = 2 2i
1+ i + 
2I (F )[L+G3(F ′, F¯ ′)] + 2G5(F, F¯ )−G3(F ′, F¯ ′)F,
(2.14)
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where
G5(f, g) = (i + g′′)
(
1− i+ f ′
1+ i+ g′
)
− i(1− i)
1+ i . (2.15)
Proof. Using (1.1) and (2.9), we have, for (−∞,∞),
Im F = 2G(F, F¯ ). (2.16)
Since F is analytic in R ∪ {Im  > 0} and satisﬁes Eq. (2.16), by using Poisson’s
formula, we have for Im  > 0
F() = 
2

∫ ∞
−∞
G(F, F¯ )[t]dt
t −  Im  > 0. (2.17)
Using Plemelj Formula (see [8,23]) we analytically extend the above equation to the
lower-half plane to obtain
F() = 2I ()+ 2i2G(F, F¯ )() for Im  < 0, (2.18)
which leads to (2.13), once Deﬁnition 2.6 is used. 
Deﬁnition 2.11.
g1() = L−1/4() exp
{
−P()

}
, (2.19)
g2() = L−1/4() exp
{
P()

}
, (2.20)
where
P() = i
∫ 
−i	1
L1/2(t) dt
= i√
1− 
∫ 
−i	1
(1+ t2)(1− it)3/4(1+ it)1/4
(	1 − it)1/2(	1 + it)1/2(	2 − it)1/2(	2 + it)1/2 dt. (2.21)
A branch of L1/2 in the deﬁnition of P is chosen so that as  →−∞, P ′() ∼ e−i/4.
The choice of branch for L−1/4 in (2.19) is not as important, as long as the same branch
is consistently chosen.
We will use in this paper the following properties of P() that were shown in the
appendix of Xie [34].
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Property 1. ReP() decreases along negative Re  axis (−∞, 0) with ReP(−∞) =
∞. ReP() decreases monotonically on imaginary  axis from −ib to 0 where
0 < b < min{1, }.
Property 2. There exists a constant R independent of  so that for ||R, ReP(t)
increases with increasing s along any ray r = {t : t = − sei, 0 < s <∞, 0
0 <

2 } in R from  to  + ∞ei and C1|t − 2i| | dds ReP(t (s))|C2|t − 2i|,
where C1 and C2 are constants, independent of , with C1 > 0.
Property 3. There exists sufﬁciently small 
 > 0 independent of  so that d
ds
[Re
P(t (s))] C > 0 on the parameterized straight line
{
t (s) = −
+ se−i 4 , 0s
√
2

}
; C is some constant independent of  and 
.
Property 4. There exists b,0, with 
 < b < min{1, }, 0 < 0 < 2 , each independent
of , so that d
ds
ReP(t (s))C|t (s) − 2i| on t (s) = −bi + sei(+0), where C > 0
is independent of .
g1(), g2() are the two WKB solutions of the homogeneous equation corresponding
to (2.13); they satisfy the following equation exactly:
2g′′()+ (L()+ 2L1())g() = 0, (2.22)
where
L1() = L
′′()
4L()
− 5L
′2()
16L2()
. (2.23)
Remark 2.12. By (2.6) and (2.23), L1() ∼ O(−2), as || → ∞.
The Wronskian of g1 and g2 is
W() = g1()g′2()− g2()g′1() =
2i

. (2.24)
Deﬁnition 2.13. We deﬁne operator V so that
VF() ≡ 2F ′′()+ (L()+ 2L1())F (). (2.25)
Remark 2.14. Eq. (2.13) implies
VF() = N1() ≡ N (F, I, F¯ )[] + 2L1()F (). (2.26)
Deﬁnition 2.15. Let D be an open connected (see Fig. 1) domain in the lower left
complex  plane bounded by lines
R1 = { : Im  = 0,−∞ < Re  < −
},
R2 = { :  = −
+ se−i/4}, 0s
√
2
},
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Re ξ
−bi
Im ξ
−νi
−ν
Fig. 1. Region D in complex  plane.
R3 = { : Re  = 0,−b < Im  < −
√
2
},
R4 = { :  = −bi + sei(+0), 0s <∞},
where 
, 0 and b are chosen so that Properties 3 and 4 are satisﬁed.
In addition to Properties 1–4 above, we have the following two properties:
Property 5. For any  ∈ D, there is a path P(−
, ) = {t : t = t (s)}, parameterized by
arclength s, going from −
 to , entirely contained in D, so that d
ds
ReP(t (s))C
> 0 for a constant C independent of .
Property 6. For any  ∈ D, there is a path P(,−∞) = {t : t = t (s)} parameterized
by arclength s going from  to −∞ contained entirely in D so that d
ds
[ReP(t (s))]
|t − 2i| > 0, where C > 0 is independent of .
The proof of these two properties follows that of Lemma A.14 of [34] with minor
changes. We introduce spaces of functions:
Deﬁnition 2.16.
Bj =
{
F() : F() is analytic in D and continuous in D
with sup
∈D
|(− 2i)j+F()| <∞
}
, j = 0, 1, 2,
‖F‖j := sup
∈D
|(− 2i)j+F()|,
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Mj =
{
F() : F() is analytic in D and continuous in D
with sup
∈D
|(− 2i)−jF ()| <∞
}
, j = 0, 1, 2,
‖F‖Mj := sup
∈D
|(− 2i)−jF ()|.
Remark 2.17. Bj ,Mj are Banach spaces and
B0 ⊃ B1 ⊃ B2,
M0 ⊂M1 ⊂M2.
Deﬁnition 2.18. Let Q be any connected set in complex -plane. We introduce the
following norms:
‖F()‖j,Q := sup
∈Q
|(− 2i)j+F()|, j = 0, 1, 2,
‖F()‖Mj ,Q := sup
∈Q
|(− 2i)−jF ()|, j = 0, 1, 2.
Deﬁnition 2.19. Let ˜ > 0, ˜1 > 0 be two constants. Deﬁne balls
B0,˜ = {f : f ∈ B0, ‖f ‖0 ˜}; M1,˜1 = {g : g ∈M1, ‖g‖M1 ˜1}.
Remark 2.20. A remark is in order about use of symbol C for constants that occur
throughout the paper. In order to avoid proliferation of constants, we have used C
(and sometimes C1 and C2) as generic constant, whose value is allowed to differ from
lemma to lemma, and sometimes even from step to step within a lemma. However, C
does not depend on  and . For more speciﬁc constants, we have reserved constants
K, K1, K2, etc.
Lemma 2.21. Let N ∈M2. Then
f1() := 12 g2()
∫ −∞

N(t)
W(t)
g1(t)dt ∈ B0 and ‖f1‖0K1‖N‖M2 ,
where K1 is a constant independent of .
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Proof. If we replace Properties 1–5 in [34] with Properties 1–6 in this paper, the proof
of the lemma parallels that of Lemma 2.60 of [34]. 
Lemma 2.22. Let N ∈M2. Then
f1() := 12 g1()
∫ 
−

N(t)
W(t)
g2(t)dt ∈ B0 and ‖f1‖0K2‖N‖M2 ,
where K2 is a constant independent of .
Proof. The proof follows that of Lemma 2.61 of [34]. 
Deﬁnition 2.23. Deﬁne operator U : M2 → B0; U1: M2 →M1 so that
UN() := − 1
2
g1()
∫ 
−

N(t)
W(t)
g2(t) dt + 12 g2()
∫ 
−∞
N(t)
W(t)
g1(t) dt, (2.27)
U1N() := − 12 h1()g1()
∫ 
−

N(t)
W(t)
g2(t) dt
+ 1
2
h2()g2()
∫ 
−∞
N(t)
W(t)
g1(t) dt, (2.28)
where
h1() = − L
′()
4L()
− 1

P ′(), h2() = − L
′()
4L()
+ 1

P ′(). (2.29)
Lemma 2.24.
sup
D
|(− 2i)−1hj ()|K3 ; j = 1, 2, (2.30)
where K3 is a constant independent of .
Proof. The lemma follows from P ′() = iL1/2() and Eqs. (2.6), (2.21) and
(2.29). 
Deﬁnition 2.25. Let R− = { : Im  = 0,Re  < −
}.
Lemma 2.26. ‖N1‖M2,R− <∞.
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Proof. On inspection of the deﬁnitions of G3 and G5, for  ∈ R−, we have
G3(F
′, F¯ ′) ∼ 2, G5(F, F¯ ) ∼ Constant.
It can be checked that every term in (2.26) and (2.14) belongs to M2 restricted to
 ∈ R−; hence, we complete the lemma. 
Lemma 2.27. Let F() be a classical solution as in Deﬁnition 1.7. If F can be ana-
lytically extended to D, then F satisﬁes the following equation for  ∈ D:
F() = g1()+ UN1(), (2.31)
where  is given by
 = g−11 (−
)
(
F(−
)− 1
2
g2(−
)
∫ −

−∞
N1(t)
W(t)
g1(t) dt
)
. (2.32)
Proof. First we consider  ∈ R− on the boundary of D. From continuity, (2.31) holds,
where I () occurring in N1() is understood as limIm →0− I (). Using the method of
variation of parameter for  ∈ R−, we have
F() = C1g1 + C2g2 + UN1(). (2.33)
Since ‖N1‖2,R− < ∞, it follows from using Lemmas 2.21 and 2.22, restricted to R−
instead of D, that ‖UN1‖0,R− <∞. Since g1(−∞) = 0 and g2(−∞) = +∞, it follows
from sup∈R− | − 2i||F | < ∞ that C2 = 0. Using C2 = 0 in (2.33) and evaluating
it at  = −
, we obtain F(−
) = C1g1(−
) + UN1(−
). Hence, C1 =  as given
by (2.32). So (2.31) holds for  ∈ R−. By analytic continuation of each side of the
equation, it follows that it must be valid in D as well. 
Deﬁnition 2.28.
n1() = N (f, I, F¯ )[] + 2 L1()f ().
We consider the following integral equation
f () = g1()+ Un1(), (2.34)
where  is still given as before by (2.32).
Lemma 2.29. F¯ ′ ∈M1, F¯ ′′ ∈ B0, with ‖F¯ ′‖M11 and ‖F¯ ′′‖02.
Proof. The lemma follows from Deﬁnition 2.1 and Lemma 1.6. 
14 X. Xie / J. Differential Equations 216 (2005) 1–31
Deﬁnition 2.30. We deﬁne constants K4, K5 and K6 so that
K4 = sup
D
|(− 2i)−|, (2.35)
K5 = 1
K4
inf
D
{∣∣∣∣1− i− 2i
∣∣∣∣ ,
∣∣∣∣1+ i− 2i
∣∣∣∣
}
, (2.36)
K6 = 1
K4
sup
D
{∣∣∣∣1− i− 2i
∣∣∣∣ ,
∣∣∣∣1+ i− 2i
∣∣∣∣
}
. (2.37)
Lemma 2.31. If f ∈M1, then for  ∈ R−,
K4|− 2i|(K5 − ‖f ‖M1) |f + 1− i|K4|− 2i|(K6 + ‖f ‖M1), (2.38)
K4|− 2i|(K5 − ‖f ‖M1) |f + 1+ i|K4|− 2i|(K6 + ‖f ‖M1), (2.39)
in particular, K4|− 2i|(K5 − 1) |F¯ ′ + 1+ i|K4|− 2i|(K6 + 1).
Proof.
|f + 1− i| = |− 2i|
∣∣∣∣ f− 2i + 1− i− 2i
∣∣∣∣
 |− 2i|
{∣∣∣∣1− i− 2i
∣∣∣∣−
∣∣∣∣ f− 2i
∣∣∣∣
}
 |− 2i|
{∣∣∣∣1− i− 2i
∣∣∣∣−
∣∣∣∣ (− 2i)−1f(− 2i)
∣∣∣∣
}
 K4|− 2i|(K5 − ‖f ‖M1),
|f + 1− i| = |− 2i|
∣∣∣∣ f− 2i + 1− i− 2i
∣∣∣∣
 |− 2i|
{∣∣∣∣1− i− 2i
∣∣∣∣+
∣∣∣∣ f− 2i
∣∣∣∣
}
 |− 2i|
{∣∣∣∣1− i− 2i
∣∣∣∣+
∣∣∣∣ (− 2i)−1f(− 2i)
∣∣∣∣
}
 K4|− 2i|(K6 + ‖f ‖M1).
The other inequality can be proved similarly. 
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Lemma 2.32. If f ′ ∈M1,˜1 , 1, ˜1
K5
2 , then in D,
|G1(f ′, F¯ ′)|K7(1 + ˜1), (2.40)
where K7 is independent of , .
Proof. The lemma follows from Deﬁnition 2.2 and Lemma 2.31. 
Lemma 2.33. If f ′ ∈M1,˜1 , 1, ˜1
K5
2 , then in D,
|G2(f ′, F¯ ′)|C|− 2i|2, (2.41)
where C is independent of , .
Proof. The lemma follows from Lemma 2.31 and Deﬁnition 2.3. 
Lemma 2.34. If f ′ ∈M1,˜1 , 1, ˜1
K5
2 , then in D,
|G3(f ′, F¯ ′)()|C |− 2i|2(1 + ˜1), (2.42)
where C is independent of , .
Proof. Note that from (2.5)
K8 := infD |H()| = infR
∣∣∣∣1− 2
[
(1− i)4 + (1+ i)4
(1− i)2(1+ i)2
]∣∣∣∣ > 0. (2.43)
If (+ 1)K7 12K8, then by Lemma 2.32
|H()− G1(f ′, F¯ ′)|K82 > 0. (2.44)
The lemma follows from (2.4) and Lemma 2.33. 
Lemma 2.35. If f ′ ∈M1,˜1 , 1, ˜1
K5
2 , then in D,
|G5(f, F¯ )|C(1 + ˜1)(1+ 2). (2.45)
Proof. Since
|i + F¯ ′′|
∣∣∣∣i + (− 2i)F¯ ′′(− 2i)
∣∣∣∣ (1+K4‖F¯ ′′‖0),
the lemma follows from Lemma 1.6, (2.15) and Lemma 2.31. 
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Lemma 2.36. If f ∈ B0,˜, f ′ ∈M1,˜1 , 1, ˜1
K5
2 , then n1 ∈M2, and
‖n1‖2K9(2(1+ 2)+ + ˜(2 + ˜1 + 1)),
where K9 is independent of .
Proof. Since
∣∣∣∣2 2i1+ i
∣∣∣∣ C2|− 2i|−1,
from the expression of L1(), we have
|2f ||L1()|C2|− 2i|−2−˜. (2.46)
On using the expression for n1 in (2.34), we have the proof by combining the above
inequalities and Lemmas 2.34 and 2.35. It is to be noted that terms like 2˜, 21,
etc. do not appear because they are smaller than terms explicitly appearing on the
right-hand side of the lemma statement. Clearly, for a suitable choice of K9, such
terms can be estimated. 
Lemma 2.37. Let G1(f, g) be deﬁned by (2.2). If f ′k ∈M1,˜1 , ˜1, 1 < K5/2, then
|G1(f ′1, F¯ ′)−G1(f ′2, F¯ ′)|C‖f1 − f2‖M1 . (2.47)
Proof. The lemma follows from (2.2), Lemma 2.31 and below
G1(f
′
1, F¯
′)−G1(f ′2, F¯ ′) =
1
2
(f ′1 − f ′2)×
(2− 2i+ f ′1 + f ′2)
(1+ i+ F¯ ′)2 .  (2.48)
Lemma 2.38. If f ′k ∈M1,˜1 , ˜1, 1 < K5/2, let G2(f ′, F¯ ′) be deﬁned as in (2.3). Thenfor  ∈ D
|G2(f ′1, F¯ ′)()−G2(f ′2, F¯ ′)()|C|− 2i|2‖f ′1 − f ′2‖M1 , (2.49)
where C is independent of  and .
Proof. From straightforward algebra,
G2(f
′
1, F¯
′)−G2(f ′2, F¯ ′) =
(f ′1 − f ′2)(1+ i+ F¯ ′)1/2
(1− i+ f ′1)3/2 + (1− i+ f ′2)3/2
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×((1− i+ f ′1)2 + (1− i+ f ′1)(1− i+ f ′2)
+(1− i+ f ′2)2).
Applying Lemma 2.31 to the above equation, we complete the proof. 
Lemma 2.39. If f ′k ∈M1,˜1 , ˜1, 1 < K5/2, let G3(f ′, g′) be deﬁned as in (2.4). Then
|G3(f ′1, F¯ ′)−G3(f ′2, F¯ ′)|C|− 2i|2‖f ′1 − f ′2‖D1 . (2.50)
Proof. By (2.32)
G3(f
′
1, F¯
′)−G3(f ′2, F¯ ′) =
1
[H − G1(f ′1, F¯ ′)][H − G1(f ′2, F¯ ′)]
×
{
H [G2(f ′1, F¯ ′)−G2(f ′2, F¯ ′)] + [G1(f ′1, F¯ ′)
−G1(f ′2, F¯ ′)]G2(f ′2, F¯ ′)
−[G2(f ′1, F¯ ′)−G2(f ′2, F¯ ′)]G1(f ′2, F¯ ′)
}
. (2.51)
Applying (2.44) and Lemmas 2.33, 2.37 and 2.38 to the above equation, we obtain the
lemma. 
Lemma 2.40. If f ′k ∈M1,˜1 , ˜1, 1 < K5/2, let G5(f, g) be deﬁned as in (2.15). Then
|G5(f1, F¯ ′)−G5(f2, F¯ ′)|C‖f ′1 − f ′2‖D1 . (2.52)
Proof. By (2.15)
G5(f1, F¯
′)−G5(f2, F¯ ′) = (F¯
′′ + i)(f ′1 − f ′2)
(1+ i+ F¯ ′) . (2.53)
Applying Lemma 2.31 to the above equation, we obtain the lemma. 
Lemma 2.41. If fk ∈ B0,˜, f ′k ∈M1,˜1 , ˜1, 1 < K5/2, then
‖N (f1, I, F¯ )−N (f2, I, F¯ )+ 2L1(f1 − f2)‖M2
K10
{(
2 + 1 + ˜1
)
‖f1 − f2‖0 + (2 + + ˜)‖f ′1 − f ′2‖M1
}
. (2.54)
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Proof. From Eq. (2.14)
N (f1, I (), F¯ )−N (f2, I (), F¯ )
= 2I () (G3(f ′1, F¯ ′)−G3(f ′2, F¯ ′))
−(f1 − f2)G3(f ′1, F¯ ′)− f2
(
G3(f
′
1, F¯
′)−G3(f ′2, F¯ ′)
)
+2 (G5(f1, F¯ )−G5(f2, F¯ )) . (2.55)
Using the above identity, Lemmas 2.9, 2.32–2.34, 2.39–2.40 and (2.23), we complete
the proof. 
Lemma 2.42. For sufﬁciently small , we have
‖g1‖0K11(2 + + 22), (2.56)
where K11 is independent of .
Proof. For ||R, from (2.32),
|g1()| |g1(−
)| |F(−
)| + |UN1(−
)|+ ‖UN1‖0,R− ,
but from (2.14) and (2.26) and using Lemma 2.36 with domain D replaced by R−,
and f replaced by F (and hence ˜ by  and ˜1 by 1), we get
‖N1‖2,R−C(2 + + 22).
So ‖UN1‖0C(K1 + K2)(2 +  + 22) from Lemmas 2.21 and 2.22. Therefore,
|g1(−
)| < K˜6(2 +  + 22) for some K˜6 independent of . For ||R, on using
Eqs. (2.19) and P() ∼ C||2, we have |g1()g−11 (−
)| < C1e−
C||2
 , where C1, C are
independent of . (For 0 < 0, above < C|− 2i|− and the lemma follows.) 
We deﬁne spaces:
Deﬁnition 2.43.
E := B0 ⊕M1.
For e() = (u(), v()) ∈ E,
‖e‖E := ‖u()‖0 + ‖v()‖M1 .
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It is easy to see that E is Banach space. We replace (f, f ′) by (u, v). Also we
denote operator n so that n(u, v)() = n1().
Deﬁnition 2.44. Let
O : E −→ E,
e() = (u(), v()) −→ O(e) = (O1(e),O2(e)),
where
O1(e) = g1 + Un(u, v), (2.57)
O2(e) = h1g1 + U1n(u, v). (2.58)
Deﬁnition 2.45. Let
 = 8K(+ 2(1+ 2)), (2.59)
where
K = max{K11, (K1 +K2)K9,K3K11,K3K9(K1 +K2)}. (2.60)
We deﬁne space E = {e ∈ E : ‖e‖E}.
Lemma 2.46. If e = (u(), v()) ∈ E, then for , 1 and  ln 1 2 each sufﬁciently
small (the latter two are part of Assumption (i)), O(e) ∈ E.
Proof. If e ∈ E, it follows from the expression for  that


8K
[
+ 

+ 2
]
, (2.61)
and this is small by Assumption (i) and Lemma 1.5. Thus, both ‖v‖1 (and therefore
˜1) and 1 can be taken smaller than K52 so as to apply Lemmas 2.36 and 2.42, which,
together with Lemmas 2.21 and 2.22, give
‖O1(e)‖0  ‖g1‖0 + ‖Un(u, v)‖0K11(2 + + 22)
+(K1 +K2)K9[2(1+ 2)+ + ‖u‖0(2 + 1 + ‖v‖M1)]
 2K[2(1+ 2)+ ] +K‖u‖0(2 + 1 + ‖v‖M1).
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Using ‖u‖0, ‖v‖M1 and (2.61), we get
K‖u‖0(2 + 1 + ‖v‖M1)
[
K(2 + 1)+K
]
.
So
‖O1(e)‖0
[
1
4
+K(2 + 1)+K
]
.
From Lemma 2.24
‖O2(e)‖M1  K3[‖g1‖0 + ‖Un(u, v)‖0]
 
[
1
4
+K(2 + 1)+K
]
.
Then, for sufﬁciently small , 1 and  ln 1 2,
‖O(e)‖ = ‖O1(e)‖0 + ‖O2(e)‖1
 
[
1
2
+ 2K(2 + 1)+ 2K
]
. 
Lemma 2.47. If ej = (u(), v()) ∈ E, j = 1, 2, then for , 1 and  ln 1 2 small
enough,
‖O(e1)−O(e2)‖1‖e1 − e2‖,
1 = K˜
[
2+ 1 + 2 + /
] (2.62)
where K˜ = 2max{K10(K1 +K2),K3K10(K1 +K2)}.
Proof. Since (u1, v1), (u2, v2) ∈ E, it follows that each of ‖u1‖0, ‖u2‖0, ‖v1‖M1
and ‖v2‖M1 are bounded by  and that we can assume each of ‖v1‖M1 and ‖v2‖M1
<
K5
2 so as to apply Lemmas 2.41, 2.21 and 2.22, which, on using ˜ and ˜1

 ,
gives
‖O1(e1)−O1(e2)‖0  (K1 +K2)K10
{(
2 + 1 + 
)
‖u1 − u2‖0
+
(
+ 2 +  +


)
‖v1 − v2‖1
}
 1
2
‖e1 − e2‖,
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‖O2(e1 −O1(e2)‖M1
K3(K1 +K2)K10
{(
2 + 1 + 
)
‖u1 − u2‖0
+
(
+ 2 +  +


)
‖v1 − v2‖1
}
 1
2
‖e1 − e2‖.
So, proof of lemma follows by combining the above. 
Theorem 2.48. For sufﬁciently small 1,  ln 1 2 and , the operator O is a contraction
mapping from E to E. Therefore, there exists unique solution (u(), v()) ∈ E to
e = O(e) and hence to the integral equation (2.34), where f = u and f ′ = v.
Proof. From Assumption (i) and Lemma 1.5, we know that 1 < 1. The theorem
follows from Lemmas 2.46 and 2.47. 
Lemma 2.49. If f is the solution in Theorem 2.48 and F is a classical solution as
deﬁned earlier, then f () ≡ F() for  ∈ (−∞,−
] for small enough , 1 and
 ln 1 2.
Proof. Let u = f −F, v = f ′ −F ′. From (2.31), (2.34), u and v satisfy the following
equations:
u = U(n1 −N1), v = U1(n1 −N1).
By Lemma 2.41 restricted to domain R−, with f1 = f and f2 = F and using
‖2L1u‖0,R−C2‖u‖0,R−
‖n1 −N1‖M2,R−C
[(
2 + 1 + 
)
‖u‖0,R− + (2 + 22 + + )‖v‖M1,R−
]
.
So, from using Lemmas 2.21 and 2.22, restricted to domain R−,
‖u‖0,R−C
[(
2 + 1 + 
)
‖u‖0,R− +
(
+ 2 +  +


)
‖v‖M1,R−
]
,
‖v‖M1,R−C
[(
2 + 1 + 
)
‖u‖0,R− +
(
+ 2 +  +


)
‖v‖1,R−
]
,
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where C is a constant independent of . So, combining the above,
‖u‖0,R− + ‖v‖M1,R−C
(
+ 1 +  + 2 +


) (‖u‖0,R− + ‖v‖M1,R−) .
Since the constant C is independent of  in the estimate on the right-hand side of the
above equation, it follows that for small ,  ln 1 2 and 1 (and hence small  because
of Lemma 1.5), (u, v) ≡ 0. Hence, the lemma follows. 
Theorem 2.50. If F is a classical solution satisfying Assumptions (i), then for small
enough , F ∈ B0, and F ′ ∈M1, .
Proof. The theorem follows from Theorem 2.48 and Lemma 2.49. 
3. Analyticity in the triangular region
Let S = { : Re  = −a,−
+aIm 0} where 0a < 
 is a vertical straight line
segment in the triangular region T bounded by negative real axis, negative imaginary
axis and line segment { :  = −
+ se−i/4, 0s√2
}. This is the triangular region
(see Fig. 1), which is the complement of the region D in the third quadrant. It is to
be noted that in the triangular region T , P() = P(0)+ i√
1−	1	2
+O(
2) and so on
S when  = −a − is, ReP increases monotonically with s such that d
ds
ReP((s)) >
C > 0, where C is independent of  and 
 for sufﬁciently small 
.
We consider the following boundary value problem on the line segment S:
2f ′′ + (L()+ 2L1())f = N (f, I (F ), F¯ )[] + 2L1f () ≡ n1(),
f (−a) = F(−a), f (−a1) = F(−a1), (3.1)
where a1 = a + i(
− a).
Lemma 3.1. f ∈ C2(S) is a solution of boundary value problem (3.1) if and only if
f is a solution of the following integral equation:
f = 1g1 + 2g2 + U3n1, (3.2)
where
U3n1 = − 12 g1
∫ 
−a
n1(t)
W(t)
g2(t) dt + 12 g2
∫ 
−a1
n1(t)
W(t)
g1(t) dt, (3.3)
1 = 1g2(−a1)− 2g2(−a)
g1(−a)g2(−a1)− g1(−a1)g2(−a) , (3.4)
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2 = 1g1(−a1)− 2g1(−a)
g1(−a)g2(−a1)− g1(−a1)g2(−a) , (3.5)
where
1 = F(−a)−
1
2
g2(−a)
∫ −a
−a1
n1(t)
W(t)
g1(t) dt, (3.6)
2 = F(−a1)+
1
2
g1(−a1)
∫ −a1
−a
n1(t)
W(t)
g2(t) dt. (3.7)
Proof. If f ∈ C2(S) is a solution of boundary value problem (3.1), then by variation
of parameters we have
f = 1g1 + 2g2 + U3n1 (3.8)
for some 1 and 2. Plugging the boundary conditions in (3.1), and solving for 1 and
2, we have (3.4) and (3.5). By straightforward computation, we get that a solution of
(3.2) is a solution of the boundary problem (3.1). We note that the denominator D in
the expressions for 1 and 2 is given by
D = g1(−a)g2(−a1)− g2(−a)g1(−a1), (3.9)
and using (2.19), we have
D = L−1/4(−a)L−1/4(−a1) exp
{
1

(P (−a1)− P(−a))
}
×
[
1− exp
{
2

(P (−a)− P(−a1))
}]
(3.10)
which is nonzero because ReP(−a1) > ReP(−a). 
Remark 3.2. 1 and 2 depend on f, f ′ through n1, 1 and 2 are functionals of f, f ′,
and so are 1 and 2. We use notation j (f, f ′) to indicate the dependence on f, f ′.
The norm ‖ · ‖ means maximum norm ‖ · ‖∞ in this section.
Lemma 3.3. If n˜ ∈ C(S), let f˜1() = 12 g2()
∫ 
−a1
n˜(t)
W(t)
g1(t) dt . Then f˜1 ∈ C(S) and
‖f˜1‖K1‖n˜‖ for constant K1 independent of .
Proof. Using monotonicity of ReP on S with s, as noted before,
|f˜1()| =
∣∣∣∣∣ 12i
∫ 
−a1
L−1/4()L−1/4(t)n˜(t) exp
{
−1

(P (t)− P())
}
dt
∣∣∣∣∣
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 C
∫ 1
exp{− 1 (P (−a1)−P())}
|L−1/4()L−1/4(t)n˜(t)|
d
ds
ReP(t (s))
×d
[
exp
{
−1

(P (t)− P())
}]
 K1‖n˜‖. 
Lemma 3.4. If n˜ ∈ C(S), let f˜2 = 12 g1()
∫ 
−a
n˜(t)
W(t)
g2(t) dt . Then f˜2 ∈ C(S) and
‖f˜2‖K2‖f ‖.
Proof. The proof is very similar to that of Lemma 3.3. 
Lemma 3.5. Let fj ∈ C(S), f ′j ∈ C(S), j = 1, 2. Then
‖N (f1, I, F¯ )−N (f2, I, F¯ )+ 2L1(f1 − f2)‖
K10
(
(2 + 1 + ‖f ′1‖)‖f1 − f2‖ + (2 + + ‖f2‖ + 22)‖f ′1 − f ′2‖
)
.
(3.11)
Proof. The proof parallels that of Lemma 2.41, except that the domain is S instead of
D and the norm is the max norm. 
Lemma 3.6. If f ′ ∈ C(S), then j gj ∈ C(S) for j = 1, 2 and
‖j gj‖k1 (|F(−a)| + |F(−a1)| + ‖n1‖) where k1 is independent of . (3.12)
Proof. If we deﬁne D, as in (3.9), it follows from (3.10) that since ReP(−a1) >
ReP(−a), D−1 is exponentially small in , ReP()ReP(−a) for  ∈ S. We also
have
∣∣∣∣g2(−a)g1()D
∣∣∣∣ =
∣∣∣∣ L−1/4()L−1/4(−a1)
∣∣∣∣
∣∣∣∣∣exp{
1
 (2P(−a)− P()− P(−a1i))}
1− exp{ 2 (P (−a)− P(−a1))}
∣∣∣∣∣ C (3.13)
with C independent of . Also,
∣∣∣∣g2(−a1)g1()D
∣∣∣∣ =
∣∣∣∣ L−1/4()L−1/4(−a)
∣∣∣∣
∣∣∣∣∣ exp{−
1
 (P ()− P(−a))}
1− exp{ 2 (P (−a)− P(−a1))}
∣∣∣∣∣ C. (3.14)
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Similarly, we get constant upper bounds for g1(−a1)g2()
D
and g1(−a)g2()
D
. Using Lemmas
3.3 and 3.4 in (3.6) and (3.7), we have
|1| (|F(−a)| +K1‖n1‖) , (3.15)
|2| (|F(−a1)| +K2‖n1‖) . (3.16)
Using (3.13), (3.14) and similar bounds, in (3.4) and (3.5), we get the lemma. 
Lemma 3.7. If f ′j ∈ C(S), j = 1, 2, then
(
j (f1, f ′1)− j (f2, f ′2)
)
gj ∈ C(S) and
‖ (j (f1, f ′1)− j (f2, f ′2)) gj‖
C(2 + 1 + ‖f ′1‖)‖f1 − f2‖ + (2 + ‖f2‖ + + 22)‖f ′1 − f ′2‖. (3.17)
Proof. ∣∣(1(f1, f ′1)− 1(f2, f ′2)) g1∣∣

∣∣1(f1, f ′1)− 1(f2, f ′2)∣∣
∣∣∣∣g2(−a)g1()D
∣∣∣∣
+ ∣∣2(f1, f ′1)− 2(f2, f ′2)∣∣
∣∣∣∣g2(−a1)g1()D
∣∣∣∣ . (3.18)
Using (3.6), (3.7), Lemmas 3.3 and 3.4:∣∣1(f1, f ′1)− 1(f2, f ′2)∣∣ C‖N (f1, I, F¯ )−N (f2, I, F¯ )+ 2L1(f1 − f2)‖, (3.19)
∣∣2(f1, f ′1)− 2(f2, f ′2)∣∣ C‖N (f1, I, F¯ )−N (f2, I, F¯ )+ 2L1(f1 − f2)‖. (3.20)
The lemma follows from (3.13), (3.14), (3.18) and Lemma 3.5. Similar proof for
j = 2. 
We consider the following integral equations:
f () = o3(f, f ′) := 1g1()+ 2g2()+ U3n1(), (3.21)
f ′() = o4(f, f ′) := 1h1()g1()+ 2h2()g2()+ U4n1(), (3.22)
where
U4n1 = − 12 h1()g1
∫ 
−a
n1(t)
W(t)
g2(t) dt + 12 h2()g2
∫ 
−a1
n1(t)
W(t)
g1(t) dt. (3.23)
We deﬁne spaces.
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Deﬁnition 3.8.
E(S) := C(S)⊕ C(S).
For e() = (u(), v()) ∈ E(S),
‖e‖E(S) := ‖u()‖∞ + ‖v()‖∞.
It is easy to see that E(S) is Banach space.
Deﬁnition 3.9. We deﬁne k3 independent of  so that
k3 sup
∈T
{
|h1()|, |h2()|
}
,
where h1 and h2 are as deﬁned by (2.29).
Deﬁnition 3.10.
E,S :=
{
e = (u(), v()) ∈ E(S) : ‖u()‖8k1, ‖v()‖8k1k3
}
, (3.24)
where k1 and k3 are O(1) constants, as deﬁned in Lemma 3.6 and Deﬁnition 3.9, and
 is as deﬁned in (2.59).
Deﬁnition 3.11. Let
O(S) : E(S) −→ E(S),
e() = (u(), v()) −→ O(S)(e) = (O3(e),O4(e)).
Theorem 3.12. For sufﬁciently small 1,  ln 1 2 and , the operator O(S) is a contrac-
tion mapping from E,S to E,S . Therefore, there exists a unique solution (u(), v()) ∈
E,S to Eqs. (3.21), (3.22).
Proof. Replacing space Bj with C(S), the proof is parallel to that of
Theorem 2.48. 
Theorem 3.13. Let F be the classical solution in Theorem 2.48. Then F is analytic
inside the triangular region T .
Proof. Let f be the solution in Theorem 3.12. Then f satisﬁes the boundary value
problem (3.1). Since all the coefﬁcients in Eq. (3.1) are analytic in a neighborhood
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of S, it follows from the classical local theory of ordinary differential equations that
f must be analytic in a neighborhood of S. Since a is arbitrary in interval (0, 
),
f is analytic in T and continuous on the closure of T . From boundary conditions in
(3.1), f equals analytic function F on (−
, 0) ∪ { :  = −
 + se−i/4, 0s√2
}.
From properties of analytic continuation, f must be analytic continuation of F across
(−
, 0) ∪ { :  = −
+ se−i/4} in the region T . Therefore, the theorem follows. 
Lemma 3.14. Let F be the classical solution in Theorem 2.33. Then F is analytic on
the line segment on imaginary axis S0 = { : Re  = 0,−bIm 0}.
Proof. Considering the boundary problem for  ∈ S0:
2f ′′ + (L()+ 2L1())f = N (f, I (F ), F¯ )()+ 2L1f () ≡ n1(),
f (0) = F(0), f (−bi) = F(−bi). (3.25)
It follows from a variation of the proof of Theorem 3.12 that there exists a unique
solution f in E,S0 to the above boundary problem. Since the coefﬁcients of (3.25)
are all analytic in a neighborhood of S0, the solution must be analytic on S0 from
the classical theory of differential equations. On the other hand, from Theorem 3.13,
F satisﬁes Eq. (3.25) in D ∪ T , since F and F ′ are continuous upto the closure of
D ∪ T . From continuity, F restricted on S0 satisﬁes the boundary problem (3.25) and
F ∈ E,S0 . By uniqueness, F ≡ f ; therefore, the theorem follows. 
Deﬁnition 3.15.
k2 = sup
∈T
{
|− 2i|, |− 2i|−1
}
. (3.26)
Remark 3.16. It is to be noted that
sup
∈T
|− 2i||F()|k2 sup
∈T
|F()|,
sup
∈T
|− 2i|−1|F ′()|k2 sup
∈T
|F ′()|.
Deﬁnition 3.17.
ˆ = max{, 8k1k2, 8k1k2k3}. (3.27)
Theorem 3.18. If F is a classical solution as in Deﬁnition 1.2, then F is analytic in
R ∪ C¯+ and F ∈ A0,ˆ, F ′ ∈ D1,ˆ/.
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Proof. Combining Theorems 2.50, 3.12 and 3.13, F is analytic in the domain R−, as
deﬁned in Deﬁnition 1.7, with
sup
∈R−
|− 2i||F()|ˆ
and
sup
∈R−
|− 2i|−1|F ′()| ˆ

.
Since F is analytic in C+ and from Lemma 3.14, analytic on the line segment S0 on the
imaginary axis, condition (iii) and successive Taylor expansions of F on the imaginary
-axis, starting at  = 0, imply that ReF = 0 on S0. From Schwartz reﬂection principle
for  ∈ R+, F() = −[F(−∗)]∗ provides the analytic extension to Re  > 0. Thus,
F is analytic in R and continuous upto its boundary, including the real axis. Thus, F
must be analytic in R ∪ C¯+. Since from reﬂection, ‖F‖0,R = ‖F‖0,R− , ‖F ′‖M1,R =‖F ′‖M1,R− , the proof of the theorem is complete. 
Lemma 3.19. If F is a classical solution as in Deﬁnition 1.2, then, in the domain R,
‖F‖0 = O(2), ‖F ′‖D1 = O().
Proof. Since F is analytic in R ∪C+ and decays algebraically at ∞ in this region, it
follows from Cauchy’s formula that for  ∈ C+,
F (j)() = j !
2i
∫
l1∪l2
F(t)
(t − )j+1 dt.
Using Lemma 2.11 in [33], it follows that
sup
∈C+
|− 2i|j+|F (j)()|Cj‖F‖0 = O(ˆ).
Now the lemma follows from the above theorem and Lemma 3.16 in [34]. 
Proof of Theorem 1.3 follows from Theorem 3.18, after using Lemma 3.19.
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Appendix A: Proof of some lemmas
Lemma A.1. Let g ∈ C1(−∞,∞) such that ‖(−2i)2g‖∞ <∞, for some 0 <  < 1,
and let ‖|− 2i|−1g′‖∞ <∞ as well. Then, for any k ∈ (0, 12 ],
‖(−2i)H(g)‖∞
[
C2
(
ln
1
k
)
+C3
]
‖(−2i)2g‖∞+C1k‖(−2i)−1g′‖∞, (A.1)
where C1, C2 and C3 are independent of k and H is the Hilbert transform operator
deﬁned as
H(g)[] ≡ 1

(P )
∫ ∞
−∞
g(+ ′)
′
d′. (A.2)
Proof. We take 0 without loss of generality. We break up the integral in (A.2) into
four parts,
∫ ∞
−∞
=
∫ k

− k
++
∫ − k
−∞
+
∫ ∞
k

1

g(+ ′)
′
d′. (A.3)
Consider the ﬁrst term
∣∣∣∣∣ 1 (P )
∫ k

− k
g(+ ′)− g()
′
d′
∣∣∣∣∣ 
∣∣∣∣∣ 1
∫ k

− k
g′(¯+ ) d′
∣∣∣∣∣
 1

‖(− 2i)−1g′‖∞
∫ k

− k
|¯+ − 2i|1− d′,
where ¯ ∈
(
− k , k
)
.
But
∫ k

− k
|¯+ − 2i|1−d′
∣∣∣∣− 2i + k
∣∣∣∣
1−
2
(
k

)
C1k|− 2i|−,
where C1 can be made independent of k ∈ (0, 12 ]. Hence,
∣∣∣∣∣ 1
∫ k

− k
g(+ ′)− g()
′
d′
∣∣∣∣∣ kC1|− 2i|−‖− 2i)−1g′‖∞.
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Consider the third term in (A.3)
∣∣∣∣∣ 1
∫ ∞
k

g(′ + )
′
d′
∣∣∣∣∣  ‖(− 2i)2g‖∞ 1
∫ ∞
k

(′ + )−2
′
d′
 ‖(− 2i)2g‖∞
∫ ∞
k

1
[(′ + )2 + 4]′ d
′.
By straight computation
∫ ∞
k

1
[(′ + )2 + 4]′ d
′ =
∣∣∣∣∣ln
[
′√
(′ + )2 + 4
]∣∣∣∣∣
∞
k

 C
[(
ln
1
k
)
||−2 + | ln |||−2
]

[
C2
(
ln
1
k
)
+ C3
]
|− 2i|−,
where C2, C3 are chosen independent of k.
Hence,
∣∣∣∣∣ 1
∫ ∞
k

g(′ + )
′
d′
∣∣∣∣∣ 
[
C2
(
ln
1
k
)
+ C3
]
‖(− 2i)2g‖∞.
The second term in (A.3) can be estimated similarly. 
Proof of Lemma 1.5. From (1.1), (2.16) and Lemma 2.7, sup∈(−∞,∞) | − 2i|2|
Im F()| = O(22). From Hilbert transform of Im F (which gives −ReF on the real
axis) and using Lemma A.1 with g = Im F and k = , we have
‖(− 2i)ReF‖∞
[
C2 ln
1

+ C3
]
(22)+ C11;
hence, the lemma follows. 
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