signal; the acquisition of the sound structure of the native language thus lies at its basis. The collection of articles in the present issue deals with aspects of this early phonological acquisition, as well as with the interaction between phonological acquisition and early word learning, and with L2 phonological acquisition.
Some 30 years ago, experimental psychologists began to study infants' phonological development in perception and the way in which this allows bootstrapping into higher levels of language acquisition. The pioneering work of Peter Eimas, Peter Jusczyk, Patricia Kuhl, Jacques Mehler, and Janet Werker has thus brought phonological acquisition into the center of developmental psychology. To summarize briefly, it has been shown that during the first year of life, infants' perception of linguistic sound structures is shaped by the phonological properties of their native language. Infants begin by identifying global rhythmic and prosodic aspects of utterances in their language, before focusing on smaller units. They then acquire the repertoire of vowels and consonants of their language, start segmenting words, and acquire wordlevel properties such as metrical structure and phonotactics.
Set within the framework of experimental psychology, the majority of articles in the present issue are concerned with infants' developing phonology, as evidenced by changes in their perceptual capacities. Specifically, the contribution by Pierrehumbert, as well as those by Anderson, White, and Morgan, Best and McRoberts, and Bosch and Sebastián-Gallés deal with the acquisition of native phonetic categories. Fennell and Werker subsequently focus on the phonological representation of early words, as does Swingley. The final article, by Kingston, considers the acquisition of nonnative segmental categories in adults. My aim is not to discuss the new research questions that arise out of these articles, but rather to look beyond the topics currently investigated and to focus on a broader theme: the integration of linguistic theory into developmental psychology.
Since the founding work of Chomsky and Hallé (1968) , linguists have made detailed proposals concerning phonological representations and the derivations by which abstract underlying forms are mapped onto concrete surface forms. Most aspects of these proposals have not been looked at in experimental work on phonological acquisition. Furthermore, within the framework of generative grammar, it is assumed that there is a common core of phonological knowledge across speakers of all human languages. This common core is typically supposed to be innate (even though there is no a priori reason that universals could not emerge during the course of acquisition). Whether innate knowledge is used or not during phonological acquisition also remains to be investigated experimentally. After providing an overview of the contributions to this issue, I will thus consider phonological theory from the perspective of first language acquisition and focus on two questions: what exactly needs to be learned; and how could this learning take place, knowing that infants' initial input consists of the acoustic signal. Considering experimental approaches to phonological acquisition, I will review some work in the light of phonological theories and sketch new research avenues.
Overview
In the first article following this introduction, Pierrehumbert considers the vast amount of language-specific phonetic detail that speakers master and that hence needs to be learned by young children. This detail concerns both segmental and suprasegmental structure. Different languages do not employ the same boundaries to categorize sounds on a continuum, nor do they use the same cues and cue weightings in the acoustic realization of segmental and suprasegmental features. The same ambiguity is found within individual languages: A single sound may belong to different phonemes, depending upon the prosodic context in which it occurs, and segments likewise have multiple acoustic realizations. Pierrehumbert proposes that the segmental categories that are learned by infants are defined by positional variants, that is, segments couched within a segmental and prosodic context, rather than by phonemes or phones. The initiation of these categories is extremely rapid in infants, but refinement continues well into childhood and may last for certain aspects till over 12 years of age. Within an exemplar-based theory of speech processing, Pierrehumbert proposes that sound categories are acquired bottom-up by means of statistical learning procedures. Refinement of categories relies on two mechanisms: external feedback that is provided by a perception-producti on loop involving both the learning child and the speakers in his / her environment, and internal phonological feedback provided by type statistics over the lexicon. Finally, Pierrehumbert illustrates that the set of human languages is a subset of the set of mathematically possible languages. The proposed acquisition scenario with its major role for bottomup learning indeed imposes constraints upon the structure of human languages that mathematically possible languages do not need to obey.
The issue of statistical learning mechanisms is taken up by Anderson, Morgan, and White, who consider the relative order in which infants acquire segmental categories. It is well known that newborns discriminate segmental contrasts regardless of whether they are used in their native language, but that at the end of the first year of life they have difficulties discriminating non-native contrasts, just like adults do. This decline in discrimination performance is generally interpreted as a sign of native category formation. Anderson et al. examine if input frequency plays a role in the acquisition of native categories. Specifically, they compare English-learning infants' capabilities to discriminate two non-native stop contrasts, one involving voiceless coronals and one involving voiceless dorsals. They show that at 8.5 months of age, performance on the coronal contrast but not on the dorsal one declines, suggesting that at this age, infants have acquired the voiceless coronal stop category of their native language but not the corresponding dorsal one. Given that the former is more frequent than the latter in English, these results are in accordance with the hypothesis that more frequent segmental categories are acquired before less frequent ones. Anderson et al. propose to account for the frequency effect within an attractor model. They also raise theoretical arguments against an alternative account, according to which universally unmarked segments such as coronals would be acquired before more marked ones. Their results do not allow them to distinguish the two accounts, since -as is often the case -markedness and frequency go hand in hand. Research with contrasts that do not show the same correlation between markedness and frequency is thus needed to settle this issue empirically.
Two more articles deal with the acquisition of segmental categories during the first year of life. Like Anderson et al., Best and McRoberts examine differences in the developmental patterns of non-native contrast discrimination. In a discrimination task with 6 -8 and 10 -12 month-old infants, they find that 10 -12 month-olds show the same amount of decline on three isiZulu contrasts that are assimilated differently by adults. What these contrasts have in common is that they involve segments with the same place of articulation but that differ with respect to their laryngeal properties. Best and McRoberts account for the results by supplementing Best's Perceptual Assimilation Model (Best, 1994; Best, McRoberts, & Sithole, 1988) with the hypothesis that during the first year of life, infants are sensitive only to the primary articulatory organ of speech sounds (Browman & Goldstein, in preparation) . Given that the differences in place of articulation between the sounds in the isiZulu contrasts correspond to differences in primary articulatory organ, this explains why 10 -12 month-olds assimilate the isiZulu contrasts to a single category; the presence of articulatory differences among the contrasts that are responsible for different assimilation patterns in adults, then, are not relevant for infants. A further prediction of the revised model is that infants should maintain discrimination of non-native contrasts between segments produced with different primary articulatory organs. This prediction is borne out by a second experiment, in which infants show no decline on a Tigrinya contrast between consonants involving different primary articulators.
Bosch and Sebastián-Gallés examine native category formation in bilingual infants. They test infants from three linguistic environments at 4, 8, and 12 months of age on a vowel contrast, [ e-E] , that is present in Catalan but not in Spanish. As expected, monolingual Catalan infants discriminate this contrast well at all ages, while Spanish monolinguals show a decline at 8 and 12 months. As to CatalanSpanish bilinguals, they also show a decline at eight months but regain discrimination at 12 months. These results show that mere exposure to a contrast is not enough to maintain the capacity to perceive it. In their account of these facts, Bosch and Sebastián-Gallés make appeal to statistical learning as well. They show that in a bilingual environment, tokens of the three vowels exhibit a unimodal distribution, due to the fact that Spanish [ e ] falls in between the Catalan categories [ e] and [ E ] and has a high frequency compared to both Catalan vowels. Given findings by Maye, Werker, and Gerken (2002) that infants are sensitive to the distribution of tokens along a continuum, this might explain why eight-month-old infants who are exposed to both languages fail to discriminate the Catalan contrast: the monomodal distribution provides evidence for the existence of a single category. Bosch and Sebastián-Gallés tentatively propose that both quantity of exposure and lexical knowledge might play a role in teasing apart the Spanish category from the Catalan ones and hence the recovery of discrimination performance at 12 months.
The next two articles deal with phonological representations of early words. Previous studies on early word learning suggested that infants initially represent words with little phonological detail (see, for instance, Hallé & De Boysson-Bardies, 1996; Shvachkin, 1948 Shvachkin, / 1973 and Stager & Werker, 1997) . The articles by Fennell and Werker and Swingley contest this view and argue that, on the contrary, early word representations are phonologically precise encodings. Fennell and Werker use the Switch task to show that 14-months-olds are sensitive to phonological features in the representation of words they already know. They argue that the lack of such sensitivity found earlier with the same task when infants were tested on new words (Stager & Werker, 1997 ) is due to a processing overload. This latter hypothesis can be put to test by testing infants on new words using a less demanding task, such as a visual fixation procedure (Swingley & Aslin, 2000 .
In his contribution, Swingley likewise investigates the phonological representation of familiar words. Building on previous work that provided evidence for precise encoding of early words (Swingley & Aslin, 2000 , he shows that 19-monthold Dutch infants recognize words better when they are pronounced correctly then when one consonant is substituted by another one. The present study presents two novelties with respect to the previous ones. First, it is shown that the mispronunciation effect is obtained with word-medial substitutions as well as with word-initial ones, eliminating the possibility that only word-beginnings are encoded with phonological detail. Second, Swingley examines the hypothesis put forward by Charles-Luce and Luce (1990) that refinement of phonological representations is induced by the presence of phonological neighbors. Contrary to this view, Swingley and Aslin (2002) already found that the mispronunciation effect is independent of the size of infants' receptive vocabulary. In the present article, a broader definition of neighbor is introduced, according to which any chunk of speech that children might store as a potential word form and that differs from the target in a single segment counts as a neighbor. Swingley Likewise, the presence of irrelevant context and speaker variation hinders subjects in their abilities to generalize to novel tokens for some contrasts but not for others. Finally, when subjects are asked to classify vowels into natural classes rather than into single phoneme categories, their performances again differ according to the defining features of these natural classes. Together, the results suggest that in some cases, subjects learn to extract abstract phonological features, while in others, they learn concrete sets of exemplars. Kingston argues that exemplar-based learning, but not feature-based
Language and Speech learning, is most compatible with Kuhl's Native Language Magnet model (Kuhl, 1991 (Kuhl, , 2000 , in which sound categories are prototypes that occupy a certain location in an acoustico-phonetic space. As to the observed differences between the three dimensions, he suggests that they might be due to the fact that features differ in the range of phonetic properties by which they are instantiated across all possible minimal pairs, that is, in how polymorphous they are. Extracting abstract features that are highly polymorphous is more difficult than extracting those that are less polymorphous. Finally, having focused on adult speech perception, Kingston argues that a fuller understanding of infants' acquisition of sound categories likewise requires the comparison of multiple contrasts realized in multiple pairs of segments and varying irrelevantly across speakers and context.
Experimental psychology and theoretical linguistics:
Towards an integrated account of phonological acquisition
The collection of articles in this issue gives an indication of current research themes: statistical learning mechanisms, early lexical development, and models of phonetic category perception. As to statistical learning mechanisms, this topic has recently received much attention, not only in the realm of the formation of native segmental categories as in the present issue (see, for instance, Maye et al., 2002) , but also with respect to word segmentation and higher-level grammatical regularities (see Gómez & Gerken, 2000 , for an overview of research). It has thus been shown that statistical properties of speech can be picked up by infants. It remains to be investigated, though, if statistical learning is sufficient to acquire the grammar of one's native language. Generative linguists have raised the hypothesis that human languages share properties that, together, constitute Universal Grammar. Universal properties can be implications of the type "if a language has A then it also has B" or absolute constraints of the type "every language has C" and "no language has D." Whether or not there is innate knowledge that infants use during the course of acquisition is largely an open question.
Five of the seven articles in this issue deal with the acquisition of segmental categories, while the remaining two consider the representation of segments in early words. Hence, segments are at the heart of the matter. This is probably not a coincidence: more broadly, experimental research on speech perception has always shown a strong focus on segments, whether in adults or in infants. Since the nineteen-eighties, though, evidence has also been gathered as to when (and to a lesser extent how) other aspects of phonological knowledge are processed by adults and acquired during infancy. These aspects notably include phonotactics, metrical structure, and word segmentation (see Jusczyk, 1997 , for a recent overview concerning infant development). It should be noted that all of these aspects concern surface properties of phonological structure. However, native speakers' phonological competence also includes knowledge about how surface structures are derived from abstract underlying structures. It is not enough to acquire the segmental repertoire, the possible combinations of these segments in syllables and words, and the stress patterns of words; infants should also learn how these surface properties arise when morphemes are strung together into words and words into phrases. That is, infants need to acquire their language's phonological grammar.
So far, experimental research on phonological acquisition has thus hardly taken linguistic theories into account, neither with respect to the presence of innate phonological knowledge nor with respect to the acquisition of the phonological grammar. 1 In the remaining part of this article, I consider how experimental approaches to phonological acquisition could incorporate phonological theory. In line with the tendency in this issue, and for the sake of simplicity, I consider segmental phonology only. I begin by discussing segmental representations, then turn to phonotactics and phonological processes that segments are involved in, and end by looking at the architecture of the phonological grammar that derives surface forms from underlying forms. For all of these aspects, I examine what might be innate, what needs to be learned, and how this acquisition might take place.
Segments and phoneme inventories
One can pose many questions concerning the presence of innate phonological knowledge and the way in which segmental representations develop in first language acquisition. To start with the most basic one, do infants come equipped with knowledge about the limited numbers of categories that are distinguished in the IPA-table, and is all they have to do learn which of these categories are present in their language? Along these lines, Kuhl (2000) argues that at birth, infants categorize the vowel space such as to separate the vowels of all human languages; a statistical analysis of the acoustic signal in their native language then leads them to wipe out unnecessary boundaries. At least some of the innately present boundaries are thought to be "natural," in the sense of being determined by the auditory system, since nonhuman animals are sensitive to them as well. By contrast, in her contribution to the present issue, Pierrehumbert (2003) argues that given the amount of language-specificity, segmental (and, for that matter, prosodic) categories must be acquired bottom-up in the absence of universal category boundaries.
Segments are not atomic units. From an articulatory phonetic point of view, they
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1 The reverse is equally true: Linguistic approaches to phonological acquisition have been little concerned with experimental evidence regarding early phonological development. In particular, there has been a strong focus on children's early productions, whichfollowing Jakobson (1941)-have been taken to reflect children's phonological knowledge (see Bernardt & Stemberger, 1998 , and references cited therein). These studies thus sidestep the fact that before uttering their first words, infants acquire important parts of their native language's phonology. Moreover, the learning algorithms that have been developed so far within linguistic theory (see, among others, Boersma, & Hayes, 2001; Dresher, 1999a; Dresher & Kaye, 1990; Hayes, in press; Pulleyblank & Turkel, 2000; Tesar & Smolensky, 1998) share a feature that makes them rather unrealistic. That is, they take as their input individual words, whereas infants likely acquire many aspects of phonological structure before their lexicon of word forms is big enough to use wordbased algorithms. Discussion of these issues, however, is outside of the scope of the present article.
are described in terms of three main dimensions: place of articulation, manner of articulation, and voicing. According to the motor theory of speech perception, humans have innate knowledge concerning the articulatory properties of sounds (Liberman & Mattingly, 1985) ; these three-dimensional phonetic representations could thus be present at birth. In phonological theory, manner, place, and voicing of segments are further defined by one or more phonetic features each, most of which are binary (Chomsky & Hallé, 1968; Sagey, 1986) . Natural classes, that is, sets of segments that share certain articulatory properties, can thus be defined as feature bundles. For instance, the class of voiced obstruents is defined as [ -sonorant, + voice ] . It is generally assumed that phonetic features are universal too, and, therefore, might be present innately. For instance, in his quantal theory of speech, Stevens (1972 Stevens ( , 1989 argues that phonological features are determined by natural boundaries that arise from the nonmonotonic relationships between acoustic and articulatory parameters by which speech sounds are defined. Pulleyblank (2001) , however, questions the universality of phonological features on the basis of both typological arguments and arguments from cross-linguistic phonological processes. Phonetic features, he argues, have concrete perceptual or articulatory correlates that may differ across languages; they should thus emerge during the course of acquisition.
The role of subsegmental representations during the acquisition of segmental categories has recently been studied in both adults and infants. Recall that in his contribution to the present issue, Kingston shows that American English adults can learn to extract certain abstract phonological features from German. As to first language acquisition, Maye and Weiss (2003) tested eight-month-old American English infants' capacities to discriminate a Hindi contrast involving a prevoiced and an unaspirated stop after being habituated to a continuum of tokens that lie in between the two endpoints. They showed that after a short exposure to a bimodal but not to a monomodal distribution of tokens, infants discriminated the endpoints. Crucially, they also found that infants generalized their discrimination capacity to the same VOT-contrast realized at a different place of articulation. That is, when trained on alveolar stops, they discriminated velar stops, and the other way round. Maye and Weiss argue that these results are evidence that infants extract featural properties of input speech. They are in line with research by Jusczyk, Goodman, and Baumann (1999) , who found that nine-month-olds are sensitive to the manner of articulation of word-initial consonants. That is, when presented with two types of word lists, infants showed a listening preference for those lists in which the initial consonants of the words had the same manner of articulation. Note, however, that neither of these experiments shows that infants represent segments as bundles of phonetic features. Rather, the conclusion that can be drawn is that infants are sensitive to basic articulatory and / or acoustic properties of segments.
To summarize, segments are made up of distinctive features, which reflect articulatory properties of speech sounds.
2 These features, furthermore, exhibit two types of dependency relationships among each other. The first one is phonetic: some features are relevant only to make a distinction within a category defined by another feature. For instance, [apical ] [voice] . Hence, these major place features are interdependent. Within linguistic theory, it is proposed that the phonetic features by which segments are composed are organized hierarchically in a feature tree. This proposal goes under the name of feature geometry (Clements, 1985; Clements & Hume, 1995; Hallé, 1995; Sagey, 1986) . 3 It is generally assumed that there is a universal feature hierarchy, although no consensus has been reached concerning its exact nature. In order to account for the above mentioned facts, [apical ] should be a daughter node of [coronal ] , and [coronal ], [ labial] , and [dorsal ] should be bundled together under a place node in this universal hierarchy. So far, no experimental research concerning the existence of a set of hierarchically organized features has been conducted, neither in adult speech perception nor in infant development.
Linguistic theory is not just concerned with the surface speech stream segmented into consonants and vowels. Besides this concrete surface level, it recognizes an abstract underlying level of representation. Language-specific phonological rules and alternations constitute the mapping of underlying representations onto surface representations. As far as segmental representations are concerned, the underlying level contains abstract phonemes rather than concrete segments. Segments, then, are the phonetic realizations of phonemes, and a given phoneme can have multiple phonetic realizations, depending upon both its segmental and prosodic context. Hence, the set of segments present in a language is larger than its set of phonemes, and the mapping of underlying phonemes onto surface segments is language-specific.
The representation of phonemes at the underlying level is less detailed than the representation of segments at the surface level we have just seen. For instance, only those features are typically argued to be present in phonemes that are needed to encode all the lexically distinctive contrasts in a particular language. The number of features that are thus needed is correlated with the size of the language's phoneme inventory: A three-vowel system, for instance, can be described with only two features, while a seven-vowel system needs four. However, the question as to exactly which features are needed is less straightforward, because there are often multiple ways in which a given inventory can be described without redundancies. For instance, consider the three-vowel system / i,u,a /, with the feature specifications as in Table 1 . Often, some version of underspecification is assumed, according to which not only redundant features are absent, but redundant feature specifications can be left blank as well. 4 For instance, in many languages, voicing is contrastive in obstruents but not in sonorants. For purposes of the description of the consonant inventory, sonorants therefore do not need to have a specification for the feature [voice] at the underlying level but can receive their voicing value by a late redundancy rule. Whether or not a feature is left unspecified underlyingly is often motivated by phonological behavior of segments. For instance, consider languages in which voicing is not contrastive in sonorants and that, moreover, contain a voice assimilation process. In most of these languages, only obstruents, not sonorants, trigger assimilation. If voice assimilation is defined as spreading of the feature [voice] onto an adjacent segment, this is evidence that in these languages, sonorants are unspecified for [voice] at the underlying level. In the remaining languages in which assimilation is triggered by both sonorants and obstruents, by contrast, [voice] should be specified in sonorants underlyingly, despite the fact that voicing is not lexically contrastive in sonorants. There are often multiple ways in which, given a segment inventory and a set of nonredundant features, the feature specifications can be filled in without creating redundancies, and a language's phonological processes do not always provide evidence in favor of one of the options. Hence, underspecification raises a second indeterminacy problem.
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A solution to both indeterminacy problems is proposed by Clements (2001) . He distinguishes two abstract levels of representation, a lexical level and a phonological level, with the latter being derived from the former. As to the lexical level, Clements proposes that representations are determined by a universal scale of feature accessibility. More accessible features take priority over less accessible ones as far as the specification of segments in an inventory is concerned, and they are hence less prone to omission in redundancy situations. For instance, consider a language with the consonantal inventory / p,t,k,m,n /. The highly accessible feature [sonorant] distinguishes / m / and / n / from the other consonants. The feature [nasal ] , which is less accessible, is therefore redundant and omitted from their representations. Likewise, in languages with both voiced and voiceless obstruents but only voiced sonorants, obstruents are specified for [voice] but sonorants are not. In fact, the voicing distinction that exists between, for instance, / p / and / m / is subsumed under the distinction made by the more accessible feature [sonorant] . Thus, a feature can be completely absent from the lexical level (as is the case for [nasal] in the first example), or it can be specified in some segments while left unspecified in others (as is the case for [voice] in the second example).
The universal accessibility hierarchy is based upon typological considerations: Features that are recurrent across languages are highly accessible, whereas rare features are placed low in the accessibility hierarchy. Given that all languages have both consonants and vowels, [consonantal ] is the most accessible feature. Next in the hierarchy are [coronal ] and [sonorant] , respectively. At the bottom we find features such as [constricted] , needed in languages that distinguish between plain and glottalized consonants. At first sight, the feature accessibility hierarchy is a likely candidate for being innately present, since infants do not have access to typological facts. However, the bare existence of strong typological tendencies suggests that the universal accessibility hierarchy might be grounded in acoustic properties of speech sounds. An alternative possibility, then, is that the acoustic signal contains information that allows infants to construct this hierarchy. Turning now to the phonological level, Clements argues that it is derived from the lexical one by the addition of those features and feature specifications that are necessary to account for a language's phonology. For instance, suppose that the three-vowel inventory / i,a,u / is described at the lexical level by [high] and [round] . The same two features are carried over to the phonological level. If in a language with this inventory the back vowels [ u] and [ a ] pattern together for some phonological process to the exclusion of [ i ], then [ back] is added at this level. Similarly, consider languages with a voicing contrast in obstruents but not in sonorants. If sonorants pattern together with voiced obstruents in that they trigger voice assimilation, then the specification for [voice] will be added to the sonorants. As to the hierarchical organization of features, Clements (2001) proposes that at the phonological level, a given language only has the amount of structure in the feature tree that is necessary to account for its phonology. Crucially, all constituents in a language's featural representations must be constituents of the universal feature geometry. For instance, many languages need both [posterior] 
This short overview shows that representations at the phonetic surface are richer than those at the underlying level(s) in several respects. As said before, in phonological theory, surface representations are derived from underlying ones; structure is thus added during the derivation of surface representations. Infants are in the reverse situation: Given that they acquire their language from the surface speech stream, they should rather prune redundant information from the representations as they acquire the underlying structures of their native phonology. In particular, the following acquisition scenario suggests itself. First, infants acquire the set of segments used in their language by a bottom-up statistical analysis of the speech signal. They then build minimal feature representations of these segments, working their way down the feature accessibility hierarchy, and construct the corresponding feature trees, in line with the universal feature geometry. From these surface representations, they subsequently build underlying phonological representations, in which the feature tree only contains the amount of structure needed to account for the language's phonology and in which phonologically redundant features and feature specifications are absent. Finally, they construct even more abstract lexical representations, in which only lexically contrastive distinctions are encoded and in which the feature tree has no structure at all. 5 Many questions remain open in this scenario. Most importantly, the languagespecific representations at the underlying levels depend upon both the phoneme inventory and the phonological processes present in the language. These aspects should thus be acquired prior to the construction of underlying representations. Below, I examine how infants might do this. Before turning to this topic, however, I consider an additional aspect of segmental representations at the surface level, that is, phonotactic constraints.
Phonotactic constraints
The way in which segments can be combined into syllables and words is restricted by language-specific phonotactic constraints. These constraints are static, in the sense that they capture generalizations over the lexicon that do not result from phonological rules and alternations. (Hallé, Segui, Frauenfelder, & Meunier, 1998; Hay, Pierrehumbert, & Beckman, in press; Massaro & Cohen, 1983; Pitt, 1998) , and there is evidence that infants acquire the phonotactic constraints of their language at around nine months of age (Jusczyk, Luce, & Charles-Luce, 1994 ).
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Phonological acquisition 5 The scenario sketched here is the reverse of the one commonly proposed in child phonology. According to these latter proposals, infants initially assume all sounds to be variants of a single phoneme. By making binary distinctions between sounds, following an order that is echoed by Clements' feature accessibility hierarchy, they build up an inventory in which all distinctive sounds are differentiated (Jakobson, 1941; Jakobson & Hallé, 1956) . A recent version of such a scenario that incorporates feature geometry and underspecification is proposed by Rice and Avery (1995).
The nature of phonotactic constraints has long been a topic in phonological theory. It has been shown that, crosslinguistically, constraints on the presence of segments in certain syllabic positions show a robust asymmetry between onsets and codas. The set of consonants allowed in coda position is typically smaller, if anything, than that in onset position. Many languages indeed display limitations upon the consonants that can be found in syllable codas. For instance, Japanese only allows a placeless nasal consonant and the first half of a geminate consonant in the syllable coda (Shibatani, 1990) . Similar restrictions on the set of consonants that may appear in syllable onsets are much rarer. Coda conditions, moreover, often concern natural classes of segments. For instance, Beijing Chinese does not allow obstruents in coda position (Blevins, 1995) . Finally, coda constraints typically favor segments that are prone to assimilate (such as coronal and placeless consonants), as well as segments with a high sonority. It would be truly surprising if a language were found in which syllable codas can contain dorsals but not coronals, or obstruents but not sonorants.
As far as acquisition is concerned, it remains to be investigated how infants acquire phonotactic constraints, and, more specifically, if the acquisition mechanism is sensitive to the naturalness of distributional regularities. Recently, Chambers, Onishi and Fisher (2003) argued that phonotactic constraints are learned at the level of individual segments. They exposed 16.5-month-old American infants to CVCwords in which the onset and coda consonants constituted distinct classes. For one group of subjects, / b,k,m,t,f / appeared in the onset and / p,g,n,tS,s / in the coda, while for another group it was the reverse. During testing, infants discriminated between novel items that obeyed the distributional regularities they had been exposed to and those that did not, thus showing sensitivity to phonotactic constraints that are not present in their native language. Notice that the two classes of consonants in this experiment do not form natural classes; that is, they cannot be differentiated by a single phonetic feature or set of features. Although it is true that individual segments can be engaged in this type of regularities, the set of regularities used by Chambers et al. do not seem to reflect a natural language. To the best of my knowledge, there is indeed no language in which as many as 10 segments occur in onsets or codas exclusively, with the onset and coda groups crosscutting several natural classes. It would be interesting to see if infants are even more sensitive to this type of distributional regularity if the consonants that appear in onsets and codas, respectively, form natural classes.
A first step towards exploring the role of natural classes in the acquisition of phonotactic constraints is taken by Saffran and Thiessen (2003) . They exposed ninemonth old infants to disyllabic CVC.CVC words that displayed certain regularities. In one experiment, the consonants that occurred in onsets and codas, respectively, formed complementary natural classes. That is, syllables began with a voiced stop and ended with a voiceless one for one group of subjects while the reverse was true for another group. Using a word segmentation task, Saffran and Thiessen showed that infants found it easier to segment novel words out of a continuous speech stream that were in accordance with the pattern to which they had been exposed than those that were not. In another experiment, they showed that the same did not hold if, during the exposure phase, the consonants that appeared in onsets and codas, respectively, did not form natural classes. The set of consonants used in both experiments being Language and Speech identical, these results suggest that phonotactic regularities that involve natural classes of segments are easier to acquire than those that do not. Given the differences in both the experimental design and the age of the infants, it is hard to compare the results of Saffran and Thiessen (2003) to those of Chambers et al. (2003) . Both techniques, however, allow us to further address the question concerning the acquisition of natural versus unnatural regularities.
Phonological processes
Languages contain many surface regularities that involve phonological processes and that therefore do not generally fall under the heading of phonotactics. Given the evidence concerning infants' developing sensitivity to static phonotactic constraints during the first year of life (Jusczyk, Friederici, Wessels, Svenkerud, & Jusczyk, 1993) , it seems likely that they similarly acquire the surface true generalizations that underlie phonological rules and alternations. One piece of evidence in this direction is provided by Jusczyk, Hohne, and Bauman (1999) , who showed that 10.5-month-old English-learning infants can rely on the allophonic differences between nitrates and night rates in a word segmentation task, suggesting that they have acquired at least some aspects of the distribution of the various allophones of English / t / and / r /. Perception experiments show that adults are sensitive to these types of generalizations: they treat allophonic contrasts, such as the one between [ Q ] and [ t] in English, differently from phonemic ones (Jaeger, 1980; Lahiri & Marslen-Wilson, 1991; Pegg & Werker, 1997; Peperkamp, Pettinato, & Dupoux, 2003; Whalen, Best, & Irwin, 1997) , and they undo the effects of assimilation rules for purposes of lexical access (Coenen, Zwitserlood, and Bölte, 2001; Darcy, Ramus, Christophe, Kinzler, & Dupoux, submitted; Gaskell & Marslen-Wilson, 1996 . These data show that knowledge about phonological rules and alternations form part of native speakers' perceptual competence, and warrants the question as to when and how this knowledge is acquired.
According to a recent proposal by Steriade (2001) , the type of phonological process that underlies a certain surface-true generalization is determined by a universal perceptual distance metric. Specifically, phonological processes are minimal from a perceptual point of view, and all languages that disallow a given structure apply the same process to avoid this structure. For instance, Steriade argues that across languages, the absence of disagreeing obstruent clusters is always due to regressive voice assimilation, rather than to progressive voice assimilation, consonant deletion, or some other phonological process, and that this is so because the outcome of regressive voicing is perceptually closer to the disagreeing cluster in the input than the outcome of any other process would be. Consequently, infants who have acquired a surface-true generalization would be able to infer the underlying phonological process by inspecting their own perception. Although it is certainly true that in the majority of languages, the absence of obstruent clusters that disagree in voicing is due to regressive voice assimilation, this is not the case in all languages. For instance, Dutch has a productive rule of progressive voice assimilation that devoices fricatives after voiceless obstruents (Booij, 1995) . Other surface-true generalizations are likewise due to more than one phonological process. To give a well-known example, many languages do not allow for clusters consisting of a nasal consonant followed by a voiceless obstruent. A range of processes is found cross-linguistically to avoid such clusters at the surface, including obstruent voicing, coalescence, nasal deletion, and denasalization (Pater, 1999) . Hence, a language's phonological processes cannot be acquired on the basis of a perceptual distance metric.
One might want to argue that acquiring phonological rules relies upon prior lexical acquisition. For instance, knowing that the phrases robe jaune and robe sale both refer to the same type of object allows French-learning infants to infer that [ ROb ] and [ ROp ] are instances of the same word. Peperkamp and Dupoux (2002) , however, propose learning mechanisms based on distributional cues that are available to prelexical infants. They argue that knowledge of phonological processes facilitates lexical acquisition, since it reduces the list of word forms that should be mapped onto a meaning. Whether or not infants learn about the phonological rules in their language before having a lexicon is, of course, an empirical question. Here, I review the prelexical learning algorithms of Peperkamp and Dupoux and discuss several complicating factors.
Language and Speech
Let us first consider allophonic rules. Once infants can represent speech as a sequence of consonants and vowels, they should discover which segments are involved in allophonic contrasts, that is, are realizations of a single phoneme. In other words, they should reduce the inventory of segmental categories to the inventory of abstract phoneme categories. This problem is far from trivial, since two segments that are realizations of a single phoneme -hence form an allophonic contrast -in one language can be realizations of two different phonemes -hence form a phonemic contrast -in another language. For instance, in French, voicing contrasts are phonemic in obstruents and allophonic in sonorants (Dell, 1973) ; by contrast, in Burmese, voicing is phonemic in sonorants (Okell, 1969) and in Korean, it is allophonic in obstruents (Kim, 1990) . Now, a property that distinguishes segments in allophonic contrasts from those in phonemic ones is that they have complementary distributions. For instance, recall that in American English, [Q ] is found between sonorant segments and unstressed vowels, whereas [ t ] is excluded in those positions. If infants detect these complementary distributions, they can infer that [ Q ] and [ t ] represent the same abstract phoneme. So far, the possible use of a distributional analysis by language learners has been tested only in adults, with positive results (Almeida, 2003; Peperkamp et al., 2003) . In these experiments, which used two different artificial language learning paradigms, French adults were shown to be sensitive to complementary distributions for the purposes of the construction of phoneme categories. In order to further test the acquisition algorithm, the same type of experiment is now being carried out with infants.
Experiments with artificial language learning paradigms sidestep several complicating factors found in natural languages that are worth consideration. Many complications concern the nature of allophonic rules. For instance, some segments are allophones of more than one phoneme, as is the case of American English ] and all the other pairs involving an aspirated and a plain stop. Allophonic rules typically apply within a prosodic domain, which creates a further complication. For instance, Greek has a rule of allophonic / s /-voicing that applies before voiced consonants within the intonation phrase (Nespor & Vogel, 1986) ; consequently, [ s ] and [ z ] have complementary distributions within but not across intonation phrases. In order to find complementary distributions of pairs of segments, infants should thus look for empty intersections in their distributions within prosodic domains, without there being a priori restrictions on the size of the domain in which rules apply. Phonological rule domains can indeed be as small as the syllable (as for English / l /-darkening) and as large as the utterance (as for English flapping) (Nespor & Vogel, 1986) . It should also be noted that allophonic rules can be optional or gradient, in the sense that the likeliness that they apply decreases in larger prosodic domains.
All of the considerations above show that it can be hard to find the complementary distributions that are induced by allophonic rules. Conversely, languages can display complementary distributions of segments that linguists would not consider to be the result of an allophonic rule. è] in French, with the former occurring in closed syllables only -hence followed by a consonantand the latter occurring before vowels only. Constraints on the distribution of segments can thus interfere with the learning algorithm. Likewise, segments with a low frequency might be engaged in spurious complementary distributions even in the absence of phonological restrictions on their distributions.
Cross-linguistically, phonological rules -whether allophonic or not -appear to conform to two intuitions. First, the output of phonological rules stays close to the input; for instance, there is no rule that maps an underlying / m / onto a surface [ k ], which differs on all possible phonetic dimensions. Second, the conditioning context of rules shares certain properties with the output; for instance, languages may have a rule that maps / t / onto [ p ] before labials and into [ k ] before velars, but there is no language in which / t / is mapped onto [p] before, say, high vowels. The theory of feature geometry (Clements, 1985; Clements & Hume, 1995; Hallé, 1995; Sagey, 1986) It remains to be investigated if infants use this type of knowledge in order to eliminate candidate rules that are excluded by the theory of feature geometry. The artificial language-learning paradigms used by Peperkamp et al. (2003) and Almeida (2003) allow us to address this question, since they can compare the acquisition of possible rules to that of impossible ones. 7 Turning now to the case of nonallophonic rules, Peperkamp and Dupoux (2002) show that they involve complementary distributions of complete word forms rather than of individual segments. Nonallophonic rules are neutralizing; that is, their outputs involve segments that occur in lexical contrasts. Consider again French voice assimilation, according to which obstruents assimilate in voicing to a following obstruent. I tentatively take the domain of this rule to be the phonological phrase. Rap] occur. In order for the algorithm to be useful, the number of minimal pairs of this type should be small enough for infants to consider them as noise.
An altogether different way to look at nonallophonic rules is worth consideration. It is often argued that truly neutralizing rules do not exist (see Manaster Ramer, 1996, for a review of this literature). For the French case at hand, it is possible that the final [ p] of assimilated robe is not completely homophonous to the final [ p] of top and that the two instances of / p / form distinct categories across tokens. The "neutralizing" voice assimilation rule would thus behave like an allophonic rule, in the sense of creating complementary distributions among segments. Hence, the algorithm proposed for allophonic rules would be applicable in this case, too.
A final complication for the acquisition of phonological processes concerns rule interaction. The overwhelming majority of languages contain multiple phonological rules, which can exhibit complicated interactions. For instance, in French, vowels are lengthened before voiced consonants. Hence, the vowel in robe is longer than that in top. As far as I know, the interaction between voice assimilation and this allophonic lengthening has not been studied. Consider once more robe sale, that presents the context for both rules. The application of voice assimilation is independent of that of vowel lengthening, but the reverse is not true, since lengthening critically depends upon the voicing feature in the following consonant. There are thus two possibilities: either voice assimilation blocks lengthening, due to the fact that it destroys the context for lengthening, or both rules apply. The latter case is the more interesting one, since it yields a surface form with a long vowel before a voiceless consonant. As a consequence, long and short vowels do not have complementary distributions at the surface. Allophonic lengthening is thus opaque, making its acquisition more difficult than as would follow from the algorithm of Peperkamp and Dupoux (2002) . However, once this allophonic rule is acquired, the acquisition of voice assimilation is facilitated, since the presence of a lengthened vowel before a voiceless consonant now provides a cue that voice assimilation has taken place. Kiparksy (1973) already raised the hypothesis that surface opacity makes acquisition particularly hard. For the algorithm laid out above, this is so because the discovery of a surface true generalization is the first step in the acquisition of phonological processes.
To sum up, it is proposed that infants begin by acquiring surface true generalizations by a bottom-up distributional analysis, much the same way in which they acquire static phonotactic constraints. Given evidence that infants can segment the speech stream into clauses at seven months (Hirsh-Pasek et al., 1987) , and into phrases and words at nine months (Jusczyk et al., 1992) and 11 months (Myers et al., 1996) , respectively, surface true generalizations that hold within a large prosodic domain could be acquired before those that hold within smaller domains. A comparative analysis of the distribution of individual segments then allows infants to find complementary distributions and hence construct a set of hypothetical allophonic rules. From this set, they might select the true allophonic rules of their language by eliminating those that are ruled out in Universal Grammar. Finally, it is not until infants have built a reasonably large lexicon of word forms that they can acquire nonallophonic rules. One problem with this scenario was already pointed out above: a rule's surface-true generalization can be obscured, due to interaction with another rule. A second potential problem concerns the interaction between the discovery of surface true generalizations for allophonic rules on the one hand and the acquisition of segmentation of prosodic units on the other hand. In fact, whereas it is proposed here that the acquisition of allophones depends upon segmentation into prosodic units, it might be argued, conversely, that allophones provide cues for the parsing of continuous speech into prosodic units. Note, however, that prosodic boundaries are signaled not only by allophonic cues but also by suprasegmental cues such as final lengthening. A solution out of this circularity, then, might be that infants first acquire the segmentation into prosodic units on the basis of suprasegmental cues, which allows them to subsequently acquire the allophonic rules.
3.4
The architecture of the grammar A final topic that I would like to discuss concerns the architecture of the grammar that deals with the derivation of surface forms from underlying forms. There are currently two classes of theories, one based on rules and the other one based on constraints. In rule-based theories, surface forms are derived from underlying forms by a system of ordered rewrite rules. In these theories, the absence of any rules at the initial state is uncontroversial: Infants have to acquire the rules that are present in their language, rather than "forgetting" those that are not. At the initial state, their grammar is thus the simplest possible one, in which underlying forms are mapped as such onto surface forms without intervening rules. During acquisition, infants use innate knowledge concerning the set of possible rules as defined by UG to discover the rules of their language.
In constraint-based theories, by contrast, the question of the nature of the initial state is less straightforward. In these theories, surface forms are derived from underlying forms by means of a system of ranked and violable constraints. In the most well-known version, Optimality Theory (Prince & Smolensky, 1993) , there are two types of constraints: markedness constraints, that militate against (universally) marked output structures, and faithfulness constraints, that require output forms to be maximally similar to their corresponding inputs. How an input presenting some marked structure surfaces depends upon the relative marking of the relevant markedness
Language and Speech and faithfulness constraints. By way of illustration, let us consider consonant clusters. Homorganic clusters, that is, clusters with a single place of articulation, are universally less marked than nonhomo rganic ones. This follows from typological observations such as the following: There are languages that disallow nonhomorganic clusters, but there are no languages that disallow homorganic ones. What will happen to an input presenting a nonhomorganic cluster in a given language, for instance if a morpheme ending in a coronal consonant is concatenated to a morpheme beginning with a labial consonant? If the markedness constraint against such clusters outranks faithfulness, then markedness will be respected and the input will be transformed into an output form with a homorganic cluster (or no cluster at all). If, by contrast, faithfulness outranks markedness, then the underlying cluster will surface as such.
Turning now to the question as to the initial state of the grammar within Optimality Theory, there are three issues to be discussed. The first one concerns the origin of the set of markedness and faithfulness constraints. All constraints are generally assumed to be universal and, moreover, innate. Notable exceptions are Boersma (1998) and Hayes (1999) . For instance, Hayes (1999) proposes that markedness constraints are emergent from experience in articulation and perception. In his proposal, infants construct candidate constraints randomly, based on innate knowledge of phonological features. They then assess these constraints for their degree of phonetic grounding. A phonetically grounded constraint is one that bans sound structures that are hard from an articulatory point of view. Among the candidate constraints, only the phonetically-grounded ones are maintained.
The second issue concerns the ranking of markedness constraints. Following markedness theory as developed first in structural linguistics (Trubetzkoy, 1939) , certain classes of markedness constraints are assumed to show a fixed, internal, ranking that is the same for all languages (Prince & Smolensky, 1993) . These socalled harmonic rankings, then, are innate and do not allow for reranking during acquisition. For instance, it is often argued that coronal is the unmarked place of articulation (see, among others, Paradis, & Prunet, 1991) . The constraint that bans coronals is therefore universally ranked below the ones that ban consonants at other places of articulation. Markedness, however, reflects typological tendencies, not universals: Individual languages can deviate from this harmonic ranking and have an unmarked place of articulation other than coronal. In such cases, an ad-hoc constraint is needed on top of the hierarchy with the effect of undoing the harmonic ranking. For this reason, the use of harmonic scales has been criticized by Hume and Tserdanelis (2003) , who argue that typological tendencies fall outside the domain of phonological theory.
9 For language-learning infants, this means that they have no preconceived idea as to which place of articulation is most likely the unmarked one in their language. The same conclusion is reached by Anderson et al. (2003) in the present issue on the basis of experimental findings. Recall that they found the decline in discrimination of non-native coronal contrasts to precede that of other contrasts. Anderson et al. consider the possibility that innate knowledge of the unmarked status of coronals might offer an explanation for the observed asymmetry during development, but conclude that, on the contrary, markedness cannot be at stake. They reason that if infants had such innate knowledge, they should maintain discrimination of non-native coronal contrasts longer than that of contrasts at other places or articulation, contrary to what was actually found. Indeed, one of the defining properties of the unmarked status of coronal is that across languages, coronal consonants occur in more varieties than consonants at other places of articulation; infants should thus be prepared to make more distinctions among coronals than among noncoronals and, hence, maintain discrimination of non-native coronal contrasts. 10 The third and final issue regarding the initial state concerns the relative ranking of markedness and faithfulness constraints. Smolensky (1996) argues that all markedness constraints initially outrank all faithfulness constraints, yielding universally unmarked outputs only. As infants analyze their linguistic input, they subsequently demote those markedness constraints that ban the structures that are present at the surface in their language. This position is by far the most wide-spread, and can be considered an implementation of the hypothesis that infants' phonological development proceeds from universally unmarked structures to the marked structures present in their native language (Jakobson, 1941) . With respect to consonant clusters, it implies that infants start out with a grammar that allows homorganic clusters only. If their language exhibits nonhomorganic clusters, they will demote the markedness constraint that demands homorganicity. The rationale behind this view of the initial state and the process of phonological acquisition is of the type reductio ad absurdum. That is, if, conversely, faithfulness initially dominated markedness, final grammars would be overly permissive. To see this, suppose a language that has only homorganic clusters. With faithfulness initially outranking markedness, infants would start out with a grammar that allows both homorganic and nonhomorganic clusters. Given that this initial grammar is in accordance with their native language, they would have no reason to promote the constraint that demands homorganicity; consequently, at the final state their grammar would still allow nonhomorganic clusters.
One might seriously question, though, if infants will leave open the possibility that their language permits nonhomorganic clusters after having analyzed many hours of continuous speech containing homorganic clusters only. That is, the persistent absence of certain marked structures might play a role during the course of acquisition. Taking this argument seriously, one might propose that at the initial state, faithfulness initially outranks markedness. This is indeed the position taken by Hale and Reiss (1998) . As noted by these authors, this scenario is much closer to the one for rule-based grammars that everybody would agree upon, in that infants start
Language and Speech out with the simplest possible grammar, consisting of an identity mapping from underlying forms onto surface forms.
In a series of experiments, Davidson, Smolensky, and Jusczyk (in press) [ Y ] were chosen such that a marked structure was present at the boundary between these two elements. The concatenation was either faithful, thus exhibiting this marked structure, or unfaithful, yielding an unmarked structure. For instance, if [ X ] [ impa] . The former concatenation is completely faithful with respect to the presumed input / inpa /, but it is more marked than the latter, since it presents a nonhomorganic consonant cluster. In the latter form, a homorganic cluster is obtained by means of the well-known process of place assimilation. Given that until six-months of age, infants do not develop a sensitivity to the surface regularities of their language (Jusczyk et al., 1994) Moreover, given that in the Headturn Preference Procedure, infants sometimes show a familiarity preference and sometimes a novelty preference, it is virtually impossible to interpret the results in terms of their grammar. The conclusion that markedness outranks faithfulness at the initial state therefore seems unwarranted. Instead, the results could show that infants prefer to listen to words containing homorganic consonant clusters rather than nonhomorganic ones, and that they prefer triads that exhibit a certain homogeneity. The issue of the ranking of markedness and faithfulness at the initial state, then, remains an open question.
Neither the discussion of the representation of segments and segmental processes in phonological theory nor that of experimental work concerning these aspects is meant to be exhaustive. For instance, I have not touched upon the intricacies of the interaction between morphology and phonology, as studied in the theory of lexical phonology (see, for instance, Mohanan, 1986) . What I hope to have illustrated, though, is that what needs to be learned largely exceeds the topics that have been looked at so far in experimental approaches to phonological acquisition. Of course, adding suprasegments and the processes they are involved in will only further complicate the picture. I refer to Pierrehumbert's contribution to the present issue for discussion on this topic.
It is hoped that the present issue will stimulate research that aims at bridging the gap between phonological theory and experimental psychology. To this end, the research agenda should include, on the one hand, a focus on theoretical considerations concerning the learnability of phonological structure and the development of concrete algorithms that are based on the observation that infants acquire their language bottom-up; and, on the other hand, experimental explorations of phonological acquisition that take into account the fact that human languages have phonological systems whose complexity is tremendous, but limited by the possibilities of Universal Grammar.
