Abstract-Gesture plays an important role for recognizing lecture activities in video content analysis. In this paper, we propose a real-time gesture detection algorithm by integrating cues from visual, speech and electronic slides. In contrast to the conventional "complete gesture" recognition, we emphasize detection by the prediction from "incomplete gesture". Specifically, intentional gestures are predicted by the modified hidden Markov model (HMM) which can recognize incomplete gestures before the whole gesture paths are observed. The multimodal correspondence between speech and gesture is exploited to increase the accuracy and responsiveness of gesture detection. In lecture presentation, this algorithm enables the on-the-fly editing of lecture slides by simulating appropriate camera motion to highlight the intention and flow of lecturing. We develop a real-time application, namely simulated smartboard, and demonstrate the feasibility of our prediction algorithm using hand gesture and laser pen with simple setup without involving expensive hardware.
I. INTRODUCTION

I
N the past few years, multimedia in education has attracted numerous research attentions. With the aid of hardware and software, researchers attempt to find innovative ways of teaching, and thus enhance the quality of learning. Typical demonstrated systems include Classroom 2000 [1] , BMRC lecture browser [20] , and SCORM [22] . Due to the popularity of e-learning, lecture videos are widely available for online access. A lecture is captured by different devices equipped in the classroom, such as video cameras, microphones and electronic board. The recorded data is then used for offline video editing or online broadcasting. To automate this process, video content analysis is usually essential to understand the activities during the lecture.
Numerous issues have been addressed for the content analysis of lecture or instructional videos. These issues include topical detection, synchronization, gesture detection, pose estimation, video summarization, and editing. In topical detection, a lecture video is structured according to the topics of discussion by audio [13] , visual [10] , [13] , [16] , text [25] or cinematic expressive cues [19] . The detected topics are synchronized (or linked) with external documents for effective indexing, retrieval and editing [4] , [10] , [16] , [25] . To facilitate browsing and summarization, keyframes [9] , mosaics [11] and statistical highlights [2] , [7] are also extracted. Texts in the projected slides [25] and whiteboard [8] are detected and recognized to be aware of the content under discussion. Gesture detection [3] , [26] and pose estimation [18] , [27] are employed to recognize the presenter's activities. Based on the results of content analysis, lecture videos are then edited in either offline [5] , [29] or online manners [21] , [32] , [18] to better deliver the quality of teaching and learning.
Advances in video content analysis have brought us opportunities to create not only efficient ways of learning, but also convenient tools for presentation. In this paper, we first propose a gesture prediction algorithm by fusing multimodality cues including visual, speech, and slides. The algorithm is then applied for the real-time simulation of smartboard where the lecture slides projected on the screen are on-the-fly edited by simulated camera motion and gesture annotations. The editing aims to capture the flow of lecturing naturally without involving heavy hardware setup.
Gesture is a popular kind of lecture activity. Most gestures used by presenters belong to dietic gestures to direct the audiences' attentions to the content under discussion. In this context, gesture has been addressed in [3] , [12] , [5] , and [18] . Most of them employ simple features such as frame difference and skin-color for gesture detection. In [3] , frame difference is employed to detect gestures present in the slide region. Once a gesture is detected, appropriate commands are sent to a camera on the floor to zoom in/out. In [12] , although no specific gesture detection is mentioned, some gestures can be noticed by the frame difference calculated by a wide angle camera to control another camera for video capture. In [18] , an algorithm is proposed to keep detecting three skin-color blocks in the whiteboard region, which are assumed to be the presenter's face and hands. Gestures are extracted according to the relative locations of the three skin-color blocks.
The challenge in gesture detection is that there is no salient feature to describe the hand in the video due to the small size and irregular shape. Any simple or single feature is not robust enough. Frame difference can be triggered by any moving objects, while some noisy skin-similar colors are usually introduced. In addition, intentional gestures are always intertwined with non-gesture movement of hands, which makes existing approaches less tolerant to noise. For instance, a presenter can move freely in front of class and thus the hand may interact with the slide even when there is no dietic gesture pointing to the screen. This indeed results in the difficulty of determing the intention or the information to be conveyed by the gesture. In [26] and [29] , we have proposed an algorithm for off-line gesture detection and recognition in lecture videos. To be robust, frame difference and skin color are combined to detect and track the candidate gestures. Gesture recognition is then employed to recognize and extract intentional gestures from the gesture paths. Here we define a gesture as an intentional interaction between the presenter's hand and some object instances (e.g., a paragraph or a figure) in the slide. Three kinds of gestures (lining, circling, and pointing) are recognized by three hidden Markov models (HMMs). By gesture recognition, we extract intentional gestures and eliminate non-gesture movements. A gesture is detected only when it is verified by gesture recognition.
In this paper, we address the detection and recognition of gestures in lecture videos for real-time applications. The major difference between this work and [26] lies in two aspects. First, to cope with the efficiency requirements of real-time applications, the responsiveness and accuracy of gesture detection are jointly considered. For example, in an automatic camera management system, when a gesture is present, a camera is expected to focus on the region of interaction. The action from the camera should be as rapid as possible so that the interaction can be captured and used for editing in real-time. In [26] , [29] , for off-line video editing, a gesture is verified when the full gesture path is completed, which is too late for the camera to respond to the gesture. To tackle the responsiveness problem, our new algorithm predicts and reacts as early as possible before a gesture path is fully observed. Second, besides visual cue, we combine speech and electronic slides to improve the accuracy and reduce the response time of gesture detection.
Gesture in lecture videos has been proven to be a very important and useful hint in recognizing the lecture activities for offline [5] , [29] or online [21] , [32] , [18] video editing to provide the students with an efficient and effective way of learning. However, how to employ gestures and other lecture activities to create tools for teaching has seldom been attempted before. In [24] , an experimental system called magic boards is proposed. Given a lecture video with some interactions around a chalkboard, the user who is familiar with the interactions is presented with a small set of images. Each image represents a single idea written on the board. The user then replaces each image with a picture, video or animation to better represent each idea. A new video is rendered using the replaced pictures and videos in place of the writing on the board. Due to the offline nature, the system cannot be used in course of the presentation. The whole procedure is manual, which could be highly time-consuming.
Based on our initial work in [28] for gesture prediction, we propose and develop a simulated smartboard for real-time lecture video editing. With the smartboard, a presenter can interact, by hand or using a laser pen, with the projected slides to generate a novel view of the slide. The interactions include annotating the slides, controlling the slide show, and highlighting specific compound objects in slides. With response to the interactions, the projected slides are sort of edited automatically by analyzing the video streams captured by a camera mounted at the back of the classroom. Technically, the incomplete gestures in videos are first detected illusively through prediction. The appropriate actions such as camera zoom and superimposition of gesture annotation are then simulated and projected to the screen on-the-fly. This process is illustrated in Fig. 1 .
In Fig. 1(a) , a candidate gesture interacting with the slide is detected and tracked. In Fig. 1(b) , the gesture path is then superimposed on the electronic slide and recognized as "circling" gesture. The region-of-interest (ROI) pointed by the gesture is localized. In the next few frames, the ROI is highlighted by a simulated zoom-in on-the-fly as shown in Fig. 1(c) . Due to the real-time capability, the smartboard can be used during presentation and simulate most functions of a real smartboard. Compared to the high expenditure of a smartboard, our setup becomes relatively simple and economic with the content-based solution.
The remainder of this paper is organized as follows. In Section II, we revise the HMMs for complete gesture recognition in our previous work [26] to recognize incomplete gestures. In Section III, speech and electronic slides are fused with visual cue to improve the accuracy and responsiveness of gesture detection. Section IV describes the design and implementation of the simulated smartboard. Experimental results are shown in Section V. Finally, Section VI concludes this paper.
II. GESTURE DETECTION BY VISUAL CUE
To extract intentional gestures, three kinds of gestures frequently used by presenters are defined: lining, circling, and pointing. Intentional gestures are then recognized and extracted by gesture recognition. Similar to our previous works [26] , [29] , skin-color and frame difference are fused as evidence for candidate gesture detection and tracking. In [29] , gesture recognition is activated after the full gesture path is observed, without considering the responsiveness constraint. In this section, we modify the HMMs in [26] and [29] to recognize the incomplete gestures so that gestures can be detected and verified earlier to cope with the efficiency requirements for real-time applications.
A. HMM for Complete Gesture Recognition
HMM has been proven to be useful in sign gesture recognition [23] . A detailed tutorial on HMM can be found in [31] . In [26] , we employ HMM to recognize the dietic gestures in lecture videos. Three HMM models are trained to recognize the three defined gestures.
Given an observation , where each is a sampled point on the gesture path, gesture recognition problem can be regarded as that of computing (1) where is the ith gesture. By using Bayes' Rule, we have (2) Thus, for a given set of prior probabilities , the most probable gesture depends only on the likelihood . Given the dimensionality of the observation sequence , the direct estimation of the joint conditional probability from examples of gestures is not practicable. However, if a parametric model of gesture production such as a Markov model is assumed, then estimation from data is possible since the problem of estimating the class conditional observation densities is replaced by the much simpler problem of estimating the Markov model parameters.
In HMM-based gesture recognition, it is assumed that the observation sequence corresponding to each gesture is generated by a Markov model as shown in Fig. 2 . A Markov model is a finite state machine which changes state once for every observation point. The joint probability that is generated by the model moving through the state sequence is calculated simply as the product of the transition probabilities and the output probabilities (3) where is the probability that is observed in state , and is the probability that the state transition from to is taken. However, in practice, only the observation sequence is known and the underlying state sequence is hidden. This is why it is called a Hidden Markov Model. Given that is unknown, the required likelihood is computed by summing over all possible state sequences, that is (4) In [31] , by using Bayes' Rule and approximation, (1) is deduced to calculating the likelihood (5) where is the state sequence that moves through the model . Notice that if (1) is computable, then the recognition problem is solved. Given a set of HMM models corresponding to gestures , (1) is solved by using (2) and assuming that (6) In HMM models, and are estimated by Baum-Welch algorithm in the training phase. For gesture recognition, (5) is calculated by employing the Viterbi algorithm. The details of the two algorithms can be found in [31] .
B. Modified HMM for Incomplete Gesture Recognition
The HMM models introduced in Section II-A are used for gesture recognition in offline systems. Each gesture is recognized after the complete path is observed. However, this is too late in some real-time applications. For instance, in a system of automatic camera control for lecture capture, once a gesture is present, the camera is expected to zoom in on the corresponding region to highlight the interaction in a short period. For real-time processing, besides accuracy, the response time is an important criterion. To respond to the presenter's gestures as soon as possible, gesture recognition and verification need to be carried out before the gesture is finally completed. We modify the HMM models in Section II-A to predict and recognize incomplete gestures.
Different from complete gestures, an incomplete gesture usually cannot move through the HMM model to the state exit in Fig. 2 , but just reaches one of the intermediate states .
Given an observation which corresponds to an incomplete gesture, the incomplete gesture recognition can be regarded as that of computing (7) where is the last intermediate state that reaches when it goes through the HMM model corresponding to gesture . In the topology of HMM model shown in Fig. 2 Fig. 3 . The joint probability that moves through an HMM model and stops at an intermediate state can be approximated by (8) where is the exit state. Fig. 4 shows the trajectory of a circling gesture. Fig. 4(c) is the complete gesture, and Fig. 4 (a) and (b) are two incomplete gestures stopping at different intermediate states. By comparing Fig. 4(a) and (b) , we are more confident that the current observation will compose a gesture if it moves further through the HMM model or stops at a state nearer to the state . Based on this finding, we take into account the stopping state for the probability calculation and modify (8) to be (9) where is introduced to assign a higher probability to the gesture when the stopping state is nearer to the final state . Let , and (9) can be rewritten as (10) Thus, the Viterbi algorithm can still be used for the calculation of (10) . The probability that is an incomplete gesture modeled by is (11) Equation (1) can be solved by Bayes' Rule and assuming that (12)
C. Gesture Verification by Recognition
Given an observation sequence (incomplete or complete gesture path), for the three defined gestures, three confidence values are calculated based on the modified HMMs that indicate how likely will be a gesture (13) values are used to verify whether is an intentional gesture or not. A confidence value on the presence of a gesture is calculated by visual cue as (14) where . When an incomplete gesture is moving on, is calculated for each sample point. To determine the best point to predict, a gating parameter is required. Due to the tradeoff between responsiveness and accuracy, finding an optimal parameter is application tailored. We determine the gating parameter empirically, and start gesture verification whenever . In general, the further moves through the corresponding HMM model, the more confident that there is a gesture; however, the longer response time is required.
III. GESTURE DETECTION BY FUSING VISUAL, SPEECH, AND ELECTRONIC SLIDES
The proposed gesture prediction from incomplete observation is mainly relying on visual cue. In lecture videos, speech also provides complementary hints for detecting the presence of gestures. In this section, we first describe the multimodal relations among visual, speech and slides. Then we present our approach to employ these relations to improve the accuracy and responsiveness of gesture detection by combining speech and semantic information extracted from electronic slides.
A. Relations Between Visual, Speech and Slides
Imagine the scenario where a presenter interacts with the projected slides while spelling out keywords. In a multimodal environment, ideally we can sample the gesture and speech, then verify the gesture with the words found in electronic slides to determine the region of focus. By jointly considering these cues, both the accuracy and response time of gesture prediction can be improved. The scenario is illustrated in Fig. 5 . When a gesture is pointing to a paragraph in the slide, a keyword "construct" is found in speech, which lies in the paragraph interacting with the gesture. This case frequently happens during a lecture since the presenter tends to read out the keywords to be highlighted. We exploit such correspondence between gesture and speech to boost the performance of prediction. Fig. 5 models the relations between three multimodal cues. Gesture-speech correspondence plays an essential role in our task. It is worth noticing that the correspondence cannot be directly estimated, but rather relies on the semantic information from slides which indirectly bridges the gesture-speech relationship. Visual-slide correspondence recovers the geometric alignment between video and slide, while speech-slide correspondence matches keywords found in voice and text sources. By mapping both speech and gesture to slides, the correspondence between them are indirectly estimated. In visual-slide correspondence, the alignment is achieved through the synchronization of videos and slides with video text analysis based on our work in [25] , [26] . Basically texts from both video and slides are extracted for matching, and the spatial correspondence is recovered by computing homography. In speech-slide correspondence, speech are online recognized and matched with words available in current slides with edit distance.
B. Gesture-Speech Correspondence for Gesture Detection
Two pieces of information are available: video text interacting with gesture through visual-slide alignment, and speech transcript generated by an automatic speech recognition (ASR) engine. By matching both information with slides respectively, the ROI where they coincide can be estimated. In our approach, the layout of each electronic slide is first structured into groups of semantic instance. Due to visual-slide correspondence, the semantic region that a recognized gesture highlights can be located. The words found in the region are then matched against the speech transcript. A confidence value is computed to hint the existence of gesture-speech correspondence. If such correspondence is found, there is more likely an intentional gesture present and thus boosts the accuracy and responsiveness of gesture detection.
With the PowerPoint slide in Fig. 5 as an example, the layout is semantically grouped into separate object instances. By constructing the one-to-one mapping between the instances in slides and videos through homography projection, we can easily organize and structure the layout of videos [29] . In Fig. 5 , the projected slide region is partitioned into different regions-of-interest (ROIs). Each ROI is a unit that gesture may interact with at any instance of time. The video texts in ROIs are known since the mapping between ROIs and semantic instances in the electronic slide is aware of. Whenever a candidate gesture is interacting with an ROI, we search the matches between the words in ROI and speech transcript. Since the significance of matched words can vary, we weight the importance of words with traditional information retrieval techniques. Initially, the methods of stemming and stop word removal are applied to the texts in every slide. By treating each ROI as a document,term frequency (TF) and inverse document frequency (IDF) are computed for the remaining keywords to distinguish different ROIs. A confidence value is calculated based on the the TF and IDF values of the keywords as (15) where is the set of matched keywords, and is the time interval between the presence of the gesture and of the keyword in speech. Because the gesture and speech are not always temporally aligned, we also consider speech at time before and after the gesture is predicted. For robustness, is used to degrade the importance of words which are not synchronized with gesture.
C. Gesture Detection by Fusing Speech and Visual
If the correspondence between visual and speech discussed in Section III-B can be detected, we are more confident that there is a gesture present, and thus speech can be combined with visual for gesture verification. When a candidate gesture is detected by visual cue, we keep tracking it and calculating the visual evidence in (14) . Meanwhile the transcripts of speech are generated by ASR. We search the keywords in the transcripts that match with the texts in the ROI interacting with the candidate gesture. Once a correspondence between speech and visual is detected, is then calculated. The visual-speech confidence is computed and fused as (16) where and both parameters are weights to linearly rationale the significance of visual and speech. Since the quality of speech is not high and the output of ASR could be noisy, higher weight is expected for visual evidence.
IV. SIMULATED SMARTBOARD
With the advance of HCI (Human-Computer Interaction) technologies, smartboard has been equipped and used in some conference rooms as a convenient tool for presentation. A presenter can write, make annotations and control the showing of the slides by using the touch screen and accessory tools such as markers and a wiper. In this section, we demonstrate that the smartboard can be software simulated with content-based solution as presented in Sections II and III.
A. System Setup and Interface
The system is set up in a classroom with a normal slide screen, an LCD projector, and a stationary video camera facing the screen. Fig. 6 shows the interface of the simulated smartboard. Prior to presentation, the electronic slides are uploaded to the computer. When the application is started, the slides are projected and displayed on the screen as shown in Fig. 6 . Various tools, including the virtual buttons for circling, lining, rubber, forward, backward, and a scrolling bar are projected to the screen for the presenter to use. Notice that it is optional to use the buttons when making gestures. Our system can automatically predict and recognize the gesture of circling, lining and pointing. The gesture will be superimposed on top of the slide as soon as the gesture is detected. The buttons, if being pressed, can improve the response time of the system. To interact with the interface, a presenter can use either hand or laser pen, for instance, to press buttons and make gestures. The interactions are captured by the video camera and transferred to the computer through an IEEE 1394 cable for real-time processing. When an interaction is detected and recognized, the corresponding operation is performed and projected to the slide screen.
B. Functions
The system provides three levels of interactions: 1) automatic gesture recognition and camera motion simulation; 2) detection of predefined gestures and actions; and 3) slide annotation with laser pen. Some example video clips can be found online [30] . In (1), a presenter can interact with the slide by gesturing near the ROIs. The system predicts and recognizes three types of gestures: circling, lining and pointing based on the algorithms proposed in Sections II and III. Naturally the response can be quicker if the presenter reads out some of the words in the ROI when gesturing. Once a gesture is detected, the ROI under interaction will be highlighted with simulated camera motion like zoom-in by employing the similar editing rules in our previous work [29] . For instance, in Fig. 7(c) , a lining gesture pointing to a textline is detected. After a delay of several frames, the textline is shown in the center of the frame with a higher resolution. By highlighting the ROI, on one hand, the presenter can draw the audience's attentions to the content under discussion; on the other hand, the texts in higher resolution are easier to read as illustrated in Fig. 7(c) .
In (2), a presenter can predefine the intended gestures by pressing buttons in the interface shown in Fig. 6 . The buttons can be pressed with finger or laser pen. The functions of buttons are briefly summarized as follows.
• Circle: to draw a circle around an object (a word, equation or figure) on the slide.
• Line: to draw a line under an object (text or equation) on the slide.
• Wiper: to delete a marker (a circle, a line or an annotation) on the screen.
• Forward/Backward: to go to the next/previous slide.
• Scroll bar: to scroll up or down the slide.
To press a button, the hand needs to stay on top of it for at least 0.5 s so that the system can distinguish whether the hand is pressing the button or just sliding over it. Fig. 7(a) shows an example. When the button forward is pressed by the presenter, the next slide will be shown on the screen.
In (3), the presenter may make simple annotations by drawing or writing on the screen with a laser pen as illustrated in Fig. 7(b) . The path of the laser pen is then tracked and displayed on the screen. Due to the precision and efficiency considerations, we do not support annotations or handwritings in small scales. Practically the laser pen should not be moved too fast. The presenter is expected to turn on and off the laser pen before and after making annotations. Therefore, the detected and tracked laser paths are assumed to be intentional when the pen is on.
C. Implementation Issues
To implement the three levels of functions described in the previous section, the system needs to be aware of three kinds of interactions: hand gesture highlighting, button-pressing, and laser pen annotation. The hand gestures are identified jointly by skin-color and frame difference cues [26] , [29] , while the trace of laser pen is mainly detected by tracking the color of the projected spot. The color cue from laser pen is not always reliable due to the reflection and varying background. Thus, if the hand holding a laser pen is not occluded, we also detect the hand around the laser spot to refine the detection of laser pen. If the laser pen is pointed in a distance from the screen and the hand cannot be detected along with the laser spot, laser light color becomes the only useful cue.
The detection of button pressing by hand or laser pen can be handled effectively. Since the buttons are fixed in position, only few regions from the incoming video streams need to be continuously monitored. To avoid false alarms such as the case when a hand slides over a button but without pressing, the trajectory of hand or laser pen needs to be aware of before any potential detection. In addition, we assume that the button pressing should last for at least 0.5 s to validate the action. Whenever pressed, a button will be displayed in the state of being pressed to indicate the activation of the command. After the gesture is finished and displayed on the slide, the button is then deactivated.
In response to the interactions, appropriate actions such as scrolling, zooming, writing, adding and removing annotations take place directly on the projected slides. To facilitate the easy manipulation of slides, the uploaded electronic slides are automatically converted to and saved as images. The semantic instances such as the textlines, figures and tables are extracted and indexed with their content and spatial positions. With this organization, we can efficiently operate the slides to project and display the editing decisions in real time.
The simulated smartboard can analyze 5-10 frames/s. From our experiment, the frame rate is enough for real-time tracking of hand gesture and laser pen movement. Currently we sample 8 frames/s for content analysis. The response time of the system is mainly dependent on the responsiveness of gesture detection and laser pen tracking, which can be considered as acceptable according to our experiments in Section V. Once a gesture for highlighting is recognized, a gradual camera zoom-in is simulated which takes about 2-4 s s to avoid abrupt visual changes. The speed of simulated camera motion can be adjusted according to the user's preference. The response to the button-pressing gesture and laser pen annotation is usually more efficient without recognition or simulating camera motion.
V. EXPERIMENTS
We conduct two separate experiments for performance evaluation. The first experiment (Section V-A) is to verify the performance of gesture prediction with video-taped lectures. In this setup, the presenters are not aware of the smartboard or the algorithms for tracing their gestures. They present as usual in normal classroom environment. Our aim is to investigate the accuracy and responsiveness of our prediction algorithm. In the second experiment (Section V-B), the presenters can interact freely with the simulated smartboard, while they observe the editing effects projected on the slide screen during the presentation. We investigate, under the real scenario, the performance of our system with respect to different settings such as gesturing with hand instruction and laser pen.
A. Gesture Detection in Video-Taped Lectures
We conduct experiments on 5-h videos consisting of 15 presentations given by ten lecturers and tutors. The presenters include five males and five females. The presentations are given in one seminar room and three classrooms of different sizes, layouts, and lighting designs. A stationary camera is used to capture the projected slide and the presenter. There are five videos captured in the seminar room. Due to the reflection from the screen, performing text recognition and gesture detection in these videos are more difficult compared with those captured in the classrooms.
We compare two approaches: gesture prediction with visualonly cue, and with multimodal cues. In the dataset, there are 2060 gestures manually identified and marked. The average duration of a gesture is 4.62 s. For each gesture class, we use 200 samples to train the HMM. The training data is composed of gestures from another lecture video and some man-drawn figures such as ellipses and lines. Our previous experiments in [26] show that these training data works for recognizing real gestures from lecture videos.
We employ Microsoft Speech SDK 5.1 for speech recognition. The overall recognition rate is no more than 20% due to the environmental noise in audio track. Considering the fact that the performance of speech recognition is not high in general, visual cue is given a higher weight in multimodality fusion. As a result, the parameters in (16) are empirically set to and . In addition, a parameter is also required to gate the confidence of detection in both (14) and (16) . Practically, gestures with lower detection confidence will be regarded as noises. A larger value of usually means more competitive performance but with the expense of longer response time. Empirically, we set . Table I and Fig. 8 summarize and compare the performance by showing the recall and precision of gesture detection when varying the responsiveness constraints (delays). Obviously, allowing longer response time leads to better performance. With visual-only cue, 65% of all gestures can be correctly predicted with a delay of 2.5 s after the gestures start. In contrast, when multimodal cues are jointly considered, 85% of gestures can be recognized with only 1.8 s delay. From Fig. 8 , to achieve the same accuracy, less response time is required when speech is combined with visual cue. The results indicate the significance of multimodal cues where the Table I , but presented to visualize the relationships between the performance of sing-and multimodality approaches).
majority of gestures can be correctly recognized half way before the complete gesture paths are observed. An interesting note found in the experiments is that most presenters, in addition to gesturing, tend to highlight keywords when explaining important concepts under lecturing. This, indeed, not only improves the recognition rate of speech, but also greatly signifies the benefit of gesture-speech correspondence, which boosts the recognition performance while shortening the response time.
The parameter can impact the performance if the value is not selected within a proper range. Fig. 9 shows the sensitivity of the parameter towards the performance and the response time. When , the algorithm performs satisfactorily in terms of both precision and recall values. A small gating confidence usually introduces many false alarms, while a very high value results small decline of the recall, which means some gestures are missed. When the gating confidence becomes larger, higher precision is achieved with an expense of longer response time. As seen in Fig. 9 , setting the value of in the range of 0.4-0.6 can compromise the accuracy and speed.
Currently, the proposed gesture prediction algorithm can process approximately 13 frames/s. The frames are evenly sampled along the timeline, and the sampling rate is enough to depict the trajectories of gestures. Given the processing speed, our algorithm is efficient enough for real-time applications.
B. Performance of Simulated Smartboard
We evaluate the performance of simulated smartboard in providing the three levels of interactions: hand-based gesture highlighting (dietic gesture), gesturing with button pressing (button gesture), and laser pen annotation. A total of 3-h videos of presentation using the smartboard are captured for performance analysis in terms of gesture detection and laser pen tracking.
1) Gesture Detection: Table II shows the calculated Recall and Precision values of gesture detection. For button gesture, few gestures are missed due to the occlusion caused by the presenter and other objects. Some false alarms are inserted when the hand stays near or is projected onto the buttons. For dietic gesture, since a rather high value is used to avoid false alarms in real scenarios, about 85% of all gestures can be correctly detected. Fig. 10 summarizes the response time for gesture detection. The video rate is 24 frames/s, and the response time is expressed as the number of frames being delayed after an action is taken. For button gesture, we calculate the response time as the time interval from the hand interacting with the button to the activation of the command. To detect dietic gesture for content highlighting, we set . A gesture is verified only after the calculated confidence value is larger than this gating evidence. The responsiveness is evaluated by the time interval from the beginning of a gesture to the gesture being detected. With the fixed , the response time is out of direct control and can be up to the lifetime of the gesture. As shown in Fig. 10 , the response time for more than 90% of all gestures is less than 3 s, which is considered as acceptable, and most gestures can be detected in the halfway of the gesture paths.
2) Laser Pen Tracking: In tracking laser spot, the projected annotation is usually deviated slightly from the real trajectory of the spot. To investigate this effect, we manually mark the laser spot trajectories and calculate the distance between the real and projected annotations. The deviation is generally within 0-5 pixels with the mean and standard deviation of 3.19 and 1.85, respectively. The deviation is considered acceptable and does not distort the intended annotations when assessing the effects of captured videos subjectively.
We sample eight frames every second for laser spot detection and tracking. The sample rate is enough to depict the annotation given that the laser pen is not moving too fast. To evaluate the responsiveness, for each point on the path of the annotation, we calculate the average time being delayed to display the laser point on the slide after it is projected by the pen. From experiments, the response time is usually less than one second with the mean and standard deviation of 17.43 and 4.44 frames, respectively. 
VI. CONCLUSION
We have presented a real-time gesture detection algorithm powered with prediction ability. Using the proposed modified HMM models, an intentional gesture can be efficiently predicted and verified. By further considering the gesture-speech multimodal correspondence, most gestures can be effectively recognized half way before the whole gesture path is completed. With this algorithm, we demonstrate the flexibility of building a simulated smartboard which supports on-the-fly presentation editing through three levels of interaction particularly with hand gesturing and laser pen annotation. With simulated smartboard as example, the experimental results indicate that our algorithm can cope with the requirement of real-time applications with high enough recall and precision performance.
For future work, the performance of speech recognition should be improved, and the fusion of different cues needs to be further studied. Other applications such as automatic camera management can be developed by employing the algorithm proposed in this work. Besides gesture, head posture proves to be another useful hint for lecture video content analysis [29] . In [27] , we have proposed an efficient algorithm for head pose estimation which could be combined with gesture for real-time lecture video editing in the future. He is currently a Research Fellow in the Department of Computer Science, City University of Hong Kong. His research interests include multimedia content analysis, pattern recognition, and IT in education.
