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Abstract
A commutative associative algebra A over C with a derivation
is one of the simplest examples of a vertex algebra. However, the
differences between the modules for A as a vertex algebra and the
modules for A as an associative algebra are not well understood.
In this paper, I give the classification of finite-dimensional inde-
composable untwisted or twisted modules for the polynomial ring in
one variable over C as a vertex algebra.
1 Introduction
In [1], Borcherds gave a construction of a vertex algebra from any com-
mutative associative algebra with a derivation. Let A be a commutative
associative algebra with identity over C and D a derivation of A, which is an
∗Partially supported by JSPS Grant-in-Aid for Scientific Research No. 17740002.
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endomorphism of A satisfying D(ab) = (Da)b + a(Db) for all a, b ∈ A. For
a ∈ A, we define Y (a, x) ∈ (EndA)[[x]] by
Y (a, x)b =
∞∑
i=0
1
i!
(Dia)bxi
for b ∈ A. Then, (A, Y, 1) is a vertex algebra ([1], [5, Example 3.4.6]). Note
that (A, Y, 1) is not a vertex operator algebra except the case that A is
finite dimensional and D = 0 (cf. [5, Remark 3.4.7]). Conversely, a vertex
algebra V which satisfies Y (u, x) ∈ (End V )[[x]] for all u ∈ V comes from a
commutative associative algebra with a derivation.
Let us consider A-modules as a vertex algebra. Let M be an A-module
as an associative algebra. For a ∈ A, we define YM(a, x) ∈ (EndM)[[x]] by
Y (a, x)u =
∞∑
i=0
1
i!
(Dia)uxi
for u ∈ M . Then, (M,YM) is an A-module as a vertex algebra. Con-
versely, an A-module (M,YM) as a vertex algebra which satisfies YM(a, x) ∈
(EndM)[[x]] for all a ∈ A comes from an A-module as an associative alge-
bra. However, as pointed out by Borcherds [1], there is no guarantee that
every A-module as a vertex algebra comes from an A-module as an associa-
tive algebra. That is, there might exists an A-module (W,YW ) as a vertex
algebra which satisfies YW (a, x) 6∈ (EndW )[[x]] for some a ∈ A. As far as
I know, there is no example of a commutative associative algebra with a
derivation whose modules as a vertex algebra are well understood. This is
the motivation of this paper.
We investigate the modules for the polynomial ring C[t] with a derivation
D as a vertex algebra. We give a necessary and sufficient condition on D
that there exist finite dimensional C[t]-modules as a vertex algebra which do
not come from C[t]-modules as an associative algebra. For such a derivation,
we give the classification of finite dimensional indecomposable C[t]-modules
as a vertex algebra which do not come from C[t]-modules as an associative
algebra. Moreover, we obtain similar results for g-twisted C[t]-modules for
any finite automorphism g of C[t]. These classification results say that ev-
ery finite dimensional indecomposable module for the fixed point subalgebra
C[t]g = {a ∈ C[t] | ga = a} is contained in some finite dimensional inde-
composable untwisted or twisted C[t]-module. This result is interesting since
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it reminds us of the following conjecture on vertex operator algebras: let V
be a vertex operator algebra and G a finite automorphism group. It is con-
jectured that under some conditions on V , every irreducible module for the
fixed point vertex operator subalgebra V G is contained in some irreducible
g-twisted V -module for some g ∈ G (cf.[3]).
This paper is organized as follows. In Sect.2 we recall some properties of
vertex algebras and their modules. In Sect.3 we give the classification of finite
dimensional indecomposable untwisted or twisted C[t]-modules as a vertex
algebra which do not come from C[t]-modules as an associative algebra.
2 Preliminary
We assume that the reader is familiar with the basic knowledge on vertex
algebras as presented in [1, 2, 5].
Throughout this paper, ζp is a primitive p-th root of unity for a positive
integer p and (V, Y, 1) is a vertex algebra. Recall that V is the underlying
vector space, Y (·, x) is the linear map from V to (EndV )[[x, x−1]], and 1 is
the vacuum vector. Let D be the endomorphism of V defined by Dv = v−21
for v ∈ V . Let En denote the n× n identity matrix.
First, we recall some results in [1] for a vertex algebra constructed from
a commutative associative algebra with a derivation.
Proposition 1. [1] The following hold:
(1) Let A be a commutative associative algebra with identity element 1 over
C and D a derivation of A. For a ∈ A, define Y (a, x) ∈ (EndA)[[x]]
by
Y (a, x)b =
∞∑
i=0
1
i!
(Dia)bxi
for b ∈ A. Then, (A, Y, 1) is a vertex algebra.
(2) Let (V, Y, 1) be a vertex algebra which satisfies Y (u, x) ∈ (EndV )[[x]]
for all u ∈ V . Define a multiplication on V by uv = u−1v for u, v ∈ V .
Then, V is a commutative associative algebra with identity element 1
and D is a derivation of V .
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Proposition 2. [1] Let A be a commutative associative algebra with identity
element 1 over C and D a derivation of A. Let (A, Y, 1) be the vertex algebra
constructed from A and D in Proposition 1.
(1) Let M be an A-module as an associative algebra. For a ∈ A, define
YM(a, x) ∈ (EndM)[[x]] by
Y (a, x)u =
∞∑
i=0
1
i!
(Dia)uxi
for u ∈M . Then, (M,YM) is an A-module as a vertex algebra.
(2) Let (M,YM) be an A-module as a vertex algebra which satisfies Y (a, x) ∈
(EndM)[[x]] for all a ∈ A. Define an action of A on M by au = a−1u
for a ∈ A and u ∈ M . Then, M is an A-module as an associative
algebra.
For an automorphism g of V of finite order p, set V r = {u ∈ V | gu =
ζrpu}, 0 ≤ r ≤ p− 1. We recall the definition of g-twisted V -modules.
Definition 1. A g-twisted V -module M is a vector space equipped with a
linear map
YM( · , x) : V ∋ v 7→ YM(v, x) =
∑
i∈Z/p
vix
−i−1 ∈ (EndM)[[x1/p, x−1/p]]
which satisfies the following conditions:
(1) YM(u, x) =
∑
i∈r/p+Z uix
−i−1 for u ∈ V r.
(2) YM(u, x)w ∈M((x
1/p)) for u ∈ V and w ∈M .
(3) YM(1, x) = idM .
(4) For u ∈ V r, v ∈ V s, m ∈ r/T + Z, n ∈ s/T + Z, and l ∈ Z,
∞∑
i=0
(
m
i
)
(ul+iv)m+n−i
=
∞∑
i=0
(
l
i
)
(−1)i
(
ul+m−ivn+i + (−1)
l+1vl+n−ium+i
)
.
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The following result is well known in the case of V -modules with a minor
change of the conditions (cf. [4, Proposition 4.8] and see Remark 1 below).
Using the same argument as in the case of V -modules, one can show the case
of twisted V -modules.
Proposition 3. Let g be an automorphism of V of finite order p, M a vector
space, and YM(·, x) a linear map from V to (EndM)[[x
1/p, x−1/p]] such that
for all 0 ≤ r ≤ p − 1 and all u ∈ V r, YM(u, x) =
∑
i∈r/p+Z uix
−i−1. Then,
(M,YM) is a g-twisted V -module if and only if the following five conditions
hold:
(M1) For u ∈ V and w ∈M , YM(u, x)w ∈ M((x
1/p)).
(M2) YM(1, x) = idM .
(M3) For u ∈ V r, v ∈ V s, m ∈ r/p + Z, and n ∈ s/p + Z, [um, vn] =∑∞
i=0
(
m
i
)
(uiv)m+n−i.
(M4) For u ∈ V r, v ∈ V s, m ∈ r/p+ Z, and n ∈ s/p+ Z,
∞∑
i=0
(
m
i
)
(u−1+iv)m+n−i =
∞∑
i=0
(u−1+m−ivn+i + v−1+n−ium+i).
(M5) For u ∈ V , YM(Du, x) = dYM(u, x)/dx.
Remark 1. In Proposition 3, (M4) can be replaced by the following simpler
condition in the case of V -modules:
(M4)′ For u, v ∈ V and n ∈ Z, (u−1v)n =
∑∞
i=0(u−1−ivn+i + v−1+n−iui).
However, we need (M4) in the case of twisted V -modules.
Remark 2. Let g be an automorphism of V of finite order p > 1 and (M,YM)
a g-twisted V -module. Suppose that there exist 1 ≤ r ≤ p − 1 and u ∈ V r
such that YM(u, x) 6= 0. Then, since YM(u, x) = x
−r/p(EndM)[[x, x−1]], we
have YM(D
ku, x) = dkYM(u, x)/dx
k 6∈ (EndM)[[x1/p]] for sufficiently large
integer k. Therefore, there is no g-twisted V -module (M,YM) which satisfies
YM(⊕
p−1
r=1V
r, x) 6= 0 and YM(u, x) ∈ (EndM)[[x
1/p]] for all u ∈ V .
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3 Finite-dimensional C[t]-modules as a vertex
algebra
In this section we classify all finite-dimensional indecomposable untwisted
or twisted C[t]-modules as a vertex algebra which do not come from C[t]-
modules as an associative algebra. For a given derivation D of C[t], we write
(C[t], D) instead of C[t] when we need to express D. It is easy to see that
any derivation D of C[t] can be expressed as D = f(t)d/dt where f(t) ∈ C[t].
Let g be an automorphism of C[t] of finite order p > 1. Then, g(t) = αt+β
where α is a primitive p-th root of unity and β ∈ C. For the automorphism
h of C[t] defined by h(t) = (α−1)t+β, we have h−1gh(t) = αt. Namely, any
automorphism of C[t] of finite order conjugates to an automorphism which
preserves Ct. Throughout this section, for any automorphism g of C[t] of
order p which preserves Ct, we always take C[t]1 = {a ∈ C[t] | ga = ξa}
where ξ is the primitive p-th root of unity determined by gt = ξt.
We have the following lemma by applying Proposition 3 in the case of
finite-dimensional untwisted or twisted C[t]-modules.
Lemma 4. Let D = f(t)d/dt, f(t) ∈ C[t], be a derivation of C[t], g an auto-
morphism of C[t] of finite order p which preserves Ct, M a finite-dimensional
vector space, and T (x) =
∑
i∈−1/p+Z T(i)x
i ∈ (EndM)[[x1/p, x−1/p]]. Then,
there exists a g-twisted (C[t], D)-module (M,YM) as a vertex algebra with
YM(t, x) = T (x) if and only if the following three conditions hold:
(i) T (x) ∈ (EndM)((x1/p)).
(ii) For all i, j ∈ −1/p+ Z, T(i)T(j) = T(j)T(i).
(iii) dT (x)/dx = f(T (x)).
In this case, for P (t) ∈ C[t] we have YM(P (t), x) = P (YM(t, x)) and hence
(M,YM) is uniquely determined by T (x). In the case p = 1, (M,YM) does
not come from a C[t]-module as an associative algebra if and only if T (x) 6∈
(EndM)[[x]]. In the case p ≥ 2, if YM(t, x) 6= 0 then YM(t, x) 6∈ (EndM)[[x
1/p]].
Proof. Assume that there exists a g-twisted (C[t], D)-module (M,YM) as
a vertex algebra with YM(t, x) = T (x). It follows form Proposition 3 that
(M,YM) satisfies (M1)–(M5) in the proposition. SinceM is finite-dimensional,
we have
YM(a, x) ∈ (EndM)((x
1/p)) (3.1)
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for all a ∈ C[t] by (M1). Let a ∈ C[t]r and b ∈ C[t]s. Since akb = 0 for all
nonnegative integer k in C[t] ,we have
[ai, bj ] =
∞∑
k=0
(
i
k
)
(akb)i+j−k = 0 (3.2)
for all i, j ∈ Z/p by (M3). Therefore, we get (i) and (ii). It follows from
(3.1), (3.2), and (M4) that
(ab)i+j = (a−1b)i+j =
∞∑
k=0
(
i
k
)
(a−1+kb)i+j−k
=
∞∑
k=0
(a−1+i−kbj+k + b−1+j−kai+k) =
∑
k∈Z
a−1+i−kbj+k
for i ∈ r/p+Z and j ∈ s/p+Z, or equivalently YM(ab, x) = YM(a, x)YM(b, x).
This and (M1) show that for P (t) ∈ C[t],
YM(P (t), x) = P (YM(t, x)). (3.3)
By (3.3) and (M5), (iii) holds since
d
dx
YM(t, x) = YM(Dt, x) = YM(f(t), x) = f(YM(t, x)).
In the case p = 1, it follows from (3.3) that (M,YM) does not come from a
C[t]-module as an associative algebra if and only if T (x) 6∈ (EndM)[[x]]. In
the case p ≥ 2, it follows from Remark 2 and (3.3) that if YM(t, x) 6= 0 then
YM(t, x) 6∈ (EndM)[[x
1/p]] since t ∈ C[t]1.
Conversely, assume that (i)–(iii) hold for T (x). For P (t) ∈ C[t], set
YM(P (t), x) = P (T (x)). We show that (M,YM) satisfies (M1)–(M5) in
Proposition 3. Note that Y (tk, x) ∈ x−k/p(EndM)((x)) for all nonnega-
tive integer k. Let YM(a, x) =
∑
i∈Z/p aix
−i−1 and YM(b, x) =
∑
i∈Z/p bix
−i−1
for a, b ∈ C[t]. Then, we have YM(a, x) ∈ (EndM)((x
1/p)) and YM(ab, x) =
YM(a, x)YM(b, x) by the definition of YM . We also have [ai, bj ] = 0 for all
i, j ∈ Z/p by (ii). Therefore, (M1)–(M4) hold. By (iii),
d
dx
YM(t, x) =
d
dx
T (x) = f(T (x))
= YM(f(t), x) = YM(Dt, x).
7
Assume that for a, b ∈ C[t], dYM(a, x)/dx = YM(Da, x) and dYM(b, x)/dx =
YM(Db, x) hold. Then,
YM(D(ab), x) = YM((Da)b+ a(Db), x)
= YM(Da, x)YM(b, x) + YM(a, x)YM(Db, x)
= (
d
dx
YM(a, x))YM(b, x) + YM(a, x)
d
dx
YM(b, x)
=
d
dx
(YM(a, x)YM(b, x)).
Therefore, (M5) holds. We conclude that (M,YM) is a g-twisted (C[t], D)-
module as a vertex algebra.
Remark 3. For any finite automorphism g of C[t], it follows from Lemma
4 that there always exists a unique g-twisted (C[t], D)-module (M,YM) with
YM(t, x) = 0. By (3.3), for P (t) =
∑m
i=0 Pit
i ∈ C[t] we have YM(P (t), x) =
P0. Therefore, this is a trivial case.
We introduce some notation. Let R be a commutative ring and let
Matn(R) denote the set of all n × n matrices with entries in R. Let Eij
denote the matrix whose (i, j) entry is 1 and all other entries are 0. Define
∆k(R) = {(xij) ∈ Matn(R) | xij = 0 if i+ k 6= j} for 0 ≤ k ≤ n. Then, for
a ∈ ∆k(R) and b ∈ ∆l(R), we have ab ∈ ∆k+l(R). For X = (xij) ∈ Matn(R)
and k = 0, . . . , n − 1, define the matrix X(k) =
∑n
i=1 xi,i+kEi,i+k ∈ ∆k(R).
Note that for a upper triangular matrix X we have X =
∑n−1
k=0 X
(k). Let Jn
denote the following n× n matrix:
Jn =


0 1 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
...
. . . 1
0 · · · · · · · · · 0


.
ForG(x) ∈ xC[[x]] andm ∈ Q, we define (x(1+G(x)))m = xm
∑∞
i=0
(
m
i
)
G(x)i.
For F (x) ∈ C((x)), m ∈ Q, and a nilpotent n × n matrix H , we define
(En + F (x)H)
m =
∑∞
i=0
(
m
i
)
(F (x)H)i. This sum is finite since Hn = 0 and
hence (En + F (x)H)
m ∈ Matn(C)((x)).
The following lemma is used to construct finite-dimensional indecompos-
able untwisted or twisted C[t]-modules as a vertex algebra.
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Lemma 5. Let p be a positive integer, m a nonzero rational number, r(x)
a nonzero element of C((x)), F (x) ∈ C((x)) \ C[[x]], and H a nilpotent
n × n matrix. Set U(x) =
∑
i∈−1/p+Z U(i)x
i = x−1/pr(x)(En + F (x)H)
m ∈
Matn(C)((x
1/p)). Let U denote the subalgebra of Matn(C) generated by all
U(i), i ∈ −1/p + Z. Then, H is an element of U and U(i) is a polynomial in
H for every i ∈ −1/p + Z. Moreover, Cn is an indecomposable U-module if
and only if H conjugates to Jn.
Proof. Wemay assume thatH is not the zero-matrix. Let F (x) =
∑∞
i=N F(i)x
i, F(N) 6=
0 with N < 0, and r(x) =
∑∞
L=0 r(i)x
i, r(L) 6= 0. Set U˜(x) =
∑∞
i=K U˜(i)x
i =
(En + F (x)H)
m ∈ Matn(C)((x)). Then,
U(x) = x−1/pr(x)U˜(x) = x−1/p(
∞∑
i=L
r(i)x
i)(
∞∑
j=K
U˜(j)x
j)
= x−1/p
∞∑
k=K+L
∑
L≤i,K≤j,i+j=k
r(i)U˜(j)x
k. (3.4)
It is easy to see from (3.4) that U˜(j) is in U for every j ∈ Z, and U is generated
by U˜(j)’s. Since
U˜(x) =
d∑
i=0
(
m
i
)
F (x)iH i (3.5)
where d = max{i ∈ Z |
(
m
i
)
6= 0 and H i 6= 0}, every U˜(j), j ∈ Z, is a
polynomial in H and so is U(j). Since m is not zero and H is not the zero-
matrix, d is positive. It follows from (3.5) that the term with the lowest
degree of U˜(x) is
(
m
d
)
HdxNd since N is negative. Hence, Hd is in U and
d−1∑
i=0
(
m
i
)
F (x)iH i = U˜(x)−
(
m
d
)
F (x)dHd
is in U((x)). Applying the same argument to
∑d−1
i=0
(
m
i
)
F (x)iH i, we have
Hd−1 is in U and
∑d−2
i=0
(
m
i
)
F (x)iH i is in U((x)). Continuing in this way we
get Hk ∈ U for 1 ≤ k ≤ d. In particular, H is an element of U .
Since U is generated by H , Cn is an indecomposable U-module if and
only if H conjugates to Jn.
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For a vector space M of dimension n, we identify EndM with Matn(C)
by fixing a basis of M .
Now we state our main theorems.
Theorem 1. Let D = f(t)d/dt, f(t) ∈ C[t], be a derivation of C[t]. Then,
there exists a finite-dimensional (C[t], D)-module as a vertex algebra which
does not come from C[t]-module as an associative algebra if and only if f 6= 0
and deg f = 2. Let f(t) = c(t − α)(t − β) ∈ C[t] where α, β, c ∈ C and
c 6= 0. Then, for every positive integer n, any n dimensional indecompos-
able (C[t], D)-module as a vertex algebra which does not come from a C[t]-
module as an associative algebra is isomorphic to the following (C[t], D)-
module (Mn, YMn):
(1) In the case α = β, Mn = C
n and
YMn(t, x) = αEn −
1
c
x−1(En − x
−1Jn)
−1.
(2) In the case α 6= β, Mn = C
n and
YMn(t, x) = αEn + (α− β)(−1 + exp(−c(α− β)x))
−1
× (En −
exp(−c(α− β)x)
−1 + exp(−c(α− β)x)
Jn)
−1.
Theorem 2. Let g be an automorphism of C[t] of finite order p > 1 which
preserves Ct, and D = f(t)d/dt, f(t) ∈ C[t], a derivation of C[t]. Then, there
exists a finite-dimensional g-twisted (C[t], D)-module (M,YM) with YM(t, x) 6=
0 if and only if f(t) = c1t+ cp+1t
p+1 where c1, cp+1 ∈ C and cp+1 6= 0. In this
case, for every positive integer n, any n dimensional indecomposable g-twisted
(C[t], D)-module (M,YM) which satisfies YM(t, x) 6= 0 is isomorphic to one
of the following p g-twisted (C[t], D)-modules (M
(p,l)
n , YM (p,l)n ), 0 ≤ l ≤ p− 1:
(1) In the case c1 = 0, M
(p,l)
n = Cn and
Y
M
(p,l)
n
(t, x) = γpζ
l
px
−1/p(En − x
−1Jn)
−1/p.
(2) In the case c1 6= 0, M
(p,l)
n = Cn and
Y
M
(p,l)
n
(t, x) = γpζ
l
p(
−1 + exp(−c1px)
−c1p
)−1/p
× (En −
exp(−c1px)
−1 + exp(−c1px)
Jn)
−1/p.
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Here γp is any fixed primitive p-th root of (−pcp+1)
−1.
We make a remark on Theorem 1. For a derivation D of C[t], Theorem
1 says that the existence of a (C[t], D)-module which satisfies the condi-
tions in the theorem implies that D = c(t − α)(t − β)d/dt, c 6= 0. For
the automorphism σ of C[t] defined by σ(t) = c−1t + α, we have σ(D) =
(c(α−β)t+t2)d/dt, which is the same form as in Theorem 2. Since (C[t], D) ∼=
(C[t], σ(D)) as vertex algebras, Theorem 1 corresponds to the case p = 1 in
Theorem 2.
We shall show Theorem 1 and Theorem 2 simultaneously. To do this, in
Theorem 1, for the derivation D = (c1t+c2t
2)d/dt we denote the correspond-
ing Mn by M
(1,0)
n . In the following proof, p is a positive integer and g = idC[t]
when we consider Theorem 1.
Proof. We use Lemma 4. In Theorem 1, for D = c(t − α)(t − β)d/dt, c 6=
0, we show that for every n, (Mn, YMn) satisfies (i)–(iii) in Lemma 4 and
YMn(t, x) 6∈ (EndMn)[[x]]. Set T (x) =
∑
i∈Z T(i)x
i = YMn(t, x). In the case
α = β, since
T (x) = αEn −
1
c
x−1(En − x
−1Jn)
−1
= αEn −
1
c
n−1∑
i=0
J inx
−i−1,
the lowest degree of T (x) is −n. In the case α 6= β, since −1 + exp(−c(α −
β)x) =
∑∞
i=1(−c(α−β)x)
i/i! ∈ xC[[x]], the lowest degree of T (x) is also −n.
Therefore, (i) holds and T (x) 6∈ (EndMn)[[x]]. Since T(i) is a polynomial in
Jn for each i ∈ Z, (ii) holds. It is easy to see that (iii) holds. Moreover, it
follows from Lemma 5 that Mn is indecomposable. We conclude that Mn is
a n dimensional indecomposable (C[t], D)-module as a vertex algebra which
does not come from a C[t]-module as an associative algebra. In Theorem
2, for D = (c1t + cp+1t
p+1)d/dt, cp+1 6= 0, the same argument shows that
(M
(p,l)
n , YM (p,l)n ), 0 ≤ l ≤ p − 1, are n dimensional indecomposable g-twisted
(C[t], D)-modules with Y
M
(p,l)
n
(t, x) 6= 0.
Conversely, assume that there exists a finite-dimensional g-twisted (C[t], D)-
module (M,YM) as a vertex algebra with YM(t, x) 6= 0 which does not come
from a C[t]-module as an associative algebra. We may assume that M is
indecomposable.
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Assume thatD = 0. It follows from (M5) in Proposition 3 that YM(a, x) =
a−1 ∈ (EndM)[[x]] for a ∈ C[t]. In Theorem 1 this implies that M comes
from a C[t]-module as an associative algebra by Proposition 2 and in Theorem
2 this implies YM(t, x) = 0. This is a contradiction and hence D 6= 0.
Let f(x) =
∑m+1
i=0 cix
i ∈ C[t], cm+1 6= 0. We denote YM(t, x) by T (x) =∑
i∈−1/p+Z T(i)x
i. By (i) in Lemma 4, T (x) is in (EndM)((x1/p)). By (ii) in
Lemma 4, we may assume that T (x) is a upper triangular matrix. Let
T (x)(k) =
∑
i∈−1/p+Z
T
(k)
(i) x
i ∈ ∆k((EndM)((x
1/p)))
for 0 ≤ k ≤ n−1. For every j ∈ −1/p+Z, since T
(0)
(j) is the semisimple part of
T(j) and M is indecomposable, T
(0)
(j) is a scalar matrix. Let T (x)
(0) = s(x)En
where s(x) =
∑
i∈−1/p+Z s(i)x
i ∈ C((x1/p)). By (iii) in Lemma 4, we have
d
dx
T (x) = f(T (x))
=
m+1∑
i=0
ci(T (x)
(0) + · · ·+ T (x)(n−1))i
=
n−1∑
k=0
m+1∑
i=0
ci
∑
j1+···+ji=k
T (x)(j1) · · ·T (x)(ji).
Since
∑m+1
i=0 ci
∑
j1+···+ji=k
T (x)(j1) · · ·T (x)(ji) ∈ ∆k((EndM)((x
1/p))), we have
d
dx
s(x)En =
d
dx
T (x)(0) =
m+1∑
i=0
ci(T (x)
(0))i = f(s(x))En (3.6)
and
d
dx
T (x)(k) =
m+1∑
i=0
ci
∑
j1+···+ji=k
T (x)(j1) · · ·T (x)(ji)
=
m+1∑
i=0
icis(x)
i−1T (x)(k) +
m+1∑
i=0
ci
∑
0≤j1,...,ji<k
j1+···+ji=k
T (x)(j1) · · ·T (x)(ji)
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for 1 ≤ k ≤ n− 1, or equivalently
( d
dx
−
m+1∑
i=1
icis(x)
i−1
)
T (x)(k)
=
m+1∑
i=0
ci
∑
0≤j1,...,ji<k
j1+···+ji=k
T (x)(j1) · · ·T (x)(ji). (3.7)
We show by induction on k that if s(x) ∈ C[[x1/p]], then T (x)(k) ∈
(EndM)[[x1/p]]. The case k = 0 follows from T (x)(0) = s(x)En. For k > 0,
suppose that the lowest degree of T (x)(k) is negative. Then, the lowest degree
of the left-hand side of (3.7) is also negative. This is a contradiction since the
right-hand side of (3.7) is in (EndM)[[x1/p]] by the induction assumption.
Therefore, the condition T (x) 6∈ (EndM)[[x1/p]] implies s(x) 6∈ C[[x1/p]], or
equivalently the lowest degree L of s(x) is negative.
By (3.6), s(x) satisfies
∑
L−1≤i∈−1/p+Z
(i+ 1)s(i+1)x
i =
m+1∑
j=0
cj
( ∑
L≤i∈−1/p+Z
s(i)x
i
)j
. (3.8)
In (3.8), the term with the lowest degree of the left-hand side is Ls(L)x
L−1 and
the term with the lowest degree of the right-hand side is cm+1s
m+1
(L) x
L(m+1).
Comparing these terms, we have mL = −1 and L = cm+1s
m
(L). Since L ∈
−1/p + Z, we have m = p, L = −1/p, and s(−1/p) = γpζ
l
p, 0 ≤ l ≤ p − 1.
Therefore, deg f = 2 if p = 1. Let us consider the case p ≥ 2. The right-
hand side of (3.8) is expanded in the following form:
cp+1s
p+1
−1/px
−1−1/p + cps
p
−1/px
−1 + · · ·+ c1s−1/px
−1/p + c0x
0 + · · · .
Since the left-hand side of (3.8) is in x−1/p(EndM)((x)) and p ≥ 2, we have
cj = 0 for all j 6= 1, p+ 1 and hence f(t) = c1t + cp+1t
p+1.
We may assume that f(t) = c1t+ cp+1t
p+1, cp+1 6= 0 by the remark before
giving the proof.
First, we shall treat the case c1 = 0. In this case (3.6) becomes
d
dx
s(x) = cp+1s(x)
p+1. (3.9)
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Solving the differential equation (3.9) in C((x1/p)) under the condition that
s(x) 6∈ C[[x1/p]], we have s(x) = γpζ
l
px
−1/p, 0 ≤ l ≤ p − 1. Hence (3.7)
becomes
( d
dx
+
p+ 1
p
x−1
)
T (x)(k) =
∑
j∈−1/p+Z
(j +
p+ 1
p
)T
(k)
(j) x
j−1
= cp+1
∑
0≤j1,...,jp+1<k
j1+···+jp+1=k
T (x)(j1) · · ·T (x)(jp+1). (3.10)
SetH = T
(1)
(−1−1/p)+· · ·+T
(n−1)
(−1−1/p), which is the nilpotent part of T(−1−1/p). We
shall prove that T (x)(k) is uniquely determined by s(x) andH by induction on
k. The case k = 0 follows from T (x)(0) = s(x)En. For k > 0, T
(k)
(−1−1/p) is given
and the other T (x)
(k)
(j) are determined from (3.10) by induction assumption.
Set
TH,l(x) = γpζ
l
px
−1/p(En − x
−1 p
γpζ lp
H)−1/p =
∑
i∈−1/p+Z
(TH,l)(i)x
i.
Using the same argument in the first part of the proof, one can show that
TH,l(x) satisfies (i)–(iii) in Lemma 4, TH,l(x)
(0) = s(x), and (TH,l)(−1−1/p) =
H . Therefore, T (x) = TH,l(x). It follows from Lemma 5 that p(γpζ
l
p)
−1H con-
jugates to Jn since M is indecomposable. We conclude that M is isomorphic
to M
(p,l)
n .
Next, we shall treat the case c1 6= 0. In this case (3.6) becomes
d
dx
s(x) = c1s(x) + cp+1s(x)
p+1. (3.11)
Solving the differential equation (3.11) in C((x1/p)) under the condition that
s(x) 6∈ C[[x1/p]], we have
s(x) = γpζ
l
p(
−1 + exp(−c1px)
−c1p
)−1/p, 0 ≤ l ≤ p− 1.
Define y = (−1+exp(−c1px))/(−c1p) ∈ xC[[x]] and T˜ (y) = γ
−1
p ζ
−l
p y
1/pT (− log(1−
14
c1py)/(c1p)) ∈ C((y)). Note that T˜ (y)
(0) = En. Then,
dy
dx
= exp(−c1px) = 1− c1py,
dT (x)
dx
=
dy
dx
d
dy
(γpζ
l
py
−1/pT˜ (y))
= γpζ
l
py
−1/p
(
(1− c1py)
dT˜ (y)
dy
+
−1
p
y−1T˜ (y) + c1T˜ (y)
)
.
Therefore, by (iii) in Lemma 4 we have
py(1− c1py)
dT˜ (y)
dy
= T˜ (y)− T˜ (y)p+1. (3.12)
Define z = −c1py/(1−c1py) ∈ yC[[y]] and Tˆ (z) =
∑
j∈Z Tˆ(j)z
j = T˜ (z/(−c1p(1−
z))) ∈ (EndM)((z)). Then,
dz
dy
=
−c1p
(1− c1py)2
= −c1p(1− z)
2,
y(1− c1py)
dT˜ (y)
dy
=
−z
c1p(1− z)2
dz
dy
dTˆ (z)
dz
= z
dTˆ (z)
dz
.
By (3.12) we have
pz
d
dz
Tˆ (z) = Tˆ (z)− Tˆ (z)p+1.
and hence
p(z
d
dz
+ 1)Tˆ (x)(k) = −
∑
0≤j1,...,jp+1<k
j1+···+jp+1=k
Tˆ (x)(j1) · · · Tˆ (x)(jp+1). (3.13)
for 1 ≤ k ≤ n − 1 since Tˆ (z)(0) = En. Using the same argument as in
the case c1 = 0, one can show that Tˆ (z) is uniquely determined by H =
Tˆ
(1)
(−1) + · · ·+ Tˆ
(n−1)
(−1) , which is the nilpotent part of Tˆ(−1), under the condition
Tˆ (z)(0) = En and that
Tˆ (z) = (En − pHz
−1)−1/p.
15
Since z = (−1 + exp(−c1px))/ exp(−c1px) and Tˆ (z) = s(x)
−1T (x), we have
T (x) = γpζ
l
p(
−1 + exp(−c1px)
−c1p
)−1/p
× (En − pH
exp(−c1px)
−1 + exp(−c1px)
)−1/p.
It follows from Lemma 5 that pH conjugates to Jn sinceM is indecomposable.
We conclude that M is isomorphic to M
(p,l)
n .
Remark 4. Let g be an automorphism of C[t] of finite order p which pre-
serves Ct and D = (c1t + cp+1t
p+1)d/dt with cp+1 6= 0. It is easy to see
that D is invariant under the action of g and the fixed point subalgebra
C[t]g = {a ∈ C[t] | ga = a} of C[t] is equal to C[tp]. Hence, C[tp] is invariant
under the action of D and (C[tp], D) is a subalgebra of (C[t], D). Moreover,
(C[tp], D) ∼= (C[t], D˜) as associative algebras over C with derivations where
D˜ = (pc1t+ pcp+1t
2)d/dt and hence (C[tp], D) ∼= (C[t], D˜) as vertex algebras.
Therefore, we have all finite-dimensional indecomposable (C[tp], D)-modules
as a vertex algebra by Theorem 1. We discuss a relation between the finite
dimensional (C[tp], D)-modules and finite dimensional untwisted or g-twisted
(C[t], D)-modules as vertex algebras.
By Theorem 2 and (3.3), we have
Y
M
(p,l)
n
(tp, x) =
(
γpζ
l
px
−1/p(En − x
−1Jn)
−1/p
)p
= (−pcp+1)
−1x−1(En − x
−1Jn)
−1
if c1 = 0 and
Y
M
(p,l)
n
(tp, x)
=
(
γpζ
l
p(
−1 + exp(−c1px)
−c1p
)−1/p(En −
exp(−c1px)
−1 + exp(−c1px)
Jn)
−1/p
)p
=
−c1
cp+1
(1− exp(−c1px))
−1(En −
exp(−c1px)
−1 + exp(−c1px)
Jn)
−1
if c1 6= 0. Therefore, it follows from Theorem 1 that every finite dimen-
sional indecomposable (C[tp], D)-module as a vertex algebra which does not
come from a C[tp]-module as an associative algebra is obtained from finite
dimensional indecomposable g-twisted (C[t], D)-modules.
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Moreover, it is easy to see that every finite dimensional indecomposable
(C[tp], D)-module as an associative algebra is contained in some finite dimen-
sional indecomposable (C[t], D)-module as an associative algebra. Therefore,
every finite dimensional indecomposable (C[tp], D)-module as a vertex alge-
bra is contained in some finite dimensional indecomposable untwisted or
g-twisted (C[t], D)-module as a vertex algebra.
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