A series of tests were conducted in August 1978 to collect radiometric (electro magnetic radiation) data at the North East Test Site of the Rome Air Development Center in Rome, N.Y. This radiometric data was collected using a millimeter wave (MMW) sensoring system. Both background (ground noise) and target data were collected to investigate the signal characteristics of the sensor system. The data was recorded at equally spaced time intervals over five range; The purpose of the sensor is to detect and then aim at the targets (Continued) This electromagnetic radiation data collected in Rome, NY, is related to the absolute temperature of the ground surface at the sensor's focus point, and is referred to as radiance T\. The functional relationship between absolute temperature and the radiance is given in equation (1):
where k is Boltzmann's constant T is the absolute temperature and X is the wavelength.
The radiometric data were collected over field and wooded areas, at five different slant ranges from 30 to 150 meters (see Figure 1 ). The MMW sensor was mounted on a helicopter at a squint angle of 30?, measured from perpendicular to the ground. The helicopter was then flown at a ground speed of 60 knots. The MMW sensor had a spin rate of 4 revolutions per second and recorded data continuously. Then, the data was digitized by sampling approximately two thousand equally spaced observations per second.
Representative plots of the August 1978 MMW data are presented in Figure 2 and Figure 3 . Figure 2 is a typical terrain (non-target) response, whereas Figure 3 is a response with a target. The absolute temperature T in Equation (1) has been adjusted in Figure 2 and Figure 3 by subtracting the average ground temperature plus an arbitrary offset. Hereafter, the symbol T will be referred to as the contrast temperature. The analysis of the system's response to a target (Figure 3 ] will be discussed in Section IV.
The purpose of the sensor is to detect the target and then aim the weapon system under battlefield conditions. Hence, the response of the MMW sensor to varying background conditions will affect the weapon system's ability to detect targets.
The radiometric non-target and target observations were modeled using the Box and Jenkins approach. The analysis demonstrates the ability of the ARIMA model to characterize the radiometric data. A series of five hundred observations were analyzed and used to estimate the Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACE) out to 40 lags or time steps (see Table 1 and Figure 4 ). The estimated mean (y) and standard deviation (a) of this 500 sample time series are -1.603 and 5.712, respectively.
In building a dynamic time series model, three steps are required; (1) tentatively identify the model, (2) fit the data to the model, and' (3) perform a diagnostic check for lack of fit. The identification step requires an overall view of the data structure. In this case a damping sinusoidal structure for the ACF and two significant spikes at the first and second PACE (see Figure 4) implies that an autoregressive model of order p=2 be initially entertained. Hence, the ARIMA (2,0,0) model was fitted.
ARIMA (2,0,0) Initially Entertained 
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The autocorrelation function of the residual, a = Z -Z , of the ARIMA (2,0,0) model was checked for lack of fit. These residual ACF are listed in Table 2 , where the estimated residual mean and standard deviation are y = 0.00175 and a =1.681. The ACF of the residuals at lags k=l and k=2 indicated some remaining residual structure (see Figure 5 ). The cutoff of the residual ACF suggests a possible need for a moving average term in the model.
Hence, the ARIMA (2,0,1) model was entertained in order to remove the spikes in the residual ACF. The ARIMA (2,0,1) model is as follows:
where the estimated parameters are y = -1.622
(j)^ = 0.886
The addition of the moving average term, 9^, removed the autocorrelation spikes for lags k = 1 and k = 2 (see Table 3 Both the ACF and PACF of the ARIMA (1,0,1) residuals indicated an excellent fit. Table 4 and Figure 7 show that the residual, {a^ ~ ^t ~ ^t"^* contains no further structure. Additional attempts to better characterize this time series were unsuccessful.
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A summary of the models and their estimated parameters is presented in Table 5 .
III. APPLICATION OF THE ARIMA (1,0,1) MODEL TO ADDITIONAL NON-TARGET MMW DATA
In Section 2, the rationale for the selection of the ARIMA (1,0,1) model was presented. In this section, additional non-target cases are analyzed. The ARIMA (1,0,1) model was found to be adequate for modeling these additional sets of non-target MMW data collected in Rome, N.Y.
In Table 6 , both the ACF and PACF of additional samples of 500 observations at different distances (30, 60, 90, 120 and 150 meters) were estimated. Plots of these ACF's and PACF's are presented in Figure 8 . The similarity in the correlograms raised the possibility of modeling all the non-target data with the same ARIMA model. Hence, Table 7 was generated from 30 additional sets of data using the ARIMA (1,0,1) model. This analysis suggested that the gstimated means (y) are not fixed, whereas the autoregressive parameter (c|)J and the moving average parameter (0.) varied only slightly. The white noise estimated parameters (u , a ) were consistently similar for those cases investigated. That is, y ^0.0 and ^ a a^ « (1.62 to 1.79), further suggesting the utility of this noise model approach. A closer look at the residuals, a , indicated a lack of any consistent pattern after fitting the ARIMA (1,0,1) model. Figure 9 shows this lack of structure in the residuals, indicating again the ability of the ARIMA (1,0,1) model to characterize the balance of the 1978 MMW non-target data. A white noise model was used to simulate the sensor's characteristics for the different cases. The ARIMA model used for this purpose is that of Equation (6).
where a = N(0, a ) and A plot of one such simulated case is shown in Figure 10 for a comparison with the actual data plotted in Figure 2 . 
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IV. THE USE OF INTERVENTION ANALYSIS TO CHARACTERIZE TARGETS^
In the previous section, an ARIMA model was used to characterize the nontarget data. An additional requirement is to model the data when a target is present. The approach used is referred to as intervention analysis By intervention we mean that a target intervenes or projects itself on the nontarget data causing changes to the time series.
In Figure 3 a typical plot of the MMW sensor's responses to a target is shown. This target response is denoted by the negative dip in the stationary time series at approximately t = 275. In this section, a dynamic intervention model is being proposed to describe the targets' responses This dynamic model is illustrated in Figure 11 . For the present, the target will be denoted by a pulse indicator function. In the attempt to model targets, an intervention dynamic model of the following form is proposed:
^-^^f^^= {JiStSise -^ ^ = N(0,a/). (2) We take the approach that the raw signals o£ both background noise and target will filter through the identical MMW sensor. Hence, both signals are likely to have similar dynamic structure. The above information resulted in the following time series intervention model where the previous estimated parameters are substituted into Equation (8).
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where P t^ = {J;
Before continuing, a look at the dynamic response to a pulse input under the proposed intervention structure would be helpful. (See Table 8 .)
The initial responses will be a step of size W , followed by (T-1) additional increasing steps. This dynamic intervention model would be at its maximum value at the Tth step (the pulse length) and would start to decay at a rate 6^. If W^ were negative (W^ < 0) the response of the pulse input would also be negative similar to the actual targets' responses. That is, the response would occur in the negative direction instead of the positive direction as shown in Table 8 . The number of pulses needed to generate these dynamic responses can almost be interpreted as the number of times the MMW sensor detects the presence of the intervention (target). The size of the adjacent response can be thought of as a function of W , the intensity of the given target. That is, if the adjacent step responses are large, the target temperature characteristics are high. Hence, there exists good rationale for the parameters W^ and the dynamic intervention model, which are summarized below: 
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Ci)
The presence of a target is indicated by a pulse (intervention) of length equal to that of a target signal.
(ii) The raw target signal, like the background noise, should behave in a similar dynamic structure (same MIMA model) (1 -6^B)Z^ = Cl -W^B)C^)-.
(iii) The number of pulse inputs is an indication of how long the target is being sensed by the MMW sensor.
(iv) The step "W " is an indication of the contrast temperature TCK) which is a characteristic of the target (intervention).
This representation is in its formative stage and improvements are planned as more target data become available. It is believed that E, = VI P (T) is not in reality a constant, but a function of the size and temperature characteristics of the intervention (target). The MMW target data was modeled using a dynamic intervention approach. The dynamic model proposed is promising in that targets can be characterized as interventions with background noise. 
