We present nonlinear functionals measuring physical space variation and L 1 -distance between two classical solutions for the Boltzmann equation with a cut-off inverse power potential. In the case that initial datum is a small, smooth perturbation of vacuum and decays fast enough in the phase space, we show that these functionals satisfy stability estimates which lead to BV-type estimates and a uniform L 1 -stability.
Introduction
The Boltzmann equation is a prototype of collisional kinetic equations describing the statistical evolution of one-particle distribution for moderately rarefied gases. When there are no external forces, the distribution function f satisfies an integro-differential equation:
where Q(f, f ) is a quadratic collision operator which only acts on the velocity variable v, and reads as
Here ε denotes the mean free path of molecules, S Throughout the paper, we use simplified notations:
f (x, v, t) := f (x + tv, v, t) and Q (f, f )(x, v, t) := Q(f, f )(x + tv, v, t).
We integrate (1.1) along the particle path (x + sv, v, s) to get a mild form of (1.1):
The definitions of mild solutions and classical solutions can be stated as follows. 2. A function f = f (x, v, t) ∈ C(R 3 × R 3 × [0, T )) is a classical solution of (1.1) with a nonnegative initial datum f 0 if and only if f is continuously differentiable with respect to (x, t) and f satisfies Eq. (1.1) pointwise.
Throughout the paper, C denotes a generic constant independent of time t. For the Boltzmann equation near vacuum, there are extensive literatures on the initial value problem, for example, the local and global existence of solutions, uniqueness and qualitative properties of solutions such as H-theorem, time-asymptotic behavior, etc. The local existence of mild solutions to (1.1) has been studied in [10, 16] , while initial datum is a perturbation of vacuum, the global existence of mild solutions and renormalized solutions to (1.1) was investigated in [3, 4, 6, 7, 14, 15, [17] [18] [19] [21] [22] [23] [24] [25] [26] . For more detailed review, we refer to books and a recent review paper by Villani [2, 5, 9, 27] . In contrast, the L 1 -stability of (1.1) has been studied using a refined Gronwall-type estimate in [20] for some class of continuous mild solutions:
for some constant ∈ (0, 1), (1.5) where f andf are continuous mild solutions corresponding to initial data f 0 andf 0 , respectively, and
Recently, the author has been successful to obtain uniform L 1 -stability estimates for several collisional kinetic equations in the frame work of small classical solutions using a nonlinear functional approach [8, [11] [12] [13] :
(1.6)
We also refer [1] for the related work. From now on, we mean "L 1 -stability" by inequality (1.6).
The main purpose of this paper are two-folded. First, we introduce a Glimm-type functional F(f ) measuring the physical space variation of f, which leads to a BV-type estimate:
where
Secondly, we generalize the nonlinear functional in [11] to the more general collision kernels and initial data, and show the stability estimate of this functional.
We next introduce bounding functions decaying algebraically: For , > 0,
Define a function space S( , , ) and a norm ||| · |||:
(S1) f is continuously differentiable in x and t.
The main ingredients of stability estimates are subject to the phase-space decay of f , time-phase space decay of the gain operator Q + (f, f ) due to the free transport part of the Boltzmann equation on the whole space, i.e., for f ∈ S( , , ),
• Four-dimensional integral of f is finite and small; For ∈ (−2, 1],
where n(v, v * ) ia a unit vector defined as
• The gain operator Q + (f, f ) satisfies the decay estimate in time-phase space;
where Q + (f, f ) denotes the gain part of the collision operator (see (2. 3)) and O(1) denotes a bounded positive function depending only on , and . Based on the above estimates, we will construct three nonlinear functionals D, F and H: An interaction potential D and a Glimm-type functional F measure the future interactions between particles with different velocities and total physical space variation of f, respectively, and satisfy Lyapunov estimates along a classical solution f:
Secondly, we devise the nonlinear functional H(t) = H(f,f )(t) measuring L 1 -distance between two classical solutions satisfying a stability estimate along two classical solutions f andf to (1.1):
where d is an interaction production rate in Section 5. Below we summarize main assumptions employed in this paper.
Main assumption (M)
• The collision kernel satisfies an inverse power law and an angular cut-off assumption:
where is a scattering angle between (v − v * ) and , i.e.,
• The parameters in the function space S( , , ) satisfy ε, > 4 and > 7.
Remark 1.1. The existence of classical solutions in S( , , ) for sufficiently smooth initial data was established in [22] under the rather mild decay condition:
The main results of this paper are two stability estimates. 
where G 0 is a positive constant independent of time t. 
where G 1 is a positive constant independent of t.
The rest of this paper is organized as follows. In Section 2, we present basic estimates to be employed in the time-decay estimates of the aforementioned functionals. In Section 3, we explicitly construct an interaction potential D along classical solutions and show that this functional satisfies a Lyapunov-type estimate, and in Section 4, we devise a Glimm-type functional F measuring the physical space variation of f and obtain a uniform BV estimate. Finally, in Section 5, we present the nonlinear functional H and show the aforementioned properties (1.7)-(1.8) which lead to the uniform L 1 -stability (1.6).
Basic estimates
In this section, we present a series of estimates to be used in later sections. Let (x, w) ∈ R 3 × R 3 , k > 1, and set
Lemma 2.1. Let k > 1 and w = 0. Then I (x, w, k) satisfies the following estimate:
.
Proof. By definition of I (x, w, k), we have
We now take a supremum over x to obtain
Lemma 2.2 (Bellomo et al. [2]). Let u and w be orthogonal vectors and k > 0. Then we have
Proof. Note that
and set
For a given triple (x, u, w), we have two cases:
We use (2.1) and an orthogonality relation (|u| 2 + |w| 2 = |u + w| 2 ) to find
Hence we have
This implies
Subcase 1.2 (t > E(x, u, w)):
In this case we have the following two cases:
We assume that t − 2x·u |u| 2 , then we have |x + tu| |x| and hence
Again this yields
Similarly for the case t − 2x·w |w| 2 , we obtain
Case 2 (E(x, u, w) 0).
Since t E, we have the same situation as Subcase 1.2 and we find
Finally we combine Cases 1 and 2 to get the desired result.
Lemma 2.3. Assume that the main assumptions (M) hold, and let f be a function in S( , , ). Then we have
Proof. We first claim:
Proof of claim. We use a change of variable v − v * =v to see
We now use Lemma 2.1 to see
, where we used Lemma 2.1 and (2.2).
Next we study the pointwise estimate of the gain operator Q + (f, f ):
Lemma 2.4. Assume that main assumptions (M) hold and let f ∈ S( , , ) with
where O(1) is a bounded function depending only on , and .
Proof.
Since v − v and v − v * are orthogonal, we can apply Lemma 2.2 to obtain
Now we employ (2.4) and the pointwise ansatz of f :
to find
On the other hand, consider the collision mechanism given by (1.3). We take a spherical coordinate attached to v with the z-axis oriented in the direction of q := v * − v, and denote and by azimuthal and polar angles of v , respectively. Then we have |v − v | = |q| cos , |v − v * | = |q| sin and
In (2.5), we have
where we used b ( ) B * cos and
We next estimate I i (x, v, t) (i = 1, 2, 3) separately. We divide estimates into two cases:
Either 0 t 1 or t > 1.
Case 1 (0 t 1): We use
where we used 1 4
Case 2 (t > 1). We first consider I 1 . Subcase 2.1: Recall that
Let us set z := t|q| cos − |x|.
Then we have
where we have used the estimates:
Similarly we have
Subcase 2.1: By direct calculation, we have
We now use a change of variableˆ
Then the above relation becomes
We claim:
When x ∈ B 1 (0) (unit ball with center 0), we have
On the other hand, when x ∈ (R 3 − B 1 (0)) we have
Note that

O(|x| +2 )h +2+0.5( −4) (x) = O(1).
We finally combine all estimates for (2.7) and (2.8) to see the desired result
Remark 2.1.
In the pointwise estimate of Q + (f, f ), we did not use the smallness of .
Generalized interaction potentials
In this section, we explicitly construct a generalized interaction potential D 1 (f ) which is non-increasing along the classical solutions to (1.1). We define
where W(|v−v * |) is a weight measuring strength of a possible impact between particles with velocities v and v * . In [11] , we have taken W(|v − v * |) = 1 for the hard sphere model ( = 1). In constrast, for the cut-off inverse power potential (M1) we take
We define an interaction production functional 1 (f ):
In next lemma, we show that D 1 (f ) equipped with a weight (3.1) is in fact a Lyapunov functional. 
where C 0 is a positive constant independent of time t.
Proof. Let f be a classical solution corresponding to smooth initial datum f 0 . Then f satisfies
* t f (x, v, t) = Q (f, f )(x, v, t),
* t f (x + t (v − v * ) + n(v, v * ), v * , t) = |v − v * |* f (x + t (v − v * ) + n(v, v * ), v * , t) + Q (f, f )(x + t (v − v * ) + n(v, v * ), v * ,
t).
This leads to
We estimate the terms J i 1 , i = 1, 2 as follows.
where we used Lemma 2.3 and
For the term J 2 1 (t), we use the change of variable (x + t (v − v * ) + n(v, v * ) →x) and the same estimates as J 1 1 (t) to see
In (3.3), we combine (3.4) and (3.5) to obtain
Here C 0 is a positive constant independent of time t, and we used ε 1.
Finally, we integrate (3.6) with respect to t to get the desired result.
BV-type estimates of classical solutions
In this section, we study BV estimates of the Boltzmann equation using the generalized interaction potentials introduced in previous section.
Let f ∈ S( , , ) be a classical solution to the Boltzmann equation (1.1):
Now we differentiate the above equation with respect to x i and multiply Sgn(* x i f ) to get the differential inequality:
Since the terms in R i (f, |* x i f |) are involved with f and * x i f , we need to consider the generalized interaction potentials for f and * x i f as in Section 3. Similar to
where D 1 (f ) and 1 (f ) are functionals defined in Section 3. We also construct a Glimm-type functional F(f ) as a linear combination of ||∇ x f (t)|| L 1 and D(f (t)):
where K 1 is a positive constant to be determined later. We can rewrite F(f (t)) as follows.
F(f (t))
Then it follows from Lemma 2.3 that
Proposition 4.1. Assume that the main assumptions (M) hold and let f be a classical solution in S( , , ). Then D(f (t)) and F(f ) satisfy a Lyapunov estimate: For
whereC 0 and C 1 are positive constants independent of time t.
Proof. Let i = 1, 2, 3. By the straightforward calculation, we have
We estimate the terms J ij 2 , j = 1, 2 as follows.
where we used
For the term J i2 2 (t), we use the change of variable (x + t (v − v * ) + n(v, v * ) →x) and the same estimates as J 2 1 (t) to see
In (4.3), we combine (4.4)-(4.5) and sum over i = 1, 2, 3 to obtain
We combine the estimates for
in (3.6) and (4.6) to obtain
Since ε 1, we have
Finally, we integrate the above inequality with respect to t to get the desired result.
(ii) We integrate (4.1) to see
We now combine (4.6) and (4.7) to find
Choose K 1 sufficiently large such that
Finally, we integrate (4.8) with respect to t to get the desired result.
The Proof of Theorem 1.1. Let f be a classical solutions in S( , , ). Then it follows from (4.2) and the Lyapunov estimate of F(f ) that
This completes the proof Theorem 1.1.
L 1 stability estimate
In this section, we construct the nonlinear functional H which is equivalent to the L 1 distance between two classical solutions of (1.1). Using the time-evolution estimates of the functional H(t), we establish the L 1 -stability of the Boltzmann equation (1.1).
Let f andf be two classical solutions in S( , , ) of (1.1) corresponding to initial data f 0 andf 0 , respectively. Define a nonlinear functional H as the weighted linear combination of two sub-functionals ||f (t) −f (t)|| L 1 
and D d (t):
where K 2 is a positive constant to be determined later.
The functional D d measures potential interactions between |f −f |, f andf . On the other hand, note that the functional H can be rewritten as
It follows from Lemma 2.3 that
Now we set
to see the equivalence between H and L:
Define an interaction production functional:
Notice that the difference |f −f | (x, v, t) satisfies a differential inequality.
We set
In the following lemma, we show that E(f (t)) is integrable in t. 
Proof.
Recall that Q + (f, f ) satisfies the following pointwise estimate (Lemma 2.4):
First we use Lemma 2.1 and the claim in Lemma 2.3 to see
2)
Let (x, v, t) be given. Then it follows from the definition of E(f (t)) that
where we used (5.2) and (5.3). We now take a supremum over (x, v) to find
We integrate the above inequality in t to obtain
Here O(1) is a positive constant only depending on , and .
Lemma 5.2. Suppose the main assumptions (M)
in Section 1 hold, and let f andf be two classical solutions corresponding to initial data f 0 andf 0 , respectively. Then
whereC 1 is a positive constant independent of t and O(1) is a bounded constant depending only on , and .
Proof. (i)
We integrate (5.1) to get
(ii) We rewrite (1.1) and (5.1) as
t).
We use the above relations to see where we used Lemma 3.1. On the other hand K 2 can be treated as follows.
We combine (5.6) and (5.7) to see 
(t) + E(f (t)) + E(f (t)) ||f (t) −f (t)|| L 1
−C 1 d (t) + E(f (t)) + E(f (t)) ||f (t) −f (t)|| L
dH(t) dt = d dt ||f (t) −f (t)|| L 1 + K 2 dD d (t) dt K 2 E(f (t)) + E(f (t)) ||f (t) −f (t)|| L 1 + 2 ε −C 1 K 2 d
(t).
We now choose K sufficiently large so that 2 ε −C 1 K 2 < −C 3 for some positive constant C 3 .
For such K 2 and C 3 , we have
(f (t)) + E(f (t)) H(t).
Here we used the fact that ||f (t) −f (t)|| L 1 H(t). Then for such C 4 , we have
The L 1 stability of classical solutions can be obtained as follows:
Finally we set
to obtain the desired result. This completes the proof of Theorem 1.2.
