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An evolutionary constraint is a bias or limitation in phenotypic variation that a biological system 
produces. One can distinguish physicochemical, selective, genetic and developmental causes of 
such constraints. Here, I discuss these causes in three classes of systems that bring forth many 
phenotypic traits and evolutionary innovations: regulatory circuits, macromolecules and metabolic 
networks. In these systems, genotypes with the same phenotype form large genotype networks that 
extend throughout a vast genotype space. Such genotype networks can help unify different causes 
of evolutionary constraints. They can show that these causes ultimately emerge from the process of 
development: that is, how phenotypes form from genotypes. Furthermore, they can explain 
important consequences of constraints, such as punctuated stasis and canalization. 
 
Evolutionary constraints 
No organism or species can produce every conceivable kind of phenotypic variation. This limitation is 
encapsulated in the notion of constraints on phenotypic evolution [1]. An evolutionary constraint is a bias or 
limitation in phenotypic variation that a biological system produces. Extreme examples include the absence 
of photosynthesis in higher animals, the general lack of teeth in the lower jaw of frogs, the absence of palm 
trees in cold climates and the absence of birds that give birth to live young instead of to eggs [1,2]. In these 
examples, a trait is completely absent. More subtle constraints manifest themselves as correlations among 
different characters. A paradigmatic case is allometric scaling [2]. Here, the value of one quantitative trait 
constrains that of another, typically via a specific nonlinear relationship, For example, metabolic rate is 
proportional to body mass m raised to approximately three quarter power (m0.75) across many different 
species [3]. 
It is not hard to see that constraints can influence the spectrum of evolutionary adaptations and 
innovations that are accessible to living things. For this reason, questions about the causes and 
consequences of constrained evolution have attracted much attention [1,4–10]. There are multiple kinds and 
causes of phenotypic constraints (Box 1), which are often difficult to disentangle. Part of the problem is that 
 there is poor understanding of how genotypic change translates into phenotypic change, at least for complex, 
macroscopic traits. 
Constraints and the genotype-phenotype relationship 
In recent years, several genetic system classes whose genotype–phenotype relationships can be analyzed 
more easily than those of macroscopic phenotypes have become accessible to investigation. These system 
classes are metabolic networks, gene regulatory circuits, and macromolecules (protein and RNA). They are 
also of interest in their own right, because they are involved in most, if not all, macroscopic phenotypic 
characters and thus also in evolutionary innovations. The genotype–phenotype relationships of these 
systems share several important features that facilitate such innovations [11–20]. For these reasons, these 
systems are attractive subjects to study evolutionary constraints. A better understanding of their genotype–
phenotype relationships could lead to improved understanding of the causes of constraints.  
In this Review, I highlight how such systems can help understand constrained phenotypic evolution. I 
discuss the entangled causes of phenotypic constraints, and then summarize what recent work has revealed 
about the genotype–phenotype relationships of metabolic networks, gene regulatory circuits and 
macromolecules. I show that these relationships can accommodate all four causes of constrained evolution. 
Most importantly, I argue that these causes can all be viewed as consequences of a single process: how 
phenotypes form from information contained in genotypes, or the analog of ‘development’ for these systems. 
Entangled causes of phenotypic constraints 
Box 1 highlights four major causes of phenotypic constraint: physicochemical, selective, genetic and 
developmental. They are not mutually exclusive, and can overlap in ways that can be difficult to disentangle, 
especially for complex morphological traits. A case in point is constrained variation in segment number and 
identity of the fruit fly Drosophila melanogaster. During the 1980s, researchers screened thousands of fly 
mutants created in large-scale mutagenesis experiments. These screens revealed only a small number of 
variants in segment number, orientation, and identity [21]. Among these variants were embryos that lacked 
several consecutive segments and embryos that lacked every other (odd-numbered or even-numbered) 
segment. At first, genetic constraints might seem the best candidate cause for limited variation in such a 
genetic screen. However, because a complex developmental process is involved in segmentation, 
development itself can be the cause of this constrained variation. To make matters more complicated, fly 
segmentation requires several, now well-characterized genes, which entangles the developmental and 
genetic causes of constraints. In addition, segmentation involves diffusion of molecules along an embryo, 
and chemical interactions between gene products, making it potentially subject to physicochemical 
constraints [22]. Finally, past selection that favored and stabilized constant segment numbers and identities 
 might also have contributed to such constrained variation. After all, other arthropods have more variable 
segment numbers than do Drosophila. In sum, different causes of constraints are entangled in this example, 
and such entanglement is the rule rather than the exception. 
Why study constraints for metabolic, regulatory, and molecular phenotypes? 
All complex macroscopic traits are composed of microscopic, submicroscopic and molecular traits, down to 
the level of DNA. Likewise, DNA change can percolate all the way up to macroscopic traits. Although an 
understanding of the full complexity of this hierarchical organization is beyond current means, important 
systems can be studied that are necessary to form complex traits and changes therein. Here, I introduce 
three classes of such system. They are crucial to understanding phenotypic constraints, because they are 
involved in forming many phenotypes. 
Genome-scale metabolic networks 
The first class of system is genome-scale metabolic networks. These are networks of hundreds to thousands 
of chemical reactions (catalyzed by enzymes that are encoded by genes) that synthesize all small molecules 
in biomass from environmental nutrients. In addition, they produce energy and many important secondary 
metabolites. The metabolic phenotypes of such networks are involved in many traits and in many metabolic 
innovations, from within microbes to higher organisms. Examples include the ability of microbes to grow on 
synthetic antibiotics or other toxic xenobiotic compounds [23–27], and the urea cycle of land-living animals 
[28]. Such metabolic innovations often involve new combinations of chemical reactions (i.e. enzymes), 
frequently mediated by horizontal gene transfer, that already exist elsewhere [26,28]. 
Regulatory circuits 
The second system class is regulatory circuits. They involve interacting gene products that influence the 
biological activity of each other. Their phenotypes are gene expression phenotypes or, more generally, 
molecular activities of gene products with important biological functions. Such circuits are involved whenever 
cells and tissues communicate, and whenever gene expression is regulated [22,29]. Both processes are 
indispensable for the development of any multicellular organism and, thus, for the formation of all 
macroscopic phenotypes. The most important kinds of circuit are transcriptional regulation circuits, because 
transcriptional regulation provides a backbone of regulation to most organisms, and because such circuits 
drive many pattern formation processes during embryonic development. Among the best-known examples 
are Hox genes involved in patterning limbs and many other body structures in animals, as well as MADS box 
genes involved in patterning flowers [30–35]. Regulatory change is also often involved when new 
macroscopic phenotypes form, such as the dissected leaves of some flowering plants or the eyespots of 
some butterflies [29,36]. 
 Macromolecules 
The final system class comprises protein and RNA macromolecules. Albeit at the lowest rung of biological 
organization, they serve many important functions: not only do they catalyze thousands of chemical 
reactions, but they also exchange many chemicals between cells and their environment, give structural 
support to cells, and are central to locomotion and transport. Not surprisingly, important phenotypic 
adaptations are directly traceable to changes in macromolecules. Examples include antifreeze proteins that 
can enable an organism to survive at low temperatures, and globin molecules adapted to oxygen transport at 
extremely high altitudes exceeding 10 kilometers [37–40]. 
In all three system classes, it has recently become possible to gain a better understanding of the 
relationship between genotype and phenotype. One reason is that sufficiently large amounts of empirical 
data exist to analyze this relationship, as in the case of proteins. Another reason is that the ability to model 
biological systems quantitatively has improved [12,15,16,4–47]. Below, I summarize insights from recent 
work on these system classes [11–20]. 
Genotype spaces and their organization 
Genotypes in all three system classes exist in a vast genotype space. Although such genotypes are 
ultimately DNA sequences, it is often useful to represent them in more compact ways. The genotype of a 
metabolic network is best characterized through the presence or absence of enzyme-catalyzed reactions in a 
network. The genotype space of metabolic networks is the space of all possible metabolic networks. The 
current known ‘universe’ of metabolic reactions comprises more than 5000 such reactions, each of which 
could be present or absent in any one network. Thus, metabolic genotype space is a vast hyperastronomical 
space comprising more than 25000 metabolic networks [11,12]. 
The genotypes of regulatory circuits are usefully represented as patterns of regulatory interactions. 
Such regulatory interactions can be enormously complex, involving cooperative interactions among multiple 
regulators. However, models of specific kinds of regulatory circuit can make accurate predictions under 
sensible simplifying assumptions, such as assuming that most regulatory interactions involve pairs of 
molecular species [41]. In a transcriptional regulation circuit, for example, any one gene X can have an 
activating, repressing, or no effect on the expression of another gene Y, as determined by regulatory DNA 
sequences near gene Y. The space of all circuits then comprises all possible pairwise patterns of 
interactions between a given set of genes [14–16,48,49]. These interactions give rise to the gene expression 
phenotype of a circuit.  
The genotypes of molecules also exist in a space of amino acid and nucleotide sequences. 
Characterization of this genotype space has the longest research history [17,19,50]. 
 The genotype spaces of these three system classes share several similarities [11–15,17–20]. The 
first pertains to the neighbors of a genotype. A neighbor of a genotype differs in one system part (e.g. a 
chemical reaction, a regulatory interaction, or an amino acid) from the genotype itself. The mutations that 
distinguish two neighbors include DNA deletions that impair an enzyme-coding gene (metabolic networks), 
mutations of regulatory DNA that affect a single regulatory interaction (regulatory circuits) and amino acid or 
nucleotide point mutations (macromolecules). In all three system classes, individual genotypes have many 
neighbors in genotype space with the same phenotype. Wherever many neighboring genotypes have the 
same phenotype, genotypes are, to some extent, robust to mutations: their phenotype does not change in 
response to some mutations. 
Second, genotypes with the same phenotype form vast connected genotype networks that reach 
throughout genotype space. This means that one can step through a series of small genetic changes from 
one genotype to its neighbor, to the neighbor’s neighbor, and so on, without ever changing a phenotype. 
Very different genotypes can thus have the same phenotype. 
Third, based on what is currently known, the neighborhoods of any two genotypes on the same 
genotype network (i.e. with the same phenotype) contain very different novel phenotypes (Figure 1). This 
assertion is based on evidence from proteins [20], RNA [17,51,52], model regulatory circuits [15] and 
metabolic networks [11,13]. Together, these properties facilitate the evolution of novel phenotypes through 
exploration of genotype space. They enable a population to keep its phenotype unchanged while exploring 
different regions of genotype space and the many novel phenotypes therein [53]. 
The three system classes I discuss here are simpler and more tractable than those giving rise to 
macroscopic phenotypes. However, that is not the only reason to use them to study constrained phenotypic 
evolution. A second reason is that one can compare the phenotypes in any one of these systems 
quantitatively and analogously to macroscopic traits in a morphospace [54,55]. A third reason is that, in all 
three system classes, phenotypes are formed by complex processes that can themselves constrain variation, 
yet they avoid the still intractable complexity of embryonic development. For protein phenotypes, the relevant 
process is protein folding; for metabolic phenotypes, it is the flow of metabolites through a reaction network; 
and, for gene activity phenotypes, it is the dynamical change of gene activities caused by regulatory 
interactions. The latter process can capture important aspects of the dynamical complexities of 
developmental pattern formation, such as static geometric patterns and traveling waves in the activities of 
regulatory molecules [41,42,56–59]. To understand how this process produces phenotypes is therefore 
relevant for macroscopic traits. 
 I next revisit the four causes for phenotypic constraints in the context of these three system classes, 
highlighting an important aspect of their relationship; that is, that the processes of phenotype production are 
the root cause of other constraints. 
Physicochemical constraints 
Physicochemical factors constrain observable protein structure phenotypes. To give but one example, 
consider the packing of hydrophobic amino acids in the core of globular proteins, an early, important event in 
protein folding. As a result, polar -NH and -CO groups in the backbone of buried amino acids cannot form 
energetically favorable hydrogen bonds with water. Proteins circumvent this problem by forming α-helix and 
β-sheet secondary structure elements, where amino acids form these hydrogen bonds with each other [60]. 
Inappropriate exposure of hydrophobic amino acids disrupts protein function and can lead to insoluble 
proteins owing to aggregation. The packing requirement of hydrophobic amino acids is part of the reason 
why only a small fraction of random amino acid sequences fold, and why the total number of protein 
structure phenotypes is modest [61]. In other words, this physicochemical requirement constrains the set of 
allowable protein phenotypes. 
The phenotypes of metabolic networks are also subject to physicochemical constraints. These are 
primarily dictated by organic chemistry; that is, by the organic chemical reactions that can occur in water. 
Although little is known about the set of such allowable reactions, examples of physicochemical constraints 
on metabolism are easy to come by. An especially simple one relates to the ability to build biomass from a 
source of carbon or of other chemical elements. To do this, the metabolic network of an organism needs to 
have a minimal number of chemical reactions [12,13]. In other words, metabolic phenotypes that allow 
growth on a variety of sources are constrained by metabolic network size. 
Physicochemical factors that can constrain the gene activity phenotypes of regulatory circuits are still 
poorly understood. On the one hand, regulatory interactions are often mediated by very short amino acid and 
DNA sequences, for example in transcriptional regulation or protein phosphorylation [62–66]. Such short 
sequences can evolve rapidly and might endow regulatory circuits with flexible, almost unconstrained 
phenotypes. On the other hand, factors such as ubiquitous molecular noise inside a cell might constrain 
attainable patterns of gene expression and molecular activities [67–69]. 
The processes that create phenotypes from genotypes for the systems I examine here are protein 
folding, the dynamically changing regulatory interactions within regulatory circuits and the chemical synthesis 
of biomass molecules. These processes are the analog of ‘development’ for these systems. Taken together, 
the above observations show that these processes are key to understanding physicochemical constraints. 
Selective constraints 
 Genotype spaces and genotype networks also provide a systematic framework to understand selective 
constraints. Such constraints are as ubiquitous for the phenotypes I consider here as they are for 
macroscopic traits. 
An organism with a mutated metabolic network, where, say, an enzyme-coding gene has suffered a 
loss of function mutation or a mutation that reduces the catalytic efficiency of an enzyme, might produce 
biomass at a lower rate and, thus, slow down cell growth. As a result, natural selection might eliminate 
organisms hosting such mutations over time. In this way, selection can constrain the distribution of protein or 
metabolic network phenotypes. 
Selective constraints also influence the phenotypes of regulatory circuits. The experimental literature, 
especially in cell and developmental biology, is full of mutations that change the gene activity phenotype of a 
regulatory circuit, such that an organismal phenotype (be it that of a cell or a multicellular organism) does not 
form properly. Some such mutations can only be seen after mutagenesis in the laboratory and might rarely, if 
ever, occur in the wild. However, because experiments can reveal such variants, they are clearly neither 
prohibited by genetic constraints nor by developmental constraints, but by their detrimental effects on the 
organism. Their absence in the wild is therefore a result of selective constraints. 
Constraints such as these are usefully viewed through the lens of genotype networks, where 
selection can confine a population to a given genotype network. This perspective explains how the genotype 
of a system subject to selective constraints might change substantially while its phenotype can remain 
unchanged. 
Aside from these obvious selective constraints, there also exists a less obvious kind of selective 
constraint. It emerges from ongoing selection favoring the preservation of existing phenotypes. In the 
language of population genetics, this kind of selection is called stabilizing selection. Among students of 
development, it is also known as canalizing selection [1]. Canalizing selection can reduce phenotypic 
variability, and the genotype space framework can help explain why (Box 2, Figure I). Briefly, phenotypic 
variability can decrease because genotype networks are internally heterogeneous, containing regions where 
individual genotypes have more neighbors with the same phenotype than elsewhere. 
In addition, the genotype network framework can help understand how the kind of selective 
constraints described here are entangled with the processes producing phenotypes from genotypes. It is 
these processes that are fundamentally responsible for how genotypes map onto phenotypes. They are thus 
also responsible for the organization of genotype networks, including their internal heterogeneity, without 
which canalizing selection could not reduce variability. The relationship between genotype and phenotype 
 precedes the action of natural selection on any one population. It determines what natural selection can 
achieve. 
Genetic constraints on phenotypic variation 
Genotype space is astronomically vast and contains many phenotypes. This observation holds for all three 
classes of systems examined: molecules, regulatory circuits and metabolic networks. The immediate 
neighborhood of any one genotype contains only a tiny fraction of all possible genotypes. For example, for 
proteins of 100 amino acids, where genotype space comprises more than 10130 amino acid sequences, any 
one protein genotype G has only 19  100 = 1900 mutant neighbors, fewer than one 10–126th of genotype 
space. Any one neighborhood can contain only a tiny fraction of possible phenotypes, whose number can be 
astronomical for some systems [11,14]. In addition, because genotypes are typically robust to mutation, 
many of the genotypes in a neighborhood of any genotype G have the same phenotype as G. Taken 
together, this means that phenotypic variation must be constrained genetically. Any one small neighborhood 
simply does not contain enough genotypes to harbor all possible phenotypes. The structure of genotype 
space implies that genetic constraints are inevitable. Beyond this observation, different regions of a genotype 
space can also preferentially harbor different phenotypes, another source of genetic constraints. This 
phenomenon has been demonstrated for proteins [20], regulatory circuits [15] and metabolic networks [11–
13]. Genetic constraints are also linked to an absence of evolutionary change known as stasis, an extreme 
form of constrained phenotypic evolution. Box 3 explains how genotype networks can help explain this 
linkage. 
‘Developmental’ constraints 
By themselves, systems in each of the three classes I focus on here cannot produce the macroscopic 
phenotypes that form during organismal development. However, although these systems are not sufficient 
for development, each of them is necessary. In addition, their phenotypes form through complex processes, 
including protein folding and dynamically changing transcriptional regulatory interactions, which unfold in 
time, similarly to development. Thus, one can examine the role that these ‘developmental’ processes have in 
constraining variation. Several pertinent observations emerge from the previous sections. First, the 
processes of phenotype formation are at the root of physicochemical constraints on phenotypic variation. 
Second, these processes create internally heterogeneous genotype networks, which are responsible for 
selective constraints, including those caused by canalizing selection. Third, the distribution of phenotypes in 
genotype space is a consequence of the processes that produce phenotypes from genotypes. This 
distribution is the origin of genetic constraints. 
 Taken together, this means that constraints emerging from the production of phenotypes are 
ultimately the cause of the three other classes of constraints. This causal role of phenotype production can 
also help explain why different classes of constraint, such as genetic and developmental constraints, are 
difficult to disentangle. 
Concluding remarks 
In the interest of clarity, I used two simplifications here to expose the unifying themes among different 
evolutionary constraints. The first is that I did not highlight the important role of the environment in forming all 
phenotypes, from protein structures to macroscopic traits [70,71]. However, relaxing this simplification would 
not invalidate the genotype space framework and the insights it provides. On the contrary, the environment 
and its changes help bring genotype networks into existence [53]. Second, I focused on phenotypes that are 
simpler than macroscopic traits of higher organisms. What one can learn from them about such traits is 
limited, for example because they lack some of the complex pattern formation processes that form such 
traits [10,22,55,59,72]. However, these phenotypes also have tremendous advantages when studying 
constraints. First, there is a better understanding of the relationship between genotype and phenotype for 
them; second, their phenotypes also form through complex processes analogous to development; and third, 
they are involved in the process of building macroscopic phenotypes. Students of organismal development 
and its evolution have long emphasized that there is the need to understand how phenotypes form to 
understand evolution and phenotypic innovation [1,7,10,29]. The traits I discuss here support this notion, 
because they show that phenotype formation ultimately gives rise to several other classes of evolutionary 
constraint. The framework of genotype networks therefore has the potential to clarify and simplify how 
researchers think of constrained evolution. 
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Box 1. Four major, but not mutually exclusive causes of evolutionary constraints 
Physicochemical constraints are the first major cause of evolutionary constraints on phenotypic variation. For 
example, all organisms above a given (small) size must have a circulatory system, because diffusion is not 
fast enough to deliver nutrients to all body parts of a large organism. 
The second major cause is selective constraints, which result from the action of natural selection. An 
extreme example involves cyclopia, a condition in which only one (central) eye forms during the development 
of an animal. In zebrafish, cyclopic mutants can be created in mutagenesis screens, but they are lethal [73] 
and would immediately be eliminated by natural selection. More subtle selective constraints are everywhere, 
because natural selection affects most phenotypes. For example, most mutations in the coding region of a 
protein have deleterious albeit often subtle fitness effects [74,75], and would be eliminated by natural 
selection over time. By influencing the frequency of such variants, selection constrains the distribution of 
protein phenotypes within a population. 
Third, in a genetic constraint, any one genotype or its mutants can only produce a small subset (or 
none) of a broad spectrum of conceivable phenotypic variants. Genetic constraints have been known for a 
long time. A candidate example involves variation in wing shapes and eye morphology that occurs readily 
through mutations in the fly Drosophila subobscura, but not in its relative Drosophila melanogaster [1,76]. 
 A fourth cause is developmental constraints, which emerge from the processes that produce 
phenotypes from genotypes [1]. A classic example regards variation in the number of digits in salamanders 
and frogs [7,22,77]. The salamander Ambystoma mexicanum (the axolotl) has a hindlimb with five toes or 
digits that are conventionally labeled I–V. During development, digit I forms first and digit V forms last. In 
salamanders related to the axolotl, one or more of these digits is lost, and the lost digits are those that form 
latest in development. Digits get lost in a specific order, because of how they originate in development, 
namely through groups of cells that produce cartilage where the digits will later form. The number of such 
cartilaginous cell groups reflects the number of digits [7,22,77]. In sum, evolutionary variation in a trait (order 
of digit loss) is here constrained by trait development. Because development involves many different 
processes, including tissue movements, hormone action and wave formation in excitable media [10,59,72], 
developmental constraints can themselves have different origins [10]. 
Box 2. Canalizing selection 
Canalizing selection disfavors phenotypes that deviate from a given, optimal phenotype, whether they arise 
through rare genetic perturbations or through more frequent non-genetic perturbations, such as gene 
expression noise [68,69,78,79]. Sustained canalizing selection can increase the robustness of an evolving 
population to genetic and non-genetic perturbations [80,81]. The selected phenotype becomes less variable 
(more constrained) in response to these perturbations. Candidate examples from macroscopic to molecular 
phenotypes have been known for some time [82–84]. In wild populations subject to canalizing selection, 
more recently evolved traits can show greater variability compared with older traits, because canalizing 
selection has acted on the more recent traits for a shorter amount of time. This holds, for instance, for rows 
of bristles used in the male courtship of Drosophila sylvestris fruit flies. Here, newly evolved rows of bristles 
can be more variable than older such rows [85]. Among molecular phenotypes, RNA secondary structures 
provide well-studied examples [86–89]. Eukaryotic miRNA precursor molecules, parts of RNA viral genomes, 
and single-stranded RNA pathogens called viroids, whose secondary structure phenotypes are under 
stabilizing selection, have become phenotypically less variable in response to perturbations that include 
mutations and thermal noise [86–89]. 
The genotype space framework provides a simple explanation for how canalizing selection can 
reduce phenotypic variability, at least where selection favors genotypes robust to mutations (Figure I). The 
explanation is that genotype networks are internally heterogeneous objects. In some regions of any one 
genotype network, genotypes have more neighbors with the same phenotype, whereas in others they have 
fewer neighbors with the same phenotype. When subject to frequent perturbations, a population will tend to 
accumulate in a region of a genotype network where most genotypes have many neighbors with the same 
 phenotypes; that is, where genotypes are highly robust to mutation. The reason is that, in such regions, 
fewer perturbations cause detrimental phenotypic change, and a greater number of perturbed individuals 
survive [80,81,90,91]. In such regions, individuals also produce little or no phenotypic variation. In other 
words, once a population enters such a region, its phenotype becomes highly constrained.  
Figure I. The increase in phenotypic constraints by canalizing selection owing to internal genotype network 
heterogeneity. Open circles connected by straight lines represent neighboring genotypes with the same 
phenotype on a hypothetical genotype network. Dashed ellipses correspond to regions of the genotype 
network where individuals have more neighbors with the same phenotype and, thus, higher robustness. (a) 
shows a population of genotypes (black circles) on the genotype network. Under selection that favors 
maintenance of the phenotype, the population can move into regions of high robustness (b). There can be 
more than one such region, as indicated by the two ellipses. Which of them a population comes to occupy 
might depend on a variety of factors, such as the initial distance of a population from each region. Analogous 
considerations hold for robustness to other perturbations, which is often correlated with robustness to 
mutations. 
Box 3. Genotype networks and evolutionary stasis 
An absence of evolutionary change, known as stasis, can occur for at least two reasons. First, a particular 
phenotype might be optimal in a given environment, and no superior phenotype might exist. Second, 
phenotypic variability might be present, but the right kind of phenotypic variation (novel adaptive phenotypes) 
might be absent. The latter kind of stasis often arises when a superior phenotype exists, but when this 
phenotype has not yet been ‘discovered’ by an evolving population. A characteristic pattern of evolution in 
this case is episodic change or punctuated evolution. Here, long periods of evolutionary stasis, where the 
phenotype of a population changes little, are punctuated by rapid evolutionary change, where a population 
‘discovers’ novel, superior phenotypes. Such episodic change has been observed at all levels of biological 
organization and on different timescales [18,92–96]. For example, it occurs for morphological traits 
observable in the fossil record, where its causes have led to much debate [2]; it also occurs for cellular traits 
in laboratory evolution experiments, such as bacterial cell size [95]; and it occurs for molecules evolving 
under directional selection [18,92,96]. 
The genotype space framework can readily explain such punctuated stasis. It is a period of time where 
populations of organisms explore an existing genotype network until one mutant ‘finds’ the genotype network 
of a superior phenotype. As a population discovers successively better phenotypes, further improvement 
becomes increasingly difficult, such that the periods of stasis (i.e. genotype network exploration) become 
longer and longer. For some systems, such as RNA molecules in the search of superior secondary 
 structures, this process has been characterized in great detail [18,96,97]. In sum, this kind of stasis arises, 
because not all phenotypic variation is mutationally accessible from any one genotype or population. It is a 
consequence of genetic constraints.  
Figure 1. Genotype networks in genotype space. The figure schematically represents a hypothetical set of 
genotypes (open circles) in genotype space (large rectangle) that share the same phenotype and that form a 
genotype network. Neighboring genotypes are connected by straight lines. Colored circles indicate 
genotypes with different phenotypes (each color corresponds to a different phenotype) that are neighbors of 
genotypes on the genotype network. The figure shows that many different novel phenotypes can be 
accessed from a connected genotype network that extends throughout genotype space, and that different 
regions of genotype space can contain different novel phenotypes. However, any two-dimensional illustration 
of a high-dimensional genotype space has severe limitations; for example, each of the colored genotypes 
would form part of a large genotype network that the figure does not display, and individual genotypes can 
have thousands of neighbors, many more than the figure can show [53]. 
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