Linear response formulas for the generalized belief propagation in approximate inference are derived by using generalized belief propagation. The linear response formulas can give us the marginal probability between every pair of nodes and we obtain good accuracy in some examples of practical probabilistic inferences.
Introduction
In probabilistic inference for signal processing, medical diagnosis, code theory, digital communication, machine learning and so on, belief propagation is one of powerful approximate methods to calculate a belief for each node within a practical computational time [1] . Recently, it has been pointed out that the belief propagation has some mathematical structures in common with an advanced mean-field method in the statistical-mechanics [2] . Yedidia et al. [3, 4] have proposed generalized belief propagation based on the advanced mean-field method. In recent years, applications of the belief propagation to various information processing problems are indeed very active research fields, including decoding of error control codes [5] , user detection in codedivision multiple-access communications [6] , image processing [7] , solving optimization problems [8] , inference in Bayesian networks [9] , machine learning [10] , to mention a few. Moreover, Ikeda et al [11] has done the informationgeometrical interpretation of the belief propagation.
For practical applications for statistical inference, we have to calculate the marginal probability in every pair of nodes. However, it is difficult to calculate the marginal probability in a pair of nodes, which are not connected directly to each other, by means of the belief propagation, because the recursion formulas in the belief propagation are constructed only from some marginal probabilities. In Refs. [12] , the present author has mentioned that the marginal probability in every pair of nodes in a probabilistic model can be calculated as an inverse of matrix by combining the generalized belief propagation with a linear response theory. On the other hand, Welling and Teh [13] constructed an update rule of the generalized belief propagation to calculate pairwise marginal probabilities by using the linear response theory.
In this paper, we derive the general formula for the marginal probability in every pair of nodes for any probabilistic models by combining the generalized belief propagation with the linear response theory for the case that each node has multi states. In Ref. [12] , the present author has already given the framework for only the case that each node has binary states, the framework of the present paper is the generalization.
Linear Response Theory
We consider a probabilistic model consisting of some nodes. A random variable x i is associated with every node i. The set of all the nodes is denoted by Ω and the number of all the nodes is expressed in terms of notation |Ω|. The set of all the random variables x i is denoted by the notation x, such that x≡{x i |∈Ω}. For the probability P (x) for the set of nodes, Ω, we have the following equality:
where
The notation z is the summation over all the possible configurations with respect to the set of random variables z≡{z i |i∈Ω}. Thus, P ij (m, n) − P i (m)P j (n) in nodes i and j is regarded as a differentiate with respect to h of the average of δ n,xj in the probabilistic model specified by the factor exp(hδ m,xi )P (x).
Generalized Belief Propagation
In order to explain the framework of the generalized belief propagation, we should define some notations for clusters. Cluster is a set of nodes. When a node i belongs to a cluster γ, we call i an element of γ and we express it in terms of the notation i∈γ. When all the nodes in a cluster γ belong to a cluster γ, we call γ a subcluster of γ. When a cluster γ is a subcluster of a cluster γ, we use the notation γ ≤γ. We express γ < γ when a cluster γ is a proper subcluster of γ.
First of all, we have to specify a set of basic clusters. Every basic cluster must not be a subcluster of another element in the set of basic clusters. We denote the set of basic clusters by B. We consider such a set C of clusters that a cluster is in C if and only if it is a cluster in B or is the cluster of the common nodes of two or more clusters in B, excluding the empty cluster 0. The set of all the clusters, which belong to the set C and do not belong to the set B, is denoted by the notation C\B. A set of random variables x i associated with nodes i belonging to a cluster γ is denoted by x γ ≡{x i |i∈γ}. The notation x Ω\γ ≡{x i |i∈Ω\γ} is a set of random variables x i associated with nodes i not belonging to the cluster γ.
We consider the following representation
is referred as a Möbius function in the set theory. In order to calculate the correlation in every pair of nodes i and j (i∈Ω, j∈Ω), we consider the probabilistic model under an infinitesimal parameter h i defined by
The left-hand side of Eq. (1) is corresponding to the differential of the marginal probability
In the present section, we give the general method for calculating the marginal probability P (i,m) j (n) for any pair of nodes i and j by using the generalized belief propagation. The differential of the average can be obtained by using the linear response theory. The calculation of the differential by means of the generalized belief propagation will be explained in the next section.
In the generalized belief propagation [12] , the marginal probabilities {P
|γ∈C} are approximately expressed as follows:
where λ
α,γ (x α ) are determined so as to satisfy the following equations:
In the similar arguments, we obtain the marginal probabilities of the probabilistic model given in Eq.(2) as follows:
where λ α,γ (x α ) are determined so as to satisfy the following equations: In this section, we give a formula to calculate a marginal probability in every pair of nodes by means of the generalized belief propagation and the linear response theory. As shown in Eq. (1), for the probabilistic model defined by Eq.(4), the average of x j for each node j is defined by
In order to obtain the marginal probability P ij (m, n), we wish to compute the derivative of Eq. (11) with respect to h i .
The quantity lim
is corresponding to the first order terms in expanding the marginal probability P (i,m) j (n), in powers of h i . Hence, the marginal probability P ij (m, n) in a pair of nodes i and j is related to the derivative of P (i,m) j (n) with respect to the infinitesimal parameter h i at a node i as follows:
The marginal probabilities P ij (m, n) and P i (m). We have to consider the quantities P (i,m) j (n) − P j (n) and P ij (m, n) − P i (m)P j (n) separately for the following four cases: Case 1. Both the nodes i and j belong to the set C∩Ω. Case 2. The node i belongs to the set C∩Ω and j belongs to the set Ω\(C∩Ω). Case 3. Both the nodes i and j belong to the set Ω\(C∩Ω).
Here the set Ω\(C∩Ω) consists of all the nodes that belong to the set Ω and do not belong to the set C.
First, we consider the case of i, j∈C∩Ω (Case 1). Expanding P
, and retaining only the first order terms, we get
We have to remark that the nodes j and k in the quantity j|A γ |k belong not only to the cluster γ but also to subclusters of the cluster γ (γ∈C), such that j, k≤γ and j, k∈C\B. For a fixed γ, we regard Eq.(13) as a system of linear equations for unknowns λ , γ∈C) , and express the solution as follows:
Here the matrices j|A γ −1 |k are the matrix elements of the inverse of the matrix A γ . Substituting Eq. (15) into Eqs. (6) and (9) and writing P (i,m) β (z β ) − P β (z β ) which are determined consistently by Eq. (7) and (10), as
, we can express the result as
From Eqs. (12) and (16), we obtain the quantity P ij (m, n)− P i (m)P j (n) in pairs of nodes i and j for Case 1 as follows:
Next, we consider the case of i∈Ω\(C∩Ω) and j∈C∩Ω (Case 2). Expanding P (i,m) α (x α ) (α≤γ, α∈C\B, γ∈C) in powers of h i and λ
j≤γ, i∈Ω\(C∩Ω)). (19)
where δ i∈γ ≡1 for i∈γ and δ i∈γ ≡0 for i / ∈γ. We can solve Eq.(19) with respect to λ
. By substituting it to Eq.(6) and (9) and by using Eqs.(12), we obtain where
and
Finally, we consider the case of i, j∈Ω\(C∩Ω) (Case 3). Expanding P
We solve Eq.(19) with respect to λ
. By substituting it to Eq.(23) and by using Eqs. (20) and (12), we obtain
The marginal probabilities {P γ |γ∈C} for the probabilistic model P (x) are obtained from the generalized belief propagation. The update rule of generalized belief propagation is constructed as an iterative procedure by using Eqs. (8)- (10) . By substituting the numerical results of {P γ |γ∈C} to Eqs. (17) and (21) with Eqs. (14) and (22), the matrices G and R can be calculated.
Concluding Remarks
In the present paper, we have derived a general formula for pairwise marginal probability in any probabilistic model. The final results are given as compact forms given in Eqs. (18), (20) and (24). We consider an example "Asia" that is available at a website [14] and is given in Fig. 1 and Table 1 . For Fig. 1 , the joint probability P (x 1 , x 2 , · · ·, x 8 ) is expressed by
The graphical representation of the probabilistic model in Eq. (25) is shown in Fig.2 . Now we calculate the conditional probability directly to each other. By using the present method. we obtain Pr{X 8 = 1} = 0.4393 and Pr{X 3 = 1, X 8 = 1} = 0.0082 and then the value of the conditional probability Pr{X 3 = 1|X 8 = 1} = 0.0187. In contrast, the corresponding value in the exact calculation for Pr{X 3 = 1|X 8 = 1} is 0.0188. The present framework is based on the one in [12] . In [12] , the present author imposed an assumption that we have C∩Ω = C\B and considered only the linear response of the first moment of x i (i∈Ω). If we do not impose the above assumption, we have to consider all moments of x i , x i x j , x i x j x k (i, j, k∈C∪Ω) and so on. In the present work, we consider only the linear response of the marginal probability P m,i γ (x γ ) (γ∈C). In the present framework, we do not need such an assumption and give simpler formulas than in Ref. [12] . The graph that satisfies the assumption C∩Ω = C\B is called factor graph. Welling and Teh [13] also investigated the linear response for the probabilistic models on factor graphs by using the generalized belief propagation and derived the update rule for the marginal probability in every pair of nodes. They expanded the update rule of generalized belief propagation in powers of messages. In the present paper, the author has derived the more compact linear response formula in the generalized belief propagation for more general graphical models. In the generalized belief propagation, the approximate marginal probabilities given in Eqs.(5) and (6) are derived by minimization of an approximate free energy expressed in terms of {P i,m γ (x γ )|γ∈C} under the reducibilities (7) [12] . The present author has expanded the approximate marginal probabilities (5) in powers of not messages but Lagrange multipliers for reducibilities (7) in order to obtain the linear response in the generalized belief propagation. Both formulations should give us the same results in the probabilistic models for factor graphs.
There is the other way of computing the conditional probability distributions and correlations in distant nodes in the context of the CVM that we did not mention. Namely, if one is interested in Pr{x j |x i }, one could fix the value of x i , and then use the CVM to compute the approximate marginal probability distribution P j (x j ). By conditioning on all the possible values of x i , we should be able to determine the approximate conditional probability distribution Pr{x j |x i }. This seems to be a much simpler method of computing the approximate conditional probability distribution Pr{x j |x i } when we hope only one approximate conditional probability distribution Pr{x j |x i } for a fixed pair of nodes i and j. However, if we hope that the conditional probabilities Pr{x j |x i } for all possible pairs of nodes i and j are computed, we have to solve the |Ω| different sets of simultaneous nonlinear equations separately. In the present paper, we adopt a factor exp(−h i δ xi,m ) in the probabilistic model P (x) as shown in Eq. (4) and then compute the marginal probability P j (n), instead of fixing the value of x i = m. The present framework in which the correlation Pr{x i , x j } in every pair of nodes i and j can be calculated by combining the CVM with the LRT can yield the conditional probabilities in all pairs of nodes at the same time by solving only one set of simultaneous nonlinear equations given in Eqs. (8) , (9) and (10) only once and by calculating the inverse matrix of G in Eq.(17).
