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Abstract
We consider the linear Zakharov-Kuznetsov equation on a rectangle with a left Dirich-
let boundary control. Using the flatness approach, we prove the null controllability of this
equation and provide a space of analytic reachable states.
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1 Introduction
The Zakharov-Kuznetsov (ZK) equation
ut + aux +∆ux + uux = 0, (1.1)
provides a model for the propagation of nonlinear ionic-sonic waves in a plasma. In (1.1),
x, t ∈ R and y ∈ Rd (with d ∈ {1, 2}) are the independent variables, u = u(x, y, t) is the
unknown, ut = ∂u/∂t, ux = ∂u/∂x, ∆u = ∂
2u/∂x2 +
d∑
i=1
∂2u/∂y2i , and the constant a > 0
stands for the sound velocity. The ZK equation is, from the mathematical point of view, a
natural extension to Rd+1 of the famous Korteweg-de Vries equation
zt + azx + zxxx + zzx = 0, (1.2)
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which has been extensively studied from the control point of view (see e.g. the surveys [2, 17]).
If we focus on the situation where (1.2) is supplemented with the following boundary conditions
z(0, t) = h(t), z(L, t) = zx(L, t) = 0, (1.3)
where L > 0 is a given number and h is the control input, then it was proved in [8, 16] that
(1.2)-(1.3) was null controllable on the domain (0, L). Due to the smoothing effect, with such
a control at the left endpoint the exact controllability can only hold in a space of analytic
functions.
More recently, a space of analytic reachable states was provided in [13] for the linearized
KdV equation
zt + zx + zxxx = 0
with the same boundary conditions as in (1.3). The method of proof was based on the flatness
approach, as introduced in [12] to study the reachable states of the heat equation. The aim of
the paper is to extend the results given in [13] to the ZK equation.
The wellposedness of various initial boundary value problems for ZK were studied in [6, 7,
10, 11, 18, 19]. Some unique continuation property for ZK derived with a Carleman estimate
was done in [3]. Exact controllability results for ZK in the same spirit as those for KdV in [15]
are given in [7, 14].
Here, we limit ourselves to the case d = 1, so that y ∈ R. By a translation, we can assume
without loss of generality that x ∈ (−1, 0) (this will be more convenient when using series to
represent the solutions). We set Ω := (−1, 0) × (0, 1). The paper is concerned with the control
properties of the system:
ut + uxxx + uxyy + aux = 0, (x, y) ∈ Ω, t ∈ (0, T ), (1.4)
u(0, y, t) = ux(0, y, t) = 0, y ∈ (0, 1), t ∈ (0, T ), (1.5)
u(−1, y, t) = h(y, t), y ∈ (0, 1), t ∈ (0, T ), (1.6)
u(x, 0, t) = u(x, 1, t) = 0, x ∈ (−1, 0), t ∈ (0, T ), (1.7)
u(x, y, 0) = u0(x, y), (x, y) ∈ Ω, (1.8)
where u0 = u0(x, y) is the initial data and h = h(y, t) is the control input.
We shall address the following issues:
1. (Null controllability) Given any u0 ∈ L2(Ω), can we find a control h such that the solution u
of (1.4)-(1.8) satisfies u(., T ) = 0?
2. (Reachable states) Given any u1 ∈ R (a subspace of L2(Ω) defined thereafter), can we find a
control h such that the solution u of (1.4)-(1.8) with u0 = 0 satisfies u(., T ) = u1?
We shall investigate both issues by the flatness approach and derive an exact controllability in
R by combining our results.
To state our result, we need introduce notations. A function u ∈ C∞([t1, t2]) is said to be
Gevrey of order s ≥ 0 on [t1, t2] if there exist some constant C,R ≥ 0 such that
|∂nt u(t)| ≤ C
(n!)s
Rn
∀n ∈ N, ∀t ∈ [t1, t2].
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The set of functions Gevrey of order s on [t1, t2] is denoted by G
s([t1, t2]). A function u ∈
C∞([x1, x2] × [y1, y2] × [t1, t2]) is said to be Gevrey of order s1 in x, s2 in y and s3 in t on
[x1, x2]× [y1, y2]× [t1, t2] if there exist some constants C,R1, R2, R3 > 0 such that
|∂n1x ∂n2y ∂n3t u(x, y, t)| ≤ C
(n1!)
s1(n2!)
s2(n3!)
s3
Rn11 R
n2
2 R
n3
3
∀n1, n2, n3 ∈ N, ∀(x, y, t) ∈ [x1, x2]×[y1, y2]×[t1, t2].
The set of functions Gevrey of order s1 in x, s2 in y and s3 in t on [x1, x2]× [y1, y2]× [t1, t2] is
denoted by Gs1,s2,s3([x1, x2]× [y1, y2]× [t1, t2]).
The first main result in this paper is a null controllability result with a control input in a
Gevrey class.
Theorem 1.1. Let u0 ∈ L2(Ω) and s ∈ [32 , 2). Then there exists a control input h ∈ G
s
2
,s([0, 1]×
[0, T ]) such that the solution u of (1.4)-(1.8) satisfies u(·, ·, T )=0. Furthermore, it holds that
u ∈ C([0, T ];L2(Ω)) ∩G s2 , s2 ,s([−1, 0] × [0, 1] × [ε, T ]), ∀ ε ∈ (0, T ).
Introduce the differential operator
Pu := △ux + aux
and the following space
RR1,R2 := {u ∈ C∞([−1, 0] × [0, 1]); ∃C > 0, |∂px∂qy u(x, y)| ≤ C
(p!)
2
3 (q!)
2
3
Rp1R
q
2
∀p, q ∈ N, ∀(x, y) ∈ Ω,
and Pnu(0, y) = ∂xP
nu(0, y) = Pnu(x, 0) = Pnu(x, 1) = 0, ∀n ∈ N, ∀x ∈ [−1, 0], ∀y ∈ [0, 1]}.
Our second main result provides a set of reachable states for system (1.4)-(1.8).
Theorem 1.2. Let R0 :=
3
√
9(a+ 2)e(3e)
−1
, and let R1, R2 ∈ (R0,+∞). Then for any u1 ∈
RR1,R2, there exists a control input h ∈ G1,2([0, 1]× [0, T ]) such that the solution u of (1.4)-(1.8)
with u0 = 0 satisfies u(·, ·, T ) = u1. Furthermore, u ∈ G1,1,2([−1, 0] × [0, 1] × [0, T ]), and the
trajectory u = u(x, y, t) and the control h = h(y, t) can be expanded as series:
u(x, y, t) =
∞∑
j=1
∞∑
i=0
gi,j(x)z
(i)
j (t)ej(y), (1.9)
h(y, t) =
∞∑
j=1
∞∑
i=0
gi,j(−1)z(i)j (t)ej(y). (1.10)
We refer the reader to Section 2 for the definitions of the functions gi,j (i ≥ 0, j ≥ 1) and
of the functions ej (j ≥ 1).
Combining Theorem 1.1 and Theorem 1.2, we obtain the following result which implies the
exact controllability of (1.4)-(1.8) in RR1,R2 for R1 > R0 and R2 > R0.
Corollary 1.1. Let R0 :=
3
√
9(a+ 2)e(3e)
−1
, and let R1, R2 ∈ (R0,+∞). Let u0 ∈ L2(Ω) and
u1 ∈ RR1,R2 . Then there exists h ∈ G1,2([0, 1] × [0, T ]) such that the solution of (1.4)-(1.8)
satisfies u(., T ) = u1.
The paper is outlined as follows. Section 2 introduces the eigenfunctions ej , the generating
functions gi,j, and provide some estimates needed in the sequel. The null controllability of ZK
is established in Section 3, while the reachable states of ZK are investigated in Section 4.
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2 Preliminaries
First we introduce the operator
Au := −Pu = −△ux − aux
with domain
D(A) = {u ∈ L2(Ω); Pu ∈ L2(Ω), u(−1, y) = u(0, y) = ux(0, y) = 0 for a.e. y ∈ (0, 1) and
u(x, 0) = u(x, 1) = 0 for a.e. x ∈ (−1, 0)}.
It is well-known (see e.g. [19]) that the operator A generates a semigroup of contractions in
L2(Ω). In what follows, we denote ‖f‖D(A) = ‖f‖L2(Ω) + ‖Af‖L2(Ω) for all f ∈ D(A).
It would be natural to expect, as for KdV, that the domain D(A) coincide with the set
{u ∈ H3(Ω) ∩H10 (Ω); ux(0, y) = 0 for a.e. y ∈ (0, 1)},
but this is not the case. The best description (up to date) of D(A) is given in the following
lemma.
Lemma 2.1. We have the following inclusions:
{u ∈ H2(Ω) ∩H10 (Ω); ux ∈ H2(Ω) and ux(0, y) = 0 for a.e. y ∈ (0, 1)} ⊂ D(A), (2.1)
D(A) ⊂ {u ∈ H2(Ω) ∩H10 (Ω); (x+ 1)ux ∈ H2(Ω) ∩H10 (Ω)}. (2.2)
Proof. The inclusion (2.1) is obvious. For (2.2), it follows from [19, Proposition 2] that D(A) ⊂
H2(Ω) ∩H10 (Ω). If u ∈ D(A), then f := ∆ux + aux ∈ L2(Ω) and hence
∆((x+ 1)ux) = (x+ 1)∆ux + 2uxx = (x+ 1)(f − aux) + 2uxx ∈ L2(Ω).
On the other hand, we claim that (x + 1)ux ∈ H10 (Ω). Indeed, ux ∈ H1(Ω) and hence (x +
1)ux ∈ H1(Ω). Moreover, u(., 0) = u(., 1) = 0 in H 32 (−1, 0) gives ux(., 0) = ux(., 1) = 0 in
H
1
2 (−1, 0), and finally ((x+ 1)ux)(−1, .) = ux(0, .) = 0 in H 12 (0, 1). By the classical boundary
H2 regularity result for the Dirichlet problem on a Lipschitz domain, we infer that (x+ 1)ux ∈
H2(Ω) ∩H10 (Ω).
Remark 2.1. It can be shown that the inclusion (2.1) is strict.
The following lemmas will be used several times thereafter.
Lemma 2.2. For any n ∈ N∗ and any f ∈ D(An) with Aif ∈ H2(n−i)(Ω) for i = 0, 1, ..., n, we
have
∂2py f(x, 0) = ∂
2p
y f(x, 1) = 0, ∀x ∈ [−1, 0], ∀p ∈ {0, ..., n − 1}. (2.3)
Proof. We proceed by induction on n. For n = 1, the property (2.3) is obvious since f ∈
D(A). Assume now that (2.3) is true for n − 1 ≥ 1. If f ∈ D(An) with Aif ∈ H2(n−i)(Ω)
for i = 0, 1, ..., n, then Pf = −Af ∈ D(An−1) with AiPf = −Ai+1f ∈ H2(n−i−1)(Ω) for
i = 0, 1, ..., n − 1, , so that by (2.3) applied to Pf and p = n− 2
∂2n−4y Pf(x, 0) = ∂
2n−4
y Pf(x, 1) = 0.
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This implies
∂3x∂
2n−4
y f(x, 0) + ∂x∂
2n−2
y f(x, 0) + a∂x∂
2n−4
y f(x, 0) = 0, (2.4)
∂3x∂
2n−4
y f(x, 1) + ∂x∂
2n−2
y f(x, 1) + a∂x∂
2n−4
y f(x, 1) = 0. (2.5)
Since (2.3) is true for n − 1, we obtain that ∂2py f(x, 0) = ∂2py f(x, 1) = 0 for p = 0, 1, ..., n − 2,
and hence (taking p = n− 2 and using (2.4)-(2.5))
∂x∂
2n−2
y f(x, 0) = ∂x∂
2n−2
y f(x, 1) = 0.
This means that we have for some constants C1 and C2
∂2n−2y f(x, 0) = C1, ∂
2n−2
y f(x, 1) = C2 ∀x ∈ [−1, 0].
Note that ∂2n−2y f ∈ H2(Ω) ⊂ C(Ω). On the other hand, it follows from the assumption f ∈ D(A)
that
∂2n−2y f(0, y) = 0 ∀y ∈ [0, 1].
Taking y = 0 and next y = 1, we see that C1 = C2 = 0. The proof of Lemma 2.2 is complete.
Remark 2.2. It will be proved in Proposition 2.1 (see below) that D(An) ⊂ H2n(Ω) for all n ∈ N,
so that the conclusion of Lemma 2.2 will be still valid when assuming solely that f ∈ D(An).
The following lemma is classical. Its proof is omitted.
Lemma 2.3. Let A′ = ∂2y with domain D(A′) = H2(0, 1) ∩H10 (0, 1). Then for any m ∈ N∗, it
holds
D(A′m2 ) = {g ∈ Hm(0, 1); g(2p)(0) = g(2p)(1) = 0 for 0 ≤ p ≤ m− 1
2
}·
Let h ∈ L2(0, 1) be decomposed as h(y) =
∞∑
j=1
cjej(y), and let m ∈ N∗. Then
h ∈ D(A′m2 ) ⇐⇒
∞∑
j=1
|λ
m
2
j cj |2 <∞.
Furthermore, for any h ∈ D(A′m2 ), we have
‖h(q)‖2L2(0,1) =
∞∑
j=1
λqj |cj |2 ∀q ∈ {0, ...,m}.
We are in a position to state the main result in this section.
Proposition 2.1. For any n ∈ N, it holds D(An) ⊂ H2n(Ω). Furthermore, there exists a
constant B ≥ 1 such that
‖u‖H2n(Ω) ≤ Bn
n∑
i=0
‖P iu‖L2(Ω), ∀n ∈ N, ∀u ∈ D(An). (2.6)
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Proof. Let {ej}j≥1 be an orthonormal basis in L2(0, 1) such that ej is an eigenfunction for the
Dirichlet Laplacian on (0, 1), λj being the corresponding eigenvalue; that is
− e′′j (y) = λkej(y),
ej(0) = ej(1) = 0.
A classical choice is ej(y) =
√
2 sin(jpiy) and λj = (jpi)
2 for j ≥ 1. Following [19], we decompose
any function u ∈ L2(Ω) as
u(x, y) =
∞∑
j=1
uˆj(x)ej(y).
Note that ‖u‖2
L2(Ω) =
∞∑
j=1
‖uˆj‖2, where we denote ‖h‖ = ‖h‖L2(−1,0) for all h ∈ L2(−1, 0) for the
sake of simplicity. If u ∈ D(A) and g := ∆ux + aux, then for any j ≥ 1
uˆ′′′j + (a− λj)uˆ′j = gˆj in L2(−1, 0) (2.7)
where ′ = d/dx. For n = 0, (2.6) is obvious if we pick C0 ≥ 1. Let us assume first that n = 1.
Note that uˆj ∈ H3(−1, 0) by (2.7). Multiplying (2.7) by λj(x+ 1)uˆj , we obtain
3
2
λj
∫ 0
−1
|uˆ′j |2dx− (a− λj)
λj
2
∫ 0
−1
|uˆj |2dx = λj
∫ 0
−1
(x+ 1)uˆj gˆjdx.
Let j0 :=
[√
2a
pi
]
. Then for j > j0, we have a ≤ λj/2 and hence |a− λj |λj/2 ≥ λ2j/4. Using∣∣∣∣λj ∫ 0−1(x+ 1)uˆj gˆjdx
∣∣∣∣ ≤ λ2j8
∫ 0
−1
|uˆj |2dx+ 2
∫ 0
−1
|gˆj |2dx,
we infer that for j > j0
3
2
λj
∫ 0
−1
|uˆ′j|2dx+
λ2j
8
∫ 0
−1
|uˆj |2dx ≤ 2
∫ 0
−1
|gˆj |2dx,
and that for 1 ≤ j ≤ j0
3
2
λj
∫ 0
−1
|uˆ′j |2dx+
λ2j
8
∫ 0
−1
|uˆj |2dx ≤ Λ
∫ 0
−1
|uˆj |2dx+ 2
∫ 0
−1
|gˆj |2dx, (2.8)
where Λ := max
1≤j≤j0
∣∣∣∣∣λ2j8 + (a− λj)λj2
∣∣∣∣∣. Obviously, (2.8) is valid for any j ≥ 1. Summing in j, we
obtain
3
2
∫
Ω
|uxy|2dxdy + 1
8
∫
Ω
|uyy|2dxdy ≤ Λ‖u‖2 + 2‖g‖2. (2.9)
Dividing in (2.8) by λj ≥ pi2 and summing in j, we obtain
3
2
∫
Ω
|ux|2dxdy + 1
8
∫
Ω
|uy|2dxdy ≤ Λ
pi2
‖u‖2 + 2
pi2
‖g‖2. (2.10)
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It remains to estimate
∫
Ω
|uxx|2dxdy. Multiplying in (2.7) by uˆ′j, we obtain
−
∫ 0
−1
|uˆ′′j |2dx+ uˆ′j uˆ′′j |0−1 + (a− λj)
∫ 0
−1
|uˆ′j |2dx =
∫ 0
−1
gˆj uˆ
′
jdx,
and hence ∫ 0
−1
|uˆ′′j |2dx ≤ |λj − a|
∫ 0
−1
|uˆ′j |2dx+ ‖gˆj‖‖uˆ′j‖+ |uˆ′j(−1)uˆ′′j (−1)|.
We are let to estimate uˆ′j(−1) and uˆ′′j (−1). Multiplying in (2.7) by λjuˆj results in
λj
uˆ′j(−1)2
2
= λj
∫ 0
−1
uˆj gˆjdx.
Combined with (2.8), this yields
λj
2
uˆ′j(−1)2 ≤ ‖λj uˆj‖ · ‖gˆj‖ ≤
1
4
‖λj uˆj‖2 + ‖gˆj‖2 ≤ 5‖gˆj‖2 + 2Λ‖uˆj‖2. (2.11)
Multiplying in (2.7) by x, we obtain
−
∫ 0
−1
uˆ′′jdx+ xuˆ
′′
j |0−1 + (a− λj)
(
−
∫ 0
−1
uˆjdx+ xuˆj |0−1
)
=
∫ 0
−1
xgˆjdx
which yields
uˆ′′j (−1) = −uˆ′j(−1) + (a− λj)
∫ 0
−1
uˆjdx+
∫ 0
−1
xgˆjdx,
so that
|uˆ′′j (−1)|2 ≤ 3
(|uˆ′j(−1)|2 + 2(a2 + |λj|2)‖uˆj‖2 + ‖gˆj‖2) .
Using (2.8) and (2.11), we conclude that |uˆ′′j (−1)|2 = O(‖uˆj‖2 + ‖gˆj‖2). The same is true for
‖uˆ′′j ‖2. Gathering together the above estimates, we arrive at
‖u‖2H2(Ω) ≤ C1
(
‖u‖2L2(Ω) + ‖Pu‖2L2(Ω)
)
for some constant C1 = C1(a) > 0.
Let us check that D(An) ⊂ H2n(Ω) for n ≥ 2. We proceed by induction on n. Assume
that D(Ap) ⊂ H2p(Ω) for p = 0, 1, ..., n − 1 (with n − 1 ≥ 1), and pick any u ∈ D(An). Then
g = Au ∈ D(An−1) ⊂ H2(n−1)(Ω). Let h := (−1)n−1∂2(n−1)y g ∈ L2(Ω). Then, using Lemmas 2.2
and 2.3, we have that for all j ≥ 1
λn−1j (uˆ
′′′
j + (a− λj)uˆ′j) = hˆj . (2.12)
Multiplying in (2.12) by λnj (x+ 1)uˆj , we obtain
3
2
λ2n−1j
∫ 0
−1
|uˆ′j |2dx− (a− λj)
λ2n−1j
2
∫ 0
−1
|uˆj |2dx = λnj
∫ 0
−1
(x+ 1)uˆj hˆjdx.
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This yields
λ2n−1j ‖uˆ′j‖2 + λ2nj ‖uˆj‖2 = O(‖uˆj‖2 + ‖hˆj‖2), (2.13)
Multiplying in (2.12) by λnj uˆj gives
λ2n−1j
uˆ′j(−1)2
2
= λnj
∫ 0
−1
uˆjhˆjdx
and
λ2n−1j |uˆ′j(−1)|2 = O(‖uˆj‖2 + ‖hˆj‖2).
From
λn−1j uˆ
′′
j (−1) = −λn−1j uˆ′j(−1) + (a− λj)λn−1j
∫ 0
−1
uˆjdx+
∫ 0
−1
xhˆjdx,
we infer that
λ2n−2j |uˆ′′j (−1)|2 = O(‖uˆj‖2 + ‖hˆj‖2).
It follows from
−λ2n−2j
∫ 0
−1
|uˆ′′j |2dx+ λ2n−2j uˆ′juˆ′′j |0−1 + (a− λj)λ2n−2j
∫ 0
−1
|uˆ′j |2dx = λn−1j
∫ 0
−1
hˆjuˆ
′
jdx,
that
λ2n−2j ‖uˆ′′j ‖2 = O(‖uˆj‖2 + ‖hˆj‖2). (2.14)
So far, we have proved that
∞∑
j=1
(
λ2nj ‖uˆj‖2 + λ2n−1j ‖uˆ′j‖2 + λ2n−2j ‖uˆ′′j ‖2
)
< +∞.
Using Lemma 2.3, this gives that ∂2ny u, ∂
2n−1
y ∂xu, and ∂
2n−2
y ∂
2
xu belong to L
2(Ω). For the other
derivatives of order 2n, we apply the operator ∂2kx (for k ∈ N with 2k+ 3 ≤ 2n) to each term in
(2.7) to obtain
uˆ
(2k+3)
j + (a− λj)uˆ(2k+1)j = gˆ(2k)j .
This yields
λ
(2n−3−2k)
j ‖uˆ(2k+3)j ‖2 = O(‖uˆj‖2 + ‖hˆj‖2 + λ2n−3−2kj ‖gˆ(2k)j ‖2).
On the other hand, (2.7) gives by differentiation with respect to x that
uˆ
(4)
j + (a− λj)uˆ′′j = gˆ′j ,
and we obtain in a similar way that
λ
(2n−4−2k)
j ‖uˆ(2k+4)j ‖2 = O(‖uˆj‖2 + ‖hˆj‖2 + λ2n−4−2kj ‖gˆ(2k+1)j ‖2).
for k ∈ N with 2k + 4 ≤ 2n. Thus we conclude that
2n∑
q=0
∞∑
j=1
λ
(2n−q)
j ‖uˆ(q)j ‖2 < +∞.
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Using Lemma 2.3, we infer that for q ∈ {0, ..., 2n}, ∂qxu ∈ L2(−1, 0,H2n−q(0, 1)), and hence that
∂2n−qy ∂
q
xu ∈ L2(Ω). We also have that ∂2n−1−qy ∂qxu ∈ L2(Ω) for q ∈ {0, ..., 2n − 1}. Taking into
account the fact that u ∈ D(An−1) ⊂ H2(n−1)(Ω), we conclude that u ∈ H2n(Ω). The proof of
the inclusion D(An) ⊂ H2n(Ω) is complete.
It remains to prove that the constant in the r.h.s. of (2.6) is indeed of the form Bn. This
will require a series of lemmas.
Lemma 2.4. For any ε0 > 0, there exists a constant K = K(ε0) > 0 such that for all ε ∈ (0, ε0)
and all f ∈ H2(−1, 0),∫ 0
−1
|f ′(t)|2dt ≤ Kε
∫ 0
−1
|f ′′(t)|2dt+Kε−1
∫ 0
−1
|f(t)|2dt. (2.15)
Lemma 2.4 is a direct consequence of [1, Lemma 4.10] (which is concerned with twice
continuously functions) by density of C2([−1, 0]) in H2(−1, 0).
For any j ∈ N∗, we define the operator Pj by
Pjf := f
′′′ − (λj − a)f ′, ∀f ∈ H3(−1, 0).
Lemma 2.5. There exists a constant C1 ≥ 1 such that
‖f‖2H2n(−1,0) ≤ Cn1
n∑
i=0
λ2n−2ij ‖P ij f‖2, ∀n ∈ N, ∀j ∈ N∗, ∀f ∈ H3n(−1, 0). (2.16)
Proof. For n = 0, (2.16) is obvious. For n = 1, it follows from the definition of Pj and Lemma
2.4 that
‖f‖2H2(−1,0) =‖f‖2 + ‖f ′‖2 + ‖f ′′‖2
≤C(‖f‖2 + ‖f ′′‖2)
≤C(‖f‖2 + 1
λj
‖f ′′′‖2 + λj‖f ′‖2)
≤C(‖f‖2 + 1
λj
‖Pjf‖2 + λj‖f ′‖2)
≤C(‖f‖2 + ‖Pjf‖2) + 1
2
‖f ′′‖2 + Cλ2j‖f‖2
≤C(λ2j‖f‖2 + ‖Pjf‖2) +
1
2
‖f ′′‖2.
This shows that we can find a constant C2 ≥ 1 such that
‖f‖2H2(−1,0) ≤ C2(λ2j‖f‖2 + ‖Pjf‖2).
Let us prove (2.16) for n ≥ 2 by induction on n. Assume (2.16) to be true for n− 1 ≥ 0. It
9
follows that
‖f‖2H2n(−1,0) =‖f‖2H2n−2(−1,0) + ‖f (2n−1)‖2 + ‖f (2n)‖2
≤‖f‖2H2n−2(−1,0) + ‖f (2n−2)‖2H2(−1,0)
≤‖f‖2H2n−2(−1,0) + C2(λ2j‖f (2n−2)‖2 + ‖Pjf (2n−2)‖2)
≤2C2λ2j‖f‖2H2n−2(−1,0) + C2‖Pjf‖2H2n−2(−1,0)
≤2C2λ2jCn−11
n−1∑
i=0
λ2n−2−2ij ‖P ij f‖2 + C2Cn−11
n−1∑
i=0
λ2n−2−2ij ‖P i+1j f‖2
≤2C2Cn−11
n−1∑
i=0
λ2n−2ij ‖P ij f‖2 + C2Cn−11
n∑
i=1
λ2n−2ij ‖P ij f‖2
≤3C2Cn−11
n∑
i=0
λ2n−2ij ‖P ijf‖2.
If we pick C1 = 3C2, (2.16) is true for n.
Lemma 2.6. There exists a positive constant C3 such that
‖u‖2H2n(Ω) ≤ C3
n∑
m=0
m∑
k=0
‖∂2kx ∂2m−2ky u‖2L2(Ω), ∀n ∈ N, ∀u ∈ D(An).
Proof. For any p ∈ N, we set
Ip :=
∑
a,b∈N, a+b=p
‖∂ax∂byu‖2L2(Ω).
Decompose u as
u(x, y) =
∞∑
j=1
uˆj(x)ej(y). (2.17)
Let us go back to the proof of Lemma 2.6. Pick any u ∈ D(An), for some n ∈ N. Using
Lemma 2.2 and applying Lemma 2.3 to the functions ∂2m+1−kx u(x, .) for 0 ≤ m ≤ n − 1,
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0 ≤ k ≤ 2m+ 1, and x ∈ (−1, 0), we obtain that
I2m+1 =
2m+1∑
k=0
‖∂2m+1−kx ∂kyu‖2L2(Ω)
=
2m+1∑
k=0
∞∑
j=1
λkj ‖uˆ(2m+1−k)j ‖2
=
∞∑
j=1
‖uˆ(2m+1)j ‖2 +
2m+1∑
k=1
∞∑
j=1
λkj ‖uˆ(2m+1−k)j ‖2
≤
∞∑
j=1
λj‖uˆ(2m+1)j ‖2 +
1
2
2m+1∑
k=1
∞∑
j=1
λk−1j ‖uˆ(2m+1−k)j ‖2 +
1
2
2m+1∑
k=1
∞∑
j=1
λk+1j ‖uˆ(2m+1−k)j ‖2
=‖∂2m+1x ∂yu‖2L2(Ω) +
1
2
2m+1∑
k=1
‖∂2m+1−kx ∂k−1y u‖2L2(Ω) +
1
2
2m+1∑
k=1
‖∂2m+1−kx ∂k+1y u‖2L2(Ω)
≤3
2
I2m+2 +
1
2
I2m,
where we used Young’s estimate. Thus, we have
‖u‖2H2n(Ω) =
n∑
m=0
I2m +
n−1∑
m=0
I2m+1
≤
n∑
m=0
I2m +
n−1∑
m=0
(
3
2
I2m+2 +
1
2
I2m)
≤3
n∑
m=0
I2m.
(2.18)
Next, we consider I2m. For m = 0, I0 = ‖u‖2L2(Ω). For m ≥ 1, we have
I2m =
m∑
k=0
‖∂2kx ∂2m−2ky u‖2L2(Ω) +
m−1∑
k=0
‖∂2k+1x ∂2m−2k−1y u‖2L2(Ω), (2.19)
and it remains to estimate the second term in the r.h.s. of (2.19). Applying Lemma 2.4, we
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obtain
m−1∑
k=0
‖∂2k+1x ∂2m−2k−1y u‖2L2(Ω) =
m−1∑
k=0
∞∑
j=1
λ2m−2k−1j ‖uˆ(2k+1)j ‖2
≤C
(m−1∑
k=0
∞∑
j=1
λ2m−2k−2j ‖uˆ(2k+2)j ‖2 +
m−1∑
k=0
∞∑
j=1
λ2m−2kj ‖uˆ(2k)j ‖2
)
=C
( m∑
k=1
∞∑
j=1
λ2m−2kj ‖uˆ(2k)j ‖2 +
m−1∑
k=0
∞∑
j=1
λ2m−2kj ‖uˆ(2k)j ‖2
)
≤C
m∑
k=0
∞∑
j=1
λ2m−2kj ‖uˆ(2k)j ‖2
=C
m∑
k=0
‖∂2kx ∂2m−2ky u‖2L2(Ω).
(2.20)
Combining (2.18)-(2.20), the conclusion of Lemma 2.6 follows.
Lemma 2.7. There exists a constant C4 ≥ 1 such that
λ2mj ‖P ij uˆj‖2 ≤ Cm4
m∑
l=0
(
m
l
)
‖P i+lj uˆj‖2, ∀m, i ∈ N,∀j ∈ N∗,∀u ∈ D(Am+i), (2.21)
where uˆj is the Fourier coefficients of u as in (2.17).
Proof. The proof is by induction on m. For m = 0, (2.21) is obvious for any C4 ≥ 1.
For m = 1 and u ∈ D(A1+i), we have that P iu ∈ D(A) and, by [19, Lemma 4.1],
(P iu)(x, y) =
∞∑
j=1
(P ij uˆj)(x)ej(y),
where the function P ij uˆj satisfies for each j ∈ N∗{
(P ij uˆj)
′′′ − (λj − a)(P ij uˆj)′ = P i+1j uˆj,
(P ij uˆj)(−1) = (P ij uˆj)(0) = (P ij uˆj)′(0) = 0.
x ∈ (−1, 0),
(2.22)
Multiplying the first equation in (2.22) by λj(x+ 1)P
i
j uˆj and integrating over (−1, 0) results in
3
2
λj
∫ 0
−1
|(P ij uˆj)′|2dx+ (λj − a)
λj
2
∫ 0
−1
|P ij uˆj |2dx = λj
∫ 0
−1
(x+ 1)(P ij uˆj)(P
i+1
j uˆj)dx.
After some elementary calculations, we can find a constant C4 = C4(a) ≥ 1 such that
λj‖(P ij uˆj)′‖2 + λ2j‖P ij uˆj‖2 ≤ C4(‖P ij uˆj‖2 + ‖P i+1j uˆj‖2).
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Therefore, (2.21) holds for m = 1. Pick now any m ≥ 2, and assume that (2.21) is true for
m− 1 ≥ 0. For any u ∈ D(Am+i), we have
λ2mj ‖P ij uˆj‖2 = λ2jλ2m−2j ‖P ij uˆj‖2 ≤ λ2jCm−14
m−1∑
l=0
(
m− 1
l
)
‖P i+lj uˆj‖2.
Since u ∈ D(Am+i), for any l = 0, 1, ...,m− 1, system (2.22) is satisfied with P i+lj uˆj substituted
to P ij uˆj , and it follows as above that
λ2j‖P i+lj uˆj‖2 ≤ C4(‖P i+lj uˆj‖2 + ‖P i+l+1j uˆj‖2).
We infer that
λ2mj ‖P ij uˆj‖2 ≤Cm4
m−1∑
l=0
(
m− 1
l
)
(‖P i+lj uˆj‖2 + ‖P i+l+1j uˆj‖2)
=Cm4 (‖P ij uˆj‖2 +
m−1∑
l=1
(
m− 1
l
)
‖P i+lj uˆj‖2 +
m−1∑
l=1
(
m− 1
l − 1
)
‖P i+lj uˆj‖2 + ‖P i+mj uˆj‖2)
=Cm4 (‖P ij uˆj‖2 +
m−1∑
l=1
(
m
l
)
‖P i+lj uˆj‖2 + ‖P i+mj uˆj‖2)
=Cm4
m∑
l=0
(
m
l
)
‖P i+lj uˆj‖2
where we used Pascal’s Rule. The proof of Lemma 2.7 is achieved.
We are in a position to complete the proof of Proposition 2.1. The estimate (2.6) is obvious
for n = 0. Let n ≥ 1. Using Lemmas 2.5, 2.6, and 2.7, we obtain that
‖u‖2H2n(Ω) ≤C3
n∑
m=0
m∑
k=0
‖∂2kx ∂2m−2ky u‖2L2(Ω)
=C3
n∑
m=0
m∑
k=0
∞∑
j=1
λ2m−2kj ‖uˆ(2k)j ‖2
≤C3
n∑
m=0
m∑
k=0
∞∑
j=1
λ2m−2kj C
k
1
k∑
i=0
λ2k−2ij ‖P ij uˆj‖2
≤C3Cn1
n∑
m=0
m∑
k=0
∞∑
j=1
k∑
i=0
λ2m−2ij ‖P ij uˆj‖2.
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Using the fact that i ≤ k ≤ m ≤ n in the sum above, we obtain
‖u‖2H2n(Ω) ≤C3Cn1
n∑
m=0
n∑
k=0
∞∑
j=1
n∑
i=0
λ2n−2ij ‖P ij uˆj‖2
≤C3Cn1 (n+ 1)2
∞∑
j=1
n∑
i=0
λ2n−2ij ‖P ij uˆj‖2
≤C3Cn1 (n+ 1)2
∞∑
j=1
n∑
i=0
Cn−i4
n−i∑
l=0
(
n− i
l
)
‖P i+lj uˆj‖2
≤C3Cn1 (n+ 1)2Cn4 2n
∞∑
j=1
n∑
i=0
n∑
l=i
‖P lj uˆj‖2
≤C3Cn1 (n+ 1)2Cn4 2n
∞∑
j=1
n∑
i=0
n∑
l=0
‖P lj uˆj‖2
≤C3Cn1 (n+ 1)3Cn4 2n
n∑
l=0
∞∑
j=1
‖P lj uˆj‖2
≤Bn
n∑
l=0
‖P lu‖2L2(Ω)
with B := 16C1C3C4. Indeed, it is easy to see that (n + 1)
3 ≤ 8n for all n ∈ N. The proof of
Proposition 2.1 is achieved.
Recall that λj = (jpi)
2 for j ≥ 1. For any j ≥ 1, we consider a sequence of generating
functions gi,j (i ≥ 0), where g0,j is the solution of the Cauchy problem{
g′′′0,j(x)− (λj − a)g′0,j(x) = 0,
g0,j(0) = g
′
0,j(0) = 0, g
′′
0,j(0) = 1,
x ∈ (−1, 0),
(2.23)
while gi,j for i ≥ 1 is defined inductively as the solution of the Cauchy problem{
g′′′i,j(x)− (λj − a)g′i,j(x) = −gi−1,j(x),
gi,j(0) = g
′
i,j(0) = g
′′
i,j(0) = 0.
x ∈ (−1, 0),
(2.24)
Proposition 2.2. For any i ≥ 0, j ≥ 1 and x ∈ [−1, 0], we have
|gi,j(x)| ≤ e
√
λj
3ii!
(3i + 2)!
. (2.25)
Proof. It follows from (2.23) and (2.24) that
gi,j(x) =−
∫ x
0
g0,j(x− ξ)gi−1,j(ξ)dξ
=−
∫ x
0
g′′0,j(x− ξ)
( ∫ ξ
0
(
∫ ζ
0
gi−1,j(σ)dσ)dζ
)
dξ, i, j ≥ 1.
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(1) if λj ≤ a, it is not difficult to obtain that
g0,j(x) =

1
a− λj (1− cos(
√
a− λjx)), λj < a;
1
2
x2, λj = a,
this implies
0 ≤ g0,j(x) ≤ x
2
2
, ∀ j ≥ 1, x ∈ [−1, 0].
Then it follows from [13, Lemma 2.1] that
|gi,j(x)| ≤ |x|
3i+2
(3i+ 2)!
≤ e
√
λj
3ii!
(3i + 2)!
, ∀i ≥ 0, ∀j ≥ 1, ∀x ∈ [−1, 0].
(2) if λj > a, we claim that
gi,j(x) ≤ cosh(
√
λj − ax)(−x)
3i+23ii!
(3i+ 2)!
, ∀i ≥ 0, ∀j ≥ 1, ∀x ∈ [−1, 0] (2.26)
which implies (2.25).
Let us prove (2.26) by induction on i. For i = 0,
0 ≤ g0,j(x) = 1
λj − a(cosh(
√
λj − ax)− 1)
=
∞∑
q=1
(λj − a)q−1x2q
(2q)!
≤
∞∑
q=1
(λj − a)q−1x2q−2
(2q − 2)!
x2
2!
= cosh(
√
λj − ax)x
2
2!
,
so that (2.26) is true for i = 0.
Assume now that (2.26) is true for i− 1 ≥ 0. We can deduce that for x ∈ [−1, 0]
|gi,j(x)| ≤ −
∫ x
0
g′′0,j(x− ξ)
( ∫ ξ
0
( ∫ ζ
0
|gi−1,j(σ)|dσ
)
dζ
)
dξ
≤−
∫ x
0
∞∑
p=0
(λj − a)p(x− ξ)2p
(2p)!
(∫ ξ
0
( ∫ ζ
0
3i−1(i− 1)!
∞∑
q=0
(λj − a)q(−σ)3i−1+2q
(2q)!(3i − 1)! dσ
)
dζ
)
dξ
=− 3i−1(i− 1)!
∫ x
0
∞∑
p=0
(λj − a)p(x− ξ)2p
(2p)!
∞∑
q=0
(λj − a)q(−ξ)3i+1+2q
(2q)!(3i − 1)!(3i + 2q)(3i + 2q + 1)dξ
=− 3i−1(i− 1)!
∫ x
0
∞∑
p=0
∞∑
q=0
(λj − a)p+q(x− ξ)2p(−ξ)3i+1+2q
(2p)!(2q)!(3i − 1)!(3i + 2q)(3i + 2q + 1)dξ.
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Then, integrating by parts 2p times, we obtain
|gi,j(x)| ≤ − 3i−1(i− 1)!
∫ x
0
∞∑
p=0
∞∑
q=0
(λj − a)p+q(−ξ)3i+1+2q+2p(3i + 2q − 1)!
(2q)!(3i − 1)!(3i + 1 + 2q + 2p)! dξ
=3i−1(i− 1)!
∞∑
p=0
∞∑
q=0
(λj − a)p+q(−x)3i+2+2q+2p(3i + 2q − 1)!
(2q)!(3i − 1)!(3i + 2 + 2q + 2p)! ·
Next, we will show that
3i−1(i− 1)!(3i + 2q − 1)!
(2q)!(3i − 1)!(3i + 2 + 2q + 2p)! ≤
3ii!
p+ q + 1
1
(2p + 2q)!(3i + 2)!
∀ p, q ≥ 0, i ≥ 1. (2.27)
It is easy to see that (2.27) is equivalent to
(3i+ 2q − 1)!
(2q)!(3i − 1)! ≤
3i
p+ q + 1
(3i+ 2 + 2q + 2p)!
(2p+ 2q)!(3i + 2)!
=6i
(2p + 2q + 1)(2p + 2q + 3)(2p + 2q + 4) · · · (2p + 2q + 3i+ 2)
(3i+ 2)!
·
(2.28)
Since the left hand side of (2.28) is independent of p and the right hand side of (2.28) is increasing
in p, we only need to prove (2.27) for p = 0, namely, we need to show that
(3i+ 2q − 1)!
(3i − 1)! ≤
3i
q + 1
(3i + 2 + 2q)!
(3i+ 2)!
∀q ≥ 0, ∀i ≥ 1,
this is obvious due to the fact that
(3i+ 2)!(3i + 2q − 1)!
3i(3i − 1)!(3i + 2 + 2q)! =
(3i+ 1)(3i + 2)
(3i + 2q)(3i + 2q + 1)(3i + 2q + 2)
≤ 1
3i+ 2q
≤ 1
q + 1
·
Applying (2.27), we infer that
|gi,j(x)| ≤(−x)
3i+23ii!
(3i+ 2)!
∞∑
p=0
∞∑
q=0
(λj − a)p+qx2p+2q
(p+ q + 1)(2p + 2q)!
=
(−x)3i+23ii!
(3i+ 2)!
∞∑
k=0
(λj − a)kx2k
(2k)!
= cosh(
√
λj − ax)(−x)
3i+23ii!
(3i + 2)!
,
where we have used the fact that for any function f : N→ R+, it holds
∞∑
p=0
∞∑
q=0
f(p+ q) =
∞∑
k=0
(k + 1)f(k).
This ends the proof of Proposition 2.2.
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Remark 2.3. Compared with the result in [13, Lemma 2.1], it seems that a more natural
estimate of gi,j is
|gi,j(x)| ≤ cosh(
√
λj − a)R
i(−x)3i+2
(3i + 2)!
for some constant R > 0. According to the proof of Proposition 2.2, to prove this result, we need
to obtain that
(3i+ 2q − 1)!
(3i− 1)! ≤
R
q + 1
(3i+ 2 + 2q)!
(3i+ 2)!
∀q ≥ 0, ∀i ≥ 1.
This is equivalent to
(q + 1)(3i)(3i + 1)(3i + 2)
(3i + 2q)(3i + 2q + 1)(3i + 2q + 2)
≤ R ∀q ≥ 0, ∀i ≥ 1.
However, this is impossible if we pick q = 3i.
Using Proposition 2.2, we can obtain the following corollary which will be used in the proof
of the main results.
Corollary 2.1. For any i ≥ 0, j ≥ 1 and x ∈ [−1, 0], we have
|gi,j(x)| ≤ Ce
√
λj
1
(2i)!
, (2.29)
where the constant C is independent of i and j.
Proof. By Stirling’s formula i! ∼ (i/e)i√2pii, and it follows from (2.25) that for i ≥ 1 and j ≥ 1
we have
|gi,j(x)| ≤e
√
λj
3ii!
(3i+ 2)!
≤Ce
√
λj
3ii!
(3i+ 1)(3i + 2)3
3i
22i
√
6pii√
2pii
√
4pii
(2i)!i!
≤Ce
√
λj
1
(2i)!
·
3 Null controllability
Proposition 3.1. Let s ∈ [0, 2), 0 < t1 < t2 ≤ T and zj ∈ Gs([t1, t2]) satisfy
|z(i)j (t)| ≤Mj
(i!)s
Ri
,
where R is a positive constant and the positive constants Mj are such that
∞∑
j=1
Mje
√
λj <∞. (3.1)
Then the function u defined by (1.9) solves system (1.4)-(1.8) and u ∈ G s2 , s2 ,s([−1, 0] × [0, 1] ×
[t1, t2]).
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Proof. As the proof is similar to that of [13, Proposition 2.1], it is only sketched.
Let m, p, q ∈ N. By applying Proposition 2.1 and (1.9), we obtain that
|∂mt ∂px∂qyu(x, y, t)| ≤C‖∂mt u(·, ·, t)‖Hp+q+2(Ω)
≤CB[ p+q+22 ]+1
[ p+q+2
2
]+1∑
n=0
‖Pn∂mt u(·, ·, t)‖L2(Ω)
≤CB[ p+q+22 ]+1
[ p+q+2
2
]+1∑
n=0
sup
(x,y)∈Ω
|∂mt Pnu(x, y, t)|
≤CB[ p+q+22 ]+1
[ p+q+2
2
]+1∑
n=0
sup
(x,y)∈Ω
∞∑
j=1
∞∑
i=0
|∂mt Pn(gi,j(x)z(i)j (t)ej(y))|.
By the definitions of gi,j and ej , it is clear that
∂mt P
n(gi,j(x)z
(i)
j (t)ei(y)) =
{
z
(i+m)
j (t)(−1)ngi−n,j(x)ej(y), i ≥ n;
0, i < n.
Setting k = i − n and N = n +m, arguing as in [13, Proposition 2.1], we infer from Corollary
2.1 that
∞∑
j=1
∞∑
i=0
|∂mt Pn(gi,j(x)z(i)j (t)ei(y))| =
∞∑
j=1
∞∑
i=n
|z(i+m)j (t)gi−n,j(x)ej(y)|
≤C
∞∑
j=1
∞∑
k=0
Mj
(k +N)!s
Rk+N
e
√
λj
1
(2k)!
≤C (N !)
s
( R2s )
N
≤C (n!)
s(m!)s
Rn1R
m
2
,
where R1 = R2 = R/4
s.
Gathering the above estimates together, we obtain that
|∂mt ∂px∂qyu(x, y, t)| ≤CB[
p+q+2
2
]+1
[ p+q+2
2
]+1∑
n=0
sup
(x,y)∈Ω
∞∑
j=1
∞∑
i=0
|∂mt Pn(gi,j(x)z(i)j (t)ei(y))|
≤CB[ p+q+22 ]+1
[ p+q+2
2
]+1∑
n=0
(n!)s(m!)s
Rn1R
m
2
≤C (p!)
s
2 (q!)
s
2 (m!)s
R
p
1R
q
2R
m
3
for some positive constants R1, R2, R3. Finally, it is easily seen that u is indeed a solution of
the ZK system.
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Let u denote the solution of the free evolution for the ZK system:
ut + aux +△ux = 0,
u(−1, y, t) = u(0, y, t) = ux(0, y, t) = 0,
u(x, 0, t) = u(x, 1, t) = 0,
u(x, y, 0) = u0(x, y),
(x, y) ∈ (−1, 0) × (0, 1), t ∈ (0, T ),
y ∈ (0, 1), t ∈ (0, T ),
x ∈ (−1, 0), t ∈ (0, T ),
x ∈ (−1, 0), y ∈ (0, 1).
(3.2)
As for KdV, we have a Kato smoothing effect.
Proposition 3.2. Let u0 ∈ L2(Ω).
1. System (3.2) admits a unique solution u ∈ C([0, T ];L2(Ω))∩L2(0, T ;H10 (Ω)) and we have
sup
t∈[0,T ]
‖u(·, ·, t)‖2L2(Ω) +
∫ T
0
‖u(·, ·, t)‖2H1(Ω)dt ≤ C‖u0‖2L2(Ω). (3.3)
2. If, in addition, u0 ∈ D(A) ∩H3(Ω), then u ∈ C([0, T ];H3(Ω)) ∩ L2(0, T ;H4(Ω)) and we
have
sup
t∈[0,T ]
‖u(·, ·, t)‖2H3(Ω) +
∫ T
0
‖u(·, ·, t)‖2H4(Ω)dt ≤ C‖u0‖2H3(Ω). (3.4)
Proof. (i) comes from [19]. Let us proceed with the proof of (ii). For any u0 ∈ D(A)∩H3(Ω), we
have that u ∈ C([0, T ];D(A)) by the semigroup theory, and hence u ∈ C([0, T ];H2(Ω)∩H10 (Ω)).
Let w0 = Au0 and w = Au. It is well known that w is the solution of (3.2) with initial value
w0 ∈ L2(Ω). According to (i), we have
−△ux − aux = Au = w ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;H10 (Ω)).
Therefore △ux ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;H1(Ω)). Assume finally that u0 ∈ D(A) ∩ H3(Ω),
and let us prove that u ∈ C([0, T ],H3(Ω)) ∩ L2(0, T,H4(Ω)). Decompose u as u(x, y, t) =
∞∑
j=1
uˆj(x, t)ej(y). Then for j ≥ 1, uˆj solves
duˆj
dt
+ uˆ′′′j + (a− λj)uˆ′j = 0, (3.5)
uˆj(−1, t) = uˆj(0, t) = uˆ′j(0, t) = 0, (3.6)
uˆj(., 0) = uˆ
0
j , (3.7)
where u0(x, y) =
∞∑
j=1
uˆ0j (x)ej(y). Multiplying in (3.5) by uˆj (resp. by (x+1)uˆj) and integrating
over (−1, 0)x × (0, T )t, we obtain respectively∫ 0
−1
|uˆj(x, T )|2dx+
∫ T
0
|uˆ′j(−1, t)|2dt =
∫ 0
−1
|uˆ0j (x)|2dx, (3.8)∫ 0
−1
(x+ 1)|uˆj(x, T )|2dx+ 3
∫ T
0
∫ 0
−1
|uˆ′j |2dxdt+ (λj − a)
∫ T
0
∫ 0
−1
|uˆj |2dxdt
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=∫ 0
−1
(x+ 1)|uˆ0j (x)|2dx. (3.9)
It follows from (3.8) that for any k ∈ N
∞∑
j=1
λkj ‖uˆj(., t)‖2 ≤
∞∑
j=1
λkj ‖uˆ0j‖2, ∀t ∈ R+ (3.10)
(that is, ‖∂kyu(., ., t)‖2L2(Ω) ≤ ‖∂kyu0‖2L2(Ω) for all t ∈ R+), and from (3.9) that∫ T
0
∞∑
j=1
(λkj ‖uˆ′j(., t)‖2 + λk+1j ‖uˆj(., t)‖2)dt ≤ (1 + aT )
∞∑
j=1
λkj ‖uˆ0j‖2, ∀T > 0 (3.11)
(that is,
∫ T
0
‖∇∂kyu(., ., t)‖2L2(Ω)dt ≤ (1 + aT )‖∂kyu0‖2L2(Ω) for all T > 0). We need the following
lemma.
Lemma 3.1. Let a ≥ 0 and λ > 0 be given. Let Hk (k ∈ N) denote the Sobolev space Hk(−1, 0),
and let H3 := {u ∈ H3(−1, 0); u(−1) = u(0) = u′(0) = 0}. Let ‖·‖ denote the norm ‖·‖L2(−1,0).
1. There exists a constant C > 0 such that
3∑
k=0
λk‖∂3−kx y‖2 ≤ C
(‖y′′′ + (a− λ)y′‖2 + λ3‖y‖2) ∀y ∈ H3, ∀λ ≥ λ0. (3.12)
2. There exists a constant C ′ > 0 such that
4∑
k=0
λk‖∂4−kx y‖2 ≤ C ′
(
‖y(4) + (a− λ)y′′‖2 + ‖y′′′ + (a− λ)y′‖2 + λ4‖y‖2
)
∀y ∈ H3 ∩H4, ∀λ ≥ λ0. (3.13)
Proof of Lemma 3.1: 1. Pick any y ∈ H3 and any λ ≥ 0. By the Interpolation Theorem and
Young inequality, we have that
λ2‖y′‖2 ≤ Cλ2‖y‖ 43 ‖y′′′‖ 23 ≤ ε‖y′′′‖2 + Cελ3‖y‖2,
λ‖y′′‖2 ≤ Cλ‖y‖ 23 ‖y′′′‖ 43 ≤ ε‖y′′′‖2 + C ′ελ3‖y‖2.
We infer that if λ ≥ λ0 > 0
‖y′′′‖2 ≤ 2‖y′′′ + (a− λ)y′‖2 + 2(a− λ)2‖y′‖2
≤ 2‖y′′′ + (a− λ)y′‖2 + 2ε‖y′′′‖2 + 2Cε|a− λ|3‖y‖2
≤ 2‖y′′′ + (a− λ)y′‖2 + 2ε‖y′′′‖2 + C ′′ε λ3‖y‖2
and (3.12) follows by picking ε < 1/4.
2. Pick now any y ∈ H3 ∩H4 and any λ ≥ 0. Then we have
λ3‖y′‖2 ≤ Cλ3‖y‖ 32 ‖y‖
1
2
H4
≤ ε(‖y(4)‖2 + ‖y′′′‖2) + Cελ4‖y‖2,
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λ2‖y′′‖2 ≤ Cλ2‖y‖ ‖y‖H4 ≤ ε(‖y(4)‖2 + ‖y′′′‖2) + C ′ελ4‖y‖2,
λ‖y′′′‖2 ≤ Cλ‖y‖ 12 ‖y‖
3
2
H4
≤ ε(‖y(4)‖2 + ‖y′′′‖2) + C ′′ε λ4‖y‖2.
On the other hand, we have that for λ ≥ λ0 > 0
‖y(4)‖2 ≤ 2‖y(4) + (a− λ)y′′‖2 + 2(a− λ)2‖y′′‖2
≤ 2‖y(4) + (a− λ)y′′‖2 + 2ε(‖y(4)‖2 + ‖y′′′‖2) + C ′′′ε λ4‖y‖2,
and (3.13) follows by picking ε < 1/4 and by using (3.12).
Assuming that u0 ∈ D(A) ∩ H3(Ω) and using (3.10) and (3.12), we obtain that for any
t ∈ [0, T ] (with a constant C that may vary from line to line)
‖u(., ., t)‖2H3(Ω) = ‖u(., ., t)‖2H2(Ω) +
3∑
k=0
‖∂ky∂3−kx u(., ., t)‖2L2(Ω)
≤ C‖u0‖2D(A) +
3∑
k=0
∞∑
j=1
λkj‖∂3−kx uˆj(., t)‖2
≤ C‖u0‖2D(A) + C
3∑
k=0
∞∑
j=1
(‖uˆ′′′j (., t) + (a− λj)uˆ′j(., t)‖2 + λ3j‖uˆj(., t)‖2)
≤ C‖u0‖2D(A) + C‖∂3yu0‖2L2(Ω)
≤ C‖u0‖2H3(Ω).
On the other hand ‖u(., ., t)‖2
H4(Ω) = ‖u(., ., t)‖2H3(Ω) +
4∑
k=0
‖∂ky∂4−kx u(., ., t)‖2L2(Ω) and it is clear
that
∫ T
0
‖u(., ., t)‖2H3(Ω)dt ≤ C‖u0‖2H3(Ω). Using (3.13), we obtain
∫ T
0
4∑
k=0
‖∂ky∂4−kx u(., ., t)‖2L2(Ω)dt
=
∫ T
0
4∑
k=0
∞∑
j=1
λkj ‖∂4−kx uˆj(., t)‖2dt
≤ C
∫ T
0
∞∑
j=1
(
‖uˆ(4)j + (a− λj)uˆ′′j ‖2 + ‖uˆ′′′j + (a− λj)uˆ′j‖2 + λ4j‖uˆj‖2
)
dt
≤ C
∫ T
0
(
‖Au(., ., t)‖2H1(Ω) + ‖∂4yu(., ., t)‖2L2(Ω)
)
dt
≤ C‖u0‖2H3(Ω)
where we used (3.11) with k = 3. This completes the proof of the proposition.
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Interpolating between (3.3) and (3.4), we obtain
sup
t∈[0,T ]
‖u(·, ·, t)‖2H1(Ω) +
∫ T
0
‖u(·, ·, t)‖2H2(Ω)dt ≤ C‖u0‖2H1(Ω),
sup
t∈[0,T ]
‖u(·, ·, t)‖2H2(Ω) +
∫ T
0
‖u(·, ·, t)‖2H3(Ω)dt ≤ C‖u0‖2H2(Ω).
This gives
‖u(·, ·, t)‖Hn+1(Ω) ≤
C√
t
‖u0‖Hn(Ω), for n ∈ {0, 1, 2, 3}.
Proceeding as in [13, Proposition 2.2], we can show that if u0 ∈ L2(Ω), then u(t) ∈ D(An)
for any t ∈ (0, T ] and n ∈ N, and it holds
‖Anu(·, ·, t)‖L2(Ω) ≤
Cn
t
3n
2
n
3n
2 ‖u0‖L2(Ω). (3.14)
Without loss of generality, we assume that T = 1. Then for any p, q ∈ N, we infer from
Proposition 2.1 that
|∂px∂qyu(x, y, t)| ≤‖u(·, ·, t)‖Hp+q+2(Ω)
≤C0B[
p+q+2
2
]+1
[ p+q+2
2
]+1∑
n=0
‖Pnu(·, ·, t)‖L2(Ω)
≤C0B[
p+q+2
2
]+1
[ p+q+2
2
]+1∑
n=0
Cn
t
3n
2
n
3n
2 ‖u0‖L2(Ω)
≤Ct− 32 [ p+q2 ]−3 (p!)
3
4 (q!)
3
4
Rp1R
q
2
for some R1, R2 > 0. This means that u(·, ·, t) ∈ G 34 , 34 ([−1, 0] × [0, 1]) for any t ∈ (0, T ].
Let
fj(t) :=
∫ 1
0
ej(y)∂
2
xu(0, y, t)dy.
Lemma 3.2. For any j ≥ 1 and n ≥ 0, there exist positive constants R1, R2 and C such that
|f (n)j (t)| ≤
C
(jpi)j
t−
3
2
(n+[ j
2
]+3) (n!)
3
2 (j!)
3
4
Rn1R
j
2
·
Proof. Without loss of generality, we can assume that T = 1. Since u(·, ·, t) ∈ D(An) for any
t ∈ (0, T ] and n ∈ N, it follows from Lemma 2.2 that
∂2x∂
2n
y u(x, 0, t) = ∂
2
x∂
2n
y u(x, 1, t) = 0, ∀x ∈ [−1, 0], ∀t ∈ (0, T ], ∀n ∈ N.
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Then, integrating by parts j−times, we deduce that
fj(t) =
√
2
∫ 1
0
sin(jpiy)∂2xu(0, y, t)dy
=
√
2
jpi
∫ 1
0
cos(jpiy)∂2x∂yu(0, y, t)dy
=
√
2
(jpi)2
∫ 1
0
sin(jpiy)∂2x∂
2
yu(0, y, t)dy
=

√
2
(jpi)j
∫ 1
0
sin(jpiy)∂2x∂
j
yu(0, y, t)dy, if j is even;
−
√
2
(jpi)j
∫ 1
0
cos(jpiy)∂2x∂
j
yu(0, y, t)dy, if j is odd.
(3.15)
To estimate |f (n)j (t)|(n ∈ N), it remains to estimate |∂nt ∂2x∂jyu(0, y, t)|. Let
l = [
j + 4
2
] + 1.
Taking (2.6) (with u = P iu) and (3.14) into account, we obtain that
|∂nt ∂2x∂jyu(x, y, t)| =|Pn∂2x∂jyu(x, y, t)|
≤C‖Pnu(·, ·, t)‖Hj+4(Ω)
≤CBl
l∑
k=0
‖Pn+ku(·, ·, t)‖L2(Ω)
≤CBl
n+l∑
k=0
‖P ku(·, ·, t)‖L2(Ω)
≤CBl
n+l∑
k=0
Ckk
3
2
k
t
3
2
k
‖u0‖L2(Ω)
≤CBlC
n+l(n+ l + 1)(n + l)
3
2
(n+l)
t
3
2
(n+l)
‖u0‖L2(Ω)
≤Ct− 32 (n+[ j2 ]+3) (n!)
3
2 (j!)
3
4
Rn1R
j
2
‖u0‖L2(Ω)
(3.16)
for some R1, R2 > 0.
Combining (3.15) and (3.16), we obtain
|f (n)j (t)| ≤
C
(jpi)j
sup
y∈[0,1]
|∂nt ∂2x∂jyu(0, y, t)|
≤ C
(jpi)j
t−
3
2
(n+[ j
2
]+3) (n!)
3
2 (j!)
3
4
Rn1R
j
2
·
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Now, we can prove the first main result in this paper.
Proof of Theorem 1.1. Pick any τ ∈ (0, T ), s ∈ [3/2, 2) and let
zj(t) = φs
( t− τ
T − τ
)
fj(t), 0 ≤ t ≤ T,
where
φs(ρ) =

1 if ρ ≤ 0,
0 if ρ ≥ 1,
e
− M
(1−ρ)σ
e
−M
ρσ +e
− M
(1−ρ)σ
if ρ ∈ (0, 1)
with M > 0 and σ = (s − 1)−1. As φs is Gevrey of order s, there exist Rφ > 0 such that
|φ(p)s (ρ)| ≤ C
(p!)s
Rpφ
∀ p ∈ N, ρ ∈ R.
Then, applying Lemma 3.2, for any ε ∈ (0, T ) and t ∈ [ε, T ], we have
|z(i)j (t)| ≤
i∑
n=0
(
i
n
) ∣∣∣∂i−nt [φs( t− τT − τ )]∣∣∣|f (n)j (t)|
≤C
i∑
n=0
(
i
n
)
(i− n)!s
Ri−nφ
(
1
T − τ )
i−n 1
(jpi)j
t−
3
2
(n+[ j
2
]+3) (n!)
3
2 (j!)
3
4
Rn1R
j
2
≤C 1
(jpi)j
ε−
3
2
([ j
2
]+3) (j!)
3
4
Rj2
i∑
n=0
(
i
n
)
(i− n)!s
Ri−nφ
(
1
T − τ )
i−nε−
3
2
n (n!)
3
2
Rn1
≤C 1
(jpi)j
ε−
3
2
([ j
2
]+3) (j!)
3
4
Rj2
(i!)s
min{Rφ, R1}i
i∑
n=0
(
i
n
)
(
1
T − τ )
i−nε−
3
2
n
≤Mj (i!)
s
R̂i
,
where Mj satisfies (3.1). Let
u(x, y, t) =

u0(x, y) if x ∈ [−1, 0], y ∈ [0, 1], t = 0,
∞∑
j=1
∞∑
i=0
gi,j(x)z
(i)
j (t)ej(y) if x ∈ [−1, 0], y ∈ [0, 1], t ∈ (0, T ].
Then, it is easy to see that u(·, ·, T ) = 0. By Proposition 3.1, u ∈ G s2 , s2 ,s([−1, 0]× [0, 1]× [ε, T ])
for any ε ∈ (0, T ). Furthermore, we have
ut + aux +∆ux = 0 = ut + aux +∆ux in Ω× (0, T ),
u(0, y, t) = 0 = u(0, y, t), ∀y ∈ [0, 1], ∀t ∈ (0, τ),
∂xu(0, y, t) = 0 = ∂xu(0, y, t), ∀y ∈ [0, 1], ∀t ∈ (0, τ),
∂2xu(0, y, t) =
∞∑
j=1
zj(t)ej(y) = ∂
2
xu(0, y, t), ∀y ∈ [0, 1], ∀t ∈ (0, τ).
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It follows from Holmgren theorem that u(x, y, t) = u(x, y, t) for any (x, y, t) ∈ [−1, 0] × [0, 1] ×
(0, τ). In particular, u ∈ C([0, T ];L2(Ω)) and h = 0 for t ∈ [0, τ), so that h ∈ G s2 ,s([0, 1]× [0, T ]).
The proof of Theorem 1.1 is complete.
4 Reachable states
Proposition 4.1. For any j ≥ 1, assume that zj ∈ G2([0, T ]) is such that
|z(i)j (t)| ≤Mj
(2i)!
R2i
, ∀ i ≥ 0, t ∈ [0, T ],
where R > 1 and Mj satisfies (3.1). Then the function u defined by (1.9) solves system (1.4)-
(1.8) and u ∈ G1,1,2([−1, 0] × [0, 1] × [0, T ]).
Proof. According to the proof of Proposition 3.1, for any m, p, q ∈ N, we have
|∂mt ∂px∂qyu(x, y, t)| ≤ CB[
p+q+2
2
]+1
[ p+q+2
2
]+1∑
n=0
sup
(x,y)∈Ω
∞∑
j=1
∞∑
i=n
|z(i+m)j (t)gi−n,j(x)ej(y)|.
Let k = 2i− 2n and N = 2n+2m. We can obtain by the same arguments as in [13, Proposition
3.1] that
∞∑
j=1
∞∑
i=n
|z(i+m)j (t)gi−n,j(x)ej(y)| ≤
∞∑
j=1
∞∑
i=n
Mj
(2i+ 2m)!
R2i+2m
Ce
√
λj
(2i − 2n)!
=
∞∑
j=1
CMje
√
λj
∞∑
k=0
(k +N)!
Rk+Nk!
≤C
∞∑
k=0
(k +N)!
Rk+Nk!
=C
∞∑
k=0
(k + 1) · · · (k +N)
Rk+N
≤C( αe
Rσ
)NN !
√
N
≤C (2n)!(2m)!
Rn1R
m
2
,
where R1, R2 are two positive constants, σ ∈ (0, 1) and
α = sup
k≥0
k + 2
(R1−σ)k+1
.
It follows from the above estimates that
|∂mt ∂px∂qyu(x, y, t)| ≤CB[
p+q+2
2
]+1
[ p+q+2
2
]+1∑
n=0
(2n)!(2m)!
Rn1R
m
2
≤Cp!q!(m!)
2
R̂p1R̂
q
2R̂
m
3
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for some positive constants R̂1, R̂2 and R̂3. This ends the proof of Proposition 4.1.
As a particular case of [12, Proposition 3.6] (with a0 = 1, ap = [2p(2p− 1)]−1 for p ≥ 1), we
have the following result.
Proposition 4.2. Let {dq}q≥0 be a sequence of real numbers such that
|dq| ≤ CHq(2q)! ∀ q ≥ 0
for some H > 0 and C > 0. Then for all H˜ > ee
−1
H, there exists a function f ∈ C∞(R) such
that
f (q)(0) = dq ∀ q ≥ 0,
|f (q)(x)| ≤ CH˜q(2q)! ∀ q ≥ 0, x ∈ R.
Let
X := {u ∈ C∞([−1, 0] × [0, 1]);
Pnu(0, y) = ∂xP
nu(0, y) = Pnu(x, 0) = Pnu(x, 1) = 0, ∀n ∈ N, ∀x ∈ [−1, 0], ∀y ∈ [0, 1]}.
A result similar to Lemma 2.2 can be derived.
Lemma 4.1. For any n ∈ N, we have
∂2ny f(x, 0) = ∂
2n
y f(x, 1) = 0, ∀f ∈ X , ∀x ∈ [−1, 0]. (4.1)
Proof. We proceed by induction on n. For n = 0, (4.1) is obvious since f ∈ X . Assume now
that (4.1) is true for n− 1 ≥ 0. If f ∈ X , then Pf ∈ X , so that by the induction hypothesis
∂2n−2y Pf(x, 0) = ∂
2n−2
y Pf(x, 1) = 0.
This implies
∂3x∂
2n−2
y f(x, 0) + ∂x∂
2n
y f(x, 0) + a∂x∂
2n−2
y f(x, 0) = 0,
∂3x∂
2n−2
y f(x, 1) + ∂x∂
2n
y f(x, 1) + a∂x∂
2n−2
y f(x, 1) = 0.
Since (4.1) is true for n− 1, we obtain that
∂x∂
2n
y f(x, 0) = ∂x∂
2n
y f(x, 1) = 0.
This means that for some constants C1 and C2,
∂2ny f(x, 0) = C1, ∂
2n
y f(x, 1) = C2 ∀x ∈ [−1, 0].
On the other hand, we infer from the assumption f ∈ X that
∂2ny f(0, y) = 0 ∀y ∈ [0, 1].
Taking y = 0 and next y = 1, we see that C1 = C2 = 0. The proof of Lemma 4.1 is complete.
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Lemma 4.2. If f ∈ X is such that∫ 1
0
el(y)P
nf(0, y)dy =
∫ 1
0
el(y)∂xP
nf(0, y)dy =
∫ 1
0
el(y)∂
2
xP
nf(0, y)dy = 0 (4.2)
for any l ≥ 1 and any n ≥ 0, then ∫ 1
0
el(y)∂
m
x f(0, y)dy = 0 (4.3)
holds for any l ≥ 1 and any m ≥ 0.
Proof. To prove that (4.3) holds for any l ≥ 1 and any m ≥ 0, it is sufficient to show that for
any M ∈ N, (4.3) holds for any l ≥ 1 and any m ≤ 3M + 2. We proceed by induction on M .
For M = 0, we can take n = 0 in (4.2) to see that (4.3) holds for any l ≥ 1 and m ≤ 2.
Assume that (4.3) is true for any l ≥ 1 and any m ≤ 3M − 1. We claim that (4.3) holds
for any l ≥ 1 and m = 3M, 3M + 1, 3M + 2. Indeed, taking n =M in (4.2), we have
0 = (−1)M
∫ 1
0
el(y)P
Mf(0, y)dy
=
∫ 1
0
el(y)(∂
2
x + ∂
2
y + a)
M∂Mx f(0, y)dy
=
∫ 1
0
el(y)∂
3M
x f(0, y)dy
+
∫ 1
0
el(y)
M−1∑
k=0
(
M
k
)M−k∑
i=0
(
M − k
i
)
aM−k−i∂2k+Mx ∂
2i
y f(0, y)dy. (4.4)
Since f ∈ X , it follows from Lemma 4.1 that
∂2ny f(x, 0) = ∂
2n
y f(x, 1) = 0, ∀x ∈ [−1, 0], ∀n ∈ N.
Then, we obtain by integrations by parts that for k ∈ {0, ...,M − 1} and i ∈ {0, ...,M − k}∫ 1
0
el(y)∂
2k+M
x ∂
2i
y f(0, y)dy = (−1)i(lpi)2i
∫ 1
0
el(y)∂
2k+M
x f(0, y)dy = 0.
In the last step, we used the fact that 2k +M ≤ 3M − 1. Thus, we infer from (4.4) that∫ 1
0
el(y)∂
3M
x f(0, y)dy = 0, ∀ l ≥ 1.
We can show in the same way that (4.3) is true for m = 3M + 1, 3M + 2 by using the fact that∫ 1
0
el(y)∂xP
Mf(0, y)dy =
∫ 1
0
el(y)∂
2
xP
Mf(0, y)dy = 0, ∀ l ≥ 1.
The proof of Lemma 4.2 is complete.
Now, we are in a position to prove the second main result in this paper.
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Proof of Theorem 1.2. Assume that R := min{R1, R2} > R0 = 3
√
9(a+ 2)e(3e)
−1
and pick any
u1 ∈ RR1,R2 . We intend to expand u1 in the following form:
u1(x, y) =
∞∑
j=1
∞∑
i=0
bi,jgi,j(x)ej(y),
where
bi,j = (−1)i
∫ 1
0
ej(y)∂
2
xP
iu1(0, y)dy.
Since u1 ∈ RR1,R2 ⊂ X , we have that P iu1 ∈ X for any i ∈ N. By Lemma 4.1, we infer
that
∂2ny P
iu1(x, 0) = ∂
2n
y P
iu1(x, 1) = 0, ∀x ∈ [−1, 0].
Then, by integration by parts, we have
|bi,j| = |
∫ 1
0
ej(y)∂
2
xP
iu1(0, y)dy| ≤ C
(jpi)j
sup
(x,y)∈Ω
|∂2x∂jyP iu1(x, y)|.
Next, we estimate |∂2x∂jyP iu1(x, y)|.
|∂2x∂jyP iu1(x, y)| =|∂2x∂jy
i∑
n=0
(
i
n
)
(∂2x + ∂
2
y)
n∂nx (a∂x)
i−nu1(x, y)|
=|∂i+2x ∂jy
i∑
n=0
(
i
n
)
ai−n(∂2x + ∂
2
y)
nu1(x, y)|
=|∂i+2x ∂jy
i∑
n=0
(
i
n
)
ai−n
n∑
m=0
(
n
m
)
∂2mx ∂
2n−2m
y u1(x, y)|
≤
i∑
n=0
n∑
m=0
(
i
n
)(
n
m
)
ai−n|∂2m+i+2x ∂2n−2m+jy u1(x, y)|
≤C
i∑
n=0
n∑
m=0
(
i
n
)(
n
m
)
ai−n
(2m+ i+ 2)!
2
3 (2n− 2m+ j)! 23
R2m+i+21 R
2n−2m+j
2
≤C
i∑
n=0
n∑
m=0
(
i
n
)(
n
m
)
ai−n
(2m+ i+ 2)!
2
3 (2n− 2m+ j)! 23
R2n+i+j+2
.
We notice that
(2m+ i+ 2)!(2n − 2m+ j)! =
(
2m+ i+ 2
2
)(
2n− 2m+ j
j
)
2!j!(2m + i)!(2n − 2m)!
≤
(
2m+ i+ 2
2
)(
2n− 2m+ j
j
)
2!j!(2n + i)!,
where we used the fact that(
2n+ i
2m+ i
)
=
(2n + i)!
(2m+ i)!(2n − 2m)! ≥ 1.
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According to [9, Lemma A.1], we have(
2m+ i+ 2
2
)(
2n− 2m+ j
j
)
≤
(
2n + i+ j + 2
j + 2
)
.
This implies
(2m+ i+ 2)!(2n − 2m+ j)! ≤
(
2n+ i+ j + 2
j + 2
)
2!j!(2n + i)!
=
(2n + i+ j + 2)!2!j!(2n + i)!
(j + 2)!(2n + i)!
≤(2n + i+ j + 2)!.
Combining the above estimates, we infer that
|bi,j | ≤ C
(jpi)j
i∑
n=0
n∑
m=0
(
i
n
)(
n
m
)
ai−n
(2n + i+ j + 2)!
2
3
R2n+i+j+2
≤ C
(jpi)j
i∑
n=0
(
i
n
)
2nai−n
(3i+ j + 2)!
2
3
R3i+j+2
=
C
(jpi)j
(3i+ j + 2)!
2
3
R3i+j+2
(2 + a)i
≤C2
2
3
(3i+j+2)(3i)!
2
3 (j + 2)!
2
3 (2 + a)i
(jpi)jR3i+j+2
≤C2
2
3
(j+2)(j + 2)!
2
3
(jpi)jRj+2
22i(3i)!
2
3 (2 + a)i
R3i
≤C2
2
3
(j+2)(j + 2)!
2
3
(jpi)jRj+2
32i(6pii)
1
3 (4pii)−
1
2 (2i)!(2 + a)i
R3i
≤C2
2
3
(j+2)(j + 2)!
2
3
(jpi)jRj+2
[9(2 + a)]i(2i)!
R3i
=Mj
[9(2 + a)]i(2i)!
R3i
,
where Mj satisfies (3.1).
By Proposition 4.2, for any j ≥ 1, there exists a function hj ∈ G2([0, T ]) and a number
R˜ > 1 such that
h
(i)
j (T ) = bi,j ∀ i ≥ 0,
|h(i)j (t)| ≤Mj
(2i)!
R˜2i
∀ i ≥ 0, t ∈ [0, T ].
(4.5)
Pick any τ ∈ (0, T ), s ∈ (1, 2) and let
g(t) = 1− φs
( t− τ
T − τ
)
for t ∈ [0, T ].
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Setting
zj(t) = hj(t)g(t) ∀ t ∈ [0, T ],
following the method developed in [12, Theorem 3.2], and taking into account the fact that
s < 2, we see that zj satisfies
z
(i)
j (T ) = bi,j ∀ j ≥ 1, i ≥ 0,
z
(i)
j (0) = 0 ∀ j ≥ 1, i ≥ 0,
|z(i)j (t)| ≤ CMj
(2i)!
R˜2i
∀ j ≥ 1, i ≥ 0, t ∈ [0, T ],
(4.6)
where R˜ is the same as in (4.5) and C is a positive constant independent of i and j.
Let u be as in (1.9). According to (4.6), we have u0 = 0 and
u(x, y, T ) =
∞∑
j=1
∞∑
i=0
gi,j(x)z
(i)
j (T )ej(y) =
∞∑
j=1
∞∑
i=0
bi,jgi,j(x)ej(y).
By Proposition 4.1, u solves system (1.4)-(1.8) and u ∈ G1,1,2([−1, 0] × [0, 1] × [0, T ]). Let
h(y, t) = u(−1, y, t) ∀ y ∈ [0, 1],∀ t ∈ [0, T ].
Then h ∈ G1,2([0, 1] × [0, T ]).
Finally, for any l ≥ 1 and n ≥ 0, we have∫ 1
0
el(y)P
nu(0, y, T )dy =
∫ 1
0
el(y)
∞∑
j=1
∞∑
i=n
bi,j(−1)ngi−n,j(0)ej(y)dy = 0
=
∫ 1
0
el(y)P
nu1(0, y)dy,∫ 1
0
el(y)∂xP
nu(0, y, T )dy =
∫ 1
0
el(y)
∞∑
j=1
∞∑
i=n
bi,j(−1)ng′i−n,j(0)ej(y)dy = 0
=
∫ 1
0
el(y)∂xP
nu1(0, y)dy,∫ 1
0
el(y)∂
2
xP
nu(0, y, T )dy =
∫ 1
0
el(y)
∞∑
j=1
∞∑
i=n
bi,j(−1)ng′′i−n,j(0)ej(y)dy = bnl
=
∫ 1
0
el(y)∂
2
xP
nu1(0, y)dy.
Since u(·, ·, T ), u1 ∈ X , it follows from Lemma 4.2 that∫ 1
0
el(y)[∂
m
x u(0, y, T ) − ∂mx u1(0, y)]dy = 0 ∀l ≥ 1, ∀m ≥ 0,
and hence
∂mx u(0, y, T ) − ∂mx u1(0, y) = 0 ∀m ≥ 0, ∀y ∈ [0, 1].
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Since the map x → u(x, y, T ) − u1(x, y) is in G1([−1, 0]) (i.e. is analytic) for any y ∈ [0, 1], we
infer that
u(x, y, T ) = u1(x, y) ∀(x, y) ∈ [−1, 0] × [0, 1].
The proof of Theorem 1.2 is complete.
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