Abstract. This is the second part of our recent work [SIAM J. Control Optim., 50 (2012), pp. 222-242] on new open sets class and related shape optimization. In this paper, we are concerned with a boundary shape optimization problem. It is shown that the convergence of the open sets class under the Hausdorff distance implies the convergence of the Hausdorff measure on the boundary. The existence of the boundary shape optimization is concluded.
Introduction. Let Ω be an open bounded set in the Euclidean space R
N . In this paper, we are concerned with the following shape optimization problem:
where f is a nonnegative continuous function and ν is the normal unit vector exterior to Ω. The admissible class C that will be specified later consists of some open sets. It is assumed that C ⊂ B * ⊂ R N , where B * is a bounded domain of R N and each open set of C contains at least a ball of radius r 0 > 0. H N −1 is the Hausdorff measure on the boundary ∂Ω. A similar problem has been studied in [3] for the convex open sets class C, and the Newtonian resistance functional lies in the form (1.1). Actually, the Newtonian resistance of an N -dimensional body Ω can be expressed as
with f (x, ν) = ((a · ν) + ) 3 , where a represents the direction of motion. For the starlike open sets class in R 2 , a problem similar to (1.1) is considered in [7] . e −x x s−1 dx is the usual gamma function, and dim(C j ) denotes the diameter of C j ⊂ R N , that is, dim(C j ) = sup{ x − y | x, y ∈ C j }. It is noted on p. 61 of [5] . Equation (1.2) provides the formula to compute the Hausdorff measure locally for a C 1 manifold. For more information about the Hausdorff measure, we refer to Chapter 2 of [5] .
Naturally, in order to study the proposed shape optimization problem, one needs to specify the topology of admissible class C first. This is realized by the Hausdorff distance between their complementary sets for any two given open sets. That is, for any Ω 1 , Ω 2 ∈ C, the Hausdorff distance ρ(Ω 1 , Ω 2 ) is defined as [1] ρ(Ω 1 , Ω 2 ) = max sup
dist B * \ Ω 1 , y , (1.3) where dist(·, ·) denotes the Euclidean metric of R N . In this way, (C, ρ) becomes a metric space [2, 9] . A sequence {Ω n } ⊂ C is said to be convergent to Ω ∈ C, which is denoted by Ω n ρ → Ω, if ρ(Ω n , Ω) → 0 as n → ∞. In this paper we show that if Ω n ρ → Ω, then there exists a subsequence (∂Ω) . Moreover, the minimal problem (1.1) admits at least one solution. The following Lemmas 2.1-2.4 are brought from [2, 9] , which will be used in what follows. Downloaded 01/16/13 to 159.226.25.243. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Lemma 2.1. Let K, K n , n ∈ N, be compact subsets of R N such that K n δ → K. Then K is the set of all accumulation points of the sequences {x n } n∈N such that x n ∈ K n for every n ∈ N.
Main results. Define
Remark 2.1. It follows from Lemma 2.1 and the definition of δ that for any given ε > 0, there exists an integer M (ε) > 0 such that K ⊂ ∪ x∈Km U (x, ε) and 
Before stating the main results, we give some notation and definitions.
For any x ∈ R N , denote by U (x, r) ⊂ R N and B(x, r) ⊂ R N the open ball and closed ball of R N centered at x with radius r, respectively.
We say that Ω satisfies the interior ball condition [4] 
N is a point and r(x 0 ) is a positive number, both depending on x 0 .
Ω is said to satisfy the exterior ball condition if for every point x 0 ∈ ∂Ω, Ω satisfies the exterior ball condition at x 0 .
Ω is said to satisfy the uniformly exterior ball condition if there exists an r Ω > 0 such that for every point x 0 ∈ ∂Ω, Ω satisfies the exterior ball condition at x 0 and r(x 0 ) ≥ r Ω .
Let R 0 > 0, r 0 > 0. The following two classes of open sets C 1 and C 2 are introduced in our recent work [6] :
* | Ω satisfies the uniformly interior ball condition and r Ω ≥ r 0 }.
⊂ Ω, Ω satisfies the uniformly exterior ball condition and r Ω ≥ r 0 }.
With C at hand, we have the following Lemma 2.5, which is Lemma 3.7 of [6] . 
In other words, each (C i , ρ) is a compact metric space. Moreover, (C, ρ) is also a compact metric space.
The following Theorems 2.2 and 2.3 come from [6] ; Theorem 2.2 is of particular significance in the sense that it is, to some extent, the inverse of the fact that for any surface of R N with smooth boundary, there is always an interior ball at any point of the boundary [4, pp. 330-331] . For the open sets with both interior and exterior ball properties, a result similar to Theorem 2.3 has been discussed in [11] .
We are now in position to state the main results of this paper.
Then the minimum problem (1.1) admits at least one solution.
Proof of main results. In what follows, we write
. In this way, any sequence x n ∈ R N can be written as
and B (y, r) ⊂ R N −1 , the open ball and closed ball centered at y with radius r, respectively. Take
, where r 0 is the constant in (2.1). Since by Theorem 2.2, ∂Ω is a C 1,1 (N − 1)-dimensional manifold, we first need to find the local coordinate so that we are able to compute locally the Hausdorff measure by the formula (1.2). Let Ω ∈ C and x ∈ ∂Ω. By the proof of Theorem 2.9 of [6] , there exists a
..,N depending only on x and Ω such that 
In what follows, we may suppose that det B 
where id Ω is the identity map of Ω. Then A Ω is a family of local coordinate charts of Ω. In what follows, we denote by (Ω, A Ω ) the manifold Ω equipped with the coordinate charts generated by A Ω . As we indicated, (1.2) is the formula to compute the Hausdorff measure. Since there is usually no uniform coordinate frame in the whole boundary ∂Ω, the computation of the Hausdorff measure could be performed locally only with the help of the local coordinate charts defined by (3.4) , and the Hausdorff measure on the whole boundary is then summed by making use of the partition of unity. If these local coordinate charts could make ∂Ω a Riemannian manifold that is a differential manifold with a metric on its tangent spaces, then the local Hausdorff measure can be computed in the tangent space of this Riemannian manifold. For more details on the Riemannian manifold, we refer to [8] .
Lemma 3.1. Let Ω ∈ C and A Ω be the family of coordinate charts of Ω defined in (3.3) and (3.4 
which show that 
Similarly, one has det(
We only need to consider the case of
, and hence
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Therefore, the local coordinate charts (V x , Ψ x ) and (V y , Ψ y ) are C 1 -compatible and coherently oriented. This completes the proof.
In what follows, we need the embedding and induced metric that are basic concepts in Riemannian geometry (see, e.g., [8] SinceṼ x = ∂Ω ∩ U (x, 3a 0 ) and i : ∂Ω → Ω ⊂ R N , it follows from (3.2) and (3.5) that
Riemannian manifold determined bỹ
By (3.6), the immersion i has the following representation on the local chart (Ṽ x ,Ψ x ) of ∂Ω:
with [8] . Notice that (3.10) is just (1.2) but here we use the language of geometry.
Proof. By (3.8), we have
This together with (3.7) shows 
where I N −1 is the (N − 1)-dimensional unit matrix. This completes the proof.
Proof. For any given n ∈ N, since x 0 ∈ ∂Ω, U (x 0 ,
On the other hand, by x 0 ∈ ∂Ω ⊂ B * \ Ω and Lemma 2.1, there exists a z l ∈ B * \ Ω l , l ∈ N, such that
Thus one can find a subsequence of {z l } ∞ l=1 , still denoted by itself without confusion, such that 
* for all n ∈ N, it follows from Lemma 2.4 that there exist K ⊂ B * and a subsequence
By Lemmas 2.1 and 3.4, K ⊃ ∂Ω. Now we show that K ⊂ ∂Ω. Indeed, for any x ∈ K, by Lemma 2.1, there exists a sequence {x n } with x n ∈ ∂Ω n for every n ∈ N such that x n → x. If x ∈ Ω, then there exists an r 1 > 0 such that Downloaded 01/16/13 to 159.226.25.243. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php U (x, r 1 ) ⊂ Ω. By Lemma 2.3, there exists an N 1 > 0 such that U (x, r 1 ) ⊂ Ω n for any n ≥ N 1 . On the other hand, since x n → x, there exists an N 2 > 0 such that x n ∈ U (x, r 1 ) for any n ≥ N 2 . Take N = max{N 1 , N 2 }. Then for any n ≥ N , x n ∈ U (x, r 1 ) ⊂ Ω n , which contradicts x n ∈ ∂Ω n . If x ∈ B * \ Ω, in the same way as above and using Theorem 2.3, we get the contradiction again. So K ⊂ ∂Ω. The proof is then complete.
Lemma 3.6. Let {Ω n } ∞ n=1 ⊂ C and Ω n ρ → Ω 0 . If for every n ∈ N, x n ∈ ∂Ω n with x n → x 0 , then x 0 ∈ ∂Ω 0 . Moreover, if y n ∈ L(x n ) which is defined in Lemma 2.5, and for every n ∈ N, there exists a subsequence
Proof. By {Ω n } ∞ n=1 ⊂ C and Ω n ρ → Ω 0 , it follows from Theorem 2.1 that Ω 0 ∈ C. Furthermore, by Lemmas 2.1 and 3.5, x 0 ∈ ∂Ω 0 . For every n ∈ N, by Ω n ∈ C and x n ∈ ∂Ω n , there exists a z n ∈ Ω n such that z n ∈ L(x n ), U (z n , r 0 ) ⊂ Ω n with x n ∈ ∂U (z n , r 0 ). Since {z n } ∞ n=1 is a bounded sequence, there exists a subsequence of {z n } ∞ n=1 , still denoted by itself, and z 0 ∈ R N such that z n → z 0 as n → ∞. This together with x n → x 0 shows x 0 ∈ ∂B(z 0 , r 0 ). On the other hand, since U (z n , r 0 ) ⊂ Ω n for every n ∈ N, by Lemma 2.2,
is a bounded sequence and
is also a bounded sequence. Hence there exists a subsequence of {t k } ∞ k=1 , still denoted by itself, such that t k → t 0 as k → ∞. Passing to the limit as k → ∞, we get
Hence there exists an ε 1 > 0 such that
Given i ∈ {1, 2, . . . , M}, we assume X i = 0, L(X i ) is x N -axis and (0, r 0 ) ∈ Ω 0 . By Remark 3.1 of [6] , there exists a function f Xi : Proof. The proof will be split into steps.
Step 1. For any ε > 0, there exists an M > 0 such that for all n ≥ M and Step 2. Suppose the conclusion of the lemma is not true and we obtain a contradiction. Actually, for any n ∈ N there exist T (n) ≥ n, T (n) ∈ N, and some
4 ]] ∩ ∂Ω T (n) at least two points. Denote these two points as (x T (n) , t T (n) ) and (x T (n) , s T (n) ) with s T (n) < t T (n) . We assume without loss of generality that T (n) = n for all n ∈ N.
Take ε = ε 0 . By (3.12), there is an
By (x n , t n ) ∈ ∂Ω n and Ω n ∈ C, there exists an interior ball U (y n , r 0 ) at (x n , t n ) such that U (y n , r 0 ) ⊂ Ω n and (x n , t n ) ∈ ∂U (y n , r 0 ), which implies
This together with (x n , s n ) ∈ ∂Ω n shows r 2 0
In the same way, there exists an interior ball U (z n , r 0 ) at (x n , s n ) and
is a bounded sequence in B * , there exists a subsequence of {z n } ∞ n=1 , still denoted by itself, and z 0 such that z n → z 0 . On the other hand, since {(
is also a bounded sequence in B * , there exists a subsequence of {(x n , s n )} ∞ n=1 , still denoted by itself, and (x 0 , s 0 ) such that (x n , s n ) → (x 0 , s 0 ). Since U (z n , r 0 ) ⊂ Ω n , (x n , s n ) ∈ ∂U (z n , r 0 ), by Lemmas 2.1, 2.2, and 3.5 we get Furthermore, by (3.24) in [6] , we get
. Combining (3.18), (3.19), and (3.20), one can find an M 2 > 0 such that for all n ≥ M 2 , 1 4
This together with (3.16) shows that Combining (3.13), (3.21) , and the definition of ε 0 , we get
This is a contradiction. The result then follows. Combining the definition of ε 0 , (3.11), and (3.9) in Lemma 3.8 of [6] , for any n ≥ T and x ∈ B (0, 3a 0 ),
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as that in Remark 3.1. Then there exists a sufficiently large T > 0 such that for every n ≥ T , there exists an f Xi,n :
Take X i and T as in Remark 3.1 and Lemma 3.7, respectively. By Remark 3.2, for every n ≥ T ,
Proof. We first show f Xi,n ∈ C 1,1 (U (0, 3a 0 )). Actually, by (3.11) and the defi- Since U (X i;n , 3a 0 ), Ψ Xi;n ∈ A Ωn and (U (X i , 3a 0 ), Ψ Xi,n ) ∈ A n , one has (3.24)
which shows that f Xi,n ∈ C 1,1 (U (0, 3a 0 )). This is (i). Similar to the proof of Lemma 3.1, we can also show, by virtue of (3.24) , that (U (X i;n , 3a 0 ), Ψ Xi;n ) and (U (X i , 3a 0 ), Ψ Xi,n ) are C 1 -compatible and coherently oriented.
In the same way as Lemmas 3.1, 3.2, and 3.3, it follows that (∂Ω n ,Ã n ) is an oriented C 1 Riemannian manifold with Riemannian metric g n = i * n • g, and
Moreover,Ã Ωn andÃ n are C 1 -compatible and coherently oriented. Moreover,
Proof. We first show that there exists a C 2 > 0 such that for all n ≥ T and ξ ∈ B (0, 2a 0 ),
If this is not true, then for every n ≥ T , there exist M (n) ≥ n, M (n) ∈ N, and ξ n ∈ B (0, 2a 0 ) such that |Df M(n) (ξ n )| ≥ n. We may assume, without loss of generality,
, there exist a subsequence, still denoted by itself, and a ξ 0 ∈ B (0, 2a
is a bounded sequence in R. Thus there exist a subsequence of {f M(n) (ξ n )} ∞ n=T , still denoted by itself, and a t 0 ∈ R such that f M(n) (ξ n ) → t 0 as n → ∞. Hence
This together with (ξ n , f M(n) (ξ n )) ∈ ∂Ω M(n) for all n ≥ T and Lemma 3.5 shows that (ξ 0 , t 0 ) ∈ ∂Ω 0 . By Remark 3.1 of [6] , 
where v j , j = 1, . . . , N − 1, are real numbers with
Combining (3.29), (3.30), (3.32), and Lemma 3.6, we have
This together with 
On the other hand, by (3.24) of [6] 
. This together with (3.35) shows (3.26).
Finally, we prove (3.27). It follows from (3.26) that
This, with the help of (3.28) and the Lebesgue dominated convergence theorem, shows that 
In the same way, we can get
Since for any ζ ∈ U (0, 2a 0 ), by (3.34), one has
This, with the help of |φ i n (ζ )| ≤ 1 and the Lebesgue dominated convergence theorem, shows that x l , a 0 ) . Take ϑ l to be a smooth cutoff function with 0 ≤ ϑ l ≤ 1 and
is a partition of unity on ∂Ω. Hence
The proof is complete. Proof of Theorem 2.4. This follows by combining Theorem 3.1 and Lemma 3.10.
Before proving Theorem 2.5, we need some definitions and lemmas which come from [2, pp. 45-46] and [10] . We are now in a position to prove Theorem 2.5. The proof is similar to [2] . We give it here for the sake of completeness.
Proof of Theorem 2.5. It is convenient to restate the problem in terms of functionals depending on vector measures. To this aim, for every Ω ∈ C, we associate its characteristic function χ Ω defined by So we may assume that, up to extracting a subsequence, it converges weakly* in BV space to some function of the form χ Ω * . In particular we have χ Ωn → χ Ω * strongly in L 1 . Since Ω n ρ → Ω, we get χ Ωn → χ Ω . Hence Ω = Ω * . This together with (3.41) gives the required convergence in variation. The proof is complete.
