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Abstract 
We propose to regularize the bidimensional inverse Stefan problem that is to determine the boundary temperature 
u(x, 0, t) in the liquid phase in a medium of water and melting ice. This ill-posed problem is regularized by means of a 
convolution equation and an error estimate in L’(R*) is obtained. Numerical results are given. 
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1. Introduction 
Consider the following problem: Find functions U(X, y, t) and z(x, t), t > 0, satisfying the following 
diffusion equation and boundary and initial values: 
tr, + uyy - ut = 0, x E R, 0 < y <z(x, t), 0 < t, (1.1) 
u(x, z(x, t), t) = 0, x E R, t > 0, (1.2) 
u(x,O,t)=Zi(x,t), XER, t>O, (1.3) 
g+(x, t), t) =zt(x, t), XER, t>o, (1.4) 
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z(x,O)=b(x)>O, XER, (1.5) 
u(x, Y, 0) = uo(x, y), x E R 0 < Y <b(x). (1.6) 
This problem is called a two-dimensional Stefan problem. The function U(X, y,t) is usually the 
temperature, the zone 0 < y <z(x, t) is the liquid zone and the zone y >z(x, t) the ice zone. Given 
an initial temperature uo, for a prescribed surface z(x,t), the problem of determining the boundary 
values u(x,O,t) i.e. the time dependent heat flux z)(x, t) is called an inverse Stefan problem in 
two space variables. As is well known, this is an ill-posed problem. If the literature on the one- 
dimensional inverse Stefan problem is rather extensive, the two-dimensional inverse Stefan problem 
has been little treated. Notice the work of Colton [2] where the solution is assumed to exist and 
where the problem of the regularization is not approached. The purpose of this paper is to obtain 
a regularized solution of this problem with an error estimate. We shall take the approach followed 
in [l] where no solution is assumed to exist and it will be shown that if the discrepancies between 
uo,z and the exact values are of the order E, then the discrepancy between the regularized solution 
and the exact solution is of the order (ln( l/c))-’ or &‘I2 as E tends to 0. 
The problem will first be reduced to a system of integral equations. In order to regularize the 
problem, we shall convert this latter equation into an equation of convolution type for which error 
estimates are derived. Numerical results are given at the end of the paper. 
2. Integral equation formulation 
Let 
Kc6 Y, t; 5, r, z> = 1 4rc(t - 7) exp ( 
_(x - 5)2 + (v - r)2 
i 4(t-7) ’ 
G(x, Y, t; 5, r, 7) =K(x, Y, c 5, q, 7) - K(x, -y, t; 5, y, 7). 
In (1.4) the normal derivative au/&r to the surface z(x, t)can be rewritten as 
$x,z(x,t),t)= -~(x,z(x,f),f)i,(*,f)+ ~(x,z(x,f);i). 
Let XE R, 0 < y <z(x, t) and u be sufficiently regular. The functions U(X, y, t) and G(x, y, t; 5, ye, z) 
satisfy the following identity: 
div(uVG - GVu) = - $uG). (2.1) 
Integrating the identity (2.1) over the domain -n << <n, O<q <z(<,r), l/n <z < t - (l/n) and 
taking into account the initial and boundary values (1.2)-( 1.6), we finally obtain the following 
integral equation in ~(4, r): 
1 tW y - JJ 47.c 0 __w (t - 2)2 exp ( _(x - o2 +Y2 4(t - 7) ) v(i”,z)d<dr=g(x,y,t), XER, O<y<z(x,t), O<t, 
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where g(x, y, t) is defined by 
Q(x>Y,t) = u(x,.Y,t) - 
J’* s”‘i’ 
uo(& z)G(x, Y, t; C, vl, 0) d5 dy 
--oo 0 co f -.I' J G(x,y,t;5,~(5,z),z)z,(5,z)dSdz for x~tQ, O<y<z(x,t), Oct. (2.2) -cc 0 
Letting y -+ z(x, t) - 0 in (2.2), we have 
1 f JJ ce z(x,t> (x-5y +Z*(X,t) - - 47c 0 _-w (t - r>* exp ( 4(t - 7) ) ~(5, z) d5 dr 
=- Jm Jb"' uo(L~)G(x,z(x,t)>t; 4,r>WWy -m 0co t - JJ G(x,z(x,t),t;~,z(5,z),Z)z,(~,Z)d5dz for XER, Ott -cc 0 (2.3) 
which is an integral equation of first kind in II and hence is ill-posed. We shall convert (2.3) 
into an equation of convolution type for which error estimates for regularized solutions are readily 
derived. 
3. Convolution equation 
Put 
U,(x, t) = lim ( &I &Ii y_z(x,t)_o &(x> Y, t>.zx(-% t) - jj’“~ Y, t, ’ 1 
and consider the function 
u(x,v,t)=& J’ 
. 0 
Then U satisfies the equation 
au 
- -AU=0 in xElR, y>O, t>O 
dt 
and the initial and boundary values 
U(x,y,O)=O, xER, y>o, 
U(x,z(x, t), t) = Uo(x, t), XER, t>o, 
-~kzW,t)= rr,(x,t), XER, t>o. 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
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Hence U(x, y, t) can be represented in terms of U0 and Ur on the domain XE R, y >z(x, t), t >O. 
Let k be a number such that k >z(x, t) for every x E R, t > 0. Then U(x, k, t) is known, U(x, k, t) = 
F(x,t) say. Hence we arrive at the integral equation in 2) 
1 * +O” JJ k (x -O2 + k2 - _-o3 (t-r)2 exp - 47t 0 4(t - r) ~(5, r) d[ dr = F(x, t) (3.5) 
which is of convolution type. To go into details we have by (3.1) t U&t) = -JJ +m G(x,z(x,t),c 5,z(~,z),z)zi(S,z)d4dz 0 -co b(5) +m - JJ ~0(5,r)G(x,z(x>~),~; 5,r,O)d<drl. (3.6) 0 --co 
Furthermore, taking the normal derivative of the r.h.s. of (2.2), we have, using a generalization of 
a lemma in [4] 
U,(x,t) = -;z;(x,t) - b(5) +c= JJ 0 -cx uo(e,~)~(x,z(x,t),r;S,a,O)dSd~ f -JJ +m 0 -m ~(v(~,f),c 5 z(5,z),z)z,(5,z)d5dz. (3.7) 
By (3.6), (3.7) the functions Uo(x, t) and U, (x, t) are defined for x E R, t > 0 and depend continuously 
on uo(&r), z({,r) and z&&r) in the L2(R2) sense. 
Considering the initial and boundary values (3.4) and integrating the identity 
div(UVK-KVU)= -&(U.) 
over the domain -n<t<n, z(<,z)<q<n, (l/n)<z<t -(l/n) and letting n + cc we get t JJ +CC U(x, Y, t> = K(x, Y, t; 5,z(5,~>, ~Wl(5,~> d5 dl 0 --M t -JJ +CS K,(x,y,t;r,z(i",2),Z)Uo(~,Z)d5dz, for every XER y>z(x,t), t>O 0 -cc 
(3.8) 
in which 
(3.9) 
Evaluating 
deduce the 
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U(x, y, t) at (x, k, t) (where k is such that k >z(x, t)), for every XE R, t ~0, we can 
expression F(x, t) of the r.h.s. of (3.5) 
r’ r+m 
F(x, t) = JJ K&k, t; MS, 71, ~)Q(t, 7) d5 dz 0 --DC: t 
-IS 
+oO 
K,(x,k,t;5,z(5,z),z)Uo(5,z)d5dz. (3.10) 
0 -cc 
Now define 
1 
a(x, t) = tz exp - ~ t>o, (3.11) 
then Eq. (3.5) which is a convolution equation in u( 4, z) can be written in the form 
00 m 
(a*~)@, t) = k(47c)-’ 
IS 
a(x - 5, t - z)v([, z) dz = F(x, t) for every x, t E R. (3.12) 
-Cc -00 
In (3.12) the functions a and F are extended by 0 for every t GO. 
4. Regularization and error estimates 
Note for further use that i? stands for the Fourier transform in L2( R2) and 1 . IH, the H’( R’) norm 
and 1 . loo the L”(R2) norm. 
We shall define a regularized solution of Eq. (3.12), a function that is stable with respect to 
variations of the r.h.s. of (3.12). More precisely, we have the following: 
Theorem 1. Suppose the exact solution v. of (3.12) corresponding to F. in the right-hand side is 
in H’(R2) n L1(R2) and let 
IF-Fo12% 1 . I2 =L2(R2)-norm. 
Then there exists a regularized solution v, of (3.12) given by 
00 CE 
t&(x, t) = (27c-’ 
ss 
ul(co, y)ei@w’t’V) dw dy, 
-00 -Cc 
the function Y(o, y) being dejined by Y(q n) = oi(w, y) F(o, n)/(~ + la^(co, n)12) and which satis$es 
the error formula 
Iv, - 42<CC(ln(lI~))-', 
where C is any constant >k(i + 2-1/2)1/2 max((l$li + 1)‘/2, Iv~[~, + (coZI~). 
Furthermore, if Iijo/O;l, EL~([W*), then there exists a regularized solution u, of (3.12) such that 
I& - ~012~C& 
where C is any constant > 1 + Iv^o/oi12. 
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Proof. First calculate the Fourier transform of the function CI(X, t) given by (3.11). 
x(x, t)e- i(xw+til) & & 
-k2/4t & 
Putting x/d = u we obtain 
J 
cc 
e -iroe-x2/4t & = 2fie-w*1 
--oo 
since the Fourier transform of eC”/* is e-‘*/*. Then from the Fourier transform [3] of e-k2/4tt-3/2 we 
can deduce &(o, q): 
oi(0.1, ye) = s exp(-k(cu* + iy)“*). 
Notice for further use that the function 
l~t~o,r)l = 5 expt-61, ( o.l* + (co4 + y1y 
v* 
Y(W YI) = 2 ) 
has negative partial derivatives for o > 0, q > 0. 
Letting v. be the “exact” solution of (3.12) for F = Fo, we have 
For every E > 0, the function 
~ fi 
$(W Y) = 
k(cA Y)F(W II) 
a + 10, Y)12 
belongs to L*(R*). Put 
00 00 
l&(x, t) = (271.)-l 
JJ !%A Y)e 
i(xw+W) do dye 
-CC -cc 
Then v, E L*(R*) and by (4.2), v, satisfies the equation 
a&(~ r) + IC@A r)l*W+ vl) = E(w, ul)F(o, Y) ~0, r E ~8. 
(4.1) and (4.4) imply that 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
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Multiply both sides of (4.5) by the conjugate of &(co, y) - &(co, ye) and integrate on lR2, then we get 
(4.6) 
Therefore 
El& - G_i; + Io;(& - fio>i; <E(Iu1012 + 1). 
In particular, 
loi(v^E - co)l; <a(lfiol; + 1). (4.7) 
By multiplying both sides of the identity (4.5) by w2(uI,(w, q) - t?~(q q)) and then integrating on 
R2. we find that 
&IO@, - I# + looi(u^, - ;a>[: 
+ s ~ n w2a^(w, Y)(F(w Y> - &w, Y))(U~> Y) - ~a(~> v>) du dv 
<i:lalI:12 lo(& - fio)l2 + I4,lP - PO12 I34v^E - 00)12 
in which 
1 n 
IF - F~)I~ <a and (c&l, = sup IcS(co,y)l = < 00. 
CA), ?lE 88 
In particular 
+4& - fioo>1; b+J@, - ~0>12(1~$c + lf3fiol2> 
i.e. 
Io(& - u^o)l2 d looi lo3 + I~u^ol2. 
Put 
A = max(jwoiJ, + Iuo~HI,(~~o~I,’ + 1>“2). 
Then from (4.7) and (4.8) it follows that 
I&(& - &)I; <A2&, I@E - fio)l2 u2, 
(4.8) 
(4.9) 
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where A is a constant depending only on vo. 
Let Iu, - volt = 
I 
R2 I&(m, Y) - fio(ao, ~)l* do dul. 
Since oi(c~, y) is decreasing, for (co,~) ED, we obtain 
l~(o, vr)la l~(~,af)I = % exp(-kia,), k, =k(;+2-ii*)‘12 
which involves 
s. D I&(U), q) - CO(W, q>l* dw dy < $“@ A2 lk(w Y)(&(o, Y) - fio(m, WI* dmdv 
Therefore by (4.9) 
s. 
D It$(o, y) - Go(~, ~)12d~ dy < ieX’aiA2s. (4.10) 
Consider 1~01 >a, and taking into account (4.9), for every (cu, r) # D, the following inequalities: 
(4.11) 
hold. 
Let a, be a positive solution of the equation 
(4.12) 
The function h(y) = iy2ek’Y is strictly increasing for y > 0 and h(R+) = Rf. Hence the Eq. (4.12) 
has a unique solution a, and a, -+ +cc as E --+ 0. 
Indeed 
2 ln(a,) + k,a, + ln(k/2) = ln( l/s). 
With E sufficiently small, we have 
(2 + ki )a, B ln( l/s), 
therefore 
A< (k, + 2)* 
af ’ (ln(l/c))2’ 
(4.13) 
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By (4.10), (4.11) and (4.13) we deduce that 
2 c= 
IQ - UOl:q42~(ln(l,&))2’ 
where C = (2 + k, )fiA as desired. 
Now, if we assume that fio/loil gL2(R2), then by multiplying both sides of (4.5) by the conjugate 
of &(o, q) - ulo(o, q) and then integrating on R*, we get 
It follows that 
Elfi, - 601: + Io;(& - co)/; <eloi(v^, - i&)12 * (1 + Iv^o/SI,> 
since IF - F012 < a. 
In particular, 
I&(& - 60)12dE(l + po/oi~z>. 
(4.14) and (4.15) imply that 
I& - q; dE(1 + po/42)= 
i.e. 
1% - 0012 a& c = 1 + (&/oil*. 
This completes the proof of the Theorem. 
5. Numerical results 
Uo(x, t) and U, (x, t) given by (3.6) and (3.7) can be rewritten as 
V&t) = g1(x,t) + J i2WW 0 
with 
Rx, t; r) = s_r, 4(x, t, Y, r) dy. 
We shall take a numerical approximation of (5.1) in the form 
I%%, 0) = 91 (XL, O), 
V(x,,t,) = gi(xL,t,) + $?(XLA.O) + Q(-%,t1,t,)1, 
(4.14) 
(4.15) 
(5.1) 
(5.2) 
(5.3) 
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i-l 
+ CQ(x~,ti>tj)+ JjQ(xL,ti,ti) 
I 
3 for i = 2 ,...,N (N = 200) 
j=l 
and where 
tj = ihT, xL = -10 + lh,; hT = 0.05, hx = 0.1; L = 0,. . . ) 200. 
To calculate the function Q(x, t, z) given by (5.2) we have used the rectangle rule which gives good 
accuracy if one integrates on the interval [- 10, +I 01, the q(x, t, y, z) and its partial derivatives are 
quite small for 1x1 > 10. 
As the function F(x, t), the r.h.s. of (3.12) and given by (3.10) can be rewritten in the form 
F(x, t) = .I” Qlh, t, z)dr + I’ Qob, t, 7) dz (5.4) 
0 
with 
Qo(x,t,r> = - / K,(x,k,t;5,z(~,z),z)Uo(S,z>drdz. 
J--30 
(5.5) 
So F(x, t) will also be calculated by a formula similar to (5.3) with gI = 0. 
In the main program, the Fourier transform of u( <, r) 
z;(x, t)= -L 03 co JJ 27t __oo __cxI u(Lz)e -i(x<+fT) dtdz 
has been calculated for each point (x, t) E (0,l) x (0,l) with a step h = Ax = At = 0.01, the function 
~(5, r) being stored in a (200 x 200) array. 
The regularized solution 0,(x, t) for given a > 0 is calculated from formulas (4.2), (4.3), while we 
use formula (4.1) for the exact solution oo(x, t). 
If the function F. is the right-hand side of (3.12) corresponding to the exact solution oo, then we 
choose F such that 
F(x, t) = Fo(x, t) + ee-‘X’-t. 
Thus we have 
JF - &I2 = E/X&. 
To solve numerically the problem (l.l)-(1.6) we consider the following functions and parameters: 
(i) z(x, t) = arctan(x2 + t + l), k = 2 V(x, t) E R x R+, 
z(x, 0) = b(x) = arctan(x2 + 1 ), 
uo(x, u) = I cos(2x)l@(x) - Yj2. 
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0.8 
7 
Fig. 1. 
For E = 10P5,0,<x, t < 1 with a step h = Ax = dt = 0.02 we find 
M~XIv2(Xi,tj)-Co(Xi,tj)l =0.09, i,j= 1~~.-~50~ x, = idx, tj = jdt, 
237 
(5.6) 
while for E = 1O-8 and with the same step h the error is equal to 0.01. 
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,y,:? 
__.;’ 
.;:-, 
_I’.: 
_i 
Fig. 2. 
(ii) z(x, t) = e-‘, k=2 b’(x,t)~Rx R+, 
z(x,O) = 1, 
u&x, y) = exp( -x2 - y2). 
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Fig. 3. 
Here with E = lop9 and the step h = Ax = At = 0.001 we obtain 
Max Iv,(xj, tl) - uo(xi, ti)l = 0.25 x 10H4, 
i.j 
i, j = 1,. . ,100, xi = idx, tj = jdt. (5.7) 
Fig. 1 gives the surface corresponding to the parameter E = 10P5 in the first case, while Fig. 2 (resp. 
Fig. 3) is the surface related to the second example with E = 1O-9 (resp. E = 0). 
240 D. D. Ang et al. I Journal of Computational and Applied Mathematics 80 (1997) 227-240 
Acknowledgements 
The authors wish to thank the referees for their valuable criticisms and suggestions, leading to 
the present improved version of our paper. The work of the first and third authors was completed 
with the financial support from the National Basic Research Program in Natural Science. 
References 
[l] D.D. Ang, N.D. Pham, D.N. That& An inverse Stefan problem: identification of boundary value, J. Comput. Appl. 
Math. 66 (1996) 75-84. 
[2] D. Colton, The inverse Stefan problem for the heat equation in two space variables, Mathematika 21 (1974) 282-286. 
[3] Erdelyi et al., Tables of Integral Transforms, Vol. 1, McGraw-hill, New York, 1954. 
[4] A. Friedman, Partial Differential Equations of Parabolic type, Prentice-Hall, Englewood Cliffs, NJ, 1964. 
