We present a logarithmic-scale efficient convolutional neural network architecture for edge devices, named WaveletNet. Our model is based on the well-known depthwise convolution, and on two new layers, which we introduce in this work: a wavelet convolution and a depthwise fast wavelet transform. By breaking the symmetry in channel dimensions and applying a fast algorithm, WaveletNet shrinks the complexity of convolutional blocks by an O(log D/D) factor, where D is the number of channels. Experiments on CIFAR-10 and ImageNet classification show superior and comparable performances of WaveletNet compared to state-of-the-art models such as MobileNetV2.
Introduction
Convolutional neural networks (CNNs) have dominated computer vision since deep CNNs, such as AlexNet [9] , began winning the ImageNet Challenge: ILSVRC 2012 [18] . To achieve high accuracy, researchers have been increasing the depth and complexity of CNNs to extreme boundaries of hardware limits ( [23, 20, 2, 24, 5, 22] ). As a result, more and more computational power is required to run such complicated networks. Because of their limited computational power, as well as memory space, many real world applications, such as robotics, self-driving cars, augmented reality and smartphones are unable to afford such CNNs. Hence, the necessity and efficiency of so many layers and computationally intensive architectures is being challenged.
Recently, researchers have been focusing on developing efficient, mobile-friendly neural networks such as MobileNet [3] , ShuffleNet [30] and their improved versions (V2s) [19, 12] . These models significantly shrink the conventional CNNs without decreasing accuracy noticeably. The key to such reductions is lowering the number of op- eration between channel dimensions through group convolutions (GConv) [9] and depthwise convolutions (DWConv) [1] . In terms of complexity on the channel dimension, these convolutions utilize two extremes, O(D 2 /g) and O(D) scales respectively, where g is the number of groups in a GConv.
Automatic machine learning (AutoML) uses these human designed architectures as an inductive bias for automatic architecture search, which provides state-of-the-art efficiency [31, 10, 15, 13] . Inspired by models obtained from AutoML we identify that breaking the symmetry is important for efficient models. Intuitively, keeping a symmetric structure for each building block of the CNN could generate redundant features and thus the limited size of edge models might lead to low accuracy. We propose to break the symmetry in the channel dimensions instead, thereby introducing channel imbalance for log-scale computations. To our knowledge, channel imbalance has not been previously explored by AutoML nor by human designs, thus we choose this new architecture space to aim at efficiency.
Our contributions' fit in research on sparse convolutions is shown in Figure 1 . We find that a key for sparsity/accuracy trade-off is to maintain connectivity between channel dimensions within residual blocks; in combination with channel imbalance this provides efficient flow of information. Therefore, we propose a new convolutional layer, named wavelet convolution (WConv) and its conjugate layer to keep connectivity: depthwise fast wavelet transform layer (DFWT). WConv breaks the channel symmetry and reduces complexity to log D while DFWT takes negligible operations. DFWT itself is derived from an optimization through a formalism on connectivity that we develop to utilize the space of imbalanced channel dimensions. Hence, our building block for CNNs yields full connectivity and attains the efficiency/accuracy trade-off of MobileNetV2 but requires log-scale complexity: an unmatched feat by the state-of-the-art.
Using our building blocks, WConv and DFWT, we construct a new efficient CNN called WaveletNet. We compare WaveletNet to other extremely small models such as MobileNetV1/2 and ShuffleNet, on CIFAR-10 and ImageNet. We find that WaveletNet outperforms state-ofthe-art models on CIFAR-10. Furthermore, we conduct an ablation study to signify the importance of the DFWT layer. We find that DFWT is important for boosting the accuracy of WConv, just like the Shuffle layer improves grouped convolution in ShuffleNet [30] . Our experiments on ImageNet achieve 30.6% error with only 216M MACs (multiply-accumulate operations) and 2.72M parameters thereby showing that the accuracy of WaveletNet is comparable to that of MobileNetV2.
Our contributions are as follows: we (i) inspired by AutoML first explore breaking the symmetry in channel dimensions, which may open a new path for human designed architecture search; (ii) provide connectivity guidelines for development of efficient CNNs; (iii) develop two new convolutional layers: WConv and DFWT that serve as building blocks for any CNN; (iv) provide a state-of-the-art efficient CNN for edge devices.
Related work

Efficient models approach
The computer vision community has been well-focused on building efficient convolutional neural networks that can match modern day hardware. For example, ever since AlexNet [9] , group convolution has been widely used to decrease the model complexity, thereby addressing limited GPU memory and achieving parallel GPU processing. Methods, such as factorization [25] and depthwise separable convolutions [1] , have demonstrated successful, lighter, structures that have significantly smaller numbers of parameters, compared to conventional 2D convolutional layers (Conv). Extremely small models, such as MobileNet [3] and ShuffleNet [30] , provide solutions that can achieve acceptable accuracy on ImageNet within small amount of computation budget. Other notable efficient models include [6, 27, 31, 5, 28] . Our work falls into this category.
Automatic architecture search
Outside the scope of these human designed architectures, recent work utilizes reinforcement learning and model searching to construct highly efficient networks through the NasNet framework [31] . NASNet [31] first demonstrated that AutoML is able to design more efficient architectures than humans. A shortage of such methods is that they require huge amount of GPU hours which is not affordable by the average researcher. Therefore, PNASNet [11] and ENASNet [16] aimed at improving the efficiency of the architecture search to narrow down to hundreds of GPU hours. Moreover, a promising trend is gaining insights from these meta-learning result and extracting guidelines for designing efficient models [13] .
3. Preliminaries, discussion and intuition
Full connectivity in a residual block
Since AlexNet [9] grouped convolution has been widely used in convolutional neural network architectures to bring sparsity and save memory requirement. Grouped convolution divides the tensor along the channel dimensions equally into several isolated parts and applies convolutions on each part. As a result, both number of parameters and operation counts shrink by a factor of g where g is the number of groups. However, grouped convolution introduces a tradeoff: the sparsity caused by grouped convolution leads to decrease in accuracy. To combat this the dimensions need to be tuned carefully to make the sparsity/accuracy tradeoff worth because, alternatively, one can always just reduce the number of channels. Several works find that special designs of grouped convolution or extra depthwise operations can compensate the trade-off and provide profitable sparsity. Examples of such models include ShuffleNet [30] , IGCV [29] and their variations [26, 21, 12] .
We observe that connectivity is key for maintaining accuracy when using grouped convolutions. Within a residual block we say that an input channel is connected to an output channel if there is a computational path between the two, i.e. if the output channel depends on the information in the input channel. By full connectivity we mean that every input channel is connected to every output channel. In the Supplementary Material we build a connectivity formalism to study this.
Our intuition is as follows: a convolutional block generates a higher level representation of its input tensor. Each input feature is encoded as a superposition of the input channels. An output feature is formed by combining input features and is itself encoded as a superposition of the output channels. Hence, it is important to connect each input channel to each output channel. Figure 2 failure of grouped convolution where limited connectivity is present. Therefore, to keep full connectivity within each block, an extra depthwise layer is necessary. For example, the Shuffle layer provides connectivity to grouped convolutions, which boosted ShuffleNet's performance to achieve state-of-theart efficiency/accuracy trade-off [30] .
Asymmetry in grouped convolution
AutoML provides higher accuracy in most classification tasks such as CIFAR-10 and ImageNet. Searching for an optimal model often comes at the expense of complicated meta-information describing the model. Thus, it is difficult for human researchers to understand the fundamental advantages of the architectures. Some attempts at reading AutoML's designs are being made, e.g. explaining the presence of more and more 5x5 kernels in MNasNet [13] , but it is still not very clear how such insights could benefit human design of efficient architectures.
We believe such complications arise because AutoML is performed in a big search space, the space of asymmetric models, where humans are not good at producing efficient designs. Indeed, human developed models are usually extremely symmetric in some degree. For example VGG, ResNet, MobileNet, ShuffleNet and others have strong symmetry in channel dimensions.
There are several attempts to break the symmetry in convolutional neural networks. Inception models break the symmetry in spatial dimensions by applying more diversified window sized convolutions and provided state-of-theart performance compared to prior models. Recently, SENet achieved the highest record on ImageNet because it provided a bigger design space outside the symmetric scope of channel dimensions [4] .
Here, we propose breaking the symmetry in channel dimensions. Even this narrowed search space is too big to be explored, thus we design certain patterns to follow a specific functional path in this space. We model our design in a recursive way: a grouped convolution with recursively decreased depth.
Advantage of fast algorithms
Human designed architectures always choose a certain scope and hence restrict the search for models in a subspace of the overall functional space. Thus specially designed layers can be used in combination with efficient convolutions so that the reduced number of parameters does not decrease accuracy significantly. For example, the non-trainable Shuffle layer can be usefully attached to GConv (i.e. Shuffle acts as conjugate to GConv). Such conjugate layers can boost the performance of efficient CNNs significantly.
It is important to be able to perform conjugate layers efficiently. With its simple description the Shuffle layer can be implemented very fast. Similarly, researches have tried use Fast Fourer Transforms in spatial dimensions [17] .
Here, we focus on applying fast algorithms in channel dimensions. Similar to the Shuffle layer, we propose a depthwise fast wavelet transformation (DFWT) which provides strong connectivity with minimal operations. DFWT establishes full connectivity in each block and significantly reduces the requirement for trainable parameters and overall complexity. As a result, this fast algorithm provides same effect but reduces the number of operations significantly.
The WaveletNet Architecture
Wavelet Convolution (WConv)
WConv is an asymmetric grouped convolution. Instead of dividing the input channel dimension D into groups of equal size we propose an asymmetric partition parameterized by a logarithmic depth κ as follows
We assume throughout the paper that 2 κ divides all channel dimensions, so that the sum of the integer pieces in Equa-
it adds up to D. To leverage efficiency, we match long input channels with short input channels by partitioning the output channel dimension D in a reversed way as follows
We align partitions (1) and (2) and perform standard KxK convolutions (KxKConv) between corresponding pieces. Figure 3 sketches WConv and Algorithm 1 describes the formal procedure of implementing this layer. We call this procedure wavelet convolution because our partition resembles constructions with dyadic intervals, which have applications in wavelet analysis.
filter size x input channels), depth, output channels Output: 
Depthwise Fast Wavelet Transform (DFWT)
Similar to the Shuffle layer for grouped convolutions, a specific non-trainable layer is the key for efficient utilization of WConv. We propose a new layer: the Depthwise Fast Wavelet Transform (DFWT). Figure 4 demonstrates our construction.
DFWT effectively broadcasts a Haar Matrix on the channel dimension. This can be viewed as a convolution with no additional parameters to the model that only manipulates the channel dimension. Moreover, since Haar matrices are sparse, instead of an O(D 2 ) vector-matrix multiplication we can implement an extremely efficient O(D) multiplication through a relabeling tweak to the Fast (Haar) Wavelet Transform [7, 14] . Algorithm 2 is our own simple and efficient implementation of what-we-call the modified Fast Wavelet Transform, adapted to the DFWT layer.
In the Supplementary Material, we use our formalism to prove that DFWT ensures full connectivity of the WConv layer. We demonstrate the importance of this property via an ablation study (see Table 3 for example). Assuming full connectivity we can derive the Haar matrix as a broadcasting element in DFWT. We call the new layer depthwise fast wavelet transform because of the applications of the Haar transform in wavelet analysis.
Algorithm 2 Depthwise Fast Wavelet Transform (DFWT)
Input: x (size N × N × N ), κ //input (filer size x filter size x input channels), depth Output: 
The WaveletNet unit
We propose WaveletNet, which is a CNN, composed of unit structures of WConv, DFWT and DWConv.
The bottleneck block has been proven useful ever since ResNet won ILSVRC in 2016 [2] . We develop our WaveletNet unit based on this bottleneck block. The unit breakdown is listed in Figure 5 . We use a reverse residual block with expanstion ratio t in a similar fashion to [19] . The three logarithmic depths through which we parameterize the first WConv, DFWT and the last WConv are respectively κ 1 , κ 2 and κ 3 . We conduct a grid search over small values for the logarithmic depths on CIFAR-10 and identify that the optimal parameters are κ 1 = 0, κ 2 = 3 and κ 3 = 3. We keep these values fixed throughout the paper.
We now study the tunability of our WaveletNet unit. From Figure 1 we note that when κ 1 = 0 then 1x1WConv(κ 1 ) coincides with 1x1Conv. Analogously, setting κ 3 = 0 also gives 1x1Conv for 1x1WConv(κ 3 ). This is in line with the fact that GConv and WConv converge to a standard convolution when we set the group size to be one and the logarithmic depth to be zero. Moreover, if we set κ 2 = 0 then the for loop in Algorithm 2 will not be executed, thus DFWT(κ 2 ) becomes the identity function. Hence, combining all considerations and setting κ 1 , κ 2 , κ 3 to zeros we recover the block unit for MobileNetV2. Therefore MobileNetV2 appears as a corner case for our architecture.
Most notably, however, the WaveletNet unit is flexible and more efficient outside of the above-mentioned corner case. In our model we aim to set the depth κ large in order to approach log-scale complexity.
Complexity study
Here, we analyze the model complexity. Assume the convolutional block has input dimension N × N × D and output dimension N × N × D . The operation and number of parameters for each layer is listed in the following table.
Usually, grouped convolutions use group size g = 3 [30] . Therefore, WConv will have less MAC and number of parameters if κ > 2. This is mostly in line with our grid search because we find that the best trade-off for WaveletNet is achieved for κ 2 = κ 3 = 3. The only deviation is κ 1 = 0, which leads to 1x1Conv as the first layer of the conv layer #MAC #params 3x3DWConv Table 1 . Complexity of WConv vs. other convolutional layers convolutional block. Empirically, we find keep κ 1 = 0 is responsible for maintaining good accuracy despite not approaching a log-scale complexity.
A limitation
The limitation of the current WaveletNet block unit is that we still effectively use a 1x1Conv layer as the first layer (since κ 1 = 0). As a result, we only replace one convolutional layer by a truly logarithmic WConv (e.g. κ 3 = 3). Therefore, the overall complexity is bounded by the 1x1Conv layer, which does not lead to a dominating logarithmic scale. Nevertheless, our results in the following section show that only by replacing one of the standard convolutional layers is enough to achieve a worthy efficiency/accuracy trade-off. This encourages us to explore equipping all given layers with log-scale complexity for future work. Namely, we believe that further tuning of κ 1 , κ 2 and κ 3 and exploration of hyperparameters could imporve our search for efficient log-scale models.
Experiments
In this section, we present experimental results on Image Classification for different-sized WaveletNet models along with other state-of-the-art efficient CNNs. We use the datasets CIFAR-10 [8] and ImageNet (ILSVRC 2012 [18] ) for evaluation. We also perform ablation study to prove the necessity of Depthwise Fast Wavelet Transform in our model.
CIFAR-10
We first evaluate our model on the small scale CIFAR-10 dataset. CIFAR-10 contains 50000 training samples and 10000 test samples. We strictly follow the same setting from [2] to have a fair comparison (i.e. we consider ResNet-M ). We use Momentum Optimizer with a momentum decay rate 0.9. The learning rate starts from 0.1 and drops to 0.01 at 82 epochs. The weight decay is set to 0.0002. Batch size is 128. We still use the same architecture from [2] for our network, i.e. the model contains 3 stages of M identical building blocks. Hence, the total number of layers is 9M + 2 for our architecture. We use standard data augmentation to have a fair comparison. Here, we choose M = 24 for WaveletNet.
The test accuracy of our architectures is reported in Table 2 along with other state-of-the-art efficient models.
Our model outperforms MobileNetV2, IGCV2 [26] and IGCV3 [21] Table 2 . Performance of WaveletNet and other state-of-the-art efficient models on CIFAR-10.
Ablation study
We show that the Depthwise Fast Wavelet Transform is crucial in our architecture by comparing the performances with and without the DFWT layer. Similar to the importance of the Shuffle layer to the ShuffleNet, we see a significant improvement when we use DFWT as a conjugate layer to WConv. Table 3 . Performance of WaveletNet with DFWT on CIFAR-10 vs. the performance of the same architecture without DFWT. Even though there are no parameters in DFWT, the connectivity created by these layers is crucial. Reported numbers are errors on the test set measured in %.
ImageNet
We evaluate our model on the ImageNet 2012 classification dataset. We follow most of the training settings and hyper-parameters used in [2] . We also use a similar network architecture as [19] with a slight modification. The architecture is listed in Table. 4.
Input
Operator C repeat stride κ1 κ2 κ3 224 2 x3  Conv  32  1  2  ---112  2 x32  block  16  1  1  0  3  3  112  2 x16  block  24  2  2  0  3  3  56  2 x24  block  32  3  2  0  3  3  28  2 x32  block  64  4  2  0  3  3  14  2 x64  block  96  3  1  0  3  3  14  2 x96  block  160  3  2  0  3  3  7  2 x160  block  320  1  1  0  3  3  7  2 x320  conv2d  1280  1  1  0  3  3  7  2 x1280  avgpool  -1  ----1  2 x1280  conv2d  1000  -----Table 4 . WaveletNet Architecture for ImageNet. C is the number of outptut channels. κ1, κ2, κ3 are the logarithmic depths for our WaveletNet blocks.
We used 4 Tesla V100 GPUs to train our model. The total batch size is set to 512. To benchmark, we compare single crop top-1 performance on the ImageNet validation set, i.e. cropping a 224x224 center view from 256x256 input image and evaluating classification accuracy. We strictly follow the same settings as in [2] for all our models. We used Momentum Optimizer with a starting learning rate 0.1 and decay rate 0.9. We used a linear learning rate decay in total 120 epochs. We tested different sizes of our model and compared to other state-of-the-art CNNs. The results are reported in Table 5 WaveletNet shows comparable results to ShuffleNet and MobileNetV2 in terms of accuracy vs. MAC. It also requires less number of parameters.
Conclusion
In this paper, we discussed our intuition on building efficient CNN architectures and showed the importance of keeping connectivity within residual blocks. We also addressed a way of learning principles for efficient design from AutoML models and encouraged to explore symmetry-breaking models. We also proposed using human designed fast algorithms in convolutional neural network models to increase efficiency.
Hence, we designed a logarithmic scale convolution layer called Wavelet Convolution, and proposed its conjugate layer called depthwise fast wavelet transformation and then derived an efficient CNN, WaveletNet. Wavelet Convolutions shrink the complexity of general convolutional layers by O(log D/D). We compared WaveletNet to a variety of efficient CNN architectures and demonstrated superior size and complexity, and comparable accuracy characteristics.
As the WaveletNet unit mostly operates on the channel dimensions, it can also be considered as a general building block, not necessarily restricted to 2D CNNs. We expect that most 1D or 3D CNNs can also take advantage of our model in applications such as Speech Recognition and Video Classification.
Formalism on Connectivity 6.1. Notations and conventions.
We clarify the following: with the style C, C , C 1 , W, S, etc. we label convolutional layers; every standard 2D convolutional layer (Conv2D) C has a three dimensional tensor x of size N × N × D as an input, where D is the number of input channels and N is the spatial dimension. The Conv2D layer itself has D kernels of size K × K × D. In general, we assume that D = D unless we specify otherwise. We write input and output tensors of layers as x, x , y, etc.; furthermore, in our calculations of Big O complexities, we assume that N and K are constants. There are two types of complexities that we compute: O MAC when counting the MAC and O MEM when counting the number of parameters. When the complexities O MAC and O MEM are the same, we simply write O. We label matrices as A, B, H, etc; let A = {a ij } 0≤i,j≤D−1 be a D ×D matrix. With (A) we count the number of nonzero elements of A. When all of the elements of A are nonzero, i.e. a ij = 0, then we say that the matrix A is full, which is equivalent to (A) = D 2 . Finally, we assume that the logirithmic depth κ is maximum, i.e. WConv is fully utilized, meanting that it takes D log D parameters and N 2 D log D MACs (Table 1 in main paper).
The notion of connectivity on channel dimensions
Our first model assumption is to manipulate channel dimensions of the inputs, thereby aiming to reduce the complexity of the model. To move forward with our assumptions, we introduce an intuitive notion of connectivity.
Definition 6.1 (Connectivity). For a convolutional layer C with D input channels and D output channels we associate an adjacency matrix A(C) ≡ A := {a ij } 0≤i,j≤D−1 , meaning that a ij = 1 if there is a sub-convolution C in C, where channel #i is in the input channels of C and channel #j is in the output channels of C . 
For WConv the adjacency matrix A will be sparse by virtue of algorithm Algorithm 1 and Figure 3 (in main papaer). More specifically, after direct observations and calculations, the following holds. 
Proof. The set A measures the first convolution of C that connects the first half of the input channels to the first output channel. Likewise, the set A measures the last convolution of C that connects the last input channel to the second half of output channels. The description of the intermediary sets 
Optimal connectivity for WConv
Our second model assumption is that the adjacency matrix A needs to be full to facilitate better performance. For example, the adjacency matrices for group, depthwise and wavelet convolutions are sparse, hence some of the input channels are not connected with the output channels.
It is reasonable to conjecture that this lack of connectivity might limit the representations of the model, and in fact, we are not the first to notice such an issue. ShuffleNet layers (see (8) for H D and A = A(C)). It is also straightforward to see that A(W) = |H D |, i.e. we take the absolute value element-wise, and thus convert −1 entries to 1. See the following example for D = 8. 
Moreover, a simple matrix multiplication can show us that A(C)A(W) is a full matrix. What remains to be seen is that the DFWT W is optimal under the assumptions of our connectivity formalism. (8)). Since a row of a specified color is sparse, the nonzero entries of that row determine a rectangular in D (labeled with the same corresponding color) where there should be at least a single 1 in the columns of the region (see H 8 in equation (8) Here κ refers to the depth of the DFWT and the second WConv layer in Figure 5 (main paper) and we still set the first WConv as fully connected i.e. κ 1 = 0; κ 2 = κ 3 = κ. Tables 6 and 7 show that WaveletNet is comparable to state-of-the-art efficient CNN models.
