Fast fourier transform and its application to flow past a cavity. by Ki, George Man-ki
Lehigh University
Lehigh Preserve
Theses and Dissertations
1-1-1979
Fast fourier transform and its application to flow
past a cavity.
George Man-ki Ki
Follow this and additional works at: http://preserve.lehigh.edu/etd
Part of the Mechanical Engineering Commons
This Thesis is brought to you for free and open access by Lehigh Preserve. It has been accepted for inclusion in Theses and Dissertations by an
authorized administrator of Lehigh Preserve. For more information, please contact preserve@lehigh.edu.
Recommended Citation
Ki, George Man-ki, "Fast fourier transform and its application to flow past a cavity." (1979). Theses and Dissertations. Paper 1840.
FAST FOURIER TRANSFORM AND ITS APPLICATION 
TO FLOW PAST A CAVITY 
by 
George Man-ki Ki 
A Thesis 
Si 
Presented to the Graduate Committee 
of Lehigh University 
in Candidacy for the Degree of 
Master of Science 
in 
Mechanical Engineering 
Lehigh University 
1979 
ProQuest Number: EP76112 
All rights reserved 
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted. 
In the unlikely event that the author did not send a complete manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed, 
a note will indicate the deletion. 
uest 
ProQuest EP76112 
Published by ProQuest LLC (2015). Copyright of the Dissertation is held by the Author. 
All rights reserved. 
This work is protected against unauthorized copying under Title 17, United States Code 
Microform Edition © ProQuest LLC. 
ProQuest LLC. 
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106-1346 
This thesis is accepted and approved in partial 
fulfillment of the requirements for the degree of Master 
of Science 
(date) 
Professor in Charge 
Chairman of Department 
-11- 
ACKNOWLEDGEMENTS 
The auther wishes to express his sincere thanks 
to his thesis advisor, Professor Donald 0. Rockwell, 
for his guidance and encouragement throughout the course 
of this work.  He also wishes to thank Mr. Charles W. 
Knisely, Jr. for his valuable suggestions and his help 
in mini-computer programming, unsteady flow measurements, 
and photography. 
Sincere gratitude is also expressed to the Depart- 
ment of Mechanical Engineering at Lehigh University, 
whose financial aid in the form of a graduate assistant- 
ship made these last two years of study possible. 
-111- 
TABLE OF CONTENTS 
TITLE PAGE i 
CERTIFICATE OF APPROVAL ii 
ACKNOWLEDGEMENTS iii 
TABLE OF CONTENTS iv 
LIST OF FIGURES v 
ABSTRACT 1 
PART I—SUMMARY 2 
1. INTRODUCTION 3 
2. THE DISCRETE FOURIER TRANSFORM (DFT) 6 
2.1.  Definition of the DFT 6 
3. THE FAST FOURIER TRANSFORM (FFT) 9 
3.1. General Description of the FFT 9 
3.2. Conventional Form of FFT 10 
k.     EXPLANATION OF THE COMPUTER PROGRAM AND 
INSTRUCTIONS FOR APPLICATION TO THE 
PDP-8/E COMPUTER 15 
PART II— SUMMARY 18 
1. GENERAL DESCRIPTION OF EXPERIMENTAL 
INVESTIGATION 19 
2. EXPERIMENTAL SETUP, INSTRUMENTATION, AND 
MEASUREMENT PROCEDURE 21 
2.2.  Instrumentation and Measurement 
Procedure 23 
2.2.1.  Measurement of Velocity- 
Distribution 23 
-iv- 
2.2.2.  Measurement of the Root-Mean- 
Square (RMS) and the Spectra of 
Pressure Fluctuations 24 
3-  HYDROGEN BUBBLE TECHNIQUE OF VISUALIZATION 26 
4.  RESULTS AND DISCUSSIONS 28 
5-  CONCLUSIONS 32 
FIGURES 33 
APPENDIX 70 
REFERENCES 75 
NOMENCLATURE 78 
VITA 79 
-v- 
LIST OF FIGURES 
Figure 1 
Figure 2 
Figure 3 
Figure ^ 
Figure 5 
Figure 6 
Figure 7 
Figure 8 
Figure 9 
Figure 10 
Figure 11 
Figure 12 
Figure 13 
Decomposition of a time series into two 
part-time series, each of which consists 
of half the samples. 
Signal flow graph illustrating the reduct- 
ion of endpoint DFT to two DFTs of N/2 
points each, using decimation in time. 
Signal flow graph illustrating further 
reduction of the DFT computation by- 
Figure 2. 
Signal flow graph illustrating the com- 
putation of the DFT when the operations 
involved are completely reduced to multi- 
plications and additions. 
Complete decomposition of the sample set 
with eight-points showing bit reversal. 
Front view of water tunnel. 
Plan view of water tunnel. 
Sketch of test section. 
Sketch of triangular-patch trip. 
Sketch of comb-teeth trip. 
Block diagram of instrumentation for 
measuring pressure fluctuations. 
Vortex-loop formation behind triangular 
patches.  Reg0=137, L/e0=79. d/0o=O, 
k/6o=5«26{ horizontal bubble wire located 
at x/60=2.63, y/60=1.32. 
Vortex-loop formation behind triangular 
patches.  Ree<)=137, L/e0=79. d/e0=1^.7^i 
k/e©=5.26; horizontal bubble wire located 
at x/ec=2.63, y/6o=1.32. 
■VI- 
Figure l*f 
Figure 15 
Figure 16 
Figure 17 
Figure 18 
Figure 19 
Figure 20 
Figure 21 
Figure 22 
Figure 23 
Figure 2lv 
Figure 25 
Vortex-loop formation behind triangular 
patches. Re0o=137, L/e0=79i d/e0 =29.^7, k/0o=5»26; horizontal bubble wire located 
at x/60 =2.63, y/e0 =1.32. 
Vortex-loop formation behind comb-teeth 
trip. Re0o=137, L/0. =79, d/e0=6.58, 
k/90=6.58} horizontal bubble wire located 
at x/0o=2.63, y/90=1.32. 
Vortex-loop formation behind comb-teeth 
trip. Re0o=137, L/0O=79, d/66=31-58, 
k/0o=6.58; horizontal bubble wire located 
at x/0„=2.63, y/0o=1.32. 
Normalized pressure coefficient versus L/0O 
for triangular patches at Reg =137* 
Normalized pressure coefficient versus L/60 
for triangular patches at Re0 =175• 
Normalized pressure coefficient versus 
L/e» for a row of comb-teeth trip at 
Re0o=137. 
Normalized pressure coefficient versus 
L/60 for a row of comb-teeth trip at 
Re0o=175. 
Frequency spectra at different values 
of L/0, without tripping at Re0o=137« 
Frequency spectra at different values of 
L/6o for triangular patches.  Re0 =137» 
d/eo=0, k/e„=5.26. 
Frequency spectra at different values of 
L/60 for triangular patches. Refl =137, 
d/9, =1^.7^, k/e.=5.26. K3° 
Frequency spectra at different values of 
L/6. for triangular patches.  Re0 =137, 
d/60=29.^7, k/0o=5.26. 
Frequency spectra at different values of 
L/6o for a row of comb-teeth trip. 
Re0o =137, d/e^6.58, k/e0 =1.32. 
-Vll- 
7 
Figure 26 
Figure 27 
Figure 28 
Figure 29 
Figure 30 
Figure 31 
Figure 32 
Figure 33 
Figure 3^ 
Figure 35 
Figure 36 
Figure 37 
Figure 38 
Frequency spectra at different values of 
L/9O for a row of comb-teeth trip. 
Re9o=137, d/0o=6.58, k/0%=3.95- 
Frequency spectra at different values of 
L/©0 for a row of comb-teeth trip. 
Re0 =137. d/90=6.58, k/0o=6.58. 
Frequency spectra at different values of 
L/e0 for a row of comb-teeth trip. 
Reeo=137, d/e. =31.58, k/0o=1.32. 
Frequency spectra at different values of 
L/0O for a row of comb-teeth trip. 
ReQ =137, d/90=31.58, k/0o=6.58. 
Frequency spectra at different values of 
L/©„ without tripping at ReQ  =175• 
Frequency spectra at different values of 
L/06 for triangular patches. Reg =1751 
d/0o =0, k/0o =11.11. ° 
Frequency spectra at different values of 
L/0© for triangular patches.  Ree =1751 
d/0o=31.11. k/9.=11.11. 
Frequency spectra at different values of 
L/0. for triangular patches. Ree =175t 
d/0o=62.22, k/6.=11.11. 
Frequency spectra at different values of 
L/©O for a row of comb-teeth trip. 
Re0 =175. d/0o=13.89, k/0o=2.78. 
Frequency spectra at different values of 
L/0O for a row of comb-teeth trip. 
Re0o=175, d/0o=13.89, k/0e=8.33. 
Frequency spectra at different values of 
L/0O for a row of comb-teeth trip. 
Reft =175. d/60=13.89, k/0o=13.89. 
Frequency spectra at different values of 
L/0o for a row of comb-teeth trip. 
Ree =175, d/0o=66.67, k/0o=2.78. 
Frequency spectra at different values of 
L/0„ for a row of comb-teeth trip. 
ReQo=175. d/0, =66.67, k/0o =13.89. 
-viii- 
ABSTRACT 
The fast Fourier transform (FFT) is a computational 
tool which facilitates signal analysis such as power 
spectrum analysis and filter simulation by means of 
digital computers.  It is a method for efficiently com- 
puting the discrete Fourier transform (DFT) ofa series 
of data samples (referred to as a time series).  In this 
thesis, the discrete Fourier transform of a time series 
is defined, some of its properties are discussed, and 
the associated fast method (fast Fourier transform) for 
computing this transform is derived. 
In the experiemental part of this investigation, the 
FFT was used to determine frequency spectra of fluctuating 
pressure, as part of a study of the effects of a tripping 
device on the flow instability of a free shear layer. 
Interaction between primary (spanwise) and streamwise 
vorticity, caused by the tripping device, was observed 
by the hydrogen bubble technique.  It was found that the 
most effective tripping device was a row of adjacent 
triangular pieces.  The peak root-mean-square amplitude 
of the fluctuating pressure measured on the impingement 
corner of a cavity could be attenuated by as much as 
75 percent. 
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PART I —SUMMARY 
V, 
The primary objective in this part is the develop- 
ment of the basic theory and computational procedures 
for evaluating discrete Fourier transform (DFT) by using 
a high-speed algorithm called fast Fourier transform 
(FFT).  This algorithm will be applied to compute the 
power spectra of flow over a cavity in Part II. 
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1.  INTRODUCTION 
The fast Fourier transform (FFT) is a method for 
efficiently computing the discrete Fourier transform (DFT) 
of a time series (discrete data samples).  The efficiency 
of this method is such that solutions to many problems 
can now be obtained more economically than in the past. 
The discrete Fourier transform is a transform in its own 
right such as the Fourier integral transform or the Fourier 
series transform.  It is a power reversible mapping 
operation for time series.  As the name implies, it has 
mathematical properties that are entirely analogous to 
those of the Fourier integral transform.  In particular, 
it defines a spectrum of a time series; multiplication of 
the transform of two time series corresponds to convolving 
the time series. 
If digital analysis techniques are to be used for 
analyzing a continuous waveform then it is necessary that 
the data be sampled (usually at equally spaced intervals 
of time) in order to produce a time series of discrete 
samples which can be fed into a digital computer.  As is 
well known [ll*, such a time series completely represents 
the continuous waveform, provided this waveform is fre- 
quency band-limited and the samples are taken at a rate 
♦numbers in bracket refer to reference on page 75- 
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that is at least twice the highest frequency present in 
the waveform.  When these samples are equally spaced they 
are known as Nyquist samples.  It will be shown that the 
DFT of such a time series is related to the Fourier trans- 
form of the continuous waveform from which samples have 
been taken to form the time series.  This makes the DFT 
particularly useful for power spectrum analysis and 
filter simulation on digital computers. 
The fast Fourier transform (FFT), then, is a highly 
efficient procedure for computing the DFT of a time series. 
It takes advantage of the fact that the calculation of 
the coefficients of the DFT can be carried and iteratively, 
which results in considerable saving of computation time. 
If the series consists of N=2n samples, then about 
2nN=2N»log2N arithmetic operations will be needed to be 
required to evaluate all N coefficients of the DFT.  In 
comparison with the number of operations required for the 
calculation of DFT coefficients with straightforward 
procedures (N ), this number is so small when N is large 
as to completely change the economy of computation. 
Some applications where a substantial reduction in 
computation time has been achieved includei (1) comput- 
ation of the power spectra and auto-correlation functions 
of sampled data; (2) simulate of filters; (3) pattern 
recognition by using a two-dimensional form of the DFT; 
(^) computation of bispectra, cross-covariance function, 
and related functions; and (5) decomposing of convolved 
functions. 
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2.  THE DISCRETE FOURIER TRANSFORM (DFT) 
The Fourier transform of a sampled-data signal is 
generally referred to as a discrete Fourier transform 
(DFT) [23.  There are two reasons for this: firstly, the 
signal itself is discrete, in the sense of being defined 
only at discrete instants in time - the sampling instants; 
and secondly, the common practice of using a digital 
computer to evaluate the spectrum of a sampled-data signal 
means that its Fourier transform can only be estimated for 
a set of discrete values of angular frequency. 
2.1.  Definition of the DFT 
The Fourier transform of any real function, X(t) is 
A(ju)=(  X(t)-exp(-jeo t)*dt (1) 
and is, of course, defined only in cases where the integral 
converges.  The DFT, denoted A(jw) can be defined using 
the zero-order approximation to A(jw), i.e., 
00 
(jo) = ^>T X(nT)-exp(-jionT) (2) 
where T is the sampling interval; and also the interval of 
integration in the t (time) domain.  Actually, the zero- 
order approximation is seen to be divided by T to obtain 
A(j(o)» since dt becomes T in the integral approximation. 
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For simplicity, X(nT) is written Xn, and the DFT is written 
A(j») = ^~ Xn-exp(-j<onT). (3) 
Any actual computation of the DFT must of course 
involve a finite summation of terms rather the infinite 
sum in J2q. (3)«  In practice this generally means that the 
continuous function X(t) is either sampled over essentially 
all of its nonzero portions in transient cases, or sampled 
over a;specified interval in periodic or random cases. 
In any case, suppose there are altogether N samples 
of X(t).  If time can be identified so that these samples 
begin at t=0, then Eq. (3) becomes 
N-l 
A(joi) =  ^~ Xn-exp(-j« nT) W 
Since A( j to ) is periodic over to with period 2^/1!,   i.e., 
A(ju ) = A(jco + j2*«f/T) •  This property suggests that the 
independent values of A(jto) should be computed within 
one of its periods, say from wT=0 to 2^.  Therefore, 
letting 
(0 = 2^m/NT,    m = 0, 1 N-l        (5) 
the usual formula for computing the independent values of 
the DFT becomes 
Am =  A(j2Tfm/NT) m =  0,   1 N-l 
N-t (6) 
=    3~   Xn.exp(-2ttjmn/N), 
fe
 -7- 
where Am is the mth coefficient of the DFT and Xn denotes 
the nth sample of the time series which consists of N 
samples and j=/-±.     The Xn's can be complex numbers and 
almost.always complex.  For notational convenience Eq. (6) 
is often written as 
Am = ^~ W
mnXn,    m =0, 1 N-l      (?) 
h = o 
where 
W = exp(-2^j/N). (8) 
Since the Xn's are often values of a function at discrete 
time points, the index m is sometimes called the "frequency" 
of the DFT.  The DFT has also been called the "discrete 
Fourier transform" or the "discrete time, finite range 
Fourier transform". 
-8- 
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3.  THE FAST FOURIER TRANSFORM (FFT) 
3.1.  General Description of the FFT 
The fast Fourier transform (FFT) is an algorithm that 
makes possible the computation of the discrete Fourier 
transform (DFT) of a time series more rapidly than other 
available algorithms.  The possibility of computing the 
DFT by such a fast algorithm makes the DFT technique 
important.  It may be useful to point out that the FFT not 
only reduces the computation time; it also substantially 
reduces round-off errors associated with these computations. 
In fact, both computation time and round-off error 
essentially are reduced by a factor of (log2N)/N where N 
is the number of data samples in the time series.  For 
example, if N=l,024=210, then N.log2N=10,2*K) £3].  Con- 
ventional methods for computing Eq. (6) for N=l,02^ would 
require an effort proportional to N = 1,0^8,576, more 
than 90 times that required with FFT. 
The FFT is a clever computational technique of 
sequentially combining progressively larger weighted sums 
of data samples so as to produce the DFT coefficients as 
defines by Eq. (2).  The technique can be interpreted in 
terms .of combining the DFTs of the individual data samples 
such that the occurrence times of these samples are taken 
into account sequentially and applied to the DFTs of 
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progressively larger and mutually exclusive subgroups of 
data samples, which are combined to ultimately produce the 
DFT of the complete series of data samples. 
3.2.  Conventional Form of FFT 
Suppose a time series Xn having N samples is divided 
into two functions, Yn and Zn, each of which has only half 
as many points (N/2).  This is illustrated in Figure 1. 
The function Yn is composed of the even-numbered points 
(XQ, X2, X^, ..., 
X
M_2^ and Zn ^-s comPoseci of "the odd- 
numbered points (X-^, Xo, X,, ... , X*,-,) . We may write 
these functions formally as 
Yn = *2n 
n = 0, 1, 2, .... N/2 - 1 •  (9) 
z
n 
=
 
x2n+l 
Since Yn and Zn are sequences of N/2 points each, they 
have discrete Fourier transform defined by 
M/i-l . 
B
m = ">" Yn-exp(-^-Kjmn/N) 
n = 0, 1, 2, 
(10) 
*»o
^ ..., N/2-1 
c
m =  > Zn-exp(-4-Kjmn/N) 
The discrete Fourier transform that we want is Am, which 
we can write in terms of the odd- and even-numbered points 
Am =  >  Yn.exp(-4Tt jmn/N) 
n
'° Hfl-. 
+exp(-2Tt jm/N) • 2l_  Zn«exp(-*J-^ jmn/N)   (11) 
-10- v\=9_ 
which,   using Eq.(lO),  may be written in the  following 
forms: 
Am = Bm + exp(-2irjm/N)«Cm 0£m<N/2 (12) 
For values of m greater than N/2, the discrete Fourier 
transform Bm and Cm repeated periodically the values taken 
on when m^.N/2.  Therefore, substituting (m + N/2) for m 
in Eq.(12), we obtain 
A
m+N/2 = Bm + exp(-2 [>m+N/2]/N) -Cm 
= Bm - exp(-2irjm/N).Cm     O^m-cN/2  (13) 
By using Eqs.(8), (12) and (13) may be written as 
A
m = 
B
m 
+
 
wmc
m Oim-cN/2 (1*0 
A
m+N/2 = Bm ' Wm°m     0 * m *N/2 (15) 
From Eqs. (1*0 and (15), the first N/2 and last N/2 points 
of the discrete Fourier transform of Xn (a sequence having 
N samples) can be simply obtained from the DFT of Yn and 
Zn, both sequences of N/2 samples. 
Since Yn and Zn are to be transformed, and since we 
have shown that the computation of the DFT of N samples 
can be reduces to computing the DFTs and two sequences 
of N/2 samples each, the computation of Bm (or Cm) can 
be reduced to the computation of a sequence of N/4 samples. 
-11- 
These reductions can be carried out as long as each 
function has a number of samples that is divisible by 2. 
Thus, if N=2r we can make r such reductions, applying 
Eqs.(9), (1*0 and (15) first for N, then for N/2  
and finally for of a two-point function.  The discrete 
Fourier transform of a one-point function is, of course, 
the sample itself. 
The successive reduction of an eight-point discrete 
Fourier transform, begun in Figure 2, is continued in 
Figures 3 and k.     In Figure k  the operation has been 
completely reduced to complex multiplications and additions. 
From the signal flow graph there are 8 by 3 terminal nodes 
and 2 by 8 by 3 arrows, corresponding to 2k  additions and 
Jf8 multiplications.  Half of the multiplications can be 
omitted since the transmission indicated by the arrow is 
unity.  Thus in general, N«log2N complex additions and, 
at most, -l-N'loggN complex multiplications are required 
for computation of the discrete Fourier transform of an 
N point sequence, where N is a/£ower of 2. 
Further information about the fast Fourier transform 
can be extracted from Figure k.     For example, if the 
input sequence Xn is stored in computer memory in the 
order 
0'  1'  2' ^3» ^Zj.» K*      6'  7 \lo) 
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as in Figure b,   the computation of the discrete Fourier 
transform may be done "in place", that is, by writing all 
intermediate results over the original data sequence, and 
writing the final answer over the intermediate results. 
Thus, no storage is needed beyond that required for the 
original N complex numbers. To see this, suppose that each 
node corresponds to two memory registers (the quantities 
to be stored are complex).  The eight nodes farthest to 
the left in Figure b  then represent the registers contain- 
ing the shuffled order input data.  The first step in the 
computation is to compute the contents of the registers 
represented by the eight nodes just to the right of the 
input nodes. But each pair of input nodes affects only 
the corresponding pair of nodes immediately to the right, 
and if the computation deals with two nodes at a time, the 
newly quantities may be written into the registers from 
which the input values were taken, since the input values 
are no longer needed for further computation. The second 
step, computation of the quantities associated with the 
next vertical array of nodes to the right, also involves 
pairs of nodes although these pairs are now two locations 
apart instead of one.  This fact does not change the 
properties of "in place" computation, since each pair of 
nodes affects only the pair of nodes immediately to the 
right. After a new pair of results is computed, it may 
-13- 
be stored in the registers which held the old results that 
are no longer needed.  In the computation for the final 
array of nodes, corresponding to the values of the DFT, 
the computation involves pairs of nodes separated by four 
locations, but the "in place" property still holds. 
For this version of the algorithm, the initial 
shuffling if the data sequence, Xn, was necessary for the 
"in place" computation.  This shuffling is due to the 
repeated movement of odd-numbered members of a sequence to 
the end of the sequence during each stage of the reduction. 
This shuffling has been called "bit reversal" because the 
samples are stored in bit-reversed order.  The complete 
decomposition with eight-point discrete Fourier transform 
accomplishes a "bit reversal" phenomenon is illustrated in 
Figure 5«  The level in the diagram is simply a repetition 
of Figure 1.  The ordering of samples is kept intact 
within subsets during the composition, but at the final 
level the order is as if each subscript were written in 
binary notation and then reversed.  For example, the sub- 
script at position zero (000) remains unchanged, the sub- 
script at position one (001) becomes four (100), etc.. 
But reversal occurs similarly for all stages. Each stage 
in the complete decomposition of the sample set suggests - 
a corresponding decomposition of the DFT into a set of 
smaller DFT's, with the FFT being the final result. 
-14- 
4.  EXPLANATION OF THE COMPUTER PROGRAM AND INSTRUCTIONS 
FOR APPLICATION TO THE PDP-8/E COMPUTER 
The PDP-8/E computer designed to provide the 
scientific and engineering communities with a low-cost, 
modular, easy-to-use laboratory instrument computer.  The 
basic system comprises: (1) PDP-8/E computer console, 
(2) Teletype model 33ASR printer, (3) DECtape drive unit, 
(*0 Tektronix model 602 display unit, and (5) analog input 
panel. 
The program for calculating power spectra of fluc- 
tuating signals was stored on a DECtape under the file 
named SPEC.BA. Lines between 100 and 250 are used to 
define all the parameters in the program.  The loop 330- 
^20 computes the required values of the samples signals. 
Lines between 1000 and 1400 are a subroutine for sampling 
the signal. Lines between ^000 and ^350 are the fast 
Fourier transform algorithm using time decomposition and 
input bit reversal.  Lines between *J-600 and 5500 are a 
subroutine for printing the calculated values of the 
spectrum. 
The procedure for operating the PDP-8/E computer 
is as follows: 
(1)  Mount the system DECtape on unit 0 of the 
DECtape drive unit, and wind about two feet 
of tape onto the empty reel. Set the tape 
-15- 
unit switches to REMOTE and WRITE ENABLE. 
(2) Set the switch register on the PDP-8/E computer 
console to 7^70 \ octal), i.e., set switches 
0, 1, 2, 3i 6, 7, and 8 in the up position, 
and set switches k, 5» 9» 10, and 11 in the 
down position. 
(3) Raise the SING STEP switch.  Lower and raise 
the HALT switch. 
W     Press the EXTD ADDR LOAD, ADDR LOAD, CLEAR and 
CONT switches.  The tape will be executed and 
the Keyboard Monitor will print a dot (.) to 
indicate that it is active. 
(5)  The user types the following command: 
.R BASIC 
BASIC responds with the following: 
NEW OR OLD -- 
The user types in: 
OLD SPEC.BA 
The BASIC responds the following: 
READY 
The user types in 
RUN 
The Basic executes the program under the file 
named SPEC.BA and, via PRINT statements, prints 
out any results that were requested. 
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A program for calculating power spectra of fluctuating 
signals using time decomposition and input bit reversal 
fast Fourier transform (FFT) algorithm is presented in 
Appendix.  In the text, which follows, this program will 
be applied to evaluate the fluctuating pressure of flow 
past a cavity. 
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PART II—SUMMARY 
In this part, the effects of a tripping device on 
the flow instability of a free shear layer are studied. 
The root-mean-square amplitude of fluctuating pressure 
on the impingement corner of a cavity is measured. Fre- 
quency spectra of fluctuating pressure are evaluated by 
the fast Fourier transform (FFT) program which is 
developed in Part I.  Flow visualization is used to 
study the effects of the tripping device on spanwise 
vortices. 
-18- 
1.  GENERAL DESCRIPTION OF EXPERIMENTAL INVESTIGATION 
In impinging flow, the vorticity fluctuations in 
the free shear layer between separation and impingement 
produce organized disturbances at impingement.  These 
hydrodynamic loads produce structural vibrations that are 
generally harmful and undesirable.  The onset of three- 
dimensionality in a free shear layer results in a decrease 
in coherence of the unstable disturbances and consequently 
that of the structural loading. 
It is known that transition from laminar to tur- 
bulent flow in a boundary layer is associated with the 
formation and development of three-dimensional vortex 
loops.  This formation is the essential feature of the 
development of a turbulent spot in a boundary layer.  The 
introduction of a roughness or project at the boundary 
will generally cause earlier transition, because of the 
disturbance it feeds into the shear layer.  For the case 
of a free shear layer, creation of this disturbance at 
the location of separation can be expected to decrease 
the coherence of the vortex formation in the free shear 
layer, and eventually reduce undesirable hydrodynamic 
loads. 
Any "tripping" device is considered to produce 
streamwise vortices which interact with the primary 
-19- 
(spanwise) vortices, causing breakdown into random motion. 
Such devices should provide a consistent stimulation of 
three-dimensional effects, while minimizing parasitic 
drag caused by the device.  Behind a two-dimensional trip, 
two-dimensional vortices are initially formed; they event- 
ually become turbulent.  The rate of this development 
depends on the Reynolds number based on roughness height[6J 
On the other hand, a three-dimensional tripping device is 
more direct in producing the three-dimensional vortex 
loops, that are directly responsible for transition 1.6J. 
The primary objective of this experiment is to study 
the effects of tripping devices on the overall nature 
self-sustained oscillations, their frequencies and the 
intensity of fluctuating pressure at impingement. 
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2.  EXPERIMENTAL SETUP, INSTRUMENTATION, AND MEASUREMENT 
PROCEDURE 
2.1. Experimental Arrangement 
The experimental work was carried out in a closed- 
loop water tunnel with a turbulence intensity in the work- 
ing section of 0.12$.  Figures 6 and 7 show the main 
features of its construction. From the supply tank, the 
flow passes into the working section conduit through a 3:1 
inlet contraction and a honeycomb flow straightener.  A 
flow straightener preceded the working section to insure 
uniform inlet flow conditions and to suppress the turbulent 
fluctuations.  The flow straightener was a plastic material 
with 0.32 cm. honeycomb cell, having a length of 7*62 cm. 
parallel to the flow direction.  The working section was 
a rectangular duct 235 cm. long, 30*5 cm. wide, and ^6  cm. 
deep.  The test-section was 122 cm. long and Zh  cm. wide, 
with a floor which was 9 cm. above the channel floor. 
Figure 8 shows a schematic of the test-section. At this 
section, an acceleration ramp with a slope of 1:^ was 
employed to insure a laminar boundary layer at separation. 
The rectangular cavity was Zk  cm. wide and 7»6 cm. deep. 
By means of a screw installed at the end of the impingement 
wall holder, variation of 12he cavity length L was possible. 
The working section and test-section were constructed of 
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plexiglass to facilitate visualization. 
A differential pressure transducer was sealed in a 
plexiglass rectangular box which was watertight.  It was 
connected to a hole at the mid-plane of the impingement 
corner by a PVC tubing. 
Two velocities U=20cm./sec. and 5^ cm./sec, were 
employed in this experiment.  Throughout the experiment, 
the water temperature was 23° C and a water depth of about 
38 cm. was used. 
Three-dimensional roughness elements in the form of 
triangles and comb-teeth were used.  Figures 9 and 10 
show the sketches of these elements. They spanned the 
upstream corner of the cavity. Each triangular patch was 
an equilateral triangle with a side equal to 1.12 cm.. 
They were attached to surface by adhesion to a double- 
sided adhesive trip applied to the surface.  The triangular 
patches were made of O.32 cm. thick plexiglass and were 
laid on the surface with their apexes pointed upstream 
with various spacings.  The actual roughness height k that 
resulted from the method of attachment was 0.4-0 cm.. 
Spacings d of 0 cm., 1.12 cm., and 2.2^ cm. were studied. 
The comb-teeth were made of 0.2 cm. thick aluminum 
and had a width of 0.12 cm.  They were mounted perpendicular 
to the flow with a holder.  The comb-teeth were sandwiched 
between the upstream cavity wall and the holder with two 
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bolts.  The roughness heights k=0.1 cm., 0.3 cm., and 
0.5 cm., with spacings d=0.5 cm. and 2.U-  cm. were studied. 
2.2.  Instrumentation and Measurement Procedure 
2.2.1.  Measurement of Velocity Distribution 
Velocity distribution measurements were carried out 
with a hot film anemoneter system.  Velocity distributions 
upstream of separation were determined by a hot film probe 
located just downstream of the separation corner.  Direct 
plots of velocity versus vertical distance were obtained 
by connecting a linear position transducer (potentiometer) 
to the micrometer of the trasversing mechanism, then 
plugging the two outputs from the hot film anemoneter and 
the potentiometer into the X-Y recorder.  Thus, by very 
slowly trasversing across the flow, a continuous velocity 
distribution was obtained. 
From the obtained velocity distribution, the values 
of the principal parameters were found for the velocities 
U=20cm./sec. and 5^ cm./sec: (1) displacement thickness 
£*=0.187 cm. and 0.09 cm.; (2) momentum thickness 9o=0.076 
cm. and O.O36 cm.; (3) shape factor H= §*/6„ = 2.k6  and 2.53; 
(*0 Reynolds number based on displacement thickness 
Re™=U<$"*/v) = 337 and ^38; and (5) Reynolds number based 
on momentum thickness Re^ =U0./{) =137 and 175- 
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2.2.2.  Measurement of the Root-Mean-Square (RMS) and 
the Spectra of Pressure Fluctuations 
Figure 11 shows a line diagram of the instrumentation 
set-up.  The pressure fluctuations were measured with the 
pressure transducer.  The output signal of the transducer 
was fed into a Krohn-Hite model 3550 filter where the low 
pass filter and high pass filter was set at 1 Hz and 9 Hz 
respectively.  A Krohn-Hite model 3700 amplifier was used 
to amplify the signal.  For measuring the root-mean-square 
(RMS) of the pressure fluctuations, the amplified signal 
was fed into a DISA type 55D35 RMS unit and was integrated 
for 100 seconds. 
For measuring the power spectra of the pressure 
fluctuations, the amplified signal was fed into a PDP-8/E 
mini-computer.  The time domain input signal was trans- 
formed to the frequency spectrum by fast Fourier transform 
(FFT) algorithm.  The power spectra of the fluctuating 
pressure were computed with averaging of five signals of 
N=256 samples and sampling interval T=0.05 second. The 
frequency content of the pressure fluctuation in the 
range from 0 Hz to 10 Hz was studied. 
The calculated spectrum was displayed on a Nicolet 
model 1090A digital oscilloscope.  The plot of the 
-Zk- 
spectrum could be obtained by connecting the output signal 
of the oscilloscope to a X-Y recorder. A Teletype model 
33ASR printer was used to print out the numerical values 
of the calculated spectrum. 
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3.  HYDROGEN BUBBLE TECHNIQUE OF VISUALIZATION 
The hydrogen bubble technique for flow visualization 
is discussed by Kline et al. C 8") and described in detail 
by Schraub [93» Davis and Fox [10] , and Kim et al. [ll~i . 
The flow visualization system consisted of a power pulse 
generator, a specially designed bubble-wire, and an 
illumination source.  The power pulse generator was a 
custom built D-C power supply which provided controlled 
approximating to square-wave voltage pulses at frequencies 
up to 225 Hz. 
A brass support was used for the bubble wire which 
acted as the negative electrode.  The bubble wire probe 
support is constructed in the shape of an inverted U from 
0.3 cm. and 0.15 cm. brass sections.  The span between the 
projecting support legs are approximately 23 cm.. To prevent 
the generation of spurious bubbles, the probe was insulated 
with thin wall shrink fit tubing. Using this basic probe 
support, bubble-wire probe with a horizontal hydrogen 
bubble-wire could be fabricated.  The bubble-wire probe 
was constructed by soft soldering a platinum wire of 
0.005 cm. diameter horizontally between the tips of the 
probe legs. 
For the short time exposure required (1/250 second) 
high intensity illumination is necessary.  In this case, 
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a 1000 watt mercury vapor lamp was placed on each side of 
the working section.  For the maximum contrast a black 
background was used.  The walls of the working section 
were covered with black cardboards.  An 18 cm. x 0.5 cm. 
slit was made on each side of the working section, 
allowing light to fall at an optimum incidence angle on 
the hydrogen bubble sheet.  With this arrangement of 
illumination, the camera will receive primarily the light 
scattered by the hydrogen bubble in the illumination zone. 
The photographs were taken with a Nikon 135 mm 
macro-lens using Ilford ASA 400 film pushed to 1600 at 
1/250 second and f/3-5*  The bubble wire was located 
parallel and about 0.2 cm. downstream of the separation 
corner. 
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4.     RESULTS  AND DISCUSSIONS 
■ -\ 
As a result of applying a tripping device at 
separation, interaction between primary (spanwise) and 
streamwise vorticity produces severe distortion of 
primary vortices (see Figures 12-16).  Hence, this 
process attenuates the coherence of the disturbances at 
impingement which were produced by essentially two- 
dimensional vorticity fluctuations in the shear layer 
between separation and impingement. 
Figures 12-14 show the vortex-loop formation behind 
a row of triangles with k/e0=5-26 and various spacings. 
In Figure 12, the streamlines near the triangular trip 
are characteristic of a spiral motion inherent to a 
three-dimensional vortex loop.  Furthermore, due to the 
converging streamlines near the bottom corners of two 
neighboring triangles, the fluid velocity adjacent to 
the surface will be increased, resulting in more 
efficient generation of three-dimensionalities.  In 
Figures 13 and 14, the interaction between the spanwise 
and streamwise vorticity is not as severe as shown in 
Figure 12.  Apparently, the flow passing through the 
gap between'the triangles does not experience the same 
degree of acceleration.  In Figure 14, the spanwise 
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coherence between two triangles persists a relatively 
large distance downstream before completely breakdown 
to random motion. This phenomenon is less evident in 
Figures 12 and 13. 
Figures 15 and 16 show the vortex loop formation 
behind a row of comb-teeth with k/60=6.58, and d/60=6.58 
and 31«58 respectively.  In Figure 16, a very clear 
picture of spanwise vortex can be seen between two 
vortex loops.  Since the comb-teeth are wide apart, 
apparently they cannot produce streamwise vortices of 
sufficient scale and strength to completely distort 
the spanwise vortices. 
Figures 17-20 show the magnitude of root-mean- 
square (RMS) pressure fluctuation (PRM) normalized 
with respect to the maximum value of the RMS pressure 
fluctuation (PR^O caused by the flow without tripping. 
Without tripping, the magnitude of the pressure 
fluctuation coefficient (PRn«)/(PRMs)0 is higher than 
corresponding magnitudes for all values of cavity length 
with the tripping device in place.  The peak amplitude 
of the fluctuating pressure can be attenuated by as 
much as 75  percent. 
In Figure 17, for the triangular trip with spacings 
d/9o=7.37, 1^.7^, and 29.^7, the corresponding normalized 
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pressure coefficients are k.6,   k.Z,   and 3*2.  This shows 
that the efficiency of the triangular trip increases as 
the spacing between the patches increases.  (The different 
degrees of distortion of the spanwise vortex caused by 
the triangular trip can be seen in Figures 12-1^-.) 
Figure 21 shows the frequency spectra of pressure 
fluctuation without tripping at Reynold number Re0o=137« 
A discrete component at the primary frequency of 2.8 Hz. 
and its harmonic of 5.6  Hz. for cavity length L/0o=79i 
and 132 was shown in Figure 21.  Figures 22-29 show 
frequency spectra corresponding to pressure of the 
tripping device for Reynold number ReQ =137-  The fre- 
quency spectra in Figure show very broad-band character- 
istics corresponding to the triangular patches without 
spacing.  In Figures 23 and 2b,   the frequency spectra 
of triangular trip with spacing d/0o =1^.7^ and 29^7 
show a distinct primary frequency component and its 
secondary components which does not show in Figure 22 
for the case of a row of triangles without spacing. A 
discrete component at the primary frequency of 2.8 Hz. 
appears in Figures 25-29 for the comb-teeth trip. There 
is a tendency towards a broadening of the frequency 
spectrum as the cavity length increases for all tripping 
devices. 
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Figure 30 shows the frequency spectra of pressure 
fluctuation without tripping at Reynolds number Re0 =175• 
A discrete component at the primary frequency of 3.2 Hz. 
and 3*8 Hz. and its harmonic of 5*3 Hz. and 5.8 Hz. for 
cavity lenght L/6„ =167 and 278 respectively.  Figures 31-38 
show the frequency spectra taken in presence of the 
tripping device for Reynolds number ReQ =175•  The spacing 
betwejen the triangular trip has no significant effects. 
The pressure coefficient for a triangular trip with 
different spacings lies between 2.5 and 3.5 for various 
cavity lengths as shown in Figure 18.  No distinct 
primary frequency can be observed and the spectra are 
very broad-band (Figures 31-33)* 
Figures 3^-38 show the discrete frequency components 
appear only at a short cavity length.  For long cavity 
lenght, the spectra are very broad band.  The corresponding 
pressure coefficient for the comb-teeth trip are shown in 
Figure 20, which indicates that the pressure coefficient 
decreases as the roughness height increases and decreases 
with increases of spacing.  The most effective comb-teeth 
device is the one eith spacing d/60=13-89 and roughness 
height k/e0=13'89> and the corresponding pressure 
coefficient is 3*5 as shown in Figure 20. 
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5.  CONCLUSIONS 
From the results presented above, the following 
concluding remarks can be made concerning the effects 
of a tripping device on the flow "instability of a free 
shear layer: 
(1) The triangular trip is more effective than the comb- 
teeth trip. 
(2) The most effective trip is a row of adjacent tri- 
angles.  The peak amplitude of the fluctuating 
pressure can be attenuated by as much as 75  percent. 
(3) The most effective comb-teeth trip is the one with 
spacing d/e0=13.89 and roughness height k/60=13.89. 
(*0  The efficiency of the triangular trip increases as 
the spacing between the patches increases. 
(5) The efficiency of the comb-teeth trip increases as 
the roughness height increases and decreases with 
increases of spacing. 
(6) There is a tendency towards a broadening the fre- 
quency spectrum as the cavity lenght increases for 
all tripping devices. 
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Figure 12 Vortex-loop formation behind triangular 
patches, Re6#=137. L/e»"79» d/6. =0, 
k/©0=5-26; horizontal bubble wire located 
at x/90=2.63, y/0o=1.32. 
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Figure 13 Vortex-loop formation behind triangular 
patches. Re6e=137, L/eo=79, d/eo=1^.7^, 
k/6. =5*265 horizontal bubble wire located 
at x/ee=2.63, y/e. =1.32. 
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Figure Ik Vortex-loop formation behind triangular 
patches.  Re0o=137, L/0.=79, d/eo =29-^7, k/0„=5«26; horizontal bubble wire located 
at x/0o=2.63, y/0o=1.32. 
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Figure 15 Vortex-loop formation behind comb-te«th 
trip.  Ree=137, L/0<>=79. d/0o=6.58, 
k/90=6.58{ horizontal bubble wirw 
located at x/e0=2.63, y/e0=1.32*« 
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Figure 16 Vortex-loop formation behind comb-teeth 
trip. Ree=137. L/0O=79. d/90=31.58, 
k/G0=6.58; horizontal bubble wire 
located at x/e0=2.63, y/90=1.32. 
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APPENDIX 
N=256 IS" 
10  REM PR0GRAM F0R CALCULATING P0WER SPECTRA 0F 
15 REM FLUCTUATING SIGNALS. 
20  REM N=NUMBER 0F FREQ STEPS=NUMBER 0F TIME STEPS 
25  REM T=TIME SPAN 
30  REM T1=TIME INCREMENT 
. 55    REM Nl=N/2 
100  DIM F(260), G(260), S(130), A(90) 
C 105  PRINT "C0DE: 0=NEW C0ND.; 1=RUN, DISPL INPUT;" 
'• 106  PRINT "2=RUN, PRINT; 3=RUN, N0 PRINT; ^=ST0P" 
110 PRINT 
111 PRINT "N MUST BE A P0WER 0F TW0. 
112 PRINT "MAX. ALL0WED" 
115 PRINT "N, R^t 0, L^ = " 
120  INPUT N, R^, 0,   Lb 
125  PRINT "G0DE = " 
130  INPUT D 
133  IF D=0 THEN 115 
135  IF D<4 THEN 155 
140  G0T0 9000 
155 F0R J=0 T0 N/2 
156 S(J) =0 
15? NEXT J 
160  Y = 1 
165  F0R 1=1 T0 Rk- 
170  Y = Y/10 
180 NEXT I 
190  T = N*Y*0 
200  PI = 3.1^15927 
210  P = (2*Pl)/N 
220  Tl = T/N 
230  T2 = P/Tl 
2^0  Nl = N/2 
250  T3 = T/(2*P1) 
330  F0R L2=l T0 L4 
*K)0  G0SUB 1000 
4-20  NEXT L2 
^+50  G0T0 125 
1000  REM SUBROUTINE F0RsSAMPLING THE SIGNAL 
1010  UDEF INI(N), PLY(N), DLY(N), DIS(S,E,N,X) 
1020  UDEF SAM(C,N,P,T), CLK(R,0,S), CLW(N), ADC(N) 
1030  UDEF GET(M,L), PUT(M.L), DRI(N), DR0(M,N) 
10*K)  USE A      ^~~ 
10^5  D3 = 1 
1050  F0R J=0 TO N 
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< 
n. 
1060 
1065 
1070 
1080 
1090 
O00 
1105 
1106 
110? 
1114 
1116 
*1118 
1120 
1130 
1140 
1150 
1200 
1210 
1220 
1230 
1231 
1240 
1250 
1252 
1256 
1260 
1261 
1262 
1263 
1264 
1266 
1268 
1269 
1270 
1310 
1315 
1320 
1325 
1330 
1350 
1400 
4000 
4005 
4010 
4015 
4016 
4017 
0=YES|   1=N0' 
F(J) = 0 
G(J) = 0  ' 
NEXT J 
W = INI(O) 
X = DIS(1,N,1,0) 
Y = SAM(0,1,N,0) 
Z = CLK(R4,0,O) 
IF D<>1 THEN 1118 
W = DIS(1,N,1,1) 
PRINT "TYPE DATA? 
INPUT D3 
Q = 0 
F0R J=l T0 N 
U = GET (0,J) 
IF U<2047 THEN 1200 
U = U - 4096 
F.(J) = U 
Q = Q + F(J) 
NEXT J 
Q = Q/N 
PRINT 
F0R J=l T0 N 
F(J) = F(J) - Q 
IF D3*»0 THEN 1260 
PRINT J, F(J) 
NEXT J 
REM**  HANNING WIND0W  ** 
Q2 = INT£N/10) 
F0R J=0 T0 Q2 
Al = 0.5*(1 - (C0S((P1*J)/Q2)) 
F(J+1) = F(J+1)*A1 
F(N-J) = F(N-J)*A1 
NEXT J 
G0SUB 4000 
F0R J=l T0 Nl 
F(J) = SQR(F(j)t2 + G(J)t2) 
S(J) = S(J) + F(J) 
NEXT -J 
IF L2<L4 THEN 1400 
G0SUB 4600 
RETURN 
REM 
REM 
REM 
REM 
REM 
REM 
FFT SUBR0UTINE USING TIME DEC0MP0SITI0N 
AND INPUT BIT REVERSAL - FR0M STEARNS, 
"DIGITAL SIGNAL ANALYSIS/', P.266. 
CALCULATI0NS ARE IN PLACEt 0UTPUT REPLACES 
INPUT.  NUMBER 0F P0INTS MUST BE A P0WER 0F 
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4020 REM  BIT REVERSAL LOOP 
4025 Ml = 0 
4030 F0R M=l T0 N-l 
4035 L=N 
4040 L = L/2      x 
4045 IF (Ml+L)>(N-l) THEN 4040 .yfc 
4065 Ml = Ml - INT(M1/L)*L + L    . 
4070 IF MK=MTHEN 4l40 
4080 El = F(M+1) 
4090 F(M+1) = F(M1+1) 
4100 F(M1+1) = El 
4110 E2 = G(M1+1)  f i- 
4120 G(M+1) = G(M1+D 
4130 G(M1+1) = E2 
4140 NEXT M 
4145 REM END 0F BIT REVERSAL:  START FFT 
4150 L = 1 
4160 IF L>=N THEN 4350 
4170 SI = 2*L 
4180 S2 = L 
4190 F0R M=l T0 L 
4200 Al = Pl*(l-M)/S2 
4210 Wl = C0S(A1) 
4220 W2 = SIN(Al) 
4230 F0R I=M T0 N STEP SI 
4240 12 = I + L 
4250 El = W1*F(I2) - W2*G(I2) 
4260 E2 = W1*G(I2) + W2*f(I2) 
4270 F(I2) = F(I) - El 
4280 G(I2) = G(I) - E2 
4290 F(I) = F(I) + El 
4300 G(I) = G(I) + E2 
4310 NEXT I 
4320 NEXT M 
4330 L = SI 
4340 G0T0 4160 
4350 RETURN • ■ ... 
4590 REM 
4600 REM 
4601 REM  0UTPUT SUBR0UTINE 
4605 D4 = 0 
4615 F0R K=l T0 Nl 
4620 S(K) = T1*(S(K)/L4) 
4625 NEXT K 
4650 G6 = S(2) 
4635 F0R K=3 T0 Nl 
4640 IF S(K)>G6 THEN 4650 
4645 G6 = S(-It) . 
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/ 
"I 
4650 NEXT K t 
4655 Rl = 0 c ■        <  \( 
4660 IF G6>10 THEN 4700 
4665* IF G6*l THEN 4755 
4670 Rl = Rl + 1 
4675 F0R K=l T0 Nl . 
4680 S(K) = S(K)*10 * 
4685 NEXT K       \ 
4690 G6 = G6*10 
4695 G0T0 4660 
4700 Rl = Rl - 1 
4705 F0R K=l T0 Nl \ 
4710 S(K) = S(K)/10^ . "  ■ 
4715 NEXT K /' 
4720 G6 = G6/10    > 
4730 G0T0 46160 
4755 F0R K=2 T0 Nl 
4760 G(K) = O.4343*L0G(S(K)) 
4765 NEXT K 
4767 G(l) =0.00 
4770 IF D=3 THEN 4810 -     "V 
4780 PRINT "SCALE FACT0R = ", Rl, 
4781 PRINT "REAL MAG = PRINTED MAG*(10 -Rl)" 
4785 PRINT "FREQ STEP", "FREQUENCY", "LIN MAG", "L0G MAG" 
4795 F0R K=l T.0 Nl 
4800 PRINT K, T2*K/<2*P1), S(K), G(K) 
4805 NEXT K 
4807 IF D4=3 THEN 4886 
4810 G4 = 1.25*S(1) 
4812 II = 0 
4815 F0R K=l T0 Nl 
4820 IF S(K)<G4 THEN 4830 
4825 G4 = 1.25*S(K) 
4827 II = K 
4830 NEXT K 
4835 G6 = 1.25*O.4343*L0G(G4/1.25) 
4840 Z = INI(O) 
4845 F0R K=l T0 Nl 
4850 Y = S(K)/G4 
4855 X = PLY(Y) 
4860 NEXT K r 
4865 F0R K=l T0 Nl       f f 
4870 Y = G(K)/G6 
4875 X = PLY(Y) 
4880 NEXT K 
4881 IF D«c>3 THEN 4886 
4885 PRINT "MAX =",G4/(1.25*(101R1)),"AT F=",T2*Il/(2*Pl) 
4886 PRINT 
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\ 
48TO PRINT   "PL0T  C0DE:      0=LIN;     1=L0G; 
4-89} PRINT   "3=PRINT DATA;     4-=N0NE" 
4-895 ! "PL0T  C0DE  =   " 
4-900 INPUT D4- 
4-905 IF D4-=0 THEN 4930 
4-910 IF D4-=l THEN 1*950 
4-915 IF D4-=2 THEN 4-970 ' 
4-917 IF D4-=3 THEN 4-780 -v- 
4-920 GOTO 5500 ■ 
4-930 V = DIS(1,N1,1,1) 
4-94-0 G0T0 4-895 
4-950 V = DIS(N1,N,1»D 
4-960 G0T0 4-895 
4-970 V = DIS(1,N,1,1) 
4-980 G0T0 4-895 . * 
5500 RETURN   '• }f 
9000 ST0P 
9100 END 
2=B0TH" 
} 
V 
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NOMENCLATURE 
d spacing between tripping elements 
i fi   . 
k roughness height 
L cavity length 
N number of data:vsamples 
PRTiS root-mean-square of pressure fluctuation 
(PKh^) maximum amplitude of RMS of pressure fluctuation 
Re^ Reynolds number, Uk/^> 
Rewt Reynolds number, % U £"/i) 
Re'g Reynolds number, U0O/^ 
t time 
T sampling interval 
U velocity 
W defined in equation 8 
Cartesian coordinate in direction downstream x 
of separation corner 
y      Cartesian coordinate in direction normal to 
separation corner 
£*     displacement thickness 
80     momentum thipkness 
i) kinematic viscosity 
0> .   angular frequency 
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