Abstract-With the increasing energy cost in data centers, an energy efficient approach to provide data intensive services in the cloud is highly in demand. This paper solves the energy cost reduction problem of data centers by formulating an energyaware replica selection problem in order to guide the distribution of workload among data centers. The current popular centralized replica selection approaches address such problem but they lack scalability and are vulnerable to a crash of the central coordinator. Also, they do not take total data center energy cost as the primary optimization target. We propose a simple decentralized replica selection system implemented with two distributed optimization algorithms (consensus-based distributed projected subgradient method and Lagrangian dual decomposition method) to work with clients as a decentralized coordinator. We also compare our energy-aware replica selection approach with the replica selection where a round-robin algorithm is implemented. A prototype of the decentralized replica selection system is designed and developed to collect energy consumption information of data centers. The results show that the total energy cost can be effectively reduced by using our decentralized replica selection system comparing with a round-robin method. It also has low calculation and communication overhead and can be easily adapted to the real world cloud environment.
I. INTRODUCTION
In the cloud, some services are replicated in geographically different data centers. If the clients want to use such services, they need to specify one or more data centers to connect with. The problem of how to choose from those data centers is called replica selection. The way in which replicas are selected for client requests is important because choosing the right replicas clients can help users achieve the optimal performance, such as minimal latency, the least packet loss, or maximal available bandwidth. Also, the service providers can benefit from more balanced load among different replicas to minimize the operating cost.
Since energy consumption has comprised a significant part of the costs in data centers [1], energy cost reduction becomes an essential way to reduce and minimize the operating cost of data centers. The electricity price is one of the factors affecting this cost in data centers. It varies with different locations and times in a day. Therefore, an energy-aware replica selection system considering real time electricity price is highly demanded by cloud service providers in order to reduce the total energy cost.
A replica selection system with distributed architecture is better than the centralized setup in terms of reliability and scalability. Centralized architecture, such as MapReduce [2] , implements a centralized coordinator to handle and distribute all the tasks. However, its scalability issue causes bottlenecks in handling a large amount of client requests. Also it is not reliable because of the single point failure problem. Decentralized coordinator architecture performs much better in terms of scalability and reliability [3] . However, previous work on designing decentralized replica selection systems have not considered total system energy cost as the primary optimization target.
In this work, we propose an energy-aware decentralized replica selection system for data-intensive applications in the cloud. It can reduce the total energy cost by distributing the data-intensive workload among all the data centers. An energy consumption model for data centers is built to indicate the relationship between workload and energy consumption for data-intensive applications. This model does not involve the cooling energy consumption because cooling system varies among different data centers. We adapt the Lagrangian dual decomposition method (LDDM) to our replica selection system to solve this global optimization problem in parallel. We compare both performance and total energy cost of our approach with those of consensus-based distributed projected subgradient method (CDPSM) [4] and baseline round-robin replica selection method.
II. METHODOLOGY
Some important notations in this section are summarized in Table I . They are mapped to the system architecture in Fig. 1 . 
A. Energy Consumption Model for Data Center
In order to minimize the energy cost of data-intensive applications in the cloud, we build a correlation between energy consumption and the requests from clients. We consider the power consumption in the data center coming from two major parts: the server nodes, and the network infrastructure. Since data-intensive applications in the cloud are mainly disk intensive (e.g. video streaming and sharing), we make the assumption that there is a linear relationship between the workload and the energy consumption of a server in the cloud [5] . The relationship between the energy consumption of the network infrastructure(such as routers and switches) and workload is determined by the technologies used in designing the hardware. For the equipments which use Dynamic Voltage Scaling (DVS) [6] as the energy reduction approach at architecture level, the relationship between traffic load and energy consumption can be modeled as cubic. For instance, Ethernet interface cards applying DVS and DFS (Dynamic Frequency Scaling), have been proved to support this relationship [7] . Therefore, we can get a weighted combination of linear (for servers) and cubic (for network devices) relationship between energy consumption and network traffic load in our model. The total energy consumption of all the replicas can be modeled as:
where α and β are weight scalars. The goal of our problem is to minimize E g for the clients' requests to the data centers. The global optimization problem can be formulated as:
where
3 ) is the energy consumption in replica n, f n (P ) is the bandwidth capacity constraint of replica n, h c (P ) is the request constraint of client c. The problem turns out to be a cubic objective function with several linear equality and inequality constraints.
B. Decentralized Replica Selection System
The decentralized replica selection system is built on the infrastructure of data centers without any additional devices. The architecture is shown in Fig. 1 . In the system, each replica keeps listening to the clients' requests. Once the requests to the replica selection system are received, these replicas will start to cooperate with each other to solve the global optimization problem. We investigate two distributed algorithms to solve the global optimization problem in parallel.
1) Consensus-based Distributed Projected Subgradient Method (CDPSM):
This method is originally proposed to solve constrained optimization problems in multi-agents networks [8] . In our paper, we adapt this method to our decentralized replica selection system. The objective function E g in our replica selection problem is the sum of functions which are local objective functions for replicas in the form of E g = n E n . Each replica works on solving its own local optimization problem E n which is subject to the local constraints p cn ∈ P n , where P n is a subset of the constraint sets that have local variables of replica n . The optimization problem in replica n can be formulated as:
The consensus mechanism can combine solution of subproblems to form the global optimization solution. Given p cn is the solution to the global optimization problem, each replica n starts by estimating {p cn | c ∈ C n ∈ N } n ∈ P n and updating its solution p cn iteratively by cooperating with other replicas. The consensus and projection procedure for iteratively estimating can be denoted by the following equation:
where a j n are the weights of all the replicas, d k > 0 is the step size, and g n (k) is the subgradient on its local objective function E n .
2) Lagrangian Dual Decomposition Method (LDDM):
Since there are dependencies in the global variables among replicas, we need to decouple them in order to solve the problem in parallel. LDDM provides us with a way to solve such problem. Given the original problem (2), we can formulate the Lagrangian dual problem from the global optimization problem as: Fig. 2 shows the comparison of simulated convergence rates of these two methods. We do the simulation work with three replicas using MatLab. For solving the same optimization problem, the CDPSM converges slower than the LDDM. So theoretically, for our energy-aware replica selection problem, the LDDM is expected to have higher performance. 
III. EXPERIMENT RESULTS
The model parameters used in the experiments in this section are defined in Table II . We also set the value of scalars a n ,α n , and β n in Table I to be 1. In our experiments, we use two types of data-intensive applications: the video streaming and the distributed file service, running on a power-aware HPC cluster 'SystemG' [9] at Virginia Tech. The size per request is different for these two applications. We set the size per request for the video streaming is approximately 100 MBytes and for the distributed file service it is approximately 10 MBytes. The power consumption cost results are shown in Fig. 3 4 5 6 . Our proposed system provides a decentralized architecture to solve the energy-aware replica selection problem for dataintensive applications in the cloud. It considers both total energy cost of the entire cloud and bandwidth capacity for each replica when forming the system-wide energy model. The performance of our prototype system proves that it is highly applicable to process different types of data-intensive applications. In the best case scenario, the total energy cost using LDDM can be reduced by 17.8% comparing with a round-robin method and 15.3% comparing with CDPSM. In future, we plan to further improve LDDM algorithm used by our proposed system in order to achieve better performance and lower total energy cost.
