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Abstract
We consider Volterra type processes which are Gaussian processes admitting representation
as a Volterra type stochastic integral with respect to the standard Brownian motion, for in-
stance the fractional Brownian motion. Gaussian processes can be represented as a limit of
a sequence of processes in the associated reproducing kernel Hilbert space and as a special
case of this representation, we derive Karhunen–Lo4eve expansions for Volterra type processes.
In particular, a wavelet decomposition for the fractional Brownian motion is obtained. We also
consider a Skorohod type stochastic integral with respect to a Volterra type process and using the
Karhunen–Lo4eve expansions we show how it can be approximated. Finally, we apply the results
to estimation of drift parameters in stochastic models driven by Volterra type processes using
a Girsanov transformation and we prove consistency, the rate of convergence and asymptotic
normality of the derived maximum likelihood estimators.
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1. Introduction
Gaussian processes admitting representation as a Volterra type stochastic integral with
respect to the standard Brownian motion such as the fractional Brownian
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motion are used in several Aelds including telecommunications, subsurface hydrology
and mathematical Anance. An important problem in such areas is to estimate the param-
eters within a given family of models, for example in a stochastic diBerential equation
driven by the fractional Brownian motion. In this paper, we will consider the fractional
Brownian motion and related processes. Since the fractional Brownian motion is quite
complicated, one generally tries to And an approximation which is easier to handle.
DiBerent approximations have been studied in the literature. In Comte (1996), and
Comte and Renault (1996), Gaussian processes of the form:
Xt =
∫ t
0
a(t − s) dBs; (1)
where {Bt : t¿ 0} is standard Brownian motion are studied. In particular the authors
show how to estimate parameters in some special cases when a(·) depend on an un-
known parameter.
A natural tool when studying approximations is to use wavelets. We can represent
the process in a wavelet basis, { j;k}, as a Mercer-type representation:
Xt =
∑
j; k
 j;k(t)
j;k ; (2)
where the wavelet coeFcients {
j;k} is a sequence of Gaussian variables (see Abry
et al. (2000) and the references therein). The correlations between the wavelet co-
eFcients depend on the number of vanishing moments of the wavelet used. Ideal
would be to have independent coeFcients. In Meyer et al. (1999), the authors obtain a
wavelet decomposition for the fractional Brownian motion using a generalization of the
midpoint displacement technique. They show that it has the representation
BH(t) =
∑
k
SkHk (t) +
∑
j; k

j;kHj; k(t); (3)
where convergence holds almost surely uniformly on compact intervals, {Sk} is a frac-
tional ARIMA process and {
j;k} is a sequence of i.i.d. N (0; 1) random variables and
independent of {Sk}. The sequence {Hk ; Hj; k} is constructed from a suitable wavelet
basis, for instance the Meyer wavelets with vanishing moments of all orders. As we
shall see in Section 3.1, representation (3) can be derived as a special case of a
more general representation. Let us also mention the work by Carmona et al. (2000),
Decreusefond and IUstIunel (1999) and Norros et al. (1999a), on further approximations
and problems concerning simulation of the fractional Brownian motion.
In this paper, we study centered Gaussian processes X = {Xt : t ∈T}, where T is an
index set, admitting a representation of the form:
Xt =
∫
T
V (t; r) dBr; t ∈T; (4)
where {Bt : t ∈T} denotes standard Brownian motion and V is a kernel satisfying some
conditions (see Section 2). The conditions are such that X has a continuous version
and includes the fractional Brownian motion.
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We will throughout the paper use the following representation of Gaussian processes:
Xt =
∑
j
j(t)
j; t ∈T; (5)
where {
j: j = 1; 2; : : :} is a sequence of i.i.d. N (0; 1) random variables and {j:
j=1; 2; : : :} is an orthonormal basis in the reproducing kernel Hilbert space associated
with X . If T is compact and X is a.s. continuous the sum converges a.s. uniformly.
To get an explicit representation (5), we need to And an orthonormal basis in the
reproducing kernel Hilbert space. For processes of form (4) this is not diFcult since,
as we will see, the reproducing kernel Hilbert space is the image of L2(T ) under the
integral transform V :
(Vf)(t) =
∫
T
V (t; s)f(s) ds; f∈L2(T );
equipped with the inner product,
〈Vf; Vg〉V (L2(T )) = 〈f; g〉L2(T ):
An orthonormal basis for the reproducing kernel Hilbert space is then obtained from
an orthonormal basis in L2(T ) by applying the integral transform V on each basis
function. That is, if { j: j = 1; 2; : : :} is an orthonormal basis in L2(T ) then {j: j =
1; 2; : : :}, where j=V j, is an orthonormal basis in V (L2(T )). It should be noted that
representation (5) can also be useful for simulations.
Furthermore, we introduce a Skorohod type stochastic integral with respect to a
Volterra type process by extending the stochastic integral for fractional Brownian mo-
tion introduced by Decreusefond and IUstIunel (1999). The integral is deAned as X (Vu)
where u= {u(t; !): t ∈T; !∈} satisAes suitable conditions and X is the divergence
operator associated with the Gaussian process X . Using expansion (5), we And an
approximation for this stochastic integral.
Using a Girsanov transformation, we derive a maximum likelihood estimator of the
drift parameter  in models of the type
Y (t; !) = A(t; !) + X (t; !);
where A(·) is a suFciently smooth drift function and {Xt; t ∈T} is a Volterra type
process. We prove strong consistency, the rate of convergence and asymptotic normality
of the estimator. Our results extend previous work by Norros et al. (1999b) who studied
the case where A(t) = t for the fractional Brownian motion. We can also derive an
estimator for the mean-reverting parameter in an Ornstein–Uhlenbeck type process
Y (t) = 
∫ t
0
Ys ds+ X (t):
This problem is also studied in the preprint by Kleptsyna and Le Breton (2001) for
the fractional Brownian motion. There the authors also obtain the asymptotic bias and
the asymptotic mean square error of the estimator using Laplace transforms. We show
how their estimator can be obtained via the approach taken in this paper.
The paper is organized as follows. In Section 2, we give some preliminaries on
fractional calculus, deAne Volterra type processes and introduce the reproducing kernel
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Hilbert space associated with a Gaussian process. In Section 3, we state the general rep-
resentation (5) for Volterra type processes (processes of form (4)) and obtain as special
cases, the Karhunen–Lo4eve expansion for the standard Brownian motion and a wavelet
representation (3) for the fractional Brownian motion. In Section 4, we introduce a
Skorohod type stochastic integral with respect to a Volterra type process. We also give
approximations of these integrals for deterministic as well as stochastic integrands. In
Section 5, we apply the results to parameter estimation using a Girsanov transforma-
tion. Examples included is the estimation of a fractional Brownian motion with linear
drift and estimation of the mean-reverting parameter in an Ornstein–Uhlenbeck type
process driven by a fractional Brownian motion. We also prove consistency, the law
of the iterated logarithm and asymptotic normality of the derived estimators.
2. Preliminaries and denitions
We begin by reviewing some results on fractional calculus to be used later in the
paper. The main reference on fractional calculus is the book by Samko et al. (1987).
The deAnition of the fractional integral on an interval that we will use is the Liouville
fractional integral and is given by:
Denition 1. For f∈L1([a; b]) and ¿ 0, the integrals
(I a+f)(t),
1
!()
∫ t
a
(t − s)−1f(s) ds; t¿ a; (6)
(I b−f)(t),
1
!()
∫ b
t
(s− t)−1f(s) ds; t6 b; (7)
are called the right- and left fractional integrals of order , respectively.
One can also deAne fractional diBerentiation as follows.
Denition 2. For functions f given in the interval [a; b], the left-handed and right-
handed fractional derivative of order ¿ 0, is deAned by
(Da+f)(t),
(
d
dt
)[]+1
I 1−{}a+ f(t);
(Db−f)(t),
(
− d
dt
)[]+1
I 1−{}b− f(t);
respectively where [] denotes the integer part of  and {}= − [].
The connection between fractional integration and diBerentiation is given by the
following theorem (see Samko et al. (1987), Theorem 2.4, p. 44).
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Theorem 3. For ¿ 0 we have
Da+ I

a+f = f for f∈L1([a; b]); (8)
I a+D

a+f = f for f∈ I a+(L1([a; b])): (9)
Because of this theorem we will sometimes write, I−a+ for D

a+ . By Corollary 2 on
p. 46 in Samko et al. (1987), we have the following integration by parts formula:∫ b
a
f(t)(Da+g)(t) dt =
∫ b
a
g(t)(Db−f)(t) dt (10)
for 0¡¡ 1 and f∈ I b−(Lp); g∈ I a+(Lq); 1=p+ 1=q6 1 + .
We can similarly deAne fractional integration and diBerentiation on the real line by
analogous expressions:
(I +f)(t),
1
!()
∫ t
−∞
(t − s)−1f(s) ds; t ∈R; (11)
(I −f)(t),
1
!()
∫ ∞
t
(s− t)−1f(s) ds; t ∈R: (12)
We refer to Samko et al. (1987, Chapter 2) for further details.
2.1. Gaussian processes of Volterra type
Let us denote by T an index set which will be a compact interval or the whole
of R. We will often use the unit interval and therefore we introduce the notation
I = [0; 1] ⊂ R. We may think of t ∈T as time. Consider a deterministic function
V : T × T → [0;∞) satisfying the following hypothesis:
Hypothesis 4.
(H1) V (0; s) = 0 for all s∈T and V (t; s) = 0 for s¿ t:
(H2) There are constants C; ¿ 0 such that for all s; t ∈T∫
T
(V (t; r)− V (s; r))2 dr6C|t − s|:
(H3) V is injective as a transformation of functions in L2(T ):
(Vf)(t) =
∫
T
V (t; s)f(s) ds; f∈L2(T ):
Let (;A;P) be a probability space and B= {Bt : t ∈T} denote the standard Brow-
nian motion. If T = R the standard Brownian motion is two independent Brownian
motions starting at t = 0 running in opposite time directions. Let X = {Xt : t ∈T} be
the process deAned by
Xt =
∫
T
V (t; s) dBs; t ∈T: (13)
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Since (H2) implies that V (t; ·)∈L2(T ) for each t ∈T , the process X is well deAned.
Clearly, X is Gaussian and has covariance function
((t; s) = E(XtXs) =
∫
T
V (t; r)V (s; r) dr: (14)
Assumption (H2) guarantees the existence of a HIolder continuous modiAcation of
the process X . Indeed, for each p¿ 1 there is a constant Cp such that for each t; s∈T
E(|Xt − Xs|p) = E
(∣∣∣∣
∫
T
V (t; r) dBr −
∫
T
V (s; r) dBr
∣∣∣∣
p)
6
(
E
∣∣∣∣
∫
T
V (t; r) dBr −
∫
T
V (s; r) dBr
∣∣∣∣
2
)p=2
6Cp
(∫
T
(V (t; r)− V (s; r))2 dr
)p=2
6Cp|t − s|p=26Cp|t − s|1+;
for some ¿ 0 and p¿ 2=. Hence, Kolmogorov’s condition is satisAed so X has
a modiAcation with sample paths which are HIolder continuous of index ) for every
)¡=2. We also note that the image of L2(T ) under the integral transform in (H3)
consists of continuous functions. Clearly, by (H2) and the Cauchy–Schwartz inequal-
ity the function (Vf)(t), f∈L2(T ) is continuous. We also remark that by (H1) X is
adapted to the natural Altration generated by B. Finally, note that a suFcient condi-
tion for the operator V in (H3) to be injective is that V (t; s)¿ 0 for Lebesgue a.e.
t ¿ s. Indeed, put *(t) =f(t)− g(t), suppose that (V*)(t) = 0 for every t ∈T and let
t0 ¡t1 ∈T . Then it follows that∫ t
t0
V (t1; s)*(s) ds=−
∫ t1
t
V (t1; s)*(s) ds for every t06 t6 t1:
If we diBerentiate the left- and the right-hand side with respect to t then, V (t1; t)*(t)=
−V (t1; t)*(t) for every t06 t6 t1 which implies *(t) = 0 for every t06 t6 t1 where
V (t1; t)¿ 0. Since t0; t1 was arbitrary *(t) = 0 for Lebesgue a.e. t ∈T .
Hypothesis 4 enables the following setup which we will use throughout the paper. Let
V : T × T → [0;∞) satisfy Hypothesis 4. We take =C(T ), the space of continuous
functions, equipped with the Borel +-Aeld A. The canonical process X ={Xt : t ∈T} is
deAned by Xt(!)=!(t) and the probability measure P on (;A) is the unique measure
such that X is centered Gaussian with covariance given by (14). Then representation
(13) holds in law. We denote by {FXt : t ∈T} the natural Altration generated by X .
Denition 5. A centered Gaussian process X = {Xt : t ∈T} with covariance (14) and
kernel V satisfying Hypothesis 4 is called a Volterra type process.
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The following are our primary examples.
Example 6 (Brownian motion). Let T = I and
V (t; s) = 1[0; t](s):
Then V satisAes Hypothesis 4 and X is the standard Brownian motion with covariance
function ((t; s)= t ∧ s. We will denote standard Brownian motion by {Bt : t ∈T}. Note
that, as an integral operator acting on functions in L2(T ), V is simply the integration
operator:
(Vf)(t) =
∫
T
V (t; s)f(s) ds=
∫ t
0
f(s) ds= (I 10+f)(t):
Example 7 (Ornstein–Uhlenbeck process). Let T = I and
V (t; s) = e(t−s)1[0; t](s):
Then V satisAes Hypothesis 4 and X is the Ornstein–Uhlenbeck process. That is, the
solution to the stochastic diBerential equation
dXt = Xt dt + dBt; X0 = 0:
This can easily be veriAed using Itoˆ’s formula.
Example 8 (Fractional Brownian motion). For H ∈ (0; 1), let T = I and V (t; s)=
KH (t; s) where
KH (t; s),
1√
VH!(H+1=2)
(t−s)H−1=21 F2
(
H−1
2
;
1
2
−H;H+1
2
; 1− t
s
)
1[0; t)(s)
with 1F2 the Gauss hypergeometric function and
VH ,
!(2− 2H) cos(0H)
0H (1− 2H) (15)
a normalizing constant which makes Var[X (1)] = 1. Then V satisAes Hypothesis 4
and X is called the fractional Brownian motion with index H (see Decreusefond and
IUstIunel (1999)). Note that, as an integral operator acting on functions in L2(I), V is
the operator:
(Vf)(t) =
∫
I
V (t; s)f(s) ds=
∫ t
0
KH (t; s)f(s) ds= (KHf)(t);
which is an isomorphism from L2(I) onto IH+1=20+ (L
2(I)) and (see Samko et al. (1987),
p. 187)
√
VHKHf =
{
I 2H0+ t
1=2−H I 1=2−H0+ t
H−1=2f for H6 1=2;
I 10+ t
H−1=2IH−1=20+ t
1=2−Hf for H¿ 1=2:
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The fBm has stationary increments and covariance function
((t; s) = E(XtXs) =
1
2
(t2H + s2H − |t − s|2H ):
We will denote fBm by {BHt : t ∈ I}. One of the most important properties of the fBm
is self-similarity in the sense that for any c¿ 0,
{BH(ct): t ∈ I} d= {cHBH(t): t ∈ I}:
This property allows us to give a representation of fBm on any interval. In fact, the
representation
BHt =
∫ t
0
KH (t; u) dBu
holds for any t¿ 0. Indeed, since KH (t; u)=TH−1=2KH (t=T; u=T ) for any 06 u6 t6T
we get for any 06 s6 t
E
(∫ t
0
KH (t; u) dBu
∫ s
0
KH (s; v) dBv
)
=
∫ s
0
KH (t; u)KH (s; u) du
=
∫ s=t
0
t2H−1KH (1; w)KH (s=t; w)t dw
= t2H
1
2
(12H + (s=t)2H − |1− s=t|2H )
=
1
2
(t2H + s2H − |t − s|2H )
which is the covariance function of the fBm.
One can also deAne the fractional Brownian on the whole real line in another way.
This moving average representation is often used in the literature. For H ∈ (0; 1) let
MH (t; s) =
1
C1(H)
((t − s)H−1=2+ − (−s)H−1=2+ ); s; t ∈R;
where u+ = max(0; u) and
C1(H) =
{∫ ∞
0
((1 + s)H−1=2 − sH−1=2)2 ds+ 1
2H
}1=2
:
Then X is the fractional Brownian motion (see Samorodnitsky and Taqqu (1994),
p. 321). This function can be expressed in terms of the Marchaud fractional derivative
D (see Pipiras and Taqqu (2000); Samko et al. (1987)) for H ¡ 1=2
MH (t; s) =
!(H + 1=2)
C1(H)
(D−(H−1=2)− 1[0; t))(s) (16)
and for H ¿ 1=2 as
MH (t; s) =
!(H + 1=2)
C1(H)
(IH+1=2− 1[0; t))(s): (17)
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Note that, as an integral operator acting on functions in L2(R), MH can be written as
(MHf)(t) =
1
C1(H)
∫ ∞
−∞
((t − s)H−1=2+ − (−s)H−1=2+ )f(s) ds
or in terms of the fractional integration operator in (11):
(MHf)(t) =
!(H + 1=2)
C1(H)
(IH+1=2+ f)(t)−
!(H + 1=2)
C1(H)
(IH+1=2+ f)(0):
It should be noted that for t ¡ 0, MH is not a Volterra type operator since (H1) is not
satisAed.
Since the kernel of the fractional Brownian motion is fairly complicated, one some-
times modiAes it to simplify computations. One such modiAcation is given in the next
example where we simply remove the Gauss hypergeometric function (and its singu-
larity at zero). This process is sometimes referred to as fractional Brownian motion of
type II, fBm(II).
Example 9 (Fractional Brownian motion of type II). For H ∈ (0; 1), let T = I and
V (t; s)= JH (t; s) where
JH (t; s),
1
!(H + 1=2)
(t − s)H−1=21[0; t)(s):
Then V satisAes Hypothesis 4 and X is fractional Brownian motion of type II (see
Feyel and la Paradelle (1999)). It is convenient to use the parameterization =H+1=2
when working with fBm(II). The fBm(II) has non-stationary increments and covariance
function
((t; s) = E(XtXs) =
1
!()2
∫ t∧s
0
(t − r)−1(s− r)−1 dr:
We will denote fBm(II) by {WHt : t ∈ I}. Note that, as an integral operator acting on
functions in L2(I), V is the Liouville fractional integration operator:
(Vf)(t) =
∫
I
V (t; s)f(s) ds=
∫ t
0
JH (t; s)f(s) ds= (I 0+f)(t):
Example 10 (Multifractal Brownian motion). Let T=R, H ∈Cr(R; (0; 1)) with supt∈T
H (t)¡r and put
V (t; s) =MH (t)(t; s) =
1
C1(H (t))
((t − s)H (t)−1=2+ − (−s)H (t)−1=2+ ); s; t ∈R:
Then V satisAes Hypothesis 4 for t ¿ 0. For t ¡ 0 it does not satisfy (H1). The process
X is then the multifractal Brownian motion of Benassi et al. (1997). In Benassi et al.
(1997), the multifractal Brownian motion is introduced through a spectral representation
as
BH (t)(t) =
∫ ∞
−∞
eit
 − 1
|
|H (t)+1=2 Mˆ (d
);
where Mˆ is a complex Gaussian random measure. Let us show that the two deAnitions
gives the same process in law. Writing MH (t)(t; s) as in (16) or (17) if H (t)¿ 1=2 or
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H (t)¡ 1=2 (or 1[0; t)(s) if H = 1=2) we see that by Proposition 3.3 (3) in Pipiras and
Taqqu (2000) the Fourier transform of MH (t)(t; ·) equals
MˆH (t)(t; 
) =F{MH (t)(t; ·)}(
) = e
it
 − 1
(i
)|
|H (t)−1=2 :
By Proposition 7.2.7 in Samorodnitsky and Taqqu (1994) it follows that the process
Y = {Y (t): t ∈R} deAned by
Y (t) =
∫ ∞
−∞
eit
 − 1
(i
)|
|H (t)−1=2 Mˆ (d
)
has the same distribution as X and since the covariance functions of Y and BH (·)
coincides we also have Y d=BH (·). Thus X d=BH (·) which is the multifractal Brownian
motion of Benassi et al. (1997).
2.2. The reproducing kernel Hilbert space
The general deAnition of a reproducing kernel is
Denition 11. A function ( deAned on T × T is said to be a reproducing kernel for
the Hilbert space H of functions on T if
(1) ((t; ·)∈H for each t ∈T ,
(2) 〈G; ((t; ·)〉H = G(t), for each G ∈H.
For Gaussian processes we can construct the reproducing kernel Hilbert space with
reproducing kernel ((t; s) = E[XtXs] as follows. Let H be the closure in L2() of
the space spanned by {Xt : t ∈T} equipped with the inner product 〈
; 8〉H = E(
8),
for 
; 8∈H . The reproducing kernel Hilbert space H associated with X is the space
R(H) = {R(
): 
∈H} where for any 
∈H , R(
) is the function R(
)(t) = 〈
; Xt〉H =
E(
Xt). H has inner product 〈F;G〉H = 〈R−1F; R−1G〉H . Since ((s; ·) = R(Xs), we
clearly have ((s; ·)∈H. Furthermore, (2) is satisAed since for 
∈H , 〈R(
); ((s; ·)〉H=
E (
Xs) = R(
)(s). For more details on reproducing kernel Hilbert spaces we refer to
Grenander (1981) or Janson (1997).
For Volterra type processes we have expression (14) of the covariance function.
Then the reproducing kernel Hilbert space can also be represented as the image of
L2(T ) under the integral transform V , H=V (L2(T )) equipped with the inner product,
〈F;G〉H= 〈V−1F; V−1G〉L2(T ). Indeed, it is clear that V (L2(T )) is a Hilbert space with
((t; ·)∈V (L2(T )), proving (1) and for any F = Vf we have
〈F; ((t; ·)〉H = 〈f; V (t; ·)〉L2(T ) =
∫
T
V (t; s)f(s) ds= F(t):
which proves (2).
We also note that if K ⊆ T is compact then the embedding H ,→ {F |K : F ∈C(T )}
given by F → F |K is continuous, where F |K denotes the restriction of F to K . Indeed,
since K is compact we have by Hypothesis 4 (H2) that there is a constant C such that
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for each t ∈K , ∫T (V (t; s)2 ds6C. It follows that for each F(t) = ∫T V (t; s)f(s) ds,
sup
t∈K
|F(t)| = sup
t∈K
∣∣∣∣
∫
T
V (t; s)f(s) ds
∣∣∣∣
6 sup
t∈K
(∫
T
|V (t; s)|2 ds
)1=2(∫
T
|f(s)|2 ds
)1=2
6C‖f‖L2(T ) = C‖F‖H:
Finally, by Theorem 3 in Kallianpur (1971) we have that, for compact T , the closure
of H in C(T ) is equal to the support of P.
Example 12 (Brownian motion). For the standard Brownian motion on T = I we saw
that V is just the integration operator. Therefore the reproducing kernel Hilbert space
is simply the Sobolev space W 1;20 of diBerentiable functions, vanishing at zero, with
Arst derivative in L2(T ).
Example 13 (Fractional Brownian motion on I). For the fractional Brownian motion
on T = I we have V =KH . Since KH is an isomorphism from L2(I) onto I
H+1=2
0+ (L
2(I))
the reproducing kernel Hilbert space is IH+1=20+ (L
2(I)) with the inner product 〈F;G〉H=
〈K−1H F; K−1H G〉L2(I).
Example 14 (Fractional Brownian motion on R). For the fractional Brownian motion
on T = R we have the representation Xt =
∫∞
−∞MH (t; s) dBs which is not a Volterra
type representation for t ¡ 0. However, it is easy to check that the same arguments as
in the case of Volterra processes hold to deduce that the reproducing kernel Hilbert
space is the space MH (L2(R)) (see Pipiras and Taqqu (2000)).
Example 15 (Fractional Brownian motion of type II). For V = I 0+ , i.e. in the case of
fractional Brownian motion of type II on T = I , the reproducing kernel Hilbert space
is the space I 0+(L
2(T )) with the inner product 〈F;G〉H = 〈I−0+ F; I−0+ G〉L2(T ). That is,
the fractional Sobolev space W;20 .
Example 16 (Multifractal Brownian motion). As for the Brownian motion on R we
can obtain the reproducing kernel Hilbert space for the mutifractal Brownian motion
as MH (·)(L2(R)). An alternative representation is given in Benassi et al. (1997) as the
set of functions of the form
f’(t) =
∫ ∞
−∞
eit
 − 1
|
|H (t)+1=2 ’ˆ(
) d
; t ∈R;
where ’ˆ is the Fourier transform of ’∈L2(R).
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3. Representation of Volterra type stochastic integrals
In this section, we apply a general representation theorem for Gaussian processes to
Volterra type processes. As examples we obtain the Karhunen–Lo4eve decomposition
and the classical L4evy construction of standard Brownian motion and also a wavelet
representation for the fractional Brownian motion studied in Meyer et al. (1999). In
the Section 5, we will apply this representation in the context of parameter estimation.
The general representation theorem mentioned above is the following, which is proved
in e.g. Janson (1997), Theorem 8.22.
Theorem 17. Suppose that {Xt : t ∈<} is a Gaussian process on some index set < and
{j: j=1; 2; : : :} is a countable orthonormal basis in the associated reproducing kernel
Hilbert space H. Then there exist independent standard normal random variables
{
j: j = 1; 2; : : :} such that for each t ∈<,
Xt =
∞∑
j=1
j(t)
j (18)
with the sum converging in L2() and almost surely.
Conversely, for any sequence {
j: j=1; 2; : : :} of independent standard normal ran-
dom variables, the sum converges almost surely for each t ∈< and de8nes a centered
Gaussian process with the same distribution as {Xt : t ∈<}.
As indicated in Remark 8.24 in Janson (1997) we can prove the following corollary.
Corollary 18. If X is a.s. continuous and T ⊂ < is compact then the sum in (18)
converges almost surely uniformly on T.
Proof. Since X is a.s. continuous, H consist of continuous functions on <. We con-
sider the compact subset T ⊂ <. We have, in particular, that each j(·) restricted to
T is in C(T ) so the partial sums,
Sn(·) =
n∑
j=1
j(·)
j
form a random sequence of elements in C(T ). Now, since T is compact, C(T )∗ ∼=
M (T ), where M (T ) is the space of Anite signed regular Borel measures on T . On <
the function ((t; ·) can be expanded in the basis {j: j = 1; 2; : : :} and we And that
((t; ·) =
∞∑
j=1
j(·)〈j(·); ((t; ·)〉H =
∞∑
j=1
j(·)j(t):
Furthermore, E[Sn(t)2] =
∑n
j=1 j(t)
26
∑∞
j=1 j(t)
2 = ((t; t) and E[X (t)2] = ((t; t).
Since Sn(t) → X (t) in L2() for each t, and ((t; t) is bounded on T , the bounded
convergence theorem implies that for >∈M (T ),∫
T
Sn(t) d>(t)→
∫
T
X (t) d>(t) in L2():
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The statement now follows from the L4evy–Itoˆ–Nisio Theorem (see Ledoux and Tala-
grand (1991), Theorem 2.4).
In our quest for Anding an explicit representation, we are left with the problem
of Anding an orthonormal basis in H. This is however very simple because H=V
(L2(T )). Simply take any orthonormal basis { j: j = 1; 2; : : :} in L2(T ) and apply the
integral transform V on each function. Then {j: j = 1; 2; : : :} with j(·) = (V j)(·),
is an orthonormal basis in V (L2(T )). Indeed,
〈j;k〉V (L2(T )) = 〈V−1j; V−1k〉L2(T ) = 〈 j;  k〉L2(T ) = 0; j = k
and
‖j‖V (L2(T )) = ‖ j‖L2(T ) = 1:
Example 19 (Brownian motion). Let { j: j = 0; 1; : : :} be the orthonormal basis of
L2(I) deAned by
 j(t) =
√
2 cos (t=?j); j¿ 0;
where ?j = 1=0(j + 1=2), j¿ 0. Then the functions
j(t) = (I 10+ j)(t) =
∫ t
0
√
2 cos(r=?j) dr = ?j
√
2 sin (t=?j); j¿ 0
form an orthonormal basis in the reproducing kernel Hilbert space W 1;20 and
Bt =
∞∑
j=0
?j
√
2 sin (t=?j)
j;
where {
j: j = 0; 1; : : :} is a sequence of i.i.d. N (0; 1) random variables. This is the
standard Karhunen–Lo4eve expansion for Brownian motion.
Example 20 (Brownian motion). Let { n: n= 0; 1; : : :} be the Haar basis of L2(I) de-
Aned by
 0(t) = 1[0;1](t);
 n(t) = 2j=2 (2jt − k); n= 2j + k; j¿ 0 and 06 k ¡ 2j:
where  (t) = 1 on [0; 1=2) and  (t) = −1 on [1=2; 1]. Integrating gives us the basis
{n: n= 0; 1; : : :} of the reproducing kernel Hilbert space,
0(t) = t;
n(t) = 2−j=2(2jt − k); n= 2j + k;
where (·) is the primitive of  (·),
(t) = 12max (0; 1− |2t − 1|):
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We obtain the representation
Bt =
∑
n
n(t)
n;
where {
n: n = 0; 1; : : :} is an i.i.d. N (0; 1) sequence. This is a classical construction
of Brownian motion by L4evy (see, e.g. Steele (2001) for a nice exposition).
Remark 21. We see that any orthonormal L2(T )-basis, { j: j = 1; 2; : : :}, yields a
representation of Brownian motion as
Bt =
∑
j
j(t)
j;
where, j(t) =
∫ t
0  (s) ds and {
j}∞1 is a sequence of i.i.d. N (0; 1) random variables.
This is of course a very well known result.
3.1. A wavelet representation of fractional Brownian motion
Consider the fractional Brownian motion on T = R with the kernel MH (t; s). Even
though MH is not of Volterra type for t ¡ 0, it is easy to verify (see Example 14) that
the reproducing kernel Hilbert space is H=MH (L2(R)). Let {*;  } be a wavelet pair
such that {*k;  j;k}, where,
*k(t) = *(t − k) k = 0;±1;±2; : : :
 j;k(t) = 2j=2 (2jt − k); j¿ 0; k = 0;±1;±2; : : :
form a basis in L2(R). For instance, we may take the Meyer wavelets which have
vanishing moments of all orders (see Meyer et al. (1999) and references therein).
Since BH has representation (18) there exists independent sequences {@k} and {
j;k}
of i.i.d. N (0; 1) random variables such that (18) can be written as
BH(t) =
∞∑
k=−∞
(t − k)@k +
∑
j¿0
∞∑
k=−∞
2−jH(2jt − k)
j;k ; (19)
where (t) = (MH*)(t), (t) = (MH )(t) and MH is the integral transform in
Example 8. Indeed, a simple transformation of variables yields
(MH*k)(t) = (MH*)(t − k) = (t − k);
(MH j;k)(t) = 2−jH (MH )(2jt − k) = 2−jH(2jt − k):
By Corollary 18, convergence holds almost surely uniformly on compact intervals.
From this representation of fBm we can, as a special case, derive the wavelet
representation
BH(t) = cH
∞∑
k=−∞
SHk H (t − k) + cH
∑
j¿0
∞∑
k=−∞
2−jHH (2jt − k)
j;k − b0 (20)
given in a paper by Meyer et al. (1999). Here convergence holds uniformly on compact
intervals, {Sk} is a fractional ARIMA process and {
j;k} is a sequence of i.i.d. N (0; 1)
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random variables, independent of {Sk}. The random variable b0 is a correction such
that BH(0) = 0 and the functions H and H are deAned via their Fourier transform
as
ˆH (
) =
(
1− ei

i

)H+1=2
*ˆ(
);
ˆH (
) = (i
)−1=2−H  ˆ 
):
In representation (19) we have included the constants cH to have a representation of
the standard fBm (Var[BH(1)] = 1). Let us show how one obtains (20) from (19).
We start with the second sum in (19). For f∈S(R), the Schwartz space of rapidly
decreasing functions on R, with vanishing moments of all orders, the Fourier transform
of I +f, ¿ 0, is (see Samko et al. (1987), Section 8.2)
F{I +f}(
) = (i
)−fˆ(
):
This implies that
H (t) = (I
H+1=2
+  )(t):
Using DeAnition 11 of the fractional integral we see that
(t) = (MH )(t) =
1
C1(H)
∫ ∞
−∞
[(t − s)H−1=2+ − (−s)H−1=2+ ] (s) ds
=
1
C1(H)
(∫ t
−∞
(t − s)H−1=2 (s) ds−
∫ 0
−∞
(−s)H−1=2 (s) ds
)
=
!(H + 1=2)
C1(H)
(
(IH+1=2+  )(t)− (IH+1=2+  )(0)
)
:
So we have
(t) = cHH (t)− cHH (0)
with cH = !(H + 1=2)=C1(H). Hence,
∑
j¿0
∞∑
k=−∞
2−jH(2jt − k)
j;k
= cH
∑
j¿0
∞∑
k=−∞
2−jHH (2jt − k)
j;k − cH
∑
j¿0
∞∑
k=−∞
2−jHH (−k)
j;k
and we include the second sum in the last expression in b0.
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Let us now focus on the Arst sum in (19). We want to show that
∞∑
k=−∞
@k(t − k) = cH
∞∑
k=−∞
S(H)k H (t − k)− cH
∞∑
k=−∞
S(H)k H (−k)
and this requires a little more work. First note that
(t) = cH ((I
H+1=2
+ *)(t)− (IH+1=2+ *)(0)) = cH(1)(t)− cH(1)(0);
where (1)(t)=(IH+1=2+ *)(t). If we include the sum cH
∑∞
k=−∞ 
(1)(−k)@k in b0, then
it is suFcient to show that
∞∑
k=−∞
(1)(t − k)@k =
∞∑
k=−∞
H (t − k)S(H)k : (21)
The fractional ARIMA process S(H)k can be deAned as
S(H)k =
∞∑
l=0
B(−1=2−H)l (@k−l − @−l); k = 0;±1;±2; : : : ;
where B(−d)l is the coeFcients in the expansion (1−x)−d=
∑∞
l=0 B
(−d)
l x
l. We also have
(see Meyer et al. (1999), Section 4) that for a function f∈S(R)
F
{ ∞∑
l=0
B(−d)l f(t − l)
}
= (1− ei
)−dfˆ(
):
Since H ∈S(R) (see Lemma 6 in Meyer et al. (1999)) it follows that
F{IH+1=2+ *}(
) = (i
)−1=2−H *ˆ(
) = (1− ei
)−1=2−H ˆH (
)
=F
{ ∞∑
l=0
B(−1=2−H)l H (t − l)
}
and then (21) follows since
∞∑
k=−∞
(1)(t − k)@k =
∞∑
k=−∞
(IH+1=2+ *)(t − k)@k
=
∞∑
k=−∞
∞∑
l=0
B(−1=2−H)l H (t − l− k)@k
=
∞∑
j=−∞
∞∑
l=0
B(−1=2−H)l H (t − j)@j−l
=
∞∑
j=−∞
H (t − j)S(H)j :
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4. Stochastic integrals with respect to Volterra type processes
In this section, introduce stochastic integrals w.r.t. a Volterra type process X and
show how they can be approximated.
A stochastic integral of a deterministic integrand with respect to a Gaussian pro-
cess can be deAned as an isometry between L2(T ) and a subspace of L2(). There
are essentially two diBerent ways to deAne a stochastic integral of deterministic func-
tions with respect to the Volterra type process X . Either as the isometry which asso-
ciates 1[0; t] → X (t) or the one which associates V (t; ·) → X (t) (see e.g. Decreusefond
(2000)). For our purposes, it is convenient to deAne the stochastic integral as the iso-
metry IX of L2(T ) onto H given by IX =R−1◦V . With this deAnition we see that IX
maps V (t; ·) → X (t). One advantage with this approach is that orthogonality relations
become straightforward
E[Xt |Xu; u6 s] =IX (V (t; ·)1[0; s]);
but contrary to many other stochastic integrals it is not the limit of Riemann sums. We
have for instance that {Wt : t ∈T} , {IX (1[0; t]): t ∈T} is a Brownian motion with
respect to {FXt : t ∈T}. Indeed, W is Gaussian with covariance function
E[WtWs] = 〈V (1[0; t]); V (1[0; s])〉H = 〈1[0; t]; 1[0; s]〉L2(T ) = t ∧ s:
It may seem diFcult to approximate this stochastic integral since we cannot approxi-
mate it by Riemann sums. However, we can approximate it using representation (18)
(see Proposition 31 below). We will also deAne a stochastic integral for stochastic
integrands with respect to X . For our purposes it will be natural to consider a stochas-
tic integral w.r.t. X which has been introduced for the fractional Brownian motion by
Decreusefond and IUstIunel (1999). We use similar techniques as in Decreusefond and
IUstIunel (1999) with fractional Brownian motion replaced by a Volterra type process.
Another approach to stochastic integration is to consider pathwise stochastic integrals
deAned by !. This can be done for very general stochastic processes and do not
rely on the Gaussian Hilbert space structure used here. A detailed account on these
constructions can be found in Dudley and Norvaisa (1998).
In order to deAne the stochastic integral for stochastic integrands, we have to in-
troduce some concepts of Malliavin calculus. For further details we refer to Nualart
(1995) and IUstIunel (1995).
4.1. Malliavin calculus
Let (;F;P) be a complete probability space and {G(h): h∈H} an isonormal
Gaussian process on (;F;P) (see DeAnition 1.1.1 in Nualart (1995)) indexed by a
separable Hilbert space H that consists of real-valued functions on T and equipped
with the inner product 〈·; ·〉H.
Let X be a separable Hilbert space and F :  → X be an X-valued functional of
the form
F(!) = f(G(h1); G(h2); : : : ; G(hn))x;
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where h1; h2; : : : ; hn ∈H and x∈X. If f belongs to the space C∞b (Rn) of bounded
inAnitely diBerentiable functions from Rn to R with all partial derivatives bounded,
then we call F an X-valued smooth cylindrical functional and denote by S(X) the
space of all X-valued smooth cylindrical functionals. If X = R we write S for the
space of all real-valued smooth cylindrical functionals. We introduce the derivative of
F ∈S(X) as
∇·F =
n∑
j=1
@jf(G(h1); : : : ; G(hn))hj(·)⊗ x:
The directional derivative of F ∈S in the direction h∈H is then 〈∇F; h〉H which we
sometimes denote by ∇hF . By Lemma 1.2.1 in Nualart (1995), we have the following
result.
Lemma 22. If F ∈S and h∈H, then
E[〈∇F; h〉H] = E[FG(h)]:
Applying Lemma 22 with F1F2 gives us
Lemma 23. If F1; F2 ∈S and h∈H, then
E[F2〈∇F1; h〉H] = E[− F1〈∇F2; h〉H] + E[F1F2G(h)]: (22)
Furthermore, the derivative operator ∇ is a closable operator (see p. 27 in Nualart
(1995) or Proposition I.1 in IUstIunel (1995)).
Lemma 24. ∇ is a closable operator from Lp() to Lp(;H), p¿ 1.
This result implies that we can deAne the Lp-domain of ∇.
Denition 25. We say that F is in Domp(∇) if there exists a sequence {Fn: n¿ 1}
of smooth cylindrical functionals such that Fn → F in Lp() and {∇Fn: n¿ 1} is a
Cauchy sequence in Lp(;H). Then we deAne
∇F = lim
n→∞∇Fn:
This extended operator ∇ is called the Gross–Sobolev derivative.
We denote by Dp;1 the linear space Domp(∇) equipped with the norm
‖F‖pp;1 = ‖F‖pLp() + ‖∇F‖pLp(;H):
Starting with X = R we can deAne the derivative of a real-valued smooth cylindrical
functional F . Then, for k¿ 2, taking X =H⊗k−1 we deAne the kth derivative as
∇(k)F = ∇(k−1)(∇F) and we can deAne the spaces Dp;k as the closure of S with
respect to the norm
‖F‖pp;k = ‖F‖pLp() +
k∑
j=1
‖∇( j)F‖pLp(;H⊗j):
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Using the Meyer inequalities (see IUstIunel (1995) or Decreusefond and IUstIunel (1999))
one can extend ∇ to a continuous linear operator from Dp;k to Dp;k−1(H) for any
p¿ 1, but we will not enter the details here.
From the closablility of ∇ we conclude
Lemma 26. Relation (22) holds for any F1; F2 ∈Dp;1.
Next we introduce the divergence operator  which is the formal adjoint of ∇.
Denition 27. Let U :  → H. We say that U ∈Domp(), if for any F ∈Dq;1 with
1=p+ 1=q= 1 there exists a constant cp;q(U ) such that
E[〈∇F;U 〉H]6 cp;q(U )‖F‖q;
and in this case we deAne (U ) by
E[F(U )] = E[〈∇F;U 〉H] for each F ∈Dq;1:
The element (U ) is called the Skorohod integral of U .
For k¿ 1 we denote by Dp;−k the dual of Dp;k . Since ∇ has continuous extension,
 also has continuous extension from Dp;−k(H) to Dp;−k−1 for any p¿ 1. In this
paper we will use the domain Dom2().
Next we turn to Skorohod integration of elementary processes. Let
Un(t) =
n∑
j=1
Fjhj(t);
where Fj ∈S and hj ∈H for each 16 j6 n. Any process of this type is in Dom2().
Indeed, using Lemma 26 we get for each F ∈D2;1
E[〈∇F;Un〉H] = E

〈∇F; n∑
j=1
Fjhj
〉
H

= n∑
j=1
E[Fj〈∇F; hj〉H]
=
n∑
j=1
E[− F〈∇Fj; hj〉H + FFjG(hj)]
=
n∑
j=1
E[− F〈∇Fj; hj〉H] +
n∑
j=1
E[FFjG(hj)]
6 E[F2]1=2

 n∑
j=1
E[(〈∇Fj; hj〉H)2]1=2 +
n∑
j=1
E[(FjG(hj))2]1=2


6 c(Un)E[F2]1=2
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since 〈∇Fj; hj〉H and FjG(hj) are in L2() for each 16 j6 n. From this computation
we also see that
(Un) =
n∑
j=1
FjG(hj)−
n∑
j=1
〈∇Fj; hj〉H:
4.2. A stochastic integral with respect to a Volterra type process
We use the setup described in Section 2.1. Let V : T×T → [0;∞) satisfy Hypothesis
4. We take  = C(T ) equipped with the Borel +-Aeld A. The canonical process
X = {Xt : t ∈T} is deAned by Xt(!) = !(t) and the probability measure P on (;A)
is the unique measure such that X is centered Gaussian with covariance
((t; s) =
∫
T
V (t; r)V (s; r) dr:
We denote by {FXt : t ∈T} the natural Altration generated by X . To the stochas-
tic process {Xt : t ∈T}, we can associate the stochastic process {X (h): h∈H} by
X (h) = R−1(h) with R as in Section 2.2 and H= V (L2(T )). Note that for h1; h2 ∈H
we have E[X (h1)X (h2)]= 〈h1; h2〉H and {X (h): h∈H} is an isonormal Gaussian pro-
cess. Since {Wt : t ∈T}={IX (1[0; t]): t ∈T} is a Brownian motion we can also consider
the process {W (f): f∈L2(T )} where W (f) = X (Vf). We denote by ∇X , X , ∇W
and W the Gross–Sobolev derivative and the divergence associated with the Gaus-
sian processes {X (h)}h∈H and {W (f): f∈L2(T )}, respectively. We see that for any
f1; : : : ; fn ∈L2(T ) and any L2(T )-valued square integrable random variable u we have,
with F = f(X (Vf1); : : : ; X (Vfn)), f∈C∞b (Rn) that
E[〈Vu;∇X F〉H] = E

〈Vu; n∑
j=1
@jf(X (Vf1); : : : ; X (Vfn))Vfj
〉
H


= E

〈u; n∑
j=1
@jf(W (f1); : : : ; W (fn))fj
〉
L2(T )


= E[〈u;∇WF〉L2(T )]:
This implies that X (Vu) = W (u) and, in particular, that Dom2(X ) is the image of
Dom2(W ) under the integral transform V .
Let us deAne a stochastic integral for stochastic integrands with respect to a Volterra
type process X for integrands u such that Vu∈Dom2(X ).
Denition 28. For a process {u(t; !): t ∈T; !∈} in L2(T ×) such that Vu∈Dom2
(X ), the stochastic integral with respect to X is deAned as∫
T
us Xs , X (Vu):
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Note that for adapted processes {u(t; !): t ∈T; !∈}, this deAnition reduces to the Ito
integral w.r.t. the standard Brownian motion {Wt : t ∈T} (see also Decreusefond and
IUstIunel (1999), Theorem 4.8). This stochastic integral is analogous to the one intro-
duced by AlQos et al. (2000) where the authors consider the Volterra process X indexed
by H = (V ∗)−1(L2(T )) and the stochastic integral of u∈ (V ∗)−1(Dom2W ) with re-
spect to X is given by W (V ∗u). For further details on the construction of diBerent
stochastic integrals in the case of fractional Brownian motion, we refer to Decreusefond
(2000). Using representation (18), we can approximate the stochastic integral X (Vu).
Let us Arst make a couple of remarks.
The injectivity of V has the following consequence.
Lemma 29. If (t)= (V*)(t) for some *∈L2(T ) and (t)=0 for t ¿ t0, then *(t)=0
for t ¿ t0.
Proof. Since V is injective, the function *∈L2(T ) is unique. If ’∈L2(T ) is another
function with (V’)(t) =(t) for t ∈ [0; t0] and ’(t) = 0 for t ¿ t0 then (V’)(t) =(t)
for every t ∈T which implies that ’= * and the proof is complete.
Remark 30. Recall that the Skorohod integral of an elementary process Un(t)=
∑n
j=1
Fjhj(t) given in the last section is
X (Un) =
n∑
j=1
FjX (hj)−
n∑
j=1
〈∇X Fj; hj〉H:
(i) Note that if the Fj’s are deterministic, then ∇X Fj = 0 for each 16 j6 n and
the second sum in the expression for X (Un) vanishes.
(ii) If Un is an elementary and adapted process Un(t) =
∑n
j=1 FjV (1(tj ;tj+1])(t) with
Fj ∈S and Fj is FXtj -measurable, then Proposition 1.2.3 in Nualart (1995) implies that
∇Xt Fj = 0 on (tj; T ]. Thus, Lemma 29 implies that in this case the second sum in the
expression for X (Un) vanishes as well.
Proposition 31. Let { j: j = 1; 2; : : :} be an orthonormal basis in L2(T ) and X a
Volterra type process with kernel V. Then there exist a sequence {
j: j=1; 2; : : :} of
i.i.d. N (0; 1) random variables such that the following statements hold:
(1) If f∈L2(T ) is a deterministic function and fj = 〈f;  j〉L2(T ), then
X (Vf) =IX (f) =
∞∑
j=1
fj
j a:s:
(2) If u∈L2(T ×) is an adapted process with Vu∈Dom2(X ) and uj = 〈u;  j〉L2(T ),
then
X (Vu) =
∞∑
j=1
uj
j a:s:
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(3) Let u∈L2(T × ) be a process with Vu∈DX2;1(H) and uj = 〈u;  j〉L2(T ). Then
X (Vu) =
∞∑
j=1
[uj
j − 〈∇XjVu;j〉H] a:s:
Proof. (1) First, we show that the integrals X (Vf) and IX (f) coincide. Since f is
deterministic Vf is a deterministic function in H and it is in Dom2(X ) by the same
arguments as for an elementary process. By Remark 30(i) we have that
X (Vf) = X (Vf) = R−1 ◦ V (f) =IX (f):
Hence the two integrals coincide.
Since { j: j = 1; 2; : : :} is an orthonormal basis in L2(T ), it follows that j = V j
is an orthonormal basis of the reproducing kernel Hilbert space H and therefore the
sequence {
j: j = 1; 2; : : :} deAned by 
j , R−1 ◦ V j, j¿ 1, is an orthonormal basis
in H . Hence, {
j: j=1; 2; : : :} is a sequence of i.i.d. N (0; 1) random variables. Writing
the function f as, f(t)=
∑∞
j=1 fj j(t), where fj= 〈f;  j〉L2(T ) and using the deAnition
of IX we And
IX (f) = R−1 ◦ V (f) = R−1 ◦ V

 ∞∑
j=1
fj j

= R−1

 ∞∑
j=1
fjj

= ∞∑
j=1
fj
j:
Since f∈L2(T ) we have that the sequence {fj: j = 1; 2; : : :} is in l2(N) and Sn ,∑n
j=1 fj
j, is a square integrable martingale, so convergence follows from the martin-
gale convergence theorem. This proves (1).
(2) First, we show the result for an elementary adapted process un and then we
use a limit argument for general adapted processes u. Suppose that un is an elemen-
tary adapted process of the form un(t) =
∑n
i=1 Fi1(ti ;ti+1](t), where Fi ∈S and Fi is
FXti -measurable. Then U
n =Vun is of the form Un(t)=
∑n
i=1 Fi(V1(ti ;ti+1])(t) which is
in Dom2(X ). By DeAnition 27 and Lemma 26 we have for any G ∈DX2;1,
E
[
GX
(
V
n∑
i=1
Fi1(ti ;ti+1]
)]
=E
[
〈∇XG;
n∑
i=1
FiV1(ti ;ti+1]〉H
]
=E
[
n∑
i=1
(
GFiX (V1(ti ;ti+1])− G〈∇X Fi; V1(ti ;ti+1]〉H
)]
: (23)
By (1) we have X (V1(ti ;ti+1]) = 
X (V1(ti ;ti+1]) and since Fi is F
X
ti -measurable
Remark 30(ii) implies that
E
[
G
n∑
i=1
〈∇X Fi; V1(ti ;ti+1]〉H
]
= 0:
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Inserting this into (23) we obtain
E
[
GX
(
V
n∑
i=1
Fi1(ti ;ti+1]
)]
= E
[
G
n∑
i=1
FiX (V1(ti ;ti+1])
]
:
By (1), X (V1(ti ;ti+1]) =
∑∞
j=1 f
i
j
j where f
i
j =
∫
T 1(ti ;ti+1](t) j(t) dt so we get,
X
(
V
n∑
i=1
Fi1(ti ;ti+1]
)
=
∞∑
j=1
n∑
i=1

j
∫
T
Fi1(ti ;ti+1](t) j(t) dt =
∞∑
j=1

junj :
Any adapted process in L2( × T ) can be approximated by a sequence un of simple
adapted processes in the norm of L2( × T ). Furthermore, un → u in L2( × T )
implies that unj = 〈un;  j〉L2(T ) → uj in L2() uniformly in j. Since Vu∈Dom2(X ) and
X is continuous on Dom2(X ) we get that X (Vun)→ X (Vu) in L2(). We can now
identify the limit to obtain
X (Vu) =
∞∑
j=1
uj
j;
which completes the proof of (2).
(3) First, note that we have DX2;1(H)=V (DW2;1(L2(T ))) ⊂ V (Dom2(W ))=
Dom2(X ) so the integral (Vu) exists. Recall that by the proof of (1) we have that

j=X (j)=X (j) is standard normal and the 
j’s are independent. We approximate
Vu by Un =
∑n
j=1 ujj. Then U
n → Vu in DX2;1(H). Now for any F ∈DX2;1 we have
E[FX (Un)] = E

〈∇F; n∑
j=1
ujj
〉
H


= E

 n∑
j=1
FujX (j)−
n∑
j=1
F〈∇X uj;j〉H


= E

F n∑
j=1
ujX (j)− F
n∑
j=1
〈∇XjUn;j〉H


= E

F n∑
j=1
uj
j − 〈∇XjUn;j〉H)

 :
Hence, X (Un) =
∑n
j=1 uj
j − 〈∇XjUn;j〉H. Since Un → Vu in DX2;1(H) and X
is continuous on Dom2(X ), it follows that X (Un)→ X (Vu) in L2(). Furthermore,
∇XjUn =∇XjVu for j6 n so indentifying the limit we obtain
X (Vu) =
∞∑
j=1
[
uj
j − 〈∇XjVu;j〉H
]
:
This completes the proof.
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We have the following consequence of the above deAnition of the stochastic integral.
Proposition 32. Assume that u={u(t; !): t ∈T; !∈} is a process in L2(T ×) such
that Vu is in Dom2(X ) and that u is adapted to {FXt : t ∈T}. Then M ={Mt : t ∈T}
de8ned by Mt , X (V (u1[0; t])) is a square integrable continuous martingale w.r.t.
{FXt : t ∈T} with associated Doob–Meyer process 〈M 〉t =
∫ t
0 u(s)
2 ds.
See also Theorem 4.7 in Decreusefond and IUstIunel (1999) in the case of the frac-
tional Brownian motion.
Proof. Since u is adapted we have X (V (u1[0; t])) = W (u1[0; t]) which coincides with
the Itoˆ integral
∫ t
0 u(s) dWs. This is a continuous martingale with Doob–Meyer process∫ t
0 u(s)
2 ds.
5. Applications to parameter estimation
In this section, we will study estimation of drift parameters in some stochastic models
driven by Volterra type processes. Throughout this section we assume that the index
set T is a compact interval [0; J]. We will start to develop theory for estimation of
drift parameters in a fairly general setting using a Girsanov transformation. Then, the
following subsection we will apply the theoretical results to some particular models
involving the fractional Brownian motion.
We start by deriving a Girsanov formula for the Volterra process X .
Theorem 33 (Girsanov transformation). Let X = {Xt : t ∈ [0; J]} be a Volterra process
on (;F;P0) with kernel V and let a = {a(t; !); t ∈ [0; J]; !∈} be a process in
L2([0; J]×) with Va in Dom2(X ) and a(t; ·) FXt -measurable. De8ne the probability
measure P, ∈R, by
dP
dP0
∣∣∣∣
FXt
= exp
(
X (V (a1[0; t]))− 
2
2
∫ t
0
a(s)2 ds
)
:
Then the process Y = {Yt : t ∈ [0; J]} de8ned by
Y (t) = X (t)− 
∫ t
0
V (t; s)a(s) ds
is a Volterra process with kernel V under P.
Proof. Since W = {IX (1[0; t]): t ∈ [0; J]} is a Brownian motion under P0 and X
(V (a1[0; t]))=
∫ t
0 a(s) dWs it follows from the Girsanov theorem for Brownian motion
(see e.g. Liptser and Shiryayev (1977), Theorem 6.3, p. 232) that W˜ = {W˜ t : t ∈ [0; J]}
given by
W˜ t =Wt − 
∫ t
0
a(s) ds; W˜ 0 = 0
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is a Brownian motion under P. Therefore, we can represent Y as
Yt =
∫ t
0
V (t; s) dW˜ s;
which is a Volterra process with kernel V under P.
Let us now consider parameter estimation for processes deAned on the positive
half-axis [0;∞). We will assume that the processes are observed on [0; J] and use
the Girsanov transformation to derive maximum likelihood estimators for the unknown
parameter .
Suppose that X = {Xt : t ∈ [0;∞)} is a Volterra type process with kernel V deAned
on [0;∞)× [0;∞) satisfying Hypothesis 4 on every interval [0; J]× [0; J], 0¡J¡∞.
We assume that X is deAned on the probability space (;F) and has distribution P0.
Let a={a(t; !); t¿ 0; !∈} be a process such that {a(t; !); t ∈ [0; J]; !∈} belongs
to L2([0; J]×) with Va1[0; J] in Dom2(X ) for every 0¡J¡∞. Suppose further that
a(t; ·) is FXt -measurable. Consider the class of models {P: ∈K}, K ⊂ R, intK = ∅
given by
dP
dP0
∣∣∣∣
FXt
= exp
(
X (V (a1[0; t]))− 
2
2
∫ t
0
a(s)2 ds
)
: (24)
To simplify notations we will write A(t; !)= (Va(·; !))(t)= ∫ t0 V (t; s)a(s; !) ds
throughout this section. By the Girsanov formula given above, we have the repre-
sentation
X (t) = A(t) + X˜ (t);
where X˜ is a Volterra type process with kernel V under P.
Our objective is to estimate  based on observing {Xt : t ∈ [0; J]}. Let us brieSy
comment on this assumption.
From a practical point of view, it is unrealistic to assume that the whole trajectory
of the process is observed. In practice, one would like to obtain an estimator based
on discrete observations of the process. In the case of classical diBusion processes this
problem has been thoroughly investigated by e.g. Bibby and SHrensen (1995) using
martingale estimation functions. We will, however, not follow this approach here.
To construct an estimator of  we maximize likelihood (24) to get
ˆJ =
X (V (a1[0; J]))∫ J
0 a(s)
2 ds
: (25)
Recall that the process W deAned by Wt = X (V1[0; t]) is a Brownian motion under P0
and, in particular, X (Va1[0; t]) = W (a1[0; t]) =
∫ t
0 a(s) dWs. Then we see that
ˆJ =
∫ J
0 a(s) dWs∫ J
0 a(s)
2 ds
: (26)
Furthermore, the Girsanov transformation can be written as
dP
dP0
∣∣∣∣
FXJ
= exp
(

∫ J
0
a(s) dWs − 
2
2
∫ J
0
a(s)2 ds
)
;
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which falls into the framework of the exponential families of stochastic processes (see
e.g. Chapter 5 in KIuchler and SHrensen (1997)). Thus, the properties of the estimator
ˆJ is derived by straightforward application of the results in KIuchler and SHrensen
(1997). Denote by MJ the P0-martingale X (V (a1[0; J])) with Doob–Meyer process
〈M 〉J =
∫ J
0 a(s)
2 ds.
Theorem 34. Suppose that X , a, ˆJ and M are as above and 〈M 〉J → ∞ P-a.s. as
J →∞. Then the following statements hold.
(1) (Strong consistency) ˆJ →  P-a:s as J →∞.
(2) (Law of the iterated logarithm)
lim sup
J→∞
〈M 〉J|J − |
(2log log 〈M 〉J)1=2 = 1; P-a:s:
Moreover, if a is deterministic, then ˆJ ∼ N (; 1=〈M 〉J).
Proof. (1) By Proposition 32 M is a continuous martingale w.r.t. P0 with associated
Doob–Meyer process
〈M 〉J =
∫ J
0
a(s)2 ds:
Then MJ − 〈M 〉J is a P martingale with the same Doob–Meyer process 〈M 〉J which
tends to inAnity P almost surely as J → ∞, by assumption. From the law of large
numbers for martingales it follows that, as J →∞,
MJ − 〈M 〉J
〈M 〉J → 0 on {〈M 〉∞ =∞}:
Hence, ˆJ →  P-a.s.
(2) This follows from law of the iterated logarithm for martingales (see e.g. Lepingle
(1978), Theorem 3).
The last assertion follows since, if a is deterministic, then under P, MJ ∼ N
(; 〈M 〉J).
We can also derive a central limit theorem under some extra assumptions (see
KIuchler and SHrensen (1997)).
Theorem 35. Suppose ∈ intK and that there exists an increasing positive non-
random function ’(J) such that under P, 〈M 〉J=’(J)→ @2() in probability as J →
∞, where @2() is a 8nite non-negative random variable for which P(@2()¿ 0)¿ 0.
Then, under P
[〈M 〉1=2J (ˆJ − ); 〈M 〉J=’(J)]→ N (0; 1)× F
weakly as J →∞ conditionally on {@2()¿ 0}, where F is the conditional distribu-
tion of @2() given {@2()¿ 0}.
Proof. This is a direct application of Theorem 5.2.2, p. 49 in KIuchler and SHrensen
(1997).
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We denote by { j: j=1; 2; : : :} an orthonormal basis of L2([0; J]) and {j: j=1; 2; : : :}
the associated basis in the reproducing kernel Hilbert space H = V (L2([0; J])). Then
according to Proposition 31, we can rewrite the estimator as
ˆJ =
∑∞
j=1 aj
j∑∞
j=1 a
2
j
(27)
giving us a spectral representation of the estimator.
In order to compute ˆJ we need to compute the coeFcients aj and 
j. The aj’s can
be computed simply as aj = 〈A;j〉H but the 
j’s are more diFcult to compute since
the process X is typically not in H. The next result solves this problem using the
adjoint operator. We denote by V ∗ the adjoint of V with respect to the L2(T ) inner
product, i.e. for f; g∈L2(T )
〈Vf; g〉L2(T ) = 〈f; V ∗g〉L2(T )
and V−1∗ denotes the adjoint of V−1.
Proposition 36. Let {Xt : t ∈T} be a Volterra type process with kernel V. Assume
that { j: j = 1; 2; : : :} is an orthonormal basis in L2(T ) and  j ∈V ∗(L2(T )), j¿ 1.
Then, coe;cients {
j: j = 1; 2; : : :} in representation (18) are given by

j =
∫
T
X (t)(V−1∗ j)(t) dt; j = 1; 2; : : : : (28)
Proof. By the proof of Theorem 17 we have that 
j =R−1j(t), where {j: j =
1; 2; : : :} is an orthonormal basis in the reproducing kernel Hilbert space. For processes
of form (13), we have that the reproducing kernel Hilbert space is V (L2(T )) and hence
j=V j is an orthonormal basis in this space. We need to prove that R(
j)(t)=j(t)
for 
j given by (28). Indeed, using integration by parts,
R(
j)(t) = E(
jX (t)) = E
(
X (t)
∫
T
X (s)(V−1∗ j)(s) ds
)
=
∫
T
((t; s)(V−1∗ j)(s) ds=
∫
T
(V−1((t; ·))(s) j(s) ds
=
∫
T
V (t; s) j(s) ds= (V j)(t) =j(t):
In the following subsection, we will give two concrete examples where this estima-
tion technique is applied. The Arst example studies the case of a fractional Brownian
motion with deterministic linear drift which was considered by Norros et al. (1999b).
The second example studies the fractional Ornstein–Uhlenbeck type process considered
by Kleptsyna and Le Breton (2001) in the preprint. We will show how the general
results derived so far applies in these two cases.
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5.1. Deterministic drift
Let us consider the family {P: ∈K} of models given by
dP
dP0
∣∣∣∣
FXt
= exp
(
X (KH (a1[0; t]))− 
2
2
∫ t
0
a(s)2 ds
)
; (29)
where X is the fractional Brownian motion and A(t) = (KH (a1[0; t]))(t) = t. Then the
maximum likelihood estimator of  is given as in (26)
ˆJ =
X (KH (a1[0; J]))∫ J
0 a(s)
2 ds
=
∫ J
0 a(s) dWs∫ J
0 a(s)
2 ds
: (30)
Note that using Table 9.1 in Samko et al. (1987) we And that
a(s) = (K−1H A)(s) =
√
VH
!(3=2− H)
!(2− 2H) s
1=2−H
with VH as in (15). Hence a is deterministic and thus ˆJ is normally distributed under
P with mean  and variance 〈M 〉J=
∫ J
0 a(s)
2 ds. We can explicitly compute the variance
as
Var(ˆJ) =
∫ J
0
a(s)2 ds= J2−2H
1
VH
(2− 2H)!(2− 2H)2
!(3=2− H)2
= J2−2H
0H (1− 2H)(2− 2H)!(2− 2H)
cos(0H)!(3=2− H)2
In Norros et al. (1999b) this particular example is studied. We will now show that our
approach leads to the same results in this case. Their estimator is given by
TJ =
M ′J
〈M ′〉J ;
where M ′t =
∫ t
0 kH (t; s) dB
H
s , kH (t; s)= c1s
1=2−H (t−s)1=2−H1(0; t)(s) which can be rewritten
as (see Norros et al. (1998b), p. 584) (cH =2H)
∫ t
0 s
1=2−H dWs where
c1 =
1
H!(3=2− H)!(H + 1=2) ;
cH =
(
2H!(3=2− H)
!(H + 1=2)!(2− 2H)
)1=2
:
Since a(s)=
√
VH
!(3=2−H)
!(2−2H) s
1=2−H we get that (cH =2H)
∫ J
0 s
1=2−H dWs = W (a1[0; J]) = B
H
(KH (a1[0; J])) = X (KH (a1[0; J])) and then also 〈M ′〉J = 〈M 〉J. It follows that TJ = ˆJ.
We can compare this estimator at J = 1 with the sample mean XJ=J = X1 which is
unbiased and has variance 1 for all H ∈ (0; 1). The variance of the estimator ˆJ, as a
function of H , is illustrated in Fig. 1. We conclude from this Agure that the estimator
ˆJ has signiAcantly lower variance than the sample mean for small values of H , has
the same variance for H = 1=2 and has negligible lower variance for H ∈ (1=2; 1).
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Fig. 1. Variance of the estimator ˆ in Section 5.1.
5.2. The fractional Ornstein–Uhlenbeck type process
Let us consider the family {P: ∈K} of models given by
dP
dP0
∣∣∣∣
FXt
= exp
(
X (KH (a1[0; t]))− 
2
2
∫ t
0
a(s)2 ds
)
; (31)
where X is the fractional Brownian motion and A(t; !)=(KHa(·; !))(t)=
∫ t
0 X (s; !) ds.
This means that we must take a(·; !)=(V−1◦I 1X (·; !))(·). To verify that this choice is
possible, we need to check that I 1X (·; !)∈H for P-a.a. !∈. For every ∈K the
measure P is absolutely continuous w.r.t. P0 so it is suFcient to check this for =0,
i.e. when X is the fractional Brownain motion. We denote by Hol([0; J]) the HIolder
space of order  over the interval [0; J]. For every ¡H we have X ∈Hol([0; J])
P0-a.s. so I 1X ∈Hol+1([0; J]) P0-a.s. For )¡+1¡H+1 we have Hol+1([0; J]) ⊂
I)(L2([0; J])) so in particular, I 1X ∈ IH+1=2(L2([0; J])) P0-a.s. Hence, the process a is
well deAned. Using the Girsanov transformation we see that X has the representation
X (t) = 
∫ t
0
X (s) ds+ B˜H(t);
where B˜H is a fractional Brownian motion under P.
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The maximum likelihood estimator of  is given as in (25)
ˆJ =
X (KH (a1[0; J]))∫ J
0 a(s)
2 ds
:
Let us derive the relation to the results in Kleptsyna and Le Breton (2001) where this
problem is studied for H¿ 1=2 as an extension of Norros et al. (1999b). The authors
introduce the process Q deAned by∫ t
0
Q(s) dwHs =
∫ t
0
kH (t; s)X (s) ds;
where
wH(t) =
!(3=2− H)
2H!(3− 2H)!(H + 1=2) t
2−2H :
The estimator TJ of  is then derived as
TJ =
∫ J
0 Q(s) dM
′
s∫ J
0 Q
2(s) dwHs
with M ′ as in Section 5.1. To show that the estimators ˆJ and TJ coincide, it is suFcient
to show that
∫ J
0 Q(s) dM
′
s = 
X (KH (a1[0; J])). Indeed,∫ J
0
Q(s) dM ′s =
∫ J
0
Q(s)s1=2−H dWs = W (Q(s)s1=2−H ) = X (KH (Q(s)s1=2−H ))
and using (12) in Kleptsyna et al. (2000) we And
(KHQ(s)s1=2−H )(t) =
∫ t
0
KH (t; s)Q(s)s1=2−H ds=
∫ t
0
X (s) ds:
Thus we have established that ˆJ = TJ. It is proved in Kleptsyna and Le Breton
(2001, Proposition 2.2) that
∫ J
0 Q
2(s) dwHs →∞ P-a.s. and since 〈M 〉J=
∫ J
0 a(s)
2 ds=∫ J
0 Q
2(s) dwHs Theorem 34 applies and we derive consistency and the law of the iter-
ated logarithm of the estimator. In Kleptsyna and Le Breton (2001), the bias and mean
square error is also determined using Laplace transforms.
6. Conclusion
In this paper, we study Volterra type processes and using their associated reproducing
kernel Hilbert spaces we derive Mercer type expansions of the processes. This can be
used for instance to simplify the derivation of a wavelet type representation for the
fractional Brownian motion (see Section 3.1). We introduce a stochastic integral for
these processes by generalizing the one introduced by Decreusefond and IUstIunel (1999)
for the fractional Brownian motion. We also give a spectral representation for these
stochastic integrals (Proposition 31). Finally, we consider the problem of estimation of
drift parameters. We derive a Girsanov transformation and prove consistency, the law of
the iterated logarithm and asymptotic normality for the maximum likelihood estimator.
In the case of fractional Brownian motion we obtain the estimators of Norros et al.
(1999b) and Kleptsyna and Le Breton (2001).
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