Abstract-Global exponential stability is most desirable stability property of recurrent neural networks. The paper presents new results for recurrent neural networks applied to online computation of feedback gains of linear time-invariant multivariable systems via pole assignment. The theoretical analysis focuses on the global exponential stability, convergence rates, and selection of design parameters. The theoretical results are further substantiated by simulation results conducted for synthesizing linear feedback control systems with different specifications and design requirements.
I. INTRODUCTION
A PROBLEM of major importance in control applications is the synthesis of linear feedback control systems via pole assignment. As known, when all of the state variables of a time-invariant system are completely controllable and measurable, the closed-loop poles of the system can be placed at any desired locations on the complex plane with state feedback through appropriate gains [15] . Since the performance of a feedback control system is mainly determined by its closed-loop poles, pole assignment has been a very effective approach to designing feedback control systems for decades, especially for multivariate systems.
Since the mid 1980s, efforts have been directed toward computational aspects of the pole assignment and many numerically reliable algorithms have been proposed (see [1] and the references therein). The numerical algorithms for computing feedback gain matrix are usually based on Kronecker product and Gaussian elimination method or resort to matrix decomposition/transformation approaches. In these methods, the minimal numerical operations are at least proportional to the cube of the system dimension [1] , and consequently such algorithms are not efficient enough when applying to large-scale feedback control systems or online solving the time-varying feedback gain in adaptive control systems (e.g., gain scheduling). In view of this, parallel computation schemes have been investigated for pole assignment.
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As parallel computational models, recurrent neural networks have been developed to solve a wide variety of algebra and optimization problems; e.g., [2] - [7] . The results of these investigations have laid a solid basis for pole assignment using recurrent neural networks. In recent years, recurrent neural networks have been proposed for synthesizing linear control systems through pole assignment; e.g., [8] - [11] . In particular, a couple of recurrent neural networks is proposed in [9] for on-line pole assignment via solving two coupled matrix equations and the recurrent neural networks are proven to be asymptotically stable. This neural-network approach to on-line pole assignment is also applied to online synthesizing Luenberger state estimator as a dual problem in [12] and extended to solving minimum-norm pole assignment problem in [11] .
Global exponential stability is one of the most desirable dynamic properties of recurrent neural networks [13] , [14] . Being globally exponentially stable, recurrent neural networks can converge to their equilibria most rapidly. Therefore, it makes the neural network approach more efficient for on-line synthesis of feedback control systems via pole assignment.
In this paper, new theoretical results are presented for the pole-assignment recurrent neural networks proposed in [9] , with the main contributions focusing on the analysis of global exponential stability and convergence rates, and selection of design parameters. Simulation results conducted on various system specifications and design requirements are given to substantiate the theoretical results. The remainder of this paper is organized in six sections. Section II provides the background information for pole assignment via Sylvester equation, and the dynamics of the pole-assignment recurrent neural networks. The new theoretical results on global exponential stability, convergence rates, and selection of design parameters are presented in Sections III-V, respectively. Section VI discusses simulation results to illustrate the operating characteristics and verify the theoretical results. Section VII concludes this paper with final remarks.
II. PRELIMINARIES
In this section, we first review the pole assignment problem in synthesizing linear time-invariant feedback control systems, then introduce the neural-network approach to pole assignment presented in [9] .
Consider a controllable linear time-invariant system as follows:
(1) (2) is applied to system (1), then the closed-loop system is in the following form: (3) where is a reference input vector, and is a state feedback gain matrix. According to the linear system theory, the matrix may be chosen by using different design strategies, such as the optimal control method or pole assignment method. Here we focus on the latter approach to obtaining feedback gain matrix .
In the literature [16] - [19] , a variety of numerical algorithms are developed to compute by solving the following matrix equations:
for a fixed and almost any . Equation (4) is known as the Sylvester equation. It has been proven in [16] that, if is cyclic and has prescribed eigenvalues, and have no common eigenvalue [i.e., ], is observable, then: the unique solution of (4) is almost surely nonsingular with respect to the parameter , and the spectrum of equals that of . The uniqueness and nonsingularity of are very important properties. For an arbitrary initial condition of , a globally convergent algorithm can reach to the unique solution for nonsingular . Given controllable , the usual numerical procedure for computing is in two steps: first, after and are appropriately chosen, solve the Sylvester equation (4) for ; next, solve the linear algebraic equation (5) for , i.e., . A couple of recurrent neural networks for pole assignment is proposed in [9] with the following dynamic equations:
where and are matrices of nondecreasing activation functions (e.g., the linear function or the sigmoid function), and are positive scaling constants (design parameters), is an activation state matrix of corresponding to of (4), is an activation state matrix of corresponding to the feedback gain matrix in (5) . The recurrent neural networks and are proven to be asymptotically stable in [9] .
Because the nonlinearity of the activation function in and is not necessary, linear activation functions are used in and throughout the paper; i.e.,
The neural-network approach to pole assignment is thus performed by using (6) and (7) to compute and simultaneously.
III. GLOBAL EXPONENTIAL STABILITY
The Theorems 1 and 2 in this section address the global exponential stability of the pole-assignment neural networks, and Remark 1 discusses the stability of the resulting closed-loop system. Before presenting them, four lemmas are given below with some proofs in the Appendix. (12) In terms of , (6) can be reformulated as (13) In view of (12), . Thus we have (14) where is equivalent to (15) The only solution to (15) (16) where , , , , , , , with the symbol denoting the Kronecker product [22] ,
. By the linear system theory [17] , all the real parts of eigenvalues are strictly negative, due to the proved asymptomatic stability of (13) . Thus, the foregoing asymptotic stability of (13) at the origin is of a global property. Moreover it also implies the exponential stability in the large. That is, as time , of (16) exponentially approaches , of (13) exponentially approaches , and of (6) 
Since there is no explicit relation between and , (i.e., "decoupled"), (21) can be described by (22) As the expressions of and are known in (18) and (17), for any , subsystem (22) can be viewed as a linear time-varying system, where is the time-varying coefficient matrix associated with , and is the forced term. By the linear time-varying system theory, the solution to (22) . In other words, of (7) is globally exponentially stable at , and the combined neural networks (6) and (7) are globally exponentially stable.
Remark 1: In traditional approaches to pole assignment via Sylvester equation, feedback gain is solved successively through off-line computation, while the proposed neural network approach computes simultaneously through online solution to (4) and (5) . Thus the state feedback control law (2) becomes and the closed-loop neurocontrol system (3) becomes . Since is proved to be exponentially convergent to [i.e., , ], the closed-loop system becomes (27) where and . Applying Lemma 3 yields the global exponential stability of the above closed-loop neurocontrol system (27) in that is Hurwitz, and .
IV. EXPONENTIAL CONVERGENCE RATES
It is difficult to obtain an explicit relationship between the exponential convergence rate (or ) and design parameters , , , from the proof of Theorems 1 and 2. For simplicity, in this subsection we will first concentrate on the case where , representing the spectrum of a closed-loop system, is normally a diagonal matrix , so that we can estimate the convergence rates in the ensuing Theorems 3 and 4. Then we discuss the case of being nondiagonal in Remark 4.
Theorem 3: Given controllable and with in the diagonal form, if cyclic, and observable, then the exponential convergence rate of (6) is
can be rewritten as (13) . By the diagonal form of (28) where is the th column of , and . . . By the linear system theory, the negative definiteness of implies the exponential stability of . The convergence rate could be derived as Remark 2: By Theorem 3, the exponential stability of (6) implies that, after a period of , will be less than 1.85% of , where , the convergence rate is determined by the design parameter and roughly the minimal difference between eigenvalues of open-loop and closed-loop systems. For example, selecting , if the minimal difference is 0.3, the convergence time will be less than 44.5 s, while if the difference is more than 1.0, the convergence time to get the relative error of % will be roughly less than 4 s. Starting from , after some time instant such that , or directly , i.e., , Proof: Similar to the proof of Theorems 2 and 3, first define , then vectorize and analyze its state-space representation, thus the simplified network (31) is exponentially stable with convergence rate described in (32) due to the positive definiteness of . Remark 3: By Theorems 3 and 4, the exponential stability of (31) implies that, after a period of , will be less than 1.85% of , where the convergence rate is determined by the design parameter and roughly the minimal modulus of eigenvalues. From (4), it is seen that the minimal modulus of eigenvalues increases by the same times as increases.
Remark 4: If is of a general and nondiagonal form (such as, the Jordan-block form, the complex-conjugate pair form) other than the diagonal form, it is difficult to derive the explicit relation between and . As a conjecture and also an extension from Theorem 3, it is reasonable to assume that in the general nondiagonal case the convergence rate is proportionally related to the squared minimal difference between the open-loop poles and closed-loop poles in the complex plane, such is numerically verified by the simulations in Section IV. Similar to the diagonal case, is proportional to and is proportional to , thus by adjusting and , the convergence of the recurrent neural networks (6) and (7) can be sufficiently expedited.
V. DESIGN PARAMETER SELECTION
According to the requirements on closed-loop poles, in this section we discuss the selection of the design parameters , and for three cases with being diagonal form, Jordan-block form, and complex-conjugate form, respectively.
Case 1-Diagonal Form: Due to the cyclic constraint of , the diagonal form only applies to the case where all the desired poles are real and distinct. With in the diagonal form, and is still a diagonal matrix for any integer . Looking into the observability constraint on ( , ), as shown in the equation at the bottom of the page, we can see that if and only if , such that . In other words, ( ) is observable if and only if there is no column of all zero element(s) in . Equivalently, the observability constraint on ( ) becomes such that , . Therefore, we can simply select the nonzero entries of as (33) such that is of the type of Vandermonde matrices where is the th row of , and its determinant . Evidently , since , is strictly negative and distinct from each other. In addition, as increases, the exponential convergence of will be accelerated, as analyzed in Remark 3. In the single-input case , the observability constraint amounts to , whereas in the multiple-input case , a sufficient condition is , . Thus we can select the nonzero entries of as (34) or other simple forms so that becomes a full-rank upper triangular matrix with diagonal elements to meet the observability requirement.
Case 3-Complex-Conjugate Form: This form applies to the case where some of the desired poles are complex-conjugate pairs, which may be encountered when the real-parts of open-loop poles are very close (or equal) to that of the desired closed-loop poles, or when a state-estimator dual problem is considered by using the recurrent neural networks. . Similarly, as increases, the exponential convergence will be accelerated.
Remark 5: Regarding other combined-blocks form, we can derive its sufficient (or necessary) conditions for the observability of ( ), and thus directly obtain some simple selection rules for . As seen from (4), the larger is, the larger will be and possibly outside the feasible range of hardware. When expediting the convergence, we cannot arbitrarily increase (or ). Instead, the other two parameters and are selected large enough to make the neural system (6) and (7) 
VI. SIMULATION RESULTS
In this section, simulation results are given to demonstrate the characteristics of the neural system (6) and (7), and to verify the theoretical results discussed in previous sections.
Example 1: Consider a linear system with coefficient matrices [23] The poles of the linear system is and . Suppose that the desired poles of the closed-loop system are . can be simply selected according to (33); i.e., Let the initial state matrices be , and design parameters . The simulated recurrent neural system yields the exact pole assignment solution of this example. Fig. 1 depicts the transient states and of the recurrent neural networks, and the dynamical processes of , and , , where denotes the resulting closed-loop poles corresponding to the th eigenvalue of .
As shown in Fig. 1 , the convergence time for (or ) to achieve
[or ] is 0.0109 (or 0.0361 ), while the convergence time will be 0.0373 (or 0.0405 ) after resetting the desired closed-loop poles at without changing any other parameters. This complies with theoretical results, especially, Remarks 2 and 3.
Example 2: Assign all the closed-loop poles at 4 for the following sixth-order system [18] . Starting from the initial zero states, we obtain the neurally computed solution shown in the equations at the bottom of the next page, and . The transients are depicted in Fig. 2 . As estimated from Fig. 2 and (32) , the exponential convergence constants , , , , Fig. 2 . Transients of the neural networks in Example 3 for (3) = f00:2; 00:5; 01; 01 6 ig.
. Since , one can expedite the convergence of the neurosystem effectively by increasing .
If the closed-loop poles are reassigned into 0.2 , 0.5 and 1 , according to Remark 5, the design parameters of (6) and (7) can be selected as and . Starting from zero states, within the networks converge to the following steady-state solution as shown in the equations at the bottom of the page, and , . The transients of , and are depicted in Fig. 3 . For reference, the related exponential convergence constants are estimated as , , , , , which in practice facilitates the selection of and . Example 3 illustrates the validity and extendibility of the presented theoretical conclusions, especially, the selection of design parameters discussed in Section V. Fig. 3 . Transients of the neural networks in Example 3 for (3) = f00:2 6 i; 00:5; 01 6 ig.
VII. CONCLUDING REMARKS
The recurrent neural networks proposed in [9] provide an effective on-line dynamic approach to synthesizing linear control systems via pole assignment. This paper presents new analytical results on the global exponential stability, convergence rates, and the selection of design parameters for the pole-assignment recurrent neural networks. Numerical simulation results are also given to demonstrate the operating characteristics of such networks and verify the theoretical results. . Equation (39) is thus in the same form as (8) . It follows that To prove (10) , by applying the results of (8) and (9), we have, , , such that Hence
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