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Estimating Spatial Changes over Time of
Arctic Sea Ice Using Hidden 2×2 Tables
Bohai Zhang and Noel Cressie
National Institute for Applied Statistics Research Australia,
School of Mathematics and Applied Statistics,
University of Wollongong, NSW, 2522, Australia

Abstract
Arctic sea ice extent has been of considerable interest to scientists in recent years,
mainly due to its decreasing temporal trend over the past 20 years. In this paper,
we propose a hierarchical spatio-temporal generalized linear model for binary Arctic
sea-ice-extent data, where statistical dependencies in the data are modeled through a
latent spatio-temporal linear mixed effects model. By using a fixed number of spatial
basis functions, the resulting model achieves both dimension reduction and nonstationarity for spatial fields at different time points. An EM algorithm is proposed
to estimate model parameters, and an empirical-hierarchical-modeling approach is
applied to obtain the predictive distribution of the latent spatio-temporal process.
We illustrate the accuracy of the parameter estimation through a simulation study.
The hierarchical model is applied to spatial Arctic sea-ice-extent data in the month
of September for 20 years in the recent past, where several posterior summaries are
obtained to detect the changes of Arctic sea ice cover. In particular, we consider a
time series of latent 2 × 2 tables to infer the spatial changes of Arctic sea ice over
time.

Keywords: Binary data, EM algorithm, empirical Bayes inference, hierarchical statistical
model, sea ice extent, spatio-temporal statistics.
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1

Introduction

With the advent of remote sensing campaigns and high-resolution, computationally efficient
geographic information systems (GIS), spatio-temporal data on many different variables are
becoming available to geoscientists, aiding in the understanding of both spatial variability
and temporal dynamics of environmental variables of interest. In this paper, we analyze
Arctic sea ice extent, which has drawn considerable attention in recent years due to the
decreasing trend of ice cover in very high northern latitudes (e.g., Parkinson et al., 1999;
Meier et al., 2007; Stroeve et al., 2007; Comiso et al., 2008; Parkinson, 2014a). Declining
sea ice cover impacts the polar biogeochemical cycles, resulting in changes of behaviors
for species that use ice as a habitat or depend on the presence of ice during their life
cycles (Meier et al., 2014). Further, since the Arctic is an important component of Earth’s
climate system, a persistent reduction of sea ice can cause climate change, such as changes
in the Arctic sea surface temperatures (Screen et al., 2013) and more extreme weather in
mid-latitude regions (Mori et al., 2014; Cohen et al., 2014). Recent studies also show that
understanding the variability in Arctic sea ice can enhance seasonal climate forecasts of
sea surface temperatures associated with the El Niño-Southern Oscillation (ENSO) effect
(Cohen et al., 2017).
Critically, Arctic sea ice has very high albedo values that reflect much of the incoming
solar radiation back to space. Therefore, declining sea ice cover means more solar energy
will be absorbed by the darker ocean surface and hence retained in Earth’s energy system.
As a result, there is a feedback effect where the ocean’s decreased albedo leads to further
retreat of ice cover (e.g., Screen et al., 2013; Pistone et al., 2014).
Previous studies of Arctic sea ice have mainly focused on purely spatial or purely temporal data summaries. For example, Parkinson (2014a) considered the sea ice extent of both
the Arctic and Antarctica for a 35-year period; by visualizing the time series of monthly
and yearly areas of sea ice, an increasing trend of Antarctic sea ice cover and a decreasing
trend of Arctic sea ice cover were observed. Parkinson (2014b) also considered the length
of the Arctic sea ice season (i.e., the number of days for a given Arctic area to be covered
by sea ice) and created a spatial map for the reduction of the Arctic sea ice season, which
shows spatial information on changes of the Arctic sea ice cover. An analysis of ranks of the
2

monthly Arctic/Antarctic sea ice extents for different years can be found in Parkinson and
DiGirolamo (2016). Although these studies have conveyed useful information on declining Arctic sea ice cover, there are no uncertainty measures associated with their summary
statistics. Hence, it is very desirable to apply statistical models to the Arctic sea ice data
to make inferences on the underlying spatio-temporal process and associated summaries.
Spatio-temporal statistical models have been well developed in the past two decades,
and these models may be divided into two paradigms: “descriptive” spatio-temporal models
that describe dependence in both space and time by their covariances, and “dynamic”
spatio-temporal models where current spatial variability depends mechanistically on past
behaviors. For the former paradigm, the spatio-temporal dependence structure is modeled
with a valid spatio-temporal covariance function (e.g., Cressie and Huang, 1999; Gneiting,
2002; Stein, 2005). Recent developments of descriptive spatio-temporal models mainly
focus on large Gaussian datasets (e.g., Higdon, 2002; Bevilacqua et al., 2012; Bai et al.,
2012; Zhang et al., 2015; Datta et al., 2016; Zammit-Mangion and Cressie, 2017). For the
latter paradigm, dynamic spatio-temporal models target the process’ evolution that is often
discretized over time with a first-order vector autoregressive relationship (e.g., Wikle and
Cressie, 1999; Wikle et al., 2001; Xu et al., 2005; Cressie et al., 2010; Katzfuss and Cressie,
2011; Finley et al., 2012; Bradley et al., 2015).
Arctic sea ice extent is defined here as the total area of Arctic grid cells, each of whose
sea-ice concentration is greater than or equal to a cut-off value (e.g., Parkinson et al., 1999;
Parkinson, 2014a). Hence, the data used to calculate the extent are binary, equal to one if
a grid cell is specified to be covered with ice and equal to zero otherwise. Related research
on calibrating binary outputs from computer models of ice sheets can be found in Chang
et al. (2016a,b). For modeling non-Gaussian spatial observations, the exponential family of
distributions and a spatial generalized linear model (GLM) framework proposed by Diggle
et al. (1998) is very flexible, where the spatial dependence of observations is captured
through a latent Gaussian process. This spatial GLM framework has been applied to
modeling large non-Gaussian spatial datasets (e.g., Sengupta and Cressie, 2013; Sengupta
et al., 2016; Bradley et al., 2016; Guan and Haran, 2018; Bradley et al., 2017; Shi and Kang,
2017; Linero and Bradley, 2018). Fitting spatial GLMs to large datasets has computational
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challenges, since evaluating the likelihood based on a model that includes latent highdimensional Gaussian random effects involves expensive matrix factorizations for large
matrices. When applying this framework in the spatio-temporal context, computational
challenges are typically magnified due to the larger sizes of spatio-temporal datasets.
Spatial Gaussian-process models can meet the computational challenges by incorporating dimension-reduction or sparse approximations. These include the predictive process
model (Banerjee et al., 2008), the projection-based dimension-reduction approach (Hughes
and Haran, 2013; Guan and Haran, 2018), the sparse approximation by covariance tapering
(e.g., Furrer et al., 2006; Kaufman et al., 2008), the stochastic partial differential equation
(SPDE) approach using INLA (e.g., Rue et al., 2009; Lindgren et al., 2011; Blangiardo
et al., 2013), and reduced-rank models that rely on basis-function representations (e.g.,
Wikle, 2010).
In this paper, we focus on a low-rank spatial linear mixed effects model (Cressie and
Johannesson, 2006, 2008) to achieve dimension-reduction for the latent random effects in the
spatio-temporal GLM, where the spatio-temporal correlations are modeled by a dynamic
spatio-temporal model (e.g., Wikle et al., 2001; Cressie et al., 2010; Kang et al., 2010;
Katzfuss and Cressie, 2011). Recent developments on efficient Bayesian inference based
on spatio-temporal GLMs can be found in Holan and Wikle (2016); Bradley et al. (2018);
Hu and Bradley (2018) and references therein. Through pre-specified basis functions, the
spatial linear mixed effects model induces a nonstationary spatial field at different time
points, which is very flexible and, in regional, oceanic, and global applications, may be
preferred over parametric (stationary) covariance models. In addition, choosing a relatively
small fixed number of basis functions makes the computations feasible for very large spatiotemporal datasets.
Following Xu et al. (2005) and Sengupta and Cressie (2013), we use an EM algorithm
(Dempster et al., 1977) to obtain the maximum likelihood estimates (MLEs) of spatiotemporal model parameters. These estimates are then substituted into the hierarchical
model to obtain an empirical predictive distribution of the latent probability that a grid
cell is covered by sea ice. It is also desirable to look at ice-to-water and water-to-ice
transitions from one time point to the next and at neighboring grid cells for a given time.

4

This involves the joint predictive distribution of 2 × 2 tables of latent probabilities, from
which maps and time series show the decrease of Arctic sea ice over the recent past 20
years.
Our proposed dynamic spatio-temporal statistical model can provide well justified uncertainty measures at pixel-scale resolution based on predictive distributions. Then any set
of statistical summaries (including ones referred to earlier) can be predicted with proper
uncertainty quantification. For example, the spatial map of ice-to-water transition probabilities (see Section 6) provides a risk measure of sea-ice loss at the pixel scale. These
local predictions could be used to forecast sea-ice change in specific polar regions under
the jurisdiction of different countries. Further, the local spatio-temporal behavior of Arctic
sea ice could help with studies of the impact of declining sea ice on polar biogeochemical
cycles and on albedo-sea-ice feedback.
The rest of the paper is organized as follows. Section 2 formulates the hierarchical
spatio-temporal model for the binary Arctic sea-ice data based on a latent autoregressive
process. Section 3 gives the details of the EM algorithm for estimating the model’s parameters. Choices of basis functions and a discussion on parameterizing the autoregressive
process’ propagator matrix are provided in Sections 4.1 and 4.2. We return to the EM algorithm in Section 4.3 and discuss the important problem of specifying its starting values.
In Section 5, we evaluate the performance of the EM algorithm through a simulation study.
Our application to Arctic sea ice is given in Section 6, where the proposed spatio-temporal
model is fitted to monthly sea-ice-extent data for the month of September over the recent past 20 years. Section 7 concludes the paper with a brief summary and a discussion
of future research. (An appendix provides further details of the EM algorithm and the
MCMC algorithm used in our spatio-temporal analyses; and online Supplemental Material
contains visualizations and summaries of the EM estimates of the covariance-matrix parameters obtained from fitting a dimension-reduced spatio-temporal model to the Arctic
sea ice data.)
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2

Hierarchical Spatio-Temporal Statistical Model

Let zt (s) be a binary spatio-temporal datum observed at a spatial location s ∈ D, where
D is the spatial domain of interest, and at a time point t ∈ {1, 2, . . . , T }. Following Diggle
et al. (1998), we model the data as conditionally independent Bernoulli random variables
conditional on a latent process {yt (s) : s ∈ D, t = 1, . . . , T }. That is, independently,
zt (s)|yt (s) ∼ Bernoulli(pt (s)),

(1)

where yt (s) = g(pt (s)) and g(·) is a given link function; here we use the logit function,
g(p) = log(p/(1 − p)), and hence yt (s) = log(pt (s)/(1 − pt (s))). The latent process {yt (s)}
is further modeled through the following spatio-temporal linear mixed effects model (e.g.,
Wikle et al., 2001; Cressie et al., 2010; Kang et al., 2010; Katzfuss and Cressie, 2011):
yt (s) = xt (s)0 β t + St (s)0 η t + ξt (s),

(2)

where for a time point t = 1, . . . , T , xt (s) is a p-dimensional covariate vector at location
s ∈ D; β t is a p-dimensional vector of regression coefficients; η t is an r-dimensional meanzero Gaussian random vector; St (s) ∈ Rr is a basis-function vector evaluated at s; and ξt (s)
2
is a Gaussian random variable with mean zero and variance σξ,t
that models the fine-scale

variations. We further assume η t and ξt (s) are spatially and temporally independent of
2
each other and cov(ξt (s), ξu (s0 )) = σξ,t
I(u = t; s0 = s), where I(·) is an indicator function.

The temporal dependence of the data is introduced through the latent Gaussian random
vectors {η 1 , . . . , η T }. We use a lag-one vector-autoregressive process to model {η t : t =
1, . . . , T } (e.g., Cressie and Wikle, 2011, Ch.7):
η 1 ∼ N (0, K), and η t |η 1 , . . . , η t−1 ∼ N (Ht η t−1 , Ut ), for t = 2, . . . , T,
where {Ht : t = 2, . . . , T } and {Ut : t = 2, . . . , T } are the r × r propagator and r ×
r innovation matrices at time t, respectively. The propagator matrix Ht captures the
temporal correlations of random effects between time points t and t − 1. We shall treat
Ht and Ut as unknown parameters to be estimated and assume that for the time period
6

t = 2, . . . , T , Ht ≡ H and Ut ≡ U. This assumption can be weakened to the case that Ht
and Ut are constant only within shorter time periods (e.g., see discussions in Katzfuss and
Cressie, 2011). We shall develop our methodology below for Ht ≡ H and Ut ≡ U during
a single time period chosen in advance, but in our modeling of the Arctic sea-ice-extent
data we allow the two matrices to be different across successive periods (each of five or six
years).
It is easy to see that for t > 1, var(η t ) ≡ Kt = Ht Kt−1 H0t +Ut , where K1 ≡ K. In addition, for two time points t1 and t2 such that 1 ≤ t1 < t2 ≤ T , the cross-covariance between
η t1 and η t2 is cov(η t1 , η t2 ) = Kt1 (Ht2 Ht2 −1 · · · Ht1 +1 )0 . Hence, the resulting covariance
function for the latent spatio-temporal process yt (s) is given by,
cov(yt1 (s1 ), yt2 (s2 )) = St1 (s1 )0 Kt1 (Ht2 Ht2 −1 · · · Ht1 +1 )0 St2 (s2 ), for t1 < t2 ,
2
cov(yt (s1 ), yt (s2 )) = St (s1 )0 Kt St (s2 ) + σξ,t
I(s1 = s2 ),

which in general is a nonstationary covariance function in both space and time. This is
true, even when Ht and Ut do not depend on t.
Let St ≡ {st,1 , st,2 , . . . , st,Nt } be the observation locations at time t ∈ {1, . . . , T }; note
that the observation locations can be any location s in the continuous spatial domain
D. In practice, such locations may be rubbersheeted to the nearest grid-point on a fineresolution grid. For time t, let Zt ≡ (zt (st,1 ), . . . , zt (st,Nt ))0 be the observation vector and
ξ t ≡ (ξt (st,1 ), . . . , ξt (st,Nt ))0 be the vector of the fine-scale-variation process evaluated at St .
We stack all the space-time observations into Z ≡ (Z01 , . . . , Z0T )0 ; then the likelihood is,
Z Z
p(Z|η, ξ, β 1 , . . . , β T ) × p(η|K, H, U) ×

L(θ; Z) =
η

ξ

T
Y

2
p(ξ t |σξ,t
)dξdη

t=1

Z Z Y
T Y
Nt
=
(1 + exp(−(2zt,i − 1)yt,i ))−1 × (2π)−r/2 |K|−1/2 exp(−η1 0 K−1 η 1 /2)
η

ξ t=1 i=1

×(2π)−(T −1)r/2 |U|−(T −1)/2

T
Y

exp(−(η t − Hη t−1 )0 U−1 (η t − Hη t−1 )/2)

t=2

×

T
Y

2 −Nt /2
2
(2πσξ,t
)
exp(−ξ 0t ξ t /(2σξ,t
))dξdη,

t=1
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(3)

where p(·|·) are conditional probability densities; we write zt,i ≡ zt (st,i ), yt,i ≡ yt (st,i ), η ≡
2
2
}.
, . . . , σξ,T
(η 01 , . . . , η 0T )0 , ξ ≡ (ξ 01 , . . . , ξ 0T )0 ; and the parameter set θ ≡ {β 1 , . . . , β T , K, H, U, σξ,1

Our strategy in this paper is to substitute an estimate θ̂ into the hierarchical model given
by (1) and (2). The result is an empirical hierarchical model (EHM).
Since the likelihood (3) does not have an analytical form, we shall use the EM algorithm
(Dempster et al., 1977) to obtain maximum likelihood estimates of the parameters θ. The
EM algorithm has been successfully applied to estimate the model parameters of spatial
and spatio-temporal linear mixed-effects models for Gaussian data (e.g., Xu et al., 2005;
Katzfuss and Cressie, 2011) and spatial mixed-effects latent process models within the
exponential family of distributions (e.g., Sengupta and Cressie, 2013; Sengupta et al., 2016;
Shi and Kang, 2017). The next section gives a detailed discussion of estimation of θ using
the EM algorithm.

3

Parameter Estimation via the EM Algorithm

In this section, we obtain maximum likelihood estimates (MLEs) of model parameters
through the EM algorithm (Dempster et al., 1977). When the likelihood is difficult to
evaluate or maximize, the EM algorithm can be applied to obtain MLEs based on the socalled complete likelihood that is easier to evaluate and maximize. The complete likelihood
involves unobserved random variables (the “missing data”) and the observations. For the
hierarchical model defined in Section 2, we treat the latent random effects η and the finescale-variation vector ξ as unobserved random variables. That is, in (3), we remove the
double integrals over η and ξ, resulting in the complete likelihood. The complete loglikelihood, `c (θ) ≡ log p(Z, η, ξ|θ), is:

`c (θ) = −

T X
Nt
X

T

log(1 + exp(−(2zt,i − 1)yt,i )) −

t=1 i=1

1X
(η − Hη t−1 )0 U−1 (η t − Hη t−1 )
2 t=2 t

T
T
(T − 1)
1 0 −1
1
Nt X
1 X ξ 0t ξ t
2
−
log |U| − η 1 K η 1 − log |K| −
log σξ,t −
+ c1 , (4)
2
2
2
2
2 t=1
2 t=1 σξ,t

where c1 is a constant (i.e., does not depend on θ).
The E-step (or expectation step) of the EM algorithm is with respect to the posterior
8

conditional density of unobserved random variables, p(η, ξ|Z, θ), but this does not have
an analytical form. We resolve this problem by using a Laplace approximation, which has
been seen to work well for spatial GLMs (e.g., Sengupta and Cressie, 2013; Sengupta et al.,
2016). Alternatively, the Monte Carlo EM algorithm (MCEM, e.g., Wei and Tanner, 1990;
McCulloch, 1997; Booth and Hobert, 1999) could be applied to obtain estimates of model
parameters and, after the EM algorithm converges, the samples from p(η, ξ|Z, θ̂) generated
in the MCEM algorithm might be used as samples from the empirical predictive distribution
of (η 0 , ξ 0 )0 . The MCEM algorithm typically needs to draw m Monte Carlo samples from
p(η, ξ|Z, θ̂) at each EM-iteration in order to perform the E-step. Since p(η, ξ|Z, θ̂) does
not have an analytical form, the Metropolis-Hasting algorithm within a Gibbs sampler is
needed to draw empirical posterior samples of η and ξ (e.g., McCulloch, 1997). Using the
Laplace approximation, we do this with just one θ̂, but the MCEM requires many before
the EM algorithm converges. Thus, we prefer the Laplace approximation for computational
reasons, and we expect MCEM to be computationally problematic in this spatio-temporal
setting due to the very large size of the Arctic sea ice dataset.
Suppose we have completed the `-th iteration for the EM algorithm resulting in θ (`) ;
then at the (` + 1)-th iteration, the E-step is
Q(θ; θ (`) ) ≡ E(`c (θ)|Z, θ (`) )
T X
Nt
X
1
1
E(log(1 + exp(−(2zt,i − 1)yt,i ))|Z, θ (`) ) − tr{E(η 1 η 01 |Z, θ (`) )K−1 } − log |K|
= −
2
2
t=1 i=1
T

1X n
−
tr E(η t η 0t |Z, θ (`) )U−1 − E(η t η 0t−1 |Z, θ (`) )H0 U−1 − HE(η t−1 η 0t |Z, θ (`) )U−1
2 t=2
o (T − 1)
log |U|
+HE(η t−1 η 0t−1 |Z, θ (`) )H0 U−1 −
2
T
T
1X
Nt X
0
(`)
2
2
tr{E(ξ t ξ t |Z, θ )}/σξ,t −
log σξ,t
+ c2 ,
−
2 t=1
2 t=1
where c2 is a constant. To apply the Laplace approximation to approximate the expectation
of `c (θ), we need to obtain the posterior mode of (η, ξ) assuming θ = θ (`) . Since

p(η, ξ|Z, θ) ∝ p(Z|η, ξ, β 1 , . . . , β T ) × p(η|K, H, U) ×

T
Y
t=1
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2
p(ξ t |σξ,t
),

the mode of p(η, ξ|Z, θ (`) ) can be obtained equivalently by maximizing the complete likelihood, p(Z, η, ξ|θ (`) ), with respect to η and ξ. Then the Laplace approximation replaces the
conditional posterior distribution, p(η, ξ|Z, θ (`) ), with a multivariate Gaussian distribution
whose mean is given by the posterior mode of (η, ξ), and whose covariance matrix is given
by the inverse of the negative Hessian matrix of the posterior distribution evaluated at the
mode.
Next we introduce some notation to form the quadratic term in η. Define B∗1 ≡
(Ir , 0, . . . , 0), B∗2 ≡ (−H, Ir , 0, . . . , 0), . . ., and B∗T ≡ (0, . . . , −H, Ir ); then
0

η 01 K−1 η 1 = η 0 B∗1 K−1 B∗1 η,
T
T
X
X
0
0 −1
(η t − Hη t−1 ) U (η t − Hη t−1 ) =
η 0 B∗t U−1 B∗t η.
t=2

t=2
0

0

Further define B ≡ (B∗1 , . . . , B∗T )0 and C ≡ blockdiag{K, U, . . . , U}; then
T

1X
1
1
(η t − Hη t−1 )0 U−1 (η t − Hη t−1 ) = − η 0 B0 C−1 Bη.
− η 01 K−1 η 1 −
2
2 t=2
2
Note that B is a sparse lower-triangular matrix with ones along the diagonal. Further, let
qt,i ≡ (00r×1 , . . . , St (st,i )0 , 00r×1 , . . . , 00r×1 )0 ∈ RT r such that yt,i = xt (st,i )0 β t + q0t,i η + ξt (st,i ).
Then the first-order derivatives of `c (θ) with respect to η and ξt,i ≡ ξt (st,i ) are
T

N

t
∂`c X X
(2zt,i − 1)qt,i
=
− B0 C−1 Bη,
∂η
1
+
exp((2z
−
1)y
)
t,i
t,i
t=1 i=1

∂`c
(2zt,i − 1)
2
=
− ξt,i /σξ,t
, for t = 1, . . . , T, i = 1, . . . , Nt .
∂ξt,i
1 + exp((2zt,i − 1)yt,i )
Similarly, for t = 1, . . . , T and i = 1, . . . , Nt , the second-order derivatives are
T X
Nt
X
(2zt,i − 1)2 exp((2zt,i − 1)yt,i )qt,i q0t,i
∂ 2 `c
=
−
− B0 C−1 B,
2
∂ηη 0
(1
+
exp((2z
−
1)y
))
t,i
t,i
t=1 i=1

∂ 2 `c
∂ 2 `c
(2zt,i − 1)2 exp((2zt,i − 1)yt,i )qt,i
=
=−
,
∂η∂ξt,i
∂ξt,i ∂η
(1 + exp((2zt,i − 1)yt,i ))2
!
∂ 2 `c
(2zt,i − 1)2 exp((2zt,i − 1)yt,i )
1
= −
− 2 I(t = u, i = j).
∂ξt,i ∂ξu,j
(1 + exp((2zt,i − 1)yt,i ))2
σξ,t
10

Hence, the conditional posterior mode of (η, ξ) can be obtained iteratively by running
the Fisher-scoring algorithm (e.g., Jennrich and Sampson, 1976), which is based on the
first-order and second-order derivatives above, until convergence. Let He(η, ξ) denote the
Hessian matrix for log p(η, ξ|Z, θ (`) ):

He(η, ξ) =

∂ 2 `c
∂ηη
 2 0
∂ `c
∂ξ∂η 0



∂ 2 `c
∂η∂ξ0 
.
∂ 2 `c
0
∂ξξ

Then the conditional posterior variances of η and ξ can be approximated by −He(η̂, ξ̂)−1 ,
where (η̂, ξ̂) is the estimated posterior mode of p(η, ξ|Z, θ (`) ). Since He(η, ξ) is highdimensional, the Sherman-Morrison-Woodbury inversion formula (e.g., Henderson and Searle,
1981) is used to compute the inverse of the negative Hessian efficiently (see Appendix A).
After the E-step of the (` + 1)-th iteration, the M-step (or maximization step) yields
2
θ (`+1) = arg max Q(θ; θ (`) ). The closed-form solutions of K, {σξ,t
}, H, and U at this step
θ

are available:
K(`+1) = E(η 1 η 01 |Z, θ (`) ),
1
2 (`+1)
(σξ,t
)
= tr(E(ξ t ξ 0t |Z, θ (`) )),
N
! T
!−1
T
X
X
(`)
(`)
(`+1)
0
0
,
H
=
E(η t η t−1 |Z, θ )
E(η t−1 η t−1 |Z, θ )
t=2

U(`+1) =

1
T −1

t=2
T
X



E (η t − H(`+1) η t−1 )(η t − H(`+1) η t−1 )0 |Z, θ (`) .

t=2

However, EM estimates of the fixed-effects regression coefficients, {β t , t = 1, . . . , T }, do
not have an analytical form since the algorithm would be based on evaluating E(log(1 +
exp(−(2zt,i −1)yt,i ))|Z, θ (`) ). Following Sengupta and Cressie (2013), we use a second-order
Taylor expansion at the posterior mode of (η, ξ) to approximate this expectation, and then
we estimate {β t } using a one-step Newton-Raphson update within the EM algorithm (see
Appendix B).
After obtaining the EM estimates of the model parameters, denoted by θ̂, we substitute them into the predictive distribution to yield the empirical predictive distribution,
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p(η, ξ|Z, θ̂). Our approach is then to simulate from this distribution using Markov chain
Monte Carlo (MCMC), which in turn yields a predictive distribution of {yt (s) : s ∈
D, t = 1, . . . , T } obtained from (2). Since the full conditional distributions, p(η|ξ, Z, θ̂)
and p(ξ|η, Z, θ̂), do not have a closed form, the Metropolis-Hastings algorithm within the
Gibbs sampler (e.g., Gelfand and Smith, 1990; Gelman et al., 2014) is used to obtain the
predictive samples of η and ξ (see Appendix C).

4

Implementation Details for the Spatio-Temporal Generalized Linear Model

4.1

Specification of basis functions

We first discuss how to choose the basis functions {St (·) : t = 1, . . . , T }. We assume
them to be temporally homogeneous during {1, . . . , T } and consider the basis-function
vector S(·) ≡ (S1 (·), . . . , Sr (·))0 , although specifying some or all to depend on t causes no
extra difficulty in fitting the model. Previous studies on selection of basis functions for
the spatial random effects models can be found in Bradley et al. (2011) and Tzeng and
Huang (2018). Here we focus on the compactly supported bisquare function, since it has
been successfully applied to capture dependence structures of very large Gaussian and nonGaussian spatial data (e.g., Cressie and Johannesson, 2008; Sengupta and Cressie, 2013).
Other types of basis functions could also be applied (e.g., wavelets, splines, Wendland,
and logistic principal components; see Section 7.1.3 in Cressie and Wikle, 2011). For
j = 1, . . . , r, define

Sj (s) ≡

1−

ks − cj k
φ

 2 !2

I(ks − cj k < φ); s ∈ Rd ,

(5)

where cj is the center of the j-th basis function Sj (·), φ is the radius of its spatial support,
and I(·) is an indicator function.
Having multi-resolution spatial basis functions is an effective way to capture different
dependence scales (e.g., Cressie and Johannesson, 2008; Nychka et al., 2015; Katzfuss,
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2017). For the simulation studies in Section 5, we adopted a quad-tree design (such as
found in Cressie and Kang, 2010) for basis-function centers, here for two spatial resolutions.
In addition, some basis functions with centers outside the study domain were included to
accommodate the boundary effects (Cressie and Kang, 2010). When the multi-resolution
basis functions are used, the support radius φ for each resolution is chosen as 1.5 times the
shortest distance between basis centers of the same resolution, which allows them to have
overlapping non-zero supports (Cressie and Johannesson, 2008).

4.2

Parameterization of the propagator matrix

In this subsection, we discuss how to parameterize the propagator matrix H for modeling the temporal correlations of the spatio-temporal random effects. Since the temporal
dependence for the process model in (2) is introduced through {η t }, we can further parameterize H to model temporal correlations both for within-resolution basis functions and
for between-resolution basis functions. Recall that here we are considering basis functions
with just two resolutions: There are r1 Resolution-1 basis functions and r2 Resolution-2
basis functions, where r = r1 + r2 . Then we can specify the r × r propagator matrix H as,

H≡

ρ1 Ir1

0

ρ3 R ρ2 Ir2





 ≡ ρ1 

Ir1

0

ρ̃3 R ρ̃2 Ir2


,

(6)

where ρ1 and ρ2 ≡ ρ1 ρ̃2 ∈ (0, 1) model the within-resolution auto-correlations for Resolution1 and Resolution-2 basis functions, respectively; ρ3 ≡ ρ1 ρ̃3 ∈ (0, 1) models the betweenresolution auto-correlations of basis functions; the matrix R is an r2 × r1 sparse matrix
with non-zero entries equal to 1 if a finer-resolution basis function is a (spatial) neighbor
of a coarser-resolution basis function. For illustration, consider the simulation study in
Section 5, where we chose the nearest four Resolution-2 neighbors for each Resolution-1
basis function. Then each of the Resolution-1 basis functions would have four Resolution-2
neighbors connected by the dashed lines in Figure 1. Suppose the upper-left Resolution-1
basis function is indexed as the first basis function; then each row of R corresponding to
its four Resolution-2 neighbors has its first element equal to 1 and the other 3 elements
equal to 0. Note that H is a square r × r matrix that is not necessarily symmetric.
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Estimation of the propagator-matrix parameters {ρ1 , ρ2 , ρ3 } can be embedded easily
into the EM algorithm in Section 3. For ρ1 , its EM update in the M-step has a closed-form
solution; for ρ2 and ρ3 , closed-form EM updates are not available, so we use a one-step
Newton-Raphson update within the EM algorithm (see Appendix B). In the more general
case where the propagator matrices are {Ht }, the parameters are {ρ1,t , ρ2,t , ρ3,t }.

1

0.5

0
0

0.5

1

Figure 1: Centers of bisquare basis functions, where circles and crosses are for Resolution-1
and Resolution-2 basis functions, respectively. The spatial domain [0, 1] × [0, 1] is indicated
by the square box. The dashed lines connect the Resolution-2 centers to the Resolution-1
centers.

4.3

Starting values for the EM algorithm

For hierarchical spatial generalized linear mixed models, Sengupta and Cressie (2013) provided a detailed discussion on choosing starting values for the EM algorithm. Here we adopt
a similar approach for finding starting values for different model parameters. We first obtain
(0)

a starting value, yt (s), of yt (s) by using g(zt (s) − 0.05) when zt (s) = 1 and g(zt (s) + 0.05)
when zt (s) = 0, where recall that g(·) is the logit transform. The starting values of the
regression coefficients {β t } can be obtained by using the classical fixed-effects estimates,
(0)

denoted as {β t }, for the generalized linear models based on covariates {xt (s)} and data
(0)

(0)

(0)

{zt (s)}. Then we can obtain the estimated detrended process, t (s) ≡ yt (s) − xt (s)0 β t .
2
To obtain starting values for K and σξ,1
, we first obtain a target covariance matrix
N1
P
(0)
(0)
Σ1 ≡ s2,1 IN1 , where s2,1 ≡
(1 (s1,i ))2 /N1 . Then the starting value of K ≡ var(η 1 )
i=1
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(0)

(0)

is obtained as K(0) ≡ arg min tr{(S1 KS01 − 0.95Σ1 )0 (S1 KS01 − 0.95Σ1 )}, which has a
K

closed-form solution (see Cressie and Johannesson, 2008), and S1 ≡ (S(s1,1 ), . . . , S(s1,N1 ))0
2
is obtained as
is the N1 × r basis-function matrix at t = 1. Then the starting value of σξ,1
(0)

(0)

2
(σξ,1 )2 ≡ 0.05s2,1 . Similarly, the starting value of σξ,t
can be obtained as (σξ,t )2 ≡ 0.05s2,t ,
Nt
P
(0)
where s2,t ≡ (t (st,i ))2 /Nt , for t = 2, . . . , T .
i=1
(0)

Let t

(0)

(0)

(0)

≡ (t (st,1 ), . . . , t (st,Nt ))0 . By regressing t

on the basis-function matrix
(0)

(0)

St , we can use the estimated regression coefficients as the starting value η t ; then ξ t
(0)
t

−

(0)
St η t

≡

is the starting value for ξ t . The starting values for H and U are obtained
(0)

(0)

based on {η t } and {ξ t }, as follows. The lag-one vector-autoregressive relation of the
r-dimensional vector η t implies that
η t,1 = ρ1 η t−1,1 + ut,1 , η t,2 = ρ3 Rη t−1,1 + ρ2 η t−1,2 + ut,2 ,

(7)

where recall that r = r1 + r2 , η t,1 is the subvector of η t made up of the first r1 entries,
and η t,2 is the subvector of η t made up of the last r2 entries. The subvectors ut,1 and
ut,2 are similarly defined from ut , which is the r-dimensional innovation vector that is
(0)

Gaussian with mean zero and covariance matrix U. Therefore, the starting values, ρ1 ,
(0)

(0)

ρ2 , and ρ3 are chosen as the estimated regression coefficients obtained by fitting linear
regressions based on the linear relationships in (7). Then the starting value H(0) is obtained
(0)

(0)

(0)

by substituting ρ1 , ρ2 , and ρ3 into (6). After H(0) is obtained, the starting value for
(0)

(0)

(0)

(0)

(0)

(0)

(0)

the innovation vector u is u(0) ≡ ((u2 )0 , . . . , (uT )0 )0 = η 2:T − H(0) η 1:T −1 , where η 2:T ≡
(0)

(0)

(0)

chosen as U(0) ≡

(u(0) )0 u(0)
Ir ,
(T −1)r

((η 2 )0 , . . . , (η T )0 )0 and η 1:T −1 ≡ ((η 1 )0 , . . . , (η T −1 )0 )0 . Finally, the starting value of U is
where Ir is the identity matrix of size r.

With starting values specified above, we have found that the Fisher-scoring algorithm
used to find the conditional posterior mode of (η, ξ) converges very fast (typically within
10 iterations). In our application to the spatio-temporal Arctic sea ice data (Section 6),
the EM algorithm with the Laplace approximation in the E-step works well and converges
within 40 iterations.
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5

Simulation Study

This section consists of a small simulation study to illustrate the validity of the inferential
procedure proposed in Section 3.

5.1

Simulation configuration

The spatial domain is on a unit square, [0, 1] × [0, 1], consisting of N = 1282 = 16, 384
regular-grid observation locations S ≡ {si = (si,1 , si,2 ) : i = 1, . . . , N }, for each of T = 6
time points. We generated L = 100 simulated datasets from the hierarchical model given
in (1) and (2). For the trend term, we set β t ≡ β = (0.5, 1)0 and the covariate for the
simulation is {si,1 : i = 1, . . . , N }, namely, the first coordinates of the spatial locations
{si }. To generate the realizations of the spatial random effects, we need to specify the
basis-function matrix S, the covariance matrix K, the matrices H and U, and the fine2
scale-variation variances {σξ,t
}. Figure 1 shows bisquare basis-function centers with two

resolutions: Resolution 1 contains r1 = 2 × 2 = 4 basis functions, and Resolution 2 contains
r2 = 6 × 6 = 36 basis functions. Hence, in the simulation there are r = r1 + r2 = 40 spatial
basis functions in total. Some Resolution-2 basis centers are outside the study domain
to account for boundary effects (Cressie and Kang, 2010). We standardized each basis
function by subtracting its sample mean and dividing by its sample standard deviation
obtained from evaluating the basis function at all the observation locations.
Then we specified the covariance matrix K ≡ var(η 1 ) such that SKS0 approximates a
target covariance matrix Σ0 , where Σ0 was generated from an exponential covariance function, σ 2 exp(−h/ψ) with σ 2 = 1 and ψ = 0.2 (practical range = 0.6). Specifically, we first
obtained K0 ≡ arg min tr{(SKS0 −Σ0 )0 (SKS0 −Σ0 )}; then K = 0.95(K0 /(trace(SK0 S0 )/N )),
K

in order to have 95% of the total variation due to the random effects. Further, H is given
by (6), where we used the nearest four Resolution-2 neighbors for each Resolution-1 basis
function to define R and specified ρ1 = 0.4, ρ2 = 0.4, and ρ3 = 0.035. The innovation
matrix is U = K − HKH0 , which is positive-definite for the model parameters specified
2
above. Fine-scale-variation variances were specified as σξ,t
= 0.05 for t = 1, . . . , T , to make

the total variation always equal to 1.
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5.2

Simulation results

The EM-estimation results are shown in Table 1 and Figure 2. It is seen that the means of
the EM estimates of matrices K and U can capture the main patterns of the true matrices.
The dependence structure of random effects associated with basis functions within the
same resolution and between two resolutions are well preserved in the EM estimates of K
2
and U. For estimating the scalar parameters β0 , β1 , ρ1 , ρ2 , ρ3 , and {σξ,t
}, the means of the

EM estimates given in Table 1 are also very close to their respective true values. We can
see that the EM algorithm with a Laplace approximation in the E-step works well in our
simulation study.
Table 1: The scalar-parameter-estimation results based on 200 simulated datasets. Parameters and their true values (in bold) are given on the top line and the Means and
the Root Mean Squared Errors (in parentheses) of the EM estimates are given on the line
underneath.
β0 (0.5)
0.48 (0.031)
2
σξ,1
(0.05)
0.05 (7.2 · 10−5 )
2
σξ,4
(0.05)
0.05 (7.1 · 10−5 )
ρ1 (0.4)
0.37 (0.051)

6
6.1

β1 (1.0)
1.05 (0.032)
2
2
σξ,2
(0.05)
σξ,3
(0.05)
−5
0.05 (6.9 · 10 ) 0.05 (7.6 · 10−5 )
2
2
σξ,5
(0.05)
σξ,6
(0.05)
−5
0.05 (7.1 · 10 ) 0.05 (7.7 · 10−5 )
ρ2 (0.4)
ρ3 (0.035)
0.40 (0.021)
0.042 (0.011)

Evolution of Arctic Sea Ice Extent
Data description and EM estimation of parameters

In this section, we illustrate our methodology on a time series of Arctic sea-ice-extent (SIE)
datasets, which came from remote sensing of sea ice concentrations of areal proportions
of sea ice for spatial grid cells in the Arctic. Here we considered the National Oceanic
and Atmospheric Administration (NOAA)/National Snow & Ice Data Center (NSIDC)’s
Climate Data Record (CDR) of passive microwave sea ice concentrations (e.g., Peng et al.,
2013; Meier et al., 2017), which provides consistent daily observations on Arctic sea ice.
Currently, both daily and monthly datasets are available from July 1987 to December 2015.
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(b) True U versus Û.

Figure 2: True K and true U are compared to estimated K and estimated U, which were
obtained as the entry-wise means of the EM estimates based on 200 simulated datasets.
There are 136, 192 observations (stored as a 304 × 448 matrix) for each daily or monthly
dataset with the possibility of missing values, and each spatial grid cell has a nominal area
of 25km × 25km.
The Arctic sea ice extent is obtained as the sum of the areas of grid cells whose sea
ice concentration is greater than or equal to 15%. The 15% cut-off value has been used
in numerous studies on sea ice extent of polar regions (e.g., Parkinson et al., 1999; Zwally
et al., 2002; Meier et al., 2007; Parkinson, 2014a) to create a binary variable that declares
whether or not a grid cell is covered by sea ice. Previous studies showed that Arctic sea
ice extent has a seasonal cycle and reaches its minimum in September (e.g., Parkinson,
2014a). We shall focus on the binary data of sea ice extent for the month of September
over the 20 years from 1996 to 2015 inclusive. Since Arctic sea/ice locations with latitudes
below 60◦ North are mostly water in September, our study domain is defined by locations
with latitudes greater than or equal to 60◦ , which covers the Arctic region ranging from
the south end of Greenland to the North Pole (see the left panel of Figure 3). The spatial
locations of the monthly September data in our spatial domain are the same for different
18

(a) The binary sea-ice-extent data in September 1996

(b) The basis-function centers

Figure 3: Left panel: The binary monthly sea-ice-extent data in September 1996, where
the solid-line circle indicates the study domain ≥ 60◦ N. There are no data at or near the
North Pole. Right panel: The selected basis-function centers, where open circles denote
Resolution-1 centers and plus signs denote Resolution-2 centers.
years, resulting in a binary spatial dataset of 26, 342 observations for each of the 20 years.
Next, we split the 20 years into four time periods: 1996−2001, 2001−2006, 2006−2011,
and 2011 − 2015. Then we applied the proposed spatio-temporal model to data in each of
these four time periods, assuming that Ht ≡ H and Ut ≡ U in a given period, but allowing
them to be different from one period to the next. Notice that there is an overlapping endyear and an overlapping start-year for two consecutive periods, which was deliberate, since
our interest is in ice-water transitions for pairs of consecutive years.
To fit the proposed model to the binary spatio-temporal dataset, we need to specify basis
functions covering the whole study domain. We used the generic bisquare basis function
given in (5) with centers spread over the domain and for two resolutions. Using the Matlab
function GridSphere (Laven, 2015), we generated r1 = 45 Resolution-1 basis-function centers
and r2 = 172 Resolution-2 basis-function centers. The centers are geodesic grids evenly
spaced on the sphere (see the right panel of Figure 3), with a few placed outside the study
domain to account for boundary effects (Cressie and Kang, 2010). The great-circle support
radius of Resolution-1 basis functions is 881.71km and the great-circle support radius of
Resolution-2 basis functions is 440.86km. Then the trend term, β0,t + β1,t x(s), for each
time t consists of an intercept and a single covariate, x(s), given by the standardized great
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circle distance between each grid-cell center and the North Pole.
We implemented the EM algorithm to estimate model parameters for different time
periods, with starting values in the first year of the first period specified according to the
procedure in Section 4.3. The first year of Period 2 is the last year of Period 1, and so
forth. This allows the second, third, and fourth periods to use values from the respective
previous periods as starting values. The parameter estimates are summarized in Tables 2
and 3. From Table 2, the estimates of the intercepts {β0,t } seem to be more informative
about the overall Arctic sea ice extents across different years, where a significantly smaller
β̂0,t indicates a much smaller extent than those of other years in a given time period. For
example, year 2005 in Period 2 has a much smaller extent in September compared with
the other years in Period 2, which leads to a smaller estimate of its intercept. Similar
conclusions hold for years 2011 and 2012 in Period 4, when noticeably smaller extents in
September were observed.
Table 2: EM estimates of the regression coefficients {β t ≡ (β0,t , β1,t )0 } and the fine-scale2
variation variances {σξ,t
} for successive years.
Period
β0,t
β1,t
2
σξ,t
Period
β0,t
β1,t
2
σξ,t
Period
β0,t
β1,t
2
σξ,t
Period
β0,t
β1,t
2
σξ,t

1

2

3

4

1996
−0.358
−6.114
0.227
2001
−1.310
−3.399
0.242
2006
−2.059
−5.092
0.265
2011
−2.922
−4.144
0.261

1997
−1.324
−3.496
0.242
2002
−1.821
−3.713
0.280
2007
−2.442
−3.051
0.254
2012
−3.061
−3.096
0.279

1998
−1.295
−3.787
0.248
2003
−1.941
−4.091
0.279
2008
−2.618
−3.827
0.279
2013
−1.820
−2.695
0.250

1999
−1.382
−3.760
0.246
2004
−1.829
−3.693
0.254
2009
−2.199
−3.365
0.258
2014
−1.999
−2.995
0.248

2000
−1.394
−3.896
0.244
2005
−2.047
−3.755
0.251
2010
−2.303
−3.546
0.264
2015
−2.304
−3.694
0.260

2001
−1.223
−3.215
0.243
2006
−1.847
−4.521
0.265
2011
−2.532
−3.590
0.261

The estimates of the propagator-matrix parameters are given in Table 3, where we
fixed ρ3 = 0 for Period 3, since its estimate was very close to zero. It can be seen that
the temporal correlations of the random effects are mainly present for the within-resolution
basis functions, and the between-resolution correlations are very weak. A figure and other
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Table 3: EM estimates of the propagator-matrix parameters for different time periods.
Period
1
2
3
4

ρ1
0.53
0.36
0.59
0.48

ρ2
ρ3
0.40 0.06
0.43 0.03
0.48 0 (fixed)
0.52 0.05

summaries showing the EM estimates of K and U for different time periods is given in the
Supplementary Material. Non-zero entries are observed for covariances of random effects
associated with Resolution-1 basis functions as well as covariances between basis functions
of different resolutions; and the covariances of random effects associated with Resolution-2
basis functions are very small (see Figure S1 in the supplementary material).

6.2

Summary statistics based on the empirical predictive distribution of {yt (s)}

After obtaining the EM estimates of model parameters, we used MCMC samples generated
from the empirical predictive distributions of {η t } and {ξ t } (see Appendix C); then we
can readily infer the empirical predictive distribution of {yt (s)} (and hence that of {pt (s)})
based on the MCMC samples. Figure 4 shows the predictive means and predictive standard
errors of the latent process {yt (s)} at selected years, from which we can observe spatial
regions of high and low values of yt (·) for those selected years. The predictive means
and predictive standard errors of the probability process {pt (s)} at year 1999 are given in
Figure 5. Clearly, the latent process, pt (s) = exp(yt (s))/(1+exp(yt (s))), contracts the scale
of spatial variability into an almost dichotomous spatial process. On the transformed (logit)
scale, it is clear that prediction uncertainties are particularly large for spatial locations
around the boundaries of the Arctic sea ice cover, since it is more difficult to determine
whether or not those boundary areas are covered by ice. Similarly, in the Canadian Arctic
Archipelago region where ice was interlaced with water, the prediction standard errors
are also relatively large. We could also classify a spatial pixel to be covered by ice if its
predictive mean of pt (s) is greater than or equal to a cut-off value 0.15, in line with the
cut-off that defines zt (s). While that map is not shown here, it can be seen to match very
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(a) 1997 (Period 1)

(b) 2002 (Period 2)

(c) 2009 (Period 3)

(d) 2012 (Period 4)

Figure 4: The predictive means and pixel-wise predictive standard errors (on the log scale)
of {yt (s)}.
closely to the observed sea ice extent.
Now we consider summaries based on the predictive distributions of {yt (s)} to infer
changes of Arctic sea ice cover over time. In particular, for any two spatial locations
s, s0 ∈ D and any two time points t ≤ t0 ∈ {1, . . . , T }, consider the following 2 × 2 table:
Here A and B are two sets of possible values of {yt (s) : s ∈ D, t = 1, . . . , T } which,
due to the monotonic nature of the logit function, correspond to two sets of possible values
of {pt (s)}. We can specify different sets, A and B, to infer the spatial changes of Arctic
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Figure 5: Plots of the data and the predictive distribution of {pt (s)} for year 1999. From
left to right, the sea-ice-extent data, the predictive means, and the predictive standard
errors of {pt (s)}.
Table 4: The 2 × 2 table for predictive probabilities of {yt (s)}.
HH

t

0

H t
HH
H

yt0 (s0 ) ∈ B

yt0 (s0 ) ∈
/B

yt (s) ∈ A P (yt (s) ∈ A, yt0 (s0 ) ∈ B|Z, θ) ≡ π11 (s, s0 ; t, t0 )

P (yt (s) ∈ A, yt0 (s0 ) ∈
/ B|Z, θ) ≡ π12 (s, s0 ; t, t0 )

yt (s) ∈
/ A P (yt (s) ∈
/ A, yt0 (s0 ) ∈ B|Z, θ) ≡ π21 (s, s0 ; t, t0 )

P (yt (s) ∈
/ A, yt0 (s0 ) ∈
/ B|Z, θ) ≡ π22 (s, s0 ; t, t0 )

sea ice cover between different time points. For example, we can choose s = s0 , t0 = t + 1,
A ≡ {yt (s) ≥ g(0.15)}, and B ≡ {yt+1 (s) < g(0.15)}, which can be used to infer icewater transition probabilities for each spatial pixel from t to t + 1 (see Table 5), where
recall that g(·) is the logit function and 0.15 is an often-used sea-ice-concentration cutoff value to classify whether or not a spatial grid cell is covered by ice. The predictive
(`)

distribution of yt (s) is obtained from the L samples, {yt (s) : s ∈ D, t = 1, . . . , T },
using an MCMC algorithm. Then the predictive probability, π11 (s; t, t + 1) that pixel s is
covered by ice at time t but has transitioned to water at time t + 1, can be obtained from
L
P
(`)
(`)
1
I(yt (s) ≥ g(0.15))I(yt+1 (s) < g(0.15)); other predictive probabilities in Table 5 can
L
`=1

be estimated analogously.
Table 5: Transition probabilities from t to t + 1 for a fixed spatial location s.
H

HH t+1
H
HH

Water

Ice

Ice

P (yt (s) ≥ g(0.15), yt+1 (s) < g(0.15)|Z, θ) ≡ π11 (s; t, t + 1)

P (yt (s) ≥ g(0.15), yt+1 (s) ≥ g(0.15)|Z, θ) ≡ π12 (s; t, t + 1)

Water

P (yt (s) < g(0.15), yt+1 (s) < g(0.15)|Z, θ) ≡ π21 (s; t, t + 1)

P (yt (s) < g(0.15), yt+1 (s) ≥ g(0.15)|Z, θ) ≡ π22 (s; t, t + 1)

t
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The “risk” that a spatial pixel at location s is in water at time t + 1 given it is in ice
at time t is the conditional probability, πt+1|t (s) ≡ π11 (s; t, t + 1)/π1· (s; t), where π1· (s; t) ≡
π11 (s; t, t+1)+π12 (s; t, t+1) > 0. This conditional probability is the ice-to-water transition
probability at time t + 1. Spatial regions where this risk is high are of most concern. The
upper panels in Figure 6 show the spatial maps of these ice-to-water transition probabilities
for years t + 1 = 1997 and t + 1 = 2012, where high-risk values (shown in darker red)
indicate areas with retreating sea ice. The blue background represents (water) pixels where
π1· (s; t) = 0. Maps of all years were created but only two are shown here.
We can also define the weighted average over all spatial pixels of the ice-to-water transition probabilities:
PN
IWTt+1 =

i=1 πt+1|t (si )π1· (si ; t)I(π1· (si ; t) > 0)
=
PN
i=1 π1· (si ; t)I(π1· (si ; t) > 0)

PN

π11 (si ; t, t + 1)
,
PN
i=1 π1· (si ; t)

i=1

which is a risk measure of the proportion of the ice regions at time t that have changed
to water at time t + 1. The upper panel in Figure 7 shows the time series of the spatially
averaged ice-to-water transition probabilities, where a relatively large IWTt+1 value for a
given year indicates sharply shrinking Arctic sea ice cover in year t + 1. For example,
much larger IWTt+1 are obtained at years t + 1 = 2007 and 2012, which makes sense
since in September of those years, some of the smallest sea-ice-cover regions in history were
observed.
In an analogous manner, the conditional probability, π22 (s; t, t + 1)/π2· (s; t), where
π2· (s; t) ≡ π21 (s; t, t + 1) + π22 (s; t, t + 1) > 0, gives the probability obtained from the
predictive distribution that a spatial pixel at location s is in ice at time t + 1 given it is
in water at time t. This is the water-to-ice transition probability at time t + 1. The lower
panels in Figure 6 show the spatial maps of the water-to-ice transition probabilities for
years t + 1 = 1997 and t + 1 = 2012, where high values (shown in darker green) indicate the
areas that are likely to gain ice in the following year. The light grey background represents
(ice) pixels where π2· (s; t) = 0. Maps of all years were created but only two are shown here.
Similarly, the weighted average over all spatial pixels of the water-to-ice transition
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(a) t + 1 = 1997, ice-to-water transition

(b) t + 1 = 2012, ice-to-water transition

(c) t + 1 = 1997, water-to-ice transition

(d) t + 1 = 2012, water-to-ice transition

Figure 6: Upper panels: The conditional probability map of the ice-to-water transition
probability for years t + 1 = 1997 and 2012; the blue color indicates the water regions
with π1· (s; t) = 0, and high-risk areas are indicated by a darker red. Lower panels: The
conditional probability map of the water-to-ice transition probability for the same years;
the light grey color indicates the ice regions with π2· (s; t) = 0, and the areas with large
probability to gain ice in the following year are indicated by a darker green.
probabilities is given by,
PN
WITt+1 =

π22 (si ; t, t + 1)
,
PN
i=1 π2· (si ; t)

i=1

which provides another summary of the changes of Arctic sea ice extent over time. The
lower panel in Figure 7 shows the time series of the WITt+1 , where a relatively large value
for a given year indicates increasing Arctic sea ice cover in year t + 1. For the two years
shown in Figure 6, sea-ice losses clearly outweigh gains.
From the joint predictive distribution of yt (s) at all pixels s and all times, the 2 × 2
table in Table 5 allows summaries based on marginal and joint probabilities and spatial
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Averaged ice-to-water transition probabilities
0.3
0.2
0.1
0
1997

2001

2005

2009

2013
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Averaged water-to-ice transition probabilities
0.15
0.1
0.05
0
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2001

2005

2009

2013

(b) WITt+1

Figure 7: The ice-to-water transition probabilities and water-to-ice transition probabilities
averaging over space for different years t + 1 = 1997, . . . , 2015.
averages of them. Recall that π1· (s; t) is the marginal predictive probability of a grid cell
to be covered by ice at location s and time t; then the spatial average of the marginal
N
P
probability of being in ice at time t is given by N1
π1· (si ; t). This is easily seen to be
i=1

equal to the predictive mean of the (latent) sea-ice-extent proportions (SIEP) determined
using a cut-off value of 0.15, and hence it is a useful summary of the overall Arctic sea ice
extent at time t. Figure 8 shows the time series of the predictive mean of the SIEPs, from
which we can observe a decreasing temporal trend in this 20-year period. This time series
aligns closely with a time series of sea ice extents shown by Comiso et al. (2008), which
was based directly on the data {zt (s)}.
Furthermore, we can consider all the joint probabilities in the 2 × 2 table given in
Table 5 and average them over all the observation locations. In an analogous manner,
these are equal to the predictive means of spatial proportions of different ice-water states
for consecutive years. Figure 9 shows how the four ice-water-state proportions change over
time. It is clear that the ice-to-ice proportion has decreased gradually over the past 20
years, from a value above 0.4 in t = 1996 to about 0.3 in t = 2014, which indicates a
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SIE proportion

0.6
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0
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Figure 8: The predictive sea-ice-extent proportions for different years. Note that the
predictive standard errors are too small to be presented.
declining ice-to-ice area for consecutive years. In contrast, the water-to-water proportion
is slightly below 0.5 for 1996, but it increases gradually to 0.6 for 2014, implying a growing
water-to-water area for consecutive years. The trends of these two states’ proportions
represent another quantification that Arctic sea ice cover has retreated over the past two
decades. Compared with the ice-to-ice and water-to-water proportions, the overall ice-towater and water-to-ice proportions fluctuate more across different years. We find that the
conditional predictive probabilities (Figure 7) are more informative for seeing changes in
Arctic sea ice extent than the latter two proportions.
Proportions
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Figure 9: Time series of the predictive means of the spatial proportions of different icewater states for consecutive years. Note that the predictive standard errors are too small
to be presented.
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7

Summary and Discussion

In this paper, we have proposed a hierarchical spatio-temporal generalized linear model
for analyzing binary sea-ice-extent datasets over time, which builds from the spatial GLM
framework in Diggle et al. (1998). The spatio-temporal correlations of the binary data
are modeled by a latent spatio-temporal linear mixed-effects model, which achieves both
dimension-reduction for computational efficiency and a flexible nonstationary spatial field
at different time points. Then an EM algorithm is developed to estimate the model parameters, and an empirical hierarchical modeling approach is taken, where predictive distributions of the latent probability process {yt (s)} are obtained from an MCMC algorithm.
Based on the predictive samples of {yt (s)}, we proposed several summaries that provide
different perspectives on the changes over time of Arctic sea ice cover. In particular, we
considered a latent 2 × 2 table based on the joint empirical predictive distribution of yt (s)
and yt+1 (s) at two consecutive time points, which is helpful for detecting the trends of
the ice-to-water and water-to-ice transition proportions across years. A relative risk could
also be computed, based on (π11 (s; t, t + 1)/π1· (s; t))/(π21 (s; t, t + 1)/π2· (s; t)), which is the
ice-to-water risk relative to the water-to-water risk. Other 2×2 tables could be constructed
to consider the spatial relationship between neighboring pixels at the same time or indeed
at successive times.
From Figure 7 we can see that the fluctuation of September Arctic SIE becomes larger
with a longer period after 2005. This may be due to the loss of thick, multi-year Arctic sea
ice in previous years (e.g., Kwok et al., 2009), and consequently September Arctic sea ice
becomes more vulnerable to atmospheric forcing.
We wish to make clear that the analysis given is based on the predictive distribution
of the latent process yt (s) (equivalently pt (s)). The maps in Figures 4, 5, 6, and the time
series in Figure 8 give a new way to represent the retreating sea ice in the Arctic region, and
they come with uncertainty quantification. The signal in the data is in fact very strong, so
that predictive standard errors, for example in Figure 8, are too small to be represented.
In contrast, Figure 7 shows two functionals of the predictive distribution and, apart from
Monte Carlo error, there is no uncertainty to attach to them.
Future research will include modeling of the original sea-ice-concentration datasets
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which may provide more information about Arctic sea ice changes than binary datasets;
then the 0-1 inflated model (for cloud cover) given in Sengupta et al. (2016) could be
incorporated into the data model in Section 2. Another research direction is the joint modeling of albedo and Arctic-sea-ice data from two satellite instruments, where modeling their
spatio-temporal relationship and detecting the albedo-ice feedback effects are of interest
(e.g., Pistone et al., 2014).
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Appendix A.

Calculations of the inverse of the negative Hessian matrix

In the expectation step of the EM algorithm, we need to obtain the inverse of the negative
Hessian matrix, −He(η, ξ)−1 , to obtain the variance of η and ξ. Since the Hessian matrix
P
P
is a ( Tt=1 Nt + T r) × ( Tt=1 Nt + T r) matrix that is high-dimensional, it might appear
that its inverse cannot be computed directly. Following Sengupta and Cressie (2013), we
use block-matrix-inversion formulas to obtain var(η) and var(ξ) efficiently. Let

He(η, ξ) ≡ 

H



ηη 0

Hηξ

H0ηξ0

Hξξ0

0

,

where Hηη0 is the second-order-derivative matrix of `c (θ) with respect to η and η 0 , and
the rest of the quantities in He(η, ξ) are defined analogously. Then block-matrix-inversion

29

formulas lead to
var(η) ≡ Vη = −(Hηη0 − Hηξ0 H−1
H0 )−1 ,
ξξ0 ηξ0
−1
0
var(ξ) = −(Hξξ0 − H0ηξ0 H−1
ηη 0 Hηξ ) ,

cov(η, ξ 0 ) = −Vη Hηξ0 H−1
.
ξξ0
By definition, Hηξ0 ≡ blockdiag{Hηt ξ0t } is a block-diagonal matrix where Hηt ξ0t is the
Hessian matrix involving η t and ξ t , and Hξξ0 is a diagonal matrix. Therefore, var(η) can
be computed efficiently based on the sparse block-diagonal structure of Hηξ0 H−1
H0 . For
ξξ0 ηξ0
var(ξ), the Sherman-Morrison-Woodbury inversion formula (e.g., Henderson and Searle,
1981) yields
var(ξ) = −(H−1
− H−1
H0 V H 0 H−1
),
ξξ0
ξξ0 ηξ0 η ηξ
ξξ0
which can be computed efficiently, since Hηξ0 is a sparse block-diagonal matrix and Hξξ0
is a diagonal matrix.

Appendix B.

Estimation of the regression coefficients
and the propagator matrix

EM estimates of the regression coefficients, {β t : t = 1, . . . , T }, do not have a closed-form
solution, but they can be obtained using a one-step Newton-Raphson update (Sengupta
et al., 2016) within the EM algorithm. Let δ t ≡ (η 0t , ξ 0t )0 and wt,i ≡ (St (st,i )0 , e0t,i )0 , where
e0t,i is the i-th row of INt . Then in the expectation step, given the current parameter vector
θ (`) and the updated estimates of the latent vectors η (`+1) and ξ (`+1) ,
At,i ≡ −E(log(1 + exp(−(2zt,i − 1)yt,i ))|Z, θ (`) )
(`)

≈ − log(1 + exp(−(2zt,i −

(`)
1)yt,i ))

0
×wt,i
var(δ t |Z, θ (`) )wt,i ,
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−

(2zt,i − 1)2 exp((2zt,i − 1)yt,i )
(`)

2(1 + exp((2zt,i − 1)yt,i ))2

(`)

(`+1)

0
where yt,i ≡ xt (st,i )0 β t + wt,i
δt

(`+1)

; ηt

(`+1)

and ξ t

are the conditional posterior modes

obtained at the current (` + 1)-th iteration; and var(δ t |Z, θ (`) ) is calculated approximately
(`+1)

using the negative inverse Hessian matrix evaluated at {η t

(`+1)

} and {ξ t

}.

The first and second derivatives of At,i with respect to β t are
∂At,i
(2zt,i − 1)xt (st,i )
=
+
(`)
∂β t
1 + exp((2zt,i − 1)yt,i )

(

(`)

(2zt,i − 1)3 exp(2(2zt,i − 1)yt,i )
(`)

(1 + exp((2zt,i − 1)yt,i ))3
)
(`)
(2zt,i − 1)3 exp((2zt,i − 1)yt,i )
0
var(δ t |Z, θ (`) )wt,i ,
× xt (st,i )wt,i
−
(`) 2
2(1 + exp((2zt,i − 1)yt,i ))
(`)

(`)

(2zt,i − 1)2 exp((2zt,i − 1)yt,i )
(2zt,i − 1)4 exp((2zt,i − 1)yt,i )
∂ 2 At,i
0
=
−
x
(s
)x
(s
)
+
t t,i
t t,i
(`)
(`)
∂β t ∂β 0t
(1 + exp((2zt,i − 1)yt,i ))2
2(1 + exp((2zt,i − 1)yt,i ))2
(
)
(`)
6 exp((2zt,i − 1)yt,i )
0
×
− 1 × xt (st,i )xt (st,i )0 wt,i
var(δ t |Z, θ (`) )wt,i .
(`) 2
(1 + exp((2zt,i − 1)yt,i ))

(`+1)

Based on the first and second derivatives given above, {β t

: t = 1, . . . , T } can be

obtained separately using a one-step Newton-Raphson update.
For the propagator matrix H, we need to estimate the correlation parameters {ρ1 , ρ2 , ρ3 }
in (6). Let H̃ ≡

1
H,
ρ1

then the first-order derivative of `c with respect to ρ1 is
T


X 
∂`c
=
tr U−1 (η t η 0t−1 − ρ1 H̃η t−1 η 0t−1 )H̃0 ,
∂ρ1
t=2
where tr(·) is the matrix trace operator. Then it is easy to show that

ρ̂1 =

T
X
t=2

−1

tr(U

η t η 0t−1 H̃0 )/

T
X

tr(U−1 η t−1 η 0t−1 H̃0 ).

t=2

For ρ2 and ρ3 , the EM updates do not have a closed-form solution. They can be estimated
through a one-step Newton-Raphson update based on the first-order and second-order
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derivatives of `c (θ) with respect to ρ2 and ρ3 , respectively:
T
X

∂`c
=
tr U−1 (η t η 0t−1 − Hη t−1 η 0t−1 )Bρ2 ,
∂ρ2
t=2
T

X

∂ 2 `c
= −
tr (η t−1 η 0t−1 )Bρ2 U−1 B0ρ2 ,
2
∂ρ2
t=2
T
X

∂`c
=
tr U−1 (η t η 0t−1 − Hη t−1 η 0t−1 )Bρ3 ,
∂ρ3
t=2
T

X

∂ 2 `c
0
−1 0
=
−
tr
(η
η
)B
U
B
,
ρ
t−1
3
t−1
ρ
3
∂ρ23
t=2


where Bρ2 ≡ 

0

0

0 I r2
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and Bρ3 ≡ 

0 R0
0

0


.

MCMC algorithm

After obtaining the EM estimates of the model parameters θ̂, we use an empirical-Bayes
approach to obtain the posterior samples of {η, ξ}, conditional on Z and θ̂. The full
conditional distributions of η and ξ, denoted by p(η|ξ, ·) and p(ξ|η, ·), do not have a
closed form, but they are proportional to the complete likelihood,
2
p(Z|η, ξ, θ) × p(η|K, H, U) × p(ξ|{σξ,t
}).

Hence we can resort to the Metropolis-Hastings algorithm within the Gibbs sampler (Gelfand
and Smith, 1990; Gelman et al., 2014) to draw the posterior samples of η and ξ; the corresponding MCMC algorithm is given in Algorithm 1 below. For η, we generate its posterior
samples for each time block {η t } successively; for ξ, we generate its posterior samples {ξt,i }
individually. Since the elements of {ξt,i } are conditionally independent (on Z and η t ), we
can generate them in parallel. The proposal distribution for generating the (k + 1)-th
(k+1)
(k)
posterior sample of η t , denoted by η t
, is N (η t , a1 Vη,t ), and N (ξˆt,i , a2 Vξ,t,i ) is used
for ξt,i (Sengupta et al., 2016). Here ξˆt,i is the estimated posterior mode of ξt,i , and Vη,t
and Vξ,t,i are the estimated posterior covariance matrices of η t and {ξt,i : i = 1, . . . , Nt }
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respectively, which are obtained based on the Hessian matrix He(η, ξ) evaluated at the
posterior modes. (Recall that Nt ≡ N in our application to sea ice extent.)
We adjusted the step sizes a1 and a2 to achieve an acceptance ratio between 26% to
50% for {η t } and {ξt,i }. For {η t }, we used the adaptive MCMC algorithm (see Andrieu
and Thoms, 2008, Algorithm 5) to adjust a1 (as well as Vη,t ) at each iteration. For {ξt,i },
we fixed a2 at 9.
Algorithm 1 MCMC algorithm
1. At k = 0, select the starting values η (k) and ξ (k) .
2. At (k + 1)-th iteration,
for t = 1 to T do
(k+1) (k)
Simulate from the full conditional distribution p(η t
|ξ , ·).
end for
3.
for t = 1 to T do
for i = 1 to Nt do
(k+1)
Simulate from the full conditional distribution p(ξt,i |η (k+1) , ·).
end for
end for
4. Repeat steps 2 and 3 until the target number of samples {η (k) , ξ (k) } is attained.
5. Discard an initial number of samples, which is the “burn-in” period.

Supplementary Material
This supplemental material contains visualizations and summaries of the EM estimates of
covariance-matrix parameters obtained from the Arctic sea ice data.

References
Andrieu, C. and J. Thoms (2008). A tutorial on adaptive MCMC. Statistics and Computing 18, 343–373.
Bai, Y., P. Song, and T. E. Raghunathan (2012). Joint composite estimating functions
in spatiotemporal models. Journal of the Royal Statistical Society: Series B (Statistical
Methodology) 74, 799–824.
33

Banerjee, S., A. Gelfand, A. Finley, and H. Sang (2008). Gaussian predictive process models
for large spatial data sets. Journal of the Royal Statistical Society: Series B (Statistical
Methodology) 70, 825–848.
Bevilacqua, M., C. Gaetan, J. Mateu, and E. Porcu (2012). Estimating space and spacetime covariance functions for large data sets: A weighted composite likelihood approach.
Journal of the American Statistical Association 107, 268–280.
Blangiardo, M., M. Cameletti, G. Baio, and H. Rue (2013). Spatial and spatio-temporal
models with R-INLA. Spatial and Spatio-temporal Epidemiology 7, 39–55.
Booth, J. G. and J. P. Hobert (1999). Maximizing generalized linear mixed model likelihoods with an automated Monte Carlo EM algorithm. Journal of the Royal Statistical
Society: Series B 61, 265–285.
Bradley, J. R., N. Cressie, and T. Shi (2011). Selection of rank and basis functions in the
spatial random effects model. In 2011 Proceedings of the Joint Statistical Meetings, pp.
3393–3406. American Statistical Association, Alexandria, VA.
Bradley, J. R., S. H. Holan, and C. K. Wikle (2015). Multivariate spatio-temporal models for high-dimensional areal data with application to longitudinal employer-household
dynamics. Annals of Applied Statistics 9, 1761–1791.
Bradley, J. R., S. H. Holan, and C. K. Wikle (2017). Bayesian hierarchical models with
conjugate full-conditional distributions for dependent data from the natural exponential
family. arXiv preprint arXiv:1701.07506.
Bradley, J. R., S. H. Holan, and C. K. Wikle (2018). Computationally efficient distribution
theory for Bayesian inference of high-dimensional dependent count-valued data (with
discussion). Bayesian Analysis 13, 253–310. DOI: 10.1214/17-BA1069.
Bradley, J. R., C. K. Wikle, and S. H. Holan (2016). Bayesian spatial change of support for
count-valued survey data with application to the American community survey. Journal
of the American Statistical Association 111, 472–487.

34

Chang, W., M. Haran, P. Applegate, and D. Pollard (2016a). Calibrating an ice sheet
model using high-dimensional binary spatial data. Journal of the American Statistical
Association 111, 57–72.
Chang, W., M. Haran, P. Applegate, and D. Pollard (2016b). Improving ice sheet model
calibration using paleoclimate and modern data. Annals of Applied Statistics 10, 2274–
2302.
Cohen, J., K. Pfeiffer, and J. Francis (2017). Winter 2015/16: A turning point in ENSObased seasonal forecasts. Oceanography 30, 82–89.
Cohen, J., J. A. Screen, J. C. Furtado, M. Barlow, D. Whittleston, D. Coumou, J. Francis,
K. Dethloff, D. Entekhabi, J. Overland, et al. (2014). Recent Arctic amplification and
extreme mid-latitude weather. Nature Geoscience 7, 627–637.
Comiso, J. C., C. L. Parkinson, R. Gersten, and L. Stock (2008). Accelerated decline in
the Arctic sea ice cover. Geophysical Research Letters 35, L01703.
Cressie, N. and H.-C. Huang (1999). Classes of nonseparable, spatio-temporal stationary
covariance functions. Journal of the American Statistical Association 94, 1330–1340.
Cressie, N. and G. Johannesson (2008). Fixed rank kriging for very large spatial data sets.
Journal of the Royal Statistical Society: Series B (Statistical Methodology) 70, 209–226.
Cressie, N. and E. L. Kang (2010). High-resolution digital soil mapping: Kriging for very
large datasets. In R. A. Viscarra Rossel, A. B. McBratney, and B. Minasny (Eds.),
Proximal Soil Sensing, pp. 49–63. Springer, Dordrecht, NL.
Cressie, N., T. Shi, and E. L. Kang (2010). Fixed rank filtering for spatio-temporal data.
Journal of Computational and Graphical Statistics 19, 724–745.
Cressie, N. and C. K. Wikle (2011). Statistics for Spatio-Temporal Data. John Wiley &
Sons, Hoboken, NJ.
Cressie, N. A. and G. Johannesson (2006). Spatial prediction for massive datasets. In Proc.
Australian Academy of Science Elizabeth and Frederick White Conf, pp. 1–11. Canberra:
Australian Academy of Science.
35

Datta, A., S. Banerjee, A. O. Finley, N. A. Hamm, and M. Schaap (2016). Nonseparable
dynamic nearest neighbor Gaussian process models for large spatio-temporal data with
an application to particulate matter analysis. Annals of Applied Statistics 10, 1286–1316.
Dempster, A. P., N. M. Laird, and D. B. Rubin (1977). Maximum likelihood from incomplete data via the EM algorithm. Journal of the Royal Statistical Society: Series B
(Statistical Methodology) 39, 1–38.
Diggle, P. J., J. Tawn, and R. Moyeed (1998). Model-based geostatistics (with discussion).
Journal of the Royal Statistical Society: Series C (Applied Statistics) 47, 299–350.
Finley, A. O., S. Banerjee, and A. E. Gelfand (2012). Bayesian dynamic modeling for
large space-time datasets using Gaussian predictive processes. Journal of Geographical
Systems 14, 29–47.
Furrer, R., M. G. Genton, and D. Nychka (2006). Covariance tapering for interpolation of
large spatial datasets. Journal of Computational and Graphical Statistics 15, 502–523.
Gelfand, A. E. and A. F. M. Smith (1990). Sampling-based approaches to calculating
marginal densities. Journal of the American Statistical Association 85, 398–409.
Gelman, A., J. B. Carlin, H. S. Stern, and D. B. Rubin (2014). Bayesian Data Analysis
(3rd edn). Chapman & Hall/CRC, Boca Raton, FL, USA.
Gneiting, T. (2002). Nonseparable, stationary covariance functions for space-time data.
Journal of the American Statistical Association 97, 590–600.
Guan, Y. and M. Haran (2018). A computationally efficient projection-based approach
for spatial generalized linear mixed models. Journal of Computational and Graphical
Statistics. Accepted, doi: 10.1080/10618600.2018.1425625.
Henderson, H. V. and S. R. Searle (1981). On deriving the inverse of a sum of matrices.
SIAM Review 23, 53–60.
Higdon, D. (2002). Space and space-time modeling using process convolutions. In C. W.
Anderson, V. Barnett, P. C. Chatwin, and A. H. El-Shaarawi (Eds.), Quantitative Methods for Current Environmental Issues, pp. 37–56. Springer, London.
36

Holan, S. H. and C. K. Wikle (2016). Hierarchical dynamic generalized linear mixed models
for discrete-valued spatio-temporal data. In R. A. Davis, S. H. Holan, R. Lund, and
N. Ravishanker (Eds.), Handbook of Discrete-Valued Time Series, pp. 327–348. Chapman
& Hall/CRC.
Hu, G. and J. Bradley (2018). A Bayesian spatio-temporal model for analyzing earthquake
magnitudes. STAT . Accepted.
Hughes, J. and M. Haran (2013). Dimension reduction and alleviation of confounding for
spatial generalized linear mixed models. Journal of the Royal Statistical Society: Series
B (Statistical Methodology) 75, 139–159.
Jennrich, R. I. and P. Sampson (1976). Newton-Raphson and related algorithms for maximum likelihood variance component estimation. Technometrics 18, 11–17.
Kang, E. L., N. Cressie, and T. Shi (2010). Using temporal variability to improve spatial
mapping with application to satellite data. Canadian Journal of Statistics 38, 271–289.
Katzfuss, M. (2017). A multi-resolution approximation for massive spatial datasets. Journal
of the American Statistical Association 112, 201–214.
Katzfuss, M. and N. Cressie (2011). Spatio-temporal smoothing and EM estimation for
massive remote-sensing data sets. Journal of Time Series Analysis 32, 430–446.
Kaufman, C. G., M. J. Schervish, and D. W. Nychka (2008). Covariance tapering for
likelihood-based estimation in large spatial data sets. Journal of the American Statistical
Association 103, 1545–1555.
Kwok, R., G. Cunningham, M. Wensnahan, I. Rigor, H. Zwally, and D. Yi (2009). Thinning
and volume loss of the Arctic Ocean sea ice cover: 2003-2008. Journal of Geophysical
Research: Oceans 114. doi:10.1029/2009JC005312.
Laven, K. V. (2015). Grid Sphere (version 1.15). doi: https://au.mathworks.com/
matlabcentral/fileexchange/28842-grid-sphere [Accessed: 09 October 2017].

37

Lindgren, F., H. Rue, and J. Lindström (2011). An explicit link between Gaussian fields and
Gaussian Markov random fields: The stochastic partial differential equation approach.
Journal of the Royal Statistical Society: Series B (Statistical Methodology) 73, 423–498.
Linero, A. R. and J. R. Bradley (2018). Multi-rubric models for ordinal spatial data with
application to online ratings from Yelp. Annals of Applied Statistics. Accepted.
McCulloch, C. E. (1997). Maximum likelihood algorithms for generalized linear mixed
models. Journal of the American Statistical Association 92, 162–170.
Meier, W., F. Fetterer, M. Savoie, S. Mallory, R. Duerr, and J. Stroeve (2017).
NOAA/NSIDC Climate Data Record of Passive Microwave Sea Ice Concentration, Version 3. [09/1996-09/2015]. Boulder, Colorado USA. NSIDC: National Snow and Ice Data
Center. doi: http://dx.doi.org/10.7265/N59P2ZTG [Accessed: 09 October 2017].
Meier, W. N., G. K. Hovelsrud, B. E. Oort, J. R. Key, K. M. Kovacs, C. Michel, C. Haas,
M. A. Granskog, S. Gerland, D. K. Perovich, et al. (2014). Arctic sea ice in transformation: A review of recent observed changes and impacts on biology and human activity.
Reviews of Geophysics 52, 185–217.
Meier, W. N., J. Stroeve, and F. Fetterer (2007). Whither Arctic sea ice? A clear signal
of decline regionally, seasonally and extending beyond the satellite record. Annals of
Glaciology 46, 428–434.
Mori, M., M. Watanabe, H. Shiogama, J. Inoue, and M. Kimoto (2014). Robust Arctic seaice influence on the frequent Eurasian cold winters in past decades. Nature Geoscience 7,
869–873.
Nychka, D., S. Bandyopadhyay, D. Hammerling, F. Lindgren, and S. Sain (2015). A
multiresolution Gaussian process model for the analysis of large spatial datasets. Journal
of Computational and Graphical Statistics 24, 579–599.
Parkinson, C. L. (2014a). Global sea ice coverage from satellite data: Annual cycle and
35-yr trends. Journal of Climate 27, 9377–9382.

38

Parkinson, C. L. (2014b). Spatially mapped reductions in the length of the Arctic sea ice
season. Geophysical Research Letters 41, 4316–4322.
Parkinson, C. L., D. J. Cavalieri, P. Gloersen, H. J. Zwally, and J. C. Comiso (1999).
Arctic sea ice extents, areas, and trends, 1978–1996. Journal of Geophysical Research:
Oceans 104, 20837–20856.
Parkinson, C. L. and N. E. DiGirolamo (2016). New visualizations highlight new information on the contrasting Arctic and Antarctic sea-ice trends since the late 1970s. Remote
Sensing of Environment 183, 198–204.
Peng, G., W. Meier, D. Scott, and M. Savoie (2013). A long-term and reproducible passive
microwave sea ice concentration data record for climate studies and monitoring. Earth
System Science Data 5, 311–318.
Pistone, K., I. Eisenman, and V. Ramanathan (2014). Observational determination of
albedo decrease caused by vanishing Arctic sea ice. Proceedings of the National Academy
of Sciences 111, 3322–3326.
Rue, H., S. Martino, and N. Chopin (2009). Approximate Bayesian inference for latent
Gaussian models by using integrated nested Laplace approximations. Journal of the
Royal Statistical Society: Series B (Statistical Methodology) 71, 319–392.
Screen, J. A., I. Simmonds, C. Deser, and R. Tomas (2013). The atmospheric response to
three decades of observed Arctic sea ice loss. Journal of Climate 26, 1230–1248.
Sengupta, A. and N. Cressie (2013). Hierarchical statistical modeling of big spatial datasets
using the exponential family of distributions. Spatial Statistics 4, 14–44.
Sengupta, A., N. Cressie, B. H. Kahn, and R. Frey (2016). Predictive inference for big,
spatial, non-Gaussian data: MODIS cloud data and its change-of-support. Australian &
New Zealand Journal of Statistics 58, 15–45.
Shi, H. and E. L. Kang (2017). Spatial data fusion for large non-Gaussian remote sensing
datasets. Stat 6, 390–404.

39

Stein, M. (2005). Space-time covariance functions. Journal of the American Statistical
Association 100, 310–321.
Stroeve, J., M. M. Holland, W. Meier, T. Scambos, and M. Serreze (2007). Arctic sea ice
decline: Faster than forecast. Geophysical Research Letters 34, L09501, doi: 10.1029/
2007GL029703.
Tzeng, S. and H.-C. Huang (2018). Resolution adaptive fixed rank kriging. Technometrics.
forthcoming, doi: http://dx.doi.org/10.1080/00401706.2017.1345701.
Wei, G. C. and M. A. Tanner (1990). A Monte Carlo implementation of the EM algorithm
and the poor man’s data augmentation algorithms. Journal of the American statistical
Association 85, 699–704.
Wikle, C. K. (2010). Low-rank representations for spatial processes. In A. E. Gelfand,
P. Diggle, P. Guttorp, and M. Fuentes (Eds.), Handbook of Spatial Statistics, pp. 107–
118. Chapman and Hall/CRC, Boca Raton, FL.
Wikle, C. K. and N. Cressie (1999). A dimension-reduced approach to space-time Kalman
filtering. Biometrika 86, 815–829.
Wikle, C. K., R. F. Milliff, D. Nychka, and L. M. Berliner (2001). Spatiotemporal hierarchical Bayesian modeling: Tropical ocean surface winds. Journal of the American
Statistical Association 96, 382–397.
Xu, K., C. K. Wikle, and N. I. Fox (2005). A kernel-based spatio-temporal dynamical
model for nowcasting weather radar reflectivities. Journal of the American Statistical
Association 100, 1133–1144.
Zammit-Mangion, A. and N. Cressie (2017). FRK: An R package for spatial and spatiotemporal prediction with large datasets. arXiv preprint: arXiv:1705.08105.
Zhang, B., H. Sang, and J. Z. Huang (2015). Full-scale approximations of spatio-temporal
covariance models for large datasets. Statistica Sinica, 99–114.

40

Zwally, H. J., J. C. Comiso, C. L. Parkinson, D. J. Cavalieri, and P. Gloersen (2002).
Variability of Antarctic sea ice 1979–1998. Journal of Geophysical Research: Oceans 107,
C5, 3041.

41

