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Abstract
In this paper we are concerned with the boundedness of all solutions of the second order differen-
tial equations
x¨ + f (x˙)+ ax+ − bx− + g(x) = p(t),
where (a, b) does not lie on one of the Fucˇik spectrum curves, the functions f and g are bounded,
and p is 2π -periodic.
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1. Introduction
Let us consider a particle of mass m = 1 attached to two springs with Hooke’s con-
stants ω21 and ω
2
2. The second spring is only in one side and has a stop at the origin. Under
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x¨ + ax+ − bx− = p(t), (1.1)
where x+ = max(x,0), x− = max(−x,0), and a = ω21, b = ω21 + ω22. The above equation
will be referred to as the equation of asymmetric oscillator, or the equation with ‘jump-
ing nonlinearity.’ Also this equation appeared as a simplified version of the model of the
suspension bridge of Lazer and McKenna [12].
The same equation had been studied by Fucˇik [7] and Dancer [4] in their investigation
of boundary value problems. After these works, the Dirichlet, Neumann and periodic prob-
lems for (1.1) have been the subject of several papers [8,9,11] and references therein. Now
let us review some results on the periodic problem for (1.1). They can be seen as a sort
of Fredholm Alternative for asymmetric oscillator. In the space of parameters (a, b) ∈ R2+
define the family of curves
Cn: 1√
a
+ 1√
b
= 2
n
, n ∈N.
These curves are similar to hyperbolae and the intersection of each of them with the di-
agonal a = b is the point (n2, n2). These points are in the periodic spectrum of harmonic
oscillators. The role played by the set {n2: n ∈ N} in the periodic linear problem is now
played by Σ =⋃∞n=1 Cn in the asymmetric oscillator. Namely, if (a, b) /∈ Σ then Eq. (1.1)
has a 2π -periodic solution for each f ∈ L1(R/2πZ); if (a, b) ∈ Σ then there exists a func-
tion f ∈ L1(R/2πZ) such that Eq. (1.1) has no 2π -periodic solutions. We refer to [3,5,12]
for more details.
Recently, the bounded or unbounded motions for asymmetric oscillator were considered
by Ortega [1,17,19] and Liu [14]. The existence of bounded or unbounded solutions for
asymmetric oscillator with the resonant case: 1√
a
+ 1√
b
= 2m
n
∈ Q, essentially depends on
the oscillatory property of the function Φp(θ) which relates to the autonomous system
x¨ + ax+ − bx− = 0 (1.2)
and the 2π -periodic external forcing p, and which is given by
Φp(θ) =
2π∫
0
p(mt)C(θ +mt)dt, θ ∈R,
where C(t) is the solution of (1.2) with the initial condition x(0) = 1, x˙(0) = 0. That is, if
the function Φp(θ) has no zeros, all solutions of (1.1) are bounded; if all zeros of Φp(θ)
are nondegenerate, all solutions of (1.1) with large initial conditions are unbounded. More-
over, when (a, b) /∈ Σ , the results of Dancer imply the existence of a periodic solution. In
consequence, there exists a function f ∈ L1(R/2πZ) such that Eq. (1.1) has unbounded
solutions, and also periodic solutions. This is a genuine nonlinear phenomenon. In the non-
resonant case: 1√
a
+ 1√
b
/∈ Q, the condition ∫ 2π0 p(t) dt = 0 guarantees the boundedness
of (1.1), see [19]. Since then, several authors [2,6,22,24] studied the bounded or unbounded
motions in the perturbed asymmetric oscillator
x¨ + ax+ − bx− + g(x) = p(t). (1.3)
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tive system
x¨ + f (x)x˙ + n2x + g(x) = p(t)
had been studied in [10] with n ∈ N. In [13], the author had investigated the problem of
boundedness of solutions of the following reversible oscillators
x¨ + f (x˙)+ ax+ − bx− + g(x) = p(t) (1.4)
with 1√
a
+ 1√
b
∈ Q.
In this paper we consider the same problem for (1.4) in the nonresonant case:
1√
a
+ 1√
b
/∈Q. (1.5)
We suppose that
(H1) f,g,p ∈ C∞(R).
(H2) f and p are even functions, and p(t + 2π) = p(t).
(H3) limx→+∞ f (x) := f (+∞) ∈R, limx→−∞ f (x) := f (−∞) ∈ R,
lim|x|→∞ x4f (4)(x) = 0.
(H4) limx→+∞ g(x) := g(+∞) ∈ R, limx→−∞ g(x) := g(−∞) ∈R,
lim|x|→∞ x4g(4)(x) = 0.
In what follows, we denote by [p] the average value of the 2π -periodic function p(t),
that is,
[p] = 1
2π
2π∫
0
p(t) dt.
Now we are ready to state our main result on the boundedness of solutions to (1.4).
Theorem 1.1. Under the nonresonant condition (1.5) and (H1)–(H4), if
(b − a)[p] = b[f (+∞)+ g(+∞)]− a[f (−∞)+ g(−∞)], (1.6)
then every solution of (1.4) is bounded, that is, if x = x(t) is a solution of (1.4), then it is
defined in (−∞,+∞) and
sup
t∈R
(∣∣x(t)∣∣+ ∣∣x˙(t)∣∣)< +∞.
Remark 1.1.
(i) Assumption (H1) is not really necessary, a sufficiently high order of differentiability
for f, g and p would be enough.
(ii) Since f (x) is even, we have f (−∞) = f (+∞).
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Remark 1.2. Theorem 1.1 here cover Theorem 1.2 in [22] with f = 0, but with the (un-
necessary) additional assumption that f,p be even.
Remark 1.3. When f,g,p are continuous, p(t) is 2π -periodic, and f (±∞), g(±∞) ex-
ist, Wang [23] proved the existence of periodic solution of (1.4) in the resonant case.
For f = 0, Eq. (1.4) will no longer be a Hamiltonian system. This means that the clas-
sical twist theorem of Moser is not applicable, and to compensate for this, a possibility
is to suppose that (1.4) is ‘reversible,’ i.e., the functions f and p are even. Under these
assumptions, the Poincaré map that results after a suitable series of transformations will be
reversible as well, and hence we can try to rely on the theorems that guarantee the existence
of invariant curves for such reversible maps; see [16,21]. However, we will see that the as-
sociated Poincaré map does not satisfy the usual assumptions of the corresponding twist
theorem for reversible maps, rather it is a map with small twist. For such maps a useful vari-
ant of the twist theorem was proved by Ortega [18,19] in the framework of area-preserving
maps. Since our Poincaré map is induced by a reversible system and not a Hamiltonian
system, there is however no reason to expect it to be area-preserving. Fortunately there is
also a recent version of this small twist theorem for reversible systems [15], and this will
allow us to prove the boundedness of all solutions to (1.4) under an appropriate conditions
relating f,g and p.
Now we consider the special case: a = b = ω2. Then Eq. (1.4) becomes
x¨ + f (x˙)+ω2x + g(x) = p(t), (1.7)
and the nonresonant condition becomes ω /∈ Q. As a corollary, we have
Corollary 1.1. Under (H1)–(H4), if ω /∈Q and
g(+∞)− g(−∞) = 0,
then every solution of (1.7) is bounded, that is, if x = x(t) is a solution of (1.7), then it is
defined in (−∞,+∞) and
sup
t∈R
(∣∣x(t)∣∣+ ∣∣x˙(t)∣∣)< +∞.
Indeed, we can prove
Theorem 1.2. Under (H1)–(H4), if ω /∈N and
g(+∞)− g(−∞) = 0,
X. Li, Q. Ma / J. Math. Anal. Appl. 314 (2006) 233–253 237then every solution of (1.7) is bounded, that is, if x = x(t) is a solution of (1.7), then it is
defined in (−∞,+∞) and
sup
t∈R
(∣∣x(t)∣∣+ ∣∣x˙(t)∣∣)< +∞.
Now we give some examples to explain our results.
Example 1.1. All solutions of the following equation
x¨ + (arctan x˙)2 + x+ − 2x− + 1
1 + x2 = e + cos t
are bounded for any e = π24 .
Example 1.2. All solutions of the following equation
x¨ + 1
1 + x˙2 +ω
2x + arctanx = cos t
are bounded with ω /∈ N.
The rest of the paper is organized as follows. In Sections 2 and 3 we prove Theorem 1.1.
In Section 4 we prove Theorem 1.2. In Appendix A we recall some basic definitions and
properties of reversible systems.
2. Some transformations
In this section and Section 3 we will prove Theorem 1.1. From now on we assume that
all the conditions of Theorem 1.1 hold.
We first rewrite (1.4) as{
x˙ = y,
y˙ = −f (y)− (ax+ − bx−)− g(x)+ p(t). (2.1)
According to our assumption (H2), (2.1) is reversible under the transformation (x, y) →
(x,−y); see Appendix A for the notation and for further properties of reversible systems.
Assume that (C(t), S(t)) is the solution of the autonomous system
x˙ = y, y˙ = −(ax+ − bx−)
satisfying the initial condition (C(0), S(0)) = (1,0). Let
T = π√
a
+ π√
b
, ω = 1
2
(
1√
a
+ 1√
b
)
.
Then C(t) and S(t) are T -periodic in t and C(t) ∈ C2(R), S(t) ∈ C1(R). Moreover, C(t)
is even and can be given by
C(t) =


cos
√
at, 0 |t | π2√a ,
−
√
a
b
sin
√
b(t − π2√a ), π2√a < |t | T2 .
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Under the transformation (r, θ) → (x, y) with r > 0 and θ (mod 2π ), given by
x = rC(ωθ), y = rS(ωθ),
Eq. (2.1) reads as{
r˙ = −a−1[f (rS(ωθ))+ g(rC(ωθ))− p(t)]S(ωθ),
θ˙ = ω−1 + (aω)−1r−1[f (rS(ωθ))+ g(rC(ωθ))− p(t)]C(ωθ). (2.2)
Next observe that∣∣a−1[f (rS(ωθ))+ g(rC(ωθ))− p(t)]C(ωθ)∣∣ C0
for some C0 > 0 according to our assumptions. In the following we are going to show that
for the Poincaré map of a suitably transformed version of (2.2) there are invariant curves
encircling {r = r0} for every r0 > 0. Transformed back, this means that we may consider
(2.2) assuming that r(t) 2C0 for all t ∈R along a solution t → (r(t), θ(t)). Therefore
θ˙ (t) ω
−1
2
> 0, t ∈ R,
by (2.2) means that t → θ(t) is globally invertible. Denoting θ → t (θ) the inverse function,
we see that θ → (r(t (θ)), t (θ)) solves the equation{
dr
dθ
= φ1(r, t, θ),
dt
dθ
= φ2(r, t, θ),
(2.3)
where we continue to write r(θ) instead of r(t (θ)); here φ1 and φ2 are defined as
φ1(r, t, θ) = −a
−1[f (rS(ωθ))+ g(rC(ωθ))− p(t)]S(ωθ)
ω−1 + (aω)−1r−1[f (rS(ωθ))+ g(rC(ωθ))− p(t)]C(ωθ) ,
φ2(r, t, θ) = 1
ω−1 + (aω)−1r−1[f (rS(ωθ))+ g(rC(ωθ))− p(t)]C(ωθ) .
Note that the above transformation results in exchange the time and angle variable, since
now θ plays the role of the time in (2.3). We also remark that (2.3) is reversible under
the involution (r, t) → (r,−t), since φ1(r,−t,−θ) = −φ1(r, t, θ) and φ2(r,−t,−θ) =
φ2(r, t, θ) due to our symmetry assumptions.
To estimate subsequent error terms, we need to introduce some convenient notations.
Definition 2.1. We say a function φ = φ(r, t, θ) is On(r−j ), if it is smooth in (r, t), con-
tinuous in θ , periodic of period 2π in both t and θ , and∣∣rk+j ∂kr ∂lt φ(r, t, θ)∣∣ C, 0 k + l  n,
for some constant C > 0 and all (r, t, θ).
Moreover, we call a function φ = φ(r, t, θ) to be on(r−j ), if it is smooth in (r, t), con-
tinuous in θ , periodic of period 2π in both t and θ , and
lim
r→+∞ r
k+j ∂kr ∂lt φ(r, t, θ) = 0, 0 k + l  n,
uniformly in (t, θ).
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not change this estimate, and any further r-derivative results in improving the estimate by
one power of r . In case j = 0, we will write On(1) and on(1), respectively. From our
assumptions, it follows that
φ1, φ2 ∈ O4(1),
and (2.3) can be rewritten in the form{
dr
dθ
= −a−1ω[f (rS(ωθ))+ g(rC(ωθ))− p(t)]S(ωθ)+O4(r−1),
dt
dθ
= ω − a−1ωr−1[f (rS(ωθ))+ g(rC(ωθ))− p(t)]C(ωθ)+O4(r−2).
(2.4)
In addition, since (2.4) is the same as (2.3), this system is still reversible with respect
to the involution (r, t) → (r,−t). Here and in the sequel we often will not give detailed
proofs of such error estimates, since they are completely analogous to those previously
used in related papers. In principle, they follow by deriving the respective bounds for each
constituent in a formula, and then utilize suitable general chain rules.
First we will introduce a G-invariant transformation in order to bring the right-hand side
of the first equation in (2.4) into the form a−1ωp(t)S(ωθ)+O4(r−1).
Lemma 2.1. Consider the transformation (r, t) → (λ, t), where
λ = r + S(r, θ), with S(r, θ) = a−1ω
θ∫
0
[
f
(
rS(ωφ)
)+ g(rC(ωφ))]S(ωφ)dφ.
Then Eq. (2.4) is transformed into the system{
dλ
dθ
= a−1ωp(t)S(ωθ)+O4(λ−1),
dt
dθ
= ω − a−1ωλ−1[f (λS(ωθ))+ g(λC(ωθ))− p(t)]C(ωθ)+O4(λ−2).
(2.5)
Moreover, the new system (2.5) is reversible with respect to the transformation (λ, t) →
(λ,−t).
Proof. First we note that S(r,2π) = 0, since the functions f , C are even, and the function
S is odd. Thus the function S(r, θ) is 2π -periodic in θ . Moreover, our assumptions show
that S ∈ O4(1). In particular,∣∣∂rS(r, θ)∣∣ Cr−1
implies that r → λ is a diffeomorphism, and in addition that λ ∼= r . Hence (2.5) is obtained
from (2.4) and the definition of S. Finally, note that S(r, θ) is even in θ , so this transfor-
mation is G-invariant and (2.5) is reversible with respect to the involution (λ, t) → (λ,−t)
by Lemma A.2. 
Our next aim is to improve the second equation in (2.5) by averaging the term with g
and f over the (2π -periodic) time variable θ . We start with an auxiliary results concerning
these averages
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2π∫
0
f
(
λS(ωφ)
)
C(ωφ)dφ,
J2(λ) = ω2πλ
2π∫
0
g
(
λC(ωφ)
)
C(ωφ)dφ.
The following lemma provides some information on the limiting behavior of J1 and J2.
Lemma 2.2. For 0 k  4 we have
lim
λ→+∞λ
k+1J (k)1 (λ) = (−1)kk!
√
a
π
(
f (+∞)
a
− f (−∞)
b
)
, (2.6)
lim
λ→+∞λ
k+1J (k)2 (λ) = (−1)kk!
√
a
π
(
g(+∞)
a
− g(−∞)
b
)
. (2.7)
Proof. We first show that
lim
x→+∞x
kf (k)(x) = 0, 1 k  4, (2.8)
as was already stated in Remark 1. For this it suffices to prove
1 k  3, lim
x→+∞x
k+1f (k+1)(x) = 0 	⇒ lim
x→+∞x
kf (k)(x) = 0
by assumption (H3). First note that∣∣xk+1f (k+1)(x)∣∣M, x ∈ [0,+∞),
for some constant M > 0. Since
∣∣f (k)(x1)− f (k)(x2)∣∣
∣∣∣∣∣
x2∫
x1
∣∣f (k+1)(ξ)∣∣dξ
∣∣∣∣∣M
∣∣∣∣∣
x2∫
x1
dξ
ξk+1
∣∣∣∣∣= Mk−1
∣∣∣∣ 1
xk1
− 1
xk2
∣∣∣∣
for x1, x2 ∈ (0,+∞), the limit limx→+∞ f (k)(x) := a does exist. Since f (x) is bounded,
this is easily seen to yield a = 0. Hence we may employ L’Hospital’s rule to reduce
lim
x→+∞x
kf (k)(x) = lim
x→+∞
f (k)(x)
x−k
= lim
x→+∞
f (k+1)(x)
(−k)x−(k+1) = 0
by assumption. This proves (2.8).
Next, using the dominated convergence theorem, we calculate
λJ1(λ) = ω2π
2π∫
0
f
(
λS(ωφ)
)
C(ωφ)dφ = 1
2π
2πω∫
0
f
(
λS(φ)
)
C(φ)dφ
= 1
2π
{ πω∫
f
(
λS(φ)
)
C(φ)dφ +
2πω∫
f
(
λS(φ)
)
C(φ)dφ
}
0 πω
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2π
{ πω∫
0
f (−∞)C(φ)dφ +
2πω∫
πω
f (+∞)C(φ)dφ
}
=
√
a
π
(
f (+∞)
a
− f (−∞)
b
)
as λ → +∞,
since f (+∞) = f (−∞). It is moreover verified by induction that
J
(k)
1 (λ) = −
k
λ
J
(k−1)
1 (λ)+
ω
2πλk+1
2π∫
0
f (k)
(
λS(ωφ)
)(
λS(ωφ)
)k
C(ωφ)dφ, k  1.
Hence, as λ → +∞, we have
λk+1J (k)1 (λ) = −kλkJ (k−1)1 (λ)+ o(1), 1 k  4,
by (2.8) and the dominated convergence theorem. This completes the proof of (2.6).
As to the proof of (2.7), we only need to prove
λJ2(λ) = ω2π
2π∫
0
g
(
λC(ωφ)
)
C(ωφ)dφ = 1
2π
2πω∫
0
g
(
λC(φ)
)
C(φ)dφ
= 1
2π
{ π2√a∫
0
g
(
λC(φ)
)
C(φ)dφ +
πω+ π
2
√
b∫
π
2
√
a
g
(
λC(φ)
)
C(φ)dφ
+
2πω∫
πω+ π
2
√
b
g
(
λC(φ)
)
C(φ)dφ
}
→ 1
2π
{ π2√a∫
0
g(+∞)C(φ)dφ +
πω+ π
2
√
b∫
π
2
√
a
g(−∞)C(φ)dφ
+
2πω∫
πω+ π
2
√
b
g(+∞)C(φ)dφ
}
=
√
a
π
(
g(+∞)
a
− g(−∞)
b
)
as λ → +∞,
and the other is completely similar. Thus we have finished the proof of Lemma 2.2. 
Now we are ready to further transform system (2.5).
Lemma 2.3. Introduce the change of variable (λ, t) → (λ, τ ), where τ = t +L(λ, θ) and
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θ∫
0
[
ωf
(
λS(ωφ)
)
C(ωφ)− λJ1(λ)
]
dφ
+ (aλ)−1
θ∫
0
[
ωg
(
λC(ωφ)
)
C(ωφ)− λJ2(λ)
]
dφ.
Then Eq. (2.5) is transformed into the system{
dλ
dθ
= a−1ωp(τ)S(ωθ)+O4(λ−1),
dτ
dθ
= ω − a−1J1(λ)− a−1J2(λ)+ a−1ωλ−1p(τ)C(ωθ)+O4(λ−2).
(2.9)
Moreover, the new system (2.9) is reversible with respect to the transformation (λ, τ ) →
(λ,−τ).
Proof. By the definitions of J1 and J2, we note that L(λ,2π) = 0 and L(λ, θ) is 2π -
periodic in θ . Since J1, J2 ∈ O4(λ−1) by Lemma 2.2, we know that L ∈ O4(λ−1) by our
assumptions on f and g. Thus (λ, t) → (λ, τ ) is a diffeomorphism for λ sufficiently large,
and τ ∼= t . Differentiating
dτ
dθ
= dt
dθ
+ ∂L
∂λ
dλ
dθ
+ ∂L
∂θ
and according to Eq. (2.5), we then find (2.9). Finally, since the function L(λ, θ) is odd
in θ , we know that this transformation is G-invariant and the new system is reversible with
respect to the transformation (λ, t) → (λ,−t). 
Next we intent to rewrite the terms J1(r) and J2(r) in the second equation of (2.9) in a
more convenient way. For this purpose, we define
∆ =
√
a
π
{
1
a
[
f (+∞)+ g(+∞)]− 1
b
[
f (−∞)+ g(−∞)]},
and
η(λ) = J1(λ)+ J2(λ)−∆λ−1.
Lemma 2.4. We have
η ∈ o4(λ−1).
Proof. It follows that
η(k)(λ) = J (k)1 (λ)+ J (k)2 (λ)−∆(−k)k!λ−(k+1),
and therefore, as λ → +∞,
λk+1η(k)(λ) = λk+1(J (k)1 (λ)+ J (k)2 (λ))−∆(−k)k! → 0, 0 k  4,
by (2.6) and (2.7) in Lemma 2.2. 
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J1(λ)+ J2(λ) = ∆λ−1 + o4(λ−1),
and (2.9) reads{
dλ
dθ
= a−1ωp(τ)S(ωθ)+ λ−1O4(1),
dτ
dθ
= ω − a−1∆λ−1 + a−1ωλ−1p(τ)C(ωθ)+ λ−1o4(1).
(2.10)
3. Invariant curves for the Poincaré map
In this section we will study the Poincaré map induced by (2.10). We first have to trans-
form the unbounded λ-variable to a fixed domain of definition. To do so, we write
λ−1 = ερ, ρ ∈ [1,3],
with ε > 0 small, thus ρ = O(1). Using the change of variables (λ, τ ) → (ρ, τ ) and dρ
dθ
=
−ε−1λ−2 dλ
dθ
, Eq. (2.10) is transformed into{
dρ
dθ
= −a−1ωερ2p(τ)S(ωθ)+ ε2O4(1),
dτ
dθ
= ω − a−1ε∆ρ + a−1ωερp(τ)C(ωθ)+ εo4(1).
(3.1)
Since the transformation (λ, τ ) → (ρ, τ ) is reversible with respect to the involution
(λ, τ ) → (λ,−τ), so is (3.1) by Lemma A.2 in Appendix A.
To derive an expression for the corresponding Poincaré map, we suppose
ρ(θ;ρ0, τ0) = ρ0 + εF1(θ;ρ0, τ0, ε),
τ (θ;ρ0, τ0) = τ0 +ωθ + εF2(θ;ρ0, τ0, ε) (3.2)
for the solution (ρ(θ), τ (θ)) of (3.1) with data (ρ(0), τ (0)) = (ρ0, τ0). That is, we have
F1(0;ρ0, τ0, ε) = F2(0;ρ0, τ0, ε) = 0.
Differentiating (3.2) and comparing to (3.1), we see that{
∂F1
∂θ
= −a−1ω(ρ0 + εF1)2p(τ0 +ωθ + εF2)S(ωθ)+ εO4(1),
∂F2
∂θ
= [−a−1∆+ a−1ωp(τ0 +ωθ + εF2)C(ωθ)](ρ0 + εF1)+ o4(1).
(3.3)
From the defining formulas, it is not difficult to show that F1,F2 = O4(1). Therefore

F1(2π;ρ0, τ0, ε) = −a−1ωρ20
∫ 2π
0 p(τ0 +ωθ)S(ωθ)dθ + o4(1),
F2(2π;ρ0, τ0, ε) = ρ0[−2a−1∆π + a−1ω
∫ 2π
0 p(τ0 +ωθ)C(ωθ)dθ ] + o4(1).
(3.4)
The Poincaré map
P : (ρ0, τ0) →
(
ρ(2π;ρ0, τ0), τ (2π;ρ0, τ0)
) := (ρ1, τ1)
of (3.1) is well defined for ε  1 and has the form
P :
{
ρ1 = ρ0 + εl1(ρ0, τ0)+ εo4(1),
τ1 = τ0 + 2ωπ + εl2(ρ0, τ0)+ εo4(1) (3.5)
244 X. Li, Q. Ma / J. Math. Anal. Appl. 314 (2006) 233–253for (ρ0, τ0) ∈ [1,3] × S1 with
l1(ρ0, τ0) = −a−1ωρ20
2π∫
0
p(τ0 +ωθ)S(ωθ)dθ,
l2(ρ0, τ0) = ρ0
[
−2a−1∆π + a−1ω
2π∫
0
p(τ0 +ωθ)C(ωθ)dθ
]
.
Observe that P is reversible with respect to the involution (ρ0, τ0) → (ρ0,−τ0) by
Lemma A.1 in Appendix A, since Eq. (3.1) is reversible with respect to the involution
(ρ0, τ0) → (ρ0,−τ0).
In order to complete the proof of Theorem 1.1, it is sufficient to show that for every
ε  1 the Poincaré map (3.5) has an invariant closed curve in the annulus [1,3]×S1 which
surrounds the circle ρ ≡ 1. Usually, the existence of such invariant curves is obtained by
means of Moser’s Twist Theorem for reversible mapping, see [16,21]. However, in its
standard version, Moser’s Twist Theorem is concerned with a map of the form{
ρ1 = ρ0 + · · · ,
τ1 = τ0 + β + ερ0 + · · · , (3.6)
where β is a fixed number, ε is a small parameter, and the remaining terms indicated by
dots are of order at least o4(ε) as ε → 0+. Comparing (3.6) to (3.5), we see that this result
in its classical form does not apply to our Poincaré map P . Fortunately a variant of the
twist theorem for reversible maps with small twist was introduce by Liu [15].
To state this result, let A = [a, b] × S1 denote a cylinder with universal cover A =
[a, b] ×R. Consider a map
Φ¯ :A → R× S1.
Suppose that
Φ :A→ R×R
is a lift of Φ¯ having the form{
ρ1 = ρ0 + εl1(ρ0, τ0)+ εϕ1(ρ0, τ0),
τ1 = τ0 + 2ωπ + εl2(ρ0, τ0)+ εϕ2(ρ0, τ0). (3.7)
Lemma 3.1 [15]. Assume that Φ is reversible with respect to the involution G : (ρ0, τ0) →
(ρ0,−τ0), that is,
Φ−1 = G ◦Φ ◦ G in A,
and ω /∈ Q, l1, l2, ϕ1, ϕ2 ∈ C4(A). If
2π∫
∂l2
ρ0
(ρ0, τ0) dτ0 > 0, (3.8)
0
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‖ϕ1‖C4(A) + ‖ϕ2‖C4(A) < δ and 0 < ε < ε0.
The constants δ and ε0 depend on ω and l1, l2 only.
Remark 3.1. The change of variable τ˜ = −τ , ρ˜ = ρ, shows that (3.8) can be replaced by
2π∫
0
∂l2
ρ0
(ρ0, τ0) dτ0 < 0.
Now we apply Lemma 3.1 to prove Theorem 1.1 stated in the introduction. For this
purpose, we only verify the condition (3.8) holds. In fact,
2π∫
0
∂l2
ρ0
(ρ0, τ0) dτ0
=
2π∫
0
[
−2a−1∆π + a−1ω
2π∫
0
p(τ0 +ωθ)C(ωθ)dθ
]
dτ0
= −4a−1∆π2 + a−1ω
2π∫
0
2π∫
0
p(τ0 +ωθ)C(ωθ)dθ dτ0
= −4a−1∆π2 + 2a−1π[p]ω
2π∫
0
C(ωθ)dθ
= −4a−1∆π2 + 4a−1√aπ
(
1
a
− 1
b
)
[p]
= −4πa−1√a
{
1
a
(
f (+∞)+ g(+∞))− 1
b
(
f (−∞)+ g(−∞))−(1
a
− 1
b
)
[p]
}
= 0
by our assumption. Now we have already show that P satisfies all the assumptions of
Lemma 3.1. Consequently, the Poincaré map P has an invariant closed curve for all ε > 0
small enough. This completes the proof of Theorem 1.1.
4. Proof of Theorem 1.2
In this section we prove Theorem 1.2 and we assume that all the conditions of Theo-
rem 1.2 hold.
We first rewrite (1.7) as{
x˙ = −ωy,
y˙ = ωx +ω−1f (ωy)+ω−1g(x)−ω−1p(t). (4.1)
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(x, y) → (x,−y).
Passing to polar coordinates
x = r cos θ, y = r sin θ,
after a short calculation (4.1) reads as{
r˙ = ω−1[f (ωr sin θ)+ g(r cos θ)− p(t)] sin θ,
θ˙ = ω +ω−1r−1[f (ωr sin θ)+ g(r cos θ)− p(t)] cos θ. (4.2)
Similar to Section 2, we know that system (4.2) is equivalent to the following system:{
dr
dθ
= ω−2[f (ωr sin θ)+ g(r cos θ)− p(t)] sin θ +O4(r−1),
dt
dθ
= ω−1 −ω−2r−1[f (ωr sin θ)+ g(r cos θ)− p(t)] cos θ +O4(r−2).
(4.3)
Moreover, this system is still reversible with respect to the involution (r, t) → (r,−t).
The following Lemmas 4.1–4.3 are very similar to Lemmas 2.1–2.3 in Section 2 and
we omit their proofs.
Lemma 4.1. Consider the transformation (r, t) → (λ, t), where
λ = r + S(r, θ), with S(r, θ) = ω−2
θ∫
0
[
f (ωr sinφ)+ g(r cosφ)] sinφ dφ.
Then Eq. (4.3) is transformed into the system{
dλ
dθ
= −ω−2p(t) sin θ +O4(λ−1),
dt
dθ
= ω−1 −ω−2λ−1[f (ωλ sin θ)+ g(λ cos θ)− p(t)] cos θ +O4(λ−2).
(4.4)
Moreover, the new system (4.4) is reversible with respect to the transformation (λ, t) →
(λ,−t).
Our next aim is to improve the second equation in (4.4) by averaging the term with g
and f over the (2π -periodic) time variable θ . We start with an auxiliary results concerning
these averages
J1(λ) = 12πλ
2π∫
0
f (ωλ sinφ) cosφ dφ, J2(λ) = 12πλ
2π∫
0
g(λ cosφ) cosφ dφ.
First we note that J1(λ) = 0. Indeed, f being even and set φ = θ − π we have
2π∫
0
f (ωλ sinφ) cosφ dφ = −
3π∫
π
f (ωλ sin θ) cos θ dθ = −
2π∫
0
f (ωλ sin θ) cos θ dθ.
The following lemma provides information on the limiting behavior of J2.
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lim
λ→+∞λ
k+1J (k)2 (λ) = (−1)kk!
1
π
(
g(+∞)− g(−∞)).
Lemma 4.3. Introduce the change of variable (λ, t) → (λ, τ ), where τ = t +L(λ, θ) and
L(λ, θ) = ω−2λ−1
θ∫
0
f (ωλ sinφ) cosφ dφ
+ω−2λ−1
θ∫
0
[
g(λ cosφ) cosφ − λJ2(λ)
]
dφ.
Then Eq. (4.4) is transformed into the system{
dλ
dθ
= −ω−2p(τ) sin θ +O4(λ−1),
dτ
dθ
= ω−1 −ω−2J2(λ)+ω−2λ−1p(τ) cos θ +O4(λ−2).
(4.5)
Moreover, the new system (4.5) is reversible with respect to the transformation (λ, τ ) →
(λ,−τ).
Next we shall introduce some G-invariant transformations such that the transformed
system does not depend on the periodic force p(t) due to ω /∈ N .
Lemma 4.4. There exists an G-invariant transformation (λ, τ ) → (r, τ ) such that the trans-
formed system has the form{
dr
dθ
= O4(r−1),
dτ
dθ
= ω−1 −ω−2J2(r)+ω−2r−1p(τ) cos θ +O4(r−2).
(4.6)
Moreover, the new system (4.6) is reversible with respect to the transformation (τ, r) →
(−τ, r).
Proof. Suppose that the transformation has the form
r = λ+M(θ, τ), τ = τ,
where the function M(τ, θ) is determined later. Under this transformation, the first equation
of (4.5) becomes
dr
dθ
= dλ
dθ
+ ∂M
∂τ
· dτ
dθ
+ ∂M
∂θ
= −ω−2p(τ) sin θ +ω−1 ∂M
∂τ
+ ∂M
∂θ
+ ∂M [−ω−2J2(λ)+ω−2λ−1p(τ) cos θ +O4(λ−2)]+O4(λ−1).
∂τ
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−ω−2p(τ) sin θ +ω−1 ∂M
∂τ
+ ∂M
∂θ
= 0. (4.7)
We write p(τ) in the form of Fourier series
p(τ) =
k=+∞∑
k=−∞
pke
ikτ ,
where the Fourier coefficient pk satisfies
p−k = pk
by the evenness of p(t). Since
sin θ = i
2
(e−iθ − eiθ ),
we supposed that M(τ, θ) is of the form
M(τ, θ) = eiθ
k=+∞∑
k=−∞
M+k e
ikτ + e−iθ
k=+∞∑
k=−∞
M−k e
ikτ .
Then (4.7) is equivalent to the following equation:
eiθ
k=+∞∑
k=−∞
(
i(ω−1k + 1)M+k +
i
2
ω−2pk
)
eikτ
+ e−iθ
k=+∞∑
k=−∞
(
i(ω−1k − 1)M−k −
i
2
ω−2pk
)
eikτ = 0.
Noticing that ω /∈ N , we can choose M+k and M−k as follows:
M+k = −
ω−1
2(k +ω)pk, M
−
k =
ω−1
2(k −ω)pk.
Hence, one solution of Eq. (4.7) can be written in the form
M(τ, θ) = eiθ
k=+∞∑
k=−∞
−ω−1
2(k +ω)pke
ikτ + e−iθ
k=+∞∑
k=−∞
ω−1
2(k −ω)pke
ikτ .
Since p ∈ C∞ and p−k = pk , it is easy to prove that the series has following properties:
(1) M(τ, θ) is C∞ in τ and 2π -periodic in both θ and τ .
(2) M(−τ,−θ) = M(τ, θ).
Therefore we know that (λ, τ ) → (r, τ ) is a diffeomorphism for λ sufficiently large,
and λ ∼= r . By the definition of M(τ, θ) and (4.5) and the direct computation, we then
find (4.6). Finally, since the function M has property (2), we know that this transformation
is G-invariant and the new system is reversible with respect to the transformation (τ, r) →
(−τ, r). 
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formed system has the form{
dr
dθ
= O4(r−1),
dt
dθ
= ω−1 −ω−2J2(r)+O4(r−2).
(4.8)
Moreover, the new system (4.8) is reversible with respect to the transformation (t, r) →
(−t, r).
Proof. The proof is very similar to that of Lemma 4.4. Suppose that the transformation
has the form
r = r, t = τ + r−1N(τ, θ),
where the function N(τ, θ) is determined later. Under this transformation, the second equa-
tion of (4.6) becomes
dt
dθ
= dτ
dθ
+ r−1 ∂N
∂τ
· dτ
dθ
+ r−1 ∂N
∂θ
− r−2N(τ, θ) dr
dθ
= ω−1 −ω−2J2(r)
+ r−1
[
ω−2p(τ) cos θ +ω−1 ∂N
∂τ
+ ∂N
∂θ
]
+ ∂N
∂τ
[−ω−2J2(λ)+ω−2λ−1p(τ) cos θ]− r−2N(τ, θ)O4(r−1)+O4(r−2).
Now we determine N(τ, θ) by the equation
ω−2p(τ) cos θ +ω−1 ∂N
∂τ
+ ∂N
∂θ
= 0. (4.9)
We write p(τ) in the form of Fourier series
p(τ) =
k=+∞∑
k=−∞
pke
ikτ ,
where the Fourier coefficient pk satisfies
p−k = pk
by the evenness of p(t). Since
cos θ = 1
2
(e−iθ + eiθ ),
we supposed that N(τ, θ) is of the form
N(τ, θ) = eiθ
k=+∞∑
k=−∞
N+k e
ikτ + e−iθ
k=+∞∑
k=−∞
N−k e
ikτ .
Then (4.9) is equivalent to the following equation:
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k=+∞∑
k=−∞
(
i(ω−1k + 1)N+k +
1
2
ω−2pk
)
eikτ
+ e−iθ
k=+∞∑
k=−∞
(
i(ω−1k − 1)N−k +
1
2
ω−2pk
)
eikτ = 0.
Noticing that ω /∈ N , we can choose N+k and N−k as follows:
N+k =
iω−1
2(k +ω)pk, N
−
k =
iω−1
2(k −ω)pk.
Hence, one solution of Eq. (4.9) can be written in the form
N(τ, θ) = eiθ
k=+∞∑
k=−∞
iω−1
2(k +ω)pke
ikτ + e−iθ
k=+∞∑
k=−∞
iω−1
2(k −ω)pke
ikτ .
Since p−k = pk , it follows that N(−τ,−θ) = −N(τ, θ) and the new system (4.8) is re-
versible with respect to the transformation (t, r) → (−t, r). The remaining is similar to the
one of Lemma 4.4 and we omit it. 
Next we intent to rewrite the term J2(r) in the second equation of (4.8) in a more
convenient way. For this purpose, we define
η(r) = J2(r)− 1
π
(
g(+∞)− g(−∞))r−1.
Lemma 4.6. We have
η ∈ o4(r−1).
The proof is similar to that of Lemma 2.4 in Section 2.
By Lemma 4.6, we find
J2(r) = 1
π
(
g(+∞)− g(+∞))r−1 + η(r),
and (4.8) reads{
dr
dθ
= r−1O4(1),
dt
dθ
= ω−1 − ω−2
π
(g(+∞)− g(−∞))r−1 + r−1o4(1).
(4.10)
In order to apply the small twist theorem for reversible diffeomorphims, we introduce a
new variable ν varying in the closed interval [1,2] and a small positive parameter ε by the
formula
ω−2r−1 = εν.
Obviously,
r  1 ⇐⇒ ε  1.
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dν
dθ
= εo4(1),
dt
dθ
= ω−1 − ε
π
(g(+∞)− g(−∞))ν + εo4(1).
(4.11)
One can verifies easily that the solutions of Eq. (4.11) do exist for 0  θ  2π if the
parameter ε is sufficiently small. Integrating Eq. (4.11) from θ = 0 to θ = 2π , we obtain
the Poincaré map P of the form
P :
{
t1 = t0 + 2πω−1 − 2ε(g(+∞)− g(−∞))ν0 + εo4(1),
ν1 = ν0 + εo4(1). (4.12)
Moreover, it is reversible with respect to G : (t0, ν0) → (−t0, ν0).
Now we give the small twist theorem for reversible diffeomorphims as a lemma.
Lemma 4.7 (Moser’s small twist theorem for reversible diffeomorphims). Consider the
mappings of the form
Φε:
{
t1 = t0 + β + εα(ν0)+ εφ1(t0, ν0; ε),
ν1 = ν0 + εφ2(t0, ν0; ε),
where (t0, ν0) ∈ A = S1 × [a, b] and α,φ1, φ2 are C4 functions. Suppose that Φε is re-
versible with respect to (t0, ν) → (−t0, ν) and there is a positive constant c0 such that
0 < c−10  α
′(ν0) c0, ∀ν0 ∈ [a, b]. (4.13)
Then there are two positive constants ∆0 and ε0 such that Φε has an invariant curve if
0 < ε < ε0 and∥∥φ1(t0, ν0; ε)∥∥C4(A) + ∥∥φ2(t0, ν0; ε)∥∥C4(A) < ∆0.
The constants ∆0 and ε0 only depend on α and a, b.
Remark 4.1. The change of variable t˜0 = −t0, ν˜0 = ν, shows that (4.13) can be replaced
by
c−10  α
′(ν0) c0 < 0, ∀ν0 ∈ [a, b].
Remark 4.2. The proof of this theorem when α,φ1, φ2 are analytic can be found in [21]. As
far as we know, there is no proof if these functions are C4. However, from Proposition 4.5
in [20], the mapping Φε can be viewed as the Poincaré map of a time-dependent reversible
system which is a perturbation of an integrable system. By a result of Pöschel [20], one
knows that the statement of this theorem holds. Indeed, in [20], the author obtained an
existence result of invariant tori for autonomous reversible systems; it is not difficult to
extend his result to the time-dependent case.
Now we apply Lemma 4.7 for the Poincaré map P to prove Theorem 1.2 stated in the
introduction. For this purpose, we only verify the condition (4.13) holds. In fact,
α′(ν0) = −2
(
g(+∞)− g(−∞)) = 0
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Lemma 4.7. Consequently, the Poincaré map P has an invariant closed curve for all ε > 0
small enough. This completes the proof of Theorem 1.2.
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Appendix A. Reversible systems
We recall some definitions and facts related to reversible system, see [21] for more
information.
Definition A.1. Let X :Ω × R → Rn be continuous and 1-periodic in the last variable,
with Ω ⊂ Rn an open set. The system
x˙ = X(x, t) (A.1)
is called a reversible system if there is an involution G :Rn → Rn (that is, G is a C1-
diffeomorphism and G2 = IRn ), with G(Ω) = Ω and such that
DG(Gx) ·X(Gx,−t) = −X(x, t), ∀(x, t) ∈ Ω ×R.
(Here and thereafter, DG stands for the Jacobian matrix of G.)
Similarly, we give a definition of reversible homeomorphisms, as follows.
Definition A.2. Let A :Rn ⊃ Ω → Rn be a homeomorphism onto its image and let
G :Rn → Rn be a homeomorphism with G2 = IRn . We say that A is reversible with re-
spect to G on a set D ⊂ Ω ∩A(Ω), with G(D) = D, if
A−1 = GAG, ∀x ∈ D
holds.
The next result (which is almost obvious from the definitions) is very useful for our
applications.
Lemma A.1. Assume uniqueness of the solutions for the Cauchy problems associated
to (A.1) and let the time 1-map ϕ1 and its inverse (ϕ1)−1 be defined. Then ϕ1 is a re-
versible homeomorphism with respect to an involution G :Rn → Rn provided that (A.1) is
reversible with respect to G.
The next definition is useful when changes of variables are involved.
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and G is an involution of Rn with G(Ω) = Ω . We say that T (x, t) is G-invariant if the
equality
G ◦ T (x, t) = T (Gx,−t)
holds.
Lemma A.2. Suppose that the system (A.1) is reversible with respect to an involution
G :Rn → Rn. If a transformation T (·, t) :Ω → Rn is G-invariant and C1 in x and t , then
the transformed system of (A.1) under T is also reversible with respect to G.
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