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Tematika naloge:
Uporaba strojnega ucˇenja v racˇunalniˇskih igrah postaja vse bolj pogosta za
razvoj vedenja inteligentnih agentov. Najpogostejˇsi pristop k problemu je
uporaba spodbujevanega ucˇenja, ki se je zˇe vecˇkrat izkazalo za ucˇinkovito pri
iskanju robustnih resˇitev. V diplomski nalogi smo, kot alternativno resˇitev,
uporabili genetske algoritme, ki so kljub njihovi enostavnosti le redko upora-
bljeni za razvoj vedenja inteligentnih agentov. Ucˇinkovitost implementacije
smo primerjali s splosˇno razsˇirjeno resˇitvijo ML-Agents, ki je osnovana na
spodbujevanem ucˇenju. Primerjava med pristopoma je bila izvedena na dveh
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Naslov: Uporaba genetskih algoritmov za ucˇenje inteligentnih agentov v
racˇunalniˇskih igrah
Avtor: Jure Bevc
Uporaba strojnega ucˇenja v racˇunalniˇskih igrah postaja vse bolj pogosta za
razvoj vedenja inteligentnih agentov. Najpogostejˇsi pristop k problemu je
uporaba spodbujevanega ucˇenja, ki se je zˇe vecˇkrat izkazalo za ucˇinkovito pri
iskanju robustnih resˇitev. V diplomski nalogi smo, kot alternativno resˇitev,
uporabili genetske algoritme, ki so kljub njihovi enostavnosti le redko upo-
rabljeni za razvoj vedenja inteligentnih agentov. Ucˇinkovitost implementa-
cije smo primerjali s splosˇno razsˇirjeno resˇitvijo ML-Agents, ki je osnovana
na spodbujevanem ucˇenju. Primerjava med pristopoma je bila izvedena na
dveh popularnih igrah, pod primerljivimi pogoji. Nasˇi rezultati nakazujejo,
da je uporaba genetskih algoritmov smiselna za enostavnejˇse scenarije, med-
tem ko se v bolj kompleksnih primerih, ko je za resˇevanje danega problema
zahtevano kompleksnejˇse vedenje, nasˇa resˇitev ni obnesla najbolje.
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Machine learning techniques are already commonly applied for developing
the behaviour of intelligent agents in video games. Most commonly the de-
velopment of agents is executed via reinforced learning, a relatively simple
approach, capable of producing robust solutions to various learning chal-
lenges. In the presented thesis we tested whether genetic algorithms could
be a viable alternative to reinforced learning. Even though genetic algo-
rithms are very simple and easy to implement they have not seen much use
when it comes to development of intelligent agents. To compare the quality
of our genetic algorithms based solution, we compared it with ML-Agents, a
widespread framework for development of intelligent agents, based on rein-
forced learning. The comparison of both learning methods. was executed on
two popular games under comparable conditions. Our results suggest that
genetic algorithms could represent a viable alternative to reinforced learning,
but only in simple scenarios. When applied to more complex scenarios, our
implementation of genetic results did not fare extremely well.





V racˇunalniˇskih igrah se principi umetne inteligence pogosto uporabljajo za
razvoj vedenja agentov, ki med igranjem igre nasprotujejo ali sodelujejo z
igralcem. Razvoj prepricˇljivega vedenja agentov je lahko cˇasovno potraten,
zato se je na tem podrocˇju razsˇirila uporaba metod strojnega ucˇenja. S
tovrstimi pristopi se lahko programer izogne pisanju natancˇnih pravil, ki de-
finirajo vedenje agenta in prepusti ucˇnemu algoritmu, da samodejno razvije
prepricˇljiva in ucˇinkovita pravila. V literaturi tako lahko najdemo vecˇ oro-
dij, ki omogocˇajo ucˇenje pravil v raznih igrah in simulacijah. Najpopularnejˇsi
pristopi temeljijo na spodbujevanem ucˇenju [3], medtem ko je uporaba ge-
netskih algoritmov [4] redkejˇsa.
Spodbujevano ucˇenje je podrocˇje strojnega ucˇenja, ki optimizira vedenje
agentov na podlagi interakcije z okoljem [11]. Z maksimizacijo kumulativne
nagrade se agent naucˇi sprejemati odlocˇitve, ki ga na cˇimbolj ucˇinkovit nacˇin
pripeljejo v ciljno stanje. Pri tem pristopu je potrebno opredeliti in oceniti
dejanja, ki jih ima agent na voljo. Ocena dejanja je pricˇakovana nagrada,
ki jo agent lahko dosezˇe, zato je vsaka nagrada posledica njegove odlocˇitve.
Na podlagi nagrajevanja in kaznovanja se ustvari strategija agenta, ki dolocˇa
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njegovo vedenje v okolju.
Genetski algoritmi so pristop strojnega ucˇenja, ki deluje po vzoru bi-
olosˇke evolucije in naravne selekcije [9]. Vedenje vsakega agenta je zajeto v
njegovemu dednemu zapisu, ki je lahko predstavljen v razlicˇnih oblikah. Al-
goritem uporablja tri osnovna pravila za iskanje resˇitev: mutacijo, krizˇanje
in selekcijo. Ucˇenje vedenja agentov se izvaja v generacijah z dolocˇeno po-
pulacijo, njihova uspesˇnost pa je ocenjena s cenilno funkcijo. Na podlagi
njihove uspesˇnosti se izvede selekcija agentov, nato pa se preko mutacije in
krizˇanja dednih zapisov ustvarijo agenti nove generacije. Mutacija nakljucˇno
spremeni majhen delezˇ zapisa, z namenom preiskovanja problemskega pro-
stora in preseganja lokalnih ekstremov, medtem ko krizˇanje zdruzˇuje izbrane
zapise prejˇsnje generacije in s tem ohranja dobre lastnosti naucˇenega vedenja.
Zaradi enostavnosti genetskih algoritmov se nam je zdelo zanimivo, da
so le redko uporabljeni v opisanem kontekstu. Zato je bil namen te naloge
ugotoviti ali so genetski algoritmi primeren pristop tudi za razvoj vedenja
agentov znotraj racˇunalniˇskih iger.
1.2 Obstojecˇa dela
Na podrocˇju inteligentnih agentov v racˇunalniˇskih igrah se spodbujevano
ucˇenje redno uporablja. Med drugim ga uporablja tudi slavni Googlov sis-
tem DeepMind [7]. Za spodbujevano ucˇenje DeepMind uporablja konvo-
lucijsko nevronsko mrezˇo [8] in eno izmed oblik Q-ucˇenja, ki spada med
najbolj razsˇirjene razlicˇice spodbujevanega ucˇenja. Na ta nacˇin so avtorji iz-
jemno uspesˇno naucˇili agenta za igranje vecˇ legendarnih iger za Atari (Pong,
Breakout, Space Invaders, Seaquest, Beam Rider). Spodbujevano ucˇenje je
nad igrami poskusilo tudi podjetje OpenAI, ki zˇeli metode strojnega ucˇenja
razsˇiriti tudi na ostala podrocˇja. Za pomocˇ pri raziskovalnem delu je podjetje
razvilo orodje OpenAI Gym [2], ki uporablja spodbujevano ucˇenje in vsebuje
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zbirko referencˇnih problemov, na katerih lahko uporabniki orodja testirajo
ucˇinkovitnost svojih algoritmov. Sˇe eno orodje, ki nudi mozˇnost globokega
spodbujevanega ucˇenja je Unity ML-Agents Toolkit. Platforma Unity je sˇe
posebej uporabna za simulacijo fizikalno realisticˇnih in kompleksnih okolij.
Orodje je odprtokodno in podpira ucˇenje z vecˇimi agenti hkrati [5].
1.3 Cilji
Za cilj diplomske naloge smo si zadali implementacijo sistema, osnovanega na
genetskih algoritmih, preko katerega lahko naucˇimo agente igranja razlicˇnih
iger. Razviti sistem smo primerjali z uveljavljeno resˇitvijo osnovano na spod-
bujevanem ucˇenju.
Za potrebe objektivne in kakovostne primerjave smo implementirali dve
znani racˇunalniˇski igri. Lastna implementacija nam je omogocˇila popolno
kontrolo nad dogajanjem in s tem primerjavo obeh pristopov pod enakimi
pogoji. Ucˇinkovitost ucˇenja smo ovrednotili skozi uspesˇnost agenta pri igra-




Pri razvoju algoritmov smo uporabili podoben pristop kot DeepMind [7].
Vsak agent je predstavljen z nevronsko mrezˇo, ki za vhod sprejema dolocˇene
podatke o igri, njen rezultat pa je akcija, ki naj jo agent stori pod trenutnimi
pogoji. Model agenta je na enak nacˇin predstavljen tudi pri genetskih algorit-
mih, zato se pristopa razlikujeta le po nacˇinu spreminjanja utezˇi v nevronski
mrezˇi. Struktura nevronske mrezˇe je v obeh primerih vnaprej definirana,
utezˇi pa se spreminjajo glede na povratne informacije o uspesˇnosti agenta.
2.1 Spodbujevano ucˇenje
Za implementacijo spodbujevanega ucˇenja smo izbrali orodje ML-Agents, ki
deluje na platformi Unity, znotraj katere smo razvili tudi nasˇe igre. Orodje
nam omogocˇa hitro in enostavno uporabo strojnega ucˇenja v Unity projektih,
hkrati pa ponuja veliko parametrov za prilagajanje ucˇenja nasˇim potrebam.
Unity Machine Learning Agents Toolkit (ML-Agents) implementira vecˇ
algoritmov za ucˇenje agentov iger. Vsi pristopi temeljijo na knjizˇnici Tensor-
Flow [1] in se upravljajo preko Python vmesnika. Ko je orodje namesˇcˇeno v
okolje, so preko Unity graficˇnega urejevalnika dostopne njegove komponente,
s katerimi ustvarimo agente in njihovo ucˇno okolje. Komponente, ki nadzo-
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rujejo obnasˇanje agenta, sestavljajo tako imenovane mozˇgane, preko katerih
nastavimo tudi osnovne podatke o sˇtevilu vhodov in izhodov nevronske mrezˇe
ter o tipu opazovanja. Poleg obicˇajnega numericˇnega vhoda je namrecˇ na vo-
ljo tudi vizualno opazovanje, ki zajame sliko dolocˇene kamere v sceni in jo
poda kot vhod v konvolucijsko nevronsko mrezˇo.
Slika 2.1: Nastavitve mozˇganov orodja ML-Agents znotraj razvojnega okolja
Unity.
Kljub sˇtevilnim pristopom, ki jih ponuja ML-Agents, so pri ucˇenju obnasˇanja
agentov vedno prisotni trije glavni principi:
• Opazovanje, zajema vse podatke iz okolja, ki vplivajo na odlocˇitev
agenta.
• Akcije, predstavljajo mnozˇico ustreznih odlocˇitev.
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• Nagrada, skozi numericˇno vrednost sporocˇa algoritmu uspesˇnost do-
locˇenega agenta.
2.2 Genetski algoritmi
Genetske algoritme je leta 1960, na podlagi Darwinove evolucije, razvil John
Holland. Pri nadaljnem razvoju in nadgradnji pristopa je veliko prispeval
tudi Hollandov sˇtudent David E. Goldberg [10]. Podobno kot spodbujevano
ucˇenje, genetski algoritmi iˇscˇejo optimum cenilne funkcije. Razlikujejo pa
se primarno v tem, da ucˇenje poteka s pomocˇjo vecˇje populacije kandidatov
resˇitve, kar pomeni da je v dolocˇeni iteraciji potrebno ovrednotiti celotno
populacijo, preden se lahko stori korak proti boljˇsi resˇitvi. Spodbujevano
ucˇenje pa lahko ucˇenje izvaja zˇe med iteracijo in ne potrebuje vecˇjega sˇtevila
agentov za delovanje.
Sistem za ucˇenje agentov z uporabo genetskih algoritmov smo razvili
za splosˇno uporabo v poljubni igri ali simulaciji. Pri implementaciji smo
uporabili zunanjo knjizˇnico Math.NET Numerics [6], ki med drugim ponuja
tudi razne uporabne matematicˇne funkcije za delo z matrikami (sesˇtevanje,
mnozˇenje in kreiranje matrik z nakljucˇnimi vrednostmi). Te smo uporabili
pri razvijanju razreda za nevronske mrezˇe, nad katerimi delujejo genetski
algoritmi.
Za implementacijo genetskih algoritmov je potrebno vsakega agenta v
populaciji predstaviti z genetskim zapisom, oziroma genomom. V nasˇem pri-
meru smo se odlocˇili, da genom agenta predstavljajo utezˇi njegove nevronske
mrezˇe. S tem je delovanje algoritma lazˇje primerljivo s pristopom spod-
bujevanega ucˇenja, kljub temu, da se uporablja nasˇa lastna implementacija
nevronske mrezˇe. Za delovanje algoritma je potrebno definirati operaciji za
mutacijo in krizˇanje genomov ter dolocˇiti metodo selekcije.
Mutacija nevronske mrezˇe je sprememba nakljucˇnih utezˇi z nakljucˇnimi
vrednostmi. Vsaka utezˇ v mrezˇi ima dolocˇeno verjetnost, da se v njej sprozˇi
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mutacija. Cˇe se v utezˇi sprozˇi mutacija, se ji priˇsteje nakljucˇna vrednost iz
normalne porazdelitve s povprecˇjem 0 in poljubnim standardnim odklonom.
Z nastavljanjem verjetnosti mutacije in standardnim odklonom porazdelitve
spreminjamo pogostost in drasticˇnost mutacij ter koncentracijo algoritma.
Krizˇanje nevronskih mrezˇ smo implementirali na dva nacˇina – s horizon-
talnim in vertikalnim zdruzˇevanjem utezˇi. Ker imajo vsi genomi enako struk-
turo, lahko zdruzˇimo dve mrezˇi tako, da ju prerezˇemo na nakljucˇno izbranem
mestu, nato pa zdruzˇimo utezˇi nasprotnih delov v novo mrezˇo. Odvisno od
orientacije reza se utezˇi zdruzˇujejo vertikalno ali horizontalno, pomembno je









Slika 2.2: Primer horizontalnega reza nevronske mrezˇe. Vsak sloj utezˇi v
novi mrezˇi je v tem primeru sestavljen iz zgornjih utezˇi prvega kandidata in










Slika 2.3: Primer vertikalnega reza nevronske mrezˇe. V tem primeru je nova
mrezˇa sestavljena iz levih slojev utezˇi prvega kandidata in desnih slojev utezˇi
drugega kandidata.
Skozi testiranje smo ugotovili, da je ucˇenje bolj ucˇinkovito, ko pri krizˇanju
uporabljamo vertikalno rezanje nevronskih mrezˇ, zato smo v koncˇni imple-
mentaciji algoritma uporabili ta pristop.
Poskusili smo tudi dva tipa selekcije kandidatov za naslednjo generacijo.
Prva metoda je bila selekcija z ruleto, ki vsakemu kandidatu v populaciji
pripiˇse verjetnost izbire glede na njegovo uspesˇnost. V tem primeru se agentu





Naslednja metoda je selekcija po prioriteti. Pri tem pristopu vsakemu
kandidatu dolocˇimo prioriteto, glede na njegovo uspesˇnost. Najuspesˇnejˇsi
kandidat v populaciji velikosti N dobi prioriteto N , najslabsˇi pa 1. V primeru
enake uspesˇnosti se prednost med enakovrednimi kandidati izbere nakjlucˇno.
Selekcija nato poteka podobno kot pri selekciji z ruleto, le da je verjetnost






Prednost selekcije z ruleto je ta, da omogocˇa vecˇje razlikovanje med
boljˇsimi in slabsˇimi agenti. Problem pa lahko nastane pri agentih, ki dosezˇejo
visoko oceno, ker se blizˇajo lokalnemu ekstremu cenilne funkcije in s tem
njihov genom prevlada v populaciji. V tem primeru visoka ocena agenta
zmanjˇsa verjetnost izbire ostalih agentov in preprecˇi iskanje novih resˇitev.
Koncˇna implementacija nasˇega algoritma zato uporablja selekcijo po priori-
teti, pri kateri ima najuspesˇnejˇsi agent vedno enako verjetnost za izbiro.
Za viˇsjo ucˇinkovitost pri iskanju resˇitev nasˇa implementacija genetskih al-
goritmov uporablja tudi elitizem. Pri elitizmu se dolocˇeno sˇtevilo najboljˇsih
genomov, ki predstavljajo elitne agente, prenese v naslednjo generacijo. Sto-
pnja elitizma je dolocˇena s faktorjem elitizma, hiper-parametrom, ki dolocˇa
koliksˇen delezˇ najuspesˇnejˇsih agentov ostane nespremenjenih. Elitni agenti
lahko sˇe vedno nastopajo pri selekciji za novo generacijo.
Poglavje 3
Opis iger
Za primerjavo obeh pristopov smo implementirali dve igri, ki smo ju izbrali
na podlagi njune kompleksnosti in enostavnosti implementacije. Komple-
ksnost igre smo ocenili na podlagi sˇtevila mozˇnih akcij, ki jih ima agent na
voljo in sˇtevila vhodov, ki jih potrebuje za odlocˇitev. Vecˇje sˇtevilo vhodov in
izhodov prispeva k vecˇjemu sˇtevilu utezˇi v nevronski mrezˇi, kar posledicˇno
povecˇa kompleksnost problema oziroma problemski prostor.
Za kakovostno primerjavo pristopov smo implementirali eno enostavnejˇso
in eno zahtevnejˇso igro. Obe sta razlicˇici obstojecˇih popularnih iger, ki smo ju
sami razvili v okolju Unity in si s tem omogocˇili popoln nadzor nad potekom
igre in ucˇenja agentov v njej. V nadaljevanju sta opisani obe igri ter nacˇin
na katerega smo implementirali ucˇenje vedenja agentov.
3.1 Flappy Bird
Prva igra, ki smo jo implementirali, je bila ustvarjena po vzoru popularne
mobilne igre Flappy Bird (Slika 3.1). V njej igralec kontrolira ptico, ki ne-
nehno pada proti tlom in se srecˇuje z neskoncˇnim sˇtevilom ovir. Igralec lahko
s pritiskom na ekran povzrocˇi, da ptica skocˇi proti nebu za dolocˇeno viˇsino.
S to akcijo se mora igralec izogibati zgornjega in spodnjega roba ekrana ter
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vseh prihajajocˇih ovir. Vsaka ovira je razdeljena na zgornji in spodnji del,
kamor se lahko ptica zaleti, vmes pa je prazen prostor skozi katerega mora
igralec voditi ptico. Vsakicˇ ko igralec uspesˇno premaga oviro, je nagrajen z
eno tocˇko. Igra poteka dokler se ptica ne zaleti v spodnji rob ekrana, zgornji
rob ekrana ali oviro.
Slika 3.1: Posnetek zaslona iz nasˇe implementacije igre Flappy Bird.
Ker ima igralec na voljo le eno akcijo in relativno malo dejavnikov iz
okolja, smo to igro izbrali za primer enostavnejˇse igre. Agent ima namrecˇ
vpliv le nad viˇsino ptice, zato ima njegova nevronska mrezˇa le en izhod, ki
sporocˇa igri, ali naj ptica skocˇi ali ne.
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Za vhod nevronske mrezˇe smo dolocˇili sˇtiri vrednosti, ki imajo najvecˇji
vpliv na odlocˇitev agenta:
1. viˇsina ptice,
2. oddaljenost ptice od prve naslednje ovire,
3. viˇsina spodnjega roba zgornjega dela ovire,
4. viˇsina zgornjega roba spodnjega dela ovire.
3.2 Tetris
Prvo razlicˇico tetrisa je leta 1984 ustvaril Alexey Pajitnov [12]. Igra je bila
kasneje razvita za sˇtevilne platforme in je danes ena najpopularnejˇsih iger na
svetu. Zaradi preprostih pravil omogocˇa enostavno implementacijo, hkrati
pa je v primerjavi z igro Flappy Bird relativno kompleksna. Za vecˇji nadzor
nad igro smo razvili tudi svojo razlicˇico igre Tetris (Slika 3.2), ki smo jo
uporabili za preizkusˇevanje nasˇih pristopov.
Slika 3.2: Nasˇa implementacija igre Tetris.
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Cilj igre je ucˇinkovito zlaganje likov razlicˇnih oblik, ki se nenehno poja-
vljajo na vrhu polja velikosti 10 × 20 celic in padajo proti tlom. Vsak lik
zasede 4 celice v polju. Dokler lik pada proti tlom, ga lahko kontroliramo, lik
lahko premikamo levo oziroma desno in ga obracˇamo v smeri urinega kazalca.
Ko lik pade na tla oziroma na nek drug lik, se ustavi, na vrhu ekrana pa se
ustvari naslednji lik. Cˇe igralec napolni vrstico v mrezˇi, se vsebina vrstice
izbriˇse in vsa polja nad njo se pomaknejo navzdol. Za vsako napolnjeno vr-
stico je igralec nagrajen z eno tocˇko. Igra se koncˇa, ko na vrhu mrezˇe ni
dovolj prostora, da bi se pojavil naslednji lik.
Nevronski mrezˇi agenta smo v tem primeru podali stanje vseh polj v igri.
Vsako izmed 200 celic v mrezˇi smo predstavili s sˇtevili 0, 1 ali 2, glede na to ali
je polje prazno, ali je v njem staticˇni lik, ali lik, ki ga trenutno kontroliramo.
Agent ima tokrat sˇtiri mozˇne akcije:
1. premik lika v levo,
2. premik lika v desno,
3. rotacija lika,
4. brez akcije.
Kljub temu, da je v tem primeru vecˇ mozˇnih akcij, smo izhod nevronske
mrezˇe nastavili na eno samo vrednost, ki se preslika v dolocˇeno akcijo. Ko je
vrednost izhoda bila nad mejo 0.75, je agent premaknil lik v levo, vrednost
med 0.5 in 0.75 pa je pomenila premik v desno. Cˇe je izhodna vrednost bila
med 0.25 in 0.5, je agent izvedel rotacijo lika, v primeru vrednosti manjˇse od
0.25 pa je agent cˇakal. Alternativno bi lahko za vsako akcijo ustvarili svoje
izhodno vozliˇscˇe, ampak bi s tem povecˇali sˇtevilo utezˇi v mrezˇi in s tem tudi
problemski prostor, poleg tega pa se lahko pojavi sˇe dilema pri izboru akcije,
ko ima vecˇ izhodov enako vrednost.
Poglavje 4
Rezultati
Pri ucˇenju vedenja agentov smo vse pristope izvajali na istem racˇunalniku in
z enakim ustavitvenim pogojem. Racˇunalnik je bil opremljen s procesorjem
Intel Core i7 6700HQ 2.60GHz in 16GB pomnilnika.
V primeru igre Flappy Bird je agent nagrajen z eno tocˇko, ko premaga
oviro. Ucˇenje smo ustavili, ko je agent uspesˇno dosegel 100 tocˇk v eni igri,
saj so taksˇni agenti dosegli dovolj veliko uspesˇnost in le redko storili napako,
ko so presegli 100 ovir.
V igri Tetris je agent nagrajen z eno tocˇko, za vsako zapolnjeno vrstico,
zato smo v tem primeru prav tako nastavili ustavitveni pogoj na 100 tocˇk.
Agenti, ki dosezˇejo taksˇno sˇtevilo tocˇk, lahko igro igrajo dlje cˇasa ali celo v
neskoncˇnost.
Pri vsakem pristopu smo uporabili nevronsko mrezˇo z dvema skritima
plastema, vsako s sˇtirimi vozliˇscˇi. Vsaka plast v nevronski mrezˇi je polno
povezana in za aktivacijsko funkcijo smo izbrali hiperbolicˇni tangens.
4.1 Hiper-parametri
Hiper-parametri so vrednosti, ki jih nastavimo pred izvajanjem strojnega
ucˇenja in imajo lahko velik vpliv na uspesˇnost in ucˇinkovitost algoritma.
Za ucˇenje vedenja agentov v igri Flappy Bird smo pri nasˇi implementaciji
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genetskih algoritmov izbrali parametre iz tabele 4.1, kjer se velikost mutacije
nanasˇa na standardni odklon normalne porazdelitve.







Ucˇenje, ki ga izvaja ML-Agents, se nadzoruje preko mozˇganov, katerim
lahko spremenimo parametre delovanja s pomocˇjo konfiguracijskih datotek.
V primeru igre Flappy Bird smo izbrali parametre iz tabele 4.2.




Sˇtevilo izkusˇenj, ki se jih uporabi za eno
iteracijo gradientnega spusta.
32
normalize Dolocˇa ali naj se vhod normalizira. false
num layers Sˇtevilo skritih slojev nevronske mrezˇe. 2
hidden units




Nakljucˇnost ucˇenja pravil. Vecˇja vrednost prispeva
k vecˇjemu raziskovanju problemskega prostora.
5.0 · 10−3
gamma Pomebnost nagrad v prihodnosti. 0.995
buffer size Sˇtevilo izkusˇenj preden se izvede iteracija ucˇenja. 256
max steps Najvecˇje sˇtevilo korakov ucˇnega procesa. 5.0 · 107
time horizon




Ker ML-Agents omogocˇa tudi ucˇenje z vizualnim opazovanjem, smo ta
nacˇin (tako pri igri Flappy Bird kot pri Tetrisu) preizkusili na cˇrno belih
slikah dimenzij 28× 28, 64× 64 ali 84× 84.
Pri Tetrisu smo uporabljali manjˇso populacijo kot pri igri Flappy Bird,
glavni razlog za to odlocˇitev je bila vecˇja obremenitev strojne opreme, saj se
je z vecˇimi vzporednimi igrami drasticˇno upocˇasnilo ucˇenje. V primeru igre
Tetris smo pri vsakem pristopu ucˇenja preizkusili vecˇ parametrov. V tabeli
4.3 pripada vsak stolpec vrednosti k enemu poizkusu ucˇenja z genetskimi
algoritmi.




Velikost populacije 50 80 100
Verjetnost mutacije 10% 40% 20%
Velikost mutacije 1 2 1
Verjetnost krizˇanja 80% 80% 90%
Faktor elitizma 0.1 0.1 0.1
Tudi v primeru ucˇenja z ML-Agents smo poizkusili vecˇ razlicˇnih konfigu-
racij mozˇganov, ki so predstavljeni v tabeli 4.4.
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batch size 32 512 265
normalize false true false
beta 5.0 · 10−3 5.0 · 10−3 5.0 · 10−3
gamma 0.995 0.9 0.9
buffer size 256 2048 1024
max steps 5.0 · 108 5.0 · 108 5.0 · 108
time horizon 1000 2000 1000
4.2 Uspesˇnost agentov
Ucˇenje agentov smo prvo izvedli v igri Flappy Bird, in sicer smo preizku-
sili nasˇo lastno metodo, ML-Agents z enim okoljem, ML-Agents z desetimi
vzporednimi okolji ter ML-Agents z vizualnim opazovanjem. V tabeli 4.5 so
prikazani cˇasi ucˇenja in sˇtevilo igranih iger vseh pristopov. Ucˇenje z vizu-
alnim opazovanjem ni vkljucˇeno v tabeli, ker ustavitveni pogoj ni bil nikoli
dosezˇen.
Tabela 4.5: Rezultat ucˇenja za razlicˇne uporabljene metode.
Metoda Sˇtevilo igranih iger Cˇas ucˇenja
Genetski algoritmi 40 5 min
ML-Agents (eno okolje) 4967 72 min
ML-Agents (10 okolij) 2754 16 min
Zaradi enostavnosti implementacije je bil cˇas ucˇenja pri genetskih algo-
ritmih obcˇutno manjˇsi, toda sˇtevilo igranih iger je bilo vecˇje, ko uposˇtevamo
skupno sˇtevilo agentov. Pri genetskih algoritmih smo ucˇili populacijo ve-
likosti 200 agentov, katerih je bilo skupno 40 generacij, kar skupno znasˇa
8000 igranih iger, v primeru ML-Agents pa je en agent igral le 4967 iger.
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V primeru ucˇenja z desetimi okolji orodja ML-Agents je posamezen agent
igral 2754 iger, kar znasˇa 27540 skupno odigranih iger. Nasˇi poskusi kazˇejo
na to, da je ucˇenje z ML-Agents bolj ucˇinkovito, a hkrati bolj zahtevno za
strojno opremo. Genetski algoritmi so se zato izkazali za bolj primerne pri
enostavnejˇsih problemih, kjer zmogljivejˇsa strojna oprema ni na voljo.
Kvaliteto naucˇenega vedenja v igri Flappy Bird smo testirali tako, da
smo najboljˇsega agenta vecˇkrat pognali skozi igro in opazovali, kako pogosto
prihaja do napak (agent se predcˇasno zaleti v oviro ali rob ekrana). Oba
pristopa sta ustvarila dovolj dobre resˇitve, da so bile napake agentov zelo
redke. Agent je lahko v obeh primerih pogosto dosegel 500 ali celo 1000
tocˇk. Najboljˇsega agenta genetskih algoritmov smo pustili igrati 100 iger,
pri cˇemer je dosegel povprecˇno 423.83 tocˇk s standardnim odklonom 52.61.
Igre smo ponovili z agentom naucˇenega z orodjem ML-Agents, ki je dosegel
445.22 tocˇk v povprecˇju s standardnim odklonom 60.16.
V primeru ucˇenja z vizualnim opazovanjem, se je agent uspel naucˇiti
izogibati roba ekrana in je obcˇasno uspesˇno premagal prvo oviro, toda nikoli
mu ni uspelo presecˇi 100 tocˇk. Ucˇenje s tem pristopom zato ni bilo uspesˇno
na nobeni konfiguraciji, tudi ko je algoritem tekel vecˇ kot 24 ur. Problemski
prostor je bil namrecˇ preobsezˇen, saj je bil vhod tudi v najmanjˇsem primeru
slik dimenzij 28 × 28 velik 784. Skupno sˇtevilo utezˇi v nevronski mrezˇi je
bilo zato preveliko, da bi se preko podanih cˇrno belih slik razvilo ucˇinkovito
vedenje.
Pri ucˇenju vedenja agentov v igri Tetris se noben pristop ni priblizˇal
ustavitvenemu pogoju stotih tocˇk in smo jih rocˇno ustavili po enem dnevu
ucˇenja. Vse metode, razen pristopa z vizualnim opazovanjem, so uspele
naucˇiti vedenje, ki enakomerno razporeja like v mrezˇo in s tem igra igro dlje
cˇasa, toda pri obracˇanju likov in polnjenju vrstic je bilo vedenje sˇe vedno
neucˇinkovito, zato so bile vse zapolnjene vrstice vecˇinoma le nakljucˇen pojav.
Vsi agenti so zato imeli podoben cˇas igranja in podobno sˇtevilo tocˇk. Ker smo
metodam kot vhod podali podatke o celotni mrezˇi, je bil problemski prostor
prevelik, da bi se katerakoli metoda naucˇila dovolj kompleksnega vedenja v
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zmernem cˇasu. Nasˇ poskus ucˇenja pri igri Tetris je pokazal, kako kompleksno
je ucˇenje agentov za igranje iger, saj ima povprecˇni namizni racˇunalnik tezˇave
zˇe z enostavnejˇso igro kot je Tetris. Za ucˇenje vedenja v kompleksnejˇsih




Orodje ML-Agents se je izkazalo za uporabno in z veliko mozˇnosti konfi-
guracije. Njegovo delovanje in struktura sta nam bila vzor pri nacˇrtovanju
nasˇega lastnega pristopa, saj smo ga zˇeleli posplosˇiti za uporabo na poljubnih
igrah. Genetski algoritmi so bili na opisanih primerih primerljivi z obstojecˇo
implementacijo spodbujevanega ucˇenja. Kljub slabsˇi ucˇinkovitosti in optimi-
zaciji nasˇega pristopa, se nam uporaba genetskih algoritmov zdi smiselna za
enostavnejˇse igre. Orodje ML-Agents ponuja kopico funkcij, ki jih v nasˇih
poskusih nismo potrebovali. Vse dodatne funkcionalnosti verjetno deloma
prispevajo k pocˇasnejˇsemu ucˇenju na zelo enostavnih primerih. Po drugi
strani pa je bil pristop z genetskimi algoritmi razvit za enostavnejˇse pro-
bleme in je kot tak bolj prakticˇen za primer, ki smo ga predstavili. Kljub
kompleksnejˇsi implementaciji ucˇenja, ki jo uporablja ML-Agents, je nastavi-
tev orodja relativno enostavna in hitra, kar prispeva k njegovi uporabnosti v
splosˇnem. Nasˇ pristop ucˇenja bi prav tako bilo mozˇno nadgraditi in razviti v
orodje za okolje Unity, kar bi omogocˇilo lazˇjo nadaljnjo raziskavo na podrocˇju
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