In order to explain the U-shaped pattern of autocorrelations of stock returns i.e., autocorrelations starting around 0 for short-term horizons and becoming negative and then moving toward 0 for long-term horizons, researchers suggested the use of a state-space model consisting of an I(1) permanent component and an AR(1) stationary component, where the two components are assumed to be independent. They concluded that auto-regression coefficients derived from the state-space model follow a U-shape pattern and thus there is mean-reversion in stock prices. In this paper, we show that only negative autocorrelations are feasible under the assumption that the permanent component and the stationary component are independent in the state-space model. When the two components are allowed to be correlated in the state-space model, we show that the sign of the auto-regression coefficients is not restricted as negative. Monthly return data for all NYSE stocks for the period from 1926 to 2007 support the state-space model with correlated noise processes. However, the auto-regression coefficients of the ARIMA process, equivalent to the state-space model with correlated noise processes, do not follow a U-shaped pattern, but are always positive.
Introduction
Financial economists have studied autocorrelations in short-term stock returns to test whether stock returns are predictable. Since early studies couldn't find significant evidence of autocorrelations in stock returns, they concluded that stock returns are unpredictable. That is, stock returns follow a random-walk model and the stock market is efficient (see Fama [5] ; LeRoy [10] ).
However, several studies have challenged this interpretation of short-horizon returns. Lo and MacKinlay [12] , Conrad and Kaul [4] , and Poterba and Summers [15] reported strong positive autocorrelations in short-term (e.g., daily, weekly, and monthly) stock returns. Summers [18] insisted on the phenomenon that prices take long temporary swings away from fundamental values, which means that prices have a slowly decaying stationary component. Fama and French [6] , Lo and MacKinlay [12] , and Poterba and Summers [15] showed that there is substantial mean-reversion in long-term stock returns that they attribute to the presence of a stationary component. By using regression tests for stock returns from 1926 to 1985, Fama and French [6] found a U-shaped pattern of autocorrelations in stock returns that was concluded to be due to both negative autocorrelations in returns beyond a year and substantial mean-reversion in stock market prices. In order to explain long-term mean-reversion due to negative autocorrelations, Fama and French [6] and Poterba and Summers [15] Even though some skeptical studies followed the above results (e.g., Richardson and Stock [17] ; Kim et al. [9] ; Richardson [16] ; Malliaropulos [13] ), many studies have showed the evidence of mean-reversion. Balvers et al. [1] found strong evidence of mean-reversion in relative stock index prices of 18 countries. Nam et al. [14] found the asymmetrical reverting behavior in US stock returns using asymmetric nonlinear smoothtransition GARCH approach. Balver et al. [1] and Nam et al. [14] interpreted that the detected meanreversion leads to contrarian profits. Chaudhuri and Wu [2] , [3] showed that a panel-based test that exploits cross-sectional information from 17 emerging equity markets rejects the null hypothesis of random-walk. Lim and Liew [11] demonstrated the random-walk assumption is rejected in Asian stock markets using nonlinear stationary tests.
In this study, we argue that the correlated structure between permanent and stationary components of stock prices has a crucial meaning to interpret short-term and long-term autocorrelations in stock prices. Lo and MacKinray [12] , Poterba and Summers [15] , and Khil and Lee [8] pointed out that the SS model suggested by Fama and French [6] can explain the negative long-term autocorrelations, but not the positive short-term autocorrelations. In particular, Khil and Lee [8] [7] showed that the trend-cycle decomposition could be spurious if dependence between the permanent and the stationary component is not allowed in the SS model, and thus an erroneous interpretation could occur.
Based on Joo and Jun [7] , it is shown that the 
where  is the expected drift and   and   are normally distributed white noises as
It was assumed that the noise processes,   and   , are independent. Since   is the natural log of the stock price, the continuously com-
Let  be the slope of the following regression of the return     on    ：
Since the auto-regression coefficient   is an OLS estimator and there is no correlation between the noise components, Khil and Lee [8] showed that the SS model is compatible with negative long-term autocorrelations even if it has limitations for short-term autocorrelations. In other words, most studies
suggested that the SS model with the independent assumption is appropriate for explaining negative long-term autocorrelations.
However, it is most likely that the above results are derived from the independence assumption in the SS model. In the following sections, we will show that when the independence assumption is introduced in the SS model, the parameter space of the equivalent ARIMA process is restricted. The restricted parameter space is identical to the area that induces the negative sign of the auto-regression coefficients from the above SS model.
A State-Space Model Incorporating Dependence
For simplicity, previous studies assumed independence between a permanent component and a stationary component. But the assumption that the permanent and stationary components of stock prices are not correlated can be unrealistic. As
Joo and Jun [7] showed, the unrealistic assumption of independence between the two components could cause spurious inferences. Consider the following dependent noise processes：
where  is the ratio of the variance of the noise process for the stationary component to that for the permanent component, i.e.,        , and  is the correlation coefficient between the two noises. In this case, the auto-regression coef-
The Parameter Space Restriction of the State-Space Model
Joo and Jun [7] showed that the usual assum- The SS model in equations (1) and (6) is equivalent to the following ARIMA(1, 1, 1) process：
where   is a normally distributed noise pro- 
Since ′ is always the same as  by equation (9-a), henceforth we will use the term  instead of ′ for convenience. When the two noise processes are assumed independent, i.e.,   , equa-
and the restricted parameter space of the SS model in equation (10) is 
The Sign of the Auto-Regression Coefficient
Replacing  in equation (7) with equation 
Empirical Analysis

Data
We analyzed the stock market data to deter- to get the real returns.
ARIMA Estimation and Diagnostic Check
We performed ARMA identifications of monthly stock returns. Since the SS model consisting of an I(1) and an AR(1) process is equivalent to 
The Auto-Regression Coefficient
The auto-regression coefficient for an ARIMA 
Similarly, setting   , the model is equivalent to the ARIMA(0, 1, 1) model and
In each case, the parameter space that always Hence, the maximum of part (b) converges to two regardless of the sign of .
From this result, the minimum period to always make  positive can be obtained. Since the maximum of part (b) is two, the denominator of equation (12) 
