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Abstract
The recovery of microstructure-related features of the brain’s white matter is a current challenge in
diffusion MRI. To robustly estimate these important features from multi-shell diffusion MRI data,
we propose to analytically regularize the coefficient estimation of the Mean Apparent Propagator
(MAP)-MRI method using the norm of the Laplacian of the reconstructed signal. We first compare
our approach, which we call MAPL, with competing, state-of-the-art functional basis approaches.
We show that it outperforms the original MAP-MRI implementation and the recently proposed
modified Spherical Polar Fourier (mSPF) basis with respect to signal fitting and reconstruction of
the Ensemble Average Propagator (EAP) and Orientation Distribution Function (ODF) in noisy,
sparsely sampled data of a physical phantom with reference gold standard data. Then, to reduce
the variance of parameter estimation using multi-compartment tissue models, we propose to use
MAPL’s signal fitting and extrapolation as a preprocessing step. We study the effect of MAPL on
the estimation of axon diameter using a simplified Axcaliber model and axonal dispersion using the
Neurite Orientation Dispersion and Density Imaging (NODDI) model. We show the positive effect
of using it as a preprocessing step in estimating and reducing the variances of these parameters in
the Corpus Callosum of six different subjects of the MGH Human Connectome Project. Finally, we
correlate the estimated axon diameter, dispersion and restricted volume fractions with Fractional
Anisotropy (FA) and clearly show that changes in FA significantly correlate with changes with all
estimated parameters.
Overall, we illustrate the potential of using a well-regularized functional basis together with
multi-compartment approaches to recover important microstructure tissue parameters with much
less variability, thus contributing to the challenge of better understanding microstructure-related
features of the brain’s white matter.
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1. Introduction
The recovery of microstructure-related features of the brain’s white matter is currently a hot
topic in diffusion MRI (Le Bihan and Breton, 1985; Taylor and Bushell, 1985; Merboldt et al.,
1985). In many cases, the accurate estimation of these features requires the acquisition of data at
large b-values. However, in practice the maximum b-value is limited and noise begins to dominate
the signal at higher b-values. To robustly estimate these important features from noisy, sparsely
sampled data we propose to analytically regularize the coefficient estimation of Mean Apparent
Propagator (MAP)-MRI method (Özarslan et al., 2013b) using the norm of the Laplacian of the
reconstructed signal. We call this approach MAPL.
MAPL falls into the category of functional basis approaches in diffusion MRI, which in general
assume the narrow pulse approximation. This allows them to conveniently interpret the signal as the
EAP through a Fourier transform (Tanner and Stejskal, 1968; Callaghan, 1991). This Fourier rela-
tion lies at the heart of techniques such as q-space imaging (Callaghan, 1991), q-ball imaging (Tuch,
2004) and diffusion spectrum MRI (Wedeen et al., 2005). However, the numerical implementations
of these techniques require dense acquisition schemes to reconstruct the EAP. This makes them
impractical for clinical applications, where scanning time is limited.
The introduction of functional bases to efficiently represent the dMRI signal partly overcame
this restriction (Descoteaux et al., 2007; Özarslan et al., 2013a; Assemlal et al., 2009; Descoteaux
et al., 2011; Caruyer and Deriche, 2012; Özarslan et al., 2013b; Hosseinbor et al., 2013; Rathi et al.,
2014). That is, the fitting of these representations can be regularized using properties such as the
smoothness and positivity of the EAP. This allows for more accurate EAP and tissue property
recovery using fewer samples, resulting in faster acquisition schemes.
A number of microstructure-related scalar indices have been proposed based on functional basis
approaches. They are typically expressed as integral operators of the diffusion signal and EAP,
which are in turn expressed in terms of fitted functional basis coefficients (Descoteaux et al., 2011;
Özarslan et al., 2013a; Hosseinbor et al., 2013; Rathi et al., 2014). Examples are the Return-
To-Origin Probability (RTOP), Mean Squared Displacement (MSD) and Q-space Inverse Variance
(QIV). However, the estimation of directional q-space indices, whose direction depends on the white
matter orientation, have only been proposed for the MAP-MRI basis (Özarslan et al., 2013b). Under
the hypothesis that coherent white matter can be modeled as parallel cylindrical pores, the direc-
tional Return-To-Axis Probability (RTAP) can be used to recover moments of the axon diameter
distribution (Özarslan et al., 2013b). This was verified using parallel, water-filled microcapillaries
in 1D-NMR experiments (Özarslan et al., 2011, 2013a). Though, histology studies have shown that
axonal dispersion is present even in coherent white matter, and one must be careful when assuming
parallel axons (Leergaard et al., 2010; Ronen et al., 2014)
Still, For the EAP to be sensitive to particle movements as small as axon diameters – between
0.2µm and 2µm (Aboitiz et al., 1992; Liewald et al., 2014) – large diffusion gradients with q-values
of over 200 mm−1 are needed. Using a typical diffusion time and pulse length of 30 ms and 10 ms, this
corresponds to a b-value of over 40, 000 s/mm2. Yet, even the most recent data sets of the MGH
Human Connectome Project have a significantly lower maximum b-value of 10, 000 s/mm2 (Set-
sompop et al., 2013). The accurate estimation of microstructure-related parameters in MAP-MRI
therefore strongly depends on the smooth extrapolation of the diffusion signal beyond the largest
measured b-value, where the SNR is lowest. To impose this smoothness, we propose to analytically
regularize MAP-MRI’s coefficient estimation using the norm of the Laplacian of the reconstructed
signal. Throughout this work, we will refer to our Laplacian-regularized MAP-MRI as MAPL.
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We show that Laplacian-Regularized MAP-MRI (MAPL) can 
estimate these features from noisy, sparsely sampled data:
Orientation Distribution 
Functions (ODF)
Through Tissue-Model Preprocessing:
Axon Diameter and Dispersion
Multi-shell dMRI samples the 3D diffusion spectrum 
along different gradient directions and b-values
High b-values are needed to estimate microstructural brain tissue features.
However, this estimation is hindered by low SNR and limited samples.
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Figure 1: Visual abstract. On the left, we illustrate multi-shell dMRI, where diffusion-weighted images (DWIs) are
measured along different gradient directions and b-values. DWIs at higher b-values (using strong gradients) provide
information on smaller details in the tissue geometry, but also have lower SNR. We show that using Laplacian-
Regularized MAP-MRI (MAPL) we can accurately estimate valuable microstructure features from noisy, subsampled
data (bottom row).
We compare MAPL with the initially proposed positivity constraint on the EAP (Özarslan et al.,
2013b), which we refer to simply as “MAP”, and the recently proposed modified Spherical Polar
Fourier (mSPF) basis (Caruyer and Deriche, 2012). We also include comparisons between MAP-
MRI’s Cartesian and spherical implementations, where the latter is equivalent to the previously
proposed 3D-SHORE basis (Merlet and Deriche, 2013). In terms of signal fitting, our comparison
will carefully disentangle the effects of using different basis orders (i.e. using different numbers of
coefficients) and different regularization techniques and basis implementations. In addition, we also
study the effect of estimating higher “radial moments” of the ODF in fiber crossing estimation. We
perform these experiments on data from a physical phantom with known fiber configurations and
gold standard data (Ning et al., 2015; Moussavi-Biugui et al., 2011).
We then study the effect of data subsampling on the estimation of the scalar indices MSD,
QIV, RTOP, RTAP, and RTPP using Cartesian MAPL. For this we use the WU-Minn Human
Connectome Project data (Van Essen et al., 2013) as it has been acquired using an incremental
sampling scheme (Caruyer et al., 2013). We also illustrate an application of MAPL where we use
RTAP to estimate the apparent axon diameter in the Splenium, Midbody, and Genu of the Corpus
Callosum in six subjects of the MGH Human Connectome Project data (Setsompop et al., 2013).
Here “apparent” indicates that the axon diameter estimated through RTAP is only valid when the
signal originates only from inside a set of parallel axons. In fact, contrary to RTAP’s hypotheses,
we know that the signal does not only originate from inside the axons and, in most parts of the
white matter, axons are not parallel, but dispersed (Leergaard et al., 2010; Ronen et al., 2014).
As an alternative, tissue models separate the signal contributions of different tissue types using
biophysical models. This allows for the estimation of microstructural parameters such as tissue
composition, axonal diameter (Assaf et al., 2008; Alexander, 2008; Alexander et al., 2010) and
axonal dispersion (Zhang et al., 2012). However, the variance of the estimated parameters in these
models still depends on the noise and maximum gradient strength in the data. To reduce the
variance of the parameter estimation, we propose to use MAPL’s signal fitting and extrapolation as
a preprocessing step before fitting a tissue model. This preprocessing consists of 1) fitting the signal
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using MAPL; 2) extrapolating signal from the fitted representation beyond the original maximum
b-value; and 3) fitting the tissue model on the extrapolated signal. We study its effect on the
estimation of axon diameter using a simplified Axcaliber model (Assaf et al., 2008) and axonal
dispersion using the Neurite Orientation Dispersion and Density Imaging (NODDI) model (Zhang
et al., 2012). We will show the effect of this preprocessing on the estimation variance by estimating
these parameters with and without preprocessing in the Corpus Callosum of six different subjects
of the MGH Human Connectome Project. Finally, we correlate the estimated axon diameter,
dispersion and restricted volume fractions with Fractional Anisotropy (FA). We show that changes
in FA correlate significantly with changes with all estimated parameters. All contributions of this
work are illustrated in Figure 1. For reference, we write out all relevant acronyms used in this paper
in the Appendix in Table A.4, including in which section we explain their meaning.
The paper is organized as follows: We first provide the theory of the MAP-MRI basis, our
Laplacian regularization (MAPL), estimated scalar indices and competitive methods in Section 2.
In Section 3 we explain the implementation of our method and the data we use in our experiments.
Then in Section 4 we present our results on both the physical phantom and the HCP data. We
then discuss our results in Section 5 and finally provide our conclusions in Section 6.
2. Theory
In this section, we first provide a brief explanation on the relationship between the measured
dMRI signal and the ensemble average propagator (EAP) in Section 2.1. We then introduce the
MAP-MRI basis, our proposed Laplacian regularization and regularization weight optimization in
Section 2.2. In Section 2.3 we then describe how we estimate the radial moments of the EAP and
recover microstructure related scalar indices. Finally, we give an overview of methods we compare
against in Section 2.4.
2.1. The Relation between the diffusion signal and the EAP
In dMRI the EAP is reconstructed by first obtaining diffusion-weighted images (DWIs). In a
pulsed gradient spin echo (PGSE) sequence, a DWI is obtained by applying two sensitizing diffusion
gradients of length δ to the tissue, separated by pulse separation time ∆. The effective diffusion
time is then given by τ = ∆ − δ/3. When the narrow pulse approximation is met, i.e., when the
diffusion gradients are considered infinitely small (δ ≈ 0), the relation between the measured signal
S(q, τ) and the EAP P (R, τ) is given by an inverse Fourier transform (IFT) (Tanner and Stejskal,
1968; Callaghan, 1995):
P (R, τ) =
∫
R3
E(q, τ)ei2πq·Rdq with q =
γδG
2π
(1)
where E(q, τ) = S(q, τ)/S0 is the normalized signal attenuation measured at wave vector q and S0
is the baseline image acquired without any diffusion sensitization (q = 0). The wave vector q on the
right side of Eq. (1) is related to the nuclear gyromagnetic ratio γ and the applied diffusion gradient
vector G. We denote q = qu and R = Rr, with u, r ∈ S2 and q, R ∈ R+. The b-value is related
to q and the effective diffusion time as b = 4π2q2τ . As a consequence of the Fourier relationship
in Eq. (1), measuring E(q, τ) at larger q makes one sensitive to smaller movements in P (R, τ).
Using a longer diffusion time τ gives the diffusing particles more time to interact with the tissue
boundaries, making the EAP more specific to the tissue structure (Callaghan, 1995; Cory, 1990).
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In the rest of this work we assume the diffusion time is constant throughout dMRI acquisitions
and will omit the τ dependence in our notation. In the next section we explain our method for
reconstructing the EAP from the signal.
2.2. MAPL: Laplacian-Regularized MAP-MRI
We improve EAP and q-space index estimation by regularizing the coefficient estimation of
the MAP-MRI functional basis (Özarslan et al., 2013b) with the Laplacian of the reconstructed
signal. We call our Laplacian-regularized MAP-MRI approach MAPL for brevity. In dMRI, this
type of regularization has successfully been applied to several other techniques (Descoteaux et al.,
2007; Caruyer and Deriche, 2012). We provide a brief summary of the MAP-MRI basis in Section
2.2.1, present our proposed Laplacian regularization in Section 2.2.2, and explain the generalized
cross-validation (GCV) method to find optimal regularization weights in Section 2.2.3.
2.2.1. MAP-MRI Functional Basis Description
MAP-MRI is a functional basis that reconstructs the EAP from the dMRI signal. It has the
convenient property that its basis functions are eigenvectors of the Fourier transform (Walter, 1977).
For this reason, it can describe both the signal and the EAP with the same coefficients as
E(q) =
∑
i
ciΦNi(q) and P (R) =
∑
i
ciΨNi(R) (2)
where Ψ = IFT(Φ) and {ci} are the basis coefficients. The basis functions for the signal attenuation
and the EAP (left and right side of Eq. (2)) are given as products of three orthogonal one-
dimensional basis functions, which are known as Simple Harmonic Oscillator based Reconstruction
and Estimation (SHORE) functions (Özarslan et al., 2013a,b). For the signal attenuation they are
given as
Φn1n2n3(A,q) = φn1(ux, qx)φn2(uy, qy)φn3(uz, qz)
with φn(u, q) =
i−n√
2nn!
e−2π
2q2u2Hn(2πuq).
(3)
and for the EAP as
Ψn1n2n3(A,R) = ψn1(ux, Rx)ψn2(uy, Ry)ψn3(uz, Rz)
with ψn(u,R) =
1√
2n+1πn!u
e−R
2/(2u2)Hn(R/u)
(4)
where H is a Hermite polynomial of order n and ψ = IFT(φ). The fitting of the MAP-MRI signal
basis is then not performed in the regular “image space” – that does not change from voxel to
voxel – but in voxel-dependent “anatomical space” (Özarslan et al., 2013b). In this anatomical
space the q-space vectors of the data (and therefore the data itself) has been rotated such that
the main eigenvectors of an estimated DTI tensor (Basser et al., 1994) coincide with the axes of
the Cartesian coordinate system {x, y, z}. The eigenvalues of the DTI tensor are then used to set
the stiffness of the oscillator in each direction (i.e. {ux, uy, uz}). In this way the anisotropy of
MAP-MRI’s basis functions depends on the anisotropy of the data as estimated by a DTI tensor.
From this point on we define image space variables with an added accent (′) and their corre-
sponding anatomical space variables without it. To fit the MAP-MRI basis we first obtain the
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anatomical space DTI tensor D from the image space DTI tensor D′ as D = VD′VT where V is
the orthonormal rotation matrix. We recover the image space q-space vectors as q = Vq′. We then
estimate the covariance matrix of displacements as A = 2Dτ with τ the diffusion time (Basser,
2002), and obtain the scaling factors as A = Diag(u2x, u
2
y, u
2
z).
The basis series is then fitted up to a maximum radial order Nmax. For a real, symmetric
propagator (as is the case in dMRI), Nmax is even-valued and the total number of basis coefficients
is Ncoef =
1
6 (F + 1)(F + 2)(4F + 3) with F = Nmax/2. Using Nmax = 0 reduces the MAP-MRI
basis to a DTI fit of the data, while using higher Nmax ‘corrects’ the initial DTI approximation to
the true shape of the data.
The data-dependent anisotropic scaling from A lies at the heart of MAP-MRI. However, if the
scaling is chosen isotropic (ux = uy = uz) the MAP-MRI basis corresponds to the 3D-SHORE
basis (Merlet and Deriche, 2013)(Özarslan et al., 2013b, Appendix). The 3D-SHORE basis is thus
a particular case of MAP-MRI where the bases in Eqs. (3) and (4) have been rewritten as a
product of a radial oscillator and angular spherical harmonics. In the experiments of this work we
will compare the Cartesian (anisotropic) and spherical (isotropic) implementations of MAP-MRI,
but in the theory here we will only consider the ‘regular’ Cartesian implementation. We provide
the derivations of scalar measures and Laplacian regularization for the spherical implementation in
Appendix C.
2.2.2. Closed-Form Laplacian Regularization
In this section, we provide the formulation of our proposed Laplacian-regularized MAP-MRI.
We call this approach MAPL for brevity. In MAPL, we fit MAP-MRI’s basis functions to noisy data
by first casting the coefficients into an Ncoef -dimensional vector c and the signal values in an Ndata-
dimensional vector y. Design matrix Q ∈ RNdata×Ncoef then has elements Qij = ΦNi(A,qj). The
coefficients c (recall Eq. (2)) are found by minimizing the quantity c = argminc‖y−Qc‖2+λ∆ U(c)
where λ∆ weights our Laplacian regularization functional
U(c) =
∫
R3
‖∆Ec(q)‖2dq (5)
with ∆Ec(q) =
∑
i ci∆ΦNi(q) the Laplacian of the reconstructed signal. We then express U(c) as
a summation of MAP-MRI basis functions
U(c) =
∫
R3
(∑
i
ci∆ΦNi(q)
)2
dq =
∑
i
∑
k
cick
∫
R3
∆ΦNi(q) ·∆ΦNk(q) dq (6)
where the subscripts i and k indicate the basis order of the i-th or k-th basis function ΦNi(q) =
Φn1n2n3(i)(q). We write the summations in quadratic form such that U(c) = c
TUc where regular-
ization matrix U has elements
Uik =
∫
R3
∆ΦNi(q) ·∆ΦNk(q)dq. (7)
It follows that the Laplacian of ΦNi(q) with respect to q corresponds to the Laplacian of its
orthogonal components φn(q, u) along qx, qy and qz. The equation for the elements of U can
therefore be solved using the general differential equation whose solutions form the functional basis
functions φn of the MAP-MRI basis (Özarslan et al., 2012, Eq. (17))(
− 1
(2πu)2
∂2
∂q2
+ (2πuq)2
)
φn(q, u) = λnφn(q, u) (8)
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with λn = 2n+ 1. Inverting this equation we show that
∆φn(q, u) = (2πu)
2
(
(2πuq2)− λn
)
φn(q, u). (9)
We solve Eq. (7) by inserting Eq. (9) and using the orthogonality of Hn with respect to the
weighting function e−x
2
on [−∞,∞]. This allows us to describe every entry in U as a function of
the anisotropic scaling factors (ux, uy, uz) and basis orders (xi, yi, zi) = (nx(i), ny(i), nz(i)) as
Uik =
u3x
uyuz
Sxkxi U
yk
yi U
zk
zi +2
uxuy
uz
Txkxi T
yk
yi U
zk
zi
+
u3y
uzux
Sykyi U
zk
zi U
xk
xi +2
uyuz
ux
Tykyi T
zk
zi U
xk
xi (10)
+
u3z
uxuy
Szkzi U
xk
xi U
yk
yi +2
uxuz
uy
Txkxi T
zk
zi U
yk
yi
with functions Smn , T
m
n and U
m
n given as
Smn = 2(−1)nπ7/2
(
δmn 3(2n
2 + 2n+ 1)
+ δmn+2 (6 + 4n)
√
m!/n! + δmn+4
√
m!/n!
+ δm+2n (6 + 4m)
√
n!/m! + δm+4n
√
n!/m!
)
(11)
Tmn = (−1)n+1π3/2
(
δmn (1 + 2n)
+ δm+2n
√
n(n− 1) + δmn+2
√
m(m− 1)
)
(12)
Umn = δ
m
n (−1)n/(2π1/2) (13)
with δmn the Kronecker delta. Note that regularization matrix U is symmetric, mostly sparse and
its elements depend only on the data-dependent scale factors {ux, uy, uz} and basis orders. Also
note that Smn , T
m
n and U
m
n do not depend on the scale factors and can be precomputed for a given
Nmax. Using this formulation we obtain the regularized MAP-MRI coefficients using penalized least
squares with unique minimum
c = (QTQ + λ∆U)
−1QTy. (14)
2.2.3. Optimal Weighting Parameter Choice
To find optimal regularization weights λ∆ in Eq (14) we use the Generalized Cross Validation
(GCV) algorithm (Craven and Wahba, 1978; Koay et al., 2009). GCV is based on an Ndata-fold
cross validation. Fortunately, the estimation of λ can be calculated as the minimum argument of
the GCV function
GCV (λ,y) =
‖y− ŷλ‖
Ndata − Tr(Sλ)
(15)
where Sλ = Q(Q
TQ + λU)−1QT is the smoother matrix and ŷλ = Sλy.
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Figure 2: The effect of increasing the radial moment s on a 90 degree and 35 degree fiber crossing. Here s = −2
represents Tuch’s ODF and s = 0 the marginal ODF. As s increases further both profiles become sharper, where it
can be seen that the 35 degree crossing can only be resolved at higher radial moments.
2.3. Estimation of EAP-based Microstructure Parameters
We can estimate EAP-based features of the tissue structure directly from the fitted MAP-MRI
coefficients (Özarslan et al., 2013b). To estimate the orientation of the white matter tissue we
resume the formulation of the radial moments of the EAP in Section 2.3.1. To relate the EAP
to microstructure properties such as the apparent axon diameter, we also provide the formulation
for the estimation of several boundary cases of the EAP in Section 2.3.2. Finally, we describe two
multi-compartment tissue models that we use to estimate the actual axon diameter and axonal
dispersion in Section 2.3.3.
2.3.1. Radial Moments of the EAP
The orientation of the underlying tissue can be estimated by marginalizing the EAP P (Rr) with
respect to its radius R. Any maxima in the resulting angular profile are likely to coincide with the
orientation of the underlying axon bundles. The general equation to marginalize the EAP is given
as
ODFs(r) =
∫
R2+sP (R r)dR. (16)
This marginalization can be expressed in MAP-MRI coefficients in closed form by inserting the right
side of Eq. (2) into Eq. (16) and evaluating the integral. Here s denotes the sth radial moment
of the propagator. Setting s = −2 gives Tuch’s Orientation Distribution Function (ODF) (Tuch,
2004) while setting s = 0 gives the marginal ODF (Aganj et al., 2010) where the integral over the
sphere is unity. Increasing s induces a “sharpening” effect on the ODF along the fiber directions,
as can be seen in Figure 2. As we will illustrate in Section 4.1.2, using higher radial moments can
be used to more precisely recover the directionality of the white matter tissue.
2.3.2. Boundary Cases of the EAP
The EAP can be related to the mean tissue sizes, e.g. mean volume, mean cross-sectional area
and mean length, by modeling the tissue as pores (Callaghan, 1995). Examples of these are parallel
cylinders for aligned axon bundles and spherical pores for cell bodies and astrocytes. Given the
diffusion time is long enough for spins to travel the longest end-to-end space of the tissue, the
relation between the EAP and these mean tissue sizes is given through so-called boundary cases of
the EAP (Özarslan et al., 2011, 2013b).
Here we consider three particular cases: (1) The Return-To-Origin probability (RTOP), which
is related to the mean pore volume as RTOP = 〈V 〉−1, (2) the Return-To-Axis probability (RTAP),
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which is related to the mean pore cross-sectional area as RTAP = 〈A〉−1 and (3) the Return-To-
Plane probability (RTPP), which is related to the mean pore length as RTPP = 〈L〉−1 (Özarslan
et al., 2013b). Though, as the modeled cylinders are not capped, the long diffusion time condition
is hard to fulfill in the case of RTPP, meaning its value should be close to that of unrestricted
diffusion. These three boundary cases are defined on the EAP as
RTOP , P (0) (17)
RTAP ,
∫
R
P (R r‖|r⊥ = 0)dR (18)
RTPP ,
∫
R2
P (R r⊥|r‖ = 0)dR. (19)
Unlike RTOP, the RTAP and RTPP are directional scalar indices that assume the white matter
tissue is modeled by parallel cylinders, with r‖ parallel and r⊥ perpendicular to the cylinder axis.
Because of this assumption, their values are only related to the mean tissue sizes when the assumed
cylinder axis coincides with the orientation of the underlying axon bundle. In this work, this
orientation is estimated using the principal eigenvector of the diffusion tensor (Basser et al., 1994),
but can also be estimated using any other method that estimates this feature. The closed-form
expressions for RTOP, RTAP, RTPP can be found in (Özarslan et al., 2013b), but we newly provide
the Mean Squared Displacement (MSD) and q-space Inverse Variance (QIV) (Wu et al., 2008;
Hosseinbor et al., 2013) in Appendix D.
Of these scalar indices, the RTAP is especially interesting as its related tissue size, the mean
cross-sectional area 〈A〉, can be related to the mean diameter as 〈D〉 = 2
√
1/(RTAP π). However,
The validity of the relation between RTAP and the mean diameter 〈D〉 depends on several important
assumptions (Özarslan et al., 2013b; Callaghan, 1995):
1. The tissue can be modeled as an ensemble of parallel cylinders.
2. The diffusion signal originates only from the intra-axonal compartment.
3. The applied gradient pulse length is infinitesimally small (δ ≈ 0).
4. The diffusion time τ is long enough for diffusing particles to traverse the longest end-to-end
space (τ  R2/D) with D the diffusivity.
Though, we know that the first two tissue-based assumptions are not met: The in-vivo diffusion
signal originates from both the intra- and extra-axonal space (Novikov et al., 2014; Burcaw et al.,
2015) and even in the Corpus Callosum we must account for axonal dispersion (Leergaard et al.,
2010; Ronen et al., 2014). We are therefore careful to call the estimated value from RTAP the
“apparent axon diameter” (AAD). Furthermore, when (3) and (4) are not exactly met an underes-
timation of the AAD can be expected (Bar-Shir et al., 2008). Despite these practical limitations,
we demonstrate an application of this approach by estimating the AAD in the Corpus Callosum in
Section 4.3, where we do find AAD values characteristic of trends also found in histology (Aboitiz
et al., 1992; Liewald et al., 2014). We interpret our findings using AAD in the discussion.
2.3.3. Signal Extrapolation as Preprocessing for Multi-Compartment Models
To estimate properties of the white matter tissue – such as the axon diameter or dispersion – it is
necessary to separate the signal contributions that originate from the intra- or extra-axonal parts of
the tissue. To this end, multi-compartment models have had a profound impact on microstructure
imaging in diffusion MRI, starting from a simple ball-and-stick model (Behrens et al., 2003) to more
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complex models such as Neurite Orientation Dispersion and Density Imaging (NODDI) (Zhang
et al., 2012), AxCaliber (Assaf et al., 2008) and many others (Panagiotaki et al., 2012).
In this work we propose to use MAPL as preprocessing to improve microstructure estimation
using multi-compartment models. The preprocessing consists of (1) fitting the signal using MAPL,
(2) extrapolating signal from fitted representation beyond the original maximum b-value and (3)
fitting the tissue model on the extrapolated signal. Similarly as the smoother matrix in Section
2.2.3, we generate an ‘extrapolation’ matrix as Sextra = Qextra(Q
TQ + λU)−1QT and recover the
extrapolated signal as ŷextra = Sextray.
We study the effect of our preprocessing on two different compartmental models that estimate
either the mean axon diameter or axonal dispersion. To estimate the mean axon diameter we
use a simplified Axcaliber model (Assaf et al., 2008), adapted for data that was acquired with
one diffusion time (See Appendix E). To estimate axonal dispersion in terms of the Orientation
Dispersion Index (ODI) we use the Neurite Orientation Dispersion and Density Imaging (NODDI)
model (Zhang et al., 2012). In both models we fit an intra-axonal signal Eic(q), extra-axonal signal
Eec(q) and isotropic signal Eiso(q) with volume fractions νiso + νic + νec = 1. Also in both cases
Eiso(q) is an isotropic Gaussian with free water diffusivity and Eec(q) is an axially symmetric,
anisotropic Gaussian that in the case of NODDI is also dispersed. Following the same formulation
as in Zhang et al. (2012), we describe the tissue using three components as
E(q) = (1− νiso)(νicEic(q) + (1− νic)Eec(q)) + νisoEiso(q) (20)
2.4. Comparison with State-of-the-Art
We compare MAPL with competing techniques. In Section 2.4.1 we describe the previously
proposed positivity constraint for MAP-MRI. in Section 2.4.2 we describe a competing functional
basis approach to reconstruct the EAP.
2.4.1. Positivity Constrained MAP-MRI
We compare our regularization method with an approach that enforces positive-definiteness
of the EAP (Özarslan et al., 2013b). Here the signal fitting is cast in a quadratic programming
framework which imposes a positivity constraint on the EAP on a discrete set of points while
constraining the discrete integral of the EAP to unity. This approach is elegant as positivity and
unity of the EAP are intrinsic properties of the EAP, but as the constraints require repetitive dense
sampling of the EAP it is computationally expensive.
2.4.2. Laplacian-Regularized mSPF
As a functional basis approach that has a similar regularization technique, we compare our
approach with the recently proposed Laplacian-regularized modified Spherical Polar Fourier (mSPF)
basis (Caruyer and Deriche, 2012). The mSPF basis, unlike MAP-MRI, uses decoupled radial and
angular basis functions. This means the maximum radial order Nmax and angular order Amax
can be chosen independently, and the total number of estimated coefficients is given by Ncoef =
(Nmax − 1)(Amax + 1)(Amax + 2)/2. It also regularizes the fitting of its coefficients using the
Laplacian of the reconstructed signal. We use GCV to find optimal weighting parameters for the
mSPF Laplacian functional.
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3. Materials and Methods
3.1. Implementation
Our numerical implementations of MAPL, MAP, and multi-compartment tissue models are
written to be entirely compatible with the open source DiPy framework (Garyfallidis et al., 2014).
All results were generated on an Intel(r) Core(TM) i7-3840QM CPU 2.80GHz computer with 32GB
RAM. For brevity here we describe the algorithmic fitting procedure for both MAPL and the
compartmental models in Appendix B.
3.2. Data Set Descriptions
3.2.1. SPARC Phantom Data
In our first experiment, we compare our MAPL approach to the other methods with respect
to signal reconstruction and crossing angle recovery. We use the data of the sparse reconstruction
challenge hosted at the 2014 CDMRI workshop on computational diffusion MRI (Ning et al., 2015).
This data was acquired from a physical phantom with known fiber configurations providing a gold
standard reference data. The phantom is made of polyfil fibers of 15µm diameter and was devel-
oped along the same lines as in (Moussavi-Biugui et al., 2011). It consists of two fiber bundles
crossing at a 45 degree angle with isotropic diffusion outside of the fiber bundles. The gold stan-
dard of the diffusion signal was obtained by acquiring 81 different gradient directions at b-values
{1000,2000,3000,4000,5000} s/mm2 averaged over 10 repetitions. The challenge data we use has 30
gradients directions per b-shell at b-values {1000,2000,3000} s/mm2, resulting in only 90 samples
plus one b0, with an average SNR of 9.5 over all directions and voxels. The in-plane resolution was
2× 2 mm2 with slice thickness of 7 mm. Other acquisition parameters were TE/TR = 141/3400 ms
and δ ≈ ∆ = 62 ms.
3.2.2. WU-Minn Human Connectome Project Data
In our second experiment we investigate the effects of subsampling the data on the estima-
tion of the microstructure-related scalar indices described in Section 2.3.2. We use the WU-Minn
Human Connectome Project data (Moeller et al., 2010; Feinberg et al., 2010; Setsompop et al.,
2012; Xu et al., 2012; Van Essen et al., 2013; Glasser et al., 2013). In this dataset the diffusion
directions were obtained such that every subset of the first M directions is still isotropic (HCP-
Manual, 2014, p.46)(Caruyer et al., 2013). The data was sampled on 3 shells with b-values
{0,1000,2000,3000} s/mm2, with {14, 90, 90, 90} directions, respectively. Following the sam-
pling scheme, we subsample this data by truncating last N diffusion weighted images from the
data, producing data sets with either 180, 90 or 60 gradient directions. The diffusion time and
pulse separation time in this data are δ/∆ = 10.6/43.1 ms with 2 × 2 × 2 mm resolution and
TE/TR = 89.5/5520 ms.
3.2.3. MGH Adult Diffusion Human Connectome Project Data
In our final experiments we test the robustness of our methods when estimating the AAD, axon
diameter and axonal dispersion in different parts of the Corpus Callosum for different maximum
b-values. We use the MGH Adult Diffusion Data of the Human Connectome Project (Greve and
Fischl, 2009; Andersson et al., 2012; Keil et al., 2013; Setsompop et al., 2013). This data set was
acquired at particularly high b-values {0, 1000, 3000, 5000, 10000} s/mm2 with {40, 64, 64, 128,
256} directions, respectively. We use 6 different subjects of this data, having the HCP database
numbering {1007, 1010, 1016, 1018, 1019, 1030}, which we from now on call subjects 1 through 6.
11
0
16
32
48
64
(a) Mean Diffusivity [10−5 mm2/s]
0.32
0.48
0.64
0.80
0.96
(b) Fractional Anisotropy [-]
0.00
0.05
0.10
0.15
0.20
(c) Optimal λ∆ [-]
Figure 3: The estimated Mean Diffusivity (MD), Fractional Anisotropy (FA) and optimal regularization weight for
the physical phantom. It can be seen that white MD differs for different fiber configurations, the FA is consistent
in fibrous areas. The optimal regularization weight using GCV also shows similar values in fibrous areas, but much
higher in the empty areas.
The diffusion time and pulse separation time in this data are δ/∆ = 12.9/21.8 ms with 1.5× 1.5×
1.5 mm resolution and TE/TR = 57/8800 ms.
4. Experiments and Results
4.1. Signal Fitting and ODF Reconstruction on Physical Phantom Data
We compare our MAPL approach with MAP on the SPARC phantom data in two ways: (1) to
reconstruct the normalized signal values at the gold standard q-space positions and (2) to accurately
recover the known 45 degree crossing angles using the ODF. An illustration of the ODFs of the
gold standard data is given in Figure 7. For completeness, we also compare the MAPL and MAP
implementations with both the ‘regular’ anisotropic scaling factors and with isotropic scaling factors.
Figure 3 shows scalar maps of the Fractional Anisotropy (FA), Mean Diffusivity (MD) and
optimal Laplacian regularization weight λ∆. The MD shows clearly different diffusivities in crossing
fiber areas (blue-green), single fiber areas (red) and empty areas (dark blue). In fibrous areas (single
and crossing) the FA shows very similar FA (0.86 ± 0.03) and lower in empty areas (0.6 ± 0.19).
Finally, for a radial order of 8, we find fairly consistent Laplacian weights λ∆ in fibrous areas
(0.04± 0.02) and much higher in the empty areas (0.45± 0.11).
4.1.1. Effect of Regularization and Radial Order on Signal Reconstruction
We compare signal reconstruction quality between the different methods over different radial
orders of the MAP-MRI basis. In Figure 4 we show the mean squared error (MSE) of the signal
recovery for single, crossing and isotropic voxels, along with the computation time for every tech-
nique. The dashed lines indicate the use of isotropic scaling, the solid lines indicate anisotropic
scaling and the gray dotted line is the unregularized reference. We use the acronyms MAPL and
MAP to indicate the use of either Laplacian Regularization or Positivity Constraint, respectively.
Figures 4a and 4b show that the MSE values in single and crossing voxels are similar. For radial
orders lower than 8 the anisotropic scaling (purple and magenta) results in lower MSE values than
isotropic scaling (green and blue). For higher radial orders both approaches have similar MSE.
In terms of regularization, MAPL has significantly lower MSE than MAP for isotropic scaling,
especially in crossing voxels, while this difference is more subtle for anisotropic scaling. However,
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we will show in the next section that ODF reconstruction differs significantly between MAPL and
MAP, despite the similarity in MSE. We also study the fitting error of the interpolated points on
b ={0, 1000, 2000, 3000} s/mm2 compared to the extrapolated points on b ={4000, 5000} s/mm2 in
the fibrous areas of the phantom. We do this by separately estimating the MSE for either the inter-
or extrapolated points. Without showing the graphs, we find for any method and any radial order
that the MSE on the extrapolated points is generally between 2-3 times higher than the MSE on
the interpolated points, which corresponds to similar ratios found in the original challenge (Ning
et al., 2015).
Figure 4c shows that in empty areas the differences in MSE depend only on the choice of using
either MAPL or MAP, where the latter has lower MSE values for higher radial orders. Although,
none of the combinations give a lower MSE than a simple DTI fit (radial order 0) as diffusion is
expected to be isotropic and Gaussian here.
Figure 4d shows the computation time of each method. We show that our MAPL is 3 to 4 times
faster than MAP because of the iterative nature of the positivity constraint. We also show that the
isotropic implementations are faster than the anisotropic ones as no rotation of the q-space vectors
is required.
As a functional basis approach that has a similar regularization approach as ours, we com-
pare MAPL with the recent Laplacian-regularized modified Spherical Polar Fourier (mSPF) ba-
sis (Caruyer and Deriche, 2012), which we outlined in Section 2.4.2. We now consider both the
single and crossing fiber voxels together. Figure 5 shows the MSE and number of estimated coeffi-
cient for different maximum radial and angular orders of the mSPF basis (in shades of red) and our
best MAPL result (in green), which was using MAPL at radial order 8. It can be seen that for no
matter how many basis functions mSPF uses, it cannot approximate the signal as well as MAPL.
4.1.2. Effect of Radial Order, Radial Moment and Regularization on ODF Reconstruction
In this section, we compare the recovery of the phantom’s 45 degree crossing over both radial
order of the basis Nmax and radial moment s of the EAP. Recalling Eq. (16) and Figure 2, increasing
the radial moments of the EAP yields sharper angular profiles from which to recover fiber bundle
orientations. As in the original challenge (Ning et al., 2015), we compute the crossing angle by first
finding the three largest peaks in the angular profile of the radial moment and compute the angles
between them. The crossing angle closest to 45 degrees is registered as the detected crossing angle.
When no crossing is found the voxel is ignored. We only include voxels where we know there is
a crossing in the comparison. With respect to these metrics, an optimal regularization technique
should have a good estimation of both the angle and the number of peaks.
Figure 6 shows intensity plots indicating the average estimated crossing angle (top row) and
average found number of peaks (bottom row). Starting with the anisotropic methods (left two
columns), we see that the crossings start to be recovered from a Nmax of 4, but the crossing angle is
significantly underestimated. Increasing Nmax reduces this bias for our MAPL, but barely improves
or even worsens using MAP for Nmax higher than 6. On the other hand, MAP does regulate the
number of peaks better than MAPL for higher Nmax. In both cases increasing the radial moment
improves the number of peaks, but typically worsens the underestimation of the angle.
For the isotropic methods (right two columns) the crossings start to be recovered after an
Nmax = 6 for MAPL, and after Nmax = 8 for MAP. Here we do not find a consistent angle
underestimation compared to the anisotropic methods. Increasing the radial moment for MAPL
improves the peak estimation, but going over 2 increases the number of spurious peaks. For MAP,
we find a similar trend, but a higher radial order must be chosen to accurately estimate the crossing
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Figure 4: The mean squared error of the reconstructed signal with respect to the ground truth signal. A separation
is made for voxels containing one fiber (a), two crossing fibers (b) or isotropic diffusion (c). In (d) the computation
time in seconds for every regularization method is given.
angle with the correct number of peaks.
We visualize the radial moments of the EAP in Figure 7. We choose the optimal radial order and
radial moment for every method based on Figure 6 and report the averages and standard deviation
of the estimated angle and number of peaks in the top-right corners. On the top row, we show the
reconstructed golden standard data using anisotropic scaling (left) or isotropic scaling (right). In
these reconstructions we still needed to slightly regularize the ODF estimation (Laplacian weight
0.02) to eliminate some spurious peaks. Comparing the fibrous areas between these two high-quality
reconstructions (green arrow A) it can be seen that anisotropic scaling yields sharper ODFs than
isotropic scaling. But, for anisotropic scaling, we find an underestimation of over 13 degrees in the
crossing angle while isotropic scaling nearly exactly finds the 45 degree crossing. Both methods
find the correct number of peaks.
In the middle two rows of Figure 7 we compare MAPL and MAP in the challenge data, whose
details we describe in Section 3.2.1. We see for anisotropic scaling (left column, blue arrow B) that
using MAPL results in a lower underestimation of the crossing angle compared to MAP (37◦ versus
29.4◦), but has slightly higher standard deviations. For isotropic scaling (right column, red arrow
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Figure 5: (a) MSE Comparison between our best MAPL result (in green) and mSPF (in red). The mSPF results are
given for different radial orders Nmax and angular orders Amax. (b) The number of coefficients in mSPF and our
best MAPL (radial order 8). It can be seen that MAPL always has lower errors.
C) we find a similar trend, where the Laplacian finds the peak angle almost exactly (45.9◦) and the
positivity constraint finds a slightly lower angle (42.3◦), but with a slightly lower standard deviation.
The shapes of the ODFs using MAP also seem to be ‘pushed together’ causing some of the crossing
profiles to appear like a single population. In the bottom row, we show an unregularized least
squares estimation for reference. In both implementations we used a radial order of 6. Using higher
radial order than that resulted in extremely noisy profiles. This is also accompanied by the steep
rise in MSE as shown in Figure 4. Still, in both implementations, the standard deviation of the
estimated angle and number of peaks is much higher than in MAP and MAPL. Furthermore, in the
anisotropic implementation the crossings are mostly pushed together to appear as one population
and in the isotropic implementation many spurious peaks are estimated.
In Figure 7, we show the radial moments on human data of the WU-MINN HCP data, described
previously in Section 3.2.2. This data has a maximum b-value of 3, 000 s/mm2 with 3 shells and
a total of 288 samples. We selected a small region of interest where projection, association and
commissural tracts intersect each other. Comparing reconstructions of this crossing area between
our laplacian regularization and the positivity constraint using anisotropic scaling (left column,
red arrow D) shows that the positivity constraint produces sharper profiles, but slightly smaller
secondary peaks. Comparing the isotropic scaling implementations (right column, green arrow E)
similarly shows that the positivity constraint produces slightly sharper profiles. Finally, comparing
anisotropic and isotropic implementations (bottom row, blue arrow F) shows an area where the
isotropic implementation consistently finds a small crossing, but the anisotropic one only finds a
single fiber population. This is possibly a result of the ‘pushing together’ effect also found in Figure
7.
The phantom data results in Figures 6 and 7 show that the laplacian-regularized isotropic
implementation performs better for recovering crossing angles. However, on human data, it is
debatable which of the compared techniques performs better. Nonetheless, for the signal fitting
itself the results in Figure 4 show that the anisotropic implementation with laplacian regularization
is more efficient. For this reason, we will omit comparisons of between regularization techniques on
our next experiments on human data and always use anisotropic MAPL with the radial order set
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Figure 6: Intensity plots of the average estimated crossing angle (top row) and number of peaks (bottom row) of
the recovered crossings both anisotropic and isotropic scaling, using either Laplacian Regularization (MAPL) or the
Positivity Constraint (MAP). We use different color tables for each row: For the crossing angle, green indicates a
correct average recovery of the 45 degree angle, while white indicates the correct average recovery of 2 peaks. The
color in each intensity plot is a function of both radial order of the MAP-MRI basis and radial moment of the ODF
reconstruction, where higher moments yield sharper ODFs.
to 8.
4.2. Effect of Subsampling on Scalar Index Estimation
In this section, we investigate how robustly MAPL estimates the scalar indices RTOP, RTAP,
RTPP, MSD, and QIV (recall Section 2.3.2) when we reduce the acquisition protocol with respect
to the number of samples. The estimation of these indices is of interest as they, under certain
assumptions, are related to microstructural features of the brain tissue. For this experiment, we
use again the WU-Minn HCP data (description in Section 3.2.2), whose samples are distributed
in such a way that a subset of the first M samples of the acquisition scheme is still uniformly
distributed on the sphere (Caruyer et al., 2013). To give an idea of how important regularization
is on real data we show in Figure 9 on the top row the regularized and on the bottom row the
unregularized reconstruction of RTOP, RTAP, RTPP, MSD and QIV on a subsampled 60 sample
data set. It can be seen that the regularized versions produce very smooth and detailed scalar maps
for all indices. On the other hand, without regularization the directional RTAP and RTPP and
QIV indices only produce noise, while in the RTOP and MSD images the brain structure can be
seen, though the images are very noisy.
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Figure 7: The radial moments of the EAP on the phantom data for anisotropic scaling (left column) and isotropic
scaling (right column). The top row is the reconstruction on the close-to-noiseless golden standard data, and the
bottom three rows show the noisy challenge data. In the second row we use Laplacian regularization (MAPL), in
the third the positivity constraint (MAP) and in the last unregularized least squares. In every image we report in
the top-right the radial order, radial moment, average and standard deviation of the estimated angle and number of
peaks. The rectangles indicate a crossing area in the phantom. The arrows are meant to facilitate the explanation
of the results.
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Figure 8: The radial moments of the EAP on a section of the WU-MINN HCP data for anisotropic scaling (left
column) and isotropic scaling (right column). The region of interest is taken near the centrum semiovale, as indicated
in the lop-left image. In the top row Laplacian regularization (MAPL) is used and in the bottom row the positivity
constraint (MAP). In every image we report in the top-right corner the radial order and radial moment. The arrows
are again meant to help the explanation of the results.
In Figure 10 we show the MAPL estimations of RTOP, MSD, and QIV, together with a visual-
ization of the optimal Laplacian weighting parameter obtained using GCV. On the left, we show a
coronal slice of these indices using the full data. In the middle, we show reconstructions of the same
indices in a section near the Corpus Callosum and centrum semiovale (indicated by the red box)
using 270, 180, 90 or only 60 samples. On the right, we present histograms of the reconstructed val-
ues in the chosen subsection for the different numbers of samples. Both the images and histograms
show that the reconstructed values remain very similar even though we only use 60 samples instead
of 270. The only thing that does change is the optimal regularization weights – we find that lower
regularization weights are required when less data is used. The optimal regularization weight also
appears to be tissue specific, finding lower values in anisotropic white matter and CSF and higher
in gray matter.
In Figure 11 we show a similar experiment on the scalar indices RTAP and RTPP. However, as
we explained in Section 2.3.2, these values are directional and only valid in highly coherent white
matter. For this reason, we show the reconstructions of RTAP and RTPP on a coronal and sagittal
slice for the whole brain but construct the histograms only using values recovered from a manually
drawn region of interest (ROI) in the Corpus Callosum. The segmented area can be seen in green
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Figure 9: Regularized (top row) and unregularized (bottom row) reconstruction of RTOP, RTAP, RTPP, MSD and
QIV with only 60 samples on a coronal slice. It can be seen that the regularized reconstructions produce smooth
scalar maps, while the unregularized ones are very noisy and contain negative values.
in both slices. The histograms again show that the reconstructed values remain very stable even
when using 60 samples. Using MAPL all estimated indices in Figures 10 and 11 were found to be
almost exclusively positive, with negative values only occurring at the edge of the skull.
4.3. Effect of Maximum b-value on Apparent Axon Diameter Estimation
The reconstruction of scalar indices depends not only on the number of samples, but also on the
number of shells and the b- or q-values (relation given in Section 2.1) at which they were acquired.
Given that the diffusion time is not changed, using higher b-values makes the acquisition more
sensitive to smaller particle motions. This is important when estimating microstructural features
such as the axon diameter. In this section, we study how using different numbers of shells and b-
values influences the estimation of the apparent axon diameter (AAD) estimated using RTAP (recall
Section (2.3.2)). We estimate RTAP using MAPL with preset regularization weight to 0.2, which
was found to be appropriate in white matter in Section 4.2. We use 6 subjects of the MGH-HCP
data (description in Section 3.2.3), which has 4 shells with a maximum b-value of 10, 000 s/mm
2
.
As Figure 12 shows, we manually segmented and estimated the AAD in the Genu (Red), Midbody
(Green) and Splenium (Blue), as well as the whole Corpus Callosum for each subject. We performed
the estimation while we incrementally removed the outer b-shells such that the maximum b-value
changes from bmax = 10, 000 s/mm
2
(4 shells, 552 samples) to bmax = 5, 000 s/mm
2
(3 shells, 296
samples) to bmax = 3, 000 s/mm
2
(2 shells, 168 samples). The bar charts in Figure 12 show that,
in accordance with literature (Aboitiz et al., 1992; Liewald et al., 2014), we find higher AAD in
the midbody than in the genu and splenium for all subjects. However, we do estimate significantly
larger axon diameters (> 4µm) compared to what is found in histology (< 1.5µm). As we reduce
bmax we estimate larger diameters, but the relative differences between the different parts of the
Corpus Callosum remain similar as shown in the heat maps next to every bar chart.
The decrease in AAD at higher bmax is a result of an increase in RTAP, which is the integral
of the (interpolated and extrapolated) signal attenuation perpendicular to the bundle orientation.
As bmax increases, assuming only the gradient strength changes, data points measuring higher q-
values along the perpendicular direction are included. Along this direction the signal decays more
slowly, i.e., the diffusion becomes more restricted as the separation between the walls restricting
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Figure 10: Effect of subsampling on RTOP, MSD, QIV and optimal regularization weight as found by GCV. Left:
a coronal visualization of these indices. Middle: Visualizations of a subset of the coronal slice (in red) as we
progressively remove samples from the whole 270 samples to only 60 samples. Right: Histogram representations of
these quantities for the different amounts of samples. It can be seen that the values of RTOP, MSD and QIV change
very little even when only 60 samples are used. Only the GCV regularization weight changes: as fewer samples are
used we find lower optimal regularization weights.
the diffusion becomes smaller. To estimate the amount of diffusion restriction, i.e., the deviation
of the measured signal from a DTI approximation (assuming mono-exponential decay), we can use
the normalized non-Gaussianity (NG) metric (Özarslan et al., 2013b, p.22), defined as
NG =
√
1−
∫
R3 EDTI(q)
2dq∫
R3 EMAPL(q)
2dq
where EMAPL(q) = EDTI(q) + EMAPL\DTI(q). (21)
As is shown on the left side of Eq. (21), the NG is estimated through the ratio of the DTI approxi-
mation of the data and the entire MAPL approximation. The right side of Eq. (21) emphasizes that
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Figure 11: Effect of subsampling on RTAP and RTPP estimation. As these indices are defined directionally, we
construct the histograms only using manually segmented voxels in the Corpus Callosum (in green), where the white
matter is highly coherent. Again we find that there is little difference between the reconstructed values between
using 270 samples and 60 samples.
the MAPL approximation already conveniently includes the DTI approximation as its first basis
function, and the non-Gaussian elements of the signal in all the others, as indicated by EMAPL\DTI.
It can be seen that NG ranges from zero when the signal is completely Gaussian – which means
EMAPL(q) = EDTI(q) – to one when the signal is completely non-Gaussian.
By assuming that the underlying tissue is axially symmetric, we can treat the signal as separable
along the perpendicular and parallel axes (Assaf et al., 2004). As a consequence, we can study the
perpendicular and parallel NG separately (NG⊥ and NG‖) by taking advantage of the orthogonality
of the MAP-MRI basis (Özarslan et al., 2013b, p.22). In Figure 13 we show the entire (3D) NG,
NG⊥, and NG‖ estimated in voxels coming from the same corpus callosum ROI we used in subject
2 shown in Figure 12, where we can reasonably assume axial symmetry of the tissue. We study
the NG at different bmax. We see that as bmax increases, the mean of each metric for that bmax
also increases, but much more in NG and NG⊥ than in NG‖. This shows that indeed most of
the non-Gaussian (restricted) signal comes from the perpendicular signal component. This result
supports the hypothesis as to why the higher-order basis functions in MAPL are useful to estimate
these microstructure-related indices that depend on an accurate approximation of the restricted
diffusion signal at high b-values. That being said, the AAD values still do not take into account
the different tissue compartments, which is required to actually estimate microstructural tissue
parameters. In the next section, we therefore propose a novel approach where we combine MAPL
and multi-compartment tissue models to estimate the axon diameter and axonal dispersion.
4.4. Using MAPL as a Preprocessing For Multi-Compartment Tissue Models
In this section, we propose a novel approach where we combine MAPL with the multi-compartment
tissue models described in Section 2.3.3. We consider two models that either estimate axon diameter
or axonal dispersion. We estimate the axon diameter using a simplified version of Axcaliber (Assaf
et al., 2008) that uses the Callaghan model (Callaghan, 1995) to simulate the intra-axonal diffu-
sion. We will refer to this model simply as “Callaghan”. To estimate axonal dispersion we use the
21
b
-m
a
x
3
,0
0
0
b
-m
a
x
5
,0
0
0
b
-m
a
x
1
0
,0
0
0
diameter (μm)
b
-m
a
x
3
,0
0
0
b
-m
a
x
5
,0
0
0
b
-m
a
x
1
0
,0
0
0
diameter (μm)
diameter (μm)
b
-m
a
x
3
,0
0
0
b
-m
a
x
5
,0
0
0
b
-m
a
x
1
0
,0
0
0
b
-m
a
x
3
,0
0
0
b
-m
a
x
5
,0
0
0
b
-m
a
x
1
0
,0
0
0
diameter (μm)
b
-m
a
x
3
,0
0
0
b
-m
a
x
5
,0
0
0
b
-m
a
x
1
0
,0
0
0
diameter (μm)
b
-m
a
x
3
,0
0
0
b
-m
a
x
5
,0
0
0
b
-m
a
x
1
0
,0
0
0
diameter (μm)
10,000 5,000 3,000
Maximum b-value
0
2
4
6
8
10
12
14
4.0
4.7
5.8
4.4
5.8
7.0
4.2
5.5
6.8
Splenium
Midbody
Genu
10,000 5,000 3,000
Maximum b-value
0
2
4
6
8
10
12
14
3.9
4.8
6.1
4.6
5.9
7.0
4.2
5.3
6.5
Splenium
Midbody
Genu
10,000 5,000 3,000
Maximum b-value
0
2
4
6
8
10
12
14
4.1
5.0
6.1
4.6
5.5
6.7
4.5
5.4
6.6
Splenium
Midbody
Genu
10,000 5,000 3,000
Maximum b-value
0
2
4
6
8
10
12
14
4.0
4.7
5.8
4.3
5.3
6.2
4.1
5.2
6.1
Splenium
Midbody
Genu
10,000 5,000 3,000
Maximum b-value
0
2
4
6
8
10
12
14
3.8
4.6
5.8
4.3
5.3
6.4
4.2
5.0
6.3
Splenium
Midbody
Genu
10,000 5,000 3,000
Maximum b-value
0
2
4
6
8
10
12
14
4.0
4.6
5.6
4.7
6.1
7.0
4.1
5.2
5.9
Splenium
Midbody
Genu
A
p
p
a
re
n
t 
A
xo
n
 D
ia
m
e
te
r 
(μ
m
)
A
p
p
a
re
n
t 
A
xo
n
 D
ia
m
e
te
r 
(μ
m
)
A
p
p
a
re
n
t 
A
xo
n
 D
ia
m
e
te
r 
(μ
m
)
A
p
p
a
re
n
t 
A
xo
n
 D
ia
m
e
te
r 
(μ
m
)
A
p
p
a
re
n
t 
A
xo
n
 D
ia
m
e
te
r 
(μ
m
)
A
p
p
a
re
n
t 
A
xo
n
 D
ia
m
e
te
r 
(μ
m
)
Figure 12: Estimation of apparent axon diameter (AAD) in the Corpus Callosum for 6 subjects of the MGH-HCP
database. In every subject we segmented the whole Corpus Callosum and separately the splenium (red), midbody
(green) and genu (blue). Using MAPL we then estimated the AAD in these sections while removing the outer shells
of the data set from the full 4-shell data (bmax = 10, 000 s/mm
2) to 2-shell data (bmax = 3, 000 s/mm
2). The bar
chart shows the mean and standard deviation of the recovered AAD in each section, while the heat maps show the
recovered AAD in the whole Corpus Callosum. As our results in Section 4.1.1 show, without regularization the AAD
cannot be accurately approximated. We estimate larger diameters in the midbody than in the genu and splenium in
all subjects. Then, as we remove the outer shells we estimate larger diameters, but as the heat maps and bars show,
the relative differences in diameters between the different sections remain quite similar.
NODDI model (Zhang et al., 2012).
The idea of our combined approach is to use MAPL as a preprocessing technique to improve
the compartment estimation. The idea is to reduce the noise and to include higher b-value data to
Callaghan fitting than was originally available by extrapolation the MAPL representation, improv-
ing the reliability of the estimation at lower b-values. As MAPL is a functional basis approach, the
extrapolation should, to some extent, be guided by the shape of the data itself. We illustrate our
approach using the same 6 subjects from the MGH data sets as in the previous section with the same
segmentations. In our hybrid approach, we fit the truncated data with either bmax = 5, 000 s/mm
2
or bmax = 3, 000 s/mm
2
using MAPL and always resample the data on the same signal points as
the original bmax = 10, 000 s/mm
2
data set.
22
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
2
4
6
8
10
12
14
16
18
NG  10k - 0.30 ∓ 0.03
NG  5k - 0.26 ∓ 0.02
NG  3k - 0.24 ∓ 0.03
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
2
4
6
8
10
12
14 NG 10k - 0.62 ∓ 0.07
NG 5k - 0.49 ∓ 0.07
NG 3k - 0.44 ∓ 0.06
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
2
4
6
8
10
12
14 NG  10k - 0.56 ∓ 0.09
NG  5k - 0.41 ∓ 0.10
NG  3k - 0.36 ∓ 0.09
Non-Gaussianity Parallel (NG∥)Non-Gaussianity Perpendicular (NG⟂)Non-Gaussianity (NG)
P
ro
b
a
b
ili
ty
 D
e
n
si
ty
Figure 13: The difference between a DTI and MAPL signal approximation at different bmax, here given as the Non-
Gaussianity (NG). The data comes from the same Corpus Callosum ROIs of subject 2 shown in Figure 12, where it
is reasonable to assume the tissue is axially symmetric. The left graph shows the NG of the entire 3D signal and
the middle and right graphs show the NG along the perpendicular (restricted) and parallel (free) direction (NG⊥
and NG‖). As bmax increases NG and especially NG⊥ also increase, but NG‖ remains fairly similar, indicating that
Non-Gaussian behavior is more dominant primarily in the restricted perpendicular direction.
4.4.1. Estimating Axon Diameter using MAPL + Callaghan
In Figure 14 we show the mean axon diameter distributions of subject 2 for different parts of
the Corpus Callosum using either Callaghan or our MAPL + Callaghan hybrid. The black dashed
curve represents the ‘gold standard’ where we fitted Callaghan directly to the bmax = 10, 000 s/mm
2
data. It can be seen that directly fitting Callaghan to the lower bmax data results in distributions
with higher means and standard deviations. Our combined approach, however, results in a mean
and standard deviation much closer to that of the gold standard, though the mean shifts slightly
towards higher diameters as bmax decreases.
Table 1 shows the mean and standard deviation of all 6 subjects for all combinations of the
two methods, maximum b-value (bmax) and Corpus Callosum sections. For every subject, the first
column shows which method is used, the second column shows which bmax was in the original data,
and the third through the fifth column show the means and standard deviations of the estimated
axon diameter. In this case the bmax = 10, 000 s/mm
2
result for the MAPL + Callaghan means that
the data was fitted and resampled at exactly the same points. As expected, when bmax decreases the
standard deviation increases when using Callaghan. The dagger symbols indicate instances where
our MAPL + Callaghan approach results in a lower standard deviation of the results compared to
the regular Callaghan approach. As can be seen, this is nearly always the case. Though, when just
refitting the bmax = 10, 000 s/mm
2
data we recover slightly higher axon diameters than just using
Callaghan. For the rest, in almost all cases MAPL + Callaghan results in axon diameters that are
closer to the is bmax = 10, 000 s/mm
2
result than Callaghan.
4.4.2. Estimating Axon Dispersion using MAPL + NODDI
In Figure 15 we show the estimated orientation dispersion index (ODI) using the same setup as
Figure 14. Here ODI is dimensionless between 0 (completely parallel) and 1 (completely dispersed).
When just using NODDI we find that the ODI increases as bmax increases. Similarly as before,
MAPL + NODDI has smaller standard deviations than NODDI, but for all bmax finds a mean ODI
that is close to the bmax = 5, 000 s/mm
2
NODDI result.
Table 2 shows the mean and standard deviation of the estimated orientation dispersion index
(ODI). The layout of the results is the same as in Table 1. When only using NODDI, for all
subjects, increasing bmax results in an increase in the estimated ODI. On the other hand, The
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Figure 14: The estimated axon diameters using either only Callaghan (magenta) or our MAPL + Callaghan method
(orange) on subject 6 of the MGH-HCP data. The estimation is done for different maximum b-values and sections
of the Corpus Callosum. The black dotted line is the reference reconstruction using the full data with bmax =
10, 000 s/mm2. Our combined approach typically has lower standard deviations than the regular Callaghan approach.
estimated ODI using MAPL + NODDI remains stable over bmax, and is in all cases similar to the
bmax = 5, 000 s/mm
2
ODI of using only NODDI. Furthermore, in contrast to the results on axon
diameter, the ODI standard deviations for NODDI remain approximately the same over all bmax,
but MAPL + NODDI still has lower standard deviations in all cases.
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Figure 15: The estimated axonal dispersion using either only NODDI (red) or our MAPL + NODDI method (green)
on subject 6 of the MGH-HCP data. The estimation of done for different maximum b-values and sections of the
Corpus Callosum. The black dotted line is the reference reconstruction using the full data with bmax = 10, 000 s/mm
2.
Our combined approach always has a lower standard deviation than the regular NODDI approach.
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Table 1: Tables of estimated axon diameter values for 6 subjects of the MGH-HCP data set. Estimates are made on the same segmentations of the Corpus Callosum as
Figure 11, using either the regular Callaghan method or our MAPL + Callaghan hybrid. The daggers (†) symbols after the MAPL + Callaghan standard deviations indicate
instances where our hybrid approach reduces the variance of the estimated axon diameters compared to regular Callaghan in the same section and maximum b-value (bmax).
It can be seen that this is the case in nearly all instances.
Subject 1 Section
Genu Midbody Splenium
Method bmax(s/mm
2) diameter (µm) diameter (µm) diameter (µm)
3,000 5.95±0.92 6.83±0.62 5.43±0.69
Callaghan 5,000 5.21±0.60 6.08±0.40 4.93±0.46
10,000 4.22±0.27 4.76±0.30 3.99±0.36
3,000 5.55±0.47† 6.04±0.42† 5.22±0.54†
MAPL + Callaghan 5,000 4.48±0.45† 5.14±0.41 4.12±0.57
10,000 4.23±0.20† 4.61±0.29† 3.90±0.14†
Subject 4 Section
Genu Midbody Splenium
Method bmax(s/mm
2) diameter (µm) diameter (µm) diameter (µm)
3,000 5.83±0.99 6.51±0.77 5.07±0.92
Callaghan 5,000 4.94±0.57 5.55±0.45 4.79±0.50
10,000 3.91±0.35 4.39±0.33 4.06±0.30
3,000 5.61±0.53† 5.81±0.46† 4.97±0.45†
MAPL + Callaghan 5,000 4.43±0.42† 4.78±0.49 4.16±0.52
10,000 4.31±0.28† 4.71±0.31† 4.24±0.28†
Subject 2 Section
Genu Midbody Splenium
Method bmax(s/mm
2) diameter (µm) diameter (µm) diameter (µm)
3,000 5.13±0.99 6.58±0.81 4.28±0.93
Callaghan 5,000 4.96±0.57 5.81±0.55 4.22±0.60
10,000 4.09±0.31 4.57±0.40 3.76±0.34
3,000 4.95±0.42† 5.64±0.53† 4.71±0.34†
MAPL + Callaghan 5,000 4.48±0.45† 5.15±0.56 3.93±0.44†
10,000 4.35±0.30† 4.90±0.35† 3.97±0.32†
Subject 5 Section
Genu Midbody Splenium
Method bmax(s/mm
2) diameter (µm) diameter (µm) diameter (µm)
3,000 5.58±1.09 5.51±1.35 5.47±0.87
Callaghan 5,000 5.06±0.54 5.16±0.95 4.75±0.59
10,000 4.51±0.24 4.46±0.62 3.90±0.39
3,000 5.63±0.40† 5.67±0.47† 5.06±0.41†
MAPL + Callaghan 5,000 4.58±0.37† 4.76±0.65† 4.01±0.50†
10,000 4.70±0.25 4.62±0.60† 4.22±0.32†
Subject 3 Section
Genu Midbody Splenium
Method bmax(s/mm
2) diameter (µm) diameter (µm) diameter (µm)
3,000 4.35±1.47 5.24±1.16 4.68±1.12
Callaghan 5,000 4.50±0.92 5.07±0.74 4.53±0.74
10,000 4.10±0.45 4.35±0.53 3.96±0.44
3,000 5.11±0.40† 5.32±0.42† 4.98±0.51†
MAPL + Callaghan 5,000 4.50±0.40† 4.63±0.55† 4.11±0.58†
10,000 4.23±0.39† 4.52±0.48† 4.09±0.43†
Subject 6 Section
Genu Midbody Splenium
Method bmax(s/mm
2) diameter (µm) diameter (µm) diameter (µm)
3,000 4.37±1.53 5.71±1.05 3.59±1.46
Callaghan 5,000 4.24±1.00 5.22±0.65 3.73±0.86
10,000 3.99±0.43 4.25±0.49 3.39±0.47
3,000 5.25±0.42† 5.51±0.45† 4.84±0.44†
MAPL + Callaghan 5,000 4.21±0.48† 4.59±0.51† 3.84±0.44†
10,000 4.15±0.40† 4.46±0.48† 3.54±0.45†
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Table 2: Tables of estimated axonal dispersion values for 6 subjects of the MGH-HCP data set. Estimates are made on the same segmentations of the Corpus Callosum as
Figure 11, using either NODDI or our MAPL + NODDI hybrid.
Subject 1 Section
Genu Midbody Genu
Method bmax(s/mm
2) ODI ODI ODI
3,000 0.074±0.030 0.129±0.033 0.101±0.028
NODDI 5,000 0.107±0.031 0.156±0.032 0.143±0.024
10,000 0.152±0.028 0.189±0.034 0.184±0.024
3,000 0.109±0.017 0.146±0.024 0.124±0.019
MAPL + NODDI 5,000 0.106±0.020 0.148±0.027 0.129±0.021
10,000 0.110±0.023 0.156±0.032 0.133±0.024
Subject 4 Section
Genu Midbody Genu
Method bmax(s/mm
2) ODI ODI ODI
3,000 0.040±0.019 0.085±0.033 0.096±0.021
NODDI 5,000 0.069±0.029 0.114±0.033 0.136±0.015
10,000 0.122±0.036 0.152±0.033 0.176±0.015
3,000 0.091±0.015 0.115±0.020 0.117±0.013
MAPL + NODDI 5,000 0.081±0.017 0.112±0.023 0.125±0.014
10,000 0.074±0.023 0.111±0.027 0.129±0.015
Subject 2 Section
Genu Midbody Genu
Method bmax(s/mm
2) ODI ODI ODI
3,000 0.059±0.025 0.116±0.042 0.039±0.021
NODDI 5,000 0.094±0.029 0.142±0.041 0.061±0.027
10,000 0.136±0.029 0.172±0.040 0.090±0.029
3,000 0.095±0.013 0.132±0.029 0.081±0.013
MAPL + NODDI 5,000 0.100±0.017 0.135±0.032 0.076±0.018
10,000 0.095±0.021 0.132±0.038 0.071±0.019
Subject 5 Section
Genu Midbody Genu
Method bmax(s/mm
2) ODI ODI ODI
3,000 0.058±0.026 0.067±0.044 0.057±0.024
NODDI 5,000 0.090±0.027 0.081±0.054 0.077±0.031
10,000 0.147±0.022 0.103±0.061 0.105±0.035
3,000 0.103±0.015 0.102±0.032 0.093±0.014
MAPL + NODDI 5,000 0.097±0.016 0.094±0.040 0.087±0.019
10,000 0.104±0.021 0.091±0.047 0.081±0.025
Subject 3 Section
Genu Midbody Genu
Method bmax(s/mm
2) ODI ODI ODI
3,000 0.053±0.021 0.085±0.039 0.086±0.033
NODDI 5,000 0.084±0.023 0.103±0.043 0.119±0.033
10,000 0.120±0.022 0.127±0.046 0.155±0.032
3,000 0.096±0.013 0.112±0.026 0.114±0.020
MAPL + NODDI 5,000 0.097±0.015 0.109±0.031 0.116±0.024
10,000 0.095±0.018 0.110±0.038 0.119±0.027
Subject 6 Section
Genu Midbody Genu
Method bmax(s/mm
2) ODI ODI ODI
3,000 0.055±0.023 0.079±0.040 0.043±0.025
NODDI 5,000 0.084±0.027 0.106±0.039 0.069±0.034
10,000 0.130±0.025 0.139±0.039 0.105±0.039
3,000 0.100±0.015 0.113±0.024 0.088±0.018
MAPL + NODDI 5,000 0.095±0.018 0.109±0.028 0.081±0.021
10,000 0.097±0.018 0.109±0.034 0.078±0.026
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Figure 16: Correlations between FA and axon diameter (left), axon dispersion (middle) and restricted volume fraction
(right). It can be seen that they are all significantly correlated, meaning that a change in FA can mean either a
change in diameter, dispersion or volume fraction, but it is impossible to know one from the other.
4.5. Can Microstructure-Related Quantities Add Information to Known DTI Measures?
Current diffusion MRI research applications still rely heavily on the interpretation of DTI mea-
sures such as Fractional Anisotropy (FA) (Yeatman et al., 2012; Jolles et al., 2015). To investigate
whether microstructure-related indices can be used to better interpret white matter changes, we
correlate FA with the estimated axon diameter, dispersion and restricted volume fraction vr esti-
mated using Callaghan. Figure 16 shows the correlation of all three values with FA for subject
1. It can be seen that FA correlates significantly with all values – negatively with axon diameter
and dispersion and positively with restricted volume fraction. This means that an increase in FA
could mean either (or at the same time) a decrease in axon diameter or dispersion or an increase in
restricted volume fraction. There is no way to know which one, if not all, from just from looking at
FA. We correlate these values in the Corpus Callosum for all 6 subjects of the bmax = 10, 000 s/mm
2
MGH-HCP data, where we used the same segmentations as in Sections 4.3 and 4.4. The results
for all 6 subjects are given in Table 3, which all confirm this finding. This last result underlines
the importance of looking for more specific biomarkers that describe specific changes in the white
matter microstructure.
5. Discussion
In this section, we discuss the results of our experiments using laplacian-regularized MAP-MRI
(MAPL) in Section 4.
MAPL is an Efficient Way to Reconstruct the Ensemble Average Propagator
We pose MAPL’s fitting process as a regularized least squares problem using generalized cross-
validation (GCV) (Craven and Wahba, 1978; Koay et al., 2009) to find its optimal regularization
weight. The GCV procedure was found to be well-suited for our approach, finding consistent values
in different white matter tissues (Figure 10). In practice, we can preset the regularization weight
to an appropriate value for white matter and omit the GCV without significantly impacting the
results, making the estimation as fast as ordinary least squares.
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Table 3: Tables showing the correlations between Fractional Anisotropy (FA) and the estimated axon diameter,
dispersion and restricted volume fraction on the full data of all 6 subjects of the MGH-HCP data. In this case the
voxels for the segmentations of the Corpus Callosum were joined together. It can be seen that FA always correlates
negatively with axon diameter and dispersion and positivity with restricted volume fraction.
Subject 1 Pearson r p-value N
Diameter -0.60 3.1e-42 417
Dispersion Index -0.59 4.9e-40 417
Restricted Volume Fraction 0.76 8.2e-79 417
Subject 4 Pearson r p-value N
Diameter -0.43 4.4e-19 402
Dispersion Index -0.36 5.2e-14 402
Restricted Volume Fraction 0.79 1.4e-88 402
Subject 2 Pearson r p-value N
Diameter -0.69 1.7e-61 422
Dispersion Index -0.86 3.5e-59 422
Restricted Volume Fraction 0.89 2.7e-94 422
Subject 5 Pearson r p-value N
Diameter -0.38 9.5e-14 354
Dispersion Index -0.59 1.4e-34 354
Restricted Volume Fraction 0.81 5.1e-85 354
Subject 3 Pearson r p-value N
Diameter -0.52 1.9e-30 427
Dispersion Index -0.47 5.3e-25 427
Restricted Volume Fraction 0.76 1.6e-81 427
Subject 6 Pearson r p-value N
Diameter -0.69 9.7e-69 476
Dispersion Index -0.64 5.2e-57 476
Restricted Volume Fraction 0.85 1e-132 476
On human data of the human connectome project (HCP), we find that MAPL estimates the
boundary cases of the EAP contextually smooth and with positive values in almost all cases (Figures
10 and 11). Though, the Laplacian does not explicitly guarantee positive-definiteness of the EAP.
MAPL Improves Signal Reconstruction and Reduces ODF Estimation Bias
A key feature of MAP-MRI is its use of anisotropic basis functions. We show in Figure 4 that this
feature indeed reduces the fitting error for lower radial orders compared to the isotropic version of
MAP-MRI (also known as 3D-SHORE) and outperforms the mSPF basis (Caruyer and Deriche,
2012) (Figure 5). MAPL also has a great speed advantage over positivity constrained MAP-MRI
(MAP), especially when presetting the regularization weight (Figure 4(d)). Isotropic MAPL is still
over 4 times faster than the anisotropic implementation due to the omission of basis rotations.
Interestingly, Figures 6 and 7 show that the anisotropic scaling also causes an underestimation
of fiber crossing angles, which we do not see for the isotropic implementation. We previously showed
that that this underestimation is directly related to the anisotropy of the basis functions (Fick et al.,
2015a), but MAPL in Figure 6 (top-left) shows that this bias lessens as the radial order increases.
This indicates that the higher order basis functions correct the shape of the first basis function,
representing a DTI tensor, which is aligned with the ‘average’ direction of the crossing.
When comparing the influence of regularization technique on ODF reconstruction, we find that
MAPL has a lower underestimation of the 45 degree crossing than MAP (Figure 7, blue arrow
B). The values of the estimated coefficients reveal that the positivity constraint (Özarslan et al.,
2013b) suppresses the higher order coefficients more than MAPL does, reducing the ability of the
corresponding basis functions to correct the initial bias. In Figure 7 (right-bottom) we also see this
effect in the isotropic implementation, where within the crossing area some voxels are reconstructed
to look like a single fiber. The same experiment on ODF reconstruction in human data of the
WU-MINN HCP dataset (Figure 8) produces results in which it is harder to choose the optimal
estimation approach. We find that both the anisotropic and isotropic implementations of MAP
produce slightly sharper angular profiles than those of MAPL. We also find that both anisotropic
implementations seem to reduce the crossing angle between crossing fibers, or even merge secondary
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peaks completely, but this effect appears slightly less for MAPL. Together, these results indicate
that when the accurate recovery of ODF peaks is important (e.g. for tractography applications)
we must use either isotropic MAP or MAPL, where we find that a radial order of 8 with a radial
moment of 2 works better. When only signal fitting is important the ‘regular’ anisotropic MAPL
is more efficient.
Microstructure-Related Scalar Indices Estimated With Less Samples Using MAPL
We show on human data of the WU-MINN Human Connectome Project (HCP) that MAPL can
estimate the boundary cases of the EAP with the same quality despite subsampling the data from
270 samples to only 60 samples (Figures 10 and 11). Note that we keep the same maximum b-value
in this experiment, and subsample data points using an incremental scheme (Caruyer et al., 2013)
that guarantees an ‘as isotropic as possible’ sampling on the sphere. We find that presetting the
regularization weight to 0.2 regularizes the reconstruction over the entire brain well, meaning it is
possible to omit the GCV optimization without significantly changing the results.
We also find that the optimal regularization weight that GCV finds has tissue-specific contrast,
finding lower values in white matter and CSF and higher values in gray matter (Figure 10). The
lower values in white matter show that the Laplacian should not impose too much ‘smoothness’
into the reconstruction, or the reconstruction will become too smooth to represent the anisotropic
nature of the data. In this sense, the diffusion profiles in both gray matter and CSF can be seen as
isotropic, but the signal decays more quickly in CSF (free water) and more slowly in gray matter
(hindered diffusion). This explains the higher regularization weights in gray matter and lower ones
in CSF areas.
MAPL Can Distinguish Axon Populations at Lower b-values Using The Apparent
Axon Diameter
A current focus in diffusion MRI is the estimation of the mean axon diameter (Assaf et al., 2008;
Alexander et al., 2010; Huang et al., 2015). The Apparent Axon Diameter (AAD) (see Section
2.3.2) (Özarslan et al., 2013b) estimates a value that is related to the axon diameter, but is called
“apparent” because it does not separate the effects of tissue composition or axonal dispersion on
the signal.
In the experiment described in Section 4.3, we used 6 subjects of the MGH-HCP data set to
study the effect of using a different number of shells and maximum b-value on the estimation of
the AAD. We investigated if we could distinguish AAD populations in the Genu, Midbody, and
Splenium of the Corpus Callosum of each subject. For most subjects in Figure 12 we indeed observe
the characteristic ‘small-big-small’ trend that is found in literature (Aboitiz et al., 1992; Liewald
et al., 2014), which is mostly preserved even though we truncate the data from a maximum b-value
of bmax = 10, 000 s/mm
2
to bmax = 3, 000 s/mm
2
. This shows that the signal extrapolation, on which
the estimation of the AAD is based, is well preserved with MAPL at lower b-values. Although,
we do see that the mean AAD and its standard deviation increase as b-value decreases, which
corresponds to what was found in Huang et al. (2015). The increase in AAD (i.e. decrease in RTAP)
at lower b-values is accompanied by a decrease in the non-Gaussianity (NG) of the signal (Figure
13), which shows the difference between a Gaussian approximation of the data and the estimation
using MAPL (Özarslan et al., 2013b). Note that for NG to be physically meaningful, MAP-MRI’s
scaling parameters must reflect the mean-squared displacements of tissue water spins undergoing
Gaussian diffusion. For this reason, only in this part of our study, we estimated the scaling matrix
by fitting a DTI model only to the lowest b = 1000 s/mm2 shell of the data (Avram et al., 2015).
As expected, we find that the lower b-value data is better explained by mono-exponential, Gaussian
signal decay, but as higher b-value data is included the signal becomes increasingly non-Gaussian
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(restricted). Indeed, this result indicates that the higher-order basis functions in MAPL improve
the estimation of all q-space indices whose estimation depends on the extrapolation of the signal
at high q-values. This does not necessarily benefit the MSD as it is estimated as the Laplacian
of the signal at the origin q = 0, see Appendix C.3, but certainly proves the added value of
using MAPL when estimating RTOP, RTAP, RTPP, and QIV. It should be noted that both DTI
measures and q-space indices characterize properties of the entire signal and EAP. Therefore, we do
not expect one to have higher specificity to tissue changes than the other. However, it is likely that
q-space indices will provide an increased sensitivity to microstructural changes that affect tissue
boundaries, i.e., tissue properties that affect the amount of diffusion restriction. In recent work, we
found evidence that supports this hypothesis by comparing the sensitivity of both DTI and q-space
indices to changes in axonal diameter, dispersion and tissue composition in simulated data (Fick
et al., 2016).
Nonetheless, as histological values of axon diameters are in the range of 0.5-2µm (Aboitiz et al.,
1992; Liewald et al., 2014), we significantly overestimate the true axon diameter for any b-value.
This is the opposite of what we would expect when the short gradient pulse and long diffusion time
assumptions are violated (Bar-Shir et al., 2008). Instead, we find an overestimation that is mainly
caused by two things: (1) the lack of separation between intra- and extra-axonal compartments
(Novikov et al., 2014; Burcaw et al., 2015) and (2) the use of low gradient strengths, which results
in a resolution limit for small axon sizes (Lätt et al., 2007). Moreover, we find that AAD values
typically correlate with FA values. This makes sense because both values globally describe the
diffusion signal – the AAD perpendicularly and the FA as a ratio between parallel and perpendicular
DTI eigenvalues. Nonetheless, the AAD is a straightforward marker that characterizes the non-
Gaussian behavior in the diffusion signal, and its clinical value should be explored further.
Reducing The Variance in Multi-Compartment Tissue Model Estimation Using
MAPL
To estimate microstructural tissue properties such as the axon diameter or axonal dispersion, the
signal contributions from different tissue compartments must be considered (Assaf et al., 2008;
Alexander et al., 2010; Zhang et al., 2012; Huang et al., 2015). In this work, we used MAPL’s signal
extrapolation as a preprocessing to estimate either axonal diameter using a simplified AxCaliber
model (Assaf et al., 2008) or axonal dispersion and the NODDI model. It is noteworthy that these
parameters cannot be estimated at the same time as we would need at least two diffusion times to
disentangle the effects of dispersion and restricted diffusion (Nilsson et al., 2013). Furthermore, for
axonal diameter estimation, we could also have used the Van Gelderen model (Vangelderen et al.,
1994) which was used by Huang et al. (2015) and Alexander et al. (2010), but chose Callaghan
because it also reconstructs the diffusion propagator just as MAPL.
With respect to axonal diameter, it can be seen from Figure 14 that our combined approach
significantly reduces the variance of the mean axon diameter estimation of the Callaghan model.
The preprocessing also reduces the increase in estimated mean axon diameter as b-value decreases,
with notable exception the bmax = 3, 000 s/mm
2
graph of the splenium (right bottom). In this case,
the average axon diameter is closer to the gold standard reference for the Callaghan model than for
MAPL + Callaghan. Though, this is because Callaghan’s axon diameter distribution flattens out
between axon diameters of 2 µm and 7 µm, while MAPL + Callaghan maintains a smaller standard
deviation.
The fact that the MAPL preprocessing actually results in the smaller estimated axon diameters
shows that the restricted nature of the data is still represented to some extent in the signal extrap-
olation. If this was not the case, and the extrapolated signal quickly decays after the maximum
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b-value, we would expect the estimated axon diameter to increase as a fast signal decay indicates
larger axon diameters.
Table 1 further underlines the results in Figure 14, where the result for all 6 subjects of the
MGH-HCP data is given. The dagger sign ‘†’ indicates instances where our combined approach has
lower variance than the regular Callaghan approach. This is the case for 48 out of 54 instances,
where for the remaining 6 the standard deviations are very similar. Interestingly, just fitting and
resampling the bmax = 10, 000 s/mm
2
data using MAPL also reduces the variance in the result, but
consistently slightly increases the estimated axon diameter.
Our results on the estimation of axonal dispersion (ODI) using NODDI and MAPL + NODDI
are given in Figure 15 and Table 2. We observe that increasing the maximum b-value increases the
average ODI estimation (by about 1–1.5 standard deviations per jump in b-value) while leaving its
standard deviation relatively stable. At the same time in restricted volume fraction also increases
(result not shown). When we repeat the same experiment using synthetic data with known ground
truth ODI and restricted volume fraction we find the same effect with increasing b-value, but that
the results at bmax = 3, 000 s/mm
2
are closest to the ground truth (result not shown). It is possible
that the combination of lower SNR at higher b-values or the sampling scheme cause this effect, but
from the results here we cannot point to the exact cause.
When we enhance the estimation using MAPL + NODDI the results change in two ways: (1)
The ODI estimation stabilizes over b-value around bmax = 5, 000 s/mm
2
result for NODDI and (2)
the standard deviation decreases between 25% to 50%. The mean ODI between different sections
often comes closer together, but this is in proportion to the decrease in standard deviation. We also
find a slightly decreased estimation of the restricted volume fraction compared to NODDI (result
not shown).
Overall, these results are meant as an initial exploration into the use of functional basis ap-
proaches such as MAPL as a complementary technique to multi-compartment tissue models, rather
than a competing technique. Reducing the variability of tissue parameter estimation in this way
could possibly increase the statistical power of population tests and the clinical applicability of this
approach should be investigated in further studies. It should be noted here that MAPL cannot be
used as a preprocessing of the original version of Axcaliber as the MAP-MRI basis is not compatible
with data with multiple diffusion times (Özarslan et al., 2013b). Furthermore, Burcaw et al. (2015)
showed that when estimating the axon diameter using multiple diffusion times it is necessary to take
into account the time-dependence of the extra-axonal diffusion signal, which biases the estimation
even at the long diffusion time limit. Mesoscopic effects, i.e. effects of spatial arrangement, as well
as correlations and structural disorder in axon packing should also be considered. To overcome the
limitation of MAP-MRI with respect to fitting multiple diffusion times, we have recently proposed
an extension of MAP-MRI that is able to simultaneously represent the diffusion signal over both
q-space and diffusion time (Fick et al., 2015b).
Compartment Models Better Characterize Tissue Changes Than Fractional Anisotropy
In Section 4.5 we investigated whether the microstructure-related indices we estimate add informa-
tion in terms of describing white matter changes compared to Fractional Anisotropy (FA) (Basser
et al., 1994). We correlated FA the estimated mean axon diameter, dispersion and restricted volume
fraction. Figure 16 proves that FA correlates significantly for all metrics – negatively with axon
diameter and dispersion and positively with restricted volume fraction. This means that a change
in FA can mean a change in all parameters, but without further information there is no way of
knowing which one. The Pearson correlations and p-values in Table 3 underline that this result
is consistent for all 6 subjects. Interestingly, axon diameter and axonal dispersion only correlate
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significantly with each other when bmax = 10, 000 s/mm
2
data is used. For lower bmax we do not
find significant correlations between the estimated parameters of the different models.
This last result underlines the importance of looking for more specific biomarkers that can add
more insight to the information that DTI measures already provide.
6. Conclusion
We proposed a fast, analytic and robust Laplacian regularization of the MAP-MRI basis, which
we call MAPL, that allows us to robustly estimate microstructural contrast with fewer samples and
at lower b-values. We showed on phantom data with reference golden standard data that MAPL
outperforms previously proposed methods with respect to signal fitting and EAP reconstruction
in noisy, sparsely sampled data. We also demonstrated the robustness of our method with respect
to subsampling on the WU-Minn HCP data set. We showed that using MAPL we find an almost
identical reconstruction of microstructure-related scalar indices between the full 270 sample data
and subsampled 60 sample data. We also showed that we can use the apparent axon diameter to
differentiate between the axon diameter populations of different parts Corpus Callosum. We retain
this ability even when we remove the outer shells of the MGH-HCP data from a maximum b-value
of 10, 000 s/mm
2
to only 3, 000 s/mm
2
. However, we do find that the value of the apparent axon
diameter correlates with FA, meaning that its clinical value should be more carefully studied in
the future. We also proposed a new combined approach to estimate the axon diameter and axonal
dispersion, where we use MAPL as a preprocessing for multi-compartment models. We showed
that this hybrid approach consistently reduces the variability of the estimated metrics. Overall,
we showed that using MAPL it is possible to accurately recover important parameters related to
the tissue microstructure with much fewer acquisitions. We plan to release our implementation of
Laplacian-Regularized MAP-MRI in the open-source dipy framework (Garyfallidis et al., 2014) and
make it publicly available.
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Appendix A. Acronym Glossary
Table A.4: Glossary of relevant acronyms used in this work with the section where they are explained.
Acronym Full Name Reference
AAD Apparent Axon Diameter 2.3.2
DWI Diffusion Weighted Image 2.1
EAP Ensemble Average Propagator 2.1
GCV Generalized Cross Validation 2.2.3
MAP Mean Apparent Propagator(-MRI) 2.2.1
MAPL MAP with Laplacian regularization 2.2.2
MSD Mean Squared Displacement 2.3.2
mSPF modified Spherical Polar Fourier 2.4.2
NODDI Neurite Orientation Dispersion and Density Imaging 2.3.3
ODF Orientation Distribution Function 2.3.1
QIV Q-space Inverse Variance 2.3.2
RTAP Return-To-Axis Probability 2.3.2
RTOP Return-To-Origin Probability 2.3.2
RTPP Return-To-Plane Probability 2.3.2
Appendix B. Implementation of MAPL and Compartmental Models
In this section, we provide in detail the algorithmic steps involved in fitting the basis coefficients
in MAPL and the multi-compartment models.
Appendix B.1. MAPL
Our implementation of Laplacian-regularized MAP-MRI consists of the following steps:
1. For every voxel, we first estimate the scale factors {ux, uy, uz}, which we find by fitting a
diffusion tensor to the data (Basser et al., 1994). In our experiments, we did not impose any
positivity constraints on the DTI estimation.
2. Using {ux, uy, uz} and the rotated q positions of the data points, we compute the design
matrix Q and Laplacian regularization matrix U as outlined in Section 2.2.2.
3. We find the optimal regularization weight λ∆ (recall Eq. (14)) using the generalized cross-
validation (GCV) approach outlined in section 2.2.3. The minimum of the GCV cost function
is found from a preset number of regularization weights, which we adjusted for different
datasets.
4. Using Q, U and λ∆ we estimate the unknown coefficients using the regularized least-squares
equation in Eq. (14).
5. The estimated coefficients were fed to Eq. (16) to estimate the radial moments of the EAP
and to Eqs. (17), (D.1) and (D.2) to estimate the boundary cases of the EAP, mean squared
displacement and q-space inverse variance. The maxima of the radial moments were found
by projecting the angular profiles on a tessellation of 2172 spherical points and finding the
maximum amplitudes with a minimum crossing angle of 10 degrees and a minimum peak
amplitude of 30% of the largest peak amplitude.
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The positivity approach for MAP (Özarslan et al., 2013b) was implemented by casting the coefficient
estimation in the cvxopt convex optimization software (http://cvxopt.org/). This approach
imposes positivity of the EAP by sampling the EAP P (Rr) in 21× 21× 11 grid, resulting in 4851
points, with a maximum sampling distance Rmax of 20µm. Here the last dimension is only sampled
on its positive axis as the EAP is antipodally symmetric. Lastly, when we use MAP-MRI with
isotropic scaling we use the implementation using spherical harmonics (Appendix C), which does
not require rotation of the q positions.
Appendix B.2. Multi-Compartment Tissue Models
For the NODDI model we used the open-source NODDI toolbox for MATLAB (http://mig.
cs.ucl.ac.uk/). In our simplified Axcaliber implementation we use free water diffusivity D =
3µm2/ms for the isotropic compartment and a hindered and restricted diffusivity ofD = 1.7µm2/ms (Huang
et al., 2015). Our stepwise implementation is as follows:
1. For every voxel in the region of interest we fit a tensor and use its principal eigenvector as
the axon direction, and rotate the q-space vectors into the anatomical frame of reference.
2. we use a brute force algorithm to find an initial set of parameters between 〈D〉 = [1, 16]µm,
νiso = [0, 1], νic = [0, 1].
3. We then finetune the found parameters using a quasi-Newton algorithm to solve the non-
linear optimization problem (Byrd et al., 1995) with bounds 〈D〉 = [0, 20]µm, νiso = [0, 1],
νic = [0, 1]. The finetuned parameters are then reported.
Appendix C. Isotropic MAPL
The isotropic implementation of MAP-MRI (Özarslan et al., 2013b, Appendix A), which is
equivalent to 3D-SHORE (Merlet and Deriche, 2013), describes the signal and EAP as
E(q) =
∑
i
ciΞi(q) and P (R) =
∑
i
ciΥi(R) (C.1)
where Υ = IFT(Ξ) and ci are the basis coefficients. These basis functions are given as
Ξjlm(q, u0) =
√
4πi−l(2π2u20q
2)l/2e−2π
2u20q
2
L
l+1/2
j−1 (4π
2u20q
2)Y ml (u) (C.2)
Υjlm(R, u0) =
(−1)j−1√
2πu30
(
R2
2u20
)l/2
e−R
2/2u20L
l+1/2
j−1
(
R2
u20
)
Y ml (r) (C.3)
where j = (n + 2 − l)/2 is related to the radial order n and angular order l of the basis where
j ≥ 1, l ≥ 0. The scale factor u0 is related to the diffusivity of the measured data as u0 =
√
2Dτ
with D the mean diffusivity and τ the effective diffusion time. The real spherical harmonic basis
Y ml (Descoteaux et al., 2007) has angular order l and phase factor m such that −l ≤ m ≤ l, and
L
l+1/2
j−1 is the generalized Laguerre polynomial.
35
Appendix C.1. Laplacian Regularization for Isotropic MAPL
Exactly the same as for the anisotropic MAP-MRI basis in Eq. (7), the values of the Laplacian
regularization matrix are given as
Uik =
∫
R3
∆Ξi(q) ·∆Ξk(q)dq. (C.4)
The equation for the elements of U can again be solved using the general differential equation whose
solutions form the functional basis functions Ξjlm of the isotropic MAP-MRI basis (Özarslan et al.,
2013b, Eq. (56)) (
− ∆
(2πu0)2
+ (2πu0)
2q2
)
Ξjlm(q) = ΛjlmΞjlm(q) (C.5)
with Λjlm = 2l + 4j − 1. Inverting this equation we show that
∆Ξjlm(q) = 4π
2u20(4π
2q2u20 − Λjlm)Ξjlm(q). (C.6)
Inserting Eq. (C.6) into Eq. (C.4), using the fact that Y ml is an orthonormal basis with respect to
the dot product on S2 and Lαn(x) is orthonormal with respect to the weighting function x
αe−x on
[0,∞), we find the general equation for U as
Uik(u0) = u0δ
l(k)
l(i) δ
m(k)
m(i)

δ
j(k)+2
j(i) ×
22−lπ2Γ( 52 +j(k)+l)
Γ(j(k))
δ
j(k)+1
j(i) ×
22−lπ2(−3+4j(i)+2l)Γ( 32 +j(k)+l)
Γ(j(k))
δ
j(k)
j(i) ×
2−lπ2(3+24j(i)2+4(−2+l)l+12j(i)(−1+2l))Γ( 12 +j(i)+l)
Γ(j(i))
δ
j(k)−1
j(i) ×
22−lπ2(−3+4j(k)+2l)Γ( 32 +j(i)+l)
Γ(j(i))
δ
j(k)−2
j(i) ×
22−lπ2Γ( 52 +j(i)+l)
Γ(j(i))
(C.7)
with δ the Dirac delta function. Note that regularization matrix U is symmetric, mostly sparse
and its elements depend only on the ordering of the basis functions and their radial and angular
indices j, l and m. Also note that U(u0) = u0U(1), meaning that the regularization matrix can be
entirely precomputed and later multiplied by the data-dependent scale factor u0.
Appendix C.2. Radial Moment Computation
The fitted isotropic MAP-MRI coefficients analytically describe the EAP in Eq. (C.1). They
therefore also describe the ODF at an arbitrary radial moment in Eq. (16). Inserting the right side
of Eq. (C.1) into Eq. (16) and evaluating the integral gives
ODFs(u0,v) =
Nmax∑
N=0
∑
{j,l,m}
c{j,l,m}Ω
jlm
s (u0,v) (C.8)
with v an orientation on the unit sphere and
Ωjlms (u0,v) =
us0
π
(−1)j−12−l/2κ(j, l, s)Y lm(v) (C.9)
36
the ODF basis function with
κ(j, l, s) =
j−1∑
k=0
(−1)k
k!
(
j + l − 1/2
j − k − 1
)
Γ((l + s+ 3)/2 + k)
2−((l+s)/2+k)
. (C.10)
The scaling factor u0 is just a multiplication or division of Ω
jlm
s , depending on the radial moment.
Given a set of orientations v the ODF can be computed as ODFs(u0,v) = u
s
0cI with design matrix
I ∈ RNcoef×Norientations with Iik = Ωjlm(i)s (1,vk), allowing for the precomputation of I for the whole
data set after the radial moment has been chosen.
Appendix C.3. Scalar Indices for q-space imaging
In this work we computed the boundary cases of the EAP – the RTOP, RTAP and RTPP (Özarslan
et al., 2013b) – and also the Mean Squared Displacement (MSD) and q-space Inverse Variance
(QIV) (Wu et al., 2008). Here we provide these quantities in terms of isotropic MAP-MRI coeffi-
cients, which were not previously given:
RTOP = P (0) =
1
(2π)3/2u30
Nmax∑
N=0
∑
{j,l,m}
c{j,l,m}(−1)j−1L
1/2
j−1(0)δ(l,0) (C.11)
RTAP =
∫
R
P (Rr‖)dR =
1
(2π)u20
Nmax∑
N=0
∑
{j,l,m}
c{j,l,m}(−1)j−12−l/2κ(j, l)
RTPP =
∫
R2
P (Rr⊥)dR =
1
(2π)1/2u0
Nmax∑
N=0
∑
{j,l,m}
c{j,l,m}(−1)j−12−l/2κ(j, l)
with δ(l,0) is nonzero when l = 0, c{j,l,m} are the isotropic MAP-MRI coefficients and
κ(j, l) = Y ml (ufiber)
j−1∑
k=0
(−1)k
k!
(
j + l − 1/2
j − k − 1
)
Γ((l + 1)/2 + k)
2−(l/2+k)
(C.12)
with ufiber the estimated direction of the underlying fiber. The MSD has a Fourier relation to
the diffusion signal and is given as MSD =
∫
R3 P (R)R
2d3R = − 14π2 ∆E(q)|q=0 (Cheng, 2014).
Evaluating this equation finally gives
MSD = u20
Nmax∑
N=0
∑
{j,l,m}
c{j,l,m}(4j − 1)L
1/2
j−1(0)δ(l,0). (C.13)
The QIV is similarly given as QIV −1 =
∫
R3 E(q)q
2d3q = 1−4π2 ∆P (R)|R=0 (Hosseinbor et al., 2013,
Eqs. (21, 22)), which gives
QIV = u50
Nmax∑
N=0
∑
{j,l,m}
c{j,l,m}
8(−1)1−j
√
2π7/2
(4j − 1)L1/2j−1(0)
δ(l,0). (C.14)
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Appendix D. MSD and QIV for Anisotropic MAP-MRI
We also newly provide the equations for MSD and QIV in terms of anisotropic MAP-MRI
coefficients (recall Section 2.2.1):
MSD = π3/2
Nmax∑
N=0
∑
{n1,n2,n3}
(−1)(−n1−n2−n3)/2
(
(1 + 2n1)u
2
x + (1 + 2n2)u
2
y + (1 + 2n3)u
2
z
)
√
2−n1−n2−n3n1!n2!n3! Γ(
1−n1
2 ) Γ(
1−n2
2 ) Γ(
1−n3
2 )
(D.1)
QIV =
Nmax∑
N=0
∑
{n1,n2,n3}
8π2u3xu
3
yu
3
z
√
n1!n2!n3! Γ(
1−n1
2 ) Γ(
1−n2
2 ) Γ(
1−n3
2 )√
2n1+n2+n3−1
(
(1 + 2n1)u2yu
2
z + u
2
x
(
(1 + 2n3)u2y + (1 + 2n2)u
2
z
)) (D.2)
For both these quantities only the contributions of terms where n1, n2 and n3 are even are nonzero.
Appendix E. Callaghan Model
In Section 4.4 we use the Callaghan model (Callaghan, 1995) to estimate the axon diameter in
the Corpus Callosum. The Callaghan model describes the intra-axonal diffusion signal as
Er(q, τ) =
∑
k
4 exp(−β20kDτ/a2)×
(
(2πqa)J
′
0(2πqa)
)2
((2πqa)2 − β20k)
2
+
∑
nk
8 exp(−β2nkDτ/a2)×
β2nk
(β2nk − n2)
×
(
(2πqa)J
′
n(2πqa)
)2
((2πqa)2 − β2nk)
2 (E.1)
where J
′
n are the derivatives of the n
th-order Bessel function, βnk are the arguments that result in
zero-crossings and the cylinders are of radius a. This model describes the signal in parallel cylinders
for any diffusion time, but keeps the short gradient pulse assumption. As in (Assaf et al., 2004), we
model the three-dimensional intra-axonal signal as a product of the restricted perpendicular and
free parallel diffusion, i.e. Eic(q, 〈D〉) = Erestricted(q⊥, 〈D〉)Efree(q‖).
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