I. INTRODUCTION
Let X and Y be two random variables. Their joint distribution is subject to the constraint that the two marginal densities are equal to a given density f. The differential entropy of a random variable Z with density g is given by h(Z) = h(g) = -/g log g. We are,interested in the maximal entropy of the sum of these two random variables over all joint distributions: max h ( X + Y ) .
(1)
x -f , Y -f
If f is Gaussian, then we observe max h ( X + Y ) = h ( 2 X ) , (2) x -f , Y -f with equality if X = Y. In this note, we study the conditions under which the inequality max h ( X + Y ) I h(2X) (3) x -f 3 Y -f holds.
We obtain a necessary and sufficient condition (concavity of the logarithm of f) for this inequality. These results are similar to the well-known entropy power inequality [l] , [2] . where X and Y are two independent random variables and X* and Y* are two independent Gaussian random variables having the same respective entropies. These inequalities were motivated by work on additive feedback channels where the signal can become correlated with the additive noise through feedback.
h ( X + Y ) I h(X* + Y * )

(4)
If a density is log-concave (a.e.), we can always assume that it is log-concave because densities are defined up to a set of measure zero.
A function f is called log-concave if, for.every 6, flog f ( x -6) + ;log f ( x + 6) I log fb). Remark: Since, by setting X = Y, we always have
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Theorem
Proofi SufJiciency. First, we note that g = f is the only density which achieves the maximal entropy h ( g ) over all densities .g satisfying the constraints and This is argued as follows. From the constraint (7) and the information inequality
(8)
we have h ( g ) I -/ g log f I h ( f ) .
(9)
Therefore, the maximum of h(g) is at most h(f). To achieve the upper bound h ( f ) , we must have equalities in both (8) and (9).
The only density g for which ( 8 ) holds with equality is g = f.
The density of 2 = 2X is f(z) = 9 ( 2 / 2 ) , and is therefore the density which achieves the maximum entropy h(Z) subject to the constraints
which is the same as To prove sufficiency, we need to prove the validity of (12) for all such g. Since f is log-concave, it follows by Jensen's inequality that
where the second expected value is taken with respect to the joint distribution of X and Y. This proves sufficiency.
Necessity.
Consider an example with f ( x ) = 5 in the intervals (0, f) and (3,l). Here, f is not log-concave. The joint distribution F for the random variables X and Y corresponding to X = Y concentrates on the line x = y, but has no joint density. The Radon-Nikodym derivative of F ( x , y ) with respect to Lebesgue measure on the line x = y exists and is shown in Fig. 1. In Fig. 2, we define anAother joint distribution G of two random variables, say X and Y, by its Radon-Nikodym derivative with respect to one-dimensional Lebesgue measure. G is obtained by moving a part of the value of the Radon-Nikodym derivative of F on the line x = y to the line x = y + 3 and x = y -$. It is easy to verify that the t wp marginal densities of the distribution remain the same. But X + y ispniformly distributed on the interval (0,2). Therefore, h(X + Y ) = 1. But h(2X) = 3 log < 1. Consequently, the joint distribution corresponding to X = Y does not achieve the maximum entropy. The lack of log-concavity of f enabled us to construct G as above.
We return to the general case. We shall use the same technique. We first find a portion of the density violating logconcavity. If log f is not concave, then there exists a 6 > 0 such that
where m is Lebesgue measure over R. Denote the set satisfying (14) by 2. Let 0 < E < $6 and consider all intervals A b , E ) = ( x , x + E ) . There exists an x, such that
For all 6, > 0, consider
There exists a 6, > 0 such that m(A(6,)) > 0.
(17)
Note that for z E A(6,), we have
Let g be the Radon-Nikodym derivative (according to onedimensional Lebesgue measure) of the joint distribution G of X and Y where X = Y. Of course, for this distribution, we have
We now translate part of the deriyative, to create a new joint distribution with higher entropy h(X + Y). Consider 
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Consider a discrete memoryless N-letter source ( N 2 2) to which a binary Huffman code [l] is assigned. The ith letter has probability p , < 1 and codeword length 1,. For a dyadic source (i.e., all p , are negative powers of 2) the Huffman codeword lengths 1, are equal to the self information, -log p,, for all i . More general sources, however, may give rise to atypical letters for which the Huffman codeword lengths differ greatly from the self information. Given p , , the length 1, can in principle be as small as 1 and as large as {log[(fi + 1)/2]}-'(-10g p , ) = 1.44(-log p , ) El.
In this correspondence, bounds on the probability of such atypical letters are derived. It is shown that the probability of the letters for which the Huffman codeword length differs by more than m bits from -log p , decreases exponentially with m. In this sense, one can say that the Huffman codeword for a typical letter satisfies 1, = -log p i . This result has an application to recent fundamental questions in statistical physics [31, [41. The Huffman code can be represented by a binary tree having the siblingproperty [5] defined as follows. The number of links leading from the root of the tree to a node is called the leuel of that node. If the level-n node a is connected to the level& + 1) nodes b and c, then a is called the parent of b and c; a's children b and c are called siblings. There are exactly N terminal nodes or leuues, each leaf corresponding to a letter. Each link connecting two nodes is labeled 0 or 1. The sequence of labels encountered on the path from the root to a leaf is the codeword assigned to the corresponding letter. The codeword length of a letter is thus equal to the level of the corresponding leaf. Each node is assigned a probability such that the probability of a leaf is equal to the probability of the corresponding letter and the probability of each nonterminal node is equal to the sum of the probabilities of its children. A tree has the sibling property if and only if each node except the root has a sibling and the nodes can be listed in order of nonincreasing probability with each node being adjacent to its sibling in the list [5] .
Definition: A level-1 node with probability p-or, equivalently, a letter with probability p and codeword length 1-has the propertyXL(X;)ifandonlyifl> -l o g p + m ( l < -1ogp-m).
Theorem 1: P i = C,,,p, < 2-"' where I ; = {ill, < -log p , -m), i.e., the probabdity that a letter has property X ; is smaller than 2-". (This is true for any prefix-free code.) 
