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ATIYAH-SUTCLIFFE TYPE CONSTRUCTIONS EXIST
FOR ALL CLASSICAL GROUPS
JOSEPH MALKOUN
Abstract. If G is a compact Lie group, with Lie algebra g and
Weyl group W , and T is a maximal torus of G, with Lie algebra
t, then the Berry-Robbins problem for G, as formulated by Sir
Michael Atiyah and Roger Bielawski, asks whether there exists a
continuous W -equivariant map from the space of regular triples in
t to G/T . This was settled positively by Atiyah and Bielawski,
but the maps are not explicit. For G = U(n), there exists an-
other construction due to Sir Michael Atiyah originally which re-
lies on a linear independence conjecture which he, together with
Paul Sutcliffe, amassed a great deal of numerical evidence for, us-
ing a normalized determinant. The author had previously found
an Atiyah-Sutcliffe type of construction for G = Sp(n), also re-
lying on a linear independence conjecture. In this paper, similar
constructions are shown to exist for the special orthogonal groups
G = SO(n), thus exhausting the list of classical groups.
1. Introduction
The spin-statistics theorem says that for n identical particles with
spin S, where S is a non-negative integer for bosons, and half a posi-
tive odd integer for fermions, then upon a complete interchange of any
two of these n particles, the wavefunction of the n particles picks up a
sign factor, (−1)2S. In other words, in the case of n identical bosons,
interchanging two of the particles leaves the collective wavefunction in-
variant, while in the case of n fermions, such an interchange produces a
sign change in the collective wavefunction. Such a sign change implies
Fermi’s exclusion principle: two fermions can not occupy simultane-
ously the same quantum state.
In [5], M.V. Berry and J.M. Robbins were interested in a geometric
proof of the spin-statistics theorem in quantum mechanics. Most of the
“standard” proofs of that theorem rely on quantum field theory, while
the theorem belongs to the realm of quantum mechanics. On the other
hand, in their approach, Berry and Robbins explained the sign factor
using a parallel transported spin basis, and the sign factor appears as
a holonomy factor, as one interchanges two particles via a smooth path
1
2 JOSEPH MALKOUN
in the configuration space. While generalizing from 2 to n particles,
Berry and Robbins were led to ask the following question:
Does there exist for each n ≥ 2, a continuous map fn : Cn(R
3) →
U(n)/T , where Cn(R
3) is the configuration space of n distinct points
in R3, and T is the n-torus of diagonal matrices in U(n), which is
equivariant for the action of the symmetric group Σn?
A permutation σ ∈ Σn acts on Cn(R
3) by permuting the n points
of a configuration, and acts on gT ∈ U(n)/T , where g ∈ U(n), by
permuting the columns of g, and then projecting onto U(n)/T .
Recognizing Σn as the Weyl group of U(n), Atiyah and Bielawski
asked the following generalization of the Berry-Robbins problem:
If G is any compact Lie group, does there exist a continuous map
fG : t ⊗ R
3 \ ∆ → G/T , where ∆ is the union of the zero sets of
α⊗ Id : t⊗R3 → R⊗R3 ≃ R3, as α varies in the set of all roots of g,
which is equivariant for the action of the Weyl group W , and also for
the action of SO(3).
Here, the Weyl group acts on t⊗R3\∆ via its natural action on t, and
its trivial action on R3, and acts on on G/T as follows: if w ∈ N(T ),
then
wT.(gT ) = gw−1T
On the other hand, SO(3) acts on t⊗R3\∆ via its trivial action on t and
its natural action on R3, and it acts on G/T via a regular homomor-
phism ρ : SO(3) → G. A homomorphism from SU(2) to G is said to
be regular if its complexification takes a unipotent element in SL(2, C)
to a regular unipotent element in GC (a unipotent element is said to be
regular if it lies in a unique Borel subgroup). Such a homomorphism
exists, factors through SO(3), and is unique up to conjugation. Thus
if k ∈ SO(3), and g ∈ G, then
k.gT = ρ(k)gT
Our task in this paper is to present smooth candidates of solutions
of the generalized Berry-Robbins problem, in the sense of Atiyah and
Bielawski, for the orthogonal groups SO(n). Such candidates are gen-
uine solutions provided a linear independence conjecture holds, simi-
lar to the original Atiyah-Sutcliffe construction ([1], [2] and [4]) corre-
sponding to G = U(n). A similar construction was found previously by
the author in [10] for G = Sp(n). Thus, this explains the title, namely
that there exist constructions similar to the Atiyah-Sutcliffe one, for all
classical groups, namely for G being U(n) (the original Atiyah-Sutcliffe
construction), Sp(n) ([10]) or SO(n). Thus the main contribution of
the present work is to present Atiyah-Sutcliffe type constructions for
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G = SO(n), which we subdivide into two cases, corresponding to n
even and to n odd.
We first review the known constructions for G = U(n) and G =
Sp(n), before presenting the new constructions for G = SO(2m) and
G = SO(2m+ 1).
2. The unitary groups (G = U(n))
We review here the original Atiyah-Sutcliffe construction ([4]), corre-
sponding to G = U(n). Let x = (x1, . . . ,xn) ∈ Cn(R
3), where Cn(R
3)
is the configuration space of n distinct points in R3. In other words,
x1, . . ., xn are n distinct points in R
3.
For each a, 1 ≤ a ≤ n, and each b 6= a, 1 ≤ b ≤ n, we form the
vector vab ∈ S
2, obtained by “looking” from point xa to point xb:
vab =
xb − xa
‖xb − xa‖
We then use stereographic projection s : S2 → C ∪ {∞}, and think of
S2 as the Riemann sphere Cˆ = C ∪ {∞}:
s(x, y, z) =
{
x+iy
1−z
, if z 6= 1
∞, if z = 1
We now let
tab = s(vab) ∈ Cˆ
and let pa(t) be the complex polynomial of degree at most n−1 having
the tab as roots, as b ranges over all values between 1 and n that are
different from a, with the convention of disregarding those tab which
are∞ (so for example for n = 3, if t12 = 2 and t13 =∞, then p1(t) is a
non-zero scalar multiple of t− 2). Of course, pa(t) is only determined
up to a non-zero scalar factor.
Conjecture 2.1 (Atiyah-Sutcliffe conjecture 1, cf. [1],[2] and [4]).
Given any configuration x ∈ Cn(R
3), the n polynomials pa(t), for 1 ≤
a ≤ n, are C-linearly independent.
Provided this conjecture is true, the map x→ (p1(t), . . . , pn(t)) is a
map from Cn(R
3) to GL(n,C)/(C∗)n, which is both Σn-equivariant, as
well as SO(3)-equivariant. Using polar decomposition, we can define a
smooth map from GL(n,C)/(C∗)n to U(n)/T , which is equivariant un-
der the action of Σn and SO(3). If we follow the first map by the second
map, we get a smooth map fn : Cn(R
3) → U(n)/T , which is both Σn
and SO(3)-equivariant, provided conjecture 2.1 is true. Conjecture 2.1
was proved for n = 3 by Atiyah ([1] and [2]) and for n = 4 by Eastwood
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and Norbury in [9], and by D¯okovic´ for some special configurations ([7]
and [8]).
The Atiyah-Sutcliffe determinant (cf. [4]) is defined as follows. First
recall that the Riemann sphere Cˆ can be alternatively described as the
complex projective line P (C2) ≃ CP 1. The Hopf map H : C2 \ {0} →
P (C2) ≃ Cˆ is simply the map which sends
z = (u, v) 7→ [u, v]
where [u, v] is the equivalence class of z under the natural C∗ action
on C2 \ {0} by scalar multiplication. Given a ζ ∈ Cˆ, we say that
z ∈ C2 \ {0} is a Hopf lift of ζ if H(z) = ζ . And given such a choice
of Hopf lift z, one can form the homogeneous polynomial pz(t1, t2) of
degree 1 in the homogeneous complex variables t1, t2 by
pz(t1, t2) =
∣∣∣∣ u t1v t2
∣∣∣∣ = ut2 − vt1
Or, instead of using homogeneous coordinates [t1, t2] one uses a corre-
sponding inhomogeneous coordinate t, one can define a polynomial of
degree at most 1 in t, also denoted by pz, and defined by
pz(t) = ut− v
Summarizing, given a ζ ∈ Cˆ and a choice of Hopf lift z of ζ , there is a
natural choice of scaling for the polynomial having ζ as root, given by
the polynomial pz(t) of degree at most 1.
For each pair (a, b), with 1 ≤ a, b ≤ n and a 6= b, choose a Hopf lift
zab ∈ C
2 \ {0} of tab ∈ Cˆ, which in turn gives a polynomial pab(t) of
degree at most 1, as explained in the last paragraph. Then define, for
each 1 ≤ a ≤ n, the polynomial pa(t) by
pa(t) =
∏
b6=a
1≤a,b≤n
pab(t)
Having done that, we form the matrix
M = (p1, . . . , pn)
having as first column the coefficients of p1(t), ordered in increasing
powers of t (first the coefficient of 1, then that of t, . . . ), and so on.
But we made choices for the Hopf lift, so we shall need to normalize
the determinant of M appropriately, in order to have a (normalized)
determinant function which is independent of such choices. For this
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purpose, we form the quantity
V =
∏
1≤a<b≤n
∣∣∣∣ uab ubavab vba
∣∣∣∣
where zab = (uab, vab) is the Hopf lift of tab. The Atiyah-Sutcliffe (nor-
malized) determinant function D(x1, . . . ,xn) is defined by
DU(n)(x1, . . . ,xn) =
det(M)
V
One can check that DU(n) is well-defined. DU(n) has the important
properties of being invariant under the Weyl group W of G = U(n)
(W is of course the full permutation group on n symbols), invariant
under SO(3) and invariant under scaling of the original configuration
x. The Atiyah-Sutcliffe conjecture 2 can now be stated.
Conjecture 2.2 (Atiyah-Sutcliffe conjecture 2, [4]). For any configu-
ration x ∈ Cn(R
3), we have |DU(n)(x)| ≥ 1.
This is clearly a stronger conjecture than conjecture 2.1 (Atiyah-
Sutcliffe conjecture 1), and has been proved for n = 3 by Atiyah in
[1] and [2], and for n = 4 by Bou Khuzam and Johnson in [6], and by
Svrtan independently and around the same time (cf. [11]). At the time
of writing this article, the Atiyah-Sutcliffe conjecture 2 (Conjecture 2.2)
remains open for n > 4, apart from some special configurations (cf. [7]
and [8]).
Remark 2.1. Though we shall not discuss it further, Atiyah and Sut-
cliffe made a third conjecture in [4] (known as conjecture 3), which,
if true, would imply conjecture 2. Conjecture 3 was also proved to be
true for n = 4 in [6] and [11], independently and almost simultaneously.
3. The symplectic groups (Sp(n))
We review here the author’s construction in [10] for the Lie groups
G = Sp(n). If xa ∈ R
3, for 1 ≤ a ≤ n, then one can think of x = (xa)
as an element of t ⊗ R3, i.e. a triple of elements of t, where t ≃ Rn
is the Cartan subalgebra corresponding to a maximal torus T of G =
Sp(n). The condition that x is a regular triple amounts to requiring
that xa 6= 0 for 1 ≤ a ≤ n, and xa ± xb 6= 0, for all distinct a, b with
1 ≤ a, b ≤ n (or equivalently, for all 1 ≤ a < b ≤ n).
We now form the polynomials pa(t), for 1 ≤ a ≤ n, of degree at most
2n− 1, depending on a complex variable t, having as roots
s
(
−xa + xb
‖−xa + xb‖
)
, s
(
−xa − xb
‖xa + xb‖
)
and s
(
−
xa
‖xa‖
)
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for all 1 ≤ b ≤ m, b 6= a (with, as before, the convention of disregarding
the roots which are ∞). The pa(t) are determined up to a non-zero
scalar multiple.
Next, we form the polynomials qa(t), for 1 ≤ a ≤ n, of degree at
most 2n− 1, depending on a complex variable t, having as roots
s
(
xa + xb
‖xa + xb‖
)
, s
(
xa − xb
‖xa − xb‖
)
and s
(
xa
‖xa‖
)
for all 1 ≤ b ≤ m, b 6= a, with the same convention for infinite roots
as before. Note that the roots of qa(t) can be obtained from those of
pa(t) by replacing xa with −xa. Another observation is that the roots
of qa(t) are the antipodal points (on the Riemann sphere Cˆ) of those
of pa(t).
We then form the 2n by 2n complex matrix M as follows
M = (p1, q1, p2, q2, . . . , pn, qn)
which means for instance that the first column contains the polynomial
p1(t), thought of as a 2n-dimensional complex vector whose entries are
the coefficients of p1(t), ordered so as to correspond to increasing powers
of t, the second column contains the coefficients of q1(t), and so on.
Conjecture 3.1 (Conjecture 1 for G = Sp(n), cf. [10]). Given any
configuration x ∈ (t ⊗ R3) \∆, corresponding to G = Sp(n) (in other
words, xa 6= 0 for all 1 ≤ a ≤ n, and xa±xb 6= 0, for all 1 ≤ a < b ≤ n),
the corresponding polynomials p1, q1, . . . , pn, qn are linearly independent
over C.
If Conjecture 1 for G = Sp(n) is true (in other words, Conjec-
ture 3.1), then one can show that the matrix M essentially defines
a smooth map with domain t⊗ R3 and target GL(n,H)/(C∗)n, which
is equivariant under the Weyl group W of G = Sp(n). This makes
use of the observation that a pair (pa, qa) defines a quaternionic vector
va ∈ (H
n \ {0})/C∗, since the roots of qa are the antipodals of those
of pa, and the antipodal map, in the case of an odd number of roots,
induces a quaternionic map on the corresponding polynomial space.
For more details, the reader may refer to [10].
If one composes the smooth map above, from t⊗R3 intoGL(n,H)/(C∗)n,
with the smooth map fromGL(n,H)/(C∗)n into Sp(n)/U(1)n, obtained
from quaternionic polar decomposition (a special case of the Cartan
decomposition), one then obtains a smooth W -equivariant map from
t⊗ R3 into Sp(n)/U(1)n, where W is the Weyl group of Sp(n). Thus,
provided conjecture 3.1 is true, one can actually have an explicit solu-
tion of the Berry-Robbins problem for G = Sp(n).
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We shall also define a normalized determinant function DSp(n). De-
fine, for 1 ≤ a < b ≤ n, the following quantities
t−+ab = s
(
−xa+xb
‖−xa+xb‖
)
, t++ab = s
(
+xa+xb
‖+xa+xb‖
)
,
t−−ab = s
(
−xa−xb
‖−xa−xb‖
)
, t+−ab = s
(
+xa−xb
‖+xa−xb‖
)
.
Also define, for each 1 ≤ a ≤ n,
t−a = s
(
−xa
‖−xa‖
)
and t+a = s
(
+xa
‖+xa‖
)
Choose, for each pair (a, b), with 1 ≤ a < b ≤ n, Hopf lifts v++ab , v
+−
ab ,
v−+ab and v
−−
ab of t
++
ab , t
+−
ab , t
−+
ab and t
−−
ab respectively. Also choose, for
each 1 ≤ a ≤ n, Hopf lifts v+a and v
−
a of t
+
a and t
−
a respectively. Once all
these choices of Hopf lifts are made, construct the polynomials pa and qa
using these Hopf lifts (the polynomials are now completely determined,
just as in the previous section).
We now define the quantity
V =
∏
1≤a<b≤n
∣∣∣∣ u
−+
ab u
+−
ab
v−+ab v
+−
ab
∣∣∣∣
2 ∏
1≤a<b≤n
∣∣∣∣ u
−−
ab u
++
ab
v−−ab v
++
ab
∣∣∣∣
2 ∏
1≤a≤n
∣∣∣∣ u
−
a u
+
a
v−a v
+
a
∣∣∣∣
Finally, we define the normalized determinant DSp(n) by
DSp(n)(x1, . . . ,xn) =
det(M)
V
The normalized determinant DSp(n) is invariant under the Weyl group
W of G = Sp(n), as well as the action of SO(3), and scaling of the
configuration x.
Conjecture 3.2 (Conjecture 2 for G = Sp(n), [10]). For any config-
uration x ∈ (t ⊗ R3) \ ∆, for G = Sp(n) (which means that xa 6= 0
for all 1 ≤ a ≤ n, and xa ± xb 6= 0, for all 1 ≤ a < b ≤ n), we have
|DU(n)(x)| ≥ 1.
This was actually proved for n = 2 in [10], and is a conjecture for
n ≥ 3 (at least at the time of writing).
4. The orthogonal groups in even dimensions (SO(2m))
If xa ∈ R
3, for 1 ≤ a ≤ m, then one can think of x = (xa) as
an element of t ⊗ R3, i.e. a triple of elements of t, where t ≃ Rm is
the Cartan subalgebra corresponding to a maximal torus T of G =
SO(2m). The condition that x is a regular triple amounts to requiring
that xa±xb 6= 0, for all distinct a, b with 1 ≤ a, b ≤ m (or equivalently,
for all 1 ≤ a < b ≤ m).
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We now form the polynomials pa(t), for 1 ≤ a ≤ m, of degree at
most 2m− 2, depending on a complex variable t, having as roots
s
(
−xa + xb
‖−xa + xb‖
)
and s
(
−xa − xb
‖xa + xb‖
)
for all 1 ≤ b ≤ m, b 6= a (with, as before, the convention of disregarding
the roots which are ∞). The pa(t) are determined up to a non-zero
scalar multiple.
Next, we form the polynomials qa(t), for 1 ≤ a ≤ m, of degree at
most 2m− 2, depending on a complex variable t, having as roots
s
(
xa + xb
‖xa + xb‖
)
and s
(
xa − xb
‖xa − xb‖
)
for all 1 ≤ b ≤ m, b 6= a, with the same convention for infinite roots
as before. Note that the roots of qa(t) can be obtained from those of
pa(t) by replacing xa with −xa. Another observation is that the roots
of qa(t) are the antipodal points (on the Riemann sphere Cˆ) of those
of pa(t).
We then form a 2m− 1 by 2m complex matrix M ′ as follows
M ′ = (p1, q1, p2, q2, . . . , pm, qm)
which means for instance that the first column contains the polynomial
p1(t), thought of as a 2m−1-dimensional complex vector whose entries
are the coefficients of p1(t), ordered so as to correspond to increasing
powers of t, the second column contains the coefficients of q1(t), and
so on.
Choose for each pair (a, b), with 1 ≤ a, b ≤ m and a 6= b, Hopf
lifts v++ab , v
+−
ab , v
−+
ab and v
−−
ab of t
++
ab , t
+−
ab , t
−+
ab and t
−−
ab , respectively.
Note that, while ts1s2ab and t
s2s1
ba are equal (where s1 and s2 are elements
of {−,+}), yet their chosen lifts need not be the same. Define, for
1 ≤ a ≤ m, the following quantities
ca =
∏
b6=a
1≤b≤m
(∣∣∣∣ u
−+
ab u
+−
ab
v−+ab v
+−
ab
∣∣∣∣ ·
∣∣∣∣ u
++
ab u
−−
ab
v++ab v
−−
ab
∣∣∣∣
)
We also define the quantity
V =
m∏
a=1
ca
Finally, we add an extra row r = (pˆ1, qˆ1, . . . , pˆm, qˆm), at the bottom
of the matrix M ′, and denote the new matrix by M . The entries pˆa
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and qˆa of the row r are defined by
pˆa = −
(ca
V
)
det(M ′qa)
qˆa =
(ca
V
)
det(M ′pa)
where M ′pa (respectively M
′
qa
) is the 2m − 1 by 2m − 1 matrix ob-
tained fromM ′ by deleting the column containing the coefficients of pa
(respectively qa).
We now make the following conjecture.
Conjecture 4.1 (Conjecture 1 for G = SO(2m)). For any configura-
tion x ∈ (t⊗R3)\∆, for G = SO(2m) (which means that xa±xb 6= 0,
for all 1 ≤ a < b ≤ m), the corresponding complex matrix M is non-
singular.
Note that the roots of qa are the antipodals of those of pa, for
1 ≤ a ≤ m, and that the antipodal map induces a real structure
on polynomial space when the number of roots is even. Using this
observation, if conjecture 1 for G = SO(2m) is true (Conjecture 4.1),
the map which associates to a configuration x ∈ (t ⊗ R3) \ ∆ (for
G = SO(2m)) the matrix M , induces a smooth map from the config-
uration space (t ⊗ R3) \ ∆ into GL+(2m,R)/GL+(2,R)m, which has
the properties of being W -equivariant, where W is the Weyl group of
G = SO(2m), and SO(3)-equivariant, all the while being invariant un-
der scaling of the configuration space. We now follow that map with
the map from GL+(2m,R)/GL+(2,R)m into SO(2m)/SO(2)m, coming
from polar decomposition, thus obtaining a smooth map
(t⊗ R3) \∆→ SO(2m)/SO(2)m
which is equivariant under the action of W and SO(3), and invariant
under scaling of the configuration space.
We now wish to define a normalized determinant function DSO(2m)
on the configuration space.
After all the choices of Hopf lifts vs1s2ab are made, for all a, b distinct,
and all possible combinations of s1 and s2 in {−,+}, then the polyno-
mials pa and qa become completely determined, and so are M
′ and M .
We then define the normalized determinant DSO(2m) by
DSO(2m)(x1, . . . ,xn) =
det(M)
2V
The normalized determinant DSO(2m) is invariant under the Weyl group
W of G = Sp(n), as well as the action of SO(3), and scaling of the
configuration x.
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Conjecture 4.2 (Conjecture 2 for G = SO(2m), [10]). For any config-
uration x ∈ (t⊗R3)\∆, for G = SO(2m) (which means that xa±xb 6= 0
for all 1 ≤ a < b ≤ n), we have |DSO(2m)(x)| ≥ 1.
It can be shown that if m = 2, we have
DSO(4)(x) = 1
for any configuration x ∈ (t⊗R3) \∆, for G = SO(4). The calculation
is straightforward, though tedious. This implies that conjecture 2, and
therefore also conjecture 1, is true for G = SO(4).
5. The orthogonal groups in odd dimensions (SO(2m+ 1))
If xa ∈ R
3, for 1 ≤ a ≤ m, then one can think of x = (xa) as
an element of t ⊗ R3, i.e. a triple of elements of t, where t ≃ Rm is
the Cartan subalgebra corresponding to a maximal torus T of G =
SO(2m + 1). The condition that x is a regular triple amounts to
requiring that xa 6= 0 for 1 ≤ a ≤ m, and xa ± xb 6= 0, for all distinct
a, b with 1 ≤ a, b ≤ m (or equivalently, for all 1 ≤ a < b ≤ m).
We now form the polynomials pa(t), for 1 ≤ a ≤ m, of degree at
most 2m, depending on a complex variable t, having as roots
s
(
−xa + xb
‖−xa + xb‖
)
, s
(
−xa − xb
‖xa + xb‖
)
and s (−xa) (with multiplicity 2)
for all 1 ≤ b ≤ m, b 6= a (with, as before, the convention of disregarding
the roots which are ∞). The pa(t) are determined up to a non-zero
scalar multiple.
Next, we form the polynomials qa(t), for 1 ≤ a ≤ m, of degree at
most 2m, depending on a complex variable t, having as roots
s
(
xa + xb
‖xa + xb‖
)
, s
(
xa − xb
‖xa − xb‖
)
and s
(
xa
‖xa‖
)
(with multiplicity 2)
for all 1 ≤ b ≤ m, b 6= a, with the same convention for infinite roots
as before. Note that the roots of qa(t) can be obtained from those of
pa(t) by replacing xa with −xa. Another observation is that the roots
of qa(t) are the antipodal points (on the Riemann sphere Cˆ) of those
of pa(t).
We define the polynomial h(t) of degree at most 2m depending on a
complex variable t, defined up to a scalar multiple, and having as roots
s
(
±
xb
‖xb‖
)
for 1 ≤ b ≤ m (with our usual convention for infinite roots).
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We then form the 2m+ 1 by 2m+ 1 complex matrix M as follows
M = (p1, q1, p2, q2, . . . , pm, qm, h)
which means for instance that the first column contains the polynomial
p1(t), thought of as a 2m+1-dimensional complex vector whose entries
are the coefficients of p1(t), ordered so as to correspond to decreasing
powers of t (the coefficient of t2m first, then that of t2m−1. . . ), and the
second column contains the coefficients of q1(t), and so on. We now
make the following conjecture.
Conjecture 5.1 (Conjecture 1 for G = SO(2m + 1)). For any con-
figuration x ∈ (t ⊗ R3) \ ∆, for G = SO(2m + 1) (which means that
xa 6= 0 for all 1 ≤ a ≤ m, and xa ± xb 6= 0, for all 1 ≤ a < b ≤ m),
the corresponding complex matrix M is non-singular.
Note that the roots of qa are the antipodals of those of pa, for 1 ≤
a ≤ m, and that the roots of h can be grouped as pairs of antipodal
roots. Observe also that the antipodal map induces a real structure
on polynomial space when the number of roots is even. Using this
observation, if conjecture 1 for G = SO(2m + 1) is true (Conjecture
5.1), the map which associates to a configuration x ∈ (t ⊗ R3) \ ∆
(for G = SO(2m+ 1)) the matrix M , induces a smooth map from the
configuration space (t⊗ R3) \∆ into GL+(2m+ 1,R)/(GL+(2,R)m ×
R+), which has the properties of being W -equivariant, where W is the
Weyl group of G = SO(2m+ 1), and SO(3)-equivariant, all the while
being invariant under scaling of the configuration space. We now follow
that map with the map from GL+(2m,R)/(GL+(2,R)m × R+) into
SO(2m+1)/SO(2)m, coming from polar decomposition, thus obtaining
a smooth map
(t⊗ R3) \∆→ SO(2m+ 1)/SO(2)m
which is equivariant under the action of W and SO(3), and invariant
under scaling of the configuration space.
We now wish to define a normalized determinant function DSO(2m+1)
on the configuration space (t⊗R3)\∆ for G = SO(2m+1). Given the
roots t++ab , t
+−
ab , t
−+
ab , t
−−
ab , for distinct pairs (a, b), with 1 ≤ a, b ≤ m, we
choose corresponding Hopf lifts z++ab , z
+−
ab , z
−+
ab and z
−−
ab . And given the
roots t+a and t
−
a of qa respectively pa, we choose corresponding Hopf
lifts z+a respectively z
−
a . Finally, given the roots t
+
a and t
−
a of h, we
choose corresponding Hopf lifts ζ+a and ζ
−
a respectively (note that for
instance, the Hopf lifts v+a and w
+
a need not be the same, despite their
being lifts of the same point t+a on the Riemann sphere). Form the
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quantities
V =
∏
a6=b
1≤a,b≤n
∣∣∣∣ u
−+
ab u
+−
ab
v−+ab v
+−
ab
∣∣∣∣
∏
a6=b
1≤a,b≤n
∣∣∣∣ u
−−
ab u
++
ab
v−−ab v
++
ab
∣∣∣∣
∏
1≤a≤n
∣∣∣∣ u
−
a u
+
a
v−a v
+
a
∣∣∣∣
2
W =
m∏
a=1
det(ζ−a , ζ
+
a )
We can now define the normalized determinant DSO(2m+1) on the con-
figuration space for G = SO(2m+ 1).
DSO(2m+1)(x) =
det(M)
V ·W
The normalized determinant DSO(2m+1) has the properties of being in-
variant under the Weyl group W , as well as SO(3), and scaling of the
configuration space. We now make the following conjecture.
Conjecture 5.2 (Conjecture 2 for G = SO(2m + 1), [10]). For any
configuration x ∈ (t⊗R3) \∆, for G = SO(2m+1) (which means that
xa 6= 0 for all 1 ≤ a ≤ m and xa ± xb 6= 0 for all 1 ≤ a < b ≤ m), we
have |DSO(2m)(x)| ≥ 1.
6. Concluding Remarks
The author has done some numerical testing of conjectures 1 and 2
for the classical groups for small values of n. Kindly observe that the
normalized determinant functions defined here, just as in the original
Atiyah-Sutcliffe case ([4]), exhibit an SL(2,C) invariance. This sug-
gests that there exist hyperbolic versions of these constructions, which
is indeed the case. Details are left to the interested reader. A word of
caution is that in hyperbolic space, there is no distinguished point, so
that the point 0 should be treated as one of the points of the hyperbolic
configuration.
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