A method for estimating parameters in dynamic stochastic (Markov Chain) models based on Kurtz's limit theory coupled with inverse problem methods developed for deterministic dynamical systems is proposed and illustrated in the context of disease dynamics. This methodology relies on finding an approximate large-population behavior of an appropriate scaled stochastic system. The approach leads to a deterministic approximation obtained as solutions of rate equations (ordinary differential equations) in terms of the large sample size average over sample paths or trajectories (limits of pure jump Markov processes). Using the resulting deterministic model, we select parameter subset combinations that can be estimated using an ordinary-least-squares (OLS) or generalized-least-squares (GLS) inverse problem formulation with a given data set. The selection is based on two criteria of the sensitivity matrix: the degree of sensitivity measured in the form of its condition number and the degree of uncertainty measured in the form of its parameter selection score. We illustrate the ideas with a stochastic model for the transmission of vancomycin-resistant enterococcus (VRE) in hospitals and VRE surveillance data from an oncology unit.
Introduction
Closely tied to the formulation of the mathematical models is the need to estimate the parameters (including initial conditions) involved as well as to provide uncertainty bounds for the estimates. Validating the mathematical models with empirical data for the system under investigation is a key step in gaining insight into the system process and evaluating the effectiveness of particular control strategies. A number of advanced mathematical and statistical tools for parameter estimation in deterministic dynamic models are readily available. The key objective of this paper is to present a methodology to estimate parameters in a stochastic model using inverse problem methods developed for deterministic dynamical systems. In these inverse problem methods, parameter estimates along with uncertainty bounds (confidence intervals) are readily obtained from longitudinal data for a single realization of the observation process for the stochastic system. Moreover, sensitivity analysis along with parameter selection (determining which parameters are most "identifiable" with the given data) can be done without massive simulation studies.
(Markov Chain
It is difficult to carry out the above estimation related tasks directly with stochastic models and limited data. Even so, there is a long and substantial record 8−11 (along with the many references therein) of research efforts in this area.
Much of this literature involves a Bayesian approach to Maximum Likelihood Estimators (MLE) for transition parameters in Markov Chain models for infectious disease progression. In addition to requiring additional assumptions (over those for least squares estimation 12 on the observation errors, it is well known that such an approach is computationally intensive even in the case of deterministic models. 13 The alternative methodology presented in this paper (which we employed in a slightly different setting 14 ) is based on using an approximate large-population behavior of an appropriate scaled stochastic system using Kurtz's limit theory.
15,16
By scaling the stochastic system and applying the Strong Law of Large Numbers (SLLN) for the relevant Poisson process, we can derive the corresponding deterministic approximation as solutions of rate equations in terms of the large sample size average over sample paths or trajectories. Using the resulting deterministic model, we select parameter subset combinations (a recently developed methodology 17 for deterministic models) that can be accurately estimated using an ordinary-leastsquares (OLS) or generalized-least-squares (GLS) inverse problem formulation with a given data set along with an appropriate statistical model for the observation process. As noted above (and discussed in detail elsewhere 12 ) an MLE approach requires additional a priori assumptions (specifically one must assume a form for the observation error distributions in forming the likelihood function) and therefore for convenience and generality, we favor an OLS or GLS approach when appropriate. Given an experimental data set, a mathematical model may be more sensitive to some parameters than others, and the dependence between the parameters can impact the well-posedness of an inverse problem. Therefore, it is of interest to limit the attempted estimation to subsets of parameters for which the mathematical model is most sensitive. The analysis used to select the type of inverse problem formulation and the subset of parameters to be estimated from a given data set is based on previous ideas in the literature, 12, 17, 18 and is reviewed in Sec. 4 . The selection procedure is based on two criteria of the sensitivity matrix: the degree of sensitivity measured in the form of its condition number and the degree of uncertainty measured in the form of its parameter selection score. The idea is to first select 2, we show in detail how to obtain the corresponding deterministic approximation using Kurtz's theory. We follow in Sec. 3 with a description of the surveillance data motivating our efforts and the parameters that can be estimated directly from the data. In Sec. 4, we review the inverse problem and parameter selection methodology used to estimate parameters and quantify uncertainty for problems with deterministic systems. Finally, in Secs. 5 and 6, we present some illustrative results and along with some summary conclusions.
A Motivating VRE Stochastic Model
For our motivating example model, patients in a hospital unit are classified by compartments or states as either uncolonized U (t), VRE colonized C(t), or VRE colonized in isolation J(t), as depicted in the compartmental schematic of Fig. 1 . A description of the variables and parameters are given in Table 1 . Patients are admitted to the hospital unit at a rate Λ per day and some fraction m are already VRE colonized. The transition from one compartment to another follows an exponential distribution and the expected mean duration within a compartment is given by the inverse of the parameter of the exponential distribution. A hand-hygiene policy applied to health care workers on isolated VRE colonized patients reduces infectivity by a factor of γ (0 < γ < 1). It is assumed at VRE colonization periods last from weeks to months and because spontaneous decolonization occurs infrequently, clearance of the bacteria is not considered in the model. VRE colonized patients are moved into isolation at a rate α. Uncolonized patients discharged rate 1/day µ 2 VRE colonized patients discharged rate 1/day probabilistic process. The state of the MC at time t is denoted by {U (t) = i, C(t) = j, J(t) = k}, t ≥ 0 and i, j, k ∈ {0, 1, . . . , N}. The probability during a small time interval, dt of transiting from one state to another is described by 
The VRE stochastic model
In the VRE epidemic model a constant population is assumed in which the hospital remains full for all t (i.e., overall admission rate equals overall discharge rate, Λ = µ 1 U + µ 2 (C + J)). Hence, the admission of a patient in either compartments U or C are dependent events on the discharged in either compartment U or C or J (or vice versa). We assume that when a patient is discharged from the hospital, he/she is immediately replaced by an admission into the compartment U with probability (1 − m) or into the compartment C with probability m. Equation (1) is the probability of entering compartment C by either an admission (due to a discharge in compartment U ) or by effective colonization. Equation (2) is the probability of entering compartment C by an admission due to a discharge in J. Equation (3) is the probability of admission to compartment U by a discharge in C. Equation (4) is the probability of admission into compartment U by a discharge in J. Equation (5) is the probability of moving a VRE colonized patient into isolation. Finally, Eq. (6) is the probability that none of the states changes due to: an uncolonized patient being discharged and replaced back into the U compartment, or a VRE colonized patient in C being discharged and replaced back into the C compartment, or no event occurs.
The deterministic approximation
When dividing Eqs. (1)-(6) by dt and taking the limit when dt tends to 0+, we obtain the rates of transitions as summarized in Table 2 . In the stochastic model, the rates represent the mean number of transitions that can be expected in a given period, with the actual numbers distributed about these means. Hence, the rates determine the frequencies of occurrence through time for the transitions or events. We emphasize that it is these transition rates that 
Admission of uncolonized patient We emphasize that it is these transition rates that for i = 1, . . . , 6, be the number of times that the ith transition has occurred by time t. Then, the state of the system at time t can be written as
where R i (t) is a counting process with intensity λ i (U (t), C(t), J(t)) given by
with Y i as independent unit Poisson processes. Note that the state of the system is (U (s), C(s), J(s)) and hence each λ i (U (s), C(s), J(s)) is constant between transition times. Also, note that sample paths r i (t) of R i (t) are given in terms of sample paths (u(t), c(t), j(t)) of (U (t), C(t), J(t)) by
/N be the patient units per system size or the proportion in the stochastic process. The corresponding sample paths are (u N (t), c N (t), j N (t)). We express the rates λ i for i = 1, . . . , 6 in terms of these scaled variables as follows:
Using these rates, we can obtain an approximation for r N i (t), the averages of the r i (t) of (9) by applying the SLLN for the Poisson Process (i.e., Y (N µ)/N ≈ µ). The process results in approximating for large N , the sample paths (u N (t), c N (t), j N (t)) by a large sample size average approximation over paths (ū(t),c(t),j(t)) defined by a deterministic system. That is, we approximate integrals in the averaged sample path equations by integrals that are used as the defining equations for the deterministic 
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The approximations for r N i (t) for i = 2, . . . , 6, can be obtained similarly. When dividing both sides of the sample path analogue of each equation in (7) by N and applying the approximations for r N i (t), we can write the system of integral equations (i.e., rate equations) that approximate the stochastic Eqs. (7) via the SLLN. The rate approximation equations are given by
Upon approximating (u N (t), c N (t), j N (t)) in the left side by (ū(t),c(t),j(t)) and differentiating the above equations, we obtain the defining deterministic ordinary differential equations for (ū,c,j) given by 
To facilitate comparison with the MC model, we letŪ (t) = Nū(t),C(t) = Nc(t), andJ(t) = Nj(t). Then, the system of ordinary differential equations which provides an approximation to averages over sample paths of U ((t), C(t), J(t)) is described by
Simulation results
We carried out simulations to compare the results of the stochastic and deterministic models. The deterministic system was numerically solved using ode45 in Matlab. Both deterministic and stochastic results are generated using the same parameter values and initial conditions as given in Table 3 . We used a stochastic simulation algorithm proposed by Gillespie 31 that is standard for discrete state continuous time MC models. The algorithm is as follows:
(1) Initialize the state of the system; (2) For a given state of the system calculate the transition rates, λ i , for i = 1, . . . , n, where n is the total types of transitions; (3) Calculate the sum of all transition rates λ = n i=1 λ i ; (4) Monte Carlo Step: Simulate the time until the next transition, τ , by drawing from an exponential distribution with mean 1/λ; (5) Monte Carlo Step: Simulate the transition type by drawing from the discrete distribution with P (transition = i) = λ i /λ. Generate an uniformly distributed random number r 2 . For 0 < r 2 < λ 1 /λ transition 1 is chosen, for λ 1 /λ < r 2 < (λ 1 + λ 2 )/λ transition 2 is chosen, and so on; (6) Update the new time t = t + τ and the new system state; (7) Iterate Steps 2-6 until t ≥ t stop . Table 3 . Figure 2 depicts a simulation of the state variable J of the stochastic model for a sample of 5 stochastic realizations (N = 37, t stop = 500) plotted in comparison to the deterministic numerical solution for the J compartment (similar behavior is observed when plotting the other model compartments). Note that the stochastic realizations exhibit very large differences. However, when carrying out the simulations for larger values of N, the variation between the stochastic realizations decreases as the value of N increases and become quite close to the numerical solution of the deterministic model, as seen in Fig. 3 . To quantitatively analyze how the variability of the stochastic realizations decreases as N increases, we calculated the coefficients of variation (CV) in the range t ∈ [300, 400] using 100 stochastic realizations. The coefficients of variation (CV) (defined as the vector of normalized standard errors (see (38)) for (U , C, J) in the range t ∈ [300, 400] using a sample of 100 stochastic realizations depicted in Fig. 3 
VRE Surveillance Data
The motivating surveillance data is from an oncology unit, obtained from the VRE Infection Control database of the Department of Quality Improvement Support Service of Yale-New Haven Hospital. Data reports on the number of VRE cases occurred on admission (including patients transferred), the patients' length of stay, the daily number of patients in isolation due to VRE colonization, the compliance of swab culture administered on admission, and the healthcare worker contacts precautions compliance. Data collection occurred during the period of January 2005 to January 2007 with a mean number of 31 in-patients per day (with a total of 37 beds).
Ward protocol required rectal swabbing all patients on admission, and once a week (every Tuesday) for VRE surveillance. Compliance was not 100%, as the mean percentage of swab cultures taken on admitted patients per day was 77%. Swabtest results were usually returned 48 hours after admission. If a patient tested VRE positive, he/she was isolated. The isolation procedure consisted of contact precautions by the use of gowns, gloves, and the location of a patient in a single room or in a room with another patient who was also VRE positive. If a readmission patient had a positive VRE culture in the past, he/she did not get the rectal swab on admission but was isolated immediately. The isolation report was performed on weekdays (no weekends or holidays). The mean number of isolated VRE colonized patients per day was 9.39 (std = 2.90).
Parameters estimated directly from the surveillance data
Infection control measures were implemented in the form of healthcare worker handhygiene before and after contact with the patients by the use of gloves and gowns, In an attempt to estimate the fraction m of patients that are colonized on admission, we found inconsistencies in the reported prevalence of VRE on admission (the summaries of admitted patients did not match the actual data). In estimating the initial conditions (U 0 , C 0 , J 0 ) from the data reported on the first day of data collection (3 January 2005) , only the number of VRE colonized patients in isolation were reported. Hence, the initial conditions for U 0 and C 0 classes cannot be easily estimated. Another parameter that is of interest and cannot be estimated directly from the data is the VRE transmission rate β. As a result, the fraction of patients that are colonized on admission, the initial conditions, and the transmission rate will be estimated using inverse problem methodology. In Table 3 , we present the estimated and assumed values of the parameters and initial conditions taken as nominal values in inverse problem calculations.
Inverse Problem Methodology
We briefly summarize the statistical methodology for estimating parameters in dynamical systems such as (13) using observations of some of the states. These results are well established both theoretically and computationally and more details 
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(including rigorous arguments with precise statements of underlying assumptions) can be found in numerous references.
12,18,32
Let Y j for j = 1, . . . , n, be longitudinal data observations (which are random variables) corresponding to the experimental data for the observation process. In general, since Y j is not assumed to be free of error (i.e., error in the data collection process), Y j will not be exactly f (t j , θ 0 ), the observed part of the true trajectory at time t j . The statistical model for variability in observations is assumed given by
in the case of absolute error in the measurements. Thus, we can envision experimental data as generally consisting of observations from a "perfect" model plus an error component, where θ 0 corresponds to the "true" parameter that generates the observations Y j for j = 1, . . . , n. We assume that the E j 's are generated from a generally unknown probability distribution P . They are assumed to satisfy the error assumptions.
(EA) The random variables E j , j = 1, . . . , n, are independent identically distributed with mean zero (i.e., E(E j ) = 0) and constant finite variance (i.e.,
The observational process corresponding to the mathematical model (13) is denoted by
where the observation function f (t j , θ) depends on the parameters θ in a nonlinear fashion.
Ordinary least squares (OLS) estimation
If the error distribution is unknown, an OLS optimization procedure is often employed. This method can be viewed as minimizing the distance between the data and the model where all observations are treated to be of equal importance. The OLS method defines "best" as when the norm square of the residuals is a minimum
This corresponds to solving for θ in
We do not know the distribution of the random variable θ OLS , but under a number of regularity and sampling hypotheses, as n → ∞, θ OLS is approximately 
where the covariance matrix Σ n 0 is defined by
Here χ n (θ) = {χ jk } is the sensitivity matrix given by
The error variance σ 2 0 is approximated bŷ
as the bias adjusted estimate for σ 2 0 , whereθ OLS is the realization of θ OLS for a given realization {y j } of {Y j }. The covariance matrix Σ n 0 is approximated bŷ
Therefore, in practice one uses the approximation
Asymptotic standard errors for the parameter estimates are obtained by taking square roots of the diagonal elements ofΣ n OLS , i.e., SE (θ k ) = (Σ n OLS ) kk , k = 1, . . . , p. The sensitivity matrix can be calculated by solving the sensitivity equations
where in our example (13) , written asẋ = g(x(t), θ), ∂g/∂x is a 3 × 3 matrix function and both ∂x/∂θ and ∂g/∂θ are 3 × p matrix functions.
Generalized least squares (GLS) estimation
If the error distribution is unknown and we suspect that relative error is present in the measurement, then the assumption of constant variance of the error in the longitudinal data does not hold. In such cases, a generalized least square (GLS) optimization procedure should be employed. For this case, we need to formulate a e asymptotic þÿ t h e o r y 1 2 
where the E j satisfy (EA). It follows that θ 0 ) ). In this case, GLS can be viewed as minimizing the distance between the data and the model while taking into account a model dependency variance in the observations. The GLS method defines "best" estimator as θ GLS obtained from solving
with the corresponding estimateθ GLS for a given realization {y j }. From asymptotic theory 12,18 we find
where θ) ). Using the estimates, we have the covariance matrix approximation
and the error variance approximation
Therefore, in practice, we use the approximation
We can also calculate the asymptotic standard errors forθ GLS by taking the square roots of the diagonal elements of the covariance matrixΣ n GLS . Again the sensitivity matrix χ(θ GLS ) = {χ jk } can be calculated using the sensitivity equations in (21) . 
GLS by minimizing
(4) Set k = k + 1 and return to 2. Terminate the process when two successive estimates forθ GLS are"close" to one another.
Subset selection algorithm
It is typical that in systems such as (13), some of the parameters (components of θ) are more readily estimated than others. The ability to accurately estimate a parameter is directly related to the sensitivity of the model output to a parameter. In order to identify the subset of parameters that has a high sensitivity to the mathematical model, we use the identifiability analysis recently developed. 17 The parameter selection or parameter identifiability algorithm consists of considering two criteria:
(1) Select the combinations of parameter vectors that have a full rank sensitivity matrix χ n (θ). The degree of sensitivity for the matrix is measured in the form of its condition number κ(χ n (θ)) defined below in (36); (2) For each parameter vector selected in the first criterion, estimate its degree of uncertainty. Its degree of uncertainty is measured in the form of the parameter selection score υ(θ) defined by (37).
The motivation behind the first criterion is as follows. If θ 0 is the true parameter, then ∆θ = θ − θ 0 denotes a local perturbation from θ 0 . This gives rise to a local perturbation ∆y(t) = y(t, θ) − y(t, θ 0 ) in the model output. Then, by a first order Taylor approximation, we obtain the approximate relationship ∆y ≈ χ∆θ.
A parameter vector is identifiable (locally) if the above equation can be solved uniquely for ∆θ. This is the case if rank(χ) = p, or equivalently, if and only if the Fisher information matrix,
The Fisher information matrix measures the amount of information that an observation process carries an unknown parameter θ. If near-singularity of F is present, If one focuses on properties of the sensitivity matrix χ(θ) rather than the Fisher information matrix, a singular value decomposition (SVD) of the sensitivity matrix plays a crucial role in uncertainty quantification. The SVD of the sensitivity matrix is denoted by
where U = [U 1 U 2 ] and V are n × n and p × p orthogonal matrices, with U 1 containing the first p columns of U and U 2 containing the last n − p columns. Λ is a p × p diagonal matrix defined as Λ = diag(s 1 , . . . , s p ) with s 1 ≥ s 2 ≥ · · · ≥ s p ≥ 0, and 0 denotes an (n − p) × p matrix of zeros. Suppose that f (t, θ) is well approximated for all t = t j by its linear Taylor expansion around θ 0 as
We can then define the estimator θ OLS that minimizes |Y − f (θ)| 2 and using the invariance property of the Euclidean norm (i.e., |w|
Solving |−ΛV If χ(θ) ∈ R n×p is a full rank sensitivity matrix (i.e., rank(χ(θ)) = p) its condition number κ is defined as the ratio of the largest to smallest singular value given by
which provides a degree of singularity due to perturbations and hence a criterion for parameter identifiability. If the columns of χ(θ) are nearly dependent then (36) is large. Motivation of the second criterion is the uncertainty in the parameters of a particular subset combination that can be quantified using the standard errors SE (θ). In order to compare the degree of variation from one parameter to another, the vector coefficient of variation CV = SE (θ)/θ ∈ R p is used. The CV (defined in (38)) allows one to compare the parameters even if the parameter estimates are substantially different in units and scales. Hence, a second criterion can be established by considering the parameter selection score
where |·| is the norm in R p and
In (37), a value near zero indicates lower uncertainty possibilities in the estimation, while large values suggest a possibility of a wide uncertainty in at least some of the estimates. We note that of course these scores depend on the number p of parameters being estimated. In general, the algorithm 17 that searches all possible parameter combinations and selects the ones satisfying criterias 1 and 2 is the following:
(1) Combinatorial search. For a fixed p, 1 ≤ p ≤ K (where K is total number of parameters and initial conditions that are candidates for estimation for our problem here K = 8), calculate the set 
is the appropriate covariance matrix from the asymptotic error theory. Calculate the parameter selection score as υ(θ) = |CV (θ)|.
Inverse Problem Results
Optimization algorithm testing with synthetic data
Before illustrating with the VRE surveillance data, we test and illustrate use of the optimization algorithm to investigate the convergence of the parameters estimatesθ to the known values θ 0 . In order to do this, we construct a synthetic dataset {y j } for j = 1, . . . , n, by adding variability to the corresponding model solution component (13) . The statistical model that captures the variability is taken as
where z j is a realization from a standard normal variable (i.e., Z j ∼ N (0, 1)) and σ is the constant variability. The magnitude of σ determines how much noise is added. A low value indicates that the data points tend to be very close to the same value (the mean), while high values indicates that the data are "spread out" over a large range of values. Therefore, we can expect that 95% of the time, numbers generated from this distribution will fall in the interval [−1.96σ, 1.96σ]. To this end, we consider the standard error as one indication of the ability of the algorithm to estimate the parameters using the synthetic data set. The OLS and GLS optimization were solved with MATLAB routine lsqnonlin for n = 500. Parameter upper bounds are taken as 5, 1, 1, 1, N, N, 1, 1) and lower bounds are set to zero. Note that the upper bound for α is 0.5 because the method for VRE detection is assumed to take at least 2 days. The model solutions f (t j , θ 0 ) = J(t j , θ 0 ) are generated with initial conditions and parameter values θ 0 for the oncology unit as described in Table 3 (which are assumed to be the true values). By introducing variability levels such as σ = 0, σ = 0.01, σ = 0.05, and σ = 0.1 in the model solutions, the reliability of the algorithm and hence that of estimates are explored. Note that even though we are adding constant variability to the synthetic data, the GLS optimization algorithm is tested with this data. This is because, we wish to investigate how the noise affects the standard deviation and not how meaningful they are. Tables 6, 7 , and 8 in the Appendix, we summarize the results for the inverse problems for θ = (J 0 , C 0 , β), θ = (J 0 , C 0 , m, β), and θ = (α, J 0 , C 0 , m, β) using an OLS and a GLS optimization formulation. We note that, in these tables, in some cases, the resulting confidence intervals do not cover the true parameter θ 0 . This is expected especially in the case of experimental data and models where no true value exists but can also occur in synthetic data examples where a true θ 0 does exist by construction. Moreover, in these particular examples with constant variance synthetic data, we can expect the GLS standard error values to perhaps be optimistic (there is a mismatch between the error model and the GLS asymptotic theory) as well as fail to cover the generating θ 0 . Nonetheless, results indicate that both algorithms appear to be reliable for the estimation of the parameters since the estimated values are close to their true values. Finally, as depicted in Figs. 4, 5, and 6, we observe that as σ increases, the corresponding standard errors increase. This indicates that the reliability of both algorithms in estimating the parameters depend, of course, on the observational error in the data. Similar results were obtained for the other types of inverse problem formulations.
Subset selection results using the oncology unit surveillance data
To carry out the subset selection algorithm with the oncology unit surveillance data, we assumed nominal parameter values described in Table 3 . Since we are interested in estimating the initial conditions, transmission rate, and the fraction of patients that are already colonized on admission, when p = 4 the only parameter (J0,C0,[5'), 9 = (J0,C0,m,[3) , and 0 = þÿ ( 0 ¢ , J 0 , C 0 , m , [ 5 ) In Table 4 , we present the resulting selection score υ(θ) and condition number k(χ(θ)) for each subset of parameters when p = 1, . . . , 8. Values that fall in the smallest selection score with the relative small condition number are considered the þÿ -1 --+ " " " " " " In Table 4 , we present the resulting selection score 11 (9) and condition number most feasible subset of parameters. Results indicate that the subsets of parameters θ = (J 0 , C 0 , m, β) have small condition numbers and relatively small selection scores indicating that these subsets might provide low uncertainty in the parameter estimates. In Table 5 , we summarize the results of 4 inverse problems corresponding to the subsets with the lowest selection scores and small condition numbers.
e oncology unit surveillance data with nominal parameter values described in Table   3 using the LS optimization. 
We analyze the results using the coefficient of variation (CV) by considering the effect that the inclusion or exclusion of parameters has on the vector θ = (J 0 , C 0 , m, β) . In this subset, the standard errors for J 0 is about 0.4% of the estimate, for C 0 it is about 0.8% of the estimate, for m it is about 1.6% of the estimate, and for β it is 0.3% of the estimate. When including γ (i.e., θ = (γ, J 0 , C 0 , m, β)), the CV increases for almost all parameters. On the other hand, when m is dropped or when the initial conditions are dropped, there is a reduction in the CV. Since this reduction is not significant, we can conclude that the subset θ = (J 0 , C 0 , m, β) is a good choice to be estimated from the oncology surveillance data since it provides estimates with low uncertainty.
Comparison of residual plots (details on the use of residual plots in such problems are readily available 12 ) for all subsets of parameters combinations suggested that the assumptions of the relative error statistical model (22) corresponding to the GLS procedure are most suitable. In particular, the residual analysis for Table 5 ; N = 37 patients, tstop = 500. estimating θ = (J 0 , C 0 , m, β) using OLS vs. GLS is presented in Fig. 7 . Note the similarity between the plots of Figs. 7(a) and 7(c) which strongly supports the assumption of longitudinal independence. The OLS residual plot (b) in Fig. 7 reveals a slight fan shaped error structure which indicates the constant variance (absolute error) assumption is suspect. When GLS optimization is used instead, the residual plot (d) in Fig. 7 (note the difference in scales on the vertical axes of (b) and (d)) reveals a more random error structure, suggesting that the GLS procedure is most appropriate. A best fit of the model solution to the oncology surveillance data is plotted in Fig. 8 . Also in Fig. 9 , we plot 5 stochastic realizations with the original stochastic model using the best fit estimated parameters in Table 5 in comparison to the numerical solution of the deterministic model. We note that this is not a particularly encouraging fit of models to the experimental data, perhaps suggesting unaccounted for modeling error which is discussed below and is addressed in a technical report 19 and a forthcoming manuscript.
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Concluding Remarks
Over the past decade, efforts to connect models to data in the context of disease dynamics have grown dramatically. While many of these efforts have been carried out in the context of deterministic epidemic models, 34 as we have already noted, a significant number 8−11 involve stochastic models in an MLE Bayesian framework.
It is not only the case that the use of stochastic Markov Chain models is often most appropriate, moreover the use of stochastic processes in epidemiology has had a long and distinguished history 35 going back to 1766.
The introduction of a methodology for parameter estimation within the context of a typical MC stochastic model through the use of a limit theory due to Kurtz provides a simple rigorous approximation approach for solution to an inverse problem of interest to epidemiologists. We have illustrated this approach with an example of nosocomial infections in hospital occupancy units. Since the number of beds in a typical hospital unit is small, it is natural to consider an integer valued stochastic model. Estimating epidemiological parameters in such a stochastic model can be a difficult task, particularly when the data is quite limited. The alternative approach involving the estimation of parameters from a corresponding deterministic approximation to the MC stochastic model, based on large sample size averages over sample paths, provides a reasonable first step. Once a deterministic approximation is obtained, one can readily apply standard as well as recently developed parameter estimation methods for deterministic systems which not only provide the parameter estimates but also the corresponding measures of uncertainty for the estimates.
Our presentation here amply illustrates the effective use of the proposed methodology. In fact, it permits one to evaluate the usefulness of the model formulated above and conclude that it is not adequate to describe the VRE hospital data e similarity between the plots of Figs. 7(a) and 7(c) Fig. 8 . Also in Fig. 9 available to us. In revisiting the hospital protocols and carefully considering trends and patterns in the data, we found strong support for models with delays (there is a two day delay in reporting testing results) as well as for models with jump discrete events (infective individuals are all removed and put in isolation on the day each week that testing results are returned). In our subsequent efforts, we have developed models with delays as well as discontinuities for jump phenomena. These are reported elsewhere. 
