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Abstract
In this paper we consider heat kernel measure on loop groups associated to the H1=2-metric.
Unlike Hs-case ðs > 1=2Þ; there is a difﬁculty that H1=2 is not contained in the space of
continuous loops. So we take limits. There are two limiting methods. One is to use delta
functions and to let s go down to 1=2: The other is to ﬁx s at 1=2 and to approximate the delta
functions. For the second approach, a generalization of heat kernel measures is needed. Then,
the ﬁrst approach can be obtained as a special case of the second one. The limit in the sense of
ﬁnite dimensional distribution is the ﬁctitious inﬁnite dimensional Haar measure.
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1. Introduction
In this paper we will discuss the convergence of ﬁnite dimensional distributions of
heat kernel measures on loop groups over compact Lie groups as the associated
reproducing kernel Hilbert space tends to H1=2 in some sense. We will generalize heat
kernel measures on both free and pinned loop groups and show that all of their ﬁnite
dimensional distributions converge to the product of the normalized Haar measure
of the compact Lie group.
Heat kernel measures on loop groups are ﬁrst constructed by Malliavin [22]. Since
then a number of papers on this topic have been published. See [1,4–14,18], and
references therein. Roughly speaking, heat kernel measures correspond to
reproducing kernel Hilbert spaces of inﬁnite dimensional Gaussian measures. So
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there are many kinds of heat kernel measures. It is easy to see that all of their ﬁnite
dimensional distributions converge to the product of the normalized Haar measure
as the time parameter tends to inﬁnity. However, it has not been known yet whether
they converge or not as we ﬁx time parameter and let the reproducing kernel Hilbert
space ‘‘tend’’ to H1=2:
We will explain how the Hilbert space ‘‘tends’’ to H1=2: First, remember that an
inﬁnite dimensional Brownian motion taking its values in an abstract Wiener space is
used in order to construct heat kernel measures on loop groups. More precisely, the
pairings of the delta functions and the abstract Wiener space valued Brownian
motion drive the system of stochastic differential equations and they determine a
heat kernel measure (see [6,22]). However, there is a problem when the reproducing
kernel Hilbert space is H1=2: H1=2 is not contained in the space of continuous loops.
Equivalently, the delta functions are not elements of H1=2* ¼ H1=2: So we cannot
construct the heat kernel measure associated with H1=2 in the same way as in [6,22].
However, we will try to approximate it in this paper.
We will think of two approaches which are in fact quite similar. In the ﬁrst
approach we consider the continuous loop spaces and take smaller Hilbert spaces
Hs ðs > 1=2Þ: The driving Brownian motions of the system of stochastic differential
equations are the pairings of the delta functions and the inﬁnite dimensional
Brownian motion. Then we let sr1=2: We will show that ﬁnite dimensional
distributions of these heat kernel measures associated with Hs-metric converge to the
product of the Haar measure. These heat kernel measures associated on free loop
groups are ﬁrst deﬁned by Malliavin [22]. See also Inahama [18] for the setting in
context of abstract Wiener spaces. Similar measures on pinned loop groups are
deﬁned in the same way.
The second approach is as follows: We will deﬁne new heat kernel measures. In
fact, this approach contains the ﬁrst one as a special case (see Example 2.12). We ﬁx
s ¼ 1=2 and take the space of distributions as the support of the Gaussian measure.
By Minlos’ theorem there exists a Gaussian measure on it whose reproducing kernel
Hilbert space is H1=2: The inﬁnite dimensional Brownian motion also exists. Instead
of the delta functions dt ðt is an element of the torus T), we consider a Ho¨lder
continuous mapping tAT/LtAH1=2: Then the pairings of Lt and the inﬁnite
dimensional Brownian motion can be deﬁned for all tAT: Those drive the system of
stochastic differential equations which determines the heat kernel measure on loop
groups. Thus we will obtain a heat kernel measure for given L: Then we take
Lk ðk ¼ 1; 2;y) such that Lk;t-dt for each tAT as k tends to inﬁnity. We will show
that, under suitable conditions, ﬁnite dimensional distributions of heat kernel
measures deﬁned by Lk converge to the product of the Haar measure as k tends to
inﬁnity.
To prove the convergence of the ﬁnite-dimensional distributions, we will use
the representation theory of compact Lie groups, in particular, the theory of
differential representations. Thanks to the Peter–Weyl theorem, the Haar mea-
sure on a compact Lie group is characterized as the only measure with respect
to which integrals of entries of all the irreducible non-trivial unitary representation
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vanish. On the other hand, the expectation of entries of a irreducible unitary
representation with respect to the ﬁnite dimensional distributions of the heat
kernel measures can be explicitly written in terms of the differential representation,
because such a unitary representation is an ‘‘eigenfunction’’ of the operator
which governs the system of stochastic differential equations (or heat equations).
Hence we can easily prove the results if we know the asymptotic behavior of the
covariances. (For example, in the ﬁrst approach, how ðdt; dsÞHs * acts as sr1=2 for
t; sAT:)
The organization of this paper is as follows: In Section 2 we will construct new
heat kernel measures on free loop groups associated with H1=2-metric by using
Minlos’ theorem. The new method implies Hs-heat kernel measure as a special case
(see Remark 2.6 and Example 2.12) and, hence, is a generalization. H1=2 is not
contained in the continuous loop space. So we use the space of distributions. By
Minlos’ theorem there exists a Gaussian measure associated with H1=2 on the
distribution space S0: There also exists a Brownian motion associated with H1=2
taking its values in S0: Instead of the delta functions dt; we consider a Ho¨lder
continuous mapping L : T/H1=2* ¼ H1=2 and use the pairing of the inﬁnite
dimensional Brownian motion and Lt for any tAT as the driving process of the
system of stochastic differential equations which deﬁnes the heat kernel measure on
free loop groups. We will mainly consider Lt ¼ f ð  tÞ for some function f : Then
we will consider a sequence of heat kernel measures deﬁned by a sequence
Lk ¼ fkð  tÞ such that fk-d0 as k-N: With suitable assumptions on fk; we will
obtain a result on the asymptotic behavior of the covariances.
In Section 3 we will construct new heat kernel measures on pinned loop
groups associated with H
1=2
0 -metric by using Minlos’ theorem. We can do it in the
same way as in Section 2 except for one problem. Unlike the case of Hs0 ðs > 1=2),
the pinned subspace of H
1=2
0 is not well deﬁned because d0 is not a continuous
linear functional of H1=2 anymore. So we will use the quotient spaces as the
reproducing kernel Hilbert space and support of the Gaussian measure asso-
ciated with H
1=2
0 : Then under assumptions similar to those in Section 2 we will
deﬁne new heat kernel measures on pinned loop groups. In this case the asym-
ptotic behavior of the covariances is a bit different from the one in the free loop
case.
In Section 4 we will state and prove our main results (Theorems 4.1 and 4.2).
The main results are that ﬁnite dimensional distributions of the sequence of
heat kernel measures constructed in Sections 2 and 3 converge to the product
of the normalized Haar measure. Since heat kernel measures are deﬁned so that
their ﬁnite dimensional distributions satisfy a heat equation (whose generator is
denoted by WLP), the expectation of a unitary representation r can be written
explicitly in terms of the exponential function of drðWLPÞ:WLP is written in terms of
the covariances and contains the parameter we let go to the limit. Using the results
on the asymptotic behavior of covariance, we can prove the theorems in an explicit
way.
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2. A generalization of heat kernel measures on free loop groups
In this section we will construct heat kernel measures associated with H1=2ðgÞ and
a Ho¨lder continuous mapping L : T-H1=2ðgÞ; by using and the inﬁnite
dimensional Brownian motion on the distribution space S0ðT; gÞ: For a special
choice of L; the associated heat kernel measure is equal to the Hs-heat kernel
measure constructed in [22] (see Example 2.12). So this is a generalization of the
Hs-heat kernel measure.
Let us introduce notations ﬁrst. Let G be a compact connected Lie group of
dimension d and let g be its Lie algebra equipped with an AdG-invariant inner
product. Note that such an inner product exists since G is compact. In order to use
the Fourier series in the deﬁnition of Hs-norms below, we need the complexiﬁcation
g#C: The inner product on g is naturally extended to an Hermitian inner product
on g#C: Let us denote by LðGÞ the free loop group over G; i.e.,
LðGÞ ¼ flACð½0; 1	;GÞjlð0Þ ¼ lð1Þg ¼ CðT;GÞ;
where CðT;GÞ denotes the space of continuous functions from the one-dimensional
torus T to G:LðgÞ andLðRÞ are similarly deﬁned. LetS0ðT; gÞ denote the space of
all the g-valued distributions. The HsðgÞ-norm of XAS0ðT; gÞ is deﬁned as follows:
jjX jj2HsðgÞ ¼
XN
n¼N
ð1þ n2ÞsjjXˆðnÞjj2g#C; ð2:1Þ
where
XˆðnÞ ¼ /X ; e2p
ﬃﬃﬃﬃ1p ntSAg#C:
In particular, if XAL2ðT; gÞ ¼ H0ðT; gÞ; then its nth Fourier coefﬁcient is
XˆðnÞ ¼
Z 1
0
X ðtÞe2p
ﬃﬃﬃﬃ1p t dtAg#C:
Note that g-valuedness of X is equivalent to that XˆðnÞ ¼ XˆðnÞ for all nAZ: We
deﬁne HsðgÞ for sAR by
HsðgÞ ¼ fXAS0ðT; gÞjjjX jjHsðgÞoNg: ð2:2Þ
Similarly HsðRÞ and HsðRÞ-norm are deﬁned. It is well known that HsðgÞ is densely
and continuously imbedded inLðgÞ if and only if s > 1=2:We denote bySðT; gÞ the
space of smooth g-valued functions on T: It is easy to see that SðT; gÞ ¼
-Nk¼0HkðgÞ: Equipped with countably many seminorms jj  jjHkðgÞ ðk ¼ 0; 1; 2;yÞ;
SðT; gÞ becomes a Fre´chet space. Then S0ðT; gÞ is the continuous dual of SðT; gÞ;
i.e., S0ðT; gÞ is the totality of all the R-valued continuous linear functionals on
SðT; gÞ: It is easy to see thatS0ðT; gÞ ¼,Nk¼0HkðgÞ as a set. As usual the pairing is
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deﬁned as follows:
/f; fS ¼
XN
n¼N
ð #fðnÞ; fˆðnÞÞg#C ð2:3Þ
for fAS0ðT; gÞ and fASðT; gÞ: The topology given on S0ðT; gÞ is the weakn-
topology. Then S0ðT; gÞ is a locally convex space and the continuous dual of
S0ðT; gÞ is SðT; gÞ: s-ﬁeld on S0ðT; gÞ is the Borel ﬁeld with respect to the weakn-
topology. Similarly SðT;RÞ; S0ðT;RÞ are deﬁned.
Now we consider the Gaussian measure associated with H1=2ðgÞ: The space LðgÞ
is too small to support the Gaussian measure. The theory of Gaussian measures on
locally convex spaces can be found in [2]. Minlos’ theorem below states thatS0ðT; gÞ
is large enough to support the Gaussian measure associated with H1=2ðgÞ:
Theorem 2.1. Let H be a real Hilbert space satisfying that SðT;RÞCH and the
injection is dense and continuous. Then there exists a Gaussian measure mH onS
0ðT;RÞ
such that Z
S0ðT;RÞ
expð
ﬃﬃﬃﬃﬃﬃ
1
p
/f; fSÞmHðdfÞ ¼ exp 
jjf jj2H
2
 !
for any fASðT;RÞ:
Proof. See [23, Theorem 2.2, p. 11]. See also [15, Theorem 2, p. 350] or [17, Section
3.2]. &
Let H ¼ H1=2ðRÞ in the above theorem and consider mH ? mH ðd-times).
Note that by pairing (2.3) we have the following unitary isomorphism;
i:H1=2ðgÞDH1=2ðgÞnDH1=2ðgÞ: An element of the form
F ¼
X
n
FˆðnÞe2p
ﬃﬃﬃﬃ1p ntAH1=2ðgÞ
corresponds to
iðFÞ ¼
X
n
ð1þ n2Þ1=2FˆðnÞe2p
ﬃﬃﬃﬃ1p ntAH1=2ðgÞ:
Indeed, for any G ¼Pn GˆðnÞe2p ﬃﬃﬃﬃ1p nt; we have that
H1=2ðgÞ/F ;GSH1=2ðgÞ ¼
X
n
ðFˆðnÞ; GˆðnÞÞg#C
¼
X
n
ð1þ n2Þ1=2ðð1þ n2Þ1=2FˆðnÞ; GˆðnÞÞg#C
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¼
X
n
ð1þ n2Þ1=2 ð diðFÞðnÞ; GˆðnÞÞg#C
¼ðiðFÞ;GÞH1=2ðgÞ:
Note that, for fASðT; gÞ; jjf jjH1=2ðgÞ ¼ jjiðf ÞjjH1=2ðgÞ:
We have the following inclusions:
SðT; gÞCH1=2ðgÞDH1=2ðgÞCS0ðT; gÞ ð2:4Þ
and for fASðT; gÞZ
S0ðT;gÞ
expð
ﬃﬃﬃﬃﬃﬃ
1
p
/f; fSÞmH1=2ðgÞðdfÞ ¼ exp 
jjiðf Þjj2H1=2ðgÞ
2
 !
: ð2:5Þ
Eqs. (2.4) and (2.5) show that mH1=2ðgÞ is the desired Gaussian measure.
Remark 2.2. The discussion above is a bit confusing because Minlos’ theorem
(Theorem 2.1) is formulated in the ‘‘dual version’’ of usual formulation of the
theory of abstract Wiener spaces (see [16,21] for abstract Wiener spaces).
However, we can see that the deﬁnition above is appropriate, if we compare (2.4)
and (2.5) with the following Eqs. (2.6) and (2.7). For a usual abstract Wiener space
ðW ;H; mÞ; we have
W nCHnDHCW ð2:6Þ
and Z
W
expð
ﬃﬃﬃﬃﬃﬃ
1
p
/f ;wSÞmHðdwÞ ¼ exp 
jjiðf Þjj2H
2
 !
: ð2:7Þ
Here i:W nCHnDH is the inclusion.
Now consider the inﬁnite dimensional Brownian motion. First we show the
sequential completeness ofS0ðT; gÞ: A sequence fxngn¼1;2;y in a locally convex space
X is called Cauchy if pðxm  xnÞ-0 (as m; n-N) for every seminorm p that
generates the topology of X : X is called sequentially complete if every Cauchy
sequence in X converges. ThatS0ðT; gÞ is sequentially complete is veriﬁed as follows.
Since S0ðT; gÞ is equipped with the weakn-topology, the family of seminorms
pf ðfÞ ¼ j/f; fSj (fASðT; gÞ) generates the topology. It is well-known that the
pointwise limit of a sequence of distributions is again a distribution. The following
theorem is in Section 7.2 of Bogachev [2].
Theorem 2.3. Let ðX ;H;mÞ be a sequentially complete locally convex space, a Hilbert
space densely and continuously imbedded in X and a Gaussian measure on X associated
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with H; respectively. Then there exists an X -valued Brownian motion associated
with H:
Because of this theorem there exists a S0ðT; gÞ-valued Brownian motion wðtÞ
associated with H1=2ðgÞ: For FAH1=2ðgÞ; the R-valued process /wðtÞ;FS is a
one-dimensional Brownian motion whose quadratic variational process is
tjjiðFÞjj2H1=2ðgÞ ¼ tjjF jj2H1=2ðgÞ: For fAH1=2ðRÞ and AAg; we denote /wðtÞ; f#AS
by wAðt; f Þ: For more information on inﬁnite dimensional Brownian motions, see
[2,19].
For s > 1=2; the Dirac delta functions, which is used to deﬁne the Hs-heat kernel
measure, are in HsðRÞn (see [18]). However, when s ¼ 1=2 this is no longer the case.
When s ¼ 1=2 we may regard the Dirac delta functions dt as a Ho¨lder continuous
mapping from T to HsðRÞn: Keeping this observation in mind, we formulate the
s ¼ 1=2 case as follows.
Let L : T-H1=2ðRÞ be a Ho¨lder continuous mapping, i.e.,
jjLt  Lt0 jj2H1=2ðRÞpCjt t0jc; t; t0AT ð2:8Þ
for some positive constants c and C: We write GLðt; t0Þ ¼ ðLt;Lt0 ÞH1=2ðRÞ: We
consider the following stochastic differential equations:
xLðdt; tÞ ¼
Xd
i¼1
AiðxLðt; tÞÞ wAið3dt;LtÞ;
xLð0; tÞ ¼ e: ð2:9Þ
Here fAig is an orthonormal basis of g: Note that xL does not depend on the choice
of fAig:
Proposition 2.4. The process xLðt; tÞ has a continuous modification as a G-valued two-
parameter process.
Proof. This proof is based on Driver’s proof (see [7, Section 3]). Note that the key of
this proof is the Ho¨lder continuity (2.8).
Let distðg; hÞ be the Riemannian distance between g; hAG determined by the left
invariant Riemannian metric associated to the inner product on g: Note that
distðkg; khÞ ¼ distðg; hÞ for kAG: Moreover, since the inner product on g is AdG-
invariant, distðgk; hkÞ ¼ distðg; hÞ for kAG: We denote distðg; eÞ by jgj: Then
distðg; hÞ ¼ jhg1j ¼ jgh1j ¼ jg1hj ¼ jh1gj: Noting that jgj2 is smooth in a
neighborhood of e; we see that there exist fACNðGÞ such that f ðeÞ ¼ 0 and
jgj2pjf ðgÞj ð2:10Þ
for every gAG:
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By Kolmogorov’s continuous criterion (for example, see [20, Section 1.4]), it is
sufﬁcient to show that, for any T > 0; there exist CT > 0; a > 0 and b > 2 such
that
E½distðxLðt; tÞ; xLðt0; t0ÞÞa	pCTðjt t0jb þ jt  t0jbÞ ð2:11Þ
holds for every t; t0A½0; 1	 and t; t0A½0;T 	:
First we consider xLðt; tÞ1xLðt0; tÞ for tot0: Since fxLð; tÞgtX0 is a left Brownian
motion, xLðt; tÞ1xLðt0; tÞ and xLðt0  t; tÞ has the same law. By (2.9) we have
f ðxLðt0  t; tÞÞ  f ðeÞ
¼
Xd
i¼1
Z t0t
0
ðAif ÞðxLðs; tÞÞwAiðds;LtÞ
þ 1
2
Z t0t
0
ðWGf ÞðxLðs; tÞÞGLðt; tÞ ds:
By Burkholder’s inequality we have for p > 1
E½jf ðxLðt0  t; tÞÞjp	
pCp
Xd
i¼1
E
Z t0t
0
ðAif ÞðxLðs; tÞÞ2GLðt; tÞ ds


p=2
24 35
þ CpE
Z t0t
0
ðWGf ÞðxLðs; tÞÞGLðt; tÞ ds


p" #
pCpðjt0  tjp=2 þ jt0  tjpÞ; ð2:12Þ
where Cp is a positive constants depending only on p; which may vary from line to
line. By this inequality and (2.10) we have
E½distðxLðt; tÞ; xLðt0; tÞÞ2p	 ¼E½jxLðt; tÞ1xLðt0; tÞj2p	
¼E½jxLðt0  t; tÞj2p	
¼E½jf ðxLðt0  t; tÞÞjp	
¼Cpðjt0  tjp=2 þ jt0  tjpÞ; ð2:13Þ
for some positive constants Cp:
Next, we consider the stochastic differential equation for uðtÞ ¼ xLðt; tÞxLðt; t0Þ1:
Since G is a compact Lie group, we may consider that G is a matrix group. When G is
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a matrix group, it is well-known that xLðt; tÞ and its inverse matrix satisfy the
following stochastic differential equations:
xLðdt; tÞ ¼ xLðt; tÞwð3dt;LtÞ;
xLðdt; tÞ1 ¼  xLðt; tÞ1xLð3dt; tÞxLðt; tÞ1
¼  wð3dt;LtÞxLðt; tÞ1:
Here
wðt;LtÞ ¼
Xd
i¼1
wAiðt; tÞAi
is regarded as a g-valued Brownian motion. Hence uðtÞ ¼ xLðt; tÞxLðt; t0Þ1 satisﬁes
the following:
duðtÞ ¼ xLð3dt; tÞxLðt; t0Þ1 þ xLðt; tÞxLð3dt; t0Þ1
¼ xLðt; tÞfwð3dt;LtÞ  wð3dt;Lt0 ÞgxLðt; t0Þ1
¼ uðtÞ 3 dBðtÞ; ð2:14Þ
where
BðtÞ ¼
Z t
0
AdxLðs;t0Þfwð3ds;LtÞ  wð3ds;Lt0 Þg: ð2:15Þ
It is easy to see that
/wAið;LtÞ  wAið;Lt0 Þ;wAj ð;LtÞ  wAj ð;Lt0 ÞSt
¼ tdijfGs0ðt; tÞ  2Gs0ðt; t0Þ þ Gs0ðt0; t0Þg
¼ tdijjjLt  Lt0 jj2H1=2ðRÞ: ð2:16Þ
Now we will show that
BðtÞ ¼
Z t
0
AdxLðs;t0Þfwðds;LtÞ  wðds;Lt0 Þg ð2:17Þ
Y. Inahama / Journal of Functional Analysis 198 (2003) 311–340 319
holds by writing BðtÞ in terms of Itoˆ integral as follows:
dBðtÞ ¼ xLðt; t0Þfwð3dt;LtÞ  wð3dt;Lt0 ÞgxLðt; t0Þ1
¼ xLðt; t0Þfwðdt;LtÞ  wðdt;Lt0 ÞgxLðt; t0Þ1
þ 1
2
xLðdt; t0Þfwðdt;LtÞ  wðdt;Lt0 ÞgxLðt; t0Þ1
þ 12 xLðt; t0Þfwðdt;LtÞ  wðdt;Lt0 ÞgxLðdt; t0Þ1
¼AdxLðt;t0Þfwðdt;LtÞ  wðdt;Lt0 Þg
þ 1
2
xLðt; t0Þ½wðdt;Lt0 Þ;wðdt;LtÞ  wðdt;Lt0 Þ	xLðt; t0Þ1:
The second term vanishes as follows:
½wðdt;Lt0 Þ;wðdt;LtÞ  wðdt;Lt0 Þ	
¼
Xd
i;j¼1
½Ai;Aj	 d/wAið;Lt0 Þ;wAið;LtÞ  wAið;Lt0 ÞSt
¼
Xd
i¼1
adAi AifGs0ðt; t0Þ  Gs0ðt0; t0Þg dt ¼ 0:
Thus we have veriﬁed (2.17). One now easily sees that BðtÞ is a g-valued Brownian
motion whose variations are equal to the right-hand side of (2.16) since
AdxLðt;t0ÞAOðgÞ:
Eq. (2.14) shows that uðtÞ is a left Brownian motion on G driven by the Brownian
motion BðtÞ: In a similar way to (2.12), we have
E½jf ðuðt; tÞÞjp	pCp
Xd
i¼1
E
" Z t
0
ðAif ÞðxLðs; tÞÞ2
 :
fGLðt; tÞ  2GLðt; t0Þ þ GLðt0; t0Þg ds
p=2
#
þ CpE
Z t
0
ðWGf ÞðxLðs; tÞÞ

fGLðt; tÞ  2GLðt; t0Þ þ GLðt0; t0Þg ds
p
pCpðTp=2jt t0jCp=2 þ Tpjt t0jCpÞ ð2:18Þ
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for some positive constant Cp depending only on p: Here we have used (2.16). From
this inequality and (2.10),
E½distðxLðt; tÞ; xLðt; t0ÞÞ2p	 ¼E½jxLðt; tÞxLðt; t0Þ1j2p	
pE½juðtÞj2p	
pCp
Xm
j¼1
E½jf ðuðtÞÞjp	
pCp;Tðjt t0jCp=2 þ jt t0jCpÞ; ð2:19Þ
for some positive constants Cp;T depending only on p and T :
If we take p so large that Cp=2 > 2; then we obtain (2.11) by (2.13) and (2.19). This
completes the proof. &
Deﬁnition 2.5. We deﬁne the heat kernel measure xLTðdlÞ onLðGÞ as the distribution
of the LðGÞ-valued random variable zLðT ;  Þ:
Remark 2.6. (i) In the argument above, our reproducing kernel of the Gaussian
measure is H1=2ðgÞ:Minlos’ theorem assures that, for any Hilbert space Hn such that
SðT;RÞ is continuously and densely imbedded in Hn; there exists the Gaussian
measure on S0ðT;RÞ whose reproducing kernel Hilbert space is H (see [15,17]). By
taking d-fold product of the resulting measure, we obtain the Gaussian measure on
S0ðT; gÞ whose reproducing kernel Hilbert space is H#g: Hence, given a Ho¨lder
continuous mapping L: T-Hn; we can construct the heat kernel measure associated
with H#g and L in the same way as above. For example, if we take H ¼
HsðRÞ ðs > 1=2Þ and Lt ¼ dt; then we obtain the Hs-heat kernel measure
constructed in [18,22].
(ii) Reading carefully the construction of heat kernel measure above, we see that
the fact that T is the one-dimensional torus is not essentially used. So, given a
compact Riemannian manifold M; a Hilbert space Hn in which SðM;RÞ is densely
and continuously imbedded and a Ho¨lder continuous mapping L : M-Hn; we can
construct heat kernel measures associated with H#g and L on CðM;GÞ in the same
way as above. Here CðM;GÞ is the totality of continuous mappings from M to G:
(Thanks to Minlos’ theorem the Gaussian measure exists on the space of
distributions in this case, too).
Let P ¼ f0pt1o?otno1g be a partition of ½0; 1	 and denote by pP the natural
projection; lALðGÞ/ðlðt1Þ;y; lðtnÞÞAGn: A function u on LðGÞ is called a
cylindrical function if u ¼ U 3 pP for some smooth function UACNðGnÞ: Let us
deﬁne an operator WLP by
WLPu ¼
Xn
k;k0¼1
Xd
i¼1
GLðtk; tk0 ÞðAðkÞi Aðk
0Þ
i UÞ 3 pP; ð2:20Þ
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where
AðkÞ ¼ ð0;y; 0;A; 0;y; 0ÞAgn ðkth componentÞ
for AAg and fAigdi¼1 is an orthonormal basis in g: We will often abuse the notation
to write WLPU for UAC
NðGnÞ:
Proposition 2.7. Let Lt be a Ho¨lder continuous mapping as above and GLðt; sÞ ¼
ðLt;LsÞ: Then we haveZ
LðGÞ
uðlÞxLT ðdlÞ  uðeÞ ¼
1
2
Z T
0
Z
LðGÞ
ðWLPuÞðlÞxLs ðdlÞ ds; ð2:21Þ
or equivalentlyZ
Gn
UðgÞxLT 3 p1P ðdgÞ  UðeÞ ¼
1
2
Z T
0
Z
Gn
ðWLPUÞðgÞxLs 3 p1P ðdgÞ ds: ð2:22Þ
Here e is the constant loop at eAG: In particular, heat kernel measures are determined
by the covariance GLðt; sÞ:
Proof. The proof is an easy application of the Itoˆ’s lemma. The details are
omitted. &
In the following we consider Ho¨lder continuous mapping of the form Lt ¼
f ð  tÞ:
Proposition 2.8. If fA,a>0H1=2þaðRÞ; then Lt ¼ f ð  tÞ satisfies (2.8) and hence
xLTðdlÞ is well defined.
Proof. Suppose that fAH1=2þaðRÞ for some a > 0: Then
jjLt  Lt0 jj2H1=2ðRÞ
¼
X
n
ð1þ n2Þ1=2jfˆðnÞj2je2p
ﬃﬃﬃﬃ1p nt  e2p ﬃﬃﬃﬃ1p nt0 j2
p
X
n
ð1þ n2Þ1=2jfˆðnÞj2j2pnðt t0Þj2a22ð1aÞ
pc
X
n
ð1þ n2Þa1=2jfˆðnÞj2  jt t0j2a
pcjjf jj2Ha1=2ðRÞjt t0j2a: ð2:23Þ
This completes the proof. &
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We now wish to investigate the behavior of the sequence of ﬁnite dimensional
distributions of xLkT when fk ¼ Lk;0-d0 in some sense as k-N: However, the
author was not able to treat the general sequence ffkg: So we add the following
assumptions for ffkg:
Deﬁnition 2.9 (Assumption A). We say that the sequence ffkg in ,a>0H1=2þaðRÞ
satisﬁes Assumption A, if there exists a positive constant Mt independent of k such
that for any ta0;
X
n
j #fkðnÞj2e2p
ﬃﬃﬃﬃ1p nt
ð1þ n2Þ1=2

pMt: ð2:24Þ
Later we will give sufﬁcient conditions for Assumption A.
The following proposition is almost trivial under Assumption A.
Proposition 2.10. Let the sequence ffkgk¼1;2;y of functions in ,a>0H1=2þaðRÞ
converge to d0 in S0ðRÞ: Assuming further that ffkg satisfies Assumption A, then
GLðt; sÞ ¼ ðLt;LsÞH1=2ðRÞ is bounded if tas and GLkðt; tÞ-N as k-N:
Proof. Since ffkg converge to d0; #fkðnÞ-1 as k-N: By Fatou’s lemma,
lim inf
k-N
GLkðt; tÞ ¼ lim inf
k-N
X
n
j #fkðnÞj2
ð1þ n2Þ1=2
X
X
n
1
ð1þ n2Þ1=2
¼N:
The rest is trivial. &
The rest of this section is devoted to give sufﬁcient conditions for Assumption A.
Lemma 2.11. Let ffkgk¼1;2;y be the sequence in ,a>0H1=2þaðRÞ such that fk-d0
as k-N in the space of distribution. Moreover we assume that, for each k;
ð1þ n2Þ1=2j #fkðnÞj2 is a decreasing sequence of n ¼ 1; 2;y : Then ffkg satisfies
Assumption A.
Proof. For each n; #fkðnÞ-1 as k-N; hence #fkðnÞ is bounded for each n: Set
S0 ¼ 0 and
SN ¼
XN
n¼1
e2p
ﬃﬃﬃﬃ1p nt
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for N ¼ 1; 2;y : For ta0; there exists a positive constant c ¼ ct independent of N
such that jSN jpc: Then we haveXN
n¼1
j #fkðnÞj2e2p
ﬃﬃﬃﬃ1p nt
ð1þ n2Þ1=2
¼
XN
n¼1
j #fkðnÞj2ðSn  Sn1Þ
ð1þ n2Þ1=2
¼
XN
n¼1
Sn
j #fkðnÞj2
ð1þ n2Þ1=2
 j
#fkðn þ 1Þj2
ð1þ ðn þ 1Þ2Þ1=2
( )
;
and hence
XN
n¼1
j #fkðnÞj2e2p
ﬃﬃﬃﬃ1p nt
ð1þ n2Þ1=2

pXN
n¼1
jSnj j
#fkðnÞj2
ð1þ n2Þ1=2
 j
#fkðn þ 1Þj2
ð1þ ðn þ 1Þ2Þ1=2


p c j
#fkð1Þj2
21=2
:
This proves Lemma 2.11. &
Example 2.12. Here we give two examples. The parameter in the ﬁrst example is not
k (k-N), but t (t-0). The parameter in the second example is s (sr1=2). Note that
the heat kernel measure deﬁned by fs in the second example is the H
s-heat kernel
measure deﬁned by Malliavin [22] (see also [18]), because
jjfsjj2H1=2ðRÞ ¼
X
n
ð1þ n2Þs ¼ jjd0jj2HsðRÞ:
1. (Heat Kernel on T). Let ptðxÞ (xAT and t > 0) be the solution of the following
heat equation:
@p
@t
¼ 1
2
@2p
@x2
with initial value p0ðÞ ¼ d0:
More concretely, ptðxÞ ¼
P
nð2ptÞ1=2eðxþnÞ
2=2t: Here T is identiﬁed with ½0; 1	:
Then fptg (as t-0) satisﬁes Assumption A and, hence, the assumption of
Proposition 2.10. Indeed, #ptðnÞ ¼ expð2p2n2tÞ:
2. (Hs-heat kernel measure for s > 1=2). For s > 1=2 let fs be such that #fsðnÞ ¼
ð1þ n2Þs=2þ1=4: It is easy to see that fsA,a>0H1=2þaðRÞ and that ffsg
(as sr1=2) satisﬁes Assumption A and, hence, the assumption of Proposition
2.10.
In the following lemma we identify T with the interval ½1=2; 1=2	: The unit
element of T corresponds to 0:
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Lemma 2.13. Let fA,a>0HaðRÞ be a non-negative function such that jjf jjL1 ¼ 1 and
the support of f is contained in ð1=2; 1=2Þ: We set fkðxÞ ¼ kf ðkxÞ for
xA½1=ð2kÞ; 1=ð2kÞ	 and fkðxÞ ¼ 0 otherwise. Then fk-d0 as k-N: and ffkg (as
k-N) satisfies Assumption A and, hence, the assumption of Proposition 2.10.
Proof. It is sufﬁcient to prove that ffkg satisﬁes Assumption A since the rest is
standard. First we consider how fast fˆðZÞ goes to zero as Z-7N: By a similar
computation to (2.23) we have
jjf ðÞ  f ð  tÞjjL2ðRÞpcjjf jjHaðRÞjtja
for some positive constant c: On the other hand, we have for sufﬁciently large jZj
fˆðZÞ ¼
Z
T
f ðxÞe2p
ﬃﬃﬃﬃ1p Zx dx
¼ 
Z
T
f ðxÞe2p
ﬃﬃﬃﬃ1p Z xþ 1
2Z
 
dx
¼ 
Z
T
f x  1
2Z
 
e2p
ﬃﬃﬃﬃ1p Zx dx
¼ 1
2
Z
T
f ðxÞ  f x  1
2Z
  
e2p
ﬃﬃﬃﬃ1p Zx dx:
Here we used the assumption of support of f : From these we have
jfˆðZÞjp1
2
f ðÞ  f   1
2Z
   
L1
p1
2
f ðÞ  f   1
2Z
   
L2
pc0jZja ð2:25Þ
for some positive constant c0: Because fˆðZÞ is continuous, there exists a positive
constant c > 0 such that jfˆðZÞjpcð1þ jZjÞa for any ZAR:
Second we consider how fast df  gðZÞ goes to zero as Z-7N; where gðxÞ ¼ x for
xA½1=2; 1=2	: Since f ; gAL2 and j #gðnÞjpcð1þ jnjÞ1 for some positive constant c;
we have the following:
jdf  gðZÞj ¼ X
n
#gðnÞ
Z
T
f ðxÞe2p
ﬃﬃﬃﬃ1p ðnZÞx dx

¼
X
n
#gðnÞfˆðZ nÞ


p c0
X
n
ð1þ jnjÞ1ð1þ jZ njÞa
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¼ c0
X
n
ð1þ jnjÞ1þða=4Þð1þ jZ njÞ3a=4
 ð1þ jnjÞa=4ð1þ jZ njÞa=4
p c0ð1þ jZjÞa=4
X
n
ð1þ jnjÞ1þða=4Þð1þ jZ njÞ3a=4
p c0ð1þ jZjÞa=4
X
n
ð1þ jnjÞ1ða=2Þ
( ) 4a
4þ2a

X
n
ð1þ jZ njÞ1ða=2Þ
( ) 3a
4þ2a
p c0ð1þ jZjÞa=4 sup
ZA½1=2;1=2	
X
n
ð1þ jZ njÞ1ða=2Þ:
Since
P
nð1þ jZ njÞ1ða=2Þ is a continuous function of Z; there exists a positive
constant c such that jdf  gðZÞjpcð1þ jZjÞa=4:
Now we show Assumption A holds. As in the proof of Lemma 2.11, it is sufﬁcient
to prove that
XN
n¼1
j #fkðnÞj2
ð1þ n2Þ1=2
 j
#fkðn þ 1Þj2
ð1þ ðn þ 1Þ2Þ1=2

pc ð2:26Þ
for some constant c > 0 independent of k:
By the triangle inequality the left-hand side of (2.26) is dominated by
XN
n¼1
j #fkðnÞj2 1ð1þ n2Þ1=2
 1
ð1þ ðn þ 1Þ2Þ1=2


þ
XN
n¼1
j #fkðnÞj2  j #fkðn þ 1Þj2
ð1þ ðn þ 1Þ2Þ1=2

: ð2:27Þ
The ﬁrst term in (2.27) above is dominated by 1=
ﬃﬃﬃ
2
p
because j #fkðnÞjp1 for all n and
k: We consider the second term in (2.27). Noting that #fkðnÞ ¼ fˆðn=kÞ; we have
j #fkðnÞj2  j #fkðn þ 1Þj2 ¼ jfˆðn=kÞj2  jfˆððn þ 1Þ=kÞj2
¼ 2
k
R fˆðyn;kÞ dfˆ
dZ
ðyn;kÞ
 !
;
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where yn;kA½n=k; ðn þ 1Þ=k	: On the other hand, it is easy to verify that
dfˆ
dZ
ðZÞ ¼ d
dZ
Z
T
f ðxÞe2p
ﬃﬃﬃﬃ1p Zx dx
¼  2p
ﬃﬃﬃﬃﬃﬃ
1
p Z
T
xf ðxÞe2p
ﬃﬃﬃﬃ1p Zx dx
¼  2p
ﬃﬃﬃﬃﬃﬃ
1
p df  gðZÞ:
Hence we have
j #fkðnÞj2  j #fkðn þ 1Þj2
 p 2
k
jjf jjL1 jdf  gðyn;kÞj
p 2c
kð1þ jyn;kjÞa=4
p 2c
kð1þ jn=kjÞa=4
p 2c
k1ða=4Þðk þ jnjÞa=4
p c
0
ð1þ jnjÞa=4
;
where c0 > 0 is a constant independent of k: This shows that the second term
in (2.27) is also dominated by a constant independent of k: Thus we have
proved (2.26). &
Example 2.14. Let f be a non-negative piecewise C1-function satisfying
jjf jjL1 ¼ 1: Since fA-a>0H1=2a; ffkg constructed from f in the way explained
in Lemma 2.13 satisﬁes Assumption A and, hence, the assumption of Proposition
2.10.
3. A generalization of heat kernel measures on pinned loop groups
In this section we will construct generalized heat kernel measures on pinned loop
groups in a similar way. The annoying problem is that, unlike the case of HsðgÞ ðs >
1=2Þ; we cannot deﬁne the pinned subspace of H1=2 ðgÞ because the evaluation d0 is
not a continuous linear functional anymore. Instead we will take the quotient spaces
H1=2ðgÞ=I and S0ðT; gÞ=I for the reproducing kernel Hilbert space and the support
of the Gaussian measure, respectively. Here I denotes the totality of constant
functions.
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Let us denote by LeðGÞ by the pinned loop group, i.e.,
LeðGÞ ¼ flALðGÞjlð0Þ ¼ lð1Þ ¼ eg:
Here eAG denotes the unit element of G: Similarly L0ðgÞ ¼ flALðgÞjlð0Þ ¼ lð1Þ ¼
0g and L0ðRÞ are deﬁned. Obviously L0ðgÞ is a closed subspace of LðgÞ: For
s > 1=2 Hs0ðgÞ-norm of XAL0ðgÞ is deﬁned as follows:
jjX jj2Hs
0
ðgÞ ¼
XN
n¼N
jnj2sjjXˆðnÞjj2g#C: ð3:1Þ
Hs0ðgÞ is the totality of the elements inL0ðgÞ whose Hs0ðgÞ-norms are ﬁnite. It is easy
to see that Hs0ðgÞ is a Hilbert subspace of L0ðgÞ and the injection is dense and
continuous. Similarly Hs0ðRÞ is deﬁned.
Heat kernel measures on pinned loop groups are constructed in a similar way to
the free loop case as follows. By modifying the proof in Section 4 in [18] for free loop
case, we can easily prove that there exists a Gaussian measure mðsÞ0 such that
ðL0ðgÞ;Hs0ðgÞ; mðsÞ0 Þ is an abstract Wiener space. By using dtAL0ðRÞCHs0ðRÞn and
stochastic differential equations similar to (2.9), we deﬁne Hs0-heat kernel measure
for s > 1=2: We calculate the covariance ðdt; dsÞHs
0
ðRÞn : By noting that
Gs0ðt; sÞ ¼
X
na0
ðe2p
ﬃﬃﬃﬃ1p nt  1Þðe2p ﬃﬃﬃﬃ1p ns  1Þ
jnj2s
satisﬁes ðGs0ðt; Þ; pÞHs
0
ðRÞ ¼ pðtÞ for any pAHs0ðRÞ; we see that
ðdt; dsÞHs
0
ðRÞn ¼
X
na0
ðe2p
ﬃﬃﬃﬃ1p nt  1Þðe2p ﬃﬃﬃﬃ1p ns  1Þ
jnj2s : ð3:2Þ
Before we proceed to H
1=2
0 -case, we consider how things can be interpreted if we
use LðgÞ=I instead of L0ðgÞ: Here, I denotes the subspace of constant functions.
ClearlyLðgÞ=I andL0ðgÞ are isomorphic as Banach spaces. Moreover, if we deﬁne
a new Hs-metric by
jjX jj2H˜sðgÞ ¼ jjfˆð0Þjj2g þ
X
na0
jnj2sjjfˆðnÞjj2g#C; ð3:3Þ
then H˜sðgÞ=I and Hs0ðgÞ are unitarily isomorphic. The dual space of H˜sðgÞ=I is the
annihilating subspace, H˜sðgÞnI ; of I ; that is,
H˜sðgÞnI ¼ ffAH˜sðgÞnjfðIÞ ¼ 0g:
Note that fðIÞ ¼ 0 is equivalent to #fð0Þ ¼ 0: If we identify H˜sðgÞDH˜sðgÞn through
the Riesz isometry, then H˜sðgÞnI corresponds to the orthogonal complement I> in
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H˜sðgÞ: Similarly, the dual space of LðgÞ=I is the annihilating subspace LðgÞnI ;
that is,
LðgÞnI ¼ ffALðgÞnjfðIÞ ¼ 0g:
Hence we have the following:
LðgÞnICH˜sðgÞnIDH˜sðgÞ=ICLðgÞ=I ; ð3:4Þ
where the injections above are continuous and dense. The Gaussian measure mðsÞ0 on
L0ðgÞ induces a Gaussian measure onLðgÞ=I (which is denoted by mðsÞ0 again). Note
that we obtain the same Gaussian measure on LðgÞ=I if we consider the Gaussian
measure on LðgÞ associated with H˜sðgÞ and then project it onto the quotient space.
Obviously, the triplet ðLðgÞ=I ; H˜sðgÞ=I ; mðsÞ0 Þ becomes an abstract Wiener space and
we can discuss exactly in the same way as we did for the ‘‘subspace version’’. This
‘‘quotient space version’’ as (3.4) is better for a generalization to the case s ¼ 1=2:
In this section we will construct an analog of (3.4) when s ¼ 1=2: We use in the
‘‘subspace version’’ the evaluation map dtAL0ðRÞn in order to construct heat kernel
measures. It is easily veriﬁed that the interpretation of dtAL0ðRÞn must be dt 
d0ALðRÞnI : In the free loop case, we took an approximating sequence fk
(k ¼ 1; 2;y) of d0 and considered Lt ¼ fkð  tÞ: In this pinned loop case, we
consider Lt ¼ fkð  tÞ  fkðÞ:
Keeping these observations in mind, we set the following deﬁnitions for the pinned
loop case when s ¼ 1=2: Let H˜sðgÞ-norm be as in (3.3) and H˜sðgÞ be the totality of
the elements inS0ðT; gÞ whose H˜sðgÞ-norm is ﬁnite. Obviously, H˜sðgÞ is the same set
as HsðgÞ and the two norms are equivalent. All the statements in the previous section
remain valid even if H1=2ðgÞ is replaced by H˜1=2ðgÞ: Similar, to (2.4), we have
SðT; gÞCH˜1=2ðgÞnDH˜1=2ðgÞCS0ðT; gÞ ð3:5Þ
and the Gaussian measure mH˜1=2ðgÞ on S
0ðT; gÞ associated with H˜1=2ðgÞ: Here the
injections above are continuous and dense. In other words, the triplet
ðS0ðT; gÞ; H˜1=2ðgÞ;mH˜1=2ðgÞÞ
is an abstract Wiener space.
LetS0ðT; gÞ=I and H˜1=2ðgÞ=I be the quotient spaces. It is easy to see that the norm
of H˜1=2ðgÞ=I is as follows:
jj½f	jj2H˜1=2ðgÞ=I ¼
X
na0
jnj  jj #fðnÞjj2g#C:
Here ½f	 denotes the equivalence class which contains f: By the general theory of
locally convex spaces, S0ðT; gÞ=I is again a locally convex space. Its s-ﬁeld is the
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Borel ﬁeld with respect to the quotient topology. We denote the projection by pI :
The dual space of S0ðT; gÞ=I is the annihilating subspace of S00ðT; gÞ ¼SðT; gÞ;
that is,
SðT; gÞI ¼ ffASðT; gÞjfˆð0Þ ¼ 0g:
Similarly, the dual space of H˜1=2ðgÞ=I is
H˜1=2ðgÞI ¼ ffAH˜1=2ðgÞjfˆð0Þ ¼ 0g:
Then we have the following inclusion similar to (3.5):
SðT; gÞICH˜1=2ðgÞIDH˜1=2ðgÞ=ICS0ðT; gÞ=I : ð3:6Þ
Here the two injections are dense and continuous and the isomorphism is the Riesz
isometry. It is easily veriﬁed that the Gaussian measure m0;H˜1=2ðgÞ ¼ mH˜1=2ðgÞ3p1I on
S0ðT; gÞ=I is associated with H˜1=2ðgÞ=I : Indeed we have for fASðT; gÞIZ
S0ðT;gÞ=I
expð
ﬃﬃﬃﬃﬃﬃ
1
p
/½f	; fSÞm0;H˜1=2ðgÞðd½f	Þ
¼
Z
S0ðT;gÞ
expð
ﬃﬃﬃﬃﬃﬃ
1
p
/pI ðfÞ; fSÞmH˜1=2ðgÞðdfÞ
¼
Z
S0ðT;gÞ
expð
ﬃﬃﬃﬃﬃﬃ
1
p
/f; fSÞmH˜1=2ðgÞðdfÞ
¼ expðjjf jj2H˜1=2ðgÞ=2Þ:
The existence of the S0ðT; gÞ=I-valued Brownian motion associated with
H˜1=2ðgÞ=I is easily veriﬁed in this case. It is obtained by projecting on S0ðT; gÞ=I
the S0ðT; gÞ-valued Brownian motion associated with H˜1=2ðgÞ: It is denoted by
w˜ðtÞ: w˜ðtÞ has the same properties as in the previous sections. For example, for
each FAH˜1=2ðgÞI ; /w˜ðtÞ;FS is a one-dimensional Brownian motion with its qua-
dratic variational process tjjF jj2H˜1=2ðgÞ: /w˜ðtÞ; f#AS is denoted by w˜Aðt; f Þ for
fAH˜1=2ðRÞI and AAg:
Now we consider a system stochastic differential equations to construct heat
kernel measures as in Section 2. Let L: T-H˜1=2ðRÞI be a Ho¨lder continuous
mapping satisfying L0 ¼ 0 and
jjLt  Lt0 jj2H˜1=2ðRÞpCjt t0jc; t; t0AT ð3:7Þ
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for some positive constants c and C: Then for any given L we consider the following
stochastic differential equations:
x˜Lðdt; tÞ ¼
Xd
i¼1
Aiðx˜Lðt; tÞÞw˜Aið3dt;LtÞ;
x˜Lð0; tÞ ¼ e: ð3:8Þ
Here fAig is an orthonormal basis of g:
Proposition 3.1. The process x˜Lðt; tÞ satisfies x˜Lðt; 0Þ ¼ e and has a continuous
modification as a G-valued two-parameter process.
Proof. This can be proved in the same way as in the previous section. So we omit the
proof. &
Deﬁnition 3.2. We deﬁne the heat kernel measure xL0;TðdlÞ on LeðGÞ as the
distribution of the LeðGÞ-valued random variable x˜LðT ; Þ:
Note that Proposition 2.7 holds in this case with suitable modiﬁcations. In
particular, heat kernel measures are determined by GLðt; sÞ ¼ ðLt;LsÞH˜1=2ðRÞ: We
consider Lt ¼ f ð  tÞ  f ðÞ for some function f : In a way similar to (2.23) we see
that, if fA,a>0H˜1=2þaðRÞ; then, L satisﬁes (3.7). Obviously, LtAH˜1=2ðRÞI : So the
heat kernel measure xL0;TðdlÞ is well deﬁned.
Deﬁnition 3.3 (Assumption A˜). We will say that the sequence ffkg in H˜1=2ðRÞ
satisﬁes Assumption A˜, if for any ta0 there exists a positive constant Mt
independent of k such that
X
na0
j #fkðnÞj2e2p
ﬃﬃﬃﬃ1p nt
jnj

pMt ð3:9Þ
holds.
The following proposition is almost trivial under Assumption A˜.
Proposition 3.4. Let the sequence ffkgk¼1;2;y in H˜1=2ðRÞ converge to d0 inS0ðRÞ: We
assume further that ffkg satisfies Assumption A˜ and that Lk;t ¼ fkð  tÞ  fkðÞ
satisfies (3.7) for each k: We set GL0 ðt; sÞ ¼ ðLt;LsÞH˜1=2ðRÞ: Then we have
jjfkjj2H˜1=2ðRÞ ¼ j #fkð0Þj2 þ
X
na0
j #fkðnÞj2
jnj -N as k-N:
Y. Inahama / Journal of Functional Analysis 198 (2003) 311–340 331
Moreover, we have for t; sAð0; 1Þ
GLk0 ðt;sÞ ¼
2jjfkjj2H˜1=2ðRÞ þ Oð1Þ if t ¼ s;
jjfkjj2H˜1=2ðRÞ þ Oð1Þ if tas
8<:
as k-N: Here Oð1Þ is a bounded value as k tends to infinity (which may depend on t
and s).
Remark 3.5. Sufﬁcient conditions and examples for Assumption A˜ are given in the
same way as in the previous section. Lemmas 2.11, 2.13, Examples 2.12 and 2.14 can
easily be modiﬁed for this pinned case.
In particular, we recover the Hs0-heat kernel measure as follows.
Example 3.6. (Hs0-heat kernel measure for s > 1=2). For s > 1=2 let fs be such that
#fsðnÞ ¼ jnjsþ1=2 for na0 and #fsð0Þ ¼ 1: It is easy to see that ,a>0H˜1=2þa and that
ffsg (as sr1=2) satisﬁes Assumption A˜ and, hence, the assumption of Proposition
3.4. It is also easily veriﬁed that
ðfsð  tÞ  fs; fsð  sÞ  fsÞ ¼ Gs0ðt; sÞ;
the heat kernel measure deﬁned by Ls;t ¼ fsð  tÞ is the Hs0-heat kernel measure.
4. Main results and proofs
In this section we will prove our main results. As the parameter goes to
the limit, we cannot expect that the heat kernel measures constructed in the
previous sections converge in the space of measures on loop groups. However,
their ﬁnite dimensional distributions converge weakly to the direct product qof the
normalized Haar measures. In this section we will use the representation
theory of compact Lie groups and their Lie algebras. The results we need
in this section can be found in good textbooks of representation theory. See, for
example, [3,24–26].
Theorem 4.1. Let ffkg (k ¼ 1; 2;y) be a sequence in ,a>0 H1=2þaðRÞ satisfying
Assumption A and converging to d0: Let Lk ¼ fkð  tÞ and let xLkT be the heat
kernel measures on LðGÞ defined as in Definition 2.5. Then, for any partition
P ¼ f0pt1o?otno1g of ½0; 1	 and T > 0; we have
xLkT 3 p
1
P -dg1?dgn
as k-N: Here dg1?dgn is the product of the normalized Haar measure on G:
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Theorem 4.2. Let ffkg (k ¼ 1; 2;y) be a sequence in ,a>0 H˜1=2þaðRÞ satisfying
Assumption A˜ and converging to d0: Let Lk ¼ fkð  tÞ  fk and let xLk0;T be the heat
kernel measures on LeðGÞ defined as in Definition 3.2. Then, for any partition
P ¼ f0ot1o?otno1g of ½0; 1	 and T > 0; we have
xLk0;T 3 p
1
P -dg1?dgn
as k-N:
Proof of Theorem 4.1. For simplicity, we will prove the theorem for the case n ¼ 2
and P ¼ f0ptoso1g: The proof for general n is essentially the same.
For two representations ðr;VÞ and ðp;WÞ of G; we consider a representation
r2p : G  G-GLðV#WÞ which is deﬁned by
ðr2pÞðg1; g2Þ ¼ rðg1Þ#pðg2Þ:
By the Peter–Weyl theorem, it is easy to see that the set
f
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
degðrÞ degðpÞ
p
rijðg1Þpklðg2Þjr; pAGˆ; 1pi; jpdegðrÞ; 1pk; lpdegðpÞg
forms an orthonormal basis of L2ðG  G; dg1dg2Þ and is also a total family on
G  G: Hence, in order to prove the theorem, it is sufﬁcient to show the following;
for ðr;VÞ; ðp;WÞAGˆ such that if ðr; pÞa ð1; 1Þ;
Z
GG
ðr2pÞ dðxLkT 3 p1P Þ-0 ð4:1Þ
as k-N: Here the left-hand side of (4.1) is EndðV#WÞ-valued integral.
Let fAig be an orthonormal basis of g andWG ¼
P
i A
2
i : It is well-known that, for
any irreducible unitary representation r; WGr ¼ lrr holds for some lrX0: Since
G is connected, lr ¼ 0 is equivalent to that r is trivial.
Noting the fact above we have
WLkP ðr2pÞ
¼ GLkðt; tÞWð1ÞG þ 2GLkðt; sÞ
 

Xd
i¼1
A
ð1Þ
i A
ð2Þ
i þ GLkðs; sÞWð2ÞG
!
ðr2pÞ
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¼ ðr2pÞ GLk ðt; tÞðlridV Þ#idW
"
þ 2GLkðt; sÞ
Xd
i¼1
drðAiÞ#dpðAiÞ þ GLk ðs; sÞidV#ðlpidW Þ
#
¼ ðr2pÞ fGLkðt; tÞlr þ GLkðs; sÞlpgidV#W
"
þ 2GLkðt; sÞ
Xd
i¼1
drðAiÞ#dpðAiÞ
#
:
Thus we have
dðr2pÞðWLkP Þ ¼  fGLkðt; tÞlr þ Gsðs; sÞlpgidV#W
þ 2GLkðt; sÞ
Xd
i¼1
drðAiÞ#dpðAiÞ: ð4:2Þ
On the other hand, we have from Proposition 2.7 the following EndðV#WÞ-valued
linear ordinary integral equation:
Z
GG
ðr2pÞ dðxLkT 3p1P Þ
¼ idV#W þ 1
2
Z T
0
Z
GG
W
ðsÞ
P ðr2pÞ dðxLku 3p1P Þ du
¼ idV#W þ 1
2
Z T
0
Z
GG
ðr2pÞ dðxLku 3 p1P Þ du½dðr2pÞðWðsÞP Þ	: ð4:3Þ
By the uniqueness of the ordinary integral equation we have from (4.3) that
Z
GG
ðr2pÞdðxLkT 3p1P Þ
¼ exp T
2
dðr2pÞðWLkP Þ
 
¼ exp ðT=2ÞfGLkðt; tÞlr þ GLkðs; sÞlpgidV#W
"
þ TGLkðt; sÞ
Xd
i¼1
drðAiÞ#dpðAiÞ
#
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¼ eðT=2ÞfGLk ðt;tÞlrþGLk ðs;sÞlpg
exp TGLkðt; sÞ
Xd
i¼1
drðAiÞ#dpðAiÞ
" #
;
where we used (4.2) for the second inequality and exp : EndðV#WÞ-GLðV#WÞ
denotes the exponential function. Since both V and W are endowed with Hermitian
inner products, an Hermitian inner product of V#W is naturally induced. We
denote by j  jEndðV#WÞ the operator norm with respect to it. Then by Proposition
2.10 we have
Z
GG
ðr2pÞ dðxLkT 3p1P Þ
 
EndðV#W Þ
peðT=2ÞfGLk ðt;tÞlrþGLk ðs;sÞlpgeT jGLk ðt;sÞj
Pd
i¼1 jdrðAiÞ#dpðAiÞjEndðV#WÞ
pCeðT=2ÞfGLk ðt;tÞlrþGLk ðs;sÞlpg;
for some constant C > 0: By assumption ðr; pÞað1; 1Þ; we see that lr; lpX0 and
lr þ lp > 0: Noting that GLkðt; tÞ ¼ GLkðs; sÞsN as k-N by Proposition 2.10,
we have (4.1). Thus we have proved Theorem 4.1. &
Proof of Theorem 4.2. Let P ¼ f0ot1o?otno1g be an arbitrary partition and
ðri;ViÞ (i ¼ 1;y; n) be irreducible unitary representations. We consider r12?2rn
on V1#?#Vn: It is sufﬁcient to show that, if ðr1;y; rnÞað1;y; 1Þ; thenZ
Gn
ðr12?2rnÞ dðxLk0;T3p1P Þ-0 ð4:4Þ
as k-N: Here the left-hand side of (4.4) is EndðV1#?#VnÞ-valued integral.
In a way similar to (4.3) we have thatZ
Gn
ðr12?2rnÞ dðxLk0;T3p1P Þ
¼ idV1#?#Vn þ
1
2
Z T
0
Z
Gn
WLk0;Pðr12?2rnÞ dðxLk0;u3p1P Þ du
¼ idV1#?#Vn þ
1
2
Z T
0
Z
Gn
ðr12?2rnÞ dðxLk0;u3p1P Þ du
 ½dðr12?2rnÞðWLk0;PÞ	: ð4:5Þ
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HereWLk0;P is deﬁned in a way similar to (2.20). Hence by the uniqueness of ordinary
integral equation we have from (4.5)Z
Gn
ðr12?2rnÞ dðxLk0;T3p1P Þ ¼ exp
T
2
dðr12?2rnÞðWLk0;PÞ
 
; ð4:6Þ
where exp : EndðV1#?#VnÞ-GLðV1#?#VnÞ is the exponential function.
By Proposition 4.3, we see that the right-hand side of (4.6) converges to 0 with
respect to the operator norm of EndðV1#?#VnÞ as k-N; if
ðr1;y; rnÞað1;y; 1Þ: Thus we have proved Theorem 4.2. &
Proposition 4.3. Let T > 0; P ¼ f0ot1o?otno1g and ðri;ViÞ (i ¼ 1;y; n) be
irreducible unitary representations such that ðr1;y; rnÞað1;y; 1Þ: Then we have
lim
k-N
exp
T
2
d ðr12?2rnÞðWLk0;PÞ
  
op
-0:
Here j  jop denotes the operator norm of EndðV1#?#VnÞ:
Proof. For simplicity we assume that T ¼ 2: The proof for general T is the same. Let
fAig be an orthonormal basis of g: AðkÞi Agn is deﬁned as in (2.20).
We decomposeWLk0;P as follows. Set bðkÞ ¼ jjfkjj2H˜1=2ðRÞ for simplicity of notation.
bðkÞsN as k-N: Then we have from Proposition 3.4 that
WLk0;P ¼
Xn
j;j0¼1
Xd
i¼1
GLk0 ðtj; tj0 ÞAðjÞi Aðj
0Þ
i
¼
Xn
j;j0¼1
Xd
i¼1
fðdjj0 þ 1ÞbðkÞ þ Oð1Þjj0 gAðjÞi Aðj
0Þ
i
¼ bðkÞ
Xn
j¼1
W
ðjÞ
G þ
Xd
i¼1
Xn
j;j0¼1
ðbðkÞ þ Oð1Þjj0 ÞAðjÞi Aðj
0Þ
i
( )
¼: bðkÞC1 þC2ðkÞ; ð4:7Þ
where Oð1Þjj0 are bounded quantities as k-N:
It is well-known that WG is an element of the center of the universal enveloping
algebra of g: Hence
dðr12?2rnÞðC1Þ and dðr12?2rnÞðC2ðkÞÞAEndðV1#?#VnÞ
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commute one another and therefore
exp½dðr12?2rnÞðWLk0;PÞ	
¼ exp½dðr12?2rnÞðbðkÞC1 þC2ðkÞÞ	
¼ exp½bðkÞdðr12?2rnÞðC1Þ	 exp½dðr12?2rnÞðC2ðkÞÞ	
¼ exp bðkÞ
Xn
i¼i
lri
" #
exp½dðr12?2rnÞðC2ðkÞÞ	: ð4:8Þ
Since
Pn
j¼i lrj > 0 by the assumption, we have only to show that
exp½dðr12?2rnÞðC2ðkÞÞ	
is bounded as k-N; which is an immediate consequence of the following
Proposition 4.4. &
Proposition 4.4. Let
C2ðkÞ ¼
Xd
i¼1
Xn
j;j0¼1
ðbðkÞ þ Oð1Þjj0 ÞAðjÞi Aðj
0Þ
i
( )
Agn:
Then
dðr12?2rnÞðC2ðkÞÞAEndðV1#?#VnÞ
is a self-adjoint matrix and all of its eigenvalues are bounded from above as
k-N:
Proof. First we deﬁne a notation. For V1#?#Vn and aAEndðVjÞ (1pjpn), we
denote by a½j	AEndðV1#?#VnÞ the operator
idV1#?#idVj1#a#idVjþ1#?#idVn ðjth componentÞ:
Then dðr12?2rnÞðC2ðkÞÞ is written as follows:
dðr12?2rnÞðC2ðkÞÞ
¼
Xd
i¼1
Xn
j;j0¼1
ðbðkÞ þ Oð1Þjj0 Þ drjðAiÞ½j	 drj0 ðAiÞ½j
0	: ð4:9Þ
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Noting that ða#bÞn ¼ an#bn for aAEndðV1Þ and bAEndðV2Þ and drjðAÞ is a
skew-adjoint matrix for any AAg; we can easily see that
drjðAiÞ½j	drj0 ðAiÞ½j
0	
is a self-adjoint matrix. Hence each term in (4.9) is self-adjoint and so is
dðr12?2rnÞðC2ðkÞÞ:
Now we recall a basic result of adjoint operators on a ﬁnite dimensional Hermitian
inner product space V : For c > 0; we denote by Sc the totality of sesqui-linear forms
on V satisfying xðv; v0Þ ¼ xðv0; vÞ and
xðv; vÞpcðv; vÞV for every vAV :
We denote by Qc the totality of self-adjoint operators on V all of whose eigenvalues
are not larger than c: For aAQc we deﬁne xaðv; v0Þ ¼ ðv; av0ÞV : Then the mapping
a/xa is a bijection from Qc to Sc: Hence, if a and a0 are self-adjoint operators all of
whose eigenvalues are not larger than c; then eigenvalues of a þ a0 are not larger than
2c: Therefore, in order to prove this proposition, it is sufﬁcient to show that all the
eigenvalues of Xn
j;j0¼1
ðbðkÞ þ Oð1Þjj0 Þ drjðAÞ½j	drj0 ðAÞ½j
0	 ð4:10Þ
are bounded from above as k-N for any AAg:
Since drkðAÞ are skew-adjoint operators, there exist orthonormal eigenvectors
v1j ;y; v
degðrjÞ
j AVj
with their eigenvalues ﬃﬃﬃﬃﬃﬃ
1
p
z1j ;y;
ﬃﬃﬃﬃﬃﬃ
1
p
z
degðrjÞ
j :
Note that zmj AR for all j;m: Then it is easy to see that
vm11 #?#v
mn
n ð1pmjpdegðrjÞÞ ð4:11Þ
are eigenvectors of the operator in (4.10) and form an orthonormal basis of
V1#?#Vn: The eigenvalue of the vector in (4.11) is easily obtained as

Xn
j;j0¼1
ðbðkÞ þ Oð1Þjj0 Þzmjj z
mj0
j0
¼  bðkÞ
Xn
j¼1
zmjj
( )2

Xn
j;j0¼1
Oð1Þjj0zmjj z
mj0
j0
p
Xn
j;j0¼1
Oð1Þjj0zmjj z
mj0
j0 :
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Here Oð1Þjj0 is some bounded quantity as k-N: Thus we have proved that all the
eigenvalues of the operator in (4.10) are bounded and have proved this
proposition. &
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