Abstract-Requirements volatility (RV) is one of the key risk sources in software development and maintenance projects because of the frequent changes made to the software. Human faults and errors are major factors contributing to requirement change in software development projects. As such, predicting requirements volatility is a challenge to risk management in the software area. Previous studies only focused on certain aspects of the human error in this area. This study specifically identifies and analyses the impact of human errors on requirements gathering and requirements volatility. It proposes a model based on responses to a survey questionnaire administered to 215 participants who have experience in software requirement gathering. Exploratory factor analysis (EFA) and structural equation modelling (SEM) were used to analyse the correlation of human errors and requirement volatility. The results of the analysis confirm the correlation between human errors and RV. The results show that human actions have a higher impact on RV compared to human perception. The study provides insights into software management to understand socio-technical aspects of requirements volatility in order to control risk management. Human actions and perceptions respectively are a root cause contributing to human errors that lead to RV.
INTRODUCTION
Software is developed based on the requirements of users which are obtained during the requirements gathering activity in the requirements engineering process in software development projects. The aim is to collect complete and unambiguous requirements. Nevertheless, not all projects are free from requirements changes or requirements volatility which involves additions, deletions, and modifications [1] . Frequent changes to requirements are a risk factor in software development projects [2] .
Requirements engineering, which involves socio-technical aspects, is a critical and complex process. It has a vital role in reducing risks to a project and consequently increasing the success of software project [3, 4] . Among the elements to achieve success in software projects are technology, processes, and methods but the use of them is based on judgment and the decisions of human [5] . Thus, human aspects are among the main challenges in requirements engineering.
A variety of research and studies have addressed the technical aspects of requirements gathering and requirements volatility. They show the impact of on productivity [6] , software defects [1] , and software release [7] . Moreover, not many studies focus on the factors that influence requirements volatility except that they are the communication between users and the developer and defined the methodology for requirements analysis and modelling [8] . A search on the ISI web of science shows that more than 70% of papers discuss the technical parts of software engineering and the software development process and less than 5% study the soft or human aspects of software development. Nevertheless, not many studies have focused on human factors as a vital component in controlling requirements volatility. Some researchers have explored human action and capability as reason of requirements volatility [9] .
In this paper, we present a study on requirements volatility as a means to understand the impact of human errors on requirements gathering in requirements changes. It focuses on identifying and analysing human errors on requirements gathering which impact on requirements volatility. A model of human errors in relation to requirements volatility is proposed as a result of our extensive literature review. We employed quantitative approaches in validating the model. Thus, this study addresses the following research questions:
 Which human errors are relevant to requirements volatility in a software project?
 Which element of human errors has the most influence on requirements volatility?
Our results indicate the human errors which impact on software requirements changes are based on human action and goals, and human perceptions. This paper is organized as follows. Section II provides the related work on human errors and requirements engineering. The methodology employed in this study is described in Section III, followed by the results and discussion in Section IV. Section V is the conclusion of the study.
II. RELATED WORK
In the following section we derive and define the concept of human errors, human errors in RE and requirements volatility. We discuss around them to understand better relationship of human errors and requirements volatility.
A. Human Errors
The role of human is without doubt important to the successful development of software. For example, human reluctance to change may be important in controlling change in technically-based software processes or its tools [6] . However, in developing software we are often faced with development problems caused by human errors just like in other domain areas [10, 11] . In general, human errors are defined as any human activity which leads to not achieving the goals of the system [12, 13] . In software engineering perspective, not achieving the goals of the system means there are failures caused by faults originated from human errors. Thus, human errors are the root of the failures in a software project. Despite the occurrences of the failures, understanding of the nature of the failure in relation to human errors is important. For instance after the occurrence of a crash between Boeing 747 at Tenerife Island airport and the nuclear power plant accident, there was a concern to understand the nature of these disasters [14] .
Human errors can occur in any phases of the software development lifecycle (SDLC). However, in this study, we focus on software requirements errors which occur in the first phase of the SDLC. During this phase, issues such as imprecise information, and incomplete or loss of data [15] cause failures or delays in projects. As most of these activities are affected by persons, human errors should be addressed and analyzed as a means to rectify such errors.
According to Helander et al. [16] , human errors are of two types namely, phenomenological, which is concerned with error consequence, and those causing the error. The first category focuses on how the error occurred while the second group focuses on why. Omissions and substitutions are examples of the first group while slips, mistake, and cognitive errors fall into the second classification. In another view, the level of planning and intention can also lead to the emergence of various errors [17] . If the plan for the project is well designed but the activities involved do not effectively implement it, a slip emerges. Nevertheless, there are also cases where the action adheres properly to the plan but the plan itself is flawed. In both cases, human behaviour has a significant role in the occurrence of errors.
Some studies focus on human behaviour as the root cause of human errors which should be analysed based on human behaviour. They mention that human behaviour is based on knowledge, skills, and rules. Rule-based mistakes rely on the wrong rules or procedures. Knowledge-based behaviour emerges when there are no rules or procedures in a new environment. Mistakes here occur in situations of incomplete or wrong knowledge or interpretations. Skill-based errors occur when the wrong intention results in inappropriate execution of the plan [10, 18] . Overall, the occurrence of human errors is due to human behaviour which comprises rules, skills and knowledge.
A recent study on the assessment of human error on soft computing was conducted using fuzzy logic [19] which was used due to uncertainties in traditional human error risk assessments. Their model evaluated three risk factors in human error based on the fuzzy rule. Another study conducted a quantitative assessment of developer behaviour based on the data set [20] . They classified the behaviour of the developers in an automated way and applied statistical tools to analyse the model. In another work, software project human error reasons are classified into the attention of humans, communication error, and organization error (Harwood and Sanderson, 1986) . The level of communication between stakeholders which is fully related to human personality is another issue in requirement engineering [21] .
Apart from above, the psychological view of action slips are organized into 3 parts which are (a) errors in the formation of the intention (e.g., mode and description errors); (b) faulty activation of schemas (e.g., loss of intention and disordering of action components); and (c) faulty triggering (e.g., spoonerisms, blends, and intrusions of thoughts) [22] . According to human error theories, failure can happen in the goal, plan, and action stages of the human process [23] . Based on this idea, goals, and plans refer to something to be achieved and provide detailed steps for that purpose. The action is the implementation of the work to achieve a goal. Perception refers to the interpretation and evaluation of the action.
All the above mentioned studies focus on human errors in different dimensions. The following part focuses on studies on human error and requirement engineering which are at the root of many problems in requirements volatility.
B. Human Errors in RE
The various studies have been conducted identifying the relationship between human errors and requirements engineering. Lopes and Forster [23] focus on human error as one of the main reasons for RE failure. According to them, attention and memory error, communication error, organization errors, perception and interpretation errors, and violation are human errors that lead to RE failure. They presented a model for determining error types based on the type of problem although they also analyzed some aspects of human error. In addition, communication and interpretation errors have also been identified in requirements engineering and which are subject to user and developer communication in requirementsAll the above-mentioned studies focus on human errors and its metrics in requirements engineering while this research highlights requirements volatility in SDLC. Many scholars believe that requirements volatility is the root cause of project failure [1] [8] [36] [37] . Due to the lack of studies on human errors and requirements volatility, this research focuses on this area especially in regard to the requirements gathering phase. Therefore, researchers try to list the human errors which impact on requirement changes based on the requirements engineering aspect. Scholars believe that requirements volatility is a metric of RE [8] [38] . This study examines the human errors which impact on RV based on a review of RE papers.
C. Requirements Volatility
Based on the literature, requirements volatility is described as the following factors:
 Requirement instability: defined as requirements that fluctuate between the earlier and later stages, and differ at the start and end of the project [8] [37] [39] .
 Requirement diversity: refers to the difficulty among shareholders in reaching agreement on the requirements and in customizing the software to one set of users requiring much effort to be expended in incorporating the requirements of the various users [8] [ 37].
 Project Size: refers to the number of requirement changes including additions, modifications, and deletions in a software project [40] . Total development effort, project cost, and number of user representatives are involved [8] [36].
III. METHODOLOGY
This section defines how the hypotheses were formed and validated, and describes the methodology and processes used to achieve the objectives of the research. The main research questions of this study are as follows:
 Which human errors are relevant to requirements volatility in a software project?
 Which element of human errors has the most influence on requirements volatility?
The first step in conducting the research based on the research questions is selecting research approach. It is a plan of research that determines the method of data collection and assumption validation, analysis, and interpretation [41] .
A. Conceptual Framework
In order to present the hypotheses, researchers reviewed the papers to collect data for forming the model. By reviewing human errors on requirement engineering, we can collect human errors on requirement volatility. Thus, the selected human errors for this research are described in two categories as follows:
 Goal and Action: is defined as requirements gathering for software development to be achieved by the requirement gatherer based on his plan and action. The human errors in this case are failure to set an objective, substitution of word or alphabet, omitting word or sound, gaps in attention and memory failure, omitting a particular activity, and using or disregarding a particular activity.
 Perception: relates to the act of perceiving, interpreting, and evaluating the results of the requirement gathering action. The activities in this type of human error are requirement gatherers" perception and interpretation, cognitive behaviour, and understanding of requirements.
Although ideally the requirements for software projects should be complete and unambiguous before the design phase, in real-life situations changes to them are unavoidable. Requirements volatility leads to redesigning, recoding, and retesting and may even result in the failure of the project [42] . There is a direct relationship between requirements volatility and defect density [1] . Understanding human errors is a key element for managing requirements volatility in order to achieve success in a software project.
Therefore, the relationships were analysed based on the above mentioned elements on requirements volatility and human errors. In this study, RV is considered a dependent variable and human errors as independent variables.
To control RV, it is necessary to manage or minimize human error. Based on the literature reviews, human errors are considered as significant elements in this research. Human errors are classified as human actions, goals, and perceptions.
The hypothesized model of this paper is presented in Fig 1. It shows the correlation between human errors and requirement volatility. Also all constructs of the presented model is described in Table I . 
B. Phase2: Model Evaluation
Following the presentation of the model a quantitative approach was done to test and validate it using data that was collected and analysed. One of the main aims of quantitative research is to understand the relationship between variables [43] . This research is conducted based on the Structural Equation Modelling (SEM) technique with the aim of achieving a convergence of opinions concerning human errors and requirement volatility from persons who have experience in software requirement gathering. Due to the lack of theories in this research, this study is exploratory and a questionnaire was administered among participants to gather data for analysing human errors and software requirement volatility.
C. Participants
A sample population of software requirements gatherers should preferably be chosen as representatives in this study. Unfortunately, there is no data available for such a population. As this study also faced financial and time constraints in selecting a sample, persons with experience in software requirements gathering were selected as respondents.
D. Sample Size
Sample size has a significant role in statistical analysis and in this study it is based on the statistical analysis technique that will be used for the research. In this research SEM and SPSS is used for data analysis. There is no consensus on the exact sample size for SEM and researchers have different ideas on that. SEM needs an appropriate sample size in order for the estimation to be reliable and valid. Some scholars mention that a sample size of 200 is a critical number for analysing structural equation modelling [44] [ 45] while Kline [46] suggests a number between 200 to 400. In general a minimum sample size of 200 is appropriate. This study involved 215 respondents.
E. Data Collection
This section describes the procedure for the validation hypothesises of this research. In order to examine them, the survey approach was done. The analyses of human errors on requirement volatility are based on responses to the questionnaire which were distributed online and by hand. Online questionnaire in google doc and kwicksurvey were developed to facilitate respondents. The online questionnaires shared in the social media were those related to requirement The questionnaire was designed in order to understand the relationship between requirements volatility and human errors. It was based on the literature reviews in order to provide the aims of this research. A 5-point Likert scale with a range of strongly disagrees to strongly agree was used. 
F. Data Analysis
SPSS version 21 was used for the statistical analysis. This study addressed treatment of the missing data, tested for normality of data, and identified outlier by using SPSS. An analysis was also made of the demographic profiles of respondents for the study. Additionally, Exploratory Factor Analysis (EFA) was done by SPSS to summarize the variable in a different group and analyse the information. It classified the factors of the research model based on principal component analysis (PCA) by the Varimax rotation method. EFA was employed based on common factor model to summarize variables for factors [47] . In addition, the reliability of the construct and model was checked by Cronbach alpha test with a value greater than 0.7 applied to confirm the reliability of the model.
SEM is an accumulation of statistical methods that look for clarifying connections among different variables. It empowers analysts to look at the interrelationships among different dependent and independent variables [47] . The basis for selecting SEM for investigation in this research is its capacity to test relationships of complicated models having multivariate variables. Further, it offers excellent statistical procedures for managing complex models [47] as well as flexibility in statistical tests for the measurement of invariance [48] . Confirmatory Factor Analysis (CFA) allows for the analysis of relationships between dependent and independent variables (measurement model) [49] . SEM consists of two step which are measurement modelling and structural modelling. In order to perform SEM, CFA test will be done. It identifies the relationship between constructs and indicators which will be done by CFA using the AMOS software.
In order to do measurement modelling evaluation, Confirmatory Factor Analysis (CFA) in AMOS was used to examine the relationship between variables and relationships between the constructs and indicators. Model checking based on goodness of fit was conducted and the hypothesised model was improved the fit. This research used structural modelling to test the interrelationship between dependent and independent variables hypothesized in this research. Structural modelling was done to test the correlation between human error and requirements volatility and how human errors impact on RV.
IV. RESULT AND DISCUSSION
The majority of respondents in this study were male and had more than 5 years of work experience in software development projects. In this sample, we addressed a variety of respondents from different organizations, countries, and positions. The demographic details of respondents are shown in Table III .
This section discusses construct validity and reliability and presents the results of the exploratory factor analysis (EFA) and the structural equation modelling (SEM). First, the EFA tests are used to identify the relationship between measured variables. After identifying the relationship, the model fit was tested by CFA. In order to conduct EFA and CFA tests, the data should be normal with no missing data and outliers. Data screening were done to check for missing data, normality and outlier. In this study there were six missing values which were replaced by using the median technique which is a good means to address low levels of missing data. Also, normality of data was checked by analysing Skewness and Kurtosis and the results show they were between -2 and +2 which shows normality of data. Outliers are defines as an observation that are distinctively different from other values [47] , and problematic ones should be identified in research. The two main outliers are univariate and multivariate outliers with the former referring to data consisting of extreme values on variables while the latter is a combination of unusual values [46] . Also, identifying outliers will be discussed in the section on SEM prior to conducting the CFA. 
A. Construct validity and reliability
Based on above criteria, the results show that Human Action and Goal and Human Perception and RV are valid constructs. The construct validity of the instrument used in the research has been assessed through convergent validity and discriminant validity. Convergent validity alludes to examining whether the degree of relationship between two measures of construct in theory is valid in fact. Average variance extracted (AVE) and construct reliability (CR) were used to calculate convergent validity. In order to assess convergent validity, the cut-off AVE point should be greater than 0.5 and CR should be greater than AVE. The results of this study are shown in Table  IV indicating that the value of CR and AVE are more than the cut-off point. Discriminant Validity refers to whether a construct is truly distinct from others. It is assessed using Maximum Shared Value (MSV), AVE, and Average Shared Square Variance (ASV). MSV should be less than AVE and ASV should be less than AVE to establish that the construct"s discriminant validity is an accepted criteria [47] . Based on results in Table IV , it can be said that the values support discriminant validity. Reliability is another important issue which should be tested. For this test, this study employed SPSS to provide the Cronbach alpha. The results show the alpha= .884 for 18 items of this study which is greater than the cut-off point and shows that the hypothesized model is reliable.
B. Exploratory factor analysis (EFA)
Before conducting EFA, the outliers should be identified. In this study, there was no univariate outlier, because the Likert Scale was used for responses and participant cannot respond beyond this 5-scale range. In order to identify the multivariate outlier Mahalanobis distance (D 2 ) test was used to measure the distance between each observation and compared to the mean of the observations [50] . However, the results show that there were a few outliers in this study. Hair et al. [47] mention that the removal of outliers can improve the multivariate analysis but has the risk of decreasing generalizability. Also they believe that in a sample size greater than 100, if MD 2 /2*number of items measures do not exceed 3 or 4, the cases remain in the data and are not considered as an outlier. [47] In this study the levels for the MD 2 /2*number of items of suspected outliers are less than 3 which do not exceed a critical value. Thus, in this research there was no evidence of multivariate outlier and all data remains in the research.
EFA is a statistical method for identifying the structure of relative variables through extraction and rotation. Extraction is used to determine the factors of the variables while rotation is used to provide a pattern for better interpretation [47] . To conduct the EFA for this study, principal components analysis (PCA) was used for the extraction and Varimax rotation was performed for the rotation by SPSS. Table V shows the results of KMO and Bartlett's. The KMO value is used to measure sample adequacy and suitability of data for construction which in this research is 0.914 indicating that the number of data for analysis is acceptable and suitable. Communality is a criterion of the EFA which is extracted using PCA and shows the common factor analysis. The extraction values in the communality table VI indicate the proportion of each variable's variance that can be explained by the principal components. Items with higher values are well represented in the common factor space while variables with low values are not. In this study the communalities of items vary from .557 to .682. The lowest communality value is the Failure to set an appropriate objective. One of the important questions in this study is identifying the factors based on items and this was done using principal component analysis. Table XII is extracted based on Eigen values greater than one. Variances of 25.81 %, 23.28%, and 11.909% are explained by the first, second, and third factors respectively while the remaining variance is explained by the other four factors. In order to achieve a clear pattern of loading, rotational strategies were conducted to identify the factors. Varimax rotation was selected for this study to maximize the variance on the new axes. The factors were extracted using the Rotated Component Matrix. By performing EFA, the number of constructs and indicators were extracted. Table VII shows the results of constructs and indicators. It can be said that the results confirm the existence of the three factors based on the selected items. Based on these results, the correlations of items were extracted and three constructs of this study namely, Goal and Action, Perception, and Requirement Volatility were identified. 
C. Structural Equation Modeling (SEM)
In SEM, there are three basic types of model fit indices namely, absolute, incremental, and parsimonious [51] . Their criteria are presented in Table XIII . In this research, three factors were considered in the measurement model, which are Human Action and Plan (A), Human Perception (P), and Requirement Volatility (RV). These factors are measured by using ten items. The measurement model of this research is evaluated by testing the maximum likelihood (ML) as provided by AMOS. The initial results of CFA in this research are shown in Table XIII . The chi-square statistics (χ2=156.881,df=1.188) was significant at p<0.05 and reveal that the fit of data to this measurement model should be accepted. It shows that the presented model, 95% can generalize to real model. Due to the sensitivity of the chisquare statistic to the sample size and its normality it is not appropriate to rely only on this item. Therefore, other fit indices such as AGFI, CFI, RMR, RMSEA, PCLOSE, PCFI, and IFI are used to assess the measurement model. In order to reflect model fit, Jaccard and Wan [52] recommend reporting at least three fit tests comprising one absolute, one relative, and one parsimonious. The results of these criteria are presented in Table XIII .
The results of this study show that the value of RMR=0.018, CFI=0.989, RMSEA= 0.026, IFI= 0.989, AGFI=0.911, PCFI=0.853, and Pclose=1 and indicate that the value of the model fit is above the cut-off point and it can be said that the model is fit. We can refine the model in order to achieve a better model fit [46] and some techniques are presented for that purpose. The standardize loading factor should be greater than 0.5 to be acceptable in model [53] . Additionally, a standard residual value between 2.58 and -2.58 is acceptable [47] . 
D. Structural Model Evaluation and Hypotheses Testing
This part discusses hypotheses testing. The two hypotheses of presented model in this research are presented in Table VIII . According to H1, there is a positive relationship between human goal and action and Requirement Volatility. Similarly, H2 indicates the positive correlation between human perception and requirement volatility. This section tests the relationship between these independent variables with requirement volatility. The final model was drawn by AMOS (Fig 3) . A coefficient parameter assessment should be done for evaluating this model. This model has two latent constructs which are defined by ten items. In order to evaluate the model, factor covariance which is the critical ratio will be checked to be greater than 1.96 for an estimate. In this case, it can be said that the factor covariance is significant. Consequently the coefficient value is less than 0.05 and is statistically significant [47] . The critical ratio is calculated by dividing the regression weight (estimate) by the standard error (SE). The results of the coefficient parameter assessment for the two factors are presented in Table IX . As shown, the assessment for human action and perception was at the significant level p ≤.05. Additionally standardize regression weight of human action and goal, and human perception estimated 0.51 and 0.27 which indicate that human errors based on action and goal have a 51% impact on RV compared to 27% for the impact of perception. The results of the tests reveal that hypotheses H1was positive and H2 was negatively statistically significant. The results suggest that standardized estimates for these hypotheses (β = 0.51, 0.27, respectively) indicate statistical significance and thus show support for these hypotheses. These results show the statistically significant connection between human errors and requirements volatility. People with higher human error can increase the requirements volatility and it is similar with the findings reported in studies such as Lopes et al. [23] , Decker [27] ,and Andrew and Brad [54] . 1 Less than 0.001
In addition to this general finding, a more detailed analysis of the results of this study indicated the following. Table XI shows the Standardized Regression Weights of the indicators of IV constructs. Based on these results, it can be stated that A1 (Substitution of word or alphabet) and A6 (Emotional makeup) have the most influence on the goal and action constructs of human errors and consequently on RV. In contrast, A7 (Failure to set an objective) has less impact on goal and action constructs of human errors and consequently on RV. The results show that the root of RV are based on human errors are goal and action of human at work. Thus, it is necessary to decrease RV by controlling human goal and action. This is significant information for software manager to improve their requirement gatherer skill in goal and action skill of them for requirements gathering to decrease human errors and consequently requirements volatility. In the human errors perception construct, P1 (Requirement gatherers" perception and interpretation) and P3 (Understanding of requirements) respectively have the highest and lowest impacts on this construct and on RV subsequently. 
E. Implication for SE practice and research
Based on theoretical implication, this study proposes a model in the context of human errors in software development. This study answers the call to examine the causes of RV in requirements gathering. The findings suggest that human errors impact on RV in the requirements gathering. This research has provided extended knowledge in the domain of RV from a developers" perspective. Additionally, this research attempts to reduce the paucity of research on the role of human errors on RV. Unfortunately, very little study is known about the human errors on RV in software requirements gathering. Another significant contribution of this study is the instrument used for collecting the research data. There is a dearth of instruments for measuring RV and human errors constructs. This instrument or questionnaire has been carefully designed, developed, and statistically validated and thus can be used for future research particularly in the area of RV and human error. Previous researches have focused on the technical causes of RV while this study highlights the socio-technical aspects. In short, in investigating the root causes of RV this study has focused on human errors, especially in communication for requirements gathering. facilitate and cultivate effective communication between requirements gatherers and users. Emphasis should be given into identifying and understanding the enablers and impediments towards communication for software requirements gathering. From our findings, serious consideration in the areas of human errors must be taken in order to manage the communication errors issues. Further, the emphasis given will assist project managers or team leaders improve the capability and behaviour of requirements gatherers in communication during the software requirements gathering stage. We believe that our effort fills the gap due to lack of understanding and prescription on the socio-technical aspects of RV in software development. We propose a model of human errors on RV that shows key human errors that have the potential in stimulating RV, and directly impacting on the quality of gathered requirements. In addition, this study signifies that human errors were identified as the elements that impact on RV with human action and goal having the most impact on it while human perception are other human errors which impact on RV. Hence, software managers should consider the human errors of the requirements gatherer as a means to manage and achieve better RV.
V. FUTURE WORK
This paper developed an integrated human errors model that provides a systematic way to understand RV due to human factors comprising human action and human perception. Several beneficial areas for future research, however, remain to be explored. For example, the results of current research are limited to RV and future research may apply or replicate this study in other software development domains. Also, there are some other human factors that impact on RV and could be apply to this model as future work.
VI. CONCLUSION
This work provides the position of human errors to the processes of RE and, consequently, RV in order to improve them by minimizing errors. Thus, first of all, the importance of different causes of human error in software requirements gathering was collected based on qualitative research. Then these hypotheses and models were validated by analysing the collected response of participants. By identifying the different root causes of human errors, we confirmed that they have an impact on requirements volatility in software requirements gathering. Software managers are frequently confronted with the risk of requirements changes which give rise to many issues in their maintenance management operations. Knowing the roots of this challenge enables them to be controlled more effectively. In short, some human errors based on the constructs of goal and action and perception which impact on RV were presented. The result shows that goal and action of humans has a higher impact on RV compared to their perceptions. 
