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The parton distribution function for a b quark in the B meson (called the shape function) plays an
important role in the analysis of the B → Xsγ and B → Xuℓν¯ data, and gives one of the dominant
uncertainties in the determination of |Vub|. We introduce a new framework to treat the shape
function, which consistently incorporates its renormalization group evolution and all constraints on
its shape and moments in any short distance mass scheme. At the same time it allows a reliable
treatment of the uncertainties. We develop an expansion in a suitable complete set of orthonormal
basis functions, which provides a procedure for systematically controlling the uncertainties due to
the unknown functional form of the shape function. This is a significant improvement over fits to
model functions. Given any model for the shape function, our construction gives an orthonormal
basis in which the model occurs as the first term, and corrections to it can be studied. We introduce
a new short distance scheme, the “invisible scheme”, for the kinetic energy matrix element, λ1. We
obtain closed form results for the differential rates that incorporate perturbative corrections and
a summation of logarithms at any order in perturbation theory, and present results using known
next-to-next-to-leading order expressions. The experimental implementation of our framework is
straightforward.
I. INTRODUCTION
The determination of the Cabibbo-Kobayashi-
Maskawa (CKM) matrix element |Vub| from inclusive
semileptonic B → Xuℓν¯ decays suffers from large
B → Xcℓν¯ backgrounds. In most regions of phase space
where this background is kinematically forbidden, the
hadronic physics enters via unknown nonperturbative
functions, so-called shape functions. At leading order
in ΛQCD/mb, there is only one such function, which
can be extracted from the photon energy spectrum in
B → Xsγ [1, 2] and used to predict various B → Xuℓν¯
spectra. In B → Xsγ it is the main uncertainty in
the effect of the cut on the photon energy, which is
near the border of the region where a local operator
product expansion (OPE) is applicable. Due to exper-
imental cuts, the shape function is also important for
B → Xsℓ
+ℓ− [3, 4].
The determination of |Vub| received renewed attention
recently, since the measurement of sin 2β favors a some-
what smaller value of |Vub| than its determination from
inclusive decays. One of the most sensitive tests of the
standard model flavor sector comes from comparing the
sides and angles of the unitarity triangle, so it is impor-
tant to determine |Vub| with minimal model dependence.
Refined calculations of the B → Xsγ rate [5] also provide
stringent constraints on new physics.
To obtain |Vub| as precisely as possible, one should
combine all existing information on the shape function.
The shape function is constrained by the measurements
of the shape of the B → Xsγ photon energy spec-
trum [6, 7, 8] and the mX spectrum in B → Xuℓν¯ [9],
and its moments are related to the b quark mass, mb, and
nonperturbative matrix elements of local operators in the
OPE, which are constrained by fits to B → Xcℓν¯ de-
cay distributions [10, 11, 12]. In addition, the tail of the
shape function as well as its renormalization group evolu-
tion (RGE) can be calculated perturbatively. A problem
is that an arbitrarily small renormalization group run-
ning of the shape function develops a perturbative tail
whose moments diverge [13].
Currently, there are several approaches to determine
|Vub|. Often a model for the shape function is chosen,
which has a fixed functional form roughly consistent with
the B → Xsγ spectrum, and a few adjustable parame-
ters that are fixed by imposing constraints on the first few
moments of the shape function. A proposal [14] used by
many experimental analyses involves defining moments
of the shape function with a cutoff, and a particular
procedure to attach a perturbative tail to the model.
Unfortunately, there is no clear way to disentangle the
shape function and mb dependencies in this approach,
and experimental uncertainties in the shape of the mea-
sured B → Xsγ spectrum are not easily incorporated.
The issues related to modeling the shape function can
be avoided using model independent relations between
B → Xuℓν¯ partial rates and weighted integrals of the
B → Xsγ spectrum [15, 16, 17, 18], which use the mea-
sured B → Xsγ spectrum directly as input to predict the
B → Xuℓν¯ rates. Although this weighting method allows
one to take into account the experimental uncertainties
from B → Xsγ straightforwardly, it is hard to combine
several measurements, and there is no way to include the
additional constraints on mb and the heavy quark effec-
tive theory (HQET) matrix elements. Phase space cuts
for which the rate has only subleading dependence on
the shape function are also possible [19], at the expense
of increasing the size of the expansion parameter.
A fully consistent method to combine all experimen-
tal constraints on both the shape and moments of the
shape function, while also incorporating its known per-
turbative and nonperturbative behavior, has not yet been
given. The framework proposed in this paper provides
2such a method. It also allows one to obtain reliable er-
ror estimates by (i) taking into account all experimental
and theoretical uncertainties and correlations; and (ii)
estimating the uncertainty related to the unknown func-
tional form of the shape function in a systematic fashion.
The shape function, S(ω, µ), contains nonperturbative
physics and obeys the renormalization group equation
S(ω, µi) =
∫
dω′ US(ω − ω
′, µi, µΛ)S(ω
′, µΛ) , (1)
where the evolution kernel US(ω, µi, µΛ) sums logarithms
between the two scales µi > µΛ. The question is how to
determine the function S(ω, µ) reliably, which can then
be used to extract |Vub| from B → Xuℓν¯, and to analyze
B → Xsγ or B → Xsℓ
+ℓ− in the low-q2 region. In
Ref. [3] we used the construction
S(ω, µΛ) =
∫
dk C0(ω − k, µΛ)F (k) , (2)
where C0(ω, µΛ) is the b quark matrix element of the
shape function operator calculated in perturbation the-
ory, and F (k) is a nonperturbative function that can be
extracted from data. Equation (2) has many advantages
compared to earlier treatments of the shape function. It
ensures that:
1. S(ω, µΛ) has the correct µΛ dependence and RGE.
2. S(ω, µΛ) has the correct perturbative tail at large
ω, while for small ω it is determined by F (k).
3. The moments of F (k) exist without a cutoff and
F (k) falls off exponentially at large k.
4. Information about matrix elements of local opera-
tors in any short distance scheme can be incorpo-
rated via constraints on moments of F (k).
A construction similar to Eq. (2) was also used to treat
the soft function that describes nonperturbative radia-
tion in jet production in Ref. [20].
The outline of this paper is as follows. In Sec. II we
set up our notation and discuss how the shape function
enters the decay rates. Our new treatment of the shape
function based on Eq. (2) is discussed in Sec. III, includ-
ing the procedure for incorporating moment constraints
in any short distance scheme and an analysis of perturba-
tive corrections in the shape function and decay rate up
to two-loop order with a resummation of large logarithms
at next-to-next-to-leading-logarithmic (NNLL) order. In
Sec. IV we introduce a systematic expansion of F (k) in
terms of a suitably chosen set of orthonormal basis func-
tions, which allows one to control the uncertainties aris-
ing from its unknown functional form. In Sec. V, we sum-
marize our proposal of how to use all the available data to
extract the function F (k) and determine the shape func-
tion S(ω, µ) with reliable uncertainties, which can then
be used for the extraction of |Vub| from B → Xuℓν¯. Sec-
tion VI contains our conclusions. Details on perturbative
corrections and the invisible scheme for the kinetic energy
matrix element are summarized in three appendices.
II. THE B → Xsγ AND B → Xuℓν¯ RATES IN
THE SHAPE FUNCTION REGIONS
We use the kinematic variables p±X = EX ∓ |~pX |. We
also define the partonic variable p− = p−X +mb−mB. In
B → Xsγ, p
−
X = mB (p
− = mb) and p
+
X = mB − 2Eγ ,
while in B → Xuℓν¯ they are independent variables with
p+X ≤ p
−
X ≤ mB. There are three cases where it is known
how to carry out a systematic expansion of the decay rate
1) Nonpert. shape function : ΛQCD ∼ p
+
X ≪ p
−
X ,
2) Shape function OPE : ΛQCD ≪ p
+
X ≪ p
−
X ,
3) Local OPE : ΛQCD ≪ p
+
X ∼ p
−
X . (3)
The region 2) was first studied in B → Xuℓν¯ in Refs. [21,
14], and for the B → Xsγ rate in Refs. [22, 23]. In the
SCET regions 1) and 2), where p+X ≪ p
−
X , the decay rates
Γs ≡ Γ(B → Xsγ) and Γu ≡ Γ(B → Xuℓν¯) are given by
the factorization theorems [24, 25]
dΓs
dEγ
= 2Γ0sHs(p
+
X , µi) (4)
×
∫
dωmbJ(mb ω, µi)S(p
+
X − ω, µi) ,
dΓu
dEℓ dp
+
Xdp
−
X
= Γ0uHu(Eℓ, p
−
X , p
+
X , µi)
×
∫
dω p−J(p−ω, µi)S(p
+
X − ω, µi) ,
where
Γ0s =
G2F m
5
b
8π3
αem
4π
|VtbV
∗
ts|
2 , Γ0u =
G2F m
5
b
192π3
|Vub|
2 .
(5)
Corrections are suppressed by ΛQCD/mb and it is known
how to include them in Eq. (4). Here we focus on the
leading term since the procedure to incorporate the sub-
leading terms follows the same method. The integration
limits are implicit in the support of the S and J functions
in Eq. (4), which are nonzero when their first argument is
positive. Both, the hard functions, Hu and Hs, and the
jet function, J , in Eq. (4) are calculable in a perturbation
series in αs. We summarize results for them in App. A
up to two-loop order. Only Hu and Hs are process de-
pendent, and they can sum logarithms between the hard
scale and µ2i ∼ p
+
Xp
−
X .
The shape function S(ω, µi) in Eq. (4) sums logarithms
between µi and µΛ through Eq. (1), where in case 1) in
Eq. (3) µΛ ∼ 1GeV, while in case 2) µΛ ∼ p
+
X . In case
1) the shape function is nonperturbative, while in case 2)
it can be computed with an OPE to separate the scales
ΛQCD ≪ p
+
X . A key feature of Eq. (2) is that it makes the
expressions for the decay rates in Eq. (4) simultaneously
valid both for cases 1) and 2). For example, it allows an
analysis of the photon energy cut in B → Xsγ without
having to rely on the expansion in region 2) in ΛQCD/p
+
X ,
as was done in Refs. [22, 23]. This is important, since in
3practice, if the momenta in region 2) are not well sepa-
rated numerically, the utility of expanding in ΛQCD/p
+
X
is unclear.
It is possible to make Eq. (4) valid for region 3) of
Eq. (3), by including appropriate power suppressed and
perturbative corrections. At tree level this was carried
out in Refs. [26, 27], and all results presented below are
valid in region 3) at this order. At the level of pertur-
bative corrections these issues were studied in Ref. [28].
We do not include the additional perturbative correc-
tions needed in region 3), since our primary interest is to
study the SCET regions 1) and 2). However, it is impor-
tant that for the perturbative corrections to be correct
in region 3), it is required to scale up the different µ’s so
that µΛ = µi = µb ∼ mb, because there is only one scale
µ in the local OPE. A procedure to carry out this scal-
ing of the µ’s is discussed around Eq. (36). A dedicated
study of the transition to region 3) is left for future work.
Combining Eqs. (1), (2), and (4), and switching the
order of convolutions we arrive at
dΓs
dEγ
= 2Γ0sHs(p
+
X , µi)
×
∫
dk P (mb, p
+
X − k, µi)F (k) ,
dΓu
dEℓ dp
+
Xdp
−
X
= Γ0uHu(Eℓ, p
−
X , p
+
X , µi)
×
∫
dk P (p−, p+X − k, µi)F (k) . (6)
Here, the perturbatively calculable function P is process
independent,
P (p−, k, µi) =
∫
dω
∫
dω′ p− J [p−(k − ω), µi]
× US(ω − ω
′, µi, µΛ)C0(ω
′, µΛ) . (7)
At lowest order in perturbation theory
P (p−, k, µi) = δ(k) +O(αs) , (8)
and the result for P up to O(α2s) with NNLL resumma-
tion is given in App. A.
Equation (6) can be used to determine the F function
by fitting to experimental B → Xsγ and B → Xuℓν data.
We return to this in Sec. V. In the next two sections
we explore Eq. (2) in detail and construct a complete
orthonormal basis for F (k) that is suitable for carrying
out these fits.
III. GENERAL TREATMENT OF THE SHAPE
FUNCTION
A. Master formula and OPE constraints
The shape function S(ω, µ) is the B meson matrix el-
ement
S(ω, µ) = 〈B|O0(ω, µ)|B〉 ≡ 〈O0(ω, µ)〉B , (9)
of the operator
O0(ω, µ) = b¯v δ(iD+ − δ + ω) bv , (10)
where we defined
δ = mB −mb . (11)
Here, bv is the HQET b quark field and |B〉 is the full
QCD B meson state, respectively. (If we used the HQET
|Bv〉 state, this would correspond to absorbing time-
ordered products of O0(ω) with all power corrections
in the HQET Lagrangian into the definition of S(ω, µ).)
Also,D+ = n·D, v is a timelike vector, and n is a lightlike
vector with n · v = 1. For our application, v = pB/mB is
the four-velocity of the B meson, and ~n = ~pX/|~pX | is the
direction of the light-quark jet. The µ dependencies of
S(ω, µ) and O0(ω, µ) are the same. In Eq. (10), our use
of δ = mB −mb and the |B〉 state ensures that S(ω, µ)
has support for ω ≥ 0 with any mass scheme for mb [27].
Note that δ explicitly depends on the mass scheme. We
will use the pole mass scheme first, and discuss convert-
ing to short distance schemes in the next subsection.
The information about the shape function that can be
obtained from perturbation theory arises from the fact
that when integrated over a large enough region, 0 ≤
ω ≤ Λ, such that perturbation theory is reliable at the
scale Λ, the operator O0(ω) can be expanded in a sum of
local operators,
O0(ω, µ) =
2∑
n=0
Cn(ω, µ)Qn + . . .
=
2∑
n=0
Cn(ω − δ, µ) Q˜n + . . . , (12)
where we use either of the operator bases
Qn = b¯v (iD+ − δ)
n bv , Q˜n = b¯v (iD+)
n bv . (13)
The Wilson coefficients Cn(ω) for these two bases are
equivalent, because O0(ω) only depends on the combi-
nation iD+ − δ + ω. The ellipses in Eq. (12) represent
operators of dimension six and higher (where four-quark
operators first appear). Taking the B meson matrix ele-
ment of Eq. (12),
S(ω, µ) =
2∑
n=0
Cn(ω, µ) 〈Qn〉B + . . . , (14)
the moments of S(ω, µ) with an upper cutoff can be com-
puted∫ Λ
0
dω ωk S(ω, µ) =
∑
n
〈Qn〉B
∫ Λ
0
dω ωk Cn(ω, µ) + . . . ,
(15)
and are determined by the local matrix elements 〈Qn〉B
plus the perturbative information in the Cn [14]. For the
first few matrix elements, we have
〈Q0〉B = 1 , 〈Q1〉B = −δ , 〈Q2〉B = −
λ1
3
+ δ2 , (16)
4where λ1 ≡ 〈B|b¯v (iD)
2 bv|B〉, with the matrix element
defined in dimensional regularization. With this defini-
tion and the pole mass, the matrix elements in Eq. (16)
are µ independent.
The matching coefficients Cn(ω, µ) in the OPE in
Eq. (12) can be determined at fixed order in perturbation
theory by taking a partonic matrix element of both sides
of Eq. (12). Consider [21]
〈bv|O0(ω+δ, µ)|bv〉 =
∑
n
Cn(ω, µ) 〈bv|Q˜n|bv〉 = C0(ω, µ),
(17)
where the bv states have zero residual momentum, and
we used 〈bv|Q˜n|bv〉 = δ0n. The n ≥ 1 matrix elements
vanish in MS because there is no dimensionful quantity
they can be proportional to. To determine Cn(ω, µ) for
n ≥ 1, consider the matrix element between bv states
with residual momentum kµ where v · k = 0 but k+ =
n · k 6= 0. The right-hand side of Eq. (12) gives [21]
〈bv(k+)|O0(ω + δ, µ)|bv(k+)〉
= 〈bv(0)|O0(ω + k+ + δ, µ)|bv(0)〉
= C0(ω + k+, µ) =
∑
n
kn+
n!
dnC0(ω, µ)
dωn
. (18)
Comparing this with the left-hand side of Eq. (12),
〈bv(k+)|O0(ω + δ, µ)|bv(k+)〉
=
2∑
n=0
Cn(ω, µ) 〈bv(k
+)|Q˜n|bv(k
+)〉+ . . .
=
2∑
n=0
Cn(ω, µ) (k
+)n + . . . , (19)
gives for n = 0, 1, 2
Cn(ω, µ) =
1
n!
dnC0(ω, µ)
dωn
. (20)
In Eq. (19), the matrix elements of Q˜n for n ≤ 2 in
MS are given by their tree-level values, kn+, because loop
graphs have dimension ≥ 1, but are scaleless and vanish.
The coefficients of Q1 and Q2 are related by Eq. (20)
to the same perturbative coefficient function as Q0 to all
orders in perturbation theory. This is no longer the case
at dimension six and higher, where the operator basis
includes four-quark operators, and more than one matrix
element must be computed.
Our key point is to write the renormalized shape func-
tion at the scale µ as in Eq. (2),
S(ω, µ) =
∫
dk C0(ω − k, µ)F (k) , (21)
where the function C0(ω, µ) = 〈bv|O0(ω + δ, µ)|bv〉 has
an expansion in αs and contains perturbatively accessi-
ble information about S(ω, µ). Equation (21) defines the
function F (k), which is a nonperturbative object that can
be extracted from data. To see that Eq. (21) uniquely
specifies F (k), note that in Fourier space S˜(y, µ) =
C˜0(y, µ)F˜ (y), so F˜ (y) = S˜(y, µ)/C˜0(y, µ).
An important feature of Eq. (21) is that it is consistent
with the OPE result in Eq. (14). Expanding its right-
hand side in k gives
S(ω, µ) =
∑
n
1
n!
dnC0(ω, µ)
dωn
∫
dk (−k)nF (k) , (22)
and comparing with Eqs. (14) and (20) one finds for n =
0, 1, 2 ∫
dk kn F (k) = (−1)n 〈Qn〉B . (23)
Thus, the first few moments of F (k) are determined by
the matrix elements of the local operators, 〈Qn〉B, repro-
ducing the OPE for these terms. (The decomposition
in Eq. (21) can be extended such that it works for the
OPE terms with n ≥ 3 as well, although we will not do
so explicitly here.) Unlike for S(ω, µ), for F (k) all mo-
ments without a cutoff exist, so F (k) falls faster than
any power of k at large k. Furthermore, the characteris-
tic width over which F (k) has substantial support is of
order ΛQCD.
Equation (21) also ensures that S(ω, µ) has the correct
dependence on µ in the MS scheme, since it is determined
by C0(ω, µ), which satisfies the shape function RGE in
Eq. (1). As shown in Eq. (A23) of App. A, a simple
formula valid to all orders in αs can be derived, which
combines S(ω, µΛ) from Eq. (21) with the evolution from
µΛ up to µi in Eq. (1),
S(ω, µi) = ES(ω, µi, µΛ)
∞∑
j=−1
j+1∑
ℓ=−1
V jℓ (η) (24)
× Sj
[
αs(µΛ),
ω
µΛ
] ∫ 1
0
dz Lηℓ (z)F [ω(1− z)] .
Here, Lηℓ (z) = [ln
ℓ(z)/z1−η]+ is defined in Eq. (B9), and
Sj , ES , η = η(µi, µΛ), and V
j
ℓ (η) are given in Eqs. (A12),
(A16), (A17), and (B17), respectively. The Sj coef-
ficients are determined by partonic fixed-order calcula-
tions of C0(ω, µ), and at O(α
2
s) the sum is bounded by
j ≤ 3. The RGE factors η and ES are determined using
the anomalous dimensions at various orders. The RGE
here has Sudakov double logarithms, implying that the
“cusp” anomalous dimension, Γcusp, must be included at
one higher order than the standard anomalous dimen-
sions, γx. There is no large hierarchy between the scales
µb > µi > µΛ, so the optimal procedure for combining
fixed order and resummation is debatable. We adopt the
following conventions for our analysis:
LL : 1–loop Γcusp, tree-level matching ; (25)
NLL : 2–loop Γcusp, 1–loop γx, 1–loop matching ;
NNLL : 3–loop Γcusp, 2–loop γx, 2–loop matching .
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FIG. 1: Scale independence of our shape function construc-
tion. The thin black dashed curve with the highest peak
shows the model function S(ω, µi) = bFmod(ω) given in
Eq. (34). The other dashed curves show the result of tak-
ing S(ω, µΛ) = bFmod(ω) at µΛ = 1.0, 1.3, 1.8GeV (from bot-
tom to top near the peaks) and running up to µi = 2.5GeV
with NNLL accuracy. The solid curves use Eq. (24) with
µΛ = 1.0, 1.3, 1.8, 2.5GeV and running up to µi = 2.5GeV
at NNLL. Note the stable tails of the solid curves. The dip
at small ω is discussed in the next section.
Our construction ensures that S(ω, µi) has the correct
perturbative tail for large ω, specified by both the con-
stant and logarithmic terms in C0(ω, µi), while for small
ω it is controlled by the nonperturbative function F (k).
Thus Eqs. (21) and (24) build in all the information that
can be obtained from considering region 2) in Eq. (3)
without having to carry out an expansion of the decay
rate in this region in ΛQCD/p
+
X .
A common approach for modeling a parton distribu-
tion function is to specify a model for S(ω, µΛ) at a fixed
scale µΛ and then run it up to a higher µi. In this case,
µΛ must be treated as a model parameter, and changing
it can cause significant changes in the model. Further-
more, for ω ≫ ΛQCD the perturbative tail of S(ω, µi)
obtained in this approach will not be consistent with
carrying out the OPE at µi. The perturbative loga-
rithms are reproduced, but the constant terms are not
(and the latter are sizeable contributions to the OPE for
the scales considered here). In Fig. 1 we compare this
approach (dashed curves), with the superior approach of
describing the shape function via Eq. (24) (solid curves)
at NNLL. In each case we use a model for F (k), F̂mod(k)
given below in Eq. (34), whose first three moments cor-
respond to mb = 4.7GeV and λ1 = −0.31GeV
2. The
thin black dashed curve shows S(ω, µi) = F̂
mod(ω).
The other three dashed curves show the result of fix-
ing S(ω, µΛ) = F̂
mod(ω) at µΛ = 1.0, 1.3, 1.8GeV (from
bottom to top near the peaks) and running up to µi =
2.5GeV using Eq. (1). The resulting tails at large ω are
clearly inconsistent with each other. The solid curves
show the result of our approach, using Eq. (24) to obtain
S(ω, µΛ) at µΛ = 1.0, 1.3, 1.8, 2.5GeV and running up
to µi = 2.5GeV. In our approach, S(ω, µi) is indepen-
dent of the initial scale µΛ, up to subleading corrections
in αs(µΛ), and the tails at large ω are consistent with
one another. The negative dip at small ω is an artifact
of using the pole mass scheme, and will be removed by
switching to short distance schemes in the next section.
Another feature of the solid curves in Fig. 1 is that their
tails become negative for ω >∼ 2.5GeV. It was noted in
Ref. [14] that most of this negative tail is canceled by the
perturbative corrections from the jet function. We dis-
cuss in Sec. III C that this negative tail also disappears
if µΛ is increased as ω increases.
To obtain the correct perturbative tail, the procedure
used by BLNP [28] for |Vub| analyses is to take the pertur-
bative computation of C0(ω, µ) for ω ≥ ω0 and a model
for S(ω, µ) for ω ≤ ω0, and these two pieces are glued
together, choosing ω0 so that the result is continuous.
The advantage of our construction in Eq. (21) is that the
tail automatically turns on in a smooth manner when it
dominates over the nonperturbative function F (k) and
provides the proper µ dependence for S(ω, µ) at any ω.
Imposing the moment constraints on F (k) in Eq. (23)
provides a clean way to incorporate the information
on the local OPE matrix elements, mb, λ1, etc., from
B → Xcℓν¯. It is possible to use a shape function scheme
in which moments of S(ω, µ) with a cutoff define the non-
perturbative parameters [14]. Our approach has the ad-
vantage of allowing one to use any desired short distance
scheme, as we discuss next.
B. Short distance schemes
The most precise information on the matrix elements
in Eq. (16) is provided by fitting OPE results to B →
Xcℓν¯ decay distributions. This directly constrains F (k)
through Eq. (23). Ideally, we would like to incorporate
these constraints on F in a manner that is independent
of the order in perturbation theory used to calculate P
in Eq. (7). However, if we define the moment parameters
δ and λ1 from Eq. (16) in an infrared sensitive manner
such as the pole mass scheme, then the dependence on
the order in αs will not be small — infrared renormalon
ambiguities in the perturbation series will cancel against
ambiguities in the parameters δ and λ1. In practice, this
means that the values of δ and λ1 may change substan-
tially when the fit in B → Xcℓν¯ is done at different orders
in perturbation theory. In B physics, cancellations be-
tween perturbative corrections are significant already at
low orders in perturbation theory. Thus, it is preferable
to define F (k) and C0(ω, µ) so that they are individu-
ally free of renormalon ambiguities, which should make
the values of δ and λ1 more stable to the inclusion of
perturbative corrections.
Consider shifting to a new perturbative kernel Ĉ0(ω, µ)
and nonperturbative function F̂ (k) that are free from
6renormalons. To implement this we let
C0(ω) = Ĉ0(ω) + δC0(ω) ,
F (k) = F̂ (k) + δF (k) , (26)
such that
S(ω) =
∫
dk C0(ω − k)F (k) =
∫
dk Ĉ0(ω − k) F̂ (k) .
(27)
These shifts move a series of perturbative corrections be-
tween F (k) and C0(ω, µ). The shift δF (k) will be chosen
such that the moments of F̂ (k) are given by renormalon-
free parameters, and Eq. (27) then determines the corre-
sponding shift δC0(ω).
We switch from the pole mass mb and λ1 to short dis-
tance parameters, m̂b and λ̂1,
mb = m̂b + δmb , λ1 = λ̂1 + δλ1 , (28)
where δmb and δλ1 consist of series in αs(µ) with the
same renormalon as mb and λ1, respectively. The free-
dom to choose these series corresponds to the freedom to
choose different schemes for m̂b and λ̂1. To obtain F̂ (k)
with moments only depending on m̂b and λ̂1, we pick
δF (k) such that
δF (k) = F (k)− F (k − δmb)−∆F (k) ,
F̂ (k) = F (k − δmb) + ∆F (k) . (29)
Shifting the argument allows us to switch to m̂b. To
implement λ̂1, ∆F (k) has to satisfy∫
dk∆F (k) =
∫
dk k∆F (k) = 0 ,∫
dk k2∆F (k) =
δλ1
3
. (30)
The most general solution to Eq. (30) is ∆F (k) =
(δλ1/6)F
′′
1 (k), where F1(k) is an arbitrary function, nor-
malized as
∫
dk F1(k) = 1.
Using Eqs. (29) and (30) with Eq. (23), one can eas-
ily check that F̂ (k) has renormalon-free moments, as de-
sired, ∫
dk F̂ (k) = 1 ,∫
dk k F̂ (k) = δ + δmb = δ̂ ,∫
dk k2 F̂ (k) = −
λ̂1
3
+ δ̂ 2 , (31)
where δ̂ = mB − m̂b. Thus the experimental values of
the b quark mass and λ̂1 extracted in any short distance
scheme can be used as inputs in our framework via the
moment constraints in Eq. (31).
To determine the corresponding shift in C0(ω), we note
that Eq. (27) implies
∫
dk [C0(ω − k) δF (k) + δC0(ω −
Parameter Value
αs(mZ) [29] 0.1176
αs(4.7GeV) 0.2155
mB 5.279GeV
m1Sb [12] 4.70GeV
λ1 [12] −0.31GeV
2
λi1 −0.32GeV
2
mkinb (1GeV) 4.57GeV
λkin1 (1GeV) −0.47GeV
2
TABLE I: Central values of the input parameters. The last
three entries are computed from m1Sb and λ1 at order α
2
s.
k) F̂ (k)] = 0. To solve for δC0(ω), we take the Fourier
transform, δC˜0(y) = −C˜0(y) δF˜ (y)/
˜̂
F (y), and thus
δC˜0(y) =
[
1− eiy δmb −
δλ1
6
y2
F˜1(y)˜̂
F (y)
]
C˜0(y) . (32)
Here, any δmb δλ1 cross terms only have higher-order
renormalon ambiguities and are dropped. Any choice of
F1(k) is equally good for incorporating the δλ1 shift. We
adopt the simplest choice F1(k) = F̂ (k), which is unique
in that it keeps Ĉ0(ω) independent of the precise form of
F̂ (k).1 In this case, in momentum space, we have
Ĉ0(ω) = C0(ω + δmb)−
δλ1
6
d2
dω2
C0(ω)
=
[
1 + δmb
d
dω
+
(
(δmb)
2
2
−
δλ1
6
)
d2
dω2
]
C0(ω)
+ . . . , (33)
where C0(ω) is determined by the perturbative calcula-
tion of 〈bv|O0(ω+δ, µ)|bv〉, and the ellipsis denotes terms
that are either O(α3s) or beyond the order we are work-
ing at for the moments of F̂ (k). The same strategy to
determine F̂ (k) and derive the corresponding Ĉ0(ω) can
be applied to higher moments if in the future terms with
n ≥ 3 in Eq. (23) are included in the analysis.
In the remainder of this paper we use the convolu-
tion formula for S(ω, µ) in terms of Ĉ0(ω, µ) and F̂ (k)
in Eq. (27). We shall regard F̂ (k) as the fundamental
nonperturbative object to be extracted from data. In
particular, in Sec. IV we will build a complete basis of
functions for F̂ (k).
1 There are other possible choices. For example, taking F1(k) ∝
k2 bF (k) would ensure that the δλ1 shift does not change the
small-k behavior of bF (k). However, if F1(k) 6= bF (k), the shift
δC0(ω) depends on bF (k), and must be recomputed each time
bF (k) changes. Hence other choices are more difficult to imple-
ment when performing a fit to data to extract bF (k).
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FIG. 2: S(ω, µi) obtained from bC0(ω, µΛ) with µΛ = 1.3GeV
and run up to µi = 2.5GeV at NLL (dashed) and NNLL
(solid) order. Shown are results using the pole mass scheme
and the 1S and kinetic short distance mass schemes. Switch-
ing to the short distance schemes, the result becomes more
stable going from NLL to NNLL, the negative dip at small ω
in the pole scheme is removed, while the perturbative tail at
large ω remains unchanged.
C. Numerical results for S(ω, µ)
To illustrate the effect of using our method to in-
clude the perturbative corrections to the shape function
through Ĉ0 we choose a model for F̂ (k),
F̂mod(k) =
1
λ
[ 2∑
n=0
cn fn
(k
λ
)]2
. (34)
Here λ = 0.8GeV, fn(x) is given below in Eq. (48),
and the three parameters, c0, c1, and c2, are fixed
to satisfy the constraints in Eq. (31) for the ap-
propriate short distance scheme. For our numer-
ical analysis we use the input values collected in
Table I. With {m1Sb , λ1} we have {c0, c1, c2} =
{0.949, −0.309, 0.064}, while for {m1Sb , λ
i
1} we have
{c0, c1, c2} = {0.949, −0.307, 0.075}, and for {m
kin
b , λ1}
we have {c0, c1, c2} = {0.988, −0.120, −0.095}.
First, we switch from the pole mass to a short distance
mass. We use the 1S mass [30] and the kinetic mass [31]
schemes,
δ̂ ≡ δ1S = mB −m
1S
b ,
δ̂ ≡ δkin = mB −m
kin
b , (35)
to fix the first moment in Eq. (31), and λ1 to deter-
mine the second moment. The choice of mass scheme en-
ters Ĉ0(ω) through the δmb and δλ1 in Eq. (33), which
must be expanded in αs to avoid the renormalons. De-
tails of the implementation of short distance schemes and
the expressions for δm1Sb and δm
kin
b are discussed in Ap-
pendix A3. In Fig. 2 we show the result for S(ω, µi)
obtained from C0(ω, µΛ) with µΛ = 1.3GeV, run up to
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FIG. 3: µΛ dependence of S(ω, 2.5GeV) in the peak region
obtained from bC0(ω,µΛ) at LL (dotted green), NLL (dashed
blue), and NNLL (solid orange) order, usingm1Sb and λ1. The
three curves in each case are for µΛ = 1.0, 1.3, 1.8GeV. The
µΛ dependence is significantly reduced at each higher order.
µi = 2.5GeV at NLL order (dashed) and NNLL order
(solid). The blue (dark), orange (medium), and green
(light) curves show the results in the pole, 1S, and kinetic
mass schemes, respectively. In both short distance mass
schemes the negative dip present in the pole scheme is
removed, while the perturbative tail at large ω remains
unchanged. The removal of the negative dip is similar
to what was observed for the soft function for jets in
Ref. [20].
In Fig. 3 we illustrate the perturbative convergence and
residual µΛ scale dependence of the result of Eq. (24) or-
der by order, using the 1S mass scheme and λ1. We
show S(ω, µi = 2.5GeV) run up from µΛ at LL (dot-
ted green), NLL (dashed blue) and NNLL (solid or-
ange). For each order, the three curves correspond to
µΛ = 1.0, 1.3, 1.8GeV. As expected, the µΛ depen-
dence is significantly reduced by going from LL to NLL
to NNLL. For the lowest scale, µΛ = 1.0GeV, an os-
cillation begins to build up at small ω, which is clear
at NNLL where the curves for the two larger scales are
quite stable. Although we continue to explore µΛ as
low as 1.0GeV in this section, we take this as evidence
that slightly larger values of µΛ should be used to ensure
a convergent expansion for Ĉ0. Therefore, we will use
µΛ = 1.2, 1.5, 1.9 GeV in Sec. III D for the decay rate.
Next, we switch to short distance schemes for λ1. Note
that the NLL results in Fig. 2 with λ1 defined in dimen-
sional regularization are already quite stable. Unlike for
the pole mass, there is not much numerical evidence for
the importance of switching to a short distance scheme
for λ1, and adding a sizable δλ1 ∼ O(αs) correction may
oversubtract. The u = 1 renormalon in λ1 is related to
the large-order behavior of perturbation theory, and it is
unclear how much numerical impact it has on the per-
turbative coefficients computed at O(αs) and O(α
2
s). In
App. C we show that schemes with δλ1 = O(αs) appear
80
0
1
1
0.2
0.2
0.4
0.4
0.6
0.6
0.8
0.8 1.2 1.4 1.6
ω [GeV]
S
(ω
,
2
.5
G
e
V
)
[G
e
V
−
1
]
S
(ω
,
2
.5
G
e
V
)
[G
e
V
−
1
] λ1 NNLL
λi1 NNLL
FIG. 4: The effect of using the invisible scheme for λ1 on
S(ω, 2.5GeV) at NNLL order. The orange solid lines are the
same as those in Fig. 3, using m1Sb and λ1, while the light
blue dashed lines use m1Sb together with λ
i
1. The three curves
in each case are for the same values of µΛ as in Fig. 3.
to oversubtract, causing large oscillations in the shape
function at small ω. This is shown explicitly for the ki-
netic scheme λkin1 (= −µ
2
π). Therefore, in App. C we in-
troduce a new short distance scheme with δλ1 = O(α
2
s),
which we call the “invisible” scheme and denote by λi1.
The expression for δλi1 is given in Eq. (A37). In this
short distance scheme, the NLL results are unchanged.
In Fig. 4 we compare results at NNLL for m1Sb and λ1
versus using m1Sb and λ
i
1. One sees that the invisible
scheme has only a small effect on the NNLL shape func-
tion, which is entirely at small ω. It damps the oscillation
that occurs when µΛ = 1.0GeV and modifies the slope.
In Fig. 5 we show the µΛ scale dependence at NLL
(dashed) and NNLL (solid) order in the tail region. The
lower six curves use the same scale variation as in Fig. 3.
Here, as one uses the SCET expansion, but enters the
local OPE region, the scale dependence increases with ω,
and the tail becomes negative. This is due to increasing
ln(ω/µΛ) terms, for which the above choices of µΛ are
inappropriate. To avoid potentially large logarithms, we
can increase µΛ as we increase ω by taking, for example,
µ′Λ(ω) = a+ b arctan
(
ω − 2.5GeV
)
. (36)
To vary the scales, we take three functions of this form,
with a and b chosen such that for ω = 0 they give
µ′Λ = 1.0, 1.3, 1.8GeV, and for ω = 4.7GeV they give
µ′Λ = 2.35, 4.7, 9.4GeV. In Fig. 5, the six upper curves
show S(ω, µi) obtained with these µ
′
Λ(ω) choices, tak-
ing µi = µ
′
i(ω) = [µ
′
Λ(ω)m
1S
b ]
1/2 with the central µ′Λ(ω).
Comparing the upper and lower curves shows that in-
creasing µΛ with ω significantly reduces the µΛ scale de-
pendence to a similar level as in the peak region shown in
Fig. 3. (We have checked that using the running µ′Λ(ω)
does not have an effect on the size of the scale uncer-
tainty in the peak region.) The upper curves in Fig. 5
also have a much less negative tail, which is caused pre-
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FIG. 5: µΛ dependence of S(ω, 2.5GeV) in the tail region
(lower six curves) and of S(ω, µ′i) (upper six curves) at NLL
(dashed) and NNLL (solid) order, using m1Sb and λ
i
1. For
the lower six curves we vary µΛ = 1.0, 1.3, 1.8GeV, while for
the upper ones we use the running scale parameters µ′Λ(ω) in
Eq. (36) and µ′i(ω) described in the text.
dominantly by increasing µΛ with ω, and only partially
by increasing the reference scale µi. This means that the
dominant part of the negative tail in the lower curves is
caused by large logarithms of ω/µΛ. Hence, increasing
µΛ with ω will be important to obtain a positive rate in
the tail region. The importance of increasing µ with a
kinematic variable in the tail region was also pointed out
for jet production in Ref. [32], where it was required to
avoid a negative tail for the cross section.
In the decay rate the µi dependence of S(ω, µi) cancels
against corrections from the jet function, so the interme-
diate scale, µi, should also run with increasing ω. This
is accomplished by taking µi = µ
′
i(ω) = [µ
′
Λ(ω)µb]
1/2 for
each of the three running µ′Λ(ω)’s from Eq. (36). This
treatment of the tail has the advantage that we obtain
µΛ = µi = µb for ω ∼ mb, and by construction the stan-
dard factor of two scale variation, mb/2 < µb < 2mb.
Hence it is consistent with the local OPE treatment for
region 3) in Eq. (3). The rate at which equality is ap-
proached can be controlled by multiplying the argument
of the arctan in Eq. (36) by a scaling factor, and the cen-
ter of the transition region can be adjusted by modifying
the 2.5GeV value shown there.
D. Perturbative results for the B → Xsγ spectrum
In this section we explore the scale dependence of the
perturbative corrections to the B → Xsγ spectrum in
the SCET regions 1) and 2) in Eq. (3). The rate depends
on three scale parameters µΛ >∼ 1GeV, µi ∼
√
mb ΛQCD,
and µb ∼ mb. In a short distance scheme the decay rate
in Eq. (6) becomes
dΓs
dp+X
= Γ0sHs(p
+
X , µb)UH(mb, µb, µi)
9×
∫
dk P̂ (mb, k, µi) F̂ (p
+
X − k) , (37)
where Hs and UH , are given in Eqs. (A1) and (A14), and
the notation P̂ and F̂ indicate that these are given in a
short distance scheme. From the analysis in App. A, all
perturbative corrections can be organized into a simple
series of plus distributions Lηj (z), defined in Eqs. (B9)
and (B10). The integral of the perturbative function P
with the F function is then∫
dk P (p−, k, µi)F (p
+
X − k) (38)
=
∞∑
j=−1
Pj(p
−, p+X , µi, µΛ)
∫ 1
0
dz Lηj (z)F [p
+
X(1− z)] ,
where explicit results for the coefficients Pj are given in
Eq. (A25). The additional terms generated by transform-
ing Eq. (38) into the integral over the short distance P̂
and F̂ are described in detail in App. A 3.
In Figs. 6, 7, and 8 we study the µΛ, µi, and µb de-
pendencies of the p+X spectrum for B → Xsγ, namely
(dΓs/dp
+
X)/
[
Γ0s |C
incl
7 (0)|
2
]
. Recall that this has a sim-
ple relation to the photon energy spectrum, p+X = mB −
2Eγ . We show the p
+
X spectrum to facilitate easier com-
parison with the results for the shape function in the
previous section. Since we are interested in studying the
perturbative corrections, we keep F̂mod(k) fixed to be our
default model in Eq. (34). In each of Figs. 6, 7, and 8 we
show results at LL (dotted green curves), NLL (dashed
blue curves), and NNLL (solid orange curves) order, for
three different values of the scales, and using the 1S mass
and λi1 scheme. The central values are µΛ = 1.5GeV,
µi = 2.5GeV, and µb = 4.7GeV, two of which are
held fixed in each plot. In Fig. 6 the three curves at
each order show µΛ = 1.2, 1.5, 1.9GeV, in Fig. 7 they
show µi = 2.0, 2.5, 3.0GeV, and in Fig. 8 they show
µb = 2.35, 4.7, 9.4GeV. Since the scales should obey the
hierarchy µΛ < µi < µb, it is not possible to vary each
by a factor of two. For illustration, we do vary µb by
a factor of two, but keep µΛ and µi in ranges suitable
to the physical shape function and jet function regions,
respectively. The largest effect going from LL to NLL to
NNLL is the change in the normalization. Although it is
not captured by our range of scale variation, the normal-
ization still exhibits reasonable convergence. Rescaled
to a common normalization, the shape of the spectrum
shows very nice convergence, and the range of scales used
is clearly suitable here. We find a reduction in the scale
dependence order by order for most values of p+X .
In Fig. 6 we show three additional NNLL curves (long
dashed light blue) that use m1Sb and λ1 instead of λ
i
1.
Comparing these curves to the orange curves (m1Sb and
λi1), we see that the overall effect of using λ
i
1 instead of
λ1 is small. However, one can clearly observe that the
invisible scheme improves the perturbative convergence
of the spectrum at small p+X .
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FIG. 6: µΛ dependence of the B → Xsγ spectrum in terms
of m1Sb and λ
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1, using bFmod(k). Shown are the LL (dot-
ted), NLL (dashed), and NNLL (solid) spectra for µΛ =
1.2, 1.5, 1.9GeV. The long dashed curves are the NNLL spec-
tra with m1Sb and λ1, showing less convergence at small ω.
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FIG. 7: µi dependence of the B → Xsγ spectrum in terms of
m1Sb and λ
i
1, using bFmod(k), at LL (dotted), NLL (dashed),
and NNLL (solid) order for µi = 2.0, 2.5, 3.0GeV.
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FIG. 8: µb dependence of the B → Xsγ spectrum in terms of
m1Sb and λ
i
1, using bFmod(k), at LL (dotted), NLL (dashed),
and NNLL (solid) order for µb = 2.35, 4.7, 9.4GeV.
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Although we do not show results here for the spectrum
in the local OPE region 3) in Eq. (3), we checked that
the same effects as in the tail of S(ω, µi) in Fig. 5 appear
in the tail of the spectrum. To avoid a large µΛ depen-
dence in the tail, the scales must be increased with ω as
discussed below Eq. (36), and this also helps to obtain a
positive tail for the spectrum in region 3).
It is important to emphasize that in the common ap-
proach to model distribution functions corresponding to
the dashed curves in Fig. 1, where a fixed model for
S(ω, µΛ) is specified at the scale µΛ and then run up to
µi, the spectrum will have a large dependence on µΛ,
which must be considered a model parameter. Thus,
there is no analog to the µΛ independence of the rate
obtained in our construction, and illustrated in Fig. 6.
Note that the dependence of the B → Xsγ rate for
p+X ≤ (p
+
X)
cut on the soft and intermediate scales, µΛ
and µi, has so far been studied only by performing an ex-
pansion in ΛQCD/(p
+
X)
cut in region 2) of Eq. (3) [22, 23],
as in Eqs. (12) and (14). In this case, one can combine
the same perturbative ingredients as in our approach, de-
pending on the three scales µΛ, µi, and µb. As mentioned
before, the advantage of our framework is that it does not
rely on performing an expansion in region 2).
IV. EXPANSION OF THE F FUNCTION
A. Complete orthonormal basis
So far in the literature the uncertainty related to the
unknown functional form of the shape function has been
either neglected or estimated by using a few model func-
tions for S(ω, µ), and varying their parameters or distort-
ing them [3, 28, 33, 34], subject to constraints on their
first few moments. To obtain a systematic estimate of
the uncertainty related to the unknown functional form
of the shape function, we construct a suitable set of com-
plete orthonormal basis functions for the function F̂ (k)
defined by Eq. (27). The uncertainty in the functional
form is then determined by the uncertainty in the coef-
ficients of this basis. This expansion will also be conve-
nient to extract F̂ (k) from experimental data, including
experimental and theoretical uncertainties and correla-
tions.
Since F̂ (k) has mass dimension −1, it is convenient
to introduce a dimension-one parameter, λ, and use the
dimensionless variable x = k/λ. By power counting,
λ ∼ ΛQCD. We expect on physical grounds that F̂ (k)
is positive, so we can expand its square root,
F̂ (λx) =
1
λ
[ ∞∑
n=0
cn fn(x)
]2
, (39)
where fn(x) are a complete set of orthonormal functions,∫ ∞
0
dx fm(x) fn(x) = δmn . (40)
Since F̂ (k) is normalized to unity, the coefficients cn sat-
isfy
1 =
∫
dk F̂ (k) =
∫
dx
[∑
n
cn fn(x)
]2
=
∑
n
c2n . (41)
Although F̂ (k) is independent of the choice of basis func-
tions fn(x) when summing over all n, in practice only a
finite number of terms can be kept. Therefore, we want
to choose basis functions, fn(x), such that the first few
terms in Eq. (39) provide a good approximation to F̂ (k).
Unfortunately, most of the well-known orthonormal func-
tions on [0,∞) become broader with increasing n, and
hence have moments whose values increase with n [35].
By dimensional analysis, the n-th moment of F̂ (k) scales
as ΛnQCD, and we would like the basis functions to satisfy
this constraint, at least for the low-n moments.
To construct a suitable orthonormal basis fn(x) on
[0,∞), we consider orthonormal functions φ(y) on [−1, 1]
and a variable transformation y(x), which maps x ∈
[0,∞) to y ∈ [−1, 1]. We choose y(x) to be increasing,
y′(x) > 0. Then, for any orthonormal basis φn(y) on
[−1, 1],
fn(x) =
√
y′(x) φn[y(x)] . (42)
provides an orthonormal basis on x ∈ [0,∞). Choosing
different φn’s and different y(x)’s allows us to change
the basis functions. It is natural to choose φn(y) to be
polynomials of degree n, and we find it convenient to use
the normalized Legendre polynomials
φn(y) =
√
2n+ 1
2
Pn(y) , Pn(y) =
1
2nn!
dn
dyn
(y2 − 1)n.
(43)
To determine y(x), note that for a positive definite
function Y (x), such that
∫∞
0 dxY (x) = 1, the function
y(x) = −1 + 2
∫ x
0
dx′ Y (x′) , (44)
satisfies y(0) = −1 and y(∞) = +1. Since y′(x) = 2Y (x),
the first basis function is simply
[f0(x)]
2 = y′(x)φ20[y(x)] = Y (x) . (45)
To obtain a good approximation to F̂ (k) with the first
few terms in Eq. (39), one should choose Y (x) to be “sim-
ilar” to λ F̂ (λx). This gives an intuition about suitable
choices, and once Y (x) and λ are fixed, the full basis is
specified. A convenient choice for Y (x) is
Y (x, p) =
(p+ 1)p+1
Γ(p+ 1)
xp e−(p+1)x (46)
for any p > 0 real parameter. Constructing a basis from
Y (x, p) yields basis functions for which the first and sec-
ond moments of fm(x)fn(x) are order one or smaller.
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Therefore, the terms in the expansion in Eq. (39) have n-
th moments of order λn or smaller. Choosing the scaling
parameter λ ∼ ΛQCD, the first few terms in the expan-
sion in the resulting basis gives a good approximation to
the shape function.
The function in Eq. (46) is similar to those used to
model S(ω, µ) in the literature. In fact, by choosing Y (x)
to be a specific model shape function, our construction
allows one to expand about it, and systematically study
corrections to an assumed functional form. We empha-
size, however, that in our approach the only role of φn(y)
and Y (x) is to specify the basis functions, fn(x). The
functional form for Y (x) affects how quickly the expan-
sion in Eq. (39) converges, but not the fact that it is
a convergent expansion. The completeness of the basis
φn(y) on [−1, 1] implies that any square integrable func-
tion on [0,∞) can be expanded in terms of the bases
fn(x) resulting from the above construction.
Using Eq. (46) gives basis functions that behave as
f2n(x) ∼ x
p as x → 0. Due to the short distance sub-
tractions in Eq. (33), to ensure that S(ω, µ) goes to zero
at ω = 0, we need F̂ (k) to go to zero at least as k3 for
k → 0. Thus, we find it convenient to use Y (x, 3) as our
default choice, with
y(x, 3) = 1− 2
(
1 + 4x+ 8x2 +
32
3
x3
)
e−4x , (47)
which gives the orthonormal functions
fn(x) = 8
√
2x3 (2n+ 1)
3
e−2x Pn[y(x, 3)] . (48)
For numerical calculations we use λ = 0.8GeV as de-
fault. These functions are also convenient because they
allow analytic calculations of the decay spectra. The first
five basis functions in Eq. (48) are shown in Fig. 9. In
Fig. 10 we use these to illustrate the uncertainty remain-
ing in F̂ (k) if its first three moments are fixed. We fix c3
and c4 to 9 different combinations, and choose the first
three coefficients c0,1,2 to satisfy the moment constraints
in Eq. (31). All the 9 functions shown have 0.92 < c0 <
0.95, −0.35 < c1 < −0.28, and 0.01 < c2 < 0.14. Even
this plot makes the uncertainties look smaller than they
are, since at small k the k3 behavior of these models ap-
pears to imply a small uncertainty. Including the short
distance subtractions from Eq. (33), these models yield a
significantly wider variation in S(ω, µ) for small ω. Fig-
ure 10 shows that even with small errors of the B → Xcℓν¯
moments, more information on the shape function can be
extracted from the B → Xsγ or B → Xuℓν¯ data.
B. Truncation uncertainties
Equation (39) provides a model independent descrip-
tion of F̂ (k) for any choice of the basis. Since the basis is
complete for any value of λ, we will regard λ along with
the function Y (x) as part of the convention that defines
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FIG. 9: The first 5 orthonormal basis functions in Eq. (48).
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FIG. 10: Nine functions with identical first three moments.
For each curve, we fix c3 and c4 and then choose c0, c1, c2
to satisfy the moment constraints in Eq. (31) with m1Sb and
λi1. The thick solid curve (c3 = c4 = 0) corresponds to the
default model used in Sec. III.
the basis. In practical applications one has to truncate
the series in Eq. (39) after the first N + 1 terms,
F̂ (N)(k) ≡
1
λ
[
f (N)
(k
λ
)]2
=
1
λ
[ N∑
n=0
cn fn
(k
λ
)]2
=
1
λ
N∑
m,n=0
cmcn fm
(k
λ
)
fn
(k
λ
)
, (49)
and use F̂ (N)(k) in the actual calculations.
Figure 11 illustrates how the expansion converges.
Both plots show a toy Gaussian model function (black
solid curve), which we expand in terms of the first n ba-
sis functions in Eq. (48) for n ≤ 4. In the left panel, we
use the default value λ = 0.8GeV to define the basis.
The truncated series in Eq. (49) quickly approaches the
model function, even for small values of N . In the right
panel, we show the same expansion using λ = 0.6GeV
12
0
0
1
1
2
0.2 0.4
0.5
0.6 0.8 1.2 1.4
1.5
1.6
k [GeV]
F̂
(k
)
[G
e
V
−
1
]
F̂
(k
)
[G
e
V
−
1
]
F̂ (k)
F̂ (0)(k)
F̂ (1)(k)
F̂ (2)(k)
F̂ (3)(k)
F̂ (4)(k)
0
0
1
1
2
0.2 0.4
0.5
0.6 0.8 1.2 1.4
1.5
1.6
k [GeV]
F̂
(k
)
[G
e
V
−
1
]
F̂
(k
)
[G
e
V
−
1
]
F̂ (k)
F̂ (0)(k)
F̂ (1)(k)
F̂ (2)(k)
F̂ (3)(k)
F̂ (4)(k)
FIG. 11: Left: Expansion of a Gaussian model function bFGauss(k) = (2/a)(k/a)3 exp[−(k/a)2] with a = 0.639GeV, corre-
sponding to mb = 4.7GeV, using the first 5 basis functions, fn(x), in Eq. (48). Right: Same as on the left, except that in the
definition of the basis λ is changed from 0.8GeV to 0.6GeV.
to define the basis, which illustrates how the value of λ
affects the convergence of the expansion.
To quantify the uncertainties, we would like to have a
systematic way to estimate the error due to the neglected
terms in the truncated sum in Eq. (49). The truncation
error is affected by the choice of N , Y (x), and λ, pro-
viding several handles on this uncertainty. A virtue of
adding one more term from our orthonormal basis, com-
pared to adding one more parameter to a generic model,
is that due to the orthogonality of the basis functions
the additional parameter provides independent informa-
tion and should avoid large parameter correlations. By
varying N , one can change the number of coefficients,
and study how sensitive the results are to the truncation.
As a consistency check, one can use a different basis, or
change Y (x) or λ and check that the difference is within
the previous truncation error estimate.
A feature of our construction is that the truncation
error can be estimated using
∑∞
n=0 c
2
n = 1. We define√
λ F̂ (λx) ≡ f(x) = f (N)(x) + cr fr(x) , (50)
where
cr =
(
1−
N∑
n=0
c2n
)1/2
, (51)
and the remainder function, fr(x), is orthogonal to
f0,...,N(x),
fr(x) =
∞∑
n=1
rn fN+n(x) , (52)
and normalized∫ ∞
0
dx [fr(x)]
2 = 1 ,
∞∑
n=1
r2n = 1 . (53)
In terms of fr(x), the truncation error from approximat-
ing F̂ (k) by F̂ (N)(k) is
F̂
(N)
trunc[fr](k) ≡
∣∣F̂ (k)− F̂ (N)(k)∣∣ (54)
=
1
λ
∣∣∣∣ 2 crfr(kλ
)
f (N)
(k
λ
)
+ c2rf
2
r
(k
λ
)∣∣∣∣ .
Although Eq. (53) implies |rn| ≤ 1, it provides no
bound on
∑
n|rn|. Therefore, one cannot derive a rigor-
ous bound on |fr(x)| from Eq. (52) for all x > 0, and it is
not possible to obtain a rigorous bound on the truncation
error, F̂
(N)
trunc, either. However, for practical purposes, it
is sufficient to estimate F̂
(N)
trunc. Its size is controlled by
cr in Eq. (51), which is determined by the first N + 1
coefficients, and can be minimized by choosing a good
basis. Thus, as long as enough coefficients are included
in the basis so that the estimated truncation uncertainty
is small compared to other uncertainties, any reasonable
estimate of fr(x) provides a useful estimate of the trun-
cation uncertainty.
For suitable choices of the basis, we expect the series to
converge fairly quickly, since the higher basis functions
oscillate more and more rapidly, and we do not expect
significant structure in the momentum distribution of the
b quark in the B meson over momentum scales≪ ΛQCD.
Hence, one way to estimate fr(x) is to assume that one
term in Eq. (52) saturates the sum. It is natural to take
that to be the first (possibly the second) term, which
corresponds to
fr(x) = ±fN+1(x) . (55)
Another possibility is to assume that |fr(x)| <∼ f0(x), and
take
fr(x) = ±f0(x) . (56)
This is motivated by the fact that, except for small and
large values of x, f0(x) gives roughly an envelope for the
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FIG. 12: Truncation error estimates. The solid black curves show bFGauss(k) − bF (N)(k) corresponding to the right plot in
Fig. 11, for N = 2 (left) and N = 4 (right). The dashed blue curves show ±max
˘ bF (N)trunc[±fN+1]
¯
, and the solid orange curves
show ±max
˘ bF (N)trunc[±f0]
¯
, i.e., the error estimates using Eqs. (55) and (56), respectively.
higher basis functions, as can be seen from Fig. 9. In
each case, the sign of fr(x) is undetermined. For small
cr, the second term in Eq. (54) can be neglected and the
sign of fr(x) is irrelevant.
To illustrate these methods for estimating the trunca-
tion error we consider again the toy model used in Fig. 11,
with λ = 0.6 in our basis as in the right panel. In Fig. 12,
the solid black curve shows F̂ (k) − F̂ (N)(k) for N = 2
(left panel) and N = 4 (right panel). The dashed blue
curves show the estimate using Eq. (55), taking the point-
by-point maximum of F̂
(N)
trunc[±fN+1](k), while the solid
orange curves use Eq. (56) instead. As expected, the for-
mer correlates more with the absolute value of the point-
by-point deviations, while the latter roughly envelopes
the difference. As can be seen, we obtain reasonable esti-
mates of the deviation of F̂ (N)(k) from F̂ (k). The overall
sizes of the truncation errors are well estimated in both
plots, because they are proportional to cr. For the left
plot cr = 0.088 and for the right plot cr = 0.025. If
the expansion of F̂ (k) converges reasonably fast, then
fr(x) will be an oscillatory function, as shown in Fig. 12.
Ultimately we are interested in how the shape function
impacts the uncertainty in the extraction of |Vub| or that
in determining the B → Xsγ event fraction above a cer-
tain photon energy cut. These depend on weighted inte-
grals of F̂ (k), so their uncertainties will be much smaller
than the point-by-point errors in approximating F̂ (x) by
F̂ (N)(x) shown in Fig. 12.
C. Subleading shape functions
Any precision analysis of differential spectra in B →
Xsγ or B → Xuℓν¯ must incorporate power correc-
tions that go beyond Eq. (4). At order ΛQCD/mb,
six subleading shape functions enter the description of
the most general inclusive spectra in B → Xsγ and
B → Xuℓν¯ [36, 37, 38, 39]. We refer to these as the
primary subleading shape functions. In addition there
are terms in B → Xsγ that enter from operators other
than O7 and are related to the photon’s hadronic struc-
ture, whose contribution to the total rate is not calcula-
ble in the OPE [40, 41]. Considering only the primary
subleading shape functions and using suitably weighted
integrals of the B → Xuℓν¯ differential rate together with
B → Xsγ, the O(ΛQCD/mb) shape functions can be can-
celed in the determination of |Vub| [42]. However the same
drawbacks apply to the weighting method at subleading
order as those mentioned already in the introduction, so
it is interesting to consider how our analysis can be ex-
tended to include these subleading shape functions.
The appropriate factorization theorem for the primary
subleading shape functions, analogous to Eq. (4), is
known from Ref. [39]. Thus, when one-loop partonic
calculations of these functions and their corresponding
jet functions are available, a construction analogous to
Eq. (21) can be carried out to build in the proper large-
ω tail, µΛ dependence, etc. However, it should be cau-
tioned that a large number of additional shape functions
enter in the matching at O(αsΛQCD/mb) [39, 43, 44], so
the utility of extending our full analysis to this level is
unclear.
Here, we simply discuss how a complete basis can be
constructed for the primary subleading shape functions.
We know less about these shape functions than about
the leading order one. Their moments are still related
to HQET matrix elements. In particular, the zeroth
moment of the O(ΛQCD/mb) shape functions vanishes,
which means they must be negative for some values of
k, and their first moments either vanish or are given by
linear combinations of λ1 and λ2. The zeroth moments
no longer vanish for the O(Λ2QCD/m
2
b) shape functions
and beyond [37, 26, 27].
For simplicity, we define the sign of each O(ΛQCD/mb)
shape function such that its first nonzero moment is pos-
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itive. A convenient expansion for the functions with van-
ishing first moment is given by
H(λx) = −
d
dx
[∑
n
dn fn(x)
]2
, (57)
while the four-quark operator shape functions, whose ze-
roth and first moments vanish, can be expanded as
H4q(λx) =
d2
dx2
[∑
n
dn fn(x)
]2
. (58)
With this form,
∫∞
0
dk H(4q)(k) =
∫∞
0
dk kH4q(k) = 0.
The first nonzero moments provide constraints on the
coefficients, similar to Eq. (41), for example∫ ∞
0
dk k H(k) = λ2
∑
n
d2n , (59)
which can be set to the appropriate linear combinations
of λ1 and λ2. Note that a different set of coefficients, dn,
occurs for each subleading shape function.
V. EXTRACTING THE F FUNCTION AND
PREDICTING DECAY RATES
For a given basis for the leading and subleading shape
functions we want to extract the basis coefficients, ci and
di, including their uncertainties and correlations. This
extraction will use data on the B → Xsγ and B → Xuℓν¯
spectra and data that determines moments of the shape
functions from B → Xcℓν¯. To simplify our discussion,
we adopt a notation that is suitable for the coefficients
{c0, . . . , cN} of the function F̂ (k) appearing in the lead-
ing shape function. The generalization to incorporate
subleading shape functions is straightforward. All results
in this section are exact for N →∞ and for finite N one
has to take into account the truncation error discussed
in Sec. IVB.
Since the function F̂ (k) enters the decay spectra lin-
early, we can independently compute the contributions
of the product of any two basis functions, fm(x)fn(x),
in the expansion of F̂ (k), which we denote by dΓmn.
The differential spectra dΓs = dΓs/dEγ or dΓu =
dΓu/dEℓdp
+
Xdp
−
X are then given by
dΓ =
N∑
m,n=0
cm cn dΓmn , (60)
where from combining Eq. (6) and (39), the dΓmn are
dΓmn = Γ0H(p
−)
∫ p+
X
0
dk
P̂ (p−, k)
λ
× fm
(p+X−k
λ
)
fn
(p+X−k
λ
)
. (61)
For simplicity, we suppress the scale µ in the arguments
of H and P̂ , and the u or s subscripts on H . The dΓmn
in Eq. (61) act as a basis for the physically measurable
distributions, and the result in Eq. (60) is a quadratic
polynomial in each of the fit parameters, ci.
In practice, experimental spectra are binned. Integrat-
ing Eq. (60) the rate in the i-th bin is
Γi =
N∑
m,n=0
cm cn Γ
i
mn , (62)
where Γimn is the integral of dΓmn in Eq. (61) over the
phase space region of the i-th bin. In addition, we can
impose constraints on the moments of F̂ (k),
M j =
∫ ∞
0
dk kj F̂ (k) =
N∑
m,n=0
cm cnM
j
mn . (63)
Here, M j are given in terms of experimental measure-
ments of δ̂ and λ̂1 from B → Xcℓν¯, while M
j
mn is
M jmn =
1
λ
∫ ∞
0
dk kj fm
(k
λ
)
fn
(k
λ
)
. (64)
One can determine the coefficients {c0, . . . , cN} by fit-
ting Eqs. (62) and (63) to the experimental data. It is
straightforward to combine several different spectra and
measurements by different experiments. Doing a simulta-
neous fit to Eqs. (62) and (63) allows one to combine the
B → Xsγ shape information [6, 7, 8] and information on
the mX spectrum in B → Xuℓν¯ [9] with the information
onmb and matrix elements of local operators known from
B → Xcℓν [10, 11, 12]. Given the theoretical input, Γ
i
mn
and M jmn, computed in this paper, one needs to simply
fit quadratic polynomials in the fit parameters, cn, to the
data. The experimental uncertainties and correlations in
Γi and M j and the theoretical uncertainties and correla-
tions in Γimn and M
j
mn will translate to uncertainties of
the coefficients cn. In this approach, the uncertainty in
the functional form of the F function is automatically and
straightforwardly determined by the uncertainties of the
coefficients {c0, . . . , cN}, and the truncation error from
approximating F̂ (k) by F̂ (N)(k) discussed in Sec. IVB.
Finally, in Fig. 13 we combine our results to show the
B → Xsγ spectrum, (dΓs/dEγ)/
[
Γ0s |C
incl
7 (0)|
2
]
, in the
B meson restframe. The results are shown using the
short distance parameters m1Sb and λ
i
1, and the nine
shape function models plotted in Fig. 10, which have
fixed zeroth, first, and second moments. The solid black
curve is our default model, F̂mod(k) in Eq. (34). In the
current and future experimental analyses mB − 2Eγ <∼
2GeV. Our formalism has the virtue that we do not
need to distinguish regions 1) and 2) in Eq. (3), i.e., it
is simultaneously valid for both mB − 2E
cut
γ ∼ ΛQCD
and ≫ ΛQCD. The variation of the curves near maxi-
mal Eγ indicates that in the peak region the first few
moments of the shape function are not sufficient to pre-
dict the spectrum. However, for Eγ <∼ 2.1GeV, the un-
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FIG. 13: The B → Xsγ photon spectrum in the B rest frame
using the nine shape function models shown in Fig. 10.
certainty in the prediction becomes significantly smaller,
and the leading order shape function model uncertainty
diminishes. The spectrum in this region is also affected
by subleading shape functions and additional perturba-
tive corrections not studied here. (Note that the mea-
sured spectrum is somewhat broadened by experimental
effects.) We found the same conclusion using many other
shape function models, constructed from different bases,
and expect that this will also be substantiated by an ac-
tual experimental analysis in which the space of shape
functions is explored by allowing for more components in
our orthonormal basis and a simultaneous fit to all rele-
vant data. This will have important implications for the
B → Xsγ rate in the presence of an experimental cut,
the extraction of |Vub| from inclusive semileptonic B de-
cays, and the analysis of the inclusive B → Xsℓ
+ℓ− rate
in the small q2 region.
VI. CONCLUSIONS
In this paper, we introduced new methods for calcu-
lations relevant for inclusive B decays which involve the
parton distribution function of the b quark in a B me-
son, called the shape function. On the theoretical side,
our results allow for an improved description of the decay
rates and a more reliable assessment of the uncertainties
than earlier studies. On the experimental side, they are
straightforward to implement and provide a transparent
way to combine constraints on the shape and moments
of the shape function, with controllable uncertainties.
The shape function is constrained by the measure-
ments of the shape of the B → Xsγ photon energy spec-
trum [6, 7, 8] and the mX spectrum in B → Xuℓν¯ [9],
and its moments are related to the b quark mass, mb,
and nonperturbative matrix elements of local operators
in the OPE, which are constrained by fits to B → Xcℓν¯
decay distributions [10, 11, 12].
The first key ingredient in our analysis is the new de-
scription of the shape function, given in Eq. (2) and dis-
cussed in detail in Sec. III, which is by construction con-
sistent with the renormalization group evolution and the
perturbative result for the tail of the shape function. It
allows combining all experimental information from the
shape of B → Xsγ and B → Xuℓν¯ spectra, and mb and
λ1 constrained by B → Xcℓν¯ distributions. Any short
distance scheme for the b quark mass and the kinetic en-
ergy matrix element can be implemented. We presented
a simple formula for the differential rates which incorpo-
rates resummed perturbative corrections, with details of
the derivation given in Apps. A and B.
The second key ingredient in our analysis is the expan-
sion of the F function, describing the nonperturbative
part of the shape function, in a complete set of orthonor-
mal functions in Sec. IV. This gives a new way to quan-
tify uncertainties in the functional form of the shape func-
tion, which was previously not explored fully systemati-
cally. Choosing Y (x) in Eq. (44) to coincide with any of
the models used in the literature [28, 33, 34, 45, 46] gives
an orthonormal basis for the shape function in which the
first function is the model and corrections can be studied.
One should use renormalon-free short distance defini-
tions for input parameters, such as the b quark mass, mb,
or the kinetic energy matrix element, λ1. We found that
in our framework the kinetic scheme definition of λkin1
seems to oversubtract from the HQET definition of λ1 in
dimensional regularization, numerically similar to using
the MS mass for inclusive spectra. To solve this problem,
in App. C we introduced a new short distance “invisi-
ble” scheme, λi1, which is renormalon-free and only dif-
fers from the usual definition starting at order α2s. While
it does not improve the behavior of the perturbation se-
ries decisively, being almost invisible, at least it does not
make it worse.
It should be emphasized that all developments pre-
sented in this paper are consistent with and incorporate
all predictions that follow from QCD, without recourse to
models or relying on any ad hoc assumptions. In fact, any
method consistent with the factorization theorem and the
OPE discussed in Sec. II can be cast in our framework.
Our results lead to the following strategy to determine
|Vub| with optimal and reliable uncertainties:
1. Fix a basis for the expansion of the F function by
choosing a suitable Y (x) and a value for λ.
2. Do a combined fit to the binned B → Xsγ and/or
B → Xuℓν¯ spectra, and to the information on mb
and λ1 from B → Xcℓν¯ (and possibly higher mo-
ments) to extract the basis coefficients {c0, . . . , cN}.
3. Verify that the truncation error is small compared
to other uncertainties.
4. Use the values and covariance matrix of the ex-
tracted basis coefficients to make predictions with
reliable uncertainties.
More details on the shape function fitting procedure,
on extracting |Vub| from various B → Xuℓν¯ differential
decay distributions, and predictions for the B → Xsγ
rate will be presented elsewhere.
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APPENDIX A: PERTURBATIVE RESULTS
In this appendix we collect the known results for the
hard functions Hu,s(p
±
X , µi) in Eq. (4), and derive an an-
alytic result for the function P (p−, p+X , µi) in Eq. (7),
which includes perturbative corrections from the jet and
soft functions as well as the shape function RGE. In
Ref. [32] it was shown in the context of dijet production
that the convolution form for the soft function analogous
to Eq. (21) allows all factors associated with perturba-
tive corrections and RGE to be evaluated analytically.
Here we show that this is also true for inclusive B de-
cays. Our calculation differs from Ref. [32] in that we
develop a method that avoids using an imaginary part
at intermediate steps. (An alternative analytic method
that avoids the plus distributions by using moments was
developed in Ref. [47].) Furthermore, with our basis for
F̂ (k), we show that the integrals over the basis function
can be written in terms of hypergeometric functions.
We discuss fixed order results in Sec. A 1, the RGE
in Sec. A 2, and the rate in short distance schemes in
Sec. A 3. The definitions of the required plus distribu-
tions and many useful relations are collected in App. B.
1. Fixed order results
In Eqs. (4) and (6) the leading order hard function
Hs(p
+
X , µi) for B → Xsγ is
Hs(p
+
X , µi) =
(mB − p
+
X)
3
m3b
|C incl7 (0)|
2
× hs(mb, µb)UH(mb, µb, µi) , (A1)
where the evolution factor UH(mb, µb, µi) is given be-
low in Eq. (A14), and has the boundary condition
UH(mb, µb, µb) = 1. The Wilson coefficient C
incl
7 in Hs
contains the weak scale matching of the full theory onto
the effective Hamiltonian from which the W and t are
integrated out, and resums perturbative corrections be-
tween the weak scale and the scale µ ∼ mb. It does not
depend on µb and is defined by the split matching proce-
dure in Ref. [4], which separates the perturbation series
above and below the scale mb. It can be written as [48]
C incl7 (0) = C7 + F7(0) +G7(0) , (A2)
with the central values C incl7 (0) = −0.341 − 0.015i and
C7 = −0.261. The Wilson coefficient C7 and the func-
tions F7(q
2) and G7(q
2) are defined to be separately µ
independent. Here, C7 contains the dependence on the
MS b quark mass and the Wilson coefficient C7(µ) from
the operator O7 in the weak Hamiltonian,
C7 = C7(µ)
mb(µ)
mb
+ Ci(µ)κi7
−
αs(µ)
4π
ln
µ
mb
[
8
3
C7(µ)
mb(µ)
mb
−
32
9
C8(µ)
+ Ci(µ)
(
γ
(0)
ij κj7 + γ
(0)
i7
)]
+O(α2s) . (A3)
The Wilson coefficients Ci(µ), κi7, and the anomalous
dimensions γ
(0)
ij are with respect to the operator basis
of Ref. [49] and are given explicitly in Ref. [48]. The
function F7(q
2) contains perturbative corrections from
other operators in the weak Hamiltonian, while G7(q
2)
contains nonperturbative corrections from intermediate
cc¯ states. They are given in Eqs. (A5) and (A12) in
Ref. [48].
The coefficient hs(mb, µb) in Eq. (A1) corresponds to
the matching coefficient for the tensor current in SCET.
At O(αs) it was computed in Ref. [50]. To determine the
hard matching coefficient at O(α2s) we take the two-loop
computation of the |C7|
2 terms in the b → sγ rate and
spectrum from Refs. [51] and subtract the terms in the
partonic two-loop spectrum in SCET coming from the jet
and shape functions (given by P (mb, k, µb) in Eq. (A30)
below). Due to the split matching, the µb dependence
in hs(mb, µb) cancels entirely against the µb dependence
in UH(mb, µb, µi) in Eq. (A1), and does not depend on
the µ dependence of the coefficients in the electroweak
Hamiltonian. We obtain
hs(mb, µb)
= 1−
αs(µb)
π
CF
(
ln2
µb
mb
+
5
2
ln
µb
mb
+ 3 +
π2
24
)
+
α2s(µb)
π2
CF
{
1
2
CF ln
4 µb
mb
+
(5
2
CF −
1
6
β0
)
ln3
µb
mb
+
[(49
8
+
π2
24
)
CF +
(π2
12
−
1
3
)
CA −
25
24
β0
]
ln2
µb
mb
+
[(117
16
+
17π2
48
− 3ζ3
)
CF +
(π2
12
−
29
72
+
11ζ3
4
)
CA
−
(341
144
+
π2
12
)
β0
]
ln
µb
mb
+ 3.88611CF + 5.89413CA
−
(7859
3456
+
109π2
576
+
13ζ3
48
)
β0 +
3563
1296
−
29π2
108
−
ζ3
6
}
.
(A4)
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Our expressions here agree with the corresponding nu-
merical results in Eq. (99) of Ref. [52]. Note that the
inverse powers of mb in Eqs. (A1), (A3), and (A5) below
cancel the m5b factors in Γ0s,u in Eq. (5), and any mass
scheme can be used. Themb appearing in hs(mb, µb) and
UH(mb, µb, µi) is defined in the pole scheme. Here, the
pole mass renormalon ambiguity is less relevant, because
mb only appears as a reference scale for µb, so the effect
of changing mb is included in the variation of µb. For
numerical calculations, we use mb = 4.7GeV.
The hard function Hu(Eℓ, p
−
X , p
+
X , µi) for B → Xuℓν¯
in Eqs. (4) and (6) is given by
Hu(Eℓ, p
−
X , p
+
X , µi) =
24
m5b
(
mB − p
+
X
)(
2Eℓ + p
−
X −mB
)
×
{(
2mB − p
+
X − p
−
X − 2Eℓ
)
hu1(mb, p
−, µb)
+
(
mB − p
+
X − 2Eℓ
)[
hu2(mb, p
−, µb)
+
mB − p
+
X
p−X − p
+
X
hu3(mb, p
−, µb)
]}
UH(p
−, µb, µi) , (A5)
where the hui(mb, p
−, µb) correspond to the matching
coefficients of the V − A current in SCET. To order
αs [14, 21, 50]
hu1(mb, p
−, µb)
= 1−
αs(µb)
π
CF
[
ln2
µb
p−
+
5
2
ln
µb
mb
+ Li2
(
1−
p−
mb
)
+
3p− − 2mb
2mb − 2p−
ln
p−
mb
+
π2
24
+ 3
]
,
hu2(mb, p
−, µb)
=
αs(µb)
2π
CF
mb
mb − p−
(
p−
mb − p−
ln
p−
mb
+ 1
)
,
hu3(mb, p
−, µb) (A6)
=
αs(µb)
2π
CF
p−
mb − p−
(
mb − 2p
−
mb − p−
ln
p−
mb
− 1
)
.
The corresponding two-loop results for Hu will be easy
to implement once they become available. Finally, the
evolution factor UH(p
−, µb, µi) in Eq. (A1) is identical
for Hs and Hu, and is given below in Eq. (A14).
We now turn to the function P (p−, k, µi) in Eq. (7).
Changing variables ω → ω′ + k − ω, we have
P (p−, k, µi) =
∫
dω US(k − ω, µi, µΛ) (A7)
×
∫
dω′ p−J [p−(ω − ω′), µi]C0(ω
′, µΛ) .
To incorporate the fixed order αs corrections to the
jet function, J(p2, µi), and the shape function kernel,
C0(ω, µΛ), we will first carry out the ω
′ convolution in-
tegral. The evolution factor US(p
+
X , µi, µΛ), which sums
logarithms between the scales µi and µΛ, and the integral
over ω are discussed later.
To all orders in perturbation theory the jet function
and shape function kernel can be written as
J(p2, µi) =
1
µ2i
∞∑
n=−1
Jn[αs(µi)]Ln(p
2/µ2i ) ,
C0(ω, µΛ) =
1
µΛ
∞∑
n=−1
Sn[αs(µΛ)]Ln(ω/µΛ) , (A8)
where the Ln(x) are plus distributions defined in Eq. (B6)
for n ≥ 0 and in Eq. (B10) for n = −1, and the coeffi-
cients Jn(αs) and Sn(αs) have expansions in αs. The
jet function coefficients are known at one [21] and two
loops [53], and are given by
J−1(αs) = 1 +
αs
π
(7
4
−
π2
4
)
CF
+
α2s
π2
[(205
128
−
67π2
96
+
7π4
120
−
9ζ3
8
)
C2F
+
(1417
1728
−
7π2
144
−
17π4
2880
−
9ζ3
8
)
CFCA
+
(4057
3456
−
17π4
144
−
ζ3
12
)
CFβ0
]
,
J0(αs) = −
αs
π
3
4
CF −
α2s
π2
[(45
32
−
7π2
16
+
ζ3
2
)
C2F
+
( 73
144
−
5ζ3
2
)
CFCA +
(247
288
−
π2
24
)
CFβ0
]
,
J1(αs) =
αs
π
CF +
α2s
π2
[(37
16
−
5π2
12
)
C2F
+
(1
3
−
π2
12
)
CFCA +
29
48
CFβ0
]
,
J2(αs) = −
α2s
π2
(9
8
C2F +
1
8
CFβ0
)
,
J3(αs) =
α2s
π2
1
2
C2F . (A9)
The shape function coefficients to one [21] and two
loops [54] are
S−1(αs) = 1−
αs
π
π2
24
CF −
α2s
π2
[(π2
12
+
3π4
640
− 2ζ3
)
C2F
+
( 29
108
+
31π2
144
−
67π4
2880
+
9ζ3
8
)
CFCA
+
(
−
1
216
+
5π2
576
−
5ζ3
48
)
CFβ0
]
,
S0(αs) = −
αs
π
CF +
α2s
π2
[(
−
7π2
24
+ 4ζ3
)
C2F
+
(11
18
+
π2
12
−
9ζ3
4
)
CFCA −
1
36
CFβ0
]
,
S1(αs) = −
αs
π
2CF +
α2s
π2
[(
1−
7π2
12
)
C2F
+
(
−
2
3
+
π2
6
)
CFCA −
1
3
CFβ0
]
,
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S2(αs) =
α2s
π2
(
3C2F +
1
2
CFβ0
)
,
S3(αs) =
α2s
π2
2C2F . (A10)
All other coefficients in J and C0 start at higher orders
in αs.
To convolute Ln[p
−(ω − ω′)/µ2i ] with Lm(ω/µΛ) we
first rescale them to have the same dimensionless argu-
ments. Using Eq. (B13), J and C0 satisfy the rescaling
identities
J(p−ω, µ) =
1
p−ξ
∞∑
n=−1
Jn
[
αs(µ),
p−ξ
µ2
]
Ln
(ω
ξ
)
,
C0(ω, µ) =
1
ξ
∞∑
n=−1
Sn
[
αs(µ),
ξ
µ
]
Ln
(ω
ξ
)
. (A11)
where ξ is an arbitrary dimension-one parameter that we
will choose at our convenience later on, and the rescaled
coefficients are
J−1(αs, x) = J−1(αs) +
∞∑
n=0
Jn(αs)
lnn+1 x
n+ 1
,
Jn(αs, x) =
∞∑
k=0
(n+ k)!
n! k!
Jn+k(αs) ln
k x ,
S−1(αs, x) = S−1(αs) +
∞∑
n=0
Sn(αs)
lnn+1 x
n+ 1
,
Sn(αs, x) =
∞∑
k=0
(n+ k)!
n! k!
Sn+k(αs) ln
k x . (A12)
Using Eq. (A11), the convolution of J and C0 in Eq. (A7)
becomes
(J ⊗ C0)(ω, µi, µΛ)
≡
∫
dω′ p−J [p−(ω − ω′), µi]C0(ω
′, µΛ)
=
∞∑
m,n=−1
Jm
[
αs(µi),
p−ξ
µ2i
]
Sn
[
αs(µΛ),
ξ
µΛ
]
×
1
ξ
∫
dxLm
(ω
ξ
− x
)
Ln(x)
=
∞∑
ℓ=−1
∞∑
m,n≥−1
m+n+1≥ℓ
V mnℓ Jm
[
αs(µi),
p−ξ
µ2i
]
Sn
[
αs(µΛ),
ξ
µΛ
]
×
1
ξ
Lℓ
(ω
ξ
)
. (A13)
In the last step we used Eq. (B16) to perform the x in-
tegral, yielding a sum of plus distributions, whose coeffi-
cients V mnℓ are given in Eq. (B17).
2. Renormalization group evolution
Next, we summarize results for the renormalization
group evolution, and then carry out the ω integral in
Eq. (A7). The factor UH(p
−, µb, µi) which describes the
evolution of the hard functions in Eqs. (A1) and (A5)
between the hard scale, µb, and the jet scale, µi, is [50]
UH(p
−, µb, µi) = e
KH(µi,µb)
(
p−
µb
)η(µi,µb)
, (A14)
where definitions of η(µi, µb) and KH(µi, µb) are given in
Eq. (A17) below. The soft evolution factor US(ω, µi, µΛ)
in Eq. (A7) sums logarithms between the jet scale, µi,
and soft scale, µΛ. To all orders in perturbation theory
it can be written as
US(ω, µi, µΛ) = e
KS(µi,µΛ)
e−γEη
Γ(η)
1
µΛ
[
θ(ω/µΛ)
(ω/µΛ)1−η
]Ref. [32]
+
= ES(ξ, µi, µΛ)
1
ξ
[
ηLη
(ω
ξ
)
+ L−1
(ω
ξ
)]
, (A15)
where η ≡ η(µi, µΛ), and we defined
ES(ξ, µi, µΛ) = e
KS(µi,µΛ)
( ξ
µΛ
)η e−γE η
Γ(1 + η)
. (A16)
To go from the first to the second line in Eq. (A15)
we used Eqs. (B8) and (B12). An expression for
US(ω, µi, µΛ) was first found in Ref. [13] and extended
to all orders in Ref. [22]. The form with the plus dis-
tribution derived in Ref. [32] makes the formula valid
without having to require µi > µΛ.
In Eqs. (A14) to (A16), η(µ, µ0) and Kx(µ, µ0) for x =
H or S are given to all orders by
η(µ, µ0) = 2
∫ αs(µ)
αs(µ0)
dαs
Γcusp(αs)
β(αs)
,
Kx(µ, µ0) = −2
∫ αs(µ)
αs(µ0)
dαs
[
Γcusp(αs)
β(αs)
×
∫ αs
αs(µ0)
dα′s
β(α′s)
+
γx(αs)
β(αs)
]
. (A17)
Here, Γcusp is the universal cusp anomalous dimension.
The only difference betweenKH andKS are the hard and
soft anomalous dimensions, γx = γS or γH . Expanding
the β function and anomalous dimensions as usual,
β(αs) = −2αs
∞∑
n=0
βn
(αs
4π
)n+1
,
Γcusp(αs) =
∞∑
n=0
Γn
(αs
4π
)n+1
,
γx(αs) =
∞∑
n=0
γxn
(αs
4π
)n+1
, (A18)
the integrals in Eq. (A17) to NNLL are
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η(µ, µ0) = −
Γ0
β0
[
ln r +
αs(µ0)
4π
(
Γ1
Γ0
−
β1
β0
)
(r − 1) +
α2s(µ0)
16π2
(
Γ2
Γ0
−
β1Γ1
β0Γ0
+
β21
β20
−
β2
β0
)
r2 − 1
2
]
,
Kx(µ, µ0) =
Γ0
2β20
{
4π
αs(µ0)
(
1−
1
r
− ln r
)
+
(
Γ1
Γ0
−
β1
β0
)
(1− r + ln r) +
β1
2β0
ln2 r +
2β0γ
x
0
Γ0
ln r
+
αs(µ0)
4π
[(
β21
β20
−
β2
β0
)(1− r2
2
+ ln r
)
+
(
β1Γ1
β0Γ0
−
β21
β20
)
(1− r + r ln r)−
(
Γ2
Γ0
−
β1Γ1
β0Γ0
)
(1− r)2
2
+
2β0γ
x
0
Γ0
(
γx1
γx0
−
β1
β0
)
(r − 1)
]}
, (A19)
with r = αs(µ)/αs(µ0). When using η(µ, µ0) and Kx(µ, µ0) at LL, NLL, and NNLL according to our conventions in
Eq. (25), we do not re-expand the results in Eqs. (A14) and (A16), but keep their full expressions everywhere. For
the running coupling we always use the three-loop expression
1
αs(µ)
=
X
αs(µ0)
+
β1
4πβ0
lnX +
αs(µ0)
16π2
[
β2
β0
(
1−
1
X
)
+
β21
β20
( lnX
X
+
1
X
− 1
)]
, (A20)
where X ≡ 1+αs(µ0)β0 ln(µ/µ0)/(2π), and we evolve to
lower scales using the reference value αs(µ0 = 4.7GeV) =
0.2155 as in Table I with nf = 4. Up to three-loop order,
the coefficients of the β function in the MS scheme are
β0 =
11
3
CA −
2
3
nf ,
β1 =
34
3
C2A −
10
3
CA nf − 2CF nf ,
β2 =
2857
54
C3A +
(
C2F −
205
18
CFCA −
1415
54
C2A
)
nf
+
(11
9
CF +
79
54
CA
)
n2f . (A21)
The cusp [55, 56], soft [57, 58], and hard anomalous di-
mension coefficients are
Γ0 = 4CF ,
Γ1 =
(268
9
−
4π2
3
)
CFCA −
40
9
CF nf ,
Γ2 =
(490
3
−
536π2
27
+
44π4
45
+
88ζ3
3
)
CFC
2
A
+
(80π2
27
−
836
27
−
112ζ3
3
)
CFCA nf
+
(
32ζ3 −
110
3
)
C2F nf −
16
27
CF n
2
f ,
γS0 = −2CF ,
γS1 =
(110
27
+
π2
18
− 18ζ3
)
CFCA +
( 4
27
+
π2
9
)
CF nf ,
γH0 = 5CF ,
γH1 =
(3
2
− 2π2 + 24ζ3
)
C2F −
(125
27
+
π2
3
)
CF nf
+
(1549
54
+
7π2
6
− 22ζ3
)
CFCA . (A22)
To determine γH1 we used γ
H
1 = −γ
J
1 − γ
S
1 , which follows
from the µ independence of dΓs/dEγ . We use the two-
loop computation of γJ1 in Ref. [53].
The evolution of the shape function kernel C0(ω, µ)
from µΛ to µi can be written as the sum of a finite number
of terms,
C0(ω, µi) =
∫
dω′ US(ω − ω
′, µi, µΛ)C0(ω
′, µΛ)
= ES(ξ, µi, µΛ)
∞∑
n=−1
Sn
[
αs(µΛ),
ξ
µΛ
]
×
1
ξ
[
η
∫
dxLη
(ω
ξ
− x
)
Ln(x) + Ln
(ω
ξ
)]
= ES(ξ, µi, µΛ)
∞∑
n=−1
n+1∑
ℓ=−1
V nℓ (η)
× Sn
[
αs(µΛ),
ξ
µΛ
] 1
ξ
Lηℓ
(ω
ξ
)
. (A23)
In the last step, we used Eq. (B16) to perform the x inte-
gral. The coefficients of the resulting plus distributions,
V nℓ (η), are defined in Eq. (B17). If C0(ω, µ) is known to
O(αks ) accuracy, then the terms contributing in Eq. (A23)
are bounded by n ≤ 2k − 1. To obtain the shape func-
tion evolved up to µi, S(ω, µi), we combine Eq. (21) with
(A23) taking for convenience ξ = ω and changing the in-
tegration variable to z via k = ω(1 − z). This gives the
result for S(ω, µi) that is quoted in Eq. (24) in the text.
Returning to P (p−, k, µi) in Eq. (A7), to perform the ω
integral we can now apply the same steps as in Eq. (A23)
to compute the convolution of US(ω, µi, µΛ) with the re-
sult of Eq. (A13). This yields
P (p−, k, µi) =
∞∑
j=−1
Pj(p
−, ξ, µi, µΛ)
1
ξ
Lηj
(k
ξ
)
, (A24)
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where η = η(µi, µΛ), and the coefficients are
Pj(p
−, ξ, µi, µΛ)
= ES(ξ, µi, µΛ)
∞∑
m,n≥−1
m+n+2≥j
{m+n+1∑
ℓ≥−1
ℓ≥j−1
V mnℓ V
ℓ
j (η)
× Jm
[
αs(µi),
p−ξ
µ2i
]
Sn
[
αs(µΛ),
ξ
µΛ
]}
, (A25)
with V ℓj (η) and V
mn
ℓ given in Eqs. (B17) and (B18). The
jet and shape function coefficients, Jm and Sn, have per-
turbative expansions in αs(µi) and αs(µΛ), respectively,
given by Eqs. (A9) and (A10) together with Eq. (A11).
To O(αs) we have m,n ≤ 1, so dropping cross terms of
O(α2s) and higher, we need −1 ≤ ℓ ≤ 1 and −1 ≤ j ≤ 2.
To O(α2s), we have m,n ≤ 3, and we need cross terms
between Jm and Sn up to −1 ≤ ℓ ≤ 3 and −1 ≤ j ≤ 4.
The final step now is to compute the convolution of
P (p−, k, µi) with some function F (k),∫
dk P (p−, k, µi)F (p
+
X − k) (A26)
=
∞∑
j=−1
Pj(p
−, p+X , µi, µΛ)
∫ 1
0
dz Lηj (z)F [p
+
X(1− z)] .
In both Eqs. (24) and (A26) the remaining integral that
needs to be performed is Lηj (z) with F [ω(1 − z)]. For
j ≥ 0 it is convenient to simplify this integral to∫ 1
0
dz Lηj (z)F [ω(1− z)] (A27)
=
∫ 1
0
dz
lnj z
z1−η
{
F [ω(1− z)]− F (ω)
}
=
1
η1+j
∫ 1
0
dt lnj t
{
F
[
ω
(
1− t1/η
)]
− F (ω)
}
,
where the second line is valid for η > −1, but the last
line only for η > 0. For j = −1 the integral is trivial
since Lη−1(z) = δ(z). Our basis for F (k) involves a series
of terms of the form
F (k) =
∑
r,s
Crs
(k
λ
)r
exp
(
−s
k
λ
)
, (A28)
where r and s are integers. For each term in the series
the integral in Eq. (A27) can be performed analytically
using∫ 1
0
dz
[
(1− z)ℓeb z − 1
]
za+η−1 = −
1
a+ η
(A29)
+
Γ(a+ η) Γ(1 + ℓ)
Γ(1 + a+ η + ℓ)
1F1(a+ η, 1 + a+ η + ℓ, b) .
By taking derivatives of this result with respect to a
one can obtain the integral with (ln z)j on the left-hand
side. In practice, we find that the numerical integration
of Eq. (A27) is sufficiently fast that using Eq. (A29) is
unnecessary.
Finally, we comment on a special case of the above
results that was used to carry out the B → Xsγ matching
computation to derive Eq. (A4). Here we used the SCET
computation of the decay rate with µb = µi = µΛ =
mb and η = 0, which depends on P (mb, p
+
X ,mb). For
this special case, the choice ξ = mb is convenient and
Eqs. (A24) and (A25) then reduce to
P (mb, p
+
X ,mb) =
∞∑
j=−1
Pj(mb,mb,mb,mb)
1
mb
Lj
(p+X
mb
)
,
Pj(mb,mb,mb,mb) =
∞∑
m,n≥−1
m+n+2≥j
V mnj Jm
[
αs(mb)
]
Sn
[
αs(mb)
]
.
(A30)
Thus Pj(mb,mb,mb,mb) is the coefficient of the plus dis-
tribution or δ distribution Lj in the fixed-order compu-
tation evaluated at µ = mb.
3. Changing to short distance schemes
To change the scheme from the pole scheme to a short
distance scheme, we define a perturbative function P̂ as
in Eq. (7), but with C0 replaced by Ĉ0, and in the dif-
ferential spectrum P and F are replaced by P̂ and F̂ .
Displaying only the integration variables,
dΓq = Γ0qHq
∫
dk P̂ (k) F̂ (p+X − k) , (A31)
with
P̂ (k) =
∫
dω US(k − ω)
∫
dω′ J(ω − ω′) Ĉ0(ω
′) (A32)
=
{
1 + δmb
d
dk
+
[
(δmb)
2
2
−
δλ1
6
]
d2
dk2
}
P (k) ,
and δmb and δλ1 defined in Eq. (28). This result has
exactly the same form as Eq. (33), which relates Ĉ0(ω)
and C0(ω), so the analysis we carry out below also holds
for determining P̂ (k) and Ĉ0(ω). To be definite, we use
P̂ (k) below. The results for Ĉ0(ω) are obtained by sub-
stituting P (k)→ C0(ω).
To ensure the proper cancellation of renormalon am-
biguities, the perturbative series in δmb, δλ1, and P (k)
have to be re-expanded to the desired order. Denoting
P (k) =
∞∑
n=0
ǫn P (n)(k) ,
δmb =
∞∑
n=1
ǫn δm
(n)
b (µΛ) ,
δλ1 =
∞∑
n=1
ǫn δλ
(n)
1 (µΛ) , (A33)
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where the dummy variable ǫ = 1 counts the order in
the perturbative expansion. As indicated, the scale for
αs in δmb and δλ1 must be set to µΛ to ensure that
renormalons cancel. To illustrate this, the µΛ varia-
tion in Fig. 3 yields the numbers 0.74, 0.76, 0.72GeV−1
for S(ω = 0.5GeV, µ) at NNLL. However, holding µΛ
in δmb fixed at the central value the result becomes
0.81, 0.76, 0.68GeV−1, with a much larger scale depen-
dence.
For P (k), we count both αs(µi) ∼ ǫ and αs(µΛ) ∼ ǫ in
Sn and Jm, i.e., we expand the cross terms between Jm
and Sn. Note that we do not expand the cross terms in
the product of Hq and P̂ in Eq. (A31). Then, to O(ǫ
2)
P̂ (k) = ǫ0 P (0)(k) + ǫ1 P (1)(k) + ǫ2 P (2)(k) (A34)
+
[
δm
(1)
b
d
dk
−
δλ
(1)
1
6
d2
dk2
][
ǫ P (0)(k) + ǫ2 P (1)(k)
]
+ ǫ2
{
δm
(2)
b
d
dk
+
[
(δm
(1)
b )
2
2
−
δλ
(2)
1
6
]
d2
dk2
}
P (0)(k) ,
and integrating by parts we can move the derivatives to
act on F̂ (k),∫
dk P̂ (k) F̂ (p+X − k)
=
∫
dk
[
P (0)(k) + ǫ P (1)(k) + ǫ2 P (2)(k)
]
F̂ (p+X − k)
+
[(
ǫ δm
(1)
b + ǫ
2 δm
(2)
b
)
P (0)(k)
+ ǫ2 δm
(1)
b P
(1)(k)
]
F̂ ′(p+X − k)
+
{[
−ǫ
δλ
(1)
1
6
+ ǫ2
3
(
δm
(1)
b
)2
− δλ
(2)
1
6
]
P (0)(k)
− ǫ2
δλ
(1)
1
6
P (1)(k)
}
F̂ ′′(p+X − k) . (A35)
For mb, we mostly use the 1S scheme [30], in which
δm
(1S,1)
b = R
1S αs(µ)CF
8
, (A36)
δm
(1S,2)
b = R
1S α
2
s(µ)CF
8 π
[(
ln
µ
R1S
+
11
6
)
β0 −
4
3
CA
]
,
where R1S = m1Sb αs(µ)CF . For λ1, we use our “invisible
scheme”, in which
δλ
(i,1)
1 = 0 , (A37)
δλ
(i,2)
1 = R
2 α
2
s(µ)
π2
CFCA
4
(π2
3
− 1
)
.
By default we take R = 1GeV.
We also list the corresponding expressions in the ki-
netic scheme [31], defining λkin1 = −µ
2
π and using R for
the momentum cutoff,
δλ
(kin,1)
1 = R
2 αs(µ)
π
CF ,
δλ
(kin,2)
1 = R
2 α
2
s(µ)
π2
CF
2
[(
ln
µ
2R
+
13
6
)
β0
+
(13
6
−
π2
3
)
CA
]
,
δm
(kin,1)
b = R
αs(µ)
π
4
3
CF +
δλ
(kin,1)
1
2mb
,
δm
(kin,2)
b = R
α2s(µ)
π2
2
3
CF
[(
ln
µ
2R
+
8
3
)
β0
+
(13
6
−
π2
3
)
CA
]
+
δλ
(kin,2)
1
2mb
. (A38)
By default in the kinetic scheme R = 1GeV.
APPENDIX B: PLUS DISTRIBUTIONS AND
CONVOLUTIONS
We define a general plus distribution for some function
q(x), which is less singular than 1/x2 as x→ 0, as[
q(x)
][x0]
+
≡
[
θ(x)q(x)
][x0]
+
(B1)
= lim
ǫ→0
d
dx
[
θ(x− ǫ)Q(x, x0)
]
= lim
ǫ→0
[
θ(x− ǫ) q(x) + δ(x− ǫ)Q(x, x0)
]
,
with
Q(x, x0) =
∫ x
x0
dx′ q(x′) . (B2)
Since Q(x0, x0) = 0, the point x0 should be thought of
as a boundary condition for the plus distribution. Inte-
grating against a test function f(x), we have∫ xmax
−∞
dx [θ(x) q(x)]
[x0 ]
+ f(x) (B3)
=
∫ xmax
0
dx q(x) [f(x) − f(0)] + f(0)Q(xmax, x0) .
Taking f(x) = 1 in Eq. (B3) one sees that the integral of
the plus distribution vanishes only when integrated over
a range with xmax = x0. Plus distributions with different
boundary conditions are related to each other by[
θ(x) q(x)
][x0]
+
=
[
θ(x) q(x)
][x1]
+
+ δ(x)Q(x1, x0) . (B4)
We will almost exclusively use the boundary condition
x0 = 1, and will drop the superscript [x0] on the plus
distributions when this default choice is used.
Taking the special case q(x) = 1/x1−a with a > −1,
we define
La(x) =
[
θ(x)
x1−a
]
+
= lim
ǫ→0
d
dx
[
θ(x− ǫ)
xa − 1
a
]
. (B5)
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With our boundary condition, La(x) for a = 0 reduces to
the standard definition of [θ(x)/x]+. For q(x) = ln
n x/x
with integer n ≥ 0 we define
Ln(x) =
[
θ(x) lnn x
x
]
+
= lim
ǫ→0
d
dx
[
θ(x − ǫ)
lnn+1 x
n+ 1
]
.
(B6)
Since both La(x) and Ln(x) are defined with the same
boundary condition x0 = 1, they are related by
Ln(x) =
dn
dan
La(x)
∣∣∣∣
a=0
. (B7)
This makes it easy to derive identities involving Ln(x)
from identities involving La(x) by taking derivatives with
respect to a.
The definitions in Eqs. (B5) and (B6) can be contrasted
with those in Ref. [32], where the same boundary condi-
tion x0 = 1 is used for [θ(x) ln
n x/x]+ = Ln(x), but
x0 =∞ and x0 = 0 are used for [θ(x)/x
1−a]+ with a < 0
and a > 0, respectively. This is the form appearing in
the soft evolution factor, Eq. (A16), where it comes mul-
tiplied by a factor of a, so the limit for a → 0 exists.
Using Eq. (B4) to convert to our definitions, we have
[
θ(x)
x1−a
]Ref. [32]
+
= La(x) +
1
a
δ(x) . (B8)
Finally, we define the “mixed” distribution
Lan(x) =
[
θ(x) lnn x
x1−a
]
+
=
dn
dbn
La+b(x)
∣∣∣∣
b=0
, (B9)
which satisfies L0n(x) ≡ Ln(x) and L
a
0(x) ≡ L
a(x). For
convenience we also define
L−1(x) ≡ L
a
−1(x) ≡ δ(x) . (B10)
The following identities are useful
Lm+n(x) =
dm
dam
Lan(x)
∣∣∣∣
a=0
, (B11)
Lm+n+1(x) = (m+ 1)
dm
dam
Lan(x) − Ln(x)
a
∣∣∣∣
a=0
,
Lam+1(x) = (m+ 1)
dm
dbm
La+b(x) − La(x)
b
∣∣∣∣
b=0
.
The La(x) satisfies the rescaling identity (for λ > 0)
λLa(λx) = lim
ǫ→0
d
dx
[
θ(x − ǫ)
(λx)a − 1
a
]
= λaLa(x) +
λa − 1
a
δ(x) , (B12)
from which we can obtain the rescaling identity for Ln(x),
λLn(λx) =
dn
dan
λaLa(x)
∣∣∣∣
a=0
+
lnn+1λ
n+ 1
δ(x) =
n∑
k=0
(
n
k
)
lnkλLn−k(x) +
lnn+1λ
n+ 1
δ(x) . (B13)
This agrees with the result in Eq. (C3) of Ref. [32]. We will also need convolutions of two plus distributions,∫
dy La(x − y)Lb(y) = lim
ǫ→0
d
dx
{
θ(x− ǫ)
[
xa+b
a+ b
V (a, b) +
xa − 1
a
xb − 1
b
]}
=
(
La+b(x) +
δ(x)
a+ b
)
V (a, b) +
(1
a
+
1
b
)
La+b(x)−
1
b
La(x) −
1
a
Lb(x) . (B14)
In the second step we used the definition in Eq. (B5). Here V (a, b) is defined by
V (a, b) =
Γ(a) Γ(b)
Γ(a+ b)
−
1
a
−
1
b
, (B15)
which satisfies V (0, 0) = 0. Taking derivatives with respect to a and b we can get the corresponding formulas for
convolutions involving Ln,∫
dy La(x− y)Ln(y) =
dn
dbn
(
La+b(x) +
δ(x)
a+ b
)
V (a, b)
∣∣∣∣
b=0
+
Lan+1(x)
n+ 1
+
Lan(x) − Ln(x)
a
≡
1
a
n+1∑
k=−1
V nk (a)L
a
k(x) −
1
a
Ln(x) ,
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∫
dy Lm(x− y)Ln(y) =
dm
dam
dn
dbn
(
La+b(x) +
δ(x)
a+ b
)
V (a, b)
∣∣∣∣
a=b=0
+
( 1
m+ 1
+
1
n+ 1
)
Lm+n+1(x)
≡
m+n+1∑
k=−1
V mnk Lk(x) . (B16)
The result in the second line of Eq. (B16) reproduces a result given in Eq. (B6) of Ref. [59]. The coefficients V nk (a)
and Vmnk are related to the Taylor series expansion of V (a, b) around a = 0 and a = b = 0. The nonzero terms for
n ≥ 0 are
V nk (a) =


a
dn
dbn
V (a, b)
a+ b
∣∣∣∣
b=0
, k = −1 ,
a
(
n
k
)
dn−k
dbn−k
V (a, b)
∣∣∣∣
b=0
+ δkn , 0 ≤ k ≤ n ,
a
n+ 1
, k = n+ 1 .
(B17)
The term δkn in V
n
k (a) and the last coefficient V
n
n+1(a) arise from the boundary terms in the convolution integral.
The V mnk are symmetric in m and n, and the nonzero terms for m,n ≥ 0 are
V mnk =


dm
dam
dn
dbn
V (a, b)
a+ b
∣∣∣∣
a=b=0
, k = −1 ,
m∑
p=0
n∑
q=0
δp+q,k
(
m
p
)(
n
q
)
dm−p
dam−p
dn−q
dbn−q
V (a, b)
∣∣∣∣
a=b=0
, 0 ≤ k ≤ m+ n ,
1
m+ 1
+
1
n+ 1
, k = m+ n+ 1 .
(B18)
The last coefficient Vmnm+n+1 again contains the boundary term. Using Eq. (B10) we can extend the results in Eq. (B16)
to include the cases n = −1 or m = −1. The relevant coefficients are
V −1−1 (a) = 1 , V
−1
0 (a) = a , V
−1
k≥1(a) = 0 , V
−1,n
k = V
n,−1
k = δnk . (B19)
APPENDIX C: THE INVISIBLE SCHEME FOR λ1
In this appendix we define a new scheme for λ1, which
we call the “invisible scheme”. It is a short distance
scheme, free of the u = 1 renormalon ambiguity, and
it only deviates from the standard HQET definition of
λ1 at O(α
2
s). Since the renormalon in λ1 depends on
the regularization scheme and in particular its symme-
tries [60, 61], it is desirable to define λ1 using a scheme
which has the same symmetries as the multiloop dimen-
sional regularization calculations of its coefficient func-
tion.
For a general ultraviolet (UV) regulator ΛUV, the bare
kinetic energy operator is[
b¯v(iD⊥)
2 bv
]
bare
= Z1 b¯vbv + Zkin b¯v(iD⊥)
2 bv + . . . ,
(C1)
where ZI ∝ Λ
2
UV and the ellipses denote higher dimen-
sion operators whose coefficients vanish as ΛUV → ∞.
Usually the kinetic energy matrix element in HQET is
defined by
λ1 = 〈B|b¯v(iD⊥)
2 bv|B〉 , (C2)
where UV divergences are regulated in dimensional reg-
ularization (we follow our convention of using full B
states even if this is not always the practice in HQET).
In that case, power divergences do not appear, so in
Eq. (C1) Z1 = 0. Furthermore, since this scheme respects
reparametrization invariance [62], Zkin = 1 and λ1 is µ
independent. Nonperturbatively λ1 can still be sensitive
to the quadratic UV divergence of Z1 through a u = 1
renormalon. The presence of this renormalon implies
that there is an O(Λ2QCD) ambiguity in the definition in
Eq. (C2). In observables like a decay rate this λ1 ambigu-
ity cancels against a corresponding infrared renormalon
ambiguity in the large-order behavior of the perturbation
series in the leading order Wilson coefficients [63].
We use the notation λ̂1 for a generic short distance
definition, which does not suffer from the renormalon
ambiguity. Any λ̂1 can be related to λ1 by a pertur-
bative series δλ1 ∼ αs + α
2
s + . . ., where λ̂1 = λ1 − δλ1.
For the kinetic scheme the u = 1 renormalon ambigu-
ity is avoided by defining λkin1 using the second moment
of a time-ordered product of currents with an explicit
hard cutoff regulator µf [64]. Here Z1 and δλ1 ∝ µ
2
fαs.
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FIG. 14: Effect of the short distance subtractions δλkin1 for
the kinetic scheme at NLL (dashed) and NNLL (solid) on
S(ω, 2.5GeV) for µΛ = 1.0GeV. The blue (dark) lines corre-
spond to using mkinb together with λ
pole
1 , while orange (light)
lines use both mkinb and λ
kin
1 .
Since the kinetic energy operator mixes into b¯vbv, it mod-
ifies the perturbation series multiplying b¯vbv, and it is
believed that this removes the corresponding u = 1 in-
frared renormalon in the Wilson coefficients. In Ref. [14]
a “shape function” scheme for λ1 was introduced based
on the second moment of S(ω, µ) with a cutoff, which also
has δλ1 ∝ µ
2
fαs. A potential problem with these schemes
is that they resolve an issue with the large-order behavior
of perturbation theory by introducing a series that starts
with a term δλ1 ∼ αs. While the inclusion of an O(αs)
term is known to provide good numerical stability when
removing the u = 1/2 renormalon from the pole mass, far
less numerical analysis has been done on the low-order
impact of the u = 1 renormalon in λ1. If the low-order
series is not yet influenced by the u = 1 renormalon, then
schemes with an O(αs) correction may oversubtract, and
not improve the perturbation series. In Fig. 14 we show
that in our shape function analysis there is evidence that
this is the case.2 The dashed and solid curves are the
NLL and NNLL results, respectively. The curves show
S(ω, µi = 2.5GeV) with the kinetic mass scheme, but
use either λkin1 (blue curves) or λ1 from Eq. (C2) (orange
curves). In the λkin1 scheme the oscillatory behavior near
the origin at both NLL and NNLL order is indicative of
an oversubtraction.
Some understanding of the weakness of the u = 1
renormalon can be obtained from analytic computations.
For Lorentz invariant regulators the u = 1 renormalon
for λ1 is “invisible” [60, 61], namely the ambiguity for
λ1 is smaller than dimensional analysis indicates. In
perturbation theory renormalon ambiguities appear as
2 This observation relies on our use of F1(ω) = bF (ω) in Eq. (33) to
determine δC0(ω). It would be interesting to explore if a different
choice would change the conclusions drawn from Fig. 14.
a divergent series with terms ∼ n!αn+1s . However, the
leading renormalon series ∼ n!βn0 α
n+1
s is absent, hence
the renormalon ambiguity at lowest order in λ1 is “in-
visible” [60]. Correspondingly, at one-loop order ZI = 0
for Lorentz invariant regulators (even for a hard cutoff),
and generically Z1 ∝ CAα
2
s [61]. In the kinetic scheme
the regulator is not Lorentz invariant, and hence not sup-
pressed by “invisibility”. The same holds for definitions
of λ1 involving a lattice spacing regulator [60].
To avoid oversubtractions from λ1 at low orders in per-
turbation theory, we would like to define a short distance
scheme with δλ1 ∼ α
2
s. This can be achieved by finding a
scheme that is consistent with the suppression indicated
by the invisible renormalon. To construct an “invisible
scheme” for λ1 we define
λi1(R) = λ1 − δλ
i
1(R) , (C3)
where the series in αs is obtained by evaluating the ma-
trix element
δλi1(R) = 〈bv|b¯v(iD⊥)
2 bv|bv〉
∣∣∣
R
. (C4)
Here, R is a Lorentz invariant hard cutoff UV regulator,
ensuring that δλi1(R) ∼ R
2α2s. The definition in Eq. (C3)
states that the invisible scheme λi1(R) is the kinetic en-
ergy of the b quark in the B meson minus the free kinetic
energy of the b quark. Since the O(Λ2QCD) ambiguity in
λ1 is a UV effect caused by the mixing of the kinetic oper-
ator into b¯vbv, it is the same for the B meson and b quark
states, and cancels out in the difference. This can be seen
explicitly by using Eq. (C1) and noting that our states
are normalized so that 〈Bv|b¯vbv|Bv〉 = 〈bv|b¯vbv|bv〉 = 1.
The O(Λ2QCD) ambiguity is universal to the definition of
λ1 and independent of R. Although a precise definition
of R is needed to define the scheme, the u = 1 renormalon
ambiguity cancels out in λ1− δλ
i
1 for any such regulator.
We adopt a definition that allows us to use the compu-
tation in Ref. [61], where it was shown that Z1 6= 0 at
O(α2s) in a Lorentz invariant cutoff scheme. We define
δλi1(R) = lim
v′→v
Avv′(0, 0)
∣∣∣
R
(C5)
= lim
v′→v
∫ R
0
∫ R
0
dw dw′
(2πi)2 ww′
Disc
w
Disc
w′
Avv′ (w,w
′) ,
where
Avv′(v · k, v
′ · k′) =
3 〈bv′(k
′)|b¯v′vµv
′
ν ig G
µνbv|bv(k)〉
(v · v′)2 − 1
,
(C6)
and as usual the discontinuity of a function is given by
Discw f(w) = limǫ→0
[
f(w + iǫ) − f(w − iǫ)
]
. Note
that it is sufficient to consider the b¯v′ig G
µνbv opera-
tor due to the virial theorem in HQET, which relates
limv′→v Avv′ (0, 0) to the corresponding matrix element
of the kinetic energy operator in Eq. (C4). The result for
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the cutoff matrix element from Ref. [61] implies
δλi1(R) = R
2 CFCA
(
π2
3
− 1
)
α2s(µ)
4π2
= 0.232R2 α2s(µ) . (C7)
Equation (C7) gives the relation of the invisible λi1 to the
HQET λ1 in Eq. (C2), which was used in the text. We
use R = 1GeV as our default value. Equations (C3) and
(C5) provide a µ independent definition for λi1(R), so the
µ dependence in α2s(µ) will cancel against a higher order
R2α3s(µ) ln(µ/R) term in δλ
i
1(R).
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