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I n t r o d u c t i o n  
With t h e  emergence o f  the general-purpose supercomputer ,  it h a s  become 
possible to  perform a c c u r a t e  numerical  s i m u l a t i o n s  of a wide v a r i e t y  of a i m -  
p l e x ,  th ree-d imens iona l  s c i e n t i f i c  problems. Y e t  t h e r e  are many problems of 
interest  which are so complex that, i n  o rde r  to  s imula t e  them numer ica l ly ,  
supercomputers w i t h  computat ion rates and s t o r a g e  capacities orders of magni- 
tude l a r g e r  than those of c u r r e n t  supercomputers are needed. Furthermore,  t h e  
computa t iona l  requi rements  of such  problems w i l l  c o n t i n u e  t o  s u r p a s s  t h e  
performance of general-purpose supercomputers f o r  a t  least  t h e  next  decade. 
As a r e s u l t ,  i n c r e a s e d  a t t e n t i o n  has been d i r e c t e d  towards a n  emerging class 
of p a r a l l e l - p r o c e s s i n g  supercomputers.  
One such p a r a l l e l - p r o c e s s i n g  supercomputer is t h e  "Navier-Stokes 
Computer" (NSC) [ l ,  21, which is being developed by Dan ie l  Nosenchuck and  
Michael Li t tman a t  P r ince ton  Universi ty .  The NSC c o n s i s t s  of m u l t i p l e  (up to  
128)  local memory paral le l  processors, called Nodes, i n t e r c o n n e c t e d  i n  a 
hypercube network. Each N o d e  has t h e  p o w e r  and speed of a Class V I  super- 
computer, g i v i n g  a p r o j e c t e d ,  f u l l  128 Node NSC a s t o r a g e  c a p a c i t y  i n  e x c e s s  
of  262 G b y t e s ,  and a peak speed i n  excess  of 61 GE'LOPS. 
The computa t iona l  speed and e f f i c i e n c y  of t h e  NSC are d e r i v e d  i n  part 
from a N o d a l  a r c h i t e c t u r e  which provides  parallel  o p e r a t i o n  of both t h e  memory 
and t h e  computa t iona l  u n i t s .  P a r a l l e l  o p e r a t i o n  of t h e  memory i s  a t t a i n e d  by 
d i s t r i b u t i n q  t h e  local memory of a N o d e  over  m u l t i p l e  i n t e r l e a v e d  memory 
p l a n e s ,  a l l  of which may operate s imul taneous ly .  M u l t i p l e  operand  v e c t o r s  may 
t h e n  be streamed from memory i n t o  a Reconf igurable  Ar i thme t i c  and L o q i c  Unit  
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( m u ) ,  w h i l e .  mu l t ip l e  r e s u l t  vectors are s imul t aneous ly  rou ted  from the RALU 
back t o  memory. The RALU a r c h i t e c t u r e  i n v o l v e s  t h e  i n t e r c o n n e c t i o n  of mul t i -  
p l e  high-speed f l o a t i n g  p o i n t  and l o g i c  p rocess ing  u n i t s  i n t o  s i n g l e  or m u l t i -  
p l e  parallel p i p e l i n e s .  S i n c e  t h e  RALU i s  dynamica l ly  reconf  i g u r a b l e ,  many 
d i f f e r e n t  p a r a l l e l  p i p e l i n e  conf i q u r a t i o n s  may be formed from t h e  p rocess ing  
u n i t s .  E f f i c i e n t  implementa t ion  of a n  a l g o r i t h m  on  t h e  NSC t h u s  e n t a i l s  t h e  
e f f e c t i v e  u t i l i z a t i o n  of no t  only t h e  coarse g r a i n  parallelism a s s o c i a t e d  w i t h  
d i s t r i b u t i n g  t h e  problem o v e r  t h e  Nodes, b u t  a l s o  of t h e  f i n e  g r a i n  p a r a l l e l -  
i s m  associated with conf iqu r ing  t h e  p a r a l l e l  p i p e l i n e s  and wi th  r o u t i n g  m u l t i -  
p l e  v e c t o r s  between t h e  RALU and memory. 
Although the NSC was o r i g i n a l l y  des igned  f o r  t h e  numer ica l  s i m u l a t i o n  of 
f lows  governed by t h e  Navier-Stokes e q u a t i o n s ,  i t  p r o v i d e s  a means f o r  e f f i -  
c i e n t l y  s o l v i n g  most any problem for which the computation is numer ica l ly  
i n t e n s i v e ,  and f o r  which t h e  a l g o r i t h m  makes u s e  of  long v e c t o r s  and may be 
p a r a l l e l i z e d  w i t h  a coarse q r a n u l a r i t y  us inq  local r a t h e r  than shared  memory. 
The o b j e c t i v e  of t h i s  paper  is  t o  d e t a i l  t h e  p rocedures  involved  i n  implement- 
i n g  one such algorithm on t h e  NSC. P a r t i c u l a r  a t t e n t i o n  is focused on proce- 
d u r e s  for mapping t h e  computa t iona l  g r i d  i n t o  t h e  Nodes, f o r  c o n f i g u r i n g  t h e  
RALU p i p e l i n e s ,  and f o r  a l l o c a t i n g  memory p l anes  f o r  s t o r i n g  v a r i a b l e s  such 
t h a t  m u l t i p l e  v e c t o r s  are e f f i c i e n t l y  r o u t e d  between memory and t h e  RALU. The 
r e s u l t i n g  analysis c o n s t i t u t e s  v i r t u a l l y  an assembly lanquage level d e s c r i p -  
t i o n  o f  algorithm implementa t ion  on t h e  NSC. 
The s p e c i f i c  f i n i t e - d i f  f e r e n c e  a lqo r i thm cons ide red  h e r e i n  w a s  developed 
f o r  t h e  d i r e c t  numerical  s i m u l a t i o n  of l a m i n a r - t u r b u l e n t  t r a n s i t i o n  i n  w a l l -  
bounded s h e a r  flows by s o l u t i o n  of t h e  incompress ib l e  Navier-Stokes equa t ions .  
Recent work i n  this area [3, 4, 51 i n d i c a t e s  t h a t  numer ica l  a lgo r i thms  f o r  
performing t h i s  s i m u l a t i o n  are q u i t e  mature. However, it h a s  n o t  been 
possible t o  con t inue  t h e  s imula t ions  up through the o n s e t  of f u l l y  t u r b u l e n t  
f l o w ,  s i n c e  c u r r e n t  supercomputers do n o t  have t h e  s t o r a g e  c a p a c i t y  and speed  
needed to  s a t i s f y  the extreme r e s o l u t i o n  demands of t h e  later t r a n s i t i o n  
s t a g e s  . Furthermore,  c u r r e n t  t r a n s i t i o n  s i m u l a t i o n s  must r e s o r t  t o  u s i n g  t h e  
parallel f l o w  assumption, because the r e s o l u t i o n  demands of a t r u e  s p a t i a l l y  
deve lop ing  f low are a n  o r d e r  of magnitude more extreme. Hence, t h e  numer ica l  
s i m u l a t i o n  of l amina r - tu rbu len t  t r a n s i t i o n  exempl i f i e s  the need for new super -  
computers l i k e  t h e  NSC, which have t h e  p o w e r  and speed  r e q u i s i t e  f o r  perform- 
i n g  these s imula t ions .  
I n  fo rmula t ing  t h e  a lgo r i thm,  t h e  Navier-Stokes equa t ions  are tempora l ly  
d i s c r e t i z e d  u s i n g  a s p l i t t i n g  technique  i n  c o n j u n c t i o n  w i t h  low s t o r a g e  Runge- 
Ku t t a  t r ea tmen t  of t h e  advec t ion  term, Crank-Nicholson t r e a t m e n t  of t h e  d i f -  
f u s i o n  term, and backward Euler t r ea tmen t  of t h e  p r e s s u r e  t e r m .  The r e s u l t i n g  
a l g o r i t h m  r e q u i r e s  t h e  s o l u t i o n  of a Helmholtz equa t ion  f o r  each  v e l o c i t y  
component and of a Poisson  equa t ion  f o r  t h e  pressure, a t  each  Runge-Kutta 
s t a g e .  S o l u t i o n  of t h e s e  equa t ions ,  which c o n s t i t u t e s  the  h l k  of the  compu- 
t a t i o n a l  work, is ana lyzed  f o r  two i t e r a t i v e  methods, namely, Red-Black SOR 
and ZEBRA 1. Red-Black SOR is a two-color e x p l i c i t  p o i n t  method i n  which a 
p o i n t  J acob i  t y p e  i t e r a t i o n  i s  appl ied a t  a l t e r n a t i n g  p o i n t s .  ZEBRA 1 is a 
two-color implicit  l i n e  method i n  which l i n e  r e l a x a t i o n  is a p p l i e d  a long  
a l t e r n a t i n g  l i n e s .  
I t  should be emphasized t h a t  t h e  purpose of this a n a l y s i s  is to  d e t a i l  
t h e  p rocedures  involved  i n  implementing a r e p r e s e n t a t i v e  a l g o r i t h m  f o r  simu- 
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l a t i n g  the Laminar-turbulent t r a n s i t i o n  problem on t h e  NSC. The a lgo r i thm 
considered i n  this a n a l y s i s  w a s  chosen for  i t s  s i m p l i c i t y ,  p a r t i c u l a r l y  i n  
r ega rd  to the use of second-order d i s c r e t i z a t i o n  methods and s i n g l e  g r i d  
iterative methods  . More s u i t a b l e  a l g o r i t h m s  w i l l  s u r e l y  u s e  h i g h e r  o r d e r  .j 
discretization methods, and employ con juga te  q r a d i e n t  or m u l t i g r i d  methods 
based on t h e  single g r i d  i t e r a t i v e  methods cons ide red  he re .  However, t h e  
implementation procedures  d e t a i l e d  h e r e i n  are i n d i c a t i v e  of t h e  p rocedures  
r e q u i r e d  f o r  implementing t h e  more complex a l g o r i t h m s  on t h e  NSC. 
I n  t h e  two fo l lowing  s e c t i o n s ,  a r c h i t e c t u r a l  d e t a i l s  of t h e  NSC and 
Details of t h e  p rocedures  fo rmula t ion  of t h e  a l g o r i t h m  are b r i e f l y  d i s c u s s e d .  
f o r  impkmentinq t h e  a lqo r i thm on the NSC, and p r o j e c t e d  t iming r e s u l t s  f o r  a 
particular problem, are p r e s e n t e d  i n  t h e  subsequen t  s e c t i o n .  Some concludinq  
remarks are presented  i n  t h e  f i n a l  s e c t i o n .  
A r c h i t e c t u r a l  Overview of t h e  NSC 
The NSC is a multi-purpose p a r a l l e l - p r o c e s s i n g  supercomputer which is 
des igned  t o  perform numer ica l  s i m u l a t i o n s  of  a wide v a r i e t y  of l a r g e ,  numeri- 
c a l l y  i n t e n s i v e ,  complex s c i e n t i f i c  problems. Rapid s o l u t i o n  of t h e s e  
problems is  a t t a i n e d  through a g l o b a l  a r c h i t e c t u r e  which d i s t r i b u t e s  t h e  
computations over a f a i r l y  small number of powerful local memory paral le l  
processors, called Nodes. A broad overview of t h e  q l o b a l  and N o d a l  a r c h i t e c -  
tures is presented  below. 
As t h e  NSC is c u r r e n t l y  i n  t h e  developmental  s t a g e ,  c e r t a i n  a r c h i t e c t u r a l  
d e t a i l s  have n o t  been f i n a l i z e d .  For i n s t a n c e ,  t r a d e o f f s  between having  t h e  
N o d a l  memory d i s t r i b u t e d  over 8 memory p l anes  r a t h e r  than 16 memory p l anes  (as 
assumed h e r e i n ) ,  are s t i l l  under review. However, such  a l t e r a t i o n s  i n  t h e  
a r c h i t e c t u r a l  d e t a i l s  are l i k e l y  t o  a f f e c t  t h e  a lgo r i thm implementation pro- 
cedures  t o  o n l y  a l i m i t e d  e x t e n t .  I t  should  a l s o  be noted  t h a t  the modular 
d e s i q n  of t h e  NSC a l lows  f o r  r e l a t i v e l y  easy  upgrading of the  hardware compo- 
nen t s .  Hence, t h e  memory/speed c h a r a c t e r i s t i c s  of  t h e  f i n a l  d e s i g n  may d i f f e r  
from the c h a r a c t e r i s t i c s  d e t a i l e d  he re in ,  which are based on the u t i l i z a t i o n  
of mid-1 986 technoloqy. 
Global a r c h i t e c t u r e .  - The g l o b a l  a r c h i t e c t u r e  of the  NSC involves  the  
i n t e r c o n n e c t i o n  of t h e  Nodes through two communication networks . The f i r s t  
network u t i l i z e s  a global drop- l ine  bus to  l i n k  the e n t i r e  Node a r r a y  t o  a 
f ront -end  computer. Although t h e  g l o b a l  bus i s  p r i m a r i l y  used t o  t r a n s f e r  
d a t a  and commands between the front-end and t h e  N o d e s ,  it may a l s o  be used t o  
t r a n s f e r  d a t a  between any t w o  Nodes of  t he  a r r a y .  The second communication 
network i n v o l v e s  t h e  i n t e r c o n n e c t i o n  of t h e  Nodes i n  a hypercube network 
[61. I n t e r n o d e  communication l i n k s  f o r  t h e  hypercube network are implemented 
wi th  f i b e r - o p t i c  t r ansmiss ion  l ines ,  provid inq  data t r ansmiss ion  rates o r d e r s  
of magnitude f a s t e r  t han  t h o s e  provided by t h e  global bus .  Consequently,  
d u r i n g  execu t ion  of the calcular ;mrl  r,,,cdures f o r  a g iven  a lgo r i thm,  most ( i f  
n o t  a l l )  i n t e r n o d e  d a t a  t r a n s f e r s  a r e  r o u t e d  through t h e  hypercube network. A 
schemat i c  of t h e  global a r c h i t e c t u r e ,  where a s u b s e t  of the Nodes and a simple 
2-D n e a r e s t  ne ighbor  i n t e r c o n n e c t  network are i l l u s t r a t e d ,  i s  p r e s e n t e d  i n  
f i g u r e  1. 
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The front-end is a general-purpose computer which p rov ides  the ope ra t ing  
environment  f o r  t h e  NSC. I n - l i n e  it i s  used t o  load  d a t a  and commands t o  the 
Nodes and t o  monitor the Node a r r a y .  Off - l ine  it prov ides  program develop-  
ment, work s t a t i o n  s u p p o r t ,  and d a t a  a n a l y s i s  c a p a b i l i t i e s .  
Nodal a r c h i t e c t u r e .  - The Nodal a r c h i t e c t u r e  is designed to  p e r m i t  paral- 
l e l  operation of both t h e  memory and t h e  computa t iona l  u n i t s ,  p rov id ing  l a r g e  
throughput  r a t e s  f o r  a wide v a r i e t y  of computa t iona l  procedures .  Arch i t ec -  
t u r a l l y  c e n t r a l  t o  t h i s  o p e r a t i o n  are t h e  mul t ip l ane  i n t e r l e a v e d  memory, t h e  
dynamical ly  r econf igu rab le  ALU (RALU) , and t h e  Memory-ALU-Switch Network 
(MASNET). The i n t e r c o n n e c t i o n  of t h e s e  d e v i c e s  is  i l l u s t r a t e d  i n  f i g u r e  2. 
Computations are h q u n  by s t reaming m u l t i p l e  operand v e c t o r s  from t h e  memory 
planes t o  t h e  inpu t  p o r t s  of MASNET. The operand v e c t o r s  are then  r o u t e d  
through MASNET, which e s s e n t i a l l y  is a 16x16 nonblocking swi t ch ,  and e n t e r  t h e  
i n p u t  ports of t h e  RALU, R e s u l t  v e c t o r s  from t h e  RALU are then  r o u t e d  back 
through MASNET and s e n t  t o  the a p p r o p r i a t e  memory p l anes  f o r  s t o r a g e .  
The mul t ip lane  i n t e r l e a v e d  memory c o n s i s t s  of s i x t e e n  1 2 8  Mbyte memory 
p l a n e s ,  g iv ing  each Node a local memory of 512 Mwords f o r  32-bi t  words. 
During a g iven  p r o c e s s ,  each  memory plane may be connected t o  e i t h e r  a n  i n p u t  
port or an output  p o r t  of MASNET, b u t  n o t  both. Consequently,  a memory p l ane  
canno t  be used to store e lements  of  a r e s u l t  v e c t o r  w h i l e  s imul t aneous ly  being 
accessed  f o r  elements of an operand -rector. E l e m e n t s  of t h e  v e c t o r s  are 
s t o r e d  i n  and accessed  f r o m  the memory p l a n e s  us ing  e i t h e r  c o n s t a n t  s t r i d e  or 
s c a t t e r - g a t h e r  address ing .  Each of t h e  memory p l anes  has complete addres s  
t rans la t ion  c a p a b i l i t i e s  t o  p rov ide  f u l l  " s c a t t e r - g a t h e r "  c a p a b i l i t y .  The 
a d d r e s s  t r a n s l a t i o n  in fo rma t ion  is s t o r e d  i n  high-speed look-up t a b l e s  . 
The m u  is a p i p e l i n e  which performs m u l t i p l e  s e q u e n t i a l  and/or parallel 
o p e r a t i o n s  on v e c t o r s .  I t  con ta ins  twenty-four f l o a t i n g - p o i n t  p r o c e s s i n g  
e lements ,  e i g h t  l o g i c  u n i t s ,  and va r ious  p i p e l i n e  s u p p o r t  hardware e lements  
which are in t e rconnec ted  t o  form t h e  p r o c e s s i n g  p i p e l i n e s  fo r  p a r t i c u l a r  
computa t iona l  procedures .  The e n t i r e  p i p e l i n e  is r e c o n f i q u r a b l e  w i t h i n  one 
c l o c k  p e r i o d ,  which provides a dynamical ly  changing v e c t o r  p r o c e s s i n g  env i ron -  
ment. 
Of t h e  f l o a t i n g - p o i n t  process ing  elements ,  twenty-two e lements  perform 
a d d i t i o n ,  s u b t r a c t i o n ,  m u l t i p l i c a t i o n ,  f l o a t i n g  t o  f ixed -po in t ,  or f i x e d  t o  
f l o a t i n g - p o i n t  ope ra t ions .  I n  add i t ion ,  upon performing one of the  above 
operations, t h e  e lement  may a lso be used t o  change t h e  s i g n  of t h e  r e s u l t ,  or 
t a k e  t h e  a b s o l u t e  va lue  of it. For t h e s e  e lements ,  t h e  s t a r t u p  cost asso-  
ciated w i t h  p r o c e s s i n g  t h e  f i r s t  va lue  i n  a v e c t o r  i s  one c l o c k  period. Each 
of the o t h e r  t w o  elements a c t u a l l y  c o n s i s t s  of fou r  c h i p s  which are p i p e l i n e d  
t o  form a s i n g l e  e lement .  These e lements  may be used t o  per form d i v i s i o n ,  
e v a l u a t e  t r a n s c e n d e n t a l  f u n c t i o n s ,  or t a k e  the  squa re  r o o t  of th8  i n p u t  
v a l u e s .  The s t a r t u p  cost f o r  these  e lements  is  f o u r  c l o c k  pe r iods .  The 
nominal o p e r a t i o n  ra te  of the process ing  e lements  is 20 MF'LOPS, p rov id ing  a 
Nodal peak speed of 480 MFLOPS. 
Associated with each of these  elements  is a c o n s t a n t  parameter l a t c h .  
These l a t c h e s  are used t o  i n p u t  c o n s t a n t s  t o  t h e  e lements ,  and may be se t  w i t h  
e i t h e r  ALU or scalar r e s u l t s .  It t akes  t w o  c lock  periods to  reset a c o n s t a n t  
parameter l a t c h ,  and o n l y  one  l a t c h  may be reset  a t  a t i m e .  
The logic u n i t s  may be used for  f i x e d  p o i n t  a d d i t i o n ,  s u b t r a c t i o n ,  m u l t i -  
p l i c a t i o n ,  or d i v i s i o n ,  or t o  perform logical comparisons on e i t h e r  f i x e d  or 
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f l o a t i n g - p o i n t  values .  me s t a r t u p  cost for t h e  l o g i c  u n i t s  is f o u r  c lock  
periods f o r  performing d i v i s i o n ,  or one  c l o c k  period for  per forming  any  of t h e  
o t h e r  operations. As with  t h e  f l o a t i n g - p o i n t  p rocess ing  elements ,  t h e  opera- 
t i o n  performed by a logic u n i t  may be changed e v e r y  c l o c k  p e r i o d .  
An i l l u s t r a t i o n  of  how the hardware e lements  i n  t h e  RALU are conf igu red  
t o  form the p a r a l l e l  p r o c e s s i n g  p i p e l i n e s  i s  provided  i n  f i g u r e  3. T h i s  
particular p i p e l i n e  performs a p o i n t  Jacobi i t e r a t i o n  of t h e  c e n t r a l -  
d i f f e r e n c e d  3-D Poisson  e q u a t i o n ,  
2 V P = G ,  
on a uniform g r i d .  H e r e ,  f i f t e e n  of t h e  a v a i l a b l e  f l o a t i n g - p o i n t  p r o c e s s i n g  
e lements  and one loqic u n i t  have been conf igu red  i n  a tree s t r u c t u r e .  Nine 
operand vectors a r e  accep ted  i n  p a r a l l e l  a t  t h e  p i p e l i n e  en t r ance .  Opera t ions  
on  these vec to r s  are then  performed i n  paral le l ,  w i th  r e s u l t s  from t h e  opera-  
t i o n s  immediately r o u t e d  t o  subsequent  l e v e l s  of t h e  p i p l i n e .  N o t e  t h a t  once  
t h e  r e s i d u a l  value,  Rijk,  is a v a i l a b l e ,  it is routed  s imul t aneous ly  to  the 
remainder  o f  the  p i p e l i n e  f o r  upda t ing  P,  and t o  a p i p e l i n e  f o r  per forming  a 
local convergence check. I n  t h i s  example, the convergence c r i t e r i a  is 
I R i j k l < E  . Upon s a t i s f a c t i o n  o f  t h i s  c o n d i t i o n  a t  a l l  g r i d  p o i n t s ,  t h e  con- 
vergence f lag i n t e r r u p t s  t h e  microsequencer ,  and t h e  p i p e l i n e  is reconf igu red  
f o r  execu t ion  of t h e  n e x t  c a l c u l a t i o n  procedure  i n  t h e  algorithm. The nominal 
o p e r a t i o n  r a t e  for execu t ion  of t h i s  p o i n t  Jacobi i t e r a t i o n  procedure is 300 
MFLOPS 
As a l luded  t o  above, t h e  p r o c e s s i n g  e lements  and logic u n i t s ,  a long  wi th  
v a r i o u s  p i p e l i n e  s u p p o r t  hardware e lements ,  are conf i q u r e d  i n t o  s p e c i f i c  
p i p e l i n e s  by a microsequencer.  I n  g e n e r a l ,  t h i s  u n i t  is used to  c o n f i g u r e  the 
p i p e l i n e  a t  the s t a r t  of an a r r a y  ope ra t ion ,  and t h e  p i p e l i n e  remains f i x e d  
u n t i l  comple t ion  of t ha t  ope ra t ion .  However, r e s u l t s  from l o g i c a l  comparison 
o p e r a t i o n s  may be used to  c o n d i t i o n a l l y  r e c o n f i g u r e  the p i p e l i n e  a t  every  
c lock  period, w i t h o u t  ( i n  g e n e r a l )  r e q u i r i n g  a p i p e l i n e  f l u s h .  Th i s  capa- 
b i l i t y  p e r m i t s  the v e c t o r i z a t i o n  of many powerful  a lgo r i thms  which are n o t  
v e c t o r i z a b l e  o n  conven t iona l  v e c t o r  a r c h i t e c t u r e  supercomputers .  
It should  be noted t h a t  s i n c e  t h e  NSC is s t i l l  under development,  speci- 
f i c  d e t a i l s  of t h e  RALU a r c h i t e c t u r e ,  and t h u s  t h e  deg ree  t o  which t h e  RALU 
may be reconf igu red ,  have n o t  been f i n a l i z e d .  Indeed,  a major purpose of t h i s  
s t u d y  was t o  i d e n t i f y  specific p i p e l i n e s  t o  be inc luded  i n  t h e  f i n a l  des ign .  
Therefore, it is assumed i n  subsequent  s e c t i o n s  of t h i s  paper t h a t  t h e  only  
c o n s t r a i n t  i n  forming a p i p e l i n e  i s  t h a t  t h e  number of e lements  u t i l i z e d  may 
n o t  exceed t h e  number of e lements  t o  be con ta ined  i n  the RALU. 
A s  mentioned p r e v i o u s l y ,  t h e  f low of v e c t o r s  between memory and t h e  RALU 
is  c o n t r o l l e d  by the Memory-ALU-Switch Network (MASNET). MASNET c o n s i s t s  of 
f i f t y - s i x  32-b i t  s w i t c h  e lements ,  where each  e lement  h a s  t w o  i n p u t  ports,  t w o  
o u t p u t  ports, and a h i d i r e c t i o n a i  port to  d 32-word local -----.- lI,.=lII"L . Words 32y 
be stored i n  t h e  local  memory of a n  e l emen t  and de layed  for  u p  t o  16 c l o c k  
periods when t w o  v e c t o r  s t reams a re  i n p u t ,  or up to  32 c lock  p e r i o d s  when a 
s i n q l e  v e c t o r  stream is i n p u t .  MASNET i s  formed by t h e  i n t e r c o n n e c t i o n  of the  
s w i t c h  e lements  i n t o  a 16x16 nonblocking switch.  The e n t i r e  swi t ch  may be 
rerouted e v e r y  c l o c k  period. MASNET i s  used to  r o u t e  operands  from memory t o  
t h e  RALU i n p u t s ,  r o u t e  r e s u l t s  from the FUGU to memory i n p u t s  and/or FtALU 
p i p e l i n e  i n p u t s  ( for  v e c t o r  r e c u r s i o n ) ,  and t o  t r a n s f e r  memory c o n t e n t s  be- 
tween memory p l anes  . MASNET is a l s o  u t i l i z e d  f o r  i n t e r n o d e  communications, 
which are implemented by t r a n s f e r r i n q  d a t a  between each  Node's MASNET. 
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Another important  f e a t u r e  of MASNET i s  tha t  it permits the g e n e r a t i o n  of 
m u l t i p l e ,  p a r a l l e l  vector streams from a s i n g l e  source .  I n  t h i s  process, as 
v a l u e s  which c o n s t i t u t e  a g iven  vector are rou ted  through a s w i t c h  element ,  
t h e y  are s imul taneous ly  stored i n  t h e  local  memory of t h e  e lement .  During 
subsequen t  clock pe r iods ,  the v a l u e s  are r e t r i e v e d  f r o m  memory and rou ted  o u t  
of t h e  s w i t c h  through t h e  second o u t p u t  p o r t ,  as a second v e c t o r .  S i n c e  t h e  
o r d e r  i n  which the va lues  are r e t r i e v e d  need n o t  be t h e  same as the order i n  
which t h e y  are s t o r e d ,  t h e  g e n e r a t e d  v e c t o r  may d e v i a t e  i n  local  o r d e r i n g  from 
tha t  of t he  o r i g i n a l  vec to r .  By apply ing  t h i s  process over a series of swi t ch  
e l emen t s ,  m u l t i p l e  v e c t o r s  may be q e n e r a t e d  from a s i n g l e  sou rce .  
A second means f o r  g e n e r a t i n g  m u l t i p l e  v e c t o r s  from a s i n q l e  sou rce  
i n v o l v e s  u t i l i z a t i o n  of t h e  v e c t o r  d e l a y  and r e q e n e r a t i o n  u n i t .  Th i s  u n i t  i s  
located b e t w e e n  t h e  MASNET o u t p u t s  and RALU i n p u t s .  I t  may be used to  perform 
t h e  same process  d e s c r i b e d  above, e x c e p t  t h a t  t h e  o r d e r i n q  of v a l u e s  i n  t h e  
g e n e r a t e d  vec to r s  must he t h e  same as t h a t  of the o r i g i n a l  vector. However, 
whereas MASNET may be used t o  d e l a y  v e c t o r s  for  224 c l o c k  periods a t  most, t h e  
vector d e l a y  and r egene ra t ion  u n i t  may be used to  d e l a y  v e c t o r s  f o r  thousands 
of c l o c k  per iods .  
The ope ra t ion  of the N o d e  is c o n t r o l l e d  and monitored by a N o d e  manager. 
The N o d e  manager is p r i m a r i l y  used as  a n  i n t e l l i q e n t  i n t e r f a c e  between t h e  
N o d e  and t h e  front-end. I t  p rov ides  i n i t i a l i z a t i o n ,  checkpoin t ing ,  and data 
store hand l ing  c a p a b i l i t i e s ,  and decodes "macromachine i n s t r u c t i o n s "  which are 
used to  conf igure  the  RALU. I n  a d d i t i o n ,  t h e  Node manager provides scalar 
o p e r a t i o n  c a p a b i l i t i e s  a t  a rate of 2 MFLOPS. However, i t  shou ld  be empha- 
s i z e d  t h a t  the Node manager r a r e l y  becomes involved  i n  numer ica l  computat ions 
o t h e r  t h a n  f o r  e v a l u a t i n g  e x p r e s s i o n s  f o r  u s e  as  c o n s t a n t s  i n  t h e  RALU. 
-10- 
I n t e r n o d e  communication. - In te rnode  a d d r e s s i n g  on t h e  NSC is suppor t ed  
by t w o  a d d r e s s i n g  modes, global addres s ing  and e x p l i c i t  boundary p o i n t  d e f i n i -  
t i o n  (BPD). I n  this a n a l y s i s ,  only BPD addres s ing  is cons idered .  BPD 
i n v o l v e s  t h e  e x p l i c i t  d e f i n i t i o n  of a l l  boundary-point d a t a  (i.e.,  d a t a  asso- 
ciated wi th  p o i n t s  on the boundary of the computa t iona l  subdomain, which are 
t o  be t r a n s f e r r e d  t o  o t h e r  Nodes): t h e  s o u r c e  Node of t h e  d a t a ,  and a l l  des t i -  
n a t i o n  addresses .  
The i n t e r n o d e  communication process  begins  as r e s u l t s  e n t e r  the f i r s t  r o w  
of s w i t c h  e lements  i n  MASNJ5'T. If a r e s u l t  h a s  been d e f i n e d  as a boundary- 
p o i n t  va lue ,  it is r o u t e d  to  the  boundary cache  of t h e  sou rce  Node wh i l e  
s i m u l t a n e o u s l y  be ing  r o u t e d  through t h e  s w i t c h  element .  The boundary cache  i s  
l inked  to  a l l  of t h e  swi t ch  elements i n  t h e  first r o w  of MASNET by a common 
bus. The c l o c k  f o r  t h e  common bus (and t h e  "hyperspace r o u t e r " )  r u n s  f o u r  
t i m e s  faster than  the c lock  for MASNET and the RALU. Thus, every  c lock  
period, it is possible t o  r o u t e  a boundary v a l u e  from each  of f o u r  s w i t c h  
e l emen t s  to  the boundary cache. Once t h e  data is rece ived  i n  t h e  boundary 
cache ,  i t  i s  immediately rou ted  t o  t h e  local "hyperspace r o u t e r "  of  t h e  Node, 
and s e n t  t o  t h e  boundary cache of t h e  d e s t i n a t i o n  Node. Then when boundary- 
p o i n t  data i s  needed i n  a n  ongoing computat ion of t h e  d e s t i n a t i o n  Node, i t  i s  
accessed from the boundary cache of t h e  d e s t i n a t i o n  Node and i n s e r t e d  i n t o  
MASNET a t  t h e  l a s t  r o w  of s w i t c h  elements.  A s  w i t h  t h e  f i r s t  row o f  s w i t c h  
e lements ,  a l l  t h e  e lements  i n  the l a s t  r o w  of MASNET are l i n k e d  to  the bound- 
a r y  cache  by a common bus. A schematic of  t h e  hardware i n t e r c o n n e c t s  between 
MASNET, the boundary cache,  and the hyperspace r o u t e r  is p resen ted  i n  f i q u r e  4. 
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The local hyperspace r o u t e r s  are nonblocking permuta t ion  switch networks 
which are used t o  r o u t e  boundary-point data t o  t h e  appropriate i n t e r n o d e  
communication l i n k s .  The d a t a  are s e l f  r o u t i n g  i n  t h a t  the d e s t i n a t i o n  
a d d r e s s e s ,  which are carried w i t h  t h e  d a t a ,  are used t o  se t  t h e  hyperspace  
r o u t e r  swi t ch  states. For a 1 2 8  N o d e  NSC, t h e  hyperspace r o u t e r s  c o n t a i n  8x8 
s w i t c h  networks, and t h e  hypercube i n t e r n o d e  communication network l i n k s  each 
N o d e  to  seven ne ighbor ing  Nodes. Althouqh in t e rnode  communication is  m o s t  
e a s i l y  accomplished f o r  d a t a  t r a n s f e r s  i n  which t h e  d e s t i n a t i o n  Node i s  
d i r e c t l y  l inked t o  the source  N o d e ,  d a t a  may be t r a n s f e r r e d  between any two 
Nodes by rou t ing  t h e  data  ove r  a series of  hyperspace  r o u t e r s .  
The in t e rnode  communication l i n k s  are implemented wi th  f i b e r - o p t i c  
cables, p rov id ing  d a t a  t r a n s m i s s i o n  i n  b y t e - s e r i a l  format a t  a dup lex  ra te  of 
1 Gbyte/sec.  The boundary cache of each Node c o n s i s t s  of a 1 M-word write- 
through cache .  For  BPD a d d r e s s i n g ,  t h e  boundary cache  is con t inuous ly  updated  
by pre-communicatinq t h e  boundary p o i n t  d a t a  as it is gene ra t ed  i n  the s o u r c e  
N o d e .  Thus, c u r r e n t  boundary data  is  u s u a l l y  main ta ined  w i t h i n  each  Node, 
which e l i m i n a t e s  most of t h e  i n t e r n o d e  communication overhead. 
In t e rnode  communication d e l a y s ,  which r e s u l t  i n  the  temporary suspens ion  
of computations,  may occur  i n  a number of s i t u a t i o n s .  One such s i t u a t i o n  is  
when boundary-point v a l u e s  are n o t  p r e s e n t  i n  t h e  boundary cache  of t h e  Node 
a t  t h e  t i m e  they are r e q u i r e d  i n  the ongoing computation. me computat ions 
must t hen  be suspended w h i l e  t h o s e  v a l u e s  are retrieved from o t h e r  Nodes. 
T h i s  t ype  of de lay  is l i k e l y  to occur  i n  problems f o r  which t h e  amount of BPD 
data r e q u i r e d  by each Node is g r e a t e r  t h a n  t h e  s t o r a q e  c a p a c i t y  of t h e  bound- 
a r y  cache. A second s i t u a t i o n  f o r  which communication d e l a y s  occur  is when 
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the operands f o r  computing a p a r t i c u l a r  term i n c l u d e  more t h a n  f o u r  boundary- 
p o i n t  va lues .  I n  t h i s  case, s i n c e  o n l y  f o u r  v a l u e s  may be accessed from t h e  
boundary cache each c lock  period, r o u t i n g  of the operands must be de layed  for 
a t  least  one  c l o c k  p e r i o d  while a l l  of t h e  boundary-point v a l u e s  are i n s e r t e d  
i n t o  MASNET. 
Delays may also occur  i n  rou t ing  the BPD data o u t  of the hyperspace  
r o u t e r s .  T h i s  s i t u a t i o n  arises dur ing  b u r s t  t r a n s m i s s i o n s  where a s i q n i f i c a n t  
p o r t i o n  of the BPD data is t r a n s f e r r e d  between Nodes which are n o t  d i r e c t l y  
l i n k e d  by t h e  hypercube network. S ince  t h e  BPD d a t a  must t h e n  be r o u t e d  over 
a series of hyperspace r o u t e r s ,  the swi t ch  networks of t h e  r o u t e r s  may become 
overloaded. I f  t h e  ove r load ing  i s  s e v e r e  enough, t h e  BPD d a t a  w i l l  n o t  be 
p r e s e n t  i n  the boundary cache of the d e s t i n a t i o n  Node a t  t h e  t i m e  it is 
r e q u i r e d  i n  a n  ongoing computation, caus ing  a temporary suspens ion  i n  t h e  
computat ions.  Th i s  type  of in t e rnode  communication d e l a y  is m o s t  l i k e l y  to  
occur  i n  a l g o r i t h m s  where t h e  computat ions are n o t  l o c a l i z e d  (e.g. global 
spectral  methods).  For a lgor i thms i n  which t h e  computat ions are l o c a l i z e d  
(e.g. f i n i t e - d i f f e r e n c e  methods) ,  t h e  amount of d a t a  which must be t r a n s f e r r e d  
between N o d e s  is small enouqh t h a t  d e l a y s  i n  r o u t i n q  the d a t a  o u t  of t h e  
hyperspace  routers are u n l i k e l y  to  c a u s e  a suspens ion  i n  t h e  computa t ions ,  
p a r t i c u l a r l y  s i n c e  t h e  d a t a  is  pre-communicated . 
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Numer ica 1 Simula t ion  of Laminar -Turbulent  Trans i t i o n  
The p a r t i c u l a r  problem cons ide red  i n  t h i s  a n a l y s i s  is t h e  numer ica l  
s i m u l a t i o n  of laminar - turbulen t  t r a n s i t i o n  i n  p l ane  P o i s e u i l l e  f l o w .  The 
channel  f l o w  geometry i s  i l l u s t r a t e d  i n  f i g u r e  5. The govern ing  e q u a t i o n s  are 
the incompress ib le  time-dependent Navier-Stokes equa t ions  wi th  c o n s t a n t  v i s -  
c o s i t y .  Employing t h e  u s u a l  s c a l i n g  for  t h e  channel ,  t h e  l e n g t h s  are s c a l e d  
by t h e  channel  ha l f  width,  E , and t h e  v e l o c i t i e s  are s c a l e d  by the c e n t e r l i n e  
v e l o c i t y  for the mean f l o w  Uo. w r i t t e n  i n  r o t a t i o n  form, t h e  
nondimensional ized e q u a t i o n s  are 
2 * u -t = u , x t -  VP + ( l / R e )  V u  5 - f i  
v o ~ = o  
where 
2 P = p + 1/2 151 
2 a u,(Y) 
aY2 
f = ( 1 / R e )  
u o ( y )  d e n o t e s  the mean f low v e l o c i t y ,  and R e  = UoR/u t h e  Reynolds number. The 
f o r c i n g  f u n c t i o n  f r e p r e s e n t s  t h e  mean p r e s s u r e  g r a d i e n t  which d r i v e s  t h e  mean 
f l o w .  
Boundary cond i t ions  implied i n  t h i s  formula t ion  are t h e  no - s l ip  c o n d i t i o n  
a t  t h e  w a l l s ,  and p e r i o d i c  boundary c o n d i t i o n s  i n  t h e  spanwise  d i r e c t i o n .  For 
a t r u e  s p a t i a l l y  developinq f l o w ,  appropriate inf low,  and ou t f low b u n d a r y  
c o n d i t i o n s  are a p p l i e d  i n  t h e  streamwise d i r e c t i o n .  However, d e t e r m i n a t i o n  of 
an  a p p r o p r i a t e  ou t f low boundary c o n d i t i o n  (a  problem which h a s  y e t  to  be 
The temporal d i s c r e t i z a t i o n  of t h e  above e q u a t i o n s  i n v o l v e s  a l o w  storage 
second-order Runge-Kutta t r e a t m e n t  of t h e  a d v e c t i o n  term and a Crank-Nicholson 
t r e a t m e n t  of t h e  d i f f u s i o n  t e r m  i n  t h e  v e l o c i t y  step, wi th  a backward mler 
pressure c o r r e c t i o n  a p p l i e d  a f t e r  each  Runqe-Kutta s t a g e .  For s i m p l i c i t y ,  
second-order Runge-Kutta is used i n  t h i s  a n a l y s i s .  However, h ighe r  o r d e r  
Runge-Kutta schemes may be inco rpora t ed  w i t h  o n l y  minor m o d i f i c a t i o n s  t o  t h e  
s o l u t i o n  procedure  d e t a i l e d  h e r e i n ,  With minor changes i n  n o t a t i o n  from eqs.  
( 2 )  and ( 3 1 ,  t h e  t i m e  d i s c r e t i z e d  equa t ions  may be w r i t t e n  as 
- (h/4Re) $u* = un + (h /2)  Fn + (h/4Re) v”$ u,* 5 . 5 
n+l /2  - l / 2 f n )  + (h/4Re) ?u 2 n+l /2+h(Fn+1 /2 y** - (h / lRe )  V :** = u 5 . . 
n+l ( 2 / h )  (un+’ - u**) = -VP . 5 
v 0 En+1 = 0 
(4 )  
( 5 )  
(6) 
( 7 )  
A 
where F, = u, x 5 - f i ,  and h denotes t h e  t i m e  increment.  I n  o r d e r  t o  make t h e  
p r e s s u r e  c o r r e c t i o n  s t e p  amenable to  s o l u t i o n ,  t h e  d ive rgence  of t h e  p r e s s u r e  
e q u a t i o n  i s  t aken  and t h e  i n c o m p r e s s i b i l i t y  c o n s t r a i n t  i s  en fo rced  on it. 
Absorbing t h e  t i m e  increment  i n t o  the p r e s s u r e  v a l u e ,  then from eq. ( 5 1 ,  
(Equat ion  8 i s  t h e  c o n s i s t e n t  Poisson equat ion .  I t  r e p r e s e n t s  t h e  composi t ion  
of t h e  d i s c r e t e  d ive rgence  ope ra t ing  on t h e  d i s c r e t e  g r a d i e n t  of  t h e  
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r e so lved  adequate ly)  is p a r t i c u l a r l y  d i f f i c u l t  i n  t ha t  cond i t ions  a t  t h e  
boundary are no t  known a priori .  Although t h e  ou t f low boundary c o n d i t i o n s  
u t i l i z e d  i n  previous l o w  r e s o l u t i o n  s i m u l a t i o n s  of s p a t i a l l y  developing s h e a r  
f lows  have a r e l a t i v e l y  small upstream i n f l u e n c e  on t h e  s o l u t i o n  [7,  81, it is  
u n c l e a r  as t o  whether these boundary c o n d i t i o n s  are adequate  f o r  a f u l l  
l aminar - turbulen t  t r a n s i t i o n  s imula t ion .  If the paral le l  f low assumption is 
made, pe r iod ic  boundary c o n d i t i o n s  are a p p l i e d  i n  t h e  streamwise d i r e c t i o n .  
The i n i t i a l  cond i t ion  i s  that  of a small d i s t u r b a n c e  superimposed upon f u l l y  
developed plane P o i s e u i l l e  flow. 
Algorithm formula t ion .  - The s o l u t i o n  a lqo r i thm is based on a t i m e -  
s p l i t t i n q  scheme i n  which t h e  s o l u t i o n  i s  advanced from t = t" t o  t = t"+' as  
follows: i n  the f i r s t  step, 
u = u, x w + ( 1 / R e )  vLu, - fi -t 
is i n t e g r a t e d  from tn t o  t h e  i n t e r m e d i a t e  t i m e  t * ;  i n  the second step,  
u = -VP -t 
V O 2 = 0  
( 2 )  
( 3 )  
is i n t e g r a t e d  from t *  to  tn+'. Appl ica t ion  of t h e  houndary c o n d i t i o n s  f o r  
t h i s  scheme is d i scussed  i n  d e t a i l  by Zang and Hussa in i  [ 9 ] ,  and w i l l  n o t  be 
covered here .  However, it should be noted t h a t  whereas a s t agge red  g r i d  is  
used f o r  t h e  p r e s s u r e  i n  the  fo rmula t ion  of [ 9 ] ,  a non-staggered g r i d  i s  used 
i n  t h i s  formulat ion.  U s e  of t h e  non-staggered q r i d  n o t  only changes t h e  form 
of t h e  s p a t i a l l y  d i s c r e t i z e d  equa t ions ,  h u t  a l s o  n e c e s s i t a t e s  t h e  a p p l i c a t i o n  
of a c o n s i s t e n t  a r t i f i c i a l  boundary c o n d i t i o n  f o r  t h e  p r e s s u r e  [ l o ] .  
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p r e s s u r e . )  Upon s o l u t i o n  of t h i s  Poisson  e q u a t i o n  for t h e  p r e s s u r e ,  t h e  
v e l o c i t y  i s  c o r r e c t e d  from 
The pressure c o r r e c t i o n  step a f t e r  t h e  second Runge-Kutta s t a g e  is  t r e a t e d  i n  
a similar manner. 
Formulation of the a lgo r i thm is completed by s p a t i a l l y  d i s c r e t i z i n g  t h e  
equa t ions .  S ince  t h e  NSC is  t a i l o r e d  towards a l g o r i t h m s  i n  which t h e  computa- 
t i o n s  are l o c a l i z e d ,  c e n t r a l - d i f  f e renc ing  is  used i n  t h e  spa t ia l  discreti-  
z a t i o n  of t h i s  fo rmula t ion .  The computa t iona l  g r i d  f o r  t h i s  problem i s  
C a r t e s i a n  w i t h  uniform spac inq  i n  the streamwise and spanwise d i r e c t i o n s ,  and 
a r b i t r a r y  s t r e t c h i n g  i n  t h e  v e r t i c a l  d i r e c t i o n .  G r i d  s t r e t c h i n g  is used i n  
t h e  v e r t i c a l  d i r e c t i o n  so t h a t  g r i d  p o i n t s  can  be concen t r a t ed  nea r  t h e  w a l l s ,  
where g r a d i e n t s  i n  t h e  p r i m i t i v e  v a r i a b l e s  are e s p e c i a l l y  l a r g e .  
S o l u t i o n  procedure. - The procedure f o r  advancing t h e  s o l u t i o n  from 
t = t"+' beg ins  wi th  t h e  c a l c u l a t i o n  of  t h e  t h r e e  components of t h e  a d v e c t i o n  
term, 
n n 
F " = u _  . x e  - f i  A (10) 
The second s t e p  of t h e  procedure e n t a i l s  c a l c u l a t i n q  t h e  r i q h t  hand s i d e  of 
t h e  Helmholtz e q u a t i o n  f o r  t h e  x v e l o c i t y  component, and t h e n  s o l v i n g  t h e  
Helmholtz e q u a t i o n  t o  update  u t o  the i n t e r m e d i a t e  t i m e  l e v e l  t* .  Th i s  proce- 
d u r e  i s  t h e n  r e p e a t e d  f o r  t h e  y and z v e l o c i t y  components. Denoting t h e  r i g h t  
hand s i d e s  of t h e  t h r e e  Helmholtz equa t ions  as IJ, t h e n  t h e  e q u a t i o n s  are 
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(12 )  
2 u,* - (h/4Re) V u* 5 = I," . 
Upon updat ing  t h e  v e l o c i t y  components, t h e  r i g h t  hand side of the Poisson  
e q u a t i o n  i s  c a l c u l a t e d ,  and then  t h e  Poisson  e q u a t i o n  i s  s o l v e d  f o r  Pn4/3 
where 
K* = V 0 u,* 
Correc ted  values of the v e l o c i t y  components are then  determined from 
( 1 3 )  
(14)  
"he above procedure is  then  r epea ted  for t h e  second s t a g e  of t h e  a lgo r i thm to 
advance t h e  s o l u t i o n  t o  tn". The o n l y  d i f f e r e n c e  i n  t h e  second s t a g e  c a l c u -  
n+ l /2  l a t i o n s  is t h a t  F" is absorbed i n  t h e  c a l c u l a t i o n  of F, I as 
n+"2 - f; - (1 /2 )  En p + 1 / 2  - n+l/2 . - 2  x 2  ( 1 6 )  
As mentioned p rev ious ly ,  t w o  i t e r a t i v e  methods for s o l v i n q  t h e  Helmholtz 
and Poisson  equa t ions  are cons ide red  i n  t h i s  a n a l y s i s .  The f i r s t  method i s  
Red-Black SOR. This is an  e x p l i c i t  two-color p o i n t  method i n  which a p o i n t  
Jacobi type  i t e r a t ive  scheme i s  u t i l i z e d .  A complete i t e r a t i o n  i n v o l v e s  
upda t ing  red p o i n t s  ( i + j + k  odd) f irst ,  and then  updat ing  black p o i n t s  ( i + j + k  
even)  u s i n g  the  l a t e s t  a v a i l a b l e  v a l u e s  i n  c a l c u l a t i o n  of t h e  r e s i d u a l .  
The second method is ZEBRA 1,  which w a s  developed as a means f o r  perform- 
i n g  l i n e  r e l a x a t i o n  i n  a v e c t o r i z a b l e  manner [ 1 1  ]. I t  is  a two-color l i n e  
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scheme i n  which l i n e  SOR is performed alonq a l t e r n a t i n g  l i n e s ,  where t h e  gr id  
i n  p l a n e s  normal t o  t h o s e  l i n e s  has  a checkerboard  p a t t e r n .  I n  t h i s  a l g o r i t h m  
the l i n e  r e l a x a t i o n  is performed i n  the ver t ica l  d i r e c t i o n ,  which is the 
d i r e c t i o n  of g r i d  s t r e t c h i n g .  The t r i d i a g o n a l  systems of e q u a t i o n s  g e n e r a t e d  
for the vertical l i n e s  are first solved a long  red l i n e s  ( i+j  even) ,  and then  
s o l v e d  a long  b l ack  l i n e s  ( i + j  odd) u s i n g  t h e  la tes t  available v a l u e s  i n  t h e  
r e s i d u a l  c a l c u l a t i o n .  The t r i d i a g o n a l  systems of equa t ions  are so lved  u s i n g  
t h e  Thomas a l g o r i t h m  . 
This  s e c t i o n  of t h e  paper  is concluded wi th  a brief d i s c u s s i o n  on 
enforcement  of the boundary cond i t ions ,  s i n c e  t h i s  s u b j e c t  h a s  been avoided  u p  
t o  now. I n  many a lgo r i thms ,  and i n  t h i s  a lgo r i thm i n  p a r t i c u l a r ,  enforcement  
of the houndary c o n d i t i o n s  involves  minor m o d i f i c a t i o n s  t o  t h e  d i s c r e t e  
e q u a t i o n s  a t  the boundaries .  mese m o d i f i c a t i o n s  g e n e r a l l y  c o n s i s t  of e i t h e r  
add ing  or  d e l e t i n g  a few terms from t h e  d i s c r e t e  e q u a t i o n s ,  w i thou t  changing 
the form of the equat ions .  On the NSC; incorporation of snch modifications to 
t h e  RALU p i p e l i n e s  i n v o l v e s  a r e c o n f i g u r a t i o n  i n  which a f e w  p rocess inq  ele- 
ments are e i t h e r  added to, or de le t ed  from, t h e  p i p e l i n e .  S ince  t h e  RALU is 
r e c o n f i g u r a b l e  e v e r y  c lock  pe r iod ,  i n  most cases t h e  reconf  i g u r a t i o n  may be 
performed wi thou t  i n t e r r u p t i n g  the r o u t i n g  of operands through t h e  p i p e l i n e .  
The re fo re ,  on  t h e  NSC, t h e  t rea tment  of boundary c o n d i t i o n s  h a s  l i t t l e  or n o  
e f f e c t  on t h e  implementat ion of computat ional  procedures ,  or on t h e  computa- 
t i o n  rate. For t h i s  r eason ,  and i n  order t o  keep  t h e  remainder  o f  t h i s  ana ly -  
sis as simple as possible, t h e  t rea tment  of boundary c o n d i t i o n s  is avoided i n  
subsequen t  s e c t i o n s .  
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~ Implementat ion of t h e  Algorithm 
Implementation of  t h e  aforementioned a l q o r i t h m  beq ins  w i t h  a de te rmi -  
n a t i o n  of how the computa t iona l  domain is  to  be d i s t r i b u t e d  over the N o d e s .  
For  now it i s  assumed t h a t  a n  LxMxN computa t iona l  g r i d  i s  subd iv ided  i n t o  128 
subdomains of dimension IxJxK, where I = L/8, J = M/4, and K = N/4. In  order 
to s i m p l i f y  the  computa t iona l  p rocedures ,  i t  i s  f u r t h e r  assumed t h a t  I is a n  
even  number, and t h a t  J and K are m u l t i p l e s  of 4. Conceptua l ly ,  t h e  computa- 
t i o n a l  domain is mapped i n t o  a three-d imens iona l  l a t t i ce  of Nodes. For 
f i n i t e - d i f f e r e n c e  a lqo r i thms  then ,  each i n t e r i o r  Node need communicate only  
w i t h  i t s  a d j a c e n t  Nodes. Boundary Nodes (i .e.  Nodes i n t o  which g r i d  p o i n t s  
from t h e  boundary of t h e  computa t iona l  domain have been mapped) must also 
communicate with non-adjacent  Nodes i n  s i t u a t i o n s  where p e r i o d i c  boundary 
c o n d i t i o n s  are to be enforced .  me hypercube network does n o t  provide d i r e c t  
l i n k s  between a l l  a d j a c e n t  Nodes i n  a three-d imens iona l  l a t t i ce ,  or between 
apposite non-adjacent boundary N o d e s .  
With this mappinq of t h e  computa t iona l  domain, t h e  Nodes t y p i c a l l y  per- 
form i d e n t i c a l  processes. I n  fact ,  t h e  o n l y  s i t u a t i o n  for  which processes 
d i f f e r  is  when boundary Nodes are e v a l u a t i n q  terms i n  which t h e  boundary 
c o n d i t i o n s  are enforced .  A s  d i s c u s s e d  i n  t h e  s e c t i o n  on  a l g o r i t h m  formu- 
l a t i o n ,  t rea tment  of t h e  boundary c o n d i t i o n s  requires o n l y  minor m o d i f i c a t i o n s  
t o  t h e  RALU p i p e l i n e s .  Hence, t h e  procedures  f o r  implementing t h e .  a l g o r i t h m  
i n  the boundary N o d e s  are n e a r l y  i d e n t i c a l  to  t h e  procedure  implemented i n  t h e  
On the nodal  l e v e l ,  a procedure f o r  a l l o c a t i n g  memory p l a n e s  to  store t h e  
v a r i a b l e s  must be chosen. Th i s  a l l o c a t i o n  procedure  i s  c r u c i a l  t o  e f f i c i e n t  
implementa t ion  of t h e  a lqo r i thm as it n o t  on ly  a f f e c t s  the  o r d e r i n g  of va lues  
i n  t h e  operand and r e s u l t  v e c t o r s ,  b u t  also i n f l u e n c e s  t h e  ac tua l  conf igu -  
r a t i o n  of t h e  RALU p i p e l i n e s .  I n  the fo l lowing  a n a l y s i s ,  the  same a l l o c a t i o n  
p rocedure  is  used  f o r  t h e  Red-Black SOR and ZEBRA 1 s o l u t i o n s  of  t h e  Helmholtz 
and Po i s son  equa t ions .  Hence, the procedures f o r  computing t h e  e x p l i c i t  terms 
i n  t h e  a lgo i thm are i d e n t i c a l  € o r  the two i t e r a t i v e  methods. 
Schematics i l l u s t r a t i n g  t h e  memory p l a n e  a l l o c a t i o n  procedure  f o r  s t o r i n g  
t h e  p r i m i t i v e  v a r i a b l e s  u ,  v, w, and p are p resen ted  i n  f i g u r e s  6, 7, 8 ,  and 
9, r e s p e c t i v e l y .  Here, two-dimensional s u b s e t s  of t h e  g r i d  i n  x-y p l a n e s  are 
i l l u s t r a t e d .  The two numbers above each  g r i d  p o i n t  deno te  t h e  ( i ,  j) i n d i c e s  
of t h e  p o i n t ;  t h e  number b e l o w  each g r i d  p o i n t  deno tes  t h e  memory p l ane  i n  
which t h e  p a r t i c u l a r  v a r i a b l e  i s  s t o r e d .  Grid p o i n t s  on t h e  dashed l i n e s  
i n d i c a t e  p o i n t s  which have been mapped i n t o  a d j a c e n t  Nodes. The sequences  f o r  
a l l o c a t i n g  t h e  memory p l a n e s  i n  the v e r t i c a l  d i r e c t i o n  are repeated f o r  e v e r y  
f o u r t h  x-y plane.  
To i l l u s t r a t e  t h e  o r d e r i n g  i n  which a v a r i a b l e  is  s t o r e d  w i t h i n  a g iven  
memory p l a n e ,  s t o r a g e  of t h e  p r i m i t i v e  v a r i a b l e  u w i t h i n  memory p l a n e  0 (MPO) 
is cons ide red .  From f i g u r e  6, w i t h  k set  e q u a l  to  1 ,  g r i d  p o i n t  ( 1 ,  1 ,  1 )  is 
t h e  f i r s t  p o i n t  f o r  which u is  s t o r e d  i n  MPO. Consecut ive  g r i d  p o i n t s  are 
de termined  by moving across t h e  g r i d  i n  x, then up t h e  g r i d  i n  y. Hence, 
c o n s e c u t i v e  memory l o c a t i o n s  i n  MPO c o n t a i n  t h e  v a l u e s  of u f o r  g r i d  p o i n t s  
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(1, 1, 1 1 ,  (2 ,  1, 1 1 ,  ( 3 ,  1, l ) , . . . . . ,  ( I ,  1, 11, 
(1, 5, 1 1 ,  (2, 5, 1 1 ,  ( 3 ,  5 ,  1 1  , . . . * e ,  (I ,  5, 1 1 ,  
(1, 5-3 ,  11, (2, 5-3, 1 1 ,  ( 3 ,  5-3, 1 ) , . * * * . t  (1, 5-3, 1 )  
Moving u p  t h e  qr id  t o  p l a n e  k=3, t h e  n e x t  set  of c o n s e c u t i v e  memory l o c a t i o n s  
i n  a0 c o n t a i n  t h e  v a l u e s  of u for g r i d  p o i n t s  
(1, 3, 3 1 ,  (2, 3,  31, ( 3 ,  3 ,  3 1 , . . . . . 1  ( I ,  3 ,  3 1 ,  
( 1 ,  7 ,  31,  (2, 7, 31, ( 3 ,  7, 3 1 , . . . . . ,  ( I ,  7, 31, 
(1, J-1, 31,  (2, J-1, 3 1 ,  ( 3 ,  J-1, 3 ) , r * * . * r  (1, J-1, 3 )  
This sequence f o r  s t o r i n g  the v a l u e s  of u is repea ted  for p lanes  k=5 and 
7, k=9 and 1 1 ,  etc. ,  u p  throuqh p l a n e s  k=K-3 a n  k=K-1. I t  f o l l o w s  t h a t  t h e  
v a l u e s  of u f o r  one-eighth of t h e  g r id  p o i n t s  are stored i n  MPO. me remain- 
i n g  values of u are d i s t r i b u t e d  ove r  MPs 1-7, us ing  similar p rocedures  t o  
a s s i g n  the a r r a y  e lements  t o  consecu t ive  memory l o c a t i o n s .  
Comparison o f  f i g u r e s  6, 7, 8, and 9 i n d i c a t e s  t h a t  a t  e v e r y  g r i d  p o i n t  
for which u is s t o r e d  i n  M P O ,  t h e  v a l u e s  of v, w, and P are stored i n  MPs 0 ,  
2, and 10, r e s p e c t i v e l y .  Consequent ly ,  t h e  sequence fo r  s t o r i n g  t h e  v a l u e s  o f  
v , w ,  and P a t  t h e s e  g r id  p o i n t s  is i d e n t i c a l  t o  t h e  sequence f o r  s t o r i n g  U. 
S i m i l a r  r e l a t i o n s h i p s  hetween the  variables,  and t h e  memory p l a n e s  i n  which 
t h e  variables a r e  stored, hold a t  a l l  o t h e r  g r i d  p o i n t s .  
The manner i n  which t h e  v a r i a b l e s  are s t o r e d  s u g g e s t s  a n a t u r a l  o r d e r i n g  
for  v a l u e s  i n  the operand and r e s u l t  vectors. I n  g e n e r a l ,  t h e  s e q u e n t i a l  
order of values i n  a g i v e n  v e c t o r  i s  t h e  same as  t h e  order i n  which t h o s e  
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v a l u e s  are stored. Th i s  n a t u r a l  o r d e r i n g  g i v e s  v e c t o r  l e n g t h s  of IxJxK/8. 
There are t w o  o c c a s i o n s  when o r d e r i n g s  o t h e r  t h a n  t h e  n a t u r a l  o r d e r i n g  occur .  
One occas ion  is when e lements  of an operand v e c t o r  are accessed  as BPD data 
from ne ighbor ing  Nodes, i n  which case t h o s e  v a l u e s  are i n s e r t e d  i n t o  t h e  
vector as t h e  operands stream through MASNET. The o t h e r  occur rence  is i n  t h e  
i t e r a t i v e  s o l u t i o n  of t h e  Helmholtz and Po i s son  e q u a t i o n s ,  as w i l l  be d i s -  
cussed  later i n  t h i s  s e c t i o n .  
C a l c u l a t i o n  of t h e  Advection T e r m .  - The f i r s t  term t o  be c a l c u l a t e d  is  
t h e  a d v e c t i o n  term for t h e  f i r s t  stage of t h e  Runqe-Kutta/Crank-Nicholson 
temporal d i s c r e t i z a t i o n .  Using second-order c e n t r a l  d i f f e r e n c i n g  i n  t h e  
spatial d i s c r e t i z a t i o n  of Eq. (101, and d e n o t i n g  t h e  (x, y ,  z )  components of 
t h e  a d v e c t i o n  term and the v o r t i c i t y  v e c t o r  as F, = ( F , G , H )  and $ = ( 5  q, 5 )  , 
t h e  components of t h e  a d v e c t i o n  term may be w r i t t e n  as  
n = v" gn - w - f  F i j k  i j k  i j k  i j k ' i j k  
= w n  - u n  8 
G i j k  i j k  i j k  i j k  i j k  
- v n  e n n  'U n H i j k  i j k n i j k  i j k  i j k  
where 
" 1  (20) n 
+ dmkvi jk+  d\Vi,..-l 
)/2Ax 
n - w  n n n n - (" i+l jk  i - l j k  k i j k  + dIlkuijk-l n -  + dm u 'i j k  - dhkUi j k + l  (21 1 
and dhk, d%, and d$ deno te  t h e  c o e f f i c i e n t s  f o r  t h e  f i r s t  d e r i v a t i v e  i n  t h e  
s t r e c t c h e d  c o o r d i n a t e  d i r e c t i o n  a t  p l ane  k. 
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C a l c u l a t i o n  o f  t h e  advec t ion  term components is performed us ing  a two- 
step procedure .  I n  t h e  f i r s t  step, n, C, and F are computed a t  one-eighth of 
t h e  g r id  poin ts .  The computat ion begins  for  t h e  g r i d  p o i n t  ( 1 ,  1 ,  1 ) .  
Consecut ive  va lues  i n  t h e  r e s u l t  v e c t o r s  w i l l  be for g r i d  p o i n t s  ( 1 ,  1 ,  11,  
( 2 ,  1 ,  l ) ,  (3 ,  1 ,  1 1 ,  etc. (i.e., t h e  same series of g r id  p o i n t s  for  which u 
i s  stored i n  M P O ) .  F r o m  Eqs. (171, (211, and (221, c a l c u l a t i o n  of n, c, and F 
a t  g r i d  p o i n t  (i, j ,  k )  r e q u i r e s  the v a l u e s  of Ui jk ,  u ~ ~ + ~ ~ ,  u ~ ~ - ~ ~ ,  u ~ ~ ~ + ~ ,  
U i j k - l t  V i jk t  V i + l j k t  V i - l j k t  W i j k #  W i + l j k t  and W i - l j k *  Looking at a n  
i n t e r i o r  g r i d  p o i n t  a s s o c i a t e d  wi th  the r e s u l t  vectors, s a y  p o i n t  (2 ,  5 ,  k )  
(see f i q u r e s  6, 7 ,  and 81, the above operands r e s i d e  i n  MPs 0, 1 ,  3, 4, 6, 8, 
8 ,  8, 2, 2,  and 2, r e s p e c t i v e l y .  Likewise,  a t  g r i d  p o i n t  (3 ,  5 ,  k), t h e  
operands  r e s i d e  i n  the nex t  consecu t ive  memory l o c a t i o n  of t h e i r  r e s p e c t i v e  
memory p l a n e s .  This i n d i c a t e s  t h a t  e x c e p t  for t h o s e  operand v a l u e s  which are 
accessed as BPD data from a d j a c e n t  N o d e s ,  the v a l u e s  f o r  a p a r t i c u l a r  operand 
vector are accessed from c o n s e c u t i v e  memory l o c a t i o n s  of t h e  same memory 
p l ane .  
It  should a l so  be noted t h a t  t h e  v e c t o r s  for Vi jk ,  vi+l jk ,  and vi-l jk  are 
a l l  g e n e r a t e d  from MP8. The process for g e n e r a t i n g  t h e s e  vectors, c a l l e d  
"vector l a t ch ing ,  @@ u t i l i z e s  t h e  v e c t o r  d e l a y  and r e g e n e r a t i o n  capabi l i t ies  of 
MASNET. I n  the v e c t o r  l a t c h i n g  process, t h e  v a l u e s  s t r eaming  o u t  of MP8 
c o n s t i t u t e  t he  va lues  of t h e  vector f o r  A s  these v a l u e s  are rou ted  
through one of t h e  s w i t c h  elements i n  MASNET, t h e y  are a l so  stored i n  t h e  
local memory of t h e  element.  One c lock  period later,  the v a l u e s  are rou ted  
o u t  of t h e  element  as  a second vector. Th i s  second vector c o n t a i n s  t h e  v a l u e s  
of v i j k ,  which have been of fse t  from t h e  v a l u e s  by one va lue .  A t  the 
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next  swi t ch  element, t h i s  process is repea ted  to  g e n e r a t e  t h e  v e c t o r  for 
Vector l a t c h i n g  i s  a l s o  used  t o  generate t h e  vectors for  w ~ - ~ ~ ~ ,  
Wijk, and Wi+1jk from MP2. 
An i l l u s t r a t i o n  of t h e  RALU p i p e l i n e  c o n f i g u r a t i o n  f o r  c a l c u l a t i n g  n, 5, 
and F is p resen ted  i n  f i g u r e  10. Here, t h e  operand memory p l a n e s ,  and t h e  
variable s t o r e d  i n  each plane,  a re  i n d i c a t e d  a t  the  top of t h e  f i g u r e .  The 
vector l a t c h e s  f o r  v and w are i n d i c a t e d  by t h e  p a t h s  t h e  operands  t a k e  i n  
MASNET. I n  t h i s  17 o p e r a t i o n  RALU p i p e l i n e ,  t h e  va lues  of 17 and 5 are ca lcu-  
l a t e d  i n  independent  p i p e l i n e s .  Upon c a l c u l a t i o n  of  these terms, t h e y  are  
r o u t e d  both t o  memory, and t o  the remainder of t h e  p i p e l i n e  f o r  c a l c u l a t i n g  
F. The r e s u l t s  f o r  T), 5, and F are  s t o r e d  i n  t o  MPs 9,  11,  and 12  
r e s p e c t i v e l y .  
The second s tep  of t h e  advec t ion  term c a l c u l a t i o n  procedure is to  ca lcu-  
l a te  5 ,  G ,  and H a t  t h e  same g r i d  p o i n t s  f o r  which r\, <, and F are c a l c u l a t e d  
terms a t  g r i d  p o i n t  (i ,  j, k )  r e q u i r e s  t h e  va lues  of uijk,  vijk, v ~ ~ ~ + ~ ,  
v ~ ~ ~ - ~ ,  wijk,  wi j+ lk ,  w ~ ~ - ~ ~ ,  n j k ,  and 5i j k  From f i q u r e s  6, 7,  and 8 ,  t h e  
v a l u e s  of t he  f i r s t  seven operands r e s i d e  i n  MPs 0, 8, 12, 14, 2, 3, and 1 ,  
r e s p e c t i v e l y .  From t h e  p rev ious  s t e p ,  t h e  v a l u e s  of n and c r e s i d e  i n  MPs 9 
and 1 1 ,  r e s p e c t i v e l y .  The 14  o p e r a t i o n  p i p e l i n e  f o r  performing t h e  second 
s tep computat ions is i l l u s t r a t e d  i n  f i q u r e  11. As i n d i c a t e d  a t  t h e  hottom of 
t h e  f i g u r e ,  t h e  r e s u l t s  f o r  G and H are  s t o r e d  i n  MPs 4 and 13 ,  r e s p e c t i v e l y .  
A t  this p o i n t  i n  the computation, t h e  t h r e e  components of t h e  advec t ion  
t e r m  w i l l  have been computed a t  one-eighth of t h e  g r i d  p o i n t s .  I n  o r d e r  t o  
calculate t h e  advec t ion  t e r m  a t  t h e  rest of t h e  q r i d  p o i n t s ,  t h i s  two-step 
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procedure  is then r epea ted  seven times. The sequence i n  which the f i r s t  and 
second s tep c a l c u l a t i o n  procedures  are  performed i s  o u t l i n e d  i n  tables  1 and 
2. L i s t i n q s  of the memory p l anes  i n  which t h e  operand and r e s u l t  v a l u e s  €or 
each  s tep  a re  s t o r e d  are a l s o  p r e s e n t e d  i n  t h e s e  t a b l e s .  
I n  o r d e r  t o  project  the amount of t i m e  it would t a k e  f o r  c a l c u l a t i o n  of 
t h e  advec t ion  term, t h e  s t a r t u p  t i m e ,  a c t u a l  computation t i m e  , and i n t e r n o d e  
communication d e l a y  t i m e  must be determined.  I n  t h e  va r ious  s t eps  of t h e  
c a l c u l a t i o n  procedure,  once t h e  p i p e l i n e  i s  f u l l ,  and assuming t h e r e  are  no 
d e l a y s ,  r e s u l t s  are qene ra t ed  eve ry  c lock  per iod .  Consequent ly ,  f o r  a g iven  
s tep of t h e  procedure t h e  a c t u a l  computation t i m e ,  i n  c l o c k  p e r i o d s ,  i s  
IxJxK/8 ( i .~ . ,  the l e n q t h  of t h e  v e c t o r s ) .  Vence, t h e  a c t u a l  computation t i m e  
f o r  t h e  advec t ion  term computation i s  2 IxJxK c l o c k  p e r i o d s .  
For t h e  f i r s t  s t e p  i n  t h e  procedure,  s t a r t u p  t i m e  is accrued a s  the  f i r s t  
v a l u e s  of t h e  operand v e c t o r s  a r e  accessed  from memory and rou ted  throuqh 
MASNET and t h e  RALlJ ,  and as t h e  f i r s t  va lues  f o r  t h e  r e s u l t  v e c t o r s  a r e  rou ted  
back through MASNET and s t o r e d  i n  memory. The i n i t i a l  s t a r t u p  t i m e  f o r  t h i s  
process is  
1 t o  access operands from memory 
8 t o  r o u t e  operands  throuqh MASNET, i n c l u d i n q  t h e  v e c t o r  l a t c h  
7 t o  r o u t e  operands throuqh t h e  RALU 
7 t o  roiite r e s u l t s  through MASNET 
1 t o  s tore  r e s u l t s  i n  memory - 
24 c lock  p e r i o d s  
Add i t iona l  de lay  t i m e  is accrued whenever t h e  c o n s t a n t  parameter  l a t c h e s  which 
c o n t a i n  t he  c o e f f i c i e n t s  f o r  t h e  f i r s t  d e r i v a t i v e  i n  t h e  s t r e t c h e d  c o o r d i n a t e  
d i r e c t i o n  must be reset. For i n s t a n c e ,  a f t e r  t h e  operands f o r  q r i d  p o i n t  
( I ,  5-3, 1 )  have been processed  through t h e  f i r s t  r o w  o f  f l oa t . i nq -po in t  
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process ing  e lements  i n  the RALU, the  nex t  operands t o  be processed i n  these 
elements are f o r  g r i d  p o i n t  ( 1 ,  3,  3 ) .  S i n c e  t h e  v a l u e  o f  t h e  k i ndex  h a s  
changed, the c o n s t a n t  parameter  l a t ches  c o n t a i n i n g  t h e  va lues  of dhk, dmk, 
and dll must be reset b e f o r e  the computation can  be cont inued .  I t  takes 6 
c lock  periods to  reset t h e s e  l a t c h e s  each t i m e  t h e  computat ions proceed to  
ano the r  ver t ical  p lane .  Lumping t h i s  d e l a y  t i m e  w i t h  t h e  i n i t i a l  s t a r t u p  
t i m e ,  t h e  t o t a l  s t a r t u p  t i m e  for the f i r s t  s tep is 24+6 ( K / 2 - 1 )  c lock  pe r iods .  
The i n i t i a l  s t a r tup  t i m e  fo r  the  second step of t h e  procedure  is  22 c l o c k  
pe r iods .  The reason  for this delay is t h a t  MPs 9 and 1 1 ,  which are used to  
s tore  r e s u l t s  i n  s t e p  1 ,  are accessed f o r  operands i n  s tep 2. Since  a memory 
p l a n e  cannot  be accessed for operands whi le  it is  being used t o  s t o r e  r e s u l t s ,  
operands from MP 9 and 1 1  canno t  be accessed  u n t i l  t h e  l a s t  r e s u l t s  from step 
1 have been s t o r e d .  Consequently,  t h e  computat ions must be suspended u n t i l  
t h e  f i r s t  operands f o r  t h e  second s t e p  have been r o u t e d  throuqh MASNET. 
However, i n  s t ep  3, none of the memory p l anes  which are accessed for operands 
have been used t o  store resiilts i n  s tep 2.  Therefore ,  t h e  o n l y  i n i t i a l  s t a r t -  
up  t i m e  for s t e p  3 is the t i m e  t o  reset t h e  c o n s t a n t  parameter  latches. 
k 
Determining t h e  s t a r t u p  t i m e  f o r  t he  other  1 3  s t e p s  i n  a s i m i l a r  manner, t h e  
t o t a l  s ta r tup  t i m e  fo r  c a l c u l a t i o n  of t h e  advec t ion  t e r m  i s  found t o  he 
1 6 2 + 4 8 K  c l o c k  pe r iods .  
I n  computinq t h e  advec t ion  term, BPD data f o r  t h e  v a r i a b l e s  u, v ,  and w 
must be p r e s e n t  i n  t h e  boundary caches of  t h e  Nodes. Cons ider ing  t h e  v a r i a b l e  
u ,  boundary-point va lues  a r e  requi red  a t  a l l  (1, 1 ,  k), (i,  J,  k ) ,  (1, j, 1 1 ,  
and (i, j, K )  g r i d  p o i n t s ,  f o r  a t o t a l  of 2(IxJ+IxK) va lues .  S i m i l a r l y ,  t h e  
number of v and w boundary-point va lues  r equ i r ed  are 2(JxK+JxI)  and 
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2( KxI+KxJ) , r e s p e c t i v e l y .  Thus, a t o t a l  of 4( IxJ+JxK+KxI) boundary-point 
values are r equ i r ed  f o r  computinq t h e  advec t ion  term a t  a l l  of  t h e  q r i d  
p o i n t s .  Subdomains of dimension 420x420~240 are u t i l i z e d  i n  one of t h e  
examples presented a t  t h e  end of  t h i s  s e c t i o n .  For subdomains of t h i s  s i z e ,  
computat ion of t h e  advec t ion  term requires around 1 . 5 ~ 1  O6 boundary-point 
va lues .  However, t h e  boundary cache  h a s  a 1 Mword s t o r a g e  c a p a c i t y ,  so it  i s  
n o t  possible t o  s t o r e  a l l  of t h e  r e q u i s i t e  BPD d a t a  w i t h i n  t h e  boundary cache, 
prior t o  beginninq t h e  computat ions.  
I n  o r d e r  t o  avoid s i t u a t i o n s  where BPD d a t a  is  n o t  i n  t h e  boundary cache 
of t h e  Node a t  t h e  t i m e  i t  i s  r e q u i r e d ,  t h e  advec t ion  term i s  computed a t  one- 
h a l f  of t h e  q r id  p i n t s  a t  a t i m e .  Thus, before  beginning t h e  computa t iona l  
procedure ,  t h e  boundary cache  of each  Node i s  re loaded  w i t h  t h e  BPD d a t a  f o r  
performing the  computat ions a t  t h e  f i r s t  h a l f  of t h e  g r i d  p o i n t s  ( i .e.  s t e p s  
1-8 i n  tables 1 and 2 ) .  For a n  i n t e r i o r  Node, t h i s  r e q u i r e s  t h e  communication 
of 2 (  IxJ+JxK+KxI) boundary-point va lues  to  i ts  a d j a c e n t  Nodes. U t i l i z i n g  t h e  
s c a t t e r - g a t h e r  c a p a b i l i t i e s  of t h e  Nodal memory, and a c c e s s i n g  t h e  BPD d a t a  
from f o u r  memory p l a n e s  a t  a t i m e ,  t h e  d e l a y  f o r  t h i s  p rocess  i s  
1 /2( IxJ+JxK+KxI 1 c lock  pe r iods .  Upon complet ion of t h e  computat ions a t  t h e  
f i r s t  h a l f  of the q r i d  p o i n t s ,  computat ions are suspended whi le  t h e  boundary 
caches  are reloaded w i t h  t h e  BPD d a t a  f o r  computat ions a t  t h e  second h a l f  of 
t h e  q r i d  poin ts .  The t o t a l  i n t e r n o d e  communication d e l a y  f o r  r e load inq  t h e  
boundary caches i s  IxJ+JxK+KxI c lock  p e r i o d s .  There are no o t h e r  i n t e r n o d e  
communication de lays  i n  the advec t ion  term c a l c u l a t i o n  procedure.  
Combining t h e  s t a r t u p  t i m e ,  a c t u a l  computat ion t i m e ,  and i n t e r n o d e  com- 
municat ion delay t i m e ,  t h e  t o t a l  t i m e  f o r  computat ion of t h e  advec t ion  term i s  
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164+(48+2IxJ)K+IxJ+JxK+KxI c lock  per iods.  The o p e r a t i o n  count  f o r  the pro- 
cedure  is  31 IxJxK. Neglec t ing  the s t a r t u p  cost and i n t e r n o d e  communication 
d e l a y  cost, t h e  nominal o p e r a t i o n  r a t e  of t h e  procedure  is 310 MFLOPS. 
C a l c u l a t i o n  of t h e  Remaining E x p l i c i t  Terms. - The n e x t  term t o  be c a l c u -  
l a t e d  is t h e  r i g h t  hand s i d e  o f  the  Helmholtz e q u a t i o n  f o r  t h e  x v e l o c i t y  
component. Using second-order c e n t r a l  d i f f e r e n c i n g  i n  the s p a t i a l  d iscret i -  
z a t i o n  of Eq. ( 1  11, and deno t ing  the components of L, as L, = (L, M, N ) ,  then  
t h e  x v e l o c i t y  component o f  t h e  equa t ion  may be w r i t t e n  as 
+ un )/Ax2 n n n n L i j k  = u i j k  + (h/2)Fi jk  t (h/4Re) ( ( u i + l j k  i-ljk 
where 
( 2 3 )  
2 2 - 2/Ay Bk = Dmk - 2 / A x  
and Dhk, Dmk, and D\  denote  t h e  c o e f f i c i e n t s  f o r  t h e  second d e r i v a t i v e  i n  t h e  
s t r e t c h e d  c o o r d i n a t e  d i r e c t i o n .  
The f i r s t  step of t h e  c a l c u l a t i o n  procedure is t o  compute t h e  va lues  of L 
f o r  t h e  v e c t o r  beginning a t  q r i d  p o i n t  ( 1 ,  1 ,  1 ) .  From f i g u r e  6, t h e  v a l u e s  
of u for t h i s  computation r e s i d e  i n  MPs 0, 1 ,  3, 4, and 6. As i n d i c a t e d  i n  
t a b l e  1 ,  t h e  va lues  f o r  F are accessed from MP 12 .  The 1 5  o p e r a t i o n  RALU 
p i p e l i n e  for c a l c u l a t i n g  t h e  r i g h t  hand s i d e  of t h e  Helmholtz equa t ion  is  
i l l u s t r a t e d  i n  f i g u r e  12. As i n d i c a t e d  a t  t h e  hottom of t h e  f i g u r e ,  t h e  
r e s u l t s  f o r  L are s t o r e d  i m  M P  8. 
The sequence f o r  t h e  remaining 7 steps of t h e  c a l c u l a t i o n  procedure,  and 
t h e  memory p l a n e s  u t i l i z e d  i n  each step,  are l i s ted  i n  t a b l e  3. The s t a r t u p  
t i m e  and a c t u a l  computation t i m e  f o r  t h e  procedure are 18+24K c lock  p e r i o d s  
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and IxJxK clock periods, r e s p e c t i v e l y .  The i n t e r n o d e  communication d e l a y  
t i m e ,  which is accrued  w h i l e  t h e  boundary cache  is  re loaded  wi th  t h e  
2(IxJ+JxK+KxI) boundary-point va lues  of u r e q u i r e d  i n  t h e  computat ions,  i s  
1 /2 ( IxJtJxK+KxI 1 c lock  p e r i o d s  . N o t e  t h a t  f o r  subdomains of dimension 
420x420~240,  the s t o r a g e  c a p a c i t y  of t h e  boundary cache is  l a r g e  enough to 
s tore  a l l  of the  BPD data f o r  U. The o p e r a t i o n  c o u n t  f o r  t h i s  procedure  i s  1 5  
IxJxK, and t h e  nominal o p e r a t i o n  ra te  is 300 MFLOPS. 
The n e x t  step i n  t h e  s o l u t i o n  a l g o r i t h m  is  t o  s o l v e  t h e  Helmholtz 
e q u a t i o n  for t h e  x v e l o c i t y  component. The Red-Black SOR and ZEBRA 1 
i t e r a t ive  procedures  f o r  s o l v i n g  t h e  Helmholtz e q u a t i o n  are d i s c u s s e d  later i n  
this s e c t i o n .  Upon s o l u t i o n  of t h i s  equa t ion ,  t h e  n e x t  steps i n  t h e  algorithm 
are t o  compute the r i g h t  hand s i d e  of t h e  Helmholtz equa t ion ,  and t h e n  solve 
the equa t ion ,  €or t h e  y v e l o c i t y  component, and t h e n  €or t h e  z v e l o c i t y  compo- 
nent .  The procedures  f o r  computinq t h e  r i q h t  hand s i d e  of t h e  Helmholtz 
e q u a t i o n  for the y and z v e l o c i t y  components are i d e n t i c a l  to the procedure  
f o r  t h e  x v e l o c i t y  component, a l t hough  d i f f e r e n t  memory p l a n e s  as u t i l i z e d  i n  
t h e  various s t e p s  of t h e  procedures .  The t o t a l  t i m e  to  compute t h e  r i q h t  hand 
sides of t h e  t h r e e  Helmholtz e q u a t i o n s  is  54+( 72+3IxJ )K+3/2 (IxJ+JxK+KxI 1 c l o c k  
periods, and the o p e r a t i o n  count  is 45 IxJxK. 
The n e x t  s t e p  i n  t he  a l g o r i t h m  i s  t o  compute t h e  r i g h t  hand s ide  of t h e  
Poisson  equat ion  f o r  p re s su re .  S p a t i a l l y  d i s c r e t i z i n g  EQ. (131, t h e  term may 
be w r i t t e n  as 
- u* ) / 2 k  + - K i j k  - i-1 j k  
( 2 4 )  
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I n  computing t h e  va lues  of K, 7 operands are r e q u i r e d  and one r e s u l t  is  gener -  
a t e d ,  u s i n g  8 of t h e  MASNET o u t p u t  ports. S i n c e  1 6  o u t p u t  ports are a v a i l -  
able, it is  possible to  compute t h i s  term for t w o  d i s t i n c t  v e c t o r s  a t  t h e  same 
t i m e .  The 22 o p e r a t i o n  RALU p i p e l i n e  fo r  performing t h i s  computat ion i s  
i l l u s t r a t e d  i n  f i g u r e  13. H e r e ,  the  l e f t  s i d e  of t h e  p i p e l i n e  computes the 
v a l u e s  of K for t h e  v e c t o r  beginning a t  g r i d  p o i n t  ( 1 ,  1 ,  11 ,  and t h e  r i g h t  
s i d e  computes t h e  va lues  of K f o r  the v e c t o r  beginning a t  g r i d  p o i n t  
(1 ,  2, 1 ) . The sequence f o r  t h e  s t e p s  of t h e  c a l c u l a t i o n  procedure ,  and t h e  
memory p l a n e s  u t i l i z e d  i n  each s t e p  of t h e  procedure ,  are l i s t ed  i n  table 4. 
The t o t a l  t i m e  t o  compute t h e  r i g h t  hand s i d e  of the  Poisson  e q u a t i o n  i s  
34+24K+( 1 / 2 )  ( IxJxK+IxJ+JxK+KxI clock periods. The o p e r a t i o n  count  is 1 1 
IxJxK, and the nominal o p e r a t i o n  r a t e  i s  440 MFLOPS. 
The nex t  step i n  the algori thm is to s o l v e  t h e  Poisson e q u a t i o n  for t h e  
pressure. As f o r  t h e  Helmholtz equa t ion ,  t h e  i t e r a t i v e  procedures  f o r  s o l v i n g  
t h e  Po i s son  equa t ion  are d i scussed  l a t e r  i n  this s e c t i o n .  
The l a s t  procedure  for  t h e  f i r s t  stage of t h e  Runge-Kutta/Crank-Nicholson 
t empora l  d i s c r e t i z a t i o n  is to correct the v e l o c i t y  va lues  us ing  t h e  updated 
values of t h e  p re s su re .  From the  spa t i a l  d i s c r e t i z a t i o n  of Eq. ( 1 5 1 ,  t h e  
t h r e e  v e l o c i t y  c o r r e c t i o n  equa t ions  may be w r i t t e n  as 
)/2Ax n+1/2 n+1/2 
U i j k  i j k  ('i+l j k  'i-1 j k  
n+1/2= u* - - 
) D A Y  
n+1/2 n+1/2 
V i j k  i j k  - ('ij+lk ' i j - lk  n+1/2= v* - 
n+l/2= w* n+1/2+ d m  $:'I2+ dR P n+ l /2  1 
W i j k  1 j k  - (dhkPijk+l  k i l k  k i j k -1  
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The 12 o p e a t i o n  RALU p i p e l i n e  for performing t h e  v e l o c i t y  c o r r e c t i o n  computa- 
t i o n s  i s  i l l u s t r a t e d  i n  f igure  14. I n  t h i s  f i g u r e ,  t h e  memory p l a n e s  i n d i -  
cated are for  the  computation of u,  v, and w for t h e  vectors beginning a t  g r i d  
p o i n t  ( 1 ,  1 ,  1 ) .  The sequence f o r  t h e  e i g h t  steps of t h e  c a l c u l a t i o n  proce- 
dure ,  and the memory p l anes  u t i l i z e d  i n  each step, are l is ted i n  table  5. The 
s t a r t u p  t i m e  and a c t u a l  computat ion t i m e  for  t h e  procedure  are 120+48K and 
IxJxK c lock  periods, r e s p e c t i v e l y .  N o t e  t h a t  t h e  s t e p  prior to  the v e l o c i t y  
c o r r e c t i o n  procedure i s  the  s o l u t i o n  of t h e  Poisson  e q u a t i o n  €or 1) ressure .  
Therefore ,  the boundary cache a l r e a d y  c o n t a i n s  the updated p r e s s u r e  v a l u e s  
which are accessed as BPD d a t a  i n  t h e  v e l o c i t y  c o r r e c t i o n  procedure .  As a 
r e s u l t ,  t h e r e  is no i n t e r n o d e  communication d e l a y  for this procedure.  
Upon complet ion of  t h e  v e l o c i t y  c o r r e c t i o n  procedure ,  t h e  v a l u e s  f o r  u ,  
v, and w no longer  reside i n  t h e  memory p l anes  i n  which they were stored 
i n i t i a l l y .  I n  o r d e r  t o  s i m p l i f y  t h e  implementat ion of  subsequen t  p rocedures  
i n  t h e  a lgor i thm,  these va lues  are t r a n s f e r r e d  back to  t h e i r  i n i t i a l  memory 
l o c a t i o n s .  As i n d i c a t e d  i n  table  5, t h e  v a l u e s  of u,  which w e r e  i n i t i a l l y  
s t o r e d  i n  MF% 0-7, r e s i d e  i n  MPs 8-15. "he memory plane-to-memory p l ane  
t r a n s f e r s  of these v a l u e s ,  which are implemented by r o u t i n g  the  v e c t o r s  
through MASNET, may be performed f o r  a l l  e i g h t  v e c t o r s  s imul taneous ly .  I t  
t a k e s  IxJxK/8 c lock  periods t o  per form t h i s  procedure.  The v a l u e s  f o r  v and w 
are treated i n  a s i m i l a r  manner. Combininq this t r a n s f e r  t i m e  w i t h  the s t a r t -  
u p  t i m e  and a c t u a l  computat ion t i m e ,  i t  t a k e s  120+48K+1.375 IxJxK clock 
periods to  implement the v e l o c i t y  c o r r e c t i o n  procedure.  The o p e r a t i o n  coun t  
for  t h e  procedure is  1 2  IxJxK, and t h e  nominal  o p e r a t i o n  i s  174 MFLOPS. 
A t  this p o i n t  i n  t h e  a lgor i thm,  the  p r i m i t i v e  v a r i a b l e s  have been 
advanced t o  t h e  t=t n+1/2 t i m e  l e v e l .  The n e x t  steps i n  the a l g o r i t h m  are t o  
perform the computat ions for the  second s t a g e  of t h e  Runge-Kutta/Crank- 
Nicholson temporal d i s c r e t i z a t i o n ,  t o  advance t h e  s o l u t i o n  t o  t= tn+ l .  Compar-  
i s o n  of the equa t ions  f o r  t h e  two s t a g e s  r e v e a l s  tha t  t h e  on ly  d i f f e r e n c e s  
occur i n  c a l c u l a t i o n  of t h e  advec t ion  term, a s  i n d i c a t e d  by Eqs. (10 )  and  
( 1 6 ) .  However, t h e  a d d i t i o n a l  term which appears  i n  each of t h e  t h r e e  
a d v e c t i o n  term component e q u a t i o n s  is e a s i l y  treated wi th  o n l y  minor modi f ica-  
t i o n s  to t h e  R A L U  p i p e l i n e s .  Hence, t h e  c a l c u l a t i o n  procedures  for the second 
s t a g e  are n e a r l y  i d e n t i c a l  t o  those f o r  t h e  f i r s t  s t a g e ,  and w i l l  n o t  be 
d i s c u s s e d  he re .  
For advancement of t h e  s o l u t i o n  from t=tn to  t= tn+ l ,  the t i m e  involved i n  
computing t h e  expl ic i t  terms is  522+348K+13.75 IxJxK+6( IxJ+JxK+KxI c l o c k  
periods. The o p e r a t i o n  count  f o r  t hese  computat ions is 204 IxJxK. Neglec t ing  
t h e  s t a r t u p  time and i n t e r n o d e  communication d e l a y  t i m e  , t h e  s u s t a i n e d  opera- 
t i o n  r a t e  is around 297 MFLOPS. 
Red-Black SOR S o l u t i o n  of t h e  Helmholtz and Poisson  Equat ions:  R e d - B l a c k  
SOR i s  a two-color p o i n t  method i n  which a p o i n t  J a c o b i  t ype  i t e r a t i v e  scheme 
is u t i l i z e d .  A complete i t e r a t i o n  e n t a i l s  updat ing  red p o i n t s  ( i + j + k  odd)  
f irst ,  and then  upda t ing  b lack  points ( i + j + k  e v e n )  us inq  t h e  l a t e s t  avai lable  
v a l u e s  i n  c a l c u l a t i n q  the r e s i d u a l .  Cons ider ing  the f i rs t  Runge-Kutta stage 
of t h e  a lgo r i thm,  t h e  Helmholtz equat ion  f o r  t h e  x v e l o c i t y  component i s  
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u* - (h/4Re) &I* = Ln (28) 
After second-order c e n t r a l  d i f f e r e n c i n g  E q .  (281, t h e  r e s i d u a l  equa t ion  may be 
w r i t t e n  as 
/Ay2 (4Re/h)Ryjk = (4Re/h)Lijk + (ui+, jk+ui-jk)Ax + ( u ~ ~ + ~ ~ + u ~ ~ - ~ ~  n V V 2 V V 
( 2 9 )  
+ D$uV - B um ' DhkU:jk+l i j k -1  k i j k  
where 
2 
k '  Bk = (4Re/h) + 2/Ax + 2/Ay2 - Dm 
v = m for red p o i n t s ,  v = m + l  f o r  b l ack  p o i n t s ,  and m deno tes  t h e  i t e r a t i o n  
level. Applying s u c c e s s i v e  ove r - r e l axa t ion  (SORI , the  update  equa t ion  becomes 
m+l = u m 
U i j k  i j k  + w (4Re/h)RFjk/Bk (30) 
where w denotes  t h e  r e l a x a t i o n  parameter. 
The f i rs t  s t ep  of the computa t iona l  procedure  is  t o  update  t h e  v a l u e s  of 
u for t h e  vec to r  beginning a t  g r i d  p o i n t  ( 1  , 1 , 1 ),  a t  r e d  p o i n t s  o n l y  ( i .e.  
g r i d  p o i n t s  ( 1 ,  1 ,  l ) ,  ( 3 ,  1 ,  1 1 ,  (5 ,  1 ,  1 1 ,  e tc . ) .  Hence, consecu t ive  v a l u e s  
i n  t h e  operand vectors are accessed from e v e r y  o t h e r  s e q u e n t i a l  memory loca- 
t i o n  of the a p p r o p r i a t e  memory p l anes ,  rather than  from consecu t ive  memory 
l o c a t i o n s .  This q i v e s  vector l e n g t h s  of IXJxK/16 for  each  s tep of t h e  compu- 
t a t i o n a l  procedure.  The 17 o p e r a t i o n  RALU p i p e l i n e  f o r  c a l c u l a t i n g  t h e  r e s i d -  
u a l s ,  performing a n  i n - l i n e  l o c a l  convergence check,  and upda t ing  t h e  v a l u e s  
of u is  i l l u s t r a t e d  i n  f i q u r e  15. The memory p l a n e s  i n d i c a t e d  i n  the f i g u r e  
are for t h e  
accessed from 
f i r s t  s tep of t h e  p rocedure ,  where t h e  v a l u e s  of um are 
MPO and t h e  v a l u e s  of uijk a re  s t o r e d  i n  MP 15. 
i j k  
m+ 1 
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Subsequent  steps i n  the computat ional  procedure invo lve  updat ing  t h e  
v a l u e s  of u for the remaining r ed  p o i n t s ,  and then  updat ing  t h e  v a l u e s  of u 
for the black po in t s .  'Ihe g r i d  p i n t  a t  which t h e  computat ions are begun for 
each  step,  and t h e  memory p l a n e s  u t i l i z e d ,  are l i s ted  i n  table  6. 
.. 
I n  o r d e r  t o  s i m p l i f y  t h e  implementation of subsequent  i t e r a t i o n s ,  the 
updated v a l u e s  of  u are always t r a n s f e r r e d  back t o  t h e i r  i n i t i a l  memory loca- 
t i ons .  Hence, each s tep of the procedure a l s o  invo lves  a memory p lane- to-  
memeory p l a n e  t r a n s f e r  o f  t h e  updated v a l u e s  v i a  MASNET, as i n d i c a t e d  a t  t h e  
* r i g h t  of f i g u r e  15. The memory planes u t i l i z e d  i n  t h e  i n t r a n o d e  data t r a n s -  
fers, and t h e  sequence i n  which the t r a n s f e r s  occur ,  are  l i s t ed  i n  t h e  l a s t  
t w o  cloumns of tab le  6. As i n d i c a t e d ,  t h e  va lues  of u which are updated i n  
the f i r s t  s t e p ,  a r e  t r a n s f e r r e d  back t o  t h e i r  i n i t i a l  memory l o c a t i o n s  i n  t h e  
t h i r d  step. 
The i t e r a t i v e  s o l u t i o n  of this Helmholtz equa t ion  r e q u i r e s  2(IxJ+JxK+KxI) 
boundary-point values of u p e r  in te r ior  Node. For t h e  computa t iona l  sub-  
domains cons idered  i n  this a n a l y s i s ,  a l l  of t h e  BPD data may be stored w i t h i n  
t h e  boundary cache.  As a n  i t e r a t i o n  proceeds  and v a l u e s  of  u are updated ,  t h e  
updated boundary-point va lues  are immediately routed  to  t h e i r  d e s t i n a t i o n  
Nodes, r e p l a c i n g  t h e  o l d  va lues .  For  a qlobal mapping of t h e  computa t iona l  
g r i d  as s p e c i f i e d  a t  the heqinning of t h i s  s e c t i o n ,  t h e  BPD data  gene ra t ed  
from upda t ing  u a t  r e d  p o i n t s  is not  used i n  t h e  d e s t i n a t i o n  Nodes u n t i l  b l ack  
p o i n t s  are updated,  and vice versa.  For t h e  sequence of computat ions s p e c i -  
f i e d  i n  table 6, t h e  t i m e  between updat ing  a boundary-point v a l u e  and 
u t i l i z i n g  t h a t  va lue  i n  t h e  d e s t i n a t i o n  Node is  a t  l eas t  IxJxK/4 clock 
periods. Thus, t h e  BpD d a t a  i s  pre-commumicated long b e f o r e  i t  is  r e q u i r e d  i n  
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an ongoinq computation of a d e s t i n a t i o n  Node, hut is  never  communicated be fo re  
t h e  o l d  v a l u e s  have been u t i l i z e d .  T h i s  n o t  o n l y  e n s u r e s  proper o p e r a t i o n  of 
the i t e r a t ive  method, but  a lso e n s u r e s  t h a t  t h e r e  are no in t e rnode  communi- 
c a t i o n  d e l a y s  f o r  t h e  computa t iona l  procedure .  
The t o t a l  computation t i m e  f o r  performinq a Red-Black SOR i t e r a t i o n ,  
i n c l u d i n g  t h e  i n t r a n o d e  t r a n s f e r  of a l l  t h e  updated v a l u e s  back to  t h e i r  
i n i t i a l  memory l o c a t i o n s ,  is 36+48K+( 1 +1/16) I x J x K  c lock  periods. Assuming i t  
t a k e s  h, i t e r a t i o n s  t o  a t t a i n  global convergence of the  s o l u t i o n ,  t h e  t o t a l  
computat ion time for s o l u t i o n  of t h e  Helmholtz equa t ion  is hr (36+48K+IxJxK) 
+1/16(IxJxK) clock periods. The o p e r a t i o n  coun t  f o r  t h e  procedure  i s  1 7  hr 
IxJxK. The nominal o p e r a t i o n  rate is 340 MF'LOPS. 
The procedures  f o r  s o l v i n g  t h e  Helmholtz e q u a t i o n s  f o r  t h e  y and z 
v e l o c i t y  components are i d e n t i c a l  t o  t h a t  f o r  t h e  x v e l o c i t y  component, 
a l t hough  d i f f e r e n t  memory p l a n e s  are u t i l i z e d  i n  t h e  v a r i o u s  steps. S o l u t i o n  
of t h e  Poisson equa t ion  i s  also q u i t e  s i m i l a r ,  i n  t h a t  on ly  minor modifica- 
t i o n s  t o  t h e  RALU p i p e l i n e  m u s t  be made. A f t e r  c e n t r a l - d i f f e r e n c i n g  F4. ( 1  41, 
t h e  r e s i d u a l  and update e q u a t i o n s  f o r  t h e  Poisson  equa t ion  are 
- B Pm V + D%pIjjk+l + D%Pijk- l  k i j k  - K f j k  
m + l  = Pijk m + "Rijk/Bk m ' i jk 
where 
2 2 
- mk Bk = 2 / h  + 2/Ay 
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Comparison of 4 s .  ( 3 1 )  and ( 3 2 )  with Qs.  ( 2 9 )  and (30) i n d i c a t e s  t h a t  t h e r e  
is  one less o p e r a t i o n  i n  t h e  RALU p i p l i n e  f o r  t h e  Po i s son  equa t ion .  However, 
the computat ion t i m e  f o r  performing an i t e r a t i o n  is the same as t h a t  f o r  the 
Helmholtz equat ion .  Assuming t h a t  pr i t e r a t i o n s  are r e q u i r e d  t o  a t t a i n  g l o b a l  
convergence of the s o l u t i o n ,  t h e  t o t a l  computat ion t i m e  f o r  s o l v i n q  the  
Poisson  e q u a t i o n  is  pr (36+48K+IxJxK)+(1/16)IxJxK c l o c k  p e r i o d s ,  t h e  o p e r a t i o n  
coun t  is 16 pr xIxJxK, and t h e  nominal o p e r a t i o n  r a t e  is 320 MFLOPS. 
ZEBRA 1 S o l u t i o n  of  t h e  Helmholtz and Poisson  Equat ions :  ZEBRA 1 i s  a 
two-color l i n e  method i n  which l i n e  SOR is performed a long  a l t e r n a t i n g  
ve r t i ca l  l i n e s .  The t r i d i a g o n a l  systems of equa t ions  gene ra t ed  f o r  t h e  
v e r t i c a l  l i n e s  a r e  f i r s t  so lved  f o r  red  l i n e s  ( i + j  e v e n ) ,  and then  for b l ack  
l i n e s  ( i + j  odd) us ing  the  l a t e s t  a v a i l a b l e  v a l u e s  i n  computing the  
r e s i d u a l s .  Once a g a i n  cons ide r ing  the  Helmholtz e q u a t i o n  for  t h e  x v e l o c i t y  
component a t  t he  f i r s t  Runge-Kutta s t a g e ,  the r e s i d u a l  equa t ion  for ZEBRA 1 
may be w r i t t e n  as 
1 AY2 n V 2 V V + u  + u  (4Re/h)Ryjk = (4Re/h)Lijk + (ui+l jk i-l jk)/Ax + ( u ~ ~ + ~ ~  i j - lk  
(33) m m m 
- B U  
+ Dhkuijk+l k i j k  ' D'lkuijk-l 
where 
B k = (4Re /h )  + 2 / A x 2  + 2/Ay2 - Dm k '  
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v = m for red l i n e s ,  and v = m+l for black l i n e s .  A f t e r  apply ing  l i n e  SOR, 
the  update equat ion ,  w r i t t e n  i n  de l t a  form, becomes 
m + (Bk/w)Auijk m - D $ A u ~ ~ ~ + ~  m = (4Re/h)Ryjk 
-D Rk *i j k- 1 (34 )  
where 
m m+l m 
Auijk = uijk i j k  - u  
and w deno tes  the  r e l a x a t i o n  parameter .  U t i l i z i n q  t h e  Thomas a lgo r i thm t o  
solve t h e  t r i d i a g o n a l  systems of equa t ions ,  a two-step procedure  i s  developed 
for  updat ing  the  v e l o c i t y .  I n  t h e  f i r s t  s tep  
1 DRkFi j k-1 = Dhk/(Bk/w - F i j k  
(35 )  
( 3 6 )  
are c a l c u l a t e d  from k = 1 u p  through k = 
m 
i j k A'i j k+l AUijk m -   Eijk + F  
m+l m 
i j k  i j k  
U = u + A u : ~ ~  
are c a l c u l a t e d  from k = K down through k 
The computat ional  p rocedure  begins  
the v e c t o r s  beginning a t  g r i d  p o i n t  ( 1 ,  
a l o n g  r e d  l i n e s .  Consecut ive  v a l u e s  of 
K. I n  the  n e x t  s tep  
( 3 7 )  
(38 )  
= 1. 
w i t h  t h e  c a l c u l a t i o n  of E and F f o r  
1 ,  11,  a t  those  g r i d  p o i n t s  which l i e  
t h e  operand v e c t o r s  are t h u s  accessed  
from every  o ther  s e q u e n t i a l  memory l o c a t i o n  of t h e  a p p r o p r i a t e  memory p lanes .  
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Subsequent steps i n  t h e  procedure i n v o l v e  t h e  c a l c u l a t i o n  of E and F a t  g r i d  
po in ts  which l i e  a l o n g  t h i s  same subset of r e d  l i n e s ,  moving u p  t h e  g r i d  i n  
the vertical d i r e c t i o n .  Due t o  the r e c u r s i v e  n a t u r e  of t h e  Thomas a lgo r i thm,  
t h e  computa t ions  proceed up  t h e  g r i d  i n  c o n s e c u t i v e  x-y p l a n e s .  Hence, f o r  
the memory p l ane  a l l o c a t i o n  procedure u t i l i z e d  h e r e i n ,  the computations may 
o n l y  be v e c t o r i z e d  accross x-y planes, and t h e  v e c t o r  l e n g t h s  a r e  IxJ/8.  Upon 
comple t ion  of t h e  c a l c u l a t i o n  of E and F a t  a l l  g r i d  p o i n t s  which l i e  a long  
t h i s  subset of r e d  l i n e s ,  Aum and urn+’ are c a l c u l a t e d  a long  t h e  same l i n e s ,  
p roceeding  down t h e  g r i d  i n  t h e  v e r t i c a l  d i r e c t i o n .  Again, t h e  v e c t o r  l e n g t h s  
f o r  t h i s  procedure  are IxJ/8.  Upon comple t ion  of t h e s e  computa t ions ,  u w i l l  
have been updated a long  one-fourth of t h e  red l i n e s .  
The 22 o p e r a t i o n  RALU p i p e l i n e  f o r  c a l c u l a t i n g  t h e  r e s i d u a l ,  per forming  
a n  i n - l i n e  l o c a l  convergence check, and computinq t h e  v a l u e s  of E and F is 
i l l u s t r a t e d  i n  f i g u r e  16. The memory p l a n e s  i n d i c a t e d  are f o r  t h e  v e c t o r s  
beginninq  a t  g r i d  p o i n t  ( 1 ,  1 ,  k), The sequence of steps i n  the procedure  f o r  
computing E and F f o r  t h i s  s u b s e t  of r e d  l i n e s ,  and t h e  memory p l a n e s  u t i l i z e d  
i n  each  s t e p ,  are l i s t e d  i n  table 7. As i n d i c a t e d  a t  t h e  r i q h t  of t h e  f i g u r e  
and i n  t h e  l a s t  t w o  columns of table 7, t h e  computa t iona l  procedure  a l s c  
m i n v o l v e s  an i n t r a n o d e  d a t a  t r a n s f e r  of t h e  va lues  of uijk t o  a memory p l ane  
for  temporary s t o r a g e .  Th i s  memory plane-to-memory p l a n e  t r a n s f e r  i s  per- 
m+ 1 formed so t h a t  i n  t h e  second s t e p  of t h e  procedure,  where va lues  of uijk are 
c a l c u l a t e d ,  t h e  updated v a l u e s  may be s t o r e d  i n  t h e i r  r e s p e c t i v e  i n i t i a l  
memory l o c a t i o n s  . 
m 
The nex t  step i n  t h e  procedure e n t a i l s  computinq Au and urn+’ a t  g r i d  
p o i n t s  a long  t h e  s u b s e t  of red l i n e s  f o r  which E and F are c a l c u l a t e d  i n  t h e  
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previous step. The 9 o p e r a t i o n  RALU p i p e l i n e  for performing this c a l c u l a t i o n  
i s  i l l u s t r a t e d  i n  f i q u r e  17. I n  t h i s  p i p e l i n e ,  t h e  computat ions are performed 
i n  3 consecut ive  x-y p l a n e s ,  s imul taneous ly .  Beginning a t  the l e f t  of the 
f i g u r e ,  v a l u e s  of Au are r o u t e d  t o  t h e  RALU f o r  u s e  i n  t h e  computat ion of 
The computed va lues  of Au then  branched o f f  to  two indepen-  
d e n t  p i p e l i n e s .  I n  t h e  l e f t  p i p e l i n e ,  t h e  v a l u e s  of urn+' are computed and  
t h e n  r o u t e d  t o  memory; i n  t h e  r i q h t  p i p e l i n e  t h e  computat ions for  Aum i j k + l  are 
m+ 1 m+l 
i j k  begun. T h i s  process  i s  repeated t w i c e  i n  order t o  compute u and u i j k+l 
m are A'i j k  A s  i n d i c a t e d  a t  t h e  bottom r i g h t  of  t h e  f i g u r e ,  t h e  v a l u e s  of 
r o u t e d  o u t  through MASNET and t e m p o r a r i l y  stored i n  t h e  v e c t o r  d e l a y  and 
r e g e n e r a t i o n  un i t .  I n  t h e  subsequent  step, t h e s e  va lues  are then  rou ted  back 
t o  t h e  RALU f o r  u s e  i n  c a l c u l a t i n g  Aum The sequence of  p rocedures  f o r  
upda t ing  u f o r  t h i s  s u b s e t  of  r e d  l i n e s ,  and t h e  memory p l a n e s  u t i l i z e d  i n  
i j k + 3  
A'ijk+2 ' i j k + 2  
m m 
i j k + 2  
i jk-1  
each  step, a r e  l is ted i n  table 8. N o t e  t h a t  t h e  sequence of c a l c u l a t i o n s  are 
r e p e a t e d  e v e r y  12 x-y p l anes .  
A t  t h i s  p o i n t  i n  t h e  computat ions,  t h e  v a l u e s  of u w i l l  have been updated 
a t  t h e  g r i d  p o i n t s  f o r  one- four th  of t h e  red l i n e s .  Subsequent  steps i n  t h e  
procedure  e n t a i l  updat ing  t h e  va lues  of u f o r  t h e  remaining red l i n e s ,  and 
t h e n  f o r  black l i n e s .  
For the p rev ious ly  specified mappinq of t h e  computa t iona l  g r i d  i n t o  t h e  
N o d e s ,  where K = N / 4 ,  t h e  g r i d  p o i n t s  which l i e  a long  a g i v e n  v e r t i c a l  l i n e  
are mapped i n t o  f o u r  d i f f e r e n t  Nodes. For t h e  ZEBRA 1 computa t iona l  procedure  
d e s c r i b e d  above where t h e  computa t ions  proceed  up, and t h e n  down t h e  g r i d  i n  
consecu t ive  x-y p lanes ,  t h r e e  of the f o u r  N o d e s  w i l l  be i d l e  a t  any g iven  
t i m e .  I n  order  t o  avoid  t h i s  s i t u a t i o n ,  a d i f f e r e n t  mapping of t h e  computa- 
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t i o n a l  g r i d  is u t i l i z e d  i n  which the subdomains of dimension IxJxK have dimen- 
s i o n a l  l e n g t h s  of I = L/16, J = M/8, and K = N. To f u r t h e r  s i m p l i f y  t h e  
implementation of the procedures ,  K is assumed t o  be a m u l t i p l e  of 12. 
Conceptua l ly ,  t h e  computa t iona l  domain is  now mapped i n t o  a two-dimens iona l  
lat t ice of Nodes, where a l l  g r i d  p o i n t s  a long  a g i v e n  v e r t i c a l  l i n e  are mapped 
i n t o  t h e  same Node. The hypercube network t h e n  p r o v i d e s  d i r e c t  l i n k s  between 
a l l  a d j a c e n t  Nodes i n  the  l a t t i c e ,  and f o r  i n t e r i o r  Nodes, t h e  number of 
boundary-point v a l u e s  g e n e r a t e d  f o r  each  p r i m i t i v e  v a r i a b l e  is  2(IXK+JxK), 
r a t h e r  t han  2(IxJ+JxK+KxI). This  new mappinq of t h e  computa t iona l  domain has  
l i t t l e  e f f e c t  on t h e  computa t iona l  p rocedures  f o r  t h e  e x p l i c i t  terms, p a r t i c u -  
l a r l y  s i n c e  t h e  Nodal memory p lane  a l l o c a t i o n  procedure  remains unchanged. 
As w i t h  t h e  Red-Black SOR i t e r a t i v e  method, t h e  i n t e r n o d e  communication 
r equ i r emen t s  f o r  t h e  ZEBRA 1 method are such t h a t  t h e r e  are no i n t e r n o d e  
communication d e l a y s  f o r  t h i s  computa t iona l  procedure .  Assuming it t a k e s  h, 
i t e r a t i o n s  t o  a t t a i n  q l o b a l  convergence of t h e  s o l u t i o n ,  the t o t a l  computation 
t i m e  f o r  s o l u t i o n  of t h e  Helmholtz e q u a t i o n  is  h,(1600 + 4IxJ)K/3  c l o c k  
pe r iods .  The o p e r a t i o n  coun t  i s  25 h,IxJxK, and t h e  nominal o p e r a t i o n  rate is 
375 MFLOPS. 
The procedures  f o r  s o l v i n q  the Helmholtz e q u a t i o n s  f o r  t h e  y and z ve loc -  
i t y  components are i d e n t i c a l  t o  t h a t  f o r  t h e  x v e l o c i t y  component. S o l u t i o n  
of t h e  Poisson  e q u a t i o n  is a l s o  q u i t e  similar, a l though t h e r e  is one less 
o p e r a t i o n  i n  t h e  c a l c u l a t i o n  of t h e  r e s i d u a l  equa t ion .  Assuming t h a t  p, 
i t e r a t i o n s  are r e q u i r e d  to  a t t a i n  global converqence of the  s o l u t i o n ,  t h e  
t o t a l  computation t i m e  for  so lv ing  t h e  Poisson e q u a t i o n  i s  p,(1600 + 4 I H ) K / 3 ,  
t h e  o p e r a t i o n  coun t  is 24 ~ , I ~ J X K ,  and t h e  nominal o p e r a t i o n  rate is 360 
MFLOPS 
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Pro jec t ed  Timing Resu l t s :  The a c t u a l  computation t i m e  f o r  advancing t h e  
s o l u t i o n  from t i m e  tn t o  tn+’ i s  dependent  upon t h e  s i z e  of t h e  g r i d  sub-  
domains, the r e l a t i v e  dimensions of t h e  subdomains, and t h e  i t e r a t i v e  method 
used to  s o l v e  t h e  Helmholtz and Poisson  equa t ions .  The s ize  of t h e  g r i d  
subdomains which may be mapped i n t o  the Nodes depends upon t h e  e f f e c t i v e  
number of v a r i a b l e s  which must be s t o r e d  per g r i d  p o i n t ,  i n c l u d i n g  t h e  tempo- 
r a r y  s t o r a q e  of i n t e r m e d i a t e  r e s u l t s .  For t h e  computa t iona l  procedures  
d e t a i l e d  he re in ,  both t h e  Red-Black SOR and ZEBRA 1 a lgo r i thms  r e q u i r e  t h e  
e f f e c t i v e  s to rage  of 1 2  v a r i a b l e s  per g r i d  po in t .  
The r e l a t i v e  dimensions of t h e  LxMxN computa t iona l  g r i d  are d i c t a t e d  by 
t h e  d i r e c t i o n a l  r e s o l u t i o n  requi rements  f o r  t h e  par t icular  problem t o  be 
so lved .  For a t rue  s p a t i a l l y  deve loping  f low,  t h e  projected r e s o l u t i o n  
requi rements  sugges t  dimensions of l enq th  L = 4xN and M = 2xN . Consider ing a 
computa t iona l  g r i d  of dimension 3360 x 1680 x 960, which c o n t a i n s  roughly  
5.4 x lo9 g r i d  p o i n t s ,  then  the g r i d  subdomains f o r  t he  Red-Black SOR and 
ZEBRA 1 a lgor i thms are of dimension 420 x 420 x 240 and 210 x 210 x 960, 
r e s p e c t i v e l y .  S t o r i n q  1 2  v a r i a b l e s  per g r i d  p o i n t ,  subdomains of this s i z e  
r e q u i r e  about  508 Mwords of s t o r a g e ,  u t i l i z i n g  abou t  99.2% of  t h e  a v a i l a b l e  
Noda 1 s t o r a g e  c a p a c i t y  . 
The pro jec ted  t iming r e s u l t s  f o r  s i m u l a t i o n  of t h e  t r u e  s p a t i a l l y  deve l -  
oping f low a r e  p re sen ted  i n  t a b l e  9. For t h e  e x p l i c i t  terms, comparison of 
the a c t u a l  opera t ion  ra te  wi th  the nominal o p e r a t i o n  rate i n d i c a t e s  t h a t  t h e  
i n t e r n o d e  communication d e l a y  and s t a r t u p  costs c o n s t i t u t e  less than  0.5% of 
the computation t i m e .  For s o l u t i o n  of the Helmholtz and Poisson  equa t ions ,  
t h e  s t a r t u p  c o s t s  for  t h e  Red-Black SOR and ZEBRA 1 methods c o n s t i t u t e  less 
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than 0.1% and 1% of t h e  computation t i m e ,  r e s p e c t i v e l y .  Timing r e s u l t s  for 
t h e  Helmholtz and Poisson  equa t ion  s o l u t i o n s  are g i v e n  as a f u n c t i o n  of t h e  
number of i t e r a t i o n s  r e q u i r e d  to a t t a i n  g l o b a l  convergence of t h e  s o l u t i o n  to 
some s p e c i f i e d  accuracy. The accuracy  t o  which t h e  s o l u t i o n s  must be 
r e s o l v e d ,  and t h e  number of i t e r a t i o n s  r e q u i r e d  to  a t t a i n  t h i s  accuracy ,  must 
s t i l l  be r e s o l v e d  through numerical  expe r imen ta t ion .  However, f o r  a computa- 
t i o n a l  g r i d  of t h i s  s ize  t h e  s p e c t r a l  r a d i u s  f o r  bo th  Red-Black SOR and 
ZEBRA 1 approaches  1 ,  so both  i t e r a t i v e  methods r e q u i r e  on t h e  o r d e r  of 
thousands of i t e r a t i o n s  t o  a t t a i n  g l o b a l  convergence of t h e  s o l u t i o n s .  Hence, 
t h e  s u s t a i n e d  o p e r a t i o n  r a t e  f o r  t h e  a l g o r i t h m  approaches  t h e  s u s t a i n e d  
o p e r a t i o n  rate of t h e  Helmholtz and Poisson  e q u a t i o n  s o l v e r s ,  which is  roughly  
76% and 83% of  t h e  Nodal peak speed  f o r  t h e  Red-Black SOR and ZEBRA 1 
a l q o r i t h m s ,  r e s p e c t i v e l y .  The s u s t a i n e d  o p e r a t i o n  ra te  for a f u l l  128 Node 
NSC i s  p r o j e c t e d  t o  be a b o u t  43 GFLOPS and 47 GFLOPS, r e s p e c t i v e l y .  
D e s p i t e  t h e  l a r g e  o p e r a t i o n  rates a t  which t h e  computations are per- 
formed, t h i s  s i m u l a t i o n  r e q u i r e s  a s u b s t a n t i a l  amount of computation t i m e .  
Assuming t h a t  t h e  ZEBRA 1 a lgor i thm on ly  r e q u i r e s  1000 i t e r a t i o n s  t o  a t t a i n  
g l o b a l  convergence of t h e  s o l u t i o n  f o r  each  Helmholtz and Poisson  e q u a t i o n ,  
which is q u i t e  an optimistic assumption, t h e  t i m e  requi red  f o r  advancing the 
s o l u t i o n  one t i m e  step is n e a r l y  6 1/2 hours .  S i n c e  a f u l l  s i m u l a t i o n  
r e q u i r e s  thousands of t i m e  s t e p s ,  t h e  real t i m e  for performing t h e s e  
computa t ions  i n  a d e d i c a t e d  environment is on t h e  o r d e r  of  months. Although 
t h e  r e s o l u t i o n  demands f o r  many l amina r - tu rbu len t  t r a n s i t i o n  problems r e q u i r e  
f a r  fewer g r i d  points t h a n  t h e  5.4 b i l l i o n  u t i l i z e d  i n  t h i s  example, t h i s  
r e s u l t  i n d i c a t e s  t h a t  i n  o r d e r  t o  perform t h i s  s i m u l a t i o n  i n  a r easonab le  
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amount of time, i t e r a t i v e  techniques  with v a s t l y  greater convergence rates 
than t h o s e  f o r  Red-Black SOR and ZEBRA 1 must be employed. 
One means f o r  enhancing t h e  convergence rates f o r  t h e  Helmholtz and 
Poisson  equat ion  s o l v e r s  i s  t o  u t i l i z e  m u l t i g r i d  methods [12 ,  131 i n  
con junc t ion  with s u i t a b l e  s i n g l e  q r i d  i terat ive schemes. Inco rpora t ion  of t h e  
m u l t i g r i d  methods i n t o  t h e  i t e r a t i v e  schemes i n v o l v e s  t h e  implementat ion of 
a d d i t i o n a l  computat ional  procedures ,  which invo lve  t h e  p r o j e c t i o n  of t h e  
v a l u e s  o n t o  coa r se r  g r i d s  and then  i n t e r p o l a t i o n  of t h e  v a l u e s  back t o  f i n e r  
grids. The p r o j e c t i o n  and i n t e r p o l a t i o n  procedures  appear to be w e l l  s u i t e d  
for implementation on t h e  NSC. 
I n  o r d e r  to approximate the performance of a m u l t i q r i d  method for 
performing t h i s  s i m u l a t i o n ,  t h e  fo l lowing  assumptions are made for inco rpo-  
r a t i n g  a mul t iq r id  method i n t o  t h e  ZEBRA 1 a lgor i thm.  The e f f e c t i v e  spectral 
r a d i u s  f o r  a f u l l  m u l t i g r i d  V-cycle i s  p r o j e c t e d  t o  be around 0.5. Def in ing  
convergence of the s o l u t i o n  t o  be achieved when t h e  r e s i d u a l  has been reduced 
by loe5, 18 V-cycles are r e q u i r e d  t o  a t t a i n  convergence. I t  i s  f u r t h e r  
assumed that the computat ional  w r k  f o r  performing one m u l t i g r i d  V-cycle is 
e q u i v a l e n t  t o  t h a t  for performing t w o  ZEBRA 1 i t e r a t i o n s  on t h e  f i n e s t  g r i d ,  
and that  t h e r e  a r e  no a d d i t i o n a l  i n t e r n o d e  communication de lays .  Then f o r  t h e  
s i m u l a t i o n  on a 3360x1680~960 g r i d ,  t h e  t o t a l  t i m e  t o  advance t h e  s o l u t i o n  one 
t i m e  step i s  p ro jec t ed  to  be around 14 minutes.  
A second means f o r  enhancing t h e  convergence rates of t h e  Helmholtz and 
Poisson  equat ion  s o l v e r s  is t o  u t i l i z e  con juga te  g r a d i e n t  methods [14 ,  151 i n  
c o n j u n c t i o n  with t h e  s i n g l e  g r i d  i t e r a t ive  methods. I n c o r p o r a t i o n  of t h e  
m u l t i g r i d  and con juqa te  g r a d i e n t  methods i n t o  t h e  a lgo r i thm,  and implemen- 
t a t i o n  of  those  a lqo r i thms  on t h e  NSC, are t h e  s u b j e c t  o f  f u t u r e  work. 
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Concluding Remarks 
The NSC is a mult i -purpose p a r a l l e l - p r o c e s s i n g  supercomputer which i s  
being developed to provide  an e f f i c i e n t  means for s i m u l a t i n g  l a r g e ,  numeri- 
c a l l y  i n t e n s i v e ,  s c i e n t i f i c  problems . Rapid s o l u t i o n  of t h e s e  problems i s  
a t t a i n e d  by s t r u c t u r i n g  t h e  computat ional  procedures  of t h e  s o l u t i o n  
algorithms t o  e f f e c t i v e l y  u t i l i z e  both t h e  f i n e  g r a i n  and c o a r s e  g r a i n  paral- 
l e l i s m  i n h e r e n t  i n  t h e  NSC a r c h i t e c t u r e .  *e o b j e c t i v e  of t h i s  paper has  been 
t o  p r e s e n t  a d e t a i l e d  d e s c r i p t i o n  of t h e  procedures  involved  i n  implementing 
one such  a lgo r i thm on t h e  NSC. 
C r u c i a l  to  the e f f e c t i v e  u t i l i z a t i o n  of the f i n e  g r a i n  parallelism is t h e  
c h o i c e  of a memory plane a l l o c a t i o n  procedure  f o r  s t o r i n g  t h e  a r r a y  e lements  
of the v a r i o u s  v a r i a b l e s .  The a l l o c a t i o n  procedure u t i l i z e d  i n  this a n a l y s i s  
i s  f a i r l y  complicated i n  t h a t  a l o t  o f  "bookkeeping" i s  r e q u i r e d  i n  o r d e r  t o  
keep t r a c k  of where, and i n  what order ,  t h e  p r i m i t i v e  v a r i a b l e s  and in t e rmed i -  
ate r e s u l t s  are s t o r e d .  L e s s  complicated a l l o c a t i o n  procedures  cou ld  have 
been used, such a s  s t o r i n g  a l l  the a r r a y  elements  of a p a r t i c u l a r  v a r i a b l e  
w i t h i n  a s i n g l e  memory plane. For most of t h e  computa t iona l  procedures  o u t -  
l i n e d  i n  this a n a l y s i s ,  use of t h i s  simpler a l l o c a t i o n  procedure m u l d  n o t  
a f f e c t  s i g n i f i c a n t  changes i n  the RALU p i p e l i n e  c o n f i g u r a t i o n s ,  and o n l y  a 
s l i g h t  deg rada t ion  i n  t h e  opera t ion  rates would be r e a l i z e d .  However, the 
changes which would be r equ i r ed  f o r  implementing t h e  ZEBRA 1 i t e r a t i v e  
s o l u t i o n  of the Helmholtz and Poisson equa t ions  m u l d  result i n  about  a 30% 
d e c r e a s e  i n  t h e  o p e r a t i o n  ra te  . Conversely,  a l l o c a t i o n  p rocedures  f o r  which 
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more e f f i c i e n t  RALU p i p e l i n e s  can be conf igu red ,  could  have been u t i l i z e d .  
However, t h e  modest improvement i n  t h e  o p e r a t i o n  rates w e r e  deemed i n s u f  f i  - 
c i e n t  to  j u s t i f y  the s i g n i f i c a n t  i n c r e a s e  i n  complexity for implementing t h e  
p rocedures  . 
U t i l i z a t i o n  of t h e  coarse g r a i n  parallelism invo lves  t h e  d i s t r i b u t i o n  of 
t h e  computations ove r  m u l t i p l e  Nodes . For t h e  f i n i t e  d i f f e r e n c e  a l g o r i t h m  
cons ide red  he re ,  i n  which f a i r l y  s imple  i t e r a t i v e  methods and a C a r t e s i a n  g r i d  
y i t h  g r i d  s t r e t c h i n g  i n  o n l y  one c o o r d i n a t e  d i r e c t i o n  are u t i l i z e d ,  t h e  compu- 
t a t i o n a l  g r i d  i s  mapped i n t o  e i t h e r  a two or th ree -d imens iona l  la t t ice  of 
N o d e s ,  and t h e  Nodes perform n e a r l y  i n d e n t i c a l  processes. Furthermore,  f o r  a 
g iven  computational procedure ,  less than 2% of t h e  d a t a  need be communicated 
between t h e  Nodes. By e x p l i c i t l y  d e f i n i n g  t h i s  boundary-point d a t a  and p r e -  
communicating the d a t a  be fo re  it is r e q u i r e d  i n  t h e  d e s t i n a t i o n  Nodes, most of 
t h e  i n t e r n o d e  communication overhead f o r  implementing t h i s  a l g o r i t h m  h a s  been 
e l imina ted .  
The p r o j e c t e d  t iming r e s u l t s  f o r  implementing t h i s  a lgo r i thm on the  NSC 
i n d i c a t e  t h a t  o p e r a t i o n  rates a t  around 75% of t h e  machine peak speed  are  
a t t a i n a b l e .  For a 128 Node NSC, t h e  p r o j e c t e d  o p e r a t i o n  rates would be i n  
e x c e s s  of 42 GFLOPS. However, t h e  t iming  r e s u l t s  a lso i n d i c a t e  t h a t  f o r  
computa t iona l  g r i d s  of t h e  s i z e  which can be accommodated on the NSC, t h e  
convergence rates f o r  t h e  Red-Black SOR and ZEBRA 1 a l g o r i t h m s  are inadequa te  
for performing this s i m u l a t i o n  i n  a r e a s o n a b l e  amount of t i m e .  I n  f a c t ,  t h e  
convergence rates f o r  any of t h e  s i n g l e  g r i d  i t e r a t i v e  methods are l i k e l y  t o  
be inadequate .  Consequently,  a more d e s i r a b l e  approach appea r s  to  be t h e  use 
of  c o n j u g a t e  g r a d i e n t  o r  m u l t i g r i d  methods i n  c o n j u n c t i o n  w i t h  t h e  i t e r a t i v e  
t echn iques  . 
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TABLE 2: Sequence of c a l c u l a t i o n s  for t h e  second s t e p  i n  
the advection term c a l c u l a t i o n  procedure. 
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TABLE 3: Sequence of c l a c u l a t i o n s  for the right-hand s i d e  of the 
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TABLE 6: Sequence of c a l c u l a t i o n s  for  t h e  Red-Black SOR s o l u t i o n  




















TABLE 7: Sequence of c a l c u l a t i o n s  for E and F i n  the ZEBRA 1 
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TABLE 8 :  Sequence of c a l c u l a t i o n s  f o r  updat ing  u i n  t h e  ZEBRA 1 s o l u t i o n  
of the  Helmholtz equat ion  f o r  t h e  x v e l o c i t y  component. 
m+l m+l 
i j k  i j k+l U U 
m+ 1 
i j k+2 u,E,&F @ k+2 u,E,&F @ k+l u ,E, tF @ k u 
1,15,12 7,11,8 3,13,14 6 2 4 
5,9,10 1,15,12 7 ,11 ,8  0 6 2 
3,13,14 5,9,10 1,15,12 4 0 6 
7,11,8 3,13,14 5,9,10 2 4 0 
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TABLE 9: P r o j e c t e d  Timing R e s u l t s  f o r  a True S p a t i a l l y  Develop- 






















































Reconf igurable ALU pipeline 
480 Mfiops 
Figure 2 .- Layout of memory /MASNET/RALU interconnects. 
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Block diagram of pipeline for performing a point 
Jacobi iteration of the 3-D Poisson equation. The 
operation performed by each floating-point 
processing element is indicated by +, -, or x. 
Constant parameter latches are only indicated for 
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Figure 6.- Schematic of the memory plane allocation procedure 




Figure  7 . -  Schematic  of the memory p l a n e  a l l o c a t i o n  procedure 
for t h e  p r i m i t i v e  v a r i a b l e  v .  
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Figure 8.- Schematic Of the memory plane allocation procedure 
f o r  the primitive variable w. 
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Figure 9.- Schematic of the memory plane allocation procedure 




































Figure 10.- Block diagram of pipeline for the first step in the 
advection term calculation procedure. 
1 ------ -- Memory planes (operands) 
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F i g u r e  1 1 . -  B l o c k  diagram of p i p e l i n e  for t h e  second s t e p  i n  t h e  
















Figure 12.- Block diagram of pipeline for calculation of the 
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Figure 15.- Block diagram of pipeline for the red-black SOR 
iteration procedure. 
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Memory planes (results) 
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Figure 16.- Block diagram of pipeline for the first step in the 


























Figure 17.- Block diagram of pipeline for the second step in the 
ZEBRA1 iteration procedure. 
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