Introduction.
Limit theorems of probability have attracted much attention for a number of years. For a wide class of limit theorems, the language and methods of infinite product measure spaces have proved to be appropriate.
It is the purpose of this note to discuss the application of a recent theorem of Kakutani on the equivalence of infinite product measures to the problem of extending known sufficient conditions for such theorems.
The distribution function of each of a sequence of independent real-valued random variables generates a measure on Ri, the space of real numbers. These measures determine a direct infinite product measure on the product space R1X.R1X • • • . Kakutani's theorem gives necessary and sufficient conditions for the equivalence of two direct infinite product measures. If the infinite product measures associated with two sequences of random variables are equivalent, then they both obey, or both fail to obey, any of a wide class of limit theorems. Thus if one sequence of independent random variables satisfies known sufficient conditions for such a limit theorem, and the two associated product measures satisfy Kakutani's conditions for equivalence, then the other sequence also obeys the limit theorem. In this way Kakutani's theorem provides a device for extending known sufficient conditions. In its present form, it does not contain a certain well known device of this type. Indeed, for this purpose, full equivalence of the product measures is not in general necessary. However, it is possible to derive, from Kakutani's conditions, conditions apparently less restrictive, which will permit the inclusion of this device as a special case. Given a limit theorem whose conclusion is a property (P) of wi* on sets invariant under changes affecting at most a finite number of coordinates (that is, sets of J*), Theorem 2 gives sufficient conditions that m*' have the same property. That is, Theorem 2 gives conditions sufficient in order that { Fn} may satisfy the limit theorem if {Xn \ does, and in this way extends any known conditions sufficient for the limit theorem.
Let us refer to such a limit theorem as a limit theorem (P; m*, J*). Then as it applies to sequences of independent random variables, Theorem 2 becomes: /or a// n ^ w0, 'Aera a necessary and sufficient condition that { Yn} obey a limit theorem (P; m*', J*) is that {Xn\ obey it.
Many well known limit theorems are of this type. The strong law of large numbers, the law of the iterated logarithm, and Kolmogoroff's theorem on the probability of convergence of sequences of independent random variables are examples. The last named is a limit theorem (Pi; m*, J*), where (Pi) is the property: Here s" denotes the sum of the second moments about the mean (the mean is here taken to be zero) of the first n random variables (cf. [5, p. 823] ). Again E^ElJ*, if s"-The strong law of large numbers is a limit theorem (P3; m*, J*), where P3 is the property:
(P3) *»*(£,*) -1, where E3 = £ Xk = oj (here again the mean of Xk is assumed to be zero). Clearly £3*GJ*. Theorem 2' contains the following standard device. Let { Y"} be a sequence of independent random variables, and {Bn\ a sequence of sets (5"Cßn, BnG«") such that £1" Pr { Fn<£73"} < 00. Define the sequence of independent random variables {Xn\ such that Xn = F" on E>n, that is, so that for each positive integer n and for each .E£33"
•73", mn{E) =m"' (E). Then, if {A^"} obeys a limit theorem (P; m*, J*), so does the sequence { Yn). For then <p"(co) = l on 7i", and also Pr {Xn$Bn} =1-Pr {I"G5"! = 1 -Pr { Yn^Bn\ = Pr{ Fn £73"}, hence the hypotheses of Theorem 2' are satisfied.
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