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Abstract
Coherent Synthetic Aperture Radar (SAR) imagery and its potential in interferometric
analysis widened the horizon of earth observation and geodetic measurements in the past
decades. Overcoming the error sources in conventional Interferometric SAR (InSAR)
techniques, the advanced methods of Persistent Scatterer Interferometry (PSI) and dif-
ferential SAR Tomography (TomoSAR) have been able to retrieve the geophysical signals
of interest from SAR imagery. The key concept in such techniques is constraining the
analysis to long time-coherent scatterers available in the imaged scene. Having the main
role in such techniques, the coherence of the scatterers must be assessed prior to the inter-
ferometric analysis. In this regard, the amplitude time series can be exploited not only to
assess the long time-coherency of the scatterers but also to investigate partial stability in
a limited time interval of the acquisition period, the latter resulting in detection of tem-
poral coherent scatterers. Exploitation of such temporal scatterers in advanced InSAR
methods enhances the information content of the resulting products.
The focus of this thesis is on the investigation of amplitude time series of interferometric
stacks in order to detect long as well as partial time-coherent scatterers as the target
points for the advanced interferometric methods.
In the framework of this thesis, a generic Bayesian inference software is developed in or-
der to deal with the detection, estimation and model selection involved in the time series
analysis. The inference is defined based on the Bayesian network which summarizes the
probabilistic dependencies as well as stochastic characteristics of the random variables of
a defined model. The formation of such a probabilistic network together with exploitation
of numerical approaches in the inversion renders the inference framework highly capable
in dealing with any arbitrary inverse problem. The developed software is thus highly
adaptable to any InSAR related problem and is capable of handling the non-linearity of
the corresponding models.
Using the developed Bayesian inference software, the time-coherence is investigated via
estimation of the Signal to Clutter Ratio (SCR) of the scatterers in each resolution cell.
The relation between the estimated SCR and phase coherence is assessed through simula-
tions and application to TerraSAR-X data. Based on this result an algorithm is proposed
for detection of the temporal coherent scatterers and estimation of the time interval in
which the coherence occurs. The proposed algorithm is also evaluated via simulations as
well as application to TerraSAR-X data.
Keywords: Bayesian inference, Bayesian network, Model selection, Non-linear inversion,
Temporal Persistent Scatterer, SCR Estimation, Coherence estimation, Interferometric
SAR, Persistent Scatterer Interferometry, TerraSAR-X
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Chapter 1
Introduction
Since its advent in 1980s to date, Synthetic Aperture Radar (SAR) has proved to be
a powerful active microwave remote sensing technique in earth observation. Recently,
the launch of sub-meter resolution SAR missions such as TanDEM-X, TerraSAR-X and
COSMO-SkyMed has opened new vistas to applications of the technique in urban as well
as rural areas.
Owing to the SAR coherent imaging, Interferometric Synthetic Aperture Radar (InSAR)
approaches exploit the difference of the phase of two complex SAR images acquired at
different times or with a slightly different geometry [1]. The time series of interferomet-
ric phase provide an invaluable source of information for geodesy and geodetic analysis
such as topographic mapping, earth surface motion and structural deformation monitor-
ing. However, exploitation of these time series is limited due to geometrical and temporal
decorrelation of the scatterers in the imaged scene [2]. Restricting the time series to highly
coherent points in the radar scenes provides a solution to this problem. Such points may
be seen as permanent GNSS stations spread densely around the globe, wherever SAR
acquisitions are available. Advanced InSAR methods such as Persistent Scatterer Inter-
ferometry (PSI) [3] and differentail SAR Tomography (TomoSAR) [4, 5] exploit these
points and boost the accuracy of such geodetic measurements.
The contribution of different physical and geometrical features of the imaged scene in
formation of SAR complex valued data; and consequently in interferometric phase, com-
plicates the inversion problems involved in the advance InSAR methods. The inverse
problems are usually highly non-linear, ill-conditioned and specifically in the presence of
non-Gaussian noise. A classical approach to such inversions is to consider appropriate
linearization and/or regularization methods; examples of which are found in a variety
of employed mathematical tools, ranging from regularized least-squares-based methods
to maximum ensemble coherence and compressive sensing. An alternative approach to
these mathematical tools is defined in the context of modern Bayesian statistics, where
the inverse problem is defined as a probabilistic model and the solutions are sought by
maximization of the probabilities. Despite its power, the Bayesian methods are usually
analytically intractable. However, the modern numerical approaches provide the solution
to the intractability.
The development of a generic Bayesian inference tool, which is adaptable to any kind
of InSAR related inversion problem, is thus highly beneficial. Such a generic tool can
1
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provide the only solution to some inverse problems while simplifying the mathematical
complexity as well as the computational effort of the others.
The current chapter provides an introduction to the thesis. The motivation behind the
current work is expanded in the first section. The sought objectives are later summarized
in the second section and finally the outline of the thesis is represented in the last section.
1.1 Problem statement and Motivation
The current work has been carried out with two distinct objectives. The initial focus is on
the implementation of a comprehensive inference software library based on the Bayesian
probability theory, which suffices to cope with an arbitrary InSAR inversion problem for-
mulated in the probabilistic sense. On a second level, the aim is to utilize the developed
software package in investigation of coherence of the interferometric phase stack based on
the corresponding amplitude. To avoid confusion, each of these goals is treated separately
in the following two sections.
Bayesian Inference Tool Development
The experimentally observed data of a process are used in an inference in an attempt
to describe its physical reality. The physical reality of the process is usually described
by a mathematical model, with the describing elements known as parameters. The re-
trieval of these parameters from the set of measured data is referred to as inverse problem.
Figure 1.1: Inverse problem; the physical process is described by a mathematical
model (M(x)) and retrieval of parameters of the model (x) from the experimentally
observed data (y) is sought through the inversion
Bayesian inference is the most general solution to an inverse problem. Compared to its
conventional counterparts, the Bayesian solution is advantageous due to the following ca-
pabilities of this approach:
• Integration of prior knowledge about the parameters to the problem set up
• Consideration of non-Gaussian noise in the data
• Handling non-linearity of the forward model without any approximations
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• Finding the global optimum solution to the inverse problem without falling into
local extremums
• Direct assessment of efficiency of the considered forward model in the light of ob-
served data
In order to develop a generic Bayesian inference tool adaptable to any arbitrary problem,
intelligent numerical algorithms are deployed in the implementation. Based on the result
of the Bayesian tool, different inference tasks such as detection, estimation and model
selection are accomplished.
Phase Coherence and Amplitude Time Series Analysis
The InSAR technique is limited to the coherent conditions where the received signals
from the two involved SAR images are correlated [2]. Loss of coherence is known as
decorrelation and mainly happens due to the following phenomena: [6]
1. The spectral shift mainly corresponding to spatial separation of the sensors, known
as baseline, between the two SAR acquisitions.
2. Temporal change in the position or scattering properties of elementary scatterers
inside the SAR resolution cell
In this context, the scatterers in the SAR images are classified into two groups: the Dis-
tributed Scatterer (DS) and the Persistent Scatterer (PS); the former is strongly affected
by the aforementioned decorrelating signals while the latter is insensitive to such decor-
relation and thus is of interest in the advanced InSAR techniques. The temporal phase
coherence of the PS can be estimated by:[2]
γ =
E
{
z1.z
∗
2 . exp(−j.φsys)
}√
(E
{|z1|2}E{|z2|2} (1.1)
where zi denotes the complex value of the interferometric pairs, ” ∗ ” indicates the com-
plex conjugate operator and E{.} is the first moment operator which can be approximated
by temporal ensemble average. The coherence determined in this manner considers the
interferometric phase variation due to data noise as well as systematic phase deviations
(φsys). The latter is a result of effective range variation which can be attributed to to-
pographic, atmospheric or deformation signals [2].To have an unbiased estimation of the
PS temporal coherence, Eq. 1.1 eliminates the systematic decorrelating signals from the
interferometric phase; an approach which provides the exact solution but is computa-
tionally too expensive to be applicable. Alternatively; on a first level the inexpensive
amplitude-based algorithms are applied to infer the Signal to Clutter Ratio (SCR) of the
scatterers and estimate the phase coherence by: [6]
γ =
SCR
1 + SCR
(1.2)
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and to detect the PS candidates. These candidates are then analyzed by expensive phase-
based time series algorithms in order to retrieve the systematic signals.
In summary, the amplitude time series can be exploited effectively to infer information
about phase coherence of the cells and specify the persistent scatterers.
As mentioned, advanced InSAR techniques restrict their interferometric analysis to long
time-coherent scatterers in a stack of tens of differential interferograms with one master
image. However, a number of points may be found that have partial phase stability in a
limited time interval. Such points which are referred to as Temporal Persistent Scatterer
(TPS) are so far not integrated into the general framework of advanced InSAR methods
such as PSI and differential TomoSAR. Integration of TPSs into these frameworks may
increase the density of the points or in extreme cases reveal the changes in the imaged
scene which are ignored by these coherent techniques.
The motivation behind this work is to perform time series analysis on the amplitude
information of stack of SAR images in order to assess temporal coherence of the radar
scatterers. Such analysis gives rise to detection and exploitation of PS and TPS points in
the coherent InSAR techniques.
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1.2 Research Objectives
Based on the stated problems and motivation, the thesis has been carried out with the
following objectives:
• Development of a comprehensive generic software package based on the
Bayesian inference: The software shall be developed in the IDL programming
language and must be capable of handling any arbitrary probabilistic problem with
as little user interaction as possible. The probabilistic models must be defined in
terms of Bayesian networks and the statistical manipulations must be performed
based on the defined network.
• Implementation and assessment of model selection and MAP estimation,
based on the developed software
• Testing the developed framework with a synthesized inference problem:
A simple linear regression problem is used to test the performance of individual
software modules.
• Implementation and assessment of amplitude time series analysis based
on the Bayesian framework: Model selection is performed on amplitude time
series to detect persistent scatterers in the radar scene; signal parameters are es-
timated for the detected coherent signals and finally the quality of inferred signal
parameters in relation to the phase coherence is assessed.
• Implementation and assessment of Bayesian algorithm for analysis on
Temporal Persistent Scatterers: Partial phase stability of the interferometric
stack is detected via amplitude time series analysis, time intervals in which the
phase content is stable is specified after the detection.
• Testing and validation of the developed algorithms through simulated
data: Considering different scattering scenarios, stacks of complex SAR data are
simulated to assess the performance of amplitude time series analysis for the two
specific cases of PS and TPS.
• Feasibility study of the algorithms using the real data: The algorithms
are applied to TerraSAR-X data stacks in order to assess the performance of the
algorithms in dealing with real life problems.
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1.3 Thesis Outline
After the introductory chapter, the thesis is continued with two main chapters; dedicated
to the Bayesian inference software development and its demonstrative application of am-
plitude time series analysis, and finalizes with a concluding chapter. The chapters are
organized as followed:
Chapter 2 focuses on the development of the Bayesian inference tool. It sets the concepts
of the Bayesian inference in the first section while giving the mathematical tools required
in handling the numerical approaches toward the inference in the second section. The in-
troduced mathematical and statistical concepts are exploited to form the generic software,
the detailed explanation of which is given in the third section. Having the outcome of
the developed software as a basis, the model selection and estimation tasks are described
based on this outcome to conclude the chapter of Bayesian inference.
Chapter 3 attempts to demonstrate applications of the Bayesian inference software by
using amplitude time series for estimation and model selection. The PSI framework is
reviewed in the first section in order to clarify the relevance of the amplitude time series
analysis to this specific InSAR approach; with the motivation of PS and TPS detec-
tion expanded in the continuation of this section. The observed SAR signal statistical
characteristics are reviewed in the second section of the chapter, as required background
information. The two applications of PS and TPS detection are then expanded, justified
and validated with both simulated and real data in the two final sections.
Finally the thesis is summarized in Chapter 4 followed by concluding remarks and the
outline for further research works.
Chapter 2
Bayesian Inference Software
Development
This chapter is dedicated to the Bayesian inference and the developed software for han-
dling the probabilistic models defined based on this approach. The two first sections
provide the necessary concepts and definitions; with section 2.1 dedicated to the Bayesian
inference and section 2.2 to the mathematical algorithms required in the developed soft-
ware. The step by step explanation of the software is provided in section 2.3 and the
ultimate solution to the inference task is finally discussed in section 2.4. The concepts
and methodologies are further explained by a simple linear regression example which is
defined and resolved throughout the sections.
2.1 Introduction to Bayesian Inference
The key concept in the inference can be summarized in one single word: probability. The
probability theory is interpreted by two broad views: the classical or frequentist view that
interprets the probability as the frequency of random repeatable events as opposed to the
Bayesian view in which probabilities are understood as the quantification of uncertainties.
This section provides basic concepts of Bayesian probability theory and its solution.
The section starts with the definition of Bayes’ theorem in sub-section 2.1.1, in sub-
section 2.1.2 the probabilistic models are introduced via the Bayesian networks. Prob-
abilistic manipulations in the Bayesian networks are explained in sub-section 2.1.3 and
the last sub-section gives a general overview toward the numerical approaches to such
manipulations in the network.
2.1.1 Bayes Theorem
In the gist of it, the probability theory can be expressed in terms of two basic rules of
sum and product. The first is axiomatic, the belief in the probability of how much a
proposition (X) is true implicitly specifies the probability of how much it can be wrong,
i.e.: [7]
Sum rule : P (X|M) + P (X¯|M) = 1 (2.1)
7
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The second is more complex: if the belief about one proposition (Y ) is known and the
probability of occurrence of the second proposition (X) given that the first one has oc-
curred is also stated, then the probability of the joint occurrence of the two propositions
is implicitly stated as well. i.e.: [7]
Product rule : P (X, Y |M) = P (X|Y,M)× P (Y |M) (2.2)
In this content P as the probability, X¯ denotes the proposition that X is false, the vertical
bar ”|” is the conditionality symbol which specifies the conditional probabilities and the
comma is the conjunction between the propositions which indicates the joint probabili-
ties. Both propositions are made conditional on M , which is the link to the underlying
background information of the propositions at hand and will be further referred to as the
underlying model.
From the product rule, together with the symmetry property p(X, Y ) = p(Y,X), the
following relation between conditional probabilities is immediately obtained:
(X|Y,M) = p(Y |X,M)× p(X|M)
p(Y |M) (2.3)
This relation is the well-known Bayes’ theorem. The strength of this theorem is in its abil-
ity to turn the conditionality between the propositions around. To clarify this statement,
let us assume a simple linear regression problem with two parameters:
Y¯ = M¯X¯ = x0 + M¯x1 (2.4)
Figure 2.1: Linear regression with two parameters: offset and slope; the dots are
the observed values and determination of the two parameters of the red line is
desired
Fig. 2.1 is a sketch of this defined regression problem. In the defined setup, X is the vector
containing the offset (x0) and slope (x1) of the linear model as the sought parameters of
the problem, Y¯ and M¯ are vectors containing the observed data and the sampling points
on which the data is observed, respectively. M¯ is known with certainty thus is referred to
as the model structure. In this set up the defined theorem is expressed by the following
proportionality:
p(parameters|data,model) ∝ p(data|parameters,model)×p(parameters|model) (2.5)
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The power of the Bayes’ theorem lies in the fact that it relates the quantity of interest,
the probability that the parameters of the linear model are correct given the data, to the
term which has a better chance to be assigned i.e. the probability under which the data
is measured under the certain linear model M with the given parameters X.
Each term of the Bayes’ theorem is known with a specific name. p(parameters|model) is
called the prior. It represents the knowledge about the truth of the parameters prior to
observation of data. This prior knowledge is further modified by the experimental data
through the so-called likelihood probability or p(data|parameters,model) and yields the
posterior probability p(parameters|data,model). Posterior probability determines the
uncertainty about the parameters of the assumed model in the light of the data [7]. In
Eq. 2.5 the theorem was explained with the proportionality, the equation is complete
by considering the normalization constant p(data|model), known as the evidence. The
evidence is irrelevant for some inference tasks such as parameter estimation while it may
have a key role in others such as model selection. sub-section 2.3.3 and sub-section 2.4.2
focus on the concept and the importance of evidence.
2.1.2 Bayesian Networks
As discussed before, the Bayes’ theorem encapsulates the uncertainties about the differ-
ent elements of a mathematical model thus leading to a probabilistic model to handle
the solution of its’ mathematical counterpart. To cope with the probabilistic models it
is highly advantageous to summarize them in terms of diagrammatic representations of
probability distributions known as probabilistic graphical models. The main advantages
of such diagrams are:[8]
• Simple visualization of the structure of the complex probabilistic model
• Provision of information about the properties of the model, such as conditional
dependencies of the variables, through inspection of the graph
• Expression of the complex computations required to perform inference in terms of
graphical manipulations
The graphical models comprise two basic elements: nodes, as a representative of Random
Variable (RV), and links, as a connection between the RVs indicating the dependencies.
Bayesian Network (BN), also known as Directed Graphical Model (DGM), is special type
of the probabilistic graphical models in which the links of the graphs have particular
directionality.[8] To start with the Bayesian networks, consider the following three RVs
and the respective defined joint probability among them:[8]
p(a, b, c) = p(c|a, b)p(b|a)p(a) (2.6)
As it is evident, the joint probability is decomposed into the conditional probabilities
through the product rule thus forming a simple probabilistic model. This decomposition
is captured by the simple Bayesian network in Fig. 2.2. Each conditional probability of
the left hand side of Eq. 2.6 is captured by directed link between the RVs involved. For
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instance, the conditional probability p(b|a) adds the link directed from the parent node
a to the child node b and so for the p(c|a, b), where the two links from the two parents a
and b to the child c exhibit the probabilistic dependency of this node on its parents.
Figure 2.2: A simple Bayesian network; the joint probability among the three ran-
dom variables is defined by the conditional probabilities represented by directional
links in the graph [adopted from Bishop, 2006]
To fully describe the probabilistic model, each node is allocated with a Probability Density
Function (PDF) indicating the uncertainty or belief associated with the RV. The PDF
f(x) is defined as a function which describes the relative probability by which a random
variable (x) takes on a given value (x0):[9]
P (x0) =
∫ x0
−∞
f(x) dx. (2.7)
Let us now return to the linear regression example of Eq. 2.4 and form the Bayesian
network of the corresponding probability model. Starting with the mathematical system
of equations:
yi = x0 +mix1; i = 0 . . . N (2.8)
The corresponding probabilistic model for the joint posterior of the parameters x0 and x1
in the light of a single data point is followed by:
p(x0, x1|yi,mi) = p(yi|mi, x0, x1)× p(x0, x1|mi)
p(yi|mi) (2.9)
Each single data point includes new information to the model. The new information
can be interpreted as additional conditional probability which helps the joint posterior
probability to be more concentrated in its truth. Applying the product rule to cope with
the conditionality added by N data points, the joint posterior probability yields:
p(x0, x1|Y¯ , M¯) =
N∏
i=0
p(x0, x1|yi,mi) =
∏N
i=0 p(yi|mi, x0, x1)×
∏1
j=0 p(xj|M¯)∏N
i=0 p(yi|mi)
(2.10)
The BN corresponding to the probability model defined by Eq. 2.10 is given in Fig. 2.3.
The mathematical model in Eq. 2.8 justifies the direction of the links in the network: each
data point (yi) is observed at a grid point (mi) and is related to the offset and slope of the
linear model (x0, x1). To complete the network, appropriate probability functions must
be assigned to each node. There are three types of PDF defined for the current network:
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• Uniform: assigned to the parameter nodes as the prior PDF. This non-informative
PDF describes a constant probability:
fU(x) = U(a, b) =

0, x < a
1
b−a , a < x < b
0, x > b
(2.11)
The limits of this PDF shall be set to the expected range for the corresponding RV.
• Gaussian: assigned to the data nodes as the likelihood PDF. The Gaussian is defined
as:
fG(x) = N(µ, σ) =
1
σ
√
2pi
e(
−(x−µ)2
2σ2
) (2.12)
The two parameters of the PDF (µ, σ) are set to the observed value of data (yi) and
the noise of the measurement process, respectively.
• Dirac: assigned to the model structure nodes to show the certainty in the value
given to the node. The Dirac PDF is defined as:
fD(x) = U(a, b) =
{
1, x = x0
0, x 6= x0
(2.13)
Figure 2.3: Bayesian network of linear regression with two parameters; the green,
blue and red nodes represent the model structure, the observed data and the desired
line parameters, respectively
By inclusion of the probability functions to the nodes the Bayesian network is complete.
2.1.3 Inference on Bayesian Network
The goal of the inference is to calculate the posterior probabilities for any nodes of interest
in the network. This calculation is possible by propagation of the local probabilities
through the network from the parent nodes down to the children. As a clarification of the
probability propagation, consider joint probability defined between two random variables
x and y:
p(x, y) = p(y|x)p(x)
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Suppose that the y nodes are observed and the x node is the target of the inference for
which the posterior probability is desired. The likelihood is assigned to y and the prior
to the x nodes. The posterior probability is sought through the Bayes’ theorem and in
the following three steps (Fig. 2.4):
1. Propagation of the probability from parent to child, equivalent to evaluation of the
product rule of probability, achieved by multiplication of prior and likelihood i.e.
p(x)× p(y|x)
2. Marginalization of the probabilities in the child node, equivalent to evaluation of
the sum rule of probability, defined by summation of the joint probability over all
random variables except for the variable of interest, i.e. p(y) =
∑
x p(y|x)p(x)
3. Reverse propagation from the child to the parent node, the joint probability is now
expressed in terms of p(y) and p(x|y), i.e. p(x|y) = p(y|x)p(x)
p(y)
Figure 2.4: Graphical probability propagation in Bayes’ theorem; (I) local probabil-
ity propagation form the parent to the child as the nominator of the Bayes theorem
(II) marginalization of the probabilities in child node as the denominator of the
Bayes theorem (III) reverse propagation from child to parent to get the posterior
probability
Inference on any arbitrary Bayesian network is described in the same propagation manner
and by the same simple product and sum rules regardless of the complexity and the size
of the network. The only difference will be the number and levels of parent nodes for the
child which impose more components to the products but makes no changes in the basic
manipulations.
2.1.4 Numerical Approaches toward Bayesian Inference
Dependent on the complexity of the probabilistic model and the probability functions
involved, it is possible to find analytic closed form solution to the inference. It might also
be possible to find deterministic approximations to the posterior probabilities of interest
[8, 10], but in its most generic form the Bayesian inference is an intractable problem.
To set up a generic inference framework which is adoptable to any desired probabilistic
model, best is to consider the approximation methods based on numerical sampling also
known as Monte Carlo technique. The strength of such generic approach is its flexibility
toward intractable as well as the well-behaved models. While providing the only solution
to the former, Monte Carlo technique also simplifies inference on the latter by omitting
complicated mathematical approximations.
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Monte Carlo methods are classically defined as any method which solves a problem by
generating suitable random numbers and observing that fraction of the numbers obey-
ing some property or properties [11]. In the context of probabilistic models, the random
numbers must be generated from a desired probability distribution. A wide variety of
the Monte Carlo sampling methods for investigation of PDF is available in the literature;
ranging from the most basic methods such as rejection sampling to the most advanced
ones such as Markov Chain Monte Carlo [12, 13, 14]. The difference between such methods
lies on the level of intelligence by which the informative part of the PDF is sampled. The
trade-off for such smart algorithms is their complexity, expensive computational burden
and slow performance.
Among the sampling algorithms the so called Sampling Importance Resampling (SIR)
method is favored for the developed software, due to its near on-line performance and
efficiency in concentration on the informative section of the PDF [15]. The detailed ex-
planation of this method is in the scope of sub-section 2.2.3.
The role of the sampling methods in the Bayesian networks is initialization of the prob-
ability propagation task. The sampling occurs at the parent nodes where single values
are drawn from the PDF assigned to the node (x0 ∼ f(x)). Having the sampled value,
its probability is derived by evaluation of node’s PDF (p = f(x0)), the sampled value
weighted by its probability is referred to as particle. The particles of the parental nodes
move along the links of the graph, helping in evaluation of likelihoods and propagation
of the probabilities in the network. Fig. 2.5 is an illustration of sampling method in the
Bayesian network defined for the linear regression example (Fig. 2.3). In this figure the
red box, blue and green curves respectively represent the uniform prior PDF of the pa-
rameter space, the Gaussian likelihood PDF of a single data node and finally the resulted
joint posterior PDF of the parameters in the light of the single data. The samples, shown
by the red dot, are drawn from the uniform PDFs of the parameter nodes; moving to
the data node, the sample evaluates the likelihood, shown by the blue dot and finally the
posterior probability is calculated as the product of prior and likelihood probabilities.
Figure 2.5: Monte Carlo sampling in evaluation of posterior probability for the
linear regression example; (I) sampling from the parameter space, (II) evaluation
of the likelihood of a single data for the sampled parameters, (III) calculation of
the joint posterior probability for the sampled parameters under the light of the
single data
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Repeating the sampling scheme, over the prior parameter space and for all the observed
data, leads to creation of the posterior probability.
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2.2 Mathematical and Statistical Background
The applied mathematical and statistical algorithms in the software are explained in this
section to provide a comprehensive understanding of the software details.
2.2.1 Monte Carlo Integration
Monte Carlo integration is a numerical method for integration of a complicated function
over a specific defined domain and is mostly beneficial in solution of multi-dimensional
integrals. Suppose that the integration of M-dimensional function f(x) on a defined
domain V is desired, the domain is M dimensional, and the function is analytically easy
to evaluate but complicated to be integrated:
I =
∫
V
f(x) dx.
The solution is to draw random vectors (x) from the defined domain and evaluate the
function for the sampled vector. Then an estimate of the integral is given by:
Iˆ = f¯V =
V
N
N∑
i=1
f(xi) (2.14)
with V as the M-dimensional integral of the domain from which samples where generated
and N as the number of samples considered in the estimation.
2.2.2 Inverse Transform Sampling
Inverse transform sampling allows the generation of random numbers from a desired distri-
bution. To describe this method it is necessary to introduce the Cumulative Distribution
Function (CDF) of a PDF. The CDF is defined as:
F (x) =
∫ x
−∞
f(x′) dx′. (2.15)
Thus the following equation relates the PDF and CDF:
f(x) =
dF (x)
dx
(2.16)
CDF is proved to be monotonously increasing with its range limited to the unit interval:[9]
lim
x→−∞
F (x) = 0 ; lim
x→+∞
F (x) = 1 (2.17)
It is also apparent that:
If z = F (x) then x = F−1(z) (2.18)
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Thus having generated a random number in the unit interval (z), one is able to calculate
the corresponding random value x only through a simple inversion of the CDF. The
resulted x follows the desired distribution f(x). There are two necessities to the mentioned
method:
1. Generation of a random number in the unit interval
2. Solution of the CDF integral and its inverse
The first is not a limit to the method. The pseudo random number generators, although
subtle in concept, are available in most of the software environments. The second one
however limits the utilization of this algorithm in cases where the CDF is not analytically
tractable or invertible. In such cases the alternative is the Monte Carlo based method,
which is introduced in the following sub-section.
2.2.3 Sampling Importance Resampling
The SIR is a Monte Carlo based approach for random number generation from a desired
probability distribution function f(x) for which the inverse transform sampling methods
are not applicable [8]. In this case a close distribution function to f(x) is considered
(g(x)) from which the direct sampling is possible. Having chosen this so-called proposal
distribution, there remain two stages to the sampling scheme. In the first stage, N samples
are generated form the proposal distribution and are later weighted by the normalized
ratio of the two probabilities:
zi ∼ g(x); wi = f(xi)/g(xi)∑
N f(xi)/g(xi)
(2.19)
As for the next stage, a second set of N samples is drawn from the discrete distribution
[z1, z2, . . . , zN ] with probabilities given by the weights [w1, w2, . . . , wN ]. The resulting N
samples are asymptotically drawn from the desired distribution.
To be applied to imitation of posterior PDF in Bayesian network, the described SIR
method is adopted in the following way:
1. The proposal distribution gives its’ place to the prior PDF of the parental node
2. The importance weights are substituted by the propagated probabilities around the
network
The details will be provided later in the description of software packages in sub-section 2.3.2
and sub-section 2.3.3.
2.2.4 Systematic Resampling
The resampling involves generating a set of samples from an approximate discrete repre-
sentation of the desired PDF represented by particles:
f(xi) ≈
N∑
i=1
wiδ(x− xi) (2.20)
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In here, wi represents the weight of the particle while xi indicates its value. The basic
idea of resampling is to eliminate the particles which have small probabilities and gener-
ate particles with higher probability, leading to concentration on the massive part of the
PDF represented by discrete particles. The resulting resampled set will be independent
identically distributed (i.i.d) samples from the discrete density of Eq. 2.20 with the cor-
responding weights of wi =
1
N
[15].
There are a number of resampling schemes available in the literature, from which the
systematic resampling outperforms the others [16]. Systematic resampling is based on
the previously discussed inverse transformation theory Eq. 2.18. The initial z values are
chosen systematically by:
zk =
{
(k−1)+u
N
, 1 ≤ k < N
1, k = N
(2.21)
where u is a single random number, generated from uniform distribution in the unit inter-
val, k corresponds to the index of the resampled particle and N represents the sample size.
The CDF is derived applying the Monte Carlo integration on the discrete density function
(f(x)):
F (x) =
N−1
x−min(x¯) ×
x∑
x′=min(x¯)
f(x′) (2.22)
with x¯ as the vector containing the initial samples. Finally the resampled values are
derived from the inversion transformation: x′k = F
−1(zk)
2.2.5 Optimum Number of Samples
The number of samples in the Monte Carlo techniques has a twofold effect on their
performance. Increasing the number of samples improves the accuracy of the imitation
process on the one hand while imposing more computational burden to the algorithm on
the other hand. To set a balance, the number of samples is related to the desired precision
for the approximation. The precision is defined as the deviation of the approximated from
the exact analytical mean of the target PDF. The analytical mean is obtainable from: [17]
Ep(g(x)) =
∫ +∞
−∞
g(x)f(x) dx. (2.23)
and is approximated with the generated samples from the PDF by:
Eˆ(g(x)) =
1
N
N∑
i=1
g(xi) (2.24)
Finally the precision of the approximation is defined as:
 = Eˆ(g(x))− Ep(g(x)) (2.25)
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The precision may be limited by different criteria such as Bernoulli, Chernoff and Cheby-
shev’s bounds [18]. The Chebyshev’s bound is favored among the others since it is affected
by the type of the distribution function and defined as: [17]
q(N, ) =
var(g(x))
N2
(2.26)
Assuring that q(N, ) < δ, the optimum number of samples for approximation of the
target PDF is derived as:
N ≥ σ
2
δ2
; σ =
√
var(g(x)) (2.27)
In the right hand side of this inequality, the numerator is the empirical second moment of
the target PDF which is also known as the variance of the sample (σ2); later it is seen how
this value is inferred from the learning step of the developed algorithm. δ and  denote
the confidence level and the precision of the approximation, respectively. In summary,
the inequality states that: Given N number of samples, the empirical PDF resulted from
sampling is not more than  percent away from the true PDF. This statement is assured
by confidence level of 1− δ percent.
2.2.6 Estimation of Probability Density Function
Throughout the chapter, two representations of the PDFs have been introduced:
1. Densities having specific functional form governed by a number of parameters, which
are called parametric densities e.g. Eq. 2.12
2. Densities reconstructed by particles, which are referred to as particle densities and
were formulated by Eq. 2.20
The former provides a continuous function while the latter is a discrete form comprised of
irregularly sampled values carrying probabilistic weights. Although initially useful for in-
vestigation of complicated PDFs, the particle representation is not appropriate for further
statistical analysis. Thus an intermediate regularly sampled representation is provided
as a link between the particle and parametric forms by conversion of the particles. As
will be discussed at the end of this chapter, this conversion is also beneficial in ultimate
parameter estimation of BN.
The goal here is to estimate the probability density function (f(x)) given a set of its
observed data (x). Having the discrete PDF represented by particles, the first necessity is
to generate data from the discrete PDF to provide the input data (x) for this estimation.
As discussed in sub-section 2.2.4, systematic resampling allows us to draw a set of samples
from arbitrary discrete PDFs. Fig. 2.6 illustrates scheme of the described concept. Note
that the massive part of the density function results in higher sampling frequency of the
data points. This is in fact this frequency of the data points which enables the estimation
of the target PDF. The first possibility in estimation of PDF is the histogram method.
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Figure 2.6: Systematic resampling; conversion from the particle representation of
PDF to the Density representation where the density of the samples indicates the
probability function
Standard histograms simply partition the given data (x) into distinct bins of width ∆
and record the frequency of the portion of data falling to each bin [8]. Although straight
forward in practice, the histogram method is inadequate in application. One obvious
problem is that the estimated density has discontinuities that are due to the bin edges
rather than any property of the underlying distribution that generated the data. More
appropriate method is estimation via moving smoothing kernels. This method which is
known as Kernel Density Estimation (KDE) can be formulated as: [8]
fˆ(x) =
1
Nh
N∑
i=1
k(
xˆi − x
h
) (2.28)
In this formulation, k(.) is the moving kernel, h the smoothing bandwidth and xˆi the
regularly spaced points defined in the range spanned by the PDF. There are a number
of kernels suggested for KDE; such as Gaussian, Uniform, Bi-weight, Epanechnikov etc.,
among which the last one have proved to be optimum [19]. Epanechnikov kernel is defined
as:
k =
{
3
4
(1− ( xˆi−x
h
)2), |xˆi − x| ≤ h
0, |xˆi − x| > h
(2.29)
Fig. 2.7 depicts the shape of the defined kernel as well as schematic representation of the
KDE process.
The choice of the kernel and its bandwidth is critical. The bandwidth of the kernel
acts as a smoothing parameter. In its extreme case the wide bandwidth leads to loss of
information while short bandwidth leads to discontinuities in the resulted PDF. Setting
a balance is possible by seeking the optimum bandwidth which preserves the shape while
smoothing the spikes of data point. This bandwidth is defined through minimization of
the Asymptotically Mean Squared Error (AMSE) between the estimated and the exact
PDF, the resulted optimum bandwidth is thus derived as: [19]
hopt = 2.34.σˆ.N
− 1
5 (2.30)
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Figure 2.7: Kernel density estimation; (I) optimum kernel for KDE process, (II)
schematic representation of KDE as the moving smoothing kernel on the data spikes
in which σˆ is an estimate of the standard deviation of the data set and N is the number of
data points. A range of assumptions and simplifications have been considered in derivation
of this optimum value which may not necessarily be held in any arbitrary cases. Still in
such cases the suggested bandwidth is close to optimum and a safe choice to apply. [19]
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2.3 The Developed Software Package
Having introduced the background concepts and mathematical tools, the aim in this
section is to bring about a comprehensive framework for construction and solution of the
probabilistic models. The software is divided into four packages:
1. Creation of the Bayesian Network
2. Learning of the network
3. Importance Resampling
4. Posterior PDF Estimation
Each of these packages is explained in one of the following sub-sections. The defined linear
regression problem of section 2.1 is revisited in each section as a demonstrative example.
2.3.1 Creation of the Bayesian Network
The first package is responsible for forming the structure of the Bayesian network from
the user defined entities. The network is comprised of set of nodes categorized in two
basic types:
• Independent Random Variables: known as parent nodes of graph, the existence of
which is independent of any higher level nodes; e.g. the parameters and model
structure in the linear regression model
• Dependent Random Variables: the existence and probability of which is conditional
on a set of parent nodes; e.g. the observed nodes in the linear regression model
The independent nodes are further divided into two subcategories: The ”Known” nodes
discriminated by level 1 and the ”Latent variables” indicated by level 2 in the software
package. The value of the former is known with certainty while the later must be deter-
mined with sampling from its respective PDF.
Additional information about the links of the graph and the probabilities assigned to the
nodes are also integrated into the node structure. Fig. 2.8 depicts the structure of the
resulted network from the current module.
As it is seen the network is comprised of set of random variable defined by classes. Each
class contains the attributes: node name and type, PDF information, dependency infor-
mation, with the latter only relevant to the dependent nodes.
As will be seen later in this section, such structure allows node-specific manipulations
which are only relevant to defined levels of node.
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Figure 2.8: Software package 1: Bayesian network; organization of the user defined
probabilistic model by directed graphical model
2.3.2 Learning
The first step toward the inference is to investigate the probabilistic model by particles.
This phase can be regarded as the ”Sampling” part of the SIR algorithm where the rele-
vant random samples and their probabilistic weights are generated.
The learning is initialized by a random walk through the network and drawing random
samples from the independent RVs. In the second stage, the random samples help in
evaluation of the likelihood PDF of the dependent nodes. Having the random samples
together with the prior and likelihood probabilities, the product rule is conducted to give
the a posteriori likelihood of the independent samples. So far the particles together with
their non-normalized weights are resulted. From the evidence determination module, the
normalizing constant is calculated in the next step and the a posteriori weights are nor-
malized. The result will be the joint posterior PDF over the parameter space.
The joint posterior PDF is the input of the next level where the attempt is on retrieving
two specific types of information about the latent RVs:
• The optimum number of random samples for posterior reconstruction
• The range of the target parameters which lie in the informative part of the posterior
The optimum number of samples is obtained from Eq. 2.27, with σ2 defined as the em-
pirical variance of the particle values and  being the desired precision of the estimation.
Retrieval of information about the boundaries, where the informative part of posterior
PDF is located, is achieved in the following steps:
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• Marginalization of the joint posterior PDF with respect to the parameter of interest
• Calculation of the CDF from the marginalized posterior
• Resampling marginalized PDF given its CDF
• Taking the first and last element of the resampled set as the informative area of the
PDF
The outcome of the package would then be the determined number of particles as well as
the boundary to the informative part of latent variables; Fig. 2.9 provides a diagram to
give a more comprehensive overview of the package.
Figure 2.9: Software package 2: Learning; initial sampling and propagation of
the probabilities in the network to derive the initial information about the target
parameters
The linear regression problem is taken here as an example to demonstrate the package.
Having drawn the particles in the network and propagated the probabilities from prior
to posterior level, the discrete joint posterior density (f(X¯|Y¯ , M¯)) is obtained over the
parameter space of the model (X¯ = [x0, x1]); Fig. 2.10 shows the resulted joint PDF.The
particle joint posterior is marginalized with respect to each of the single parameters. The
marginalization is formulated as:
fxi = f(xi|Y¯ , M¯) =
∫
Ω∈[xj |j=0,...,K;j 6=i]
f(Ω¯|Y¯ , M¯) dΩ (2.31)
In here marginalized PDF of each single parameter is denoted by fxi and Ω is the parame-
ter space in the absence of the parameter with respect to which the PDF is marginalized.
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As discussed before, this integration is numerically evaluated by Monte Carlo integration,
i.e.:
fxi = f(xi|Y¯ , M¯) =
∏
j=0,...,K;j 6=i
1
max(xj)−min(xj) × f(X¯|Y¯ , M¯) (2.32)
Figure 2.10: Joint posterior probability of the linear regression example; initial
result from the learning step
The resulted marginalized PDF is then integrated using Eq. 2.22 to give the cumulative
distribution function. Fig. 2.11 shows the resulted marginalized density function and its
corresponding CDF of the slope parameter (x1). As it is seen the prior range is defined
as [0, 20], while the relevant part of this prior spans a small portion of this range. This
unsuitable prior is the reason for steepness of the CDF.
This problem can be solved by systematic resampling. Recall form the sub-section 2.2.4
that the resampling will eliminate particles with negligible probabilities. Therefore the
maximum and minimum of the resampled set imply the borders to the ”massive” area
of the discrete PDF. If the learning process is repeated with this informative area as the
prior, then the imitated PDF will be more informative. Fig. 2.12 represents the outcome
of PDF concentration resulted from applying the described strategy.
Given that the number of particles was the same from Fig. 2.11 to 2.12, it is seen that
the applied strategy results in creation of dense particles in the massive part of the PDF
via limiting the prior range for the particles.
The repetition of the learning step with the informative part of prior can be regarded as
the ”Importance Resampling” step of the SIR algorithm and gives an appropriately sam-
pled particle PDF of the joint posterior PDF to be investigated further in the inference
procedure.
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Figure 2.11: Likelihood and cumulative distribution function of the line slope in
linear regression example; initial result from the learning step
Figure 2.12: Likelihood and cumulative distribution function of the line slope in
linear regression example resulted from limitation of the prior range; using the
same number of particles the imitated PDF is more concentrated compared to the
initial results
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2.3.3 Importance Resampling
The purpose in the current package is to finalize the numerical investigations of the pos-
terior and prepare the inputs to the inference task. The Bayesian network is once again
investigated in this package, this time by consideration of the optimum number of par-
ticles which are determined for each of the latent variables and by limiting the sampling
to the informative section of the posterior. Fig. 2.13 describes the package. Due to the
Figure 2.13: Software package 3: Importance resampling; repetition of sampling
using the optimum number of particles and the informative priors to improve the
sampling results
importance of the evidence, as the merit index of the model and the normalizing constant
of the posterior PDF, the rest of this subsection is dedicated to the explanation of the
evidence determination module.
In its explicit form, evidence is defined as the solution of the following multidimensional
integral over the latent random variable space of the network:
E = f(Y¯ |M¯) =
∫
Ω
f(Y¯ |X¯, M¯)f(X¯|M¯) (2.33)
Here Y ,M and X vectors contain the observed, known and latent RVs, respectively. The
parameter space Ω indicates the entire probable domain of the latent variables which is
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obtained from the range of the prior density function. Dealing with the discrete samples,
solution of Eq. 2.33 is best to be sought through Monte Carlo integration:
fxi = [
∏
j=1,...,K
1
max(xj)−min(xj) ]×
∑
f(Y¯ |X¯, M¯)f(X¯|M¯)
N
(2.34)
Having calculated the evidence, the posterior likelihood is divided by this constant in
order to be normalized:
f(X¯|Y¯ , M¯) = f(Y¯ |X¯, M¯)f(X¯|M¯)
E
(2.35)
Later in this chapter the importance of evidence in model selection is also discussed.
2.3.4 Posterior PDF Estimation
The joint posterior PDF over the parameter space has been resulted from the previous
packages. In the current package the focus is on reconstruction of the continuous posterior
PDF for each single defined latent random variable in the network. According to sub-
section 2.2.6, this task is achieved in the following steps:
• Marginalization of the joint posterior PDF
• Systematic Resampling of the marginalized particle PDF
• Kernel Density Estimation on the resulted discrete resampled data
Figure 2.14: Conversion between different representations of PDF; the particle
representation is resulted from the SIR algorithm, converted to the density repre-
sentation and finally estimated on the regular grid as a conventional ”Histogram”
representation which is more efficient in terms of number of stored values for rep-
resentation of the PDF
Fig. 2.14 depicts the three step conversion between different representations of the PDF.
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Figure 2.15: Software package 4: PDF estimation; conversion from the joint poste-
rior represented by random particles to the continuous PDF of each single param-
eter defined on a regular grid
The optimum bandwidth of the kernel is calculated from Eq. 2.30. Fig. 2.15 summarizes
this last package of the software. As a finalizing step, the outcome of the PDF estimation
package for the slope parameter of the linear regression problem is presented in the next
figure.
Figure 2.16: Estimated PDF of slope parameter in linear regression example; the
particle representation of the PDF is marginalized and converted to this continuous
representation by the fourth package of the software
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2.3.5 Summary of The Software
Different packages of the software together with their composing modules have been re-
viewed in previous sections. Giving a summary of the software, Fig. 2.17 clarifies the
interconnection between the results of the packages. The output of each package is the
initial input to further packages, this relation is specified by the dashed lines in the figure.
The explicit interconnection between the different subroutines in the modules as well as
input and output of the subroutines are provided in the appendix.
It is worthwhile to mention that user interaction is only relevant to the first package of
the software where the components of the probabilistic model are defined. The rest of the
packages require information which are fed in from the lower level packages and have a
full independent performance.
Figure 2.17: Software data flow; the user information is required in the first package,
the rest of the packages use information from their previous packages as well as the
information included in the graphical model arranged by the first package
The final output of the software is the evidence of the model as well as the imitated
posterior PDF of each of the defined latent variables. This information is the basis for
the two prominent inference tasks which are discussed in details in the coming section.
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2.4 Inference on Bayesian Network
An elaborative explanation has been provided in the last section on deduction of the
evidence as well as the posterior PDF of each single latent variable. The focus of this
section is on fulfillment of two basic inference tasks, namely the parameter estimation and
model selection, based on the deducted information.
2.4.1 Parameter Estimation
In an inverse problem, the presence of random noise in the measured data complicates the
retrieval of the parameter. With finding the exact solution of the inverse problem being
infeasible due to observations’ random noise, the only choice is to estimate for them.
The estimation process is thus an optimization problem to find the most appropriate
parameters fitting the inverse problem.
Figure 2.18: Inverse problem and estimation as the solution; the random noise im-
posed by the measurement system complicates the modeling of the physical process
behind the measured data
Different criteria for the optimization problem open the vistas to different estimation
methods. In a mathematical sense, the criteria for the optimization problem is minimiza-
tion of a cost function for the estimation error, which gives rise to Minimum Mean Square
Error (MMSE) estimators:
xˆMMSE = argminx{E[(x− xˆ)2]} (2.36)
With E defined as the expectation or the first moment of the squared error.
In a probabilistic sense, the optimization criterion is defined as maximization of the prob-
abilities. The target probability function can be the likelihood of the data given the
parameters which leads to the frequentist method of Maximum Likelihood Estimation
(MLE):
xˆMLE = argmaxx{f(Y |X,M)} (2.37)
An alternative to MLE is the Bayesian approach that provides the complete picture of
the probabilistic model by introducing the prior knowledge about the parameters to the
estimation scheme. The Bayesian estimation is based on the Bayes’ theorem and attempts
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to maximize the posterior likelihood to find the Maximum A Posteriori (MAP) estimation
of the parameters:
xˆMAP = argmaxx{
f(Y |X,M)f(X|M)
f(Y |M) } = argmaxx{f(X|Y,M)} (2.38)
The presence of prior probability discriminates the MLE and MAP estimators. Naturally,
in presence of a non-informative prior, as a uniform PDF, the two estimators are equiva-
lent.
Having the complete marginalized posterior PDF of each single parameter from the soft-
ware, the MAP estimate is simply found by the maximum of this PDF. In order to boost
the accuracy of peak retrieval and to have an assessment of the precision of estimated
value, a Gaussian curve is fitted around the maximum of the histogram. The mean and
standard deviation of the fitted Gaussian function indicate the MAP estimate of the pa-
rameter and the estimation precision, respectively.
xˆMAP = µ
σˆx = σ
Figure 2.19: MAP estimation from retrieved PDF of a single parameter; the fitted
Gaussian curve to the peak of the PDF gives the MAP estimate and the precision
of the estimation
2.4.2 Model Selection
Up to this point, only one model was considered for evaluation of the data. In practical
modeling problems, a finite set of models is proposed to retrieve the information from the
data. The model selection is regarded as the methods for decision on the optimum model
which can best retrieve the information.
The proposed models could be from the same family with different number of parameters,
such as determination of number of significant parameters in linear regression or polyno-
mial fit problems or completely different types of models.
To explain the methods of the model selection, assume the simple linear regression prob-
lem:
Y = x0 +mx1 +m
2x2 + . . .+m
kxk (2.39)
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The question which model selection answers in this case is: what is the optimum K which
can best describe the underlying information behind the observed data. Two contradictory
criteria complicate the answer:
1. The accuracy of the model fit to the data, the quantity which is referred to as
goodness of fit and can be interpreted as the likelihood of the data given the model
i.e. f(Y |X(K), K)
2. The model complexity which can be translated into the number of parameters that
describe the model, here denoted by K
Increasing the model complexity leads to better goodness of fit of the model. The reason
is that the excessive parameters in the model give it the flexibility to describe random
features of the data, which should be attributed as the noise instead of the informative
underlying relation among the data. This problem which is regarded as the over-fitting
or over-parameterization must be avoided by a suitable model selection criterion.
To set a compromise between the model complexity and the goodness of fit, the likelihood
is penalized for the complexity of the model. The penalized likelihood model selection
methods are generally formulated as:
Mˆ(Kˆ) = argmaxX(K){ln(f(Y |X(K),M(K)))− C(M(K))} (2.40)
The term C(M(K)) is the penalization term also known as the Ockham’s factor. A
number of criteria can be found in the literature that follows the penalized likelihood
scheme. These methods are mainly distinguished by the defined penalization term. Com-
mon examples of these criteria are: Bayesian Information Criterion (BIC) [20], Akaike
Information Criterion (AIC) [21, 22], Minimum Description Length (MDL) [23, 24] etc.
detailed explanation of which are beyond the scope of this section.
The alternative approach to the penalized likelihood is the Bayesian model comparison
[7, 10, 25]. This method is based on the evidence of the model and introduces the prior
probabilities into the decision frame:
Mˆ(Kˆ) = argmaxM(K){(f(Y |M(K)))},
Mˆ(Kˆ) = argmaxM(K){
∫
Ω
f(Y |X(K),M(K))f(X(K)|M(K))} (2.41)
Unlike the previously defined criteria which have an explicit complexity penalty, the Ock-
ham effect here is more subtle: The evidence has the penalization of the model complex-
ity implied in its structure. A complex model increases the likelihood probability in one
hand, while on the other hand it decreases the prior probability of the parameters since
the prior is spread in wider area of the parameter space. In this situation, unless a highly
informative prior is considered, as the dimension of parameter space increases, a smaller
proportion of the prior’s probability mass falls within the region of parameter space in
which the likelihood is significant. Hence the value of the evidence falls and models with
more parameters are penalized [26].
The choice of parameter priors for Bayesian model comparison is a challenge: if the priors
are too diffuse, the penalization term is exaggerated and the simplest model is always
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chosen. Therefore it is important to choose a proper prior to the model. The sensitiv-
ity of the model selection to this choice is discussed in [25]. A variety of strategies are
introduced to choose the prior effectively examples can be found in [25, 27, 28]. In the
proposed software, the problem of non-informative priors is handled via the importance
resampling in the SIR. The resampling step helps in concentration of the joint posterior
PDF on the informative part of the prior, thus preventing the unnecessary diffusion of
the initially defined prior from degrading the evidence.
Chapter 3
Demonstrative Applications in
Persistent Scatterer Interferometry
Two applications have been considered and tested in the PSI framework to demonstrate
the performance of the developed software in different inference tasks. Prior to describing
the applications, a short overview of the PSI is provided in the first section; with the
motivation of the two applications reviewed at the end of this section. The SAR signal
statistics are then reviewed in the second section as a required background information.
Each of the applications is then formulated in a probabilistic model and treated with the
Bayesian inference. The performance of the algorithms is evaluated using synthesized
data and finally the methods tested on TerraSAR-X data.
3.1 Introduction to Persistent Scatterer Interferom-
etry
Invented at Politecnico di Milano (POLIMI) in the late 1990s, the PSI is at the mo-
ment the most practical approach in retrieval of geodynamic signal from the time series
of radar interferometric phase with accuracy in the regimes of millimeter [3]. From the
advent of PSI to date, a number of scientific teams around the world have developed
practical frameworks based on the same initial idea.
To clarify the strength of the PSI over other conventional InSAR methods, it is necessary
to start from the characteristics of the interferometric phase. Radar interferometric phase
is caused due to the difference in measured distances of a scatterer on the ground to the
radar sensors in two different acquisitions. This difference is related to the topography of
the scatterer [1]. The change in the topography can be monitored by time series analysis
of the interferometric phase. However, the superposition of other temporal and spatial
signals on the topographic signature complicates this analysis. The interferometric phase
is comprised of the following contributions:[29]
φik = φtopo + φdefo + φscat + φorbit + φatm + φnoise +N · 2pi (3.1)
• φik: The interferometric phase obtained from the interferograms. Interferogram is
the phase difference of a reference complex image (ui), called master and a secondary
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complex image (uj), known as slave that is acquired at a different time and/or from
a slightly different orbital position:
φik = ui · u∗k (3.2)
• φtopo: The phase induced by terrain topography. The height to phase conversion
factor (β) links the topographic height to the corresponding part of the phase:
φtopo =
−4pi
λ
· Bprep
R. sin θ
· h = β · h (3.3)
In here, Bprep is the perpendicular baseline between the two acquisitions, R, the
master slant range and θ is the radar incidence angle at master position.
• φdefo: The phase induced by terrain deformation in time interval between the master
and slave acquisitions. Deformation imposes range difference (∆r) in the radar
line of sight direction which is linked to the interferometric phase by the following
relation:
φdefo =
−4pi
λ
·∆r (3.4)
The deformation signal is decomposed into a linear combination of basis functions
of the form:
∆r =
D∑
d=1
αd · pd(t) (3.5)
In which pd(t) is the polynomial of order D as a function of time, and αd is the
amplitude of this polynomial. Although in general any basis function may be con-
sidered in deformation modeling, usually a linear deformation model is considered:
∆r = α(x) · T = vLOS · T (3.6)
In here, T is the temporal baseline, and velocity of deformation in the line of sight
(vLOS) is the target of estimation.
• φscat: The object scattering phase related to the path length traveled in the resolu-
tion cell. This component is the cause of temporal and geometrical decorrelation in
interferograms
• φorbit: The phase induced by inaccuracies in the orbit determination of the sensor
• φatm: The atmospheric phase accounting for the signal delays caused in propagation
path through the troposphere and partially through the ionosphere [2]
• φnoise: The additive phase noise
• N · 2pi: The ambiguous integer cycles of phase which are not contained in the
observation and retrieval of which is in the context of phase unwrapping [1]
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The temporal and geometrical decorrelation as well as the atmospheric induced signal
path variations are the main limits in conventional interferometric approaches in retrieval
of deformation signals [6]. The PSI technique overcomes these limits by two distinguished
strategies: [3, 29]
1. Restriction of interferometric analysis to the coherent radar scatterers with maxi-
mum phase stability to eliminate the effect of geometrical and temporal decorrelation
2. Consideration of the atmospheric induced signal in the observation model in order
to separate this error source from the interferometric phase
In the gist of it the PSI is a spatiotemporal analysis. In the temporal dimension, interfero-
metric phase is obtained by interferogram formation between all available acquisitions and
a single master scene. As opposed to the conventional interferometric methods, quality
of the interferograms is not compromised by the single master strategy. This is because
merely a sparse distribution of point wise coherent scatterers, known as PS, is considered
in the analysis, for which the phase behavior is stable regardless of the temporal and
spatial baselines between the acquisitions. The achieved interferograms are later refined
by subtraction of the topographic phase modeled from a coarse Digital Elevation Model
(DEM). Result is the differential interferograms from which the major part of the topo-
graphic signal is eliminated. The residual topographic phase is later modeled together
with the deformation signal parameters.
In the spatial dimension, the difference between the differential interferometric phases of
the nearby PS candidates further decreases the undesired signals [30]. Specifically the
atmospheric signal is considerably reduced in this manner since it is spatially correlated
in the distance of approximately 1 kilometer [31]. The resulted spatiotemporal differential
phase is the initial observation for retrieving the deformation signal.
Having this broad overview of PSI, a more detailed explanation of the framework is pro-
vided based on the German Aerospace Center (DLR)- developed PSI module integrated
in the GENEric System for Interferometric SAR (GENESIS). PSI-GENESIS module is
proved to be a robust processing chain and has been chosen as the reference for validation
of products of different PSI operational service providers [32].
3.1.1 The Persistent Scatterer Interferometry Framework
The aim here is to give a short review of different processing levels of the DLR’s PSI-
GENESIS processing chain. An elaborative explanation of each step is provided in [29].
The general steps are summarized in Fig. 3.1 with the explanations coming in the follow-
ing:
Interferogram formation
As mentioned, PSI interferometric stacking is carried out using a single master scene.
The master scene is selected by maximizing the expected stack coherence. The stack
coherence is defined based on the temporal and spatial baselines and the mean Doppler
centroid frequency difference between the pairs of master and slaves [29]. After selection
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Figure 3.1: Overview of the PSI-GENESIS persistent scatterer interferometry
framework [modified from Adam et. al., 2004]
of the master scene, all Single Look Complex (SLC)s are coregistered to it. The coreg-
istered SLCs are then resampled to and paired with the master to form the interferograms.
Differential Interferograms
At this step the observation geometry of radar acquisition is simulated. The precise orbit
parameters as well as a coarse DEM are used to simulate the topographic phase between
the interferometric pairs. The simulated phase is then eliminated from the interferometric
phase to form the differential interferograms.
Even a highly accurate DEM does not guarantee the complete removal of the topographic
phase as the phase centers of the PS points are not known in advance. The residual to-
pographic phase is later considered in the estimation step and provides the refined DEM.
Thus, the accuracy of the DEM is not critical.
Detection of Persistent Scatterers
From all the pixels of the differential interferograms, deformation analysis is restricted to
persistent scatters i.e. the sparse points with long time stable back scattering behavior
such as man-made structures. The detection of PSs is possible via time series analysis
on the amplitude of the SLCs, since the amplitude is almost insensitive to most of the
phenomena contributing to the phase content [3]. The quantity that can be inferred from
the amplitude time series and be related to the stability of the interferometric stack is
the SCR of the radar scatterers. The relation between phase dispersion and the SCR is
known to be:[30]
σφ ' 1√
2.SCR
(3.7)
Two methods have been proposed for estimation of the SCR:
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1. Amplitude Dispersion index: is defined as the ratio of standard deviation of the
amplitude stack to mean of the stack and estimates the temporal SCR by: [3]
DA =
σA
µA
; ˆSCR =
1
2.D2A
(3.8)
2. Spatial SCR: uses certain spatial estimation window on the amplitude of each single
SLC and estimates the signal and clutter power of the scatterer inside the window.
This estimation is valid under the assumption that the power of clutter around a
pixel is equal to the power of clutter inside the resolution cell.[33]
Both methods are unbiased estimators of phase dispersion in the high SCR levels, but
when it comes to low SCR levels both underestimate the phase error [30].
Based on the estimated SCR, the PS candidates are detected by applying threshold on
the SCR values. Reasonable threshold is SCR = 2 which allows the phase error of less
than 0.5 radians for the detected PS candidates.
Estimation
Up to this point the differential phase of persistent scatterers are at hand for commence-
ment of the deformation analysis. The differential phase functional model is given by:
φDInSAR = φtoporesi + φdefo + φatmo + φorbit + φnoise (3.9)
In order to further decrease the disturbing signals, the phase difference between the nearby
PS points are considered. Forming this double difference observation, the phase contri-
butions from the orbit and atmospheric effects are eliminated from the differential inter-
ferograms. The resulted relative differential phase is modeled as:
∆φDInSAR = ∆φtoporesi + ∆φdefo + ∆φnoise (3.10)
This observation allows for relative estimation of the deformation parameters as well as
the residual topography.
The estimation is carried out in two levels. In the preliminary level, a reference net-
work of selective PS candidates with high SCR are chosen in a coarse grid of 1 km. The
spatiotemporal processing is performed on this reference network. The arcs between the
selective candidates are formed and the relative parameters are sought by Least squares
AMBiguity Decorrelation Adjustment (LAMBDA) method in the temporal dimension.
The estimated relative parameters are then integrated by a spatial integration based on
least squares adjustment to provide global parameters on each point of the network. A
reference point must be introduced in the network as the starting point of the integration,
the choice of which is critical in the final results of estimation. Usually this point is chosen
in an a priori known geodynamical stable region where the deformation is expected to be
zero. Finally the residuals of the network are exploited in an outlier detection process in
order to eliminate the points with inconsistent estimation results.
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In the final estimation, the remaining PS points are linked to their closest point from the
reference network by a single arc, with their parameters being sought by LAMBDA esti-
mator. Having the absolute parameters of reference points from the preliminary level, the
parameters of the current level PSs are derived through the simple integration between
the two points.
Finally the residual phase after elimination of estimated topography and deformation are
exploited to estimate the Atmospheric Phase Screen (APS). The residual phase contains
the atmospheric and the un-modeled deformation components as well as a white noise.
The atmospheric effects are correlated in space and uncorrelated in time, while the residual
deformation is correlated in time only. Therefore, a spatial low pass filtering separates
the atmospheric phase and a temporal high pass results in separation of the residual
deformations. After retrieving the atmospheric phase on the sparse PS points, the APS
is estimated by interpolation of these values on a regular grid.
3.1.2 Potential Improvements in the Framework
From its advent to date, PSI has been the target of studies for many scientific teams and
a wide range of improvements in the algorithm have been proposed so far. The attempt
here is made to introduce and investigate two specific areas which can be improved in
the framework and to later treat them with the developed Bayesian inference software of
Chapter 2. A short introduction on these two cases is provided in the following.
Importance of coherence of PS points has been justified to this point; still implicit is the
effect of density of these points on the final products of PSI. The PS points are regarded
as the samples for the final PSI products, e.g. APS and deformation map, thus the higher
the spatial frequency of these samples is, the more reliable the recovered signals will be.
A trade off appears between the density of the PSs and their coherence, rendering the
detection of the PSs a critical task. On the one hand the false detection of low coherent
points impose vast computational burden in post process outlier detection methods to
find and discard them, on the other hand discarding the coherent points, as a result of
missed detection, decreases the density of the PSs and leads to information loss. It is the
task of detection criterion to set a balance between these two. Improving this criterion
can therefore lead to integration of more stable points in one hand or reducing the post
processing effort for removal of miss detected points on the other. As discussed in previous
section, SCR is the base criterion in detection. However, the two introduced methods of
SCR estimation, i.e. the amplitude dispersion index and the spatial SCR estimator, are
both biased and underestimate the phase error [30]. In the latter, bias stems from the
fact that the surrounding pixels in spatial estimation window are not perfect representa-
tives for the clutter [29], while in the former it is due to simplification of statistics of the
amplitude stack [3, 34]. Alternative to these two methods, the exact signal statistics can
be considered to estimate the temporal SCR. Formulation and evaluation of this alterna-
tive approach is expanded in section 3.3 as the first application of the Bayesian inference
software.
As previously discussed, PSI is restricted to the pixels with phase coherence over the
entire time series. Although initially vital to the PSI framework, this restriction results in
loss of information in regions where presence of PSs is limited. Relaxing this constraint,
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from stability in the entire interferometric stack to partial stability in a sub-set of stack,
is the second area of focus in this thesis. Inclusion of partially stable points referred to
as Temporal Persistent Scatterer (TPS), in the deformation analysis increases the density
of the PS points and provide new source of information for deformation monitoring [35].
Inference on such scatterers is in the scope of section 3.4.
Both inferences are based on the calibrated amplitude stack, therefore prior to the expla-
nation of these applications an introduction to SAR amplitude statistics is provided in
section 3.2.
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3.2 SAR Coherent Imaging Statistics
Each pixel in a focused complex SAR image represents the superposition of back scattered
signals from all scattering elements falling into the corresponding resolution cell on the
ground, in other words:
z = x+ jy =
M∑
i=1
ai. exp(jφi) =
M∑
i=1
ai cosφi + j
M∑
i=1
ai sinφi (3.11)
With z as a complex value, x and y as real numbers and j as the imaginary unit of the
complex value, i as the index of the sub-scatterers and finally, φi and ai as the amplitude
and phase of the back-scattered signal from each sub-scatterer, respectively. Fig. 3.2.I
visualizes this equation.
Figure 3.2: Observed complex SAR signal model for (I) Distributed scattering
occurred in presence of multiple sub-scatterers inside the resolution cell and (II)
Point scattering occurred in presence of one dominant scatterer (A) and multiple
minor background sub-scatterers (C)
In presence of sufficiently large number of sub-scatterers the central limit theorem applies
and the resulted complex value follows a circular Gaussian process [1], with its probability
distribution function given as followed:
f(z|I¯) = 1
piI¯
exp{−x
2 + y2
I¯
} (3.12)
where, I¯ is defined as the expected intensity of the pixel i.e. I¯ = E{I} = E{(x2 + y2)}.
In order to derive the amplitude statistics from the circular Gaussian process, two ex-
treme scattering scenarios are considered: the distributed scattering versus point scatter-
ing; represented in part (I) and (II) of Fig. 3.2, respectively. The latter is decomposed
into a sufficiently high number of random sub-scatterers within a resolution cell with no
single sub-scatterer remarkably dominating the others. Most natural scatterers such as
forests, agricultural fields, rough water, soil etc. fall into this category for space-borne
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SAR systems. The amplitude of this type of scatterers yield the one-parameter Rayleigh
distribution function: [1]
f(A|σ) =
(
A
σ2
)
exp
(
− A
2
2σ2
)
(3.13)
with amplitude defined as A =
√
I =
√
z2 and expected signal intensity of: I¯ = E{I} =
2σ2.
The second scattering scenario addresses the presence of one dominant point scatterer in
a background of several minor sub-scatterers, as it can be found in artificial objects and
man-made structures of the urban areas. The amplitude in this case is described by the
two-parameter Rice distribution: [3]
f(A|ν, σ) = ( A
σ2
) exp(−A
2 + ν2
2σ2
)I0(
Aν
σ2
) (3.14)
where, ν2 and σ2 represent the intensity of the dominant scatterer and the background
clutter, respectively and I0(.) is defined as the modified Bessel function of first kind and
zero order: [36]
I0(x) =
1
pi
∫ pi
0
exp(j.x. cos θ) dθ (3.15)
Shown in Fig. 3.3, the two introduced amplitude models are the basis for the two pre-
sented applications in the following.
Figure 3.3: PDF of the two introduced amplitude models, (I) Rayleigh PDF with
different σ values (II) Rice PDF with fixed σ and variant ν
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3.3 Detection of Persistent Scatterers
In this section the amplitude time series of the coregistered SAR images is analyzed to in-
fer information about the scattering mechanism occurred in each resolution cell and assess
the coherence of the scatterers. Considering the two models of persistent and distributed
scatterers, the Bayesian model selection helps to decide which scattering model fits the
observed amplitudes. The parameters of the best fit model are then estimated using the
Bayesian approach. Having the model parameters estimated, the SCR is obtained and
finally used as an estimation of phase dispersion. Applying a threshold on the phase dis-
persion the persistent scatterers are selected. These selected PS candidates are the target
for further phase time series analysis of the coherent advanced InSAR techniques.
The detection method based on the Bayesian approach is described in the first section.
In sub-section 3.3.2 relation between the estimated SCR and phase coherence is assessed
and compared to alternative method of amplitude dispersion index using the simulated
data. Finally the established and evaluated method is applied to TerraSAR-X data stack
in sub-section 3.3.3 to test the feasibility of this approach in dealing with real data.
3.3.1 Problem Statement and Solution with Bayesian Inference
Having the stack of coregistered SLCs, the amplitude time series is used on a pixel-by-
pixel basis to perform model selection between two defined extreme scattering models of
Rice and Rayleigh. The Bayesian network corresponding to each of the models is provided
in Fig. 3.4.
Figure 3.4: Bayesian network of two amplitude models; (I) Rayleigh model with
one parameter appropriate for distributed scatterers and (II) Rice model with two
parameters proposed for point scatterers
The black nodes in both networks correspond to the observed amplitude while the red
ones indicate the model parameters. Table 3.1 and 3.2 summarize the characteristics of
assigned PDFs to each type of nodes in the two given networks. In this table A indicates
the vector containing the amplitude stack and stddev is the standard deviation operator.
Table 3.1: Node characteristics of the Rayleigh Model
Node Node PDF Upper Bound Lower Bound
A Rayleigh . . . . . ..
σ Uniform max{A¯}+ stddev{A¯} min{min{A¯} − stddev{A¯}, 0}
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Table 3.2: Node characteristics of the Rice Model
Node Node PDF Upper Bound Lower Bound
A Rice . . . . . ..
ν Uniform max{A¯}+ stddev{A¯} min{min{A¯} − stddev{A¯}, 0}
σ Uniform max{A¯}+ stddev{A¯} 0
Taking each of the models in turn, Bayesian inference is implemented on the amplitude
stacks in a pixel-by-pixel basis. The evidence is calculated for each of the models and
the model with higher evidence is chosen as the more appropriate fit to the observed
amplitude time series. Finally the parameters of the chosen model are estimated by
Bayesian approach. These parameters are the expected signal amplitude for Rayleigh
model, i.e.:
Aˆ = E{A} =
√
2σ2 (3.16)
as well as the expected signal and clutter amplitude in case of Rice model:
Aˆ = E{A} = ν (3.17)
Cˆ = E{C} =
√
2σ2 (3.18)
Having the signal and clutter amplitude estimated for the Rice detected pixels, it is now
possible to calculate the SCR for such pixels.
ˆSCR =
(
Aˆ
Cˆ
)2
(3.19)
Finally detection of PSs is possible by applying threshold on the estimated SCR values.
Although a number of alternative approximation methods are proposed for estimation of
the signal parameters [37], there are two basic advantages in the Bayesian approach over
the analytical approximations:
1. The mathematical complexity as well as computational iterations involved in the ap-
proximation methods are by far more expensive than the proposed Bayesian method
2. Dependent on the complexity of the sub-resolution scattering structure, the marginal
PDF of the dominant signal may be multimodal. In such cases, approximation
methods may falsely fall into the local maximum. On the contrary, having the
complete PDF of the amplitude reconstructed, the Bayesian approach guarantees
to find the global solution to the problem.
3.3.2 Investigation with Synthetic Data
The aim here is to have a performance assessment on the proposed Bayesian SCR estima-
tor on the one hand, and to investigate the relation between the estimated SCR and the
phase stability on the other hand. For this purpose, a stack of N = 50 complex-valued
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observations is synthesized. Assuming a constant coherent signal in decorrelating clutter,
the observations are simulated as:[34]
zi = s+ ni = s+ (xi + j · yi); i = [1, . . . , N ] (3.20)
In which z simulates the recorded SAR complex valued signal in presence of a significant
signal from a dominant scatterer. The complex value is comprised of s as the coherent
signal and ni as the decorrelating clutter, the real (xi) and imaginary (j ·yi) part of which
follow a circular Gaussian random process with standard deviation σn. In this case the
signal and clutter power are derived as A = |s|2 and C = 2σ2n, respectively. For the
experiments, the signal level is set to 1 and the noise standard deviation is varied in range
[0.05, 0.75] in steps of 0.05. For each variation the trial is repeated 400 times. In each
trial, the true phase noise is empirically calculated as the standard deviation of the phase
of the complex stack:
σφ = [
1
N
N∑
i=1
(φi − µφ)2]1/2 (3.21)
Where φi is the argument of the complex values and µφ is the mean of the arguments
in the stack. The SCR is estimated by two introduced methods of Bayesian estimation
followed from Eq. 3.19 and the amplitude dispersion followed from Eq. 3.8. Having the
SCR, the phase noise is estimated using Eq. 3.7. Fig. 3.5 summarizes the result of this
experiment. Revealing lower bias in low SCR values, the Bayesian method is a better
approximation of the phase error compared to the amplitude dispersion index.
Figure 3.5: Comparison between the estimated phase error from the amplitude
time series analysis; the two methods of amplitude dispersion index and Bayesian
estimation are compared against the true phase, the grey line indicates the common
threshold for PS detection (SCR = 2)
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The scatter plot of the estimated versus the true phase noise depicts the result of all trials
in the experiment (Fig. 3.6). The plot reveals that precision of both methods decrease
with phase noise; in other words, both estimators are sensitive to noise in low SCR. This
sensitivity is more pronounced in the Bayesian approach. It is also deduced that the
amplitude dispersion method is more precise while the Bayesian method is more accurate
in estimation of phase variations.
Figure 3.6: Scatter plot of the estimated vs. simulated phase noise using two
methods of (I) Bayesian estimation and (II) amplitude dispersion index; the dashed
line represents unbiased estimation, the Bayesian method is more accurate but less
precise compared to the amplitude dispersion index method
Having evaluated the method, it will be further tested on the real data in the following
section.
3.3.3 Experiment on Real Data
A small test site over the Hohenzollern bridge of Cologne city in Germany is chosen in
this section to investigate the proposed method (Fig. 3.7). The dataset is comprised of
53 high resolution spotlight TerraSAR-X SLCs acquired in time span of March 2009 to
December 2010.
The different scattering phenomena of the test site, ranging from persistent scatterers
in the metallic parts of the bridge to the decorrelating distributed scatterers on the side
walk, make it an interesting region for the experiment.
In the first step of the investigation, model selection is implemented on the stack of
calibrated amplitude in a pixel-by-pixel basis. The SCR is then estimated in the second
step for the Rice classified pixels. Fig. 3.8 is dedicated to the obtained results with (I)
showing the classification map and (II) reporting the estimated SCR. As expected, the
metallic parts of the bridge are mostly detected as Rician scatterers with high SCR while
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Figure 3.7: Test site 1, the Hohenzollern bridge, Cologne-Germany. (I) Optical
image of the site obtained from Google Earth, (II) calibrated multi-looked spotlight
TerraSAR-X amplitude image of 100 SLCs over the test site
the side walk and water parts are rejected for the Rician model.
Figure 3.8: Inference on first test site; (I) Model selection result, classification
between Rice and Rayleigh models, the results obtained for the two samples indi-
cated by cross symbols are studied later (II) Estimation result, SCR of the Rayleigh
scatterers is set to -1
To further inspect the result, two random samples are chosen from the scene: the first
on the metallic bridge, as a perfect representative of Rice-distributed scatterers (Fig. 3.9)
and the second on the edge between the water and side walk which is initially classified
as Rician but finally is estimated to have a very low SCR (Fig. 3.10). These two samples
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are marked in Fig. 3.8.
Figure 3.9: Model fit to the amplitude stack of sample 1; the normalized histogram
of the amplitude stack is overlaid with the PDF of two resulted models (scaled
by factor of 20), the estimated expected signal amplitude of each of the models
is shown with dashed lines. This sample scattering is perfectly described by the
assumed Rice model with a high SCR level and thus is inferred to be a persistent
scatterer.
Figure 3.10: Model fit to the amplitude stack of sample 2; the normalized histogram
of the amplitude stack is overlaid with the two resulted models, the estimated
expected signal amplitude of each of the models is shown with dashed lines. This
example implies that the two assumed models of Rice and Rayleigh do not suffice
for inference on scattering mechanisms involved in the corresponding resolution
cell.
The first sample’s amplitude normalized histogram overlaid with the two fitted models
is illustrated in Fig. 3.9. For visualization purposes, probability values of the two fitted
PDFs are scaled by factor of 20. The estimated signal is indicated by dashed lines in
each of the models. As expected the Rice model is a better fit to the histogram and the
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estimated expected amplitude matches the peak of the histogram; implying a reasonable
model selection and estimation result, respectively.
In contrast to the first sample, inspection of the second sample proves an inappropriate
fit of the models. As shown in Fig. 3.10, the shape of the two functions are identical
and none follows the data histogram; even though the Rice model is able to provide a
better estimation of the expected amplitude compared to the Rayleigh. The reason is
that the two considered extreme scattering cases do not suffice for description of com-
plex scenarios. Hence more complicated probabilistic models are required in such cases,
a thorough review of which can be found in [38, 39]. Later in the next section one further
possibility of such scattering mechanisms is also introduced. Although poor in describing
the behavior of these type of scatterers, the result of the model fit does not lead to miss
detection since the estimated low SCR value prevents the point to be detected as a PS.
As a conclusion, the PS detection is not compromised by this result.
The final step in detection of persistent scatterers is to apply a threshold on the SCR
map. Having set the threshold to 2; equivalent to phase noise of 0.5 radians according to
Eq. 3.7, the final detected PS candidates are obtained. Fig. 3.11 represents the detected
PSs applying three methods of amplitude dispersion index, spatial and temporal SCR
estimation, in all of which the threshold is set to SCR = 2. Note that the PSs detected
by spatial SCR estimation method obtained from the PSI-GENESIS are much lower in
number but much higher in distribution; this is due to the fact that the PSI-GENESIS
software is adapted to concentrate the neighboring PSs on a single point. Therefore as
opposed to the visual results, the number of PSs in this method is much more than the
other two.
Figure 3.11: PS detection results, applying three methods of (I) Bayesian estima-
tion, (II) amplitude dispersion index, (III) spatial SCR estimation obtained from
PSI-GENESIS. The temporal estimator is more conservative in estimation of phase
error
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Comparing the results of these three approaches, it is deducted that the temporal SCR
method is more conservative than its counterparts. This result could be expected before-
hand since the other two methods are known to underestimate the phase error and thus
detect more PSs [30].
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3.4 Inference on Temporal Scatterers
The introduced concepts in the previous section are employed here to perform an infer-
ence on Temporal Persistent Scatterers (TPS). TPSs are scatterers with partial phase
stability in a subset of interferometric stack. Temporal presence of PSs in the data stack
may be resulted from changes in the acquisition geometry or physical changes occurred in
the resolution cell. Construction or demolition of man-made structures as well as partial
snow coverage of point scatterers are common examples of such physical changes [35].
As discussed in sub-section 3.1.1, superposition of various signals in the interferometric
phase complicates the interpretation of such abrupt changes in the phase time series. In
here too, alternative way is to exploit the amplitude information to detect the presence
and specify the point of occurrence of such scatterers. The regular PSI analysis for extrac-
tion of signal of interest can then be performed on the time interval where the resolution
cell acts as a PS.
In a stack of temporally ordered SLCs, the abrupt changes in amplitude level are indica-
tives for occurrence of TPS. Therefore, the TPS analysis is reformulated as detection of
presence of such change points and estimation of their location as a step function. A
number of methods have been proposed so far to handle the change point estimation,
a comprehensive review of which is found in [40]. The focus here is on performing the
change point estimation via the developed Bayesian inference software and to evaluate
the performance of this approach.
The section starts with a general description of change point estimation in case of TPSs,
followed by a feasibility study of the Bayesian method in this context via simulations and
is finalized with the application of the method on TerraSAR-X data.
3.4.1 Problem Statement and Solution with Bayesian Inference
The problem is formulated as amplitude time series analysis on the stack of coregistered
SLCs to detect occurrence of the TPSs and estimate the change points where the scattering
characteristics changes from a PS to DS or vice verse. This goal is achieved in the following
processing levels:
1. Initial classification of the scatterers into Rice and Rayleigh
2. TPS detection by performing model selection on the Rician classified pixels
3. Change point estimation for detected TPSs
Each level is further elaborated in the following:
Initial Classification
In order to prevent an extensive search in the entire image, subsets of pixels which are
improbable to behave as a TPS are discarded in the first level. The model selection be-
tween the Rice and Rayleigh distributions is chosen here as the key for filtering such pixels.
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From experiences with real data, it is observed that in a model selection between Rice
and Rayleigh and in presence of a significant signal in the time series, even in a small
subset of SLCs, the amplitude behavior tends toward the Rice regime. In such cases, the
significant signal amplitude (ν) is estimated to be low and the signal variations in the
amplitude stack is interpreted as high clutter amplitude (σ) (Eq. 3.14). The correspond-
ing SCR value is therefore estimated to be very low (this fact is also observable from
the experiments of sub-section 3.3.2). Consequently, it is fair to assume that there is no
possibility to find TPSs where the amplitude stack is better described by Rayleigh and
finally the TPS analysis is restricted to Rice classified pixels.
It is worth mentioning that this initial model selection does not impose additional com-
putational burden since the resulted evidence in this level is further used in the TPS
detection level as well.
The alternatives for this initial classification might be the spatial SCR estimator or the
amplitude dispersion index. Although the decision on the detection threshold is critical
for both mentioned methods and thus the proposed model selection between Rice and
Rayleigh is preferred.
TPS Detection
In the current step, the Rice classified pixels are tested to detect the TPSs. The behavior
of TPS in amplitude stack is narrowed down to two different scattering cases; fading and
appearance of PSs on a background clutter. As discussed before, the scattering mecha-
nism of PS and DS is described by Rice and Rayleigh distribution, respectively. Therefore
the TPSs are described by conversion from one scattering regime to the other (Fig. 3.12).
Figure 3.12: Simulation of amplitude stack showing the two possible scenarios for
temporal persistent scatterers; The TPS narrows down to appearance or fading of
the persistent scatterers with its change point described by the combination of two
scattering functions
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The detection of TPSs is thus based on a Bayesian model selection between pure Rice
scattering and a combination of Rice and Rayleigh scattering model.
Considering a single change point in the TPS, the model selection is performed by segmen-
tation of the amplitude stack into two parts and fitting the Rice-Rayleigh or Rayleigh-Rice
combined models to the paired segments. The Bayesian networks of these two cases are
provided in Fig. 3.13. The process is mathematically summarized in the following steps:
A = [a1, a2, . . . , aN ] =⇒ s1 = [a1, . . . , aN/2], s2 = [a(N/2)+1, . . . , aN ]
EInitial = p(ν, σ|A,MRice)
EFading = p(ν, σ|s1,MRice)× p(σ|s2,MRayleigh)
EAppearance = p(σ|s1,MRayleigh)× p(ν, σ|s2,MRice)
Emax = Max([EInitial, EFading, EAppearance])
If Emax = EInitial =⇒ No TPS is detected
If Emax = EFading =⇒ Fading TPS is detected
If Emax = EAppearance =⇒ Appearing TPS is detected
Where E denotes the evidence and M represents the model. In case a TPS is detected
the maximum evidence between the fading and appearing models give an initial hint on
the type of TPS, namely fading or appearing scenario, to be further regarded in change
point estimation.
Figure 3.13: Bayesian network of combined scattering scenarios for modeling the
(I) PS appearance and (II) PS fading in the amplitude stack
Change Point Estimation
So far the TPS is detected and its generic type as an appearing or fading PS is specified.
Final step is to estimate the exact change point in which the conversion between the
scattering model occurs. The model selection is used here as well to perform the estima-
tion; the amplitude stack is segmented at different indexes of the stack and the specified
combined scattering model is fitted to the pairs. Finally the change point is estimated as
the segmentation point m that gives the highest evidence:
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A = [a1, a2, . . . , aN ] −→ sm,1 = [a1, . . . , am] sm,2 = [am+1, . . . , aN ]
mˆ = argmaxm{p(x1|sm,1,M1)× p(x2|sm,2,M2)}
In here, xi represents the vector containing the parameters of the model Mi, and models
are chosen between the Rice and Rayleigh according to the type of TPS specified in the
TPS detection step. To further decrease the computational burden, the search for change
point is performed in a coarse and fine step.
3.4.2 Investigation with Synthetic Data
The proposed method is evaluated by simulation of stack of 50 amplitude observations
imitating the fading TPS scenario. The clutter and signal power in Rice and Rayleigh
segments of the stack are kept fixed and variation of change point as well as the SCR of
the TPS is studied in the following.
In the first case, SCR of the Rice segment is varied in the range of 1 to 10 while the
change point is kept fixed and in the middle of the time series. The trial is repeated 50
times and the probability of missed detection of the TPS as well as success rate in correct
estimation of change point is reported. Fig. 3.14 summarizes the obtained results.
Figure 3.14: TPS detection and change point estimation results; impact of SCR
variation on (I) the missed detection rate of the TPS and (II) correct estimation of
the change point
As it is evident, the applied method is quite robust in detecting the presence and type
of the TPS; since the missed detection probability is extremely low for SCR level of less
than 3 and completely improbable for higher SCR levels.
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In the second case the impact of number of observations in the model fit is assessed.
For this purpose, the change point is simulated between the SLC indexes of 1 to 49 in
steps of 2 points while the SCR is set fixed to 5. The trial is repeated 50 times and the
probabilities of missed detection together with the correct estimation rate are reported
(Fig. 3.15). Several points can be deduced from the results:
1. As expected, the number of observations has a direct impact on the performance.
The change points occurring in the middle of the stack are easier to detect and
estimate since nearly equal number of observations are provided for each of the Rice
and Rayleigh fitting.
2. Bearing in mind that the Rice-Rayleigh combination was the simulated scenario, it
is seen that the number of observations is more critical in Rice model fit since the
change points in the beginning of the stack are more difficult to detect. This fact is
related to the complexity of the Rice model compared to Rayleigh.
3. At least 10 observations are required to have an acceptable performance.
4. Comparing the current case with SCR variation results, it is evident that perfor-
mance of the method is more affected by the change point position compared to the
SCR.
Figure 3.15: TPS detection and change point estimation results; impact of change
point variation on (I) the missed detection rate of the TPS and (II) correct estima-
tion of the change point
At last but not least, the computational cost of the approach has also been investi-
gated through the simulations. Results from all the simulated cases reveal that the de-
tection of TPSs and estimation of their change point in the three mentioned levels in
sub-section 3.4.1, takes in average 7 seconds for stack of 50 observations. This result is
obtained using a double-core OptiPlex 740 machine with 8 GB of system memory and
with the IDL language.
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To have a comprehensive evaluation, the method is further applied in analysis of real SAR
data stacks in the next section.
3.4.3 Experiment on Real Data
To justify the importance of TPS detection, a special test site is chosen in this section
for which the TPS analysis is the key method in revealing the deforming signal. The test
site corresponds to the recently constructed Federal Intelligence Service (BND) building
in Berlin, Germany (Fig. 3.16). Due to partial phase stability of the scatterers on the
building structure, the building is completely ignored by the coherent InSAR techniques.
Figure 3.16: Test site 2, optical image of the new Federal Intelligence Service
building, Berlin-Germany November 2012 (Source: Google Earth)
A stack of 79 spotlight mode TerraSAR-X SLCs are acquired over this area. The acquisi-
tion time span is from February 2008 to February 2012, while construction of the building
started around 2009 and still continues to date (2013). Fig. 3.17 shows the estimated
deformation map of the Berlin city processed by PSI-GENESIS, with the BND building
shown to be uncovered by the PSI analysis.
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Figure 3.17: Deformation map of Berlin city estimated by PSI-GENESIS with the
BND building uncovered in the deformation map; being appeared in the middle
of the acquisition period, the scatterers corresponding to the BND building are all
TPSs and therefore are not included in the PSI time series analysis
Figure 3.18: Calibrated multi-looked amplitude of the test site at (I) 10 first SLCs
of the stack acquired in 2008 and (II) 10 last SLCs acquired in 2011-2012
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Applying the TPS detection algorithm on the test site the classification result is obtained.
Fig. 3.19 illustrates the resulted classification map with the three distinguished scattering
type of DS, PS and TPS. As it is seen most of the pixels on the building are detected
as ”appearing” TPSs. A glance at a first and last acquisition amplitude image provided
in Fig. 3.18 validates the detection result. Since in the first acquisitions the test site is a
bare land and in the last ones appearance of the building is evident.
Figure 3.19: Pixel classification resulted from TPS detection; three types of scat-
terers are distinguished: the temporal persistent scatterers coded in blue, the per-
sistent scatterers coded in green and the distributed scatterers, coded in red color.
85.2 percent of the scene is detected to be DS, less than one percent PS and 14.5
percent TPS.
The change point estimation is considered for the detected TPS cells. The change points
are color coded in Fig. 3.20. In this specific test site the change points indicate the con-
struction time of each part of the building. The estimation result provided in Fig. 3.20
shows the building construction progress starting from 2009 to 2012.
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Figure 3.20: Result of change point estimation on the detected TPSs; the change
point implies the construction progress of each part of the building starting from
2009 and continuing until 2012. the marked samples are further inspected.
The detected TPSs with respect to the time of acquisition is summarized in the Fig. 3.21,
the number of TPSs are reported in percentage. The plot implies the start of the building
construction at around 2009 which is aligned with the reported progress of the building.
Figure 3.21: Percentage of detected TPSs versus acquisition time of the SAR im-
ages; the bars imply the construction progress of the building over time
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Specified by crosses in Fig. 3.20, three samples are chosen in the scene to be further
inspected. The amplitude time series of these samples together with their estimated
change points are depicted in Fig. 3.22. The visualized results reveal that the change
point estimation is successful, even in challenging cases such as the third sample where
the change points occurred towards the end of stack leaving only 3 amplitude observations
in the segment for fitting the Rician model.
Figure 3.22: Change point estimation results of the three TPS samples specified in
Fig. 3.20; the software performance is satisfactory even in estimation of challenging
change points occurring at the beginning or the end of the amplitude time series
Chapter 4
Concluding Remarks
The current thesis presents the investigation of SAR amplitude time series and its rel-
evance to temporal phase coherence as assistance to advanced InSAR techniques such
as PSI and differential TomoSAR. The involved inference tasks of model selection and
estimation has been carried out using a developed tool based on the Bayesian statistics.
The developed software deals with inverse problems in a well established probabilistic
framework and is adaptable to any defined probabilistic model.
The highlights of the thesis as well as the areas of further improvements are summarized
in the following sections.
4.1 Conclusion and Discussion
Having performed amplitude time series analysis on the simulated as well as the real data,
the following concluding remarks are drawn:
• The amplitude of the SAR complex valued images provides the potential to inves-
tigate the sub-resolution scattering phenomena.
• Phase coherence is the first and foremost criterion for the InSAR techniques. The
phase noise estimation is possible through estimation of the signal parameters from
a considered point scatterer model. Taking this approach, the estimation bias of
the available amplitude-based methods is reduced.
• In the advanced techniques the constraint on the long time phase coherence might be
too strict and lead to loss of information in the final results. Partial phase coherence
of the InSAR stacks can be assessed by considering a combination of scattering
models. The temporal persistent scatterers can be detected and integrated in the
advanced InSAR techniques in order to improve the information content of their
final product.
• The potential of Monte-Carlo based approaches in the solution of Bayesian inference
is proved in the analysis. The analytically intractable or complicated inverse prob-
lems can be formulated and handled via the developed Monte-Carlo-based inference
framework. Compared to the alternative methods, the Monte-Carlo approach is less
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complicated in terms of mathematical manipulation and more accurate in terms of
performance.
4.2 Outlook
The following possibilities are suggested for future extension of the current work:
• Consideration of K-distribution in the scattering model for further classification of
distributed scatterers
• Improvement of the scattering model to infer the number of dominant scatterers in
the resolution cell
• Consideration of multiple change points in the analysis of the temporal persistent
scatterers
• Consideration of numerically stable algorithms in execution of arithmetic manipu-
lation in the Bayesian network to improve the accuracy of evidence calculation in
the model selection
• Integration of outlier detection methods to the Bayesian network in order to mini-
mize the impact of the falsifying observed random variables in the inference
Apart from the aforementioned potential improvements in the content of this work, the
developed Bayesian inference tool opens new opportunities for further applications in the
InSAR techniques. An interesting application could be the model selection between the
relevant deformation models and estimation of nonlinear deformation parameters in the
InSAR stacks.
Appendix A
Overview of the developed Bayesian inference software: The following tables
provide an overview of the modules of the developed software. The modules are listed in
the order they are called by the main routine.
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