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An explicit formula for the mean value of the sum-of-digits function with respect 
to linear recurring sequences is established. Thus a recent paper of J. Coquet and 
P. Van Den Bosch on the Fibonacci number system is extended to the general 
case. Q 1989 Academic Press, Inc. 
1. INTRODUCTION 
For every positive integer n, s,(n) denotes the sum of the q-ary digits on 
n, where q > 2 is a given integer. In a well-known paper H. Delange [3] 
proved 
(1.1) 
where F,, is a continuous and nowhere differentiable function of period 1. 
P. Kirschenhofer and k. F. Tichy [6] proved similar results for Cantor 
digit representations; we also refer to the survey article [S]. In [2] 
J. Coquet and P. Van Den Bosch obtained an extension of (1.1) for the 
Fibonacci number system. The aim of this paper is to consider the more 
general case of digit representations with respect to linear recurrences. Let 
G = (Gk), k= 0, 1, . . . . be a linear recurring sequence (for short 1.r.s.) of 
order d >/ 1 
G k+d=a,G,+,-,+a,G,+,-,+ ... +a&, (1.2) 
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with integral coefficients and integral initial values. For d= 1 we assume 
G,,= 1 and a, > 1. For da2 we assume that the coefficients 
a, >a*> ... 2 ad > 0 are non-increasing and 
l=G,, G,>a,(G,+ .-. +Gkdl) for k = 1, . . . . d- 1 
For an arbitrary positive integer n define L = L(n) by 
GL<nnGL+, 
and put L(0) = 0. Set ([t] denoting the integral part of t) nL = n, 
[I 3 ‘j= Gj and nj-,=nj-Gj.tzj (1 <j< L) 
co=n,. 
(1.3) 
(1.4) 
(1.5) 
Hence we obtain a well-defined representation of any positive integer n in 
the form 
L(n) 
n= 1 E~.G~, (1.6) 
j=O 
the so-called G-ary representation of n with digits sj = .zj(n). Furthermore 
we define 
L(n) 
s(n) = s&n) = C .zj, (1.7) 
j=O 
the sum of G-ary digits of n. In Section 2 we present a detailed investiga- 
tion of G-ary digit representation. In Section 3 we show with the help of 
a result of A. Brauer that the characteristic equation of the 1.r.s. (1.2) has 
a dominating real root a, E (a,, a, + 1). Then we will establish our main 
result 
f c s,(n)=r,logN+E($-f)+O(%$!!~ (l-8) 
n<N 
with a suitable positive constant cG and a bounded function F of period 1 
only depending on the 1.r.s. G. However, in general the function F need not 
to be continuous; the continuity of F depends on very special conditions 
involving the initial values Go, . . . . Gd- r. In Section 4 it is shown that F is 
Riemann integrable but nowhere differentiable. Finally we consider the 
special case of second-order 1.r.s. We will prove that the only 1.r.s. of order 
two such that the remainder function F in (1.8) is continuous is the 
sequence of Fibonacci numbers, G,, 2 = G,, I + G,, Go = 1, G, = 2. 
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2. CHARACTERIZATION OF G-ARY REPRESENTATIONS 
Let N, denote the set of non-negative integers. For u = (u,, . . . . u,), 
v= (u,, . ..) uk) E Nk, write u < v if there exists id k such that uj = uj for all 
1 <j < i but ui < ui [73. We characterize now all sequences of non-negative 
integers which can occur in G-ary representations. 
THEOREM 1. The (t+ 1)-tuple (so, E,, . . . F,)E ,A+’ is the sequence of 
G-ary digits of an integer if and only if 
i EiGi<Gk+l for all Odk<d- 1 (2.1 
i=O 
and 
(E k? . . . . &k-d+l)< (al, . . . . ad) for all d-l<k<t. (2.2 
To prove Theorem 1 we need 
LEMMA 1. Assume that for (E~,E,, . . . . E,)EN~+~ (2.1) and (2.2) hold. 
Then 
i E~G~<G,+~. (2.3 ) 
i=O 
Proof: By (2.1), (2.3) is true for t<d- 1. Let Tad- 1. We proceed by 
induction and assume that (2.3) holds for all 0 < t < T. Let T be the largest 
integer with E, < a,_ T + , and T- d + 1 < r d T. Then by the induction 
hypothesis 
T-1 
C EiG;<G,, 
i=o 
hence, by (2.2) and s, < aTpr+, 
,Ijio &iGi <iz,G,+ ... +E,G,+G,<a,G.+ ... +aT--r+lGr 
<a,G,+ ... +adGTmd+,=GT+, 
Proof of Theorem 1. First we prove that (2.1) and (2.2) are necessary 
conditions. (2.1) follows immediately from (1.4), hence, it is enough to 
prove (2.2). Assume that N=C:,o siGi is the smallest integer for which 
G-ary representation (2.2) does not hold, and let n be the largest index with 
(En% . . . . En-d+ 1) >, (al, . ..- adi (2.4) 
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Then n = t. First assume that n c t and put 
&; = ‘i 
if n<j<t 
0 otherwise. 
Then N’ = N- cfzO E; Gj < N and for its G-ary representation (2.2) does 
not hold, hence, we may assume t = n > d- 1. If (2.4) holds for the G-ary 
representation of N then either 
E I-J .=aj+l for all j= 0, . . . . d- 1, (i) 
thus, N> G,, , by (1.2) and so L(N) > t  + 1, a contradiction; or 
Et-j=Uj+, for all j = 0, . . . . r - 1 (Y < d) 
L,>4+1. 
(2.5) 
If t-r>d, then by (1.2) 
t-r-1 
N=qG,+ ... +~t-rG,-,+ 1 EiGi 
i=O 
d 
>a,G,+ ... +a,+,G,-,+ 1 aiG,-,-I 
i= 1 
d 
> 1 aiGt-i+l=Gt+l. 
i= 1 
In the remaining case, i.e., if t - r < d - 1, we have by ( 1.3) 
r-r-1 
N>a,G,+ ... +a,+,G,-.+a, 1 Gia 5 aiG,-i+,=G,+,. 
i=O i=l 
Hence in both cases L(N) 2 t + 1, a contradiction. 
In the following we will prove the suficiency of the conditions (2.1) and 
(2.2). Let 
N= i .siGi, 
i=O 
and let the G-ary representation of N be given by 
(2.6) 
LfNl 
N= 2’ &Gi. (2.7) 
i=O 
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We have proved above that (EL, . . . . E;(~, ) satisfies (2.1) and (2.2). If t where 
less than L(N), then Lemma 1 would imply 
N= i &iGi<G,+I~GL~N)~L~‘E:Gi=N, 
i=O 1=0 
which is impossible. Changing the roles of L(N) and t we would obtain 
that L(N) < t, which is again impossible. Hence t = L(N). If the two 
representations (2.6), (2.7) of N are not identical, then we may assume 
w.1.o.g. that 
(6 0, . . . . E,) > (Eb, . . . . E;). 
Let k be the largest index such that ei = E: for all i > k and ek > 6;. Then we 
have by Lemma 1 
k-1 
;To E’Gi+EhGk<(&b+l)Gk~EkGk~ i EkGk, i-0 
which implies 
N= i c:Gi< i ciGi=N. 
i=O r=O 
This contradiction completes the proof of Theorem 1. 
For the proof of our main result (1.8) we will need the following 
LEMMA 2. The terms of the 1.r.s. G satisfy the estimates 
Gk>a,G,- 1 for k = d, d+ 1, . . . . (2.8) 
a,G k+d--r + ... +‘hGa<Gk+d-r+l for r = 2, . . . . dandk=O, 1, 2, . . . . 
(2.9) 
Proof: Equation (2.8) is obvious from the recurrence relation. If 
k < r - 2, then (2.9) follows immediately from (1.3). Otherwise we derive 
from the recurrence relation and Gj > 0 (for i E No) 
G k+d--r+l=alGk+d-,+ ‘.. +adGk-r+Iaa,Gk+d&r+ ... 
+ad-,Gk+, +ad(Gk+ ... +G,i-,+,) 
>a,G k+d--r+ ‘.. +adGk. 
Thus the lemma is proved. 
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3. THE GENERAL CASE 
In the following we use the abbreviation 
S(N) = S,(N) = c s&-(n). 
II-CN 
Furthermore d denotes the difference operator 
A =Ed-aalEd- - . . . -a,p, (3.1) 
where E is the usual shift operator defined by Exk = xk + 1. In the sequel we 
use s(n) instead of s&n). 
LEMMA 3. The sequence (S,) = (S(G,)) satisfies a recurrence relation 
A&-A*Gk=Q, (3.2) 
where A* is a suitable difference operator with constant coefficients of order 
<d-l. 
Proof: 
S(Gk + d) = c s(n) 
“<‘ZlGk+d-l+‘Z2Gk+d-2+ ... +adGk 
= 
c s(m+a,G,+d-,)+S(u,G,+,-,) 
m<a2Gk+d-2+ ... +adGk 
= 
c s(m)+a,(a,G,+,-,+ ..’ 
mtqGk+d-2+ ‘.. +odGk 
+adG/c)+S(a,Gk+d-,)~ 
where we have used (2.9). Now we obtain because of (2.8) 
S(a,Gk+,-,)= 2 (S(G,+,~,)+(j-1)G,+,-,) 
j=l 
=alSk+d-l+ 
4(al-l)G 
2 k+d-1. 
Using the argument for r = 2, . . . . d in (2.9) we get 
c s(m) = c 44 
??2-C‘Z,Gk+d-,+ .” +‘ZdGk l<U,+lGk+d-r-l+ .” +adGk 
+a,(%+, Gk+d--r-l+ ... +a,Gk)+S(a,G,+,-r). 
Applying again (2.8), iteration of these arguments yields the desired result. 
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LEMMA 4. The sequence (S,) is explicitly given b-y 
Sk = A,(k) cc'; + ... + AAk) cc);. (3.3 1 
where ~1,) . . . . ud are the distinct roots of the characteristic polynomial of the 
1.r.s. defining G, and Ai (i= 1, . . . . d) are linear polynomials in k. Furthermore 
a, <cc, <a, + 1 and 1> la,\ > ... > ladI. 
Proof. Since two linear difference operators commute, we derive from 
(3.2) 
A2Sk = AA*G, = A*AG, = 0. 
Hence S = (S,) satisfies the linear recurring relation with respect to the 
difference operator A*. Thus we obtain 
Sk = A,(k) N: + ... + A,(k) a;, (3.4) 
where or,, . . . . ~1, are the distinct roots of the characteristic polynomial of G, 
and Ai are polynomials in k of degree < twice the multiplicity of C(~. Let 
p(z)=zd-aa,zd-l- . . . -ad denote the characteristic polynomial of G. 
Then P(al) < 0 and 
P(a,+l)Z(a,+l)d-a,[(a,+l)d~‘+ . . . +l]=l>O. 
Thus P(z) has a real root ~1, in the interval (a,, a, + 1). By A. Brauer [ 1, 
Theorem 21 this root a, is a PV number and P(z) irreducible. This com- 
pletes the proof of Lemma 4. 
Now we are ready to establish our main result. 
THEOREM 2. Let G be a linear recurring sequence as in (1.2). Then there 
exists a bounded periodic,function F of period 1 such that 
& 1 s,(n)=c,logN+F 
n<N 
where aI is the dominating root of the characteristic pol.ynomial of G and co 
is a suitable positive constant. 
Proof. We set N = x.,5=, sjGi in G-ary representation. Then we have 
S(N)= i 1 s(m+ 1 e,G,)= 2 E,(Sj+Gj 1 &k). (3.5) 
,=0m<~,G, /<k<L ;=o jck<L 
641.33.2.II) 
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Now by Lemma 4 we obtain the explicit formulas 
Gj= A;&, + ... + A&&, 
Sj= A,(j) oz{ + ... + A,(j) ajd, 
(3.6) 
where CI, is real and a,>~,>1 > 1~1 > ... >la,l. Furthermore we set 
a=al, X=~i”,Osjiaj, A’=A;, Aj+B=A,(j), and 
S*(X)= i ejd Aj+B+A’ 1 
j=O j-zk<L 
(3.7) 
From (3.6) we immediatly derive 
N= A’X+ O(l), (3.8) 
and by inserting (3.6) into (3.5) 
S(N) = s*(x) + @log N). 
Hence 
WV - s*(x) = * 
N 
Now we set 
Xlog x 
@(X) = S*(X) - A - 
log a * 
(3.9) 
(3.10) 
Then by a simple computation 
@(ax) - a@(X) = S*(aX) - aS*(X) - aAx = 0. 
Therefore, X+X-‘@(X) is a periodic function of log X/log tl with 
period 1. 
In the following we make use of the unique representation of a real number 
y (16 y c a) in a-expansion as considered by W. Parry [7] (for d-tuples u 
and v the notation u < v is used with the meaning of Section 2). We 
introduce an infinite sequence c = (cl, c2, . ..) by 
‘iwdd) if i& O(modd) ci = 
ad- 1 if i z 0 (mod d). 
(3.11) 
LEMMA 5 [7, Theorem 31. Let (b,, b,, . . . ) be a finite or infinite sequence 
of non-negative integers with b, 3 1 such that the sequence c of (3.11) does 
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not coincide with any tail b,, b,, 1, . . . . t 20 of b. Then a necessary and 
sufficient condition for the existence of y E [ 1, a) cl-expansion 
y,bo+&+b’+ . . 
ci Lx* 
(3.12) 
is 
(Lb b,+d-l)<(al,...,ad) n + 12 .-., for all n > 0. (3.13) 
Moreover this u-expansion is unique. 
Putting y = a-Lx with L = L(N) it is plain that 1 6 Y-C a. Thus there are 
uniquely determined b,,, bl , . . . such that (3.12) holds; moreover b,= 0 
for j 2 L and bj = sL -i for j < L (by Theorem 1). Then we have by the 
definition of S*(X) 
_ A log x+ s*(-v - -= 
log cx x 
-A 1% Y --AL+1 f ~~~~~~ 
log c1 Yj=O 
=-- 
Al%Y 
--AL+iLil 
log u Y j=O 
A(L-j)+ B+A’ c b, 
(3.14) 
with 
$(y)= f bjcr-j A’ c b,-Aj+B 
> 
. (3.15) 
j=O h-cj 
Applying the upper bound for the digits bh (following from Theorem 1) we 
immediately obtain that +( y) is bounded. Hence Xt+ X-‘@(X) is a 
bounded function F(log X/log a) with period 1. Thus combining (3.8). 
(3.9), and (3.10) yields 
(3.16) 
which completes the proof of Theorem 2. 
Remark. A very important special case is the case where all coefficients 
of the 1.r.s. are equal to 1. In [4] for the dominating characteristic root 0: 
of such recurrences the estimate 
2-2-d<a<2 (3.17) 
is proved. 
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4. ANALYTICAL PROPERTIES OF [F AND SECOND-ORDER RECURRENCES 
First we investigate the set of discontinuities of the periodic remainder 
function F’. We will show that this set is at most countable. For the proof 
it is sufficient to consider the set D of discontinuities of the function tj 
defined in (3.15). 
By Lemma 5, y E D implies that the sequence c defined in (3.11) coin- 
cides with some tail (b,, b,, 1, . . . ) of the a-expansion of y. Obviously, such 
a coincidence is possible only in countably many cases. Hence D is at most 
countable. By a well-known result on real functions it folows immediately 
that F is Riemann-integrable. Next we prove that F is nowhere differen- 
tiable. We have to show that IJ is nowhere differentiable. Let y E [ 1, a). We 
put y=z,E=,bjcr-jand for ail rn~N: 
y,= c bja-‘, z,= ym+ct-1-y zk = y, + a-2-m 
j-cm 
Obviously, 
IY -Y,l G ca-m, ly-z,l <ca+, Iy-zhl <Cu-m, 
with c ,< a, + 1. Moreover, 
i(zm)-$(Y,)=~++ 1 b,--A(m+l)+B) 
h<m 
$(zl)-$(~,)=a-‘-“(A 1 b,-A(m+2)+B), 
h<m 
whence 
~2ww - 4QYm)) - 4wn) - t4Ym)) = -A-“. 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
If rl/ were differentiable in y, with t,V( y) = a, (4.1) and (4.2) would imply 
cr2(~(z~)-I(l(y,))-ao!-“=o(a-m), 
~2(4en) - Ic/(Ym)) - aa --m = 4a -“I, 
a contradiction to (4.4). Thus the functions + and F are nowhere differen- 
tiable. Hence we have shown the following 
PROPOSITION. The function Ffrom Theorem 2 is Riemann-integrable but 
nowhere differentiable. 
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Next we consider the important special case of binary recurrences: 
G k+2=alG,,l+a2G, with G,= 1, a,Za,>O, G, >a,. (4.5) 
The roots of the characteristic equation of (4.5) are given by 
al + a=a1= fi a =-fi 
2’ 2 2 
with D = uf + 4a,. (4.6) 
Hence, by an easy computation, we have for the coefficient A; of (3.6) 
A’=A;= J- D+2G,-a, a+G,--a, 
2fi = 2c(--a, 
(4.7) 
Next we determine the constant A in A,(j) = Aj+ B (compare to (3.6)). 
For this purpose we consider the system of linear equations in four 
variables A, B, C, E, 
(Aj+B)d,+(Cj+E)$=Si (j=O, 1, 2, 3), (4.8) 
with S, = S(G,). An easy computation gives for the determinant of this 
system the value - a2 D2 and an application of Cramer’s rule yields 
A = - -f$ (cQ(~c(, + ct2) S, - (a, + 201,) S2 + S,). (4.9) 
2 
Obviously, S,, = 0. Using Theorem 1 we find 
s, = 1 s(n) =Gl’G; - I), (4.10) 
n<G, 
s,= 1 s(n)+ 
?l<G2 
(a,+G,-2)+:(3a,--1) 
=a s +a,(a,-l) 
1 1 2 
G,+:(3a,--1). (4.11) 
Now we will establish a necessary and sufficient condition for the con- 
tinuity of the function y5 (and thus also for the continuity of F). Obviously, 
it is equivalent to consider the function 
G(y)= 5 b,aj(A’ c b,-Aj) 
j=O h<j 
for 
y= f b,a-j in a-adic expansion. 
j=O 
(4.12) 
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By Lemma 5, $ is continuous in all points such that no tail of the cr-adic 
expansion of y coincides with (a,, a2 - 1, a,, a2 - 1, . ..). For the points 
y,B+a,+a,-l+al+a,-l+ . . . bt-, 
a’ (y+1 t1’+2 ($+3 
with B=b,+ ...z 
a 
(4.13) 
we obtain (by summing up two geometric series) the cr-adic expansion 
y=B+a-I+‘. (4.14) 
Thus the function 6 is continuous in such points y if and only if the 
expression on the right-hand side of (4.12) attends the same value for the 
sequences 
(b ,I ,..., b,-,,al,az-1,al,a2-1 ,...) (4.15) 
and 
(b o, . . . . b,-, + 1, 0, 0, 0, . ..). (4.16) 
Considering the sequence (b,,) given by (4.15), an evaluation of 3 (after 
some elementary but lengthy calculations) leads to the expression 
B*+- - 
A’a, B 
a’ ( 
1 
942+ 
@,+a,-l)LY-2 
(1 -ct-2)2 
4 -- 
a’ ( 
t &+‘(1 “.12j2) 
+ A’~~+~1)((B,+a,)~+(u1~~~-~:P-2) 
4a2- 1) - 
a 1+1 
with 
(4.17) 
Bt= c bh and B*= 1 bia-i A’ c b,--Ai . 
her j-cl hcj > 
Now we take the sequence (bh)TEO given by (4.16); evaluating 6 in this 
case we obtain the expression 
A(t- 1) 
B*+B,-$-- a’-1 . (4.18) 
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Thus a necessary and sufficient condition for the continuity of 3 is that the 
expressions (4.17) and (4.18) are equal. It follows easily that the coefficients 
of B, (and also of t) are equal in both expressions. Comparing the remain- 
ing terms yields the condition 
A’(l-a*-a,a,)+A(a,or+2a,)=O. (4.19) 
The above arguments also show that under condition (4.19) the function 6 
is continuous even at the boundary of [ 1, a). From (4.7) and (4.9) we 
obtain (using LX, +~(~=a,, c(,c~~= --a*) 
A= -s((-u,a++,)S,+(~-2u,)S,+S,). (4.20) 
2 
Hence (4.19) and some elementary calculations yield 
((x+G,-ui)(l-u2-a,~,) 
-((-u,a+u~-u2)S,+(cc-2u,)S~+S3)=0. (4.21) 
Thus the coefficient of u in (4.21) has to be 0. From this we derive 
l-a*-u,u,-u,S,+S*=O. (4.22) 
Inserting (4.11) leads to 
1 -$z2+$qu,+ 2 ~,(a,-uG =o 1 . (4.23) 
Thus we obtain because of G, >a,, a, <a, 
%(al- 1) 
1 +,+;u~u*+ 2 G, 2 1 ++,(a, -u,)++J, 
21 +?(a:-3)20. 
Hence (4.23) can only hold in the case a, = u2 = 1. Inserting this into (4.20) 
yields S3 = 5. By Theorem 1, one easily obtains that in the case a, = a, = 1 
we have S3 = G: + 1. Therefore (4.23) only can hold if a, = u2 = 1 and 
G, = 2. Thus we have proved the following final result: 
THEOREM 3. Let (Gk), k=O, 1, . . . . be a 1.r.s. of order 2, G,,, = 
a,Gk+, + u,G, with integral coefficients a, aa, >0 and integral initial 
values G,= 1, G,>u,. Then the periodic function F in Theorem 1 is 
continuous if and only if a, = a, = 1 and G, = 2; i.e., G is the sequence of 
Fibonucci numbers. 
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