relationship between fertility and both height and body-mass index, but the precise environmental factors involved in this shift remain to be investigated. Thus, the two phenomena had complementary effects on selection.
The proportion of the total variation in the strength of selection explained by the demographic transition was moderate (up to 19%). Therefore, other unmeasured factors manifestly contributed to year-to-year fluctuations in selection. Nevertheless, the study by Courtiol and colleagues [2] shows that rapid demographic changes in modern human populations can modify selection on phenotypes, in this case body shape. Another recently published important study [16] examined in depth the dynamics of selection on age-specific mortality and fertility (vital rates) and fitness itself during the demographic transition ( Figure 1 ). The author [16] shows how decreasing population growth rate increases the contribution of fertility to the variance in relative fitness, boosting selection on fertility. Importantly, this process is expected to slow down (resist) the pace of the demographic transition when fertility is heritable.
Ultimately, the demographic transition is just one amongst the panoply of new playgrounds offered by the modern human life-style to natural selection. Who knows what other playgrounds can emerge from features such as exposure to new synthetic molecules, large-scale mobility, changing climate, and so forth. And the traits playing the game could be as diverse as cholesterol levels, age at reproduction, body shape, personality, immune defence, or even political choices [2, 4, 5, 18, 19] . Understanding how culture and modern life-style lead to new selective environments should provide major insights into human evolution. The next challenge will be to assess whether selection and evolution can have any concrete impact on human affairs such as public health, demographic forecasts or mate choice. For instance, lingering effects of the demographic transition could impact on the evolution of senescence [16] and perhaps interfere with efforts to slow it down. However, developing realistic predictions won't be easy considering that predicting evolution, even over a short term, is sometimes like trying to square the circle [20] . 1 Neural Circuits: Random Design of a Higher-Order Olfactory Projection A recent study in Drosophila has found that the connectivity between the first olfactory processing center, the antennal lobe, and one of its targets, the mushroom body, is apparently random. This supports the idea that the mushroom body is designed for learning arbitrary odor features.
Gilad A. Jacobson and Rainer W. Friedrich
What design principles underlie the connectivity of neural circuits, and how do they relate to circuit function? One extreme possibility is that synaptic connections are predetermined by innate mechanisms. Such stereotyped connectivity can be useful for processing predictable, biologically relevant inputs that are stable on evolutionary timescales. At the other extreme, connectivity patterns may be random. Random connectivity has computational benefits when dealing with complex or unpredictable inputs and for learning arbitrary combinations of stimulus features [1] [2] [3] . Neurons in the antennal lobe -the first olfactory processing center of insects -project to two target areas: the mushroom bodies and the lateral horn of the protocerebrum. While the lateral horn is thought to mediate innate odor responses [4, 5] , the mushroom body is essential for learning associations between odors and a reinforcer [6] . Physiological results indicate that mushroom body neurons integrate input from diverse combinations of projection neurons in the antennal lobe, which could support the learning of arbitrary olfactory stimuli [7, 8] . A study by Caron et al. [9] now provides anatomical evidence that neurons in the mushroom body receive input from random subsets of projection neurons. This result is consistent with the idea that the mushroom body has evolved to learn associations between arbitrary olfactory patterns and signals that endow these patterns with a value.
In the antennal lobe of insects or the olfactory bulb of vertebrates, odorants activate specific combinations of glomeruli, each receiving input from sensory neurons expressing the same odorant receptor. Neuronal circuits in the antennal lobe and olfactory bulb process these activity patterns and transmit the output to multiple higher brain areas. The antennal lobe of Drosophila contains w50 glomeruli, various types of local interneurons and w150 projection neurons, each associated with a single glomerulus. Projection neurons project in a divergent fashion to w2000 Kenyon cells in the mushroom body (Figure 1 ), as well as to the lateral horn [5, 10] . Odor-evoked activity across projection neurons is rather dense: a large proportion of projection neurons is active for any given stimulus. Activity across Kenyon cells, in contrast, is much sparser, even in response to complex stimuli, and not topographically organized [11, 12] . Furthermore, odor responses of a small, genetically defined subset of Kenyon cells are highly diverse within and across individuals, with no apparent stereotypy [7] . These results indicate that responses of Kenyon cells are not predetermined by innate developmental mechanisms and suggest that individual Kenyon cells receive input from diverse, possibly random, combinations of projection neurons.
To test the hypothesis that Kenyon cells sample from random subsets of projection neurons, Caron et al. [9] anatomically traced the inputs to individual Kenyon cells back to the glomeruli in the antennal lobe. They first visualized the morphology of individual Kenyon cells by photoconversion of photoactivatable GFP. A Kenyon cell has 2-11 dendritic 'claws', each enwrapping a large synaptic bouton of an afferent projection neuron. A dye was electroporated into the volume enclosed by each claw, which labeled one projection neuron per claw in the antennal lobe. Calcium imaging confirmed that the labeled projection neurons were presynaptic to the photoconverted Kenyon cells. The authors then asked whether the combinations of glomeruli associated with individual Kenyon cells follow any rule -anatomical, developmental or functional -that dictates which subsets of projection neurons converge onto Kenyon cells. They found that the distribution of observed glomerular combinations was not significantly different from the null hypothesis of random convergence, concluding that Kenyon cells each receive synaptic inputs from random subsets of 2-11 projection neurons.
What are the computational implications of this connectivity? Activity patterns in mushroom bodies are transmitted to other brain areas not by Kenyon cells themselves, but by w50 output neurons that receive excitatory input from the Kenyon cell population. Synapses between Kenyon cells and each output neuron can undergo activity-dependent synaptic plasticity [13] . Experience may therefore modulate synaptic weights such that learned odors activate specific output neurons, which in turn control a specific behavior [6] . Mushroom body output neurons may therefore classify activity patterns across Kenyon cells by a weighted summation of each Kenyon cell's activity, much like simple pattern classifiers such as perceptrons. Embedding the projection neuron pattern in a sparse, high-dimensional space, as done by Kenyon cells, facilitates pattern classification [1, 10, 14] .
The idea that random and divergent connectivity between projection neurons and Kenyon cells facilitates pattern classification has obvious parallels to machine learning strategies in which input patterns are projected onto a high-dimensional 'feature space' for subsequent linear classification [10, 14] . This idea is also strikingly similar to a theoretical framework developed by Marr [1] for the cerebellum: like Kenyon cells, cerebellar granule cells form an intermediate layer of many local neurons that receive input from small subsets of afferents (mossy fibers) and make plastic synapses onto a smaller population of output neurons (Purkinje cells). Both the mushroom body and the cerebellum are thus characterized by a cascade of divergent and convergent feed-forward connections. Marr [1] suggested that granule cells sample small random subsets of mossy fiber inputs and respond when combinations of these inputs are active. The transformation between mossy fibers and the higher-dimensional granule cell population will then tend to decrease the overlap between activity patterns evoked by different inputs. Such a pre-processing step facilitates pattern classification and is useful just before the layer at which pattern learning occurs.
The results obtained by Caron et al. [9] show that projection neuron-toKenyon cell connectivity is not only divergent but also apparently random, as Marr [1] [10, 12] . In Drosophila, however, it remains formally possible that Kenyon cells are not particularly sensitive to coincident inputs but can respond to input from single projection neurons. If so, the Kenyon cell layer may not separate odor representations by a mechanism similar to Marr's model; rather, it may assist the experience-dependent classification of odors into groups that share biological relevance.
The study of Caron et al. [9] provides a clear example of random connectivity in the brain. Another such example may be the divergent projection from the olfactory bulb to the piriform cortex in vertebrates. Anterograde tracing of projections from individual glomeruli or retrograde trans-synaptic tracing of inputs to small numbers of cortical neurons revealed no detectable order in this projection [15] [16] [17] . Moreover, odors evoke scattered activity in piriform cortex and its teleost homolog without an obvious topographic organization [18, 19] . Piriform cortex therefore shows anatomical and functional similarities to the mushroom body. However, one hallmark of piriform cortex is its extensive association fiber system, which strongly influences responses of cortical neurons [20] but does not seem to have an equivalent in mushroom bodies. Moreover, activity patterns in piriform cortex are not ultra-sparse [18, 19] and the output is not funneled through a small number of output neurons. Computational functions of piriform cortex may therefore differ in important ways from those of the mushroom body.
Additional target areas of the olfactory bulb include the cortical amygdala, which has been implicated in innate responses to odors and may thus be analogous to the lateral horn of the insect brain. Projections to this target area exhibit a coarse topography organized by the innate significance of odors [15, 17] . These findings raise the intriguing possibility that projection of the same neurons can be either random or stereotyped, depending on the functional role of the target area. It will now be interesting to further examine this hypothesis. Explaining the staggering diversity in organismal lifespan and ageing patterns across species, populations and individuals is a challenge of ever-increasing importance in modern biology and biomedicine. By understanding the genetic, cellular and environmental forces responsible for this diversity, we may revolutionise our ability to understand and control the ageing process in our own species, as well as in livestock and companion animals. Evolutionary theory and mounting empirical data suggest that developmental trajectories and growth rates can shape the onset and rate of ageing in later life [1] [2] [3] . Large animal species tend to live longer than small species [3, 4] , although as with all apparently general rules in biology, there are important exceptions: for instance, birds live exceptionally long lives for their body size [2] . Paradoxically, within species the relationship between body size and lifespan shows the opposite trend to cross-species comparisons: larger individuals seem to live short lives. Lower than average body mass and relatively slow growth rate early in life are positively correlated with longevity within several vertebrate species ( [5, 6] but see also [7] ). So how can we explain these complex and at times conflicting patterns?
The magnitude of the within-species variation in size and lifespan seen across dog breeds is particularly striking. Consequently, man's best friend is rapidly emerging as an important study species through which to understand the causes of variation in the ageing process. Through concentrated selection pressure by humans for a range of phenotypic traits over the last few hundred years, over 400 breeds are now described. Dogs show huge variation in body size, with big breeds such as St Bernard being over two-orders of magnitude larger than breeds such as Pekinese [8, 9] . Canine life expectancy is inversely correlated with body mass (Figure 1 ), with differences in lifespan across dog breeds also being dramatic; small breeds typically live much longer than large breeds [8, 9] . While it is well established that big dogs die young, the reasons for this are unclear. Are big dogs simply more susceptible to injury or infection, are they inherently weaker in some way, do they start growing old earlier or simply grow old faster? There is evidence that small and large dog breeds are differentially susceptible to certain diseases [8] , with large dogs being more prone to musculoskeletal, gastrointestinal and neoplastic disorders, and small dogs to endocrine-related disease. Hormonal and genetic factors that have been found to modulate lifespan in model organisms [10] also vary significantly across big and small breeds [9, 11] .
A recent study by Kraus et al. [12] aimed to find out whether the rate of ageing is faster in larger dog breeds or whether they have higher mortality rates irrespective of age. This was done using mortality information, body mass and gender data from 74 dog breeds collected between 1984 and 2004 from North American veterinary teaching hospitals. The explicit, non-mutually exclusive hypotheses they tested were that larger dog breeds die earlier because a) there is an earlier onset of senescence, b) there is a higher minimum mortality hazard or c) there is a greater rate of aging (Figure 2 ). Body mass explained 44% of the variance in mortality risk amongst breeds at the onset of senescence, equating to a reduction in lifespan of one month for The diversity of size and lifespan among dog breeds is remarkable, but it is also well known that larger breeds tend to be short-lived relative to small breeds. (Photo credit: iStockphoto; the authors acknowledge Rob Docherty for collating the data used in this plot.)
