Accurate prediction of maximum scour depth is important for the optimum design of seawall structure. Owing to the complex interaction of the incident waves, sediment bed, and seawalls, the prediction of the scour depth is not an easy task to accomplish. Undermining the recent experimental and numerical advancement, the available empirical equations have limited accuracy and applicability. The aim of this study is to investigate the application of robust data-mining methods including genetic programming (GP) and artificial neural networks (ANNs) for predicting the maximum scour depth at seawalls under the broken and breaking waves action. The performance of GP and ANNs models has been compared with the existing empirical formulas employing statistical measures. The results indicated that both the GP and ANNs models functioned significantly better than the existing empirical formulas. Furthermore, the capability of GP was used to produce meaningful mathematical rules, and an analytical formula for predicting the maximum scour depth at seawalls under breaking and broken waves' attacks was developed by utilizing GP. Key words | artificial neural networks (ANNs), breaking wave, broken wave, genetic programming (GP), scour depth, seawalls different from those of non-breaking waves (Tsai et al. ). Fowler () conducted laboratory studies to investigate scour at the toe of a vertical seawall under the action of
INTRODUCTION
For the case of the non-breaking wave, it is shown that the scour and sediment deposition patterns in front of the coastal structures are governed by the action of standing waves. However, broken wave-induced scour patterns are broken waves. He reported that the scour depth of monochromatic wave terrain exceeded the scour depth associated with the irregular wave terrain, and developed an empirical formula for predicting the maximum scour depth at seawalls by using the irregular wave data set as follows:
where S max is the maximum scour depth, and H 0 and L 0 are, respectively, the wave height and length at the deep water condition, and h toe is water depth at the toe of the seawall.
The above formula was developed based on laboratory tests with constant structure configuration and bed slope, single type of bed sediment, and limited relative water depth at the toe of the seawall (h toe /L 0 < 0.15); therefore, the formula is limited to a small range of data.
Later, Sutherland et al. () performed laboratory measurements to study scour at seawalls with sloping and vertical structure and suggested an empirical formula for predicting the scour depth at seawalls based on Iribarren number, I r , as:
in which,
where H si is the incident significant wave height, L p the spectral peak wavelength, and β is the bed slope. This study showed that with the increase of Iribarren number and bed slope, the relative scour depth increases. It was also indicated that for the broken wave-induced scour, unlike the non-breaking case, the wall slope affects the relative scouring depth adversely. The above empirical formula considers the effects of bed slope, as well as the wave steepness and the type of wave breaking; however, the formula does not account for the relative water depth at the toe of the seawall structure, the bed sediment properties, wall slope, and structure configuration. To verify the developed models, the predicted results were compared with those of the measurements and empirical relations.
GP AND ANN DEVELOPMENT
Genetic programming GP, first developed by Koza () , is a robust method employed for prediction, classification, and function finding.
GP is a generalized form of genetic algorithms (Goldberg ); however, there are differences between GP and GA, due to the nature of data representation and final solutions.
In GP, the individuals are non-linear chromosomes with different sizes and shapes (called parse trees); however, the individuals have linear structures and fixed size in GA.
Moreover, unlike GA and the soft computing methods like ANNs, there is no presumptive structure about the relationship between the independent and dependent variables in GP, but the appropriate objective function and its coefficients and parameters can be determined for any given data set. During the training step, the outcome of GP is called solution, and it is in the form of a parse tree or a mathematical expression, is continually evolving and never fixed.
The GP model has two components: (1) the functional set of operators such as arithmetic operations ( À , þ, ×, ÷), logical functions, mathematical functions ( ffiffiffi x p , tan x, sin h x, x 2 , …) and domain specific functions; and (2) the independent and dependent variables and the random coefficients and the constant values referred to as the terminal set.
GP must accomplish the process of evolution consisting of a step-by-step procedure as below:
1. Creating an initially selected random population of the models (solutions) by randomly picking up the defined variables and operations.
In this step, GP produces a certain number of models (referred to as the initial population) by randomly combining the independent variables, constants, and defined operations.
2. Evaluating the fitness of each model (solution or individual) by using a fitness function like root mean square error (RMSE) and selecting out the parents (the individuals who deserve to yield offspring (new solutions)).
The process of parent selection includes various selection methods, two of which are: ranking in which the models are selected based on their fitness values and better performances, and tournament which is selecting the fittest models as the parents by randomly picking up a certain number of models for special times.
Producing new individuals by applying the GP operators
to the parents.
The most famous operations used in GP are as shown below:
• Crossover: This operation produces two offspring by replacing the two parts (the crossover fragments) of two parents. In other words, the former offspring is produced by replacing the crossover fragment of the first parent with the crossover fragment of the second one (Koza ).
• Mutation: This operation causes a random change in the structure of a parent. In other words, an offspring is produced by removing a random part of a parent (the function or the terminal referred to as the mutation point) and inserting another randomly generated subtree at that point.
• Reproduction: It has an effect on one parent and produces a child. Reproduction is responsible for keeping a parent in the new population without alteration.
4. Repeating the production of offspring by following steps 2 and 3 up to a certain number (the generation number) and
replacing the new offspring with the previous ones.
5.
Iterating the mentioned process (steps 2 to 4) until the termination condition, e.g., the maximum number of generation or fitness function performance, is satisfied
The implementation procedure of GP is represented in Figure 1 . For more information, a good explanation of various concepts of GP can be found in Koza () .
In order to solve a problem using GP, the user must accomplish the following preparatory steps. • Determining the set of terminals that correspond to the independent and dependent variables.
• Determining the set of functions, which is rather challenging since the inappropriate function set may change the problem entity, therefore the function set is based on the previous investigations and existing equations in this study.
• Defining the fitness measure, which evaluates how good a particular evolved model can solve the problem. (In this study, RMSE has been chosen as the fitness function.)
• Determining the controlling parameters, such as the chromosomal architecture, the genetic operators' rates, and the genes linking function.
These parameters can be used to control the run. • Choosing the termination condition for terminating a run and accepting the result. (According to Koza (), a specified maximum number of generations or specified perfect level of performance can be the most proper criterion to stop the current run.)
The functional set and the operational parameters used in the GP modeling during this study are presented in Table 1 .
Other parameters are the default values of version 4.0.954 (Enterprise Edition) of GeneXpro Tools () software application, which is used in this study to evolve the GP models.
Artificial neural networks
ANNs are the new versions of the parallel information processing systems that simulate the human brain behavior to provide a random mapping between an input vector and an output one. Similar to the human brain, which is composed of more than 10 billion interconnected cells (called neurons),
ANNs are composed of a certain number of computational elements called neurons (the detailed information of ANN structure and modeling process is available in the Appendix, available with the online version of this paper).
Rogers & Dowla () proposed the following criteria for the determination of hidden layer neurons' number:
where N H stands for the number of hidden layer neurons, N L is the number of input parameters (here N L ¼ 5), and N TR According to Equations (7a) and (7b), the number of hidden layer neurons must be less than five neurons (N H < 5) for the current study.
Feed-forward network with standard back propagation algorithm is the most commonly used neural network in many studies (Jain & Deo ) . In this study, a three-layer feed-forward network with Levenberg-Marquardt back propagation training algorithm is employed for the prediction of scour depth at seawalls under the broken waves' action.
The optimized network was achieved by decreasing gradient weight and bias learning function. The learning rate and the iteration, resulting from the trial-and-error process, were 0.01 and 1,000, respectively. The log-sigmoid function was also employed in the optimum network as a transfer function.
EFFECTIVE PARAMETERS
By reviewing previous studies of the scour at seawalls due to the broken waves' action, it can be concluded that the broken wave-induced scour at seawalls mainly depends on three distinctive groups of parameters: the incident wave characteristics, the bed sediment properties, and the seawall (structure) configuration. The functional relationship between the maximum scour depth and influential parameters can be given as Equation (8):
where d 50 , G s are the sediment mean diameter and the specific gravity of sediment, respectively, ν stands for the fluid kinematic viscosity, P is the structure permeability index, α is the seawall slope in degree, and U fm is the shear velocity at the undisturbed bed calculated by:
where U m is the maximum wave orbital velocity at the bed just above the wave boundary and f w is the wave friction coefficient.
Regarding the dimensional analysis, the dimensionless form of the effective parameters (Equation (8)) can be expressed as:
where Cr is the reflection coefficient, and H b /L 0 , h b /L 0 , and h toe /L 0 are the normalized breaking wave height, the normalized water depth at the breaking point, and the relative water depth at the toe of the structure, respectively, d 50 /H 0 is the normalized mean diameter of bed sediment, and Ir b is the breaking surf similarity parameter given
. The dimensionless parameters reviewed in Equation (10) 
RESULTS AND DISCUSSION
Available experimental data
The key mechanism of breaking wave-induced scour is completely different from that of non-breaking wave-induced scour. In other words, in order to have a physically sound prediction, only the breaking waves' data set must be utilized for scour due to breaking waves. Therefore, in this paper, only breaking waves' data set is used for developing models with ANN and GP.
The waves' regularity only affects the amount of maximum scour depth, and it does not have any influence on the scour physics. For instance, the maximum scour depths associated with regular waves are larger than those of irregular waves (Sumer & Fredsøe ) . Therefore, both regular and irregular waves are used to develop predictive models in this paper. In brief, in this paper, only the breaking/ broken waves' data set is used for developing models. This data set includes the regular and irregular waves.
According to previously mentioned statements, in this study, the broken or breaking waves data sets of Fowler The data range of modeling parameters for training and testing are presented in Table 2 . The training data sets contain 70% of the whole data (28 data points) and the remaining 30% (13 data points) are employed for testing.
Model assessment
This paper presents both the GP and ANN approaches for predicting the relative maximum scour depth (S max /H 0 ) at seawalls. The models are developed by utilizing different combinations of the governing parameters (Equation (10)). The developed models indicated that the relative scour depth was not sensitive to the normalized mean diameter of the bed sediment (d 50 /H 0 ); moreover, applying d 50 /H 0 as the input parameter led to more complex models with no considerable increase in accuracy. Thus, the effect of sediment size on the relative scour depth is negligible because the range of the sediment size is very low (0.0004-0.0016) in the experimental data set utilized for developing the ANN and GP models. All of the parameters in Equation (10), except the normalized sediment size (d 50 /H 0 ), were used for developing the GP and ANN models.
To achieve the optimum ANN results, the number of hidden layer neurons was determined by a trial-and-error method ( Table 3) formulas used in this paper:
where O i and P i represent the observed and predicted values, respectively, N is the number of observed data, and data points for this range. Empirical equations and soft computing approaches use utterly different mechanisms for developing their final results. Nevertheless, the same trend was also observed in the prediction of the empirical formulas (Figure 3) . Thus, a lack of data points and their low discrepancy for a larger amount of scour depths result in various models' underestimation. (15)) for predicting relative scour depth is as follows: (), the predicted relative scour depths resulting from Equation (15) were reduced by increasing the relative water depth at the toe. Thus, it is obvious that the proposed equation (Equation (15)) is in line with the existing formulas and the developed concepts.
In order to achieve the models' reliability, a box plot of various models' discrepancy is very useful (Etemad-Shahidi & Ghaemi ). As indicated in Figure 8 , it was found that the empirical equations of Fowler () and The influence of the modification procedures on the proposed formula for prediction of S max /H 0 is measured in terms of average percentage change (APC) as:
where (S max /H 0 ) org is the predicted relative scour depth proposed by GP using the original values of the input variables, and (S max /H 0 ) mod is the modified GP predicted relative scour depth due to the variation of a particular variable and N is the number of data points. The procedure is repeated for all of the input variables. The significance of input parameters resulting from sensitivity analysis is presented in Table 5 .
SUMMARY AND CONCLUSION
This study explored the capabilities of GP and ANN methods for predicting the broken wave-induced scour depth at seawalls. The laboratory data sets of Fowler Further analyses of the results reveal that the effect of the normalized mean diameter of sediment (d 50 /H 0 ) on the relative scour depth (S max /H 0 ) was negligible. Therefore, the prediction models were developed utilizing the effective parameters on the relative scour depth (S max /H 0 ) including the relative water depth at the toe (h toe /L 0 ), the reflection coefficient (Cr), the relative water depth at the breaking promising techniques for predicting the broken waveinduced scour at seawalls. However, one of the obvious limitations of this work is that quite a small data set was used. It can be recommended to carry out studies with larger data sets when they become available.
