This paper presents a hybrid metaheuristic approach (HMA) for solving the Unconstrained Binary Quadratic Programming (UBQP) problem. By incorporating a tabu search procedure into the framework of evolutionary algorithms, the proposed approach exhibits several distinguishing features, including a diversification-based combination operator and a distance-and-quality based replacement criterion for pool updating. The proposed algorithm is able to easily obtain the best-known solutions for 31 large random instances up to 7000 variables (which no previous algorithm has done) and find new best solutions for 3 of 9 instances derived from the set partitioning problem, demonstrating the efficacy of our proposed algorithm in terms of both solution quality and computational efficiency. Furthermore, some key elements and properties of the HMA algorithm are also analyzed.
Introduction
The objective of the unconstrained binary quadratic programming problem is to maximize the function:
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where Q = (q ij ) is an n × n matrix of constants and x is an n-vector of binary (zero-one) variables, i.e., x i ∈ {0, 1}, i = 1, . . . , n.
Besides its theoretical significance as a canonical NP-hard problem [13] , the UBQP is notable for its ability to formulate a wide range of important problems, including those from computer aided design [28] , social psychology [21] , traffic management [12, 45] , financial analysis [29, 34] , machine scheduling [1] and cellular radio channel allocation [10] . Moreover, the application potential of UBQP is much greater than might be imagined, due to the ability to incorporate quadratic infeasibility constraints into the objective function in an explicit manner. This re-formulation process enables UBQP to serve as a common model for a wide range of combinatorial optimization problems. A review of additional applications and the re-formulation procedures can be found in [26] demonstrating the utility of UBQP for a variety of applications, such as the vertex coloring problem [27] , the set packing problem [2] , the set-partitioning problem [30] and the linear ordering problem [31] .
Given the relevance of the UBQP across a broad spectrum of problems, a large number of procedures for solving this model have been reported in the literature. Among them are several exact methods using branch and bound or branch and cut (see, e.g., [8, 22, 23, 42] ), but the high computational complexity of UBQP and the breadth of applications it embraces has led to the finding that, apart from isolated cases, problems of sizes larger than n = 100 cannot be solved by these exact methods in a reasonable time.
For larger instances, the exact methods become prohibitively expensive to apply. By contrast, variants of metaheuristic algorithms have been extensively used to solve UBQP and shown to be effective to find high-quality solutions in an acceptable time. Some representative metaheuristic methods include local search based approaches, both direct [9] and using Simulated Annealing [3, 6, 24] ; adaptive memory approaches based on Tabu Search [6, 16, 40, 41] ; population-based approaches such as Evolutionary Algorithms [7, 25, 32, 35] , Scatter Search [4] and Memetic Algorithms [37] ; and specially designed one pass heuristics [17] .
This paper presents a hybrid metaheuristic algorithm for the UBQP, which integrates a tabu search procedure with an evolutionary approach, hence placing it in the category of a memetic algorithm (see, e.g., [38, 39] ). Our proposed algorithm is characterized by several features that enhance its effectiveness. First, we introduce a diversification-guided combination operator based on path-relinking, called DG/PR operator to produce a combination scheme that more fully exploits the problem structure within the present context. Second, the proposed DG/PR operator is jointly employed with the conventional uniform crossover operator of genetic algorithms to generate a diversified set of new solutions. Finally, our algorithm relies on a quality-and-distance replacement strategy for population updates to maintain the population diversity. These features distinguish our algorithm from previous population-based algorithms reported in [7, 25, 35, 37] .
To assess the performance and the competitiveness of our memetic algorithm in terms of both solution quality and efficiency, we provide computational results on the 31 large random benchmark instances with up to 7000 variables as well as 9 instances derived from the set partitioning problem, comparing our outcomes with the best results of the literature.
The remaining part of the paper is organized as follows. In Section 2, the ingredients of our algorithm are described, including the tabu search procedure, the diversification-guided combination operator and the pool updating rule. Sections 3 is dedicated to the computational results. Section 4 investigates several essential components of the proposed HMA algorithm and concluding remarks are given in Section 5.
Hybrid Evolutionary Algorithm

Main Scheme
Hybrid (memetic) evolutionary algorithms are known to be highly effective for solving a large number of constraint satisfaction and optimization problems. By combining the more global recombinant search and the more intensive local search, the memetic framework offers a useful balance between intensification and diversification as a means of exploiting the search space.
In principle, our hybrid metaheuristic algorithm (HMA) repeatedly alternates between a combination operator that is used to generate new offspring solutions and a tabu search procedure that optimizes the newly generated offspring solutions. As soon as an offspring solution is improved by tabu search, the population is accordingly updated based on two criteria: solution quality and population diversity.
The general architecture of the HMA algorithm is described in Algorithm 1. It is composed of four main components: population initialization, a tabu search procedure, a combination operator and a population updating rule Algorithm 1 Pseudo-code of our memetic algorithm for UBQP 1: Input: matrix Q 2: Output: the best binary n-vector x * found so far 3: P = {x 1 , . . . , x p } ← Population Initialization( ) / * Section 2.3 * / 4: for i = {1, . . . , p} do 5:
x i ← Tabu Search(x i ) / * Section 2.4 * / 6: end for 7: x * = arg max{f (x i )|i = 1, . . . , p} 8: repeat 9:
randomly choose two individuals x j and x k from P 10:
x 0 ← Combination Operator(x j , x k ) / * Section 2.5 * / 11: . Starting from an initial random population, HMA uses the TS procedure to optimize each individual to reach a local optimum (lines 4-6). Then, the combination operator is employed to generate new offspring solutions (line 10), whereupon a new round of TS is again launched to optimize the objective function. Subsequently, the population updating rule decides whether such an improved solution should be inserted into the population and which existing individual should be replaced (line 15). In the following subsections, the main components of our memetic algorithm are described in details.
Search Space and Evaluation Function
The search space of our algorithm consists of all the binary n-vectors. Thus, the size of the whole search space equals 2 n . The evaluation function that the HMA algorithm employs is just the objective function f (x) in Eq. (1).
Initial Population
In HMA, the individuals of initial population are generated randomly, i.e., each variable of an individual solution is assigned a value 0 or 1 with equal probability. Then, each individual is further optimized by a TS procedure. Moreover, we take advantage of the initialization step to build a diversified population. A new individual is added to the population only if it is not too close to any of the existing solutions of the population. Otherwise, the individual is discarded and another new individual is generated. The distance threshold for executing this rule is discussed in Section 2.6. Let us mention that in general the initial solutions have limited influence on the solution quality obtained by the HMA algorithm.
Tabu Search Procedure
As demonstrated in [16] and more recently in [20, 40, 41] , TS is one of the most successful approaches for the UBQP. In this paper, we employ a TS algorithm based on a simple one-flip move neighborhood. The one-flip move consists of changing (flipping) the value of a single variable x i to its complementary value 1 − x i . It is clear that the size of this neighborhood is bounded by O(n), i.e., at most n moves are required to go from any solution to any other solution.
For large problem instances, it is necessary to be able to rapidly determine the effect of a move on the objective function f (x). In our implementation, this neighborhood uses a fast incremental evaluation technique introduced in [16] and enhanced in [18] to calculate the cost (move value) of transitioning to each neighboring solution. The procedure maintains a data structure that stores the move value (change in f (x)) for each possible move, and employs a streamlined calculation for updating this data structure after each iteration.
More formally, let N = {1, . . . , n} denote the index set for components of the x vector. We preprocess the matrix Q to put it in lower triangular form by redefining (if necessary) q ij = q ij +q ji for i > j, which is implicitly accompanied by setting q ji = 0 (though these 0 entries above the main diagonal are not stored or accessed). Let ∆ i be the move value of flipping the variable x i , and let q (i,j) be a shorthand for denoting q ij if i > j and q ji if j > i. Then each move value can be calculated in linear time using the formula:
Once a move is performed, one needs just to update a subset of move values affected by the move. Specifically, the following abbreviated calculation can be performed to update the move values upon flipping a variable x i :
We employ the convention that x i represents x i 's value before being flipped.
TS typically incorporates a tabu list as a "recency-based" memory structure to assure that solutions visited within a certain span of iterations, called the tabu tenure, will not be revisited [14] . In our implementation, each time a variable x i is flipped, a value is assigned to an associated record T abuT enure(i) (identifying the "tabu tenure" of x i ) to prevent x i from being flipped again for the next T abuT enure(i) iterations. For the current study, we elected to set T abuT enure(i) = tt + rand(10)
where tt is a given constant and rand(10) takes a random value from 1 to 10.
Our TS algorithm then restricts consideration to variables not currently tabu, and selects a variable to flip that produces the best (largest) ∆ i value. In the case that two or more moves have the same best move value, ties are broken randomly.
Accompanying this rule, a simple aspiration criterion is applied that permits a move to be selected in spite of being tabu if it leads to a solution better than the current best solution. Our TS method stops when the best solution cannot be improved within a given number α of moves and we call this number the improvement cutoff.
Combination Operator
In HMA, we jointly use two kinds of combination operators to generate both suitable and diversified offspring: one is the uniform crossover widely used in the literature; the other is a diversification-guided combination operator proposed in this paper. At each iteration, we randomly choose one of these two operators with equal probability to generate new offspring solutions.
Parent selection
The application of both combination operators used in our algorithm is controlled by the Hamming distance h ij between two parent solutions x i and x j (i.e., h ij equals the number of variables that receive different values in the parents). We require that two solutions chosen as parents must satisfy h ij > h, where h denotes the average distance between pairs of solutions in the population. Therefore, we have h =
h ij , where p denotes the population size.
Uniform crossover
The main idea of uniform crossover is to assign values to the variables of offspring that represent assignments made in common by both parents, and to randomly assign values to remaining variables of the offspring solution [44] . However, the fitness landscape analysis conducted in [37] has shown that in some cases uniform crossover may not be effective for the UBQP problem, since the probability that the offspring is identical to one of the parents after the crossover and local search is high. In order to fix this drawback, we propose the following DG/PR combination procedure to generate offspring whose solution quality and diversity are both reasonably respected.
Diversification-guided path-relinking
Due to the disadvantages of uniform crossover mentioned above, we attempt to design a combination procedure that is able to diversify the search trajectory even after the local search improvement. For this we draw on an instance of the evolutionary path-relinking type of combination (see, e.g., [15] ). The design of our procedure is guided by two main objectives inherent in path-relinking: one is to diversify the search trajectory; the other is to explore new search regions that are promising. For this purpose, we construct an offspring solution by considering both the solution quality and its distance to its parent solutions.
On the one hand, if we could control the distance between an offspring solution and its two parents, it would be possible to generate a diversified offspring relative to its parents. On the other hand, it is useful to take into account the objective function during the construction of the offspring such that it might be able to visit search regions which are different from those containing their parent solutions. Path-relinking is a natural mechanism for integrating these two types of control.
Our DG/PR procedure begins by exploiting the connection between pathrelinking and scatter search, by first producing a basic scatter search combination x 0 = {x 0 1 , . . . , x 0 n } to yield the initiating solution for path-relinking, setting
where
n } are two selected parent solutions. (This commonly used instance of a scatter search combination is also implicitly used as a starting point in [37] .) Let C and N C denote respectively the index set of the common and uncommon variables, i.e. C = {t|t ∈ N, x 
We now take x i and x j as the guiding solutions for x 0 using the customary path-relinking design, where at each step we replace a selected component of x 0 by the corresponding component of x c for c = i or j. By the usual choice rule, we select the component x c t for t ∈ N C that produces a new x 0 with the best objective function evaluation. In addition, we alternate the choice of the guiding solution so that c = i on odd steps and c = j on even steps.
In particular, we first calculate, for each x t , t ∈ N C, a move value g The Pseudo-code of this offspring construction procedure is presented in Algorithm 2. One observes that offspring x 0 generated by this procedure has essentially the same Hamming distance |N C|/2 to its two parents (referring here to the original N C, and rounding |N C|/2 down for one parent and up for the other, as appropriate). Because of the path-relinking choice of a best component to transfer from the chosen x c to x 0 at each step, the resulting offspring x 0 is of relatively high solution quality, and its final separation of |N C|/2 from x i and x j reduces the possibility of repeating its parent solutions after the tabu search procedure.
Population Updating
In the HMA algorithm, when an offspring x 0 is obtained by the combination operator, we improve x 0 by the tabu search algorithm and then decide whether the offspring should be inserted into the population, replacing the worst solution in the population according to a distance-and-quality goodness score function. The main idea is to favor the inclusion of x 0 in the population if x 0 is "good enough" (in terms of its objective function evaluation) and is not too similar to any current solution in the population. The approach of accounting for (and hence avoiding) similarity in population updating is commonly employed in scatter search and path-relinking methods. (See, e.g., the survey 
Select parent x c to be considered: if k is odd, then c = i, else c = j 8:
Rank all g c t values in a decreasing order, where t ∈ N C 9:
Select x t * with the best move value g c t
10:
Copy the value assignment in x c to variable x t * : x 0 t * = x c t *
11:
Update all g c t values (t ∈ N C) affected by the move 12:
N C :← N C − {t * } 13: end for [43] .)
For the UBQP problem, the similarity between two solutions is generally measured by the Hamming distance between two solutions, which is defined as the number of positions at which the corresponding values are different. In other words, it measures the minimum number of flip moves required to change one solution into the other. In this paper, we propose a different type of distance definition for estimating the similarity between two solutions. The basic idea is that, in contrast to treating each variable the same as in the Hamming distance, we account for the importance of the variables when calculating the distance. It is reasonable to think that a variable x i associated with large values of |q ii | and | n j=1 q ij | is more important than another variable associated with small values of these quantities. This idea is also in accordance with the spirit of the basic one-pass heuristic of [17] . In order to make things clearer, we make use of the following definitions: Definition 1. Variable's Importance: The importance of the ith variable x i of a solution x is defined as:
where ϕ is a small constant parameter. In this paper, we empirically set ϕ = 0.2. 
Definition 3. Distance Between one solution and a Population: Given a population P = {x 1 , . . . , x p } and the distance d ij between any two solutions x i and x j (i, j = 1, . . . , p, i = j), the distance between a solution x i (i = 1, . . . , p) and the population P is defined as the minimum distance between x i and any other solution in P , denoted by D i,P :
Definition 4. Goodness Score of a solution for a Population: Given a population P = {x 1 , . . . , x p } and the distance D i,P for any solution x i (i = 1, . . . , p), the goodness score of solution x i for population P is defined as:
where f (x i ) is the objective function value of solution x i and A(·) represents the normalized function:
where y max and y min are respectively the maximum and minimum values of y in the population P . The number "1" is used to avoid the possibility of a 0 denominator. β is a constant parameter and we empirically set β = 0.6 in this paper.
It is clear that the greater the goodness score g(i, P ), the better solution x i . This goodness score function simultaneously considers the factors of solution quality and diversity of the population. On the one hand, we should maintain a pool of elite solutions. On the other hand, we have to emphasize the importance of the diversity of the solutions to avoid a premature convergence of the population.
The Pseudo-code of our pool updating strategy is presented in Algorithm 3. Given an offspring x 0 optimized by tabu search and a population P = {x 1 , . . . , x p }, we use the following rule to decide whether x 0 should be inserted into the population. First of all, x 0 is temporarily inserted into the population P (line 3). Then, the goodness score for each solution x i ∈ P ′ is calculated according to Eq. (9) (lines 4-7) and the worst solution in the original population P (with the smallest value of goodness score) is identified, denoted by x w (line 8). If the goodness score of the offspring solution x 0 is no smaller than that of the worst solution x w , then x 0 will be inserted into the population and replace x w . Otherwise, the worst solution x w is replaced by x 0 with a small probability wp = 0.3 (lines 9-11). This strategy is used to avoid the premature of the population.
Algorithm 3
Calculate the goodness score of x i (g(i, P ′ )) according to Eq. (9) 7: end for 8: Identify the solution with the worst goodness score in the original population P :
x w = arg min{g(i, P ′ )|i = 1, . . . , p} 9: if g(0, P ′ ) ≥ g(w, P ′ ) or rand(0, 1) < 0.3 then 10:
Replace x w with x 0 : P = P ∪ {x 0 }\{x w } 11: end if
Computational Results
In this section, we report intensive experimental results of the HMA algorithm on 40 large and difficult instances available in the literature and compare them with those of the best performing algorithms 1 .
Test Instances
Three sets of test problems are considered in the experiments, in total constituting 40 instances. The first set of benchmarks is composed of 10 large instances of size n = 2500 introduced in [6] and available in the ORLIB [5] . They all have a density of 0.1 and are named by b2500.1,. . .,b2500.10. These instances are frequently used in the literature by many authors, see for instance [6, 24, 36, 37, 40, 41] . Note that the small test instances from the ORLIB whose sizes range from n=50 to 1000 and the similarly small instances from [16] are not considered here, since they present no challenge for the HMA algorithm. Specifically, all their best known objective values can be obtained within 2 seconds by our algorithm. The second set of benchmarks consists of a set of 21 randomly generated large problem instances named p3000.1,. . .,p7000.3 with sizes ranging from n=3000 to 7000 and with densities from 0.5 to 1.0 [40, 41] . The sources of the generator and input files to replicate these problem instances can be found at: http://www.soften.ktu.lt/∼gintaras/ubqop its.html. Experiments reported in [40, 41] showed that these large instances are particularly challenging UBQP problems.
The third set of benchmarks include 9 instances derived from the set partitioning problem, named spp1,. . .,spp9, with variable sizes ranging from 600 to 1000. This set of instances and the best results obtained by CPLEX solver are available at: http://academic.missouriwestern.edu/mlewis14/ProblemSets/su mmary table.htm. For the approach to convert a set partitioning problem into a UBQP problem, interested readers are referred to [30] .
Experimental Protocol
Our algorithm is programmed in C and compiled using GNU GCC on a PC running Windows XP with Pentium 2.66GHz CPU and 512M RAM. All computational results were obtained without special tuning of the parameters, i.e., all the parameters used in our algorithm are fixed (constant) for all instances considered. Table 1 gives the descriptions and settings of the parameters used in the HMA algorithm, where the last two columns respectively denote the settings for the set of 31 random instances and the set of 9 set partitioning instances. Given the stochastic nature of the HMA algorithm, each problem instance is independently solved 20 times.
Computational Results on the Random Instances
Our first experiment aims to evaluate the HMA algorithm on the 31 random instances with 2500 to 7000 variables (the first two sets). The results of this experiment are summarized in Tables 2 and 3 . The stop condition for the 10 Beasley instances is set to be 40 seconds. For the instances with 3000, 4000, 5000, 6000 and 7000 variables, the time limit for a single run is respectively set to be 5, 10, 20, 30 and 50 minutes on our computer. Note that this time cutoff is the same as in [41] , which uses a Pentium III 800 PC and the time limit in [41] was set to be 3 times of the above values (since our computer is about 3 times faster than theirs) 2 . Tables 2 and 3 respectively show the computational statistics of the HMA algorithm on the 10 ORLIB instances with 2500 variables and the 21 large random instance with 3000 to 7000 variables. In both tables, columns 2 and 3 respectively give the density (dens) and the previous best objective values (f prev ). Note that in Table 3 , the best objective values f prev are compiled from Tables 4 and 7 in [41] and Table 8 in [20] . They are the current best known results for these 21 problem instances.
Columns 4 to 9 give our results: the best objective value (f best ), the best solution gap to the previous best known objective values g best (i.e., f prev − f best ), the average solution gap to the previous best objective values g avr (i.e., f prev − f avr ) (where f avr represents the average objective value over 20 runs), the success rate (suc) for reaching the best known results f prev , the best and the average CPU time (seconds) for reaching the best results f best (denoted by t best and t avr respectively) over 20 runs. Furthermore, the last row "Average" indicates the summary of our algorithm's average performance. Table 2 discloses that HMA can stably reach all the previous best objective values for the 10 largest Beasley instances within 22 seconds on average. In particular, our algorithm can reach all the previous best objective values within 3 seconds in the best case out of the 20 runs. Table 3 shows that for the 21 large and difficult random instances, our algorithm can also easily reach the previous best known objective values within the given time limit. The average gap to the previous best objective values (g avr ) is 489.4 for these instances. The average success rate is about 12 out of 20 runs for this set of benchmarks. The average CPU time to obtain the best known objective values is 746.6 seconds. It should be noticed that our computing time to reach the best known objective values is much shorter than those reported in previous studies like [41, 20] .
In order to further evaluate our HMA algorithm, we compare our results with some best performing algorithms in the literature. For this purpose, we restrict attention to comparisons with five methods that have reported the best results for the more challenging problems. These methods are respectively named ITS [41] , MST1 [40] , MST2 [40] , SA [24] and D 2 TS [20] . Table 4 shows the best results of our HMA algorithm compared with the reference algorithms. The results of the first 4 reference algorithms are directly extracted from [41] and those of D 2 TS are from [20] . Note that the results of all these algorithms are obtained under the same time limit. Table 4 displays the solution difference between the best objective values obtained by these 6 algorithms with the best known objective values. The averaged results over the 11 instances are presented in the last row.
¿From Table 4 it may be observed that the HMA algorithm outperforms the 4 reference algorithms, named ITS, MST1, MST2 and SA, in terms of the quality of the best solution. Specifically, these 4 algorithms have an average solution gap from 306.8 to 3634.9, while HMA can find all the best known objective values within the given time limit. Moreover, HMA also performs slightly better than our previous algorithm D 2 TS, which still has an average solution gap of 20.4 to the best known objective values. These results show the efficacy of the HMA algorithm in finding the best objective values.
Computational Results on the Structured Instances
In this section, we test the HMA algorithm on the 9 structured instances derived from the set partitioning problem. The results of this experiment are summarized in Table 5 . The time limit for a single run is set to be 30 minutes on our computer.
In Table 5 , columns 2 to 4 respectively give the density (dens), the best objective values (f prev ) obtained by CPLEX and the MIP gap to the optimal objective value. The 6 instances marked "optimal " are solved to optimality by CPLEX, while for the remaining three instances no optimal solutions can be found by CPLEX when allowing a solution time of 64000 seconds. Columns 5 to 10 give the computational statistics of our algorithm, using the same criteria as in Tables 2 and 3 . Table 5 demonstrates that HMA can reach all the previous best objective values obtained by CPLEX within the given time limit (30 minutes). Moreover, our algorithm can obtain new better objective values for the three instances whose optimal objective values can not be achieved by CPLEX. The average gap to the best known objective values over all the 9 instances is only 143.4 Table 5 Computational results on the 9 set partitioning problem instances. Table 6 , a better value (22335) can be obtained.
HMA Algorithm
and the average success rate is about 10 out of 20 runs. These results further provide evidence of the benefit of our hybrid metaheuristic approach.
Discussion and Analysis
We now turn our attention to discussing and analyzing several important features of the proposed HMA algorithm, including the diversification-guided combination operator, the distance-and-quality population updating strategy and the tradeoffs between the Tabu Search procedure and the combination operations.
Uniform Crossover versus DG/PR Combination
As indicated in Section 2.5.3, the DG/PR combination operator employs a version of path-relinking that alternates between two parent guiding solutions to replace components of the initiating solution. In order to be sure this new operator makes a meaningful contribution, we conduct additional experiments to compare the performance of the DG/PR operator and the uniform crossover operator on the 11 largest random instances with variables from 5000 to 7000 and the 6 difficult structured instances named spp4,. . .,spp9. We implement two variants of the HMA algorithm for this experiment, respectively denoted as HMA dg/pr and HMA ux , where the DG/PR and uniform crossover operators are used separately and the remaining components are kept unchanged.
We run this experiment using HMA dg/pr and HMA ux under exactly the same conditions as before and the results are reported in Table 6 . Once again, the following information is provided for each instance: the best solution gap to the previous best known objective values g best , the average solution gap to the previous best known objective values g avr and the success rate (suc) for reaching the best known objective values f prev over 20 runs.
For the 11 random instances, HMA dg/pr performs better than HMA ux in terms of the best solution gap g best (13.4 for HMA dg/pr against 188.3 for HMA ux ) and the success rate suc (4.9 versus 3.5 over 20 runs) while HMA dg/pr performs worse in terms of the average solution gap g avr (1424.1 for HMA dg/pr against 1018.5 for HMA ux ). In particular, HMA dg/pr fails to reach the best known objective values for 2 instances (p5000.4 and p7000.2), while HMA ux fails for 6 instances. This indicates that HMA dg/pr is superior for finding the best solutions but HMA ux is more stable in its performance in the case of these random problems.
For the 6 structured instances, HMA dg/pr performs better (respectively worse) than HMA ux for 4 (respectively 2) instances in terms of the best and average solution gaps g best and g avr . HMA dg/pr reaches or surpasses the best known objective values for 3 instances (spp4, spp8 and spp9), while HMA ux reaches or surpasses the best known objective values for 2 instances (spp6 and spp7).
In particular, it is remarkable that for spp4 whose optimum is unknown, HMA dg/pr finds an even better objective value than HMA (f best = 22335 against 22174), which already improves on the current best objective value (22095).
These results demonstrate that while uniform crossover has an overall good performance (with better average solution gaps), it may have difficulties in finding the best solutions on both random and structured instances. The design of our DG/PR operator, by contrast, favors the creation of diversified and promising offspring solutions in many situations, though it is less successful in a few cases.
This experiment highlights the complementary nature of the two combination operators and provides an empirical justification of their joint use in the HMA algorithm. From Tables 3 and 5 , we observe that employing these two operators together proves useful for overall performance. 
Population Updating Strategy
In order to evaluate the distance-and-quality based population updating strategy (denoted by DisQual ), we compare it with a popular updating strategy widely used in the literature (denoted by PoolWorst), where the new offspring replaces the worst solution of the population only in terms of the objective function.
The experiments are presented on the large random instance p5000.4 (which proves to be one of the most difficult instances for most algorithms). Similar results are observed on other random and structured instances. The stopping criterion is the number of generations (i.e., the number of applications of the combination operation) which is limited to 300.
We keep other ingredients unchanged in the HMA algorithm and observe two characteristics of the two population updating strategies: one is the best solution gap vs. the number of generations; the other is the population diversity measured in terms of entropy vs. the number of generations. The entropy, taking into account the value of each variable in each individual of the population, is calculated as follows [11] :
where n is the number of variables and n ij is the number of times the variable x i is set to j in the population P . In this definition, entropy(P ) ∈ [0, 1]. 0 indicates a population of identical individuals whereas 1 means that all possible assignments are almost uniformly distributed in the population. Figure 1 shows how the best solution gap (left) and the entropy of the population (right) evolve with the number of generations. We see that the population converges more quickly towards high quality solutions with the distance-andquality based population updating strategy than with the PoolWorst strategy. In addition, the population diversity is better preserved during the evolution process with DisQual than with PoolWorst, which is directly correlated to the evolution of the solution quality.
Therefore, following the theme of scatter search and path-relinking, an efficient population updating strategy is not necessarily a strategy that can quickly improve the whole population but rather is one that ensures a good trade-off between quality and the diversity of the population. In other words, the diversification process introduced in our approach allows the algorithm to benefit from a better exploration of the search space and prevents the population from stagnating in poor local optima. We study now another important aspect of the proposed hybrid algorithm, i.e., the tradeoffs between Tabu Search and the combination operations. In fact, the performance and the behavior of HMA are influenced by the value of the improvement cutoff α of TS. Under a limited computational resource, the improvement cutoff of TS α reflects the relative proportion of combination operations and TS in the algorithm.
In this section, we analyze the influence of the parameter α on the performance of the HMA algorithm. For this purpose, experiments are performed on various instances. We present below in detail the results on a single instance p5000.4, but these results are valid for other cases.
To implement this experiment, we consider 4 different values of the parameter α: α = n, 3n, 5n and 10n. For each of these values, we perform 20 independent runs, each run being given a total number of 10 7 iterations. Figure 2 shows the average evolution of the best solution gaps during the search obtained with these different values for α.
¿From Figure 2 , we first notice that HMA performs much worse with α = n than with other values. Specifically, the solution quality improves only very slightly after the first 2.3 × 10 6 iterations. For α = 3n and α = 10n, the algorithm can still improve the solutions after the first 4×10 6 iterations, but needs more iterations than the case with α = 5n to get the same quality solutions. We observe also that with α = 5n, the average value of g best decreases more quickly at the beginning than other three cases. In addition, the algorithm can reach high quality solutions very quickly and this improvement can last for a long time. Thus, this experiment shows a clear advantage to setting an appropriate value for α in order to achieve a desired tradeoff between intensification and diversification.
Conclusion
In this paper, we have presented the HMA algorithm, a hybrid metaheuristic method for solving the UBQP problem. The proposed algorithm integrates a diversification-guided combination operator for generating offspring solutions and an effective TS procedure. Based on a new definition of the distance between two solutions, HMA uses also a pool updating strategy that considers both solution quality and diversity of individuals.
Tested on three sets of 40 well-known random and structured benchmark instances, we have shown that this hybrid algorithm obtains highly competitive outcomes in comparison with the previous best known results from the literature. For the random instances with up to 7000 variables, the HMA algorithm reaches easily all the previous best known objective values within a short computation time (less than 13 minutes in average on a 2.66GHz PC with 512M RAM). For the 9 SPP instances, we improve the best known objective values for 3 instances whose optimum solutions are still unknown.
Furthermore, we investigated several essential parts of our proposed algorithm, including the diversification-guided combination operator, the distanceand-quality population updating strategy and the tradeoffs between the tabu search procedure and the combination operations.
The success of the HMA algorithm on the UBQP problem reminds us that it is essential to introduce meaningful diversification mechanisms, highlight the tradeoffs between intensification and diversification and incorporate the problem specific knowledge in designing heuristic search algorithms. We anticipate that the exploitation of additional forms of path-relinking and more advanced tabu search mechanisms will provide further gains along these lines. Finally, given that the ideas behind the diversification-guided path-relinking operator and the pool updating strategy introduced in this paper are independent of the UBQP problem, there may be value in examining their application to other binary problems.
