To understand the human response to DNA damage, we used microarrays to measure transcriptional responses of 10 000 genes to ionizing radiation (IR) and ultraviolet radiation (UV). To identify bona fide responses, we used cell lines from 15 individuals and a rigorous statistical method, Significance Analysis of Microarrays (SAM). By exploring how sample number affects SAM, we rendered a portrait of the human damageresponsewithadegreeofaccuracyunmatched by previous studies. By showing how SAM can be used to estimate the total number of responsive genes, we discovered that 24% of all genes respond to IR and 32% respond to UV, although most responses were less than 2-fold. Many genes were involved in known damage-response pathways for cell cycling and proliferation, apoptosis, DNA repair or the stress response. However, the majority of genes were involved in unexpectedpathways,withfunctionsinsignaltransduction, RNA binding and editing, protein synthesis and degradation, energy metabolism, metabolism of macromolecular precursors, cell structure and adhesion, vesicle transport, or lysosomal metabolism. Although these functions were not previously associated with the damage response in mammals, many were conserved in yeast. These insightsreveal new directions for studying the human response to DNA damage.
INTRODUCTION
DNA is vulnerable to the onslaught of a wide variety of DNA damaging agents. Ultraviolet radiation (UV) and ionizing radiation (IR) produce lesions that are representative of many other agents. UV from the sun produces oxidized bases, single-strand breaks and intrastrand cross-links in the form of cyclobutane pyrimidine dimers and (6-4) photoproducts. IR has many sources, including radon decay from the soil and X-rays from medical practice, and induces oxidized bases and breaks in one or both strands of DNA.
UV and IR elicit complex cellular responses involving several signaling pathways (1) . Although some proteins are regulated post-transcriptionally, many are regulated at the level of gene transcription. Transcriptional responses to DNA damage have not been well characterized in mammalian cells. Only about 100 damage-inducible transcripts were identified using methods such as subtractive hybridization or differential display [reviewed in (2, 3) ]. Because microarrays can measure the transcriptional levels of thousands of genes simultaneously, several groups have used microarrays to study the damage response. Responses in yeast (4) (5) (6) (7) and Escherichia coli (8) have been reported. Although many features of the damage response are conserved from micro-organisms to humans (9, 10) , the response in humans will have features not found in yeast or E.coli.
Microarray analyses of the damage response in human cells have been limited by small numbers of samples. The vast datasets generated by microarray experiments must be replicated to ensure statistical validity. Some studies have used only duplicates (11) or no replicates at all (12) . Other studies have included replicates from only one cell line (13) (14) (15) or cells from only one donor (12) , thus failing to account for variation among individuals.
In addition, some studies have employed flawed methods of gene selection. For example, some studies (11, (16) (17) (18) considered a gene significantly induced or repressed if an R-fold change was observed, where R is the ratio of gene expression between two states. This approach does not account for the variation in expression across samples and selects a high percentage of genes with apparent changes in expression that are not statistically significant (19) . Moreover, these analyses are biased toward the detection of highly induced mRNAs. Other studies (15) have accounted for sample variability by utilizing t-tests, but failed to address the problem of multiple hypothesis testing. This problem is particularly vexing when transcriptional responses of thousands of genes are measured simultaneously, because a simple t-test with an apparently stringent requirement such as P < 0.01 will identify hundreds of genes by chance (19) .
To obtain a genome-wide portrait of the transcriptional response to DNA damage in human cells, we used oligonucleotide microarrays to measure the responses of 10 000 genes in cell lines from 15 different individuals. The 15 cell lines served as replicates and allowed us to identify responses that were independent of variations among different individuals. We analyzed the data using a statistically rigorous method, Significance Analysis of Microarrays (SAM), which provided an estimate of the false discovery rate (FDR) for responsive genes (19) . To better describe the transcriptional responses to DNA damage, we utilized novel applications of SAM. We systematically explored how sample number affects the FDR in SAM, and demonstrated that cell lines from 15 different individuals provide an accurate portrait of the transcriptional response to DNA damage. We showed how SAM could be applied to estimate the total number of genes in the genome that respond to DNA damage. Our data permitted us to identify a large number of genes with unprecedented confidence. Several approaches confirmed that our portrait of transcriptional responses was reproducible and accurate. Surprisingly, a majority of the responsive genes proved to be unanticipated.
MATERIALS AND METHODS

Cell lines
Fifteen healthy individuals, ages 21-36, were recruited in accordance with Stanford regulations for human subjects research. The data were originally collected as controls for a study of transcriptional responses in patients with toxicity from radiation therapy (20) . Lymphoblastoid cell lines were established by immortalization of peripheral blood B-lymphocytes with Epstein-Barr virus from the B95-8 monkey cell line. The cells were grown in RPMI 1640 (Gibco) with 15% heat-inactivated fetal bovine serum, 1% penicillin/streptomycin and 2 mM glutamine, and stored in liquid nitrogen.
Treatment of cells with UV and IR
Lymphoblastoid cells were thawed and grown to generate 10 8 cells. The cells were divided into three aliquots for mock, UV and IR treatment. For UV treatment, 5 · 10 7 cells were suspended in phosphate-buffered saline (PBS) at 6 · 10 5 cells/ml to ensure uniform exposure to UV. Aliquots designated for mock treatment and IR treatment were also suspended in PBS during this period to ensure similar treatment. The cells were UV irradiated for 15 s with a germicidal lamp (254 nm) at a fluence of 0.67 J/m 2 /s to a dose of 10 J/m 2 , seeded at 3 · 10 5 cells/ml in fresh media and harvested for RNA 24 h later. For treatment with IR, 4 · 10 7 cells were exposed to 5 Gy IR 20 h after the PBS wash and harvested for RNA 4 h later together with the UV-treated samples.
Microarray hybridization
RNA was labeled with biotin and hybridized to a U95A_v2 GeneChip 1 microarray, according to the manufacturer's protocols (Affymetrix, Santa Clara, CA). This microarray contains 12 625 probe sets representing $10 000 genes. The expression level for each gene was calculated by Affymetrix GeneChip Microarray Analysis Suite software version 4.0. To account for differences in hybridization between different chips, data from hybridizations were scaled to the average of all datasets, as described (19) . The complete dataset is available at http://www.ncbi.nlm.nih.gov/geo/.
Analysis of microarray data
We used the paired data option in SAM (19) to identify the UV and IR response genes. (The Excel plug-in software is available at http://www-stat.stanford.edu/~tibs/SAM/.) The input for this analysis included the mock-treatment versus IR-treatment data to identify the IR-responsive genes, and mock-treatment versus UV-treatment data to identify the UV-responsive genes. Hierarchical clustering (21) used uncentered Pearson correlation and complete linkage clustering, and was displayed using TreeView (http://rana.lbl.gov/EisenSoftware.htm). Biological functions were assigned from published literature, Locus Link (http://www.ncbi.nlm.nih.gov/LocusLink/), and the SOURCE database (http://source.stanford.edu).
RESULTS
Estimate of accuracy in identifying damage-response genes
Because microarray studies probe the entire genome, they often identify genes with surprising functions. Such genes could represent either novel observations or experimental errors. To address this issue, we conducted experiments to ensure that our identification of damage-response genes would be highly accurate. This section describes the results of those experiments.
We established lymphoblastoid cell lines from 15 healthy individuals, 14 of European and 1 of Hispanic descent, and collected RNA from cells 4 h after exposure to 5 Gy IR and 24 h after exposure to 10 J/m 2 UV. The time intervals were based on previous reports showing maximal response to IR (22) or UV (23) at 4 and 24 h, respectively. The UV response is known to be more gradual than the IR response. Cell viability was 97% at 4 h post-IR and 90% at 24 h post-UV by trypan blue exclusion, compared to 98% in mock-treated cells.
It is important to note that the IR and UV responses measured in our experiments reflect changes in transcript levels, which are not necessarily due to the changes in rates of transcription. Indeed, altered transcript levels may also be due to the changes in rates of transcript degradation. For example, UV exposure induces stabilization of c-fos mRNA and other short-lived mRNAs (24) . Our experiments were conducted without inhibiting protein synthesis. Therefore, responses identified in this study include secondary responses, which help to complete the portrait of transcriptional responses. For example, DNA damage induces cell cycle arrest, and many responses in genes involved in cell cycle or proliferation may reflect the altered distribution of cells in the cell cycle following radiation.
We used oligonucleotide microarrays containing 12 625 probe sets to measure the responses in gene expression levels after UV or IR. In some cases, several probe sets corresponded to the same gene, so that the microarrays measured the expression of $10 000 genes. The data were analyzed with SAM, which assigns a relative difference, d(i), for each gene i based on the change in gene expression relative to the standard deviation (SD) of repeated measurements for gene i. 36 probe sets that changed at least 1.5-fold with an FDR of 12%. Two of the thirty-six probe sets were not on the array in the current study. Of the 34 remaining probe sets, 28 (82.4%) were ranked as highly significant in the current study, since they were among the set of top-ranked genes identified by SAM with an FDR of 1.5%. Thus, the FDR provided by SAM in the Tusher et al. study is supported by the current study.
Tusher et al. (19) also tested the validity of SAM by performing northern blots for 20 genes and found a good correlation of the northern blot results with expression of the genes highly ranked by SAM. We compared our microarray results to northern-blot results from Tusher et al. (Figure 1 ) and found an even stronger correlation.
In microarray experiments, increased statistical power from a large number of samples must be balanced against the cost of the microarrays. The effect of sample size on the number of significantly changing genes identified by SAM is thus a critical issue, and has not been addressed previously. We explored how the number of samples influenced the FDR for different numbers of probe sets called significant ( Figure 2 ). We used SAM to search for IR-responsive probe sets, generating an FDR curve for different sets of cell lines, including three non-overlapping sets of 2 samples, three non-overlapping sets of 4 samples, two non-overlapping sets of 7 samples, a set of 10 samples and a set of 15 samples.
Increasing the number of samples increased the stability of the FDR (Figure 2 ). The three sets of 2 samples (2a, 2b and 2c) produced widely divergent FDR curves, while the three sets of 4 samples (4a, 4b and 4c) produced more reproducible FDR curves. Finally, the FDR curves were nearly super-imposable for the two sets of 7 samples (7a and 7b). For the smaller sample sets, the wide divergence in FDR may be due to several factors: inaccurate estimation of experimental error due to the small number of measurements, variations in the human population and the smaller number of permutations available for estimating the true FDR. These problems become less important as the number of samples increases.
Decreasing the threshold parameter D increases the number of genes called significant (19) , but at the cost of a higher FDR (Figure 2 ). Increasing the number of samples permitted identification of an increased number of IR-responsive probe sets for a given FDR. For an FDR of 10%, SAM identified only 110 probe sets from a set of 4 samples, 700 probe sets from a set of 7 samples, 1270 probe sets from a set of 10 samples and nearly 2000 IR-responsive probe sets from a set of 15 samples. Correlation between northern blots and microarray measurements of gene expression. The logarithms of fold-changes R(i) from northern blots for 20 genes were plotted against the logarithms of fold-changes from the microarray measurements in the current study. The northern-blot data were obtained from Tusher et al. (19) . The logarithms of fold-changes from microarray data were obtained by averaging the logarithms of the pairwise fold-changes for all 15 samples. The error flags indicate the SD of the logarithms of the pairwise foldchanges for the 15 samples. Fifteen of the twenty-one (71%) genes plotted had SDs that crossed the line of identity x = y. Four of the genes had low ranks by SAM associated with FDR > 50% (open circles). The squared correlation coefficient R 2 = 0.823 was obtained using the remaining genes, which were contained in the set of genes with FDR < 10%. One gene (cyclin F) is represented by two probe sets on the microarray, and values for both probe sets are plotted (gray circles). One gene was analyzed by quantitative PCR (closed square). Figure 2 . Effect of number of samples on FDR. SAM was used to identify probe sets responsive to IR. The graph shows curves of FDR (expressed as a percentage) as a function of the number of probe sets called significantly changing. Each curve was generated for a given set of samples from 2, 4, 7, 10 or 15 individuals. The sets containing 2, 4 and 7 samples were nonoverlapping. For example, set 7a included seven samples (1-7), and set 7b included seven different samples (8) (9) (10) (11) (12) (13) (14) . Increasing the number of samples led to a dramatic decrease and stabilization in the FDR. Note that SAM sometimes generated anomalously high values for FDR when the number of probe sets called significant was small.
Increasing the number of samples even further would result in a further increase in the number of responsive genes identified by SAM.
IR and UV affect the expression of thousands of genes
Microarray analysis is capable of determining the total number of differentially expressed genes. In particular, SAM can estimate the probability (1 À p 0 ) that a probe set has responded transcriptionally to IR or UV [(25) ; http://www-stat.stanford. edu/~tibs/SAM/]. The estimate for 1 À p 0 by SAM indicated that 24% of genes were IR-responsive and 32% of the genes were UV-responsive. The actual percentage of induced genes may even be slightly higher, since the FDR would be expected to decrease slightly if the number of replicates increases beyond 15 ( Figure 2 ).
To display these estimates graphically, we noted that the net number of responding probe sets is equal to the number of probe sets called significant multiplied by (1 À FDR). When we plotted the net number of responding probe sets versus the number of probe sets called significant, the curve for either IRresponsive or UV-responsive genes rapidly approached an asymptotic value and remained constant over a wide range (Figure 3 ). The total number of responsive probe sets in our microarray experiments was 12 625 · (1 À p 0 ), which was equal to 3030 IR-responsive probe sets and 4040 UV-responsive probe sets. These values closely matched the asymptotic values in the plotted data.
The rapid asymptotic behavior of the curves meant that about half of all responsive genes could be identified with an FDR of only 10%. For an FDR of 10%, SAM identified 1932 IR-responsive probe sets and 3143 UV-responsive probe sets, which are listed in Supplementary Material Tables 1 and  2 . A total of 1111 of these probe sets responded to both UV and IR.
Fold-changes of differentially expressed genes
We examined the magnitude of the changes in the expression for the IR-and UV-responsive genes (Figure 4 ). The great majority of genes called significant with an FDR of 10% changed 1.1-1.5-fold. The histogram showed a dip for genes changing less than 1.1-fold because these changes were usually small relative to the SD of repeated measurements. The d(i) for most of these genes had a small value, and the changes in expression were thus statistically insignificant.
Many microarray studies have attempted to identify genes responding to IR or UV by using the fold-change method. In this method, genes are deemed responsive if their expression changes by 2-fold or even higher (11, (16) (17) (18) . In our study, a 2-fold cutoff would have eliminated 93 and 95% of the genes responding to UV and IR, respectively. In contrast, SAM can identify subtle but statistically significant changes in gene expression.
Identity of damage-responsive genes
To identify genes with statistically significant responses to IR or UV that also have the potential for being biologically meaningful, we applied SAM in conjunction with a 1.3-fold change cutoff. Of course, the choice of a 1.3-fold cutoff is somewhat arbitrary. We could have chosen a more stringent cutoff, but this would have eliminated responses that may prove to be meaningful. For example, the combined responses of a group of genes acting in concert might affect the physiology of the cell, even if each change is less than 2-fold. Indeed, the results discussed below include several sets of genes that can be grouped together in biochemical pathways.
Among genes changing at least 1.3-fold, a total of 526 IRresponsive and 1113 UV-responsive probe sets were associated with an FDR of 10%. The top-ranked 200 IR-responsive probe sets (Table 1 ) and 200 UV-responsive probe sets (Table 2) were associated with FDRs <0.4%. Many were previously known to be IR-or UV-responsive, providing further validation of our results. Because genes were often represented by multiple probe sets on the microarray, several top-ranked genes appeared more than once. For example, four of the six probe sets for TNFRSF6 on the microarray were among the top 200 IR-responsive probe sets identified by SAM (Table 1) .
We categorized the top-ranked damage-responsive genes by function ( Figure 5 ). These genes are discussed in the following section, and a more extensive description is available in Supplementary Material Appendix 1. The IR-and UV-responsive genes had similar distributions among the functional categories. Indeed, 50 probe sets were among the 200 top-ranked probe sets for both IR and UV responses. Interestingly, only 41% of the IR-and UV-responsive genes had functions in the cell cycle and proliferation, apoptosis, DNA repair or the stress response, which are functions previously associated with the DNA damage response. The remaining 59% of genes had functions that have not been well studied in the context of the damage response. Abbreviations: GEF, guanine nucleotide exchange factor; hom., homolog; TNF, tumor necrosis factor. The 200 top-ranked probe sets by SAM with fold-changes greater than 1.3 were organized by functional category. Each gene was assigned to one category, as described in Figure 5 . IR led to induction of a majority of the 200 probe sets (53%). 
IR-responsive genes
Of the 200 top-ranked IR-responsive probe sets (Table 1) , 56 were involved in cell cycle or cell proliferation. Two-thirds of these genes were repressed, including several cyclin genes (A2, B1, B2 and F), cyclin-dependent kinase regulators (CDC20, CKS2 and CDKN3), centromere genes (CENPA, CENPE and CENPF), mitotic kinesin-like genes (KNSL1, KNSL2, KNSL5, KNSL6 and KIF14), mitosis-related kinases (PLK, STK6, STK12, TTK and NEK2) and proliferation genes (myc, ASK and Ki-67). IR induces a complex cascade of events leading to arrest of the cell cycle. For example, post-transcriptional phosphorylation of proteins that regulate the cell cycle occurs within minutes. However, cell cycle arrest must be maintained for many hours to permit the repair of DNA damage. Our microarray results reveal a coordinated dismantling of the cell cycle machinery by transcriptional repression, which may represent a mechanism for maintaining cell cycle arrest. Among the cell cycle or proliferation genes that were induced, some were anti-proliferative (TOB1, BTG1, BTG2 and p21), while others were growth-promoting (granulin, CCNG1 and PTP4A1). These apparently paradoxical results may be due to the fact that the cells were grown asynchronously, and these opposing effects might occur in different subpopulations. Alternatively, cell-cycle checkpoints must be relieved to permit resumption of growth, and the observed responses may reflect both cell cycle arrest and preparation for reentry into the cell cycle in the same cell.
Of the 200 top-ranked probe sets, 18 probe sets representing 15 genes had roles in apoptosis, and all were induced. These included five members of the tumor necrosis factor (TNF)-receptor superfamily and genes that mediate p53-dependent apoptosis. Two of the fifteen genes were anti-apoptotic (PEA15 and DDR1). Thus, as in the case of the cell cycle/ Abbreviations as in Table 1 .
The 200 top-ranked probe sets by SAM with fold-changes greater than 1.3 were organized by functional category. Each gene was assigned to one category, as described in Figure 5 . UV led to inducton of a majority of the 200 probe sets (60%). The bins between 2 and ¥ represent probe sets with more than 2-fold changes. The fold-change was not available (NA) for about 100 IR-responsive probe sets and 200 UV-responsive probe sets, because these probe sets had a negative value for expression either before or after exposure to DNA damage. Relatively few genes deemed significant by SAM had less than 1.1-fold responses even though 43 and 34% of the genes represented on the microarray had fold-changes in this range after IR and UV, respectively.
proliferation genes, opposing effects were observed among the apoptosis genes. Seven genes involved in DNA repair (corresponding to nine probe sets) were induced. XPC, DDB2, PCNA and GADD45A have roles in global genomic repair, a pathway for nucleotide excision repair of non-transcribed DNA. We previously discovered that these genes were induced following IR (19) , suggesting that they may play a heretofore unrecognized role in the repair of IR-induced lesions. Also induced were REV3L, which encodes the catalytic subunit of the lesion bypass DNA polymerase zeta, and Ligase I (LIG1), which functions in base excision repair and DNA replication. In contrast, genes involved in other pathways for repairing IRinduced damage were not affected. IR-induced DNA doublestrand breaks are repaired by homologous recombination or non-homologous end-joining. Although RAD51C was induced, many of the genes involved in homologous recombination (XRCC2, XRCC3, MRE11/RAD50/NBS, BRCA1 and BRCA2) were unaffected by IR. Expression levels of genes involved in non-homologous end-joining (Ligase IV, XRCC4, Ku80, Ku70 and DNA-PK) were also unchanged following IR. Many of the proteins encoded by these genes are regulated post-transcriptionally. For example, DNA-PK brings DNA ends together into a synaptic complex, and then undergoes activation of its kinase to phosphorylate target proteins (26) . Alternatively, many DNA repair genes may have basal levels of expression sufficient for dealing with IR-induced damage.
Seven of the ten genes involved in the cellular stress response were induced. Some (PIG3 and GPX1) deal with oxidative stress, while others encode proteins in the mitogen-activated protein kinase (MAPK) signaling pathway. Several transcription factor genes (STAT3, ATF3, NFkB2 and RELB) were IR-induced, while ETR101 was repressed. Two key genes that signal IR damage, ATM and ATR, showed only minor transcriptional responses.
Many genes had roles in G-protein signaling, which may activate adenylate cyclase to produce cAMP, or activate protein lipase C to produce inositol triphosphate and diacylglycerol. Genes involved in regulating G-proteins were either induced (RGS16) or repressed (RBS19 and GPRK5). Induced genes were involved in phosphatidyl inositol signaling (INPP1 and PIK4CB), diacylglycerol signaling (DGKZ) or cAMP signaling (PRKX and PDE4B). Thus, IR may produce a coordinated response in multiple components of G-protein signaling.
All five genes involved in RNA binding/editing were induced. The APOBEC3C and APOBEC3G genes are structurally and functionally related to the RNA-editing cytidine deaminase gene APOBEC1, which converts cytosine to uracil in apoB mRNA. Recently, these three genes were found to encode a DNA mutator activity, presumably inducing nucleotide substitutions at dC:dG in DNA (27) . All three genes are homologous to AID (activation-induced cytidine deaminase), which converts cytosine to uracil at the immunoglobulin locus, triggering a pathway for somatic hypermutation. Our findings raise the possibility that IR induces a mutator phenotype at other loci targeted by the APOBEC proteins. Indeed, these proteins have distinct local target specificities. IR-induced mutators may promote rapid evolution of the survival of single cell organisms, but they may also amplify the carcinogenic effect of IR in humans.
The protein synthesis and degradation category was primarily composed of IR-repressed probe sets representing ubiquitin carrier or conjugating proteins. Some IR-responsive genes had functions related to energy metabolism, suggesting that cells cope with the effects of damage by altering energy production. Genes affecting the metabolism of macromolecular precursors were involved in the synthesis of nucleotides [thymidylate synthetase (TYMS)], fatty acids (PRKAB1) and tetrahydrobiopterin (GCH1), a cofactor required for the synthesis of aromatic amino acids. The induction of TYMS is notable, since the drug 5-fluorouracil, which inhibits TYMS, is often administered concurrently with radiation therapy to potentiate the anticancer activity of both agents. A group of 12 genes had roles in maintaining cell structure and regulating cell adhesion. Other genes had diverse functions, which included protein transport and targeting (SEC14, TLOC1 and fucosidase), amino acid transport (SLC1A1 and SLC7A6) and immune responsiveness (MHC class I, PTPRCA and cytokine receptor-like factor 3). The probe sets were identified by SAM with the additional criterion that the response to DNA damage was at least 1.3-fold in magnitude. Genes with more than one function were assigned to the more specific category. Thus, genes with antiapoptotic functions were assigned to the 'Apoptosis' category, although they could have been assigned to the 'Cell cycle/proliferation' category. Genes in the 'DNA repair' category were not assigned to the 'Stress response' or 'Cell cycle/ proliferation' categories. The highest specificity categories were 'DNA repair', 'Metabolism of macromolecular precursors' and 'Apoptosis'. 'Signal transduction' was considered to be the least specific category. For example, MAPKAPK2 is involved in signal transduction, but was assigned to 'Stress response.'
UV-responsive genes
Of the 200 top-ranked UV-responsive probe sets (Table 2) , 31 were involved in cell cycle or proliferation. There was a considerable overlap between the IR-and UV-responsive genes in this category. Many genes induced by UV inhibit the cell cycle (p21, TOB1, CCNG1, BTG1, RARRES, S100A11 and RUNX3), and many genes repressed by UV promote cell cycle progression (MCM6, NOLC1, PTMA, DP1, DUSP5, POLA, POLE3, SRM, ODC and AMD1).
Although 17 of the 19 top-ranked apoptosis probe sets were induced, many exert opposing effects. BAX and most of the TNF-related genes are pro-apoptotic, while PEA15, DDR1, TRAF1, BIRC3, IER3 and TAX1BP1 have anti-apoptotic effects.
Five DNA repair genes represented by six probe sets were responsive to UV. Four nucleotide excision repair genes were induced: DDB2, XPC, GADD45 and PCNA. These global genomic repair genes were previously shown to be UVinduced, and were also IR-induced in this study, as discussed above. Other genes with roles in nucleotide excision repair included the transcription-coupled repair genes mutated in Cockayne syndrome, CSA and CSB. These genes were not ranked in the top 200 UV-responsive genes but were present among the genes with an FDR of 10%. Paradoxically, CSA was repressed 1.5-fold and CSB was induced 2.3-fold. This result may reflect an unrecognized role for CSB in dealing with UV damage after the completion of transcription-coupled repair. Another DNA repair gene, O6-methylguanine-DNA methyltransferase (MGMT), was repressed following UV. Inappropriate methylation of guanine to produce O6-methylguanine occurs spontaneously, independently of UV damage. However, the repression of MGMT would promote mutation of dG:dC to dA:dT after the resumption of DNA replication. Perhaps, this response enhances the mutator phenotype proposed above for the APOBEC genes. Several genes with key roles in nucleotide excision repair, including XPA, XPD, XPG, DDB1 and RPA, did not have a biologically significant response, consistent with previous findings that these genes are not regulated transcriptionally.
Ten of the twelve stress response genes were induced by UV. These encoded transcription factors (IRF5, NFkB2 and ATF4), quinone oxidoreductase homolog (PIG3), glutathione peroxidase (GPX1), the antioxidant protein 1 homolog (ATOX1) and heat-shock proteins (HSPB1 and HSPA1A).
Although not among the top-ranked 200 probe sets, ATR was slightly repressed by 1.15-fold following UV, while ATM was slightly induced by 1.17-fold.
Several signal transduction pathways contained UV-responsive genes. Genes involved in Ras or Rho signaling were responsive to UV (DGKZ, ARHGDIA, TIP1, ARHC and PLXNB2). Genes with immunological functions included receptors for IL4 (IL4R) and IL10 (IL10RA), as well as leupaxin (LPXN), which appears to be involved in a signaling pathway for focal adhesion of leukocytes (28) .
RNA binding/editing genes induced by UV included three related genes (APOBEC3C, APOBEC3G and APOBEC3B). The first two genes were also induced by IR and have been shown to act as DNA mutators (27) . Repressed genes included two related small nucleolar ribonucleoprotein genes involved in rRNA processing and modification (NOLA2 and DKC1), and genes involved in RNA splicing (SFRS2, NSAP1, HNRPAB and HNRPA3).
Among the protein synthesis/degradation genes, UV exposure led to the suppression of five tRNA synthetases. UV produces damage to the 3 0 end of 28S rRNA, leading to the inhibition of protein translation (29) . Our results suggest that protein translation is also inhibited by repressed transcription of tRNA synthetase genes. The effects we observed were not a secondary effect of apoptosis, which is known to inhibit the initiation of protein synthesis [reviewed in (30) ], since cell viability in our study at the time of cell harvesting was >90%. Other cellular stresses, including arsenite, hydrogen peroxide and sorbitol, have also been shown to cause profound inhibition of protein synthesis (31) .
The UV response included many genes involved in the metabolism of macromolecular precursors. Significantly, nine genes were involved in nucleic acid metabolism. Genes with roles in pyrimidine (DUT and UMPK) and purine metabolism (ADE2H, PFAS, PRPS2, AK2 and ADK) were repressed. Two genes with roles in nucleic acid degradation were induced. Adenosine deaminase (ADA) catalyzes hydrolysis of adenosine to inosine, and protein acid phosphatase 5 (ACP5) has a role in lysosomal catabolism of nucleotides (32) . These responses lead to decreased synthesis and increased degradation of nucleic acids, which may protect the cell from incorporating damaged nucleotides into DNA.
Among the cell structure/adhesion genes, actin (ACTA2) and two actin-regulating genes (ARHC and PLXNB2) were induced by UV. Pinin, which may reinforce the intermediate filament-desmosome complex (33) was repressed by UV. Interestingly, two genes (TUBA2 and TUBA3) encoding alpha tubulin showed opposite responses to UV, with possible effects on microtubule dynamics (34) .
In the miscellaneous category, several UV-responsive genes had roles in various aspects of intracellular transport, including vesicle trafficking (LRBA, AP1G2, NSF, STX12, RAB9, RAB13 and RAB6IP1), endo/exocytosis (ANXA4 and SORL1), nucleocytoplasmic transport (MVP) and amino acid transport (SLC1A5 and SLC7A5). All of these genes were induced except for the amino acid transport genes, SLC1A5 and SLC7A5, and the vesicle trafficking gene, LRBA. One destination for vesicle traffic includes the lysosomes, and UV induced four genes with lysosomal functions (SNX1, ATP6A1, ATP6V1F and LAMP3). These responses may be a mechanism for disposing of proteins damaged by UV-induced cross-links.
Clustering of the top-ranked UV-and IR-responsive genes
The top-ranked UV-and IR-responsive genes and the 30 samples were organized by hierarchical clustering (Figure 6 and Supplementary Material Figure 1 ). As expected, the samples clustered strongly by the type of radiation used to treat the cells.
One prominent cluster of genes ( Figure 6 , red bar) contained 26 genes that were strongly repressed by IR, but not UV. Most of these genes were discussed above in terms of a coordinated dismantling of the cell cycle machinery after IR. The gene cluster included cyclin genes (B1, B2 and F), cyclin-dependent kinase regulators (CDC20 and CKS2), centromere genes (CENPA, CENPE and CENPF), mitotic kinesin-like genes Gray spots on the heat map represent negative ratios of treatment to mock treatment for which logarithms values could not be computed. These cases occurred rarely and were generated because hybridization to the mismatched probes for that gene was greater than hybridization to the matched probes. There were 25 established p53-responsive genes, which are marked with a black bar to the right of the heat map. Four of these genes, TNFRSF6, cyclin A2, cyclin B1 and BAX, were represented by two probe sets each, for a total of 29 probe sets. Putative p53-responsive genes are marked with a gray bar. The green bars indicate clusters that are enriched in genes involved in apoptosis and DNA repair. The red bar highlights a cluster that was strongly repressed by IR and enriched for genes involved in regulating the cell cycle and proliferation.
Nucleic Acids Research, 2004, Vol. 32, No. 16 4799 (KNSL2, KNSL5 and KIF14) and mitosis-related kinases (PLK, STK6, TTK and NEK2). The cluster also included ubiquitinconjugating enzyme E2 (UBE2C), which is required for the destruction of mitotic cyclins. This cluster is specifically repressed by IR and may reflect the fact that the double-strand breaks produced by IR pose a greater threat for mitotic catastrophe than lesions produced by UV. This threat may require a more extensive dismantling of the cell cycle machinery. Other genes in the cluster include hyaluronan-mediated motility receptor (HMMR, required for cell motility), karyopherin alpha 2 (KPNA2, involved in protein transport) and UNC84B (involved in nuclear migration). Their presence in this cluster raises the possibility that these genes have previously unrecognized roles in the cell cycle.
Genes induced after one or both forms of damage clustered at the top of the heat map. Two clusters are enriched in genes that function in DNA repair or apoptosis ( Figure 6, green bars) . The genes strongly induced by both UV and IR in the top onethird of the heat map are also enriched for genes known to respond to p53, consistent with the role of p53 in activating transcriptional responses to many forms of DNA damage. In fact, we identified about 90 established p53 target genes (represented by 142 probe sets) on the microarray, and almost one-third were ranked within the top 200 UV or IR-responsive genes ( Figure 6 , black bars). Moreover, almost half of the 142 probe sets were identified as significantly changed by SAM following UV or IR (FDR < 10%), and one-fourth were significantly changed by both UV and IR. Although UV or IR induced most of the p53-responsive genes, some of the genes were repressed, as was the case for MGMT, cyclin A2, cyclin B1 and cyclin F.
We next used the UV and IR responses in this study to evaluate previous methods for identifying candidate p53 target genes. Hoh et al. (35) searched for candidate p53 target genes by employing an algorithm that searches for genes containing a consensus sequence for the p53 response element. Of the 308 highest-scoring genes with p53 response elements, 250 were represented on the microarray used in our study, and 108 were responsive to UV or IR (with an FDR = 10%). Kannan et al. (36) used microarrays to measure transcriptional responses in cells expressing a temperature-sensitive p53 protein. The cells were incubated with cyclohexamide to isolate primary p53 target genes. Of the 85 candidate p53 target genes identified by this method, 64 were represented on the microarray in our study, and 36 were responsive to UV or IR (with an FDR = 10%). Thus, approximately half of the candidate p53-responsive genes from both studies were responsive to UV or IR, and 25 genes were among the top-ranked 200 UV or IR-responsive probe sets ( Figure 6 , gray bars). Eleven of these genes were previously established as p53-responsive ( Figure 6 , black bars). Others clustered with established p53 genes and are therefore likely to be verified as bona fide p53-responsive genes.
Some candidate genes identified by Hoh et al. and Kannan et al. were not UV-or IR-responsive in our study. These genes may be regulated by p53 after other forms of damage or at other time points following damage. Also, some p53-responsive genes are regulated in a cell type-specific manner (35) , and some genes may be silenced in lymphocytes. The majority of the top-ranked genes in this study were not regulated by p53, particularly those repressed following DNA damage. Indeed, other transcription factors such as nuclear factor kB (NFkB) and activating protein-1 (AP-1) are involved in coordinating the cellular response to DNA damage. IR and UV both activate NFkB by inducing ubiquitin-dependent degradation of IkB, albeit by different pathways (37, 38) . Degradation of IkB releases NFkB for translocation for the cytoplasm to the nucleus. NFkB then induces the transcription of target genes with roles in immune responses, stress responses and cell survival [reviewed in (38) ]. The topranked IR-and UV-responsive genes included two of the genes encoding NFkB itself (NFkB2 and RELB) and two important NFkB target genes with functions in suppressing apoptosis, TRAF1 (39) and c-myc (40) .
The family of AP-1 transcription factors consists of dimeric proteins from the Jun, Fos, Maf and ATF subfamilies [reviewed in (41, 42) ]. UV activates AP-1 by a signaling pathway dependent on the c-Jun N-terminal kinase (JNK) and p38 MAPK cascades. IR activates AP-1 by a different pathway dependent on JNK and ATM (43) . AP-1 regulates cellular responses involving proliferation, survival, apoptosis and differentiation. Although most of the target genes for AP-1 have not been identified, these responses suggest that the AP-1 target genes are represented among the IR-and UV-induced genes identified in this study.
In summary, the transcriptional responses to DNA damage in Figure 6 are due to the activation of several transcription factors, including p53, NFkB and AP-1. IR and UV activate each of these transcription factors by different mechanisms, perhaps accounting for differences between IR and UV in the kinetics of the transcriptional responses and in the identities of the responsive genes. The responses documented here represent the integrated effect of several transcription factors. For example, we observed a net induction of p21 transcription following UV or IR. This induction is known to be dependent on p53, but its magnitude was likely to be modulated by the repressive effect of AP-1 (42) . Contributions from different transcription factors that respond in different ways to IR and UV may explain many of the distinctions between the IR and UV responses in Figure 6 . These contributions may generate the clusters of genes that were induced or repressed by both agents, or induced or repressed by one agent but not the other.
DISCUSSION
This study presents a portrait of the transcriptional responses to UV and IR in human cells. The study employed microarrays containing probes for an estimated one-third of the genes in the genome, and used cells derived from 15 individuals, a far greater number than were used in previous studies. Analysis of such a large number of samples permitted identification of a large number of responsive genes and ensured that our results were not subject to genetic defects or polymorphisms from any single individual. A robust statistical method, SAM, identified responsive genes and established the accuracy of its results by estimating an FDR. The genes were further validated by northern blots and independent microarray experiments. Finally, many of the genes identified by SAM were previously identified by conventional laboratory methods. Thus, the damage response defined by this study has been subjected to a rigorous assessment of its validity to a degree not achieved by earlier studies.
Having established the validity of our data, we felt justified in reaching several significant conclusions. One-third of the genes on the microarray were responsive to UV and one-fourth of the genes were responsive to IR. These are very large fractions, but still may be underestimates, since individual genes respond with different time courses or to different doses of radiation. Additionally, transcriptional responses to damage vary widely in different cell lines and cell types (44) . Furthermore, the analysis of an even larger number of cell lines would yield improved FDRs and permit the identification of even more responsive genes. Although a large fraction of the genome was responsive to DNA damaging agents, only a few hundred genes exhibited responses as large as 2-fold. Do these transcriptional responses produce protein responses? Although a global proteomic analysis is beyond the scope of this study, there is evidence that changes in transcription lead to changes in the levels of the proteins that produce biological effects. Mootha et al. (45) obtained proteomic and gene expression data in mitochondria from different mouse tissues and found concordance between mRNA and protein levels in 426 of 569 pairwise comparisons. Thus, mRNA levels correlate strongly with protein levels.
Of the 200 top-ranked damage-responsive genes, 59% had unexpected functions not previously associated with the IR or UV response. Large groups of genes had functions in signal transduction, RNA binding and editing, protein synthesis and degradation, energy metabolism, metabolism of macromolecular precursors, and cell structure and adhesion. Many genes had miscellaneous functions, including vesicle transport, amino acid transport, lysosomal metabolism, transcriptional regulation and immune function. Several genes with a mutator phenotype were induced, possibly amplifying the carcinogenic effects of DNA damaging agents.
About 41% of responsive genes could be assigned to functional categories that might have been anticipated a priori. These functional categories were cell cycle and proliferation, apoptosis, DNA repair and the stress response. Nevertheless, there were unexpected results within the categories. Arrest of the cell cycle, particularly after IR, appeared to include a coordinated transcriptional repression of many components of the cell cycle machinery, providing what may be an important mechanism for maintaining the cell cycle arrest initiated by the more extensively studied phosphorylation pathways. Induction of DNA repair genes after IR was notable for genes previously associated with the repair of UV-induced damage, not IR-induced damage.
Transcriptional responses to DNA damage do not necessarily promote survival of the cell. In yeast, a deletion strain has been created for every gene in the genome, permitting the identification of genes that affect survival after exposure to DNA damaging agents. These genes correlate weakly with the genes that respond transcriptionally to the same DNA damaging agents (46) . Indeed, some responses that we observed in human cells were pro-apoptotic. Other responses involved genes with physiological effects that are likely to be unrelated to survival of the individual cell.
It is instructive to compare the damage responses in humans and yeast. Gasch et al. (47) measured transcriptional responses in yeast after exposure to 170 Gy IR at eight time points over 2 h. Although they used a much higher IR dose than we used for human cells, viability of the yeast remained greater than 45%, as expected from the much smaller size of the yeast genome. Extensive changes in transcription occurred across the entire yeast genome. In fact, 1300 of 6200 transcripts changed by more than 2-fold. The percentage of robust changes was much higher than we found for human cells, perhaps because the yeast cells were exposed to a much higher IR dose. However, we found a large number of human genes, which may produce physiological effects comparable to the yeast responses.
Gasch et al. (47) provided supplementary data, allowing us to confirm that the transcriptional responses in yeast and humans were similar in many respects. As we have discovered in humans, the IR response in yeast included many cell cycle regulation genes, but few DNA repair genes. The yeast and human responses also involved several unexpected pathways that were noted above. These included pathways for protein synthesis and degradation, metabolite transport, carbohydrate metabolism and metabolism of various macromolecular precursors, including purines, pyrimidines and amino acids. Although the physiological role of these responses is currently obscure, they are conserved from yeast to humans.
On the other hand, the yeast and human responses included notable differences, usually in pathways that were not present in both organisms. The yeast IR response included genes involved in cell wall biogenesis, a biochemical pathway not present in humans. Conversely, the human response included genes involved in apoptosis, cell adhesion, intracellular transport and immunity, many of which are absent or less complex in yeast.
It is important to note the limitations of this study. Transcriptional responses to damage can vary in different cell types and at different radiation doses or time points following radiation. In this study, we characterized the responses in a single cell type, at a single time point, and at a single radiation dose. Additionally, altered transcript levels could result from changes in transcription or from changes in transcript degradation. Furthermore, the responses to DNA damage include both primary and secondary responses. To address all of these limitations, future experiments must employ very large numbers of microarrays, which are beyond the scope of this study. Nevertheless, our portrait of the transcriptional response to DNA damage is more complete than previous studies on human cells.
Another limitation is that the transcriptional responses reported here are relative to the responses of all other genes in the genome. The data from each microarray were scaled against the average of all other microarrays in the study. Because of data scaling, we cannot detect global decreases in transcription following damage. Previous studies have reported global inhibition of transcription following UV (48) and IR (49) . This reduced transcription following UV is linked to transcription-coupled repair, a major pathway for nucleotide excision repair of UV-induced damage. It is also linked to ubiquitination and degradation of RNA polymerase II.
Finally, our study utilized lymphoblastoid cell lines, which are B-lymphocytes immortalized by Epstein-Barr virus. The process of immortalization produces 2-fold changes in the transcription of only 1% of all genes (50). Moreover, we were able to confirm that the transcriptional responses reported here also occurred in peripheral blood lymphocytes. Primary lymphocytes from seven individuals were induced to enter the cell cycle with T-cell mitogens, treated with 5 Gy IR as in this paper, and analyzed 4 h later for transcriptional responses with the Affymetrix U133 GeneChip (R. Kimura, C. Kirk, K. Rieger, G. Chu, V. Stanton, D. Chasman and C. Hoban, unpublished data). Despite a different cohort of individuals, different cell types and different microarray platforms, 83% of the responses in Table 2 that were 2-fold or larger were also observed in primary lymphocytes.
We chose to use lymphoblastoid cell lines for several reasons. First, in contrast to resting B cells, lymphoblastoid cells proliferate in culture, permitting us to study the responses of cell cycle genes. Second, our data focus on changes in expression after DNA damage, and alterations due to immortalization that are confined to basal levels of gene expression will not affect our results. Third, our analysis of the damage response in normal human lymphoblastoid cells provides a reference point for future studies employing the large number of mutant lymphoblastoid cell lines that already exist. Indeed, cellular phenotypes have been established in lymphoblastoid cell lines representing several inherited defects in the DNA damage response, including xeroderma pigmentosum, Cockayne syndrome, ataxia telangiectasia and Fanconi anemia (2) .
In summary, the human transcriptional response to DNA damage was more complex than previously recognized. Many of the responses may represent transcriptional programs with effects on the cell that are distinct from its survival. Most of the genes identified here belonged to unanticipated biochemical pathways, altering the conventional view of how human cells respond to DNA damage. This portrait of the damage response provides a foundation for future studies.
