Abstract-This paper presents a methodology to obtain a discrete-time state-space representation of an electrical network using the nodal [ ] matrix of the Electromagnetic Transients Program (EMTP) solution. Compared with conventional state-space solutions, the nodal EMTP solution is computationally very efficient. Compared with the phasor solutions used in transient stability analysis, the proposed approach may capture a wider range of eigenvalues and system operating states. An important advantage of extracting the system eigenvalues from the EMTP solution is the ability of the EMTP to follow the characteristics of nonlinearities. In addition, the algorithm can be used as a tool to identify network partitioning subsystems suitable for real-time hybrid power system simulator environments, including the implementation of multitime-scale solutions. The proposed technique can be implemented as an extension of an EMTP-based simulator. Within our research group at UBC, it is aimed at extending the capabilities of our real-time PC-cluster Object Virtual Network Integrator (OVNI) simulator.
I. INTRODUCTION
S TATE-SPACE descriptions of electrical systems have the advantage of directly tracking the system's energy storing variables and, therefore, can give a picture of the inertial state of the system at any given instant. On the other hand, nodal analysis based solutions, such as those used by the Electromagnetic Transients Program (EMTP) [1] , can considerably reduce the size of the solution space particularly in the very sparse power system networks, which results in more efficient solutions.
Because of economic constraints, power systems are being operated closer to their limits, and continuous real-time, minute-by-minute assessment of safety margins is becoming more critical. To take corrective action under close limits of operation can be of considerable advantage if, in addition to knowing the location of the operating point against the operating boundaries, "safety margins", one also knows the gradient of the operational trajectory, that is "how fast and in which direction the system is approaching these margins". A moment-by-moment description of the system's trajectory can be achieved by tracking the eigenvalues of the system's energy-storing variables in the state-space solution frame. Previous work in the continuous time domain [2] , [3] and in the discrete-time domain [4] has considered the problem of obtaining an independent set of state variables from standard network equations. However, the present work is the first to derive a full state-space description directly from the EMTP nodal solution. In the proposed technique, the network solution is carried out as a standard EMTP simulation, and the eigenvalue/eigenvector information is extracted directly from this solution with very small additional computational cost. The information provided from the eigenvalues can also be used in distributed hardware EMTP solvers to exploit the latency of slow subsystems compared to fast subsystems [5] .
A major advantage of the EMTP solution is that nonlinearities are traced point by point along their characteristics as the simulation proceeds in solution steps. The eigenvalues/eigenvectors obtained at each of the solution represent the instantaneous system dynamics at that operating point and give us the instantaneous direction and velocity of the system trajectories. In the context of UBC's power group research, the proposed technique is aimed at performing eigenvalue/eigenvector analysis in the Object Virtual Network Integrator (OVNI) [6] and its distributed hardware versions [7] , [8] . The proposed methodology, however, is general and can be incorporated into other EMTP-based simulators [9] - [11] .
II. DISCRETE-TIME STATE-SPACE DESCRIPTION OF AN ELECTRICAL NETWORK FROM THE NODAL MATRIX FORMULATION
A linear time invariant (LTI) system can be described by a set of discrete-time state-space equations. If the system is discretized using, for example, the trapezoidal or backward Euler integration rules, the values of the state variables at a discretetime point can be expressed as a linear combination of the values of the states at and of the input at :
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The output variables at discrete-time can also be expressed as a linear combination of the values of the input and state variables at discrete-time , that is, Fig. 1 illustrates these equations. The system's states can change moment to moment. Changes due to the input or to changes in the topology and region of operation in nonlinearities are forced upon the system, while internal inertial changes reflect the nature of the system.
III. EMTP SOLUTION
The EMTP network solution, proposed by Dommel in [1] , uses nodal analysis to relate the network's node voltages , the external current sources and the history sources ("memory"), as follows: (4) Solving for the voltages (5) As will be shown in the paper, the updated value of to be used in the next EMTP solution step can be expressed as (6) The memory terms in the EMTP solution (6) correspond in nature to the state variables in the state-space formulation (1) . Similarly, the node voltages in (5) correspond to the output variables in the state-space formulation (3). The only difference between the EMTP variables and the state-space variables is the dimensions. The state-space formulation has one state for each memory element (e.g., for each independent inductance or a capacitance), while the EMTP formulation has one combined state for each node of the network. Unscrambling the combined nodal states will allow us to recover the independent branch state-variables and move from (6) and (5) to (1) and (3) at each EMTP solution step.
A. EMTP Discrete-Time Models for R, L, C
A brief review of EMTP models for basic R, L, C components is presented next. These components are discretized using the trapezoidal rule of integration. However, the results are equally valid for any implicit integration rule (e.g., backward Euler).
1) Discrete-Time Inductance:
The EMTP model for a discrete-time inductance using the trapezoidal rule of integration is shown in Fig. 2 .
The update formula for the history source is given by
At this elementary branch level (noted ), the history is the memory of the branch and can be chosen as a state variable. The branch current can be written in terms of the previous branch history and previous branch voltage , as follows: (8) or (9) The history value to be used in the next solution step is given by (10) It is clear that in (10) for the EMTP formulation has the same role as in (2) for the state-space formulation.
2) Discrete-Time Capacitance:
The EMTP model for a discrete-time capacitance using the trapezoidal rule of integration is shown in Fig. 3 . The update formula for the history source is given by and
The history value to be used in the next solution step is given by (12) As in the case of the inductance, in (12) has the same role as in (2).
3) Discrete-Time Resistance:
The EMTP model for a resistance is shown in Fig. 4 . Since a resistance has no memory, the history source and the discrete-time model is the same as the continuous-time model. The resistance branch does not contribute a new state to the system.
B. Extension to a Generic Network
A general electric network may contain R, L, C branches in series or parallel combinations. These combinations are connected to nodes to form the elements of the EMTP matrix of (4).
1) Simple L,C Branches: Consider the simple LC generic circuit of (Fig. 5) with no external sources. The nodal equations for this generic circuit are Generally (13) solving for the voltages (14) For the state-space formulation of (2) we can identify the transition matrix for the circuit of Fig. 5 by establishing a relationship between nodal and branch descriptions. To simplify the notation, let and . From (10), (12) the injected currents are related to the history of the branch voltages as (15) where The relationship between branch and node voltages is given by the branch-node incidence matrix , as follows: (16) Substituting (14) in (16), we get (17) The nodal history sources in terms of the branch histories are given as follows: (18) Substituting (17) and (18) in (15), we get or, in compact notation
Comparing with the general form of the state-space formulation (2) with no forcing function ( ), the transition matrix is found as follows:
Some observations can be made regarding these matrices:
is the graph connectivity.
• is a diagonal matrix that indicates the nature of the branch, i.e., whether the branch is an L ( 1) or a C ( 1).
• is a diagonal matrix of branch. Its coefficients reflect the nature of the branch and the discretization rule used.
2) Parallel Branches:
For the case of and elements in parallel, we can choose two possible approaches. In the first approach, we can preserve the identity of each component by augmenting the size of the matrix, to compute each element's eigenvalue. This alternative is convenient when corrective system stability actions are applied to individual elements. In this case (21) In the second approach, the parallel branches can be combined to obtain an equivalent and (Fig. 6 ). In this case, we create a new state whose eigenvalue reflects the average dynamic characteristic of the aggregated elements. Computationally, either option still has only one matrix inversion . The only difference is in the size of the resulting matrix and the associated computational effort to calculate its eigenvalues.
IV. COMPARISON OF STATE-SPACE FORMULATIONS IN
CONTINUOUS-TIME AND DISCRETE-TIME DOMAINS
To illustrate the proposed technique, the simple RLC series circuit of Fig. 7 will be described in state-space using both the traditional continuous-time domain approach and the proposed new approach from the discrete-time EMTP formulation.
A. RLC Series Circuit Continuous-Time State-Space Equation
The traditional continuous-time state-space description is given by (23):
In the circuit of Fig. 7 
B. RLC Series Circuit Discrete-Time State-Space Equation From the EMTP Matrix
The EMTP discrete-time RLC series circuit is shown in Fig. 8 .
The nodal equations in matrix form are as follows:
(29) Since and its value is known, we can reduce the order of the system by 1 by moving this node to the right-hand side of the nodal equation. Rearranging the matrix
The relations between branch and node voltages and between history sources are given by the incidence matrix and its transposed (20), as follows:
Substituting the nodal voltages into (31), we get
The and (20) matrices for the RLC series circuit are
Following (19), the branch histories are
Finally, the transition matrix is computed from the nodal matrix as indicated in (20) which for , , ,
The eigenvalues of this matrix are
Equation (38) gives the eigenvalues of the RLC circuit under the Trapezoidal discretization rule of the EMTP solution.
C. Continuous-Time Eigenvalues From the Discrete-Time Solution
Once the discrete-time eigenvalues have been obtained from the EMTP solution (38), it is possible to accurately reconstruct the associated continuous-time eigenvalues of the actual physical system. Also, after computing the exact continuous-time eigenvalues, the exact continuous-time transition matrix can be built. Consider the homogeneous part of the continuous-time state-space system equations for the state variables in (23) (39) where the superscript is used to denote continuous. Its discretetime equivalent is given by (2): (40) where the superscript denotes discrete. Continuous-time (39) can be discretized using the trapezoidal rule of integration [1] The calculated eigenvalues of (26) and (53) are identical and validate the proposed technique. The preceding analysis shows that the exact eigenvalues of a continuous-time system can be computed from the discrete-time nodal analysis method and they are independent of the chosen integration time step. The discrete-time solution of the EMTP (and other circuit solvers like SPICE) is restricted in terms of the maximum frequency that can exist in the circuit [13] . This limit frequency depends on the integration step and is given by the Nyquist frequency
In addition, the discretization rule (e.g., trapezoidal or backward Euler) will introduce a distortion error in the discretetime results (larger as we get closer to the Nyquist frequency) [13] . However, the mapping of the discrete-time eigenvalues into the continuous-time ones reverses the distortion process, and as long as the frequency is below the Nyquist frequency, the corresponding continuous-time eigenvalues will be correctly calculated. In many cases the computation of all eigenvalues is unnecessary. The proposed methodology allows filtering out the set of eigenvalues of no interest by properly selecting the discretization time-step.
V. APPLICATION TO LATENCY
The Latency concept introduced in [5] depends for its successful implementation on the accurate identification of areas with significantly different time constants, which may not be an easy task. Furthermore, incorrect identification of fast and slow subsystems can lead to significant inaccuracies in the results. The methodology presented in this paper allows for an efficient identification of dominant eigenvalues in the discrete-time domain using the same EMTP description. Only after the system eigenvalues and participation matrix are computed can an efficient segmentation and correct time-step selection be achieved. The information obtained can then be used to select the appropriate discretization steps in multi-rate solutions. A simple test case, shown in Fig. 9 , is used to demonstrate the capabilities of The dimensionless element provides a measure of the relative participation of the th state in the th mode. For our test circuit, the computed participation matrix , computed from the discrete-time domain, is shown in the equation at the bottom of the page.
It can be seen that eigenvalues and are strongly associated with the states and ( and ), while eigenvalues and are strongly associated with the states and ( and ). The oscillation frequencies given by (50) are 15.8 KHz for the slow subnetwork and 159 KHz for the fast one. Consequently, the time constants of and are not coupled with and , prompting a suitable segmentation into a fast and a slow subcircuits to implement the Latency concept, as shown in Fig. 9 .
VI. EIGENVALUE TRAJECTORIES
Nonlinear elements can be considered as being made up of piecewise linear segments [14] . Depending on the particular component, a piecewise segment can be relatively long (like the saturation characteristic of power transformers) or it can be as short as one segment per solution time step. Moving the operation point from one segment to the next in the EMTP solution is equivalent to a change in the topology of the network, and therefore, to the system having a new set of eigenvalue/eigenvectors. The dynamics of these eigensets reflect the system behavior in terms of trajectories (where the system is going and how fast) and stability.
A particularly interesting area of study is the identification of transient eigenvalue trajectories in systems that are being heavily stressed and poorly damped. This situation can be typical of overstressed power systems in the new deregulated electricity markets. Several examples are discussed below that show the value of the proposal methodology in tracing eigenset trajectories.
A. Circuit With Nonlinear Load
To illustrate the behavior of the eigenvalue trajectories of a nonlinear circuit, consider the presence of a nonlinear load in the circuit shown in Fig. 10 . Assume the load is defined as follows: (64) with . This case presents discrete-time eigenvalues that move outside the unit circle (unstable region) during the cir- cuit's energization (closing switch SW1). The eigenvalue trajectories are plotted in Fig. 11 . In the upper plot of Fig. 11 it can be observed that the eigenvalues are moving around the final steady state location. Also, the excursion around that steady location decreases as the simulation evolves due to the damping of the circuit elements. If some of those eigenvalues located close to the instability region (unit circle) are excited during the transient, their trajectories can lead to an eventual system collapse. In this case, static eigenvalue analysis is not sufficient to predict the eventual system collapse.
B. Simple Radial System
As a second example, Fig. 12 shows a simple radial system case. The load of the system is increased until voltage collapse is reached. Fig. 13 shows the voltage at the load as it collapses. Five characteristic transition points are identified for the analysis, , , , , and , for which the voltage system is dropped. For this example, an exponential model was used to represent the load (65) where , , , , and . These coefficients are typical of an industrial load aggregate with a large induction motors component. A bank of capacitors C for power factor correction is connected in parallel with the load. Equations (65) are values over one cycle of the signal. The amount of load is increased as indicated in Table I . The continuous-time eigenvalue trajectories of the radial system of Fig. 12 , computed from the discrete-time domain with the presented methodology, are shown in Fig. 14 . As can be observed, there is a distinctive change of the system eigenvalues location in the vicinity of the progressive voltage drops at node . Clear mapping of the characteristic points , , , , and is possible in both the continuous-time and discrete-time eigenvalues. The projection of the continuous-time eigenvalues in the complex plane (Fig. 15) can provide simplified locations of the characteristic points of the dynamic behavior of the system eigenvalues. This representation is not always enough to understand the system dynamics, due to overlapping of eigenvalues at different instants, but it is a good environment to analyze the extreme locations of eigenvalues. The discrete-time domain eigenvalues can provide a clearer indication of the changes in the system eigenvalues due to voltage collapse. By analyzing the eigenvalue trajectories it is possible to anticipate the voltage collapse (i.e., by observing the speed of change and damping ratio of eigenvalues). Both the continuous and discrete-time eigenvalue trajectories are the consequence of the system's search for a new equilibrium operation point. Since the load demand is forcing the system to its limit and the system is not able to satisfy it, the voltage is dropped at and the system is able to at least find a temporary more stable operation point. The trajectories of the system eigenvalues before the voltage drop provide us with additional information about the type of transition of the system, such as speed and damping ratio of change. Immediately after the system suffers the voltage drop, the system eigenvalues return to the initial locations unless a new voltage drop is suffered, in which case a new transition is observed (Figs. 14 and 16) . The method Fig. 18 shows a two-area system of 11 buses described in [15] . Each area has two generators. The two areas are connected by several parallel transmission lines between buses 7, 8, and 9. In steady state operation, the area composed by generators 1 and 2 is exporting 400 MW to the other area composed by generators 3 and 4. The system is simulated in the discrete-time domain using the RTTP simulator [7] , [16] in which the proposed methodology was implemented. The simulation represents the tap changing transformers and it does not take into account the generator controllers. The dynamic behavior of the system until it reaches the steady state operation can be seen in Fig. 17 . The system is stressed in steps to obtain the PV curves. Fig. 19 shows the PV curve at bus 9 with two characteristic points A and B, normal initial operation and collapse point due to load stress, respectively. Using the discrete-time state space formulation from the EMTP solution introduced in this paper, the discrete-time eigenvalues of the circuit in Fig. 18 are computed. Fig. 20 shows the discrete-time eigenvalues of the system for the characteristic point A while Fig. 21 illustrates the discrete-time eigenvalues for the characteristic point B. Similarly to the previous case, it can be observed that the eigenvalue locations change in the vicinity of a voltage collapse. In addition, the eigenvalue locations can be tracked during the transient providing better information to develop automatic controlling solutions as shown in the previous example. 
C. Eleven-Bus System

VII. CONCLUSION
The present work expands the capabilities of the EMTP solution to produce not only the time domain waveforms of voltages and currents in the system, but also to follow the trajectory of the network eigenvalues. The system eigenvalues are extracted from the EMTP equations at each time step of the solution [17] . This information can be used in the discrete-time domain by observing the stability margins with respect to the unit circle. The discrete-time eigenvalues can also be re-mapped into the continuous time eigenvalues of the original system. This backwards mapping is exact because the distortion introduced by the discretization rule in going from continuous to discrete time is applied in reverse when going from discrete to continuous time. Notice that this property is particular of the eigenvalues and does not apply to voltages and currents in the network which are affected by the distortion of the discretization rule. By using the EMTP as the base solution, system nonlinearities, as for example nonlinear loads, which have a fundamental effect on the system dynamics, are automatically taken into account when using the EMTP's piecewise representations. We have encountered a number of voltage stability situations involving induction motors where quasi-steady state simulations do not give the actual voltage stability margins [18] and for which EMTP solutions are needed. System collapse during these situations is driven by a complex interaction of fast and slow system dynamics and the techniques presented in this paper allow the extension of the EMTP capabilities to these dynamic system behavior situations. In the context our UBC group's OVNI simulator, an important application of the technique proposed in this paper is the identification of network areas that can be solved with large time steps and those that require small time steps. Work in this area is currently under development. This paper has presented the theory underlying the proposed EMTP-based eigenvalue/eigenvector analysis technique [17] , as well as illustrative examples of this technique's ability to detect system conditions leading to voltage instability due to the dynamic behavior of the system eigenvalues under situations of nonlinear loads. Work is in progress to further applications of the technique to other power system operational conditions involving dynamic system behavior in the presence of nonlinearities.
