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 1  Aufgabenstellung 
 
1.1  Motivation 
 
InfiniBand (IB) ist ein von der InfiniBand Trade Association [1] entwickelter offener Indus-
triestandard für Hochgeschwindigkeitsnetze, dessen Eigenschaften, wie hohe Bandbreite und 
geringe Latenzen es besonders für den Einsatz im Bereich des Hochleistungs-
Clustercomputing interessant machen. Das Standardprogrammiermodell zur Nutzung von 
InfiniBand basiert auf der Verwendung sogenannter Verbs. Verbs beschreiben das Interface 
zwischen Nutzer und Host Channel Adapter. Da die IB-Spezifikation jedoch keine API defi-
niert, sondern lediglich die Funktionalität der Schnittstelle festlegt, existieren mittlerweile 
mehrere unterschiedliche Implementationen dieser Schnittstelle, beispielsweise SF-IBA [2], 
OpenIB [3], oder das von Mellanox [4] entwickelte Verbs Application Programming Inter-
face (V-API). Diese Schnittstellen unterscheiden sich sowohl in den Funktionsdefinitionen 
als auch im Umfang der implementierten Verbs. Weiterhin schränken die verschiedenen 
Systemvoraussetzungen, wie beispielsweise  Kernelversion / Distribution die Portierbarkeit 
von Programmen, die eine solche Schnittstelle nutzen stark ein. Möchte man in einem 
Programm InfiniBand nutzen und auf möglichst vielen Systemen mit unterschiedlicher 
InfiniBand-Hardware einsetzen, ist es notwendig mehrere Verbs-APIs  zu integrieren, was zu 
einem nicht unerheblichen Mehraufwand und unübersichtlicherem Code führt. Dieser 
Mehraufwand ist zudem für jedes neu zu entwickelnde Programm gegeben, das mehrere 
Schnittstellen nutzen soll. Eine bessere Lösung wäre die Nutzung einer universellen API, die 
die Funktionen der unterschiedlichen Verbs-APIs in sich vereint. 
 
 
1.2  Ziel dieser Arbeit 
 
In dieser Studienarbeit sollen die Unterschiede und Gemeinsamkeiten von V-API und 
OpenIB-Verbs aufgezeigt werden, um dann eine gemeinsame Schnittstelle auf Basis von C 
Pre-Prozessor Makros zur Nutzung der beiden Verbs APIs zu implementieren. Auf eine 
Betrachtung von SF-IBA wird verzichtet, da dieses Projekt so gut wie eingestellt ist [5]. An-
schließend daran soll das neue Interface in das an der TU Chemnitz entwickelte MPICH2 
InfiniBand Device [6] integriert werden, welches momentan auf der Verwendung von V-API 
basiert. 
 
 
1.3  Gliederung dieser Arbeit 
 
In Kapitel 2 wird eine kurze Einführung in die InfiniBand Architektur gegeben. Um die 
jeweiligen APIs besser einordnen zu können, gibt Kapitel 3 einen Überblick über die 
zugehörigen Softwarestacks von Mellanox und OpenIB. Kapitel 4 beschäftigt sich mit dem 
Vergleich der APIs hinsichtlich Struktur, Funktionsumfang, Semantik der Funktionen usw. 
Aufgrund der Forderung nach einer Implementation als Makros werden anschließend die 
Möglichkeiten des C Pre-Prozessors aufgezeigt. Kapitel 6 erklärt die Vorgehensweise bei der 
Definition der neuen Schnittstelle. Die Integration der Schnittstelle in das MPICH2 Device 
wird in Kapitel 7 behandelt. Abschließend wird eine Zusammenfassung über die erzielten 
Resultate gegeben. 
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 2  Überblick über die InfiniBand Architektur 
 
2.1  Einleitung 
 
Bei InfiniBand handelt es sich um einen neuartigen I/O Standard, der von der InfiniBand 
Trade Association (IBTA) entwickelt wurde. Die IBTA ging 1999 aus der Vereinigung 
zweier konkurrierender Entwicklungen im Bereich der I/O Systeme hervor, der Future I/O 
Initiative von Compaq, IBM und Hewlett Packard und der Next-Generation I/O Initiative von 
Dell, Hitachi, Intel, NEC, Siemens und Sun Microsystems. Im September 2000 
veröffentlichte die IBTA Version 1.0 [7] der InfiniBand Spezifikation. Die zur Zeit aktuelle 
Version 1.2 [8] wurde im Oktober 2004 veröffentlicht. 
 
Ursprünglich sollte InfiniBand den PCI-Bus ablösen, dieses Vorhaben konnte jedoch (bisher) 
nicht umgesetzt werden. Momentan verwendet man die InfiniBand Technologie bei-
spielsweise zum Aufbau von Hochgeschwindigkeitsnetzwerken oder für grosse SMP-
Systeme (HORUS [9]). 
 
2.2  Topologie und Komponenten 
 
Konzeptionell beruht InfiniBand auf einer Switched-Fabric-Architektur, das heißt Endknoten 
sind über Punkt-zu-Punkt Verbindungen mittels Switches miteinander verbunden. Bei 
Endknoten kann es sich um Prozessor-Knoten, beliebige Typen von Peripheriegeräten oder 
I/O-Plattformen wie Massenspeicher handeln. Als Fabric bezeichnet man das komplette 
Kommunikationsnetzwerk zwischen den Endknoten (Leitungen, Switches und Router). Über 
Router können einzelne InfiniBand-Subnetze mit anderen Netzwerken verbunden werden, die 
abhängig vom Router, keineswegs ebenfalls InfiniBand-Netzwerke sein müssen. Die Ver-
bindung zur Fabric wird in den Prozessor-Knoten über einen Host Channel Adapter (HCA) 
hergestellt, in I/O-Knoten übernimmt diese Funktion ein Target Channel Adapter (TCA). 
Jeder HCA besitzt einen oder mehrere Ports, die mit der Fabric verbunden sind (Bild 1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Bild 1: InfiniBand Topologie 
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 2.3  Kommunikation 
 
2.3.1  Queues 
 
Die Kommunikation zwischen den Nutzern von Host Channel Adaptern erfolgt über Queues. 
Queues treten immer paarweise als Queue Pair auf, bestehend aus einer Send Queue (zum 
Senden von Daten) und einer Receive Queue (Empfang). Die Queue Pair (QP) stellt einen 
virtuellen Kommunikationsport dar, den die Hardware dem InfiniBand Nutzer (Consumer) 
zur Verfügung stellt. Ein Nutzer kann auch mehrere Queue Pairs erstellen und benutzen (Bild 
2). Die Kommunikation findet zwischen einer Quell- und einer Ziel-QP statt. 
 
 
 
 
 
 
 
 
 
                         Bild 2: Channel Adapter mit 2 Nutzern und drei Queue Pairs 
 
 
Der Nutzer steuert die Kommunikation, indem er Work Requests ausführt. Ein Work Request 
plaziert ein Work Queue Element (WQE) jeweils am Ende einer Work Queue (bestehend aus 
Send- und Receive Queue). Ein WQE beschreibt den auszuführenden Datentransfer. Diese 
werden vom HCA pro Queue in der jeweiligen Reihenfolge ausgeführt. Zwischen den 
Elementen verschiedener Work Queues wird keine Abarbeitungsreihenfolge garantiert. 
Sobald ein WQE abgearbeitet wurde, wird optional ein Completion Queue Element (CQE) 
erzeugt, welches in der Completion Queue (CQ) platziert wird und alle Informationen enthält 
um die Operation abzuschließen (Bild 3). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Bild 3: Consumer Queuing Modell 
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 Der Consumer bestimmt beim Work Request welche Operation ausgeführt werden soll. 
Folgende Transfer-Operationen sind spezifiziert: 
 
Send Im WQE werden die Adressen und Größen eines oder mehrerer Speicherblöcke 
angegeben, die der HCA vom Sender zum Empfänger übertragen soll. In der 
Receive Queue des Empfängers muss ein entsprechendes WQE vorhanden sein, 
das beschreibt wohin die Daten geschrieben  werden sollen. 
 
RDMA Zusätzlich zu den Daten einer Send Operation werden noch die Adressen der 
Speicherblöcke beim Ziel mit angegeben. Dies ermöglicht das Übertragen von 
Daten, ohne dass das Ziel aktiv am Transfer beteiligt sein muss. Es gibt die 
Möglichkeit, Daten beim Ziel zu schreiben oder zu lesen (RDMA Read/Write). 
Außerdem ist es möglich, eine atomare Operation auf einem 64bit Wert ausführen  
zu lassen (Compare & Swap oder Fetch & Add) 
 
Receive Im WQE werden die Speicherblöcke für die Daten angegeben, die von einem 
Sender aus mit der Send-Operation geschickt werden. 
 
 
2.3.2  Verbindungsarten 
 
InfiniBand unterstützt mehrere Verbindungsarten (Type of  Service). Die Verbindungsart legt 
fest, wie zwei Knoten miteinander kommunizieren. Die Verbindungsarten werden nach drei 
Merkmalen klassifiziert: 
 
verbindungsorientiert Datagramme 
Eine QP ist genau mit einer anderen QP 
verbunden. Alle Work Requests an die 
Queue Pair resultieren in einer Nachricht, 
die an die etablierte Ziel-QP gesendet wird 
Eine QP kann zum Empfangen und Ver-
senden von Nachrichten von/zu anderen 
passenden QP in beliebigen Knoten ver-
wendet werden 
 
bestätigt unbestätigt 
Für jedes empfangenes Datenpaket wird 
eine Bestätigung gesendet 
keine Empfangsbestätigung 
 
IBA Transport Raw 
Für den Transfer werden durch IBA defi-
nierte Transportprotokolle verwendet 
Erlaubt das Versenden von selbstdefinierten 
Paketen zur Unterstützung fremder Proto-
kollstacks und Netzwerke 
 
Tabelle 1: Klassifizierung der Verbindungsarten 
 
 
In Tabelle 2 sind alle Verbindungsarten  und ihre jeweiligen Eigenschaften aufgeführt. 
 
Service Typ verbindungsorientiert mit Bestätigung Transport Typ 
Reliable Connection ja ja IBA 
Unreliable Connection ja nein IBA 
Reliable Datagram nein ja IBA 
Unreliable Datagram nein nein IBA 
Raw Datagram nein nein Raw 
 
Tabelle 2: Verbindungsarten 
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 2.3.3  Keys 
 
Keys (Schlüssel) werden in Nachrichten verwendet, um verschiedene Zugriffsrechte auf be-
stimmte Funktionen oder Ressourcen zu ermöglichen: 
 
• Memory Keys - L_Key und  R_Key: 
Wird vom Channel Adapter vergeben, ermöglicht die Verwendung von virtuellen 
Speicheradressen und regelt den Speicherzugriff. Wenn ein Consumer einen Teil 
seines Speichers für den RDMA Zugriff freigibt, erhält er einen L_Key sowie einen 
R_Key vom Channel Adapter. Der L_Key wird dafür verwendet, dem QP lokalen 
Speicher bereitzustellen und der R_Key kann an entfernte Consumer gesendet 
werden, um ihnen den RDMA Zugriff zu ermöglichen. 
 
• Partition Key - P_Key: 
Wird vom Partition Manager vergeben. Jeder HCA-Port besitzt eine Tabelle mit 
P_Keys. Queue Pairs, die miteinander kommunizieren wollen, müssen den gleichen 
P_Key benutzen. Der P_Key wird in jedem Paket mitgeschickt. Jeder Switch besitzt 
ebenfalls eine P_Key Tabelle und kann optional eine Filterung der Nachrichten nach 
P_Keys unterstützen. 
 
• Queue Key - Q_Key: 
Der Q_Key wird vom Channel Adapter vergeben und regelt die Zugriffsrechte bei 
Datagramm-Verbindungen. Während der Einrichtung der Kommunikation werden 
die Q_Keys für bestimmte QPs ausgetauscht und dann bei der Kommunikation 
zwischen den Queue Pairs immer mitgesendet. 
 
• Management Key - M_Key: 
Der M_Key wird vom Subnet Manager (SM) an die Ports der Host Channel Adapter 
vergeben. Der SM kann jedem Port einen anderen M_Key zuweisen. Sobald der Key 
gesetzt wurde, werden Managementpakete ohne korrekten M_Key verworfen.  
 
• Baseboard Management Key - B_Key: 
Der B_Key wird vom Subnet Baseboard Manager vergeben. Er regelt, genau wie der 
M_Key, den Zugriff auf bestimmte Management Funktionen des HCA. 
 
 
2.3.4  Partitionen 
 
Eine Partition definiert eine Gruppe von Endknoten, die miteinander kommunizieren können. 
Jeder Port eines Endknotens ist Mitglied mindestens einer Partition. Partitionen werden 
mithilfe von P_Keys gesteuert. Switches und Router können optional dafür genutzt werden 
die Partitionierung durchzusetzen, indem sie eine Reihe P_Keys erhalten und im folgenden 
alle Pakete mit ungültigen P_Keys verwerfen. 
  
 
2.3.5  Protection Domains 
 
Da ein Nutzer mit vielen verschiedenen Zielen kommunizieren kann, aber möglicherweise 
nicht jedem Zielknoten die gleichen Zugriffrechte auf seinen registrierten Speicher gewähren 
will, werden sogenannte Protection Domains zur Verfügung gestellt. Mithilfe der Protection 
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 Domain ist es möglich, die Speicherzugriffsrechte für verschiedene Queue Pairs unter-
schiedlich zu setzen. Dazu wird zuerst eine Protection Domain angelegt, der im folgenden der 
freigegebene Speicher und die gewünschten QPs zugeordnet werden. 
 
 
2.3.6  Adressierung 
 
Jeder Endknoten kann einen oder mehrere Channel Adapter haben. Jeder Channel Adapter 
besitzt einen oder mehrere Ports. Zusätzlich hat der Channel Adapter eine Reihe von QPs.  
Jede QP besitzt eine Queue Pair Nummer (QPN), die vom Channel Adapter vergeben wird 
und die eine Queue Pair innerhalb eines Channel Adapters eindeutig identifiziert. Die QPN 
ist in allen Paketen (außer Raw Pakete) enthalten. Jedem Port wird durch den Subnet 
Manager eine lokale ID (LID) zugeordnet, welche im Subnetz einzigartig ist. Jedes Paket 
enthält die LID des Absenders (SLID) und die des Empfängers (DLID). Die DLID wird im 
Subnetz von Switches ausgewertet, um Pakete entsprechend weiterzuleiten. Jeder Channel 
Adapter und jeder seiner  Ports besitzen außerdem eine global eindeutige ID (GUID), die 
vom Hersteller des Adapters vergeben werden (ähnlich den MAC-Adressen bei Netz-
werkkarten). Um Routing zwischen Subnetzen zu ermöglichen, ist jedem Port mindestens 
eine globale Adresse (GID) zugeordnet, die das Format einer IPv6-Adresse besitzt. Die 
Standard-GID eines Ports setzt sich aus der Port GUID und dem Subnetzprefix zusammen. 
Jedes Paket kann optional einen Global Route Header (GRH) enthalten, in dem die GID des 
Senders (SGID) und die GID des Empfängers (DGID) gespeichert ist. Router benutzen den 
GRH, um Pakete zwischen Subnetzen weiterzuleiten. Switches ignorieren den GRH. Die 
Subnetz Administration bietet die Möglichkeit an, eine GUID zu einer LID/GID aufzulösen.  
 
 
2.3.7  Virtual Lanes 
 
Virtual Lanes (VL) stellen einen Mechanismus zur Verfügung, um mehrere virtuelle 
Verbindungen über eine einzige physikalische Verbindung herzustellen. Eine VL repräsen-
tiert ein Paar Sende- und Empfangsbuffer in einem Port. Alle Ports unterstützen die VL15, 
welche exklusiv für das Subnet Management reserviert ist. Zusätzlich wird mindestens noch 
VL0 für Datentransfers bereitgestellt. Ein Port kann darüber hinaus noch über die Daten VLs 
1 bis 14 verfügen. Standardmäßig wird nur VL0 verwendet, bis über den Subnet Manager die 
Anzahl der zu benutzenden VLs pro Port festgelegt wird. Die Anzahl wird beschränkt durch 
die kleinere Anzahl an VLs an den beiden Enden der Verbindung. Jeder Port besitzt eine 
separate Flusskontrolle die verhindert, dass exzessiver Datenverkehr auf einer VL den Daten-
verkehr auf anderen Virtual Lanes blockiert. Virtual Lanes werden für Quality of Service 
(QoS) Dienste von InfiniBand verwendet. 
 
 
2.4  InfiniBand Verbs 
 
Anders als bei Spezifikationen wie beispielsweise VIA wird die Softwareschnittstelle zu 
InfiniBand nicht durch eine API definiert. Stattdessen wird die Funktionalität eines Host 
Channel Adapter, die dem Betriebssystem zur Verfügung gestellt wird, durch sogenannte 
Verbs definiert [8, Kapitel 11]. Verbs sind die abstrakte Beschreibung von Funktionen, mit 
denen ein HCA gesteuert werden kann. 
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 Obwohl sich eine API, die die InfiniBand Verbs implementiert, theoretisch komplett von der 
im Standard definierten Verbs Schnittstelle unterscheiden kann, folgen dennoch die meisten 
dieser APIs der Verbs Semantik. Das hat unter anderem den Vorteil, dass es so viel leichter 
ist Anwendungen von einer InfiniBand API auf eine andere zu portieren, wenn beide APIs 
dem Standard folgen. 
 
Bestimmte Features von InfiniBand sind als optional definiert. Daher sind Verbs in zwei 
Klassen unterteilt worden: vorgeschriebene (Mandatory) und optionale Verbs. Dement-
sprechend kann sich auch der Funktionsumfang der APIs unterscheiden, je nachdem welche 
optionalen Funktionen unterstützt werden.  
 
Als optional wurden folgende InfiniBand Features definiert: 
 
• Reliable Datagram Domains 
• Shared Receive Queues 
• Base Memory Management Extensions 
• Multicast 
 
 
Verbs lassen sich grundsätzlich in vier Kategorien einteilen: 
 
• Transport Resource Management 
• Multicast 
• Work Request Processing 
• Event Handling 
 
 
Transport Resource Management 
 
Dazu zählen alle Verbs, die dafür verantwortlich sind Ressourcen für einen Datentransfer 
mittels InfiniBand bereitzustellen, wie beispielsweise das Öffnen eines HCA, das Erstellen 
von Queue Pairs oder das Registrieren von Speicherregionen. 
 
 
Multicast 
 
Ordnet einem Queue Pair eine Multicast-Gruppe zu oder entfernt ein Queue Pair aus selbiger. 
 
 
Work Request Processing 
 
Diese Verbs sind für das eigentliche Versenden und Empfangen der Daten zuständig. 
  
 
Event Handling 
 
Ermöglicht das Registrieren von Ereignisbehandlungsfunktionen. Zum einen für asynchron 
auftretende Ereignisse oder Fehler (z.B. Path-Migration, Herstellung einer Verbindung) und 
zum anderen kann man Callback-Funktionen definieren, die aufgerufen werden, sobald sich 
ein neues Element (CQE) in einer Completion Queue befindet. 
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 3  InfiniBand Software Stacks 
 
3.1  Momentane Situation 
 
Um einen Host Channel Adapter in einem System betreiben zu können, stellen die Hersteller 
der Adapter, wie beispielsweise Infinicon[10], Voltaire [11], Topspin [12] und Mellanox ihre 
eigenen proprietären, auf die jeweilige Hardware abgestimmten Software Stacks zur 
Verfügung. Den Sourcecode der Software veröffentlichte man nicht, da die Hersteller hier die 
Möglichkeit sahen, sich durch die Features des Softwarestacks von ihren Mitbewerbern zu 
differenzieren. Für die Nutzer von InfiniBand Hardware besteht damit das Problem, dass  
Anwendungssoftware spe-ziell auf den jeweiligen Software Stack angepasst sein muss, da 
jeder Stack seine eigenen Treiber, Protokolle und APIs mitbringt.  
 
3.2  Der OpenIB InfiniBand Software Stack 
 
Wegen der oben beschriebenen Problematik gründeten im Juni 2004 Hersteller von Infini-
band Hardware sowie andere führende Firmen der Computerindustrie die OpenIB Alliance, 
zu deren Mitgliedern momentan unter anderem Firmen wie Cisco, Dell, Intel, Mellonox 
Technologies, Oracle, Sun und Voltaire gehören. Das Ziel dieser Allianz ist die Entwicklung 
eines kompletten, standardisierten Open-Source InfiniBand Software Stacks für Linux, der 
die Benutzung aller erhältlichen Host Channel Adapter erlaubt. Um das zu erreichen, ver-
öffentlichten verschiedene Hersteller den Sourcecode von Teilen ihrer Softwarestacks und 
stellten ihn damit dem OpenIB Projekt zur Verfügung. 
 
3.2.1  gen1 - Stack 
 
Der erste von OpenIB entwickelte Software Stack war für den Linux Kernel 2.4 konzipiert 
und wird heute unter der Bezeichnung „gen1“ [13] geführt. Man veröffentlichte den Pro-
grammcode des Stacks erst nach dessen Fertigstellung und wollte nun eine Integration in den 
Linux Kernel 2.6 erreichen, damit der Stack in möglichst viele Linux Distributionen 
aufgenommen wird. Das wäre ein großer Schritt, um die Marktaktzeptanz für InfiniBand zu 
erhöhen. Es wurde jedoch klar, dass dieses Ziel mit dem bisherigen Softwaredesign nicht 
vereinbar war. Die Linux Kernel Entwickler kritisierten unter anderem den Programmierstil 
(z.B. Typ- und Strukturdefinitionen), die fehlende Unterstützung für Userspace-Programme, 
zu komplexe Kernelmodule, die mangelnde Unterstützung für verschiedene Plattformen, die 
vielen Softwarelayer des Stacks und zudem war die Linux Kernel Community nicht an der 
Entwicklung beteiligt. Hinzu kam außerdem, dass nicht alle Mitglieder der OpenIB Alliance 
mit dem damaligen Design einverstanden waren. Deswegen entschied man sich, mit der 
Entwicklung eines komplett neuen Software Stacks zu beginnen, dem „gen2“ Stack. 
 
3.2.2  gen2 - Stack 
 
Als Ausgangsbasis für den „gen2“ Stack [14] bediente man sich der Software-Stacks der ver-
schiedenen Hersteller und suchte sich jeweils die besten Komponenten heraus. Beispiele da-
für sind der HCA-Treiber von Topspin (Mthca) , der Connection Manager von Infinicon  
oder die InfiniBand Address Translation (IBAT)  Komponente von  Voltaire. 
 
Es wurde beschlossen, sich voll auf die Entwicklung für den Linux Kernel 2.6 zu kon-
zentrieren und jegliche Kompatibilität zu älteren Versionen außer acht zu lassen. 
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 Man definierte drei Phasen, in denen die Entwicklung fortschreiten sollte. In Phase 1 einigten 
sich die InfiniBand und Linux Communities auf einen minimalen Stack, der zuerst in den 
Kernel integriert werden sollte, bevor weitere Komponenten hinzugefügt werden. Dieser 
Stack bestand aus einem HCA-Treiber für Host Channel Adapter von Mellanox, den 
zentralen Access Layer Komponenten sowie dem Upper Layer Protokoll (ULP) Internet 
Protocol over InfiniBand (IPoIB). Dieser Stack wurde im Kernel 2.6.11 erstmal integriert. In 
Phase 2 folgte die Unterstützung für Userspace-Programme sowie die Vervollständigung des 
Access Layers um einige Komponenten, wie den Connection Manager (Kernel 2.6.13). In 
Phase 3 werden schließlich noch weitere Upper Layer Protokolle integriert sowie mit einem 
noch intensiveren Stresstest des Access Layers und des Treibers begonnen. Letztendlich soll 
sich folgende Architektur für den OpenIB InfiniBand Software Stack ergeben (Bild 4): 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      
 
 
 
 
 
 
Bild 4: Finale Architektur des OpenIB Stacks 
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 3.3  Mellanox InfiniBand Gold Distribution (IBGD) 
 
Mellanox Technologies ist der führende Anbieter von InfiniBand-Technologie und bietet alle 
Produkte an, die für den Aufbau eines InfiniBand-basierten Netzwerkes benötigt werden. 
Dazu zählen neben Host Channel Adaptern für PCI Express und PCI-X auch Switches und 
Target Channel Adapter. Neben der Hardware wird ein kompletter Open Source Software 
Stack (Bild 5) für die Nutzung von Host Channel Adaptern unter Linux zur Verfügung 
gestellt. Dieses, von Mellanox als InfiniBand Gold Distribution bezeichnete Softwarepaket, 
besteht aus Treibern für Mellanox HCAs, den InfiniBand Kernkomponenten und diversen 
Upper Layer Protokollen. Die Kernkomponenten bestehen aus mehreren Modulen, die 
bestimmte Funktionen der Host Channel Adapter kapseln und über hardwareunabhängige 
APIs für Kernelanwendungen zur Verfügung stellen. Dazu zählen die Verbs API, der 
Connection Manager (CM), das Management Interface, das Subnet Administrator Interface 
und das Device Management Interface. Für Userlevel-Anwendungen werden ebenfalls einige 
Schnittstellen bereitgestellt, wovon insbesondere das Verbs Interface relevant für diese Arbeit 
ist. Die Mellanox Gold Distribution beinhaltet außerdem verschiedene Management Tools 
sowie eine modifizierte Version von MVAPICH, eine MPI-1 Implementation für InfiniBand. 
Der Mellanox IB Stack entspricht im Prinzip dem OpenIB gen1 Stack, mit diversen 
Erweiterungen, um die Installation und Handhabung zu erleichtern. Beispielsweise werden 
Skripte mitgeliefert, um die verschiedenen Dienste, wie IPoIB, OpenSM usw. zu starten. 
Außerdem wurde von Mellanox eine Userspace Verbs API integriert (mod_vapi). Der 
Mellanox Software Stack ist nur zu wenigen Linux-Distributionen wie Red Hat Enterprise 
oder SuSE Pro kompatibel und setzt auch da bestimmte Kernel-Versionen voraus. 
 
Bild 5: Mellanox InfiniBand Gold Distribution 
 
Der enthaltene HCA Treiber besteht aus einem Kernel Modul sowie einer Bibliothek für 
Userlevel-Anwendungen. An Upper Layer Protokollen werden IPoIB, SDP (Socket Direct 
Protocol), SRP (SCSI Remote Protokoll) und DAPL (Direct Access Transport APIs) 
mitgeliefert. IPoIB ermöglicht bestehenden TCP/IP-Anwendungen die transparente Nutzung 
der InfiniBand Technologie. Der volle Funktionsumfang von InfiniBand lässt sich jedoch nur 
mit der Verbs API nutzen, da sich die Upper Layer Protokolle meist auf eine bestimmte 
Funktionalität von InfiniBand beschränken (IPoIB nutzt zum Beispiel kein RDMA). Die 
Verbs Schnittstelle ermöglicht außerdem den Zugriff auf sämtliche Transferparameter (z.B. 
MTU) und erlaubt damit eine optimale Nutzung von InfiniBand. 
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 4  V-API und OpenIB Verbs im Vergleich 
 
4.1  Struktur 
 
V-API integriert die Funktionen für Usermode- und Kernelanwendungen in einer einzigen 
API. Zu den privilegierten Operationen gehören beispielsweise das Initialisieren eines Host 
Channel Adapters (VAPI_open_hca) oder die Managementfunktionen. Dabei werden die 
Kernel-Funktionen im Usermode entweder nicht exportiert oder sie besitzen dort keine 
Funktionalität. Bei OpenIB hat man sich entschieden diese Funktionen in zwei verschiedenen 
APIs unterzubringen und  gewährleistet damit eine klare Trennung zwischen Userspace- und 
Kernelcode. Im weiteren werde ich mich auf die Userspace Funktionen von V-API und die 
OpenIB Userspace Verbs API (libibverbs) beschränken, da nur diese für die Anwendungs-
entwicklung bzw. das MPICH2 Device relevant sind. 
 
V-API implementierte zu Beginn die Verbs der InfiniBand Spezifikation 1.1 und wurde im 
Laufe der Zeit um diverse Verbs aus Version 1.2 erweitert. Die API besteht aus 2 Arten von 
Funktionen: VAPI (vapi.h) und EVAPI (evapi.h). EVAPI-Funktionen bieten meist 
zusätzliche Features  gegenüber den im Standard definierten Verbs oder sind Erweiterungen, 
die mit neueren InfiniBand Spezifikationen eingeführt wurden. Zu den EVAPI-Funktionen 
gehören zum Beispiel das Inline-Senden von Daten oder das Senden einer Liste von Work 
Requests. Es gehören aber auch Funktionen dazu, die vom Standard nicht abdeckt werden, 
wie das Auflisten der verfügbaren Host Channel Adapter. 
 
4.2  Rückwärtskompatibilität 
 
Bei V-API werden veraltete Funktionen zugunsten der Rückwärtskompatibilität in der API 
belassen und neue Versionen der jeweiligen Funktionen unter anderem Namen eingeführt. 
Ein Beispiel dafür war die Einführung der Shared Receive Queue Funktionen, die eine neue 
Create Queue Pair Funktion notwendig machten. Die alte Funktion VAPI_create_qp wurde 
beibehalten und die neuere Variante unter dem Namen VAPI_create_qp_ext eingeführt. 
 
Bei libibverbs wird momentan noch kein Wert auf Rückwärtskompatibilität gelegt. Funk-
tionen, die noch dem IB-Standard 1.1 entsprechen, werden kurzerhand durch neuere 
Versionen ersetzt. Das betrifft beispielsweise die Create Completion Queue Funktion, die mit 
der InfiniBand Spezifikation 1.2 einen zusätzlichen Parameter bekommen hat. 
 
4.3  Funktionsumfang 
 
V-API stellt gegenüber OpenIB den größeren Funktionsumfang zur Verfügung. Es sind 
sämtliche vorgeschriebenen Verbs der InfiniBand Spezifikation enthalten. Ebenso wurden 
alle Verbs für die optionalen InfiniBand Features Reliable Datagrams, Shared Receive 
Queue, und Multicast implementiert. 
 
OpenIB befindet sich noch in der Entwicklung und bisher fehlen einige der Mandatory Verbs, 
da man sich entschieden hat, vorerst nur die wichtigsten Funktionen zu implementieren. 
Beispielsweise fehlen noch Funktionen wie Query Queue Pair, Resize Completion Queue und 
die Memory Window Verbs. An einigen dieser Funktionen wird jedoch bereits gearbeitet. 
Bezüglich der Unterstützung von optionalen InfiniBand Features hat man beschlossen, auf  
Reliable Datagrams zu verzichten. 
 11
 4.4  Semantik 
 
Beide APIs übernehmen die Semantik der Verbs in der InfiniBand Spezifikation nahezu eins 
zu eins, was der Entwicklung einer gemeinsamen API entgegenkommt. Typ- und Funktions-
definitionen der APIs sind erwartungsgemäß verschieden. Allgemein unterscheiden sich die 
Funktionen bei der Verwendung des Rückgabewertes und der Parameter. V-API Funktionen 
geben immer einen Fehlercode (VAPI_OK, VAPI_EAGAIN, usw.) zurück, während OpenIB 
den Rückgabewert meist benutzt, um einen Zeiger auf  Objekte (QPs, PDs, Memory Regions, 
u.a.) zurückzugeben. Bei V-API Funktionen wird zudem strikt zwischen Ein- und Ausgabe-
parametern getrennt, OpenIB Funktionen benutzen die Parameter meistens für beides 
(Beispiel: ibv_create_qp). 
 
 
4.4.1  Query HCA, PKEY, GID 
 
Einen Unterschied gibt es bei den Funktionen zur Auflistung der vorhandenen HCAs und 
zum Abfragen der PKEY- und GID-Tabelle. V-API liefert hier jeweils die komplette 
Liste/Tabelle zurück, während OpenIB lediglich einen bestimmten Eintrag zurückgibt. Es 
wird jedoch zukünftig noch eine neue Funktion in libibverbs implementiert werden, die eine 
komplette Liste aller HCAs zurückgibt (aufgrund von Schwierigkeiten mit der bisherigen 
Funktion im Zusammenspiel mit mehreren Threads). 
 
 
4.4.2  Event Handling 
 
Bei VAPI orientieren sich die Event Handling Funktionen an der InfiniBand Spezifikation 
1.1, d. h. das Verb Set Completion Event Handler verknüpft eine bestimmte Completion 
Queue mit einer vom Benutzer definierten Event Handling Funktion. Implementiert wurde 
das ganze so, dass die Event Handling Funktion in einem von VAPI automatisch erstelltem, 
separaten Thread ausgeführt wird, während das Programm parallel weiterläuft. 
 
OpenIB orientierte sich ursprünglich an der selben Semantik, inzwischen ging man aber zu 
der Verbs Semantik aus der InfiniBand Spezifikation 1.2 über. Diese besagt, dass das Verb 
Set Completion Event Handler nur noch die Aufgabe hat, einen sogenannten Event Handler 
Identifier mit einer Event Handling Funktion zu verknüpfen. Um eine Completion Queue mit 
einem solchen Event Handler Identifier zu verknüpfen, muss dieser bereits beim Erzeugen 
der Queue angegeben werden (Create Completion Queue). 
 
 
4.4.3  Inline Send 
 
Sowohl V-API, als auch OpenIB bieten für kurze Nachrichten eine optimierte Send Opera-
tion an. Dabei werden die Daten im selben Moment wie der Send Request zum HCA trans-
feriert. Diese Operation wird als Inline Send bezeichnet. 
 
V-API stellt für Inline Sends die Funktion EVAPI_post_inline_sr zur Verfügung, die von der 
Syntax exakt der normalen Send-Funktion VAPI_post_sr entspricht.  
 
Bei OpenIB gibt es nur eine Send-Funktion - ibv_post_send. Möchte man Daten inline 
versenden, geschieht dies durch Setzen eines Flags innerhalb des jeweiligen Work Requests. 
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 4.5  Non-Standard Features 
 
Da OpenIB auf die Verwendung von Threads verzichtet, wird beim CQ Event Handling, ab-
weichend vom Standard, keine Möglichkeit geboten, Event Handler Identifier mit Handling 
Funktionen zu verknüpfen. Stattdessen hat der Benutzer nur die Funktion ibv_get_cq_event  
zur Verfügung, mit der blockierend auf einen Event gewartet werden kann. 
 
Eine andere Funktion, die sich bei OpenIB auf Wunsch der Community vom Standard 
unterscheidet, ist Poll for Completion, mit der es unter libibverbs möglich ist, mehrere 
Elemente (CQE) auf einmal aus der Completion Queue zu entfernen. 
 
Aber auch VAPI enthält ein Feature, welches nicht standardkonform ist, indem die Benut-
zung von unsignalisierten Receive Work Requests gestattet wird. 
 
 
4.6  Unprivilegierte Kommunikation 
 
Um auch unprivilegierten Prozessen eine möglichst effiziente Kommunikation über 
InfiniBand zu ermöglichen, besitzen Host Channel Adapter eine sogenannte Doorbell-
Region. Die Doorbell-Region ist ein Speicherbereich auf der Karte, in den Daten und Befehle 
vom Rechner aus geschrieben werden können. Dieser Speicherbereich kann mittels mmap in 
den virtuellen Adressraum eines Prozesses eingeblendet werden. Ein Prozess kann über eine 
einfache write-Funktion auf diese Region und damit auf die Hardware zugreifen, ohne den 
Kernel zu involvieren. Der Vorteil ist, dass für diese Kommunikation kein Kontextwechsel 
mehr notwendig ist. Der Kernel sorgt dafür, dass bei jedem Prozess ein anderer Teil der 
Doorbell-Region eingeblendet wird. Das wurde genutzt, um die unprivilegierte Kommuni-
kation mehrprozess- und mehrbenutzerfähig zu gestalten und den gegenseitigen Schutz zu 
gewährleisten. Sowohl V-API als auch OpenIB nutzen den Doorbell-Mechanismus bei 
Sende- und Empfangs-Operationen. Alle Funktionen, die Ressourcen anfordern bzw. 
modifizieren, werden weiterhin durch den Kernel verarbeitet. Der Kernel ist damit weiterhin 
in der Lage, die verwendeten Ressourcen der Prozesse zu verwalten und gleichzeitig ist eine 
schnelle Kommunikation über den direkten Hardwarezugriff möglich. 
 
 
4.7  Memory Locking 
 
Eine Schlüsseleigenschaft von InfiniBand ist die sogenannte Zero Copy Kommunikation, das 
heißt Daten werden direkt vom Sender zum Empfänger gesendet, ohne dass sie in einen 
Systembuffer kopiert werden müssen. Dazu ist es aber notwendig, dass die am Transfer 
beteiligten Prozesse den jeweiligen Speicherbereich vorher über eine InfiniBand-Funktion 
registrieren lassen. Die Registrierung hat mehrere Aufgaben: 
 
• zum einen wird der Speicherbereich dadurch dem HCA bekanntgegeben und ihm werden 
Zugriffsrechte zugeordnet, beispielsweise ob Remote-Prozesse auf diesen Buffer Schreib-
oder Lese-Zugriff haben. 
 
• zum anderen wird über den Aufruf einer Systemfunktion verhindert, dass die 
Speicherseiten, die den Buffer enthalten nicht mehr ausgelagert werden können, da der 
Host Channel Adapter später mittels DMA direkt auf den Buffer zugreift. 
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 Eine genaue Analyse zu diesem Thema kann in [15] gefunden werden. 
 
Wieviel virtuellen Speicher jeder Nutzer auf diese Weise im physikalischen RAM halten darf, 
wird vom Kernel verwaltet. Dieser Wert kann unter Umständen aber zu klein für die 
registrierten Buffer und intern verwendeten InfiniBand-Strukturen sein. 
 
In der aktuellen VAPI  Version (IBGD 1.8.0) wird dieses Problem umgangen, indem der 
Treiber beim ersten Aufruf von EVAPI_get_hca_handle das memlock-Limit für den 
aktuellen Prozess auf „unendlich“ ändert und dieses beim letzten Aufruf von 
EVAPI_release_handle wieder auf den ursprünglichen Wert zurücksetzt. Diese Lösung hat 
jedoch das Problem, dass sie bei multithreaded Programmen nur für denjenigen Thread 
funktioniert, der als erstes EVAPI_get_hca_handle aufruft. Wird V-API unter einem Kernel 
der Version 2.6 eingesetzt, gibt es zumindest die Möglichkeit, die memlock-Grösse für alle 
InfiniBand-Prozesse insgesamt einzuschränken (per sysfs). 
 
Libibverbs verzichtet auf Workarounds und hält sich strikt an das vom Administrator einge-
stellte memlock-Limit. So ist es bei einem Limit von beispielsweise 32kb nicht möglich, 
größere Queue Pairs (1000+ Elemente) und dergleichen anzulegen.  
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 5  Der C Pre-Prozessor 
 
5.1  Einleitung 
 
Mit dem C Pre-Prozessor steht ein Mittel zur Verfügung, um eine Source Datei vor der 
eigentlichen Kompilierung zu verändern. Der Pre-Prozessor nimmt Ersetzungen in der Datei 
vor und erweitert dadurch die C-Sprache und macht Programme indirekt mehr portierbar. 
Konzeptionell ist ein Pre-Prozessor getrennt vom Compiler, muss jedoch kein separates Pro-
gramm sein. 
 
Pre-Prozessor Ersetzungen können vor oder während der Kompilierung stattfinden. Während  
Programmanweisungen Befehle für die CPU darstellen, sind Pre-Prozessor-Direktiven 
Befehle für den Compiler. 
 
Eine der Hauptaufgaben des Pre-Prozessors ist es, einfache Ersetzungen vorzunehmen, bei 
denen der Ersatz aus einem einfachen Wert wie einer Zahl oder einer Stringkonstante besteht. 
Zusätzliche Funktionen sind beispielsweise das Einbinden von Dateien oder die bedingte 
Kompilierung. 
 
 
5.2  Makro Expansion 
 
Der C Pre-Prozessor ist auch in der Lage Makros zu verarbeiten. Ein Makro ist ein 
Bezeichner, der durch Anweisungen oder Ausdrücke (= Makroinhalt) ersetzt wird. Trifft der 
Pre-Prozessor auf einen Makro Bezeichner, wird dieser durch den Makroinhalt ersetzt. Bei 
Konstanten wird eine direkte Substitution vorgenommen. Bei Makros mit Parametern müssen 
zusätzlich die Informationen, die als Parameter übergeben wurden, in den Text eingesetzt 
werden. Dieser Text ersetzt dann das Makro. Der Prozess, bei dem das Makro durch den 
Inhalt, den es repräsentiert, ausgetauscht wird nennt man Makro-Expansion. 
 
 
5.3  Pre-Prozessor Befehle 
 
Pre-Prozessor Anweisungen, oder Direktiven beginnen mit #. 
 
Die meisten C Compiler erlauben das Setzen von Pre-Prozessor Befehlen an beliebiger Stelle 
innerhalb einer Zeile, vorausgesetzt es befinden sich nur Leerzeichen davor. Nach dem 
Namen der Direktive folgt der Konstanten- oder Makroname und der Ersetzungstext für 
selbige, jeweils durch Leerzeichen getrennt. 
 
 
5.3.1  #line 
 
Eine der Aufgaben des Pre-Prozessors ist es, dem C-Compiler mitzuteilen, aus welcher Datei 
und welcher Zeile jede C-Codezeile kommt. Durch die Benutzung von #include und #if 
Statements kann diese Angabe aber von der wirklichen Position in den Dateien abweichen. 
Mit Hilfe der #line - Direktive kann man diese Information manuell setzen. Das ist 
insbesondere bei der Ausgabe von Fehlermeldungen des Compilers und beim Debuggen 
nützlich. 
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 5.3.2  #include 
 
Diese Direktive instruiert den Pre-Prozessor den Inhalt der angegebenen Datei an der Stelle 
einzusetzen, an der die #include Anweisung gefunden wird. Es gibt 2 Formen für #include: 
 
• Dateinamen in Anführungszeichen: 
Die Datei wird im aktuellen Verzeichnis gesucht, Bsp.: #include “proginfo.h“ 
 
• Dateienamen in < >: 
Die Datei wird im Standard Include-Verzeichnis gesucht, Bsp.: #include <stdio.h> 
 
 
5.3.3  #if 
 
In Abhängigkeit einer Bedingung können Programmteile während des Kompilierens ignoriert 
werden. Die Bedingung kann das Testen eines arithmetischen Ausdrucks sein, oder ein Test, 
ob ein gegebener Name als Makro definiert ist. Ein Anwendungsgebiet ist beispielsweise, 
wenn ein Programm, abhängig vom verwendeten Betriebssystem unterschiedlichen Code be-
nutzen muss. 
 
Beispiel: 
 
#if  defined NAME 
... 
#else 
... 
#endif 
 
 
5.3.4  #define 
 
Diese Direktive erlaubt das Definieren von Makros oder Konstanten. 
 
Beispiel: 
 
#define PI 3.14159 
 
Makros, die Parameter akzeptieren bezeichnet man als funktionsähnliche Makros, da ihre 
Syntax dem Aufruf einer Funktion ähnlich ist.  Im Unterschied zu Funktionen, bei denen der 
Funktionscode nur einmal in den Programmcode eingefügt wird, wird der Inhalt des Makros 
bei jedem Auftreten des Makrobezeichners in den Code eingefügt. Makros führen dem-
entsprechend zu mehreren Kopien desselben Codes im Programm. Dafür produzieren Makros 
während der Laufzeit keinen Overhead, der bei Funktionsaufrufen durch die Parameter-
übergabe entsteht. Die an ein Makro übergebenen Parameter können einen beliebigen Daten-
typ haben. Im Gegensatz zu Funktionen haben Makros keinen Rückgabewert. 
 
Beispiel: 
 
#define min(X, Y)  ((X) < (Y) ? (X) :  (Y)) 
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 1999 wurden dem C Standard [16] Makros mit variabler Parameteranzahl hinzugefügt. Die 
Syntax ist ähnlich zu der von Funktionen mit variabler Parameteranzahl. Durch „...“ wird 
angegeben, dass ein oder mehrere (möglicherweise leere) Argumente folgen. Im Makro wird 
diese Parameterliste durch Angabe von „__VA_ARGS__ „ eingesetzt. Es gibt jedoch keine 
Möglichkeit auf individuelle Argumente zuzugreifen oder die Anzahl der Argumente 
abzufragen. 
 
Beispiel: 
 
#define eprintf(…) fprintf (stderr, __VA_ARGS__) 
 
 
5.3.5  Weitere Direktiven 
 
#undef  Wird zum Aufheben einer Makro Definition verwendet. 
Beispiel: #undef MY_MACRO 
 
#error Ermöglicht die Ausgabe von Fehlermeldungen durch den Pre-Prozessor. Der 
Pre-Prozessor bricht die Verarbeitung an dieser Stelle ab. 
Beispiel: #ifdef __vax__ 
            #error Won't work on Vaxen. 
             #endif 
 
#warning Selbe Funktionsweise wie #error, die Verarbeitung wird jedoch fortgesetzt. 
 
#pragma Veranlassen den Compiler eine implementationsabhängige Operation 
während der Kompilierung durchzuführen. 
Beispiel: #pragma pack(n)  - Richtet Strukturelemente an n Bytes aus 
 
 
5.4  Zusätzliche Methoden des C Pre-Prozessors 
 
5.4.1  Stringification 
 
Mit Stringification bezeichnet man die Umwandlung eines Code-Fragments in eine String-
Konstante. Beispielsweise kann so der eigentliche Name einer Variable in Text umgewandelt 
werden, die als Parameter an ein Makro übergeben wurde. Diese Umwandlung wird durch 
das Voranstellen eines „#“ vor dem Parameternamen veranlasst. 
 
Beispiel: #define WARN_IF(EXP) \ 
    do { if (EXP) \ 
           fprintf (stderr, "Warning: " #EXP "\n"); } \ 
  while (0) 
 
5.4.2  Concatenation 
 
Darunter versteht man das Zusammenfügen von zwei Strings zu einem String, indem 
zwischen den beiden String zwei #-Zeichen eingefügt werden. Dieses Verfahren kann zum 
Beispiel dafür genutzt werden, um aus Makro-Parametern einen neuen Funktions- oder 
Makronamen zu bilden. 
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 6  Implementation der neuen Schnittstelle (IBA) 
 
6.1  Vergleich der API Definitionen 
 
Im ersten Schritt wurden VAPI (vapi.h/evapi.h) und OpenIB (verbs.h) dahingehend unter-
sucht, welche Datentypen, Konstanten und Funktionen in beiden APIs dieselbe Bedeutung 
haben. 
 
Beispiele: 
 
Datentyp „HCA Handle“ 
 
VAPI : VAPI_hca_hndl_t 
OpenIB : struct ibv_context * 
 
 
Konstante „Transport-Typ Reliable Connection“ 
 
VAPI : VAPI_TS_RC  
OpenIB : IBV_QPT_RC 
 
 
Datentyp „Queue Pair Capabilities“ 
 
VAPI : typedef struct { 
u_int32_t max_oust_wr_sq; 
u_int32_t max_oust_wr_rq; 
u_int32_t max_sg_size_sq; 
u_int32_t max_sg_size_rq; 
u_int32_t max_inline_data_sq; 
} VAPI_qp_cap_t; 
 
OpenIB : struct ibv_qp_cap { 
uint32_t max_send_wr; 
uint32_t max_recv_wr; 
uint32_t max_send_sge; 
uint32_t max_recv_sge; 
uint32_t max_inline_data; 
}; 
 
 
Funktion „Create Completion Queue“ 
 
VAPI : VAPI_ret_t VAPI_create_cq( 
VAPI_hca_hndl_t  hca_hndl, 
VAPI_cqe_num_t  cqe_num, 
VAPI_cq_hndl_t *cq_hndl_p, 
VAPI_cqe_num_t *num_of_entries_p 
); 
 
OpenIB : struct ibv_cq *ibv_create_cq( 
struct ibv_context *context, 
int    cqe, 
void   *cq_context 
); 
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 6.2  Festlegung der IBA Datentypen 
 
Als nächstes mussten die jeweils zusammengehörigen Datentypen bzw. Konstanten der 
beiden APIs unter gemeinsamen Namen neu definiert werden. Dabei gibt es jeweils zwei 
Implementationen eines Datentyps, einmal zur Benutzung mit VAPI, und einmal für OpenIB. 
Sämtliche Definitionen der neuen Schnittstelle beginnen im Namen mit „iba_“. 
 
 
Beispiel für den Datentyp „HCA Handle“ 
 
Die Datentypen von VAPI (VAPI_hca_hndl_t) und OpenIB (struct ibv_context*) werden 
unter dem Datentyp iba_hca_hndl_t zusammengefasst. 
 
für VAPI  :  typedef VAPI_hca_hndl_t  iba_hca_hndl_t; 
 
für OpenIB: typedef struct ibv_context* iba_hca_hndl_t;  
 
 
Dabei musste auch berücksichtigt werden, wie der jeweilige Datentyp in den Funktionen ver-
wendet wird. Dies soll am Beispiel der Funktion „Create Queue Pair“ erklärt werden. (bei 
Funktionen und Strukturen werden jeweils nur die relevanten Teile gezeigt) 
 
Zur Erzeugung einer Queue Pair stellt OpenIB folgende Funktion zur Verfügung: 
 
ibv_create_qp( 
struct ibv_qp_init_attr *qp_init_attr 
... 
); 
 
Die Struktur für die initialen Queue Pair Attribute hat das Format: 
 
struct ibv_qp_init_attr { 
struct ibv_cq *send_cq; 
struct ibv_cq *recv_cq; 
struct ibv_srq *srq; 
struct ibv_qp_cap  cap; 
enum ibv_qp_type  qp_type; 
int    sq_sig_all; 
... 
}; 
 
 
Um dieselbe Funktionalität mit VAPI zu erreichen, muss die Funktion VAPI_create_qp_ext 
verwendet werden (VAPI_create_qp kann nicht verwendet werden, da es keine SRQ unter-
stützt). 
 
VAPI_create_qp_ext( 
VAPI_qp_init_attr_t  *qp_init_attr_p, 
VAPI_qp_init_attr_ext_t *qp_ext_attr_p, 
... 
); 
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 Die Strukturen haben das Format: 
 
typedef struct { 
VAPI_cq_hndl_t sq_cq_hndl; 
 VAPI_cq_hndl_t rq_cq_hndl; 
 VAPI_qp_cap_t cap; 
VAPI_sig_type_t sq_sig_type; 
 VAPI_pd_hndl_t pd_hndl; 
 VAPI_ts_type_t ts_type; 
 ... 
} VAPI_qp_init_attr_t; 
 
typedef struct { 
VAPI_srq_hndl_t srq_hndl; 
} VAPI_qp_init_attr_ext_t; 
 
 
Vergleicht man die Datenfelder der Strukturen fallen zwei Unterschiede auf: 
 
- In der OpenIB Struktur fehlt das Protection Handle. 
- Bei VAPI sind die Initial-Attribute auf zwei Strukturen verteilt. 
 
 
Die neu definierte Funktion iba_create_qp muss sowohl unter VAPI als auch OpenIB die 
selbe Syntax besitzen und soll wie bei OpenIB nur eine einzige Struktur mit allen initialen 
Attributen als Parameter erhalten: 
 
 
iba_create_qp( 
iba_qp_init_attr_t *qp_init_attr_p 
... 
); 
 
 
Daraus resultieren folgende Implementationen für die Struktur iba_qp_init_attr_t: 
 
für VAPI: typedef struct { 
VAPI_qp_init_attr_t  vapi_init_attr; 
VAPI_qp_init_attr_ext_t vapi_init_attr_ext; 
} iba_qp_init_attr_t; 
 
 
für OpenIB: typedef struct { 
struct ibv_qp_init_attr   openib_init_attr; 
struct ibv_pd            *pd; 
... 
} iba_qp_init_attr_t; 
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 6.3  Festlegung der IBA Funktionen 
 
Vergleicht man die Funktionsdeklarationen der APIs ergeben sich folgende Unterschiede: 
 
VAPI 
 
- der Rückgabewert aller VAPI-Funktionen besteht aus einem definierten Fehlercode 
- die Parameter der Funktionen sind strikt in Aus- und Eingabeparameter unterteilt 
 
OpenIB 
 
- Der Rückgabewert ist bei einigen Funktionen ein definierter Fehlercode, bei anderen ein 
Zeiger auf erzeugte Datenobjekte 
- Funktionsparameter werden teilweise für Ein- und Ausgabe benutzt 
 
Für das gemeinsame Interface wurde die Semantik der VAPI-Funktionen übernommen. Die 
neuen Funktionsdefinitionen bestehen zum großen Teil aus einem einfachen Makro, das für 
eine korrekte Parameterübergabe an die jeweilige zugrundeliegende API-Funktion sorgt. Das 
enthaltene Makro RES1 sorgt für eine Abbildung der Rückgabewerte auf gemeinsame 
Fehlercodes. 
 
für VAPI: #define RES1(x) ((x) == VAPI_OK ? IBA_OK : IBA_ERROR) 
 
für OpenIB: #define RES1(x) ((x) != NULL ? IBA_OK : IBA_ERROR) 
 
 
Beispiel für Funktion „Allocate Protection Domain“ 
 
für VAPI:  
 
#define iba_alloc_pd(hca_hndl, pd_hndl_p) (                            \ 
   RES1( VAPI_alloc_pd(                                                    \ 
              (VAPI_hca_hndl_t)(hca_hndl),                                 \ 
              (VAPI_pd_hndl_t*)(pd_hndl_p)))) 
 
 
für OpenIB: 
 
#define iba_alloc_pd(hca_hndl, pd_hndl_p) (                                \ 
   RES1(*(pd_hndl_p) = (iba_pd_hndl_t)ibv_alloc_pd(                        \ 
                                        (struct ibv_context*)(hca_hndl)))) 
 
 
 
6.4  Zugriff auf Strukturelemente  
 
Vorhanden sind nun Implementationen aller Funktionen und Typdefinitionen für beide Verbs 
APIs. Es fehlt jedoch noch eine Möglichkeit, die neudefinierten Strukturen zu initialisieren 
bzw. auszulesen. Da diese für VAPI und OpenIB verschieden sind, der Sourcecode unab-
hängig vom verwendeten Verbs Interface aber gleich bleiben soll, müssen Funktionen zur 
Verfügung gestellt werden, die bei gleichen Funktionsparametern unterschiedliche Strukturen 
modifizieren bzw. auslesen können. Diese Funktionalität wurde in Form der Makros SET und 
GET integriert. 
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 6.4.1  Das Makro SET 
 
Die Aufgabe dieses Makros ist das Setzen einer Variablen innerhalb einer Struktur. 
 
Definition: 
 
#define SET(struct_type, struct_name, field_name, ...)                    \ 
     (SET_##struct_type##__##field_name(struct_name, __VA_ARGS__)) 
 
Makroparameter: 
 
1. struct_type - Name des Strukturtyps (z.b. iba_qp_init_attr_t) 
 
2. struct_name - Name der Struktur (bei Unterstrukturen sind mehrere Namen komma-  
  separiert anzugeben; siehe Beispiel unten) 
 
3. field_name - Name der Variable innerhalb der Struktur, die modifiziert werden soll 
 
4. value - Neuer Wert der Variable 
 
Beispiel: 
 
typdef struct { 
  int a; 
  int b; 
  struct { 
    int c; 
    int d; 
  } sub; 
} rec_t; 
 
rec_t  myvar; 
 
Variable a = 1 setzen: SET(rec_t, myvar, a, 1); 
 
Variable d = 5 setzen: SET(rec_t, myvar, sub, d, 5); 
 
Der C Pre-Prozessor bildet aus dem SET-Makro im Sourcecode und den übergebenen 
Parametern einen neuen Makronamen. Dieses neue Makro ist für jede Variable einer Struktur 
bereits definiert und enthält die eigentliche Anweisung (in dem Fall Zugriff auf eine 
bestimmte Variable innerhalb der Struktur), Beispiel: 
 
Programm-Code: 
 
#define SET_rec_t__a(struct_name, value) (struct_name.a = value) 
 
rec_t myvar; 
 
Die Anweisung: 
 
SET(rec_t, myvar, a, 1); 
 
wird durch den Pre-Prozessor aufgelöst zu: 
 
SET_rec_t__a(myvar, 1); 
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 und dieses neue Makro wird durch den Pre-Prozessor wiederum aufgelöst zu: 
 
myvar.a = 1; 
 
 
6.4.2  Das Makro GET 
 
Die Aufgabe dieses Makros ist das Auslesen eines Variablenwertes innerhalb einer Struktur. 
 
Definition: 
 
#define GET(struct_type, struct_name, field_name, ...)      \ 
(GET_##struct_type##__##field_name(struct_name, __VA_ARGS__)) 
 
 
Makroparameter: 
 
1. struct_type - Name des Strukturtyps 
 
2. struct_name - Name der Struktur (bei Unterstrukturen sind diese komma-separiert anzu-  
                            geben, siehe Beispiel) 
 
3. field_name - Name der Variable innerhalb der Struktur 
 
 
Beispiel: 
 
typdef struct { 
  int a; 
  int b; 
  struct { 
    int c; 
    int d; 
  } sub; 
} rec_t; 
 
rec_t  myvar; 
int    tmp; 
 
Anweisung tmp = a:   tmp = GET(rec_t, myvar, a); 
 
Anweisung tmp = d:  tmp = GET(rec_t, myvar, sub, d); 
 
 
 
6.5  Vereinheitlichte Strukturen 
 
Für jede Variable innerhalb einer Struktur ist ein Makro definiert. Dieses Makro legt fest, auf 
welches Element in der vorhandenen Struktur zugegriffen wird. So lässt sich nach außen hin 
(Programmierer) eine andere Struktur darstellen, als intern vorhanden ist. Die Makros SET 
und GET ermöglichen es, die Unterschiede zwischen den Strukturen der beiden APIs zu ver-
bergen und dem Programmierer jeweils eine einheitliche (virtuelle) Struktur zu präsentieren. 
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 Beispiel: 
 
Struktur für die initialen Queue Pair Attribute 
 
Sichtweise des Programmierers 
 
struct { 
  iba_qp_type_t   qp_type; 
  iba_cq_hndl_t   sq_cq_hndl; 
  iba_cq_hndl_t   rq_cq_hndl; 
  iba_srq_hndl_t  srq_hndl; 
  iba_pd_hndl_t   pd_hndl; 
  iba_sig_type_t  sq_sig_type; 
  iba_qp_cap_t    cap; 
} iba_qp_init_attr_t; 
 
 
Tatsächlicher interner Aufbau 
 
für VAPI: 
 
typedef struct { 
  VAPI_qp_init_attr_t      vapi_init_attr; 
  VAPI_qp_init_attr_ext_t  vapi_init_attr_ext; 
} iba_qp_init_attr_t; 
 
 
für OpenIB: 
 
typedef struct { 
  struct ibv_qp_init_attr   openib_init_attr; 
  struct ibv_pd            *pd; 
  ... 
} iba_qp_init_attr_t; 
 
 
Programmcode: 
 
iba_qp_init_attr_t   qp_init_attr; 
 
SET(iba_qp_init_attr_t, qp_init_attr, qp_type,  IBA_QPT_RC); 
 
 
wird durch den Pre-Prozessor aufgelöst zu (die Konstante IBA_QPT_RC ist für beide APIs 
unterschiedlich definiert): 
 
für VAPI: qp_init_attr.vapi_init_attr.ts_type = VAPI_TS_RC; 
 
für OpenIB: qp_init_attr.openib_init_attr.qp_type = IBV_QPT_RC; 
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 6.6  Benutzung der IBA-Schnittstelle 
 
Die neue API wurde in drei Header-Dateien untergebracht: 
 
iba_vapi.h - enthält alle Definitionen für VAPI 
 
iba_openib.h - enthält alle Definitionen für OpenIB 
 
iba.h  - vom Programmierer zu benutzende Header-Datei 
 
 
Über eine #include Direktive wird die Datei iba.h in das Programm eingebunden. Durch ein 
vorher zu definierendes Makro wird, bestimmt welche API benutzt werden soll: 
 
#define IBA_USE_VAPI - es wird Mellanox V-API benutzt 
 
oder 
 
#define IBA_USE_OPENIB - es wird die OpenIB Verbs API benutzt 
 
 
Der Nutzer muss lediglich noch dafür Sorge tragen, dass jeweils die entsprechenden Libraries 
eingebunden werden. 
 
 
6.7  Funktionsumfang 
 
Insgesamt wurden pro API 30 Funktionen implementiert, davon der größte Teil als Makros. 
Funktionen kamen vor allem dann zum Einsatz, wenn vor oder nach dem eigentlichen API-
Aufruf noch Datenfelder zu kopieren oder eine erweiterte Fehlercodeauswertung nötig waren. 
Die Verarbeitung aller Datenstrukturen wurde komplett über Makros realisiert. 
 
 
genutztes Verbs 
Interface 
implementierte 
API-Funktionen davon Makros davon Funktionen 
Mellanox V-API 30 25 (83%)   5 (17 %) 
OpenIB Verbs 30 14 (46%) 16 (54 %) 
 
Tabelle 3: Anzahl und Art der Funktionen 
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 7  Integration in das MPICH2 Device für InfiniBand 
 
7.1  MPICH2 
 
MPI [17] ist ein weit verbreiteter Message-Passing-Standard, der zur Entwicklung von paral-
lelen Anwendungen genutzt wird. Eine frei verfügbare Implementation des MPI-2 Standards 
ist MPICH2, das vom MPICH Team am Argonne National Laboratory entwickelt wird [18]. 
Bei der Entwicklung von MPICH2 setzte man sich folgende Ziele: 
 
• komplette Implementation des MPI-2 Standards 
 
• hohe Portabilität und Performance 
 
• Threadsicherheit 
 
• skalierbar bis zu einer großen Anzahl an Prozessen 
 
• modulares Design 
 
Die Basis für eine portable und effiziente Implementation bildet bei MPICH2 das Abstract 
Device Interface (ADI3). ADI3 [19] ist ein Programmierinterface innerhalb von MPICH2, 
dass die Implementation in einen systemunabhängigen und einen spezialisierten abhängigen 
Teil trennt. Oberhalb des ADI3 Layers wurde das Message Passing Interface implementiert, 
dass aus hoch portablem Code besteht und alle Funktionen des MPI Standards enthält, wie  
Management von Datentypen und Kommunikatoren als auch kollektive Operationen, die auf 
Punkt-zu-Punkt Funktionen beruhen. Diese wiederum werden durch ein Abstract Device 
implementiert. Ein solches Device kann entweder die Funktionalität einer anderen Bibliothek 
wie beispielsweise PVM nutzen oder direkt mit den low-level Treibern einer speziellen 
Kommunikationshardware interagieren. Die Hauptaufgabe eines Abstract Device ist die 
Verwaltung von Buffern und Message Queues. ADI3 ist relativ komplex und besteht aus 
mehreren Dutzend Funktionen. 
 
Um den Aufwand zu minimieren der nötig ist um MPICH2 zu portieren, wurde das Channel 
Interface eingeführt (CH3). CH3 ist ein Layer, der die Funktionen von ADI3 implementiert 
und ein weniger komplexes aber immer noch portables Interface zu Verfügung stellt, welches 
aus lediglich einem Dutzend Funktionen besteht. Ein Channel Device implementiert die 
Funktionen der CH3-Schnittstelle und ist für den Datenaustausch zwischen allen beteiligten 
Prozessen verantwortlich. Es existieren Channel Devices für verschiedene Kommunikations-
architekturen wie TCP Sockets, Shared Memory usw. Da das CH3 Interface nur aus wenigen 
Funktionen besteht, ist es einfacher ein Channel Device zu schreiben, als ein ADI3 Device. 
 
Um den Vorteil von RDMA-fähigen Architekturen oder Systemen mit gemeinsamem 
Speicher zu nutzen und den Portierungsaufwand noch weiter zu minimieren, wurde das 
RMDA Interface eingeführt. Das RDMA Interface implementiert CH3 und stellt wiederum 
eine noch einfachere Schnittstelle zur Verfügung, die nur noch aus fünf Funktionen besteht. 
 
MPICH2 bietet Entwicklern damit eine große Flexibilität. Die drei Schnittstellen (ADI3, 
CH3, RDMA) bieten unterschiedliche Kompromisse zwischen einfacher Portierbarkeit und 
hoher Kommunikationsperformance. Bild 6 zeigt die Struktur der MPICH2 Implementation. 
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Bild 6: MPICH2 Struktur 
 
 
7.2  Das MPICH2 Device für InfiniBand 
 
Bei dem an der TU Chemnitz entwickelten MPICH2 Device für InfiniBand handelt es sich 
um ein CH3-Device, dass die Mellanox V-API Schnittstelle für die Kommunikation über 
InfiniBand nutzt. Es unterstützt neben RDMA-Transfers für große Nachrichten auch Inline 
Sends für kleine Nachrichten und beinhaltet eine Dynamic Memory Engine, um 
Performanceverluste durch die notwendigen Speicher De-/Registrierungen zu senken. 
 
Nicht nur die MPICH2 Implementation besteht aus mehreren Schichten, sondern auch das 
InfiniBand Device besteht aus 2 Schichten. Ein wichtiger Grund für dieses Design kann in 
der Notwendigkeit gesehen werden, nicht-blockierende Kommunikationsoperationen zur 
Verfügung stellen zu müssen. Die obere Schicht implementiert alle Funktionen der CH3 
Schnittstelle und einige zusätzliche Funktionen für den internen Gebrauch. Die Funktionen 
lassen sich wie folgt einteilen: 
 
• Send/Receive 
 
• Request und Queue Management 
 
• Progress 
 
• Init/Finalize 
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 Keine der Funktionen der oberen Schicht greift direkt auf V-API zu, dennoch kann diese 
Schicht nicht mehr als hardwareunabhängig betrachtet werden, da viele Details, speziell die 
Datenstrukturen auf InfiniBand abgestimmt sind. 
Die untere Schicht des Device stellt grundlegende Funktionen für die darüberliegende Schicht 
zur Verfügung. Sie benötigt keinerlei Kenntnis über Request Objekte der oberen Schicht. 
Diese Funktionen kann man in folgende Gruppen einteilen: 
 
• Buffer Management 
 
• Flow Control 
 
• Posting der Requests 
 
• Progress 
 
• Init/Finalize 
 
• Interface und zusätzliche Funktionen 
 
Die untere Schicht ruft direkt die Funktionen der V-API auf und ist damit sehr abhängig von 
der Hardware und der Verbs Schnittstelle. 
 
 
7.3  Portierung des Devices 
 
Um das MPICH2-Device für InfiniBand auf die IBA-API zu portieren, musste die untere 
Schicht des Devices geändert werden. Diese Schicht umfasst die Dateien ibvapi.c / ibvapi.h 
und ibvapi-mem.c / ibvapi-mem.h. In der oberen Schicht musste lediglich die Datei 
MPIDI_CH3I_Setup_Connections.c geändert werden, da dort die Queue Pair Nummern der 
Prozesse gespeichert werden. Die Änderungen beschränkten sich darauf, die Datentyp- und 
Funktionsnamen sowie Elementnamen der Strukturen anzupassen. Außerdem mussten alle 
Zugriffe auf Datenstruktur-Elemente der Verbs API über die Makros SET/GET realisiert 
werden. Lediglich bezüglich der Abfrage der maximalen Nachrichtenlänge für Inline Sends 
war eine größere Änderung in der Codestruktur notwendig. Diese Abfrage erfolgte im ur-
sprünglichen Code innerhalb der Funktion ibvapi_create_qp_contd mittels der V-API 
Routine VAPI_query_qp. Da OpenIB libibverbs eine solche Routine (noch) nicht zur Ver-
fügung stellt, hat die IBA-Schnittstelle auch keine derartige Funktion. Um mittels IBA die 
maximale Inline-Länge abzufragen muss direkt beim Erstellen der Queue Pair 
(iba_create_qp) die zurückgegebene Struktur der Queue Pair Eigenschaften ausgewertet 
werden. Deshalb befindet sich der entsprechende Code nun in der Funktion createQP des 
MPICH2-Devices. 
 
Eine Anleitung zur Integration der IBA-Schnittstelle in das MPICH2-Device wird im Anhang 
gegeben. 
 
Um die Performance des MPICH2-Device für InfiniBand mit IBA-Schnittstelle zu 
überprüfen, wurde der PingPong-Test aus den Intel MPI Benchmarks 2.3 (ehemals Pallas 
MPI Benchmark Suite) [20] verwendet. 
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 Erwartungsgemäß ist die Performance nahezu gleich. Die Latenz des MPICH2-Device mit 
IBA-Schnittstelle war bei diesem Test durchschnittlich 2% größer, wobei die Differenz mit 
zunehmender Nachrichtenlänge kleiner wird (Bild 7). Entsprechend ist der Datendurchsatz 
mit IBA-Schnittstelle geringfügig kleiner (Bild 8). 
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Bild 7: Vergleich Latenz: Referenz-Device / IBA-Device (V-API) 
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Bild 8: Vergleich Datendurchsatz: Referenz-Device / IBA-Device (V-API) 
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 Um die Performance unter OpenIB zu testen, wurden das MPICH2-Device mit IBA-
Schnittstelle (OpenIB) und das Benchmark-Tool rc_pingpong verglichen, welches dem 
OpenIB Softwarestack beiliegt (Bild 9, 10). 
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Bild 9: Vergleich Latenz: raw-OpenIB / IBA-Device (OpenIB) 
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Bild 10: Vergleich Datendurchsatz: raw-OpenIB / IBA-Device (OpenIB) 
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 Abschließend ein Vergleich des MPICH2-Device mit IBA-Schnittstelle unter V-API und 
OpenIB (Bild 11, 12). 
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Bild 11: Vergleich Latenz: IBA-Device (V-API) / IBA-Device (OpenIB) 
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Bild 12: Vergleich Datendurchsatz: IBA-Device (V-API) / IBA-Device (OpenIB) 
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 8  Zusammenfassung 
 
Im Rahmen dieser Studienarbeit wurde eine API (IBA) entwickelt, die es ermöglicht, ohne 
Änderung des Programm-Quellcodes zur Kompilierzeit festzulegen, welche Verbs Schnitt-
stelle zur Kommunikation über InfiniBand genutzt werden soll. Zur Verfügung stehen dabei 
Mellanox V-API und die OpenIB gen2 Schnittstelle libibverbs. Die Schnittstellenauswahl 
wird durch die Definition eines Makros (IBA_USE_VAPI / IBA_USE_OPENIB) vorge-
nommen. 
 
Ein Teil der Aufgabenstellung bestand darin, dass die gemeinsame Schnittstelle auf C Pre-
Prozessor Makros basiert. Dieses Ziel konnte nur zum Teil erreicht werden, da sich die 
Semantik einiger Verbs Routinen zu sehr unterschied und daher die Definition eigener 
Funktionen notwendig war. Insgesamt konnten 83 Prozent aller V-API Routinen und 46 
Prozent aller libibverbs Routinen über Makros realisiert werden. Der Zugriff auf die Daten-
strukturen der Verbs-APIs konnte komplett als Makros implementiert werden. 
 
Nach Fertigstellung der IBA-Schnittstelle wurde diese in das MPICH2-Device für InfiniBand 
integriert, welches bisher auf der Benutzung von Mellanox V-API basierte. Ein anschließend 
durchgeführter Benchmark mit dem PingPong-Test der Intel MPI Benchmarks 2.3 zeigte, 
dass das neue MPICH2-Device unter V-API nur geringfügig langsamer als das ursprüngliche 
Device ist, nun aber auch unter OpenIB gen2 einsetzbar ist. 
 
Da es sich bei der IBA-Schnittstelle um eine eigenständige API handelt, kann sie auch für 
andere Projekte problemlos wiederverwendet werden. Es wurden alle Verbs integriert, die in 
beiden APIs vorhanden sind, lediglich die Verbs zur Ereignisbehandlung wurden nicht 
integriert, da diese aufgrund der sehr unterschiedlichen Semantik nicht als Makros zu 
implementieren sind und zudem für das MPICH2-Device nicht von Bedeutung sind. Während 
bei V-API keine Änderungen der API mehr zu erwarten sind, werden bei OpenIB zukünftig 
neue Funktionen hinzukommen. Entsprechend kann dann die IBA Schnittstelle um diese 
Funktionen erweitert werden (sofern in beiden APIs vorhanden). 
 
Genutzt wurden für die Entwicklung gcc 3.4.3, mpich2 0.96p2, das MPICH2 InfiniBand 
Device ibvapi 040319, Mellanox Gold Distribution 1.8.0 und OpenIB gen2 Revision 2749. 
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 A  Anhang 
 
A.1  Integration der IBA-API (V-API/OpenIB) in das 
        MPICH2-CH3 InfiniBand Device (release 040319) 
 
 
Folgen Sie den Anweisungen in „MPICH2-CH3 InfiniBand Device - Installation and 
Deployment“ bis einschliesslich dem Schritt zum Modifizieren der Datei Makefile.sm. 
 
Kopieren Sie jetzt die Datei ibvapi040319_iba.diff in das ibvapi040319 Verzeichnis und 
führen Sie folgenden Befehl aus: 
 
patch –p1 –i ibvapi040319_iba.diff 
 
 
Der Patch integriert die IBA-Schnittstelle in das InfiniBand Device und fügt folgende 
Kommandozeilenparameter zum MPICH2 configure Skript hinzu: 
 
Notwendige Parameter 
 
--with-iba-api=<vapi|openib> 
 
Beschreibung:  Dieser Parameter bestimmt, welche Verbs API vom InfiniBand Device 
genutzt wird 
 
vapi - Mellanox V-API 
openib - OpenIB gen2 libibverbs 
 
Optionale Parameter 
 
--with-vapi-path=DIR 
 
--with-openib-path=DIR 
 
Beschreibung: Über diese Parameter können die Pfade zu den Mellanox/OpenIB SDKs 
gesetzt werden 
 
Beispiel: --with-vapi-path=/usr/local/ibgd/driver/infinihost 
 
 
Folgen Sie den restlichen Anweisungen der InfiniBand Device Installationsanleitung und 
benutzen Sie bei configure zusätzlich die oben beschriebenen Parameter. 
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