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SUMMARY
Let X(n) = (Xij) be a p × n data matrix, where the n columns form a ran-
dom sample of size n from a certain p-dimensional population distribution. Let
R(n) = (ρij) be the p × p sample correlation coefficient matrix of X(n); and
S(n) = (1/n)X(n)(X(n))∗ − X¯X¯∗ be the sample covariance matrix of X(n), where
X¯ is the mean vector of the n observations. Assuming that Xij’s are independent
and identically distributed with finite fourth moment, we show that the smallest
eigenvalue of R(n) converges almost surely to a constant provided that p/n goes to
a positive constant. We accomplish this by showing that the smallest eigenvalue
of S(n) converges almost surely to a constant. The proof relies strongly on existing
results about the smallest eigenvalue of S(n) = (1/n)X(n)(X(n))∗.
iv
LIST Of NOTATIONS
X p× n data matrix, where the n columns form a ran-
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complex random variables satisfying:
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X¯ sample mean defined as X¯ = (1/n)
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CHAPTER 1
Introduction
1.1 Introduction to Random Matrix Theory
1.1.1 Why Random Matrix?
Random matrix theory was first developed in quantum mechanics during the
1940’s and early 1950’s, when physicists used random eigenvalues to model the
energy levels of a system. Since then, there has been much work done in this field.
For a review, see Mehta (1990).
1
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In this thesis, we focus on the statistical perspective of random matrix theory.
Large sample theory in classical multivariate analysis assumes that p, the data
dimension, is fixed, and n, the number of observations, is large. However, for
contemporary problems, it is common for p to be also very large and comparable
to n. Some examples from Johnstone (2001) include:
1. Climate studies : n might be the number of time points, and p the number
of observation stations. Principal component analysis is widely used under
the name “empirical orthogonal functions”.
2. Financial data: large covariance and correlation matrices, with p ≈ 400
financial indicators, are publicly posted daily (e.g. riskmetrics.com) and
used for value-at-risk calculations.
3. Information Retrieval / search engines : A common search engine strategy
forms huge term by document incidence matrices (n and p at least in the
thousands) and then does a truncated singular value decomposition.
In the 1972 Wald Memorial Lectures (see Huber (1973)), Huber provided an
important insight to robust regression. The most important new feature was that
he considered the case where the number of parameters p increases with the num-
ber of observations n. When both n and p are very large, he proposed different
asymptotic setups for the large sample theory. These are, in order of decreasing
restrictiveness:
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(a) lim sup p <∞
(b) lim p3/n = 0
(c) lim p2/n = 0
(d) lim p/n = 0
(e) lim sup p/n < 1
(f) limn− p =∞,
This heuristics turns out to be applicable to multivariate analysis; and corre-
sponding limiting theorems could be established based on the new setups. Now,
there are two kinds of limiting results: those for fixed dimension (classical limiting
theorems) and those for large dimension (large dimensional limiting theorems).
Naturally we ask, which kind of results is closer to reality? In other words, for
certain problems, which kind of results should be applied? We suggest that, when
both n and p are large, the large dimensional limiting theorems are necessary
and perform better than those for fixed dimension. The following example (Bai,
personal communication) may clarify this perspective.
Example 1.1. Suppose Xn is an p × n data matrix containing i.i.d. standard
normal entries. Then Sn = (1/n)XXT can be viewed as a sample covariance
matrix. The generalized variance is given by the determinant of S which is denoted
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by |S|. An important statistic in multivariate analysis is




where λn,j, j = 1, 2, . . . , p, are the eigenvalues of Sn. When p is fixed, λn,j
a.s.−→ 1
as n→∞ and hence (1/p)Tn a.s.−→ 0.
Furthermore, for fixed p, since
√
n/p (|S| − 1) D−→ N(0, 2), by the delta-method
we know that √
n/p Tn
D→ N(0, 2).
Now let us see what happens when we use p/n → c ∈ (0, 1) as the asymptotic











(b− x)(x− a)dx = c− 1
c
ln(1− c)− 1 < 0,
where a = (1 −√c)2, and b = (1 +√c)2. Let d(c) = c−1
c
ln(1 − c) − 1, this result
also tells us that with probability one,
√
n/pTn ∼ d(c)√np→ −∞.
This example shows that classical limit theorems are no longer suitable in high-
dimensional data analysis. Consequently, the challenge is to address inadequacies
of classical methods. We may quote from Donoho (2000), “We can say with com-
plete confidence that in the coming century, high-dimensional data analysis will be
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a very significant activity, and completely new methods of high-dimensional data
analysis will be developed; we just don’t know what they are yet.” It is increasingly
evident that random matrix theory offers good chance of resolving important issues
in high-dimensional data analysis.
1.1.2 Basic Concepts and Examples
We first introduce several typical random matrices.
Definition 1.1 (Wigner Matrix). The Wigner matrix is a symmetric random
matrix whose entries on the diagonal are i.i.d. N(0, 2); and entries above the
diagonal are i.i.d N(0, 1). A generalized definition of Wigner matrix only requires
that the matrix is symmetric (or Hermitian in the complex case); and the entries
on or above the diagonal are independent.
Remark. TheWigner matrix is named by the famous physicist EugeneWigner;
and it plays an important role in nuclear physics (see Mehta (1990)). As we will
see later, it also has strong statistical meaning.
Definition 1.2 (Sample Covariance Matrix). Suppose X(n) is a p × n data
matrix, where the n columns form a random sample of size n from a certain p-
dimensional population distribution. The sample covariance matrix S is defined






X(n)(X(n))∗ − nX¯(n)(X¯(n))∗) ,
where X¯(n) is the mean vector of the n observations.
Remarks. (1)For notational economy, we will omit the super-index (n) in
X(n) when there is no confusion. (2) In this thesis, we make a little modification
to the definition of sample covariance matrix by using n instead of (n − 1) in the
denominator. Since we are interested in the limiting behavior, this modification
will not affect the results. (3) In the literature, S = (1/n)XX∗ is studied as
the sample covariance matrix since this simplified version has the same limiting
spectral distribution as S. In order to preserve notational consistency with existing
results, in Chapter 1 and Chapter 2 we refer to the sample covariance matrix as
S. However, in Chapter 3, in order to avoid confusion, we rename S by “simplified
sample covariance matrix” and refer to the sample covariance matrix as S. (4)
In this thesis, we assume that X is the up-left p × n corner of a double array
{Xuv : u, v = 1, 2, . . .} of independent and identically distributed random variables
with unit variance. (5) Here the definition is for the complex case, of course there
is a corresponding one for the real case.
Definition 1.3 (Wishart Matrix). The Wishart matrix is a special case of the
sample covariance matrix. If the population distribution is N(0, Ip), then the
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The Wishart matrix can also defined for the complex case.
Remark. When p is fixed, S a.s.−→ Ip and
√
n(S− Ip) D−→Wp, where Wp is just
the Wigner matrix (see Definition 1.1). This provides a statistical interpretation
of Wigner matrix.
Definition 1.4 (Sample Correlation Matrix). Based on Definition 1.2, the
sample correlation matrix is R(n) = (ρij), where ρij is the usual Pearson correlation
coefficient between the i-th row and the j-th row of X(n). Again when there is no












then R is given by
R = D−1SD−1.
In the following, we will introduce the spectral analysis of large dimensional
random matrices. Suppose A is a m ×m matrix with eigenvalues λ1, λ2, . . . , λm.
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One of the main problems in random matrix theory is to investigate the con-
vergence of the sequence of the limiting spectal distributions {FAn} for a given
sequence of random matrices {An} with dimensions tending to infinity. This prob-
lem is referred as the spectral analysis of large dimensional random matrices. The
limiting distribution F , which is usually non-random, is called the limiting spectral
distribution of the sequence {An}.
The importance of the empirical spectral distribution comes from the fact that
many important statistics in multivariate analysis can be expressed as functionals
of the empirical distribution of some random matrix.
Example 1.2. Suppose S is a p×p sample covariance matrix, then the generalized












1.2 Some Results in Linear Algebra
In this section, we introduce without proof some non-trivial results in linear
algebra which will be useful for proving subsequent results.
The following theorem describes the variational characterization of eigenvalues
(see Horn and Johnson (1985), Theorem 4.2.11).
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Theorem 1.1 (Courant-Fischer). Suppose A is an n×n Hermitian matrix with

















Now we introduce the singular values and the spectrum norm of a matrix.
For any m × n complex matrix, its singular values s1 ≥ s2 ≥ · · · sq ≥ 0, where
q = min{m, n}, are defined as the square roots of the q-th largest eigenvalues of
the non-negative Hermitian matrix AA∗. The spectrum norm ‖A‖ of A is defined
as the largest singular value s1. The spectrum norm has all the properties of a
norm, and it also satisfies:
‖AB‖ ≤ ‖A‖ · ‖B‖. (1.3)
The following lemma (see Horn and Johnson (1985), Corollary 7.3.8) will be
used in section 3.2.
Lemma 1.2. Suppose A and B arem×n complex matrices; and let q = min{m, n}.
If σ1 ≥ σ2 ≥ · · · ≥ σq are the singular values of A and τ1 ≥ τ2 ≥ · · · ≥ τq are the
singular values of B, then
|σi − τi| ≤ ‖A−B‖, for all i = 1, 2, . . . , q.
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The following rank inequality (Lemma 2.4 of Silverstein and Bai (1995)) is used
in section 3.3.
Lemma 1.3. For n× n Hermitian matrices A and B
‖FA − FB‖ ≤ 1
n
rank(A−B),
where ‖f‖ = supx |f(x)|.
The following simple properties have frequently been used in section 3.3, we
summarize them in a lemma.
Lemma 1.4. Suppose A is an n × n complex matrix and β ∈ Cn. If both A and













1.3 Limiting Spectral Distribution
The spectral analysis of large dimensional Wigner matrix dates back toWigner’s
famous semicircle law (Wigner (1958)). He proved that the expected empirical
1.3 Limiting Spectral Distribution 11
spectral distribution of an n×n standard Gaussian matrix, normalized by (1/√4n),






1− x2, if |x| ≤ 1;
0, otherwise.
(1.7)
This work was generalized by Grenander (1963) and Arnold (1967, 1971) in various
aspects. The following theorem (Bai, to appear) is a generalized version.
Theorem 1.5. Suppose Wn = (wij) is an n× n generalized Wigner matrix whose
diagonal entries are i.i.d. real random variables; and entries above the diagonal
are i.i.d. complex random variables with unit variance. Further assume that all
the entries on and above the diagonal are independent. Then the empirical spectral
distribution of (4n)−1/2Wn converges to the semicircle law with probability one.
For the sample covariance matrix, the first success in finding the limiting spec-
tral distribution is due to Marcˇenko and Pastur (1967). They found the so called






(b− x)(x− a), if a ≤ x ≤ b;
0, otherwise;
(1.8)
and a point mass 1 − 1/c at the origin if c > 1, where c > 0 is a parameter
and a = (1 − √c)2, b = (1 + √c)2. Subsequent work was done by many other
researchers. The following theorem (Bai, to appear) is a generalized version of Yin
(1986) where the real case was studied.
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Theorem 1.6. For the sample covariance matrix S defined in Definition 1.2 (also
see remarks on the definition), the empirical spectral distribution F S converges to
the Marcˇenko-Pastur law with probability one as p→∞, n→∞ and p/n→ c > 0.
In section 3.3, we use Theorem 1.6 together with the rank inequality in Lemma
1.3 to obtain the limiting spectral distribution of S defined in Definition 1.2.
1.4 Organization of the Thesis
In this chapter we have provided a brief introduction on the motivation of
random matrix theory as well as on the spectral analysis, which is the fundamental
problem in this theory. In Chapter 2, we present a detailed review on existing
results about the limits of extreme eigenvalues of Wigner matrix, sample covariance
matrix and sample correlation matrix. Chapter 3 is the main part of this thesis.
Our results, Theorem 3.4 and Theorem 3.5, are stated in section 3.2, in which we
also show how Theorem 3.5 implies Theorem 3.4. We put the proof of Theorem
3.5 in sections 3.3 and 3.4. In section 3.5, we discuss some possible future work.
CHAPTER 2
Limits of Extreme Eigenvalues
In multivariate analysis, many statistics generated from a random matrix can be
written as functions of integrals with respect to the empirical spectral distribution
of the same random matrix. When the limiting spectral distribution is known, we
may want to apply the Helly-Bray theorem (see Loe`ve (1963), pp. 180-182) to find
approximate values of the statistics under consideration. However, the integrands
are usually unbounded. For example, the integrand in Example 1.1 is lnx which
is unbounded both from below as well as from above. In this case we cannot use
the limiting spectral distribution and the Helly-Bray theorem to find approximate
values of these kinds of statistics. Fortunately, in most cases, the supports of the
13
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limiting spectral distributions are compact intervals. Still, this does not mean
that the Helly-Bray theorem is applicable unless we can prove that the extreme
eigenvalues of the random matrix remain in certain intervals.
The investigation on limits of extreme eigenvalues is not only important in
the above aspect, but also has practical interests. In signal processing, pattern
recognition, edge detection and many other areas, the support of the limiting
spectral distribution of the population covariance matrix consists of several disjoint
pieces. It is important to know whether or not the limiting spectral distribution
of the sample covariance matrix is also separated into the same number of disjoint
pieces; whether or not there are eigenvalues falling into the spacings out of the
support of the limiting spectral distribution of the sample covariance matrix.
Another application of limits of extreme eigenvalues is in numerical analysis.
In solving linear systems of equations, one would like to know the typical effect
of the error in the input on the solution. Consider a linear system of equations
Ax = b, where A is an n× n matrix and b ∈ Rn. An upper bound of the suitably
defined error (see Smale (1985)) is the condition number KA of A, which is defined
as KA = ‖A‖‖A−1‖. In terms of the eigenvalues, KA = λmax(A)/λmin(A). The
limiting behavior of the extreme eigenvalues will help us to estimate the loss of
numerical precision.
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The first work in this direction is due to Geman (1980) who proved that the
largest eigenvalue of the sample covariance matrix tends to b = (1 +
√
c)2 as
p/n → c ∈ (0, ∞) under a restriction on the growth rate of the moments of the
underlying distribution
E|X11|k ≤Mkαk,
for some M > 0, α > 0 and for all k ≥ 3. This work was generalized by Yin, Bai
and Krishnaiah (1988) under the assumption of the existence of the fourth moment
of the underlying distribution. The fourth moment condition is further proved to
be necessary in Bai, Silverstein and Yin (1988) by showing that
E|X11|4 =∞ =⇒ lim supλmax =∞ a.s.
Silverstein (1989) showed that the necessary and sufficient condition for the weak
convergence of the largest eigenvalue of a sample covariance matrix is EX11 = 0
and n2P (|X11| ≥
√
n) → 0. In Bai and Yin (1988b), the necessary and sufficient
condition for the almost sure convergence of the largest eigenvalue of Wigner matrix
was given. Jiang (2004) proved that the almost sure limit of the largest eigenvalue
of the sample correlation matrix is same as that of the largest eigenvalue of the
sample covariance matrix.
As for the smallest eigenvalue, for the Wigner matrix, because of its struc-
ture, there is symmetry between the largest and smallest eigenvalues; and the
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necessary and sufficient condition of the almost sure convergence of the small-
est eigenvalue can be obtained by modifying that of the largest eigenvalue. The
most difficult problem in this direction is on the limit of the smallest eigenvalue of
sample covariance matrix. Yin, Bai and Krishnaiah (1983) proved that the lower
limit of the smallest eigenvalue of a Wishart matrix has a positive lower bound
if p/n → c ∈ (0, 1/2). Silverstein (1984) extended this work to allow c ∈ (0, 1);
who later (Silverstein (1985)) proved that the smallest eigenvalue of a standard
Wishart matrix tends to a = (1 − √c)2 if p/n → c ∈ (0, 1). However, it is hard
to use his approach to obtain the general result, since his method depends heavily
on normality assumption. A breakthrough was given in Bai and Yin (1993), which
is also the most current result. They used a unified approach to establish the
strong limits of both the largest and the smallest eigenvalues of sample covariance
matrix simultaneously under the existence of fourth moment of the underlying dis-
tribution. In fact, the strong limit of the smallest eigenvalue was proved to be
a = (1−√c)2.
In the remaining parts of this chapter, we review some of the work mentioned
above in some details. The purpose is to state some results clearly, because they
are very useful in proving the main theorems in Chapter 3. At the same time, we
would like to recall some important methods and innovative ideas.
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2.1 The Extreme Eigenvalues of Wigner Matrix
The necessary and sufficient condition for the almost sure convergence of the
largest eigenvalue of Wigner matrix was given in Bai and Yin (1988b) for the real
case. This result can be generalized to the complex case immediately which is
given by the following theorem (Bai, unpublished):
Theorem 2.1. Suppose Wn = (wij) is an n× n Hermitian Wigner matrix whose
diagonal entries are i.i.d. real random variables; and entries above the diagonal are
i.i.d. complex random variables. Further assume that all the entries on and above
the diagonal are independent. Then the largest eigenvalue of (4n)−1/2Wn tends to
a constant b > 0 with probability one if and only if the following conditions hold:
(i) E(w+11)
2 <∞;
(ii) Ew12 is real and Ew12 < 0;
(iii) V ar(w12) = σ
2;
(iv) E|w12|4 <∞;
(v) b = σ;
where w+11 = max{w+11 , 0}.
Remarks. (1) We are more interested in the sufficiency part. Since the proof
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of sufficiency is almost the same with the proof of Theorem 2.2, we will not talk
about the ideas of the proof here. (2) The above five conditions can be slightly
modified to provide a sufficient and necessary condition for the strong convergence
of the smallest eigenvalue.
2.2 The Largest Eigenvalue of Sample Covari-
ance Matrix
The following theorem about the convergence of the largest eigenvalue of the
sample covariance matrix is proved in Yin, Bai and Krishnaiah (1988). Since a
more general result will be discussed in the next section, we only deal with the real
case here.
Theorem 2.2. For the sample covariance matrix S defined in Definition 1.2 (also
see remarks on the definition), if EX11 = 0, E|X11|4 < ∞, and p/n → c > 0 as
n→∞; then
λmax(S)→ b = (1 +
√
c)2 a.s.
In order to avoid Geman’s (see Geman (1980)) condition on the growth rate
of the moments of the underlying distribution, the first step is to do a truncation;
and it is proved that each entries of X(n) can be truncated at δ
√
n for any δ > 0.
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An innovative idea is that since the entries can be truncated for any δ > 0, we can
choose a sequence {δn} tending to zero slowly and then truncate the entries of X(n)
at δn
√
n. In fact, we benefit from this small modification very much in the proof.
A subsequent re-centering procedure can be implemented such that the condition
EX11 = 0 still holds.
From Theorem 1.6 and Lemma 3.2, it suffices to show that
lim supλmax(S) ≤ (1 +
√
c)2 a.s.;









for some sequence {kn} tending to infinity and for any z > b. In order to compute
the moments in (2.1), we use the following inequality






= n−knE tr(XXT )kn
= n−kn
∑
EXi1j1Xi2j1Xi2j2 · · ·XiknjknXi1jkn , (2.2)
where the sum is taken in such a way that i1, i2, . . . , ikn run over all integers in
{1, 2, . . . , p}; and j1, j2, . . . , jkn run over all integers in {1, 2, . . . , n}. It should be
noted that some summands in (2.2) are zero. A graph is constructed to count the
non-zero summands and compute the contribution of these summands. From this,
(2.1) can be proved, and the details are omitted.
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2.3 The Smallest Eigenvalue of Sample Covari-
ance Matrix
Suppose λ1, λ2, . . . , λp are the p eigenvalues of S in increasing order. The small-
est eigenvalue of sample covariance matrix is defined as
λmin(S) =

λ1(S), if p < n;
λp−n+1(S), if p ≥ n.
(2.3)
In order to find the limit of the smallest eigenvalue of sample covariance matrix,
Bai and Yin (1993) devised a unified approach. The following theorem for the
complex case was stated for the real case in the original paper.
Theorem 2.3. For the sample covariance matrix S defined in Definition 1.2 (also
see remarks on the definition), if EX11 = 0, E|X11|4 < ∞, and p/n → c > 0 as
n→∞; then
lim sup ‖S− (1 + c)I‖ ≤ 2√c a.s.
It is clear that the strong limit of the smallest eigenvalue is an immediate
consequence of this theorem. Let T denote the matrix given by replacing all the
diagonal elements of S by 0. We claim that
‖S− I − T‖ → 0 a.s. (2.4)
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Therefore, it suffices to prove that
lim sup ‖T − cI‖ ≤ 2√c a.s. (2.5)
The idea here is to remove the diagonal elements, and this can be done further to
define the following matrices. Define T (0) = Ip and T (1) = T , and for each l ≥ 2,
let T (l) = (Tab(l)) be a p× p matrix with
Tab(l) = n
−l∑ ′Xav1Xu1v1Xu1v2Xu2v2 · · ·Xul−1vlXbvl ,
where the summation
∑′ runs over all integers u1, u2, . . . , ul−1 from the set {1, 2, . . . , p}
and v1, v2, . . . , vl from the set {1, 2, . . . , n}, subject to the conditions
a 6= u1, u1 6= u2, . . . ul−1 6= b
v1 6= v2, v2 6= v3, . . . vl−1 6= vl.
This structure allows us to construct a graph and use a technical argument to
compute the expectation of tr T 2m(l), which is used to prove the following lemma.
Lemma 2.4. Under the conditions of Theorem 2.3, we have
lim sup ‖T (l)‖ ≤ (2l + 1)(l + 1)c(l−1)/2 a.s.
Another important lemma can be obtained from Lemma 2.4 and Lemma 2.6.
Lemma 2.5. Under the conditions of Theorem 2.3, we have









where |Ci(k, r)| ≤ 2k.
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Lemma 2.5 together with Lemma 2.4 implies that, for any fixed even integer k,
lim sup ‖T − cI‖k ≤Mk42kck/2 a.s. (2.6)
whereM is a constant. Note that another innovative idea is that instead of proving
(2.5) directly, we first show (2.6). Taking the k-th root on both sides of (2.6) and
then letting k →∞, we obtain (2.5).
The claim (2.4) follows from the following important lemma (Lemma 2 in Bai
and Yin (1993)). This lemma, which is a generalization of Marcinkiewicz strong
law of large numbers (see Loe`ve (1963), pp. 242-243), is also used in section 3.2.
We shall state it in the complex case.
Lemma 2.6. Let {Xij, i, j = 1, 2, . . .} be a double array of i.i.d. complex random












EX11, if α ≤ 1;
any value in C , if α > 1.
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In Yin, Bai and Krishnaiah (1988), the following property was obtained as a
byproduct of the main proof,
P (λmax(S) ≥ η) = o(n−l)
for any η > (1 +
√
c)2 and any positive l. The corresponding result about the
smallest eigenvalue, which is closely related with the proof in this section, was
derived in Bai and Silverstein (2004) (see (1.9b) and the theorem in the appendix).
We state it as a lemma; and it will be used in section 3.2 and section 3.3.
Lemma 2.7. Under the conditions of Theorem 2.3, if the underlying variables are
uniformly bounded, then we have when c ∈ (0 , 1)
P (λmin(S) ≤ η) = o(n−l)
for any 0 < η < (1−√c)2 and any positive l.
2.4 The Largest Eigenvalue of Sample Correla-
tion Matrix
For the sample correlation matrix, Jiang (2004) proved the following theorem.
Theorem 2.8. For the sample correlation matrix R defined in Definition 1.4, if
E|X11|4 <∞, and p/n→ c > 0 as n→∞; then
λmax(R)→ b = (1 +
√
c)2 a.s.
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According to the discussions in section 3.2 by slight modification, it suffices to
show that
λmax(S)→ b = (1 +
√
c)2 a.s.,
where S = (1/n)XX∗ − X¯X¯∗ is defined in Definition 1.4. Since the empirical
spectral distribution of S also converges to the Marcˇenko-Pastur law (see section
3.3); due to Lemma 3.2, it suffices to show that
lim supλmax(S) ≤ (1 +
√
c)2 a.s. (2.7)
Since λmax(S) ≤ λmax(S), (2.7) is an immediate consequence of Theorem 2.2.
CHAPTER 3
The Smallest Eigenvalue of
Sample Correlation Matrix
3.1 Some Auxiliary Lemmas
In this section, we prove several auxiliary lemmas which will be used in section
3.3 and section 3.4.
The first one is a simple application of the diagonalization of a Hermitian
matrix.
25
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Lemma 3.1. Suppose A is an n× n Hermitian matrix whose smallest eigenvalue
is larger than a positive constant a. Then for any fixed vector β ∈ Cn, the following
function
f(λ) = β∗(A− λI)−1β
is increasing on λ ∈ (0 , a− ²) for every ² small enough.
Proof: Since A is an Hermitian matrix, there exists a unitary matrix U , such
that
A = U∗diag{λ1, λ2, . . . , λn}U
where λ1, λ2, . . . , λn are the eigenvalues of A, and all of them are larger than a > 0.
Therefore





















Now it is clear that f(λ) is increasing on λ ∈ (0 , a− ²) for every ² small enough.
¥
The second one tells us what we can show about the extreme eigenvalues from
the limiting spectral distribution.
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Lemma 3.2. Suppose {An} is a sequence of random Hermitian matrices; and it
has a non-random limiting spectral distribution F with a compact support [a , b].
Assume further that F has a density f such that f is continuous and positive on
(a , b), then
lim supλmin(An) ≤ a a.s. (3.1)
lim inf λmax(An) ≥ b a.s. (3.2)
Proof: We first prove (3.1) by contradiction. If
P [lim supλmin(An) > a] > 0,
then there exist a small ² > 0 such that
P [lim supλmin(An) > a+ 2²] > 0.
We use E to denote the event {lim supλmin(An) > a + 2²}. For each ω ∈ E, we
can find a subsequence {nk} such that
limλmin(Ank(ω)) > a+ 2².
When k is large enough, λmin(Ank(ω)) > a+ ², and hence the spectral distribution
FAnk (ω)(a+ ²) = 0.
Therefore
lim inf FAn(ω)(a+ ²) = 0;




lim inf FAn(a+ ²) = 0
] ≥ P (E) > 0. (3.3)
Since F (a+ ²) > 0, (3.3) contradicts with
FAn
D−→ F a.s.;
and this completes the proof of (3.1). (3.2) can be proved similarly. ¥
The first two inequalities in the following lemma were originally proved in Bai
and Silverstein (1998) (Lemma 2.7 and Lemma A.1) by martingale inequalities.
We also state some simple consequences for our purpose.
Lemma 3.3. Let Y = (Y1, Y2, . . . Yn)
T be a random vector containing i.i.d. stan-
dardized complex entries, B be an n × n non-negative definite Hermitian matrix,
and C be an n× n complex matrix, then
E|Y ∗BY |p ≤ Kp
(
(tr B)p + E|Y1|2ptr Bp
)
for any p ≥ 1
E|Y ∗CY − tr C|p ≤ Kp
(
(E|Y1|4tr CC∗)p/2 + E|Y1|2ptr (CC∗)p/2
)
for any p ≥ 2
If all the entries of Y are bounded by a constant M1, and the norm of the non-
negative definite Hermitian matrix A is bounded by another constant M2, then we
have the following immediate consequences.
E|Y ∗AY |p ≤ Kp np for any p ≥ 1; (3.4)
E|Y ∗AY − tr A|p ≤ Kp np/2 for any p ≥ 2; (3.5)
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and if Z is independent and identically distributed with Y , then
E|Y ∗AZ|p ≤ Kp np/2 for any p ≥ 2. (3.6)
These Kp’s are constants only depending on p, and they do not need to have the
same value.
3.2 From Sample Covariance Matrix to Sample
Correlation Matrix
We first modify (2.3) to give the definition of the smallest eigenvalue of the




X1 − X¯,X2 − X¯, . . . , Xn − X¯
) ≤ n− 1,
we know that
rank(S) ≤ n− 1, and rank(R) ≤ n− 1,
and hence the smallest p−n+1 eigenvalues of S and R are 0. Suppose λ1, λ2, . . . , λp




λ1(S), if p < n;
λp−n+2(S), if p ≥ n.
(3.7)
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Similarly, the smallest eigenvalue of R is given by using R instead of S in the above
definition.
We now turn to the main result about the smallest eigenvalue of the sample
correlation matrix.
Theorem 3.4. For the sample correlation matrix defined in Definition 1.4, if
p/n→ c ∈ (0, ∞) as n→∞ and E|X11|4 <∞, then
λmin(R)→ a = (1−
√
c)2 a.s.
In fact, this theorem is implied by the following result about the smallest eigen-
value of sample covariance matrix.
Theorem 3.5. For the sample covariance matrix defined in Definition 1.2, if
p/n→ c ∈ (0, ∞) and E|X11|4 <∞, then
λmin(S)→ a = (1−
√
c)2 a.s.
In the following we will show how Theorem 3.5 implies Theorem 3.4; and the
proof of Theorem 3.5 will be put in the next two sections.
Proof of Theorem 3.4 by Theorem 3.5 Since we are interested in sample
covariance matrix and sample correlation matrix, we can assume that EX11 = 0.




λmin(S)→ 0 a.s. (3.8)
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Since R = D−1SD−1 (see Definition 1.4), by Lemma 1.2





≤ ‖D−1 − I‖ · ‖ 1√
n
X‖ · ‖P‖, (3.9)
where P is the n×n projection matrix I− 1
n
11T with norm one. Since E|X11|4 <∞,














X¯j → 0 a.s. (3.11)













∣∣∣∣+ max1≤j≤p X¯2j → 0 a.s.,
and this implies that
















This together with (3.9) and (3.12) proves (3.8). ¥
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3.3 Sample Covariance Matrix (part I)
We first derive the limiting spectral distribution of S. Since S = S − X¯X¯∗,
from Lemma 1.3, we know that






Since convergence in the sup norm implies the weak convergence of the distribution
functions, we know F S also converges to the Marcˇenko-Pastur law. Thus from
Lemma 3.2, in order to prove Theorem 3.5, it suffices to show that
lim inf λmin(S) ≥ a = (1−
√
c)2 a.s. (3.13)
Note that when c = 1, the situation is trivial; so we only consider the situation in
which c 6= 1. In this section, the case 0 < c < 1 will be discussed; and the case
c > 1 will be investigated in the next section.
3.3.1 Truncation
The sample covariance matrix S can be written as (1/n)XPX∗. For C > 0,
let Yij = XijI{|Xij |≤C} − EXijI{|Xij |≤C}, Y = (Yij) and S˜ = (1/n)Y PY ∗. De-
note the eigenvalues of S and S˜ by λk and λ˜k (in increasing order). Since these
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(respectively); due to Lemma 1.2, we have:
max
k≤n
|λ1/2k − λ˜1/2k | ≤
1√
n
‖X − Y ‖






|λ1/2k − λ˜1/2k | ≤ (1 +
√
c)E1/2|X11|2I{|Xij |>C}
Since E|X11|2 = 1, we can make the above bound arbitrarily small by choosing
C sufficiently large. Thus, in the following arguments, we can assume that the
underlying variables are uniformly bounded. It is easy to verify that we can rescale
the variables such that the assumption E|X11|2 = 1 still holds.
3.3.2 An Equivalent Problem
Suppose that the smallest eigenvalue of S is smaller than a = (1−√c)2, than
there exists a non-zero vector β, such that:
Sβ =
(
S− X¯X¯∗) β = λmin(S)β.
which is equivalent to
(S− λmin(S)I) β = X¯X¯∗β (3.14)
If the smallest eigenvalue of S is not smaller than a, then we have that X¯∗β 6= 0
and the matrix (S − λmin(S)I) is nonsingular. In this case (3.14) can be inverted
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to give
β = (S− λmin(S)I)−1 X¯X¯∗β. (3.15)
If we left multiply both sides of (3.15) by X¯∗, we will get
X¯∗β = X¯∗ (S− λmin(S)I)−1 X¯X¯∗β. (3.16)
Since X¯∗β 6= 0, from (3.16) we can obtain that
X¯∗ (S− λmin(S)I)−1 X¯ = 1. (3.17)
The above arguments (especially (3.17)) provide the basic idea that we will
make use of to state the current problem in an equivalent form which is given by
the following lemma.
Lemma 3.6. If P (lim inf λmin(S) < a) > 0, then for some 0 < λ < a,
P
(
lim sup X¯∗ (S− λI)−1 X¯ ≥ 1) > 0.
In other words, if we can prove that
lim sup X¯∗ (S− λI)−1 X¯ < 1 a.s. ∀ 0 < λ < a (3.18)
then we will have the desirable property
lim inf λmin(S) ≥ a a.s.
Proof: If P (lim inf λmin(S) < a) > 0, then there exists a small ² > 0, such
that P (lim inf λmin(S) < a− 3²) > 0. For simplicity, we will denote the event
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{lim inf λmin(S) < a− 3²} by E0. Let Bn denote the event {λmin(S) ≤ a− ²}, from
Lemma 2.7, we know that P (Bn) = o(n
−l) for any l > 0. Hence it is easy to see
that for some N large enough, P (E0 \ ∪∞n=NBn) > 0. We use E to denote the
event E0 \ ∪∞n=NBn. For each ω ∈ E, the following two properties hold:
lim inf λmin(S(ω)) < a− 3², λmin(S(ω)) > a− ², ∀ n ≥ N.
Since lim inf λmin(S(ω)) < a− 3², we can find a subsequence nk, such that
lim inf λ
(nk)
min (S(ω))→ λ(ω) < a− 3².
When k is large enough, λ
(nk)














S(nk) − (a− 2²)I)−1 X¯]∣∣∣
ω
≥ 1,





S(n) − (a− 2²)I)−1 X¯]∣∣∣
ω
≥ 1.
Therefore, we know that for λ = a− 2²,
P
(
lim sup X¯∗ (S− λI)−1 X¯ ≥ 1) ≥ P (E) > 0,
which completes the proof. ¥
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3.3.3 Non-negative Terms
Now our target is to prove (3.18). Suppose 0 < λ < a, let 2² = a− λ. We first
expand X¯∗ (S− λI)−1 X¯ as
X¯∗ (S− λI)−1 X¯ = 1
n
(X1 + · · ·+Xn)∗ (S− λI)−1 1
n
























X∗i (S− λI)−1Xj, (3.20)
we will consider T1 and T2 respectively. Let Si = S − (1/n)XiX∗i . Using Lemma






X∗i (Si − λI)−1Xi
1 + 1
n








X∗i (Si − λI)−1Xi
1 + 1
n
X∗i (Si − λI)−1Xi
.
We use Ei to denote the event {λmin(Si) > a− ²}, and let E =
⋂n
i=1Ei. Again from
Lemma 2.7, we know that P (Eci ) = o(n
−l) for any l > 0, and hence P (Ec) = o(n−l)








X∗i (Si − λI)−1Xi
1 + 1
n









X∗i (Si − λI)−1Xi
1 + 1
n
X∗i (Si − λI)−1Xi
(1− IE)
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where IE is the indicator function of E. On the event E,
∥∥(Si − λI)−1∥∥ ≤ 1/²,
and the matrix (Si − λI)−1 is non-negative definite. Since all the entries of X are
bounded by a constant C, we have
∣∣∣∣ 1nX∗i (Si − λI)−1Xi
∣∣∣∣ ≤ 1n ‖X∗i ‖∥∥(Si − λI)−1∥∥ ‖Xi‖ ≤ C² .













< 1 a.s. (3.21)
3.3.4 Cross Terms
Now we will focus on T2, and our purpose is to show that:
limT2 = 0 a.s. (3.22)







X∗i (Sij − λI)−1Xj[
1 + 1
n




X∗j (Sij − λI)−1Xj
] .
This expression plays the central role in our investigation.
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In the previous parts, we have defined the matrix Si and Sij. Similarly, we can
define such kind of matrix with more sub-indices, such as Si1i2j1 , Si1i2j1j2 , etc. In
general, let Λ ⊂ N be an finite index set, SΛ is defined as







For simplicity we use the notation AΛ to denote the following matrix
AΛ = (SΛ − λI)−1 .
In order to control the norm of AΛ, we have to consider this matrix on the
event EΛ = {λmin(SΛ) > a− ²}; and our method is to use the indicator function
IΛ = IEΛ . On the other hand, sometimes in order to obtaining certain independence
so that we can take the conditional expectation conveniently, we have to replace an
indicator function IΛ1 by some other IΛ2 . A straightforward but tedious argument
could furnish the justification whenever we want to use or change some indicator
functions. To circumvent such tedium, we describe a very useful rule here, which
may seem not so rigorous. However, the rigorous arguments can be easily provided
in any context if necessary.
Rule for Changing the Indicator function. An indica-
tor function IΛ1 can always be replaced by IΛ2 without influ-
encing the strong limit.
The flexibility in using the indicator functions is essentially due to Borel-Cantelli
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Lemma and Lemma 2.7. The direct effect of this rule is that in the subsequent
investigation (also see the following remarks), we can conveniently assume:
Assumption (i). AΛ is non-negative definite and ‖AΛ‖ ≤ (1/²) for any
finite index set Λ;
Assumption (ii). AΛ and {Xi, i ∈ Λ} are independent.
Remark. In our discussion, the cardinal number of the index set Λ will not
exceed 8.
3.3.4.1 Change Si to Sij in the Denominator
Motivated by the symmetry, our first step is to change Si in the denominator






X∗i (Sij − λI)−1Xj[
1 + 1
n




















Our task in this step is to show that
D23 = T2 − T3 → 0 a.s. (3.23)
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|X∗i AijXjX∗i AijXjX∗jAijXi| → 0 a.s. (3.24)
Since on the event Eij, the norm of Aij is bounded by 1/²; due to Lemma 3.3, we
know that
E|X∗i AijIijXj|r = E [E ( |X∗i AijIijXj|r|Aij)]
≤ Krnr/2 for any r ≥ 2;
and similarly
E|X∗jAijIijXi|r ≤ Krnr/2 for any r ≥ 2;
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whereKr is a constant only depending on r. Making use with these orders, together
with Ho¨lder inequality, we can compute the third moment of D′23, and the result
is given by
E|D′23|3 = O(n−3/2);
while details are omitted. Therefore, (3.24) follows the Borel-Cantelli lemma.
Remarks. As an example of the application of our rule for changing the
indicator function, we include the indicator function Iij in the discussion above.
However, in the subsequent investigation, for simplicity, we will omit indicator
functions and use directly Assumption (i) and Assumption (ii).
3.3.4.2 Remove Xi and Xj in the Denominator















our task is to show that:
D43 = T4 − T3 → 0 a.s.
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instead of D43. One can show that by computation (again due to Lemma 3.3 and
Ho¨lder inequality):
E|D43 − D¯43|3 = O(n−3/2)






































ES(i1, j1)S¯(i2, j2)S(i3, j3)S¯(i4, j4),
where the S¯(·, ·) is the complex conjugate of S(·, ·). Totally we need to use eight
sub-indices here, although some of them may have the same value. According to
Assumption (i), Ho¨lder inequality and Lemma 3.3, we know that











≤ Krnr/2n−r/2 = O(1) for any r ≥ 2.
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Now it is easy to verify that the contribution of those terms with less than or equal
to six different sub-indices in E|D˜43|4 is of the order O(n−2), which is summable.
Therefore, in order to show that
D˜43 → 0 a.s., (3.25)
we only need to consider the following two cases.
Case 1: seven different indices
When there are seven different indices, the summand has finite different forms
depending on which two indices are the same. We only deal with the following two
kinds of summands here,
ES(i1, j1)S¯(i2, j2)S(i3, j3)S¯(i3, j4) (3.26)
and
ES(i1, j1)S¯(i2, j2)S(i3, j3)S¯(i4, j3). (3.27)
The other forms of summand can be treated similarly.
Now for convenience we define an useful operator ∆i. Let f(AΛ) be a function
which involves the matrix AΛ, and assume i /∈ Λ, ∆i is defined as
∆i(f(AΛ)) = f(AΛ)− f(AΛ∪{i}).
For the term in (3.26), in the ideal situation, if Xj1 is independent with other
parts, then the conditional expectation of Xj1 given all the other observations is
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zero, which means the expectation in (3.26) is zero. Unfortunately, this is not the
case, because Xj1 is involved in matrices Ai2j2 , Ai3j3 and Ai3j4 . However, motivated































































and (3.28) can be written as
ES(i1, j1)S¯j1(i2, j2)Sj1(i3, j3)S¯j1(i3, j4)
Note that now all the matrices involved in (3.28) are independent of Xj1 , so the
expectation in (3.28) is zero, and hence subtracting (3.28) from (3.26) will not
change the expectation in (3.26). This leads us to consider






+S(i1, j1)S¯j1(i2, j2) [∆j1S(i3, j3)] S¯(i3, j4)
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The explicit formula of [∆j1S(i2, j2)] is given by













































































































































































Combining equations (3.30) to (3.34), again by Lemma 3.3 and Ho¨lder inequality,
we find that
E |∆j1S(i2, j2)|r = O(n−r/2) for any r ≥ 2; (3.35)
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and the same order can be given for E |∆j1S(i3, j3)|r and E |∆j1S(i3, j4)|r. There-
fore, by (3.29), the order of (3.26) is O(n−1/2). Although the summand in (3.27)
is different from that given by (3.26) in the form, it can be treated by the same
method. As a result, the order of (3.27) is also O(n−1/2). Furthermore, the same
order can be verified for all the other terms with seven different sub-indices. Since
the number of the terms with seven different sub-indices is at most O(n7), we
know the contribution of these terms in E
∣∣∣D˜43∣∣∣4 is of the order O(n−3/2), which is
summable.
Remarks. Note that if we compute the order of (3.26) directly by Lemma 3.3
and Ho¨lder inequality, the result will be O(1). By taking the difference between
(3.26) and (3.28), the order is reduced by n1/2. This idea will be used frequently
in the subsequent discussion.
Case 2: eight different indices
Now we consider the terms with eight different indices which have the form
ES(i1, j1)S¯(i2, j2)S(i3, j3)S¯(i4, j4). (3.36)
In order to simplify the long expressions, we introduce another operator Ψi. Let
f(AΛ1 , AΛ2 , . . . , AΛm) be a function which involves the matrix AΛ1 , AΛ2 , . . . , AΛm ,
Ψi is defined as
Ψi(f(AΛ1 , AΛ2 , . . . , AΛm)) = f(AΛ′1 , AΛ′2 , . . . , AΛ′m).
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where
Λ′k = Λk ∪ {i}, , k = 1, 2, . . . ,m.
As an example of this operator, note that ΨkS(i, j) = Sk(i, j).
We compute the order of (3.36) along similar lines in Case 1. However, the
procedure and computation here are more complicated. We begin by considering
the following term
ES(i1, j1)S¯j1(i2, j2)Sj1(i3, j3)S¯j1(i4, j4).
Since all the matrices involved in S(i1, j1)S¯j1(i2, j2)Sj1(i3, j3)S¯j1(i4, j4) are indepen-
dent of Xj1 , we know that
ES(i1, j1)S¯j1(i2, j2)Sj1(i3, j3)S¯j1(i4, j4) = 0;
and hence
ES(i1, j1)S¯(i2, j2)S(i3, j3)S¯(i4, j4) = ES(i1, j1)S¯(i2, j2)S(i3, j3)S¯(i4, j4)
−ES(i1, j1)S¯j1(i2, j2)Sj1(i3, j3)S¯j1(i4, j4).
Thus, it suffices to consider the difference





S(i3, j3)S¯(i4, j4) (3.37)
+S(i1, j1)S¯j1(i2, j2) [∆j1S(i3, j3)] S¯(i4, j4) (3.38)
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Sj2(i3, j3)S¯j2(i4, j4) = 0,



































S(i3, j3)S¯j3(i4, j4) = 0,






























In fact, the explicit expression of [∆j3∆j2S(i1, j1)] and [∆j3∆j1S(i2, j2)] can be ob-
tained, following which, the orders of these two terms can be computed. However,
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the computation is very tedious, so we will omit the details; and only write the
results here:
E |∆j3∆j2S(i1, j1)|r = O(n−r) (3.46)
E |∆j3∆j1S(i2, j2)|r = O(n−r) (3.47)
Due to (3.35), (3.46) and (3.47), we know the expectations of (3.43), (3.44) and
(3.45) are all of the order O(n−3/2). Hence the order of the expectation of (3.40)
is O(n−3/2). Similarly, the orders of the expectations of (3.41) and (3.42) are
O(n−3/2), which means that the expectation of (3.37) is also of the order O(n−3/2).
Finally, similar results for the expectations of (3.38) and (3.39) can be derived,
which lead to the fact
|ES(i1, j1)S¯(i2, j2)S(i3, j3)S¯(i4, j4)| = O(n−3/2).
Since there are at most n8 terms with eight different sub-indices, we know the
contribution of these terms in E
∣∣∣D˜43∣∣∣4 is of the order O(n−3/2), which is also
summable.
With the results from the above two cases, we complete the proof of (3.25),















Similarly, in the denominator X∗jAijXj can also be replaced by trAij; and in the
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3.3.4.3 Terms with 2 Different Indexes
Now let













Our task is to show that
T5 → 0 a.s.
Since ET (i, j) = 0 and T5 is real, it is enough to prove that
T 25 → 0 a.s. (3.49)


















T (i1, j1)T (i2, j2)





















T (i, j)T (j, i)→ 0 a.s.







T (i1, j1)T (i2, j2)→ 0 a.s. (3.50)
In (3.50), we require i1 6= j1, i2 6= j2 and {i1, j1} 6= {i2, j2}, so there may be three
or four different sub-indices. We will consider these two cases respectively.
3.3.4.4 Cross Terms with Three Different Indexes
When there are three different indices, the summand has finite different forms
depending on which two indices are the same. We only deal with the following








T (i1, j1)T (i1, j2), (3.51)
the summands of other forms can be treated similarly. We will compute the ab-




ET (i1, j1)T (i1, j2)T¯ (k1, l1)T¯ (k1, l2) (3.52)
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In total there are six indices here, while some of them may have the same value.
According to Assumption (i), Ho¨lder inequality and Lemma 3.3, we know that
E|T (i, j)|r ≤ Krnr/2 for any r ≥ 2. (3.53)
Now it is easy to verify that the contribution of those terms with less than or equal
to four different sub-indices in E|C3|2 is of the order O(n−2), which is summable.
Therefore, in order to show that
C3 → 0 a.s., (3.54)
it is sufficient to consider the following two cases.
Case 1: five different indices
Again the summand has finite different forms depending on which two indices
are the same, we only consider the following summand
T (i1, j1)T (i1, j2)T¯ (k1, l1)T¯ (k1, j2) (3.55)
the summands of other forms can be treated similarly. We introduce a notation
Tk(i, j) similarly with Sk(i, j)






For the term (3.55), since
ET (i1, j1)Tj1(i1, j2)T¯j1(k1, l1)T¯j1(k1, j2) = 0,
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it is sufficient to consider
T (i1, j1)T (i1, j2)T¯ (k1, l1)T¯ (k1, j2)− T (i1, j1)Tj1(i1, j2)T¯j1(k1, l1)T¯j1(k1, j2)
=T (i1, j1) [∆j1T (i1, j2)] T¯ (k1, l1)T¯ (k1, j2) (3.56)




T¯ (k1, j2) (3.57)





The explicit expression of [∆j1T (i1, j2)] is given by














































































are given by (3.32)
and (3.33) if we change some indices. By these formulae, we can find
E |∆j1T (i1, j2)|r = O(1). (3.59)
From (3.53) and (3.59) we know the order of (3.56) is given by
|ET (i1, j1) [∆j1T (i1, j2)] T¯ (k1, l1)T¯ (k1, j2)| = O(n3/2).
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Similarly, (3.57) and (3.58) have the same order with (3.55). Therefore,
|ET (i1, j1)T (i1, j2)T¯ (k1, l1)T¯ (k1, j2)| = O(n−3/2).
Since there are at most O(n5) terms with five different indices, the contribution of
these terms in E|C3|2 is of order O(n−3/2), which is summable.
Case 2: six different indices
When there are six different indices, we will use the same method. However,
the computation is very complicated, so we will omit the details; and only describe
the basic steps here.
The summand is of the form
T (i1, j1)T (i1, j2)T¯ (k1, l1)T¯ (k1, l2). (3.60)
Since each term in this summand has the order (according to (3.53))
E|T (i, j)|r = O(nr/2),
we know
|ET (i1, j1)T (i1, j2)T¯ (k1, l1)T¯ (k1, l2)| = O(n2).
Our purpose is to reduce this order to O(n1/2) so that the contribution of all
the terms with six different indices in E|C3|2 is of the order O(n−3/2), which is
summable.
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We use the very familiar method described before. For the term (3.60), since
ET (i1, j1)Tj1(i1, j2)T¯j1(k1, l1)T¯j1(k1, l2) = 0,
it is sufficient to consider
T (i1, j1)T (i1, j2)T¯ (k1, l1)T¯ (k1, l2)− T (i1, j1)Tj1(i1, j2)T¯j1(k1, l1)T¯j1(k1, l2)
=T (i1, j1) [∆j1T (i1, j2)] T¯ (k1, l1)T¯ (k1, l2) (3.61)




T¯ (k1, l2) (3.62)





Due to (3.53) and (3.59), we know that the expectations of (3.61), (3.62) and (3.63)
have the same order O(n3/2), so we need to reduce this order further. For the term
(3.61), since
ETj2(i1, j1) [∆j1T (i1, j2)] T¯j2(k1, l1)T¯j2(k1, l2) = 0,
so it is enough to consider
T (i1, j1) [∆j1T (i1, j2)] T¯ (k1, l1)T¯ (k1, l2)
−Tj2(i1, j1) [∆j1T (i1, j2)] T¯j2(k1, l1)T¯j2(k1, l2)
= [∆j2T (i1, j1)] [∆j1T (i1, j2)] T¯ (k1, l1)T¯ (k1, l2) (3.64)




T¯ (k1, l2) (3.65)
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Again due to (3.53) and (3.59), we know that the expectations of (3.64), (3.65)
and (3.66) have the same order O(n), so we need another reduction of the order.
For the term (3.64), since
E [Ψl1∆j2T (i1, j1)] [Ψl1∆j1T (i1, j2)] T¯ (k1, l1)T¯l1(k1, l2) = 0,
it is enough to consider
[∆j2T (i1, j1)] [∆j1T (i1, j2)] T¯ (k1, l1)T¯ (k1, l2)
− [Ψl1∆j2T (i1, j1)] [Ψl1∆j1T (i1, j2)] T¯ (k1, l1)T¯l1(k1, l2)
= [∆l1∆j2T (i1, j1)] [∆j1T (i1, j2)] T¯ (k1, l1)T¯ (k1, l2) (3.67)
+ [Ψl1∆j2T (i1, j1)] [∆l1∆j1T (i1, j2)] T¯ (k1, l1)T¯ (k1, l2) (3.68)





It can be proved (details are omitted) that
E |∆l1∆j2T (i1, j1)|r = O(n−r/2)
E |∆l1∆j1T (i1, j2)|r = O(n−r/2).
Therefore, the expectations of (3.67), (3.68) and (3.69) have the same orderO(n1/2),
and this is the order we want. All the other terms can be treated similarly and
will have the same order.
Due to the results in these two cases and the Borel-Cantelli lemma, we can
prove (3.54), which is
C3 → 0 a.s.
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3.3.4.5 Cross Terms with Four Different Indexes








T (i1, j1)T (i2, j2). (3.70)
Although the computation will be more complicated and tedious, by the similar
order reduction method in the previous discussion, we can prove that
E|C4|2 = O(n−3/2)†, (3.71)
therefore, by Borel-Cantelli lemma,
C4 → 0 a.s. (3.72)
By (3.53) and (3.72), (3.50) is proved, and hence (3.49) is proved, which is
T 25 → 0 a.s.;
and this completes our proof.
3.4 Sample Covariance Matrix (part II)
In this section we deal with the case c > 1. When p > n, due to the definition
given by (3.7), we will consider λmin(S) = λp−n+2(S), which is the (p − n + 2)-th
†In fact, it can be shown that the order is O(n−2). However, O(n−3/2) is small enough
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smallest eigenvalue of S. Now we present a lemma.
Lemma 3.7. λp−n+2(S) ≥ λp−n+1(S).































As an immediate consequence of this lemma and Theorem 2.3, we know that
lim inf λmin(S) ≥ a a.s. (3.73)
3.5 Further Work
The sufficient and necessary condition for the strong convergence of the largest
eigenvalue of simplified sample covariance matrix S is given in Yin, Bai and Krish-
naiah (1988b) and Bai, Silverstein and Yin (1988). This condition is the existence
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of the fourth moment of the underlying distribution in addition with zero mean. It
seems that the existence of the 4-th moment is also necessary for the almost sure
convergence of the smallest eigenvalue of S. It would be interesting to prove this.
For the sample covariance matrix S, the necessity of the 4-th moment for the
strong convergence of the largest eigenvalue can also be established. The proof is





































Also by Lemma 2.6, since E|X11|2 = 1 <∞ we know
max
i≤p
X¯i → 0 a.s.
Therefore, the infiniteness of the 4-th moment of the underlying distribution will
imply that
lim supλmax(S) =∞ a.s.
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This completes the proof of the necessity. However, we do not know whether
the fourth moment condition is necessary for the almost sure convergence of the
smallest eigenvalue of the sample covariance matrix S.
For the sample correlation matrix, the previous proof cannot be applied to
establish the necessity of the 4-th moment condition for the strong convergence of
the largest eigenvalue; and we still do not know whether this condition is necessary
for the convergence of the smallest eigenvalue.
In recent years, there has been some research done on the variability of the
largest eigenvalue, in other words, on the limiting distribution of the suitably
normalized largest eigenvalue. The first effort in this direction is due to Tracy and
Widom (1996). They found the limiting law of the suitably normalized largest
eigenvalue of the Gaussian symmetric matrix. This law, now referred as Tracy-







q(x) + (x− s)q2(x)dx
}
, s ∈ R,
where q(x) solves the (nonlinear) Painleve´ II differential equation
q′′(x) = xq(x) + 2q3(x),
q(x) ∼ Ai(x) as x→ +∞
and Ai(x) denotes the Airy function. In the complex case, they also find the
limiting law of the suitably normalized largest eigenvalue of the Gaussian Hermitian
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, s ∈ R,
where q(x) is still the Painleve´ II function defined above; and this law is also
referred as the Tracy-Widom Law.
Johansson (2000) proved that the limiting distribution of the suitably normal-
ized largest eigenvalue of the complex Wishart matrix is given by F2. Suppose X
is a p × n data matrix containing i.i.d. standard complex Gaussian entries, then
the matrix XX∗ has the complex Wishart distribution with degree of freedom n.
























Johnstone (2001) studied the real case. He proved that the limiting distribution
of the suitably normalized largest eigenvalue of the real Wishart matrix is given
by F1. Suppose X is a p × n data matrix containing i.i.d. standard Gaussian
entries, then the matrix XXT has the Wishart distribution with degree of freedom
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Remarks. These two results are stated for situations in which c ≤ 1. However,
they apply equally well if c > 1. It should be noted that Johnstone uses (n − 1)
instead of n in the centering and scaling constants. While this change clearly does
not affect the limiting distribution of the largest eigenvalue, (n − 1) is naturally
chosen in Johnstone’s proof and makes a distinct improvement to the quality of
approximation for small n.
Jiang (2004) proved that the almost sure limit of the largest eigenvalue of the
sample correlation matrix is the same with that of the largest eigenvalue of the
simplified sample covariance matrix. He also showed that the sample correlation
matrix has the same limiting spectral distribution with that of the simplified sample
covariance matrix. While Bai and Yin (1988a) proved that the spectral distribution
of (n/4p)1/2(S− I) converges to the semicircle law with probability one as p→∞,
n→∞ and p/n→ 0; Jiang derived the similar result that the spectral distribution
of (n/4p)1/2(R − I) also converges to the semicircle law almost surely as p → ∞,
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n→∞ and p/n→ 0. These results in addition with the main result of this thesis,
show that the sample correlation matrix behaves very similarly with the simplified
sample covariance matrix. This phenomenon motivates us to believe that when X
contains i.i.d. (real or complex) standard normal entries, the distribution of the
largest eigenvalue of the sample correlation matrix also converges to the Tracy-
Widom law as does that of simplified sample covariance matrix. Jiang performed
a simulation study to examine this conjecture; and the results seemed to support
our belief. Therefore, another possible further work is to establish a rigorous
mathematical proof to confirm this conjecture.
3.6 Concluding Remarks
Our main result (Theorem 3.4) in this thesis is on the strong limit of the smallest
eigenvalue of the sample correlation matrix. This is essentially accomplished by
showing that the smallest eigenvalue of the sample covariance matrix S tends to
a constant with probability one (Theorem 3.5). In the proof Theorem 3.5, we
first make use of existing results about S to obtain an equivalent problem (Lemma
3.6); and this is the crucial step. Naturally in the subsequent proof we apply
the Borel-Cantelli lemma; and our task is to verify that the moments of certain
random variables have suitable orders. An order reduction method (Remarks on
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the Case 1 of subsection 3.3.4.2) is devised and used again and again to provide all
the required orders. At last, we discuss two kinds of possible further work. One is
to verify various necessities, which is of pure theoretical interests. Another one is
to find the limiting distribution of the largest eigenvalue of R, which is of practical
importance.
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