By an application of the geometrical techniques of Lie, Cohen, and Dickson it is shown that a system of differential equations of the form x~ri = F; (where r; > 1 for every i = 1 , ... ,n) cannot admit an infinite number of pointlike symmetry vectors. When r; = r for every i = 1, ... ,n, upper bounds have been computed for the maximum number of independent symmetry vectors that these systems can possess: The upper bounds are given by 2n 2 + nr + 2 (when r> 2), and by 2n 2 + 4n + 2 (when r = 2). The group of symmetries of xlr = ° (r> 1) has also been computed, and the result obtained shows that when n > 1 and r> 2 the number of independent symmetries of these equations does not attain the upper bound 2n 2 + nr + 2, which is a common bound for all systems of differential equations of the formx lr = F(t,x, . .. ,x lr -1 ) when r> 2. On the other hand, when r = 2 the first upper bound obtained has been reduced to the value n 2 + 4n + 3; this number is equal to the number of independent symmetry vectors of the system x = 0, and is also a common bound for all systems of the form x = F (t,x,x).
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I. INTRODUCTION
This paper should be considered as a continuation of a series of papers by the authors, 1 in this and other journals, on the fascinating subject of the symmetries of systems of differential equations. In these papers both the direct and the inverse problem concerning the symmetries have been studied, as well as certain connections between the symmetry vectors and the first integrals of systems of differential equations. Although some global results have been obtained, most of the results obtained are of a local character.
In the present paper we obtain, following the geometrical and local techniques contained in the classical treatises of Lie and Scheffers, Cohen, and Dickson, 2 upper bounds for the number of independent pointlike symmetry vectors of differential equations of the form xlr = F (t,x, ... ,xlr -I) ,
where r> 1 andx stands for (xl, ... ,x n ) . The case r = 1 has not been studied, since it is well known-see, for instance, the first and fourth papers quoted in Ref. I-that when r = 1 the number of independent symmetries is always infinite.
We obtain in Sec. III the upper bound 2n
(r> 2), as well as the number of independent symmetry vectors of the systemx lr = 0, which is given by n 2 + nr + 3, and the explicit expression of them. Since 2n 2 + nr + 2 is greater than n 2 + nr + 3 when n > 1, the problem arises of knowing whether or not the upper bound 2n2 + nr + 2 is attained by a system of differential equations of this type, when n > 1.
Similarly, for a system of the form x = F(t,x,x), we obtain in Sec. IV the upper bound 2n 2 + 4n + 2, which is reduced in Sec. V to n 2 + 4n + 3 by using a remarkable property ofthe projective group. This last upper bound is attained by the system x = 0, whose symmetry group is the projective ., Postal address for reprints: F. G. Gascon, Serrano 119, Madrid 6, Spain. group of pointlike transformations of the space [(t,x) ].
When n = 1, i.e., when only a single differential equation is considered, the upper bounds obtained reduce to r + 4 (when r> 2) and 8 (when r = 2). These two results are classical and well known, and the proof we give of them in Sec. II tries only to be a bit more careful than the classical proofs, at the same time preparing the reader for a clearer understanding of the more complicated case of a normal system of differential equations of the form x~r, = F;. r; > 1, Vi = 1, ... ,n.
(ii)
As is shown in Sec. VI, a system of this type possesses only a finite number N(n;rl,. .. ,rn) of independent symmetry vectors, and this number grows without limit when either n or some of the r;'s tend to infinity. The conclusion is that a system of differential equations of the type x:r, = F;, with r; > 1 for every i, does not admit a Lie group (in the generalized sense of a group of transformations with an infinite number of essential parameters) as its symmetry group. The reader should consult the classical treatises cited in Refs. 2 and 5 for most of the definitions and the notation used here, as well as the first three papers of this series cited in Ref. 1.
II. MAXIMUM NUMBER OF INDEPENDENT SYMMETRY VECTORS OF A DIFFERENTIAL EQUATION OF ORDER r> 1
In order that the reader can follow us without difficulty in the more complicated case of a normal system of differential equations, it is convenient to treat first the relatively simple case of a single differential equation of the form Xlr = F (t,x,;x, ... ,xlr -I) .
(1 )
We remind the reader that when r = 1 Eq. (1) always possesses an infinite number of independent symmetry vec-tors. I On the contrary, when r> 1 Eq. (1) does not admit, in general, pointlike families of symmetries of the form t' = t + €.a (t,x) , x' = x + €·b (t,x) .
(2)
In particular, when r = 2, one can even classify I all the differential equations of the form x =F(t,x) ,
admitting at least one symmetry vector of type (2) different from zero.
Moreover, concerning the pointlike symmetry vectors, it is a classical result that when r> 1, Eq.
(1) admits no more than eight symmetry vectors (if r = 2) and no more than (r + 4) if r > 2. The proof of this result, or at least the fundamental ideas behind it, can be found in the classical treatises of Lie, Cohen and Dickson. 2 For the sake of completeness, we present here a proof of this classical result, which tries to be a bit more careful than the one presented by the abovementioned authors, and at the same time prepares the reader for the more complicated case of a normal system of differential equations of the following type: for an arbitrary, but fixed, x~ -I. We shall now show that for certain neighborhoods U I of PI and II of x~ -I there exists a unique smooth (i.e., C'X» function 01:Ur-+I I satisfying (i) 01(P I ) = x~-I; (ii) If P = (t,x)EU I and x(r -IE II ' then tP (t;X(r -I) 
That is, through every point of U I there passes a unique integral curve of (1) whose (r -1 )th derivative lies on II having a contact of order (r -2) at Po = (to,x o ) with the integral curve Yo of (1) corresponding to the initial conditions (to,xo, ... ,x~-I).
The proof follows from the fact that, regarded as functions of t and of the initial conditions to,xo, ... ,x~-I, the solutions of (1) are Coo functions, provided only that the function F appearing in (1) is, as we shall assume throughout this paper, a Coo function of its variables. Therefore, tP (t;Jt ) will be also smooth in t andA, and since the triplet (tl,XI,x~-I) satisfies the equation
in order to complete our proof, it suffices to show that for t I sufficiently close to to the "transversality condition"
aA (t,.xg"-') holds; indeed, if this were the case, the implicit function theorem 3 applied to (6) in a neighborhood of the point (t I ,x l,x~ -I) would yield A as a smooth function ° I of the variables t and x. Now, one can obviously write 
This last expression guarantees that (7) holds provided only that one chooses t I # to satisfying
which is possible since R is continuous (COO in fact).
Summarizing, the implicit function theorem applied to (6) yields the unique smooth function ° I satisfying conditions (i) and (ii) above.
(b) Let now tPl(t;Jt ) be the maximal solution oft 1) corresponding to the initial conditions (tl,xl, ... ,xr-2;Jt ), where
and tP (t) is the function defined by (5). Choosing now a third point P 2 on Yr:flUI sufficiently close to PI' and repeating the construction sketched in (a) with Po and PI replaced respectively by PI and P 2 , we obtain a second function 02:U2-I2 satisfying:
(a) 02(P 2 ) = xr -IE 1 2 ;
tPI(t;x(r-I)=x iff x(r-I=02(P),
Since U = U l nU 2 #0and UC U I , themappingO:U_I I XI 2 defined by
is such that, given any two integral curves of (1), YI = (t,nt)) and Y2 = (t,f2(t I), having a contact of order (r -2) with Yo, respectively, at Po and PI and satisfying
Jt-l(tO)El I , J1'-I(t l )El 2 ,
then YI and Y2 will pass through a point FEU if and only if
(e) Let now U o be an open subset of (U l nU 2 ) -Yo: If PEU o , then P will be an isolated point ofYlnr2 [where YI and Y 2 are, of course, the curves defined in (b) passing through P ].
In fact, if this were not the case one could immediately write (16) where P = (tp,xp ). Clearly, we can restrict ourselves to the case to < tp < tl VPEU o ' We then defineJ(t) as follows: 
The results obtained in Sec. II(a)-(c) imply the existence of an open neighborhood U o near Po having the following property: Through every point P of U o it is possible to draw two integral curves of (1), YI and Y2' such that Pis isolated in YlnY2 and in addition YI and Y2 have a contact of order (r -2) with Yo, respectively, at Po and PI ' (d) Assume now the S is a pointlike symmetry vector of (1) such that any integral curve of (1) having a contact of order (T -2) with Yo either at Po or PI is invariant under the local one-parameter group of transformations generated by S. That is, the graph! (t,f(t )) J corresponding to any solution fIt ) having this property will be left invariant by any member g of the local one-parameter group G generated by S.
Under these circumstances, YI and Y2 will be invariant under G and, accordingly, the same thing will happen with YlnY2' Now, since P is isolated in y 1 nY2' P will be left invariant under the action of any gEG sufficiently close to the identity transformation, by continuity. This proves that S vanishes at P: since P was an arbitrary point of U o , we conclude that S vanishes on U o .
(e) Let us now compute the number of conditions sufficient in order that any integral curve of (1) having a contact of order (r -2) with Yo at Po or PI be, as a subset of R 2, invariant under the local one-parameter group G generated by S (in short, under S).
If S is given by a a 
.!!...
First of all, we notice that a sufficient condition in order that an integral curve of( 1), Y = {(t,x(t)) J, be invariant under S is that Sir -I) vanish on its initial conditions (to,x(to), ... ,xlr -I (to) ), since S is by hypothesis a symmetry vector of(1). Therefore, in order that S leave invariant any integral curve of (1) having a contact of order (T -2) with Yo at Po or PI it will be sufficient that (25a) and (25b) hold for every value of Xl are clearly equivalent to the following set of (r + 1) equalities:
t,b ' -2 (to'xo, . .. ,x~ -2) = 0,
where the functions t/Ji were defined by (23). Since, for i> 1, the functions t/Ji are easily seen to have the following affine structure,
conditions (26) are equivalent to the following set of (r + 2) equations:
A, _ I (to,xo, ... ,x~ -2) = B r _ I (to,xo, ... ,Xb -2) = ° [notice that r> 2 by hypothesis, and therefore r -1> 1 implies that t,b' -I has indeed the affine structure (27) with
Conditions (25a), and hence (28), imply (as has been remarked above) that any integral curve of (1) having a contact of order (r -2) with Yo at Po is invariant under S. In particular, if(28) holds, then Yo itselfis invariant under S. and therefore S has to be parallel to the tangent vector to Yo on every point of YO' that is,
v P = (t,</J (t ))EYo for some Coo function a(t ); by setting equal the coefficients of a/at in both members of (29), we conclude that a(t ) = 'P (P) and therefore
Therefore, in order that PI be invariant under S a single condition suffices, namely, cp (tl,xd = o. (31) When this last condition holds, the invariance of Yo under S implies that any linear element of order k at PI ' (tl,xl, ... ,x\k) , is invariant underS(k), for every valueofk. Consequently, 8(k) 
as a consequence of (28) and (31). Therefore, in order that (25b) be also satisfied, only one additional condition is sufficient (and not two, as it would seem), namely, '''',x((-2) 
Indeed, using the last Eq. (32), we get ofSI,,,,,Sr+ 5 will also be a symmetry vector of (1). On the other hand, conditions (28), (31), and (33) are easily seen to be linear in the components of the vector field S, by the linearity of the functions 1// in these components. Therefore, imposing that X satisfy conditions (28), (31), and (33), we obtain a linear and homogeneous system of r + 4 algebraic equations in the unknowns CI, ... ,C r + 5' whose coefficients are real numbers depending on the vector fields SI,,,,,Sr + 5 and on the fixed values of (to,xo '''',x~ (g) The case r = 2 must be considered separately, since for i = 1 the affine structure of tf/ , given by 1// = Ai (t,x, ... ,X(i-I~(i + B;(t,x, ... ,xli-I ) 
is no longer valid, and therefore the previous reasonings fail. Indeed, we are going to see that the maximum number of independent symmetry vectors of (1) is equal to eight when r=2.
In order to prove this statement, we start from the expression ofS I , the first extension ofS:
The line element (to,xo,x) will be invariant under SIVx provided that the following five conditions are satisfied:
where Po = (to,xo) as before. Denoting again by<p (t) thesolution of the differential equation
corresponding to the initial conditions (to,xo,xo), only one condition is now sufficient in order that a second point PI = (tl,xd chosen on the integral curve of(41) associated to the solution <p (t ) be invariant under the symmetry vector S of (41), namely,
exactly as in Sec. II(e).
When (40) and (42) are satisfied, bothP) and the integral curvey o of(41) associated with the solution <p (t ) are invariant under S, and, consequently, the line element (t),<p (t)),¢ (t.)) will be also invariant under S I. The following relation is therefore automatically satisfied:
leading to S)I(I"x",;:) =Slp, + (¢I,x -cp,I)lp,(x-x.) I
where X) =¢(t) ).
If one now imposes on S) the two additional conditions (45) then any line element of the form (t),x),x) will be left invariant by SIVx. Consequently, the eight conditions (40), (42), and (45) replace the (r + 4) conditions obtained when r> 2, and, therefore, by the reasoning following in Sec. II(t), we conclude that Eq. (41) has at most eight independent symmetry vectors.
(h) We shall see in this section that the upper bounds on the number of independent symmetry vectors of Eq. (1) obtained above cannot be improved. Indeed, it is a standard result 5 that for r = 2 the equation (46) has exactly eight independent symmetry vectors; on the other hand, we are going to prove now that the equation (47) has exactly r + 4 independent symmetry vectors when r> 2.
Thus the upper bounds obtained above are actually attained by (47) for every r>2 and therefore cannot be improved.
Let us prove that (47) has exactly r + 4 independent symmetry vectors when r> 2.
Indeed, calling sn the nth extension of S, we have
ax in It is easy to verify that the following identity holds:
The condition to be satisfied in order that Eq.
(1) admit S as a symmetry vector can be written in compact form as follows:
i.e., the subset of the space
must be invariant under the rth extension of S. For the particular case ofEq. (47), condition (50) reads
that is,
Taking into account the structure of ¢ri , given by (49),
Let us see now that (54) has indeed (r + 4) independent solutions (q; (t,x),¢r(t,x) ).
In order to show this, consider first the solutions of (54) with q; = 0 given by
These particular solutions of (54) provide a set of(r + 1) independent symmetry vectors of (47). Next, since (54) is freefrom~ [the coefficient of ~ in (54) being x lr , which must be set equal to zero], another solution of (54) is obviously given by
We have therefore (r + 3) independent solutions of (54), given by (55) and (57). The additional independent solution of (54) is easily found taking into account the identity 
Therefore, if we look for a symmetry vector having the structure a a
ax at the following relation should be satisfied by qJ(t,x):
A particular solution of (61) is obviously q;=tz/(r-l).
(60)
Multiplying q;(t,x) = t z/(r -1) and ¢r(t,x) = tx by the factor (r -1), we arrive at the following solution of (54):
which is clearly independent of the other (r + 3) solutions of (54) previously found, given by (55) and (57).
Therefore, (54) has at least r + 4 independent solutions (55), (57), and (63), and hence (47) has at least r + 4 independent symmetry vectors: since for r> 2 it has at most r + 4 independent symmetry vectors, as we proved in Sec. II(f), it follows that (47) has exactly r + 4 independent symmetry vectors when r> 2.
The reader should notice that these (r + 4) symmetry vectors do behave, under the Lie-Jacobi bracket, as the generators of a Lie group. That is, one can write
This property follows from the fact that ifS i and Sj are two symmetries of (1), then the same thing will happen also with their Lie-Jacobi bracket lSi ,Sj].
Indeed, the condition that Sk be a symmetry vector of (1) can be written as follows 6 :
X being the vector field canonically associated with Eq. (1):
On the other hand, we have the following identity7:
where A and B are arbitrary vector fields. Therefore, since Si and Sj are by hypothesis symmetries of (1), we have Hence the Lie-Jacobi bracket [Sj ,Sj] satisfies (65) and is therefore a symmetry vector of (1).
It easily follows that [Sj ,Sj] must be a linear combination ofSI, ... ,S, + 4' since if this were not the case (47) would have r + 5 independent symmetry vectors: SI""'S, + 4 and [Sj ,Sj]' contrary to what has been already proved in Sec. II(t) (since r> 2). Obviously, the same conclusion holds for Eq.
(46).
III. MAXIMUM NUMBER OF INDEPENDENT SYMMETRY VECTORS OF THE SYSTEM
We show in this section that a system of differential equations of the form
and r> 2, does not admit more than 2n 2 + nr + 2 independent symmetry vectors. It would be nice to produce an example of a system of differential equations of the form (70) with n > 1 possessing this maximum number of independent symmetry vectors. Unfortunately, the system
has only n 2 + nr + 3 independent symmetry vectors, which is equal to the previously quoted upper bound 2n 2 + nr + 2 only when n = 1. Therefore, the open problem remains of either showing that the system xl' = ° has more independent symmetry vectors than any system of type (70)-in which case the number 2n 2 + nr + 2 should be substituted by the number n 2 + nr + 3 as an upper bound on the number of independent symmetry vectors of (70)---or of producing a concrete example of a differential system of type (70) with the maximum number s of independent symmetry vectors (n 2 + nr + 3 <s<2n2 + nr + 2).
(a) Let Yo be the integral curve of (70) corresponding to the initial conditions (72) and PI = (tl,X I ) be a point on Yo sufficiently close to Po = (to,x o ). By a reasoning completely similar to that followed in Secs. II(a), (b), (c), one can prove that there exists an open neighborhood UCR XR n near Po such that through every point P of U it is possible to draw two integral curves of (70), YI and Y2' with the following two properties:
(i) YI and Y2 have a contact of order (r -2) with Yo, respectively, at Po and PI ' (ii) P is isolated in Ylnr2' (b) Assume now that the vector S defined by
is a symmetry vector ofEqs. (70). Ifwe were able to construct S in such a way that any integral curve of (70) having a contact of order (r -2) with Yo either at Po or PI be invariant under the local one-parameter group G generated by S, then in particular the two paths YI and Y2 considered above would be invariant under G, and, consequently,
But, by construction, Pis isolated in YlnY2; therefore, we can write
for any gEG sufficiently close to the identity transformation. Hence S must vanish at P, and, since P was an arbitrary point of U, we conclude that S is identically zero on U.
(c) Let us now show that in order that any integral curve of (70) having a contact of order (r -2) with Yo at Po or PI be invariant under S, 2n 2 + nr + 2 linear conditions on S suffice.
First, we must impose that the linear element of order r -l (76) be invariant under S' -I for every value of xl' -I, that is, Condition (77) can be written in detail as follows: (78) where, of course, ",k = (t/J~ ,oo.,t/J~). Taking into account the identity [analogous to (49)
and the structure of dkj Idt k , given by
we conclude that t/J~ -I has the following affine structure:
Therefore, taking (81) into account, (78) is equivalent to the following set of n 2 + nr + 1 linear conditions on the components of S:
(j?(to,Xc) = t/Jj (to,Xc) = 0, t/J7(to,xo,00.,~k) = 0, Aij(to,xo,x o ) = 0, B;(to,xo,oo.,x~ -2) = 0, i,j = 1,00.,n, k = 1,00.,r -2.
(82)
Next, in order to assure that the linear element at PI (tl,XI, ... ,xr-2,Xlr-I), X\k = ~Ik (td, (83) is invariant under sir -I for every value ofx lr -I [where~(t) is of course the solution of (70) corresponding to the initial conditions (to,xo, ... ,xg--I)] we must impose that (84) Now, ifS satisfies conditions (82), then the integral curve ro will be invariant under S, since S is by hypothesis a symmetry vector of (70). Therefore, S must be parallel to the tangent vector to r 0 on every point of r 0' that is,
Consequently, PI will remain invariant under S if 
is invariant under Sk for every value of k; therefore, for k = r -1 we have, taking into account (81);
Consequently, the linear element (83) will be invariant
xr-I = (Xrl-I, .. ·,xrn-I ).
Since (89) must hold for every value of xlr -I, we must finally impose that Aij(tl,xl,xd = 0, i,j = 1, ... ,n.
(90)
The 2n 2 + nr + 2 equations (82), (86), and (90) guarantee that any integral curve of (70) having a contact of order (r -2) with ro at Po or PI be invariant under the symmetry vector of (70) S. The linearity of these equations in the components ofS is a direct consequence of the linearity of sir -I.
(d) We shall now compute the maximum number of independent symmetry Vt;ctors of the system
By the reasoning given in Sec. 11th) they will automatically close as a Lie algebra under the Lie-Jacobi bracket.
The necessary and sufficient conditions in order that the vector field a n a
be a symmetry vector of (91) 
also appearing in (93). These two terms are different when r -1 =/= 2, i.e., when r> 3, and therefore for r> 3 the coefficient of the term x~r -I Xj is either
-
whereas, for r = 3, x~' -I Xj reduces tox;xj , whose coefficient is simply
Since (93) must be an identity in x,x, ... ,x l ' -I, and<p, tP; do not depend on these variables, the coefficient of the term xl' -I Xj must equal zero; taking into account (96) (for r> 3) and (97) (for r = 3), we conclude that
Accordingly, for every symmetry vector of (91) we have
<p(t,x) = I(t).
(99) Note that the above reasoning obviously fails when r = 2, since then the term x~r -I Xj reduces to x;x j , which is absent from (93) by the restriction x = O.
Substituting (99) into (93), we obtain
Remembering (94) 
aX j aXk (101) Similarly, considering the coefficients of the terms xy-I withj=/= 1, which again only appear in (100) through
When i = j, considering the coefficient of the term xl ' -1 in (100), we get a 2 tP (r y .
Since c~ _ 1 is a positive integer, we can rewrite (103) as follows:
Considering now the coefficient of the term independent of i,x, ... ,x l ' -I in (100), we are led to
From Eq. (101) we readily obtain and, taking (102) and (104) into account, we immediately arrive at
and, substituting (107) into ( 105), we finally get
(108) Therefore, we must have
P, and Q ~ _ 1 being polynomials of maximum degree rand (r -1), respectively. From (107) and (109) we get the following structure of tPi'
and, substituting it back into (100), we arrive at
(111) Applying Leibnitz's theorem to the first term of (111), we obtain (112) Since we are considering now the case r> 2, we can compare the coefficients of xl' -I and x!' -2 in both members of (11 2 (113) reduces to an identity and the second one leads to
i.e., P, (t) = a + bt + ct 2 (a,b,cER).
Conversely, if (114) holds, then (112) is automatically satisfied. Therefore, the "general solution" of (93) 
where we have set Ai) = aij + !b (r -1 )c5ij (c5 ij being, of course, the Kronecker delta).
From (115) we immediately obtain the following set of n 2 + nr + 3 independent symmetry vectors of (91):
at at at
This establishes the point we wanted to make: when n > t and r> 2, the system of differential equations xl' = 0
does not provide us (as happened for n = 1) with a maximum number of independent symmetry vectors equal to the upper bound 2n 2 + nr + 2 obtained in III(a)-(c). Therefore, it remains an open problem to find systems of differential equations-if any-whose maximum number of independent symmetry vectors is greater than the number n 2 + nr + 3.
Finally, note that, when n = 1, the symmetry vectorsi 116) reduce to the symmetry vectors of xl' = 0 computed in Sec. lI(h), as it should be.
IV. MAXIMUM NUMBER OF INDEPENDENT SYMMETRY VECTORS OF THE SYSTEM" = F
cannot possess more than 2(n + 1 f independent symmetry vectors. We also compute, by a direct procedure, all the symmetry vectors of the system x = 0, obtaining only n 2 + 4n + 3 independent vectors. Since this number is less than the upper bound 2(n + 1)2 mentioned above, the open question arises of whether or not there exist differential systems admitting more than n 2 + 4n + 3 independent symmetry vectors.
In Sec. V we show that this is not the case: In other words, the maximum number ofindependent symmetry vectors admitted by any system of the form (117) is never greater than n 2 + 4n + 3, the number of independent symmetry vectors of the system x = o.
be a pointlike symmetry vector of (117); then it is easy to verify that the structure ofS I (the first extension ofS to the variables l,x,x) is the following:
Therefore, it is clear that the linear element (to,xo,x) = (Po,x) will be left invariant by S I iffor every value ofx the following set of n 2 + 3n + 1 linear equations in the components of S holds:
Similarly, a second point PI = (tl,xtllying on the integral curve Yo of (117) corresponding to the initial conditions (to,xo,x o ) will be left invariant by S provided only that (121) since, exactly as in Secs, II and III, (121) and the fact that S is a symmetry vector of ( 117) and PI lies on an integral curve of (117) imply that ",(PI) = 0 as well.
Finally, from all that has been said in Secs, II and III, it should be clear by now that, in order that any linear element at PI' (PI'X), be invariant under SI, the following n 2 + n linear conditions in cP and", suffice:
(122) since when (120), (121) and (122) hold tPi,,(Ptl automatically vanishes, due to the fact that the linear element (PI'X I ) tangent to Yo is then invariant under SI. Accordingly, the 2(n + 1)2 conditions (120), (121), and (122) are sufficient in order that any linear element atPoor PI be invariant under SI; since these conditions are linear in the components ofS, the same construction followed in Secs. II and III can be repeated now, with the result that Eq. (117) does not admit more than 2(n + If independent symmetry vectors.
(b) We now compute all the pointlike symmetry vectors of the system x = 0, x = (xI" .. ,x n ) (123) in order to establish whether or not the dimension of the vecto! space generated by these symmetries equals the upper bound 2(n + 1)2 obtained above.
Since the necessary and sufficient conditions in order that (118) be a symmetry vector of (123) 
tPi = A;(x)t + B;(x).
Substituting (126) into (125c) and (125d), we obtain
Substituting (127) back into (126), we obtain, after some easy calculations, the general solution of (125):
From (128) we obtain the following set of n 2 + 4n + 3 independent generators of the vector space of the symmetries of (123):
By the reasoning followed in Sec. II, the set of vectors (129) closes as a Lie algebra under the Lie-Jacobi bracket.
It is not difficult to verify that the set of symmetry vectors given by (129) is a set of generators for the projective pseudogroup of the space {(t,x) J = R n + I , whose finite expression is given by 
The projective pseudo group does precisely possess (n + 2)2 -1 = n 2 + 4n + 3 essential parameters, and, therefore, n 2 + 4n + 3 independent generators (see the Appendix).
v. REDUCTION OF THE MAXIMUM NUMBER OF INDEPENDENT SYMMETRIES OF THE SYSTEM jt = F
We show in this section that the system (117) does not admit more than n 2 + 4n + 3 independent symmetry vectors, thereby achieving an improvement of the maximum number of independent symmetry vectors of (117), 2n 2 + 4n + 2, derived in Sec. IV. The new upper bound obtained in this section cannot be further improved, since in Sec. IV, it has been shown that the system i = 0 has precisely n 2 + 4n + 3 independent symmetry vectors.
The proof given here uses the following remarkable property of the projective pseudogroup of R n + I : If a projective transformation T of R n + I leaves n + 3 points of Rn + I fixed, and these points are in "generic position," then Tis the identity transformation. s (We say that n + 3 points of R n + I are in generic position if for every selection of n + 2 of them the n + 1 vectors obtained choosing one of these n + 2 points as the origin and the rest as end points are linearly independent.) (a) Let PI"",P n + 3 be n + 3 points of R n + I such that (131) Let us assume for the moment that these points can be chosen in such a way that to any couple of them (Pj,lj ) with i =/=j there corresponds an integral curve Yij = {(t,cI»jj (t )) .x ItER. J of ( 117) passing through Pj and Pj : We shall prove III Sec. V (e) that this assumption can indeed be satisfied.
Assuming then that we have chosen the points P!'""'P n + 3 in a such a way that this last assumption holds true, by a straightforward generalization of the argument given in Sec. II(a) one can prove the following result:
If the points PI""'P n + 3 are sufficiently close to each other, then for every pair (i,j) with i=/=j there exist open neighborhoods Ujj and P j and V;j ofi jj = ~jj (t j ) such that through every point P of Ujj there passes exactly one integral curve of (117) containing P j , with velocity ( = derivative with respect to time t ) at ( lying in V; j ' Suppose now that the vector field S given by (118) is a symmetry of (117) leaving all the points P1"",P n + 3 invariant. It is clear that in order to achieve it the following (n + l)(n + 3) conditions are sufficient:
Equations (132) automatically imply that the integral curves Yij (i=/=j) are subsets of Rn + I invariant under S, and therefore that the n + 2 linear elements at P I (Pi>X jj ), i= /=j, (133) are also invariant under SI, for every i = 1, ... ,n + 3.
Indeed, if g is a transformation belonging to the local one-parameter group generated by S and sufficiently close to the identity, then we have by continuity .,
since XjjEVjj by construction. But this necessarily implies that gYjj = Yjj' since both Yjj and its transform gYjj pass through P j with velocity at P j lying in Vi), and the equality of Yjj and its transform implies obviously that i jj equals i~., its transform under S., as claimed.
IJ (b) Consider now a finite transformation
such thatP j is invariant under (135), for fixed iEll, ... ,n + 3 J.
As is well known, the transformation induced by (135) on the derivatives x at P j is given by
i.e., any curve I (t,a(t ))ltER. J passing through Pj such that a(tj) = x will be transformed under (135) Since Pi is fixed, (136) 
the local one-parameter group of transformations generated by the symmetry S satisfying conditions (132), then SI acts on the velocities at Pi as a one-parameter subgroup G i of the projective pseudogroup of R n = Ii J. Furthermore, every transformation gEG i leaves invariant the n + 2 linear elements at Pi given by (133), as we have just seen: therefore, if
we are able to choose the velocities i i j (i =1= j, i fixed) in generic position (by an appropriate selection of the points PI"",P n + 3)' then, by the property of the projective pseudogroup quoted at the beginning of this section, we can conclude that G j reduces to the identity transformation and, therefore, that SI leaves every linear element at Pi invariant.
(c) Suppose now that we are able to find a set of n + 3 points of R n + I IP1""'P n + 3J satisfying (131), and the following additional requirement: The two sets of (n + 2) vectors of Rn given by ,3,4, ... ,n + 3J (138) are in generic position in R n . According to III(a), we can find an open neighborhood U in Rn + I such that through every ?~i~tPof U there pass two integral curves of (117), YI and Y2' JOlllmg P, respectively, with PI and P 2 in such a way that Pis isolated in YlnY2' Since (131), (132), and (138) imply that every linear element at PI or P 2 is invariant under Sand S is by hypothesis a symmetry vector of (117), it follows that Y I and Y2 are both invariant under S; therefore, P has to be invariant under S, since Pis isolated in YlnY2' Hence every point of Uis invariant under S, implying that S = 0 on U.
Since conditions (132) are clearly linear in the components of S, we can again apply the argument of Sec. II(f) to conclude that (117) does not admit more than n 2 + 4n + 3 independent symmetry vectors.
The only point meriting a separate treatment in order that our proof be complete is the following: We have to show that it is indeed possible to find a set of n + 3 points of R n + I satisfying conditions (131) and (138), such that every pair of points of this set can be joined by an integral curve of (117). In order to prove this statement, the lemma that follows is of great practical value since. as we shall explain below. it reduces the problem of finding the set of points PI""'P n + 3 with the properties mentioned above to an easier one.
(d) Lemma: Let Po = (to,Xo) be a point of R I + n and call «I»(t,~) the unique solution oft 117) corresponding to the initial condition (Po,~)' Consider the straight line of R 1 + n parallel to (l,v) and passing through Po, whose equation is t=to+s, x=xo+sv VsER.
(139)
Then one can find E> 0 such that for every s such that 0< Is I < E there is an integral curve of (117) 
passing through
Po and (to + s,xo + suI, whose derivative at to, hIs), satisfies lim hIs) = v.
s->D
Proof The function f(s,~) defined by
is a C'" function [since the function F appearing in (117) is assumed in what follows to be of class C'" ]9 and satisfies Therefore, we can write
f(s,~) can be factorized as follows:
where g(s,~) is C'" since f is C'" . Therefore, we have
(145)
and the intersection of the integral curve {(t,«I»,(t,~))ltER 1 with the straight line (139) leads to the equation
Equation (144) implicitly defines ~ as a C'" function of s, ~ = hIs). Indeed, define a function 'I\J, (s,~) as follows: Equations (149) and (150) allow us to apply the implicit function theorem to the function 'I\J(s,~) at the point (0, v), thus obtaining ~ as a function of s, ~ = hIs), in a sufficiently small neighborhood lsi < E of s = O. The function hIs) satisfies
It follows that the integral curve of (117) corresponding to the initial condition (Po,h(s)) passes through Po and through the point (to + s,Xo + sv) [by (146)- (148) and (151) on account of (ISla) since hIs) is a continuous function (as a matter of fact, h is COO , as follows from the fact that g is Coo and the implicit function theorem). This completes the proof of the lemma.
(e) Consequences o/the lemma: Let {PI' ''',P n + 31 be a set of n + 3 points of R I + n , P; = (t; ,X; ), satisfying the following conditions:
We shall indicate at the end of this section how to construct sets of n + 3 points of R I + n satisfying conditions (153).
Consider now the transformation Ha :R I + n --+R I + n defined as follows:
Ha(P)=P I +a(P-PI)=P, aER,a>O. (154)
If IPI' ''''P n + 31 satisfy conditions (153) , the same will happen with I P~ , ... ,P~ + 31, since we have
When a-o, pr--+P~for every i = 1, ... ,n + 3, but the directions (t; -tj ,X; -x j ) defined by every pair of points P;'Pj with i'ij remain invariant under Ha. Therefore, by repeated application of the lemma proved above, it follows that, for sufficiently small a, for every pair of points P; ,P j with i 'i j there is an integral curve of (117) joining P; with P j and satisfying lim cj,~j(t;) = Xi -x; ,
where cl>f j (t ) is the solution oft 117) whose associated integral curve passes through P; and ~ .
Furthermore, it is easy to verify that if m + 2 points of R m are in generic position, any sufficiently small perturbation applied to them will lead again to a set of m + 2 points in generic position; this is essentially due to the fact that genericity is defined in terms of linear independence of certain sets of vectors, and linear independence is preserved by suffi-ciently small perturbations. It follows [by (153b)] that the two sets of vectors of R n defined by (131) and (138). The only point that remains to be proved is, therefore, that it is indeed possible to find PI"",P n + 3 such that conditions (153) are satisfied.
To this end, notice that if the following points of R n 10,vI,,,,,v n 1 (158) are in generic position, it immediately follows that the following set of n + 3 points of R I + n ,
satisfies conditions (153), provided only that the numbers 
possess a finite number of independent symmetry vectors and that the system xc' = ° possesses a number of independent symmetries that tends to infinity when either r or n tend to infinity, thus showing that the upper bound for the maximum number of independent symmetry vectors of(162) tends to infinity when either r or n tend to infinity.
We shall see in this section that these results hold as well for the more general class of systems of the form The restriction rj > 1 for every i is essential for the validity of these results, since it is not difficult to give examples of systems of the form (163) with rio = 1 for some io possessing an infinite number of independent symmetries. This is what happens, for example, with "split" systems of the form
r; > 1 for every i = 2, ... ,n, admitting an infinite number of independent symmetries of the form A less trivial example of a differential system of the form (163) with r i = 1 for some io admitting an infinite numo ber of independent symmetries is the following:
Indeed, the necessary and sufficient condition in order that S(t,x, y) = 7J(t,x) al ay be a symmetry vector of (167) turns out to be the following linear partial differential equation in 7J:
Equation (168) is Kowalewskian in the variable t, and therefore I I possesses an infinite number oflocal solutions, depending on two arbitrary functions fix) and g(x); for instance;
(169) Therefore, the system (167) possesses an infinite number of independent symmetries, as claimed.
(a) We begin now the proof of the assertions made at the beginning of this section.
As in previous sections [I1(a), (b), (c); III(a)] it is not difficult to show that, given the initial value (to,yo), where
and denoting by 4>(t) the solution of (163) where we have set x\~ = i f> \k(t ,).
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be a symmetry vector of (163). If for every PE U the two integral curves of (163), Y I and Y 2' defined above are invariant under S, then Pwill be invariant under S, since by (171b) Pis isolated in y l nY2' and, consequently, S will vanish at P for every PEU, i.e., S will vanish identically on U. Therefore, by the arguments given in Sec. II(c), (e), to compute an upper bound for the maximum number of independent symmetry vectors of (163) it suffices to find the number oflinear equations in the components ofS that guarantee the in variance of the following linear elements of order (r n -1) under S rn -I:
Fir n -r 1 Zo = to 'XOI, , , , , XOI '!ol' 01'"'' 01 ; ... ; 
[Equations (174) simply state that the derivatives ofF appearing in (173) are to be computed along the integral curves of(163), YI-for F~-and Y2-for F\~.] The in variance of the linear elements (173) for every value of S is in turn equivalent to the following set of linear equations in the functions cp and ¢;:
for Zo, and
for ZI' At this point it is important to note that ¢7(z,,) depends on S not only explicitly, but also implicitly, through
More precisely, taking into account the structure of ¢7,
given by (79) and (94), we see that ¢~(zu) depends on the variables S, FIjJ polynomially; ¢7(zu) is a polynomial in the variables S, F IjJ whose coefficients are linear combinations of the partial derivatives of the functions cp and ¢ evaluated at
u' e constant va ues 0 tu; Xul ' ''''X ul ;",;Xun , ... fillment of (175)- (176) is guaranteed by afinite number of linear conditions on the functions cp and ¢, namely the vanishing of cp(P u) ' "' (P u) and of all the coefficients appearing in (175), (176) in cp and ¢' Clearly, not all of the above conditions are independent: For instance, following the reasoning of Sec. III(c), it would be easy to verify that the vanishing of¢(Pd and of the term independent of the variables S, F\} in ¢7(zd are a consequence of all the other conditions, and therefore this condition could be omitted. But the point here is that, at any rate, the number of the conditions obtained above isfinite; therefore, the argument given in Sec. II(t) shows that the number of independent symmetry vectors of (163) is also finite, since it cannot exceed the number of these conditions.
(b) We shall now see that the least upper bound on the number of independent symmetries of(163) tends to infinity when either n or some of the r; tend to infinity. Indeed, consider the system (177)
The necessary and sufficient condition in order that (172) be a symmetry vector of (177) can be expressed as follows:
Taking into account the structure of ¢~', given by Eq. (79), we observe that (177) admits the particular solutions 
A particular solution of (179) is the following one, dependent on r l + r 2 + ... + rn arbitrary constants:
From (180) we obtain the following set of r l + r 2 + ... + rn independent symmetry vectors of (177):
ax,.' ax,." ax,.
Since the number rj + r 2 + ... + rn evidently tends to infinity when either n or some of the r; tend to infinity, it follows that the same thing will happen with the least upper bound on the number of independent symmetries of(163), since the least upper bound by definition is greater than or equal to the number of independent symmetries of (177), which in turn exceeds the number r l + r 2 + ... + r n , as we have just shown.
VII. FINAL REMARKS
I t has been shown that a system of differential equations of the type (163) can only admit an ordinary local Lie group (i.e., a local Lie group with afinite number of essential parameters) of pointlike symmetries. This result precludes the possibility that a system of differential equations of this kind admit a Lie group of symmetries with an infinite number of parameters (as the formal group of locally invertible transformations of the manifold ((t,x) J = R 1 + n , for instance). As is well known. this result is no longer valid when dynamical symmetries are considered (see. e.g., the paper by the authors cited in Ref. 1).
It has also been shown that a system of differential equations of the kind (70), with r> 2, does not admit more than N(r.n) independent symmetries. where the number N (r.n) satisfies the following inequalities:
In addition. the system xlr = 0 has exactly n 2 + nr + 3 independent symmetries: Therefore. it would be nice to show that, when n > 1, this number cannot be surpassed by the number of independent symmetries of any system of the kind (70). or, if this were not the case, to exhibit a system of this kind having more than n 2 + nr + 3 independent symme-
tries. Also open is the problem of obtaining computational algorithms for constructing systems of the kind (70) with any preassigned number of symmetries s [not exceeding the maximum number of independent symmetries allowed to every equation of the kind (70). for given nand r].
When n = 1. the least upper bound to the number of independent symmetries of of an equation of the kind (1) when r> 2 is given by the number r + 4. this number being equal to the number of independent symmetries of the equation xlr = 0 when r> 2.
If r = 2. the least upper bound to the number of independent symmetries of(70) is given by n 2 + 4n + 3. the number of independent symmetries of the system x = O. Therefore. in this case no new feature distinguishes the two cases n> 1 and n = 1. since in both cases the maximum number of symmetries is attained by the system (or equation) x = 0 (x =0).
It is also interesting to notice that the least upper bound to the number of independent symmetries ofa system of the kind (163) tends to infinity when either n or some of the r, tend to infinity; this result is not completely unexpected. in view of the fact that the general solution of(163) depends on r l + r 2 + ' " + rn parameters.
Another interesting consequence of the previous results is that, when r is kept fixed-say r = 2, which is the case of Newtonian mechanics-and a certain group G of transfor- If this were the case for any G, we could then assert that any group of pointlike transformations of the manifold ( (t,x) J = R 1 + n could be considered, when extended in the natural way to systems of more than one Newtonian particle, as a symmetry group of a system of this kind. The problem would be, of course, to find the number N appropriate for a given group G and, more importantly. the functions Fi appearing in (183).
Further work on these open problems is going on and will appear in forthcoming papers of this series.
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APPENDIX
For completeness reasons. we give here some definitions concerning the projective group and a direct proof showing that this group is a symmetry group of the system X=O.
(i) Real (m -I)-dimensional projective spaceRP"' -1 is usually defined as the quotient set
where -denotes the following equivalence relation: y-xqy = ex.
x,yERm -(OJ, cER -(OJ.
(A2) Therefore, the elements of RP"' -1 are straight lines passing through the origin. with the origin removed. It is a standard result12 that RP" ' -] is a differentiable manifold, with the differentiable structure induced by the charts (U" !p, ) defined by RP"' -J -+RP" ' -] as follows:
L is well defined, since L is by hypothesis nonsingular and therefore xE(Rm A -! 0 J )qLXE(Rm -! 0 J). (ii) Let us show now that the system of differential equations (All) is symmetrical under the local transformations (sufficiently close to the identity) defined by , ~r: II lijxj + l;,n + 2 Xi = n+1 ~j=1 In+z,jxj +In+2,n+2
with Xn + I = t,
where it is understood that the point (xl, ... ,xn,t) belongs to a certain open subset W of R n + I such that the denominator appearing in (A12) does not vanish on W.
We can regard (xl, ... ,xn,t) as the coordinates relative to the chart ( Un + 2 ,q; n + Z ) of the point [y]ERP" + I defined as follows:
(AB) Similarly, we consider (A12) as the expression in,.!he chart (Un + 2 ,q;n + 2 ) of the projective transformation L induced by the linear transformation L: R n + 2 _Rn + 2 whose matrix elements (relative to the canonical basis of R n + 2) are the numbers l;j (i,j = l, ... ,n + 2) appearing in (A12). x; = a; f.l + P;, i = I, ... ,n + 1.
(A20)
Since L is arbitrarily close to the identity, and clearly an + I = I when L is equal to the identity, it follows that an + I #0; therefore, we can use the (n + l)th equation of (A20) to solve for f.l as a function of t ': f.l=(t'-Pn+d/a n + l •
Substituting back into (A20), we see that (A20) is equivalent to the following set of equations:
x; =A;t' +B;, i= l, ... ,n,
where (A23)
Since we have shown that by applying (AI2) to an arbitrary solution (AI4) of (All) we obtain another solution of (All), given by (A22), it follows that (AI2) is a symmetry of the system (All), as we had claimed.
ADDENDUM
We shall show here that the function R (t,A. ) defined by (8) is a C'" function. 
