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ABSTRACT
LOCAL RADIAL BASIS FUNCTION METHODS
FOR SOLVING PARTIAL DIFFERENTIAL EQUATIONS
by Guangming Yao
August 2010
Meshless methods are relatively new numerical methods which have gained popularity
in computational and engineering sciences during the last two decades. This dissertation
develops two new localized meshless methods for solving a variety partial differential
equations.
Recently, some localized meshless methods have been introduced in order to handle
large-scale problems, or to avoid ill-conditioned problems involving global radial basis
function approximations. This dissertation explains two new localized meshelss methods,
each derived from the global Method of Approximate Particular Solutions (MAPS). One
method, the Localized Method of Approximate Particular Solutions (LMAPS), is used for
elliptic and parabolic partial differential equations (PDEs) using a global sparse linear system
of equations. The second method, the Explicit Localized Method of Approximate Particular
Solutions (ELMAPS), is constructed for solving parabolic types of partial differential
equations by inverting a finite number of small linear systems. For both methods, the only
information that is needed in constructing the approximating solution to PDEs, consists of
the local nodes that fall within the domain of influence of the data. Since the methods are
completely mesh free, they can be used for irregularly shaped domains. Both methods are
tested and compared with existing global and local meshless methods. The results illustrate
the accuracy and efficiency of our proposed methods.
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NOTATION AND GLOSSARY
General Usage and Terminology
The majority of the notations used in this text represent fairly standard mathematical and
computaitonal usage. However, the methods discussed in this study have interdisciplinary
applications, and in particular this work centers around partial differential equations (PDEs).
While it would be convenient to utilize a standard nomenclature for this important concept,
many extensively varied alternatives can be found in the current published literature, and
will undoubtably continue to be utilized. With this in mind, this text’s usage of PDEs has
been explained as carefully as possible.
Blackboard fonts are used to denote standard sets of numbers: R for the field of real
numbers,C for the complex field, Z for the integers, and \ for the natural numbers. Whenever
possible, capital boldfaced Greek letters, e.g., Λ, Ξ, · · · , are used to denote matrices in
global sense, whereas capital boldfaced Roman letters, e. g., A, B, P, · · · , are used to denote
matrices in a local sense. Functions which are denoted in boldface type typically represent
vector valued functions, while real valued functions usually are set in lower case Roman
or Greek letters, e.g., f . The caligraphic letter, P, denotes a general polynomial function
space,while L and B denote partial differential operators. Additionally, lower case Roman
letters such as i, j,k, l and m are used to denote indices.
Vectors are typset in square brackets, e.g., [·], while matrices are typeset in parentheses,
e.g., (·). In general norms are typeset using double pairs of lines, e.g., || · ||, while the
absolute value of numbers is denoted using a single pair of lines, e.g., | · |. Single pairs of
lines around matrices indicate the determinant of the matrices.
xii
Nomenclature
Im( f (r)) m times repeated integration of f (r), see equation (2.85), page 29
det Matrix determinant, see equation (3.62), page 71
εa Average absolute error of uˆ, see equation (4.2), page 79
ε j Absolute error of uˆ at j-th node x j , see equation (4.2), page 79
εm Maximum absolute error of uˆ, see equation (4.2), page 79
εr Root mean squared error of uˆ, see equation (4.2), page 79
εxa Average absolute error of ∂ uˆ/dx, see equation (4.2), page 79
εx j Absolute error of ∂ uˆ/dx at j-th node x j , see equation (4.2), page 79
εxm Maximum absolute error of ∂ uˆ/dx, see equation (4.2), page 79
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1Chapter 1
INTRODUCTION
1.1 Background of Meshless Methods
This work is primarily motivated by the desire to solve partial differential equations (PDEs)
such as those which arise in numerous areas of scientific endeavor, including mathematical
physics and engineering. It is always preferable to get a precise analytical solution to a PDE;
however, many PDEs cannot be solved exactly using analytical methods. This has led to the
creation of many numerical algorithms to solve PDE problems for which analytical solutions
cannot be derived. High speed computation has made it possible to compute approximate
solutions to complicated scientific and engineering problems. Thus, to a large extent, a
major thrust in computational science and applied mathematics has been to improve our
collective ability to solve large and complicated problems involving PDEs.
Meshless methods are relatively new numerical algorithms for the simulation of physical
phenomena. In recent years, meshless methods have been extensively applied to problems
in fluid dynamics, solid mechanics, and other fields. In this dissertation, two new versions
of localized meshless methods have been developed and applied, the Localized Method
of Approximate Particular Solutions (LMAPS) and the Explicit Localized Method of Ap-
proximate Particular Solutions (ELMAPS). Both methods are useful for solving several
types of PDEs that form the basis for much of the fields of computational mechanics and
computational fluid dynamics.
Traditional simulation algorithms, such as the Finite Difference Method (FDM) [90, 123],
the Finite Element Method (FEM) [12, 13, 88, 90], the Finite Volume Method (FVM) [39]
and the Boundary Element Methods (BEM) [102, 103], have achieved great success in
many branches of engineering and the sciences during the past sixty years. The initial
computational development work has been followed up over the past several decades by
an increasingly large body of theoretical research in mathematics supporting and proving
rigorously many of the principals, and demonstrating the validity of the algorithms that were
developed to solve practical problems. Indeed, FEM was being used for decades before
mathematicians started to examine the method theoretically, much less to develop a rigorous
foundation on which it can rest.
2Figure 1.1: Illustration of typical meshless and meshed domains in R3. Meshless methods
do not require the connections between the nodes required by meshed methods.
These mesh-based methods will continue to play central roles in the future, but they
all require that a mesh or grid be generated for the domain as part of the solution process.
Meshed-based methods can be used to solve interpolation or approximation problems,
however, they again require the defining of a mesh or grid. Meshless methods, in contrast,
use the geometry of the domain directly to avoid many of the difficulties which characterize
meshed and grided methods; these difficulties include mesh creation, re-meshing and
other data-dependent techniques. Indeed, the cost and difficulties associated with creating
workable meshes constitutes the bulk of many problem solving tasks in modeling and solving
partial differential equations. Figure 1.1 shows profiles of typical meshless and meshed
domains in R3.
1.2 Literature Review
During the last two decades, meshless methods have been developed and effectively applied
to solve many problems in science and engineering [6, 41, 42, 85]. Due to their wide
applicability, examples of many kinds of meshless methods can be found in the current
literature [4, 5, 82]. One of the existing categories includes a class of meshless methods that
focuses on the use of Radial Basis Functions (RBFs) [16], which are especially useful for
solving PDEs [29, 30, 48, 67]. In 1990 Kansa demonstrated methods utilizing RBFs to deal
with multivariate data, both for scattered data approximation [66] and then for the solution
of PDEs [67]. This is also known as the RBF collocation method (RBFCM) [26, 45, 113].
The main advantages of RBF-based methods for solving partial differential equations lie
in their simplicity, their applicability to various PDEs, and their effectiveness in dealing
with high-dimensional problems with complicated geometries. Thus, Kansa’s RBF-based
methods have become very popular in the area of science and engineering.
Since then, many RBF-based methods have been developed, such as the Point Interpola-
3tion Mesh-Free Method (PIMM) [82], the Finite Point Method (FPM) [96], and the Meshless
Local Petrov-Galerkin Method (MLPGM) [7]. RBFs have also been utilized within the
Boundary Element Method (BEM) [92, 63], the Dual Reciprocity Method (DRM) [98],
the Method of Fundamental Solution (MFS) [48], and the RBF Boundary Knot Method
(BKM) [57]. These methods have been successfully applied to solve non-linear problems
within scientific and engineering disciplines. Some examples include the 1998 work in
heat transport conducted by Zerroukat et al. [128], the 2002 work in porous media flow
conducted by S˘arler et al. [114], the 2005 work in symmetric and modified collocation
methods conducted by S˘arler [112], and the 2006 work on the classical De Vahl Davis
natural convection problem conducted by Chantasiriwan [17].
An important development using RBFs was the extension of the Method of Fundamental
Solutions (MFS) to solve inhomogeneous PDEs [48, 69]. In this approach, RBFs are used to
approximate particular solutions for the given governing PDEs. By finding an approximate
particular solution, the original inhomogeneous equation can be converted to a homogeneous
differential equation, which allows the MFS or other boundary methods to be used to solve
the homogeneous problem. The numerical accuracy of this two-stage MFS approach is
similar to that of Kansa’s Method [79]; however, Kansa’s Method is able to solve PDEs with
variable coefficients, while the two-stage MFS cannot.
Recently a one-stage numerical scheme, using the MFS together with RBFs, has been
proposed in order to extend the MFS to solve PDEs with variable coefficients [22, 117]. In
this one-stage approach, the fundamental solution and the particular solution, constructed
using RBFs, are combined to directly approximate the given variable-coefficient PDE. Such
one-stage numerical schemes, combining the MFS and the MPS, are referred to as the MFS-
MPS. These schemes are significant in that they allow the MFS to solve variable-coefficient
PDEs and thus become competitive with Kansa’s Method.
Following this development, Chen et al. [23] proposed a further improvement to the
MFS-MPS. Chen et al. [23] omitted the fundamental solution and used RBFs to construct
a particular solution, which is then used as basis functions to approximate the differential
equation in the PDE, while the linear combination of the basis function must satisfy the
boundary conditions. This numerical scheme is referred to as the Method of Approximate
Particular Solutions (MAPS). The primary difference between the MAPS and Kansa’s
Method is that Kansa’s Method uses RBFs to approximate solutions to the PDEs, whereas
the MAPS uses particular solutions of corresponding differential operator in the PDEs with
respect to commonly used RBFs to approximate solutions to the PDEs.
A key point when utilizing Kansa’s Method (the RBFCM) to solve PDEs is that ap-
proximation of field values within the domain and on the boundary is accomplished via a
4set of global approximation functions. Due to its long use, the existence, uniqueness, and
convergence of the RBFCM has been extensively studied [83, 89]. However, the RBFCM
is a global method, and, due to the mix of governing equations and boundary conditions,
the direct collocation approach results in the creation of a dense asymmetric system of
equations.
The main disadvantage of the RBFCM is that it represents the discretization of the PDE
as a full matrix. These matrices are extremely sensitive to the choice of the free parameter
for the RBFs, e.g., multiquadrics (MQ) and inverse multiquadrics (IMQ), which makes it
difficult to solve problems with a large number of unknowns. This is because, in the use of
RBF interpolation, the condition numbers of the related matrices increase as the number of
nodes increase. This is especially true when a poor choice has been made when designating
the RBF centers, and also when infinitely smooth basis functions, e.g., multiquadrics, are
used with associated shape parameters set to extreme values.
One possibility to avoid ill-conditioned problems and to reduce the computational costs
involved in solving large-scale problems, is to employ a domain decomposition [54, 68],
such as the one introduced by Main-Duy and Tran-Cong [85]. Alternatively, one could utilize
a multi-grid approach [105], the Compactly Supported RBFs by Chen et al. [24], the greedy
algorithm [56, 75], extended precision arithmetic [58], the improved truncated singular
valued decomposition method [80] , or the local quadrature based RBF approach described
by Shu et al. [105]. However, all these methods represent a substantial complication of the
original method.
To avoid relying on dense matrices, various localized meshless methods have been
recently developed [21, 77, 105, 116]. One significant development is the local RBF
Collocation Method (RBFCM) developed by S˘arler and Vertnik [116]. The main feature
of the local version of the RBFCM is that collocation takes place on overlapping local
domains. This drastically reduces the size of the collocation matrix. The cost, however, is
that many small matrices must now be solved. Since the local RBFCM does not experience
any significant loss of accuracy in comparison with the global version, it has been applied to
many complicated PDE problems, including large-scale industrial applications.
Another approach based on the use of global RBFs, the Local multiquadrics approxima-
tion (LMQ), was proposed by Lee et al. [77] in 2003 to solve the Poisson equation, and, if
extended, to solve the modified Helmholtz equation. A significant concept suggested by this
method is the construction of an approximation over domains of influence, resulting in a
local approximation and a global sparse matrix.
51.3 Synopsis
The goal of this study has been to develop new localized meshless methods to solve partial
differential equations (PDEs). Specifically, this study develops localized radial basis function
methods for solving elliptic PDEs:
Lu(x) = f (x), x ∈Ω,
Bu(x) = g(x), x ∈ Γ,
and for solving parabolic PDEs:
Lu(x, t) = f (x, t), x ∈Ω, t > t0,
Bu(x, t) = g(x, t), x ∈ Γ, t > t0,
Fu(x, t) = h(x, t), x ∈Ω, t = t0,
where L,B and F are linear partial differential operators1, Ω is a bounded domain in R2 or
R3, and Γ is the boundary of the domain Ω. Time dependent problems are typically reduced
to elliptic PDEs by introducing a time-stepping method (implicit or explicit).
In this dissertation, two new localized meshless methods are proposed and developed
to solve partial differential equations: the Localized Method of Approximate Particular
Solutions (LMAPS) and the Explicit Localized Method of Approximate Particular Solutions
(ELMAPS). Both methods are suitable for solving large-scale problems, and both are easily
extended to high-order elliptic PDEs in high dimensional spaces.
Chapter 2 begins with a review of global RBF interpolation. The RBF Collocation
Method (RBFCM), known as Kansa’s Method, is introduced, as well as the Method of
Fundamental Solutions (MFS), the Method of Particular Solutions (MPS), and both the
one-stage and the two-stage MFS-MPS. Following this, the Global Method of Approximate
Particular Solutions (GMAPS), newly developed by Chen et al. [23], is explored, and several
particular solutions of
LΦ(r) = φ(r), (1.1)
are derived, where φ(r) are commonly used RBF, including multiquadrics (MQ), inverse
multiquadrics (IMQ), Thin Plate Splines (TPS), and Polyharmonic Splines (PS). The deriva-
tion of Φ(r) is of theoretical importance. If the centers of the RBFs are chosen from the
collocation points, both the GMAPS and the RBF methods developed in this research,
1Additionally, the solution methods proposed are extensible to non-linear differential operators Just as in
other, more standard, approaches, this involves the linearization of the problem and requires the finding of a
subsequent interactive solution.
6LMAPS and ELMAPS, require the removal of the singularities of Φ(r) and of the boundary
transformation of Φ(r), BΦ(r). For simplicity, the collocation points are always used as
the centers of the RBFs in this study; thus removal of the singularities is necessary before
computation.
In the next portion of Chapter 2, particular solution of (1.1), Φ(r), are derived for some
commonly used differential operators in R2 or R3. Additionally, since they will be necessary
for use in the LMAPS, and in the ELMAPS, the normal derivatives of Φ(r), ∂Φ(r)/∂n, are
derived for each Φ(r). Some high-order PDEs will require Laplacian boundary conditions,
so ∆Φ(r) are derived as well.
In Chapter 3, the Localized Method of Approximate Particular Solutions (LMAPS) is
developed and explained. The idea integral to the LMQ [77], of using localized formulations,
is adopted and applied to the GMAPS. In this approach, the solution of a given PDE is
expressed as a linear combination of particular solutions, Φ(r). This new localized approach
allows the use of a small number of neighboring points to find an approximate solution for
the given PDE. This localization works for elliptic PDEs, and can be extended to apply to
time-dependent problems. Instead of full matrices, the linear system of equations resulting
from the LMAPS yields sparse matrices, which makes the LMAPS suitable for solving
large-scale problems.
Chapter 4 consists of four main sections. In the first section, the numerical applications
of the LMAPS to the Poisson equations and the modified Helmholtz equations are tested.
Following this, the applicability of the method to PDEs with variable coefficients and to
near-singular PDEs is demonstrated. Additionally, the accuracy and stability of the method
are tested for various types of PDEs with different types of boundary conditions. Lastly,
the accuracy of the LMAPS is examined for irregular computational domains with evenly
distributed nodes, and irregular computational domains with randomly distributed nodes.
Chapter 5 introduces the Explicit Localized Method of Approximate Particular Solutions
(ELMAPS). Rather than constructing a global sparse matrix, the ELMAPS reduces the
problem to small linear systems. Chapter 5 also introduces a localization of the Indirect RBF
Collocation Method (IRBFCM) described by Mai-Duy and Tran-Cong [87, 115]. Following
this, the accuracy and stability of the LMAPS and ELMAPS are compared with the Local
Direct RBF Collocation Method (LDRBFCM) and the Local Indirect RBF Collocation
Method (LIRBFCM). Lastly, dendritic growth in the solidification process of aluminum is
modeled using a parabolic PDE; then simulated via the ELMAPS algorithm to create an
approximation of the temperature field in order to predict the dendritic structure.
The main focus of this work is to localize the GMAPS to construct the LMAPS and the
ELMAPS. Theoretical development of the LMAPS regards to two types of RBFs, MQ and
7TPS, are detailed in Sec. 3.2 and Sec. 3.3. The existence of the inverse of small matrices
generated by both local approaches is proven in Sec.3.4. The computational accuracy,
convergence, and stability of the LMAPS and the ELMAPS are examined for various types
of PDEs in Chapters 4 and 5.
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MESHLESS METHODS USING RADIAL BASIS FUNCTIONS
This chapter begins by briefly discussing several meshless methods using Radial Basis Func-
tions (RBFs); these include: Radial Basis Function (RBF) Interpolation, RBF Collocation
Method (also called Kansa’s method), the Method of Fundamental Solutions (MFS), the
Method of Particular Solutions (MPS), the two-stage MFS-MPS, the one-stage MFS-MPS,
and the newly developed Method of Approximate Particular Solutions (MAPS). However,
the MAPS, which is a global method, is the main focus of this chapter. The following
chapters explore ways to localize the MAPS. The last section in this chapter (Sec. 2.8) lists
a number of solutions for the differential equation LΦ(r) = φ(r) with various differential
operators L and RBF φ(r). Several solutions to LΦ(r) = φ(r) are already utilized in current
literature. However, singularities within the derivatives of the solutions are usually not
considered. For this reason, computations involving some of these solutions may fail. Thus,
in this chapter, we derive a number of new solutions which do not include any singularities,
either in the solutions themselves or in their differentiations.
2.1 Radial Basis Function Interpolation
Radial Basis Functions (RBFs) have been applied to solve many problems in science
and engineering [16]. In 1991, Kansa [66, 67] first applied RBFs to solve PDEs in fluid
dynamics problems. Since then, the approach has often been used to implement interpolation
or approximation methods; examples include: the Collocation Method (CM) [65, 67], the
Meshless Local Petrov-Galerkin Method (MLPGM) [8], the Dual Reciprocity Method
(DRM) [98], the Method of Fundamental Solution (MFS) [2, 48], the Boundary Knot Method
(BKM) [62, 57], and other methods. Kansa’s method, which utilizes a direct collocation
procedure, can be applied to boundary value PDE problems to create an asymmetric linear
system of equations. However, other methods have since been developed to avoid the
difficulties associated with asymmetric systems; such as the RBF Hermite-Collocation
method [43].
Over the past two decades RBFs have played an important role in the development of
meshless methods for solving PDEs [29, 30, 48, 67]; however the methods discussed in
the current literature are all global methods. A disadvantage of global methods is that they
9generate a dense matrix which is impossible for large-scale problems. Recently, to mitigate
this difficulty, Compactly Supported RBFs (CS-RBF) [25, 24, 15], the Local multiquadrics
Approximation (LMQ) [77] and the Local RBF Collocation Method (LRBFCM) [116] have
been developed.
In order to reduce the computational costs associated with solving large linear systems,
local meshless methods construct local domains for each collocation point, wherein each
collocation point considers its nearest neighbors. Following this, the local meshless methods
apply either RBF approximation or RBF interpolation to the created local domains in order
to solve the global problem. Typically, this approach results in smaller linear systems in
which the dimensions of the matrices are equal to the number of collocation points that fall
within each local domain. The CS-RBF and the LMQ approach result in sparse, rather than
full, matrices, and the LRBFCM has the advantage of needing to solve only a small system
of linear equations at each collocation point. RBFs are an important tool utilized in each of
these meshless methods. Therefore, this study begins by introducing some basic features of
RBFs in order to develop properties necessary for use with the LMAPS and the ELMAPS.
Definition 2.1.1. Let Rd be d-dimensional Euclidean space. Let c ∈Rd , and let φ :Rd→R
be an invariant function whose value at any point x ∈ Rd depends only on the distance from
the fixed point c, and can be written
φ(‖x− c‖). (2.1)
Then the function φ is a Radial Basis Function (RBF), where c is the center of the RBF φ .
The variable r = ‖x− c‖ is often used in RBFs, and so is adopted in this study. Addi-
tionally, the Euclidean norm is the most common choice for the norm ‖ · ‖. Micchlli [89]
proved that the distance matrix generated by distinct points and using the Euclidean norm
is invertible for several types of RBFs. Thus, this dissertation utilizes only the Euclidean
norm, i.e., the l2 norm.
Let {x j}Nj=1 be a set of interpolation points, which are chosen as the centers of RBFs.
The RBF interpolation function is represented by a linear combination of these bases in the
following form
fˆ (x) =
N
∑
j=1
α jφ(‖x−x j‖), x ∈ Rd. (2.2)
When using RBFs to interpolate function f , interest is where corresponding function values
f (x j), j = 1, 2, . . . , N are known. Then the interpolation function fˆ in (2.2) leads to the
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following linear system
φ(‖x1−x1‖) φ(‖x1−x2‖) · · · φ(‖x1−xN‖)
φ(‖x2−x1‖) φ(‖x2−x2‖) · · · φ(‖x2−xN‖)
...
...
...
...
φ(‖xN−x1‖) φ(‖xN−x2‖) · · · φ(‖xN−xN‖)


α1
α2
...
αN
=

f (x1)
f (x2)
...
f (xN)
 . (2.3)
Rewriting (2.3) in matrix notation as
Mα = f, (2.4)
where α = (α1, α2, . . . , αN)T , f = ( f (x1), f (x2), . . . , f (xN))T , and M =
(
Mk j
) ∈ RN×N
where
Mk j = φ(‖xk−x j‖),k, j = 1,2, . . . ,N. (2.5)
Throughout this work, T is used to denote the transpose of a vector or matrix. In machine
learning, the matrix M is called the kernel matrix. The invertibility of the linear system (2.3)
is difficult to determine, thus requiring the following definitions:
Definition 2.1.2. ([50]) A N×N matrix M is called
• positive definite, if and only if zT Mz> 0 for all non-zero z ∈ RN ;
• positive semidefinite, if and only if zT Mz≥ 0 for all non-zero z ∈ RN ; and
• negative definite, if and only if zT Mz< 0 for all non-zero z ∈ RN .
Definition 2.1.3. ([19]) A Radial Basis Function φ on [0,∞] is positive definite and of order
N if, for all choices of finite distinct points x1, x2, . . . , xN , the matrix M defined in (2.5) is
positive definite.
Theorem 2.1.1. ([19]) If a matrix M is positive definite, then det(M) 6= 0.
Thus, if the RBF φ is positive definite, the solvability of the linear system (2.3) is
guaranteed. Following this, several commonly used RBFs utilized within (2.3) are discussed:
• Gaussian RBF: φ(r) = exp(−β r2) for some β > 0. The Gaussian RBF is a monoton-
ically decreasing function of the distance, r. Therefore, according to the universal
approximation property [99], for any given continuous function, there exits an arbitrar-
ily closed Gaussian RBF approximation. In other words, the Gaussian RBF is positive
definite, which causes the Gaussian RBF to be the most commonly used RBF.
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Table 2.1: Selection of Radial Basis Functions, φ(r).
RBF types Representation of φ(r)
linear r
cubic r3
Gaussian exp(−r2)
polyharmonic r2n−1, n ∈ N
polyharmonic r2n lnr, n ∈ N
Matern/Sobolev ∗Kν(r)rν
multiquadrics (MQ)
√
r2+ c2
thin-plate spline (TPS) r2 ln(r)
inverse multiquadrics(IMQ) 1/
√
r2+ c2
∗Kν is an order ν modified Bessel function of the first kind.
• multiquadrics (MQ): φ(r) =
√
r2+ c2, c > 0, where c is the MQ shape parameter.
This is a class of monotonically increasing functions of distance, r. It has been proven
that the MQ is conditionally positive definite and of order one [55], which implies
that the matrix for the interpolation problem is invertible. Because of this and other
properties, such as high-order rate of convergence, the MQ is one of the most popular
RBFs used in many applications.
• Inverse multiquadrics (IMQ): φ(r) = 1/
√
r2+ c2, where c is the IMQ shape pa-
rameter. This is a strictly positive definite RBF [14], for which the distance ma-
trix, (2.5), of the interpolation problem is invertible. Both MQ and IMQ can be
generalized as Generalized multiquadrics RBFs φ(r) =
(
1+ c2r2
)β , where β =
. . . ,−3/2,−1/2, 1/2, 3/2, . . . .
• Thin Plate Splines (TPS): φ(r) = r2 lnr. In 1982 and 1990, Franke and Buhmann
demonstrated the importance of Thin Plate Splines in even-dimensional spaces [14].
This class of RBFs is a special case of polyharmonic splines. However, the interpola-
tion matrix generated by these RBFs, can be singular, even with non-trivial sets of
distinct centers [37, 38]. Typically, to insure the invertibility of the system, (2.3), a
low-order polynomial has to be added to the RBF interpolant.
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• Polyharmonic Splines (PS):
φ(r) =
 r
2n ln(r), n ∈ N in R2
r2n+1, n ∈ N in R3
. (2.6)
The class of Polyharmonic Splines (PS) is a general case of TPS. PS are conditionally
positive definite RBFs of order q, where
q =
 n+1 in R
2
n in R3
, (2.7)
and n ∈ N. Again, as with the TPS, a polynomial of a certain maximal degree must to
be added into (2.2) to insure invertibility. Let P be a polynomial function space of
order q, and let p1, p2, . . . , pq be a basis of P, then the interpolation function in (2.2)
can be augmented in the following manner:
fˆ (x) =
N
∑
j=1
α jφ(‖x−x j‖)+
q
∑
l=1
βl pl(x). (2.8)
Since there are q additional degrees of freedoms in (2.8), the standard polynomial
insolvency constraint [19],
p(xl) = 0,∀l = 1, 2, . . . , N and p ∈ Pq−1 =⇒ p = 0, (2.9)
must be applied. Thus the collocation technique gives the following linear system:
N
∑
j=1
α jφ(‖xk−x j‖)+
q
∑
l=1
βl pl(x j) = f (xk), k = 1, 2, . . . , N, (2.10)
N
∑
j=1
α j pl(x j) = 0, l = 1, 2, . . . , q. (2.11)
The system (2.10)–(2.11) is a square linear system with N+q unknown coefficients,
whose solution can be obtained using standard methods, providing the coefficients
uniquely determine the interpolation function (2.2).
• Matern/Sobolev RBF: φ(r) = Kν(r)rν , ν > 0, where Kν is the modified Bessel func-
tion of order ν which is defined as a canonical solution to Bessel’s differential equation.
Generally, the Matern/Sobolev RBF is defined
φ(r) =
21−ν
Γ(ν)
Kν(cr)(cr)ν , (2.12)
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where Γ is the Gamma function, and c> 0. If ν is a positive integer, then (2.12) can
be expressed as
φn+1/2 (r) =
exp(−cr)(cr)n
(2n−1)!!
n
∑
k=1
(n+ k)!
k!(n− k)!(2cr)k , (2.13)
where the double factorial !! of nonnegative integers are defined as
n!! =

n · (n−2) · · ·5 ·3 ·1, n odd
n · (n−2) · · ·6 ·4 ·2, n even
1, n = 0
. (2.14)
The following are some spacial cases of the Matern/Sobolev RBF:
ν = 1/2, φ(r) = exp(−cr),
ν = 1, φ(r) = crK1(cr),
ν = 3/2, φ(r) = (1+ cr)exp(−cr),
ν = 5/2, φ(r) = (1+ cr+ c2r2/3)exp(−cr).
These are positive definite RBFs, and thus maintain the invertibility of matrix (2.5).
• Compactly Supported RBF (CS-RBF). The class of CS-RBFs has been explored by
Wu [124], Wendland [120] and Buhmann [15]. For large-scale problems, stability is
an issue when utilizing most RBFs. However, utilizing CS-RBFs allows creation of
a global sparse system and reduces computational complexity by allowing localized
evaluation. On the other hand, CS-RBFs have limited smoothness which restricts their
rate of convergence and their accuracy. CS-RBFs are expressed using truncated power
functions, which are strictly positive definite, as shown in Table 2.2, where
(1− r)n+ =
{
(1− r)n, r ∈ [0,1)
0, r ≥ 1 .
As their name implies, CS-RBFs are both compact and supported functions. In
other words, the closure∗ of the set of points where the function does not vanish†, is
compact‡.
∗In topology, the closure of a set, A, is the union of A and the set of its limit points, A′, i.e., A = A∪A′.
†The set of points where the function does not vanish is called the support of the function.
‡In Euclidean space, a bounded closed set must be a compact set. Thus, the closure of [0,1) is [0,1] which
is a compact set in R.
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Figure 2.1: Some commonly used radial basis functions, φ(r), as a function of r.
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φ
Figure 2.2: Some commonly used radial basis functions, φ(r), in R2. Note: for MQ RBF,
φ(x,y) =
√
x2+ y2+1; for IMQ RBF, φ(x,y) = 1/
√
x2+ y2+1; for TPS, φ(x,y) = (x2+
y2) ln(
√
x2+ y2); and for TPS with polynomial, φ(r) = (x2+ y2) ln(
√
x2+ y2)+1+ x+ y.
In other words, the origin point, (0,0), is chosen as the centers of the RBFs, while MQ and
IMQ shape parameter, c = 1.
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Table 2.2: Selection of Wenland’s CS-RBFs.
φ(r) † Smoothness Maximum k ∗
(1− r)2+ C0 3
(1− r)3+ C0 5
(1− r)4+(4r+1) C2 3
(1− r)5+(5r+1) C2 5
(1− r)6+(35r2+18r+3) C4 3
(1− r)7+(16r2+7r+1) C4 5
(1− r)8+(32r3+25r2+8r+1) C6 3
∗ The parameter k is the maximum dimension of space, Rk, which provides positive definite-
ness for the corresponding CS-RBFs. † For each CS-RBF, the subscript, +, represents the
local support set of the function.
Some commonly used RBFs are listed in Table 2.1; corresponding graphs are shown in
Fig. 2.1 and Fig. 2.2.
RBFs typically provide very high rates of convergence, i.e., the error in approximating
or interpolating a set of data representing the sampling of a smooth function, goes to zero
very rapidly. Thus fewer discrete points are needed to accurately represent or reconstruct the
underlying function. This makes RBFs highly efficient computational tools. Furthermore,
RBFs are easy to implement numerically. In the last two decades, RBF techniques have
undergone intensive research and investigation. Numerous papers, summarized by Buh-
mann [16], have focused on the mathematical background of RBFs. Recently, many RBF
applications have been developed for the fields of material science, physics, and engineering,
which demonstrates the significance of the RBF methods for solving applied problems.
2.2 The Collocation (Kansa’s) Method
Kansa’s Method [66, 67] is a well-known meshless method which uses RBFs. It is also
referred to as the Radial Basis Function Collocation Method (RBFCM). Due to its simplicity
and effectiveness, Kansa’s Method has become very popular in the areas of science and en-
gineering. Many variations and modifications of Kansa’s Method have been obtained, along
with theoretical error bounds and convergence results. The method has been successfully
applied to solve linear and nonlinear PDEs in physics, material science, and for many engi-
neering problems [73, 91, 130]. To key features of Kansa’s Method are high-order accuracy,
16
and the fact that it is flexible with respect to geometry, i.e., the method does not require a
grid. The only geometric property utilized in Kansa’s method is the distance between points
in the computational domain; consequently extensions to higher-order dimensions do not
increase the difficulty of the method. There are, however, some remaining issues, such as
stability for complex time-dependent problems [76].
To illustrate Kansa’s method, consider the following simple boundary value problem 4
Lu(x) = f (x), x ∈Ω, (2.15)
Bu(x) = g(x), x ∈ Γ, (2.16)
where L is a differential operator, B is a boundary differential operator, f and g are known
functions, Ω is a computational domain, and Γ is the boundary of Ω, so Ω = Ω∪Γ. Let{
(x j, f (x j)
}Ni
j=1 be Ni distinct interior collocation points in Ω and
{
(x j,g(x j)
}N
j=Ni+1
be
boundary points. In the rest of this work, Ni denotes the number of interior points, while the
number of boundary nodes is denoted by Nb, i.e., N =Ni+Nb.
The collocation technique reduces the boundary value problem to a discrete problem by
imposing finitely many conditions [19]:
Lu(xk) = f (xk), k = 1, 2, . . . ,Ni, (2.17)
Bu(xk) = g(xk), k =Ni+1, . . . , N. (2.18)
The critical component of Kansa’s Method involves approximating the solution u with a
linear combination of RBFs; i.e.,
uˆ(x) =
N
∑
j=1
α jφ(‖x−x j‖), (2.19)
where {α j}Nj=1 are undetermined coefficients. Applying the operators, L and B to (2.19)
yields
Luˆ(x) =
N
∑
j=1
α jLφ(‖x−x j‖), (2.20)
and
Buˆ(x) =
N
∑
j=1
α jBφ(‖x−x j‖). (2.21)
Substituting (2.20) to (2.15), and (2.21) to (2.16) yields
N
∑
j=1
α jLφ(‖x−x j‖) = f (x), x ∈Ω, (2.22)
4In this work, it is necessary that L,Ω,Γ, f and g satisfy conditions such that u and its derivatives allow
RBF interpolation.
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and
N
∑
j=1
α jBφ(‖x−x j‖) = g(x), x ∈ Γ. (2.23)
Utilizing the collocation technique yields
N
∑
j=1
α jLφ(‖xk−x j‖) = f (xk), k = 1, 2, . . . ,Ni, (2.24)
and
N
∑
j=1
α jBφ(‖xk−x j‖) = g(xk), k =Ni+1, . . . , N. (2.25)
The system (2.24)–(2.25) is a square linear system for which the {α j}Nj=1 can be obtained
using any appropriate linear system solver. In general, those utilizing Kansa’s Method chose
MQ RBFs.
2.3 The Method of Fundamental Solutions (MFS)
Before introducing the Method of Fundamental Solutions (MFS), it is necessary to define
the fundamental solution.
Definition 2.3.1. [74] A fundamental solution G for a differential operator L is a solution
of the following inhomogeneous equation
LG(x,y) = δ (x,y), (2.26)
where δ (x,y) is the well-known Dirac delta functional, defined as
δ (x,y) =
{
∞, x = y
0, x 6= y , (2.27)
and which is constrained to satisfy the identity∫ ∞
−∞
δ (x,y)dy = 1. (2.28)
Due to the positive definiteness of the norm and the radial invariance of the differential
operator, the values of the fundamental solution depend only on ‖x−y‖, consequently the
fundamental solution is a type of RBF. Furthermore, we can use a scaled form of G(ρ) with
ρ = ‖x−y‖ as the variant in all representations of the fundamental solutions.
18
{
{
{
{
{{
{
Γ
Ω
Γˆ
Figure 2.3: Illustration of MFS source and collocation points. Blue squares represent source
points on the fictitious boundary, Γˆ, while red dots and red squares represent collocation
points within Ω. Note: Ω=Ω∪Γ.
The MFS was discussed by Kupradze and Aleksidze in 2006 [72]. By transferring the
problem to the boundary, the MFS becomes a boundary-type method, rather than a domain-
type method, such as the FDM or the FEM5. The MFS is highly effective and accurate
technique, but only works with homogeneous PDEs6.
To illustrate the MFS, consider the following homogeneous Dirichlet boundary value
problem,
Lu(x) = 0, x ∈Ω, (2.29)
u(x) = g(x), x ∈ Γ. (2.30)
Let ρ = ‖x−xs‖, where xs 6∈Ω is the source point of the fundamental solution. This allows
the fundamental solution of differential operator L to be defined as a solution of
LG(ρ) = 0 in Ω. (2.31)
A central concept of the MFS is to use fundamental solutions which satisfy the homoge-
neous equation and to superimpose the approximate function on the approximate particular
solutions in such a way that the additional boundary conditions are satisfied. Using the
Boundary Integral Method (BIM), a solution u of (2.29) can be represented in terms of the
following single layer potential
u(x) =
∫
Γ
G(x,xs)σ(xs)dγ(xs), x ∈ Γ, (2.32)
5Both the FDM and the FEM methods usually require tedious domain meshing in order to solve higher-
dimensional problems. The Boundary Element Method (BEM) was developed to avoid some of these
difficulties, and inspired the development of RBF methods which also shift the work to the boundary.
6A differential equation is called homogeneous if f = 0 in (2.15).
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where G is the fundamental solution defined in Definition 2.3.1, σ(xs) is a source density
distribution function, and γ(xs) is the surface measure of Γ [48]. To alleviate the singularity
in (2.32), the domain of integration of Γ can be moved outside of Ω, while still allowing
construction of a homogeneous solution. Let Γˆ be a fictitious boundary which is the boundary
of a domain containing Ω. A diagram of the domain, Ω, and fictitious boundary, Γˆ, is shown
in Fig. 2.3. Thus,
u(x) =
∫
Γˆ
G(x,xs)σ(xs)dγ(xs), x ∈ Γ, (2.33)
where σ is the source density distribution which may now be determined on Γˆ instead of
Γ. To evaluate the integral (2.33) numerically, the integration weights are reduced to a
finite collection of discrete weights {α j}mj=1, while reducing the distribution σ to a finite set
of source points {xsj}mj=1. Additionally, the points on Γ are reduced to a finite number of
collocation points {xk}Nk=1 ∈ Γ. Similarly, N ≥ m is determined by picking the number of
collocation points, xk, such that they are at least equal to the number of the source centers,
xsj. The discretization of (2.33) is then
uˆ(x) =
m
∑
j=1
α jG(x,xsj), (2.34)
where uˆ(x) is an approximation of u(x) as given in (2.33). Substituting (2.34) to (2.29) in
the domain Ω yields
0 =
m
∑
j=1
α jLG(xk,xsj), k = 1,2, . . . ,Ni. (2.35)
Since G is the fundamental solution of L, (2.35) always holds for any values of α j, j =
1,2, . . . ,m. Substituting (2.34) to (2.30) on the boundary Γ, we have
g(xk) =
m
∑
j=1
α jG(xk,xsj), k =Ni+1, 2, . . . , N. (2.36)
The weights α j, j = 1, 2, . . . , m can be obtained by inverting the linear system (2.36).
Therefore, an approximate solution to (2.29)–(2.30) can be calculated by (2.34). Since (2.34)
exactly satisfies the homogeneous equation (2.29), the maximum error of (2.34) is bounded
by the errors committed on the boundary; i.e.,
‖u− uˆ‖∞,Ω ≤ ‖g− uˆ‖∞,Γ, (2.37)
where ‖ · ‖∞,Ω and ‖ · ‖∞,Γ are the L∞ norm on Ω and Γ respectively.
Table 2.3 is a list of fundamental solutions of some commonly used differential operators
for domains contained in R2 and R3. The parameters in the fundamental solutions of ∆n are
calculated as follows
an =
an−1
4(n−1)2 , a1 = 1, (2.38)
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and
bn =
1
4(n−1)2
(
an−1
n−1 +bn−1
)
, b1 = 0. (2.39)
For simplicity, the constant factors in fundamental solutions are omitted, and i =
√−1 is
imaginary. More detailed derivations can be found in [32, 64].
Table 2.3: Fundamental Solutions for Various Differential Operators in R2 and R3.
Operator L G(ρ) in R2 G(ρ) in R3
∆ ln(ρ) 1/ρ
∆2 ρ2 ln(ρ) ρ
∆n ρ2(n−1) (an lnr−bn) ρ2n−3
∆−λ 2 K0(λρ) ∗ exp(−λρ)/ρ
(∆−λ 2)2 ρK1(λρ) ∗ exp(−λρ)
∆(∆−λ 2) K0(λρ)+ ln(ρ) ∗ (exp(−λρ)−1)/ρ
∆2−λ 4 −iH(1)0 (λρ)+2K0 (λρ)/pi ∗ † exp(−λρ)+ exp(−iλρ)
(∆−λ 2)n ρn−1Kn−1(λρ) ∗ ρn−3/2Kn−3/2(λρ) ∗
∆+λ 2 iH(2)0 (λρ)
† exp(−iλρ)/ρ
(∆+λ )n ρn−1Yn−1(λρ) § rn−3/2Jn−3/2(λρ) ‡
∏nj=1(∆−λ 2j )
n
∑
j=1
K0(λρ)
∏nk=1,k 6= j(λ j−λk)
∗
n
∑
j=1
exp(−λρ)
ρ∏nk=1,k 6= j(λ j−λk)
∏nj=1(∆+λ j)
n
∑
j=1
Y0(λρ)
∏nk=1,k 6= j(λk−λ j)
§
n
∑
j=1
cos(λ jρ)
ρ∏nk=1,k 6= j(λk−λ j)
∗ Km, m ∈ Z denotes order m modified Bessel functions of the second kind; † H(m)0 , m ∈ Z
denotes order zero Hankel functions of the m-th kind; ‡ Jm, m ∈ Z, denotes order m Bessel
functions of the first kind; § Ym, m ∈ Z, denotes order m Bessel functions of the second kind.
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2.4 The Method of Particular Solutions (MPS)
In 1985 Atkinson [3] proposed three different approaches to numerically evaluate the par-
ticular solution to Poisson’s equation. The idea of these methods was to split a given PDE
into a homogeneous differential equation and an inhomogeneous differential equation. The
splitting approach is especially attractive for use of various meshless methods such as the
Trefftz method, the Method of Fundamental Solutions [40, 48], and the Boundary Knot
Method (BKM) [27]. By evaluating a particular solution, these meshless methods were
extended from solving only homogeneous PDEs to solving inhomogeneous PDEs, and
time-dependent problems [34, 48].
In this section, we introduce the Method of Particular Solutions (MPS) to solve inho-
mogeneous problems (2.15)–(2.16). A particular solution of a boundary value problem
(2.15)–(2.16) is defined as a function up which satisfies the inhomogeneous differential
equation
Lup(x) = f (x), x ∈Ω. (2.40)
This particular solution needs not satisfy the boundary conditions (2.16). Consequently,
particular solution is not unique. To use the MPS, a solution, Φ(r), of the following related
differential equation has to be known in advance:
LΦ(r) = φ(r), (2.41)
where φ(r) is a RBF.
To construct a particular solution up(x) in (2.40), we interpolate the forcing term f (x)
using RBFs, φ(r), as discussed in Sec. 2.1, i.e.,
f (x) =
Ni
∑
j=1
α jφ(‖x−x j‖). (2.42)
By (2.41), an approximate particular solution of (2.40) can be written as
uˆp(x) =
Ni
∑
j=1
α jΦ(‖x−x j‖). (2.43)
All weights are determined by the collocation technique described in Sec. 2.1.
Since the differential operator and RBFs are radially invariant, the solutions Φ(r) of
(2.41) is radial invariant. Thus, the MPS is a special kind of Radial Basis Function Colloca-
tion Method (RBFCM). In the MPS, the solution Φ(r) is used instead of RBFs in Kansa’s
method. Thus, φ(r) is a very important tool for evaluating solutions of PDEs in the MPS.
Similar to the derivation of fundamental solutions, it is non-trivial to derive the Φ(r) for
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higher-order differential operators. We need to find the closed-form of Φ for different
operators, and these depend on the dimensions of the space in which the domain is contained.
We will derive some solutions of (2.41) for different operators L and various types of RBF
φ in Sec. 2.8.
2.5 The Two-Stage MFS-MPS
Another important development using RBFs is the extension of the MFS to solving inho-
mogeneous equations [48, 69]. In this approach, the solution, Φ(r), of (2.41) has been used
to approximate the particular solutions of the given governing equation. As a result of the
approximate particular solution, the original inhomogeneous equation has been converted to
a homogeneous equation. The MFS or other boundary methods can be used to solve this
homogeneous equation. This is a two-stage numerical scheme. In [79], A numerical compar-
ison of the MFS-MPS and Kansa’s method can be found where the numerical accuracy of
these two approaches was found to be similar. However, Kansa’s Method has the advantage
of being able to solve PDEs with variable coefficients while the two-stage MFS cannot.
The idea of the two-stage MFS-MPS is that the solutions of a given PDE can be written
as the sum of a homogeneous solution uh and a particular solution up:
u = uh+up. (2.44)
Since up is a particular solution, it satisfies
Lup(x) = f (x) (2.45)
but does not necessarily satisfy the boundary condition. Then (2.15)–(2.16) can be reduced
to the following homogeneous equation through the variable substitution uh = u−up; i.e.,
Luh = 0, x ∈Ω, (2.46)
Buh = g(x)−up, x ∈ Γ. (2.47)
In the two-stage MFS, up is first approximated by the solutions of (2.41), Φ(r), as shown
in Sec. 2.4:
uˆp(x) =
Ni
∑
j=1
α jΦ(‖x−x j‖). (2.48)
The coefficients α j, j = 1, 2, . . . ,Ni are obtained by solving the following system of linear
equations:
Ni
∑
j=1
α jLΦ(‖xk−x j‖) = f (xk), k = 1, 2, . . . ,Ni. (2.49)
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Then, the homogeneous solution uh is approximated by fundamental solutions G(‖x−
xsj‖), j = 1, 2, . . . ,Nb,
uˆh(x) =
Nb
∑
j=1
β jG(‖x−xsj‖), (2.50)
where xsj, l = 1,2, . . . ,Nb are the source points. The weights β j, j = 1, 2, . . . ,Nb can be
obtained by solving the following system of linear equations:
Nb
∑
j=1
β jBG(‖xk−xsj‖) = g(xk)− uˆp(xk), k =Ni+1, . . . , N. (2.51)
Therefore, we have a general form of an approximate solution to (2.15)–(2.16) as follows
uˆ(x) =
Ni
∑
j=1
α jΦ(‖x−x j‖)+
Nb
∑
l=1
βlG(‖x−xsl‖). (2.52)
2.6 The One-Stage MFS-MPS
Recently, a one-stage MFS-MPS has been proposed to further improve the MFS to be able
to solve PDEs with variable coefficients [22, 117]. In this section, this method is briefly
introduced.
The idea of the one-stage MFS-MPS is that solutions of a given PDE can be written as
the sum of a homogeneous solution and a particular solution, as shown in (2.44). Instead
of approximating uh and up separately, in the one-stage MFS-MPS, up is approximated by
a linear combination of solutions of (2.41), Φ(‖x−x j‖), j = 1, 2, . . . ,Ni, and at the same
time uh is approximated by fundamental solutions G(‖x− xsj‖), j = 1, 2, . . . ,Nb, where
xsj, j = 1, 2, . . . ,Nb are the source points. Assume the approximate solution of (2.15)–(2.16)
can be written by
uˆ(x) =
Ni
∑
j=1
α jΦ(‖x−x j‖)+
Nb
∑
l=1
βlG(‖x−xsl‖). (2.53)
Note that {xsl}Nbl=1 are source points on the fictitious bound outside the domain, which cannot
be the same as any of x j, j = 1, 2, . . . , N, thus we can observe that
LG(‖x−xsl‖) = 0, ∀x ∈Ω, l = 1, 2, . . . ,Nb. (2.54)
From (2.53), it follows that
Luˆ(x) =
Ni
∑
j=1
α jLΦ(‖x−x j‖). (2.55)
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Thus, from (2.15)–(2.16), the weights α = [α1 α2 . . .αNi]
T , and β = [β1 β2 . . .βNb]
T can be
obtained by solving the following linear system of equations:
Ni
∑
j=1
α jLΦ(‖xk−x j‖) = f (xk), k = 1, 2, . . . ,Ni, (2.56)
Ni
∑
j=1
α jBΦ(‖xk−x j‖)+
Nb
∑
l=1
βlBG(‖xk−xsl‖) = g(xk), k =Ni+1, . . . , N. (2.57)
In the one-stage approach, the fundamental solutions of differential operator L and the
solutions of (2.41) have been used together as basis functions to directly approximate the
solution to the PDEs. Such a numerical scheme is called the one-stage MFS-MPS. One
important aspect of this one-stage approach is that the MFS is capable of solving PDEs with
variable coefficients and thus is competitive with Kansa’s Method.
2.7 The Method of Approximate Particular Solutions (MAPS)
Recently, Chen et al. [23] proposed the Method of Approximate Particular Solutions (MAPS).
The MAPS further improved the one-stage MFS by omitting fundamental solutions and using
solutions of (2.41) only to approximate the solutions to the PDEs. In the two-stage MFS-
MPS, after the particular solution is obtained, the given PDE is converted to a homogeneous
equation which can be solved by the MFS, where the particular solution is not necessary to
satisfy the boundary conditions. The new developed MAPS approximates particular solution
to satisfy boundary conditions simultaneously, there is no fundamental solution needed. A
briefly introduction of the MAPS is given in this section.
For simplicity, let us consider (2.15)–(2.16). There are variant types of differential
operators can be used for L. To approximate solutions of system (2.15)–(2.16), a related
differential equation (2.41)
LΦ(r) = φ(r)
has to be considered, where φ(r) is a RBF. There are various types of RBFs can been used
in (2.41). The closed forms of solutions Φ(r) are used as basis functions to approximate
solutions of the given PDEs.
First of all, let us consider types of PDEs with known Φ(r) in (2.41). In particular, the
differential operator L in (2.15) can be ∆, ∆2, ∆−λ 2, ∆2+λ 2, ∆2−λ 2, etc. The solutions
of (2.41) for these operators are listed in Sec. 2.8. Approximate f in (2.15) by RBF φ , we
have
f (x) =
N
∑
j=1
α jφ(‖x−x j‖). (2.58)
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Thus, the approximate solution uˆ of the PDE can be represented by
uˆ(x) =
N
∑
j=1
α jΦ(‖x−x j‖), (2.59)
which satisfies the non-homogeneous equation, with restricted boundary condition
g(x) =Buˆ(x) =
N
∑
j=1
α jBΦ(‖x−x j‖). (2.60)
By the collocation technique, the following linear system is obtained
Luˆ(xk) =
N
∑
j=1
α jφ(‖xk−x j‖) = f (xk), k = 1, 2, . . . ,Ni, (2.61)
Buˆ(xk) =
N
∑
j=1
α jBΦ(‖xk−x j‖) = g(xk), k =Ni+1, . . . , N. (2.62)
Rewriting the linear system in matrix notation, we have
Mα = b, (2.63)
where α = [α1,α2, . . . ,αN ], b=
[
f (x1), f (x2), . . . , f (xNi),g(xNi+1), . . . ,g(xN)
]T , and M is
a N by N matrix with elements Mk j where
Mk j =
 φ(‖xk−x j‖), k = 1, 2, . . . ,Ni, j = 1, 2, . . . , N
BΦ(‖xk−x j‖), k =Ni+1, . . . , N, j = 1, 2, . . . ,N
. (2.64)
Assuming that the matrix M is invertible, the coefficients α can be obtained by solving
(2.63). Then the approximate solution of (2.15)–(2.16) is obtained using (2.59).
It is very difficult, if not impossible, to find a solution of (2.41). In this case, the idea of
the MAPS is to rewrite (2.15) as follows
L′u(x) = f (x)+
(
L′−L)u(x), x ∈Ω, (2.65)
where L′ is a simpler differential operator in (2.15), and the related differential equation
L′Φ(r) = φ(r) (2.66)
has known solution Φ(r) for chosen RBF φ(r). For instance, let γ(x) be a known function
of x, the choices of L′ in following cases are
(∆± γ(x))u(x) = f (x)−→ L′ = ∆,(
∆− ∂
∂n
)
u(x) = f (x)−→ L′ = ∆,
(
∆2+∆+ γ(x)
)
u(x) = f (x)−→ L′ = ∆2.
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By keeping L′ on the left-hand side as a main differential operator, the other terms have
been moved to the right-hand side and treated as part of the forcing term. The right-hand
side function is approximated by the radial basis functions as follows
L′u(x) = f (x)+(L′−L)u(x) =
N
∑
j=1
α jφ(‖x−x j‖). (2.67)
Note that α j, j = 1, 2, . . . , N are the unknown coefficients to be determined. Recall the
operator L′ is chosen to have a solution of related differential equation (2.66), thus, the
exact solution u(x) can be approximated by
uˆ(x) =
N
∑
j=1
α jΦ(‖x−x j‖). (2.68)
Therefore,
L′uˆ(x) =
N
∑
j=1
α jφ(‖x−x j‖),
Buˆ(x) =
N
∑
j=1
α jBΦ(‖x−x j‖).
By linearity of the differential operators,
(L′−L)uˆ(x) =(L′−L)
N
∑
j=1
α jΦ(‖x−x j‖)
=
N
∑
j=1
α j(L′−L)Φ(‖x−x j‖)
=
N
∑
j=1
α j
[
φ(‖x−x j‖)−LΦ(‖x−x j‖)
]
.
Thus, (2.15)–(2.16) can be discretized as
N
∑
j=1
α jφ(‖x−x j‖) = f (x)+
N
∑
j=1
α j
[
φ(‖x−x j‖)−LΦ(‖x−x j‖)
]
, x ∈Ω, (2.69)
and
N
∑
j=1
α jBΦ(‖x−x j‖) = g(x), x ∈ Γ. (2.70)
Rearranging (2.69)–(2.70), we have
N
∑
j=1
α jLΦ(‖x−x j‖) = f (x), x ∈Ω, (2.71)
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and
N
∑
j=1
α jBΦ(‖x−x j‖) = g(x), x ∈ Γ. (2.72)
By using the collocation technique introduced in Sec. 2.1, (2.15)–(2.16) is discretized by a
linear system of equations
N
∑
j=1
α jLΦ(‖xk−x j‖) = f (xk), xk ∈Ω,k = 1,2, . . . ,Ni (2.73)
and
N
∑
j=1
α jBΦ(‖xk−x j‖) = g(xk), xk ∈ Γ,k =Ni+1, . . . ,N. (2.74)
By solving this linear system, {α j}Nj=1 can be obtained.
Typically, the MAPS is implemented by approximating the forcing function with a finite
series of RBFs. The developed Method of Approximate Particular Solutions (MAPS) is
a one-stage method obtained by using solutions of (2.66) only to solve PDEs. The new
approach allows us to use a wide variety of basis functions, particularly MQ or IMQ RBF
for superior convergence in the evaluation of the solutions. Similar to Kansa’s Method, our
new approach is capable of solving various types of linear or nonlinear PDEs. The major
distinction between these methods is that Kansa’s Method employs MQ as a basis and our
new approach adopts the solution of (2.41) as the basis function. In [126], the MAPS and
MFS-MPS are used to solve higher-order PDEs, and compares well with Kansa’s Method.
Numerical results in R2 and R3 show that the MFS-MPS outperformed the MAPS and
Kansa’s Method in the sense of stability and accuracy, particularly in the evaluation of
partial derivatives of the solutions to the PDEs, however, the MPS and Kansa’s Method are
easier to implement.
2.8 Derivation of Solutions to LΦ(r) = φ(r)
In the MAPS, the solutions of (2.41) are important tools to approximate the solution of
(2.15)–(2.16). Chen and Rashed [20] were the first to extend the derivation of Thin Plate
Splines based solutions for Helmholtz operators. Muleshkov et al. [94] further extended
the concept to Polyharmonic Splines. However, the derivation of the solutions of (2.41)
using the annihilator method and algebraic techniques [94] were too tedious to use to solve
complicated differential operators. Cheng [31] revisited the problem using the technique
of fundamental solutions so that the solution can be easily derived. Recently, Muleshkov
and Golberg [93], and Chen et al. [18] derived the solution for more complicate differential
operators using RBFs and Chebyshev polynomials. In 2008, Tsai et al. [108] extended the
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derivation of the solutions of (2.41) to polyharmonic, poly-Helmholtz operators and their
products. The theorems in this section provide detailed algebraic derivation of solutions
of (2.41) for commonly used differential operators7 in R2 and R3. Firstly, we need the
following simplified formulas:
dΦ(r)
dx
=
dΦ(r)
dr
dr
dx
=
x
r
dΦ(r)
dr
, (2.75)
dΦ(r)
dy
=
dΦ(r)
dr
dr
dy
=
y
r
dΦ(r)
dr
, (2.76)
d2Φ(r)
dx2
=
r2− x2
r3
dΦ(r)
dr
+
x2
r2
d2Φ(r)
dr2
, (2.77)
d2Φ(r)
dy2
=
r2− y2
r3
dΦ(r)
dr
+
y2
r2
d2Φ(r)
dr2
, (2.78)
where x = (x,y) in R2, and x = (x,y,z) in R3. We denote r as the Euclidean distance from x
to the centers of Φ(r). It follows that in R2,
dΦ(r)
dn
=
dΦ(r)
dx
nx+
dΦ(r)
dy
ny =
1
r
dΦ(r)
dr
(xnx+ yny) , (2.79)
∆Φ(r) =
d2Φ(r)
dx2
+
d2Φ(r)
dy2
=
1
r
dΦ(r)
dr
+
d2Φ(r)
dr2
=
1
r
d
dr
(
r
dΦ(r)
dr
)
, (2.80)
where n = (nx,ny) is an outward normal unit vector in R2, dΦ(r)/dn is often used for
boundary conditions in second-order PDEs; while R3,
dΦ(r)
dz
=
dΦ(r)
dr
dr
dz
=
z
r
dΦ(r)
dr
, (2.81)
d2Φ(r)
dz2
=
r2− z2
r3
dΦ(r)
dr
+
z2
r2
d2Φ(r)
dr2
, (2.82)
dΦ(r)
dn
=
dΦ(r)
dx
nx+
dΦ(r)
dy
ny+
dΦ(r)
dz
nz,=
1
r
dΦ(r)
dr
(xnx+ yny+ znz) , (2.83)
and
∆Φ(r) =
d2Φ(r)
dx2
+
d2Φ(r)
dy2
+
d2Φ(r)
dz2
=
2
r
dΦ(r)
dr
+
d2Φ(r)
dr2
=
1
r2
d
dr
(
r2
dΦ(r)
dr
)
. (2.84)
where n = (nx,ny,nz) is an outward normal unit vector in R3.
To derive some solutions of (2.41) for commonly used differential operators, multiple
integrations can be employed.
7The following types of differential operators are considered: ∆m, ∆+λ 2, ∆−λ 2, ∆2+λ 4 and ∆2−λ 4,
where λ ∈ R, m ∈ Z+.
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Definition 2.8.1. Let f : R→ R be a real valued function. Then the integration of f (r) is
denoted by ∫
f (r)dr =
(
I1 f
)
(r)+ p0(r),
where p0(r) represents a polynomial of degree zero, i.e., a constant. Therefore, for any
m> 1, m ∈ Z, a m times repeated integration of f (r) can be represented as
(Im f )(r)+ pm−1(r),
where
(Im f )(r) =
(
I1
(
I[m−1] f
))
(r) (2.85)
and pm−1(r) is a polynomial of degree m−1.
Remark 2.8.1. Let Pm−1 denote the space of polynomial of degree m−1 over the R, and let
{1,r,r2, . . . ,rm−1} be a basis for Pm−1. Then, there exist m constants C0,C1, . . .Cm−1 such
that
pm−1(r) =C0+C1r+C2r2+ · · ·+Cm−1rm−1,
and
dm
drm
(Im f (r)+ pm−1(r)) = f (r).
Theorem 2.8.1. ([19]) Let c ∈ R+. In R2, let φ(r) =
√
r2+ c2. Then ∆Φ(r) = φ(r) has a
solution
Φ(r) =
4c2+ r2
9
√
r2+ c2− c
3
3
ln
(
c+
√
r2+ c2
)
. (2.86)
Proof. Using (2.80), we have
∆Φ(r) =
1
r
d
dr
(
r
dΦ(r)
dr
)
= φ(r),
which implies that d(rdΦ(r)/dr)/dr = rφ(r). By direct integration,
r
dΦ(r)
dr
= I1 (rφ(r))+C0.
Thus,
dΦ(r)
dr
=
I1 (rφ(r))
r
+
C0
r
,
therefore,
Φ(r) = I1
(
1
r
I[1] (rφ(r))
)
+C0 lnr+C1.
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By direct integration again,
Φ(r) =
(4c2+ r2)
√
r2+ c2
9
− c
3
3
ln
(
2
c3r
+
2
√
r2+ c2
c4r
)
+C0 lnr+C1, (2.87)
where C0,C1 are arbitrary constants. Simplifying (2.87) by rearranging the second term, we
obtain
Φ(r) =
(4c2+ r2)
9
√
r2+ c2− c
3
3
ln(2)+
4c3 lnc
3
+
c3
3
lnr
+
c3
3
ln
(
c+
√
r2+ c2
)
+C0 lnr+C1.
Note that the Φ(r) is singular at r = 0. To remove the singularity at r = 0, we choose
C0 =−c
3
3
, C1 =
c3 ln(2)
3
− 4c
3 lnc
3
.
Thus, (2.86) is obtained. Furthermore,
1
r
dΦ(r)
dr
=
1
3
c
√
r2+ c2+ r2+2c2
c+
√
r2+ c2
. (2.88)
There is no singularity in (2.88), so (2.86) can be used for PDEs with Neumann boundary
conditions at the origin, i.e., r = 0. Consequently the construction of M in (2.64) also has
no singularities.
Theorem 2.8.2. ([19]) Let c ∈ R+. In R3, let φ(r) =
√
r2+ c2. Then ∆Φ(r) = φ(r) has a
solution
Φ(r) =

2r2+5c2
24
√
r2+ c2+
c4
8r
ln(r+
√
r2+ c2)− c
3
3
− c
4 lnc
8r
, r 6= 0
0, r = 0
. (2.89)
Proof. Note that in R3,
∆Φ(r) =
1
r2
d
dr
(
r2
dΦ(r)
dr
)
= φ(r). (2.90)
Let Ψ(r) = rΦ(r), then Φ(r) =Ψ(r)/r. Thus, (2.90) becomes
∆Φ(r) =
1
r
d2Ψ(r)
dr2
= φ(r).
This implies that
d2Ψ(r)
dr2
= rφ(r) = r
√
r2+ c2,
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so that by direct integration,
Ψ(r) = I2
(
r
√
r2+ c2
)
+C0r+C1
=
r(2r2+5c2)
24
√
r2+ c2+
c4
8
ln(r+
√
r2+ c2)+C0r+C1, (2.91)
where C0 and C1 are arbitrary constants. Therefore,
Φ(r) =
2r2+5c2
24
√
r2+ c2+
c4
8r
ln(r+
√
r2+ c2)+C0+
C1
r
. (2.92)
To remove the singularity in the second term in (2.92), we observe that
C1 =− lim
r→0
c4 ln(r+
√
r2+ c2)
8
=−c
4 lnc
8
,
and consequently,
lim
r→0
Φ(r) =
5c3
24
+
r3
8
+C0 =
c3
3
+C1.
Let C0 =−c3/3, then limr→0Φ(r) = 0. Thus, for r 6= 0,
Φ(r) =
2r2+5c2
24
√
r2+ c2+
c4
8r
ln(r+
√
r2+ c2)− c
3
3
− c
4 lnc
8r
. (2.93)
Therefore,
1
r
dΦ(r)
dr
=
√
r2+ c2
6
+
2r2+5c2
24
√
r2+ c2
− c
4
8r3
ln
(
r+
√
r2+ c2
c
)
+
c4
8r2
√
r2+ c2
. (2.94)
There are singularities in last two terms at r = 0 in (2.94). By l’Hôpital’s Rule, we have that
lim
r→0
[
− c
4
8r3
ln
(
r+
√
r2+ c2
c
)
+
c4
8r2
√
r2+ c2
]
=
c4
8
lim
r→0
r+ lnc
√
r2+ c2−
√
r2+ c2 ln
(
r+
√
r2+ c2
)
r3
√
r2+ c2
=
c4
8
lim
r→0
lnc− ln
(
r+
√
r2+ c2
)
4r3+3c2r
=−c
4
8
lim
r→0
1
12r2+3c2
=−c
2
24
.
Then (2.94) can be simplified as
1
r
dΦ(r)
dr
=
√
r2+ c2
6
+
2r4+5c2r2+3c4
24r2
√
r2+ c2
− c
4
8r3
ln
(
r+
√
r2+ c2
c
)
,
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and
lim
r→0
1
r
dΦ(r)
dr
=
c
6
+
5c2
24c
− c
24
=
c
3
.
Thus,
Φ(r) =

2r2+5c2
24
√
r2+ c2+
c4
8r
ln(r+
√
r2+ c2)− c
3
3
− c
4 lnr
8r
, r 6= 0
0, r = 0
. (2.95)
and
1
r
dΦ(r)
dr
=

√
r2+ c2
6
+
2r4+5c2r2+3c4
24r2
√
r2+ c2
− c
4
8r3
ln
(
r+
√
r2+ c2
c
)
, r 6= 0
c
3
, r = 0
.
(2.96)
Theorem 2.8.3. ([19]) Let c ∈ R+. In R2, let φ(r) =
√
r2+ c2. Then ∆2Φ(r) = φ(r) has
a solution
Φ(r) =− 7
60
c4
√
r2+ c2+
2
45
c2(r2+ c2)
3
2 +
1
225
(r2+ c2)
5
2
+
2c2−5r2
60
c3 ln
(
c+
√
r2+ c2
)
+
1
12
r2c3. (2.97)
Proof. By Theorem 2.8.1, we have
Ψ(r) =
4c2+ r2
9
√
r2+ c2− c
3
3
ln
(
c+
√
r2+ c2
)
, (2.98)
where ∆Ψ(r) = φ(r). Since
∆Φ(r) =
d
rdr
(
r
dΦ(r)
dr
)
=Ψ(r) =⇒ rdΦ(r)
dr
= I1 (rΨ(r))+C0.
Integrating twice,
Φ(r) = I1
(
I[1] (rΨ(r))
r
)
+ I1
(
C0
r
)
+C1.
Therefore,
Φ(r) =− 7
60
c4
√
r2+ c2+
2
45
c2(r2+ c2)
3
2 +
1
225
(r2+ c2)
5
2
+
2c2−5r2
60
c3 ln
(
c+
√
r2+ c2
)
+
1
12
r2c3 (2.99)
−c
5
6
lnr+
c5
30
ln(2c)− 1
12
c5+C0 lnr+C1,
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where C0,C1 are constants. In (2.99), we notice that there is again a singular term ln(r).
Since ∆ lnr = 0, we have ∆2 lnr = 0, i.e.,
∆2
(
−c
5
6
lnr+
c5
30
ln(2c)− 1
12
c5+C0 lnr+C1
)
= 0, (2.100)
and we can remove the singular term and the constant terms in (2.99) as before,
∆2
[
Φ(r)−
(
−c
5
6
lnr+
c5
30
ln(2c)− 1
12
c5+C0 lnr+C1
)]
= φ(r). (2.101)
Hence,
Φ(r) =− 7
60
c4
√
r2+ c2+
2
45
c2(r2+ c2)
3
2 +
1
225
(r2+ c2)
5
2
+
2c2−5r2
60
c3 ln
(
c+
√
r2+ c2
)
+
1
12
r2c3 (2.102)
is a solution of (2.41) withL= ∆2 and φ(r) =
√
r2+ c2. By direct differentiation, it follows
that
1
r
dΦ(r)
dr
=− 7
60
c4√
r2+ c2
+
2c2
15
√
r2+ c2+
1
45
(r2+ c2)
3
2 +
1
6
c3
+
(
2c2−5r2)c3
60
√
r2+ c2
(
c+
√
r2+ c2
) − c3
6
ln
(
c+
√
r2+ c2
)
, (2.103)
where ∆Φ is given in (2.98). There are no singularities in (2.103) and (2.98) which are
required in the evaluation of normal derivative or Laplace boundary conditions.
Theorem 2.8.4. ([19]) Let c ∈ R+. In R2, let φ(r) = 1/
√
r2+ c2. Then ∆Φ(r) = φ(r) has
a solution
Φ(r) =
√
r2+ c2− c ln
(
c+
√
r2+ c2
)
. (2.104)
Proof. Similar to Theorem 2.8.1,
Φ(r) = I1
(
1
r
I[1] (rφ(r))
)
+C0 lnr+C1.
By direct integration,
Φ(r) =
√
r2+ c2− c ln(2c)− c ln
(
c+
√
r2+ c2
)
+ c lnr+C0 lnr+C1.
To remove the singularity in Φ(r), let C0 =−c, and chose C1 = c ln(2c). Then
Φ(r) =
√
r2+ c2− c ln
(
c+
√
r2+ c2
)
. (2.105)
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Therefore,
1
r
dΦ(r)
dr
=
1√
r2+ c2
− c√
r2+ c2
(
c+
√
r2+ c2
) , (2.106)
and there are no singularities in Φ(r) and dΦ(r)/(rdr), consequently, (2.105) can be used
as a solution of (2.41) with L= ∆ and IMQ.
Theorem 2.8.5. ([19]) Let c ∈ R+. In R3, let φ(r) = 1/
√
r2+ c2. Then ∆Φ(r) = φ(r) has
a solution
Φ(r) =

√
r2+ c2
2
+
c2
2r
ln
(
r+
√
r2+ c2
c
)
− c, r 6= 0
0, r = 0
. (2.107)
Proof. We use the same technique as shown in Theorem 2.8.2. Let Ψ(r) = rΦ(r). Then
Φ(r) =
Ψ(r)
r
=⇒ φ(r) = ∆Φ(r) = 1
r
d2Ψ(r)
dr2
.
Thus,
Φ(r) =
1
r
Ψ(r) =
1
r
[
I2 (rφ(r))+C0r+C1
]
=
1
r
I2
(
r√
r2+ c2
)
+C0+
C1
r
=
1
2
√
r2+ c2+
c2
2r
ln
(
r+
√
r2+ c2
)
+C0+
C1
r
. (2.108)
The second and last terms in (2.108) are singular when r = 0. To remove the singularities,
we chose a suitable C0 and C1 such that the limr→0Φ(r) exists, and this requires that
lim
r→0
[
c2
2
ln
(
r+
√
r2+ c2
)
+C1
]
= 0.
Thus,
C1 =− lim
r→0
c2
2
ln
(
r+
√
r2+ c2
)
=−c
2
2
lnc.
For simplicity, let C0 =−c. Then
Φ(r) =

1
2
√
r2+ c2+
c2
2r
ln
(
r+
√
r2+ c2
c
)
− c, r 6= 0
0, r = 0
. (2.109)
Therefore, if r 6= 0 then
1
r
dΦ(r)
dr
=+
1
2
√
r2+ c2
− c
2
2r
ln
(
r+
√
r2+ c2
c
)
+
c2
2r2
√
r2+ c2
=
1
2
√
r2+ c2
− c
2
2r3
(
ln
(
r+
√
r2+ c2
)
− lnc
)
+
c2
2r2
√
r2+ c2
.
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By l’Hôpital’s Rule, we have following derivation:
lim
r→0
[
− c
2
2r3
(
ln
(
r+
√
r2+ c2
)
− ln c)
)
+
c2
2r2
√
r2+ c2
]
= lim
r→0
−c2
√
r2+ c2
(
ln
(
r+
√
r2+ c2
)
− ln c
)
+ c2r
2r3
√
r2+ c2
= lim
r→0
−c2r
(
ln
(
r+
√
r2+ c2
)
− ln c
)
6r2(r2+ c2)+2r4
=
−c2
(
ln
(
r+
√
r2+ c2
)
− ln c
)
− c2r/√r2+ c2
40r3+12rc2
= lim
r→0
− 2c
2√
r2+ c2
+
c2r
2(r2+ c2)3/2
120r2+12c2
=− 1
6c
.
Thus,
1
r
dΦ(r)
dr
=

1
2
√
r2+ c2
− c
2
2r
ln
(
r+
√
r2+ c2
c
)
− c
2
2r2
√
r2+ c2
, r 6= 0
− 1
6c
, r = 0
. (2.110)
Theorem 2.8.6. Let c ∈ R+. In R2, let φ(r) = 1/
√
r2+ c2. Then ∆2Φ(r) = φ(r) has a
solution
Φ(r) =

−18cr
2+15c2
√
r2+ c2+4
(
r2+ c2
)3/2
36
+
c(2c2−3r2)
12
ln
(
c+
√
r2+ c2
)
, r 6= 0
c3
36
(6ln(2c)−11) , r = 0
. (2.111)
Proof. From Theorem 2.8.4, we have
∆Φ(r) =
√
r2+ c2− c ln
(
c+
√
r2+ c2
)
.
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By direct integration,
Φ(r) =−5c
2
12
√
r2+ c2+
1
9
(
r2+ c2
)3/2
+
c(2c2−3r2)
12
ln
(
c+
√
r2+ c2
)
−c
3
3
lnr+
c3 ln(2c)
6
− c
3
4
+
1
4
cr2+C0 lnr+C1. (2.112)
Let
C0 =
c3
3
, and C1 =
c3
4
− c
3 ln(2c)
6
.
Then,
Φ(r)=

−5c
2
√
r2+ c2
12
+
(
r2+ c2
)3/2
9
+
cr2
2
+
c(2c2−3r2)
12
ln
(
c+
√
r2+ c2
)
, r 6= 0
c3
36
(6ln(2c)−11) , r = 0
.
(2.113)
and
1
r
dΦ(r)
dr
=

− 5c
2
12
√
r2+ c2
+
√
r2+ c2
3
+
c
2
− c
2
ln
(
c+
√
r2+ c2
)
+
2c3−3cr2
12
√
r2+ c2
(
c+
√
r2+ c2
) , r 6= 0
− 5
12c
− c
12
− c
2
ln(2c), r = 0
. (2.114)
Theorem 2.8.7. In R2, let φ(r) = r2n lnr, n = 1, 2, . . . . Then ∆Φ(r) = φ(r) has a solution
Φ(r) =
r2n+2 lnr
4(n+1)2
− r
2n+2
4(n+1)3
. (2.115)
Proof. By direct integration,
Φ(r) =
r2n+2 lnr
4(n+1)2
− r
2n+2
4(n+1)3
+C0 lnr+C1. (2.116)
since ∆ lnr = 0, we can chose that C0 =C1 = 0 to remove the singularity in Φ(r), conse-
quently,
1
r
dΦ(r)
dr
=
r2n lnr
2(n+1)
− r
2n
4(n+1)2
, (2.117)
and there are no singularities, so that (2.116) is a solution of (2.41) with Laplace operator
and Thin Plate Splines, r2n lnr.
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By direct integration, it is trivial to show that:
Theorem 2.8.8. In R3, let φ(r) = r2n−1, n = 1, 2, . . . . Then ∆mΦ(r) = φ(r), m = 1, 2, . . .
has solutions
Φ(r) =
(2n)!r2n+2m
(2n+2m)!
. (2.118)
Theorem 2.8.9. ([125]) Let λ ∈ R. In R2, let φ(r) = r2 lnr. Then (∆−λ 2)Φ(r) = φ(r)
has a solution8
Φ(1) (r) =

−r
2 lnr
λ 2
− 4lnr+1
λ 4
− 4
λ 4
K0 (λ r) , r 6= 0
− 4
λ 4
+
4γ
λ 4
+
4
λ 4
ln
(
λ
2
)
, r = 0
. (2.119)
Proof. We observe that for r 6= 0
∆r2 lnr = 4(lnr+1) and ∆2r2 lnr = 0.
It follows that (
1−
(
∆
λ 2
)2)
r2 lnr = r2 lnr. (2.120)
The differential operator on the left-hand side of (2.120) can be factored as follows:(
1− ∆
λ 2
)(
1+
∆
λ 2
)
r2 lnr = r2 lnr. (2.121)
By rearranging (2.121), we have(
∆−λ 2)(− 1
λ 2
)(
1+
∆
λ 2
)
r2 lnr︸ ︷︷ ︸
Φ(1)(r)
= r2 lnr. (2.122)
We can easily see the under-brace in (2.122) is a solution Φ(1)(r) of (2.41) with differential
operator L= ∆−λ 2; i.e.,
Φ(1) (r) =
(
− 1
λ 2
)(
1+
∆
λ 2
)
r2 lnr =−r
2 lnr
λ 2
− 4lnr+1
λ 4
,r 6= 0. (2.123)
However, we notice that Φ(1) (r) in (2.123) has a singularity at r = 0, and the normal
derivative of Φ(1) (r) also has singularity terms lnr and 1/r at r = 0 as follows
1
r
dΦ(2) (r)
dr
=−2lnr+1
λ 2
− 4
λ 4r2
. (2.124)
8The solution Φ(1)(r) is so designated due to the general solution interested in Theorem 2.8.11.
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To remove these singularities, we use a technique similar to the one shown in [40]. We
denote K0 (λ r) as the first kind of Bessel functions with order 0. For r 6= 0, we have(
∆−λ 2)K0 (λ r) = 0.
We also notice that
K0 (λ r) =−γ− ln
(
λ
2
)
− lnr+O(r) ,
where γ ' 0.5772156649015328 is the Euler-Mascheroni constant. We observe that K0
contains lnr which can be used to remove the singularities in (2.123) and (2.124). Let
Φ(1) (r) =−r
2 lnr
λ 2
− 4lnr+1
λ 4
+aK0 (λ r) . (2.125)
To remove the singularity due to the term containing lnr in (2.123), we have
− 4
λ 4
+a(−1) = 0.
This equation has one solution a =−4/λ 4, so that
Φ(1) (r) =−r
2 lnr
λ 2
− 4lnr+1
λ 4
− 4
λ 4
K0 (λ r) , r 6= 0, (2.126)
and by a simple calculation,
Φ(1)(0) = lim
r→0
Φ(r) =− 4
λ 4
+
4γ
λ 4
+
4
λ 4
ln
(
λ
2
)
.
The above function Φ(r) is a solution of the modified Helmholtz operator ∆−λ 2. Note that
dK0 (λ r)
dr
=−λK1 (λ r) ,
where K1 is the first kind of Bessel functions with order one. Thus,
1
r
dΦ(1) (r)
dr
=−2lnr+1
λ 2
− 4
λ 4r2
+
4
λ 4
λK1 (λ r)
r
. (2.127)
By a Taylor expansion of the last term in (2.127),
K1 (λ r)
r
=−λ
4
+
λγ
2
+
λ
2
ln
(
λ
2
)
+
λ
2
lnr+
1
λ r2
+O(r) .
Therefore,
1
r
dΦ(1)(r)
dr
=
(
− 2
λ 2
+
(
4
λ 4
)
(λ )
(
λ
2
))
ln(r)+
(
− 4
λ 4
+
4
λ 4
λ
1
λ
)
1
r2
− 1
λ 2
+
4
λ 3
(
−λ
4
+
λγ
2
+
λ
2
ln
(
λ
2
))
+O(r)
=
2
λ 2
ln
(
λ
2
)
+
2γ
λ 2
− 2
λ 2
+O(r).
39
There are no singularities in the normal derivative, i.e.,
1
r
dΦ(1) (r)
dr
=

−2lnr+1
λ 2
− 4
λ 4r2
+
4K1 (λ r)
λ 4r
, r 6= 0
2
λ 2
ln
(
λ
2
)
+
2γ
λ 2
− 2
λ 2
, r = 0
. (2.128)
Theorem 2.8.10. ([125]) Let λ ∈ R. In R2, let φ(r) = r4 lnr. Then (∆−λ 2)Φ(r) = φ(r)
has a solution
Φ(2) (r) =

−r
4 lnr
λ 2
− 8r
2(2lnr+1)
λ 4
− 32(2lnr+3)
λ 6
− 64
λ 6
K0 (λ r) , r 6= 0
−96
λ 6
+
64γ
λ 6
− 64
λ 6
ln
(
λ
2
)
, r = 0
. (2.129)
Proof. Similar to the proof of Theorem 2.8.9.
In general we can prove the more general result:
Theorem 2.8.11. ([125]) Let λ ∈ R. In R2, let φ(r) = r2n lnr, n = 1, 2, 3, . . . . Then(
∆−λ 2)Φ(r) = φ(r) (2.130)
has a solution
Φ(r) =
(
− 1
λ 2
) n
∑
i=0
(
∆
λ 2
)i
r2n lnr− (2n)!!
2
λ 2n+2
K0 (λ r) (2.131)
Proof. To find the general form of a solution Φ(r), we can follow the same procedure as
shown in previous theorem. We begin with the following identity
∆kr2n lnr = 0, k ≥ n+1,
then (
1−
(
∆
λ 2
)n+1)
r2n lnr = r2n lnr,
which implies that (
∆−λ 2)(− 1
λ 2
) n
∑
i=0
(
∆
λ 2
)i
r2n lnr,
and it follows that
Φ(r) =
(
− 1
λ 2
) n
∑
i=0
(
∆
λ 2
)i
r2n lnr.
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The explicit form of Φ(r) can be obtained easily by direct differentiation. There are
singularities associated with the lnr term when r = 0 for all positive integers n, and it is
easy to see that the singularities are due to the (n+1)-st term in the finite sum, i.e.,(
∆
λ 2
)n
r2n lnr.
On expanding the derivative ∆n applied to r2n ln r, we obtain terms involving 1/r. We need
to find all coefficients in the terms containing 1/r, and these are of the form
−(2n)!!
2
λ 2n
,
where the double factorial is defined as in (2.14).Thus, a solution of (2.41) with L= ∆−λ 2
can be written as
Φ(r) =
(
− 1
λ 2
) n
∑
i=0
(
∆
λ 2
)i
r2n lnr− (2n)!!
2
λ 2n+2
K0 (λ r) .
Theorem 2.8.12. ([125]) Let λ ∈ R. In R2, let φ(r) = r2 lnr. Then (∆+λ 2)Φ(r) = φ(r)
has a solution
Φ(1) (r) =

−r
2 lnr
λ 2
+
4lnr+1
λ 4
+
4
λ 4
K0 (λ r) , r 6= 0
4
λ 4
− 4γ
λ 4
− 4
λ 4
ln
(
λ
2
)
, r = 0
.
Proof. Similar to the proof of Theorem 2.8.9. As expected this result is nothing more than
the reversal of the signs associated with the terms in (2.119).
Theorem 2.8.13. ([125]) Let λ ∈ R. In R2, let φ(r) = r4 lnr. Then(
∆+λ 2
)
Φ(r) = φ(r) (2.132)
has a solution
Φ(1) (r) =

−r
4 lnr
λ 2
+
8r2(2lnr+1)
λ 4
+
32(2lnr+3)
λ 6
+
64
λ 6
K0 (λ r) , r 6= 0
96
λ 6
− 64γ
λ 6
+
64
λ 6
ln
(
λ
2
)
, r = 0
.
Proof. Similar to the proof of Theorem 2.8.10. Again, as in Theorem 2.8.11, there is only a
sign change with respect to (2.129).
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Theorem 2.8.14. ([125]) Let λ ∈ R. In R2, let φ(r) = r2n lnr. Then(
∆+λ 2
)
Φ(r) = φ(r) (2.133)
has a solution
Φ(r) =
(
− 1
λ 2
) n
∑
i=0
(
− ∆
λ 2
)i
r2n lnr− (−1)
n(2n)!!2
λ 2n+2
K0 (λ r) . (2.134)
Proof. Similar to the proof of Theorem 2.8.11. As we seen before, there is only a sign
change with respect to (2.131).
Remark 2.8.2. The solutions introduced in Theorem 2.8.10 require an explicit expansion to
be used. By simple calculation, it is easy to show that for any 0≤ i≤ n,
∆ir2n lnr =
(2n)!!2
(2n−2i)!!2 r
2n−2i lnr+
(2n)!!2r2n−2i
(2n−2i)!!2
i−1
∑
j=0
1
n− j .
Then (2.130) has the following solution
Φ(r) =
n
∑
i=0
(2n)!!2r2n−2i lnr
(2n−2i)!!2λ 2i+2 −
(2n)!!2
λ 2n+2
K0 (λ r)+
n
∑
i=0
[
(2n)!!r2n−2i
(2n−2i)!!2λ 2i+2
i−1
∑
j=0
1
n− j
]
.
(2.135)
This is similar with the results in [31] and [94], however those results did not include any
singularities discussion of any solutions and their derivatives.
Similarly, (2.133) has a solution
Φ(r) =
n
∑
i=0
(−1)i(2n)!!2r2n−2i lnr
(2n−2i)!!2λ 2i+2 −
(−1)n(2n)!!2
λ 2n+2
K0 (λ r)
+
n
∑
i=0
[
(2n)!!r2n−2i
(2n−2i)!!2λ 2i+2
i−1
∑
j=0
1
n− j
]
. (2.136)
Theorem 2.8.15. ([125]) Let λ ∈R. In R3, let φ(r) = r. Then (∆−λ 2)Φ(r) = φ(r) has a
solution
Φ(1) (r) =

− r
λ 2
− 2
λ 4r
+
2exp(−λ r)
λ 4r
r 6= 0
− 2
λ 3
, r = 0
. (2.137)
Proof. We observe that, for r 6= 0, ∆r = 2/r and ∆2r = 0. We start with the following
identity (
1−
(
∆
λ 2
)2)
r = r. (2.138)
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Similar to the analysis in R2, the left hand side of the identity can be factored into the form:(
∆−λ 2)(− 1
λ 2
)(
1+
∆
λ 2
)
r = r. (2.139)
For r 6= 0, a solution can be written as
Φ(1) (r) =
(
− 1
λ 2
)(
1+
∆
λ 2
)
r =− r
λ 2
− 2
λ 4r
. (2.140)
Notice again we need to pay special attention to the singularity at r = 0. We observe that
∆
exp(−λ r)
r
=
λ 2 exp(−λ r)
r
,
i.e., (
∆−λ 2) exp(−λ r)
r
=
exp(−λ r)
r
. (2.141)
This implies that we can add any multiple of exp(−λ r)/r to (2.140) and still have a solution.
As a result, we assume
Φ(1) (r) =− r
λ 2
− 2
λ 4r
+a
exp(−λ r)
r
. (2.142)
By Taylor series expansion of the exponential term, we have the following expressions
exp(−λ r) = 1−λ r+ 1
2
λ 2r2− 1
6
λ 3r3+O(r4),
hence, to remove the singularity of 1/r in (2.142), we need to have
− 2
λ 4
+a = 0. (2.143)
This equation only has one solution a = 2/λ 4. Thus,
Φ(1) (r) =

− r
λ 2
− 2
λ 4r
+
2exp(−λ r)
λ 4r
, r 6= 0
− 2
λ 3
, r = 0
(2.144)
is a solution of ∆−λ 2 in R3. We can then construct the normal derivative
1
r
dΦ(r)
dr
=− 1
λ 2r
+
2
λ 4r3
− 2
λ 3
exp(−λ r)
r2
− 2
λ 4
exp(−λ r)
r3
.
Note that
exp(−λ r)
r2
=
1
r2
− λ
r
+
λ 2
2
+O(r),
exp(−λ r)
r3
=
1
r3
− λ
r2
+
λ 2
2r
− λ
3
6
+O(r).
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Then
1
r
dΦ(r)
dr
=
(
2
λ 4
− 2
λ 4
)
1
r3
+
(
− 2
λ 3
− 2
λ 4
(−λ )
)
1
r2
+
(
− 1
λ 2
− 2
λ 3
(−λ )− 2
λ 4
λ 2
2
)
1
r
− 2
λ 3
λ 2
2
− 2
λ 4
(
−λ
3
6
)
+O(r) =− 2
3λ
+O(r),
and there is no singularity in dΦ(r)/(rdr). Thus,
1
r
dΦ(r)
dr
=

− 1
λ 2r
+
2
λ 4r3
− 2
λ 3
exp(−λ r)
r2
− 2
λ 4
exp(−λ r)
r3
, r 6= 0
− 2
3λ
, r = 0
. (2.145)
Theorem 2.8.16. ([125]) Let λ ∈R. In R3, let φ(r) = r. Then (∆+λ 2)Φ(r) = φ(r) has a
solution
Φ(1) (r) =

− r
λ 2
+
2
λ 4r
− 2exp(−λ r)
λ 4r
, r 6= 0
2
λ 3
, r = 0
. (2.146)
Proof. Similar to the proof of Theorem 2.8.15.
Theorem 2.8.17. ([125]) Let λ ∈R. InR3, let φ(r)= r2n−1, n= 1, 2, . . . . Then (∆−λ 2)Φ(r)=
φ(r) has a solution
Φ(r) =−
(
1
λ 2
) n
∑
i=0
(
∆
λ 2
)i
r2n−1+
2(2n)!
λ 2n+2
exp(−λ r)
r
. (2.147)
Written explicitly, we have
Φ(r) =−
n
∑
i=0
(2n)!r2n−2i−1
(2n−2i)!λ 2i+2 +
2(2n)!
λ 2n+2
exp(−λ r)
r
.
Proof. To find a solution Φ(r), we can follow the same procedure as shown in Theo-
rem 2.8.15. We start with the following identity
∆n+1r2n−1r = 0
Then (
1−
(
∆
λ 2
)n+1)
r2n−1 = r2n−1,
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which implies that (
∆−λ 2)(− 1
λ 2
) n
∑
i=0
(
∆
λ 2
)i
r2n−1.
It follows that
Φ(r) =
(
− 1
λ 2
) n
∑
i=0
(
∆
λ 2
)i
r2n−1. (2.148)
The explicit form of Φ(r) can be obtained easily by direct differentiation. Note that
∆i =

(2n)!
(2n−2i)!r
2n−2i−1, 0≤ i≤ n
0, i = n+1
.
There are singularities associated with the 1/r term when r = 0, and it is easy to see that the
singularities are due to the (n+1)-st term in the finite sum, i.e., the term with i = n:(
∆
λ 2
)n
r2n−1
which has coefficient
−2(2n)!
λ 2n+2
.
Since exp(−λ r)/r has a singularity, and(
∆−λ 2) exp(−λ r)
r
= 0,
we can add a multiple of exp(−λ r)/r to remove the singularity in Φ and still obtain a
solution. As a result, a solution of (2.41) with L= ∆−λ 2 and φ(r) = r2n+1 can be written
as
Φ(r) =−
(
1
λ 2
) n
∑
i=0
(
∆
λ 2
)i
r2n−1+
2(2n)!
λ 2n+2
exp(−λ r)
r
. (2.149)
Alternatively, we have
Φ(r) =−
n
∑
i=0
(2n)!r2n−2i−1
(2n−2i)!λ 2i+2 +
2(2n)!
λ 2n+2
exp(−λ r)
r
. (2.150)
Theorem 2.8.18. ([125]) Let λ ∈R. InR3, let φ(r)= r2n−1,n= 1, 2, 3, . . . . Then (∆+λ 2)Φ(r)=
φ(r) has a solution
Φ(r) =
(
− 1
λ 2
) n
∑
i=0
(
− ∆
λ 2
)i
r2n−1− (−1)
n2(2n)!
λ 2n+2
exp(−λ r)
r
. (2.151)
Written in explicit form, we have
Φ(r) =−
n
∑
i=0
(−1)i(2n)!r2n−2i−1
(2n−2i)!λ 2i+2 +
2(−1)i(2n)!
λ 2n+2
exp(−λ r)
r
. (2.152)
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Table 2.4: Solutions for (2.153) with Various Integers, k, l. When utilizing MAPS using
TPS, it is necessary to include the solutions illustrated below to insure the invertibility of the
generated matrix.
Order, m = k+ l, of φ(r) = xkyl
m≤ 2 m = 3 m = 4 m = 5
ψ Ψ ψ Ψ ψ Ψ ψ Ψ
1 − 1
λ 4
x3 − x
3
λ 4
x4
x4
λ 2
− 24
λ 8
x5 − x
5
λ 4
− 120x
λ 8
x − x
λ 4
x2y −x
2y
λ 4
x3y −x
3y
λ 4
x4y −x
4y
λ 4
− 24y
λ 8
y − y
λ 4
xy2 −xy
2
λ 4
x2y2 −x
2y2
λ 4
− 8
λ 8
x3y2 −x
3y2
λ 4
− 24x
λ 8
x2 − x
2
λ 4
y3 − y
3
λ 4
xy3 −xy
3
λ 4
x2y3 −x
2y3
λ 4
− 24y
λ 8
xy − xy
λ 4
y4 − y
4
λ 4
− 24
λ 8
xy4 −xy
4
λ 4
− 24x
λ 8
y2 − y
2
λ 4
y5 − y
5
λ 4
− 120y
λ 8
To ensure the solvability of polyharmonic splines, we need to augment the polynomial
terms to ensure solvability of matrix M in (2.64). We consider finding solutions of the
differential equation (2.41) with a monomial as forcing term.
Theorem 2.8.19. ([125]) Let λ ∈ R. In R2, let ψ(x,y) = xkyl , k, l ∈ Z+. Then(
∆2−λ 4)Ψ(x,y) = ψ(x,y), (2.153)
has a solution
Ψ(x,y) =− 1
λ 4
m
∑
i=0
(
∆2
λ 4
)i
xkyl (2.154)
where m≥ k+ l.
Proof. We start with the following identity(
1−
(
∆2
λ 4
)m+1)
xkyl = xkyl, (2.155)
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for m≥ k+ l. The left-hand side of (2.155) can be factored as follows
(
∆2−λ 4)(− 1
λ 4
) m
∑
i=0
(
∆2
λ 4
)i
xkyl = xkyl. (2.156)
Again, comparing (2.156) with (2.153), we obtain
Ψ(x,y) =− 1
λ 4
m
∑
i=0
(
∆2
λ 4
)i
xkyl. (2.157)
Remark 2.8.3. We consider the following equation(
∆2−λ 4)Ψ(x,y) = x3y2.
Using (2.157), we obtain
Ψ(x,y) =− 1
λ 4
(
1+
∆2
λ 4
+
∆4
λ 8
+ ...
)
x3y2 =−x
3y2
λ 4
− 24x
λ 8
.
Similar result can be obtained for the case ∆2+λ 4 in R2.
Theorem 2.8.20. Let λ ∈ R. In R2, let ψ(x,y) = xkyl , k, l ∈ Z+. Then(
∆2+λ 4
)
Ψ(x,y) = ψ(x,y), (2.158)
has a solution
Ψ(x,y) =
1
λ 4
m
∑
i=0
(
−∆
2
λ 4
)i
xkyl, (2.159)
where m≥ k+ l.
Some solutions of (2.41) with L = ∆2− λ 4 and monomial spline ψ(x,y) = xkyl are
listed in Table 2.4. In contrast to the tedious derivation of the solution for Helmholtz-type
differential operators shown in [94] and its extension to general operators [108], we propose
a simple algebraic approach to derive the solutions of (2.41) for the differential operators of
thin plate vibration [28] in R2. This derivation can provide a heuristic understanding on the
solutions. On the other hand, Young et al. [127] solved the homogeneous equation of plate
vibration problem in which ∆2−λ 4 is the differential operator. With the availability of the
solutions in this section, the arbitrarily loaded flexural vibrations of a uniform thin plate can
be solved effectively.
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Theorem 2.8.21. ([125]) Let λ ∈ R. In R2, let φ(r) = r4 lnr. Then(
∆2−λ 4)Φ(2) (r) = φ(r) (2.160)
has a solution
Φ(2)(r) =

−r
4 lnr
λ 4
− 64lnr+96
λ 8
− 16
λ 8
(2K0 (λ r)−piY0 (λ r)) , r 6= 0
64
λ 8
(
γ+ ln
(
λ
2
))
− 96
λ 8
, r = 0
. (2.161)
Proof. For illustration of basic idea of the derivation, let us first consider the case when
n = 2. We observe that for r 6= 0
∆r4 lnr = 16r2 lnr+8r2, (2.162)
∆2r4 lnr = 64lnr+96, (2.163)
and
∆kr4 lnr = 0,k ≥ 3. (2.164)
Since ∆4r4 lnr = 0, it follows that(
1−
(
∆2
λ 4
)2)
r4 lnr = r4 lnr. (2.165)
The differential operator on the left-hand side of (2.165) can be factored as follows:(
1− ∆
2
λ 4
)(
1+
∆2
λ 4
)
r4 lnr = r4 lnr. (2.166)
By rearranging (2.166), we have(
∆2−λ 4)(− 1
λ 4
)(
1+
∆2
λ 4
)
r4 lnr︸ ︷︷ ︸
Φ(2)(r)
= r4 lnr. (2.167)
Comparing (2.160) and (2.167), we can easily see the under-brace in (2.167) is a solution
Φ(2)(r), i.e., for r 6= 0,
Φ(2) (r) =
(
− 1
λ 4
)(
1+
∆2
λ 4
)
r4 lnr =−r
4 lnr
λ 4
− 64lnr+96
λ 8
, (2.168)
However, we notice that Φ(2) (r) in (2.168) has a singularity at r = 0, and the normal
derivative of Φ(2) (r) also has singularity associated with the term containing 1/r2 at r = 0
as follows
1
r
dΦ(2) (r)
dr
=−r
2 (4lnr+1)
λ 4
− 64
λ 8r2
. (2.169)
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To remove the singularities, we use a similar technique to the one shown in [40]. We denote
K0 (λ r) and Y0 (λ r) as the first kind and second kind of Bessel functions with order 0,
respectively. For r 6= 0, we have(
∆−λ 2)K0 (λ r) = 0 and (∆+λ 2)Y0 (λ r) = 0,
which implies (
∆2−λ 4)K0 (λ r) = (∆+λ 2)(∆−λ 2)K0 (λ r) = 0,
and (
∆2−λ 4)Y0 (λ r) = (∆−λ 2)(∆+λ 2)Y0 (λ r) = 0.
We also notice that
K0 (λ r) =−γ− ln
(
λ
2
)
− lnr+O(r) , (2.170)
Y0 (λ r) =
2
pi
(
γ+ ln
(
λ
2
)
+ lnr
)
+O(r), (2.171)
where γ is the Euler-Mascheroni constant. We observe that K0 and Y0 contain terms lnr
which can be used to remove the singularities in (2.168) and (2.169). Let
Φ(2) (r) =−r
4 lnr
λ 4
− 64lnr+96
λ 8
+aK0 (λ r)+bY0 (λ r) . (2.172)
Then,
1
r
dΦ(2) (r)
dr
=−r
2 (4lnr+1)
λ 4
− 64
λ 8r2
−aλK1 (λ r)
r
−bλY1 (λ r)
r
, (2.173)
where K1 and Y1 are Bessel functions of first and second kind of order 1, respectively. To
remove the singularity associated with the lnr term in (2.172), we set
−64
λ 8
+a(−1)+b
(
2
pi
)
= 0. (2.174)
To remove the singularities associated with the 1/r2 and lnr terms in (2.173), we use
−λK1 (λ r)
r
=
λ 2
4
− λ
2γ
2
− λ
2
2
ln
(
λ
2
)
− λ
2
2
lnr− 1
r2
+O(r) , (2.175)
−λY1 (λ r)
r
=− 2
pi
[
−λ
2
4
+
λ 2γ
2
+
λ 2
2
ln
(
λ
2
)
+
λ 2
2
lnr− 1
r2
]
+O(r) , (2.176)
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yielding on using (2.173) the result that
−64
λ 8
+a(−1)+b
(
2
pi
)
= 0, (2.177)
and
a
(
−λ
2
2
)
+b
(
− 2
pi
)(
λ 2
2
)
= 0. (2.178)
This implies that a =−32/λ 8 and b = 16pi/λ 8. Thus,
Φ(2) =

−r
4 lnr
λ 8
− 64lnr+96
λ 8
− 16
λ 8
(2K0 (λ r)−piY0 (λ r)) , r 6= 0
64
λ 8
(
γ+ ln
(
λ
2
))
− 96
λ 8
, r = 0
. (2.179)
Note that since
dK0 (λ r)
dr
=−λK1 (λ r) , dY0 (λ r)dr =−λY1 (λ r) ,
by taking the derivative of Φ(2) directly, we have
1
r
dΦ(2) (r)
dr
=

−r
2 (4lnr+1)
λ 4
− 64
λ 8r2
+
16λ
λ 8r
(2K1 (λ r)−piY1 (λ r)) , r 6= 0
0, r = 0
.
(2.180)
Using familiar Bessel function identities [1],
d(K1 (λ r))
dr
=−λK0 (λ r)− 1r K1 (λ r) , (2.181)
and
d(Y1 (λ r))
dr
= λY0 (λ r)− 1rY1 (λ r) , (2.182)
we can easily obtain
∆Φ(2) (r) =

−8r
2 (2lnr+1)
λ 4
− 16
λ 6
(2K0 (λ r)+piY0 (λ r)) , r 6= 0
0, r = 0
. (2.183)
Follow the same procedure as shown above, the solutions for Φ(n)(r) can be obtained.
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Theorem 2.8.22. ([125]) Let λ ∈R. InR2, let φ(r)= r2n lnr, n= 1, 2, . . . . Then (∆2−λ 4)Φ(r)=
φ(r) has a solution
Φ(n) (r) =− 1
λ 4
m
∑
i=0
(
∆2
λ 4
)i
r2n lnr− n!
2
λ 2(n+2)
(
2K0 (λ r)+(−1)n+1piY0 (λ r)
)
, (2.184)
and
Φ(n) (0) = lim
r→0
Φ(n) (r) . (2.185)
Proof. We start with the following identity(
1−
(
∆2
λ 4
)m+1)
r2n lnr = r2n lnr (2.186)
where m = [n/2] denotes that m is the largest integer not greater than n/2, and
∆kr2n lnr = 0, if k ≥ m+1.
Similarly, (2.186) can be written as follows
(
∆2−λ 4)(− 1
λ 4
) m
∑
i=0
(
∆2
λ 4
)i
r2n lnr = r2n lnr. (2.187)
Consequently,
Φ(n) (r) =− 1
λ 4
m
∑
i=0
(
∆2
λ 4
)i
r2n lnr, (2.188)
where m = [n/2]. An explicit form of Φ(n) (r) in (2.188) can be obtained by direct differenti-
ation. For n even, a singularity appears in the terms containing ∆2mr2n lnr and thus must be
removed, as in the r4 lnr case. For n odd, there is no singularity in Φ(n) (r) , but the normal
derivative of Φ(n) (r) has a singularity associated with
1
r
d∆2mr2n lnr
dr
,
Carrying through with this explicit expansion, we have that for r 6= 0,
Φ(n) (r) =− 1
λ 4
m
∑
i=0
(
∆2
λ 4
)i
r2n lnr− n!
2
λ 2(n+2)
(
2K0 (λ r)+(−1)n+1piY0 (λ r)
)
, (2.189)
with
Φ(n) (0) = lim
r→0
Φ(n) (r) . (2.190)
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As with the previous examples, changing the sign of the terms gives the obvious result:
Theorem 2.8.23. ([125]) Let λ ∈R. InR2, let φ(r)= r2n, n= 1, 2, 3, . . . ,. Then (∆2+λ 4)Φ(r)=
φ(r) has a solution
Φ(n)(r) =
1
λ 4
m
∑
i=0
(
−∆
2
λ 4
)i
r2n lnr+
(−1)m n!2
λ 2(n+2)
(
2K0 (λ r)+(−1)n+1piY0 (λ r)
)
. (2.191)
Theorem 2.8.24. ([125]) Let λ ∈ R. In R3, let φ(r) = r2n−1, n = 1, 2, 3, . . . ,. Then(
∆2−λ 4)Φ(n) (r) = φ(r), (2.192)
has a solution
Φ(n)(r) =− 1
λ 4
m
∑
i=0
(
∆2
λ 4
)i
r2(2n−1)+
(2n)!
2λ n+2r
(exp(−λ r)+(−1)n cos(λ r)) , (2.193)
with
Φ(n) (0) = lim
r→0
Φn (r) .
Proof. In R3, the Laplacian is given by ∆ =
d
dr
(
r2
d
dr
)
/r2. When n = 1, it is not too
difficult to explicitly obtain the result that,
Φ(1) (r) =

− r
λ 4
+
1
λ 6r
(exp(−λ r)− cos(λ r)) , r 6= 0
−λ−5, r = 0
. (2.194)
Next, consider the case for n = 2. We observe that, for r 6= 0, ∆r3 = 12r, ∆2r3 = 24/r, and
∆kr3 = 0, k ≥ 3. We again start with the following identity(
1−
(
∆2
λ 4
)2)
r3 = r3. (2.195)
Similar to the case in R2, the left hand side of the above identity can be factored into the
form: (
∆2−λ 4)(− 1
λ 4
)(
1+
∆2
λ 4
)
r3 = r3 (2.196)
Comparing (2.192) and (2.196), we have, for r 6= 0,
Φ(2) (r) =
(
− 1
λ 4
)(
1+
∆2
λ 4
)
r3 =− r
3
λ 4
− 24
λ 8r
. (2.197)
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Notice again we need to pay special attention to the singularity at r = 0. We observe that
∆
exp(−λ r)
r
=
λ 2 exp(−λ r)
r
, ∆
cos(λ r)
r
=−λ
2 cos(λ r)
r
,
∆2
exp(−λ r)
r
=
λ 4 exp
(
−
√
λ 2r
)
r
, ∆2
cos(λ r)
r
=
λ 4 cos(λ r)
r
,
consequently,
(
∆2−λ 4) exp(−λ r)
r
= 0, and
(
∆2−λ 4) cos(λ r)
r
= 0. (2.198)
As we have before, this implies that we can add any multiple of exp(−λ r)/r and cos(λ r)/r
to (2.197) and still have a solution, and as a result, we can assume
Φ(2) (r) =− r
3
λ 4
− 24
rλ 8
+a
exp(−λ r)
r
+b
cos(λ r)
r
. (2.199)
From this, it follows that
1
r
dΦ(2) (r)
dr
=− 3r
λ 4
+
24
λ 8r3
+a
(
−λ exp(−λ r)
r2
− exp(−λ r)
r3
)
+b
(
−λ sin(λ r)
r2
− cos(λ r)
r3
)
, (2.200)
and
∆Φ(2) (r) =−12r
λ 4
+aλ 2
exp(−λ r)
r
+b
(−λ 2) cos(λ r)
r
. (2.201)
By using a Taylor series expansion from the terms involving 1/r in (2.199) and (2.201), we
have the following equations
exp(−λ r) =1−λ r+ 1
2
λ 2r2− 1
6
λ 3r3+O(r4), (2.202)
cos(λ r) =1− 1
2
λ 2r2+
1
24
λ 4r4+O(r6), (2.203)
and
sin(λ r) = λ r− 1
6
λ 3r3+O(r5). (2.204)
From (2.202)–(2.204), in order to remove the singularity of 1/r in (2.199), we have
−24
λ 8
+a+b = 0. (2.205)
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To remove the singularities involving the 1/r,1/r2 and 1/r3 terms in (2.200), we have
a(−λ )(−λ )+a(−1) λ
2
2
−bλ 2+b(−1)
(
−λ
2
2
)
= 0 (2.206)
a(−λ )+a(−1)(−λ ) = 0 (2.207)
24
λ 8
−a−b = 0. (2.208)
and to remove the singularity in the 1/r term in (2.201), we have
aλ 2
2
− bλ
2
2
= 0. (2.209)
Putting these together, in (2.205)–(2.209), we have only one solution, which is a = b =
12/λ 8. Thus,
Φ(2) (r) =

− r
3
λ 4
− 24
rλ 8
+
12
λ 8r
(exp(−λ r)+ cos(λ r)) , r 6= 0
−12λ−7, r = 0
, (2.210)
with
1
r
dΦ(2) (r)
dr
=

− 3r
λ 4
+
24
λ 8r3
− 12λ
λ 8r2
(
exp(−λ r)+ sin
(√
λ r
))
− 12
λ 8r3
(exp(−λ r)+ cos(λ r)) , r 6= 0
−4λ−5, r = 0
. (2.211)
and
∆Φ(2) (r) =

−12r
λ 4
+
12
λ 6r
(exp(−λ r)− cos(λ r)) , r 6= 0
−12λ−5, r = 0
. (2.212)
We now find a general form of Φ(n) (r) using the same procedure. Since
∆mr2n−1 = 0, m = [n/2],
it follows that
(∆2−λ 4)
(
− 1
λ 4
) m
∑
i=0
(
∆2
λ 4
)i
r2n−1 = r2n−1, (2.213)
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and again we obtain,
Φ(n) (r) =− 1
λ 4
m
∑
i=0
(
∆2
λ 4
)i
r2n−1, (2.214)
where m = [n/2]. For n even, a singularity appears in ∆2mr2n which must be removed as
in the Φ(2) case. For n odd, there is no singularity in Φ(n) (r) , but the normal derivative of
Φ(n) (r) still has a singularity which arises from the term
1
r
d∆2mr2n
dr
.
If r 6= 0, we can, moreover, obtain the following result
Φ(n)(r) =− 1
λ 4
m
∑
i=0
(
∆2
λ 4
)i
r2n−1+
(2n)!
2λ 2(n+2)r
(exp(−λ r)+(−1)n cos(λ r)) , (2.215)
with the singularity being removed to give
Φ(n) (0) = lim
r→0
Φn (r) ,
as was done previously.
Again quite trivially we obtain the result for (∆2+λ 4)Φ(r) = φ(r):
Theorem 2.8.25. ([125]) InR3, let φ(r)= r2n−1, n= 1, 2, . . . . Then
(
∆2+λ 4
)
Φ(r)= φ(r)
has a solution
Φ(n) =
1
λ 4
m
∑
i=0
(
−∆
2
λ 4
)i
r2n+1+
(−1)m+1 (2n)!
2λ 2(n+2)r
(exp(−λ r)+(−1)n cos(λ r)) . (2.216)
Using this very simple algebraic approach, we derived closed-form solutions in which
polyharmonic splines have been used as basis functions to the differential equation (∆2±
λ 4)Φ(r) = φ(r). Instead of tedious derivations of solutions as shown in [93, 108], our
derivation of the solutions is straightforward and requires only very elementary mathematics.
Moreover, the derivation of these type of solutions can easily extended to the case involving
products of poly-Helmholtz operators.
Next we focus on solutions involving Helmholtz operators with compactly supported
RBFs. There are no explicit solutions in R2. In 2000, Golberg et al. derived solutions for
Helmholtz type equations using CS-RBF in R3, see [49], which we present, in as much as
we have made some improvements and modifications to the original derivation.
Table 2.5 provides a summary of the results obtained in this section.
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Table 2.5: Solutions for LΦ(r) = φ(r) in R2 and R3, for various differential operators, L,
and various RBFs, φ(r).
R2
L
∆ ∆2 ∆−λ 2 ∆+λ 2 ∆2−λ 4 ∆2+λ 4
φ(r)
MQ Th. 2.8.1 Th. 2.8.3 – – – –
IMQ Th. 2.8.4 Th. 2.8.6 – – – –
PS Th. 2.8.7
√
Th. 2.8.11 Th. 2.8.14 Th. 2.8.22 Th. 2.8.23
xkyl
√ √ √ √
Th. 2.8.19 Th. 2.8.20
R3
L
∆ ∆2 ∆−λ 2 ∆+λ 2 ∆2−λ 4 ∆2+λ 4
φ(r)
MQ Th. 2.8.2 – – – – –
IMQ Th. 2.8.5 – – – – –
PS Th. 2.8.8 Th. 2.8.8 Th. 2.8.17 Th. 2.8.18 Th. 2.8.24 Th. 2.8.25
Note: The cases indicated by a check mark,
√
, have been extensively covered in previous
literature, and so were not dealt with in this study. The cases indicated by a dash line, –,
have not been derived yet.
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Chapter 3
A LOCAL METHOD OF APPROXIMATE PARTICULAR
SOLUTIONS
3.1 Introduction
In the Global Method of Approximate Particular Solutions (GMAPS), RBFs are used to
obtain a closed form of a solution to (2.41). These derived solutions can then be used as
basis functions for an approximate solution to the original Partial Differential Equation
(PDE). The GMAPS, by itself, is simple and very effective. However, in GMAPS, ap-
proximations are constructed by including all the collocation points within the domain.
This is generally unstable because the resulting dense matrices become increasingly ill-
conditioned; and, because the matrices are sensitive to the choice of free parameters during
the RBF formulation. This makes it difficult, if not impossible, to use the GMAPS to solve
large-scale problems. There are various methods to circumvent this issue, including: i) do-
main decomposition methods [68], ii) the greedy algorithm [56], iii) Compactly Supported
RBFs [24], iv) extended precision arithmetic [58], v) improved truncated singular valued
decomposition methods [80], vi) localized formulations [77, 116], vii) iterative methods [33],
viii) fast multiple expansion techniques [9], and many others. These approaches all represent
a substantial complication of the original, simple method, and do not substantially improve
the computational results.
In contrast, localized formulations can reduce the ill-conditioning of the coefficient
matrix. Iterative methods can be used to improve efficiency when determining coefficients.
Additionally, fast multiple expansion techniques can accelerate the calculation of the in-
fluence matrix. Since only the nearby collocation points are needed in the formulation
when using local methods, the ill-conditioning associated with large, dense matrix systems
can be alleviated. Another important advantage of local RBF approaches is that the MQ
or IMQ shape parameter affects the numerical results only slightly. In general, the MQ
is regarded as one of the best RBFs in terms of accuracy, assuming identification of a
suitable shape parameter. For global RBF approaches, choosing a suitable shape parameter
is still a challenging issue [81, 101, 122]. A further advantage of local approaches is that
the computational efficiency achievable does not compromise the accuracy of the methods.
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Instead of solving a dense system as required by global approaches, local approaches result
in a sparse matrix that can be solved efficiently.
In this chapter the central idea of the Local multiquadrics Approximation (LMQ) [77]
is adopted in that a localized formulation is applied to the MAPS. In this approach, the
solution of the given PDE is expressed as the linear combination of some appropriate basis
functions; however, instead of finding the weighting functions required by the GMAPS, the
local approach seek numerical solutions at each collocation point.
The structure of this chapter is as follows. First, in Sec. 3.2, the GMAPS is extended
to arrive at the Local Method of Approximate Particular Solutions (LMAPS). For each
collocation point, the corresponding local domain is created by including only a small
number of the nearest neighbors of the collocation point. The RBF collocation approach is
then applied to each local domain, resulting in the creation of small collocation matrices.
Inverting these small collocation matrices, then yields a large sparse system of equations.
This local method allows us to alleviate the difficulties of ill-conditioning and finding a
suitable shape parameter. Since an augmented polynomial basis is needed for Thin Plate
Spline (TPS) as shown in Sec. 2.1, the LMAPS involving TPS are specially derived in
Sec. 3.3. The invertibility of the small matrices used in the LMAPS is proved in Sec. 3.4.
Sec. 3.5 introduces the kd-tree, which is a tool to find the n nearest neighbors of each
collocation point. Lastly, the sparse matrix solver, Y12M, has been used in this work, and is
briefly discussed in Sec. 3.6.
3.2 The Localized MAPS (LMAPS)
Consider the following PDE,
Lu(x) = f (x), x ∈Ω, (3.1)
Bu(x) = g(x), x ∈ Γ. (3.2)
Let {xi}N1 be a set of collocation points in Ω = Ω∪Γ. The GMAPS, as discussed in
Sec. 2.4, creates a N by N dense matrix. One main purpose of the LMAPS has been to
alleviate this difficulty. This section demonstrates the construction of the LMAPS.
For each xi ∈Ω we choose n nearest neighbor points x[i]k ,k = 1,2, . . . ,n. The local index,
[i], denotes the points belonging to the local domain, Ωi, of each collocation point, xi. The
construction of local domains requires that Ωi∩Ω j 6= /0 for some j 6= i, and {xi}N1 = ∪iΩi.
The purpose of this section is to formulate a numerical scheme to approximate u(x) and its
derivatives at all the collocation points {xi}N1 . Since these points can be selected arbitrarily
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Figure 3.1: Schematic showing seven five-node local domains.
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Figure 3.2: Schematic showing six nine-node local domains.
{ {{
{
{
x[s]3
x[s]5
x[s]2x
[s]
4 x[s]1 = xs
Figure 3.3: Five-node local domain Ωs showing the s-th node, xs, and its influencing
neighbors. The superscript notation [s] signifies the inclusion of the labeled points in the
local domain of xs, Ωs.
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within the domain, the points where the approximate solutions are needed can always be
chosen as the collocation points.
To construct the LMAPS, the collocation technique is applied to the local domain Ωs.
Let xs = x[s]k ∈Ωs for some k ≤ n, s≤ N. This allows u(xs) to be approximated by
u(xs)≈ uˆ(xs) =
n
∑
k=1
α [s]k Φ(‖xs−x[s]k ‖). (3.3)
Using the collocation method within Ωs, results the following linear system,
uˆ(x[s]1 )
uˆ(x[s]2 )
...
uˆ(x[s]n )

=

Φ(‖x[s]1 −x[s]1 ‖) Φ(‖x[s]1 −x[s]2 ‖) . . . Φ(‖x[s]1 −x[s]n ‖)
Φ(‖x[s]2 −x[s]1 ‖) Φ(‖x[s]2 −x[s]2 ‖) . . . Φ(‖x[s]2 −x[s]n ‖)
...
...
...
...
Φ(‖x[s]n −x[s]1 ‖) Φ(‖x[s]n −x[s]2 ‖) . . . Φ(‖x[s]n −x[s]n ‖)


α [s]1
α [s]2
...
α [s]n

. (3.4)
For the rest of this dissertation, the matrix in (3.4) is denoted by Pnn.
It can be proved that Pnn is non-singular, such that the inverse matrix can always be
computed, provided that all the collocation points inside Ωs are distinct points. Detailed
proof is provided in Sec.3.4. The unknown coefficients in (3.4) can be written as follows:
α [s] = P−1nn uˆ
[s], (3.5)
where α [s] = [α [s]1 ,α
[s]
2 , . . . ,α
[s]
n ]T , uˆ[s] = [uˆ(x[s]1 ), uˆ(x
[s]
2 ), . . . , uˆ(x
[s]
n )]T . Hence, uˆ(xs) in (3.3) can
be expressed in terms of the function values at n nodal points, uˆ[s], i.e.,
uˆ(xs) =
n
∑
k=1
α [s]k Φ(‖xs−x[s]k ‖) = Φˆ
[s]α [s] = Φˆ[s]P−1nn uˆ
[s] =Ψ[s]uˆ[s], (3.6)
where
Φˆ[s] = [Φ(‖xs−x[s]1 ‖),Φ(‖xs−x[s]2 ‖), . . . ,Φ(‖xs−x[s]n ‖)], (3.7)
and
Ψ[s] = Φˆ[s]P−1nn = [ϕ1,ϕ2, · · · ,ϕn]. (3.8)
In this local approach, the formulation of (3.6) is preferred over the formulation of (3.4).
In (3.6), uˆ(xs) is expressed in term of the function value of u at the n local nodal points.
Let
uˆ = [uˆ(x1), uˆ(x2), . . . , uˆ(xN)]T . (3.9)
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Next, it is necessary to reformulate (3.6) in terms of the global uˆ instead of the local uˆ[s].
This can be done by padding the vector Ψ[s] with zeros based on the mapping between uˆ[s]
and uˆ. It then follows that
uˆ(xs) =Ψ uˆ (3.10)
is equivalent to (3.6), where Ψ[s] is a vector with N components that is obtained by inserting
N−n zeros into Ψ[s] at the appropriate entries.
For example, let us assume that N = 100, n= 3, andΩs =
{
x[s]1 ,x
[s]
2 ,x
[s]
3
}
= {x20,x23,x27}.
In this instance, 97 zeros are inserted into the n-vector, Ψ[s], given in (3.8). Thereby the
vector is padded at positions other than 20, 23, and 27, as shown explicitly in
Ψ[s] = [0,0, · · · , ϕ1︸︷︷︸
20th
,0,0, ϕ2︸︷︷︸
23th
,0,0,0, ϕ3︸︷︷︸
27th
,0, · · · , 0︸︷︷︸
100th
]. (3.11)
In (3.11) there are 19 zeros before ϕ1 and 73 zeros after ϕ3. This zero-padding keeps track
of the original position at each local point so that Ψ(xs) can be easily obtained from Ψ[s].
This procedure is very similar to the process of matrix assembly utilized in other local
methods.
The next step in the development of the LMAPS is as follows; observe,
Luˆ(xs) =
n
∑
k=1
α [s]k LΦ(‖xs−x[s]k ‖)
= LΦˆ[s]α [s]
= LΦˆ[s]P−1nn uˆ
[s]
= Λ[s]uˆ[s]
= Λ(xs)uˆ, (3.12)
where Λ[s] = LΦˆ[s]P−1nn , (3.13)
and Λ(xs) is the expansion of Λ[s] obtained by padding the local vector with zeros as
demonstrated above. Note that the differential operator, L, in (3.13) is applied to Φ, yielding
LΦ(‖xs−x[s]k ‖) which are the components of the vector Λ[s].
This development continues by outlining the application of the described local scheme to
solve (3.1)–(3.2). Let {xs}Ni1 be interior points in the domain Ω and {xs}Ni+NbNi+1 be boundary
points on Γ, and let N = Ni+Nb. For each interior point xs ∈ Ω, the local domain of xs,
Ωs, contains n nearest neighbor points of xs. Substituting (3.12) into (3.1), for 1≤ s≤Ni,
yields
f (xs) = Luˆ(xs) = Λ(xs)uˆ. (3.14)
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Furthermore, replacing the differential operator L in (3.12) with B, yields
Buˆ(xs) =
n
∑
k=1
α [s]k BΦ(‖xs−x[s]k ‖)
=BΦˆ[s]α [s]
=BΦˆ[s]P−1nn uˆ
[s]. (3.15)
Substituting (3.15) into (3.2) yields
g(xs) =
n
∑
k=1
α [s]k BΦ
(
‖xs−x[s]k ‖
)
=BΦˆ[s]α [s]
=BΦˆ[s]P−1nn uˆ
[s], Ni+1≤ s≤ N, (3.16)
where BΦˆ[s] is defined by applying the differential operator, B, to Φ. Similarly, we can
extend (3.16) from uˆ[s] to uˆ as before. This gives
g(xs) = ϒ(xs) uˆ, Ni+1≤ s≤ N, (3.17)
where ϒ(xs) is the extension of BΦˆ
[s]P−1nn obtained by inserting N− n zeros. Combining
(3.14) and (3.17), the following sparse system of equations is created,
Ξ(x1)
...
Ξ(xNi)
ϒ(xNi+1)
...
ϒ(xN)


uˆ(x1)
...
uˆ(xNi)
uˆ(xNi+1)
...
uˆ(xN)

=

f (x1)
...
f (xNi)
g(xNi+1)
...
g(xN)

. (3.18)
Figures 3.4, 3.5, and 3.6 show the sparse matrices generated by the LMAPS for an elliptic
PDE with different types of boundary conditons. By solving this sparse system of equations,
the approximations of u at all the given nodes, uˆ(xs),s = 1, 2, . . . , N are obtained.
This localized approach approximates solutions for PDEs by inverting a sparse system of
equations. This avoids ill-conditioned problems that occur in the dense systems of equations
generated by the GMAPS. Furthermore, the availability of a wide range of efficient sparse
matrix solvers makes this approach much more suitable for solving large-scale problems in
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Figure 3.4: Schematic showing the sparse matrix for an elliptic PDE with Dirichlet boundary
conditions. Note: the matrix has been generated by ordering interior points first, followed
by the boundary points.
Figure 3.5: Schematic showing the sparse matrix for an elliptic PDE with non-Dirichlet
boundary conditions. Note: the matrix has been generated by ordering interior points first,
followed by the boundary points.
Figure 3.6: Schematic showing the global sparse matrix from Fig. 3.5, after the nodes have
been reordered. Note: the nodes have been reordered from left-to-right and top-to-bottom,
rather than interior points first and boundary points second.
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engineering and the applied sciences. The described algorithm is referred to the Localized
Method of Approximate Particular Solutions (LMAPS).
In some instances, the LMAPS procedure discussed above cannot be directly utilized,
this is true when solutions to (2.41) are not available with respect to a given RBF. In order
to bypass this problem, recall the GMAPS in Sec. 2.7, a transformation of (3.1) is needed:
L′u(x) = f (x)+
(
L′−L)u(x), (3.19)
where a solution Φ(r) for differential operator L′ with respect to the given RBF φ(r) is
known, i.e.,
L′Φ(r) = φ(r).
The LMAPS can now be applied to (3.19). As previously demonstrated, create local domains
Ωs = {x[s]k }nk=1, s = 1, 2, . . . , N, where N is the total number of collocation points in Ω∪Γ.
Consider the approximation of u(xs), uˆ(xs). Choose {x[s]k }k=1,2, ...,n to be the centers of
Φ. Assume uˆ(xs) can be written as a linear combination of the solutions Φ(‖ ·−x[s]k ‖), k =
1, 2, . . . , n, i.e.,
uˆ(xs) =
n
∑
k=1
α [s]k Φ(‖xs−x[s]k ‖), (3.20)
Just as was done with (3.4)–(3.10), (3.12) can be changed as follows,
f (xs) = Luˆ(xs)
=
n
∑
k=1
α [s]k LΦ(‖xs−x[s]k ‖)
= LΦˆ[s]α [s] (3.21)
Note that L= L′+(L−L′) , which gives
f (xs) =
[
L′+
(
L−L′)]Φˆ[s]α [s]
=
[
φˆ [s]− (L−L′)Φˆ[s]]α [s]
=
[
φˆ [s]− (L−L′)Φˆ[s]]P−1nn uˆ[s]
= Λ[s]uˆ[s]
= Λ(xs)uˆ, x = 1,2, . . . ,Ni, (3.22)
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and
g(xs) =
n
∑
k=1
α [s]k BΦ
(
‖xs−x[s]k ‖
)
=BΦˆ[s]α [s]
=BΦˆ[s]P−1nn uˆ
[s]
= ϒ[s]uˆ[s]
= ϒ(xs)uˆ, s =Ni+1,Ni+2, . . . ,N, (3.23)
where
Λ[s] =
[
φˆ [s]− (L−L′)Φˆ[s]]P−1nn , (3.24)
and
ϒ[s] =BΦˆ[s]P−1nn , (3.25)
and where Λ(xs) is the expansion of Λ[s] obtained by padding zeros into Λ[s] as demonstrated
above. The zero-padding process is duplicated for ϒ[s] to arrive ϒ(xs). Note that the
components of LΦˆ[s] and BΦˆ[s] are obtained by applying L and B to φ , respectively. Since
(3.22) and (3.23) hold for any {xs}N1 , a N×N sparse system of equations is obtained with N
unknowns, {uˆ(xs)}N1 , which are approximate values of {u(xs)}N1 .
For example, consider the following modified Helmholtz equation
(∆−λ 2)u(x) = f (x), x ∈Ω, (3.26)
u(x) = g(x), x ∈ Γ. (3.27)
Either ∆−λ 2 or ∆ can be chosen as the main operator in the LMAPS. Thus, there are two
ways to use the LMAPS for Helmholtz-type PDEs:
(i) Let (∆−λ 2)Φ(r) = φ(r). The solution of (3.26)–(3.27) can be obtained by solving
the following linear system,
f (xs) =
(
∆−λ 2) uˆ(xs)
=
n
∑
k=1
α [s]k
(
∆−λ 2)Φ(‖xs−x[s]k ‖)
=
(
∆−λ 2)Φˆ[s]α [s]
= φˆ [s]P−1nn uˆ
[s]
= Λ[s]uˆ[s]
= Λ(xs)uˆ, s = 1, 2, . . . ,Ni, (3.28)
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where Λ[s] = φˆ [s]P−1nn and
g(xs) = uˆ(xs), s =Ni+1,Ni+2, . . . , N. (3.29)
(ii) Let ∆Φ(r) = φ(r). The solution of (3.26)–(3.27) can be obtained by solving the
following linear system,
f (xs) =
(
∆−λ 2) uˆ(xs)
=
n
∑
k=1
α [s]k
(
∆−λ 2)Φ(‖xs−x[s]k ‖)
=
(
∆−λ 2)Φˆ[s]α [s]
=
[
φˆ [s]−λ 2Φˆ[s]
]
P−1nn uˆ
[s]
=
[
Θ[s]−λ 2In
]
uˆ[s]
= Λ[s]uˆ[s]
= Λ(xs)uˆ, s = 1, 2, . . . ,Ni, (3.30)
where Θ[s] = φˆ [s]P−1nn , Λ
[s] =Θ[s]−λ 2In, and In is an n by n identity matrix, and
g(xs) = uˆ(xs), s =Ni+1,Ni+2, . . . , N. (3.31)
3.3 The LMAPS with Thin Plate Spline
For some RBFs, the interpolation matrix can be singular, as was introduced in Chapter 2, e.g.,
for Polyharmonic Spline (PS). Thin Plate Spline (TPS) are a special type of polyharmonic
spline, which is conditionally positive definite. In such cases, a polynomial of a certain
maximal degree has to be added to the basis functions. In this section, the LMAPS using
TPS is explored in R2. The general LMAPS using Polyharmonic Spline, both in R2 and R3,
can be derived similarly.
For simplicity, consider the following modified Helmholtz equation,
(∆−λ 2)u(x,y) = f (x,y), (x,y) ∈Ω, (3.32)
Bu(x,y) = g(x,y), (x,y) ∈ Γ, (3.33)
where λ ∈ R, B is a boundary differential operator which is usually can be Dirichlet
boundary operator, normal boundary operator and other first order differential operators. As
described in Chapter 2, a polynomial of degree one has to be added into TPS to interpolate
f (x,y); i.e.,
fˆ (x,y) =
N
∑
i=1
α jφ(ri)+β1+β2x+β3y, (3.34)
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where ri =
√
(x− xi)2+(y− yi)2, N is the total number of collocation points, (xi,yi). Note
solutions of the following differential equation
(∆−λ 2)Φ(r) = φ(r) = r2 lnr (3.35)
is used as basis functions in the MAPS. In the rest of this section, the solution, Φ, shown in
Theorem 2.8.14 is used. Additionally, since
(∆−λ 2)(1) =−λ 2, (3.36)
(∆−λ 2)(x) =−λ 2x, (3.37)
(∆−λ 2)(y) =−λ 2y, (3.38)
then an approximate solution to (3.32)–(3.33) as be represented as
uˆ(x,y) =
N
∑
i=1
α jΦ(r)+αN+1+αN+2x+αN+3y, (3.39)
where αN+i = −βi/λ 2, i = 1,2,3. The three additional basis functions, 1, x, and y, are
needed for the MAPS when use TPS.
The LMAPS using TPS is next explored. Let {xs = (xs,ys)}Ns=1 be the collocation
points, and N be the total number of interpolation points. For any point xs, a local domain,
Ωs = {x[s]k }nk=1 = {(x[s]k ,y[s]k )}nk=1 is created, containing the nearest n interpolation points to
xs, where n N. An approximation of u(xs) can be achieved by
u(xs)≈ uˆ(xs) =
n
∑
k=1
α [s]k Φ(‖xs−x[s]k ‖)+α [s]n+1+α [s]n+2xs+α [s]n+3ys. (3.40)
Therefore, by applying the collocation technique to the local domain Ωs, by (2.10)–(2.11),
the linear system of equations (3.41) can be obtained

uˆ(x[s]1 )
uˆ(x[s]2 )
...
uˆ(x[s]n )
0
0
0

=

Φ(‖x[s]1 −x[s]1 ‖) Φ(‖x[s]1 −x[s]2 ‖) · · · Φ(‖x[s]1 −x[s]n ‖) 1 x1 y1
Φ(‖x[s]2 −x[s]1 ‖) Φ(‖x[s]2 −x[s]2 ‖) · · · Φ(‖x[s]2 −x[s]n ‖) 1 x2 y2
...
...
...
...
...
...
...
Φ(‖x[s]n −x[s]1 ‖) Φ(‖x[s]n −x[s]2 ‖) · · · Φ(‖x[s]n −x[s]n ‖) 1 xn yn
1 1 · · · 1 0 0 0
x1 x2 · · · xn 0 0 0
y1 y2 · · · yn 0 0 0


α [s]1
α [s]2
...
α [s]n
α [s]n+1
α [s]n+2
α [s]n+3

.
(3.41)
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The matrix shown in (3.41) is denoted by Pn+3,n+3.
It can be proven that Pn+3,n+3 is non-singular such that the inverse matrix [11, 36] can
always be computed, provided that all the collocation points inside Ωs are distinct. The
unknown coefficients in (3.41) can be written as follows
α [s]n+3 = P
−1
n+3,n+3
[
uˆ[s],0,0,0
]T
, (3.42)
where α [s]n+3 = [α
[s]
1 ,α
[s]
2 , · · · ,α [s]n ,α [s]n+1,α [s]n+2,α [s]n+3]T , and uˆ[s] = [uˆ(x[s]1 ), uˆ(x[s]2 ), · · · , uˆ(x[s]n )].
Hence, for xs ∈Ωs, uˆ(xs) can be expressed in terms of the function values at n points, uˆ[s] as
follows
uˆ(xs) =
n
∑
k=1
α [s]k Φ(‖xs−x[s]k ‖)+α [s]n+1+α [s]n+2xs+α [s]n+3ys
= Φˆ[s]n+3α
[s]
n+3
= Φˆ[s]n+3P
−1
n+3,n+3
[
uˆ[s],0,0,0
]T
=Ψ[s]n+3
[
uˆ[s],0,0,0
]
,
=Ψ[s]n uˆ
[s], (3.43)
where Ψ[s]n is a truncated vector, and where
Φˆ[s]n+3 = [Φ(‖xs−x[s]1 ‖),Φ(‖xs−x[s]2 ‖), · · · ,Φ(‖xs−x[s]n ‖),1,xs,ys], (3.44)
and
Ψ[s]n+3 = Φˆ
[s]
n+3P
−1
n+3,n+3, (3.45)
and in which Ψ[s]n is a sub-vector whose components are the first n elements of Ψ
[s]
n+3. In the
LMAPS, the formulation of (3.43) is preferred to of (3.41) since (3.43) requires three fewer
parameters.
Let
uˆ = [uˆ(x1), uˆ(x2), · · · , uˆ(xN)]T . (3.46)
Reformulate (3.43) in terms of the global vector, uˆ, rather than the local vector, uˆ[s]. This
can be done by padding the vector Ψ[s]n with zero entries based on the mapping between uˆ[s]
and uˆ. It follows that
uˆ(xs) =Ψ(xs)uˆ (3.47)
is equivalent to (3.43).
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Furthermore, for any differential operator L, by (3.40), it can be observed that
Luˆ(xs) =
n
∑
k=1
α [s]s LΦ(‖xs−x[s]k ‖)+α [s]n+1L(1)+α [s]n+2L(x)+α [s]n+3L(y)
=
[
LΦ(‖xs−x[s]1 ‖), . . . , LΦ(‖xs−x[s]n ‖), L(1), L(x), L(y)
]
α [s]n+3
=
[
LΦ(‖xs−x[s]1 ‖), . . . , LΦ(‖xs−x[s]n ‖), L(1), L(x), L(y)
]
P−1n+3,n+3
[
uˆ[s],0,0,0
]T
=Λ[s]n+3
[
uˆ[s],0,0,0
]T
=Λ[s]n uˆ
[s],
=Λ(xs)uˆ,
where Λ[s]n is truncated vector, and where
Λ[s]n+3 =
[
LΦ(‖xs−x[s]1 ‖), . . . ,LΦ(‖xs−x[s]n ‖), L(1), L(x), L(y)
]
,
and in which Λ[s]n is the sub-vector of Λ
[s]
n+3 and in which Λ(xs) is a vector obtained by
padding N−n zeros into Λ[s]n at the appropriate entries.
For example, if L= ∆, since ∆(1) = ∆(x) = ∆(y) = 0, ∆uˆ(xs) can be represented by
∆uˆ(xs) =
n
∑
k=1
α [s]s ∆Φ(‖xs−x[s]k ‖) = ∆Φ[s]n α [s]n , (3.48)
where α [s]n = {α [s]1 ,α [s]2 , · · · ,α [s]n } is a sub-vector of α [s]n+3. By (3.42), ∆uˆ(xs) can be repre-
sented by
∆uˆ(xs) =
[
∆Φ[s]n ,0,0,0
]
α [s]n+3
=
[
∆Φ[s]n ,0,0,0
]
P−1n+3
[
uˆ[s],0,0,0
]T
= Λ[s]n+3
[
uˆ[s],0,0,0
]T
= Λ[s]n uˆ
[s], (3.49)
= Λ(xs)uˆ, (3.50)
where Λ[s]n is truncated vector, and where
∆Φ[s]n = [∆Φ(‖xs−x[s]1 ‖),∆Φ(‖xs−x[s]2 ‖), . . . ,∆Φ(‖xs−x[s]n ‖)], (3.51)
and in which
Λ[s]n+3 =
[
∆Φ[s]n ,0,0,0
]
P−1n+3,n+3.
The term Λ[s]n contains the first n components of Λ
[s]
n+3, and Λ(xs) is the expansion of Λ
[s]
n
obtained by padding zeros as demonstrated above.
69
Similarly, if L= ∆−λ 2, the following approximation is obtained(
∆−λ 2) uˆ(xs) = n∑
k=1
α [s]s
(
∆−λ 2)Φ(‖xs−x[s]k ‖)−λ 2α [s]n+1−λ 2α [s]n+2xs−λ 2α [s]n+3ys
=
[(
∆−λ 2)Φ[s],−λ 2,−λ 2xs,−λ 2ys]α [s]n+3
=
[(
∆−λ 2)Φ[s],−λ 2,−λ 2xs,−λ 2ys]P−1n+3,n+3 [uˆ[s],0,0,0]T
=Θ[s]n+3
[
uˆ[s],0,0,0
]T
,
=Θ[s]n uˆ
[s]
=Θ(xs)uˆ, (3.52)
where Θ[s]n is truncated vector, and where
(
∆−λ 2)Φ[s]n is a row vector defined as
[
(
∆−λ 2)Φ(‖xs−x[s]1 ‖),(∆−λ 2)Φ(‖xs−x[s]2 ‖), . . . ,(∆−λ 2)Φ(‖xs−x[s]n ‖)], (3.53)
and in which
Θ[s]n+3 =
[(
∆−λ 2)Φ[s]n ,−λ 2,−λ 2xs,−λ 2ys]P−1n+3,n+3.
The vector Θ[s]n contains the first n components of Θ
[s]
n+3, where Θ(xs) is the expansion of
Θ[s]n obtained by padding zeros as previously demonstrated.
Neumann boundary conditions are often used in PDEs, i.e., B= ∂/∂n. Let (nxs,nys) be
the outward unit normal vector at xs. Since the normal derivatives of the basis functions
1, x, and y are 0, nx and ny, respectively, the following approximate representation of the
normal derivative is obtained
∂
∂n
uˆ(xs) =
n
∑
k=1
α [s]s
∂
∂n
Φ(‖xs−x[s]k ‖)+α [s]n+2nxs +α [s]n+3nys
=
[
∂
∂n
Φ[s],0,nxs,nys
]
α [s]n+3
=
[
∂
∂n
Φ[s]n ,0,nxs,nys
]
P−1n+3,n+3
[
uˆ[s],0,0,0
]T
=Π[s]n+3
[
uˆ[s],0,0,0
]
=Π[s]n uˆ
[s]
=Π(xs)uˆ, (3.54)
where ∂Φ[s]n /∂n is a row vector defined as[
∂
∂n
Φ(‖xs−x[s]1 ‖),
∂
∂n
Φ(‖xs−x[s]2 ‖), · · · ,
∂
∂n
Φ(‖xs−x[s]n ‖)
]
, (3.55)
and in which
Π[s]n+3 =
[
∂
∂n
Φ[s]n ,0,nxs,nys
]
P−1n+3,n+3.
70
The vector Π[s]n contains the first n elements of Π
[s]
n+3, and where Π(xs) is the expansion of
Π[s]n obtained by padding zeros as previously demonstrated.
3.4 Invertibility of the Matrix, Pnn, in the LMAPS
In this section, the invertibility of the matrix Pnn defined in Sec. 3.2 is studied. This matrix
is used in the second method explored in this dissertation, the Explicit Local Method of
Approximate Particular Solutions (ELMAPS). The composition of the matrix, Pnn, depends
on the differential operator, L, as well as on the RBF, φ(r). From (3.4),
Pnn =
[
Φ(||x[s]k −x[s]j ||)
]n
k, j=1
, (3.56)
where
LΦ(r) = φ(r). (3.57)
By a method similar to that demonstrated by Lee et al. [77], the invertibility of Pnn in the
LMAPS can be proven. Let
P(rk) =
[
Φ(‖x[s]k −x[s]1 ‖),Φ(‖x[s]k −x[s]2 ‖), . . . ,Φ(‖x[s]k −x[s]n ‖)
]
. (3.58)
This allows the matrix Pnn to be rewritten as Pnn = [P(r1),P(r2), . . . ,P(rn)]T .
In order to proof that Pnn is invertible, it is next necessary to prove that function Φ(r) is
a monotonous increasing function.
Lemma 3.4.1. In R2, let φ(r) =
√
r2+ c2. Then the solution of the following equation
∆Φ(r) = φ(r) (3.59)
shown in Theorem 2.8.1 is a strictly increasing function of r.
Proof. By Theorem 2.8.1,
Φ(r) =
4c2+ r2
9
√
r2+ c2− c
3
3
ln
(
c+
√
r2+ c2
)
. (3.60)
It is easy to show that
dΦ(r)
dr
=
2r
√
r2+ c2
9
+
(4c2+ r2)r
9
√
r2+ c2
− c
3r
3(c+
√
r2+ c2)(
√
r2+ c2)
=
2r(c+
√
r2+ c2)(r2+ c2)+(4c2+ r2)r(c+
√
r2+ c2)−3c3r
9(c+
√
r2+ c2)(
√
r2+ c2)
=
2r(c+
√
r2+ c2)(r2+ c2)+4c2r
√
r2+ c2+ r3(c+
√
r2+ c2)+ c3r
9(c+
√
r2+ c2)(
√
r2+ c2)
.
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Since c> 0 and r is non-negative, every term in dΦ(r)/dr is positive, so
dΦ(r)
dr
> 0. (3.61)
Thus, the particular solution (3.60) is a strictly increasing continuous function.
Remark 3.4.1. It is easy to show that
Φ(0) =
4−3ln(2c)
9
c3. (3.62)
Let Φ(0) = 0, then the solution
c0 =
1
2
exp
(
4
3
)
.
If the shape parameter c is chosen such that c< c0, then 0<Φ(0)<Φ(r); whereas if c> c0,
then Φ(0)< 0.
Theorem 3.4.2. The matrix, Pnn, defined in (3.4) is invertible if c< c0.
Proof. The existence of P−1nn can be proven by induction.
For n= 1, Pnn reduces to a single number, P1,1 =Φ(0). Since c 6= c0, the Pnn 6= 0. Thus,
Pnn is invertible and P−1nn = 9c−3/(4−3ln(2c)).
For n = 2, by (3.4),
Pnn =
 Φ(‖x[s]1 −x[s]1 ‖) Φ(‖x[s]1 −x[s]2 ‖)
Φ(‖x[s]2 −x[s]1 ‖) Φ(‖x[s]2 −x[s]2 ‖)
 ,
where
Φ(‖x[s]1 −x[s]1 ‖) =Φ(‖x[s]2 −x[s]2 ‖) =Φ(0),
and
Φ(‖x[s]1 −x[s]2 ‖) =Φ(‖x[s]2 −x[s]1 ‖).
Thus, the determinant of Pnn is computed as follows
det(Pnn) =Φ(0)2−Φ(‖x[s]1 −x[s]2 ‖)2.
Since the collocation points x[s]1 and x
[s]
2 are distinct, c < c0, by Lemma 3.4.1, 0 < Φ(0)<
Φ(‖x[s]1 −x[s]2 ‖), so det(Pnn)< 0. Thus, P−1nn exits.
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For any arbitrary integer n, assume that P−1nn exits. Consider Pn+1,n+1 which is given as
Pn+1,n+1 =
[
Φ(‖x[s]k −x[s]j ‖)
]
k, j=1,2,...,n+1
=
 Pnn P(rn+1)T
P(rn+1) Φ(0)

Let A be an n+1 by n+1 symmetric matrix such that
Pn+1,n+1A = APn+1,n+1 = In+1,n+1,
where In+1,n+1 is the (n+1)× (n+1) identity matrix. Then A can be partitioned into 4
blocks:
A =
 A11 AT12
A12 A22
 ,
where A11 ∈ Rn×n, A12 ∈ Rn×1, and A22 ∈ R are block matrices. Note that Φ(r) is a
strictly increasing function of r. Thus, for any j 6= k, j, k = 1, 2, . . . , Φ(‖x[s]j −x[s]k ‖)>Φ(0).
Therefore,
P(rn+1)P−1nn P(rn+1)
T =
n
∑
k, j=1
Φ(‖x[s]j −x[s]n+1‖)Φ(‖x[s]j −x[s]k ‖)Φ(‖x[s]k −x[s]n+1‖)> Φ(0)> 0.
By block multiplication of matrices, since P−1nn exists, it can be shown that
A22 = 1/
(
µ−P(rn+1)P−1nn P(rn+1)T
)
,
A12 =−A22P−1nn P(rn+1)T ,
A11 = P−1nn +P
−1
nn P(rn+1)
T A22P(rn+1)P−1nn ,
which yields A = P−1n+1,n+1.
By induction, the matrix, Pnn, defined in (3.4) is invertible if c< c0.
More generally, this proof of Theorem 3.4.2 is valid for any other strictly increasing
solutions,Φ(r), such as the solutions of ∆, ∆2, ∆−λ 2, ∆+λ 2, ∆2−λ 2, ∆2+λ 2 with respect
to multiquadrics (MQ), Inverse Multiquadrics (IMQ), or Polyharmonic Spline (PS).
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3.5 The kd-Tree Algorithm
In the LMAPS, given a set of collocation points {x j}Nj=1, the local domains Ω j, for all
j = 1,2, . . . ,N, must be found, such that Ω j includes the n closest points to the collocation
point x j.
There are a number of established methods, depending on the computational geometry
of the domain, Ω, to search for the nearest neighbors of a given point; these include: main
memory algorithms such as the quad-tree algorithm, the kd-tree algorithm [10, 46, 95],
and the locality sensitive hashing (LSH) algorithm [59]; secondary storage (databases)
algorithms such as the R-tree algorithm [51], and the vector approximation file (VA-file)
algorithm [119]. For a large number of collocation points or a high-dimensional space, the
time and space complexity of the chosen searching algorithm is an issue.
The quad-tree algorithm is the simplest spatial structure. It splits the space into 2d
sub-squares, where d is the dimension of the space. Thus both computational time and
storage space grow exponentially in relation to d. In some cases, points in a sparse cloud
can take a large amount of time to be found. The kd-tree algorithm is a ‘top-down’ approach
which splits the space into only 2 subspaces. Instead of splitting the space in the middle, the
kd-tree algorithm splits the space in a variety of ways to avoid having empty subspaces. The
LSH algorithm can work as a disk-based algorithm and requires a radius parameter to be
fixed in advance; it works best with the Hamming distance1 (although it can be generalized
to work with Euclidean distance). The R-tree algorithm works for points and rectangles in
low-dimensional space. The VA-file algorithm, which uses approximations to speed-up the
linear scan, is an especially efficient algorithm for high-dimensional spaces.
The k-Nearest Neighbor (KNN) algorithm is used in this dissertation. In computer
science, the kd-tree is the short name for a k-dimensional tree whose aim is to find the
nearest neighbors to a fixed point in k-dimensional space. This was examined in the late
1970s [10, 46] by Bentley, Friedman and Finkel. In 1987, Omohundro recommended the
kd-tree algorithm in a survey of possible techniques to increase the speed of neural network
learning [95].
The basic concept in the KNN algorithm, nearest neighbor, is defined as follows:
Definition 3.5.1. Given a set P of points in a k-dimensional metric space X , construct a data
structure which, given any query point q, finds the point in P with the smallest distance to q.
In the LMAPS, for any fixed xi ∈Ω∪Γ, i = 1,2, . . . ,N, we need to calculate how close
1The Hamming distance is defined as the number of bits that are different between two bit vectors. It was
originally conceived for detection and correction of errors in digital communication [53].
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each x j, j = 1,2, . . . ,N, is to xi using Euclidean distance
d j = d(xi,x j) =
√
(xi−x j)T (xi−x j),
which can be written as
d j =

√
(xi− x j)2+(yi− y j)2 in R2√
(xi− x j)2+(yi− y j)2+(zi− z j)2 in R3
,
where xi = (xi,yi), x j = (x j,y j) ∈ R2, and xi = (xi,yi,zi), x j = (x j,y j,z j) ∈ R3. To find the
points in the set of points {x j}Nj=1 which are the nearest n neighbors to any given input point
xi, we need to order all distances as d(1) ≤ d(2) ≤ ·· · ≤ d(N). The value d(1) gives the nearest
neighbor, x(1), to xi, while the value d(2) provides the second nearest neighbor, x(2), to xi,
and so on. The points are ranked by the distances to xi, as given by {x(1),x(2), . . . .x(N)}.
Note, the distances, {d(i)}Ni=1, are invariant to data scaling, so the nearest neighbor ordering
is also invariant.
To illustrate the process of kd-tree sorting, we consider the following problem:
Example 3.5.1. Given a set of points in Ω= [0,10]× [0,10] ∈ R2,
P = {(1,9),(2,1),(3,7),(5,8),(8,3),(9,4)},
and query point q = (3,7). Find the three nearest neighbors to q in P using the kd-tree
algorithm.
First, let point (4,5) be the root node. The point (4,5) was chosen because it divides
the points in P in half by the hyper-plane x = 4, which splits the input points into two sets
(two branches), all those points whose x coordinates are less than 4 are now on the left
side of the splitting plane (hyper-plane), while all points whose x coordinates are greater
than 4 are on the other side of the plane. All the points whose x coordinates equal 4 stay
on the plane. Using the same splitting method, let point (4,4) and (4,6) be the splitting
points. The hyper-plane y = 4 splits the first branch into two sets, all those points whose y
coordinates are less than 4 are now on the lower side of the splitting plane, while all points
whose y coordinates are greater than 4 are on the upper side of the plane. All the points
whose y coordinates equal 4 stay on the plane. At the same time, The hyper-plane y = 6
splits the second branch into two sets, all those points whose y coordinates are less than 6
are now on the lower side of the splitting plane, while all points whose y coordinates are
greater than 6 are on the upper side of the plane. All the points whose y coordinates equal 6
stay on the plane. Using the same splitting method, we could split the space into a kd-tree
decomposition as shown in Fig. 3.7.
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Figure 3.7: Decomposition of the domain Ω from Example 3.5.1.
To find the nearest three points in P to q, start with the root node (4,5); go down the tree
containing the query point q = (3,7), which is the portion D3, as shown in Fig.3.7. Then
compute the distances between query point, q, and the data in P. Assume the first candidate
neighbor to q is the points lies in the second branch of D3, which is D1. Recursively, go
one step up and check whether the distance to the second branch is larger than the distance
to the first candidate neighbor; if ‘yes’ go up, else check this second branch. Start from
the branch D1 that first candidate neighbor, x1, lies in, in the instance, the second branch
is D2. Since the distance to the second branch, D2, d(x2,x1), is larger than the distance
to the first candidate neighbor, d(x1,x2), x1 remains to be the candidate neighbor, and the
same time, go one step up to second branch of D2, which is denoted by D4, then compare
the distances, d(x3,x1) and d(x3,x4), and update the candidate neighbors. Thus, the three
nearest neighbors to q in P are (1,9), (2,1), and 8,3. 
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Finding the nearest point is an O(logN) operation in the case of N randomly distributed
points. Analysis of binary search trees has found that the worst case search time, tw, for a
k-dimensional tree containing N nodes is given by [78]:
tw = O(k ·N1−1/k).
These poor running times only apply when N is on the order of the number of dimensions.
In very high-dimensional spaces, the inherent difficulties associated with dimensionality
cause the algorithm to need to visit many more branches than in lower-dimensional spaces.
This is particularly true when the number of points is only slightly higher than the number
of dimensions. In these instances, the algorithm is only slightly better than a linear search of
all of the points.
The kd-tree algorithm is a method for classifying objects by using the properties of
binary trees. On the other hand, the kd-tree algorithm works quite well for small dimensional
spaces. However, the total number of searched nodes rises exponentially in relation to the
dimensions of the space. Whenever the dimension of the space is high, e.g., 10 or above,
the kd-tree algorithm may become very slow.
3.6 The Sparse Matrix Solver: Y12M
Using the LMAPS, a sparse system of linear equations is generated, which in this section is
denoted by
Ax = b, (3.63)
where the coefficient matrix A∈RN×N is a sparse matrix which has a sufficient large quantity
of zero elements. Sparse systems have arisen naturally in many numerical applications in
the fields of computational fluid dynamics, civil engineering, and economics.
Generally, the inverse matrix of a sparse matrix is dense. For example, the inverse of a
tridiagonal matrix, which is a special kind of sparse matrix, is a full matrix. Sparse systems
can be solved by iterative methods or direct methods. Conjugate gradient methods are a
popular type of iterative method, which are utilized to solve symmetric and positive-definite
sparse matrices [104]. A direct sparse matrix solver, the Y12M algorithm, is available
through NETLIB, and can be used to efficiently solve sparse systems [97, 131, 132] .
The Y12M algorithm solves large sparse systems of linear equations using row reduction
operations, in which sparse matrix, A, is stored in a sparse format. Pivotal interchanges are
used in an attempt to preserve both the stability of the computations and the sparsity of the
original matrix. In this way an LU decomposition
LU = PAQ (3.64)
77
is calculated, where P and Q are permutation matrices, L is a lower triangular matrix, and U
is an upper triangular matrix. Then (3.64) is equivalent to
LUQT = PA, (3.65)
and multiplying both sides by vector x yields
LUQT x = PAx = Pb. (3.66)
The solution to equation (3.63) is then easily obtained by solving the following lower
triangular system
Ly = Pb (3.67)
followed by the upper triangular system
UQT x = y. (3.68)
Inverting lower triangular matrix L in (3.67), yields
y = L−1Pb. (3.69)
Substituting (3.69) into (3.68) yields
UQT x = L−1Pb. (3.70)
Thus,
x = QU−1L−1Pb. (3.71)
Using this method, there is no need to store the zero elements of matrix L. This
significantly reduces the storage requirements. An approximation to the solution vector is
found by solving (3.68). The time taken depends on the dimension of the N by N matrix, the
number of the non-zero elements in the matrix, Nn, the magnitude of the non-zero elements,
and their distribution in the matrix.
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Chapter 4
NUMERICAL EXPERIMENTS UTILIZING THE LMAPS
In this chapter, we examine the suitability of the LMAPS algorithm for use with various
types of PDEs. Clearly, the main interest of this work lies in examining the performance of
the LMAPS when utilized to find approximate solutions for Poisson or Helmholtz equations
and for a variety of domains. These domains include squares and rectangles, but more
importantly also include irregular domains which are used to challenge the robustness of the
LMAPS numerical scheme. The location of the collocation points is equally important, thus,
uniformly spaced nodes are tested, along with randomly distributed collocation points. In
order to test the accuracy of the LMAPS, the approximate solutions to the Partial Differential
Equations (PDEs) are compared with the corresponding analytical solutions, in terms of
absolute errors, maximum absolute errors, and root mean squared errors.
Numerical implementations of global meshless methods often yield significantly dif-
ferent results depending on: 1) the number of collocation points; 2) the irregularity of
the domains; and/or 3) the choice of multiquadrics (MQ) or inverse multiquadrics (IMQ)
shape parameters, and a number of other possible factors. In order to demonstrate the
viability of local methods, these, and other, factors must be carefully examined. In addition
to considering 1), 2), and 3), when utilizing the LMAPS, it is important to consider the
number of nearest neighbors for collocation points, the proportion of the total collocation
points to the number of nearest neighbors, and other possible controlling factors. All of these
affect the accuracy of the LMAPS. In this chapter, the approximations arrived at through
the LMAPS are compared to the approximations found through the Local multiquadrics
Approximations (LMQ) and the Local Inverse multiquadrics Approximations (LIMQ) [77].
The following notations are used in this chapter:
– L : Ω∪Γ= [0,1]× [0,L],L ∈ Z+. Note that when L is large, the computational domain
becomes a thin rectangle;
– Sn: the number of points on unit length (0,1) when a square domain with evenly
distributed nodes is considered;
– Ni: the number of interior points. When a rectangular domain with evenly distributed
nodes is considered,Ni = S2nL+Sn(L−1). For example if L= 1, thenΩ= [0,1]× [0,1]
and Ni = S2n;
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– Nb: the number of boundary points. When a rectangular domain with evenly distributed
nodes is considered, Nb = 2(L+1)(Sn−1);
– N: the number of total collocation points, N =Ni+Nb. If L = 1, then N = (Sn+2)2;
– n: the number of points that fall within each local domain;
– c: the MQ or IMQ shape parameter;
– h: minimum grid distance, h = 1/(Sn+1);
– co: approximated optimal MQ or IMQ shape parameter;
– Nt : the number of test points for which the errors described below are calculated;
– u(x): the analytical solution to a given PDE;
– uˆ(x): an approximate solution to a given PDE;
– ux(x): partial derivative of u(x) with respect to x; i.e., ∂u(x)/∂x;
– uˆx(x): approximation of ux(x), i.e., ∂ uˆ(x)/∂x:
– The following error measures are used:
absolute error: for any j, ε j =
∣∣uˆ(x j)−u(x j)∣∣ , εx j = ∣∣∣∣∂ uˆ(x j)∂x − ∂u(x j)∂x
∣∣∣∣ ,
maximum absolute error: εm = max
1≤ j≤N
ε j, εxm = max
1≤ j≤N
εx j,
average absolute error: εa =
1
N
N
∑
j=1
ε j, εxa =
1
N
N
∑
j=1
εx j,
(4.1)
and root mean squared error:
εr =
√√√√ 1
N
N
∑
j=1
ε2j , εxr =
√√√√ 1
N
N
∑
j=1
ε2x j, (4.2)
where x = (x,y) ∈ R2 and x = (x,y,z) ∈ R3. Numerical experiments demonstrate that
εym and εzm are similar to εxm. Likewise, εya and εza are similar to εxa, and εyr and εzr
are similar to εxr. For the most part, only εm, εa, εr, εxm, εxa and εxr are shown in this
study.
4.1 The LMAPS Applied to Poisson Equations
Example 4.1.1. Consider the following Poisson equation,
∆u(x,y) = f (x,y) , (x,y) ∈Ω,
u(x,y) = g(x,y) , (x,y) ∈ Γ,
where Ω
⋃
Γ= [0,1]× [0,L]. The functions f and g are chosen according to the following
analytical solution,
u(x,y) =
1.25+ cos(5.4y+2.7)
6[1+(3x+0.5)2]
.
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Figure 4.1: The analytical solution to the Poisson equation described in Example 4.1.1.
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Figure 4.2: The average absolute errors of uˆ, εa, versus the MQ shape parameter, c, for
different values of N where L = 1 and n = 5.
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Figure 4.3: The average absolute errors of uˆx, εxa, versus the MQ shape parameter, c, for
different values of N where L = 1, and n = 5.
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Figure 4.4: The absolute errors of the LMAPS in Example 4.1.1 . Note: L = 1, n = 5,
Sn = 100, and c = 8.9.
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Figure 4.5: The average absolute errors, εa and εxa versus the number of nodes in the local
domains, n, in the domain, [0,1]× [0,1], where N = 225.
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Figure 4.6: Rate of convergence of the LMAPS in the domain, [0,1]× [0,1], where n = 5.
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Table 4.1: The Average Absolute Errors, εa and εxa, for Various Sn for the Poisson Equation
Described in Example 4.1.1. Note: L = 1, n = 5. The total number of collocation points,
N = (Sn+2)2.
Sn co εm εxm co εa εxa
3 7.0 5.37×10−3 2.31×10−2 6.5 1.00×10−3 4.27E−2
5 7.5 2.31×10−3 1.04×10−2 6.4 5.57×10−4 2.25E−2
10 5.9 7.16×10−4 2.41×10−4 6.2 2.14×10−4 7.74E−3
20 8.4 2.08×10−4 8.32×10−5 8.4 6.59×10−5 2.16E−3
40 9.8 5.45×10−5 3.23×10−5 9.8 1.81×10−5 5.81E−4
80 8.9 1.10×10−5 5.65×10−5 8.4 3.99×10−6 1.57E−4
120 1.0 7.06×10−6 2.94×10−6 1.0 2.34×10−6 2.46E−4
Table 4.2: The Average Absolute Errors, εa and εxa, for Various Numbers of Nodes in Local
Domains, n. Note: L = 1,Sn = 10.
n co εm εxm co εa εxa
4 0.6 3.27×10−2 8.87×10−2 0.6 6.92×10−3 8.51E−2
5 5.9 7.16×10−4 2.41×10−4 6.2 2.14×10−4 7.74E−3
10 6.1 6.72×10−4 4.68×10−3 6.3 1.68×10−4 4.90E−3
20 2.7 6.18×10−4 3.67×10−4 3.8 1.22×10−4 3.58E−3
30 1.1 4.56×10−4 2.69×10−3 1.1 6.52×10−5 2.11E−3
40 0.4 4.25×10−4 2.81×10−3 0.8 6.51×10−5 1.55E−3
80 0.6 3.79×10−4 2.53×10−3 0.6 6.39×10−5 1.29E−3
121 0.5 3.78×10−4 2.33×10−3 0.5 6.91×10−5 1.41E−3
Table 4.3: The Root Mean Squared Errors, εr and εxr, for Various Numbers of Collocation
Points, N. Note: n = 9, Sn = 30.
N εr εxr co L
99,232 1.10×10−4 1.52×10−3 1.6 100
198,432 1.08×10−4 1.52×10−3 1.6 200
376,992 1.11×10−4 1.53×10−3 1.6 380
496,032 1.11×10−4 1.54×10−3 1.6 500
595,232 1.11×10−4 1.52×10−3 1.6 600
694,432 1.10×10−4 1.52×10−3 1.6 700
803,552 1.09×10−4 1.52×10−3 1.6 810
922,592 1.11×10−4 1.53×10−3 1.6 930
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In this example, MQ RBFs are used in the LMAPS. The collocation points are generated
by evenly distributing the nodes throughout the domain. Figs. 4.2 and 4.3 show the average
absolute errors of uˆ and uˆx versus the MQ shape parameter c with various N. For fixed N,
the accuracy improves rapidly when c is less than 1. Figure 4.5 shows the accuracy obtained
by varying n in the unit square. The accuracy improves as n increases, up to a certain point;
in this case, when n≥ 15, the accuracy no longer improves. This implies that small values
of n can be used to obtain accurate solutions. Figure 4.6 shows the rate of convergence of
the LMAPS. As h decreases, the average absolute error decreases. The LMAPS is nearly
second-order convergent. Figure 4.4 shows the absolute errors of the approximate solution
on the entire domain [0,1]× [0,1] using n = 5,Sn = 100, and c = 8.9. Overall, the absolute
errors are very small.
In Table 4.1, the maximum and average absolute errors of uˆ and uˆx are listed for various
values N. As Sn increases, accuracy improves. In Table 4.2, maximum and average absolute
errors are computed for various n. Just as with the average absolute errors, as n increases,
beyond a certain value n, the maximum error no longer decreases. Thus, it is shown that the
LMAPS provides accurate approximate solutions, even when n is small. This implies that
small values of n can be used even when solving large-scale problems using the LMAPS.
Table 4.3 gives εr and εxr for different domain shapes. As L increase, most the global
methods are unable to handle this problem due to ill-conditioning. The LMAPS, however,
remains valid even for extremely thin rectangular domains. For example, as can be seen in
Table 4.3, when computing a solution within the domain [0,1]× [0,930] and while using
nearly one million collocation points, the LMAPS achieves accurate results. The optimal
shape parameter c is consistent, it does not depend on L. This is true because each unit
square [0, 1]× [i, i+ 1], i = 0,1, . . . ,L− 1 within the thin rectangular domain has a point
distribution similar to that obtained when solving the problem with a small square domain.
In this instance, 30×30 collocation points are distributed uniformly in each unit square of
the long rectangular domain.
In the LMAPS, the size of the matrix associated with the local linear system is relatively
small and does not vary much, as opposed to the large dense linear systems in the GMAPS.
This allows a large range of reasonable MQ or IMQ shape parameters, c. Identifying the
local domain of each node is the most time consuming part of the process. In Example 4.1.1,
the kd-tree algorithm required 655.70 seconds to find and store the local domains for each of
the 922,592 interpolation nodes. The sparse matrix solver, Y12M, require 836.80 seconds
to solve the sparse matrix (3.18) with a size of nearly one million by one million1.
1Throughout this work, all computations were carried out on an Intel Model Q9450 Core2 Quad 2.66GHz
CPU with 4GB memory, with a 128KB L1 cache, and 12Mb L2 cache.
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4.2 The LMAPS Applied to Modified Helmholtz Equations
As described in Chapter 3, when addressing Helmholtz or modified Helmholtz equations,
either the Laplacian operator or the modified Helmholtz operator can be used in (2.15). Thus,
there are two ways to apply the LMAPS to Helmholtz or modified Helmholtz equations.
In this section, L′ = ∆, as shown in (3.19). The accuracy of the LMAPS for the modified
Helmholtz differential equation is examined using MQ or IMQ RBFs and irregular domains.
Example 4.2.1. Consider the following modified Helmholtz equation,
(∆−100)u(x,y) = f (x,y) , (x,y) ∈Ω, (4.3)
with Dirichlet boundary condition,
u(x,y) = g(x,y) , (x,y) ∈ Γ, (4.4)
where f and g are chosen according to the following analytical solution,
u(x,y) = sin
pix
6
sin
7pix
4
sin
3piy
4
sin
5piy
4
.
The computational domain, Ω, is defined by the following parametric equation:
Ω= {(x,y) | x = ρ cosθ ,y = ρ sinθ ,0≤ θ ≤ 2pi}, (4.5)
where ρ = 1+cos2 (4θ) . The computational domain and the analytical solution can be seen
in Fig. 4.7. This problem is designed to demonstrate the effectiveness of the LMAPS for
solving certain particularly difficult problems, and as in Example 4.1.1, to examine a case
where the solution wildly oscillates on the domain.
In this example, the LMAPS and the LMQ, each using MQ or IMQ RBFs, are used to
solve (4.3)–(4.4). Let Nt = 172 be the number of test points. For simplicity, the test points
have been treated as interior points. Hence, the collocation points include interior, boundary
and test points, i.e., N =Ni+Nb+Nt .
Table 4.4 shows that both εr and εxr improve when N becomes larger for both the LMAPS
and the LMQ. In Tables 4.5 and 4.6, the εr and εxr errors are shown for both the LMAPS and
the LMQ, each using MQ and IMQ RBFs. The numerical results show that both methods
achieve slightly better accuracy using IMQ RBFs.
In Fig. 4.8 shows the LMAPS is more stable and accurate than the LMQ in terms of
the shape parameter c. Using the LMQ, identification of the optimal shape parameter co is
difficult because of the very narrow minimum error at c ≈ 0.98, as shown in Fig. 4.8. In
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Figure 4.7: The computational domain and the analytical solution to the modified Helmholtz
equation described in Example 4.2.1.
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Figure 4.8: The root mean squared errors, εr and εxr, versus the MQ shape parameter, c for
the variable coefficient PDE described in Example 4.3.1. Note: Ni = 6600, Nb = 300, and
n = 7.
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Table 4.4: Comparison of the Root Mean Squared Errors, εr and εxr, for the LMAPS and
the LMQ for the Modified Helmholtz Equation Described in Example 4.2.1 with Various
Numbers of Collocation Points. Note: both methods utilized MQ and nine-node local
domains.
LMAPS LMQ
Ni Nb εr εxr co εr εxr co
384 80 3.07×10−3 8.34×10−2 0.4 2.22×10−3 5.31E−2 0.5
6600 300 7.14×10−5 1.67×10−3 1.7 6.19×10−5 1.01E−3 1.4
20161 900 5.02×10−5 8.91×10−4 0.6 2.57×10−5 3.68E−4 0.8
Table 4.5: Comparison of the Root Mean Squared Errors, εr and εxr, for the LMAPS and
the LMQ for the Modified Helmholtz Equation Described in Example 4.2.1 with Various
Numbers of Points, n, in the Local Domains. Note: both methods utilized MQ, and a fixed
number of interior points, Ni = 6600, and boundary points, Nb = 300.
LMAPS LMQ
n εr εxr co εr εxr co
7 1.24×10−4 4.53×10−3 3.6 1.25×10−4 3.56E−3 0.4
9 3.01×10−4 8.73×10−3 1.7 1.88×10−4 5.26E−3 1.7
11 7.14×10−5 1.67×10−3 1.7 6.19×10−5 1.01E−3 1.4
13 3.02×10−5 1.70×10−3 0.7 1.48×10−5 5.08E−4 0.6
15 9.81×10−6 3.88×10−4 0.6 3.32×10−6 2.53E−4 0.6
Table 4.6: Comparison of the Root Mean Squared Errors, εr and εxr, for the LMAPS and
the LMQ for the Modified Helmholtz Equation Described in Example 4.2.1 with Various
Numbers of Points, n, in the Local Domains. Note: both methods utilized IMQ, and a fixed
number of interior points, Ni = 6600, and boundary points, Nb = 300.
LMAPS LIMQ
n εr εxr co εr εxr co
7 1.41×10−4 4.32×10−3 0.4 9.90×10−5 3.37E−3 0.7
9 1.90×10−4 5.31×10−3 1.4 1.71×10−4 4.79E−3 0.8
11 6.29×10−5 8.46×10−4 1.3 4.19×10−5 7.47E−4 1.2
13 1.56×10−5 5.91×10−4 0.5 1.34×10−5 5.15E−4 0.8
15 4.32×10−6 3.31×10−4 0.6 2.15×10−6 1.39E−4 0.7
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contrast, using the LMAPS finding co is not a critical issue. For the LMAPS, errors are
nearly constant for all values of c such that 1< c< 4.
An objective of local schemes is to improve the solvability of linear systems. The
LMAPS has gained an additional important advantage in regard to determination of the
optimum shape parameter, co. Since the small matrices, Pnn, are much smaller, and the
distance among the points in each local domain is approximately the same, the value of c
which optimizes the solution of the problem can also be expected to be the same. As a result,
we have regularized the construction of co. The result for co should also hold provided that
the shape of the local domains is not excessively stretched or distorted. This would hardly
be surprising, inasmuch as the all local methods seem to share a need to keep collocation
points from being excessively distorted to minimize errors.
Table 4.7: Comparison of the Root Mean Squared Errors, εr and εxr, for the LMAPS and the
LMQ for the Variable Coefficient PDE Described in Example 4.3.1 with Various Numbers of
Points, n, in the Local Domains. Note: both methods utilized MQ, and a fixed number of
collocation points, N = 1024.
LMAPS LMQ
n εr εxr co εr εxr co
9 8.36×10−4 3.48×10−3 2.0 6.51×10−4 3.43E−3 0.6
15 4.77×10−4 2.05×10−3 0.7 4.01×10−4 1.49E−3 0.6
21 4.62×10−4 1.38×10−3 0.3 3.08×10−4 1.09E−3 0.5
27 3.68×10−4 1.03×10−3 0.2 8.70×10−4 1.48E−3 0.4
33 3.09×10−4 9.74×10−4 0.2 4.14×10−4 1.20E−3 0.3
Table 4.8: Comparison of the Root Mean Squared Errors, εr and εxr, for the LMAPS and the
LMQ for the Variable Coefficient PDE Described in Example 4.3.1 with Various Sn. Note:
both methods utilized MQ and a fixed number of points in local domains, n = 9.
LMAPS LMQ
Sn εr εxr co εr εxr co
10 6.81×10−3 4.57×10−2 0.8 9.07×10−3 3.12E−2 1.3
25 8.25×10−4 5.89×10−3 2.9 1.02×10−3 5.01E−3 0.6
40 4.82×10−4 2.24×10−3 1.2 3.32×10−4 1.90E−3 0.6
55 3.09×10−4 1.26×10−3 0.9 1.63×10−4 9.96E−4 0.6
70 2.16×10−4 7.63×10−4 0.6 1.00×10−4 6.09E−4 0.6
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ε
Figure 4.9: The root mean squared errors, εr, versus the MQ shape parameter, c, for
various numbers of local domain points, n for the variable coefficient PDE described in
Example 4.3.1. Note: Sn = 30, n = 9, 15, and n = 21.
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Figure 4.10: The root mean squared errors, εr and εxr, versus the number of local domain
points, n for the variable coefficient PDE described in Example 4.3.1. Note: the total number
of collocation points, N = 144.
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Figure 4.11: The root mean squared errors, εr and εxr versus the minimum grid distance,
h for the variable coefficient PDE described in Example 4.3.1. Note: the number of local
domain points, n = 9.
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4.3 The LMAPS Applied to PDEs with Variable Coefficients
In this section, the viability of the LMAPS with second-order variable coefficient PDEs is
tested and compared to the LMQ.
Example 4.3.1. Consider the following second-order variable coefficient PDE with the
following Neumann boundary condition,
∆u(x,y)+ ycos(y)ux(x,y)+ sinh(x)uy(x,y)+10xyu(x,y) = f (x,y), (x,y) ∈Ω,
∂u(x,y)
∂n
= (sin(pix)cosh(y)− cos(pix)sinh(y)) ·n, (x,y) ∈ Γ,
where n is the outward normal vector. The non-homogeneous term, f (x,y), can be derived
from the analytical solution
u(x,y) = sin(pix)cosh(y)− cos(pix)sinh(y), (x,y) ∈ [0,1]× [0,1]. (4.6)
The domain is given by the unit square [0, 1]× [0, 1], in which the nodes are evenly
spaced. In this example, MQ RBFs are used, and the errors are calculated for the N
collocation points.
As shown in Tables 4.7 and 4.8, increasing n or Sn yields little improvement in accuracy
for either the LMAPS or the LMQ. On the other hand, the computational cost increases as n
or Sn increase.
Figure 4.9 shows the root mean squared error, εr, versus the MQ shape parameter, c, for
different values n for the LMAPS. The range of good shape parameters becomes smaller
when a larger number of nearest points, n, is used. Figure 4.10 shows εr and εxr using the
LMAPS with Sn = 10 and various n. The accuracy of the LMAPS improves rapidly as n
increases. However, the accuracy improves as n increases, up to a certain point; in this
example, when n ≥ 10, the accuracy no longer improves. In Fig. 4.11 shows the rate of
convergence of the LMAPS and the LMQ with respect to the mesh size h. Note that the
performance of the LMAPS and the LMQ are very close.
4.4 The LMAPS Applied to Near-Singular Problems
In this section, MQ RBFs and evenly spaced or randomly distributed nodes are used for the
calculations. In particular, the numerical results are constructed using quasi-random nodes
so as to insure a reasonable dispersion of the collocation points [100].
Example 4.4.1. Consider the following Poisson equation with Dirichlet boundary condition,
∆u(x,y) = f (x,y) , (x,y) ∈Ω,
u(x,y) = g(x,y) , (x,y) ∈ Γ, (4.7)
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Figure 4.12: The analytical solution to the near-singular PDE described in Example 4.4.1.
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Figure 4.13: Schematic showing quasi-randomly distributed nodes. Note: the LMAPS is
particularly suitable for solving PDEs with these types of nodes.
where Ω
⋃
Γ= [0,1]× [0,1], and
f (x,y) =
−4a2+3ar− r2
(r−a)3 , (4.8)
g(x,y) =
r2
a− r , (4.9)
with r =
√
x2+ y2. As demonstrated by [19], the exact solution is then
u(x,y) =
x2+ y2
a−
√
x2+ y2
. (4.10)
The exact solution for the case a = 1.5 is shown in Fig. 4.12. It is easy to see that f (x,y)
in (4.8) contains a singularity at the corner (1,1) for the case a =
√
2. Following this, the
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LMAPS utilizing MQ RBF is compared with the numerical results as shown in [19]. To
demonstrate the accuracy of the LMAPS in approximating the sharp spike solution, u(x,y),
two cases are considered: a = 1.6 and a = 1.5. Figure 4.13 illustrates quasi-random points
Table 4.9: The Maximum Errors, εm, εxm, and εym, for the Near-Singular Problem Described
in Example 4.4.1 with Various Numbers of Points, n, in the Local Domains. Note: a = 1.60,
Ni = 500, and Nb = 124.
n εm εxm εym
11 5.98×10−3 2.95×10−2 1.91×10−2
17 7.30×10−4 1.29×10−2 4.89×10−3
23 5.74×10−4 9.45×10−3 2.94×10−3
29 4.84×10−4 1.07×10−2 1.96×10−2
35 4.62×10−4 9.24×10−3 1.52×10−3
41 3.82×10−4 7.35×10−3 3.59×10−3
Table 4.10: The Maximum Errors, εm, εxm, and εym, for the Near-Singular Problem De-
scribed in Example 4.4.1 with Various Numbers of Interior Points, Ni, and Boundary Points,
Nb. Note: a = 1.60 and n = 41.
Ni Nb εm εxm εym
100 84 2.05×10−3 8.70×10−3 2.52×10−2
300 104 1.37×10−3 2.50×10−2 1.93×10−2
500 124 3.82×10−4 7.35×10−3 3.59×10−3
700 144 4.41×10−3 5.86×10−2 3.74×10−2
900 164 6.30×10−3 2.04×10−3 3.75×10−3
Table 4.11: The Maximum Errors, εm, εxm, and εym, for the Near-Singular Problem De-
scribed in Example 4.4.1 with Various Numbers of Points, n, in the Local Domains. Note:
a = 1.50, Ni = 900, and Nb = 164.
n εm εmx εym
23 1.61×10−2 1.35×10−1 7.59×10−2
29 1.73×10−2 2.87×10−1 1.34×10−2
35 7.77×10−3 9.06×10−2 6.02×10−2
41 6.51×10−3 1.58×10−2 6.45×10−2
47 6.96×10−3 2.85×10−2 3.81×10−2
92
0.2
0.4
0.6
0.8
0.2
0.4
0.6
0.8
0.2
1
2
3
x 10−3
xy
ε j
Figure 4.14: The absolute errors, ε j, for the near-singular PDE described in Example 4.4.1.
Note: a = 1.5, c = 0.4, Ni = 900, and n = 29.
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Figure 4.15: The absolute relative errors, εr j, for the near-singular PDE described in
Example 4.4.1. Note: a = 1.5, c = 0.4,Ni = 900, and n = 29.
Table 4.12: The Maximum Errors, εm, εxm, and εym, for the Near-Singular Problem De-
scribed in Example 4.4.1 with Various Numbers of Interior Points, Ni, and Boundary Points,
Nb. Note: a = 1.50 and n = 41.
Ni Nb εm εxm εym
100 84 4.15×10−2 1.67×10−1 5.77×10−1
300 104 2.98×10−2 8.15×10−1 2.16×10−1
500 124 3.39×10−3 6.36×10−2 2.28×10−2
700 144 5.27×10−3 6.97×10−2 4.43×10−2
900 164 6.51×10−3 1.58×10−2 6.45×10−2
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Table 4.13: The Maximum Errors, εm, εxm, and εym, for the Near-Singular Problem De-
scribed in Example 4.4.1 with Various a. Note: n = 41, Ni = 900, and Nb = 164.
a εm εxm εym
1.46 8.00×10−2 2.64×10−2 6.95×10−1
1.47 3.79×10−2 3.74×10−2 3.41×10−1
1.48 1.97×10−2 3.03×10−2 1.83×10−1
1.49 1.09×10−2 2.21×10−2 1.06×10−1
1.50 7.77×10−3 9.06×10−2 6.02×10−2
1.60 6.30×10−3 2.04×10−3 3.75×10−3
1.70 5.49×10−3 2.02×10−3 3.59×10−3
in the domain, Ω, along with uniformly spaced boundary points.
Table 4.9 shows the accuracy of the solution for various n for the case a = 1.6. One can
observe accuracy improves as n increases. Table 4.10 shows the accuracy of the solution
with various Ni and Nb. The numbers of interior points and boundary points have little
effect on the accuracy, and the LMAPS is highly accurate, even with small numbers of
interior and boundary points. For the case a = 1.6 the LMAPS’ numerical results are very
accurate and an order of magnitude better than the best result in [19].
Tables 4.11–4.12 show tests similar to those compared in Tables 4.9–4.10, but for the
case a= 1.5 instead of a= 1.6. When a= 1.5, the method in [19] yields a solution in which
the smallest error εm = 10−2; the LMAPS, however, can achieve a significantly smaller
error, εm = 10−3. Figures 4.14 and 4.15 show absolute error, ε j, and relative absolute error,
εr j, using the LMAPS for the case a = 1.5.
Table 4.13 shows the accuracy of the LMAPS solution for various values a in the
analytical solution. As a gets closer to
√
2, the problem becomes harder to handle. The
numerical results show that the LMAPS can solve the near-singular Poisson equation (4.7)
for the case a = 1.46, with a maximum error within 10−2 and without using any additional
clustering of points near the singularity.
Example 4.4.2. In this example, consider the Poisson problem (4.7) with exact solution
u(x,y) =
r2
√
a− r
r+b
− 500(x− y)
4
24
, (4.11)
where r =
√
x2+ y2, a = 1.415, and b = 0.02.
The exact solution and the source function f are shown in Fig. 4.16 and Fig. 4.17,
respectively. There are two sharp spikes at points (0,0) and (1,1) since f (1,1) =−15,861
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Figure 4.16: The analytical solution to the near-singular PDE described in Example 4.4.2.
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Figure 4.17: The force function, f (x,y), for the near-singular PDE described in Exam-
ple 4.4.2. Note: extremely divergent function values in the domain make PDEs very difficult
to solve using global methods.
and f (0,0) = 237. The solution of this problem in [19] required an enhanced number of
points near each spike and an additional smoothing scheme to remove the sharp spikes
before CS-RBFs could be used to approximate f (x,y). In contrast, by using the LMAPS,
it is easy to get the same accuracy without necessitating additional refinement near the
singularity or an additional smoothing scheme.
95
Table 4.14: The Maximum Errors, εm, εxm, and εym, for the Near-Singular Problem De-
scribed in Example 4.4.2 with Various Numbers of Points, n, in the Local Domains. Note:
MQ was utilized, Ni = 900, and Nb = 164.
n εm εxm εym
9 5.81×10−2 2.12×10−2 4.78×10−2
17 4.33×10−3 2.04×10−2 7.69×10−2
25 8.12×10−3 8.34×10−2 2.92×10−2
33 4.35×10−3 2.46×10−3 3.08×10−3
41 5.22×10−3 1.91×10−3 2.09×10−3
Table 4.15: The Maximum Errors, εm, εxm, and εym, for the Near-Singular Problem De-
scribed in Example 4.4.2 with Various Numbers of Interior Points, Ni, and Boundary Points,
Nb. Note: MQ was utilized and n = 41.
Ni Nb εm εxm εym
100 20 5.69×10−3 4.10×10−2 6.65×10−3
300 25 7.30×10−3 2.01×10−2 3.58×10−2
500 30 1.55×10−3 1.54×10−4 4.79×10−4
700 35 6.26×10−3 2.33×10−3 1.55×10−3
900 40 5.22×10−3 1.91×10−3 2.09×10−3
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Figure 4.18: The absolute errors, ε j, for the near-singular PDE described in Example 4.4.2.
Note: a = 1.415,b = 0.02, Ni = 300, and n = 29.
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In order to compare the LMAPS results to the results obtained in [19], 400 evenly spaced
test points have been used in this example. Table 4.14 shows that the number of local points,
n, has little effect on the accuracy of the solution for all cases n ≥ 17. In Table 4.15 the
accuracy of the solution does not improve when the number of collocation points increases,
but accuracy of the derivatives of the solution does improve. The absolute errors utilizing
n = 29 are shown in Fig. 4.18.
Example 4.4.3. In this example, we consider the following modified Helmholtz equation
with the following Dirichlet boundary condition [107]
(∆−10)u(x,y) = f (x,y), (x,y) ∈Ω,
u(x,y) = g(x,y), (x,y) ∈ Γ,
with domain Ω= [−0.5,0.5]× [−0.5,0.5]. Let r =
√
(x+0.5)2+(y+0.5)2. The functions
f and g are then given by
f (x,y) =
4a2−3ar+ r2
(a− r)3 −
10r2
a− r ,
g(x,y) =
r2
a− r .
The analytical solution is given in (4.10).
The analytical solution is the same as that shown in Fig. 4.12, but the domain in this
case must be shifted to [−0.5,0.5]× [−0.5,0.5]. The maximum error at 400 evenly spaced
points is tested to assess the accuracy of the LMAPS. Table 4.16 and Table 4.17, show that
an increase in the number of interior points, Ni, or the number of points in the local domains,
n, improves the accuracy slightly.
Tables 4.18–4.19 show tests similar to those compared in Tables 4.16–4.17, but for the
case a = 1.5 instead of a = 1.6. Table 4.20 shows that the LMAPS can solve the near-
singular modified Helmholtz equation for the case a = 1.47 with an error εm = 10−3 and
without the necessitating enhanced point density near the singularity in the domain.
Global methods are known to have many computational limitations, including ill-
conditioning due to a dense matrix formulation, and to the difficulties inherent in selecting
optimal MQ or IMQ shape parameters. This is particularly true when they are applied to
large-scale problems. Localized approaches, on the other hand, have proven essential for
solving large-scale realistic problems.
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Table 4.16: The Maximum Errors, εm, εxm, and εym, for the Near-Singular Problem De-
scribed in Example 4.4.3 with Various Numbers of Points, n, in the Local Domains. Note:
MQ was utilized, a = 1.6, Ni = 450, Nb = 104, and Nt = 400.
n εm εxm εym
11 3.44×10−3 4.76×10−2 2.71×10−2
17 4.47×10−4 1.41×10−2 2.34×10−2
23 3.78×10−4 6.59×10−3 2.91×10−2
29 6.21×10−4 3.06×10−3 4.31×10−4
35 6.88×10−4 1.36×10−3 2.05×10−3
41 6.57×10−4 9.58×10−3 2.02×10−3
Table 4.17: The Maximum Errors, εm, εxm, and εym, for the Near-Singular Problem De-
scribed in Example 4.4.3 with Various Numbers of Interior Points, Ni, and Boundary Points,
Nb. Note: MQ was utilized, a = 1.6, n = 41, and Nt = 400.
Ni Nb εm εxm εym
100 84 1.95×10−3 2.69×10−2 7.83×10−3
300 104 6.57×10−4 6.64×10−3 2.02×10−3
500 124 3.87×10−3 1.51×10−2 4.97×10−3
700 144 3.93×10−3 4.93×10−3 8.40×10−4
900 164 3.05×10−3 8.57×10−4 4.47×10−4
Table 4.18: The Maximum Errors, εm, εxm, and εym, for the Near-Singular Problem De-
scribed in Example 4.4.3 with Various Numbers of Points, n, in the Local Domains. Note:
MQ was utilized, a = 1.5, Ni = 1500, Nb = 164, and Nt = 400.
n εm εxm εym
9 5.86×10−2 2.61×10−2 9.82×10−3
17 5.18×10−2 3.32×10−1 6.02×10−2
24 7.07×10−4 3.16×10−2 6.22×10−3
33 8.43×10−3 1.44×10−3 5.28×10−4
41 3.56×10−3 1.68×10−3 7.46×10−4
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Table 4.19: The Maximum Errors, εm, εxm, and εym, for the Near-Singular Problem De-
scribed in Example 4.4.3 with Various Numbers of Interior Points, Ni, and Boundary Points,
Nb. Note: MQ was utilized, a = 1.5, n = 41, and Nt = 400.
Ni Nb εm εxm εym
100 84 3.65×10−2 1.93×10−1 5.13×10−1
300 104 8.27×10−3 7.66×10−2 2.82×10−2
500 124 6.69×10−3 7.99×10−2 1.57×10−2
700 144 5.06×10−3 6.51×10−4 2.20×10−2
900 164 3.56×10−3 1.68×10−3 7.46×10−4
Table 4.20: The Maximum Errors, εm, εxm, and εym, for the Near-Singular Problem De-
scribed in Example 4.4.3 with Various a. Note: n = 41, Ni = 1500, and Nb = 164.
a εm εxm εym
1.45 3.33×10−2 2.15×10−1 3.36×10−1
1.46 1.59×10−2 6.48×10−1 4.74×10−1
1.47 7.85×10−3 2.96×10−1 2.41×10−1
1.48 4.20×10−3 1.47×10−1 1.36×10−1
1.49 3.65×10−3 1.05×10−2 3.78×10−2
1.50 3.56×10−3 1.68×10−3 7.46×10−4
1.60 3.05×10−3 8.57×10−4 4.47×10−4
1.70 2.69×10−3 1.06×10−3 4.30×10−4
4.5 The Implicit LMAPS Applied to Time-Dependent Problems
Time-dependent problems can be solved by time-stepping methods, which include both
implicit and explicit time-stepping methods. Implicit time-stepping methods transform
time-dependent problems into a series of Helmholtz or modified Helmholtz equations,
which can be then solved by the LMAPS as described in Chapter 3. Therefore, this section
discusses the application of the LMAPS to time-dependent problems utilizing implicit
time-stepping methods. This modification of the LMAPS is called the Implicit LMAPS
(ILMAPS). We briefly review a one-step implicit time-stepping method in Sec. 4.5.1, and
then apply the LMAPS using modified Helmholtz operators (Algorithm I, Sec. 4.5.2) or
Laplacian (Algorithm II, Sec. 4.5.3) as the main operator in the LMAPS. In Sec. 4.5.4,
examples are given in which the LMAPS is used with MQ RBFs and with TPS RBFs.
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4.5.1 Implicit Time-Stepping Method
In this section we consider the following convection-reaction-diffusion equation
∂u
∂ t
(x, t) = ∆u(x, t)+µu(x, t)+ f (x, t) (4.12)
for all x in a closed spatial domain, Ω, with boundary, Γ, and for time, t, where u(x, t) is the
temperature at the point, x, and time t. The constant, µ , and the function, f (x, t), are known.
Two types of boundary conditions are considered:
Dirichlet: u(x, t) = h(x, t), x ∈ Γ, t ≥ 0, (4.13)
Neumann:
∂u
∂n
(x, t) = g(x, t) , x ∈ ∂Ω, t ≥ 0, (4.14)
where n is the outward unit normal vector and ∂u/∂n is the heat flux. An initial condition
is given by
u(x,0) = u0 (x) , x ∈Ω, (4.15)
Denote the time step by δt > 0, and define the grid in the time direction by tm = mδt , where
m≥ 0. For sufficiently small δt ,
∂u(x, t)
∂ t
=
u(x, tm)−u(x, tm−1)
δt
+O(δt). (4.16)
For tm−1 < t ≤ tm, we approximate u(x, t) and ∆u(x, t) by using a basic one-step difference
scheme, i.e., we let the values of these functions in the interval (tm−1, tm] be determined by
the value at tm. Then (4.12) can be discretized
u(x, tm)−u(x, tm−1)
δt
= ∆u(x, tm)+µu(x, tm)+ f (x, tm) , (4.17)
for t ∈ (tm−1, tm], and x ∈Ω. Rearranging (4.17) gives(
∆−
(
1
δt
−µ
))
u(x, tm) =− 1δt u(x, tm−1)− f (x, tm), (4.18)
where m = 1,2, . . . .
Let λ 2 = 1/δt−µ. If λ 2 > 0, the equations in (4.18) are modified Helmholtz equations,
whereas if λ 2 < 0, the equations become Helmholtz equations. In this instance, (4.18) can
be dealt with the LMAPS. In the next two sections, we provide more details about this
approach. We only focus on the modified Helmholtz equations, where λ ∈ R, to illustrate
our methods. A similar procedure can be used to extend the method when λ ∈ C/R.
100
4.5.2 Algorithm I
In this algorithm, the modified Helmholtz operator, ∆−λ 2, is used as the main operator in
the LMAPS. The function, Φ, is a solution of the following differential equation(
∆−λ 2)Φ(r) = φ(r). (4.19)
Throughout this section (Sec. 4.5), TPS RBFs are used for φ . Using (3.12) and (3.18), we
have
N
∑
j=1
Ξ j(xi)uˆ(x j, tm) =− 1δt u(xi, tm−1)− f (xi, tm), i = 1,2, . . . ,Ni. (4.20)
The Dirichlet boundary condition becomes
uˆ(xi, tm) = h(xi, tm), i =Ni+1,Ni+2, . . . ,N. (4.21)
Again, from (3.18), the Neumann boundary condition can be written as
N
∑
j=1
ϒ j(xi)uˆ(xi, tm) = g(xi, tm), i =Ni+1,Ni+2, . . . ,N. (4.22)
Note that for i = 1,2, . . . ,N, both Ξ(xi) = [Ξ j(xi)]Nj=1 and ϒ(xi) = [ϒ j(xi)]
N
j=1 have only n
non-zero elements.
4.5.3 Algorithm II
In this second approach, we keep the Laplacian, ∆, as the main operator, L′, in (4.18), which
can then be rewritten as
∆u(x, tm) =− 1δt u(x, tm−1)− f (x, tm)+λ
2u(x, tm), m = 1, 2, . . . . (4.23)
The LMAPS is used to solve (4.23), where the RBF φ is a TPS. Thus, a solution introduced
in Theorem 2.8.7 can be used. Applying (3.50) to (4.23), we have the following equations
N
∑
j=1
Λ j(xi)uˆ(x j, tm) =− 1δt uˆ(xi, tm−1)− f (xi, tm)+λ
2uˆ(xi, tm), i = 1, 2, . . . ,Ni,
(4.24)
where Λ(xi) = [Λ j(xi)]Nj=1. We can then rewrite (4.24) as
N
∑
j=1
(
Λ j(xi)−λ 2ei
)
uˆ(x j, tm) =− 1δt uˆ(xi, tm−1)− f (xi, tm), i = 1, 2, . . . ,Ni, (4.25)
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where ei = [0, . . . ,0, 1︸︷︷︸
i-th
,0, · · · ,0] and m = 1, 2, . . . . Together with equations (4.21) and
(4.22), this yields a sparse linear system. Thus, approximations, {uˆ(x j, tm)}Nj=1, can be
obtained.
In the above procedure, the TPS RBF, φ(r) = r2 ln(r), is used. Due to the conditionally
positive definiteness of the TPS, a polynomial of degree one must be added to the basis
function. However, MQ RBFs, φ(r) =
√
c2+ r2, are positive definite, which allows us to
avoid adding additional polynomials. Thus, instead of (3.50), (3.30) can be used in (4.25).
In order to use an MQ RBF, rather than a TPS, the solution, Φ(r), of ∆Φ(r) = φ(r) in
Theorem 2.8.1 is used.
The linear system generated by using the LMAPS is an N×N sparse system with N
unknowns, {uˆ(x j, tm)}Nj=1, which are approximate values of {u(x j, tm)}Nj=1. Because of
this, rather than inverting a full matrix, we need only solve a sparse system of equations.
Existing sparse system solvers allow us to easily and efficiently get all approximate solutions,
uˆ(x j), j = 1, 2, . . . , N. This is very attractive for time-dependent problems, since it allows
us to avoid solving a linear system of equations at every time step. The sparse systems
generated by the LMAPS are always the same at every time step, so we only need to invert
one sparse system. Additionally, because the system generated by the LMAPS is sparse,
solving it at each time step is always fast and efficient. Thus, the chosen time step can be as
small as needed, while maintaining reasonable computational cost.
4.5.4 Numerical Results
Throughout this section, we consider the absolute errors, εa, and the root mean squared
errors, εr. Calculations are performed for both evenly spaced nodes and quasi-randomly
distributed nodes.
Example 4.5.1. In this example, we consider a simple diffusion equation with the Dirichlet
jump boundary condition,
∂u
∂ t
(x,y, t) = ∆u(x,y, t) , (x,y) ∈Ω, t > 0 (4.26)
u(x,y, t) = 0, (x,y) ∈ Γ, t > 0 (4.27)
u(x,y,0) = 1, (x,y) ∈Ω, (4.28)
where Ω= [−0.5,0.5]× [−0.5,0.5]. The analytical solution is given by
u(x,y, t) = T (x, t)T (y, t) (4.29)
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Figure 4.19: Evenly and randomly distributed nodes for the time-dependent PDE described
in Example 4.5.1. Note: both illustrations contain the same number of nodes.
with
T (ξ , t) =
4
pi
∞
∑
i=0
(−1)i
2i+1
exp
[−(2i+1)2pi2t]cos [(2i+1)piξ ] , ξ = x,y. (4.30)
Figure 4.19 shows the domain, Ω; the upper figure shows uniform node distribution, and
the lower figure shows quasi-random interior nodes with evenly spaced boundary nodes.
Note, for both cases, in order to simplify numerical calculation, the corner points are left
out.
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Figure 4.20: The analytical solution to the time-dependent PDE described in Example 4.5.1
at t = 0.001 and t = 0.1.
Figure 4.20 shows the analytical temperature fields at t = 0.001 and t = 0.1. The tem-
perature field experiences a large jump near the boundary at t = 0, which creates a large
gradient. The large gradient makes it more difficult to approximate the temperature field
numerically.
Table 4.21 shows the comparison of the root mean squared errors, εr, for different
approximate solutions utilizing various time steps, δt . The errors are calculated on 21 by 21
evenly distributed nodes at t = 0.1. Compared to the other methods, Algorithm II using MQ
performs more accurately by one order of magnitude. The time-step size δt = 10−4 gives
the best results among all the test cases. However, as we further decrease the time step to
δt = 10−5, the errors in both methods no longer decrease. This is because in order to further
decrease the errors, we must also increase the space discretization, i.e., increase the number
of total collocation points.
Table 4.22 shows the errors using different numbers, n, of points within the local domains.
As n increases, the errors from both algorithms decrease. Again, Algorithm II using MQ
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Table 4.21: Comparison of the Root Mean Squared Errors, εr, for Different Approximate
Solutions to the Time-Dependent PDE Described in Example 4.5.1 Utilizing Various Time
Step Lengths, δt . Note: Sn = 19, n = 9, and t = 0.1.
εr
δt Alg. I TPS Alg. II MQ Alg. II TPS
10−1 1.51×10−1 1.54×10−1 1.51×10−1
10−2 8.56×10−3 1.88×10−2 1.36×10−2
10−3 2.52×10−2 8.41×10−4 4.58×10−3
10−4 6.02×10−2 4.20×10−4 6.46×10−3
10−5 6.07×10−2 1.13×10−2 7.96×10−2
Table 4.22: Comparison of the Root Mean Squared Errors, εr, for Different Approximate
Solutions to the Time-Dependent PDE Described in Example 4.5.1 with Various Numbers of
Local Domain Points, n, and at Different Times, t. Note: Sn = 19, c = 10, and δt = 10−3.
εr
n t Alg. I TPS Alg. II MQ Alg. II TPS
5 0.001 2.96×10−2 1.97×10−2 1.87×10−2
0.01 6.53×10−2 9.46×10−3 2.11×10−2
0.1 5.99×10−2 2.67×10−3 2.38×10−2
9 0.001 1.90×10−2 1.98×10−2 1.80×10−2
0.01 2.27×10−2 8.70×10−3 7.43×10−3
0.1 2.52×10−2 8.41×10−4 4.58×10−3
Table 4.23: Comparison of the Root Mean Squared Errors, εr, for Different Approximate
Solutions to the Time-Dependent PDE Described in Example 4.5.1 Utilizing Various Sn.
Note: c = 10, n = 9, δt = 10−3, and t = 0.1.
εr
Sn Alg. I TPS Alg. II MQ Alg. II TPS
9 4.46×10−2 1.42×10−3 1.08×10−2
19 2.52×10−2 8.41×10−4 4.58×10−3
29 1.72×10−2 1.73×10−3 2.91×10−3
39 1.30×10−2 1.50×10−3 2.16×10−3
49 1.05×10−2 1.65×10−3 1.72×10−3
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Figure 4.21: Comparison of different approximate solutions to the analytical solution of the
PDE described in Example 4.5.1. Note: n = 9, Sn = 19, δt = 10−5, and t = 0.001. The x
coordinate has been fixed, x = 0, in order to more clearly display the accuracy of Alg. II.
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Figure 4.22: Comparison of different approximate solutions to the analytical solution of
the PDE described in Example 4.5.1. Note: n = 9, Sn = 19, δt = 10−3, and t = 0.1. The x
coordinate has been fixed, x = 0, in order to more clearly display the accuracy of Alg. II.
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Figure 4.23: Comparison of the absolute errors, ε j, at the point (0,0) for the different
approximate solutions of the PDE described in Example 4.5.1. Note: n = 9, Sn = 19,
δt = 10−3, and t = 0.1.
106
−0.5
0
0.5
−0.5
0
0.5
0
0.01
0.02
0.03
0.04
0.05
Alg. I TPS
−0.5
0
0.5
−0.5
0
0.5
0
0.5
1
1.5
x 10−3
Alg. II MQ
−0.5
0
0.5
−0.5
0
0.5
0
0.005
0.01
Alg. II TPS
x y
ε j
x y
ε j
x y
ε j
Figure 4.24: The absolute errors, ε j, for Alg. I, Alg. II using MQ, and Alg. II using TPS, for
the time-dependent PDE described in Example 4.5.1. Note: n = 9, Sn = 19, δt = 10−3, and
t = 0.1. Alg. II using MQ, arrives at a significantly more accurate approximation than the
other two approaches.
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gives slightly better accuracy compared to the other methods.
As shown in Table 4.23, the errors, εr, decrease as the total number of collocation points
increases. In other words, for both algorithms, there is an improvement in accuracy as node
density increases. As is seen in Table 4.23, when a larger number of collocation points is
used, Algorithm II, using either MQ or TPS, yields slightly better results than Algorithm I
using TPS.
Figures 4.21 and 4.22 show the analytical and approximate temperatures in {(0,y) : y ∈
[−0.5,0.5]. When t is small, the maximum errors appear near the boundary. When t is
large, the maximum errors occur at the center nodes. In both cases, Algorithm II using MQ
outperforms the other two approaches.
Fig. 4.23 shows the absolute errors plotted against time, t ∈ [0,0.2], at center point,
(0,0), using evenly spaced nodes. Algorithm II using MQ performs significantly better than
Algorithm I, and slightly better than Algorithm II using TPS. Fig. 4.24 shows the absolute
errors, ε j, at t = 0.1 for Algorithm I using MQ, and for Algorithm II using MQ and using
TPS. Note, the error charts in Fig. 4.24, though similar in appearance, are differently scaled.
From Fig. 4.24, it can be seen that Algorithm II using MQ arrives at a significantly more
accurate approximation than the other two approaches.
Example 4.5.2. We consider the following reaction-diffusion equation
∂u
∂ t
= 0.2∆u+0.1u, 0≤ x,y≤ 2pi (4.31)
with initial condition
u(x,y,0) = cos(x)+ sin(y) (4.32)
subject to boundary conditions
u(x,0, t) = u(x,2pi, t) = exp(−0.1t)cos(x),
u(0,y, t) = u(2pi,y, t) = exp(−0.1t)(1+ sin(y)).
The exact solution of the system is given by
u(x,y, t) = exp(−0.1t)(cos(x)+ sin(y)). (4.33)
Figure 4.25 shows the analytical temperature field at t = 1. Figure 4.26 shows the rate of
convergence of the three approaches with respect to the mesh size h using an evenly spaced
node arrangement. One can observe the improvement in accuracy as nodes become denser
for all methods. Additionally, Algorithm II using TPS provides the same rate of convergence
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Figure 4.25: The analytical solution to the time-dependent PDE described in Example 4.5.2
at t = 1.
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Figure 4.26: Rates of convergence for different approximations of the time-dependent PDE
described in Example 4.5.2 at t = 1 and t = 10. Note: n = 9, δt = 0.1, c = 10.
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Figure 4.27: The absolute errors, ε j, for Algorithm I, Algorithm II using MQ and Algorithm
II using TPS, for the time-dependent PDE described in Example 4.5.1. Note: n= 9, Sn = 49,
δt = 1, c = 10, and t = 10. Algorithm II using MQ, arrives a significantly more accurate
approximation than the other two methods.
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Table 4.24: Comparison of the Root Mean Squared Errors, εr, for Different Approximate
Solutions to the Time-Dependent PDE Described in Example 4.5.2, Considering Different
Values of t, Sn, n, and δt . Note: the MQ shape parameter is fixed, c = 10.
εr
t Sn n δt Alg. I TPS Alg. II MQ Alg. II TPS
1 29 5 1 2.26×10−2 3.83×10−3 3.31×10−2
10 29 5 1 7.22×10−2 1.40×10−2 1.01×10−1
20 29 5 1 6.53×10−2 1.42×10−2 8.69×10−2
1 49 5 1 1.80×10−2 3.62×10−3 2.33×10−2
10 49 5 1 5.89×10−2 1.32×10−2 7.44×10−2
20 49 5 1 5.44×10−2 1.34×10−2 6.72×10−2
1 29 9 1 2.05×10−3 3.77×10−3 5.83×10−3
10 29 9 1 7.25×10−3 1.37×10−2 2.02×10−2
20 29 9 1 7.16×10−3 1.39×10−2 1.96×10−2
1 49 9 1 6.85×10−4 3.54×10−3 2.02×10−3
10 49 9 1 2.44×10−3 1.29×10−2 7.13×10−3
20 49 9 1 2.43×10−3 1.31×10−2 7.06×10−3
1 49 9 0.1 1.12×10−3 7.18×10−4 5.72×10−3
10 49 9 0.1 3.61×10−2 2.66×10−3 1.88×10−2
20 49 9 0.1 3.46×10−2 2.85×10−3 1.85×10−2
Table 4.25: The CPU Time in Seconds versus Sn with Various Numbers of Points in the
Local Domains for the Time-Dependent Problem Described in Example 4.5.2. Note: c = 10,
t = 20, and δt = 1.
Sn 29 29 49 49
n 5 9 5 9
Alg. I using TPS 11.84 16.27 175.70 186.53
Alg. II using MQ 10.64 11.56 176.67 177.80
Alg. II using TPS 1.92 3.33 8.75 13.13
as Algorithm I using TPS, but with slightly more accuracy. Notably, Algorithm II using MQ
performs significantly better than Algorithm I using TPS and Algorithm II using TPS, and
Algorithm II using MQ converges more rapidly than the other two approaches.
Figure 4.27 shows the absolute errors, ε j, for time t = 10, using all three approaches.
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Figure 4.28: Comparison of the root mean squared errors, εr, as a function of time, t, for
the different approximate solutions of the PDE described in Example 4.5.2. Note: n = 9,
Sn = 49, δt = 0.1, and c = 10.
Figure 4.28 shows the root mean square errors, εr, for time, t, where 0< t < 20, also using
all three approaches. Note, the error charts in Fig. 4.27, though similar in appearance, are
differently scaled. The results shown in both figures lead to the same conclusion: Algorithm
II using MQ significantly outperforms the other two approaches.
Table 4.24 compares the root mean squared errors, εr, for different approximate solutions
utilizing various total numbers of collocation points, N, different numbers of local domain
points, n, and different time step lengths, δt , at time t = 1, 10, and 20. The MQ shape
parameter, c is fixed as c = 10. For all approaches, there is a large improvement in accuracy
when N or n increases. When time step is small as δt = 0.1, Algorithm II using MQ attains
its best results and outperforms the other two approaches. When the larger time step, δt = 1,
is considered, Algorithm I using TPS and Algorithm II using TPS attain their best results
and outperforms Algorithm II using MQ. The best results obtained by Algorithm I using
TPS (εr = 6.85×10−4), Algorithm II using MQ (εr = 7.18×10−4), and Algorithm II using
TPS (εr = 2.02×10−3), are similar; however, Algorithm II using MQ outperforms the other
two approaches when n is smaller.
Table 4.25 shows efficiency using different numbers of collocation points, N, and dif-
ferent numbers of local domain points, n. Algorithm II using TPS is the most efficient,
while Algorithm II using MQ and Algorithm I using TPS require similar amounts of time
to achieve convergence to the solution. This is the two approaches which perform less
efficiently in this instance, utilize Bessel functions and a more complicated RBF.
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Figure 4.29: The analytical solution to the time-dependent PDE described in Example 4.5.3
at t = 1.
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Figure 4.30: The root mean squared errors, εr, versus minimum grid distance, h, for the
Reaction-Diffusion PDE described in Example 4.5.3. Note: n = 9, c = 10, and t = 2.
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Figure 4.31: The root mean squared errors, εr, versus time step size, δt , for the Reaction-
Diffusion PDE described in Example 4.5.3. Note: n = 9, c = 10, and t = 2.
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Figure 4.32: The root mean squared errors, εr, versus time, t, for the time-dependent PDE
described in Example 4.5.3. Note: Sn = 19, n = 9, c = 10, δt = 10−3, and t = 3.
Table 4.26: Comparison of the Root Mean Squared Errors, εr, for Different Approximate
Solutions to the Reaction-Diffusion PDE Described in Example 4.5.3, Considering Different
Values of t, Sn, n, δt , and c.
εr
t Sn n δt Alg. I TPS Alg. II MQ c Alg. II TPS
1 19 9 10−3 8.54×10−2 3.06×10−2 10 1.66×10−2
2 19 9 10−3 1.18×10−1 4.66×10−2 10 2.51×10−2
3 19 9 10−3 4.25×10−2 2.51×10−2 10 1.08×10−2
1 29 9 10−3 6.38×10−2 2.26×10−2 10 1.08×10−2
2 29 9 10−3 9.02×10−2 3.18×10−2 10 1.63×10−2
3 29 9 10−3 3.41×10−2 1.24×10−2 10 7.02×10−3
1 29 11 10−3 1.91×10−2 2.25×10−2 7 2.05×10−3
2 29 11 10−3 2.87×10−2 3.18×10−2 7 3.17×10−3
3 29 11 10−3 1.23×10−2 1.25×10−2 7 1.48×10−3
1 49 11 10−3 6.15×10−3 2.98×10−2 0.1 1.23×10−3
2 49 11 10−3 9.36×10−3 3.57×10−2 0.1 1.88×10−3
3 49 11 10−3 4.13×10−3 8.71×10−2 0.1 8.38×10−4
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Example 4.5.3. Consider the following parabolic equation
∂u
∂ t
(x,y, t) = ∆u(x,y, t)+ f (x,y, t) (4.34)
in the domain [−2,2]× [−2,2], where the forcing term, f (x,y, t), is given by
f (x,y, t) = sin(x)sin(y)(2sin(t)+ cos(t)) (4.35)
with initial condition
u(x,y,0) = 0, (4.36)
and Dirichlet boundary conditions
u(x,2, t) = sin(x)sin(2)sin(t), (4.37)
u(x,−2, t) =−sin(x)sin(2)sin(t), (4.38)
∂u
∂n
(2,y, t) = cos(2)sin(y)sin(t), (4.39)
∂u
∂n
(−2,y, t) =−cos(2)sin(y)sin(t). (4.40)
The analytical solution is given by
u(x,y, t) = sin(x)sin(y)sin(t). (4.41)
Figure 4.29 shows the temperature field at time t = 1. Figure 4.30 shows the root mean
squared errors, εr, as a function of minimum grid distance, h, using evenly spaced nodes.
Figure 4.30 also illustrates the rates of convergence of the three methods. In this instance,
Algorithm II using TPS is the most accurate.
Figure 4.31 shows the root mean squared errors, εr, as a function of time step, δt . As δt
decreases, the accuracy of all methods improves slightly. Figure 4.32 shows the root mean
squared errors, εr, as a function of time, t, where 0< t < 10. In this example, with Neumann
boundary conditions, Algorithm II using TPS performs more accurately and yields an order
of magnitude improvement over Algorithm I using TPS.
Table 4.26 shows the root mean squared errors, εr, with different numbers of nodes, N,
and numbers of nodes in the local domains, n, at different time, t. Algorithm II using MQ
is highly sensitive to the MQ shape parameter, c. For the case, Sn = 29, n = 11, a smaller
value of c, e.g., 7, gives better results than a larger value of c, e.g., 10. When Sn increases,
the total number of collocation points, N = (Sn+2)2, increases, and gives more densely
distributed nodes. In these instances, a smaller value of c is required to obtain reasonable
results, and Algorithm II using TPS outperforms the other two approaches.
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4.6 Conclusions
In this chapter, the following types of PDEs are considered:
• Poisson equations;
• modified Helmholtz equations;
• second-order PDEs with variable coefficients;
• second-order PDEs with near-singular forcing terms.
It is apparent that localized meshless methods are applicable for use with large-scale
problems such as those traditionally solved with numerical methods, including the Finite
Element Method, the Finite Difference Method, and the Finite Volume Method. Because the
proposed LMAPS is meshless, it can be easily extended to solve three-dimensional problems
even those with irregular domains. For this reason, the LMAPS could be an efficient
algorithm to solve some of the more challenging problems in science and engineering.
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Chapter 5
AN EXPLICIT LOCALIZED MAPS (ELMAPS)
5.1 Introduction
In this chapter, we focus on explicit time-stepping methods for use with time-dependent
problems. We localize the Global Method of Approximate Particular Solutions (GMAPS)
without using sparse matrix by applying GMAPS to small local domains. We call this
method the Explicit Localized Method of Approximate Particular Solutions (ELMAPS).
In order to assess the merits of this approach, we localize the Global Indirect Radial Basis
Function Collocation Method (GIRBFCM) and compare both the ELMAPS and the localized
GIRBFCM (LIRBFCM) to a third explicit time-stepping method, the Local Direct Radial
Basis Function Collocation Method (LDRBFCM).
The LDRBFCM was introduced for solving diffusion problems [116]. In this local
approach, the GDRBFCM is used on each local domain and the Radial Basis Functions
(RBFs) are used to directly approximate the solutions to PDEs. Many authors apply
the LDRBFCM to more complicated problems such as convection-diffusion problems
with phase-changes [109], continuous casting problems [111], solid-solid phase transfor-
mations [71], Navier Stokes equations [35], Darcy flow problems [70], and turbulent flow
problems [110].
The GIRBFCM was introduced in 2002 by Mai-Duy et al. [86]. As opposed to the
GDRBFCM, which uses differentiation of RBFs, the GIRBFCM uses integration of RBFs,
and thereby achieves superior accuracy with evenly spaced nodes [86]. In this study, the
GIRBFCM is applied to local domains, thus creating the LIRBFCM, which uses RBFs to
approximate the forcing term in the PDEs.
Sec. 5.2 introduces the general parabolic PDEs, as well as the explicit time-stepping
strategy, to compare the utility of the ELMAPS, the LIRBFCM, and the LDRBFCM. In
Sec. 5.3, the theoretical development of the ELMAPS and the LIRBFCM is introduced;
for completeness, the theoretical framework of the LDRBFCM is also discussed. Sec. 5.4
introduces a shape parameter scaling technique to overcome the ill-conditioned issue when
large numbers of nodes are required. Sec. 5.5 and Sec. 5.6 present numerical comparisons
of accuracy and stability of the three examined methods. Finally, the ELMAPS is used to
approximate the temperature field for a dendritic growth simulation of the solidification
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process of a pure metal (aluminum). Lastly, in Sec. 5.7, we draw conclusions regarding the
comparative accuracy and stability of the three examined methods.
5.2 An Explicit Time Discretization
In this chapter, the following diffusion equation, dealt with previously in (4.12)–(4.15), is
considered:
∂u
∂ t
(x, t) = ∆u(x, t)+µu(x, t)+ f (x, t) , x ∈Ω, t > 0 (5.1)
u(x, t) = h(x, t), x ∈ Γ, t ≥ 0, (5.2)
∂u
∂n
(x, t) = g(x, t) , x ∈ Γ, t ≥ 0, (5.3)
u(x,0) = u0 (x) , x ∈Ω, (5.4)
where µ is a constant, f (x, t) is a known forcing function, n is the outward unit normal
vector, and ∂u/∂n is the heat flux across the boundary, Γ. Just as was done in Chapter 4,
we denote the time step by δt , and define the grid in the time direction by tm = mδt , where
m ∈ N. Throughout this chapter, we discuss current and previous time steps in relation to
each other; when referring to two consecutive time steps, tm and tm−1, tm is referred to as
‘current’, while tm−1 is referred to as ‘previous’.
For tm−1 < t ≤ tm, we develop approximations of u(x, t) and ∆u(x, t) by using a one-
step difference scheme, i.e., the values of u(x, t) and ∆u(x, t) in the interval (tm−1, tm] are
determined by the value at the previous time step, tm−1. For sufficiently small δt ,
∂u(x, t)
∂ t
=
u(x, tm)−u(x, tm−1)
δt
+O(δt). (5.5)
Then (5.1) can be approximated by
u(x, tm)−u(x, tm−1)
δt
= ∆u(x, tm−1)+µu(x, tm−1)+ f (x, tm−1) (5.6)
which can be rewritten as
(1−µδt)u(x, tm) = u(x, tm−1)+δt f (x, tm−1)+µδt ∆u(x, tm−1). (5.7)
Therefore u in (5.1) can be approximated as
u(x, tm)≈ uˆ(x, tm) = (1−µδt)−1 [u(x, tm−1)+δt f (x, tm−1)+µδt ∆u(x, tm−1)] . (5.8)
This is a commonly used explicit time-stepping strategy that approximates u(x, tm) by using
the temperatures at tm−1. The right-hand side of (5.8) includes only one unknown term,
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∆u(x, tm−1). Thus, to evaluate u(x, tm), we need only find a suitable approximation to
∆u(x, tm−1).
As in the previous chapters, the collocation points in Ω are denoted by xi, i = 1,2, . . . ,N,
where N is the total number of points. The region, Ω, is divided into N overlapping local
domains, Ωi, i = 1,2, . . . ,N, where, as before, a local domain with each collocation point
such that xi ∈Ωi. In this chapter, for simplicity, we only consider two-dimensional problems.
5.3 Three Explicit Local Meshelss Methods Using RBFs
5.3.1 The ELMAPS Applied to Time-Dependent Problems
For any s = 1, 2, . . . , N, the local domain, Ωs, can be created using the nearest n neighbors
to xs, i.e., Ωs = {x[s]k }nk=1. Let the function Φ(r) be a solution of the following differential
equation
∆Φ(r) = φ(r) (5.9)
where φ(r) is a RBF. Interpolating the previous temperature field, u(x, tm−1), on Ωs using
Φ, we have
u(x[s]j , tm−1) =
n
∑
k=1
Φ(‖x j−x[s]k ‖)α [s]k , j = 1, 2, . . . , n. (5.10)
The system of equations (5.10) can be written in a matrix notation as
u[s] = Pnnα [s], (5.11)
where α [s] = [α [s]1 ,α
[s]
2 , . . . ,α
[s]
n ] and Pjk =Φ(‖x[s]j −x[s]k ‖) is the entry element of the matrix
of P at the j-th row and the k-th column, u[s] = [u(x[s]1 , tm−1),u(x
[s]
2 , tm−1), . . . ,u(x
[s]
n , tm−1)]T .
The unknown coefficients, α [s], can be obtained by inverting the matrix in (5.11), i.e.,
α [s]k =
n
∑
j=1
P−1jk u(x
[s]
j , tm−1), k = 1, 2, . . . , n. (5.12)
From (5.9) and (5.10), we have
∆u(xs, tm−1) =
n
∑
k=1
φ(‖xs−x[s]k ‖)α [s]k . (5.13)
As a result, every quantity in (5.8) is known, so
u(xs, tm)≈ uˆ(xs, tm) =(1−µδt)−1 [u(xs, tm−1)+δt f (xs, tm−1)]
+µ (1−µδt)−1 δt
n
∑
j=1
n
∑
k=1
φ(‖xs−x[s]k ‖)P−1jk u(x[s]j , tm−1). (5.14)
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This completes the formulation of the ELMAPS. In this chapter, the MQ RBF is used, i.e.,
φ(r) =
√
r2+ c2. (5.15)
By Theorem 2.8.1,
Φ(r) =
4c2+ r2
9
√
r2+ c2− c
3
3
ln
(
c+
√
r2+ c2
)
.
5.3.2 The LDRBFCM Applied to Time-Dependent Problems
Instead of interpolating u(x, tm−1) by Φ as is done in the ELMAPS, in the LDRBFCM the
previous temperatures are given by the RBFs, φ . For s = 1, 2, . . . ,N, the interpolation of
u(x, tm−1) is constructed on the local domain, Ωs, i.e.,
u(x[s]j , tm−1) =
n
∑
k=1
φ(‖x[s]j −x[s]k ‖)α [s]k , j = 1, 2, . . . ,n, (5.16)
Note that xs ∈Ωs, and xs = x[s]j for some j = 1,2, . . . ,n. It follows that
∆u(xs, tm−1) =
n
∑
k=1
ψ(‖xs−x[s]k ‖)α [s]k , (5.17)
where
∆φ(r) = ψ(r). (5.18)
To proceed, rewrite (5.16) in matrix notation, i.e.,
u[s] = Pnnα [s], (5.19)
where α [s] = [α [s]1 ,α
[s]
2 , . . . ,α
[s]
n ], and Pjk = φ(‖x[s]j − x[s]k ‖) is the matrix element of the n×
n matrix, Pnn, and u[s] = [u(x[s]1 , tm−1),u(x
[s]
2 , tm−1), . . . ,u(x
[s]
n , tm−1)]T . We determine the
coefficients, α [s], by inverting the matrix P in (5.19), i.e.,
α [s]k =
n
∑
j=1
P−1jk u(x
[s]
j , tm−1), k = 1, 2, . . . ,n.
Therefore, (5.17) becomes
∆u(xs, tm−1) =
n
∑
k=1
ψ(‖xs−x[s]k ‖)
n
∑
j=1
P−1jk u(x
[s]
j , tm−1) (5.20)
=
n
∑
j=1
n
∑
k=1
ψ(‖xs−x[s]k ‖)P−1jk u(x[s]j , tm−1), (5.21)
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where P−1jk are the coefficients associated with matrix P
−1. As a result, every quantity on
the right-hand side of (5.8) is known, thus,
u(xs, tm)≈ uˆ(xs, tm) =(1−µδt)−1 [u(xs, tm−1)+δt f (xs, tm−1)]
+µ (1−µδt)−1 δt
n
∑
j=1
n
∑
k=1
ψ(‖xs−x[s]k ‖)P−1jk u(x[s]j , tm−1). (5.22)
This completes the formulation of the LDRBFCM. For the LDRBFCM, by direct differenti-
ation we have
ψ(r) = ∆φ(r) =
r2+2c2
(r2+ c2)3/2
.
5.3.3 The LIRBFCM Applied to Time-Dependent Problems
In the LIRBFCM, the formulation of the problem starts with the representation of the
second derivatives of the previous temperature field using RBFs, φ . In R2, the partial
derivatives ∂ 2u(x, tm−1)/∂x2 and ∂ 2u(x, tm−1)/∂y2 of temperature field, u(x, tm−1), need to
be approximated.
To apply the LIRBFCM, interpolate ∂ 2u(x, tm−1)/∂ξ 2 using RBFs, φ , on local domain,
Ωi. This yields
∂ 2u(x[s]j , tm−1)
∂ξ 2
=
n
∑
k=1
φ(‖x[s]j −x[s]k ‖)α [s]k , j = 1, 2, . . . , n, (5.23)
where ξ = x or y. Let
ψ jk(ξ ) =
(
I[2]φ(‖x[s]j −x[s]k ‖)
)
(ξ ), (5.24)
where I[2] denotes integration twice with respect to ξ , as defined in Def. 2.8.1. Note that
ψ in (5.24) is no longer a RBF, and sub-indices j and k represent the integration function
evaluated at x[s]j and x
[s]
k . Also note that (5.24) is equivalent to
∂ 2ψ jk(ξ )
∂ξ 2
= φ(‖x−x[s]k ‖). (5.25)
From (5.23) and (5.25), the previous temperature field can be given by
u(x[s]j , tm−1) =
n
∑
k=1
ψ jk(ξ )α
[s]
k , j = 1, 2, . . . , n. (5.26)
The system of equations, (5.26), can be written as
u[s] = Pnnα [s], (5.27)
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where α [s] = [α [s]1 ,α
[s]
2 , . . . ,α
[s]
n ], u[s] = [u(x[s]1 , tm−1), . . . ,u(x
[s]
n , tm−1)]T , Pnn =
(
Pjk
)
n×n, and
Pjk = ψ jk(ξ ). The coefficients, α
[s]
k ,= 1,2, . . . ,n, are determined by inverting Pnn. Thus, the
spatial derivative of u(x, tm−1) with respect to ξ on local domain, Ωs, can be expressed as
∂ 2u(xs, tm−1)
∂ξ 2
=
n
∑
j=1
n
∑
k=1
φ(‖xs−x[s]k ‖)ψ−1jk (ξ j)u(x[s]j , tm−1). (5.28)
Thus, the second partial derivative of u(x, tm−1) with respect to variables x and y can be
approximated as
∂ 2u(xs, tm−1)
∂x2
=
n
∑
j=1
n
∑
k=1
φ(‖xs−x[s]k ‖)ψ−1jk (x j)u(x[s]j , tm−1). (5.29)
and
∂ 2u(xs, tm−1)
∂y2
=
n
∑
j=1
n
∑
k=1
φ(‖xs−x[s]k ‖)ψ−1jk (y j)u(x[s]j , tm−1). (5.30)
The operation of the Laplacian on temperature, u(x,y), at previous time, tm−1, at the global
point, x, ∆u(x, tm−1), is then
∆u(xs, tm−1) =
n
∑
j=1
n
∑
k=1
φ(‖xs−x[s]k ‖)
(
ψ−1jk (x j)+ψ
−1
jk (y j)
)
u(x[s]j , tm−1). (5.31)
As a result, every quantity in the right-hand side of (5.8) is known, thus,
u(xs, tm)≈uˆ(x, tm) = (1−µδt)−1 [u(xs, tm−1)+δt f (xs, tm−1)]
+µ (1−µδt)−1 δt
n
∑
j=1
n
∑
k=1
ψ(‖xs−x[s]k ‖)
[
φ−1jk (x j)+φ
−1
jk (y j)
]
u(x[s]j , tm−1).
This completes the formulation of the LIRBFCM. By direct integration [85], we then have
ψ jk(x) =
1
6
(
(x[s]j − x[s]k )2−2(y[s]j − y[s]k )2−2c2
)
(r2+ c2)1/2
+
1
2
(x[s]j − x[s]k )
(
(y[s]j − y[s]k )2+ c2
)
ln((r2+ c2)1/2+(x[s]j − x[s]k )),
ψ jk(y) =
1
6
(
(y[s]j − y[s]k )2−2(x[s]j − x[s]k )2−2c2
)
(r2+ c2)1/2
+
1
2
(y[s]j − y[s]k )
(
(x[s]j − x[s]k )2+ c2
)
ln((r2+ c2)1/2+(y[s]j − y[s]k )).
5.3.4 Conclusions
In all three methods, the time discretization is performed explicitly. However, in each
method, the MQ RBF is used to interpolate a different aspect of the problem:
122
• in the LDRBFCM, the MQ RBF is used to interpolate the previous temperature field,
u(x, tm−1);
• in the LIRBFCM, the MQ RBF is used to interpolate the derivatives of the previous
temperature field, d2u(x, tm−1)/dξ 2,ξ = x,y; or
• in the ELMAPS, the MQ RBF is used to interpolate the Laplacian of the previous
temperature field, ∆u(x, tm−1).
Throughout this section, all three methods apply the RBF collocation techniques locally
over a set of overlapping local domains, while time-stepping is performed explicitly. In each
time step, small systems of linear equations must be solved for each node and its associated
local domain. In this chapter, each method utilizes the same number of points in the local
domains, n, and thus creates n by n matrices for every collocation point. These matrices are
symmetric, and non-negative.
For certain types of problems, e.g., three-dimensional biharmonic equations, due to
the difficulty of obtaining closed-form particular solutions for complicated operators in
multi-dimensional space, some RBFs might not be suitable for the ELMAPS. However,
when this problem arises, other RBFs, such as Polyharmonic Splines, can be selected as
alternate RBFs, which allows the ELMAPS can be applied effectively to various types of
problems.
While both the ELMAPS and the LIRBFCM require integration of the MQ RBF, the
LDRBFCM requires a differentiation of the MQ RBF. The LDRBFCM can be used for
approximating solutions to any type of problems because it utilizes the direct differentiations
of the RBFs, which are always easier to obtain than the integrations of the RBFs. Thus, the
LDRBFCM can be considered as a preferable choice in the general case.
The LIRBFCM is more computationally expensive than the other two methods, since
it requires that partial derivatives, ∂ 2u(x,y)/∂x2 and ∂ 2u(x,y)/∂y2, be approximated for
every collocation point. This requires the inversion of two matrices at each time step for
every collocation point. The LIRBFCM requires integration of RBFs with respect to each
coordinate, x and y. When higher-order integrations are needed, some RBFs may not be
suitable for the LIRBFCM.
5.4 Choosing RBF Shape Parameters
For MQ and IMQ RBFs, one of the main difficulties is the choice of shape parameter. On
the other hand, the RBF shape parameter plays a major role in improving the accuracy of
numerical solutions. For both of these reasons, choice of shape parameters has been a hot
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x[s]3
x[s]5
x[s]2
x[s]4
x[s]1 = xi
←− rs=max1≤k, j≤n ‖x[s]k −x[s]j ‖
Ωs
Figure 5.1: Scaling the MQ shape parameter, c. In order to choose a proper c in a problem
with N nodes, find the longest grid distance, rs, in the local domain, Ωs, s = 1,2, . . . ,N. The
maximum rs is denoted by r0 = max
1≤s≤N
rs. The shape parameter is scaled to cr0. Ωs is the
local domain of s-th node xs.
xm
ym
x[s]2
=⇒
Ωi
Figure 5.2: Another method of scaling the MQ shape parameter, c. In order to find a value,
c, which yields a more accurate approximation, let xm =max1≤k≤n xk and ym =max1≤k≤n yk.
topic in approximation theory for the last two decades [44, 101, 106, 121, 122]. In 2000,
Zhang et al. showed that the optimal shape parameter is problem dependent [129]. Later, in
2001, Main-Duy and Tran-Cong showed that choice of the free parameter is related to the
typical grid distance [84]. In 2002, Wang and Liu [118] showed that a suitable range of shape
parameters in MQ and Gaussian RBFs can be found through condition number analysis of
the collocation matrix. In 2003, Lee et al. [77] showed that the numerical solution is less
sensitive to the choice of the free parameter when using local collocation methods rather
than the global collocation methods. Šaler et al. [116] proposed a shape parameter scaling
technique which allowed a large range of shape parameters; simultaneously, Šaler et al.
showed that higher values of c perform more accurately than smaller ones.
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In general, the optimal shape parameter depends on the node density, the node distribu-
tion, and the function values at the nodes. In the ELMAPS, the number of nodes in each
local domain is fixed. However, it is very difficult to assign different free parameters for
each local domain. We can use the following dimensionless free parameter to alleviate this
difficulty. For s = 1, 2, . . . , N, let
rs = max
1≤k, j≤n
‖x[s]k −x[s]j ‖, (5.32)
where rs is the largest grid distance within local domain, Ωs. Let
r0 = max
1≤s≤N
rs = max
1≤k, j≤n
1≤s≤N
‖x[s]k −x[s]j ‖. (5.33)
Thus, the scaling parameter, r0, is the maximum longest grid distance among local domains
Ωi, i = 1, 2, . . . , N. Following this, the MQ or IMQ shape parameter, c, is replaced by cr0.
The scaled MQ RBF can then be changed as follows:
φ(r) =
√
r2+(cr0)2, (5.34)
which implies that
φ(r) = r0
√(
r
r0
)2
+ c2, (5.35)
where 0≤ r/r0 ≤ 1. The parameter r0 re-scales the local domain with the maximum grid
distance, r0, to a local domain in which the maximum grid distance is equal to one.
On the other hand, scaling can be done in each direction, x and y, in R2. Let
xm = max
1≤ j,k≤n
‖x j− xk‖, (5.36)
ym = max
1≤ j,k≤n
‖y j− yk‖, (5.37)
where x[s]j = (x j,y j), j = 1, 2, . . . , n, and x
[s]
k = (xk,yk), k = 1, 2, . . . , n. Then every point,
x[s]j , in the domain is replaced by (x j/xm,y j/ym). The local domain and the scaled local
domain are shown in Fig. 5.2. The scaled MQ RBF can then be written
φ(r) =
√(
x− xc
xm
)2
+
(
y− yc
ym
)2
+ c2. (5.38)
Note that, if xm = ym, let xm = ym = r0, such that the scaled MQ RBF (5.38) can be simplified
as
φ(r) =
√(
r
r0
)2
+ c2, (5.39)
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which can then be used interchangeably with (5.35) when numerically approximating the
solution to PDEs using MQ RBFs.
Thus, a relatively larger MQ or IMQ shape parameter, c, can be used even for extremely
small grid distances, r0, in computations. The numerical examples in Sec. 5.5 show that
better accuracy can be achieved by using larger shape parameters. Computational cost to
find the optimal shape parameter is often very expensive by traditional searching methods;
unless the properties of the numerical implementation have already been fully studied.
−0.5 0 0.5
−0.5
0
0.5
Figure 5.3: Uniformly distributed nodes displaced via random displacement factor η = 0.2.
Note: while ELMAPS is suitable for approximating solutions to PDEs with this type of
distribution, it is less accurate in dealing with quasi-randomly distributed nodes such as
those shown in Fig. 4.13.
5.5 The ELMAPS Applied to Diffusion Equations
Throughout this section, we investigate the performance of three explicit local meshless
methods, the ELMAPS, the LDRBFCM, and the LIRBFCM, that can be implemented on
domains with evenly or randomly distributed nodes. For both evenly and non-uniform
node arrangement, in order to simplify the computations, we leave out the corner points.
The random nodes are generated from the evenly distribute nodes through the following
transformation
ξ ′i = ξi+ crηh, (5.40)
where ξ ′i is the coordinate of the random node, x′i = (x′i,y′i), and ξi is the coordinate of
the uniform node xi = (xi,yi). The constant, cr, is a random number between 0 and 1,
while h denotes the minimum distance among evenly distributed points, and η stands for a
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displacement factor. Figure 5.3 shows randomly distributed nodes, with displacement factor
η = 0.2. Larger displacement factors generate increasingly random node arrangements.
The parameter, n, stands for the number of points in the local domains, while δt stands
for the length of time step. Note, throughout this chapter, n = 5, and MQ shape parameter
c = 100, if not otherwise specified.
Example 5.5.1. Consider the following diffusion equation with the following Dirichlet jump
boundary condition, previously examined in (4.26)–(4.28)
∂u(x,y, t)
∂ t
= ∆u(x,y, t), (x,y) ∈Ω, t > 0, (5.41)
u(x,y,0) = 1,(x,y) ∈Ω∪Γ, (5.42)
u(x,y, t) = 0, (x,y) ∈ Γ, t > 0, (5.43)
where the domain Ω= [−0.5,0.5]× [−0.5,0.5]. The analytical solution is given by [52]
u(x,y, t) =
16
pi2
T (x, t)T (y, t), (5.44)
with ξ = x,y,
T (ξ , t) =
∞
∑
i=1
(−1)i exp(−(2i+1)2pi2t)cos((2i+1)piξ )
2i+1
. (5.45)
Figure 5.4 shows the accuracy of the approximate solution with various MQ shape
parameters, c, at t = 0.001, 0.01 and 0.1. The errors are calculated on 51 by 51 evenly
distributed nodes using δt = 10−5. We observe that better accuracy can be achieved with
larger shape parameters, c. On the other hand, using c = 100, the ELMAPS gives the best
numerical results, slightly outperforming the LIRBFCM.
In Fig. 5.5 we show the average errors, εa, plotted against time, t ∈ [0,0.1], using the
ELMAPS, the LDRBFCM, and the LIRBFCM with 51 by 51 evenly distributed nodes, and
δt = 10−5. The errors decrease as t becomes larger. The ELMAPS and the LIRBFCM give
better accuracy than the LDRBFCM when t is larger, however, the differences are minor.
When time is small, all three methods perform similarly.
Figure 5.6 and Fig. 5.7 show the average errors and the maximum errors, εa and εm, plot-
ted against time, t ∈ [0,0.1], using the ELMAPS, the LDRBFCM, and the LIRBFCM with
51 by 51 randomly distributed nodes with different displacement factors η = 0.05,0.1,0.2
and 0.25, and δt = 10−5. A larger η generates increasingly random nodes which give dif-
ferent numerical behaviors. For η = 0.01, the errors of the LIRBFCM and the LDRBFCM
increase slightly in comparison to the evenly distributed node arrangement, but for larger η ,
the LIRBFCM becomes divergent very quickly.
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Figure 5.8 shows the absolute errors of the three different approximate solutions at time
t = 0.001, 0.01 and 0.1, for the cross section (0,y), where y = [−0.5,0.5]. At t = 0.001, a
very challenging temperature state occurs where the temperature experiences a jump near the
boundary and therefore is difficult to approximate. The absolute errors, εa, near boundary
nodes are much larger than at the center nodes; however, for all three methods, at this time,
t = 0.001, errors are very small. The errors in the central area increase when t becomes
larger, while the errors near the boundary decrease. For t = 0.01 and 0.1, errors near the
boundary nodes are smaller. There are two reasons: (i), the analytical temperature field
becomes smoother; and (ii), the temperature at the center points are higher on the boundaries.
Overall, the accuracy of all three methods are approximately the same.
Figure 5.9 shows the accuracy of the three different approximate solutions in terms of
the time step, δt . The average errors are calculated on 51 by 51 evenly distributed nodes at
t = 0.001,0.01 and 0.1. For t = 0.001 and t = 0.01, all three methods yield the extremely
similar accuracy. The errors can be significantly reduced when changing the time step
length, δt , from 10−4 to 10−5. For longer times, such as t = 0.1, all errors are extremely
small, and there is not much difference between the three methods. On the other hand,
when we decrease the size of the time steps to 10−6, for all three methods, the errors are
not decreasing anymore. With these explicit methods, the time steps must be very small,
e.g. δt = 10−4, in order to achieve desirable accuracy. However, the ILMAPS, discussed in
Chapter 3, is able to achieve desired accuracy, even with larger time steps, e.g., δt = 10−1.
Figure 5.10 shows the rate of convergence of the three methods with respect to the
minimum grid distance, h, at time t = 0.001,0.01 and 0.1. With all three methods, one can
observe improvement of the accuracy as the nodes become denser. When time is small, all
three methods yield similar accuracy; however, when time is large, the ELMAPS is slightly
outperforms the other two methods, both in terms of accuracy and rate of convergence,
Figure 5.11 shows the absolute errors, εa, of the ELMAPS, the LDRBFCM, and the
LIRBFCM, with 51 by 51 evenly spaced points, at t = 0.001, 0.01, and t = 0.1, For the
smallest time, t = 0.001, all methods show similar accuracy and the errors at the corner
points are relatively large. This is mainly because the neighbors of the corner points include
two boundary nodes in evenly distributed node arrangement. For the longer time, t = 0.01,
all methods also show similar accuracy, but the regions of highest error move inward
towards the center. For the longest time, t = 0.1, two of the methods, the ELMAPS and
the LIRBFCM, each maintain low levels of error; for the third method, the LDRBFCM,
the region of highest error continues to move inward such that the center shows the highest
error.
Figure 5.12 shows the absolute errors, εa, of the ELMAPS, the LDRBFCM, and the
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LIRBFCM, with 51 by 51 non-uniformly distributed nodes. The results for the ELMAPS
and the LDRBFCM follow a similar pattern, in all cases, to the results obtained with evenly
distributed nodes; however, with randomly distributed node, the methods are much less
accurate. With randomly distributed nodes, the LIRBFCM performs poorly, particularly as
time becomes large.
5.6 The ELMAPS Applied to the Dendritic Growth Process
Recently, solidification modeling has become a hot topic in both the academic and industrial
worlds. Numerical modeling, using high-speed computers and parallelization techniques,
has become feasible as a tool to predict grain structures, shrinking, porosity and segregation
casting features. In this section, to simulate a grain structure problem, we utilized a dendritic
growth model of the solidification process of a pure metal.
This process can be simulated by using a diffusion equation with solidification fractions.
In [47], Gandin and Rappaz solve this model by combining the Cellular Automata (CA)
method with the Finite Element Method. In 2000, Janssens proposed a Point Automata (PA)
method for modeling recrystallization [60, 61]. In this approach, the position of new grains
is chosen randomly from the interpolation nodes in the domain. Once a point is nucleated,
it grows with respect to the heat flow and with respect to the neighborhood configuration.
This model can simulate the dendritic growth process with predetermined multiple positions
of the nuclei. In this section, we focus on the simplest case in which the solidification starts
in the center of the domain. We use the Point Automata concept with the ELMAPS in order
to construct the dendritic growth process.
Example 5.6.1. Consider the following diffusion equation,
ρC
∂T (x,y, t)
∂ t
= λ∆T (x,y, t)+ρL
∂ fs(x,y, t)
∂ t
, (x,y) ∈Ω, t ≥ 0, (5.46)
with the following Dirichlet boundary condition:
T (x,y,0) = T1, (5.47)
where ρ is the density of the alloy, C is the specific heat, L is the latent heat and λ represents
the thermal conductivity, and T2 is the initial metal temperature. A computational domain
of size 350µm by 350µm is divided into 701 by 701 automata cells, which change their
states depending on the behavior of the neighboring cells. The input parameters are shown
in Table 5.1.
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Table 5.1: Input Values for Pure Aluminum.
Physical meaning Symbol Value
density ρ 2700kg/m3
thermal conductivity λ 210W/mk
specific heat C 955.56J/m3K
latent heat L 259259.26J/m3K
initial temperature T1 770.2349K
melting temperature T2 933.45K
By the following approximations,
∂T
∂ t
=
Tm−Tm−1
δt
, (5.48)
∂ fs
∂ t
=
fs− fs0
δt
, (5.49)
the original model becomes
ρC
Tm−Tm−1
δt
= λ∆Tm−1+ρL
fs− fs0
δt
. (5.50)
The above equation can be written in the following explicit form:
Tm = Tm−1+
λ
ρC
δt∆T +
L
C
( fs− fs0) , (5.51)
where the solid fraction satisfies
fs+ fl = 1, (5.52)
and fl is the liquid fraction, and initial liquid fraction fl0 = 0, which implies that the initial
solid fraction, fs0 = 1. Moreover,
∂ fl
∂ t
=−∂ fs
∂ t
, (5.53)
and
fl(T ) =

0, T ≤ Ts,
T −Ts
Tl−Ts , Ts < T < Tl,
1, T ≥ Tl,
(5.54)
where the liquid fraction is a piecewise linear function. ∆T in (5.51) is calculated using the
ELMAPS and the fractions are updated at each time step. Each of the cells can have two
130
possible states: solid or liquid. If the growth velocity of a cell traps the closest neighbor
before this neighbor changes its state to solid, then the neighbor changes its state to solid;
otherwise, it remains liquid. The solidification process starts with only one single cell in the
middle of the computational domain, denoted by the red square in Fig. 5.13. The curvature,
interface, under-cooling, and velocity are calculated at every time step for each solid cell.
Then the degree of the angles are calculated, where the angles are pointed between the
main growth direction and the center of mass of the solid cells. Concluding this process,
the interface under-cooling temperature, and growth velocity are known; see Figs. 5.14 and
5.15.
5.7 Conclusions
In this chapter, three kinds of localized meshless methods, the ELMAPS, the LDRBFCM
and the LIRBFCM, are compared for diffusion equations with Dirichlet jump boundary
conditions, with both evenly and irregularly distributed nodes. By using a variety of
RBFs, the LDRBFCM interpolates the analytical solution, the LIRBFCM interpolates the
second derivatives of analytical solution, and the ELMAPS interpolates the Laplacian of the
analytical solution. The numerical performances of all three methods show high accuracy in
which the accuracy improves with denser nodes, and as the time step becomes smaller. On
the other hand, the ELMAPS and the LIRBFCM give slightly better results for larger times
and with evenly distributed nodes. For randomly distributed node problems, the ELMAPS
and the LDRBFCM are more stable.
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Figure 5.4: Comparison of the average errors, εa, versus the MQ shape parameter, c, for
ELMAPS, LDRBFCM, and LIRBFCM at t = 0.001, t = 0.01, and t = 0.1.
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Figure 5.5: The average absolute errors, εa, versus time, t, for the PDE described in
Example 5.5.1 with evenly spaced nodes.
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Figure 5.6: The average absolute errors, εa, versus time, t, for the PDE described in
Example 5.5.1 with randomly distributed nodes. Note: for the upper figure, η = 0.05; for
the lower figure, η = 0.1.
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Figure 5.7: The average absolute errors and the maximum absolute error, εa and εm, versus
time, t, for the PDE described in Example 5.5.1 with randomly distributed nodes. Note:
while ELMAPS and LDRBFCM each provided adequate approximations for both values of
η , LIRBFCM yielded a less accurate approximation when η = 0.2, and completely failed
when η = 0.25.
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Figure 5.8: Comparison of different approximate solutions to the PDE described in Exam-
ple 5.5.1. Note: the x coordinate has been fixed, x = 0, in order to more clearly display the
accuracy.
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Figure 5.9: Comparison of the average absolute errors, εa, versus time step length, δt , at
t = 0.001, t = 0.01, and t = 0.1 for the different approximate solutions of the PDE described
in Example 5.5.1. Note: all three methods represent similar accuracy when time is short, but
ELMAPS performs best when longer time is considered.
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Figure 5.10: The average absolute errors, εa, versus minimum grid distance, h, at t = 0.001,
t = 0.01, and t = 0.1 for the time-dependent PDE described in Example 5.5.1. Note:
ELMAPS provides the best approximation at longer time, t = 0.1.
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Figure 5.11: The absolute errors, ε j, for the time-dependent PDE described in Example 5.5.1
with evenly spaced nodes at t = 0.001, t = 0.01, and t = 0.1.
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Figure 5.12: The absolute errors, ε j, for the time-dependent PDE described in Example 5.5.1
with randomly distributed nodes with random displacement factor, η = 0.2, at t = 0.001,
t = 0.01, and t = 0.1.
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Figure 5.13: The computational domain and the initial temperature field for the dendritic
growth problem described in Example 5.6.1.
 
Figure 5.14: Approximate temperature field for the dendritic growth problem with randomly
distributed nodes described in Example 5.6.1. Note: this problem required very small time
steps, δt = 7.65×10−11. This illustration shows the temperature field after 8000 time steps.
 
Figure 5.15: Dendritic growth simulation for the dendritic growth problem with randomly
distributed nodes described in Example 5.6.1. Note: this problem required very small time
steps, δt = 7.65×10−11. This illustration shows the dendritic growth after 8000 time steps.
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Chapter 6
CONCLUSIONS AND FUTURE WORKS
6.1 Conclusions
This dissertation developed two new numerical algorithms, each of which localized the
Global Method of Approximate Particular Solutions (GMAPS). The two algorithms are
named the Localized Method of Approximate Particular Solutions (LMAPS) and the Explicit
Localized Method of Approximate Particular Solutions (ELMAPS). Both the algorithms are
used to solve various types of elliptic or parabolic Partial Differential Equations (PDEs).
The first method, the LMAPS is very simple, efficient and accurate, and is suitable for
application to large-scale problems. In particular, we have applied the LMAPS to PDEs with
irregular domains and randomly distributed nodes. Due to the nature of RBFs, the LMAPS
can be easily extended to problems in high-dimensional spaces. The LMAPS requires the
inversion of a differential operator utilizes one of several RBFs. The LMAPS is an implicit
localization of the GMAPS. The resulting linear system of equations yields a sparse system
which can be solved efficiently using any appropriate sparse system solver. We tested the
LMAPS on several elliptic and parabolic PDEs, including some near-singular problems.
The second method, the ELMAPS, works only for parabolic PDEs. Instead of formu-
lating a large dense matrix, as in the GMAPS, or a large sparse matrix as in the LMAPS,
the ELMAPS approximates a solution to the PDE at each given node by solving a small
system of equations. We successfully applied the ELMAPS to some challenging industrial
problems involving a dendritic growth simulation. The temperature field distribution during
the grain solidification process was calculate using the ELMAPS. The results agreed well
with experimental data.
For solving large-scale realistic problems, localized approaches are essential. Global
methods are known to have many limitations regarding the computability of solutions,
including ill-conditioning due to dense matrix formulations, and difficulty in selecting an
optimal shape parameter if MQ RBFs or IMQ RBFs are used. The formulations of the
localized methods offer an alternative to method of solving these larger problems, but
without the restrictions associated with solving a fully coupled linear system. Localizing
the GMAPS affected the accuracy of the numerical results, but not unduly. For small test
problems, both global and local approaches performed well; while for large problems, the
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global methods failed to converge due to intrinsic difficulties with matrix ill-conditioning.
Much as with the Finite Difference Methods or Finite Element Methods, it has long been
recognized, that with the GMAPS, restriction on the size of the computational stencil is a
necessity in order to achieve stability.
The numerical performance of the LMAPS and the LMQ are similar; however the
LMAPS is more stable in terms of finding a suitable MQ or IMQ shape parameter. For the
local methods, the size of the matrix in the local linear system can be relatively small, and
seldom varies much. This allows a wide range of reasonable shape parameters, c, as oppose
to narrow range of choices when attempting to deal with large dense linear systems.
It is apparent that meshless methods, using local schemes, can compete with traditional
numerical methods, such as the Finite Element Method, the Finite Difference Method, and
the Finite Volume Method, for solving large-scale PDEs. Due to the collocation approach,
no numerical integration is required when using the LMAPS or the ELMAPS. The numerical
results show that the ELMAPS performs best with uniform node arrangement and small
time steps; but for problems with a random node arrangement, both the LMAPS and the
ELMAPS perform with the similar accuracy.
The LMAPS, because it is an implicit method, is more stable to time step size than
the ELMAPS, which is an explicit method. Implicit methods require solving a system
of equations, and are thus more costly to implement in terms of time and used memory.
However, implicit methods are often used because many problems arising in real life are
stiff, which, for explicit methods, requires impractically small time steps to obtain stable
results. For such problems, to achieve a desired accuracy, it takes much less computational
time using implicit methods with larger time steps, even taking into account the necessity of
solving a coupled system of equations at each time step. Whether the use of an explicit or
implicit method is preferred depends upon the problem to be solved.
The proposed LMAPS and ELMAPS can be easily extended to solve three-dimensional
problems with irregular domains; this, indeed, is the strength of the two proposed methods.
Both approaches are efficient algorithms for solving some of the more challenging problems
in science and engineering. While this work has not completely validated, the LMAPS and
the ELMAPS, the results obtained and the accompanying analysis, do provide compelling
evidence as to the utility of the approaches. Similarly, these results support the idea that the
LMAPS and the ELMAPS have a substantial future in solving a wide range of challenging
science and engineering problems involving either elliptic or parabolic PDEs, or both
simultaneously.
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Table 6.1: Comparison of the LMAPS and the ELMAPS Studied in This Dissertation.
LMAPS ELMAPS
Number of local domains N N
Global matrix N×N Sparse None
Preferred δt Relative large Small
RBFs MQ, IMQ, TPS MQ
Comparisons LMQ LIRBFCM, LDRBFCM
Poisson, Helmholtz
Tested PDEs Variable coefficient PDEs Diffusion
Near-singular problems Diffusion-reaction
Diffusion-reaction
6.2 Future Work
The two localized meshless methods developed in this dissertation, the LMAPS and the
ELMAPS, can both be used for solving large-scale problems efficiently. To illustrate the
applicability and utility of these methods, we tested and compared the LMAPS and the
ELMAPS with other localized methods for solving elliptic or parabolic PDEs. As with all
new methods, thorough theoretical analysis remains to be done, and as does the possible
extension of the methods to other types of PDEs. The following topics, however, are of
particular interest:
• Extending the LMAPS and the ELMAPS for use with hyperbolic PDEs, systems of
hyperbolic equations, or systems of hyperbolic equations with variable coefficients.
These are all a very important class of PDEs, since many fluid dynamics problems are
hyperbolic in nature.
• Extending the LMAPS and the ELMAPS for use with Non-linear PDEs. As with
hyperbolic differential equations, nonlinear PDEs are intrinsically suited to describe
many fluid dynamics, and physical phenomena. The collocation and localization
techniques used in the LMAPS and the ELMAPS suggest the methods maybe suitable
for the solution of many nonlinear PDEs, if the currently documented efficiency can
be maintained.
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• Extending the LMAPS and the ELMAPS for use with larger numbers of collocation
points. This study has pushed the limit by solving large-scale problems involving
nearly one million collocation points with nothing more powerful than a personal
computer. Even for large-scale problems, such as this the LMAPS and the ELMAPS
were both able to obtain excellent results in a reasonable amount of time. However,
for both local approaches, identifying the local domain of each node is the most time-
consuming portion of the process. The nearest neighbor searching kd-tree algorithm
uses 50% of the total computational time in order to find and store all local domains
for about 106 collocation points. Clearly, a major trust for future work involves
improvement of the sorting algorithm itself.
• Developing a scaling technique for use with the LMAPS. The scaling technique used
in this study was only applicable with the ELMAPS. While the ELMAPS was able
to solve the dendritic growth simulation in the solidification process of pure metal,
that was dealt with at the end of Chapter 5, it was force to use very small time steps
because the ELMAPS is an explicit method. The LMAPS, an implicit method, would
be a better choice if an appropriate scaling technique were available.
• Finally, issues of convergence, consistency, and stability remain to be analyzed. The
intrinsic nature of the elliptic and parabolic PDEs considered in this study requires the
coupling of the interior nodes to the boundary nodes, i.e., it is necessary to avoid the
isolation of nodes. This issue can affect both computational time and the invertibility
of the matrices; therefore, this and perhaps other characteristics of the current approach
need further exploration and revision.
The wide applicability of localized meshless methods for solving difficult large-scale
problems in engineering and fluid dynamics provides a fascinating window on the future
of computational science. It seems clear that the solution of these problems lies in the
collaborative development of mathematics and computer science, which can thereby continue
the process of innovation by designing ever newer and more robust computational methods.
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Appendix A
LIST OF SOLUTIONS TO LΦ(r) = φ(r) IN R2
Instead of Tab. 2.5, we list detailed representations of Φ(r), dΦ(r)/(rdr), and ∆Φ(r) for the
use of the method of approximate particular solutions. In R2,
• ∆Φ(r) = φ(r) =√r2+ c2,
Φ(r) =
4c2+ r2
9
√
r2+ c2− c
3
3
ln
(
c+
√
r2+ c2
)
.
• ∆2Φ(r) = φ(r) =√r2+ c2,
Φ(r) =− 7
60
c4
√
r2+ c2+
2
45
c2(r2+ c2)
3
2 +
1
225
(r2+ c2)
5
2
+
2c2−5r2
60
c3 ln
(
c+
√
r2+ c2
)
+
1
12
r2c3.
• ∆Φ(r) = φ(r) = 1/√r2+ c2,
Φ(r) =
√
r2+ c2− c ln
(
c+
√
r2+ c2
)
.
• ∆2Φ(r) = φ(r) = 1/√r2+ c2,
Φ(r) =

−5c
2
√
r2+ c2
12
+
(
r2+ c2
)1.5
9
+
cr2
2
+
c(2c2−3r2)
12
ln
(
c+
√
r2+ c2
)
, r 6= 0
c3
36
(6ln(2c)−11) , r = 0
.
• ∆Φ(1)(r) = φ(r) = r2 lnr,
Φ(1)(r) =
r4 lnr
16
− r
4
32
.
• ∆Φ(n)(r) = φ(r) = r2n lnr,
Φ(n)(r) =
r2n+2 lnr
4(n+1)2
− r
2n+2
4(n+1)3
.
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• (∆−λ 2)Φ(1)(r) = φ(r) = r2 lnr,
Φ(1) (r) =

−r
2 lnr
λ 2
− 4lnr+1
λ 4
− 4
λ 4
K0 (λ r) , r 6= 0
− 4
λ 4
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λ 4
+
4
λ 4
ln
(
λ
2
)
, r = 0
.
• (∆−λ 2)Φ(2)(r) = φ(r) = r4 lnr,
Φ(2) (r) =

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.
• (∆−λ 2)Φ(n)(r) = φ(r) = r2n lnr,
Φ(n)(r) =
(
− 1
λ 2
) n
∑
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(
∆
λ 2
)i
r2n lnr− (2n)!!
2
λ 2n+2
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• (∆+λ 2)Φ(1)(r) = φ(r) = r2 lnr,
Φ(1) (r) =
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Φ(2) (r) =

−r
4 lnr
λ 2
+
8r2(2lnr+1)
λ 4
+
32(2lnr+3)
λ 6
+
64
λ 6
K0 (λ r) , r 6= 0
96
λ 6
− 64γ
λ 6
+
64
λ 6
ln
(
λ
2
)
, r = 0
.
• (∆+λ 2)Φ(n)(r) = φ(r) = r2n lnr,
Φ(r) =
(
− 1
λ 2
) n
∑
i=0
(
− ∆
λ 2
)i
r2n lnr− (−1)
n(2n)!!2
λ 2(n+1)
K0 (λ r) .
• (∆2−λ 4)Φ(1) (r) = r2 lnr,
Φ(1) =

−r
4 lnr
λ 4
− 64lnr+96
λ 8
− 16
λ 8
(2K0 (λ r)−piY0 (λ r)) , r 6= 0
64
λ 8
(
γ+ ln
(
λ
2
))
− 96
λ 8
, r = 0
.
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• (∆2−λ 4)Φ(3)(r) = φ(r) = r6 lnr,
Φ(3)(r) =

−r
6 lnr
λ 4
− 576r
2 lnr+480r2
λ 8
− 576
λ 5
(2K0 (λ r)+piY0 (λ r)) , r 6= 0
0, r = 0
.
1
r
∂Φ(3) (r)
∂ r
=

−r
4 (6lnr+1)
λ 4
− 384(3lnr+4)
λ 8
+
576
λ 9r
(2K1 (λ r)+piY1 (λ r)) , r 6= 0
192
λ 8
(
11−6γ−6ln
(
λ
2
))
, r = 0
.
∆Φ(3) (r)=

−384(6lnr+11)
λ 8
− 12r
4 (3lnr+1)
λ 4
− 576
λ 8
(2K0 (λ r)−piY0 (λ r)) ,
r 6= 0
−384
λ 8
(
11−6γ−6ln
(
λ
2
))
, r = 0
.
• (∆2−λ 4)Φ(4)(r) = φ(r) = r8 lnr,
Φ(4)(r) =

−r
8 lnr
λ 4
− 192r
4 (12lnr+7)
λ 8
− 12288(12lnr+25)
λ 6
−36864
λ 12
(2K0 (λ r)−piY0 (λ r)) , r 6= 0
12288
λ 12
(
−25+12γ+12ln
(
λ
2
))
, r = 0
.
1
r
∂Φ(4) (r)
∂ r
=

−r
6(8lnr+1)
λ 4
− 1536r
2(6lnr+5)
λ 8
− 147456
r2λ 12
+
36864λ
λ 12r
(2K1 (λ r)−piY1 (λ r)) , r 6= 0
0, r = 0
.
∆Φ(4) (r) =

−16r
6 (4lnr+1)
λ 8
− 3072r
2 (12lnr+13)
λ 8
−36864
λ 10
(2K0 (λ r)+piY0 (λ r)) , r 6= 0
−384
λ 8
(
11−6γ−6ln
(
λ
2
))
, r = 0
.
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• (∆2−λ 4)Φ(n) (r) = r2n lnr,
Φ(n) (r) =− 1
λ 4
m
∑
i=0
(
∆2
λ 4
)i
r2n lnr− (n)!
2
λ 2(n+2)
(
2K0 (λ r)+(−1)n+1piY0 (λ r)
)
.
• (∆2+λ 4)Φ(n) (r) = r2n lnr,
Φ(n) =
1
λ 2
m
∑
i=0
(
−∆
2
λ 4
)i
r2n lnr+
(−1)m (n)!2
λ 2(n+2)
(
2K0 (λ r)+(−1)n+1piY0 (λ r)
)
.
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Appendix B
LIST OF SOLUTIONS TO LΦ(r) = φ(r) IN R3
In R3, we have following results:
• ∆Φ(r) = φ(r) =√r2+ c2,
Φ(r) =

2r2+5c2
24
√
r2+ c2+
c4
8r
ln(r+
√
r2+ c2)− c
3
3
− c
4 ln(c)
8r
, r 6= 0
0, r = 0
.
• ∆Φ(r) = φ(r) = 1/√r2+ c2,
Φ(r) =

√
r2+ c2
2
+
c2
2r
ln
r+
√
r2+ c2
c
− c
2
, r 6= 0
0, r = 0
.
• ∆2Φ(n)(r) = φ(r) = r2n−1,
Φ(n)(r) =
(2n)!r2n+3
(2n+4)!
=
r2n+3
(2n+1)(2n+2)(2n+3)(2n+4)
.
• ∆mΦ(r) = φ(r) = r2n−1,
Φ(r) =
(2n)!r2n+2m
(2n+2m)!
.
• (∆−λ 2)Φ(1)(r) = φ(r) = r,
Φ(1) (r) =

− r
λ 2
− 2
λ 4r
+
2e−λ r
λ 4r
r 6= 0
− 2
λ 3
, r = 0
.
• (∆−λ 2)Φ(n)(r) = φ(r) = r2n−1,
Φ(n)(r) =−
n
∑
i=0
(2n)!r2n−2i−1
(2n−2i)!λ 2i+2 +
2(2n)!
λ 2n+2
exp−λ r
r
.
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• (∆+λ 2)Φ(1)(r) = φ(r) = r,
Φ(1) (r) =

− r
λ 2
+
2
λ 4r
− 2exp
−λ r
λ 4r
, r 6= 0
2
λ 3
, r = 0
.
• (∆+λ 2)Φ(n)(r) = φ(r) = r2n−1,
Φ(n)(r) =−
n
∑
i=0
(−1)i(2n)!r2n−2i−1
(2n−2i)!λ 2i+2 +
2(−1)i(2n)!
λ 2n+2
exp−λ r
r
.
• (∆2−λ 2)Φ(2n−1) (r) = r2n−1,
Φ(n) =− 1
λ 2
m
∑
i=0
(
∆2
λ 2
)i
r2n−1+
(2n)!
2λ n+2r
(
e−
√
λ r +(−1)n cos
(√
λ r
))
.
• (∆2+λ 2)Φ(n)(r) = φ(r) = r2n−1,
Φ(n) =
1
λ 2
m
∑
i=0
(
−∆
2
λ 2
)i
r2n+1+
(−1)m+1 (2n)!
2λ n+2r
(
e−
√
λ r +(−1)n cos
(√
λ r
))
.
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