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Asymmetry in the reconstructed deceleration parameter
Carla Bernal,∗ Vı´ctor H. Ca´rdenas,† and Veronica Motta‡
Instituto de F´ısica y Astronomı´a, Facultad de Ciencias,
Universidad de Valpara´ıso, Av. Gran Bretan˜a 1111, Valpara´ıso, Chile
We study the orientation dependence of the reconstructed deceleration parameter as a function
of redshift. We use the Union 2 and Loss datasets, by using the well known preferred axis discussed
in the literature, finding the best fit reconstructed deceleration parameter. We found that a low
redshift transition of the reconstructed q(z) is clearly absent in one direction and amazingly sharp
in the opposite one. We discuss the possibility that such a behavior can be associated with large
scale structures affecting the data.
PACS numbers:
I. INTRODUCTION
Although the ΛCDM model still remains as the sim-
plest model that fits the observational data, implying the
universe is currently expanding at an accelerated rate
[1, 2] driven by the cosmological constant Λ, the model
is unable to explain both the order of magnitude of its
strength and why we live in such a special epoch where
both the contribution of this constant and of dark matter
are of the same order of magnitude.
As a departure from this cosmological constant con-
tribution, cosmologists have proposed the idea of dark
energy (DE) [3], a theoretical fluid model character-
ized by a dynamical equation of state (EoS) parameter
p/ρ = w(z), with z being the redshift. If this parameter
is constant and equal to w = −1, it corresponds to the
cosmological constant. The source of this dynamical DE
could be either a new field component filling the universe,
as a quintessence scalar field [4], or a modifying gravity
[5].
Another venue explored to tackle this problem is based
on relaxing the Copernican Principle (CP). This was,
in fact, proposed shortly after the discovery of the ac-
celerated expansion [6],[7]. In this case, the effect of
DE could be explained away by large-scale nonlinear in-
homogeneities. Almost all the work have been based
on the spherically symmetric Lemaitre-Tolman-Bondi
(LTB) model. In this context, a typical scenario that
can mimic the late-time behavior of the ΛCDM model
consists of positioning the observer near the center of a
deep void 1 − 3 Gpc wide. The vast literature on in-
homogeneous studies, in particular the LTB models, is
summarized in [8], and [9].
Although it seems unnatural to assume we live inside a
huge void (larger than the observed ones), the lesson here
is that by modifying the theory through which we inter-
pret the data, it is possible to abandon the also unnatural
assumption of the existence of a negative pressure fluid
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acting only recently.
Assuming the CP is valid, direct explorations of possi-
ble departures from the ΛCDM model have been focused
mainly through parameterizing specific physical quanti-
ties. For example, there are models where the EoS pa-
rameter w(z) is parameterized, others where the decel-
eration parameter q(z) = −a¨a2/a˙ is parameterized, and
also those where the DE density ρde(z) is directly param-
eterized.
One of the lessons we have learned from these stud-
ies is the apparent existence of a tension between the
low-redshift observational constraints, and those from
high-redshift. For example, there is evidence that the
constraints obtained from SNIa, or gas mass fraction in
galaxy clusters, points to a different region in the param-
eter space than those derived from baryon acoustic oscil-
lation (BAO) and cosmic microwave background (CMB)
data [10–15]
As was showed in [14], once we use models that allows
variations, whether in the EoS parameter w(z) or in the
DE density X(z) = ρde(z)/ρde(0), the reconstructed de-
celeration parameter q(z) shows a low-redshift transition
when SNIa and gas mass fraction in cluster datasets are
used. The evidence for such transition disappears once
data from BAO and CMB are added. Then an impor-
tant connection was recognized. In [16, 17] the authors
showed that, using the data from SNIa through the lu-
minosity distance obtained from an LTB model, a sim-
ilar low-redshift transition in the effective deceleration
parameter appears, implying that such a feature can be
considered a signal of the existence of a void (underden-
sity) in our neighborhood.
A similar tension between the low-redshift observa-
tional constraints and those from high-redshift also man-
ifest in measurements of H0, as was recently studied in
[18], where a strong tension is found by comparing local
measurements of H0 and t0 with those from Planck. This
tension emerges using the ΛCDM model as the “base”
model. Although simple extensions of the ΛCDM model
were studied, not all of them alleviated the tension. In
[19] the authors showed that the assumption of a large
local under-density on radial scales of a few Mpc it is
enough to alleviate such a tension.
Besides the already mentioned tension, during the last
2years several works indicate the existence of a preferred
direction of expansion. For example, the large scale bulk-
flow [20–24], the low multipoles alignment in the CMB
angular power spectrum [25], the large scale alignment of
quasar polarization [26], and studies using SNIa [27–35].
These studies reported a dipole anisotropy within 1− 2σ
confidence level intriguingly pointing towards the same
direction. It is also interesting to notice that some au-
thors conclude that such asymmetry in SNIa data could
emerge from a systematic error [36] or simply it does not
exist [37]. Of course, there is also the interesting possi-
bility that this behavior is caused by new physics.
Certainly both, a possible existence of a huge structure
in our neighborhood, and the asymmetry in parameter
fitting emerging from the use of low-redshift data, are
connected. In this way we use the result of [16] as our
main hypothesis in this work.
In this paper we want to use the reconstructed decel-
eration parameter as a probe for hints of a local under-
density and then delve into the effects of orientation on
the reconstruction of the deceleration parameter.
It is the purpose of this paper to explore how the re-
constructed deceleration parameter behaves once the po-
sition of the SNIa in the sky is taken into account. In the
next section we discuss the data we use in the calcula-
tions, and present the procedure used to find the change
in the deceleration parameter. In section III we discuss
the orientation dependence separating the data in hemi-
spheres. Next, we describe our analysis using four regions
with equal number of data points. Finally, we show and
discuss the results.
II. THE UNION 2 DATA SET
In our previous work on the reconstruction of the de-
celeration parameter we have made use of different SNIa
datasets. For example, we have worked with the Con-
stitution [38], the Union 2 [39], the Union 2.1 [40], and
the Loss-Union [41] sets. Because we are interested in
studying the effects of the orientation dependence of the
data we decided to use a well studied dataset for which
different methods have found the same dipole anisotropy.
In this work we chose to work with the Union 2 set.
The Union 2 dataset consist of 557 SNIa in the range
0.015 < z < 1.4. Union 2 join the Union dataset [42], six
SNIa at high redshift found by the Hubble Space Tele-
scope, and low and intermediate redshift data from [43]
and [44], respectively.
To start with, let us perform the reconstruction using
all the data, without considering their position in the
sky. This is actually a calculation already made in [11]
and [12].
We begin recalling that the co-moving radial coordi-
nate is
r(z) =
c
H0
∫ z
0
dz′
E(z′)
, (1)
in a flat universe, where E(z) = H(z)/H0 is the reduced
Hubble function. Assuming an EoS parameterized by
[45, 46]
w(z) = w0 +
w1z
1 + z
, (2)
the reduced Hubble function takes the form
E2(z) = Ωm(1 + z)
3 + (1 − Ωm)X(z), (3)
where Ωm comprises both the baryonic and non baryonic
DM, and
X(z) = e−
3w1z
1+z (1 + z)3(1+w0+w1). (4)
From this, following previous works [11, 12], we recon-
struct the deceleration parameter function
q(z) = (1 + z)
1
E(z)
dE(z)
dz
− 1. (5)
Here we perform the calculation considering error prop-
agation, and display it in Figure 1. Using the best fit
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FIG. 1: Using the Union2 data set we plot the deceleration
parameter with error propagation at 2σ. Here is possible to
note a transition of q(z) a low-redshift at 1σ C.L.
values found for the parameters – Ωm = 0.420 ± 0.068,
w0 = −0.86 ± 0.38, and w1 = −5.5 ± 5.9 – the recon-
structed deceleration parameter shows a rapid variation
at small redshift, a feature that is also apparent at ∼ 1σ
C.L.
Although intriguing, the feature has a low statistical
significance. To study the consistency of the data with
the ΛCDM model we follow the method proposed in [47],
where the distance dσ (in units of σ) from the best fit
point to the ΛCDM model is defined through the relation
1− Γ(1,∆χ2/2)/Γ(1) = Erf(dσ/
√
2), (6)
where the left hand side is the cumulative distribution
function (for two parameters), and ∆χ2 = χ2(w0,w1) −
χ2min is the χ
2 difference between the best fit and the
ΛCDM point (w0 = −1, w1 = 0). In our case, the Union
2 set – under this model – is only 0.62σ away from the
ΛCDM.
3As was shown in [14], the low redshift transition of q(z)
at 2σ C.L is observed in both the more recent SNIa data
and gas mass fraction data from galaxy clusters. The
idea here is to study how this picture changes once the
position of the SNIa data is taken into account.
III. TESTING THE ORIENTATION
DEPENDENCE USING HEMISPHERES
In this section we make use of previous works using the
Union 2 set, which determine the maximum and mini-
mum acceleration direction. In particular, we use the re-
sult of [27] using the hemispherical asymmetry technique,
were they found a dipolar asymmetry with a maximum
acceleration towards (l, b) = (309o, 18o) and a minimum
acceleration towards (l, b) = (129o,−18o), in galactic co-
ordinates (see Fig.(2)).
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FIG. 2: Union 2 data set is plot using galactic coordinates.
The points marked by a green (red) star correspond to the
points of maximum (minimum) acceleration found in [27].
We start, in this section, by separating the SNIa data
in two sets, each one belonging to an hemisphere. In the
hemisphere corresponding to the maximum acceleration
there are 116 supernovae and in the other the remaining
441. This huge asymmetry in the distribution is essen-
tially due to the fact that in the minimum acceleration
hemisphere, we found the SDSS stripe of SNIa data.
The best fit values in each hemisphere are displayed in
Table I:
χ2min/dof Ωm ω0 ω1
A 103.65/113 0.21± 0.64 −1.3± 1.2 1.5± 3.4
B 427.57/438 0.46± 0.06 −0.41± 0.53 −9.2± 7.3
TABLE I: Best fit values of the cosmological parameters for
the two hemispheres. Row A for the 116 SNIa in the max-
imum acceleration hemisphere. Row B the 441 SNIa in the
opposite direction. See also Fig.(3).
We notice that the transition feature at low redshift is
only evident in the direction of the minimum accelera-
tion, meanwhile in the opposite direction the best fit is
FIG. 3: Here we show the reconstructed deceleration param-
eter q(z) using data from two hemispheres. The upper panel
showing the one around the maximum acceleration point, and
the bottom the one in the opposite direction. See Table I for
the best fit values for each case.
in agreement with ΛCDM. Following the same procedure
as in the previous section, we can estimate the confidence
for each set of best fit parameters. In the case of the 116
SNIa in the maximum acceleration hemisphere we get a
distance of 0.31σ away from the ΛCDM point. In the
other hemisphere – in which we observe the low redshift
transition of the reconstructed q(z) – we get a distance
of 1.76σ away from the ΛCDM best fit.
We also notice a large difference in Ωm best fit be-
tween hemispheres. This shows us how much the model
(our CPL w0w1CDM) needs to stretch itself, once the
direction of the SNIa is taken into account. Using the
result of [16] as our main hypothesis – that a low red-
shift transition of q(z) can be considered a signal for a
local under-density – the result we have found indicates
the data (Union 2 set) is able to detect such an under-
density only in one (hemisphere) direction of the sky.
This implies that the assumption of a spherically sym-
metric model for such under-density is not a good idea.
Moreover, this result probably suggest the use of a metric
with a dipolar asymmetry.
At this point, we would like to discuss some of the
preliminary results we have found. First of all, we have
to stress that only SNIa data have been used. The low
redshift transition apparent in Figures 1 and 3 disap-
pear once data from baryon acoustic oscillation (BAO)
and cosmic microwave background radiation (CMBR) are
taken into account. In this sense, we are exploring a pos-
4sible cause of the original tension between low and high
redshift observational constraints discussed in the intro-
duction. In this case, as is also the case with a similar
tension in the determination of H0, the origin seems to
be, as the authors in [19] suggest, the existence of a local
under density. However, in this work we add that such
under density is only effective in one direction on the sky.
It is also worth notice the effect of the number of points
used in each hemisphere. The set pointing towards the
maximum acceleration has only 116 SNIa. Although the
best fit is only 0.3σ away from the ΛCDM values, indicat-
ing these data points are in agreement with the concor-
dance model, the sparsity of data points increases the er-
rors considerably. The actual redshift distribution is also
worth mentioned in this context. In this hemisphere most
of the data, around 65 points, have z < 0.2, with no data
in the range 0.2 < z < 0.3, with 45 points distributed
around redshift z ≃ 0.5, and almost one point for every
redshift bin (△z = 0.1) for z > 0.8. The other hemi-
sphere has a greater number of data points (441) with a
redshift distribution that, although decreasing with red-
shift, it still maintain a large number of data points per
redshift bin (△z = 0.1) until z ≃ 1.4.
IV. ANALYSIS BY REGIONS
The results obtained in the previous section used two
sets of data with a very different number of points each.
In this section we select regions in the sky, around the
points of maximum and minimum acceleration, trying to
get two sets of data of approximately the same number
of points.
Given that by separating in hemispheres produces that
one of them has only a hundred data points, we decided to
study regions containing at least 50 data as a minimum.
Then, we increase the number of points to 100, 150 and
200.
The regions consist of circular patches around the
centers of maximum and minimum acceleration (found
through the hemisphere comparison method by [27]).
Given the anisotropic distribution of data, the regions
have very different sizes. In what follow we present the
analysis considering four regions: A with 50, B with 100,
C with 150 and D with 200 data points.
A. Region A
Let us discuss first the case having approximately 50
data points around each region.
Towards the minimum acceleration region, we select 56
SNIa points with the redshift distribution shown in Fig.
4. Notice the lack of data for redshift larger than 0.655.
The best fit values for our model gives, Ωm = 0.07±0.61,
w0 = 0.25± 0.59, and w1 = −6.7± 8.4.
The reconstructed deceleration parameter with error
propagation at one sigma is also shown in Fig. 4. Al-
FIG. 4: Redshift distribution for 56 SNIa around the mini-
mum acceleration region, and the reconstructed deceleration
parameter. The shaded region shows the 1σ error propaga-
tion.
though the best fit curve transit from an accelerated
phase to a decelerated one around z ≃ 0.1, the recon-
struction function does not shown any transition at one
sigma. Actually, apparently there is no signal for the
well known decceleration/acceleration transition occur-
ring around z ≃ 0.6.
Given that more than a half of the data (33 points)
have redshifts z < 0.1, they certainly dominate the pa-
rameter estimation process, leading to this opposite tran-
sition (a q(z) changing from q < 0 for z > 0.1 to q > 0
for z < 0.1). Although this feature is statistically neg-
ligible in this particular case, the increment of the size
of the region and with that, the number of data, the
feature seems to persist as we will see, indicating a less
negative q for z < 0.05 than for larger redshifts. In the
direction around the maximum acceleration, we select 51
SNIa data points. The redshift distribution is shown in
Fig. 5.
Most of the data points are concentrated for z < 0.1,
but this time there are 25 points around z ≃ 0.55 and two
SNIa with redshifts higher than 1. The best fit values for
our model gives, Ωm = 0.25± 0.57, w0 = −1.4± 1.4, and
w1 = 1.8±4.2. The reconstructed deceleration parameter
is also shown in Fig. 5. Here is clear that the best fit
is consistent with a deceleration/acceleration transition
around z ≃ 0.8, in agreement with ΛCDM. However, as
is also the case around the minimum acceleration region,
the trend disappear at 1σ.
As a matter of conclusion, the use of nearly 50 data
points per region, seems to be not enough to infer any
clear trend. However, the best fit curve obtained in both
cases, turns out to be in agreement with the behavior
once more data is added.
5FIG. 5: Redshift distribution for 51 SNIa around the maxi-
mum acceleration region, and the reconstructed deceleration
parameter. The shaded region shows the 1σ error propaga-
tion.
B. Region B
Lets try now regions containing nearly 100 data points
each. This particular case is of interest also in compari-
son with the results from the analysis with hemispheres.
In fact, here we have about 100 data points around the
maximum acceleration, as was also the case in section
III, but the difference here is that around the minimum
region we are taking only 100 points instead of the more
than 400 used in that case.
Towards the minimum acceleration region, we select 96
SNIa points with the redshift distribution shown in Fig.
6. Notice the redshift distribution is now better than
those with 50 data points (see Fig.4). Now the range
between 0.1 < z < 0.7 has 57 points well distributed,
although still there is a gap in the range 0.7 < z < 0.9.
The best fit values for our model gives, Ωm = 0.66±0.01,
w0 = 3.9± 4.3, and w1 = −85± 77.
The reconstructed deceleration parameter with error
propagation at one sigma is also shown in Fig. 6. In this
case the best fit curve shows a sharper transition at low
redshift than the global one (see the reconstructed q(z)
of Fig. (1) obtained with all data that peaked down to
≃ −0.5, meanwhile here the reconstructed peaked down
to ≃ −2!!). As we mentioned before, the trend of q(z)
increasing from z ≃ 0.1 to z = 0 that appears in the case
using only 50 data points, here emerges strongly, even at
1σ.
In the direction around the maximum acceleration, we
select 101 SNIa data points. The redshift distribution
is shown in Fig. 7. Most of the data points are still
concentrated for z < 0.2, but this time there are 37 points
around z ≃ 0.55. The best fit values for our model gives,
FIG. 6: Redshift distribution for 96 SNIa around the mini-
mum acceleration region, and the reconstructed deceleration
parameter. The shaded region shows the 1σ error propaga-
tion.
FIG. 7: Redshift distribution for 101 SNIa around the maxi-
mum acceleration region, and the reconstructed deceleration
parameter. The shaded region shows the 1σ error propaga-
tion.
Ωm = 0.20± 0.72, w0 = −1.2± 1.2, and w1 = 1.4± 3.3.
The reconstructed deceleration parameter is also
shown in Fig. 7. Here is clear that the best fit is
again consistent with a deceleration/acceleration transi-
tion around z ≃ 0.8, in agreement with ΛCDM. However,
as is also the case using 51 data points, the trend disap-
pear at 1σ (see Fig. 5).
The use of nearly 100 data points per region is now
enough to make a clear difference between the behavior
6of the reconstructed q(z): towards the minimum acceler-
ation region, the low redshift transition is clearly visible
even at one sigma, but in the opposite direction the trend
is completely different, being marginally consistent with
ΛCDM. We have to stress here that a low redshift tran-
sition of q(z), a bump in the region 0 < z < 0.2, occurs
in a region with a robust number of data points (see Fig.
6).
C. Region C
In this region we select around 150 SNIa per region.
In the one pointing to the minimum acceleration we get
152 data points, from which we obtain the best fit shown
in Table II. The redshift distribution is shown in Fig.8.
The reconstructed deceleration parameter is also shown
FIG. 8: Redshift distribution for 152 SNIa around the mini-
mum acceleration region, and the reconstructed deceleration
parameter. The shaded region shows the 1σ error propaga-
tion.
in that figure.
χ2
min
/dof Ωm ω0 ω1
Region C
1) 124.03/133 0.17± 1.24 −1.1± 1.7 1.2± 3.8
2) 134.10/149 0.44± 0.13 −0.07± 0.96 −12± 14
Region D
1) 190.72/194 0.40± 0.08 −0.64± 0.77 −7.9± 9.6
2) 185.284/196 0.47± 0.11 −0.1± 1.1 −14± 16
TABLE II: Constraints on the cosmological parameters of
CPL model for the two levels. Region C take approxi-
mately 150 SNIa points, and Region D approximately 200
SNIa points. The number 1) is for direction of maximum
acceleration, 2) is for direction of minimum acceleration.
The same is done for the opposite direction, that point-
ing towards the maximum acceleration. In this case we
select 136 data points. The redshift distribution is shown
in Fig. 9
FIG. 9: Redshift distribution for 136 SNIa around the maxi-
mum acceleration region, and the reconstructed deceleration
parameter. The shaded region shows the 1σ error propaga-
tion.
As we notice looking at Fig. 8 and 9, using 150 data
points we obtain essentially the same results as in the
previous section (using around 100 points) and those ob-
tained in section III using the hemispheres. However
it is interesting to notice that, as we have mentioned
before, from Fig. 8 it is clear that at 1σ the deceler-
ation/acceleration transition occurring around z ≃ 0.5
is clearly visible in the reconstructed q(z), at the same
level as is also visible the low-redshift transition (around
z ≃ 0.2). In the opposite direction, from Fig. 9 at 1σ
is not possible to talk about a deceleration/acceleration
transition of q(z).
It is interesting to investigate what happens once we
add more data points per region. We select around 200
data points for region D. Our results show that the be-
havior found in that case persist once more data is added.
D. Region D
In the region pointing towards the minimum accel-
eration we select 199 SNIa, and in the opposite direc-
tion (towards maximum acceleration) we select 197 SNIa.
The redshift distribution and the reconstructed deceler-
ation parameter in the first case are displayed in Fig. 10
meanwhile in the case around the maximum acceleration
region are displayed in Fig. 11.
The results show that adding these 61 data points (in
the region around the maximum acceleration) is enough
to change the best fit and obtain something similar to
the global fit shown in Fig.1. This result should not be a
7FIG. 10: Redshift distribution for 199 SNIa around the min-
imum acceleration region, and the reconstructed deceleration
parameter. The shaded region shows the 1σ error propaga-
tion.
FIG. 11: Redshift distribution for 197 SNIa around the min-
imum acceleration region, and the reconstructed deceleration
parameter. The shaded region shows the 1σ error propaga-
tion.
surprise, because when adding more data points we are
increasing the size of the region around the maximum ac-
celeration point. Remember that using the hemispheres,
the number of data points on the side of maximum ac-
celeration was only 116.
The result of the analysis for the regions with 100 and
150 data points are consistent with our previous result,
showing a q(z) consistent with LCDM around the maxi-
mum acceleration point, and a low redshift transition for
q(z) in the opposite direction. The analysis of the region
with 200 data points converge – in both directions – to
the global result presented in section II, that showing a
low redshift transition for q(z). This is not surprising be-
cause the number of SNIa data points are more numerous
around the minimum acceleration point.
V. ANALYSIS USING THE LOSS SAMPLE
We have also performed the study of the consequences,
in the reconstructed deceleration parameter, of the exis-
tence of an axis of maximal asymmetry using the Loss
data set [41]. In order to find this axis, we follow the
procedure of [27], using a flat ΛCDM as a base model,
and start a scan of random axes looking for the maximum
variation in the best fit of Ωm. Using the Loss sample we
found that the direction of maximal acceleration points
towards (l, b) = (309o, 31o).
In the hemisphere corresponding to the maximum ac-
celeration, there are 216 supernovae and in the other the
remaining 370. Again we observe the asymmetry in the
distribution, although less severe than in the case of the
Union 2 sample. In fact, using the Union 2 set we have
verified the value (∆Ωm)max/Ωm = 0.43±0.06 from [27].
Using the same procedure with the Loss sample we get
(∆Ωm)max/Ωm = 0.30± 0.06.
The best fit values in each hemisphere are displayed in
Table III:
χ2min/dof Ωm ω0 ω1
A 197.283/213 0.16± 1.08 −0.9± 0.9 0.2± 5.6
B 374.76/367 0.39± 0.07 −0.47± 0.43 −7.6± 6.2
TABLE III: Best fit values of the cosmological parameters us-
ing the LOSS sample separating the sky in two hemispheres.
Row A for the 216 SNIa in the maximum acceleration hemi-
sphere. Row B the 370 SNIa in the opposite direction. See
also Fig.(12).
In agreement with the previous analysis using the
Union 2 data set, the result using the hemisphere towards
the maximum acceleration is consistent with ΛCDM,
showing no more than a 0.1σ departure from it (see Fig.
12). Our results are also in agreement with the previous
case, the analysis with data from the hemisphere of min-
imum acceleration shows a sharp low redshift transition.
In this case the best fit is around 1.5σ away from the
ΛCDM value.
It would be interesting to study this effect in the newest
data set, as the JLA set [48] comprising more than 740
data points, and also using different parameterizations,
as we have performed in [15]. These issues are under
study.
8FIG. 12: Reconstructed deceleration parameter q(z) using
data from two hemispheres using the Loss sample. The panels
show the one around the maximum (upper) and minimum
(lower) acceleration points respectively. See Table III for the
best fit values for each case.
VI. DISCUSSION
In this paper we have study the effects in the recon-
structed deceleration parameter using the well known
dipolar asymmetry present in SNIa data. We have
used the Union 2 set and the result of [27], a dipo-
lar asymmetry with a maximum acceleration towards
(l, b) = (309o, 18o) and a minimum acceleration towards
(l, b) = (129o,−18o) is found. The low reshift transition,
previously recognized in [10–15], appears only towards
the direction of minimum acceleration, and it is absent
towards the opposite direction. This result was obtained
separating the data in two hemispheres constructed along
the maximal asymmetry axis.
Using an approximately equal number of data points
around each direction, we study four regions with 50, 100,
150 and 200 data. From this analysis we found hints of
a low-redshift transition towards the minimum acceler-
ation region that, apparently given the amount of data
in that region, turns out to be dominant once all the
sky is taken into account. Once this low redshift tran-
sition arise, in the opposite direction the reconstructed
q(z) seems featureless showing no apparent evolution at
1σ, however being consistent with ΛCDM.
We have also performed a similar analysis using the
Loss dataset [41] finding the results displayed in Fig. 12,
which are in agreement with those using the Union 2
dataset (see Fig. 3).
Assuming the result of [16] as our main hypothesis –
i.e., a low redshift transition of q(z) can be considered
as a signal of a local under-density – our work indicates
that the supernova data is able to detect such an under-
density only towards one direction in the sky. This result
suggest that a better description of the data would be a
background metric with a dipolar asymmetry.
There remains to check if this asymmetry in the behav-
ior of the reconstructed deceleration parameter is not due
to the anisotropic distribution of data. This issue as been
discussed in the past. As we have mentioned before, using
the Union 2 dataset, the authors of [27] found a preferred
axis in the data, but they also checked if such anisotropy
can be obtained using simulated isotropic data. Their
method suggest that only a 30% of the simulated data
can reach such anisotropy, implying that the anisotropy
of the Union 2 set is consistent with statistical isotropy.
However, the coincidence of the axes (a total of six phe-
nomenological axes identified in [27]) within a small an-
gular region in the sky, makes this dipolar anisotropy a
feature that needs further scrutiny. Using the Loss sam-
ple, the authors of [31] found a hint for anisotropy –
most pronounced in the range 0.015 < z < 0.045 – but
once they take into account large scale velocity pertur-
bations, the results shows no evidence for any anomalous
deviation from the isotropic ΛCDM. In [29] the authors
studied this issue using the Union 2.1 and JLA set. Al-
though they found that both datasets are statistically
anisotropic, the correlation with the anisotropic distribu-
tion found turns out to be different: using the Union 2.1
they found a small correlation but using the JLA sam-
ple they found a stronger correlation. A similar study
[37] using the JLA dataset also showed that by ignoring
the velocity covariance may produce a hint of anisotropy
from the data. In this context, it is interesting to notice
here the result of the work [49] where the authors studied
the JLA set, considering all the information from possi-
ble systematics (encoded in the covariance) in the anal-
ysis, finding a marginal (less than 3σ) evidence for the
accepted cosmic acceleration.
Altogether, the apparent detection of a local under
density can be considered as a possible cause of the orig-
inal tension between low and high redshift observational
constraints discussed in [10–13, 15], which as a solution
also agree with the analysis of [19] where they proposed
the existence of a local under-density to alleviate the ten-
sion in the determination of H0.
Further study on this subject would be interesting. For
example, the effects of using different parameterizations,
and also the use of different SNIa data sets. Given that
the SNIa data used in this work is obtained after the
calibration of the whole set (by fitting globally also the
α, β and M parameters, being the last one connected
with the value of H0) it would be interesting to study
the impact of the hemispherical asymmetry on such a
calibration, and then on the cosmological parameters. All
these issues are under study.
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