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Wepresent approximation algorithms for four variations of themaximum latency problem.
We consider symmetric graphs and asymmetric graphs and bothwith general edgeweights
or weights satisfying the triangle inequality. Moreover, in each variation the starting point
of the tour may either be given in the input or be a decision variable. As a tool for our
solution,weuse a PTAS for themaximumpartial cover problem. The input to this problem is
an edge weighted complete graph and an integer k, and the goal is to compute a maximum
weight set of disjoint simple cycles on exactly k vertices.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Given an undirected graph Gwith vertex set V , |V | = n, non-negative weightsw(e), e ∈ E, and an oriented Hamiltonian
path, P = (v1, v2, . . . , vn), the latency of vj is Lj =∑j−1i=1 w(vi, vi+1). The latency of P is
L(P) =
n∑
j=1
Lj =
n−1∑
i=1
(n− i)w(vi, vi+1).
We say that P is rooted at v1. The unrooted maximum latency problem is to compute an oriented Hamiltonian path, OPT,
of maximum latency, L(OPT). In this version, the root v1 is a decision variable. In contrast, in the rooted maximum latency
problem v1 is given as part of the input.
We study approximation algorithms for several variants of this maximization problem. An α-approximation algorithm
for a maximization problem is a polynomial time algorithmwhich always returns a feasible solution whose value is at least
α times the value of an optimal solution. Note that α ≤ 1. A Polynomial Time Approximation Scheme (PTAS) is a family of
(1− )-approximation algorithms for every  > 0.
Our algorithms for the maximum latency problem use a PTAS for themaximum partial cycle cover problem. The input
to this problem is an edge weighted graph and an integer k, and the goal is to compute a maximum weight set of disjoint
simple cycles on exactly k vertices. We show how to obtain this PTAS by transforming the problem to a budgeted matching
problem and applying a recent algorithm of Berger, Bonifaci, Grandoni, and Schäfer [1].
Chalasani and Motwani [2] considered the maximum latency problem in relation to their treatment of dynamic delivery
problems. They considered the metric version of the problem, i.e., under the assumption that the edge weights satisfy the
triangle inequality, and showed that the farthest neighbor algorithm, starting from v1, yields a solution of latency at least
half the optimal for the rooted problem.
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Fig. 1. A (β/2)-approximation algorithm.
Notation. In this paper, the weight of a subgraph G′ is defined as the total weight of its edge set, and denoted w(G′). The
maximum length of a Hamiltonian cycle, i.e., the solution value of themaximum traveling salesman problem (Max TSP) is
denotedWTSP.
Hassin and Rubinstein [3] pointed out a relation between Max TSP and the maximum latency problem, that yields a
bounded performance guarantee without assuming the triangle inequality. Their algorithm for the rooted problem is given
in Fig. 1.
Suppose that the tour T computed by the algorithm is a β-approximation for Max TSP. Hassin and Rubinstein observed
that L(P1)+ L(P2) = (n− 1)w(T ), and therefore
max{L(P1), L(P2)} ≥ 12 (n− 1)βWTSP ≥
β
2
L(OPT).
The unrooted version can be approximated by picking an arbitrary root vertex and applying Algorithm 1 resulting again in
a (β/2)-approximation.
The best published bound for the symmetric Max TSP is by Chen and Wang [4]. Building on the work of Kostochka and
Serdyukov [5] and Hassin and Rubinstein [3], they obtain a (randomized) β = 251/331-approximation. However, very
recently an improvement of Max TSP bound to β = 7/9 by Mądry, Mucha, and Paluch [6] has come to our attention, this
result yields a bound of approximately 0.389 for our problem.
In this paper we provide improved approximation algorithms with bounded error ratios for the general and the metric
versions on undirected and directed graphs. Our bounds for the rooted and unrooted versions are essentially identical
(the bound is asymptotic in the rooted case). For the undirected general rooted and unrooted problem we obtain an
approximation factor of β/(4
√
3β − 3β − 2)− . The time complexity of this algorithm is exponential in  but polynomial
for any fixed . With β = 7/9 it gives approximately a 0.438-approximation. Note that with the best bound for metric Max
TSP, of 7/8, [7] only gives a bound of 0.44. For the metric version we suggest a different method to obtain asymptotically
a factor of (3/(4
√
2)) ≈ 0.53. These bounds improve the corresponding bounds in [2,3]. For directed graphs we obtain a
bound of β8√β−4β−2 where β stands now for the approximation guarantee for the directed Max TSP. With the best known
value of β = 23 by Kaplan, Lewenstein, Shafrir, and Sviridenko [8], we obtain a factor of 0.357 for the general case. For the
metric case, we use the bound of β = 35/44 by Kowalik and Mucha [9] to obtain a factor of 0.407. Our main results are the
approximation guarantees summarized in the following table:
General weights Metric weights
Undirected graphs 0.438 0.530
Directed graphs 0.357 0.407
We note that the metric rooted minimum latency problem has been well investigated. See [10] for the current best
approximation algorithm for this problem, and the references therein for further results.
The Section 2 contains a PTAS for the maximum partial cycle cover problem on both undirected and directed graphs. In
Sections 3 and 4 we use this algorithm to approximate the maximum latency problem on undirected graphs with general
and metric weights, respectively. In Section 5 we discuss the necessary modifications for handling directed graphs.
Throughout this paper we refer to directed edges as arcs.
2. The maximum partial cycle cover problem
A cycle cover of an undirected graph G = (V , E) is a subgraph G′ = (V , E ′) in which the degree of each vertex is exactly
two. For directed graphs, G′ is a cycle cover if the indegree and outdegree in G′ are exactly 1 for every v ∈ V . A maximum
weight cycle cover inG can be computed in polynomial time. For directed graphs this is thewell-known assignment problem
and for undirected graphs the problem can be reduced to a maximum perfect matching problem (see for example [11,
Theorem 3.3.8]).
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In this section we deal with partial cycle covers. Given an integer k, a k-partial cycle cover is a cycle cover of a subgraph
induced byU ⊆ V such that |U| = k. Themaximum partial cycle cover problem is to compute amaximumweight k-partial
cycle cover in a complete graph G with non-negative edge weights. We consider this problem in both (complete) directed
graphs and (complete) undirected graphs and therefor a feasible solution always exists. The complexity of this optimization
problem is left open (see Remark 3). In this section we develop a polynomial time approximation scheme (PTAS) for this
problem, that is a family of (1− )-approximation algorithm for this problem for every value of  > 0.
If  ≤ 2/k, then k ≤ 2/, that is, a constant value. In this casewe can test all k-edge subsets and pick themaximumweight
of a subset which induces a feasible k-partial cycle cover. Hence, in the following, we assume without loss of generality that
 > 2/k. Moreover, for some of the inequalities we assume that  is small, say  < 0.1.
Definition 1. In an undirected graph with 2q vertices, a matching of q edges is perfect, and a matching of q − 1 edges is
almost perfect.
Lemma 2. Given an undirected graph G = (V , E)where |V | is even and each edge has a weight and a blue or red color, an integer
constant k and a constant  > 0. Assume that G contains a perfect matching with at most k blue edges, and let W denote the
maximum weight of such a matching. Then, there is a polynomial time algorithm that computes in G a perfect or almost perfect
matching with at most k blue edges and of weight at least (1− )W.
Proof. Wemodify the PTAS of Berger et al. [1] for computing amatching of atmost kblue edgeswithweight at least (1−)W .
In our modification, we apply their algorithm and when solving the Lagrangian relaxation we look for optimal (with respect
to the Lagrangianweights) perfect matching (instead of anymatching). If themaximumweight perfectmatching has atmost
k blue edges the problem is trivial. Hence, we can assume that the solution to the Lagrangian relaxation is a pair of optimal
perfect matchings, where one of them has at most k blue edges and the other has at least k blue edges. Then, we apply to
these matchings the patching algorithm of [1]. This patching algorithm returns a perfect or almost perfect matching with at
most k blue edges. Its weight at least (1−)W . For completeness, we present the detailed proof of [1] for the latter claim. The
preprocessing phase of the scheme guesses the set of edges with weight at least W in the matching, and in the remaining
of the analysis we can assume that the weight of each edge is at most W . We apply Lagrangian relaxation to the constraint
of having at most k blue edges in the prefect matching. We use the parametric search method of Megiddo [12] to find
the optimal Lagrangian multiplier λ∗ and two perfect matchings M1,M2 which are optimal with respect to the Lagrangian
weights (wλ∗(ei) = w(ei)+ λ∗ · xi wherew(ei) is the weight of ei and xi is an indicator which equals 1 if ei is blue, and zero
otherwise). We can assume w.l.o.g. thatM1 has less than k blue edges, andM2 has more than k blue edges, and also thatM1
differs from M2 on edges along a simple cycle C whose edges are a0, a1, . . . , at−1. We denote by x(E ′) the number of blue
edges in a set of edges E ′.
Then,wλ∗(Mi)+λ∗k ≥ wλ∗(M∗)+λ∗k ≥ wλ∗(M∗)+λ∗x(M∗) = W , for i = 1, 2, where the first inequality holds by the
optimality of Mi for the Lagrangian weights, and the second inequality holds by the feasibility of the optimal solution M∗.
We let αi = δi · wλ∗(ei) such that δi = 1 if ai belongs to M2 and δi = −1 otherwise. Then, the sum of the values αi is zero,
and hence using the Gasoline Lemma (see Lemma 3 in [1] and also Problem 3.21 in [13]), we get that there exists i such that
for every cyclic subsequence C ′ = (ei, ei+1(mod t), . . . , ei+h(mod t))we have the following inequality:
0 ≤
i+h∑
j=i
αj(mod t) =
∑
e∈C ′∩M2
wλ∗(e)−
∑
e∈C ′∩M1
wλ∗(e). (1)
Let C ′ be the maximum length such subsequence, subject to the constraint thatM1 ⊕ C ′ has at most k blue edges. Note that
by the maximality we get thatM1 ⊕ C ′ has exactly k blue edges, and ei+h(mod t) ∈ M1. Hence (M1 ⊕ C ′) \ {ei} is a matching
with either k or k− 1 blue edges, and moreover exactly two vertices are not matched by this solution which the algorithm
returns. Hence, it is an almost perfect matching.
It remains to consider the weight of this solution.
w(M1 ⊕ C ′) = wλ∗(M1 ⊕ C ′)+ λ∗ · x(M1 ⊕ C ′)
= wλ∗(M1 ⊕ C ′)+ λ∗ · k
≥ wλ∗(M1)+ λ∗ · k
≥ W ,
where the first inequality holds by (1). The claim regarding the total weight of the returned matching follows by the
preprocessing step and the assumption that afterwards the maximum weight of an edge is at most W . 
Remark 3. In [14] a randomized polynomial time algorithm is given for deciding whether a graph with edges colored blue
and red has a perfect matching with exactly k blue edges. Finding a polynomial time algorithm for this decision problem is a
major open problem. This also means that finding a polynomial time algorithm for the optimization problem of maximum
weight perfect matching with exactly k blue edges, is an open problem. We note that the existence of a polynomial time
algorithm for finding the maximum weight perfect matching with exactly k blue edges, gives a polynomial time algorithm
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for the decision problem, however the existence of a polynomial time algorithm for the decision problem would not solve
the complexity status of the optimization problem. If such an algorithm exists for the optimization problem, it can be used
in our solution instead of the PTAS of [1]. The result would be a polynomial algorithm for computing a maximum weight
partial cycle cover.
Definition 4. An almost k-partial cycle cover is either (i) a k′-partial cycle cover where k′ ≤ k, or (ii) a subgraph obtained
from a k′-partial cycle cover, k′ ≤ k+ 1, by removing an edge.
Denote byW opt the maximum weight of a k-partial cycle cover. Recall that our input graph is complete and k ≥ 3, and
hence the input graph always has a cycle over k vertices, soW opt is well defined.
We next show how to approximate the maximum k-partial cycle cover in directed and undirected graphs.
Lemma 5. There is a polynomial time algorithm that computes in a directed graph an almost k-partial cycle cover of weight at
least (1− )W opt.
Proof. Let G = (V , E) be the input directed graph for the maximum k-partial cycle cover instance. We construct the
following (undirected) graph to the problem of maximum weight perfect matching with at most k blue edges. Each vertex
v ∈ V is replaced by a pair of vertices vin and vout, and each arc (u, v) ∈ E is replaced by a blue edge (uout, vin) of the same
weight associated with (u, v). In addition there are zero weight red edges (vin, vout) associated with every v ∈ V .
This graph has a perfect matching with at most k blue edges, for example all the red edges. Therefore, in this graph we
can apply Lemma 2, and compute a perfect or almost perfect matching M . The weight of M is at least (1 − ) times the
maximum weight of a perfect matching with at most k blue edges.
If M matches a vertex vin or vout using a blue edge, then the other vertex is not matched by a red edge, and hence it
is one of two unmatched vertices or it is matched by a blue edge. First, consider the case where M is a perfect matching.
Therefore, inM there are at most k vertices in V which are adjacent to blue edges ofM . The blue edges of the matching are
associated with the arcs of E that we select as the solution for the maximum k-partial cycle cover problem. The weights of
the two solutions are equal. The indegree of each vertex equals its outdegree: If a vertex is associated with a red edge of
the matching then both degrees are zero, and otherwise both degrees are one. Now consider the case where M is almost
perfect. Then, the two unmatched vertices inM have one of the degrees (either indegree or outdegree) equals one and the
other equals zero. Again, the blue edges of the matching are associated with the arcs of E that we select as the solution for
the maximum k-partial cycle cover problem. The degree of a vertex is either zero or one or two, and there are exactly two
verticeswith degree one. Therefore, the resulting solution is an almost k-partial cycle cover, and itsweight equals theweight
ofM .
The claim follows by noting that for every k-partial cycle cover C (including the optimal one) there is a feasible perfect
matching with at most k blue edges, whose weight equals the weight of C . This is so because we can always select the blue
edges associated with the edges of C , and complete the matching to a perfect matching by red edges. 
For undirected graphs, we cannot replace each undirected edge with two oppositely directed arcs of the same weight
and then apply the result for directed graphs. The reason is that this approach may select the two arcs as a cycle in its k-
partial cycle cover, and this will correspond to an infeasible solution for the undirected instance. Hence, we use a different
construction as described in the following lemma.
Lemma 6. There is a polynomial time algorithm that computes in an undirected graph an almost k-partial cycle cover of weight
at least (1− )W opt.
Proof. Let G = (V , E) be the input undirected graph for the maximum k-partial cycle cover instance. We construct a new
(undirected) graph G′ = (V ′, E ′) as follows. For every u ∈ V whose degree in G is du (we can assume that du ≥ 2 as other
vertices can be deleted from G), we have in V ′ a set of 2du−2 associated vertices denoted by u1, . . . , udu , u′1, . . . , u′du−2, a set
of zero weight red edges connecting ui and u′j for every i, j, and one additional zero weight red edge (u1, u2). For every edge
(u, v) ∈ E, we add a blue edge connecting one of the vertices ui to one of the vertices vj with the same weight as the weight
of (u, v), and we associate this blue edge with (u, v). We choose the blue edges so that each vertex in V ′ is an endpoint of
at most one blue edge. In this graph we compute an almost perfect matchingM as in Lemma 2.
We observe that for every vertex u ∈ V , the number of blue edges associated with edges incident at u in M is either
zero or two. If M is perfect then it corresponds to a k′-partial cycle cover in G, where k′ ≤ k. Suppose that M has two
unmatched vertices in G′. Without loss of generality, these are u-vertices corresponding to different vertices of V (otherwise
the matching can be made perfect by an added red edge, while preserving its weight). Then, the blue edges correspond to
an almost k-partial cycle cover, because there are exactly two vertices of G incident to one blue edge, and all other vertices
have either zero or two of the blue edges associated with its incident edges selected to the matching.
As in the previous proof, the claim follows by noting that for every k-partial cycle cover C there is a feasible perfect
matching with at most k blue edges, whose weight equals the weight of C . 
Lemma 7. Given an undirected (or directed) almost k-partial cycle cover of weight at least (1 − )W opt, we can construct in
polynomial time a k-partial cycle cover whose weight is at least (1− 4)W opt.
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Fig. 2. Approximation for the general unrooted version.
Proof. If the given almost k-partial cycle cover has two vertices of degree one, we first add the missing edge (arc) to turn it
into a k′-partial cycle cover. Denote the k′-partial cycle cover by Ca.
• k′ ≤ k− 3. Add to Ca an arbitrary cycle on k− k′ vertices that are not covered by Ca.
• k′ ∈ {k − 1, k − 2}. Remove the least weight edge (arc) from Ca and reconnect its edges (arcs) by a two- or three-edge
(arc directed) path to form a k-partial cycle cover. The remaining weight is at least 1k−2 (1− )W opt > (1− 4)W opt.
• k′ = k. Return Ca.
• k′ = k + 1. Since k > 2/, there is a 2-edge (arc) path in Ca of weight at most  the weight of Ca. We delete it and
reconnect its ends by a single edge (arc). In the directed case, if we deleted a 2-arc cycle, we delete the next smallest arc
and reconnect its ends by a 2-arc path to create a k-partial cover. The weight of the resulting k-partial cycle cover is at
least (1− 2)(1− )W opt > (1− 4)W opt. 
Combining Lemmas 5–7, we have established the following theorem.
Theorem 8. The maximum partial cycle cover problem in directed and undirected graphs has a polynomial time approximation
scheme.
3. General unrooted problem
We now apply the results of Section 2 to approximate the maximum latency problem with an undirected graph and
general weights. We first present the algorithm for the unrooted version and then we present the needed changes for the
rooted version.
Let Aα denote an approximatemaximum length simple cycle onαn vertices inG. A 2/3− approximation can be obtained
in polynomial time for every fixed  > 0 by applying a PTAS for the maximum partial cycle cover on αn vertices, deleting
the lightest edge from every cycle, and arbitrarily adding edges to complete the resulting paths to a cycle.
The proposed algorithm for the general unrooted problem is given in Fig. 2.
Theorem 9. Let α = 2 − √3β where 1/3 < β < 1 is the approximation ratio of an approximation algorithm for
the Max TSP problem, and let  > 0 be an arbitrary positive constant. The latency L(APX) of the solution APX returned by
Algorithm 2 for this value of α, satisfies L(APX) ≥
[
β
4
√
3β−3β−2 − 
]
L(OPT).
Proof. Let Dα be the subpath of OPT consisting of the first αn vertices. To simplify the presentation we ignore the loss of at
most 1/αn of the weight of Aα caused by deleting eˆ, and assume a 2/3-approximation for the maximum partial cycle. We
use the following inequalities
L(APX2) ≥ 12w(Aα)αn+ w(Aα)(1− α)n. (2)
This inequality follows since the average latency to the first αn vertices in APX2 is at least (1/2) ·w(Aα), and the distance to
each of the other vertices is at leastw(Aα). Using a 2/3-approximation for the initial path of αn vertices, we conclude that
L(APX2) ≥ 13w(Dα)αn+
2
3
w(Dα)(1− α)n = w(Dα)n
(
2
3
− 1
3
α
)
. (3)
L(OPT) ≤ αnw(Dα)+ (1− α)nWTSP. (4)
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Fig. 3. Approximation for the general rooted version.
Inequality (4) follows since the distance in OPT to each of its αn first vertices is at most w(Dα), and to each of the other
vertices the distance is bounded byWTSP.
Now, for a given value of α, the ratio R(α) = L(APX)/L(OPT) satisfies
R(α) = max{L(APX1), L(APX2)}
L(OPT)
≥ max
{ 1
2βWTSP,
( 2
3 − 13α
)
w(Dα)
}
αw(Dα)+ (1− α)WTSP
≥
(1−α)
(
2
3− 13 α
)
1
2 αβ+(1−α)
(
2
3− 13 α
) · 12βWTSP + 12 αβ1
2 αβ+(1−α)
(
2
3− 13 α
) ( 2
3 − 13α
)
w(Dα)
(1− α)WTSP + αw(Dα)
=
( 2
3 − 13α
) 1
2β
1
2αβ + (1− α)
( 2
3 − 13α
) (5)
where (5) holds by (3) and (4), and the other inequality and equation holds by simple algebra. We select α to maximize this
expression. The maximizer when β > 1/3 is α = 2−√3β , and the resulting approximation bound is β/(4√3β− 3β− 2).

With β = 7/9 we get R = 0.4377. Note that when β → 1, R→ 0.5186 . . ..
Rooted version.We now describe the modifications needed in the rooted case. A possible strategy is to delete from Aα one
of the edges adjacent to v1, and continue as before. The problemwith this approach is that these edges may be of significant
length, unlike eˆ. We overcome this difficulty by computing an approximate partial tour on αn vertices in G \ v1, deleting
the lightest edge e¯, orienting the resulting path so that its latency is maximized, connecting v1 to its root, and the rest of the
vertices to its other end. This raises a new difficulty, namely that there might be a significantly long edge attached to v1 in
OPT, and this edge is now excluded from the solution since its other end is not an end of e¯. We could guess this edge and
force it into the solution, but then the problem repeats with the next edge of OPT.
We propose the following remedy.We define a parameter (integer) k. In the followingwe use the terminology of guessing
some information. By guessing wemean to perform exhaustive search on all possible values of the guessed information, for
each possibility obtain a resulting solution, and at the end of the algorithm we return the best solution obtained (for all
possible values of the guess). We guess the lightest edge e˜ = (v′, v′′) in the first k edges of OPT, where OPT visits v′ first. We
also guess the subpath P˜ of OPT from v1 to v′. We then compute A′α , a 2/3 approximation for the partial tour on αn vertices
disjoint from the subpath P˜ . The extra loss is now bounded by w(e˜) ≤ w(OPT)/k. Thus we obtain the same error bound as
in the unrooted case.
The algorithm is formally described in Fig. 3.
4. Metric unrooted problem
Suppose now that the edge weights define a metric, in particular they satisfy the triangle inequality. In this section we
study this problem for the unrooted case, and we use the metric assumption to obtain an improved bound.
A p-matching is a set of p disjoint edges in a graph. A p-matching with p = bn/2c is called perfect. A perfect matching
M that, for each p = 1, . . . , |M|, contains p edges whose weight is at least α times the maximum weight of a p-matching
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Fig. 4. Randomized approximation for the metric unrooted version.
is said to be α-robust. Hassin and Rubinstein [15] proved that any maximum perfect matching with respect to the squared
weightsw2(e), e ∈ E, is 1/√2-robust. Algorithm 4 (Fig. 4) is a randomized algorithm for the unrooted metric version.
Theorem 10. The expected value L(APX) of the latency of the solution APX returned by Algorithm 4, satisfies L(APX) ≥
3/(4
√
2)L(OPT).
Proof. By the triangle inequality, for i = 1, . . . , r − 1
w(vi, vi+1)+ w(v′i , vi+1) ≥ w(ei),
w(vi, v
′
i+1)+ w(v′i , v′i+1) ≥ w(ei).
Since each of the four edges (vi, vi+1), (vi, v′i+1), (v
′
i , vi+1), and (v
′
i , v
′
i+1) is chosen to the solution with probability 1/4, the
expected weight of w(a2i, a2i+1) is at least 1/2w(ei). Also note that when n is odd, each of the edges (vr , an) and (v′r , an) is
chosen with probability 0.5, and hence, by the triangle inequality, the expected weight ofw(an−1, an) is at least 1/2w(er).
We now prove that for every i, the subpath induced by the first i vertices of APX has a length of at least 3/(4
√
2) times
the length of the corresponding subpath in OPT. Summation over i = 1, . . . , n gives the claimed result as the summation
over all values of i of the length of the subpath induced by the first i vertices of APX (of OPT) is exactly the latency of APX
(OPT).
Denote byWp the maximum weight of a p-matching.
Consider first an odd value of i. A path with i vertices can be decomposed into two disjoint matchings of i − 1/2 edges
each. Therefore, the length of the subpath induced by the first i vertices in OPT is at most 2Wi−1/2. Since S is 1/
√
2-robust,
and since we have proved that the edges in the even locations in APX have weight at least half of those in the odd locations,
while the latter are edges of S, we obtain that the length of the subpath (a1, . . . , ai) in APX is at least 3/(2
√
2)Wi−1/2. The
claim follows from these bounds.
Suppose now that i is even. A path with i vertices can be decomposed into disjoint matchings of size i/2 and i/2 − 1.
Therefore the length of the path in OPT is bounded byWi/2 +Wi/2−1. The length of the path (a1, . . . , ai) in APX is at least
(1/
√
2)
(
Wi/2 + 1/2Wi/2−1
)
. Since Wi/2 ≥ Wi/2−1 this expression is at least (1/
√
2)(3/4)
(
Wi/2 +Wi/2−1
)
and the claim
follows. 
A derandomization of the algorithm by the method of conditional expectations is straightforward: We consider for each
i the better possibility of setting either a2i−1 := vi and a2i := v′i or a2i−1 := v′i and a2i := vi, assuming that the value of
a2i−2 has already been fixed (in the previous iteration of the derandomization loop over i) and the value of a2i+1 is a random
variablewhich is set to either vi+1 or v′i+1 each possibilitywith probability 0.5. Thenwe pick the possibilitywhichmaximizes
the expected value of the resulting latency.
Rooted version. In this section we study the metric case of the rooted problem.
Applying Algorithm 4 to themetric rooted problem is not straightforward.Wemay compute S as before, choose the edge
containing the root and place it first, orienting it from the root to its other end. The problem with this approach is that this
edge may be short and placing it first may lead to considerable loss in latency. Alternatively, we may compute S over the
vertex set after excluding the root, and then place the root first and connect it to one of the ends of the heaviest edge in S.
In this approach we may loose a long edge incident to the root, and S is not robust with respect to the complete vertex set.
As in the general rooted problem,we overcome this difficulty by setting a parameter kwhich determines the proximity to
the claimed bound. By exhaustive enumeration of the different values of the guesses we implement the following.We guess
the lightest edge e˜ = (v′, v′′) in the first k edges of OPT, where OPT visits v′ first. We also guess the subpath P˜ = (a1, . . . , al)
of OPT from the root a1 to al ≡ v′. Algorithm 5 (Fig. 5) is a randomized algorithm for the rooted metric version.
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Fig. 5. Randomized approximation for the metric rooted version.
Theorem 11. The expected value L(APX) of the latency of the solution APX returned by Algorithm 5, satisfies L(APX) ≥
3
4
√
2
k−2
k L(OPT).
Proof. Recall that APX = (P˜, al+1, . . . , an), and let OPT = (P˜, bl+1 = v′′, bl+2, . . . , bn).
The contribution of e˜ to OPT is at most n · w(e˜). Since it is the shortest among the first k edges, and assuming n > 2k,
L(OPT) ≥ nk2 w(e˜). Therefore, e˜ contributes at most a fraction 2k of OPT.
Define L′(OPT) as the latency of OPT after excluding the contribution of e˜. Then,
L′(OPT) = L(P˜)+ w(P˜)|V ′| + L(bl+1, . . . , bn),
and
L(APX) ≥ L(P˜)+ w(P˜)|V ′| + L(al+1, . . . , an).
By the same arguments as in the proof of Theorem 10, L(al+1, . . . , an) ≥ 34√2 L(bl+1, . . . , bn), and therefore
L(APX) ≥ L(P˜)+ w(P˜)|V ′| + L(al+1, . . . , an)
≥ 3
4
√
2
· L′(OPT)
≥ 3
4
√
2
·
(
1− 2
k
)
L(OPT),
and the claim follows. 
Again, a derandomization of the algorithm by the method of conditional expectations is straightforward.
Corollary 12. There is a polynomial time 0.53-approximation algorithm for the metric rooted maximum latency TSP.
Proof. Note that 3
4
√
2
> 0.53, so by choosing a large enough constant k the claimed bound is guaranteed. 
5. Maximum latency in directed graphs
To avoid repetition, we briefly discuss themodifications needed to treat the problem in directed graphs. In particular, we
refer only to the unrooted version, as the modifications needed to obtain the same bounds for the rooted version are very
similar.
Consider first Algorithm 1. In the undirected case, we considered the two possible orientations of T starting at v1, but
in the directed case this is not possible. We modify the algorithm as follows. Approximate the solution to (directed) Max
TSP. Randomly delete an arc. The expected latency of the resulting Hamiltonian path is (1/2)n · WTSP. A straightforward
derandomization chooses for deletion the arc that maximizes the resulting latency. Denote by β the approximation
guarantee of the directed Max TSP algorithm. Then we get the same bound of L(APX1) ≥ (β/2)L(OPT) as in the undirected
case, at the expense of increased computational effort (we choose the best among n alternatives, rather than just two
alternatives).
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We next apply the algorithm of Section 3. The only difference is in the available bounds. Specifically, the approximation
guarantee obtained from the PTAS for the directed maximum partial cycle cover, after deleting an arc from each cycle, is
1/2−  rather than 2/3−  in the undirected version. This gives
R(α) ≥
( 1
2 − 14α
) 1
2β
1
2αβ + (1− α)
( 1
2 − 14α
) .
The best value of α is 2 − 2√β , giving a bound of β8√β−4β−2 . The best known bound for directed Max TSP is 23 by Kaplan,
Lewenstein, Shafrir, and Sviridenko [8], giving R = 0.357.
A slightlyworse bound, butwith lower complexity, can be obtained as follows: As in Algorithm4, compute a 1/
√
2-robust
matching (by computing a maximum matching with respect to the squared weights w2(e), in the undirected underlying
graph). Then sort its arcs in nonincreasing order of weights, and connect them to a Hamiltonian path. As explained in
Section 4, this leads to an approximation guarantee of 1/2
√
2 ≈ 0.354.
For the metric case of the directed Max TSP we use the 35/44-approximation algorithm by Kowalik and Mucha [9].
Plugging this bound in β8√β−4β−2 gives a factor of 0.407. Hence, we have established the following theorem.
Theorem 13. There is a 0.357-approximation algorithm for the maximum latency problem with general weights on directed
graphs. There is a 0.407-approximation algorithm for the maximum latency problem with metric weights on directed graphs.
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