Tonic pain after injury characterises a behavioural state that prioritises recovery. 15 Although generally suppressing cognition and attention, tonic pain needs to allow effective relief 16 learning so that the cause of the pain can be reduced if possible. Here, we describe a central 17 learning circuit that supports learning of relief and concurrently suppresses the level of ongoing 18 pain. We used computational modelling of behavioural, physiological and neuroimaging data in 19 two experiments in which subjects learned to terminate tonic pain in static and dynamic 20 escape-learning paradigms. In both studies, we show that active relief-seeking involves a 21 reinforcement learning process manifest by error signals observed in the dorsal putamen. Critically, 22 this system also uses an uncertainty ('associability') signal detected in pregenual anterior cingulate 23 cortex that both controls the relief learning rate, and endogenously and parametrically modulates 24 the level of tonic pain. The results define a self-organising learning circuit that allows reduction of 25 ongoing pain when learning about potential relief. 26 27 1 of 29 63 Using a computationally motivated analysis approach, we aimed to identify the underlying learning 64 mechanism, and examined whether and how it exerted control over the perceived intensity of 65 ongoing pain. 66 Results 67 Experiment 1 68 Experiment 1 was an escape learning task (n=19) with fixed, probabilistic cue-relief contingencies 69 (Figure 1a) . Each subject performed 3 instrumental sessions and 3 Pavlovian sessions, to allow us 70 to compare active and passive relief learning (Figure 1b) . During each session (lasting approx 5 71 mins), subjects were held in continuous pain by a thermal stimulator attached to their left arm, 72 and temporary relief (i.e. escape) was given by rapidly cooling the thermode for 4 seconds, after 73 which it returned to the baseline tonic pain level (Figure 1c) . In instrumental sessions, subjects 74 actively learned to select actions, a left or right button press, after viewing one of two visual cues 75 (fractal images on a computer screen). For one of the cues, the probability of relief was 80% for one 76 2 of 29 785
Introduction
Tonic pain is a common physiological consequence of injury, and results in a behavioural state that 29 favours quiescence and inactivity, prioritising energy conservation and optimising recuperation 30 and tissue healing. This effect extends to cognition, and decreased attention is seen in a range 31 of cognitive tasks during tonic pain (Moore et al., 2012; Crombez et al., 1997; Lorenz and Bromm, 32 1997) . However, in some circumstances this could be counter-productive, for instance if attentional 33 resources were required for learning some means of relief or escape from the underlying cause 34 of the pain. A natural solution would be to suppress tonic pain when relief learning is possible. 35 Whether and how this is achieved is not known. 36 Two observations provide potential clues as to how a relief learning system might modulate 37 pain. First, in some situations, perceived controllability has been found to reduce pain (Salomons 38 et al., 2004 (Salomons 38 et al., , 2007 Wiech et al., 2014; Becker et al., 2015) , suggesting that the capacity to seek relief 39 can engage endogenous modulation. Second, instructed attention has commonly been observed to 40 reduce pain (Bantick et al., 2002) . Therefore, it may be that attentional signals that arise internally 41 when relief is learnable might provide a key switch that reduces pain. 42 Understanding what specific aspect of learning might control pain requires a formal account 43 of the learning process underlying relief-seeking during tonic pain. In the case of phasic pain, 44 learning is well described by reinforcement learning (RL) -a general algorithmic (computational) 45 method for learning from experience: predicting the occurrence of inherently salient events, and 46 learning actions to exert control over them (maximising rewards, minimising penalties) (Seymour 47 et al., 2004) . In RL, an agent learns state or action value functions, or direct action policies, through 48 outcomes provided by interacting with the world. These functions can be learned by computing the 49 error between predicted and actual outcomes, and using the error to improve future predictions 50 and actions (Sutton and Barto, 1998) . In RL models, attention reflects the associability between 51 a cue and its outcome, and drives learning (by increasing the learning rate) when outcomes are 52 unexpected (Pearce-Hall) (Pearce and Hall, 1980; Le Pelley, 2004; Holland and Schiffino, 2016) . 53 Although standard models of RL do not include any mechanism by which the subjective experience 54 ('hedonics') or value of outcomes is under control, in principle, endogenous modulation of tonic 55 pain could arise from any component of the learning system, such as an attention-like associability 56 signal. Using an attention signal in this way would make sense, because it could reduce ongoing 57 pain when requirement for learning was high. 58 The studies presented here set two goals: to delineate the basic neural architecture of relief 59 learning from tonic pain (i.e. pain escape learning); and to understand the relationship between 60 relief learning and endogenous pain modulation i.e. to test the hypothesis that an attentional 61 learning signal reduces pain. We studied behavioural, physiological and neural responses during 62 two relief learning tasks in humans, involving i) static and ii) dynamic cue-relief contingencies. (a) Example trial in Experiment 1, which was an instrumental relief learning task (Ins) with fixed relief probabilities, yoked with identical Pavlovian task (Pav) within subject. In instrumental trials, subjects saw one of two images ('cues') and then chose a left or right button press, with each action associated with a particular probability of relief. In the yoked Pavlovian session, subjects were simply asked to press button to match the action shown on screen (appearing 0.5s after CS onset). (b) Instrumental/Pavlovian session yoking and cue-outcome contingency in Experiment 1, arrows represent identical stimulus-outcome sequence. Note in contingency table, left and right button presses were randomised for both actions and cues. (c) Relief and no relief outcomes, individually calibrated, constant temperatures at around 44 • C were used to elicit tonic pain; a brief drop in temperature of 13 • C was used as a relief outcome (4s in Experiment 1, 3s in Experiment 2), but temperature did not change for the duration in no relief outcomes. (d) Example trial in Experiment 2, where subjects performed an instrumental paradigm (only) involving unstable relief probabilities. The cue-action representation was different to Experiment 1, and 3 cues were presented alongside each other with subjects required to choose one of the 3 using a button press. The position of each cue varied from trial-to-trial, and the same 3 cues were presented throughout. Tonic pain rating being taken before the outcome was experienced, not after as in Experiment 1. (e) Example traces of dynamic relief probabilities for the three displayed cues throughout all trials in 8 sessions in Experiment 2, which required a constant trade-off of exploration and exploitation throughout the task. action, and 20% for the other action; and for the other cue, the action relief probabilities were 60% 77 and 40%. In the Pavlovian sessions, stimulus and outcome sequences were yoked to instrumental 78 sessions for individual subjects, and subjects were required simply to press a button to match a 79 random direction appearing on screen 0.5s after visual cue onset (to control for motor responses We found that the prediction errors were negatively correlated with pain ratings in Pavlovian To test which regions were better explained by each, we conducted a Bayesian model selection cool colour clusters). Applying the same hybrid model prediction error signal in Pavlovian sessions 174 only identified much weaker responses that did not survive multiple correction, in regions including 175 the left amygdala (figure not shown) ( Table 4) . 176 To further illustrate the nature of the outcome response, we calculated a median split of the 177 preceding cue values (based on the TD model), and looked at the outcome response for relief and 178 no-relief outcomes. A prediction error response should be i) higher for relief trials, and ii) higher 179 when the preceding cue value was low (i.e. when relief was delivered when it was not expected) Since the behavioural data showed that the state-based associability correlated negatively with 184 tonic pain ratings, we examined BOLD responses correlated with trial-by-trial associability from 185 the hybrid model, by using the associability as a parametric regressor at the choice time (see 186 Methods for details of GLMs). We specified a priori ROIs according to regions previously implicated . 190 We found correlated responses only in pgACC, in instrumental sessions (Figure 3d , In summary, the data indicate that i) relief action learning is well described by a RL (TD) learning 199 process, with action prediction error signals observed in the dorsal putamen, ii) that state-outcome 200 learning proceeds in parallel to action-outcome learning, and can be described by an associability-201 dependent hybrid TD learning mechanism, and iii) that this state associability modulates the level 202 of ongoing tonic pain during instrumental learning, with associated responses in pgACC. 203 This provides good evidence of a relief learning system that modulates pain according to learned 204 uncertainty, and raises two important questions. First, can the associability signal be distinguished 205 from other uncertainty signals that may arise in learning? Importantly, the use of fixed probabilities 206 in the task means that associability tends to decline during sessions, raising the possibility that 207 more complex models of uncertainty and attention might better explain the data, for instance those 208 that involve changing beliefs that arise in changing (non-stationary) environments. Second, does 209 the modulation of pain ratings occur throughout the trial? In the task, pain ratings are taken at 210 the outcome of the action, and only when relief is frustrated, raising the possibility that it reflects 211 an outcome-driven response, as opposed to learning-driven process modifying the ongoing pain.
212
With these issues in mind, we designed a novel task to test if the model could be generalised to a 213 different paradigm with greater demands on flexible learning. theoretically better distinguish state-based and action-specific associability (Figure 1d) . Third, the 222 action-outcome contingencies were non-stationary, such that the relief probability from selecting 223 each cue varied slowly throughout the experiment duration, controlled by a random walk algorithm 224 which varied between 20-80% (Figure 1e ). This ensured that that associability varied constantly 225 through the task, encouraging continued relief exploration, and allowed us to better resolve more 226 complex models of uncertainty (see below). Fourth, we increased the frequency of tonic pain ratings 227 (10 per session, 80 per subject in total) to enhance power for identifying modulatory effects on pain. 228 Fifth, the rating was taken after the action but before outcome, to provide an improved assessment 229 of ongoing tonic pain modulation without interference by the outcome. Finally, we also collected 230 SCRs bilaterally, to enhance the data quality given the importance of the SCR in inferences about 231 associability. Prediction errors 280 We found that the TD model action prediction errors was robustly correlated with BOLD responses 281 in similar regions identified in Experiment 1, including left dorsal putamen, bilateral amygdala, 282 and left DLPFC (Figure 5a , Table 5 ). Of these, BMS showed the TD model had higher posterior and Following the same analysis as in Experiment 1, we found again that pgACC BOLD responses 295 correlated with trial-by-trial associability from the state-learning hybrid model (Figure 5d, Figure 5e , 296 Across both experiments, the results provide convergent support for two key findings. First, we 307 show that relief seeking from the state of tonic pain is supported by a reinforcement learning 308 process, in which optimal escape actions are acquired using prediction error signals, which are 309 observed as BOLD signals in the dorsal putamen. Second, we show that during learning, the level of 310 ongoing pain is reduced by the learned associability associated with state-based relief predictions.
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This signal thus reduces pain when there is a greater capacity to learn new information, and is 312 associated with BOLD responses in the pregenual anterior cingulate cortex. Together, these results 313 identify a learning circuit that governs tonic pain escape learning whilst also suppressing pain 314 according to the precise information available during learning. In so doing, it solves the problem of 315 balancing tonic pain with the requirement to actively learn about behaviour that could lead to relief. The findings highlight the dual function of a state-based relief associability signal during tonic 317 pain escape. Associability has its theoretical underpinnings in classical theories of associative 318 learning and attention (i.e. the Pearce-Hall theory (Pearce and Hall, 1980) ), and its mathematical 319 implementation here is as an approximate uncertainty quantity derived from computing the running 320 average of the magnitude of the prediction error (Sutton, 1992; Le Pelley, 2004 time-frames, it is possible that the learning system recognises this and reduces endogenous control. 330 However in rodent studies of associative learning, associability is maintained even after several days 331 of training (Holland et al., 2002) , and it is possible that salient cues in aversive situations maintain 332 the ability to command attention and learning longer than that would be predicted by 'optimal' 333 Bayesian models. 334 The localisation of the associability signal to the pgACC is consistent with a priori predictions. The 335 region is known to be involved in threat unpredictability (Rubio et al., 2015; Nitschke et al., 2006) , 336 computations of uncertainty during difficult approach-avoidance decision-making (Amemori and , 2004, 2007; Wiech et al., 2014, 2006; Mohr et al., 2012) . Our results offer insight into why -by 353 suggesting that endogenous analgesia is not a non-specific manifestation of control, but rather a 354 specific process linked to the learnable information. This information-theoretic account is notable 355 because of the opposite direction of pain modulation compared to the hyperalgesia and anxiety, 356 which are typically associated with unpredictability and uncertainty that is manifest when no control 357 is possible (Yoshida et al., 2013) . 358 From ., 2004) . The reinforcement learning model we describe is a 'model-free' mechanism, since it 374 learns action values but does not build an internal model of state-outcome identities and transition 375 probabilities (Daw et al., 2005) . However, it is likely that a model-based system co-exists, and might 376 be identifiable with appropriate task designs (Daw et al., 2011) . 377 Developing a computational account of relief learning and endogenous control may also help 378 us understand how the brain contributes to the pathogenesis and maintenance of chronic pain 379 (Navratilova and Porreca, 2014) . Adaptive learning processes are thought to be important in 380 chronic pain: learning and controllability have been proposed to play a role in the pathogenesis and 381 maintenance of chronic pain (Vlaeyen, 2015; Flor et al., 2002; Apkarian et al., 2004; Salomons et al.,   382 2014), and brain regions such as the medial prefrontal cortex and striatum have been consistently 383 implicated in clinical studies, e.g. in pain offset responses (Baliki et al., 2010) and resting functional 384 connectivity in chronic back pain (Baliki et al., 2008, 2012; Fritz et al., 2016; Yu et al., 2014) . In 385 addition to suggesting a possible computational mechanism that might underlie pain susceptibility 386 in these patients, the results highlight the pgACC as a target for therapeutic intervention, for 387 example by non-invasive fMRI neurofeedback or invasive excitatory deep brain stimulation. for 3s, during which subjects were asked to make the left or right button press response. An 414 arrow corresponding to the chosen direction was superimposed on the cue after the decision was 415 made until the 3s display period ended. The disappearance of the cue and response arrow was 416 followed immediately by the outcome of a temporary decrease in temperature of the painful heat 417 stimulus (temporary reduction of temperature by 13 • C from the tonic level for 4s), or no change 418 in temperature such that the constant pain continued straight on into the next trial. The next 419 trial started after a jittered inter-trial interval (ITI) of 4-6s (mean=5s) after outcome presentation 420 concluded (Figure 1a) . There were 20 trials per session, with equal number of 'easy' and 'hard' cues 421 (n=10 each). Each session lasted about 5 minutes. 422 The yoked Pavlovian conditioning task was identical to the instrumental task, except subjects 423 did not have control over the outcomes through their responses. Instead, the sequence of cues and 424 outcomes from the previous instrumental session were used (or the first instrumental session from 425 the previous subject, for subjects who started with a Pavlovian session), although subjects were 426 not aware of the yoking process. A different set of fractal images was used for the yoked Pavlovian 427 sessions, so learning from an instrumental session could not be transferred to its corresponding 428 Pavlovian session. To control for motor responses in both sessions, subjects were asked to press the 429 response button according to the randomised indicator arrow, which appeared on screen 0.5s after 430 CS presentation. This is common in neuroimaging studies of Pavlovian and instrumental learning, 431 and it was clearly explained to subjects that these actions bore no relationship to outcomes.
432
Each subject repeated instrumental and yoked Pavlovian sessions 3 times (6 sessions in total).
433
They were clearly instructed whether it was a Pavlovian or instrumental session. To remove any 434 order confounds, the session order was alternated within and between subjects (i.e. order ABABAB, Experiment 2 was a purely instrumental relief conditioning task, similar to that of Experiment 1. 447 However in this task, three visual cues were presented on screen simultaneously for 3s, during 448 which the subject was asked to choose one (Figure 1d) with a 3-button response pad. Each one 449 of these cues had varying relief probability, generated by a random walk process (probabilities 450 changing at step size of 0.1, bound between 0.2-0.8, with random start). Relief outcomes were 451 identical to that in Experiment 1, except the duration was reduced to 3s, which was enough to 452 produce a similar relief sensation with lower trial time. Subjects repeated the same task for 8 453 sessions (24 trials each), with the same visual cues throughout. However, several subjects did not 454 complete all sessions because of excess time in SCR experimental set-up which reduced the time 455 available for the task; hence the overall average was 7.08±1.44 sessions per subject. 456 Subjective pain ratings were collected after the 3s choice period and before outcome presenta- Painful tonic thermal stimuli were delivered to the subject's skin surface above the wrist on the left 461 inner forearm, through a contact heat-evoked potential stimulator (CHEPS, Medoc Pathway, Israel).
462
The CHEPS thermode is capable of rapid cooling at 40 • C/s, which made rapid temporary pain relief 463 possible in an event related design.
The temperature of painful tonic stimuli was set according to the subject's own pain threshold 465 calibrated beforehand. In Experiment 1, before the task, two series of 6 pre-set temperatures were 466 presented in random order (set 1: mean ± std 43.7±1.7 • C; set 2: 44.6±0.6 • C), with each temperature 467 delivered for 8s, after which the subject determined whether the stimulation period was painful or 468 not (ISI=8s). The higher of the two lowest painful temperatures from the two tests was used as the 469 tonic stimulation temperature. 470 In Experiment 2, 10 temperatures were presented in each series, both were randomly generated 471 with 44.4±0.7 • C. After the 8s stimulation, subjects were asked to rate their pain on a 0-10 VAS scale, 472 which were fitted with a sigmoid function. The temperature was chosen from the temperature 473 range of: 44, 44.2, 44.5, 44.8, 45 • C, whichever closest and below the model fitted value of VAS=8. 474 The final temperature used did not differ hugely for the two experiments despite the change in (Figure 4b) .
502
Other behavioural measures 503 Trial-by-trial choice data (button press indicating choices) and reaction times (length of time taken 504 from CS onset to button press) of subjects were recorded as part of behavioural measurements.
505
Computational learning models 506 To capture relief learning we fitted behavioural responses using different learning models from 507 previous studies (Table 1) , 2011; Boll et al., 2013; Zhang et al., 2016) . 
511
where is the outcome of the trial (relief=1, no relief=0). The probability of choosing action from 523 a set of all available actions ∈ { , , ...} in trial is modelled by a softmax distribution,
where is the inverse temperature parameter governing the competition between actions ( > 0). 
Hybrid model 530
The hybrid model incorporated an associability term as a changing learning rate for a standard TD model in value learning (Le Pelley, 2004; Li et al., 2011) . The associability term is also referred to as Pearce-Hall associability, an equivalent measure of attention or uncertainty, which is modulated by the magnitude of recent prediction error. The varying learning rate can be used in Pavlovian state-learning:
where , are free parameters limited within the range of [0,1].
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The model can also be extended to instrumental action-learning: 
where is a free parameter (0 ≤ ≤ 1). For each cue, the symmetry of the transition matrix encodes 538 the reciprocal relationship between relief/no relief belief. Given the hidden state variable, the 539 probability of actually observing this outcome is updated as:
where the rows of the matrix represent relief/no relief outcomes, the columns represent the 541 relief/no relief belief in . and are free parameters (0 ≤ ≤ 1, 0 ≤ ≤ 1) to incorporate potential 542 discrimination between the two outcome types. The prior probability of is calcualted from the 543 state transition probabilities and the posterior probability of −1 (Equation 11) . The posterior 544 probability of is calculated from the prior ( ) (from Equation 11) and the observed outcome 545 (Equation 12):
where Equation 11 is updated before observed outcome , Equation 12 is updated after . 548 can be used to approximate state values by calculating the relative relief belief through a 549 sigmoid function, with a free parameter , and the preferred action to be inferred using the softmax 
Hierarchical Bayesian model 555 The Hierarchical Bayesian model introduced by (Mathys et al., 2011) incorporates different forms 556 of uncertainty during learning on each level: irreducible uncertainty (resulting from probabilistic 557 relationship between prediction and outcome), estimation uncertainty (from imperfect knowledge of 558 stimulus-outcome relationship), and volatility uncertainty (from potential environmental instability). 559 This model has been shown to fit human acute stress responses (de Berker et al., 2016) . The model 560 was adopted to our study with the basic structure unchanged, and the second level estimated 561 probabilities were used to approximate state values of different cues, and the preferred action 562 calculated using the softmax function.
563
Modelling pain ratings 564 Our prior hypothesis suggests uncertainty is a likely modulator of tonic pain perception, hence 565 model generated uncertainty signals (associability in Expt 1 and 2, with entropy and surprise added 566 in Expt 2) were used as the main pain rating predictors. A generalised linear model includes the un-567 certainty predictor, and additional terms to control for potential temporal habituation/sensitization 568 and between-session variation: Hybrid -Assoc (**) SCR (instrumental) free parameter 0.497 0.004 0 =0 free parameter 0.495 0.004 0 =1
Hybrid -Assoc (**) SCR (Pavlovian) free parameter 0.498 0.003 0 =0 free parameter 0.496 0.008 0 =1
Hybrid -V (**) SCR (instrumental) free parameter 0.492 0.012 0 =0 free parameter 0.499 0.003 0 =1
Hybrid -V (**) SCR (Pavlovian) free parameter 0.494 0.005 0 =0 free parameter 0.5 0.003 0 =1 * Fitting options: muTheta, muPhi=0, sigmaTheta, sigmaPhi=1 ** muTheta, muPhi=0, sigmaTheta=0.05, sigmaPhi=1 Hybrid -Assoc (**) SCR (bilateral) free parameter 0.49 0.01 0 =0 free parameter 0.488 0.027 0 =1
Hybrid -V (**) SCR (bilateral) free parameter 0.48 0.034 0 =0 free parameter 0.496 0.013 0 =1 * Fitting options: muTheta, muPhi=0, sigmaTheta, sigmaPhi=1 ** muTheta, muPhi=0, sigmaTheta=0.05, sigmaPhi=1 *** muTheta=[0,-2,0], muPhi=0, sigmaTheta, sigmaPhi=1 
