Peer review is central to the process through which epidemiologists generate evidence to inform public health and medical interventions. Reviewers thereby act as critical gatekeepers to high-quality research. They are asked to carefully consider the validity of the proposed work or research findings by paying careful attention to the methodology and critiquing the importance of the insight gained. However, although many have noted problems with the peer-review system for both manuscripts and grant submissions, few solutions have been proposed to improve the process. Quantitative bias analysis encompasses all methods used to quantify the impact of systematic error on estimates of effect in epidemiologic research. Reviewers who insist that quantitative bias analysis be incorporated into the design, conduct, presentation, and interpretation of epidemiologic research could substantially strengthen the process. In the present commentary, we demonstrate how quantitative bias analysis can be used by investigators and authors, reviewers, funding agencies, and editors. By utilizing quantitative bias analysis in the peer-review process, editors can potentially avoid unnecessary rejections, identify key areas for improvement, and improve discussion sections by shifting from speculation on the impact of sources of error to quantification of the impact those sources of bias may have had.
Peer review is central to the process through which epidemiologists generate evidence to inform public health and medical interventions. Mulligan et al. defined peer review as "the evaluation of an author's manuscript by selected reviewers who make recommendations to the journal's editor as to whether or not the manuscript should be accepted, revised prior to publication, or rejected," noting that "[t]he reviewer is invited to make observations on the quality, originality, and importance of the work" (1, p. 132). Review of grant applications operates in parallel, with "proposal" substituting for "manuscript," "funding agency" substituting for "journal's editor," and "funding" substituting for "publication."
By diligently fulfilling these duties, reviewers act as gatekeepers to high-quality research. Reviewers are asked to carefully consider the validity of the proposed work or research findings by paying careful attention to the methodology and critiquing the importance of the insight gained through the research. Because no better alternative currently exists, the peer-review process plays a critical role in maintaining quality within the scientific enterprise, albeit with deficiencies (2) .
With their gatekeeper role in mind, reviewers who insist that quantitative bias analysis should be incorporated into the design, conduct, presentation, and interpretation of epidemiologic research could substantially strengthen the process. Quantitative bias analysis encompasses all methods used to quantify the impact of systematic error on estimates of effect in epidemiologic research (3) (4) (5) (6) (7) (8) (9) . The word "quantitative" distinguishes these methods from qualitative reporting on sources of systematic error and other limitations in discussion sections of grant applications and publications (10) . Such quantifications can also be combined with estimates of random error to give a picture of total study error (11, 12) . Although most epidemiologic studies include a quantification of random error and reviewers see this as essential, few reviewers insist on quantification of systematic error before publication or on a plan for systematic error quantification before funding. In fact, systematic error can be the larger source of error in epidemiologic studies, and quantification of this source of error should also be an important aspect of evaluating studies.
Given that all epidemiologic research-and particularly, though not exclusively (13) , nonrandomized epidemiologycontains some degree of systematic error, we submit that funding agencies and journals should encourage reviewers to evaluate plans for or use of quantification of the impact of such errors. Grant submissions with no such plan for use of bias analysis and papers with no such use of bias analysis should be evaluated just as would be submissions with no plan for or use of methods to quantify random error. Asking reviewers to factor plans for and results of bias analyses into their decision making would prevent important research with flaws that do not lead to inferential errors from being unnecessarily rejected while helping to ensure that poorer-quality studies are appropriately rejected. We co-authored a recent paper in which we described the best practices for conducting and reporting on quantitative bias analysis, and we noted the need to incorporate bias analysis into the peer-review process (14) . In the present article, we expand on the role of the peer-review process in encouraging bias analysis and describe how authors, reviewers, and editors can use quantitative bias analysis to improve the system.
THE PEER-REVIEW PROCESS
A common approach to peer review is to have a back and forth between reviewers and authors, with funding agency program staff and journal editors also weighing in as they deem appropriate. Reviewers who are assigned a grant application or manuscript comment on the validity of the methods and the importance of the research. Reviewers are also often asked to weigh in on a decision for the grant application or manuscript with a score or category that implicitly recommends rejection, major or minor revision, or acceptance. Assuming that a submission is not recommended for immediate acceptance (which is rare), reviewers do their best to either diagnose potential sources of bias or request more information on the methods. The authors may or may not be given a chance to respond to these comments, but when they are, the responses can include revised design aspects, revised analytic methods, sensitivity analyses (e.g., excluding some subgroups from the analysis), and justifications for the initial design or analytic decisions. In cases in which such issues cannot be rectified, these issues are nearly always detailed as limitations in a late section of the grant application or the discussion section of the manuscript.
At this point, if given the chance to re-review the submission, reviewers are left to either accept the revision, reject based on the information available, or try to mentally incorporate the sources of error into their assessment of the submission, possibly by cognitively accounting for the uncertainty. The difficulty here is that any adjustment is subjective, and research shows that we are poor at making such adjustments (15, 16) . Rarely do reviewers ask for or authors use quantification of the impact of systematic errors. The reasons for this are likely many, but it is clear there is currently little incentive for authors to use the methods because they tend to reduce, not increase, confidence in study design or results. Still, quantitative bias analysis can substantially diminish sources of bias as likely explanations and thereby serve as a powerful tool for advancing the case for funding or publication (see Fink and Lash (17) for an example). For reviewers, the reason for not demanding the methods may stem from limited experience using those methods themselves.
Whatever the reasons, because all studies have some degree of systematic error, rejection of submissions without quantification of the biases-and therefore based on intuition, training, and experience-can seem arbitrary. Likewise, acceptance of submissions that only describe the biases without accounting for them in overall study assessments can be equally arbitrary. Quantitative bias analysis could be used to improve the peer-review process, but the demand has to come from reviewers (18) .
QUANTITATIVE BIAS ANALYSIS FOR INVESTIGATORS AND AUTHORS PREPARING FOR SUBMISSION
As part of the process of writing up their submission, it is incumbent on authors to identify and describe sources of bias. Reviewers are good at demanding that any biases that have not been addressed be either rectified or described before funding or publication. However, it is far less common for authors to quantify the impact that those sources of bias might have. Plans for quantification of the impact of sources of bias before submission of a proposal or actual quantification before submission of a manuscript allows for greater transparency and can advance the peer-review process by focusing not on the source of bias themselves but on the likely impact. Authors can use validation data, information from the literature, or even best estimates of the bias parameters to assess the impact of systematic error. In addition to being more transparent, it allows reviewers to focus on the sources of bias that are likely to matter and to overcome criticisms for sources that have less impact.
Quantitative bias analysis is best used by authors, because they have full access to their data. Although quantitative bias analysis does not require individual record-level data, having the full record-level data set allows analysts to account for bias using more sophisticated methods that account for measured confounding and complex modeling. Investigators are also best placed to collect the most useful information to inform bias analyses: internal validation data. By collecting information on selection forces, measurement error, or unmeasured confounders within a subset of the study population, investigators can have greater confidence in the bias analysis. A secondary benefit of reviewers insisting on quantitative bias analysis will therefore be that it encourages investigators to invest in the design and implementation of validation substudies (19) . When such substudies are not possible, external validation data or informed assumptions can be used instead.
Some reviewers may have concerns that quantitative bias analysis will be used for nefarious purposes; that is, authors will only present bias analyses if they provide more support to their findings, not less. We disagree for 2 main reasons. First, although a bias analysis may shift results away from the null, thereby showing stronger effects than were observed in conventional analysis, a full analysis of total study error nearly always increases the uncertainty in study results. Second, although it is possible that authors may have an incentive to only present results that support their findings, reviewersusing simple methods and summary data-can conduct bias analyses of their own using their own bias parameters should they disagree with those presented by the authors. This is a healthy part of the scientific process, because disagreements about the bias model or values to assign to the parameters of the bias model can direct the optimal use of rare resources for further research (20) .
QUANTITATIVE BIAS ANALYSIS FOR REVIEWERS
It is the job of a peer reviewer to be skeptical. Not all skepticism, however, is truly justified. For example, in reviewing a submission with a non-null finding, a reviewer may be concerned that a study is vulnerable to differential misclassification of the exposure (e.g., recall bias) and therefore believe that the effect is truly null but the misclassification led to results biased away from the null. A reviewer of a grant application may diagnosis this concern in advance. Although possible, it is important to note that under some circumstances common in epidemiologic research, misclassification can lead to little bias. With study results or hypotheses, it is important to assess both whether there is an effect of an exposure on an outcome and how big the effect is. Likewise, when systematic error seems plausible, it is important to ask how much error is likely to have occurred. In cases with small amounts of bias, one might be more inclined toward acceptance than in cases in which the bias is likely large or the uncertainly from the bias is increased strongly. As an example, in an analysis in which researchers found a null effect of smoking during pregnancy on breast cancer using birth certificates to collect information on smoking status, it is reasonable to suspect that nondifferential misclassification of the exposure might lead to the observed null effect. However, a simple bias analysis was able to show that the results were not sensitive to exposure misclassification and therefore this was an unlikely explanation for the null finding (17). Thus, although skepticism might be reasonable under the circumstances, it is important to go beyond qualitatively diagnosing the flaws (the threat to validity is likely real) to quantifying its likely impact (how far has the bias likely shifted the point estimate and in what direction and how much less certain should one be about the results because of the study limitation).
Rather than simply documenting the flaw, reviewers can choose one of several options to proceed to quantification. Although some reviewers may have limited time to actually quantify the impact of these biases and may prefer to require this of the authors, those who seek control of the process can conduct their own bias analyses. Given that methods for bias analysis of summary data have been described (3) and ready-to-use software exists, reviewers can conduct such analyses using just what is presented in the submission and information from the literature on the likely bias parameters (e.g., for misclassification problems, the sensitivity and specificity of the classification). This strategy has the advantage of pushing reviewers to be specific about their hypotheses for the bias by giving rough estimates of their priors for the bias parameters. It also has the advantage of saving time, because reviewers can make decisions based on sources of bias that are likely important and ignore ones that appear to have less influence. This efficiency is particularly true when dealing with uncontrolled confounding and misclassification problems, for which information on bias parameters can often be harvested from the existing literature. Reviewers can then send back comments that are quantitative in nature and that express their best estimates of the magnitude of the problem. Authors could then be given a chance to respond by critiquing the bias parameters chosen and presenting their own if justified. Authors would not need to agree with the reviewer's beliefs about the hypothesized bias parameters, but if they disagreed, they would need to provide sufficient justification to convince the reviewer that another mechanism is possible.
We acknowledge that reviewers have limited time and that the onus to prove that a design or result is robust to sources of systematic error should fall on the authors. Still, even if a reviewer does not have the time or does not feel comfortable either identifying appropriate bias parameters or running a simple bias analysis, he can request that the investigators do so. This approach is most helpful if reviewers are specific in their hypothesized sources of bias rather than simply noting that bias might exist. For example, rather than stating that misclassification might exist because of a method used, a reviewer should specify whether the mechanism for misclassification was expected to be differential with respect to other important variables in the analysis and how much misclassification is expected (e.g., by specifying ranges or values for sensitivity and specificity of classification). Although a reviewer may be confident that the bias is strong, an analysis by the author may be compelling and convince the reviewer to change her mind or her own analyses may show her that she should continue to believe what she previously believed. In this way, the process becomes quantitative rather than qualitative, and evidence rather than speculation can be used to guide a decision to recommend acceptance or rejection based on a full assessment of the study error. We found this helpful in an analysis of data from a randomized trial of home-based oral antibiotic treatment compared with hospital-based injectable antibiotic treatment for severe pneumonia. Because the hospitalized group was observed more often, reviewers raised concerns about potential differential misclassification of the study outcomes. Presenting to the reviewers (and eventually publishing; see the Web Appendix of Hazir et al. (21) ) the results of a quantitative bias analysis helped demonstrate that the likely impact of the bias was negligible. This example also makes it clear that randomized trials are also subject to sources of bias (especially misclassification problems) for which quantitative bias analysis can be useful.
QUANTITATIVE BIAS ANALYSIS FOR FUNDING AGENCIES AND EDITORS
Programmatic staff at funding agencies and editors at journals are the final arbiters of what research is funded and published, so they are the ultimate gatekeepers of quality. As such, they are the logical constituents to lay out the expectation of quantitative descriptions of systematic error in proposals and papers. Programmatic staff and editors nearly always demand a quantification of random error, but no such expectation exists for systematic error. Without the demand for quantitative bias analysis through the expectations of these stakeholders, no large-scale change in quantification of bias is likely to occur.
Demand for quantitative bias analysis sets the expectation that bias can and should be quantified and creates the expectation that decisions about the submission will rest on adequate quantitative treatment of threats to validity. Quantitative treatment of biases spurs future studies with stronger designs by identifying important sources of bias of the exposure-outcome relation, which is consistent with the missions of funding agencies and journals. Changing review policies to explicitly call for quantitative bias analysis and to note that it will be used in decision making should accelerate the generation of high-quality research.
CONCLUSION
Peer review is a high-stakes process. Authors must make decisions about grant and manuscript submissions that affect promotion and tenure. Reviewers are being asked to act as gatekeepers around the quality of science but with incomplete information to do so. Programmatic staff and editors are being asked to make decisions about funding and publication that affect perceptions of quality of the funding agency or journal. Therefore, we have an obligation to make the peer-review process as effective as possible. Although the system will never be perfect, it can be vastly improved with the use of quantitative bias analysis, especially in cases in which random error is small and systematic error is likely the dominant source of study error. Quantitative bias analysis can prevent overconfidence in study findings while still leading to important results. At the same time, it can prevent unnecessary rejection of important research while leading to better justification for rejections. Creating a demand for quantification of systematic error in studies, as has already been done long ago for random error, will increase confidence in the peer-review system while giving reviewers, programmatic staff, and editors critical information they need for appropriate decision making.
