Autobiographical memory is the organisation of episodes and contextual information from an individual's experiences into a coherent narrative, which is key to our sense of self. Formation and recall of autobiographical memories is essential for effective, adaptive behaviour in the world, providing contextual information necessary for planning actions and memory functions such as event reconstruction. A synthetic autobiographical memory system would endow intelligent robotic agents with many essential components of cognition through active compression and storage of historical sensorimotor data in an easily addressable manner. Current approaches neither fulfil these functional requirements, nor build upon recent understanding of predictive coding, deep learning, nor the neurobiology of memory. This position paper highlights desiderata for a modern implementation of synthetic autobiographical memory based on human episodic memory, and proposes that a recently developed model of hippocampal memory could be extended as a generalised model of autobiographical memory. Initial implementation will be targeted at social interaction, where current synthetic autobiographical memory systems have had success.
Introduction
We receive a continual and very high band-width stream of sensory data during our waking hours. Our autobiographical systems process this data in a highly specific and adaptive fashion so as to provide quick access (within seconds) to relevant information experienced from hours to decades earlier. Autobiographical memory (AM) is defined as the recollection of events from one's life. Though similar in conception to Tulving's episodic memory [52] , AM goes beyond simple declarative facts of an event to recall of rich contextual details of a scene [13] . AM is a prerequisite for developing the narrative self [32] , related to and conceptually similar to the temporally extended self [43] . This version of the self is the individual's own life story, developed through experience, remembered, and projected into the future. For robots to behave in a flexible and adaptable manner, and succeed in complex sensorimotor tasks, it is essential that they store their experience appropriately and use this information during online processing. For example, in human-robot interaction a memory of a familiar person or game would be intuitively advantageous especially in developing trust or attachment. This concept is familiar in probabilistic robotics, where an informative prior is essential for accurate inference. At a purely computational level, it has been shown that learning through 'episodic control' is more efficient than building a forward model or developing habits when experience is limited and tasks are complex, as is often the case in real-world robotics applications [24] .
Innovative sensor designs, miniaturised HD cameras and affordable hard drives have endowed modern robots with an impressive capacity for gathering and storing information from the world. This information can be pooled across a range of modalities (e.g. vision, audition, touch, LIDAR, depth) at high bandwidth. However, robots remain poor at extracting or retrieving task-relevant information when needed, either offline from their vast archives, or online during streaming [54] .
In practice, data streams are filtered through feature detectors, processed by machine learning black boxes, or passively compressed into annotated histories where no such tools are available. As a result, despite having the ability to encode virtually everything that happens to them and access to vast stores of additional information online, robots are poor at determining which aspects of their history are important for making decisions and performing actions, or for framing engagement with people.
How does the brain solve this problem? By forming autobiographical memories that evolve over the life-time of an agent that places events in the context of the self and its goals. In this position paper we outline common approaches to autobiographical memory modelling in robotics, and contrast this with more modern understanding of memory function and organisation (see Figure 1 ). Four main principles are identified: compression, pattern completion, pattern separation and unitary coherent perception. To address each of these principles in a single architecture we outline a modelling framework based on predictive coding: deep learning for hierarchical representation and compression of sensory inputs (modality specific hierarchies in Figure 1 , thought to reside in the sensory processing circuitry of the brain), and episodic memory formation through a particle filter and Boltzmann machine hippocampus model (Following Fox and Prescott [16] , see Figures 2 and 3) . We close with a discussion of our specific implementation goals, centring our episodic memory system within a rich sensorimotor system to aid ongoing processing.
