Entity Suggestion with Conceptual Explanation (ESC) refers to a type of entity acquisition query in which a user provides a set of example entities as the query and obtains in return not only some related entities but also concepts which can best explain the query and the result. ESC is useful in many applications such as related-entity recommendation and query expansion. Many example based entity suggestion solutions are available in existing literatures. However, they are generally not aware of the concepts of query entities thus cannot be used for conceptual explanation. In this paper, we propose two probabilistic entity suggestion models and their computation solutions. Our models and solutions fully take advantage of the large scale taxonomies which consist of isA relations between entities and concepts. With our models and solutions, we can not only find the best entities to suggest but also derive the best concepts to explain the suggestion. Extensive evaluations on real data sets justify the accuracy of our models and the efficiency of our solutions.
Introduction
Entity Suggestion (ES) has been widely investigated in different scenarios. In a typical scenario, a system accepts a set of example entities provided by a user as a query q, and retrieves a set of entities such that these entities, along with q, complete some concepts. For example, in many online stores such as 'amazon.com', a user may browse some products such as {iPhone 6 Plus, Samsung Galaxy 6s}. It is quite possible that the user wants to buy a fashionable smart * Zhang is now affiliated with Department of Computer and Information Science, University of Pennsylvania. phone, then the website should recommend some other product entities such as iPhone 6s or Microsoft Lumia 950XL. Another example is when a user types {China, India, Brazil} as a query in the search engine, they may bear the concept BRIC in mind but can not recall all of its members. Thus, he/she enters these example entities of the concept for the purpose of retrieving the remaining ones. The remaining entity of BRIC, Russia should be returned as the result. We give more such examples in Table 1 . ES is also known as entity list completion [Dalvi et al., 2011] , entity retrieval [Delbru et al., 2012; Meij et al., 2014] , entity recommendation [Yu, 2014] or entity query by example [Balog et al., 2011; Bron et al., 2013] in different settings. ES has been widely and successfully used in search engine [Balog et al., 2010; Mottin et al., 2013] , spreadsheet population, and question answering [Ahn et al., 2005] .
However, ES can only return the suggested entities without explaining what is the meaning of the examples or why the result entities are suggested. We argue that an explanation is necessary in ES due to the following reasons. First, suggested entities with reasonable explanation are more trustworthy thus encouraging more click-throughs. In Figure 1 , if we can accurately fill in the blank in red, the user can save much time to browse other suggested entities but directly browse the products he/she is interested in, and thus the website can increase the click-throughs. Second, by providing both suggested entities and its corresponding concepts, users get more accurate feedback on whether his/her search intent was correctly recognized. Hence, we aim to not only return semantically related entities but also provide why we suggest the entities. In this paper, we focus on the explanation by concepts of the query examples, since the concept is the major intent of users by specifying a bag of examples. We call our problem as Entity Suggestion with Conceptual Explanation (ESC).
To the best of our knowledge, this is the first work to define and provide a good conceptual explanation for entity suggestion. Many solutions of ES have been developed, but they can not provide such explanation. These solutions can be classified into the following three categories. The first category tends to use co-occurrence as the basic recommendation mechanism. A well-known example is Google Set whose basic idea is to recommend the entities that most frequently cooccur with the example entities. The second category assumes that the query set belongs to some list and estimate the likelihood that each item belongs to the list. An example in this category is SEISA [He and Xin, 2011] . The third category ranks all the entities based on how much their properties overlap with those of the example entities, and return the top ranked entities outside of the query as the final result [Metzger et al., 2013] . However, they are generally not aware of the concepts of query entities thus are unable to conduct concept-aware suggestion, let alone give a good conceptual explanation. In our work, we think a good conceptual explanation should be both related and granularity-aware. Recently, many web-scale conceptual taxonomies consisting of isA relationships between entities and concepts, such as Microsoft's Probase and Google's isA database, have become available. These knowledge bases are extracted by Hearst patterns from web corpora. The rich concept information in these knowledge bases brings us new opportunities to process ESC queries. In this paper, we use these conceptual taxonomies to find the most related entity with conceptual explanation. We propose a series of probabilistic models and approaches for concept inference and entity suggestion based on these taxonomies. We use Probase as the taxonomy, although other taxonomies can be used as well.
Related Work
Entity Recommendation Related entity recommendation can be categorized into the following two categories: First, torecommend related entities for search assistance, Blanco et al. [Blanco et al., 2013] proposed a recommendation engine Spark to link a user's query word to an entity within a knowledge base and recommend a ranked list of the related entities. To guide user exploration of recommended entities, they also proposed a series of features to characterize the relatedness between the query entity and the related entities. Steffen et al. [Metzger et al., 2014] proposed a similar entity search considering diversity.
Second, for query assistance for knowledge graphs, GQBE [Jayaram et al., 2014] and Exemplar Queries [Mottin et al., 2014 ] studied how to retrieve entities from a knowledge base by specifying example entities. For example, the input entity pair {Jerry Yang, Yahoo!} would help retrieve answer pairs such as {Sergey Brin, Google}. Both of them projected the example entities onto the RDF knowledge graph to discover result entities as well as the relationships around them. They used an edge-weighted graph as the underlying model and subgraph isomorphism as the basic matching scheme, which in general is costly. Our objective is to infer entities that preserve the semantic of the examples, thus we assume all example entities generally share the same concept.
Entity Set Expansion The goal of this line is, given a set of seed entities, to discover other entities in the same concept. Google Sets [Google, 2006] is a product implementation used to populate a spreadsheet after users provide some instances as examples. Inspired by Google Sets, many research work followed [Ghahramani and Heller, 2005; He and Xin, 2011; Wang and Cohen, 2008; Sarmento et al., 2007; Pantel et al., 2009] , to measure the membership strength of an item for a hidden concept exemplified by query entities. However, this line of work always biases towards general concepts which is not good enough to explain the query set. Especially the query set conceptualizes to multiple fine-grained concepts, such as a camera brand and Japanese company. Our work assumes a query set can bear multiple fine-grained concepts, and aggregates a concept distribution to accurately infer related entities that reflect all the related concepts.
Related problems include semantic search tasks studied in Bron et al. [Bron et al., 2013] , of taking example instances and the textual representation of a relation, to complete the list of examples. Another example is harvesting tables on the Web, and retrieving the table that completes the example instances and description [He and Xin, 2011; Wang et al., 2014] . Compared to this work, our task is more challenging relying solely on examples without explicit description of a relation or table. Short Text Conceptualization Short text conceptualization aims to map a short text to a set of concepts as a mechanism of understanding text. Lee et al. [Kim et al., 2013] proposed context-dependent conceptualization to capture the semantic relations between words by combining Latent Dirichlet Allocation with Probase. Song et al. [Song et al., 2011] developed a Bayesian inference mechanism to conceptualize words and short texts. The ultimate objective of conceptualization is to find the concepts that best capture the semantic of the short texts. However, conceptualization combines all related concepts together without considering the semantic granularity of the concepts which increases the risk of recommending false positives and cannot explain the query well either. Our work is to find concepts that can best explain the query, and the next step of entity inference, identifying the most related entity, is beyond the scope of conceptualization.
Background
In this section, we briefly review the conceptual taxonomy Probase upon which our solutions are built. Probase and isA relationships Probase [Wu et al., 2011] is a universal, general-purpose, probabilistic taxonomy automatically extracted from a corpus of 1.6 billion web pages.
Probase contains 2.7 million concepts and 4.6 million isA (a.k.a., hypernym-hyponym) relationships among the concepts/entities, which is suitable for us to describe the query entities. Each isA relationship saying (e isA c) is associated with the frequency (n(e, c)) that e isA c is observed from the corpus. The frequency allows us to compute the typicality of e under concept c, i.e., P (e|c), which can also be interpreted as the probability that e is an instance of c. Formally, it can be computed as follows:
where n(c) = e∈E n(c, e), n(e) = c∈C n(e, c) and E, C is the whole entity and concept set in Probase respectively. We will use these two equations in the following sections.
Problem Model
In this section, we elaborate our two probabilistic models. We start from the simpler one.
A Probabilistic Relevance Model
Given a set of query entities q = {q i |q i ∈ E}, we model the relevance of an entity e to q with rel(q, e), which can be interpreted as the likelihood that a real person will think of the entity e when he/she observes the entities in the query q. Thus, our objective is to find the entity whose relevance is the highest, and we will suggest entities based on their relevance:
Then, the key is to define the relevance function. Consider the psychological procedure of a real user to infer an entity when observing a set of example entities. The user tends to formulate the query by referring to some concepts of the examples as well as the target entity. The concepts referred to describe the one or more aspects of these entities. For example, given {China, India, Brazil}, two concepts {developing country, emerging market} naturally come to our mind. However, some other concepts such as country is also possible to be activated in our mind. But intuitively country is not as good as the other two concepts since it is more general. Hence, the key is quantifying the promisingness of a concept to explain and make a good entity suggestion. We use r(c|q) to rank each candidate concept. Thus, we have the following relevance function:
Clearly, the relevance function is positively correlated to the two factors P (e|c i ) and r(c i |q), which reflects the following two principles: (1) A typical entity should be suggested; (2) An entity of a promising concept should be suggested.
A Relative Entropy Model
An alternative model is to use a concept distribution to represent the semantics of the query entities. Thus, the entity whose admission into q can preserve the original concept distribution is exactly the entity we are looking for. More formally, let P (C|q) be the concept distribution of query entity set q. The distribution can be represented as a set of vectors {< c i , r(c i |q) >} (Here r(c i |q) is normalized, and can be used as a probability). We just need to find the entity e such that P (C|q, e) is closest to P (C|q). A popular measure of the distance between two probability distributions is KLdivergence, also known as relative entropy. Thus, our problem can be formulated as:
where KL-divergence is defined as:
Concept Ranking
The problem left is the definition of r(c|q). There are two purposes to define r(c|q). First, we use r(c|q) (in Eq. 3) to characterize the promisingness of a concept to make a good entity suggestion. Second, we use r(c|q) to select the best concepts to explain the suggestion. In other words, we use the same ranking function for two different purposes. It is reasonable, because in most cases it is the concept that help us find the right entity can best explain the suggestion. We define r(c|q) as follows:
We elaborate its rationality from the following two aspects, and elaborate the computation of P (c|q) and δ(c|q) in Section 5.
• Typicality A good concept should be the concept that people are likely to associate with the query examples. In our running example, BRIC is a very typical concept given {China, India, Brazil}, which can directly help us find the appropriate entity Russia. Thus, we define P (c|q) to be the typicality that c is referred to when we are presented with q.
• Granularity A good concept should be neither too general nor too specific to summarize the query examples. In our running example, though country is a very typical concept, it is too general to explain the query entities, and it is very likely to introduce many less related entities such as Italy. Certainly, the concept can not be too specific either. To see this, the concept exactly containing the query exemplars is unable to suggest any other entities. We introduce δ(c|q) to describe the goodness of concept c in terms of its granularity given q .
Concept Inference
In this section, we elaborate how to compute P (c|q) and δ(c|q). Finally, we discuss how to select the concepts for explanation from the ranked concept list.
P (c|q) Computation
The major concern to compute P (c|q) is how to aggregate the concept inference from different query entities. We propose a Naïve Bayes model and a Noisy-Or model for the aggregation. We start from a Naïve Bayes model.
Naïve Bayes Model
According to the Bayes theorem, we have:
Since P (q) is only dependent on the query, it can be ignored for the purpose of ranking. In general, a person's choices of two entities e i , e j are logically independent with each other given a concept c. Thus, we can have a conditional independence assumption:
∀ej, e k ∈ q, P (ej, e k |c) = P (ej|c)P (e k |c)
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Thus, we have:
Generally, there are relatively few concepts related to all of the query entities, therefore appropriate smoothing is necessary to avoid zero probabilities. To do this, we assume that with probability 1 − λ, the user would choose the entity by its prior typicality. Thus, Eq. 9 can be rewritten as:
log P (c|q) ∝ log(P (c)) + e j ∈q log(λP (ej|c) + (1 − λ)P (ej)) (10)
Here the prior typicalities of P (c) and P (e j ) are computed by the following equations:
where n(c) (or n(e)) is the number of occurrence of c (or e) in Probase.
Noisy-Or Model
Alternatively, we can mimic a psychological process of identifying the concept, when query instances are presented one by one to a human-As more query entities are given, desirable concepts will amplify and eventually peak.This observation implies that the signal of the right concepts should be amplified when more entities are observed, and the signal of incorrect concepts should be weakened. These observations motivate us to use a Noisy-Or model to compute P (c|q):
δ(c|q) Computation
δ(c|q) evaluates the goodness of a concept in terms of its granularity. The key to define δ(c|q) is to punish a vague concept. We found two typical kinds of vague concepts: (1) concepts that have many instances and (2) concepts that have a long distance to query entities in a conceptual taxonomy.
Capacity-based Score A concept with many entities might be too general. For example, in Probase, country has 2648 entities, while developing country has only 149 entities. Country is obviously more general than developing country. These general concepts may have high P (c|q) due to their large capacity, but are relatively vague to characterize the semantics of the query entities. Hence, we define δ(c|q) as follows:
where Capacity(c) is the number of entities of c, and |E| is the total number of entities in Probase.
Distance-based Score
The above penalty is independent on the query q and it might bias to specific concepts. Next, we propose a new distancebased score which takes advantage of the hierarchical structure of the taxonomy and measure the penalty by the distance from query entities to the concept in the taxonomy. We use the expected hitting time of random walk to measure the distance. In general, an abstract concept takes a longer steps to be visited by the query entities through a random walk on the taxonomy than a specific concept does. For example, China is a country and developing country, and developing country is also a country in Probase. Thus, there exist a 2-step and an 1-step path from China to country while only an 1-step path from China to developing country. Thus, the expected hitting time of a general concept is larger. We use the inverse of expected hitting time as the penalty. More formally, let H(c|q) be the expected hitting time in a random walk to reach concept c starting from any entity in q along the isA relations in a taxonomy. It is the sum of h(c|e i ) over e i ∈ q. That is:
where h(c|e i ) is the expected number of steps in a random walk starting from e i ∈ q to reach the concept c. In a random walk procedure, h(c|e i ) is computed by the following equation:
where c(e i ) is the concepts of e i in Probase and we use P (c |e i ) (i.e., the typicality of concept c given entity e i ) as the transition probability in the random walk procedure. Finally, we have
As we are only interested in the concepts within a short distance, we just ignore concepts with distance larger than a certain threshold of T steps, which reduces the computation cost.
In our experiment, we set T to be 3.
A Combined Score
The above two scores use different signals for the computation. Capacity-based score might bias to specific concepts, which leads to a high precision but a low recall. Hence, a more reasonable choice is combining two scores above so that (1) all available features are used and (2) we can tradeoff between precision and recall. We employ a F-score based framework for the combination. The combined score is defined as follows:
where δ c and δ d are capacity-based score and distance-based score respectively. We use β to tune the trade-off between two scores.
Evaluation
In this section, we systematically evaluate the effectiveness of our models and solutions with the comparison to the state-ofthe-art approaches using the following two types of datasets.
• Simple conceptual lists A widely adopted conceptual list sets: SEAL [Wang and Cohen, 2007 ].
• Specific conceptual lists As the above dataset focuses on coarse concepts with many entities, e.g., common disease, queries, typically with a small set of examples, can match too many ground-truth concepts. To make the task more challenging, we extract a dataset of concepts with small cardinality from Wikipedia. The two models we proposed PRM (Probabilistic Relevance Model) and REM (Relative Entropy Model) can combine with two computational methods of P (c|q): Naïve Bayes (BA) and Noisy-Or (NO). Hence, we have four possible combinations: PRMBA, PRMNO, REMBA, REMNO (We use the combined score of δ(c|q) in Eq. 17). We compare them with KNN, a naïve baseline, list completion solution proposed in [Adafre et al., 2007] (ER), entity property based solution in [Bron et al., 2013] (ESBA), and SEISA [He and Xin, 2011] (which is reported to be the best among the state-of-the-arts in [Wang et al., 2014] ). Our implementation of SEISA use entity lists in Probase instead of web lists which we could not access.
Furthermore, to evaluate the goodness of the conceptual explanation, we also implement the short text conceptualization method proposed in [Song et al., 2011] denoted as STC. Our probabilistic relevance model and relative entropy model are used in entity suggestion, and the conceptual explanation is provided by BA and NO with the score of δ(c|q). In the comparison, we denoted them just as BA and NO.
Simple Conceptual Lists
Setup. We use English lists in the SEAL data set [Wang and Cohen, 2007] , and randomly choose 2-4 instances of each list as the query and evaluate the quality of the ranked result lists returned by different solutions with a varying number of examples.
Metrics.
• For entity suggestion. We evaluate different solutions by the following metrics: mean Precision@k (the ratio of correct entities that are among the top k in the ranked list divided by k, here we set k as 5, 10), mean precision (the number of correct entities that are in the ranked list divided by the size of ranked list), mean recall (the ratio of correct entities that are in the ranked list, divided by the number of entities in the ground truth), and F1-score (harmonic mean of precision and recall). We also use paired t-test to evaluate the statistic significance of the comaprision results.
• For conceptual explanation. We use the names of the lists of SEAL data set to be the ground truth of the conceptual explanation. Then we check if the ground truth concept exists in the top-k results, and return the precision. Here we report the results when k = 5, 10.
Results.
• Entity suggestion. The comparison results are presented in Table 2 , where scores of F1 marked with * represent the winner under significance level 0.95. The results show that on SEAL data set, all of our solutions consistently outperform the competitors under all of the metrics. It also reveals that our solutions are robust against the number of given instances. These results suggest that conceptual taxonomies are beneficial for entity suggestion in general. The detailed comparisons reveal that PRMNO and REMNO in general perform better than PRMBA and PRMNO. Hence, Noisy-Or model is better than Naïve Bayes Model in concept inference.
• Conceptual explanation. The explanation results are presented in Table 5 , we can see that our models outperform the method used by short text conceptualization. The BA model's better performance reveals that our consideration of the granularity of the concepts works here. Our NO model outperforms the BA shows that the Noisy-or model is better to infer the accurate concepts than the Naive Bayes model.
Specific Conceptual Lists
As motivated above, we evaluate with specific conceptual lists from Wikipedia articles. Most of these concepts have the name such as Big N and Great N. These article pages contain a list of entities that share the same specific concept, which usually requires a more complicated description. For example, from Big 4 (tennis) page in Wikipedia, we can get four entities {Roger Federer, Rafael Nadal, Novak Djokovic, Andy Murray}. The full description of the concept actually is the four most famous tennis players in the world nowadays. We collected 112 such lists representing specific concepts. Some example lists as well as their complicated concept descriptions are shown in Table 3 . Setup. Given the ground truth data, we construct the query set as follows: we choose the ground truth lists whose entities are more than 2 (all of our 112 ground truth lists have more than 2 entities), and randomly choose 2 entities as the query examples to construct the query set. In this way, we get 112 lists. Similarly, we construct another two query sets with three query entities and four entities, respectively. The size of these two data sets are 51 and 17, respectively. We run our solutions and competitors on these three query sets.
Metrics. For each query, the answer entities should be ranked higher than other unrelated entities. Thus, on this data set, we use mean NDCG to evaluate each query in q, denoted as mNDCG. Obviously, a larger mNDCG implies a better ranking. Since mNDCG evaluates the precision of our results, we further use mean Recall@k to evaluate the recall of our approaches. Here, we denoted it as mRecall@k and set k from 1 to 10.
Results The results measured by mNDCG are shown in the last figure of Figure 2 . It is evident that our approaches are better than the baseline and other competitors. For example, our mNDCG scores are significantly higher than SEISA at the significant level higher than 0.96. The result can be consistently observed no matter how many seeds are provided. It also reveals the performance of our four methods are quite close to each other on this data set.
In first three figures of Figure 2 , we show the results under the measurement of mRecall. We can see our approaches perform better than the competitors consistently over different k and different number of seeds. We highlight that for more than 70% (twice of the competitors) queries, our approaches can find the right entity in the top-6 candidates. Case Study When doing entity suggestion on the specific conceptual lists, the good conceptual explanation should be fine-grained, but it may be different with the name of the list from Wikipedia. Thus, human evaluation should be involved, and we provide the case study of the results instead of the study of the precision here.
In Table 5 , we give case studies to show the effectiveness of our conceptual explanation. Because of the space limitation, Table 4 presents the top-5 concepts of 4 queries using NO and STC. Since we have shown that NO is better than BA to provide explanation, here we omit the result of BA. The query examples are in the first row of the table. According to the results, we can see that the concepts founded by STC are quite vague. However, the concepts found by NO are much more specific and related.
The above results sufficiently show that the careful selection of concepts is critical for both the effectiveness of concept selection and entity inference. 
Conclusions
This paper studies entity suggestion with conceptual explanation, a technique with diverse applications. Specifically, we have proposed two probabilistic approaches, the first leveraging the typicality of concepts and entities to make the inference biased toward the more promising entities, and the second using an optimization solution to minimize the difference before and after the acceptance of a candidate entity. With these two models, we have solved the challenging problems of how to aggregate the conceptual information of the example entities by a Naïve Bayes Model and a Noisy-Or model and how to find specific concepts by a capacity-based approach and a distance-based approach. We have validated the effectiveness of our approaches using extensive evaluations with real-life data.
