Abstract In this paper, we present a method of detecting the collapsed buildings with the aerial images which are captured by an unmanned aerial vehicle (UAV) for the postseismic evaluation. Different from the conventional methods that apply the satellite images or the high-altitude UAV for the coarse disaster evaluation over large area, the purpose of this work is to achieve the accurate detection of collapsed buildings in small area from low altitude. By combining the motion and appearance features of collapsed buildings extracted from successive aerial images, each pixel in the input image will be measured by a statistical method where the background pixels will be penalized and the ones of collapsed buildings will be assigned with high value. The candidates of collapsed buildings will be established by integrating the extracted feature points into local groups with the online clustering algorithm. To reduce the false alarm caused by the complex background noise, each predicted candidate will be further verified by the temporal tracking framework where both the trajectory and the appearance of a candidate will be measured. The candidate of collapsed buildings that can survive through long time will be considered as true positive, otherwise rejected as a false alarm. Through extensive experiments, the efficiency and the effectiveness of proposed algorithm have been proved.
Introduction
After an earthquake, since the collapsed building is one of the most serious threats to human lives and properties, the ability to automatically detect collapsed building will be very important for the following rescue process. That is because such an ability can help people to rapidly evaluate the possible loss and efficiently assign the limited rescue resource to the people who need the help most. In this paper, we focus on the task of detecting collapsed buildings from the low-altitude aerial images captured from an unmanned aerial vehicle (UAV) over small area. Here, we refer to define "collapsed building" as a building that is completely destroyed or part of it is broken and its shape has been changed. The buildings whose roof or glasses are broken or their wall has cracked are called as the damaged buildings. According to their working mechanisms, the traditional postseismic evaluation methods for collapsed buildings can be mainly categorized into three types as: (I) predicting the number and coarse distribution of collapsed buildings according to the earthquake strength and geography structure; (II) coarse evaluating the collapsed buildings using the remote sensing images captured by the satellite or high-altitude fixedwing UAV; and (III) accurate evaluation over individual buildings by the reports received from the rescue team.
Method (I) is the fastest method that can predict the distribution and approximate number of collapsed buildings according to the earthquake parameters (such as the earthquake intensity and hypo central depth) as well as the geography structure of the hypocenter. Since this method can only provide the approximate information of collapsed buildings, further accurate evaluation over individual building still relies on the other methods. As for Method (II), although it could achieve the more accurate detection of collapsed buildings in a wide area, its success is based on the assumption that the preseismic and postseismic geographic data of such an evaluated area are available (detailed introduction could be found in Section 2). Method (III) is the most accurate postseismic evaluation because the number and position of collapsed buildings are checked one by one by humans. Therefore, it means that this method will be laborious and time-consuming.
As shown in Figure 1 , the difficulties of detecting collapsed buildings from the low-altitude aerial images include: (1) the appearance variation of background objects (including normal buildings and other objects) is huge; and (2) the appearance of collapsed building will be unpredictable due to the camera viewpoints, illumination, and the camera motion, etc.. Due to such problems, the conventional learning-based object detection algorithms [1] [2] [3] [4] [5] become unsuitable for such a detection task. That is because the binary object detector derived from a leaning based algorithm is usually obtained from the offline training process, where massive positive and negative training samples are required to cover the possible variation of target and background conditions. In the case of detecting collapsed buildings from a low-altitude UAV, the mobile aerial camera further increases the complexity and quantity of training data sets. Such complex huge training data sets will lead to the overtraining problem, which means that, under an unknown scene, there will be no guarantee of the performance of a learning based detection algorithm.
In this paper, for the disaster evaluation, we present an online detection framework for the collapsed buildings by only using the postseismic aerial images which are captured from the UAV. Based on the appearance and motion extracted from the successive aerial images, the probability that one image pixel belonging to a part of one collapsed building will be measured by a statistic formulation, where pixels of collapsed building will gain high value, while the background ones will be penalized. Through such measurement, a collapsed building will be represented by a group of feature points that obtain high similarity value, and the candidates of collapsed buildings will be produced by integrating those points into local regions with the online clustering algorithm. To reduce the false alarms caused by the random background noise, further verification of the produced candidates will be carried out by a temporal tracking process, where a candidate that can survive through long term will be considered as a truly collapsed building, otherwise a false alarm. The contribution of this paper includes: (1) setting up a new method for describing the appearance of collapsed buildings; (2) a novel energy formulation is applied for measuring the probability that an image pixel belongs to parts of collapsed buildings according to the motion, appearance, and color information; (3) verifying the candidate of collapsed buildings with temporal tracking algorithm; and (4) achieving almost real-time detection of collapsed buildings under complex conditions. Through various experiments under complex condition, the efficiency and the effectiveness of proposed algorithm have been proved.
Related work
To detect the collapsed buildings automatically, great efforts have been made such as using the highresolution satellite imagery or the images captured from the high-altitude UAV to estimate the number and position of collapsed buildings. Generally, we can categorize those methods into two types as: detecting the collapsed buildings (1) by measuring the difference between the preseismic and postseismic digital surface models (hereafter called as DSMs) created from the aerial images of target area, and (2) by checking changes (including height or shadow) in the ground 3D models created by the light detection and ranging (LIDAR) system. Tong et al. [6, 7] brought an accurate detection algorithm of the collapsed building by comparing the changes in preseismic and postseismic digital elevation model (hereafter called as DEMs) which are created by the high-resolution satellite IKONOS stereo images. In [6] , they detected the collapsed buildings by comparing the height changes in the DEM before and after earthquake, where huge height changes correspond to a collapsed building. While in [7] , if the shadow of a building changes greatly before and after the earthquake, it indicates that such a building is a collapsed one.
Similar ideas have been applied in [8] , where the DSMs of all buildings are automatically created by a pair of aerial images, and the detection of collapsed buildings is achieved by checking the changes in DSM before and after earthquake. In [9] , a binary detector of collapsed building was obtained from the support vector machine (SVM), where the training data include the height changes in DSM and the manually selected feature points of buildings. The collapsed buildings are detected by running such a detector over the test image at all positions and scales. The success of these fore-mentioned methods is based on the assumption that the preseismic and postseismic DSMs (or DEMs) are available. However, such an assumption may not be accessible, especially in the beginning days after earthquake, because it will take days to acquire the high-resolution satellite imagery and create the DSM (or DEM) from the captured images.
Other efforts [10] [11] [12] have been made to detect the collapsed buildings by only using the postseismic images. In [10] , the feature points of collapsed buildings are extracted from the Airborne Laser Scanner (ALS) data with Hough Transformation, a binary detector of collapsed buildings is obtained by training the feature points of collapsed buildings and background component with the maximum entropy modeling method. While in [11] , the principal component analysis and linear discriminant analysis algorithms were applied to reduce the dimensions of training ALS data while keeping the detection accuracy unchanged. Since the appearance variation of collapsed buildings and their surrounding background are huge (like Figure 1 ), such learning-based detection algorithms usually require huge training data sets to cover all the possible appearance variations. However, too many training samples may lead to the overtraining problem, which means, under an unknown scene, the performance of such detection algorithms will not be guaranteed.
Besides the learning-based detection algorithms, other online collapsed detection methods have also been well studied. Li et al. [13] combined the Laplacian gradients with the morphological textures to describe the appearance feature of collapsed building under a spectral band of color. The collapsed buildings are extracted as groups of pixels whose appearance value is over a predefined threshold. Despite its good results reported in that work, the performance of this work heavily depends on the manually selected thresholds, which means this work has to work under the supervision of humans. In [12] , the features of damaged buildings are described by the gray image and a gradient orientation histogram. When the variation of histogram is over a threshold, an object is considered as a collapsed building, otherwise uncollapsed. To reduce the computational complexity, in this work, all the test samples are the image patches manually cropped from the full images and divided into two pure groups: collapsed buildings and background. So, the complexity of test image patches is determined by humans. Therefore, without the human prior knowledge, when applied to a full aerial image, the performance of this method is suspected. Since covering all the researches about detecting the collapsed buildings is beyond the scope of this paper, more detailed survey could be found in [6, 7] .
Proposed system

System setup and overview
To detect the collapsed buildings from a low-altitude UAV, we proposed an online bottom-top detection method that can isolate a collapsed building from its surrounding background by combining the motion and appearance features of image pixels. Figure 2 shows the hardware setup of our system, which is composed of a rotor-wing UAV [14] [15] [16] and a pan-tilt active camera platform. The aerial images captured from the active camera will be transferred to a ground PC where our detection algorithm will process those images to find the collapsed buildings. The flowchart of the proposed system is shown in Figure 2 .
Motion analysis of aerial images
Since the ruins of collapsed building often fall onto the ground at arbitrary directions, correspondingly, their shape will contain random gradients without particular orientations. Based on such consideration, in the successive aerial images, the random shape of ruins will create some special motion features that could help us to discriminate them from the uncollapsed buildings. To extract the motion feature from the ruins of collapsed buildings, at a given pixel (x, y), we can compute its motion vector I = {I x , I y , I t } as the first-order derivation of gradient in the spatial and temporal directions from three successive frames: Here, I x , I y are the spatial gradients of (x, y), I t represents its temporal movement and I means the strength of vector I. Through the motion analysis, each pixel within the image will be assigned with a binary label M (x, y) as
Here, θ is a predefined threshold for filtering out the unnecessary noise (here, we set θ = 20).
Appearance analysis
To avoid the overtraining problem that the learning-based detection algorithms suffer from, in this paper, we select the online bottom-top algorithm for detecting the collapsed buildings. Since the ruins of collapsed building usually appear to be a small region that contains strong random gradients in almost all directions, we select the histogram of oriented gradient [2] (HOG) feature to describe the appearance of ruins. Centered at pixel (x, y), the computed gradient of all pixels within an n × n cell is oriented into an m-bin histogram, where each bin corresponds to one orientation. After the L1 normalization, the variation of such a histogram is calculated as
Here, b i represents the bin value of each orientation and b refers to the mean value of all bins. As shown in Figure 3 , since a normal building always contains the well-organized gradients in the parallel direction, its variation of histogram bins tends to be big (in other words, the output of (5) is big). As for a collapsed one, its bin variation of HOG feature will be quite small. This method could help us to discriminate a normal building from a collapsed one without the prior training process. Besides the HOG feature, further color similarity measurement is also applied in this work. Through the analysis of captured aerial images over the countryside in Lushan Area, the collapsed buildings are noticed to contain similar color to each other. That is because, in the same town, those buildings are usually composed of similar materials (concrete and woods) and painted with similar color, which is quite normal in the countryside. Based on such an observation, a predefined color (R p , G p , B p ) is online selected by the UAV operator to describe the representative color of collapsed buildings (it means that this predefined color may change from scene to scene). At each image pixel (x, y), whose color is represented as (R x,y , G x,y , B x,y ) , a Gaussian kennel mask C(x, y) is used to describe the color similarity The detection and integration of feature points from collapsed buildings. (a) The detected feature points of collapsed buildings from (6) . Here, since one feature point is too small to be shown clearly, each feature point is represented by one 5 × 5 rectangle; and (b) the produced candidate of collapsed buildings by the variable mean shift clustering [17] .
To deal with the color variation caused by different weather, illumination, and scenes, the bandwidth in C(x, ) is set up to a large value (as to 30 in each color channel) to follow such a variation. The output of C(x, y) will be a value that varies continuously from 0 to 1.
Similarity measurement
The similarity that a pixel could be considered as a part of collapsed building is computed as the product of its motion, appearance, and color similarity as
Here, S(x, y) is a similarity function that can describe the probability that a pixel (x, y) could be a part of one collapsed building. Pixels whose S(x, y) is over a predefined threshold (here, we set S(x, y) = 0.52) will be considered as a part of the collapsed buildings. Figure 4 (a) shows an example of the detected pixels of collapsed building from our similarity measurement, where each detected pixel is illustrated as a 5 × 5 rectangle.
Producing candidate of collapsed building
As shown in Figure 4 , since a collapsed building usually appears to be a region with high density of detected feature points, producing the candidate of collapsed building becomes a classical clustering problem which is known as how to automatically integrate the distributed data into reasonable clusters.
On such consideration, we chose the variable mean shift clustering [17] to group the detected feature points into the candidates of collapsed buildings. In [17] , since the kernel window width of each initial cluster seed is the distance from a seed to its k-NN data (here, we chose k = 5), this integration becomes adaptive to follow the complex data distribution of detected feature points. Hereafter, we refer to the output of integration results as the "candidate of collapsed building". Figure 4 (b) shows an example of the produced candidates of collapsed buildings with the adaptive mean shift clustering algorithm. The candidates are naturally produced by following the distribution of detected feature points.
Candidate verification by temporal tracking
Despite applying multiple features for creating the candidate of collapsed buildings, many false alarms still arise due to the complex background, viewpoint changes, and variation of object appearance. To reduce the unreasonable false alarms, we select the temporal tracking algorithm for verifying if the created candidates are true or not. Based on the truth that a false alarm will arise occasionally while a true candidate of collapsed building will survive for a long time, a created candidate of collapsed building will be verified by the temporal tracking algorithm through five successive frames in the time direction. Figure 5 shows the illustration of using temporal tracking to verify the detection results.
Here, in the temporal tracking process, we verify a candidate of collapsed building by measuring its appearance, trajectory, and color feature as follows:
Here, as for one candidate i at time t, after finding its nearest neighbor at time t + 1, App(t, i) denotes the appearance matching score P app between such two candidates by the normalized cross-correlation (NCC) template matching method, while Traj(t, i) means the trajectory matching result between two adjacent candidates where the overlapping candidates will gain high value and the separated ones will be penalized. Col(t, i) measures the similarity of color histograms extracted from the two candidates with Bhattacharyya distance. When the similarity F (t, i) is over the predefined threshold α (here, α = 0.6), we consider that candidate i contains one true positive neighbor. In the case that the value of TT(i) is over the threshold 1.8, candidate i will be finally regarded as a true positive detection result, otherwise a false alarm. Figure 6 shows an example of applying the temporal tracking method to verify the output in Figure 4 . Here, by measuring the appearance, color, and trajectory similarity among the produced candidates through five successive frames, the random false alarms have been efficiently removed and only the true positive detection results survived. 
Experiment and discussion
Data set and benchmarks
Despite the available public aerial photo data sets such as KOBE or Bam data sets, the aerial images in those data sets were mainly captured by the UAV or satellite from the high altitude. Therefore, the image resolution of collapsed buildings will be too small to be processed by the proposed algorithm. We prepare a novel aerial image data set of the collapsed building by collecting images from the internet, where all the images were captured by the UAV at low altitude. In this data set, the resolution of collapsed buildings is big enough to be processed by our algorithm.
Our low-altitude aerial image data set includes 102 collapsed buildings where 42 buildings are clearly visible and the rest 60 collapsed buildings are blurred. The images were taken by the UAV from various altitude and viewpoints. All these images recorded the earthquakes that happened at different places and years, including Italy Since the test images were captured from the unknown area, the ground truth of collapsed buildings was manually produced from the images. A predicted detection result of collapsed building will be compared with the ground truth. When the overlap rate between a prediction and ground truth is over 50%, it will be considered as a true positive detection, otherwise a false alarm.
Besides the static low-altitude test data set, we also prepared the other three data sets (Lushan-01, 02, and 03 data sets) which were composed of successive aerial images, where those images were captured at different places shortly after the 2013 Yaan Earthquake. Totally, these data sets contain 408 successive images and 985 collapsed buildings. Details of these data sets include+ (1) Lushan-01 data set (captured from Renjia Village) contains 161 successive frames where 345 collapsed buildings could be found; (2) Lushan-02 data set (captured from Hongxing Village) contains 478 collapsed buildings from 166 frames; and (3) Lushan-03 data set (captured from Zhongli Village) is composed of 81 frames with 162 collapsed buildings. To make the accurate evaluation of our system, all the experiments in Subsections 4.2 and 4.3 were all performed through the whole data sets but not the selected frames.
Experiment
To obtain the necessary motion information from our low-altitude static test data set, centered at each test image, we produced its neighbor images by slightly rotating the image with ±3
• . In this way, we can produce the necessary motion information from a static image without destroying its spatial features. Table 1 shows the detailed detection results of the proposed algorithm on the test data set, where Recall and Precision are calculated as
where TP i represents the ith true positive detection, GT j means the jth ground truth,and DT k refers to the kth detection result. From Table 1 , it has shown that the recall of the proposed system on clear images could be over 80% with the precision of 94.4%, and its performance is degraded to 58% recall and 72% precision as the test images are blurred. Such a phenomenon is quite similar to human eyes as it is much harder for us to identify objects in the blurred images than the clear ones. Figure 7 shows some detection results of the proposed algorithm with our test data set, where the true positive detection results are shown by the red rectangles and false alarms are represented by the blue ones. Figure 7(a) shows some magnified image patches of the detection results of our method with clear aerial images. Figure 7(b) shows the corresponding detection results with clear aerial images, where one false alarm was given. That is because that building happened to contain strong texture inside it, where the gradient orientation of such a texture was randomly distributed. In this way, according to our definition of collapsed building, one false alarm was produced over that area. Figure 7 (c) shows the performance of our algorithm with blurred aerial images. Here, several false alarms were produced in the tree area of the left image. That was because the camera focus was laid on the close building. Therefore, compared with their surrounding blurred area, trees tend to produce strong motion and random gradients. False alarms were assigned to those trees because the gradient orientation seemed to be arbitrary. For the same reason, the proposed system produced false alarms in the middle-right and right images of Figure 7(d) . Magnified image patches of the detection results in Figure 7 (c) are shown in Figure 7(d) . Table 2 Detection results of the proposed system, Haar-AdaBoost [1] , and HOG-SVM [2] detection methods on the Lushan-01 data set of Figure 8 Recall (%) Precision (%) False alarm (%) 
Comparative experiments
Despite the experiments on city scene images, we also evaluated the proposed algorithm with the aerial images captured from rural scene, where the earthquake happened in Yaan of China, April 2013. The tested image sequence was captured by Sony CX460 DV from an UAV, where the image resolution is 640 × 480 pixels. We choose the Haar-AdaBoost [1] and HOG-SVM [2] detection algorithms for the comparative experiment with our method. The Haar-AdaBoost algorithm is selected due to its good performance on detecting the rigid objects. The HOG-SVM detection algorithm is well known for its powerful ability in detecting both rigid and nonrigid objects (like human body). For training a Haar-feature-based object detector, the whole image sequence was divided into the test and training data sets. We trained a 20-layer Haar-based detector with the AdaBoost training algorithm, where 2400 positive samples and 2900 negative ones were manually selected from the training data set. To make the comparison meaningful, the HOG-based collapsed-building detector was obtained from the linear SVM training algorithm with the same training samples as Haar-AdaBoost algorithm. Figure 8 shows the comparative experimental results among our method, the Haar-AdaBoost, and Table 3 Detection results of the proposed system, Haar-AdaBoost [1] , and HOG-SVM [2] detection methods on the Lushan-02 data set of Figure 9 Recall (%) Precision (%) False alarm (%) HOG-SVM detection algorithms. Since the appearance variation of collapsed buildings is huge and usually depends on the test scene, the learning-based Haar-AdaBoost detector produced many false alarms on the background regions, because it cannot distinguish the background from really collapsed buildings. HOG-SVM detector achieved similar detection results to the Haar-AdaBoost method because the gradient orientation of collapsed buildings is usually unpredictable. As for the proposed method, since it will compute the appearance and motion features to predict the possible collapsed buildings and verify those predictions with temporal tracking method, it can efficiently detect the really collapsed buildings and reduce the unreasonable false alarms. Table 2 1) shows the detailed results of our method, Haar-AdaBoost, and HOG-SVM detection algorithms.
Compared with the experimental results with static clear images, in this experiment, the false alarm of the proposed algorithm has been increased due to the image blur caused by the camera movement such as the rapid translation, pitch, or rotation. Such a degradation is considered to be reasonable because humans also tend to produce more false alarms when the input images become blurred. Figure 9 shows the comparative experimental results of the three detection algorithms with our Lushan- 02 test data set. The magnified image patches of really collapsed buildings are shown on the top of this figure. Among all the compared detection algorithms, our method produced the most accurate detection results while containing the minimum false alarms. As for the Haar-AdaBoost and HOG-SVM detection algorithms, since they all require the offline training data sets to contain all the possible appearance variations of target objects, they achieved quite similar detection results such as producing many false alarms at trees or grasses. That is because such objects are not included in our training data set, and if we keep on increasing the training data sets by including new samples to solve this problem, it will finally lead to the overtraining problem. Table 3 2) shows the detailed detection results of Figure 9 . The recall rate of our method has been over 91% while keeping the false alarm rate as 12%. HOG-SVM detection algorithm achieved the high recall rate of 84.7% at the cost of high false alarm rate as 89.3%. Haar-AdaBoost detection algorithm lost this experiment by producing the lowest recall rate and highest false alarm rate. Figure 10 shows the performances of our method, Haar-AdaBoost, and HOG-SVM algorithms with Figure 11 The effect of threshold θ in our system. When dealing with the same test image, increasing θ will lead less spatio-temporal gradients to be remained, and only the object with strong gradients could survive. Therefore, it will reduce the number of detection results. (a) Spatio-temporal gradient images as the value of θ changes from 0 to 120; (b) final detection results as the value of θ changes from 0 to 120.
Lushan-03 test data set. In this data set, many complex background components were included such as the cluttered buildings, river and trees. Although such difficulties reduced the recall rates of all compared algorithms, our method still achieved the best performance in this test by ranking 2 in the recall rate and ranking 1 in false alarm. The HOG-SVM achieved the highest recall rate at the cost of its high false alarm rate as up to 95.9%. The high false alarm rate of either Haar-AdaBoost or HOG-SVM detector indicates that they are not applicable for such a difficult test scene. Details of this test could be found in Table 4 3) .
Through Figures 8-10 , the proposed algorithm has won all the experiments with high recall rate and minimum false alarms. Either HOG-SVM or Haar-AdaBoost method has created many unreasonable false alarms, and HOG-SVM is much superior to the latter method by achieving higher recall rate. Such a stable ranking indicates that our experiments are quite fair and the performances of all compared algorithms are independent on the test scenes.
Effect of parameters
It is well known that the performance of an object detector may vary due to different test scenes. However, in the proposed algorithm, the effect of some other important parameters should also be investigated. Figure 11 shows the effect of θ in Subsection 3.2. Figure 11(a) shows the spatio-temporal gradient images as the value of θ is increased, and Figure 11(b) shows the corresponding detection results, when all the other parameters are fixed. Since increasing θ will filter out the weak gradients, only the objects with strong gradients could survive. Therefore, the proposed algorithm tends to erase detection results with weaker gradients and only focus on objects with strong gradients. In this paper, we set θ as 20 to keep high detection rate while low false alarm rate.
Another important parameter that should be investigated is the S(x, y), the top row of (6) . Figure 12 shows that increasing the threshold of S(x, y) within a small range will not affect the final detection results. However, as the threshold keeps increasing, the number of detection results will be reduced gradually. When the threshold is too high (as 0.9), all the detection results will vanish. Figure 12 (b) shows the effect of increasing the value of α during temporal tracking in (12) . Through these experiments, it has been proved that increasing the value of α will erase the detection results that have low similarity among adjacent frames. In this way, increasing α could be helpful in removing the false alarms. However, too high value of α may also remove the correct detection results.
The experiments were taken on a desktop PC with the CPU of Intel Xeon E5 3.6 GHz and 16 GB memory. The resolution of test image is 640 × 480 pixels and the processing time is 10-15 frames/s.
3) In this data set, 162 collapsed buildings are included. Figure 12 The effect of different parameters in this work. (a) The effect of threshold in similarity S(x, y). Within a small range, increasing the threshold will not affect the detection results. However, as the threshold keeps increasing, all the detection results will be erased gradually. (b) The effect of similarity α in (12) . Although increasing the value of α could efficiently remove the false alarm, it will also remove some true positive detection. In the temporal tracking process, the trade-off between true positive and false alarm should be further investigated.
Future work
Through all the experiments in Figures 11 and 12 , it has been clear that although changing the aforementioned parameters in a small range will not affect the final detection results, their optimal value should be adjusted according to the test scene where many things may affect our method (such as weather, illumination, and seasons). The autoselection of optimal value for these parameters should be investigated in our future work. Also, single color similarity measurement is far from being enough when the UAV is working under the urban condition, where the color appearance of normal/collapsed buildings is more complex than the countryside. Therefore, another further work should be made to extend our system from single color to multiple color similarity measurements to improve the performance of our system when the targets contain complex color.
Conclusion
In this paper, we brought out a detection algorithm of collapsed building by only using the postseismic aerial images for the post-disaster evaluation. By combining the appearance and motion features extracted from successive images, the possibility that an image pixel belonging to parts of collapsed building will be measured by a statistic formulation, where feature points of collapsed building will be assigned with high value and the background ones will be penalized. The candidates of collapsed buildings are produced by grouping the remaining feature points into reasonable clusters with the online clustering algorithm. To reduce the false alarms caused by the complex background, temporal tracking algorithm has been applied to verify if the produced candidate region is correct or not. Through massive experiments, the effectiveness and efficiency of the proposed algorithm have been confirmed.
