Owing to the effectiveness in selectively focusing on regions of interest of images, the attention mechanism has been widely used in image caption task, which can provide more accurate image information for training deep sequential models. Existing attention-based models typically rely on top-down attention mechanism. While somewhat effective, attention masks in these attention-based models are queried from image features by hidden states of LSTM, rather than optimized by the objective functions. This indirectly supervised training approach cannot ensure that attention layers accurately focus on regions of interest. To address the above issue, in this paper, a novel attention model, Visual Aligning Attention model (VAA), is proposed. In this model, the attention layer is optimized by a well-designed visual aligning loss during the training phase. The visual aligning loss is obtained by explicitly calculating the feature similarity of attended image features and corresponding word embedding vectors. Besides, in order to eliminate the influence of non-visual words in training the attention layer, a visual vocab used for filtering out non-visual words in sentences is proposed, which can neglect the non-visual words when calculating the visual aligning loss. Experiments on UCM-Captions and Sydney-Captions prove that the proposed method is more effective in remote sensing image caption task.
I. INTRODUCTION
Image captioning is a complicated task that bridges both the visual and linguistic domains. In this task, image captioning models are required to understand the content of input images to generate sentences with human languages. Unlike most of other existing models, designed for classification [1] - [4] , object detection [5] - [12] , and semantic segmentation [13] - [17] , [17] , [18] tasks, image caption models are able to satisfy the demand of refinement retrieval. Simultaneously, with the rapid development of remote sensing technology, remote sensing images with high resolution can be easily accessed. However, the increase of quantity of remote sensing images bring more difficulty for managing such big remote sensing images. Therefore, remote sensing image captioning (RSIC) is quite meaningful for this problem. What's more, many applications, such as remote sensing
The associate editor coordinating the review of this manuscript and approving it for publication was Victor Sanchez. image retrieval [19] , scene classification [20] , military intelligence generation [21] , require technologies related to image captioning to interpret remote sensing images.
Compared to the template-based models [22] - [25] and retrieval-based models [26] - [28] , encoder-decoder based models are good at generating length-variable and syntax-variable sentences. Therefore, encoder-decoder based models [29] - [31] are widely used in image caption tasks. In this model, a convolutional neural network (CNN) is selected as the encoder for extracting image features, and the decoder is composed of a recurrent neural network (RNN) for generating sentences. However, in common sense, in order to predict different words, different image information related to the predicted words is required. If all the image information is fed into the decoder without filtering out useless information, the decoder cannot capture purer information, which is useful for generating more accurate sentences. So, this large amount of interference information in the images greatly limits the robustness of the existing model. In order to filter out the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ useless image information, the attention mechanism has been applied to the image caption task and has attracted more attention. The attention layers can learn to focus on different regions of interest in images. The attended image features will be purer and useful for generating more accurate sentences to describe the content of input images. Although the attention mechanism has certain effects in suppressing image useless information and improving image caption results, there are still some defects for processing remote sensing images. Compared with natural images, remote sensing images cover a wide area. The background in remote sensing images occupies a considerable proportion. Especially when a specific visual word, for example airplane, is wanted to be generated. The useless information in image features is more than that in natural images. Therefore, it is necessary to exclude the useless information by further improving the conventional attention mechanism. In detail, the training of attention layer is not directly constrained by the loss function. The propagation of function loss passes through the MLPs, RNN and embedded layer to reach the attention layer. When predicting visual words, this implicit constraint training process cannot ensure that the attention layer is accurately focused on interested region on the image. At the same time, they cannot guarantee that the useless information in the image features, which will be sent to the following RNN to predict words, can be filtered out at each time step.
In summary, the main contributions of this paper are as follows:
1) A novel attention model, Visual Aligning Attention model (VAA), is proposed to align the visual words and their corresponding image features for constraining the attention layers. 2) A novel visual mask is proposed to filter out non-visual words in captions. It is helpful for caption models to choose visual words at each time step in the training phase. In addition to this, a method of automatically constructing a visual mask is also proposed.
3) A novel attention loss function, visual aligning loss,
is proposed for visual words to constrain the formation of attention masks. Optimized by this well-designed visual aligning loss, better sentences can be generated and better scores can be obtained, separately, by the visual aligning attention models. Finally, by a series of experiments on UCM-Captions and Sydney-Captions, the well-trained Visual Aligning Attention model can obtain better results.
II. RELATED WORKS A. NATURAL IMAGE CAPTIONING (NIC)
With the rapid development of computer vision and natural language processing. Many methods [32] - [36] have been proposed in the field of natural image captioning. There are mainly three ways to generate descriptions for natural images: template-based methods, retrieval-based methods, and encoder-decoder based methods.
1) TEMPLATE-BASED METHODS
Template-based methods need people to pre-define sentence templates for images of each category in the datasets [22] - [25] . Then, by detecting or classifying the entities in the images, the detected or classified results will be filled in the blank of pre-defined templates. In this way, sentences can be generated for the corresponding images. It is not hard to find that template-based methods need several stages for processing images and combining sentences. Hence, the models applied these methods need well-trained detection models, instead of RNNs, to detect objects in images and cannot be trained end-to-end. More seriously, if the objects are detected wrongly, the generated sentences will not be semantically correct. The whole natural image caption models' performance relies mainly on the detection models. The number of types of sentence templates are limited and the length of generated sentences are not variable.
2) RETRIEVAL-BASED METHODS
Retrieval-based methods first try to find similar images in the training dataset according to the query image [26] - [28] . Then, the sentence for the query image can be chosen from the similar images' corresponding captions. Although the styles and content of the retrieved sentences are different, the generated sentences cannot totally correctly represent the content of the query image. The retrieved sentences often cannot describe the details of the query image well. What's more, models applied these methods cannot be trained end-to-end, either.
3) ENCODER-DECODER BASED METHODS
Encoder-decoder based methods have been widely used in natural image captioning task and achieve many great performances. Generally, the encoders are used to extract image features from input images, of which the backbones are composed of CNN part of the classification networks, such as AlexNet [1] , VGG [2] , Inception [3] , and ResNet [4] . The decoders are made of RNN, GRU or LSTM to generate sentences for describing the query images. Vinyals et al. [37] propose a neural image captioning (NIC) method by using LSTM to generate sentences instead of RNN to avoid long term gradient dissipation. The words input to LSTM at different time steps are different. But the image features are only input to LSTM at the first time step. Hence, the remained image features will decrease as time flows. Besides, the local image features are abandoned and not utilized in this method. The information contained in the local image features are richer than that in the global image features. Thus, abandoning the local image features will lead that the generated sentences cannot describe the details in images. Hence, Xu et al. [29] introduced attention mechanisms into encoder-decoder frameworks to solve the problem above. At each time step, attention models will focus on different regions in images and obtain different attended image features according to hidden state of LSTM at last time step. Then the attended image features will be changed at each time step and be sent to LSTM to predict the next word. However, the process of training attention layers is implicit and does not be directly constrained by the loss function. Lu et al. [30] propose a method to adaptively adjust to attend image features and word features. If the according word is a visual word, the attention weight will larger than the weights for attending word features. Although this method utilizes visual words to adaptively attend image features and word features, the attention layers are not constrained directly by the loss function, either. Chen and Zhao [31] utilized stimulus-based Attention method to obtain the saliency map rather than directly optimizing the attention mechanism.
B. REMOTE SENSING IMAGE CAPTIONING (RSIC)
Qu et al. [38] adopt a multimodal encoder-decoder based method, utilizing CNN to extract image features and fusing the image features with hidden state at last time step. Then, this fused feature vectors will be processed by MLP to predict the word at current time step. Finally, captions for describing remote sensing images can be generated. This is the earliest work in remote sensing image captioning task and they have disclosed two remote sensing image captioning datasets, UCM-Captions and Sydney-Captions, for further research. Lu et al. [39] propose an attention-based encoderdecoder framework for remote sensing image captioning task. This prove that attention mechanism is adaptive in remote sensing image captioning task although there is a big difference between natural images and remote sensing images. In addition, they also create a new dataset, in which the number of images is larger and the sentence pattern and content of captions are more various than UCM-Captions and Sydney-Captions. Zhang et al. [40] propose a novel attribute attention mechanism. Models applied the attribute attention mechanism can dynamically attend to the image regions according to the attributes at each time step. In detail, a align model is used to concatenate the high-level image features and the hidden states from decoders to calculate the attention masks. The calculation process is changed indeed, nevertheless, the process of training attention layers is implicit and not changed.
III. VISUAL ALIGNING ATTENTION MODEL
In this paper, a novel attention model, Visual Aligning Attention model is proposed to solve the problem of indirectly constraining the training process of attention layers. In this way, more constraint can be introduced into training the attention layers. And then the well-trained attention layers can attend more useful information in images. The details about the Visual Aligning Attention model are presented as follows. Firstly, the overall framework of VAA model are presented in 1, which is composed of a visual model and a language model, used to extract image features and generate sentences, separately. Then, in the training phase, visual words in captions can be chosen automatically by a novel visual mask. Finally, these visual words will be used to constrain the attention layers by a well-designed visual aligning loss function, calculated by the feature similarity between attended image features and visual word embedding vectors.
A. OVERALL FRAMEWORK
Analogous to natural image captioning task, the definition of remote sensing image captioning task is generating sentence descriptions for input remote sensing images. The purpose of remote sensing image captioning models is to maximize the probability of correctly generated sentences given the images. The optimization of caption models can be defined by using the following formulation:
where θ are the parameters of the proposed model, I is the input remote sensing images, and Y stand for the generated sentences according to the content of input images. Owing to the length of generated sentences are variable. Thus, applying the chain rule to the formulation, the following formulation can be obtained.
where y 0 ,âĂę,y t−1 are the generated word sequence in previous t − 1 time steps. Most of existing methods utilize CNN (e.g., VGG16 [2] ), pre-trained on ImageNet [41] , to extract image features from the input remote sensing image I. The extracted image features are extracted from the conv5_3 layer before the last fully connected layers and can be flattened and represented as a set of feature vectors V ∈ R k×d as defined in (3), each of which is a d-dimension feature vector v i ∈ R d and corresponds to one region of the input image I. For VGG16, the dimension of feature maps from conv5_3 layer of VGG16 is 512×14×14. 512 is the number of feature maps. 14 × 14 is the size of one feature map. Then, all these feature maps can be flattened into 512 × 196 features (k = 196,d = 512).
Compared with RNN, LSTM has the benefit that it can avoid long term gradient dissipation. Hence, as many other methods, LSTM is selected to be the decoder in this paper. Besides, the attention maskα t at each time step is calculated by the function f att (V , h t−1 ). Concretely, spatial image features combined with hidden states of LSTM at the previous time step h t−1 are fed into a fully connected layer followed by a softmax layer to generated attention distributions over k regions of the input image. The following formulation is shown to illustrate the calculation process.
where
According to the attention masksα t , the attention distributions for the image regions will be re-adjusted. Thus, the importance of the different regions will be changed. To collect the information of all image regions, the context vector c t can be computed by summing up the attended image features. The context vector contains the image information and the word embedding vector contains the word information. With the help of LSTM, the hidden state h t at the time step t can be predicted. The details are shown in the following formulation.
where x ∈ R m is the one-hot vector representation for the vocab of size m. W e ∈ R m×e is a parameter for e dimension word embedding. W o ∈ R n×m is composed of a MLP for mapping hidden states into vectors with m dimension, convenient for the subsequent word prediction.
B. VISUAL MASK
The embedding vectors of visual words are needed for calculating the feature similarity. But there are visual words and non-visual words in sentences. Therefore, a novel visual aligning mask is proposed to automatically filter out those non-visual words in the sentences. To achieve this purpose, a visual vocabulary V visual , only containing visual words, should be built according to the sentences in image caption datasets at first. In detail, the first step is to build a complete vocabulary for remote sensing image-caption datasets by using an open API pycocotools. 1 Next, separate visual words from the complete vocabulary by Stanford tools. 2 And then a new visual vocabulary is created. The reason why not directly creating visual vocabulary from remote sensing captions is that compared with building a visual vocabulary from remote sensing captions, separating the visual words part from the complete vocabulary is more time-saving. For better measuring the feature similarity between attended image features and word embedding vectors, building a relationship between them is needed. Both of them, thus, need be mapped into a common vector space with the same dimension at first. Then their correlation can be measured by calculating the feature similarity. Owing to the vector space distributions of attended image features and word embedding vectors are different, two individual multi-layer perceptrons (MLPs), f c and f x , are adopted to project these two kinds of vectors into a common vector space, separately. The details are as follows:ĉ
whereĉ ∈ R c andx ∈ R c are the mapped context vectors and the mapped word embedding vectors. What's more, in order to better build the relationship between the mapped image features and mapped word embedding vectors, the dimension of the common multimodal vector space should be set to a little larger value [33] . Meanwhile, the dimension should not be too large, otherwise the weights of the MLPs will be too hard to be trained well and easy to overfit. Hence, the dimension of the common multimodal vector space is set to 1024 in this paper.
C. VISUAL ALIGNING LOSS
When the attended image features and word embedding vectors are mapped into a common vector space, they can be utilized for constraining the training phase of attention layers by maximizing the feature similarity of these two kinds of vectors. In this paper, the cosine function is chosen to calculate the feature similarity of the mapped image features and the mapped word embedding vectors. The equation is as follows:
For each image, the cross-entropy loss is computed after the whole sentence is generated. Thus, in order to introduce the visual aligning loss into the total loss function, we need to calculate the visual aligning similarity for words in the generated sentence and sum them up. It is worth noting that only the visual words are chosen to calculate the visual aligning similarity, while those non-visual words are neglected. What's more, in order to prevent the final total loss value too large, mean operation is performed on all visual aligning similarity for visual words in each sentence. The equations are as follows:
where N is the number of visual words existing in captions at each epoch. Before the visual aligning loss is added into the total loss function, a trade-off parameter is proposed to adjust the importance of visual aligning loss. In this way, the total loss can enhance the constraint of attention layers without bringing bad effects on the process of generating sentences. The formulation is as follows:
where L XE is the cross-entropy loss for calculating loss of between generated captions and ground truth sentences. λ is a trade-off parameter.
IV. EXPERIMENTS A. DATASETS
In these experiments, we choose two public remote sensing image captioning datasets, UCM-Captions and Sydney-Captions. Parts of images in UCM-Captions and Sydney-Captions are shown in Fig. 2 , separately. UCM-Captions is based on UC Merced Land Use Dataset [42] , which is initially used for scene classification task and contains 21 classes, including agricultural, airplane, baseball diamond, beach, buildings, chaparral, dense residential, forest, freeway, golf course, harbor, intersection, medium residential, mobile home park, overpass, parking lot, river, runway, sparse residential, storage tanks, and tennis court. There are 100 images in each class in UCM Dataset and every image is 256*256 pixels. In addition, Lu et al. [39] exploit natural sentences to describe the content of images in UCM dataset and supplement five different sentences for each image. The new created UCM Dataset with captions is called UCM-Captions. Sydney-Captions is based on Sydney Dataset [43] , which is initially used for scene classification task and contains 7 classes, including residential, airport, meadow, river, ocean, industrial, and runway. There are totally 613 images in Sydney Dataset and every image is 500*500 pixels. In addition, Lu et al. [39] also add five different natural language descriptions for each image in Sydney dataset. This new remote sensing image caption dataset is called Sydney-Captions.
B. EVALUATION METRICS
In this paper, we utilize the pycocoevalcap tool 3 to compute the scores of the evaluation metrics. The pycocoevalcap module is able to improve the work efficiency and save much time for the image caption task. With the help of this tool, BLEU-n (range from 0 to 1), ROUGE_L (range from 0 to 1), METEOR (range from 0 to 1), CIDEr (range from 0 to 10) scores can be automatically computed. BLEU-n measures the co-occurrences of n-gram between the generated sentences and the ground truth captions. In this paper, n is set to from 1 to 4 [44] . ROUGE_L is designed for measuring the common subsequence with maximum length between the generated sentence and the reference sentence [44] . CIDEr measures the human consensus by adding a term frequency inverse document frequency weighting for every n-gram in the generated image sentence [39] . METEOR is computed by generating an alignment between the reference sentence and generated sentence [39] .
The evaluation metrics for image captioning are so many that the performance of different models cannot be easily judged. Hence, referring to the equation (13) in AI Tables 1-2 show the results of remote sensing image captioning models on UCM-Captions and Sydney-Captions, respectively. There are big differences between these two datasets. UCM-Captions contains a greater number of images than Sydney-Captions, while the length of most of ground truth captions in the Sydney-Captions are longer than that in the UCM-Captions. As described above, the number of images in Sydney-Captions is 613 in total, while the UCM-Captions contains 2100 images. More importantly, the quantity between different categories is balanced in UCM-Captions and there are 100 images in each category, while the number of images in each category in Sydney-Captions is different. Airport category only contains 22 images, but residential category contains 242 images. The number of each category in Sydney-Captions is shown in Table 3 . This unbalanced between categories can affect the training effect of models and the analysis of this phenomenon will be discussed below. Hence, it is normal to see that different scores of all metrics are obtained according to different datasets.
1) RESULTS ON UCM-CAPTIONS
In the experiment on UCM-Captions, we adopt the original way of dataset partition from the author [39] . 80% images are selected to be as the training dataset (1680 images), while 10% are used as the evaluation dataset (210 images) and the remaining 10% are used as the test dataset (210 images). Table 1 shows the results of seven scores on metrics by different methods, i.e., CSMLF method [45] , multimodal 4 https://challenger.ai/competition/caption method [38] , attention-based method [39] , Visual Aligning Attention model on the Sydney-Captions. In the table, the best scores are marked in bold. The scores of all metrics obtained by CSMLF method and Multimodal method are directly from [40] . From Table 1 we can see that the scores obtained by CSMLF method are the lowest. The multimodal method can get the average scores on all metrics, while attention-based method is able to improve the performance of models applied the multimodal method a little. It is noteworthy that the proposed Visual Aligning Attention model can obtain the best scores on all the metrics.
2) RESULTS ON SYDNEY-CAPTIONS
In the experiments on Sydney-Captions, we also adopt the original way of dataset partition from the author [39] , while 80% images are chosen to be regarded as training dataset (497 images), 10% for evaluation dataset (58 images), and the remaining 10% for test dataset (58 images). Table 2 presents the results of all metrics by methods mentioned above on the Sydney-Captions. And the best scores are marked in bold as well.
From Table 2 , it is easy to find that methods applied attention mechanisms can obtain better scores that those not applied attention mechanisms. More importantly, Visual Aligning Attention model can achieve the best results than all of the other methods in the table. From Tables 1-2 , it is easy to find that CSMLF method gets the worst performance on UCM-Captions and Sydney-Captions. This indicates that the encoder-decoder framework is effective for remote sensing image captioning and LSTM is good at generating semantically correct sentences. Additionally, scores of all metrics obtained by models applied attention mechanisms are much higher than CSMLF method. This is owing to the attention-based methods are capable of adaptively focusing on the regions in the remote sensing images and provide more purer visual information for LSTM to generate sentences. Specifically, the Visual Aligning Attention model can get higher scores than the conventional attention models. Hence, the conclusions can be drawn that the proposed method in this paper is able to describe the content of the images better.
3) RESULTS ANALYSIS
In addition, it is easy to find that, generally, the scores in Table 1 are higher than those in Table 2 . This is because that the unbalance between categories in Sydney-Captions will make models learn more information of image-caption pairs with higher frequency of occurrence. This will lead that the models cannot generate sentence description for unfrequent images. What's more, longer captions in Sydney-Captions also add a burden to training the decoder. All of these makes the scores obtained by models on Sydney-Captions are lower than those on UCM-Captions. Simultaneously, this also indicates that more image-caption pairs with balance between categories are important for training remote sensing image caption models. Fig. 3 shows part of experimental results on UCM-Captions and Sydney-Captions generated by the conventional attention model and the proposed Visual Aligning Attention model in this paper. From the point of view of generated sentences, the sentences generated by the model proposed in this paper are more accurate on describing image categories and object numbers. What's more, the generated sentences contain more detail descriptions than those generated by the conventional attention models.
D. QUANTITATIVE COMPARISON
From Fig. 3 , it is easy to see that, for the first image in the first row, the main object described in the sentence generated by the conventional attention model is wrongly distinguished. The real category of this image is farmland, while the attention model regard it as freeways. For the second image in the first row, there are many airplanes with the same size stopped at the airport. Well, the conventional attention model only detects one airplane. In addition, there are some buildings in the third image, however, the sentence generated by the conventional attention model only contains a storage tank in the right corner of the image. For the images in the second row, the proposed method is also able to detect more scene information in the images, such as road and water's color, while the conventional attention-based methods are not able to generate description for these details in remote sensing images. For the images in the third row, the sentences generated by the conventional attention models on Sydney-Captions are also easy to make mistakes, such as wrongly distinguishing categories and omitting some scene descriptions.
Above all, the proposed method in this paper can generate sentence with accurate descriptions on image categories and number of objects. What's more, the propose method can catch more detail information and describe more content of different scenes in images. Moreover, owing to the proposed method is able to acquiring more information from images, the generated sentences are generally longer than those generated by the conventional attention models. 
E. SIMILARITY FUNCTION CHOICES
Three different functions for calculating the feature similarity have been used in the Visual Aligning Attention model. The results obtained by these methods are shown in Table 4 -5.
It is not hard to find that models utilizing the cosine function to measure the feature similarity between feature vectors can obtain the best scores on most of metrics in these three methods on UCM-Captions and Sydney-Captions. This proves that, compared with L1 function and L2 function, the cosine function is more able to measure the feature similarity between feature vectors. More importantly, the Visual Aligning Attention model adopting all these similarity functions can obtain higher scores than the conventional attention models. In these experiments, four values have been used to be as the value of λ. It is easy to find that, on both UCM-Captions and Sydney-Captions, best scores can be obtained by models with λ = 1.
F. TRADE-OFF PARAMETER ANALYSES
If λ is set to 100, the total loss will be heavily leaning on the visual aligning loss. The original cross-entropy loss will be insignificant compared with the original cross-entropy loss and that's not feasible. The ability of generating grammatically correct sentences is more important, although the visual words is wanted to be present in the generated sentences. Increasing the value of λ for the visual aligning loss without limitation is not correct. And the experimental results on both datasets prove that larger value of λ will not bring better results. And if λ is set to 0.1, the visual aligning loss value is too small that it can almost be negligible. Hence, the scores obtained by VAA-models with λ = 0.1 will a little higher than those obtained by the conventional attention models. And results from Table 6-7 can prove that. In addition, if λ is set to 10, compared with the original cross-entropy loss's weight, the visual aligning loss's weight is a little too larger. The purpose of introducing the visual aligning loss is to improve the effect of attention process without affecting the original loss too much. Hence, the value of λ should be close to the original cross-entropy loss's weight, otherwise, the process of generating sentences will be affected in a bad way.
V. DISCUSSION
The purpose of VAA is to utilize the visual aligning method to improve the attention masks' ability of focusing on regions of interest in input images. Thus, the proposed VAA is an extension work of the conventional attention model. However, there are some limitations in the proposed VAA model. The existing remote sensing datasets, UCM-Captions and Sydney-Captions, are initially used for scene classification. The difference between different categories of images are obvious. For example, the airport category of images mainly contains airplanes. But, if the given image contains many objects, such as airplanes, cars, buildings, and so on. The proposed VAA model maybe cannot generate sentences to describe all the objects in the image. Therefore, our future work may try to improve VAA model and make it more adaptive to complicated images.
VI. CONCLUSION
In this paper, a novel Visual Aligning Attention model is proposed for remote sensing image captioning task. This model is created to solve the problem of not explicitly training the attention layers. CNN is as the encoder to extract image features and LSTM is regarded as the decoder to generate sentences for describing the content of input images. It is noteworthy that, in this method, an approach of automatically filtering out non-visual words is proposed. What's more, a novel visual aligning loss is designed to explicitly constrain attention layers in the phase of training remote sensing image caption models. More importantly, the trained attention layers are able to focus on the regions more accurately and provide purer and more useful image information for the decoder to generate sentences for describing the content of input images. In addition, by doing a series of experiments on remote sensing image caption datasets, the conclusion can be draw that the proposed method in this paper can obtain higher scores on most of metrics than other methods in the experiments and describe the content of the input images well.
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