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Abstract
We establish an equidistribution theorem for the zeros of random holo-
morphic sections of high powers of a positive holomorphic line bundle. The
equidistribution is associated with a family of singular moderate measures.
We also give a convergence speed for the equidistribution.
Classification AMS 2010: 32A60, 32L10, 32U40.
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1 Introduction
Distribution of zeros of random polynomials is a classical subject. Waring [17]
used a probabilistic method to determine the number of imaginary zeros of an
algebraic polynomial. More rigorous and systematic research started with the pa-
per of Bloch-Po´lya [2] in 1930s. They gave an order of the expected number of real
roots of certain random algebraic polynomial equation. Littlewood-Offord, Ham-
mersley, Kac and Erdo¨s-Tura´n developed this field motivated by Bloch-Po´lya’s
work. See [1, 3, 14] for a review and complete references.
We introduce the basic setting in the paper. Let ωFS be the standard Ka¨hler
form induced by the Fubini-Study metric on Pk normalized by
∫
Pk
ωkFS = 1. Let
X be a projective manifold of dimension k, L an ample line bundle over X . Fix
a Hermitian metric h on L such that the curvature form ω is Ka¨hler on X . Then
ω represents the first Chern class c1(L) with
∫
X
ωk = c1(L)
k ∈ Z+. Let Ln be
the nth tensor product of L. Denote by H0(X,Ln) the space of all holomorphic
sections of Ln. Let PH0(X,Ln) be the associated projective space. We denote
by ωFS its normalized Fubini-Study form. Set kn := dimPH
0(X,Ln), where kn
is given by the Hilbert polynomial whose dominant term is c1(L)
knk/k! [13]. Let
sn ∈ PH0(X,Ln). Denote by [Zsn ] the current defined by the zero set of sn. Set
P
X =
∏
n≥1 PH
0(X,Ln).
1
In order to state our theorem, we also need the following terminologies. Fix
some exponent 0 < ρ < 1, a function u : M → R defined on a metric space
(M, dist) is said to be of class C ρ with modulus c if
sup
x,y∈M
x 6=y
|u(x)− u(y)|
dist(x, y)ρ
≤ c.
Consider a complex manifold M with a fixed volume form, let γ be a closed real
current of bidegree (1, 1) on M . An upper-semi continuous function u : M →
[−∞,∞) in L1loc(M) is said to be γ-p.s.h. if ddcu+ γ ≥ 0.
Let σn be the probability Lebesgue measure on PH
0(X,Ln) and σ the product
measure of these ones on PX . Shiffman-Zelditch [16] proved that the sequence of
currents { 1
n
[Zsn ]} converges weakly to ω for σ-almost everywhere (sn) ∈ PX . They
used the potential-theoretic approach from Fornæss-Sibony’s work [11]. Dinh-
Sibony [9] generalized the result and obtained a good estimate of the convergence
speed over a projective manifold endowed with a smooth positively-curved metric.
Consequently, they constructed a singular measure with real coefficients which
satisfies equidistribution property (cf. [9, Corollary 7.4]). Dinh-Ma-Marinescu
[6] recently established the equidistribution for a semipositive singular Hermi-
tian line bundle. When the Lebesgue measures in Shiffman-Zelditch’s result are
replaced by moderate measures with Ho¨lder potentials (see Sections 2, 3), we
have our main theorem as follows which gives a concrete large family of singular
moderate measures that satisfies equidistribution property. It can be regarded as
a perturbation of standard measures induced by Fubini-Study metric.
Theorem 1.1. Let L be an ample line bundle over a projective manifold X of
dimension k and 0 < ρ < 1 an exponent. Then there exists a constant c =
c(X,L, ρ) > 1 with the following property. For each n ≥ 1, 1 ≤ j ≤ kn, let
un,j : PH
0(X,Ln)→ R be a function and ξn, ǫn > 0 two numbers such that
(i) un,j is of class C
ρ with modulus ξn, ∀1 ≤ j ≤ kn;
(ii) un,j is ǫnωFS-p.s.h., ∀1 ≤ j ≤ kn;
(iii) ξn ≤ 1/cnk , ǫn ≤ 1/cnk .
Let σn = (dd
cun,1+ωFS)∧(ddcun,2+ωFS)∧···∧(ddcun,kn+ωFS) be the probability
measure on PH0(X,Ln). Endow PX with the product measure σ =
∏
n≥1 σn.
Then for almost everywhere s = (sn) ∈ PX with respect to σ, the sequence of
currents { 1
n
[Zsn ]} converges weakly to ω.
The following result gives a convergence speed for the equidistribution in
Theorem 1.1.
Theorem 1.2. In the setting of Theorem 1.1, there exist subsets En ⊂ PH0(X,Ln)
and a positive constant C depending only on X,L such that for all n sufficiently
large, we have
σn(En) ≤ C
n2
and |〈 1
n
[Zsn ]− ω, ψ
〉| ≤ C logn
n
‖ψ‖C 2 ,
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for any point sn ∈ PH0(X,Ln) \ En and any (k − 1, k − 1)-form ψ of class C 2.
The paper is organized as follows. In Section 2 we recall the notion of moder-
ate measure and give an estimate for moderate measures with Ho¨lder continuous
potential on Pk. In Section 3 we introduce some notions and theorems for the
equidistribution of zeros. We then apply the results in Section 2 to prove the
main theorem and give a very explicit example. We conclude Section 3 with the
proof of Theorem 1.2.
2 Estimate for moderate measures
In this section, we give an estimate for moderate measures on Pk. Some
preliminaries for definitions and properties are needed.
Let (X,ω) be a compact Ka¨hler manifold of dimension k, ωk its standard
volume form. We say that a function φ on X is quasiplurisubharmonic (q.p.s.h.)
if it is cω-p.s.h. for some constant c > 0. In fact, it is locally the difference of a
p.s.h. function and a smooth one. Consider a positive measure µ on X , µ is said
to be PLB if all the q.p.s.h. functions are µ-integrable. When dimX = 1, µ is
PLB if and only if it admits a local bounded potential [10]. Let
F = {φ q.p.s.h. on X : ddcφ ≥ −ω,max
X
φ = 0}. (1)
F is compact in Lp(X) and bounded in L1(µ) when µ is a PLB measure, see [9].
Definition 2.1. Let µ be a PLB measure on X. We say that µ is (c, α)-moderate
for some constants c > 0, α > 0 if∫
X
exp(−αφ)dµ ≤ c
for all φ ∈ F . The measure µ is called moderate if there exist constants c >
0, α > 0 such that it is (c, α)-moderate.
For example, ωk is moderate [12]. When X = Pk, we recall the following
proposition [9, Corollary A.5],
Proposition 2.2. There are constants c0 > 0 and α0 > 0 independent of k such
that ∫
Pk
exp(−α0φ)ωkFS ≤ c0k, ∀φ ∈ F .
Remark 2.3. We have a general definition for locally moderate measure on a
complex manifold X of dimension k. The measure µ is locally moderate if for
any open set U ⊂ X, any compact subset K ⊂ U and any compact family G of
q.p.s.h. functions on U , there are constants α > 0, c > 0 such that∫
K
exp(−αφ)dµ ≤ c, ∀φ ∈ G.
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As a consequence, G is bounded in Lploc(µ), where p ≥ 1.
The following lemma gives an alternative definition of moderate measures [7].
Lemma 2.4. A PLB measure µ is moderate if and only if there exist two con-
stants c′ > 0, α′ > 0 such that
µ{z ∈ K : φ(z) < −M} ≤ c′e−α′M
for any M ≥ 0 and φ ∈ F .
Remark 2.5. We can take c′ = c, α′ = α when c, α are given and take c = 2c′,
α = α′/2 when c′, α′ are given.
Let S be a positive closed current of bidegree (p, p) on X , the trace measure is
σS = S ∧ ωk−p for a fixed Hermitian form ω on X . Here X may not be compact.
S is said to be locally moderate if its trace measure is locally moderate. If u is
a continuous real-valued function and uS defines a current on X (for example,
if supp u ⊂ suppS), then ddc(uS) is well defined. We say that u is S-p.s.h. if
ddc(uS) is a positive current. Dinh-Nguyeˆn-Sibony [8, Theorem 1.1] proved the
following theorem. We improve their method quantitatively in this section.
Theorem 2.6. Let S be a locally moderate positive closed (p, p)-current on a
complex manifold X. If u is a Ho¨lder continuous S-p.s.h. function, then ddc(uS)
is locally moderate.
Corollary 2.7. Let u be a Ho¨lder continuous p.s.h. function on X. Then the
Monge-Ampe`re currents (ddcu)p are locally moderate.
Denote by Sk the unit sphere on Rk+1, B1 the unit ball in C
k. Let π : S2k+1 →
Pk be the natural projection map. More precisely, set zj = xj + iyj, xj , yj ∈
R, 0 ≤ j ≤ k, when ∑kj=0 |zj |2 = 1, we have π(x0, y0, ..., xk, yk) = [z0, ..., zk]. Let
U0 = {[z0, ..., zk] ∈ Pk, z0 6= 0}. There is a natural isomorphism
θ : U0 → Ck, [z0, ..., zk]→ (z1/z0, ..., zk/z0) (2)
Let K0 = θ
−1(B1). K0 is a neighbourhood of [1, 0, ..., 0] in Pk. π−1(K0) =
{(x0, y0, ..., xk, yk) ∈ S2k+1,
∑k
j=1 |zj|2 ≤ |z0|2}. Let S0 = {(x0, y0, ..., xk, yk) ∈
S2k+1, x0 >
1√
2
}. It’s obvious that S0 ⊂ π−1(K0) and π(S0) is a neighbourhood
of [1, 0, ..., 0]. By the homogeneity of S2k+1(resp. Pk), there is a neighbourhood
S ′0 (resp. π(S
′
0)) of any point (x0, y0, ..., xk, yk) (resp. [z0, ..., zk]) which is the
image of S0 (resp. π(S0)) by rotations (resp. unitary transformations). We say
that S ′0 (resp. π(S
′
0)) is similar to S0 (resp. π(S0)). Since P
k is compact, there
are finitely many such neighbourhoods π(S0) that cover P
k. Denote by Mk the
minimum number of such neighbourhoods π(S0) that cover P
k. We have the
following lemma.
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Lemma 2.8. Let K0 be as above. For any point z ∈ Pk, there exists a neigh-
bourhood Kz of z which is similar to K0. Denote by Nk the minimum number of
such neighbourhoods K0 that cover P
k. Then Nk = O(8
k).
Proof. Since π(S0) ⊂ K0, then Mk ≥ Nk. So it remains to prove that Mk =
O(8k). We endow S2k+1 with the great-circle distance. S0 can be regarded as an
open ball with central point [1, 0, ..., 0] of radius π
4
. Denote S0 by B([1, 0, ..., 0],
π
4
).
Let S1 = B([1, 0, ..., 0],
π
8
) = {(x0, y0, ..., xk, yk) ∈ S2k+1, x0 >
√
2+
√
2
2
}. We first
consider the open balls of radius π
8
. All of them are similar to each other. We
put the maximal number of balls B(z1,
π
8
), ..., B(zmk ,
π
8
) in S2k+1 such that all
of them are disjoint mutually. Then S2k+1 =
⋃j=mk
j=1 B(zj ,
π
4
). If there exists
a point w ∈ S2k+1 \ ⋃j=mkj=1 B(zj , π4 ), then the great-circle distance between w
and zj is larger than or equal to
π
4
for all 1 ≤ j ≤ mk. Hence B(w, π8 ) ⊂
S2k+1 \ ⋃j=mkj=1 B(zj , π8 ), contradicts with the maximality. Then Mk ≤ mk ≤
V ol(S2k+1)/V ol(S1), the last inequality is due to the mutual disjointedness. It
means that Nk = O(V ol(S
2k+1)/V ol(S1)).
We now use the spherical coordinate for S2k+1. Let x0 = cos θ1, y0 = sin θ1 cos θ2,
..., xk = sin θ1 sin θ2 · · · sin θ2k cos θ2k+1, yk = sin θ1 sin θ2 · · · sin θ2k sin θ2k+1. Then
the volume element of S2k+1 is dS2k+1V = sin
2k θ1 sin
2k−1 θ2 · · · sin θ2kdθ1dθ2 · · · dθ2k+1.
V ol(S2k+1) =
∫ π
0
sin2k θ1 dθ1
∫ π
0
sin2k−1 θ2 dθ2 · · ·
∫ π
0
sin θ2k dθ2k
∫ 2π
0
dθ2k+1
V ol(S1) =
∫ pi
8
0
sin2k θ1 dθ1
∫ π
0
sin2k−1 θ2 dθ2 · · ·
∫ π
0
sin θ2k dθ2k
∫ 2π
0
dθ2k+1.
This yields O(V ol(S2k+1)/V ol(S1)) = O(
∫ π
0
sin2k θ1 dθ1/
∫ pi
8
0
sin2k θ1 dθ1).
Then it suffices to show that
∫ π
0
sin2k θ1 dθ1/
∫ pi
8
0
sin2k θ1 dθ1 ≤ 8k+1, ∀k ≥ 7.
When k = 7, the inequality is right. By induction on k and the following integrals
∫
sin2k θ1 dθ1 = −sin
2k−1 θ1 cos θ1
2k
+
2k − 1
2k
∫
sin2k−2 θ1 dθ1,
the proof is reduced to show that
∫ pi
8
0
sin2k θ1 dθ1 ≥ 87 12k+1
√
2
4
(2−
√
2
4
)k. By the
relation between
∫ pi
8
0
sin2k θ1 dθ1 and
∫ pi
8
0
sin2k+6 θ1 dθ1, we have
∫ pi
8
0
sin2k θ1 dθ1
≥ 1
2k + 1
√
2
4
(
2−√2
4
)k(1 +
2−√2
4
2k + 2
2k + 3
+ (
2−√2
4
)2
(2k + 2)(2k + 4)
(2k + 3)(2k + 5)
)
Then the proof is completed.
The following lemma is needed [8, Lemma 2.3].
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Lemma 2.9. Let T be a positive closed current of bidegree (k− 1, k− 1) and u a
T -p.s.h. function on a neighbourhood U of the unit ball B1 in C
k. Suppose that
u is smooth on B1−r \ B1−4r for a fixed number 0 < r < 1/4. If φ is a q.p.s.h.
function on U , χ is a smooth function with compact support on B1−r, 0 ≤ χk ≤ 1
and χk ≡ 1 on B1−2r. Then∫
B1
χφddc(uT ) = −
∫
B1−r\B1−3r
ddcχ ∧ φuT
−
∫
B1−r\B1−3r
dχ ∧ φdcu ∧ T +
∫
B1−r\B1−3r
dcχ ∧ φdu ∧ T
+
∫
B1−r
χuddcφ ∧ T.
Let F be defined in (1) when X = Pk and θ defined in (2). The following
lemma is crucial for the main proposition in this section.
Lemma 2.10. Let u be of class C ρ with modulus ǫ on a neighbourhood U of B1 in
Ck with ddcu ≥ 0 in the sense of currents, 0 < ρ < 1. Set ω := 1
2
ddc log(1+‖z‖2).
Let F0 = {φ ◦ θ−1 on U : φ ∈ F} and T a positive closed (k − 1, k − 1)-current.
If T ∧ ω is (c, α)-moderate on U , then
∫
B1
exp(−αρ
4
φ)ddc(uT ) ≤ ckǫ(c1eα + c2
α
)
where c1, c2 are positive constants independent of k, ρ and T .
Proof. We modify the function u on U . Subtracting a constant, we assume that
u ≤ −ǫ/2 on B1. Consider the function v(z) = max(u(z), ǫA log |z|) for a constant
A > 0 large enough such that v coincides with u near the origin and v(z) =
ǫA log |z| near the boundary of B1. For example, A = 12 log 11−4r . A is independent
of the choice of u. Fix 0 < r < 1/16, we are allowed to assume that u = ǫA log |z|
on B1 \B1−4r. For the smooth function χ defined in Lemma 2.9, we can assume
that ‖χ‖C 2 < c3 for some constant c3 > 1 large enough independent of k, since
the terms in the definition of the norm ‖ • ‖C 2 are smooth on the compact subset
B¯1−r \B1−2r. Set σT = T ∧ ω, σT ′ = ddc(uT ), φM = max(φ,−M), ψM = φM−1 −
φM , for φ ∈ F0,M ≥ 0. To prove the lemma, we need to estimate the mass of
ddc(uT ) on {φ < −M}. Since suppχ ⊂ B1−r, hence
σT ′{φ < −M} ≤
∫
χψMdd
c(uT ).
Since T is (c, α)-moderate, then
σT{z ∈ B1−r, φ(z) ≤ −M + 1} ≤ ceαe−αM .
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By Lemma 2.9, we have∫
B1
χψMdd
c(uT ) = −
∫
B1−r\B1−3r
ddcχ ∧ ψMuT
−
∫
B1−r\B1−3r
dχ ∧ ψMdcu ∧ T +
∫
B1−r\B1−3r
dcχ ∧ ψMdu ∧ T
+
∫
B1−r
χuddcψM ∧ T
(3)
We know that ω = 1
2
ddc log(1 + ‖z‖2) = i∑kj,l=1(dzj∧dz¯l1+‖z‖2 − z¯jzldzj∧dz¯l(1+‖z‖2)2 ). By simple
computations, the eigenvalues of the corresponding Hermitian matrix of ω are
1
(1+‖z‖2)2 and
1
1+‖z‖2 (k − 1 times). On the other hand, the eigenvalues of the
corresponding Hermitian matrix of i
∑k
j,l=1 dzj ∧dz¯l are k and 0 (k−1 times). So
there exists a constant m1 > 0 small enough such that ω−m1k i
∑k
j,l=1 dzj∧dz¯l > 0
on B1. Hence |ddcχ ∧ uT | ≤ |uc3i
∑k
j,l=1 dzj ∧ dz¯l ∧ T | ≤ ǫA| log(1− 3r)|c3 km1σT .
Observing that 0 ≤ ψM ≤ 1, suppψM ⊂ {φ < −M + 1}, we obtain∣∣∣∣
∫
B1−r\B1−3r
ddcχ ∧ ψMuT
∣∣∣∣ ≤ ǫA| log(1− 3r)|c3 km1 ce
αe−αM .
Since we know u explicitly on supp(dχ), we obtain∣∣∣∣
∫
B1−r\B1−3r
dχ ∧ ψMdcu ∧ T
∣∣∣∣ ≤ ǫA1− 3rc3km2ceαe−αM ,
∣∣∣∣
∫
B1−r\B1−3r
dcχ ∧ ψMdu ∧ T
∣∣∣∣ ≤ ǫA1− 3rc3km2ceαe−αM .
for a constant m2 > 0 large enough independent of k. The sum of the first three
terms is less than
c4ǫkce
αe−αM (4)
where c4 = Ac3(
| log(1−3r)|
m1
+ 2m2
1−3r ) is independent of k and ρ.
For the last integral in (3), we use a regularization procedure and the con-
dition of ρ-Ho¨lder continuity of u. Let {uδ} be the smooth approximation of u
obtained by convolution. For some fixed 0 < δ < 1 small enough, uδ is defined
in a neighborhood of B¯1−r. There exists a suitable function uδ satisfying that
‖uδ‖C 2 ≤ ǫδ−(2−ρ) and ‖u− uδ‖∞ ≤ ǫδρ, where the latter inequality follows from
that u is of class C ρ with modulus ǫ. The above two inequalities are independent
of k. We write∫
B1
χuddcψM ∧ T
=
∫
χddcψM ∧ Tuδ +
∫
χ(ddcφM−1 − ddcφM) ∧ T (u− uδ).
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Since ∣∣∣∣
∫
χddc(φT )
∣∣∣∣ =
∣∣∣∣
∫
ddcχ ∧ φT
∣∣∣∣ ≤ k‖χ‖C 2
∫
B1−r
|φ|dσT ,
We obtain ∣∣∣∣
∫
χ(ddcφM−1 − ddcφM) ∧ T
∣∣∣∣ ≤ 2k‖χ‖C 2
∫
B1−r
|φ|dσT
≤ 2k‖χ‖C 2 1
α
∫
B1−r
exp(−αφ)dσT ≤ 2c3k c
α
.
Then ∣∣∣∣
∫
χ(ddcφM−1 − ddcφM) ∧ T (u− uδ)
∣∣∣∣ ≤ 2c3k cαǫδρ (5)
Using Lemma 2.9 again, we obtain∫
χddcψM ∧ Tuδ
=
∫
B1−r\B1−3r
ddcχ ∧ ψMTuδ +
∫
B1−r\B1−3r
dχ ∧ ψMT ∧ dcuδ
−
∫
B1−r\B1−3r
dcχ ∧ ψMT ∧ duδ +
∫
B1−r
χψMT ∧ ddcuδ.
By the same argument, the first three integrals have the same dominant constant
c4ǫkce
αe−αM . (6)
The final term ∣∣∣∣
∫
χψMT ∧ ddcuδ
∣∣∣∣ ≤ ceαe−αM‖uδ‖C 2
≤ ceαe−αM ǫδ−(2−ρ).
(7)
Let δ = e−αM/2 small enough, since it is sufficient to consider M big. Then
e−αMρ/2 = e−αMeαM(2−ρ)/2. Combining (4), (5), (6), (7), we have
σT ′{z ∈ B1, φ < −M} ≤ ǫck(2c4eα +
eα
k
+ 2
c3
α
)e−
αM
2
ρ.
So by Remark 2.5 we have∫
B1
exp(−αρ
4
φ)ddc(uT )
≤ 2ǫck(2c4eα + e
α
k
+ 2
c3
α
) ≤ ǫck(c1eα + c2
α
),
where c1 = 4c4 + 2, c2 = 4c3.
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The following proposition is our main result about the estimate for moderate
measures on Pk.
Proposition 2.11. Suppose that uj is of class C
ρ with modulus ǫ on Pk for some
0 < ρ < 1, 0 < ǫ < 1, and that uj is an ǫωFS-p.s.h. function for all 1 ≤ j ≤ k.
Assume that ǫ < β0k
−3( ρ
12
)2k, where β0 is a positive constant independent of k
and ρ. Then there exists a positive constant c5 independent of k and ρ, such that∫
Pk
exp(−α0(ρ
4
)kφ)(∧j=kj=1(ddcuj + ǫωFS + ωFS)− ωkFS) ≤ c5(
ρ
4
)k (8)
for all φ ∈ F , where α0 is the constant in Proposition 2.2. In other words,
(∧j=kj=1(ddcuj + ǫωFS + ωFS)− ωkFS) is (c5(ρ4)k, α0(ρ4)k)-moderate.
Proof. We pull back the integral (8) locally to that on Ck. There is a potential
v = ǫ
2
log(1 + ‖z‖2) on Ck such that (θ−1)⋆(ǫωFS) = ddcv, where the map θ is
defined in (2). Set u˜j := uj ◦ θ−1+ v. Note that uj is ǫωFS-p.s.h., then ddcu˜j ≥ 0.
Since uj is of class C
ρ with modulus ǫ on Pk, log(1 + ‖z‖2) is of class C a on Ck
for all 0 < a < 1, then we may assume that u˜j is of class C
ρ with modulus ǫ on
B1. Hence ‖u˜j‖C ρ(B1) ≤ ǫ. Let ω = 12ddc log(1 + ‖z‖2), we have∫
K0
exp(−αφ) ∧j=kj=1 (ddcuj + ǫωFS + ωFS)
=
∫
B1
exp(−αφ ◦ θ−1)(θ−1)⋆ ∧j=kj=1 (ddcuj + ǫωFS + ωFS)
=
∫
B1
exp(−αφ ◦ θ−1)(ddcu˜1 + ω) ∧ · · · ∧ (ddcu˜k + ω)
(9)
We replace u˜j (resp. φ ◦ θ−1) by uj (resp. φ) in the sequel. Since there are two
constants c0 > 0, α0 > 0 independent of k and ρ, such that∫
Pk
exp(−α0φ˜)ωkFS ≤ c0k, (10)
by pulling back the integral in B1 with Lemma 2.10, we have∫
B1
exp(−α0ρ
4
φ)(ddcuj) ∧ ωk−1 ≤ c0ǫk2(c1eα0 + c2
α0
).
By induction we can show that
∫
B1
exp(−α0(ρ
4
)jφ)ddcul1 ∧ · · · ∧ ddculj ∧ ωk−j ≤ c0k(ǫk)j
j−1∏
l=0
(c1e
α0(
ρ
4
)l +
c2
α0(
ρ
4
)l
)
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for all 1 ≤ l1 < · · · < lj ≤ k. Let β0 = 1/(c1eα0 + c2α0 ), ǫ0 = β0k−3(18)k(
ρ
4
)
3k−1
2 >
ǫ, ǫ0 = ǫ1ǫ2, ǫ2 = (
ρ
4
)k. Here β0 is independent of k and ρ. Let ǫ1 = ǫ3/(
ρ
4
)
k+1
2 ,
then ǫ3 = β0(
ρ
32
)k/k3. Hence∫
B1
exp(−α0(ρ
4
)kφ)((ddcu1 + ω) ∧ · · · ∧ (ddcuk + ω)− ωk)
=
k∑
j=1
(
k
j
)∫
B1
exp(−α0(ρ
4
)jφ)ddcu1 ∧ · · · ∧ ddcuj ∧ ωk−j
≤
k∑
j=1
(
k
j
)
c0k(ǫ1k)
j(
1
β0
)j(
ρ
4
)k+k−1+···+k−(j−1)
≤
k∑
j=1
(
k
j
)
c0k(ǫ1k)
j(
1
β0
)j(
ρ
4
)
k+1
2
j ≤ c0k
k∑
j=1
(
k
j
)
(
ǫ3k
β0
)j
≤ c0( ρ
32
)k(
k−1∑
j=0
1
kj
) ≤ 2c0( ρ
32
)k.
(11)
This is equivalent to∫
K0
exp(−α0(ρ
4
)kφ)((ddcu1+ǫωFS+ωFS)∧···∧(ddcuk+ǫωFS+ωFS)−ωkFS) ≤ 2c0(
ρ
32
)k.
By Lemma 2.8, there is a positive constant N ′ independent of k and ρ such that
Nk ≤ N ′8k. Let c5 = 2c0N ′. Due to the homogeneity of Pk, we have∫
Pk
exp(−α0(ρ
4
)kφ)((ddcu1+ǫωFS+ωFS)∧···∧(ddcuk+ǫωFS+ωFS)−ωkFS) ≤ c5(
ρ
4
)k.
The proof is completed.
Remark 2.12. Since (ddcuj + ωFS)
k ≤ (ddcuj + ǫωFS + ωFS)k, the above propo-
sition, combined with (10), gives the following estimate∫
Pk
exp(−α0(ρ
4
)kφ)(ddcu1 +ωFS)∧ · · · ∧ (ddcuk +ωFS) ≤ c0k+ c5(ρ
4
)k ≤ c0k+ c5
for all φ ∈ F . In other words, (ddcu1 + ωFS) ∧ · · · ∧ (ddcuk + ωFS) is (c0k +
c5, α0(
ρ
4
)k)-moderate.
3 Zeros of sections of ample line bundles
In this section, we will prove the main theorem. Consider a projective mani-
fold X of dimension k and an ample line bundle L on X . There exists a smooth
Hermitian metric h such that
c1(h) = −ddc log h(eL, eL) 12
10
is a strictly positive (1, 1)-form, where eL is a local holomorphic section on L.
As we know, c1(h) represents the Chern class c1(L) ∈ H2(X,Z). Let ω = c1(h)
be the Ka¨hler form,
∫
X
ωk = c1(L)
k ∈ Z+. The line bundle Ln of the nth tensor
power of L has a natural Hermitian metric hn induced by h. The space H
0(X,Ln)
of holomorphic sections of Ln has the following inner product,
〈s1, s2〉 := 1
c1(L)k
∫
X
hn(s1, s2)ω
k
∀s1, s2 ∈ H0(X,Ln). For more details, see [5]
Denote by PH0(X,Ln)⋆ the dual of PH0(X,Ln). Let ωFS be the standard
normalized Fubini-Study form with no confusion. When n is big enough, the
Kodaira map is defined by
Φn : X → PH0(X,Ln)⋆,
Φn(x) := {s ∈ PH0(X,Ln) : s(x) = 0}.
Note that Φn(x) can be regarded as a hyperplane in PH
0(X,Ln). Choose an or-
thonormal basis {sn,j}knj=0 with respect to the above inner product on H0(X,Ln).
Then by an identification via the basis, we obtain a holomorphic map
Φn : X → Pkn.
Let U ⊂ X be a contractible Stein open subset, eL a local holomorphic frame of L
on U . Then there exist holomorphic functions s˜n,j on U such that sn,j = s˜n,je
⊗n
L .
Then the map is expressed locally as follows,
Φn(x) = [s˜n,0(x) : ... : s˜n,kn(x)], ∀x ∈ U.
We call Φ⋆n(ωFS) the Fubini-Study current which is independent of the choice
of basis. Recall that a meromorphic transform between two complex manifolds
is a surjective multivalued map with an analytic graph. To be more precise,
let (X1, ω1), (X2, ω2) be two compact Ka¨hler manifolds of dimension n1 and n2
respectively, a meromorphic transform F : X1 → X2 is the data of an analytic
subset Γ ⊂ X1×X2 of pure dimension n2+l such that the natural projections π1 :
X1 ×X2 → X1 and π2 : X1 ×X2 → X2 restricted to each irreducible component
of Γ are surjective. Γ is called the graph of F . We write F = π2 ◦ (π1|Γ)−1.
The dimension of the fiber F−1(x2) := π1(π−12 |Γ(x2)) is equal to l for the point
x2 ∈ X2 generic. This is the codimension of the meromorphic transform F . If
T is a current of bidegree (m,m) on X2, n2 + l − n1 ≤ m ≤ n2, we define
F ⋆(T ) := (π1)⋆(π
⋆
2(T ) ∧ [Γ]), where [Γ] is the current of integration over Γ. The
intermediate degree of order m of a meromorphic transform F : X1 → X2 is
defined by
λm(F ) =
∫
X1
F ⋆(ωm2 ) ∧ ωn2+l−m1 =
∫
X2
ωm2 ∧ F⋆(ωn2+l−m1 ).
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Now we consider the meromorphic transforms from X to PH0(X,Ln) induced
by the Kodaira maps. The meromorphic transform Fn : X → PH0(X,Ln) has
the following graph
Γn = {(x, s) ∈ X × PH0(X,Ln) : s(x) = 0}.
Since X is ample, for every point x ∈ X , there exists a point s ∈ PH0(X,Ln)
such that s(x) = 0. Hence the projection from Γn to X is surjective. Since L
n is
not trivial, there are no nowhere vanishing sections. That is to say, every point
s ∈ PH0(X,Ln) must vanish at some point x ∈ X . Hence the projection from
Γn to PH
0(X,Ln) is surjective. Then Fn is indeed a meromorphic transform of
codimension k − 1. For more details about these meromorphic transforms, refer
to [9, Example 3.6(c)]. Note that δn := λkn−1(Fn) (resp. dn := λkn(Fn)) is the
intermediate degree of order kn − 1 (resp. kn) of Fn.
Lemma 3.1. In the above setting, δn is bounded and dn = nc1(L)
k. Moreover,
F ⋆n(ω
kn
FS) = Φ
⋆
n(ωFS).
Proof. The first assertion is proved in [9, Lemma 7.1] by using cohomological
arguments. We prove the second one with the definition of F ⋆n . For any test
(k − 1, k − 1)-form ψ, we have
〈
F ⋆n(ω
kn
FS), ψ
〉
=
∫
Γn
π⋆1(ψ) ∧ π⋆2(ωknFS)
=
∫
PH0(X,Ln)
π2⋆π
⋆
1(ψ) ∧ ωknFS
=
∫
PH0(X,Ln)
∫
π−1
2
(sn)∩Γn
π⋆1(ψ)ω
kn
FS(sn)
=
∫
PH0(X,Ln)
∫
{x∈X:sn(x)=0}
ψωknFS(sn)
=
∫
PH0(X,Ln)
〈
[Zsn ], ψ
〉
ωknFS(sn)
=
〈
Φ⋆n(ωFS), ψ
〉
.
The last equality follows from [4, Proposition 4.2]. This completes the proof.
From now on we introduce some other notations and properties from [9].
Suppose that µ is a PLB probability measure on Pk. F is defined in (1) when
X = Pk. Let
Q(Pk, ωFS) = {φ q.p.s.h. on Pk : ddcφ ≥ −ωFS},
R(Pk, ωFS, µ) = sup
φ
{
−
∫
φdµ, φ ∈ F
}
,
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S(Pk, ωFS, µ) = sup
φ
{∣∣∣∣
∫
φdµ
∣∣∣∣ , φ ∈ Q(Pk, ωFS),
∫
φωkFS = 0
}
,
∆(Pk, ωFS, µ, t) = sup
φ
{
µ(φ < −t), φ ∈ Q(Pk, ωFS),
∫
φdµ = 0
}
for any t > 0. When µ = ωkFS, we write R
0(Pk, ωFS) = R(P
k, ωFS, µ). These
constants are related to Alexander-Dinh-Sibony capacity [9].
Proposition 3.2. S(Pk, ωFS, µ) ≤ R(Pk, ωFS, µ) +R0(Pk, ωFS).
The above proposition comes from Section 2 in [9]. There is an important
estimate for R0(Pk, ωFS), see [9, Proposition A.3].
Proposition 3.3.
R0(Pk, ωFS) ≤ 1
2
(1 + log k).
Let σn be a PLB probability measure on PH
0(X,Ln). To simplify the nota-
tions, let
Rn := R(PH
0(X,Ln), ωFS, σn),
R0n := R(PH
0(X,Ln), ωFS, ω
kn
FS),
Sn := S(PH
0(X,Ln), ωFS, σn),
∆n(t) := ∆(PH
0(X,Ln), ωFS, σn, t).
Let PX := Πn≥1PH0(X,Ln) endowed with its measure σ = Πn≥1σn. Denote by
δz the Dirac measure at a point z. We specify the following two theorems for the
above case, see [9].
Theorem 3.4. Suppose that the sequence {Rnδnd−1n } tends to 0 and
Σn≥1∆n(δ−1n dnt) <∞
for all t > 0. Then for almost everywhere s = (sn) ∈ PX with respect to σ, the
sequence 〈d−1n (F ⋆n(δsn)−F ⋆n(σn)), ψ〉 converges to 0 uniformly on the bounded set
of (k − 1, k − 1)-forms on X of class C 2.
Theorem 3.5. Suppose that the sequence {Snδnd−1n } tends to 0. Then 〈d−1n (F ⋆n(σn)
−F ⋆n(ωknFS)), ψ〉 converges to 0 uniformly on the bounded set of (k−1, k−1)-forms
on X of class C 2.
In fact, Dinh and Sibony proved the above two theorems for any countable
family of compact Ka¨hler manifolds with meromorphic transformations. The
following theorem is due to Tian-Zelditch [18].
Theorem 3.6. For all r ≥ 0, ‖n−1Φ⋆n(ωFS)− ω‖C r = O(n−1).
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In order to prove the main theorem, we write
|〈n−1[Zsn ]− ω, ψ〉| ≤ |〈n−1[Zsn ]− n−1F ⋆n(σn), ψ〉|
+ |〈n−1F ⋆n(σn)− n−1F ⋆n(ωknFS), ψ〉|+ |〈n−1F ⋆n(ωknFS)− ω, ψ〉|,
for any test form ψ of bidegree (k − 1, k − 1) on X . It is sufficient to prove that
the three terms in the right side of the inequality all tend to 0 when n → ∞.
The third one is right due to Theorem 3.6. The first one holds under the condi-
tions that Rn = o(n),
∑
n≥1∆(nt) <∞, ∀t > 0 by Theorem 3.4. The second
one is valid when Sn = o(n) by Theorem 3.5. By applying Proposition 3.2 and
Proposition 3.3, the proof is reduced to the estimates of Rn/n and
∑
n≥1∆(nt)
for any t > 0.
End of the proof of Theorem 1.1. We have F ⋆n(ω
kn
FS) = (Φn)
⋆ωFS by Lemma
3.1. It follows from Theorem 3.6 that
n−1F ⋆n(ω
kn
FS)→ ω (12)
in the weak sense of currents. We write µ1,n = ω
kn
FS, µ2,n = ∧knj=1(ddcun,j+ǫnωFS+
ωFS)− µ1,n. Then σn ≤ µ1,n + µ2,n. Note that kn = c1(L)knk/k! + O(nk−1). Let
c > (12
ρ
)2c1(L)
k/k! > 1 such that cn
k ≥ 1
β0
k3n(
12
ρ
)2kn, then c depends only on X,L
and ρ. Hence µ2,n is a positive moderate measure satisfying Proposition 2.11. To
estimate ∆n, we consider any q.p.s.h. function φ on P
kn such that ddcφ ≥ −ωFS
and
∫
φdσn = 0. Set ϕ := φ −maxPkn φ. It is obvious that ϕ ∈ F by definition
in (1). Since
∫
φdσn = 0, maxPkn φ ≥ 0. Hence ϕ ≤ φ. Then we have
σn(φ < −nt) ≤ σn(ϕ < −nt)
≤ µ1,n(ϕ < −nt) + µ2,n(ϕ < −nt)
≤
∫
exp(α0(−nt− ϕ))dµ1,n +
∫
exp(α0(
ρ
4
)kn(−nt− ϕ))dµ2,n
≤ c0kn exp(−α0nt) + c5(ρ
4
)kn exp(−α0(ρ
4
)knnt).
The last inequality follows from Proposition 2.2 and Proposition 2.11. Then by
the definition of ∆n, we have∑
n≥1
∆n(nt) ≤
∑
n≥1
c0kn exp(−α0nt) +
∑
n≥1
c5(
ρ
4
)kn exp(−α0(ρ
4
)knnt). (13)
It is obvious that
∑
n≥1 n
k exp(−nt) < ∞ and that exp(−(ρ
4
)knnt) tends to 1
when n tends to infinity, ∀t > 0. This yields ∑n≥1∆n(nt) <∞. By Proposition
3.3 and Proposition 2.11,
lim sup
n→∞
R0n/n ≤ lim
n→∞
1 + log kn
2n
= 0. (14)
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lim sup
n→∞
Rn/n ≤ lim
n→∞
sup
φ∈F
{
−
∫
φdµ1,n −
∫
φdµ2,n
}
/n
≤ lim sup
n→∞
R0n/n+ lim
n→∞
c5(
ρ
4
)kn/(α0(
ρ
4
)knn) = 0
(15)
By Proposition 3.2, (14) and (15), lim supn→∞ Sn/n = 0. Note that δnd
−1
n = O(
1
n
)
by Lemma 3.1. Hence by applying Theorem 3.5, the following sequence
n−1F ⋆n(σn)− n−1F ⋆n(ωknFS)→ 0 (16)
in the weak sense of currents. We know that F ⋆n(δsn) = [Zsn ] by the definition
of F ⋆n . Combined with (13) and (15), Theorem 3.4 implies that for σ-almost
everywhere s ∈ PX , the following sequence
n−1[Zsn ]− n−1F ⋆n(σn)→ 0 (17)
in the weak sense of currents. Then we deduce from (12), (16) and (17) that for
σ-almost everywhere s ∈ PX ,
|〈n−1[Zsn ]− ω, ψ〉| ≤ |〈n−1[Zsn ]− n−1F ⋆n(σn), ψ〉|
+ |〈n−1F ⋆n(σn)− n−1F ⋆n(ωknFS), ψ〉|+ |〈n−1F ⋆n(ωknFS)− ω, ψ〉| → 0,
for any test form ψ of bidegree (k − 1, k − 1) on X when n tends to ∞. That is
to say, n−1[Zsn ] converges weakly to ω. The proof is completed.
Now given X and L in Theorem 1.1, we construct a concrete example of a
sequence of functions (un,j) satisfying the conditions of the theorem. We require
that un,1 = · · · = un,kn = un. Notice that we can perturbate un so that the con-
stants ξn, ǫn do not change and the perturbed functions still satisfy the conditions
in Theorem 1.1.
Example 3.7. Let π : Ck+1 \ {0} → Pk be the natural map. Consider the map
f : Pk → Pk with f [z0, ..., zk] = [zk0 , ..., zkk ]. From [15, Example 1.6.4], its Green
function is s(z) = max(log |z0|, ..., log |zk|). Moreover, s is a Ho¨lder continuous
function with any exponent 0 < ρ < 1. We obtain a well-defined function
v := max(log
|z0|
|z| , ..., log
|zk|
|z| ) (18)
on Pk. Since π⋆(ddcv + ωFS) = dd
cs ≥ 0, then v is ωFS-p.s.h. and Ho¨lder
continuous with any exponent 0 < ρ < 1. Denote by dFS the distance induced
by Fubini-Study metric. Let dk = supz,w∈Pk
z 6=w
|v(z)−v(w)|
dFS(z,w)ρ
. We will show that
dk ≤
√
πk (19)
at the end of the example. For each n, we obtain a corresponding function vn using
(18) and identifying PH0(X,Ln) with Pkn. Consider the functions un = c
′
nvn with
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suitable constants c′n = O(
1
nkcnk
) < 1/cn
k
, where c = (145)c1(L)
k/k!. Let ǫn := c
′
n.
Since kn = O(n
k), it follows from (11) that dkn = O(n
k). Consequently, un
is of class C ρ with modulus 1/cn
k
. Moreover, since vn is ωFS-p.s.h., we infer
that un is ǫnωFS-p.s.h.. So {un} satisfy the three conditions in Theorem 1.1.
From the above proof, we see that σ =
∏
n≥1 σn = (dd
cun + ωFS)
kn satisfies the
equidistribution property.
Finally we prove (19). It is sufficient to consider the special case when |z0| ≥
max{|z1|, ..., |zk|}, |w0| ≥ max{|w1|, ..., |wk|}. Then
dk =
1
2
sup
z,w∈K
z 6=w
∣∣log(1 + |z|2)− log(1 + |w|2)∣∣
dFS(z, w)ρ
where z = ( z1
z0
, ..., z1
z0
), w = (w1
w0
, ..., w1
w0
) ∈ Ck and K = {z ∈ Ck : |zi| ≤ 1, 1 ≤
i ≤ k}. Let g = ∑2ki,j=1 gijdxi ⊗ dxj be the associated Riemannian metric with
g11 =
1
π
1+|z|2−|z1|2
(1+|z|2)2 . When r1 = |z|, r2 = |w| are fixed, dFS(z, w) takes its minimum
only when z and w are at the same line through the origin in R2k. The distance
is invariant with respect to the orthogonal group O(2k) in this case since the
Fubini-Study metric is invariant with respect to the unitary group U(k) on Pk.
So we take the simple case when z = (r1, 0, ..., 0), w = (r2, 0, ..., 0). Hence
dk =
√
π
2
sup
0≤r1<r2≤k
log(1 + r22)− log(1 + r21)
(arctan r2 − arctan r1)ρ
=
√
π
2
sup
0≤s1<s2≤arctan k
log(1 + tan2 s2)− log(1 + tan2 s1)
(s2 − s1)ρ
≤
√
π
2
max
(
log(1 + k2), sup
s2−s1<1
0≤s1<s2≤arctan k
log(1 + tan2 s2)− log(1 + tan2 s1)
s2 − s1
)
.
The function y = log(1 + tan2 x) is increasing and convex on [0,∞). So the
second term in the last inequality is equal to (log(1+tan2 s))′
∣∣∣
s=arctan k
= 2k. This
completes the proof of (19).
Now we are in a position to prove Theorem 1.2.
Proof. It follows from Lemma 3.1 and Theorem 3.6 that
|〈n−1F ⋆n(ωknFS)− ω, ψ〉| ≤ C1n ‖ψ‖C 2 (20)
for some positive constant C1 depending only on X,L. We know that Sn =
O(logn) by using Proposition 3.2, (14) and (15), then Theorem 3.5 and [9, Lemma
4.2(c)] imply that
|〈n−1F ⋆n(σn)− n−1F ⋆n(ωknFS), ψ〉| ≤ C2 log nn ‖ψ‖C 2 (21)
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for some positive constant C2 depending only on X,L. Set
En(ǫ0) :=
⋃
‖ψ‖
C2
≤1
{sn ∈ PH0(X,Ln) : |
〈
n−1[Zsn ]− n−1F ⋆n(σn), ψ
〉| ≥ ǫ0}
for any ǫ0 > 0. We define En := En(
C3 logn
n
), where C3 is some positive constant
depending only on X,L. Note that Rn = O(logn) from inequalities (14) and
(15). By applying [9, Inequality (4.4)], we deduce that
σn(En) ≤ ∆n(C4 log n).
Here C4 is a positive constant depending only onX,L. Moreover, C4 is sufficiently
large such that α0C4 > k + 2 since C3 can be chosen sufficiently large. Recall
that α0 is the constant defined in Proposition 2.2. Then by (13), we obtain
σn(En) ≤ ∆n(C4 log n)
≤ c0kn exp(−α0C4 log n) + c5(ρ
4
)kn exp(−α0C4(ρ
4
)kn logn)
≤ (c0 + c5)kn 1
nα0C4
≤ C
n2
.
(22)
Here C is a positive constant sufficiently large which depends only on X,L. Note
that the third inequality of (22) follows from a direct calculation when n is big
enough. The fact that kn = O(n
k) yields the last inequality of (22). By definition
of En, we obtain for any point sn ∈ PH0(X,Ln) \ En,
|〈n−1[Zsn ]− n−1F ⋆n(σn), ψ〉| ≤ C3 log nn ‖ψ‖C 2 . (23)
It follows from (20),(21) and (23) that
|〈n−1[Zsn ]− ω, ψ〉| ≤ C log nn ‖ψ‖C 2 . (24)
The proof is completed.
Remark 3.8. Since
∑∞
n=1 σn(En) < ∞, Theorem 1.2 gives an alternative proof
of Theorem 1.1.
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