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DEFORMATIONS AND MODULI OF STRUCTURES ON
MANIFOLDS: GENERAL EXISTENCE THEOREM AND
APPLICATION TO THE SASAKIAN CASE
LAURENT MEERSSEMAN AND MARCEL NICOLAU
Abstract. In this paper, we deal with the moduli problem for geo-
metric structures on manifolds. We prove an existence theorem of a
local moduli space in a very general setting. Then, to show the strength
of this result, we apply it to the case of sasakian and Sasaki-Einstein
structures for which until now only partial results are known.
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1. Introduction
One of the central problems in the study of geometric structures on man-
ifolds is the moduli problem, i.e. the classification of such structures up to
isomorphism. One asks for the existence of a space with nice properties (e.g.
manifold or analytic space, including infinite-dimensional ones) parametriz-
ing the isomorphism classes. In many cases it is too much to ask for and
such a global space does not have a natural structure of manifold, nor is
the zero set of global equations in a manifold. However, the local situation
is much better and easier to handle, at least when defining an appropriate
notion of local moduli space.
This local strategy was initiated by Kodaira-Spencer in describing the
small deformations of complex structures on compact manifolds. Already
in their seminal paper [10], by looking at deformations of tori, Hopf and
Hirzebruch surfaces, they remarked that the global point of view is not
tractable in general and that the local one needs a weaker notion of local
parameter space.
In this paper, we deal with the local point of view but consider more gen-
eral structures than complex ones. Especially, we consider sasakian struc-
tures for which until now only partial results are known.
To be more precise, the aim of the article is twofold
• proving an existence theorem of a local moduli space for geometric
structures in a very general setting.
• applying this theorem to the case of sasakian and Sasaki-Einstein
structures.
In the case of complex structures, the local moduli space provided by our
general theorem coincides with the Kuranishi space. Apart from sasakian
structures, it can also be applied to many other geometric structures that
will be considered subsequently.
Let us begin with making some general comments. Solving the local
moduli problem for a certain class of structures supposes attacking and
solving three different but related sides of the question.
• a conceptual side: one has to define precisely what is meant by a
local moduli space. It must be general enough to allow an existence
theorem under reasonable hypotheses, and natural enough so that
such a result is meaningful.
• a theoretical side: to prove and state an existence theorem, as well
as associated results (as a rigidity result).
• a practical side: to provide technical tools to compute the local
moduli space on explicit examples.
In the case of complex structures, the conceptual side is the notion of ver-
sal space; the theoretical side is Kuranishi’s Theorem that asserts that every
compact complex manifold X has a versal space (called here the Kuranishi
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space of X); and the practical side is given by the criteria for a deformation
to be rigid, or complete, or versal in terms of the Kodaira-Spencer map and
of the cohomology with values in the sheaf of holomorphic tangent vectors.
Let us emphasize that a versal space is not an ideal local moduli space
encoding every class of structures close to the base one as a single point.
Nor it is a local moduli space in the classical sense recalled in section 2.5.
For example, if X is the second Hirzebruch surface, then the Kuranishi
space of X is (the germ of) a disk D with 0 ∈ D encoding X and all other
points encoding P1×P1. Hence this disk encodes only two different complex
structures up to biholomorphism.
Indeed, the Kuranishi space encodes every class of structures close to the
base one (it is complete), but the requirement of single coding is replaced
by the fact that it is minimal amongst all complete analytic spaces (it is
versal (also called semi-universal) deformation space, cf. [10] or [19]). This
minimality property means that this space is the best approximation in the
category of analytic spaces of the local moduli stack (cf. section 2.6).
The notion of versal space is also adapted to the case of transversely
holomorphic foliations, for which an existence theorem is proved in [8] and
in [7] for the case with fixed differentiable foliated type. Apart from these
two classes and some variants, and although versality can be defined in a very
general setting, in many other situations (CR structures, smooth foliations,
... ), it is not true, or not known, whether a versal space exists.
A strict application of Kodaira-Spencer-Kuranishi methods requires the
existence of an elliptic resolution of the sheaf of infinitesimal automorphisms
of the structure. This has strong consequences, in particular the finiteness
of the dimension of the versal space. This prevents from using these tech-
niques in many cases. Nevertheless, if we focus on the proof of Kuranishi’s
Theorem given in [11], the arguments and strategy only involve very general
tools that have nothing to do with the cohomological aspects of the classical
deformation theory of Kodaira-Spencer. This explains that Kuranishi’s ap-
proach is used by Ebin in [6] to prove the existence of a local moduli space
for riemannian metrics, and by Donaldson for ASD hermitian connections
in [2]. Both are indeed global moduli spaces, benefiting from the fact that
the isotropy groups are finite (at least for some generic choices).
The strategy of this paper is to clean up Kuranishi’s proof given in [11],
to keep from it only the scheme that was applied in Ebin’s and Donaldson’s
cases, and to give general hypotheses under which it can be applied to. This
supposes to be in a coherent general setting and to have a definition of a
(generalized) local moduli space. Both comes from [17], with slight modi-
fications. Let us be more specific. Kuranishi’s Theorem is a slice theorem
and not a deformation theorem. At a fixed base point, one looks for a local
slice to the action of the diffeomorphism group onto the space of complex
operators. Versality can then be interpreted as a minimality condition of the
slice: the orbit of the base point must intersect the slice only at a discrete
set, see [17] and section 2.3. All this can easily be transposed to the abstract
setting of a topological group acting on a Hilbert manifold.
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In this framework, one forgets about families and deformations, since one
then tries to show the existence of a minimal slice using only the classical
inverse function Theorem. We prove that there are basically two condi-
tions to succeed. The first one is geometric and obvious: the local orbit of
the base point must be closed. The second one is analytic and more sur-
prising: the isotropy group must contain only more regular elements. To
understand it, think of the case where the structures under consideration
are sections of some smooth bundle. To run the program, one uses sections
of Sobolev class, say l, (to be in a Banach space). Then, the condition is
that the isotropy group contains only elements of class at least l + 1. This
requirement is a direct consequence of the fact that composition of diffeo-
morphisms of same Sobolev class is only a continuous and not a C1 map.
And it is obviously satisfied for complex structures (since automorphisms
are holomorphic), riemannian metrics (since isometries are of class C∞),
and generic ASD connections (since their isotropy group is plus or minus
the identity).
We consider two different settings. The most general one, developed in
section 2, in which the set of structures are modeled on arbitrary Banach
manifolds and analytic spaces, and the second one, developed in section 3,
in which the set of structures is the set of sections of a bundle over the
given manifold. The main results are gathered in Theorem 2.22 for the first
setting, and in Theorem 3.9 for the second one.
To demonstrate the strength of our results, we show the existence of a
Kuranishi type moduli space for sasakian and Sasaki-Einstein structures.
A sasakian manifold is an odd-dimensional riemannian manifold endowed
with a very special metric (cf. section 5) and comes equipped with many
induced additional structures: a strongly pseudo-convex CR structure, a
contact form, a flow by isometries, a transversely Ka¨hler foliation. All these
structures are closely linked one to each other. Hence there are several
deformation problems one can state and study, depending on what is kept
fixed or not. Some of them have been solved (cf. the reference book [1]),
including the case of deformations of the transversely Ka¨hler structure (the
smooth foliation being fixed), which relies on the results of [7]. But there
is no comprehensive construction of a general local moduli space, general
meaning that we allow deformations of all structures at the same time.
This is what we do in Theorem 5.24. In the same vein, we also construct in
Theorem 5.3 a Kuranishi type moduli space for deformations of the contact
form of a sasakian manifold. We also describe the relationship between these
different Kuranishi type moduli spaces associated to a sasakian structure.
Finally we deduce Kuranishi type spaces for deformations of Sasaki-Einstein
manifolds.
2. Existence of local moduli sections and spaces
In this part, we prove a general theorem on the existence of local moduli
sections and spaces in the setting of [17].
2.1. Global setting. We follow, with slight modifications, the setting in-
troduced in [17].
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We denote by X a compact, connected, smooth manifold, by E a set of
structures on X. We assume that E is a Banach manifold (over R or C) and
contains a closed subspace I of integrable structures (cf. Section 4 or [17]
for concrete examples).
We consider a topological group G with countable topology. We assume
that G acts continuously on E by smooth transformations, preserving I.
Given J0 ∈ I, we are interested in finding a local section to the action of
G at J0, which has moreover good properties of minimality. As explained
in Section 1, the crucial point is to define minimality in this very general
context.
Before proceeding, let us precise some notations and definitions.
Given two Banach manifolds, by a smooth map between them, we mean a
C∞ one. In the case where they are modeled over a complex vector space,
we assume that the differential of the map commutes with complex mul-
tiplication (hence the map has to be thought of as a holomorphic map).
A smooth bijective map with smooth inverse is an isomorphism (hence we
use the generic word isomorphism instead of diffeomorphism and biholomor-
phism). In a Banach vector space, a map is analytic if it is analytic in the
sense of [4]. An analytic set is the zero set of a finite number of analytic
functions.
We require that a smooth submanifold of a Banach manifold has closed tan-
gent space at each point. If K is a closed subset of E , then a map from K
to a Banach manifold is Ck, respectively smooth, if it is the restriction of a
Ck, respectively smooth map defined on some open set of E containing K.
A smooth bijective map between closed subsets of Banach manifolds whose
inverse is smooth is called an isomorphism.
We denote by J · g the action1 of an element g ∈ G onto a structure J ∈ E .
We say that two structures J1 and J2 are equivalent, and write J1 ∼ J2, if
they belong to the same G-orbit.
2.2. Existence of a local section. Let J0 ∈ I. We assume that there
exists a Banach vector space T and a homeomorphism
(2.1) 0 ∈ V ⊂ T
φ
−→ e ∈W ⊂ G
between a connected open neighborhood V of 0 and a connected open neigh-
borhood W of the neutral element e of G such that the action of G onto E
is smooth in this chart, that is
(2.2) (ξ, J) ∈ V × U 7−→ J · φ(ξ) ∈ E
is smooth for U a connected open neighborhood of J0.
Remark 2.1. Observe that chart (2.1) depends on J0. This may seem curious
at first sight, but this is exactly what happens in the classical case of complex
structures (cf. Section 4.1).
1We make G act on the right. In the many cases where J is encoded by a 1-form with
values in some bundle, this means that G acts by pullback.
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Call L the differential of (2.2) at (0, J0). Let
E := Ker L T×{0}
seen as a subspace of T .
Hypotheses.
(H1): The vector subspace E admits a closed complement E⊥ in T .
(H2): The differential L has the form L(ξ, ω) = ω+Pξ for some linear
bounded operator P : T → TJ0E .
(H3): Set F := Im P . Then F is closed in TJ0E and admits a closed
complement F⊥.
Remark 2.2. (H1) and the second part of (H3) are automatically satisfied
if E is an Hilbert manifold, which is often the case in practice (cf. Section
4.1). (H2) is satisfied in many interesting cases, and, in any case, it is very
easy to check. So the crucial point is the first part of (H3). Checking that
Im P is closed is usually the hard point.
Remark 2.3. P will often - but not always - be a differential operator, cf.
section 3.2.
Let K˜ be a submanifold of U passing through J0 and tangent to F
⊥ at
J0 (if exp : U
′ ⊂ TJ0E → U is a local chart at J0, just take exp(F
⊥ ∩ U ′) as
K˜).
We are now in position to prove the existence of a local section.
Proposition 2.4. Assume (H1), (H2) and (H3). Then, shrinking V and U
if necessary, the map Φ from E⊥ ∩ V × K˜ to U ⊂ E defined by
(2.3) (ξ, J) 7−→ Φ(ξ, J) := J · φ(ξ)
is an isomorphism at (0, J0).
Proof. The map (2.3) is smooth with differential at (0, J0) equal to
(ξ, ω) ∈ E⊥ × F⊥ 7−→ ω ⊕ Pξ ∈ F⊥ ⊕ F.
It is an isomorphism, hence the conclusion follows from the inverse function
theorem. 
Set now K = K˜ ∩ I. This is a closed subset of I. It follows from the
G-invariance of I that the map (2.3) is an isomorphism from E⊥ ∩ V ×K
to U ∩ I.
The set K is the local section we were looking for. Notice that we have a
smooth retraction map
(2.4) J ∈ U ∩ I 7−→ Ξ(J) :=
(
Φ−1
)
2
(J)
whose fibers are included in the G-orbits. Here (Φ−1)2 denotes the second
component of Φ−1.
Remark 2.5. We insist on the fact that K is just a closed set and that
a function on K is an isomorphism means that both this function and its
inverse are restriction of a smooth map between manifolds. Of course, in
many cases, K is a manifold or a analytic space and the isomorphism is really
an isomorphism in the sense of the corresponding category, cf. Section 4.
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Remark 2.6. Here retraction just means that
Ξ ◦ Ξ ≡ Ξ.
Remark 2.7. In the Hilbert case, since Im P is closed, a complementary
subspace is given by the kernel of the Hilbert adjoint P ∗. If P is a differential
operator, using the appropriate norms, the kernel of the formal adjoint gives
also a complementary subspace.
2.3. Minimality conditions. We want to prove that, under some addi-
tional assumptions, the local section has good properties of minimality. We
will consider two minimality conditions.
In the classical case of complex structures (cf. Section 4.1), versality in
the sense of [10] is the good minimality condition. However, it cannot be
adapted to our general setting for it supposes to have an associated Kodaira-
Spencer theory. To be more precise, in the complex case, Kodaira-Spencer
theory tells us that versality means bijectivity of the Kodaira-Spencer map
at J0. But here we do not have a well defined Kodaira-Spencer map; we do
not even have a well defined notion of a deformation as a flat morphism in
some sense. Indeed, the point here is that we try to define minimality in
situations where there is no associated Kodaira-Spencer map.
As a substitute, versality in the complex case can also be defined as mini-
mality of the dimension of the local section at the base point. But this is
also unadapted to our setting since it supposes finite dimension of the local
section, which is precisely an hypothesis we want to discard, since it is not
satisfied in many examples.
In [17], we proposed a definition of a local moduli section which has to be
thought of as a substitute for the notion of versal deformation space. We
prove it to be equivalent to versality for complex structures.
We deal with this notion in Section 2.4. But, before that, we will see now
slightly more general minimality conditions, which appear naturally in our
setting. The central idea is very simple: in a minimal local section, the
repetitions (that is the subset of points encoding a fixed structure up to
G-action) should be minimal. The case of complex structures shows that
we cannot prevent repetitions, even repetitions of the base point J0. It also
shows that it is too much to expect these repetitions to be countable subsets
for all J ∈ K, but that we should ask for this at J0. In other words, one
should call minimal a local section in which there is no path in K starting
at J0 encoding a trivial deformation of J0. Both the minimality conditions
introduced here and that of [17] are precise statements saying that. The
differences lie in defining what is a trivial deformation, and are related to
the validity or not of the Fischer-Grauert property (see Section 2.4).
Let us introduce the following two minimality conditions.
(MC1): Let c : [0, ǫ) → G be a continuous path starting at e. For
t ∈ [0, ǫ), define J(t) := Ξ(J0 · c(t)). Then the continuous path J in
K satisfies J ≡ J0.
In other words, if (MC1) is fulfilled, the intersection of K with the local
G-orbit of J0 does not contain any non-constant continuous path.
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(MC2): Up to shrinking W , we have
g ∈W, J0 · g ∈ K =⇒ J0 · g = J0.
In other words, if (MC2) is satisfied, the intersection of K with the local
G-orbit of J0 is equal to {J0}.
Of course, (MC2) implies (MC1); but more is true.
Proposition 2.8. (MC1)⇐⇒ (MC2).
Proof. Assume that (MC2) is not satisfied. Then, since G has a countable
topology, we can find a sequence (gn) in G converging to e and such that
J0 · gn is in K \ {J0} for all n.
For n big enough, gn belongs to W hence gn = φ(ξ) for some ξ. Set
c(t) = φ(tξ) and J(t) = Ξ(J0 · c(t)).
This is a continuous path in K and in the local orbit of J0. Besides, it is
non-constant since J(1) = J0 · gn is different from J0. Hence (MC1) is not
satisfied. 
Because of Proposition 2.8, we will from now on refer to both (MC1) and
(MC2) as the shortened (MC).
Definition 2.9. If a local section fulfills (MC), we say it is minimal.
We now need to define some more assumptions.
Hypotheses.
(H4): The isotropy group
GJ0 := {g ∈ G | J0 · g = J0}
is a local Banach submanifold at J0, that is there exists a smooth
map
E ∩ V
ψ
−→ GJ0 ∩W.
(H5): The map
(g, h) 7−→ µ(g, h) = g ◦ h ∈W
for g ∈ GJ0 and h ∈ G, is C
1 (that is C1 in the chart (2.1)), with
differential at (e, e) equal to
(ξ, η) ∈ E × T 7−→ ξ + η ∈ T.
Remark 2.10. We emphasize that (H5) means that the composition of el-
ements g and h of G is C1, only when g belongs to the isotropy group of
J0. In many cases, for example when G is the group of diffeomorphisms of
class Ck or of Sobolev class W l, the composition map in the group is only
continuous (see the proof of Proposition 3.2). So for (H5) to be fulfilled,
we need that GJ0 contains only diffeomorphisms of higher regularity, as it
is the case in both examples of Section 4.
We have now
Proposition 2.11. Assume (H1), (H2), (H3), (H4) and (H5). Then the
local section K of Proposition 2.4 is minimal.
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Proof. We shall prove (MC2). As permitted by assumption (H4), let ψ be a
local chart of GJ0 at e. We assume that its differential at 0 (written in the
chart (2.1)) is the identity. Then, shrinking V and W if necessary, we may
assume that the map
(2.5) (ξ, χ) ∈ (E ∩ V )× (E⊥ ∩ V ) 7−→ µ(ψ(ξ), φ(χ)) ∈W
is an isomorphism, since it is a smooth map by (H5) and since its differential
at (0, 0) is the identity.
Let g ∈ W be such that J0 · g ∈ K. Then g can be written as ψ(ξ) ◦ φ(χ)
and we have
J0 · g = J0 · (ψ(ξ) ◦ φ(χ)) = J0 · φ(χ)
the last equality coming from the fact that ψ(ξ) belongs to the isotropy
group of J0.
But
Ξ(J0 · φ(χ)) = J0 = Ξ(J0 · g) = J0 · g
the last equality coming from the fact that J0 · g is supposed to be in K.
Hence J0 · g = J0 and (MC2) is verified. 
2.4. Local moduli sections. In [17], we proposed a definition of a local
moduli section. It says that K is a local moduli section if there exists an
smooth retraction from a neighborhood of J0 in I onto K (condition A1)
and if any smooth path J : [0, ǫ)→ K starting at J0 and all of whose points
are equivalent to J0 is indeed constant (condition A2).
We want to compare this definition with that of a minimal local section.
First, observe that condition A1 is always fulfilled, even for a general local
section, because of the existence of (2.4). Then, notice that smoothness is
not a problem, since replacing continuous by smooth in (MC1) yields an
equivalent condition. This is due to the fact that a continuous path in a
Banach space can be approximated by smooth ones.
Also, condition A2 obviously implies (MC1). However, the converse is only
true if we have:
(FG) property: Given J : t ∈ [0, ǫ) → Jt ∈ K a smooth path of
structures with J(0) = J0 and all equivalent to J0, there exists a
smooth path c : t ∈ [0, ǫ) → c(t) ∈ G with c(0) = e ∈ G and such
that J(t) = J0 · c(t) for all t.
Of course, (FG) stands for Fischer-Grauert. Define a smooth deformation
of J0 as a smooth map from a smooth base manifold B to K sending a base
point 0 onto J0, and a trivial deformation of J0 as a smooth deformation
J : b ∈ B 7→ J0 · c(b) for c a smooth map from B to G. Then, these
definitions are consistent with those used for complex structures (cf. [15])
and (FG) property can be rephrased as: a smooth deformation of J0 all of
whose points are equivalent to J0 is trivial. This is exactly the (smooth
version) of Fischer-Grauert’s Theorem (see [14]).
To sum up, we have
Proposition 2.12. A minimal local section is a local moduli section if and
only if (FG) property is true.
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To rephrase this proposition, minimality states that there is no non-
constant path in K encoding a trivial deformation of J0, whereas condition
A2 means that there is no non-constant path all of whose points are equiv-
alent to J0.
In a setting where (FG) property is true (as in the case of complex struc-
tures), both definitions are the same. However, in a setting where (FG)
property is not true, then the good definition to take is that of minimality,
the philosophy being that a path all whose points encode the same structure
but which is not a trivial deformation encodes important information and
cannot be removed from the local section. Indeed, if (FG) property is not
true, there cannot exist a local moduli section.
We may now state
Definition 2.13. A minimal local section at J0 is also called a Kuranishi
type space of J0.
Proposition 4.1 should justify this terminology.
Remark 2.14. To be more precise, a local moduli section as defined in [17] is
supposed to be an analytic space in the sense of [4]. In this section, we drop
this requirement. However, notice that the analytic structure is important
to prove [17, Proposition 4.1], see Section 4 and remark 4.2.
2.5. Local moduli space. To finish with this part, we want to compare
the previous definitions with the more classical one of local moduli space.
Recall the
Definition 2.15. A local section K is a local moduli space if there exists an
open neighborhood W of e in G such that
J ∈ K, g ∈W, J · g ∈ K =⇒ J · g = J.
This is stronger than the notions of minimal local section and local moduli
section. Indeed,
Proposition 2.16. Assume that K is a local moduli space. Then K is a
local moduli section at any point J0 ∈ K.
Remark 2.17. If we compare with the vocabulary of Kodaira-Spencer theory,
a local moduli space is a universal space, whereas a minimal local section
has to be thought of as a versal space (cf. Proposition 4.1 and the discussion
in subsection 2.4).
Proof. Take J0 in K. Obviously, K is minimal, since (MC2) condition is
nothing else than the condition in definition 2.15 applied to J0.
Moreover, let
J : t ∈ [0, ǫ) −→ Jt ∈ K
be a smooth path all of whose points are equivalent to J0 and with J(0) = J0.
For every t, we may choose an element gt of G such that J(t) = J0 · gt.
Assume J is non-constant. Since it is smooth, it is locally injective at each
point of an open subset I of [0, ǫ). Moreover, we may assume that J is not
constant on any interval containing 0 without any loss of generality. Hence,
we have that 0 belongs to the closure of I. Since I is uncountable whereas
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G has a countable topology, the uncountable family ((gt)t∈I) of G must
have an accumulation point. The same trick shows that there exists such an
accumulation point arbitrarily close to 0 that can be assumed to belong to
I. All that says that we can find t∞ ∈ I arbitrarily close to 0 and tn → t∞
with all tn different from t∞ and with gtn converging to gt∞ .
For n big enough, (gt∞)
−1 ◦ gtn belongs to W and
J(t∞) ·
(
(gt∞)
−1 ◦ gtn
)
= J0 · gtn = J(tn) ∈ K
so we have J(tn) = J(t∞), contradicting local injectivity at t∞. 
Let us give additional hypotheses under which we have a local moduli
space.
Hypotheses.
(H4’): For all J ∈ K, its isotropy group GJ is a local Banach subman-
ifold with tangent space at identity EJ isomorphic to E. Moreover,
there exists a smooth map ψ : U × (E ∩ V ) → G such that, for all
J ∈ K,
ψ(J,E ∩ V ) = GJ ∩W
and
ψ(J, 0) ≡ e.
(H5’): The map
(J, ξ, h) ∈ K˜ ×E ∩ V ×W 7−→ ψ(J, ξ) ◦ h ∈ G
is C1 (that is C1 in the chart (2.1)), and the differential at (0, e) of
(ξ, h) 7−→ ψ(J0, ξ) ◦ h
is equal to
(ξ, η) ∈ E × T 7−→ ξ + η ∈ T.
Remark 2.18. Set
C = {(J, ξ) ∈ K × V | ξ ∈ EJ}.
Then the natural projection map C → K satisfies
C
ψ−1
−−−−→ K × (E ∩ V )y y1st projection
K K
up to shrinking K and V . If C and K are Banach C-analytic spaces, then
this is exactly saying that C → K is a smooth morphism (cf. [4, p.28]).
Remark 2.19. (H4’), respectively (H5’), is stronger than (H4), respectively
(H5), and is meant to replace it.
Then, we have
Proposition 2.20. Assume (H1), (H2), (H3), (H4’) and (H5’). Then K is
a local moduli space.
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Proof. This is close to the proof of proposition 2.11. We need a sort of
uniform version of it. Let
(2.6) (J, ξ, χ) ∈ K˜ × (V ∩ (E × E⊥)) 7−→ (J, ψ(J, ξ) ◦ φ(χ)) ∈ K˜ ×G.
By (H4’) and (H5’), this is a smooth map. By (H5’), its differential at
(J0, 0, 0) is equal to
(ω, ξ, χ) ∈ TJ0K˜ × E × E
⊥ 7−→ (ω, ξ ⊕ χ) ∈ TJ0K × T
so is an isomorphism. There is no ω term in the second component because
of the condition ψ(J, 0) ≡ e. Up to shrinking K˜, V and W , we may assume
that (2.6) is an isomorphism onto K˜ ×W . Then, take g ∈ W and J ∈ K.
We may write g as ψ(J, ξ) ◦ φ(χ) using (2.6). And we have
J · (ψ(J, ξ) ◦ φ(χ)) = J · φ(χ)
since ψ(J, ξ) belongs to GJ .
Assume now that J · g ∈ K, then, since J ∈ K and g ∈ W , by (2.3) and
(2.4), we have
φ(χ) = e and J · g = J.
as claimed. 
Observe that conditions (H4’), (H5’) are satisfied in the following case.
Corollary 2.21. Assume that for all J ∈ K, we have GJ ∩W reduced to e.
Then K is a local moduli space.
Proof. Just take ψ as the constant mapping onto e. (H4’) and (H5’) are
trivially satisfied. 
Let us sum up all the previous result in the following Theorem.
Theorem 2.22. Let X be a compact smooth manifold. Consider E, I and
G as in Section 2.1. Let J0 ∈ I. Assume (H1), (H2) and (H3).
(1) There exists a local section K to the G-action and (2.3) is an iso-
morphism.
(2) Assume (H4) and (H5). Then K is a Kuranishi type space. And it
is a local moduli section if and only if (FG) property is true.
(3) Assume (H4’) and (H5’). Then K is a local moduli space.
2.6. Local moduli space and quotient stacks. In the classical case of
complex structures, one can get rid of the notion of versality by using stacks.
More precisely, given X0 a compact complex manifold and Kur its germ of
Kuranishi space, then each 1-parameter subgroup of Aut0(X) acts on Kur
and the quotient stack [Kur/Aut0(X)] is universal (cf. remark 2.17).
In our general setting, assuming the existence of a Kuranishi type space K
for a structure J0, each 1-parameter subgroup of its isotropy group acts on
the germ of K at J0 via the formula
(g, J) ∈ GJ0 ×K 7−→ Ξ(J · g) ∈ K.
We can form the quotient stack [K/GJ0 ]. Its is natural to call it a local moduli
stack since the associated topological quotient satisfies the requirement of
Definition 2.15. One of the interest of this approach is that the functorial
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description of this stack should provide the good notion of a flat family
of structures. Another interest is that it is the first step in the concrete
description of a Teichmu¨ller space as a stack, as it is done in [18] for complex
structures.
Giving a precise description of such a quotient stack should be possible at
least in the case where K is an analytic space and GJ0 is a complex Lie
group.
2.7. Rigidity. From Theorem 2.22, we may easily deduce a rigidity result in
the spirit of that saying that a compact complex manifold X with first coho-
mology group with values in the sheaf of holomorphic vector fields H1(X,Θ)
being zero is rigid.
As in Section 2.4, define a smooth (or holomorphic) deformation of J0 as
a smooth/holomorphic map from a smooth/holomorphic base manifold B
to K sending a base point 0 onto J0; and a trivial deformation of J0 as a
deformation J : b ∈ B 7→ J0 · c(b) for c a map from B to G.
Then, rigidity is defined classically as follows.
Definition 2.23. The structure J0 is called rigid if every germ of deforma-
tion of J0 is isomorphic to a trivial deformation.
Corollary 2.24. Assume (H1), (H2) and (H3). Assume that K is reduced
to a point. Then J0 is rigid.
Remark 2.25. Assume that E and G are local Hilbert manifolds. Assume
that I is given locally as the zero set of some analytic map Q. Denote by
Qlin the linear part of Q. Then, consider the vector space
(2.7) {J ∈ TJ0E | P
∗J = QlinJ = 0}.
This is the ”tangent space” of K at J0, in the sense that the derivative at
0 of any smooth map c into K with c(0) = J0 lies in it. Assume that K is
a closed subset of a submanifold of E whose tangent space is (2.7) (this is
obviously the case if K itself is a submanifold of E or an analytic subspace
of E in any reasonable sense). We have
Corollary 2.26. In the setting of remark 2.25, assume (H1), (H2) and (H3).
Assume also that (2.7) is reduced to a point. Then J0 is rigid.
3. Structures given by the sections of a bundle
3.1. Setting. In many cases, the space E is a space of sections of a bundle.
To be more precise, we assume now the following conditions.
• The set E is a subset of the space of C∞ sections of a fiber bundle
over X and a Fre´chet manifold. Moreover, TJ0E is the space of C
∞
sections of a vector bundle over X.
• The group G is a subgroup of the group of C∞ diffeomorphisms of
X, and the vector space T is a subspace of the Lie algebra of vector
fields on X. Moreover, (2.1) is a Fre´chet chart for G at e.
Denote by B0 and B1 the two smooth vector bundles over X such that
T = Γ∞(B0) and TJ0E = Γ
∞(B1)
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where Γ∞ denotes the set of smooth sections of a bundle.
In this situation, we can be more precise than in Theorem 2.22. However,
there is an additional problem that appears, that of the regularity of the
sections. To run Theorem 2.22, we need to use a Sobolev completion and
work with W l sections with l > 1 + dimX/2; that is, we will suppose that
the operator P extends to appropriate Sobolev l′ and l-completions of T and
TJ0E respectively. We also assume that the Fre´chet structure of E extends
as an Hilbert structure on E l, the corresponding subset of W l sections. In
other words, given a Fre´chet chart of E at some point J modeled on Γ∞(B1),
we may assume that it extends as a Hilbert chart of E l, modeled on the
completion Γl(B1) of Γ
∞(B1). In the same way, we assume that the Fre´chet
chart (2.1) from T to G extends as a Hilbert map from the l′-completion T l
′
to the l′-completion Gl
′
. In principle l′ can be different from l. For instance,
if P is a differential operator of degree k, then l′ = l + k.
Then, fixing such an l, we are in the Hilbert setting.
3.2. The case of a differential operator. In this subsection, we replace
the hypotheses (H1), (H2) and (H3) with the following ones.
Hypotheses.
(H2diff): The differential L has the form L(ξ, ω) = ω + Pξ for some
differential operator P : T → TJ0E .
(H3diff): The differential operator P is elliptic with C∞ coefficients.
Remark 3.1. Here, by elliptic, we mean that P has an injective symbol, not
a bijective one. In this latest case, we speak of a strongly elliptic operator.
Also we add a l to an hypothesis to say that it is valid for the particular
Sobolev class W l. For example, (H4l) means that (H4) is valid for the
particular Sobolev class W l, whereas (H4) means it is valid for all Sobolev
classes (always assuming implicitly that l is big enough). We have now
Proposition 3.2. Assume (H2diff) and (H3diff). Then there exists a local
section K l for all l. Moreover, assuming (H4l) for a particular choice of l,
then the corresponding K l is a Kuranishi type space.
Proof. Fix some l > 1+dimX/2. Since our vector spaces are Hilbert spaces,
conditions (H1) and (H3), second part, are automatically satisfied. More-
over, following [20, §3.9], since P is an elliptic operator by (H3diff), its image
is closed in any Sobolev class and (H3) is completely fulfilled. Hence, by
Theorem 2.22, there exists a local section K l.
Consider the composition map
(3.1) (f, g) ∈ Gl+k ×Gl+k 7−→ f ◦ g ∈ Gl+k.
Using the above assumption that Gl+k is a subgroup of the (l+k)-diffeomor-
phism group of X, then we see that its (formal) differential at a point (f, g)
takes the form
(ξ′, χ′) 7−→ ξ′ ◦ g + df(χ′)
(cf. [9, Example 4.4.5]). Because of the term df , it does not map W l+k-
vector fields onto W l+k-vector fields. So (3.1) is not even a C1 map. But
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it is a smooth map when we take f in a submanifold of Gl+k that contains
only C∞ points.
Now, still by (H3diff), E is the kernel of an elliptic operator with smooth
coefficients, hence contains only C∞ elements [20, §3.7]. By (H4) and our
assumptions on the chart (2.1), the same is true for GJ0 ∩W . From this, it
follows that (H5l) is fulfilled. We conclude by Theorem 2.22. 
Remark 3.3. It is crucial to emphasize that, in the setting we use here, the
fact that P is elliptic does not imply that the local section K l is finite-
dimensional. This is because the tangent space to K l at the base point is
not given by the kernel of the laplacian associated to P as in the classical
case; but by the kernel of (2.7) which may be completely different from this
laplacian. Indeed, perhaps the main idea of our construction is to separate
the integrability condition from the existence of a local section, so that the
operator encoding integrability (that is the linear part of the integrability
equation) is not supposed to be the same as the operator encoding the orbit
(that is P ). This allows us to gain flexibility and treat cases that cannot be
treated in the classical setting.
In this framework, one is faced to a delicate analytic problem. If (H2diff),
(H3diff), and (H4) are satisfied, then there exists a Kuranishi type space K l
for any l > 1 + dimX/2. Nevertheless, the interesting geometric situation
is the C∞ class, for which we do not have a Kuranishi type space, for we
cannot use Theorem 2.22, the spaces of sections not being Banach spaces.
Since our deformation problems arise mainly from geometric situations, one
may expect that Theorem 2.22 is still valid in the C∞ case, taking as Ku-
ranishi type space the set of C∞ points of K l (which should be the same for
all l).
However, this is not evident at all from the point of view of differential op-
erator theory. Indeed, in the general case (that is if P is not elliptic but has
closed image in each class W l), we do not even know if the set of C∞ points
of K l is not empty.
The only case where this problem easily disappears is the case where the tan-
gent space of K l given in (2.7) is the kernel of an elliptic operator with C∞
coefficients. Then, K l contains only C∞ structures (see [20], §3.7), hence
K l does not depend on l and is a Kuranishi type space for C∞-structures.
However, this forces this space to be finite-dimensional, which is not the
case in many geometric problems, as in subsection 4.2 and section 5, and
which is not the case in our setting, cf. remark 3.3.
If P is elliptic, we have the following weaker result.
Proposition 3.4. Assume (H2diff) and (H3diff). Then, K l is equal to the
l-completion of K∞, the space of elements of K l of class C∞.
Proof. We owe this proof to J.A. A´lvarez-Lo´pez.
Because of (2.7), it is enough to prove that the kernel of P ∗ applied to W l
points is the l-completion of the kernel of P ∗ applied to smooth points.
First assume that P is the first morphism of an elliptic complex (Ei, Pi)
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(that is, T = E0, TJ0E = E1 and P = P0). Hodge decomposition Theorem
implies
Ker P ∗0 = Ker (P1 + P
∗
0 )⊕ P
∗
1 (Γ
∞(E2))
in Γ∞(E1), and
Ker P ∗0 = Ker (P1 + P
∗
0 )⊕ P
∗
1 (Γ
l+k(E2))
in Γl(E1). Indeed, P
∗
1 (Γ
∞(E2)) is dense in P
∗
1 (Γ
l+k(E2)) because Γ
∞(E2)
is dense in Γl+k(E2) and P
∗
1 : Γ
l+k(E2) → Γ
l(E1) is continuous. Besides,
Ker (P1 + P
∗
0 ) is the same in both decompositions because it contains only
sections of class C∞ and has finite dimension. So Ker P ∗0 in Γ
∞(E1) is dense
in Ker P ∗0 in each Γ
l(E1).
To deal with the general case, let σ0(x, ξ) : (E0)x → (E1)x be the injective
symbol of P where x ∈ X and 0 6= ξ ∈ TxX
∗. Let
E2 = ((TX
∗)⊗k ⊗ E1)/I
2,
where I2 is the vector bundle whose fiber at x is generated by vectors
ξ⊗k ⊗ σ0(x, ξ)(v)
for ξ ∈ TxX
∗ and v ∈ E0x. This I
2 is a subbundle because σ0(x, ξ) is injective.
Also it depends differentiably in (x, ξ). For x ∈ X and ξ ∈ TxX
∗, define
σ1(x, ξ) : (E1)x → (E2)x as
σ1(x, ξ)(v) = [ξ
⊗k ⊗ v],
where the brackets denote the class modulo I2x. Then σ1(x, ξ)(v) is linear
in v, differentiable in (x, ξ), and homogeneous of order k in ξ. Hence it is
the principal symbol of some pseudodifferential operator P1 : Γ
∞(E1) →
Γ∞(E2) of order k, since pseudodifferential operators are locally defined by
their symbols. Moreover, the sequence
0→ (E0)x
σ0(x,ξ)
−→ (E1)x
σ1(x,ξ)
−→ (E2)x
is exact if ξ 6= 0.
By induction, we construct vector bundles Ei and operators
Pi : Γ
∞(Ei)→ Γ
∞(Ei+1)
with symbol σi for all i. The sequence of symbols σi is exact (although
infinite). From the properties fulfilled by σ0 and σ1 we have that
σ0(x, ξ)σ0(x, ξ)
∗ + σ1(x, ξ)
∗σ1(x, ξ)
is an isomorphism if ξ 6= 0. Hence S = P0P
∗
0 +P
∗
1 P1 is an elliptic selfadjoint
operator, yielding a Hodge decomposition
Γ∞(E1) = Ker S ⊕ Im S
It can be refined as
Γ∞(E1) = (Ker P
∗
0 ∩Ker P1)⊕ Im P0 ⊕ Im P
∗
1 .
from which it follows that
Ker P ∗0 = (Ker P
∗
0 ∩Ker P1)⊕Q
with Q ∼= Im P ∗1 given by canonical projection. 
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Corollary 3.5. Fix l. Then the set of C∞ points of K l is dense in K l and
does not depend on l.
3.3. Smooth versus Sobolev Kuranishi type spaces. Proposition 3.4
does not provide us with a Kuranishi type space for C∞ structures. To
obtain such a result, we will use, if it exists, an affine connection on E . The
following is directly inspired in [6]. Assume that
Hypotheses.
(H6): For all ξ ∈ V , the structure J0 · φ(ξ) is of class C
∞ if and only
if ξ is of class C∞.
(H7l): There exists a smooth affine connection on E l which is invariant
under the action of Gl+k.
(H8): The vector bundle B1 is a natural bundle and action (2.2) is the
natural action.
In particular, (H6) implies that J0 itself is assumed to be of class C
∞.
We also observe that, if J can be identified with some differential form ω
with values in a vector bundle, then (H8) implies that the action is given by
pull-back, i.e. ω · φ(ξ) = φ(ξ)∗ω.
Then, we can associate to the affine connection an exponential map [13],
§IV.4 and §VII.7
Exp : TE l −→ E l.
Because of (H7l), it is invariant under the action of Gl+k. Consider the local
orbit O of G at J0. Assuming (H1l), (H2l) and (H3l) then, by (2.3), it is
closed with tangent space equal to F = Im P and orthogonal complement
F⊥. Then we have
Lemma 3.6. The map
(3.2) (ξ, ω) ∈ E⊥ × F⊥ 7−→ expN (ξ, ω) := Exp ((J0, ω) · φ(ξ))
is a local isomorphism at (0, 0) onto the neighborhood of J0 in E
l.
Proof. This is a standard fact about the exponential map that the compo-
sition map
E l −→ TE l −→ E l
of the projection map with the inclusion map as zero section is the identity.
From this, the differential of (3.2) at (0, 0) is given by
(ξ, ω) ∈ E⊥ × F⊥ 7−→ ω + Pξ ∈ TJ0E
and this is now a direct application of the inverse function theorem. 
Then, calling π the projection E⊥ × F⊥ onto the first factor, we have
Proposition 3.7. Assume (H2diff) and (H3diff), or (H1l), (H2l) and (H3l).
Assume also (H7l). Then we may define the local section of (2.3) as
(3.3) K˜ := {Exp (J0, ω) = expN (0, ω) | ω ∈ F
⊥ close to 0}
Moreover the inverse map of (2.3) is given by
(3.4) J 7−→ Φ−1(J) := (π((expN )
−1(J)), J · (φ(π((expN )
−1(J)))−1)).
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Proof. This is a straightforward computation using Lemma 3.6. We have
Φ−1 ◦ Φ(ξ, J) = Φ−1 ◦ Φ(ξ,Exp (J0, ω))
= Φ−1(Exp (J0, ω) · φ(ξ))
= Φ−1(Exp ((J0, ω) · φ(ξ))
= Φ−1(expN (ξ, ω))
using the invariance of the exponential map. Hence,
π((expN )
−1(expN (ξ, ω)) = ξ
and, using (3.2) and remembering that J is Exp (J0, ω),
Φ−1 ◦Φ(ξ, J) = (ξ, J · (φ(ξ))−1 · φ(ξ)) = (ξ, J).

As in Section 3.2, define K∞ as the set of C∞ points2 of K l. We have
now
Proposition 3.8. Assume (H2diff) and (H3diff), or (H1l), (H2l) and (H3l).
Assume also (H6), (H7l) and (H8). Define K˜ as in (3.3). Then both maps
(2.3) and (3.4) preserve the C∞ class. In particular, the map (2.3) is an
isomorphism for C∞ structures and K∞ is a local section, and a Kuranishi
type space if K l is.
Proof. By (H8), the exponential map is invariant by pull-back by diffeomor-
phisms, hence commutes with Lie derivatives, so is a homeomorphism from
the set of smooth points of TE to the set of smooth points of E (cf. [6,
Theorem 7.5]). This, together with (H6) implies that the map (3.2) is also
a homeomorphism from the set of smooth points of E⊥ × F⊥ onto that of
E . Then, we deduce that both formulas (2.3) and (3.4) preserve the C∞
class. 
We collect all the previous results in the following statement.
Theorem 3.9. Let X be a compact smooth manifold. Consider E, I and
G as in Section 3.1. Let J0 ∈ I. Assume (H1l), (H2l), (H3l) for some l, or
(H2diff), (H3diff). Assume also (H6), (H7l) and (H8).
(1) There exists a local section K∞ to the G-action for C∞ structures
and (2.3) is an isomorphism.
(2) Assume (H4l) and (H5l). Then K∞ is a Kuranishi type space for
C∞ structures. And it is a local moduli section if and only if (FG)
property is true.
(3) Assume (H4’l) and (H5’l). Then K∞ is a local moduli space for C∞
structures.
4. Three classical examples
In this part, we run the previous definitions and propositions in three
classical cases: complex structures, riemannian metrics and ASD connec-
tions.
2However, here, l is fixed and, strictly speaking, K∞ depends on l.
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4.1. Complex structures. This is the foundational example, which in-
spires in all the definitions we gave. Here E is the set of almost complex
operators of, say, classW l, and I is the subspace of integrable ones, hence of
complex structures. Then G is the group of diffeomorphisms of class W l+1.
It is a classical fact that E is a Hilbert manifold over C, and I a closed sub-
set. It is even an analytic subspace in the sense of [4]. Let J0 be a complex
structure of class C∞. Then T is the Hilbert space of (1, 0)-vector fields of
class W l+1 on X (for the structure J0), whereas TJ0E is the Hilbert space
of (0, 1)-forms of same class with values in T . The map φ is defined as the
exponential of some analytic riemannian metric, see [11] for more details.
Considering G as a subset of the set of maps of class W l+1 from X onto
the complex manifold (X,J0), then we get a C-analytic structure on G with
chart (2.1).
The space E is the vector space of J0-holomorphic vector fields. We also
have
L(ξ, ω) = ω + ∂¯ξ
so that P = ∂¯. It is known to be an elliptic operator on vector fields and
so (H2diff) and (H3diff) are satisfied. It can also be easily checked that
hypotheses (H4) and (H5) are satisfied (just take the time 1 flow of a vector
field as map ψ; sinceGJ0 is the automorphism group of (X,J0), by definition,
it contains only holomorphic, hence C∞, maps). As a consequence, we may
apply Theorem 2.22 and there is a minimal local section K. Using remark
2.7 and the integrability condition given in [11], it is given by
(4.1) K = {ω ∈ U | ∂¯ω +
1
2
[ω, ω] = ∂¯∗ω = 0}.
It is important to notice that K is not only a closed subset but also has a
natural structure of analytic space with Zariski tangent space (2.7) at the
the base point. More precisely, it is given by the kernel of the ∂¯-laplacian,
a strongly elliptic operator. Hence it is finite dimensional and contains only
C∞ solutions (and there is no dependance at all in the class l which explains
that we denoted it as K and not K l).
Moreover, (FG) property is true by Fischer-Grauert’s theorem, so K is in-
deed a local moduli section.
Last, but not least, it follows directly from comparing (4.1) with [11] that
the germ of K at J0 is the Kuranishi space of (X,J0) in the classical sense.
Indeed, it is proven in [17] that versality is equivalent to being a local moduli
section.
Finally, it is known ([25] or [12]), that K is not in general a local moduli
space, but that it is as soon as the dimension of the space of J-holomorphic
vector fields on X is constant when J varies in K.
Let us compare with Proposition 2.20. Indeed, [12] contains the construction
of a map ψ satisfying (H4’). And (H5’) follows easily, taking into account
that all isotropy groups contain only C∞ elements. So we have
Proposition 4.1. Consider the case of complex structures. Then,
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(1) Properties (H2diff), (H3diff), (H4), (H5) as well as (FG) are always
satisfied.
(2) Any Kuranishi type space K is isomorphic (as a germ) to the Ku-
ranishi space of (X,J0).
(3) The same K is a Kuranishi type space for both smooth and Sobolev
structures.
(4) Conditions (H4’) and (H5’) are satisfied if and only if the dimension
of the space of J-holomorphic vector fields on X is constant when J
varies in K.
Remark 4.2. To be precise, K as an analytic space is not always reduced,
hence does not always identifies with K as an analytic set. Hence, there are
slight differences between Proposition 4.1 and the results in the literature
on deformations of complex structures. For example, Douady proved that
isomorphism (2.3) is indeed an isomorphism of Banach C-analytic spaces,
cf. [4]. Here, we just recover the isomorphism between the reductions of the
involved spaces. Indeed, to avoid all the difficulties, one can read Proposition
4.1 replacing K with its reduction.
However, it must be noticed that point (ii) of Proposition 4.1, namely the
equivalence between Kuranishi space and Kuranishi type space, is shown to
be an isomorphism of analytic spaces even in the non-reduced case in [17]
by imposing that (2.4) is analytic.
Remark 4.3. Corollary 2.21 is nothing else in this context that the statement:
if H0(XJ ,ΘJ) is zero for all J ∈ K, then the Kuranishi space is a local
moduli space (also called universal). Indeed, due to the semi-continuity
results of [10], it is enough to have H0(XJ0 ,ΘJ0) equal to zero.
Remark 4.4. If we consider the problem of deforming couples (complex struc-
ture, additional geometric structure), assuming that P is still a differential
operator, then P is automatically elliptic since the first component of its
symbol is injective. Moreover, the automorphism group of the base struc-
ture contains only holomorphic transformations. Hence hypotheses (H2diff),
(H3diff), (H4) and (H5) are automatically satisfied, and there always exists
a Kuranishi type space. This applies for example to the case of symplectic
holomorphic structures.
4.2. Riemannian metrics. The case of riemannian metrics on a smooth
compact manifold X is due to Ebin [6]. It perfectly fits to this setting.
Here E = I is the set of W l riemannian metrics on X, encoded as the open
positive convex cone of definite positive symmetric 2-tensors. This is an
open set of the Hilbert space of symmetric contravariant 2-tensors. The
group G is the set of diffeomorphisms of class W l+1 of X acting by pullback
on E , so T is just the vector space of W l+1-vector fields on X. Let g0 ∈ E .
The (riemannian) exponential map associated to g0 can be used as map φ.
By a direct computation,
(ξ, h) ∈ T × Tg0E 7−→ L(ξ, h) = h+ Lξg0
where L is the Lie derivative (cf. [6], Lemma 6.2). So P is just the Lie
derivative of g0. It is elliptic by [6], Proposition 6.10, hence (H2diff) and
(H3diff) are satisfied.
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Hence, we may apply proposition 2.4 and obtain a local section. Also (H4)
is satisfied as well as (H5) by defining ψ as the exponential map associated
to g0. Therefore the local section of [6] is a Kuranishi type space.
Moreover, the Kuranishi type space K of [6] enjoys the following property:
if f is a diffeomorphism such that K · f intersects K, then f must be an
isometry of g0, [6], Theorem 7.1. This implies (FG) property, since if c is a
continuous path of K all of whose points encode g0, then all points are in
fact equal to g0 ·φ, with φ an isometry of g0. Hence the path c is constant.
Finally, it is proven in [6] that if the isotropy group of g0 is the identity, it is
still the identity for g close to g0. So in this case, (H4’) and (H5’) are satisfied
and we obtain a local moduli space (this is indeed a direct application of
Corollary 2.21). Last but not least, it is proven in [6], Theorem 7.4, that the
result are still valid for C∞ metrics by taking as K the subset of C∞ points
of K l. Indeed, Ebin shows the existence of a smooth invariant riemannian
metric on E , hence a smooth invariant affine connection. The result follows
now from Proposition 3.8. Hypothesis (H6) is proved in [6], Proposition
6.13. To sum up,
Proposition 4.5. Consider the case of riemannian metrics. Then,
(1) Properties (H2diff), (H3diff), (H4), (H5) are always satisfied, so
given a riemannian metric g0, for all l, it has a Kuranishi type space
K l given as a neighborhood of 0 in the kernel of P ∗.
(2) (FG) property is fulfilled so K l is a local moduli section.
(3) If the isotropy group of g0 is the identity (which is the case on an
open and dense subset of E), then conditions (H4’) and (H5’) are
satisfied and K l is a local moduli space.
(4) Properties (H6), (H7) and (H8) are satisfied. Hence, defining K∞
as the subset of C∞ points of K l, then (1), (2) and (3) are still valid
for C∞ metrics.
Remark 4.6. In [6], the author constructs two riemannian metrics on E l, the
strong one and the weak one. Here, to run Proposition 3.8, we use the strong
riemannian metric, which depends on a particular choice of l. Ebin prefers
using the weak one (weak in the sense that it induces on each tangent space
to E l the L2 topology and not the requiredW l topology), because it has the
advantage of being independent of l. However, with such a weak metric, the
existence of the affine connection and the exponential map is not immediate.
4.3. ASD connections. The case of ASD connections is due to Donaldson,
see [3, §4.2]. Let (X,h) be a compact, oriented, riemannian 4-manifold. Let
E be a complex vector bundle over X with first Chern class equal to zero.
Define E as the space of connexions on E compatible with h and inducing
the trivial connection on Det E. As usual, consider W l connections, for
l > 1. The space E is an affine space. Its associated vector space is the
space of 1-forms with values in su(E). The set I of ASD connections is
defined as those connections whose self-dual part of the curvature tensor is
zero. Hence I is given as the zero set of a smooth map F+ from A onto
the vector space of 2-forms with values in su(2). The group G is the gauge
group of E of class W l+1, that is the group of sections of SU(E, h). It acts
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on A by conjugation. We may take the Lie group exponential in the fibers
as map φ.
At a point A ∈ A, the operator P is −dA, for dA the covariant derivative
going from the space of W l+1 sections of su(E) to the space of W l 1-forms
with values in su(E). It is elliptic hence (H2diff) and (H3diff) are satisfied.
The isotropy group of a connection A is a finite-dimensional Lie group tan-
gent to the kernel of the operator dA. Hence (H4) is fulfilled and we may
apply Proposition 3.2 to conclude that there exists a Kuranishi type space
at A. Assume now that A is an irreducible connection, that is with holo-
nomy group being the full group SU(2). Then its isotropy group is just ±Id.
Hence (H4’) and (H5’) are fulfilled and the Kuranishi type space is indeed
a local moduli space. To sum up, we have
Proposition 4.7. Let (X,h) be a compact, oriented, riemannian 4-manifold.
Let E be a complex vector bundle over X with first Chern class equal to zero.
Consider E, I an G as above. Finally, let A be an ASD connection.
Then,
(1) Hypotheses (H2diff), (H3diff) and (H4) are fulfilled, hence the set
(4.2) K = {ω ∈ A1(su(E)) | F+ω = d∗Aω = 0}.
is a Kuranishi type space at A.
(2) Assume moreover that A is irreducible. Then (H4’) and (H5’) are
fulfilled and (4.2) is a local moduli space.
Remark 4.8. Assume that X is simply connected and c2(E) is not zero.
Using Fredholm theory and a Sard type theorem, one then shows that K
is a finite-dimensional manifold if the metric h is generic. Moreover, still
by genericity of h, we may assume that all connections in I are irreducible.
Hence the whole space I/G is a finite-dimensional manifold. Also, a direct
argument shows that K does not depend on l up to homeomorphism, see [3,
§4.2] for further details.
5. Deforming sasakian manifolds
5.1. Background. We start with some classical facts about sasakian man-
ifolds, see [1] and [24] for more details.
Definition 5.1. A compact smooth riemannian manifold (S, g) is called a
sasakian manifold if the cone S ×R>0 admits a complex structure which is
Ka¨hler for the metric r2g + dr ⊗ dr (where r is the coordinate on R>0).
A sasakian manifold comes equipped with many structures. Identifying
S with the hypersurface S ×{1} of its cone and denoting by J the complex
operator on the cone, we have:
• The unit vector field
ξ := J
(
r
∂
∂r
)
is tangent to S, acts by isometries on (S, g), and is called the Reeb
vector field.
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• The contact form
η := J
(
dr
r
)
is tangent to S and satisfies
(5.1) iξη ≡ 1 and iξdη ≡ 0.
• The operator defined by
(5.2) Φ(ξ) := 0 and Φ(V ) := JV on Ker η
is an endomorphism of TS which induces an integrable CR operator
on D := Ker η.
A sasakian manifold enjoys the following properties.
• ξ acts by CR isomorphisms, i.e. its flow preserves D and J .
• The foliation F induced by ξ on S is transversely Ka¨hler, with holo-
morphic normal bundle identified with D, and transverse Ka¨hler
form ω := dη.
• The CR structure (D,J) is strictly pseudo-convex with Levi form
equal to ω.
We denote by (S, g, ξ, η,Φ) a sasakian manifold. Note that
(5.3) J ≡ Φ+
1
r
dr ⊗ ξ − η ⊗ r
∂
∂r
.
and, for V tangent to S,
Φ(V ) = J(V − η(V )ξ).
All these datas are not independent, for example fixing η and g gives a
unique ξ through (5.1), and a unique Φ through
(5.4) Φ(V ) = ∇ξV
where ∇ is the Levi-Civita connection of g. Moreover, g and η are related
one to the other through the equations
(5.5) η(V ) = g(ξ, V ) and g(V,W ) =
1
2
dη(V,Φ(W )) + η(V )η(W ).
However for our deformation purposes, it is important to keep track of
these four structures, as well as the associated structures F and (D,J)
on S. Indeed, when deforming sasakian structures, one has to be very
careful and precise about which structure(s) is (are) fixed, and which is
(are) deformed; and one has to decide if we only consider deformations
which are still sasakian or allow general deformations (in some problems
there is no difference but not in all). This is not always the case in the
existing literature.
We first focus on the sasakian deformations of the contact form η, keeping
the transverse holomorphic structure of F fixed. Recall that the normal
bundle to F is the quotient bundle
NF := TS/TF
and that the transverse holomorphic structure of F is determined by a split-
ting of the complexified normal bundle to the foliation
NCF := NF ⊗ C = N
0,1F ⊕N1,0F
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into (1, 0) and (0, 1) vectors. The subbundles N0,1F and N1,0F are complex
conjugate and involutive (for the quotient Lie bracket). Fixing the transverse
holomorphic structure means keeping N0,1F fixed.
Equivalently, looking at the natural projection map
(5.6) π : TCS −→ NCF −→ N
1,0F
and setting
(5.7) E = Ker π
the transverse holomorphic structure is given by the involutive subbundle E
of TCS, so fixing the transverse holomorphic structure means fixing E (cf.
[21]). In the sasakian case, observe that
(5.8) E = D0,1 ⊕ Cξ
where D0,1 is the subbundle of (0, 1)-vectors of the complexification of the
CR distribution (D,J). In particular, given E, we have
D0,1 = E ∩DC
so J is uniquely determined on DC and thus on D: it acts as multiplication
by −i on D0,1 and as multiplication by +i on its complex conjugate.
The reason for dealing with this problem is that this is perhaps the simplest
case where infinite-dimensionality occurs, so that the classical theory of
deformations does not apply.
Observe that E being fixed, ξ is only changed by a multiplicative factor. As
a variant to this deformation problem, one can deform η keeping E and ξ
fixed. The resulting Kuranishi type space will be essentially the same (see
Corollary 5.18).
Remark 5.2. If Φ is fixed, then so is E, simply because
E = Im (Id+ iΦ).
However, the converse is false. Indeed, Φ determines also D0,1 as the kernel
of Φ + iId (and thus D), whereas E does not. In other words, fixing E
means fixing N0,1F , whereas fixing Φ means fixing D0,1, which is a precise
realization of N0,1F as a subbundle of TCS. Deformations of S with Φ fixed
correspond to deformations of the induced polarized CR structure as defined
and studied in [16].
Note that we cannot fix more structures, since we have
Lemma 5.3. Let (S, g, η, ξ,Φ) and (S, g′, η′, ξ′,Φ′) be two sasakian struc-
tures on the same manifold S.
(1) If g = g′ and ξ′ = ξ, then η′ = η and Φ′ = Φ so both structures are
the same.
(2) If ξ′ = ξ and Φ′ = Φ, then η′ = η and g′ = g so both structures are
the same.
Proof. If g = g′ and ξ′ = ξ, then η′ is equal to η because of (5.5) and Φ′ is
equal to Φ because of (5.4).
And if we let Φ fixed, as observed in remark 5.2, then D is fixed. Since ξ
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is also fixed, then η is fixed, since it is zero on D, and 1 on ξ. Finally g is
fixed because of (5.5). 
5.2. Encoding the structures. We first need the following characteriza-
tion of sasakian manifolds.
Proposition 5.4. Let (S, η, J) be a triple: compact smooth manifold, con-
tact form, integrable CR-structure on the kernel D of η. Define ξ using
(5.1). Assume that
(1) LξJ ≡ 0.
(2) dη(V, JV ) > 0 for all non zero V tangent to D.
Then, defining Φ by (5.2) and g by (5.5), the manifold (S, g, η, ξ,Φ) is
sasakian.
Proof. We will first show that g (defined through (5.5)) is a riemannian
metric. The integrability of the CR-structure implies that, for all vector
fields X and Y tangent to D, we have
(5.9) [X + iJX, Y + iJY ] = Z + iJZ
for some Z tangent to D. It follows from (5.9) that
(5.10)
{
[JX, Y ] + [X,JY ] ∈ Γ(D)
[X,Y ]− [JX, JY ] ∈ Γ(D)
Using the fact that D is the kernel of η and applying η to (5.10), we obtain
(5.11) dη(X,Y ) = dη(JX, JY )
and
(5.12) dη(JX, Y ) + dη(X,JY ) = 0.
Now, (5.11) means that dη is a (1, 1)-form, and (5.12) means that g is
symmetric. By (2), this is enough to prove that g is a riemannian metric.
We consider now the riemannian cone (S × R>0, g¯ = r2g + dr ⊗ dr). We
extend J to the cone by setting
(5.13) Jr
∂
∂r
= ξ and Jξ = −r
∂
∂r
.
Notice that with this definition, condition (1) in the statement of the propo-
sition is still fulfilled. It is straightforward to check that the metric g¯ is
J-invariant. We also set
(5.14) ω := g¯(J−,−).
We will now show that J defines a complex structure on the cone. Indeed,
the bundle of (1, 0)-vectors, say Q1,0, satisfies
Q1,0 = D1,0 ⊕C(ξ + ir
∂
∂r
).
But, for X tangent to D, we have
[X − iJX, ξ + ir
∂
∂r
] = −LξX + iLξ(JX) = −LξX + iJLξX
because of condition (1). So it belongs to D1,0. Since this bundle is involu-
tive, this proves the involutivity of Q1,0.
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Our last step is to prove that dω is zero. Since ω is the (1, 1)-form associ-
ated to the J-invariant riemannian metric g¯, this shows that g¯ is a ka¨hlerian
metric, so, by definition 5.1, we are done.
We first claim that
(5.15) iξdω = 0.
This can be proven as follows. Take X and Y local vector fields tangent to
D and commuting with ξ. Using the relations
Lξη = Lξdη = LξX = LξY = LξJ = 0
we deduce that
(5.16) (Lξg)(X,Y ) = Lξ(g(X,Y )) = Lξ(1/2dη(X,JY )) = 0.
Similar computations replacing (X,Y ) with (X, ξ) and then (ξ, ξ) show that
(5.17) Lξg = 0 and thus Lξ g¯ = r
2Lξg + Lξ(dr ⊗ dr) = 0
and from (5.17) that
(5.18) Lξω = 0.
Moreover,
iξω(X) = g¯(−r
∂
∂r
,X) = 0
and
iξω(r
∂
∂r
) = g(−r
∂
∂r
, r
∂
∂r
) = −r2
yielding
(5.19) iξω = −rdr.
Combining (5.18) and (5.19) gives (5.15).
We are now in position to show that dω is zero and thus to finish with the
proof. Because of identity (5.15), it is sufficient to see that dω vanishes on
D ⊕ 〈r ∂
∂r
〉. Choose local coordinates (t, xi) on S such that ξ =
∂
∂t
, and let
Yi =
∂
∂xi
+ ai ξ be the local vector fields defined by the condition η(Yi) = 0.
Then {Yi} is a local basis of D and the following identities are fulfilled
(5.20) [Yi, r
∂
∂r
] = [Yi, ξ] = 0,
and
(5.21) [Yi, Yj ] = η([Yi, Yj ]) ξ = −dη(Yi, Yj) ξ.
This last identity gives
(5.22) g¯([Yi, Yj ], Yk) = 0 and ω([Yi, Yj], Yk) = 0,
which imply the following relation,
dω(Yi, Yj, Yk) = Yi · ω(Yj, Yk)− Yj · ω(Yi, Yk) + Yk · ω(Yi, Yj).
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From that identity and using the definition of g¯ and ω, as well as formulas
(5.11), (5.21) and (5.22), we obtain
dω(Yi, Yj , Yk) = Yi g¯(JYj, Yk)− Yj g¯(JYi, Yk) + Yk g¯(JYi, Yj)
=
r2
2
[
Yi dη(Yj , Yk)− Yj dη(Yi, Yk) + Yk dη(Yi, Yj)
]
=
r2
2
d(dη)(Yi, Yj , Yk) = 0.
Finally, since D, 〈ξ〉 and 〈r
∂
∂r
〉 are mutually g¯-orthogonal and using (5.20),
(5.21) and (5.11), we deduce
dω(r
∂
∂r
, Yi, Yj) = r
∂
∂r
g¯(JYi, Yj)− Yig¯(Jr
∂
∂r
, Yj) + Yj g¯(Jr
∂
∂r
, Yi)
−ω([r
∂
∂r
, Yi], Yj) + ω([r
∂
∂r
, Yj ], Yi)− ω([Yi, Yj], r
∂
∂r
)
= r
∂
∂r
(r2g(JYi, Yj))− g¯(J [Yi, Yj ], r
∂
∂r
))
= 2r2
(1
2
dη(JYi, JYj))− g¯(−J(dη(Yi, Yj) ξ), r
∂
∂r
)
= r2dη(Yi, Yj)− g¯(dη(Yi, Yj)r
∂
∂r
, r
∂
∂r
) = 0,
so dω is zero and we are done. 
Corollary 5.5. Let S be a compact smooth manifold. Then, a sasakian
structure on S determines uniquely and is uniquely determined by the data
of a subbundle E of the complexified tangent bundle and a contact form η
satisfying
(1) E + E¯ = TCS.
(2) E ∩ E¯ = Cξ.
(3) [E,E] ⊂ E.
(4) The form dη satisfies dη E = 0.
(5) For all non-zero vector V of E∩DC, one has dη(V, iV¯ )+dη(V¯ ,−iV ) >
0.
where ξ is defined through (5.1) and D is the kernel of η.
Remark 5.6. In the proof of corollary 5.5, the sasakian structure will be
made explicit from E and η.
Proof. Let (g, η, ξ,Φ) be a sasakian structure on S. Define E through (5.8).
Then the conditions above are easily verified.
Conversely, let (E, η) be as above. By a result of [22], the first three condi-
tions imply that the foliation F induced by ξ is transversely holomorphic.
Set
D0,1 := DC ∩ E.
We have
TCS = DC ⊕ Cξ =⇒ E = D
0,1 ⊕ Cξ.
The fourth and fifth conditions can now be rewritten as: dη is a basic (1, 1)-
form and dη(V, JV ) > 0 for all non zero V tangent to D. Moreover, for V
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and W tangent to D0,1,
η([V,W ]) = dη(V,W ) = 0
since dη is (1, 1). So [V,W ] belongs to DC, hence to D
0,1, which is thus
involutive, proving the integrability of (D,J).
Notice that V tangent to D implies that [ξ,D] is tangent to D, since
η([ξ, V ]) = dη(ξ, V ) = 0.
Finally, the transverse holomorphic structure is by definition invariant by
holonomy, hence we have
(5.23) [ξ, JV ]− J [ξ, V ] ∈ Cξ.
Since (5.23) is tangent to D by the previous remark, it must be zero. This
can be rephrased as: LξJ is zero. Applying proposition 5.4 yields the result.

We are now in position to give a good encoding of the sasakian deforma-
tions with the transverse holomorphic structure fixed.
Corollary 5.7. Let (S, g, ξ, η,Φ) be a sasakian manifold. Define E as in
(5.7). Then, there exists a neighborhood U0 of 0 in the space of real 1-forms
on S such that, for all α ∈ U0, the following conditions are equivalent
(1) The triple (S,E, η + α) is a sasakian manifold.
(2) We have dα E = 0.
Remark 5.8. Of course, to make Corollary 5.7 precise, one has to fix the
same regularity on the space of 1-forms and basic 1-forms: C∞ or W l, etc...
Proof. Choose U0 so that, for all α ∈ U0, we have that η + α is a contact
form and the fifth condition of corollary 5.5 is fulfilled. This is possible since
both properties are open.
Assume that (S,E, η′) is sasakian, with η′−η in U0. Define α := η
′−η. Let
ξ′ be the Reeb vector field associated to η′ through (5.1). Since E is kept
fixed, it follows from Corollary 5.5 that dα E is zero.
Conversely, let α belong to U0 and satisfy (2). Then, for
V = λξ ⊕W ⊕ W¯
a real vector field (here with W tangent to D1,0), we have
iξd(η + α)(V ) = iξdα(V ) = dα(ξ,W ) + dα(ξ, W¯ ) = 0
because of (2) and because E¯ ∩ E = Cξ. Hence, the Reeb vector field ξ′
associated to η′ is a multiple of ξ. Applying corollary 5.5 gives the result. 
We are now in position to prove a existence of the Kuranishi type space
for the deformations of η with the transverse structure of F fixed.
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5.3. Deformations of the contact form of a sasakian structure. In
this subsection, we construct a Kuranishi type space for the deformations
of the contact form of a sasakian manifold. Let (S,E, η) be a sasakian
manifold. Fix l > 1 + dimS/2 and consider only 1-forms of class W l. We
let T ∗S be the cotangent bundle of S. The notation Γl(−) stands for the
vector space of W l sections of the corresponding bundle. Let
(5.24) E = I = {α ∈ Γl(T ∗S) | dα E = 0}.
Let G = Gl be the connected component of the identity of the topological
group of diffeomorphisms f of S of class W l+1 such that
f∗E ≡ E
and let G∞ be the group of elements of class C∞.
Lemma 5.9. There exists a Fre´chet chart (2.1) of G∞ at e which extends
as a Hilbert chart of Gl.
Proof. First, consider the subgroupG∞0 of elements ofG
∞ that preserve each
leaf. Using a riemannian metric on S (for example its sasakian metric), we
obtain a riemannian exponential map, say φ0, modelling G
∞
0 at identity on
the vector space of smooth vector fields tangent to the foliation (here it
is just the space X0 of multiples of ξ). Let X be the set of vector fields
generating isomorphisms of the transversal holomorphic foliation F . Then
it decomposes naturally as
(5.25) X = X0 ⊕ XN
where XN is the space of holomorphic basic vector fields orthogonal to ξ.
Letting exp denote the exponential of Lie groups, we see that we can take
the chart
χ = hξ + χN ∈ X0 × XN 7−→ exp(χN ) ◦ φ0(hξ) ∈ G
∞
as a Fre´chet chart (2.1). Passing to the Sobolev completions, it extends as
a Hilbert chart (2.1) of Gl. 
We use the notations of section 2.1. In particular, V (respectively U)
denotes a neighborhood of 0 in T = X (respectively E). Action (2.2) is
given by
(χ,α) ∈ V × U 7−→ α · φ(χ) = φ(χ)∗(η + α)− η ∈ E .
Looking at the differential at (0, η),
Lemma 5.10. We have
L(χ,α) = α+ Pχ = α+ Lχη.
Proof. By definition, we have
(5.26) L(χ,α) =
d
ds s=0
(φ(sχ)∗(η + sα)− η) .
Observe now that, in a local chart, for s sufficiently small, we have
(5.27) φ(sχ) = Id+ sχ+ ǫ(s)
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Now, (5.27) is exactly the Taylor development in s of the flow of χ at s.
Hence, up to order 1, φ(sχ) coincide with the flow φχs of χ at time s. As a
consequence, we immediately deduce from (5.26) that
L(χ,α) = α+
d
ds s=0
((φχs )
∗η)
and thus
L(χ,α) = α+ Pχ = α+ Lχη.

Finally,
Lemma 5.11. The image of P is closed in E.
Proof. Let χ ∈ V . Set
χ = hξ + χN .
We have
Lχη = d(ihξη) + hiξdη + d(iχN η) + iχNdη.
Now, the third term is zero because the kernel of η is generated by the vector
fields χN . Using (5.1), it follows that
Lχη = dh+ iχNdη.
But this formula shows that the image of P is the sum of the image of the
de Rham differential applied to the set of functions and of the image of a
finite-dimensional vector space under a bounded linear operator. Hence it
is the sum of a closed subspace and of a finite-dimensional one. So it is
closed. 
Hence, hypotheses (H1), (H2), (H3), (H4) and (H5) are satisfied. Observe
that the isotropy group of η is the automorphism group of the sasakian
manifold (S,E, η). Hence it is finite-dimensional and we can use the time 1
flow as chart ψ fulfilling (H4). Define
(5.28) K lη := {α ∈ U0 | P
∗α = dα E = 0}
we now have, using Theorem 2.22,
Theorem 5.12. The space K lη defined in (5.28) is an open neighborhood of
0 in a infinite-dimensional Hilbert space and is a Kuranishi type space for
η.
Proof. The equations in (5.28) are all linear and continuous, hence K lη is
an open neighborhood of 0 in a Hilbert space. Besides, it contains all the
basic 1-forms whose differential is (1, 1), and in particular all the ∂∂¯f for f
a basic function. Finally, the Reeb flow of a sasakian manifold has no dense
orbit, cf. [1] or [24]. Hence (5.28) is infinite-dimensional. 
Lemma 5.13. Hypotheses (H6), (H7) and (H8) are satisfied.
Proof. Assume that f∗η − η and η are C∞, with f of class W l preserving
E. We want to prove that f is indeed C∞.
From f∗η of class C∞ and (5.1), we deduce that f∗ξ is also C
∞. Moreover,
since
(5.29) f∗D0,1 = f∗E ∩Ker (f∗η) = E ∩Ker (f∗η)
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we have that f ·Φ is C∞. Finally (5.5) implies that f∗g is C∞. In particular,
f sends geodesics onto geodesics, a property that classically implies that f
is C∞.
Let us focus now on (H7). We construct an invariant riemannian metric on
E . Each structure α ∈ E encodes a unique sasakian metric gα on S through
(5.5). This induces a unique riemannian metric on the cotangent bundle of
S, still denoted by gα. By integrating over S, we obtain a scalar product hα
on the space of 1-forms on S. The collection (hα) is a riemannian metric on
E . It is obviously invariant under the action of the diffeomorphism group
G∞. To show it is smooth, we proceed as follows. Given α ∈ E , we defineDα
as the kernel of η + α, then D0,1α as the intersection of the complexification
of Dα with E. This allows us to define Φα and finally gα through (5.5).
In this process, observe that
(i): To know gα in a point x ∈ M , it is enough to know α(x) and
dα(x).
(ii): If α varies smoothly, then so does gα.
In other words, the map α 7→ gα is a map from the W
l sections of the
bundle of 1-jets of differential forms of degree 1 into the W l sections of the
bundle of symmetric 2-tensors, which comes from a smooth vector bundle
map. This is enough to show that it is smooth. It is then easy to see that
α 7→ hα is smooth, cf. [6, p.18-19]. This gives a weak invariant metric. To
get a strong one, one simply has to play the same game to obtain a weak
metric on the bundle of l-jets of sections of E , see [6, p.20]. To be more
precise, the weak invariant metric induces a weak invariant metric on each
associated tensor bundle, and thus induces a weak riemannian metric on
the bundle of l-jets of sections of E . But this is equivalent to endowing the
bundle of W l-sections of E with a strong riemannian metric.
Finally Hypothesis (H8) is immediate. 
As an application of Lemma 5.13 and Theorem 3.9, we thus have
Corollary 5.14. Let K∞η be the subset of C
∞ points of K lη. Then it is a
Kuranishi type space for C∞ structures.
We can give a more precise description of (5.28) by computing P ∗. We
can rewrite P as
(5.30) (h, χ) ∈ Γl+1(R)× XN 7−→ dh+ iχNdη ∈ E .
As usual, we let g denote the sasakian metric of the base structure. In
what follows, we extend g to the 1-forms and all the tensor fields. Then we
use the L2 product associated to g on the tensor fields. In particular, on
Γl+1(R)×XN , we use the sum of the L
2 product on the functions and that
on the vector fields. We denote this sum as well as all the L2 products by
the same symbol 〈−,−〉.
Going back to (5.30), observe that the sum in the right expression is not a
direct sum. But, defining the closed vector subspace
X ′N :=
((
P {0}×XN
)−1
(P (Γl+1(R)× {0}))
)⊥
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then (5.30) becomes
(5.31) (h, χ) ∈ Γl(R)× X ′N 7−→ dh⊕ iχNdη ∈ E .
Define now
(5.32) β ∈ Γl(T ∗S) 7−→ β♯ ∈ Γl(TS)
by
(5.33) g(β♯,−) = β.
Observe that, with this convention,
(5.34) g(α, β) = g(α♯, β♯) = α(β♯) = β(α♯).
We have
Lemma 5.15. The adjoint of (5.31) is given by the formula
P ∗α = (d∗α,−(iα♯dη)
♯)
for α ∈ E and d∗ the codifferential on 1-forms.
Proof. Just compute
〈P ∗α, (h, χ)〉 = 〈d∗α, h〉 − 〈(iα♯dη)
♯), χ〉 = 〈α, dh〉 −
∫
S
dη(α♯, χ)volg
because of (5.33) and of (5.34). But this is exactly
〈α, dh〉 +
∫
S
iχNdη(α
♯)volg = 〈α, dh〉 + 〈α, iχN dη〉
finishing the proof. 
Let us treat rapidly the associated case where the contact form is de-
formed, keeping E and ξ fixed. The following statement is analogous to
Corollary 5.7 and is easy to prove.
Corollary 5.16. Let (S, g, ξ, η,Φ) be a sasakian manifold. Define E as in
(5.7). Then, there exists a neighborhood U0 of 0 in the space of 1-forms on
S such that, for all α ∈ U0, the following conditions are equivalent
(1) The triple (S,E, η+α) is a sasakian manifold with Reeb vector field
ξ.
(2) The 1-form α is basic and its differential is (1, 1), that is satisfies
iξα = dα E = 0.
Let G be the topological group of diffeomorphisms f of S of class W l+1
such that
f∗ξ ≡ ξ and f∗E ≡ E.
With this new statement and this new group on mind, one obtains easily
the
Corollary 5.17. The space (K ′)lη defined as
(K ′)lη := {α ∈ U0 | P
∗α = iξα = dα E = 0}
is an open neighborhood of 0 in a infinite-dimensional Hilbert space and is
a Kuranishi type space for η.
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Here, the operator P is the same as that appearing in Lemma 5.10, but
restricted to the subspace Xb of vector fields of X whose ξ-coordinate is
basic. This implies that P ∗ is slightly different from that of (5.28). Indeed
it is the composition of this latter operator with the projection onto Xb.
Also, using the same arguments as above,
Corollary 5.18. Let (K ′)∞η be the subset of C
∞ points of (K ′)lη. Then it
is a Kuranishi type space for C∞ structures.
Finally, we have
Proposition 5.19. Assume that the Lie algebra XN is zero. Then K
l
η and
K∞η (respectively (K
′)lη and (K
′)∞η ) are local moduli spaces.
Remark 5.20. By [5], this is equivalent to saying that the group of holomor-
phic basic infinitesimal automorphisms H0(S,Θ) is zero.
Proof. The automorphism group of (E, η) consists of diffeomorphisms fixing
E and η. It is a finite dimensional Lie group whose Lie algebra consists of
vector fields
χ = hξ ⊕ χN such that [χ,E] ⊂ E, Lχη = 0.
The E-preservation implies that χN belongs to XN .
If XN is zero, then χ is a multiple of ξ and, since
Lχη = dh,
it is a constant multiple. Hence this Lie algebra is reduced to constant
multiples of ξ and is one-dimensional.
Consider firstly the case of E and ξ fixed. For any other structure (E, η′),
the Lie algebra of infinitesimal automorphisms is still equal to C · ξ. Hence,
defining ψ(η′, λξ) as the time 1 flow of the vector field λξ, we immediately
have (H4’) and (H5’) fulfilled. The conclusion follows from Theorem 2.22
and Theorem 3.9.
Consider secondly the case of E fixed. For any other structure (E, η′),
since we keep the same E, the Lie algebra of infinitesimal automorphisms
it is still one-dimensional and generated by the constant multiples of the
corresponding Reeb vector field ξ′. Observe that the mapping η′ 7→ ξ′ is
smooth. Hence, defining ψ(η′, λξ) as the time 1 flow of the vector field λξ′,
it is easy to check that (H4’), and (H5’) are satisfied. So, once again, we
may apply Theorem 2.22 and Theorem 3.9. 
5.4. General deformations. We now deal with the case of general defor-
mations of sasakian manifolds. Using corollary 5.5, this means deforming
both E and η.
Let S be a compact smooth manifold of dimension 2n + 1. Let G be the
grassmannian bundle of complex (n + 1)-planes of TCS. As usual, we fix
some positive l and consider sections of class W l of the bundles.
Set
E = {(E, η) ∈ Γl(G) × Γl(T ∗S) | E + E¯ = TCS, η positive contact}
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Here by η positive contact, we mean that η is a contact form satisfying
(5.35) dη(V, iV¯ ) + dη(V¯ ,−iV ) > 0
for all non-zero vector of E ∩DC.
Observe that E is an open subset of the Hilbert space Γl(G)× Γl(T ∗S). Set
now
I = {(E, η) ∈ E | [E,E] ⊂ E, dη E ≡ 0}
By corollary 5.5, the closed set I of E is exactly the set of sasakian structures
of class W l on S.
Let (E, η) ∈ I. A local chart for E at (E, η) is given by
(5.36) (ω,α) ∈ Γl((E∗ ⊗D1,0)⊕ T ∗S) 7→ ((Id − ω)E, η + α) ∈ E
Recall that
TCS = D
1,0 ⊕ E = D1,0 ⊕D0,1 ⊕ Cξ.
These three subbundles are involutive and correspond to foliated coordinates
(z, z¯, t). In local foliated coordinates, we may thus decompose the de Rham
differential as
d = ∂ + ∂¯ + ∂t.
One can show that the operator ∂¯ + ∂t is indeed globally defined, whereas
∂¯ and ∂t are not, cf. [5].
For χ a smooth vector field, using the natural injection of TS into TCS, we
decompose it accordingly into
χ = χ1,0 ⊕ χE = χ1,0 ⊕ χ0,1 ⊕ χξ
where χ0,1 = χ1,0 and χξ is real.
The bundle D1,0 is isomorphic to N1,0F through the map (5.6), hence, in
local foliated coordinates (z, z¯, t), is locally generated by the vector fields
i = 1, . . . , n ei =
∂
∂zi
+ aiξ
for some complex valued functions ai. Such a field belongs to D
1,0 if it is in
the kernel of η, hence we have
(5.37) ei =
∂
∂zi
− η
(
∂
∂zi
)
ξ.
Since D1,0 is invariant under the flow of ξ, the transition functions of the
bundle D1,0 can be chosen as the transverse changes of charts of F . Hence
they are holomorphic and independent of t, and we may thus extend the
operator ∂¯ + ∂t as a global operator acting on (1, 0)-vector fields.
We are now in position to compute the integrability conditions and the
differential of the action.
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Lemma 5.21. The closed set I is locally isomorphic to the analytic set in
Γl((E∗ ⊗D1,0)⊕ T ∗S) given by the equations

(∂¯ + ∂t)ω +
1
2
[ω, ω] = 0
Q(ω,α) :=
(
dα(Id − ω, Id− ω)− dη(ω, Id) − dη(Id, ω)
)
E
≡ 0.
Proof. The first equation is the integrability condition of a transversely holo-
morphic foliation, see [5]. For the second one, by Corollary 5.5, it is given
by
d(η + α) (Id−ω)E ≡ 0.
Using bilinearity, dη E ≡ 0 and dη D1,0 ≡ 0, we immediately obtain the
result. 
The group acting is just Diffl+1(S) with chart (2.1) given by the expo-
nential associated to a fixed real analytic riemannian metric. Action (2.2)
is
(5.38) (ω,α) · φ(v) = (ω · φ(v), φ(v)∗(η + α)− η)
where ω · φ(v) is characterized by
(5.39) φ(v)∗{w − (ω · φ(v))(w) | w ∈ E} = {w − ω(w) | w ∈ E}
We have now
Lemma 5.22. The differential L of (5.38) at (E, η) is
L(χ, ω, α) = (ω + (∂¯ + ∂t)χ
1,0, α+ Lχη).
Proof. The first component is computed in [5], and the second one in Lemma
5.10. 
Following the notations of section 2.2, we define the operator
(5.40) χ ∈ Γl(TS) 7−→ P (χ) = ((∂¯ + ∂t)χ
1,0,Lχη) ∈ T(E,η)E .
Lemma 5.23. The operator P is an elliptic differential operator of order 1
from TS into (Ω1(E)⊗D1,0)⊕ T ∗S.
Hence (H2diff) and (H3diff) are fulfilled.
Proof. From its definition (5.40), P is clearly a differential operator from
TS into (Ω1(E)⊗D1,0)⊕T ∗S. Let us compute its symbol σ. Let x ∈ S and
v ∈ T ∗xS \ {0}. Choose local foliated coordinates (z, z¯, t), where we assume
that ξ = ∂/∂t. Then a direct computation shows that
(5.41) σ(x,v)(χ) = (v
E ⊗ χ1,0, (iχη)v).
Assume now that σ(x,v)(χ) is zero. Since v is real and not zero, v
E is not
zero, so χ1,0 must be zero. This implies that χ0,1 is also zero, but it is not
enough to conclude that χ is zero.
However, looking at the second component of (5.41), we have
iχη = χξ(iξη) = χξ = 0.
This is exactly what was missing to conclude that χ is zero. Hence σ(x,v)(χ)
is injective and P is elliptic. 
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Finally, the automorphism group of a sasakian manifold is known to be
a finite-dimensional Lie group and we can use the time 1 flow as chart ψ in
(H4). We conclude from Proposition 3.2 and Lemma 5.21 that, setting
(5.42) K l := {(ω,α) | P ∗(ω,α) = (∂¯ + ∂t)ω +
1
2
[ω, ω] = Q(ω,α) = 0}
with P ∗ the composition of the formal adjoint to P and of chart (5.36), we
have
Theorem 5.24. The infinite-dimensional analytic set (5.42) is a Kuranishi
type space for sasakian structures of class W l at (E, η).
Moreover, each structure (E, η) ∈ E encodes a unique riemannian metric
g(E,η) on S as follows. Look at the second formula of (5.5). Starting from
(E, η) sasakian, it defines a riemannian metric. However, starting from
(E, η) only in E , it does not give a symmetric expression. We claim that its
symmetrization, that is
(5.43) g(E,η)(V,W ) =
1
4
(dη(V,Φ(W )) + dη(Φ(V ),W )) + η(V )η(W )
is a riemannian metric. Indeed it is definite positive on E because of (5.35)
and then on the whole TS because of (5.1).
This induces a unique riemannian metric on the bundle E∗ ⊗D1,0 ⊕ T ∗S,
still denoted by g(E,η). By integrating over S, we obtain a scalar product
h(E,η) on the space of global sections Γ
l((E∗ ⊗D1,0)⊕ T ∗S). The collection
(hα) is a weak riemannian metric on E , from which one deduces a strong
riemannian metric. It is obviously invariant under the action of group of
diffeomorphisms of S, and it is smooth by arguing as in the proof of Lemma
5.13. Hypotheses (H6) and (H7) are thus satisfied. Hypothesis (H8) is
only satisfied on the second component, but this is enough for the proof of
Proposition 3.8 to be applied (see (5.38)). As an application of Theorem
3.9, we thus have
Corollary 5.25. Let K∞ be the subset of C∞ points of K l. Then it is a
Kuranishi type space for C∞ structures.
Observe that the equations in (5.42) are cubic, and not quadratic as in
the classical case of complex structures. Let us compute more precisely the
adjoint P ∗. This is similar to the computation of (5.15). Write
(5.44) (h, χ) ∈ Γl+1(R×D1,0) 7−→ P (h, χ) = ((∂¯ + ∂t)χ, iχ+χ¯dη + dh) ∈ E
and defining
Γ0 :=
((
P {0}×Γl+1(D1,0)
)−1
(P (Γl+1(R)× {0}))
)⊥
then (5.44) becomes
(5.45) (h, χ) ∈ Γl+1(R)× Γ0 7−→ P (h, χ) = ((∂¯ + ∂t)χ, iχ+χ¯dη ⊕ dh) ∈ E .
and we have
Lemma 5.26. The adjoint of (5.45) is given by the formula
(5.46) P ∗(ω,α) = (d∗α, (∂¯ + ∂t)
∗ω − (iα♯dη)
♯)
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The proof is a direct computation and is completely similar to that of
Lemma 5.15. Observe that g being invariant by the flow of ξ, we may use
the Hodge operator associated to g to define both d∗ and (∂¯ + ∂t)
∗.
As in Proposition 5.19, we have
Proposition 5.27. Assume that the group of basic infinitesimal automor-
phisms H0(S,Θ) is zero. Then K l and K∞ is a local moduli space.
Proof. If H0(S,Θ) is zero, then by the semi-continuity theorems of [5], it is
zero also for S′ close to S. Hence, we may apply the proof of Proposition
5.19 and obtain that the automorphism group of any S′ inK l is equal to Rξ′,
and that (H4’) and (H5’) are satisfied. Theorem 2.22 gives the result. 
5.5. Comparison of the different deformation spaces. Let S be a
sasakian manifold. As Proposition 5.4 suggests, it depends only on two
structures: the transversely holomorphic foliation encoded in the subbun-
dle E, and the contact form η. We want to compare the associated three
deformation spaces:
(1) The Kuranishi type space K∞η of η-deformations defined in (5.28).
(2) The Kuranishi type space K∞ of general deformations given in
(5.42).
(3) The versal spaceKE of the transversely holomorphic foliation (S,E).
The space KE was obtained in [8]. It is finite-dimensional and contains
only smooth structures (so we drop the exponent since it is not relevant
here).
Since KE is versal, there is a natural analytic map π from K
∞ to KE fixing
0.
Observe that the set
K∞0 := {(0, α) ∈ K
∞}
is exactly K∞η (up to shrinking). Hence we have a natural inclusion of K
∞
η
into K∞. Of course, K∞0 is included in π
−1({0}), but there is no reason for
this inclusion to be an equality in general. Nevertheless, we have
Proposition 5.28. If K∞ is a local moduli space, then, up to shrinking,
the central fiber π−1({0}) is equal to K∞η .
Proof. Call I∞ (respectively I∞η and I
∞
E ) the set of C
∞ sasakian structures
(respectively C∞ sasakian structures with fixed E and C∞ sasakian struc-
tures with fixed η). Using the natural local encodings of these structures
(see (5.24) and (5.36)), we have a natural projection map
(5.47) (ω,α) ∈ I∞ 7−→ ω ∈ I∞E
and isomorphisms onto their image
(5.48) (χ, ω, α) ∈ V ×K∞ 7−→ (ω,α) · φ(χ) ∈W∞ ⊂ I∞
and
(5.49) (χ, 0, α) ∈ V ′ ×K∞0 7−→ (0, α) · φ
′(χ) ∈ (W ′)∞ ⊂ I∞η .
Be careful that V is a neighborhood of 0 in the Lie algebra of smooth vector
fields of S, whereas V ′ is a neighborhood of 0 in the Lie algebra X defined
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in (5.25). Also the maps φ and φ′ are not the same, cf. Lemma 5.9. Finally,
we have an isomorphism
(5.50) (χ,α) ∈ V ′′ ×KE 7−→ ω · φ(χ) ∈ (W
′′)∞ ⊂ I∞E
where V ′′ is a neighborhood of 0 in the Lie algebra of smooth vector fields of
S. We assume, restricting the Kuranishi spaces if necessary, that the image
(5.51) {φ′(χ′) ◦ φ(χ) | χ ∈ V ′′, χ′ ∈ V ′}
is included in φ(V ).
Now, let (ω,α) ∈ π−1(0). By (5.50), that means that there exists some
χ ∈ V ′′ such that
ω · φ(χ) = 0.
Set
(0, α0) := (ω,α) · φ(χ).
Using (5.49), we know that there exists χ′ ∈ V ′ such that (0, α0) · φ
′(χ′)
belongs to K∞0 . Hence,
(0, α1) := (0, α0) · φ
′(χ′) = (ω,α) · (φ′(χ′) ◦ φ(χ))
so (0, α1) and (ω,α) both belong to K
∞ and represent the same sasakian
structure. Moreover, they belong to the same local orbit of Diff(S) in W∞.
Now condition (5.51) associated to (5.48) and the local moduli space as-
sumption shows that
(0, α1) = (ω,α).
As (0, α1) belongs to K
∞
0 , this implies
π−1(0) ⊂ K∞0 .
Since we already noticed that the other inclusion is clear, we are done. 
Remark 5.29. The map π is not surjective. Indeed, consider the vector field
χλ = z
∂
∂z
+ λw
∂
∂w
in C2. For λ ∈ C \ (−∞, 0], the flow of χλ is transverse to the unit sphere
S
3 and induces a transversely holomorphic flow on it. It is known however
that there exist a sasakian metric associated to χλ if and only if the flow is
riemannian, and this happens exactly when λ is real (see [1]).
5.6. Deformations of Sasaki-Einstein manifolds. One of the advan-
tages of our setting is that, given a Kuranishi type space K for a certain
class of structures, we can easily deduce a Kuranishi type space for more
specific structures. It is only a matter of adding integrability conditions
both in the definition of I and of K.
In this subsection, we play this game with Sasaki-Einstein manifolds viewed
as special sasakian manifolds.
Recall that a sasakian manifold (S,E, η) is Sasaki-Einstein if its sasakian
metric g satisfies [24, §1.4]
Ricg = (dimS − 1)g.
Starting with (S,E, η) Sasaki-Einstein, we immediately obtain from 5.14,
5.18 and 5.24 the following statement.
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Let
(5.52) KSE = {(ω,α) ∈ K∞ | Ricg = (dimS − 1)g}
and define similarly KSEη and (K
′)SEη from K
∞
η and (K
′)∞. With these
notations,
Corollary 5.30. We have
(1) The space KSE is a Kuranishi type space for smooth Sasaki-Einstein
manifolds close to (S,E, η).
(2) The space KSEη is a Kuranishi type space for smooth Sasaki-Einstein
manifolds close to (S,E, η) with the transversely holomorphic struc-
ture E fixed.
(3) The space (K ′)SEη is a Kuranishi type space for smooth Sasaki-Eins-
tein manifolds close to (S,E, η) with the transversely holomorphic
structure E and the Reeb vector field ξ fixed.
We observe that, following [23], the space (K ′)SEη can be identified with
a neighborhood of the identity in the automorphism group of the transverse
holomorphic structure of S.
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