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Soil CO2 effluxSoil CO2 effluxwasmeasuredwith a closed chamber systemalong a 180 m transect on a bare soilfield characterized
by a gentle slope and a gradient in soil properties at 28 days within a year. Principal component analysis (PCA) was
used to extract the most important patterns (empirical orthogonal functions, EOFs) of the underlying spatiotempo-
ral variability in CO2 efflux. These patternswere analyzedwith respect to their geostatistical properties, their relation
to soil parameters obtained from laboratory analysis, and the relation of their loading time series to temporal vari-
ability of soil temperature andmoisture. A particular focuswas set on the analysis of the overfitting behaviour of two
statistical models describing the spatiotemporal efflux variability: i) a multiple regression model using the k first
EOFs of soil properties to predict the n first EOFs of efflux, which were then used to obtain a prediction of efflux
on all days and points; and ii) a modified multiple regression model based on re-sorting of the EOFs based on
their expected predictive power. It was demonstrated that PCA helped to separate meaningful spatial correlation
patterns and unexplained variability in datasets of soil CO2 efflux measurements. The two PCA analyses suggested
that only about half of the total variance of efflux could be related to field-scale spatial variability of soil properties,
while the other halfwas “noise” attributed to temporalfluctuations on theminute time scale and short-range spatial
heterogeneity on the decimetre scale. The most important spatial pattern in CO2 efflux was clearly related to soil
moisture and the driving soil physical properties. Temperature, on the other hand, was the most important factor
controlling the temporal variability of the spatial average of soil respiration.
© 2012 Elsevier B.V. All rights reserved.1. Introduction
CO2 efflux from the soil is oneof the largestfluxes in the atmospheric
greenhouse gas balance and of particular interest due to its potential
positive feedback to global warming (IPCC, 2007). However, the envi-
ronmental factors controlling the magnitude of CO2 efflux remain diffi-
cult to disentangle, even though an increasing number of case studies
have been published during past decades (for an overview, see e.g.
Bond-Lamberty and Thomson, 2010). The reasons for this are rooted in
the numerous interactions between environmental factors and CO2 ef-
flux, in combination with the different scales on which they vary in
space and time (Briones, 2009; Davidson and Janssens, 2006; Mahecha
et al., 2010;Wixon and Balser, 2009). Pointmeasurements of soil CO2 ef-
flux have repeatedly been reported to exhibit a poor spatial dependence
and strong variability at short distances (i.e. a high nugget effect, see
Herbst et al., 2009; La Scala et al., 2000; Rochette et al., 1991;
Rodeghiero and Cescatti, 2008). Consequently, correlations with
expected driving variables in space appear to be low (Herbst et al., in
press).: +49 2461 61 2518.
rights reserved.We hypothesize that the difficulty of understanding the driving
factors of spatial variability of soil respiration is partly caused by
short-term temporal fluctuations that inevitably occur during the ac-
quisition of a spatial data set of soil CO2 efflux. Recently, we showed
that by repeating a survey with a sufficiently high frequency, the
raw measurements can be decomposed by simple averaging proce-
dures into estimates of the time-stable part of the spatial pattern of
efflux, and fast fluctuations of area-averaged efflux (Graf et al.,
2011). However, this study also reported that the spatial patterns
were only stable for a few days. Often, measurements are only repeated
at larger time intervals and the decomposition approach reported in
Graf et al. (2011) cannot meaningfully be applied. Alternatively, under-
lying spatial patterns present in the entire data set can be investigated
using empirical orthogonal functions (EOFs) derived by principal com-
ponent analysis (PCA, cf. Korres et al., 2010; Perry and Niemann, 2008,
for soil water content) or canonical correlation analysis. These EOFs
can be related to explanatory variables such as the spatio-temporal var-
iability of soil properties, including soil temperature and moisture
amongst others. Unlike classical regression,whichwould link the spatial
pattern of efflux to explanatory variables independently for each snap-
shot in time, PCAprovides insight into the combined spatiotemporal de-
pendencies of soil CO2 efflux. PCA has also been shown to efficiently
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that would be of particular interest for soil CO2 efflux datasets.
The aim of this study is to test whether PCA can be used to identify
spatio-temporal patterns of soil CO2 efflux with statistically signifi-
cant relations to explanatory variables. We used measured CO2 efflux
from a bare soil with a gentle slope and a gradient in various soil
properties, which serve as explanatory variables. To identify and de-
scribe returning spatial patterns in the efflux time series and the ex-
planatory variables without redundancy, both datasets are turned
into EOFs independently using PCA. Two types of regression models
are considered: one for the two sets of EOFs in their original order,
and one where EOFs are re-ordered according to their expected pre-
dictive power. For each regression model, performance on unknown
samples as a function of the number of EOFs was determined by
cross-validation.
2. Theoretical background
Consider the dependent variable Ym,n known for M sampling
points and Nmeasurement times. In addition, there are K explanatory
variables contained in Xm,k. These explanatory variables vary in space,
but are assumed to be persistent in time. Therefore, they are available
at the sameM sampling points, but without repetition in time. To de-
termine to what extent Y can be explained by X, canonical correlation
analysis (CCA, Hotelling, 1935) is frequently used. However, standard
methods for solving CCA require that min{N, K}bM. If this is not the
case, a common approach is to perform a principal component analy-
sis (PCA, Hotelling, 1933) independently on both X and Y before fur-
ther analysis (Muller, 1982). PCA transforms a set of variables into a
set of new variables, called principal components (PCs) or empirical
orthogonal functions (EOFs), that are linearly independent of each
other. They are ordered by the portion of total variance in the original
data that they explain (see appendix for more details). If N or K is
larger than M, PCA reduces the number of non-zero new variables
to M. Prior application of PCA on both X and Y reduces a subsequent
CCA to a rotation (Muller, 1982). Often, the CCA step is omitted alto-
gether and the prediction of Y from X is done by regression. Because
the EOFs determined from X and Y are orthogonal, the regression co-
efficients can be independently determined by bivariate regression
between each possible pair of EOFs. This intermediate approach be-
tween multiple regression and CCA (Jolliffe, 1982) is here referred
to as PCA-based regression.
If the number of explanatory variables K is large compared to the
number of sampling pointsM, there is a danger of overfitting. Adding
an additional explanatory variable will always improve the ability of
the model to fit the data (in-sample performance). However, overfit-
ting has occurred when at the same time the ability of the model to
predict independent data decreases (out-of-sample performance).
In multiple regression, adjusted goodness-of-fit indices such as R²adj
or Aikake´s information criterion are often used to estimate the opti-
mum number of explanatory variables (e.g. Herbst et al., in press), or
a significance test is performed for each candidate explanatory vari-
able. For EOFs, a number of significance tests have been suggested.
However, their results are often inconsistent (Peres-Neto et al.,
2005; Perry and Niemann, 2008), may require prior knowledge of
the correlation length in order not to overestimate the number of inde-
pendent samples (Korres et al., 2010), and are not necessarily related to
predictive power. Jolliffe (1982) summarized four examples demon-
strating that predictive success, rather than explained variance, should
be used to determine the EOFs to be included in PCA-based regression
problems. Nevertheless, and in particular to ensure the relevance of
the predicted EOFs of Y, we will report results of two significance tests
for comparison. According to Peres-Neto et al. (2005), both are recom-
mendable, but differently conservative.
The most direct, assumption-free, and intercomparable method to
estimate out-of-sample performance, is cross-validation. A subset ofthe available data is excluded before parameter determination, and
the goodness-of-fit indices are calculated between the predictions
and measurements of Y in this unused subset only. A prerequisite for
cross-validation is that the independent data set must be large enough
to reliably determine the goodness-of-fit indices, but at the same time
the data set remaining for model parameterisation must also be large
enough. In case of a small number of sampling sites, this problem can
be circumvented by the leave-one-out version of cross validation.
One at a time, each of the M rows of X and Y are removed from the
dataset, and the remaining M-1 rows are used to estimate the un-
known model parameters. Then, each of the M alternative model ver-
sions is used to predict the row of Y values that was left out. Leave-
one-out cross-validation enables us to quantify the effect of including
each EOF of both the X and the Y set in the regression model, starting
with the first EOF. As an EOF of X may describe a large portion of the
variance of X, but not predict well any of the EOFs of Y (Jolliffe,
1982), we also test an approach where the EOFs of both X and Y are
re-sorted according to the amount of variance in Y that they help to ex-
plain. This approach adds the strength of CCA to PCA-based regression,
while avoiding its predictive weakness. CCA tends to assign strong
weights to few or even one X and Y pair(s), if they are correlated con-
siderably stronger to each other than the majority, independent of the
portion of variance in Y they explain (Mishra, 2009). An intermediate
solution between PCA and CCA was proposed by Mishra (2009) to
solve this problem, but the application of this method is beyond the
scope of this study because of the lack of a closed-form solution for
this method. We performed CCA on our dataset and found that it did
not improve out-of-sample performance as compared to PCA-based re-
gression. For reasons of conciseness, CCA is not discussed further here.
3. Methods
3.1. Study site
Measurements were taken at the FLOWATCH test site (50°52'09''N,
06°27'01''E, 104.5 m a.s.l.), a 60 m by 190 m bare soil field (Graf et al.,
2008; Weihermüller et al., 2007). In its longitudinal direction, the field
is subject to a gentle slope and a strong gradient in coarse material con-
tent (Fig. 1). At the centre of the field, the fine texture (b2 mm) is clas-
sified as a silt loam. The climate is warm temperate, with an average air
temperature of 9.9 °C and an annual precipitation of 698 mm
(1961–2009, data taken from the climate station of the Forschungszen-
trum Jülich at a distance of 5.3 km from the test site). The two years of
the experimental study were slightly warmer and wetter (2006:
11.0 °C, 723 mm; 2007: 11.1 °C, 878 mm). Historically, the field was
typically ploughed annually up to a depth of 30 cm. Directly before
and once during the study period, a grubber to a depth of 15 cm and a
harrow were applied. With this treatment and several applications of
glyphosate, weeds were controlled on the field site during our
measurements.
3.2. Field measurements
Soil CO2 efflux measurements were performed using a manual
closed chamber system (LI-8100, Li-Cor, Lincoln, NE, USA; Xu et al.,
2006) in intervals of one to two weeks between summer 2006 and
autumn 2007. At each measurement point, a polypropylene collar of
10 cm depth and 20 cm inner diameter was permanently installed
such that the upper edge protruded 2 cm above the average soil sur-
face. Collars were kept free of plants as much as possible and were re-
moved only for soil grubbering and harrowing. The location of each
measurement point was determined using a differential GPS system
(GPS-702-GG/Propak V3, NovAtel, Calgary, Alberta, Canada).
In this analysis, we use efflux data from 18 points spaced 10 m
apart in a transect following the main height and stone content gradi-
ent of the field site (Fig. 1). For this transect, complete efflux records
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Fig. 1. Overview of the measurement site with height profile and stone content along the measurement transect.
93A. Graf et al. / Geoderma 181–182 (2012) 91–101are available for 28 days starting directly after the first grubber/harrow
treatment on September 20, 2006 and ending on October 23, 2007. The
chamber was placed on each collar and was closed for 2 minutes. The
increase of the CO2 concentration in the chamber headspace was mea-
sured from closing until reopening, and the measured CO2 concentra-
tion was corrected for water vapour dilution. A one minute period
between each chamber measurement was used to place the system at
the next collar and to automatically purge the tubes. Soil CO2 efflux
was calculated by fitting a linear regression to the CO2 concentration
measured from 30 s after closure until reopening. From the accuracy
of the individual 1 s measurements, as well as from comparing the lin-
ear fit to a less robust butmore theory-based exponential fit, a resulting
efflux uncertainty of about 0.1 to 0.2 μmol m−2 s−1 may be expected.
At most measurement days, additional information about soil tem-
perature and water content were simultaneously recorded next to
each collar. The measurement methodology for these state variables
was changed during the study period. Until April 2007, soil water con-
tent was estimated from 3 vertical measurements with the theta
probe (Delta-T, Cambridge, UK, 6 cm rod length) in the vicinity of
the soil collars. Soil temperature was measured with a type E thermo-
couple as provided with the soil CO2 efflux system. The thermocouple
was inserted 3 cm into the soil. From June 2007 on, custom-built 3 rod
TDR probes of 10 cm length were permanently installed horizontally
at 8 cm depth directly below each collar. The TDR probes were con-
nected to a TDR100 cable tester (Campbell Scientific, Logan, NE,
USA) during each CO2measurement andwater contentwas calculated
using Topp's equation (Topp et al., 1980). To study the relation of the
occurrence of patterns and spatial averages to environmental vari-
ables that vary in time, we use additional permanent measurements
of soil temperature and pressure head. About 20 m north of the tran-
sect, a continuous monitoring trench is located (Fig. 1). In May 2006,
18 pF-Meters (EcoTech, Bonn, Germany) with a shaft length of
20 cm were inserted horizontally into the soil at depths of 0.15, 0.30,
0.45, 0.60, 0.90, and 1.20 m with 3 repetitions for each depth. The
pF-Meters provide information about soil temperature, and pressure
in a wide pressure head range. All pF-meter data were logged at 1 h
intervals.
3.3. Sampling and laboratory measurements of explanatory variables
In October 2007, soil samples were taken from the field site in a 10
by 10 m grid, one row of which had its sampling points close to the
CO2 efflux transect (Fig. 1). Three auger probes were taken from the
0 to 0.30 m depth, mixed, sieved to b2 mm, and air dried. A subsam-
ple from each point was analyzed for organic carbon (Corg), anorganic
carbon (Canorg), total nitrogen (N), phosphorous (P), and calcium (Ca)
at the Institute of Central Chemical Analysis (ZCH) of the Forschungs-
zentrum Jülich. Another subsample was analyzed for grain sizedistribution (wet sieving and pipette), particulate organic matter
(POM, Amelung and Zech, 1999), and dithionite soluble iron oxides
(dithionite citrate bi-carbonate method; Mehra and Jackson, 1960)
at the Agricultural Faculty of the University of Bonn, as described by
Bornemann et al. (2010). Abiotic networks of iron oxides are sup-
posed to have a stabilizing effect on soil organic matter (Mayer et
al., 2004). Thus, locations with high contents of dithionite-soluble
iron might be expected to have relatively low CO2 efflux. This would
also be expected for locations with large amounts of inert black car-
bon and small amounts of POM, which represents the most labile car-
bon fraction (Herbst et al., in press). Generally, locations with a large
amount of organic carbon should have the potential to release more
CO2 than locations with lower Corg content. The nutrients N, Ca and
P might have a limiting influence on microbial growth and activity,
which again could affect the microbial carbon turnover and associated
CO2 efflux. The amount of Ca will also influence soil pH.
To estimate stone content (fraction >2 mm), additional samples
of 10 kg±5 kg were taken from the top 0.30 m. These samples were
analyzed by wet sieving at the Agricultural Faculty of the University
of Bonn. Finally, dry bulk density and area-averaged C and N content
were determined for the CO2 efflux measurement points themselves
after removing the collars in autumn 2007. Here, each collar was
used as a Kopecky ring by inserting the entire collar into the soil.
Dry bulk density was calculated from the exact height and diameter
of each collar and soil mass after oven drying at 60 °C for 72 h. After
drying, a well-mixed subsample from each location was sieved
(b2 mm) and analysed in the same way as described above for Corg,
Canorg, and N content. Stone content and dry bulk density were used
to calculate the density of fine soil at each point. Multiplication of
the latter with the mass fraction of each of the chemical parameters
described above, resulted in its density. The slope at each position
was calculated from a digital elevationmodel, supplied by the geological
service North-Rhine Westphalia. Altogether, 19 explanatory variables
are considered in our analysis (Table 1).
3.4. Data processing
An overview of the data processing procedure is given in Fig. 2,
and explained in more detail below. In a first step, variables were
transformed by taking their logarithm and calculating the z-score.
The matrix containing these z-scores is given by:
zYm;n¼
ln ef f luxm;n
 
− ln ef f lux1:M;n
 
σ ln ef f lux1:M ;n
   ð1Þ
where the indices m and n indicate the running number of the mea-
surement point and measurement date, respectively. The overbar
Table 1
Explanatory variables from soil sampling and consecutive laboratory analysis. Column
“ln?” indicates whether the variable was log-transformed or not, depending on the
skewness reduction criterion.
Name Units Sample Analysis ln?
position along transect m GPS FZJ(ICG4) N
height above sea level m GPS FZJ(ICG4) Y
slope ° DEM Geol. Servive N
bulk density kg/m³ collar FZJ(ICG4) Y
N (nitrogen) kg/m³ collar FZJ(ZCH) N
Corg (organic carbon) kg/m³ collar FZJ(ZCH) N
Canorg (anorganic carbon) kg/m³ collar FZJ(ZCH) N
Ca (calcium) kg/m³ auger FZJ(ZCH) Y
P (phosphorous) kg/m³ auger FZJ(ZCH) Y
stone content kg/m³ spade Univ. Bonn Y
sand content kg/m³ auger Univ. Bonn Y
silt content kg/m³ auger Univ. Bonn N
clay content kg/m³ auger Univ. Bonn Y
POMc (coarse particulate organic matter) kg/m³ auger Univ. Bonn Y
POMm (intermediate ") kg/m³ auger Univ. Bonn Y
POMf (fine ") kg/m³ auger Univ. Bonn Y
nonPOM (non-") kg/m³ auger Univ. Bonn Y
BC (black carbon) kg/m³ auger Univ. Bonn Y
FeDith (dithionite-soluble iron) kg/m³ auger Univ. Bonn Y
94 A. Graf et al. / Geoderma 181–182 (2012) 91–101denotes averaging of the column indicated by the indices, and σ its
standard deviation. Eq. (1) was also applied to all explanatory vari-
ables X. However, the log transformation function was only applied
to variables for which it reduced skewness.
In a next step, PCA was performed on the zX and zY matrix inde-
pendently. Because the number of explanatory variables (K) and
measurement days (N) were larger than the number of measurement
points (M), only the first M-1 EOFs of each X and Y had nonzero en-
tries. For every possible pair of EOFs determined from X and Y, ordi-
nary linear regression was applied. Because the average of each EOF
is zero, the intercept was also zero for the linear regression and the
slope B was calculated according to:
Bk;n EOF zYð ÞEOF zXð Þð Þ ¼
PM
m¼1
EOFm;kðzXÞEOFm;nðzYÞ
PM
m¼1
EOFm;kðzXÞ
h i2 ð2Þprincipal com-
ponent analysis
(PCA, appendix A)
log-transform
z-score-transform
(Eq. 1)
log-transform
z-score-transform
(Eq. 1)
principal com-
ponent analysis
(PCA, appendix A)
EOF(zX) EOF(zY)
M: # of points
N: # of meas. datesK: # of parameter
efflux 1:M,1:N
meter 1:M,1:K
soil para-
ZY zYxvalZX zXxval
re-order (Eq. 5)
Fig. 2. Flowchart of the data processing procedure. Straight rectangles indicate processes, rh
points was removed once from the entire dataset, and soil parameters of this point have bee
number is replaced by M when calculating the number of possible models.Here, EOFm,k(zX)was the value of the kth EOF of zX at measurement
point m. The explained variance, R2, was calculated using:
R2k;nðEOFðzYÞEOF zXÞð Þ ¼ Bk;nðEOFðzYÞEOF zXÞð ÞBn;k EOF zXÞEOF zYÞð Þðð ð3Þ
Because of the linear independence of EOFs, the equations formultiple
regression are described by the following matrix multiplication:
EOF1:M;1:N zYð Þ þ γ1:M;1:N ¼ EOF1:M;1:K ðzXÞ⋅B1:K;1:N EOF zYÞEOF zXÞð Þðð ð4Þ
The prediction error γ vanishes if we use all M available nonzero
EOFs of X to predict the EOFs of Y. Since such a model would be
strongly overfitted, it is more appropriate to not consider all EOFs of
X , i.e. replacing their entries by zeroes before applying Eq. (4). In
order to confine the number of possible models, we first sort the
EOFs and then consider only the first k EOFs, with k=1…M. Two
ways to sort the explanatory EOFs are tested. First, the EOFs were
sorted according to the explained variance as directly provided by
the PCA. However, early EOFs may be unimportant, and later EOFs im-
portant, when it comes to predicting another variable (Jolliffe, 1982).
Therefore, we tested a second approach in which the explanatory
EOFs were sorted using a criterion that is related to explained vari-
ance in the dependent EOFs. For this criterion, we construct a matrix
C with entries for each pair of explanatory and dependent EOF:
Ck;n ¼ R2k;nðEOFðzYÞEOFðzXÞÞ⋅σ2 EOF1:M;n zYð Þ  ð5Þ
where R2k,n(EOF(zY)EOF(zX)) is the proportion of variance in the nth
EOF(zY) explained by the kth EOF(zX) as given by Eq. (3). The
element-wise multiplication with the total variance in zY explained
by the nth EOF(zY) as given by Eq. (A3) yields the amount of variance
in zY that can be explained by the kth EOF(zX) via the nth EOF(zY). The
sum of all entries in row k of C is the maximum amount of variance in
zY that can be explained by the kth EOF(zX), if all N EOF(zY) are used to
estimate zY.
However, not only EOFs of zXmay cause overfitting. In an analogous
manner, trying to predict the later EOFs of zY likely means trying to pre-
dict noise. Therefore, we also considermodels where only the first EOFs
of zY are used to reconstruct zY, while keeping measured efflux as the
target variable from which all model performance indicators arefrom modelled EOF(zY)
re-estimate zY
prediction for:
but decreasing for xval dataset: overfitting
fit improving with complexity for entire,
- each model within each family
- entire and xval dataset
then efflux from zY
efflux 1:M,1:N
compare (RMSE, MAE, R2)
regression (2nd family of K N
possible models, Eq. 2-4)
regression (1st family of K N
possible models, Eq. 2-4)
omboids datasets. “xval” indicates leave-one-out cross validation where each of the M
n used to estimate its efflux. “min” indicates min{K,N}. If MbK or MbN, the respective
95A. Graf et al. / Geoderma 181–182 (2012) 91–101calculated for intercomparability reasons. Again, either the EOF order
resulting from the PCA can be used, or the sorting can be based on the
matrix C, this time considering N column sums. In summary, this
means inserting a version of Eq. (4) where only a part of the EOFs of
zX are used, into the analogous Eq. (A4) for zY. If we further replace
the two EOF matrices of zX and zY according to Eq. (A2), it becomes ob-
vious that EOF-based regression can be written in a single model equa-
tion, which resembles a multiple regression equation that includes all
explanatory variables. In multiple regression, overfitting is avoided by
not considering variables that do not explain variability. In the case of
EOF-based regression, all explanatory variables are always included,
but the regression coefficients change whenever an EOF of zY or zX is
not considered:
z Y1:M;1:Nþμ1:M;1:N k;nð Þ ¼ zX1:M;1:K⋅E1:K;1:k R1:K;1:K XXð Þ
 
⋅B1:k;1:nðEOFðzYÞEOF zXÞð Þ⋅ E1:N;1:n R1:N;1:N YYð Þ
 h i′
ð6Þ
The prediction error μ decreases when the number of EOFs of zX
and zY used to reconstruct Y increases, but at the same time the risk
of overfitting increases. In order to find a balance, we applied
Eq. (6) in its K N different forms to M cross-validation datasets in
which one measurement point has been left out. The models thus
obtained were used to predict the efflux from the left-out point, in-
cluding the back-transformation of Eq. (1) before any error was calcu-
lated. As we aimed to treat efflux from the respective point as truly
unknown, the average and standard deviation for this back-
transformation were estimated without considering the point that
was left out. To see whether even the simplest model with k and
n=1 is an improvement with respect to the mean daily efflux, we in-
cluded an estimate from this mean as case k=0 | n=0. The whole
test run through k and n was done for the classic EOFs and the re-
sorted EOFs using the C criterion.
4. Results and discussion
4.1. Efflux EOFs and their univariate properties
The efflux dataset is characterized by an average efflux of
1.57 μmol m−2 s−1, with a maximum of 6.02 and a minimum of
0.13 μmol m−2 s−1. The total standard deviation is 1.00 μmol m−2 s−1,
and the temporal standard deviation of spatially averaged efflux
(0.65 μmol m−2 s−1) is in a similar order of magnitude as the spatial
standard deviation of point averages (0.97 μmol m−2 s−1). The whole
dataset has a positive skewness of 1.4 and a high (traditional) kurtosis
of 5.79, which reduces to near-normal values of−0.6 and 3.4 after log-
transformation.
Fig. 3 shows example semivariograms from six different measure-
ment days for the log- and z-transformed efflux data, zY before the
PCA analysis. The model semivariogram is based on the nonlinear
least squares Matérn family fitting routine described by Minasny
and McBratney (2005). The first case (example type I) is the vario-
gram model with the best fit (R²=0.97) in the whole dataset. Each
subpanel is roughly representative of one of six variogram types
that occurred repeatedly. The first four types differ in boundedness
(visibility of correlation length, upper/lower subpanel row) and qual-
ity of the model fit (left/right subpanel columns). We found five un-
bounded variograms with a good variogram model fit (type I), five
unbounded variograms with only a mediocre model fit (type II), five
bounded variograms with a good variogram model fit (type III), two
bounded variograms with a poor fit (type IV), four variograms
where the semivariance decreased with increasing distance (type
V), and seven variograms that hardly show spatial correlation and
high scatter in the experimental variogram, which leads to poor fits
of the variogram model (type VI). The majority of these variograms
show high nugget effects (i.e., high fraction of variance at shortdistances relative to total variance) and poor fits of the variogram
model, which is in agreement with previous findings (e.g. Herbst
et al., 2009; La Scala et al., 2000). Only type I and III, i.e. 10 out of
28 days, clearly show a well-defined spatial dependence.
An overview of the results of the transformation of efflux data into
EOFs is given in Fig. 4. The first EOF (upper left panel) explains about
one third of the total variance of the z-score of log-transformed efflux
zY. It mostly shows smooth changes from one point to the next, with
the exception of a sharp peak at point 2. In general, EOF 1 increases
towards the higher end of the site. Its loadings on zY (upper mid
panel) are negative on most measurement days. It should be noted
that signs of EOFs are arbitrary and may depend on the solution strate-
gy. The first EOF and its loadings indicate that efflux typically increased
towards the lower part of thefield. This is in agreementwith the pattern
resulting from arithmetic averaging zY over all measurement days,
which results in a similar, but less smooth pattern, as EOF 1 reverted
(not shown). To gain further insight into the use of each EOF in empir-
ical spatial modelling, we also calculated the semivariogram for all 28
raw data arrays and their nonzero EOFs. The first EOF yielded a vario-
gram which indicated a strong spatial correlation with low variability
at small distances (upper right panel). The estimated nugget effect is
less than 10%, and the variogram model fitted the experimental vario-
gramwith a high R² of 0.96. Because the site has a gradient in soil prop-
erties, the semivariance of EOF 1 steadily increases and does not reach
the full correlation length or sill. When the data are linearly detrended,
the range (here defined as the distance where the normalized semivar-
iance reaches 95%) would be 51 m (not shown).
The second EOF shows no clear large-scale pattern and is consider-
ably less smooth, but a tendency towards higher variability in the
lower part of the site can be observed. A feature of particular interest
is the minimum observed at point 2. As EOF 2 has about the same pro-
portion of positive and negative loadings, its value at this point counter-
acts the peak observed in EOF 1 on some days, while amplifying it at
others. The loading time series of EOF 1 and 2 are weakly positively cor-
related (r=0.32), indicating that the two EOFs counteracted rather
than amplified each other on most days. Despite the rougher pattern,
the variogram of EOF 2 shows a clear spatial dependence with a low
nugget effect. However, the experimental variogram shows more scat-
ter, resulting in a poorermodelfit (R²=0.82). In addition, the unbound-
edness of the experimental variogram is even more evident, as
indicated by the derivative of the fitted variogrammodel, which still in-
creases at 150 m. This unboundedness is also conserved when remov-
ing the linear trend. All further EOFs (3 and 4 shown as examples)
have no clear spatial trend, approximately the same number of positive
and negative loadings, and poor variograms. Zero variance is reached
after the 17th EOF. According to the test statistic Rnd-Lambda (Peres-
Neto et al., 2005), only the first EOF is significant (pb0.1%), while
according to the more liberal test statistic Avg-Rnd (Peres-Neto et al.,
2005), the first two EOFs are non-trivial.
The ability of PCA to condense efflux information with a clear spa-
tial dependence into the first EOFs is in good agreement with findings
of Perry and Niemann (2008) for soil moisture data. The relatively
small proportion of total variance explained by the first EOFs indi-
cates that the dataset contains a large amount of spatiotemporal fluc-
tuations introduced by singular events or measurement errors.
Examples for possibly meaningful singular events in similar datasets
were detailed by Graf et al. (2011). In summary, changes in incoming
solar radiation or wind may cause peaks of efflux on a temporal scale
of several minutes to a few hours. Such dynamics can only be
detected if measurements are made continuously. In our case, the
measurement interval is several days to weeks. Therefore, such events
can only be treated as unexplained sources of variability in the deter-
mined spatial pattern. Continuous manual chamber measurements on
transects, as presented in Graf et al. (2011), on the other hand, can usu-
ally only be performed for a few selected days because of the large effort
involved. Alternatively, multiplexed automated chamber measurements
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Fig. 3. Empirical semivariograms of zY on six representative days for distance bins of 10 m, and estimated Matérn models (sv: semivariance).
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temporal extent. However, measuring a large number of points separat-
ed by a considerable distance is a technical challenge that remains to be
solved. Co-variation of efflux EOFs with temporally stable spatial vari-
ables, such as soil properties, may help to isolate meaningful spatial pat-
terns in efflux, and will therefore be explored in the following section.
4.2. Spatial co-variability and predictability with explanatory variables
Out of the 19 explanatory variables, 13 were log-transformed due
to the skewness criterion given in Section 3.4 (cf. Table 1 for details).
After this, all 19 variables were z-transformed. From them, 17 non-
zero EOFs were determined using PCA. As for the efflux data, the var-
iograms of the first two EOFs showed a high spatial dependency,
while the remaining EOFs showed no clear spatial correlation. The cu-
mulative explained variance increased much faster for the EOFs of the
explanatory variables than for the EOFs of the efflux data. The first
two EOFs of the explanatory variables already explained 50% of the
total variance. This increased to 74% when the third EOF was includ-
ed, and 94% of the total variance was captured by the first six EOFs.
This indicates that a limited number of underlying patterns is able
to describe the explanatory variables. We attribute this small number
of underlying patterns to the homogeneous site management (tillage,
fertilization, and crop) and the lack of microclimatic variability (no
shading or wind modification by hedges or trees). The site was select-
ed because of its gentle slope and the associated potential for runoff,
as well as for its gradient in texture caused by the variability in parent
material for soil genesis (fluvial deposits from the Rhine, Meuse, and
Rur River system covered by aeolian deposits). It is likely that spatial
variability in any of the soil properties considered as explanatory var-
iables is a direct or indirect effect of this gradient in texture. This is
confirmed by the strongest loading of EOF 1 for stone content
(−0.31). EOF 2 showed the highest negative loading for slope
(−0.31), and the strongest positive loadings for several chemicalparameters, in particular for dithionite soluble iron FeDith (0.40),
total nitrogen N (0.37), calcium Ca (0.34) and coarse particular organ-
ic matter POMc (0.33). According to the two significance tests already
used on the efflux EOFs (Section 4.1), the first two explanatory EOFs
are significant (pb0.1%).
Before analyzing the relation between explanatory and efflux EOFs
in detail, it is important to first determine howmany and which of the
EOFs of the explanatory variables have predictive power for efflux
EOFs. In order to do so, the results from the cross-validation are
used to compare the in-sample and the out-of-sample performance
of possible combinations of EOFs of the explanatory variables and ef-
flux data. Fig. 5 gives the results of such a cross-validation exercise in
terms of the root mean square error (RMSE) when the EOF order of
the PCA is used.
Starting from the case k=n=0, where only the average of all
measurement points at a particular date is used to estimate efflux,
the in-sample RMSE decreased with every dependent and/or explan-
atory EOF included in the model. At k=n=M - 1=17, the variation
in efflux was completely described. The results from the cross-
validation, however, indicated an improvement only with the first
EOF pair, which slightly reduced the out-of-sample RMSE from 0.76
to 0.74 μmol m2 s−1. Adding additional EOFs led to an increase of
the RMSE. Initially, the out-of-sample RMSE remained stable for low
k, n, but then it increased steeply to high RMSE values when more
than 10 EOFs were used. A similar pattern is found for the mean abso-
lute error, and a similar but reverted pattern for R² (not shown). This
indicates that the best out-of-sample performance is obtained for
using only the first explanatory EOF to predict the first EOF of the ef-
flux data irrespective of the goodness-of-fit measure that is consid-
ered. The out-of-sample RMSE remained comparatively small as
long as the number of EOFs from only one set (either zY or zX) was in-
creased. However, the out-of-sample RMSE increased steeply as soon
as the number of EOFs for the explanatory variables and the efflux
data were both increased simultaneously. In general, the predictive
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of-sample RMSE and the marginal improvement of the spatial model
when considering additional EOFs as compared to the predictive
skill of the spatial average. This becomes particularly manifest when
the lowest out-of-sample RMSE (0.74 μmol m−2 s−1) is compared
to the mean efflux of the whole dataset (1.57 μmol m−2 s−1).
When re-sorting the EOFs of the explanatory variables and the ef-
flux data according to the procedure outlined in Section 3.4, the order
of the EOFs of the efflux data did not change. However, the first six
EOFs of the explanatory variables did change after re-sorting (i.e.
EOF 1, 3, 2, 14, 7, and 16 of the PCA analysis). The equivalent of
Fig. 5c for this re-sorted set of EOFs is given in Fig. 6. As expected,
the improvement of the in-sample performance with model com-
plexity was more regular and faster in the beginning because the
more predictive EOFs were now prioritized. For the out-of-sample
performance, the behavior was similar although there was consider-
able scatter. In particular, the original explanatory EOF 3 failed to im-
prove the prediction of unknown data points when moved to place 2.
The best fit is still provided by the first pair of EOFs, which both were
not affected by the resorting.
In summary, the best out-of-sample RMSE was 0.74 μmol m−2 s−1,
and the according R² was 0.47. On the spatial and temporal scale
regarded in this study, it is not possible to provide more accurate pre-
dictions of soil CO2 efflux from soil properties and soil CO2 efflux mea-
surements at neighbouring sampling locations. This result is in good
agreement with a study using classical multiple regression on 61 mea-
surements made on a single measurement day (Herbst et al., in
press), where the best model had an adjusted R2 of 0.49.We propose two hypotheses to explain the limited predictive skill
of these regression models. First, it is possible that the explanatory
variables we considered do not sufficiently describe states and pro-
cesses controlling spatial variability of soil CO2 efflux at the field
scale. For example, laboratory separation of meaningful carbon
pools is still subject to discussion, and other space-time variants such
as air filled pore space could only roughly be estimated from our data-
set. However, the numerous explanatory variables we included into
the analysis converged rapidly into a few EOFs, underlining the control
of the stone content gradient over the other variables. Alternatively, it is
possible that the measured efflux is subject to fluctuations on small
temporal and spatial scales not captured in this study, or that the mea-
surement error associated with the efflux measurements is too large.
This possibility is supported by the fact that a large portion of efflux var-
iance is related to EOFs with statistical and geostatistical properties in-
dicating noise.
If the second hypothesis is indeed the more important part of the
explanation, this may have implications for future measurement
strategies beyond our site and study design. It suggests that more rep-
etitions in time with shorter intervals are required, e.g. multiplexed
automated measurements or continuous manual surveys (Graf et al.,
2011). Meaningful spatial patterns could then only be extracted
after averaging, or PCA analysis, of several consecutive repetitions. Al-
ternatively, larger chambers could be used to reduce the effect of
small-scale spatial variation.
A simple way to further test this hypothesis is to average efflux of
three successive points, turning our measurements into a scale-filtered
or aggregated dataset with less measurement points (M=6). This
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98 A. Graf et al. / Geoderma 181–182 (2012) 91–101aggregation averaged out the effect of variability at scales below 30 m in
space and 9 min in time. When repeating the re-sorted PCA-based re-
gression on this dataset, the lowest out-of-sample RMSE improved to
0.48 μmol s−1 s−1, and the highest out-of-sample R² increased to 0.67.
This simple test indicates that at least a part of the problems in predicting
soil CO2 efflux with empirical statistical models may likely be overcome
by adopting a measurement strategy with more frequent repetitions or
larger chambers.0
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Fig. 6. Same as Fig. 5c), but for EOF4.3. Physical interpretation and temporal variability
The out-of-sample performance of the regression models indicated
that a physical meaning can only be safely assigned to spatial and tem-
poral correlations between the first EOFs of efflux and the explanatory
variables. As discussed previously, the first EOF of the efflux data is
most correlated to the first EOF of the explanatory variables, which in
turn mainly loads on soil physical properties. For most of the1510 max{n,k}
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99A. Graf et al. / Geoderma 181–182 (2012) 91–101measurement days, a higher efflux was obtained at locations with a
lower stone content. During some days, however, this pattern was
reverted. Table 2 gives an overview of this and other correlations.
The temporal variability of log-and z-transformed efflux zY is de-
scribed by the loadings of its first two EOFs and its spatial average.
These are related to soil temperature and pressure head at different
depths in Table 2. The spatial average is highly correlated with soil
temperature at all depths, but only moderately correlated with pres-
sure head at one of the available depths. The slope of the regression of
log-transformed efflux against soil temperature can be used to esti-
mate the Q10 value that is commonly used to describe the tempera-
ture sensitivity of soil respiration. It was demonstrated by Pavelka
et al. (2007) and Graf et al. (2008) that field-based Q10 values show
a considerable apparent dependency on temperature measurement
depth. The highest correlation between log-transformed efflux and
temperature was found for a soil depth of−0.15 m (centre of histor-
ical plough layer), and the associated Q10 value was 2.47. The highest
Q10 of 2.98 was found for a temperature measurement depth of
−0.6 m (Fig. 7). The lowest Q10 value of 1.76 was found when spatial-
ly averaging all available manual surface temperature measurements.
In contrast to the spatial average of zY, its first EOF is correlated
with pressure head, and not significantly with temperature
(Table 2). Together with the high correlation to the explanatory EOF
that describes stone content, sand content and height, this indicates
that the occurrence and sign of the related spatial efflux pattern is
mainly controlled by soil moisture. To further test this finding, we
used the manual soil water content (SWC) measurements next to
each efflux point that are available for 19 of the 28 days. For each of
these days, the spatial correlation is computed between zY and SWC,
Rspace(zY,SWC). It should be kept in mind that the SWC methodology
changed during the course of our experiment. As long as the resulting
bias is linear, however, it should not affect the correlation coefficient.
We found Rspace values between 0.74 and −0.20. Soil CO2 efflux was
spatially positively correlated to soil moisture during drier andTable 2
Pearson and Spearman (bracketed) correlation coefficients between variables describing
soil CO2 efflux (columns) and spatial and temporal covariates (rows). EOFn3(zY): n3th
EOF of transformed soil CO2 efflux (spatial) and its loading on the respective date
(temporal correlations). AVGspace(zY): Spatial average of transformed efflux. Rspace(zY,SWC):
Spatial correlation coefficient of transformed efflux with near-surface soil moisture on the
respective date. T(− z m): Soil temperature at z m depth at monitoring station. pF (− z m):
log-transformed pressure head at z m depth. Sample number is 18 (M) for all spatial
correlations, 19 for the temporal correlations of Rspace(zY,SWC) and 28 (N) for all other
temporal correlations. Square brackets behind each explanatory EOF indicate the variables
with the most important loadings (≥0.3). Significance levels: *b0.05, **b0.01, ***b0.005,
values with p>0.05 not shown. Rspace(zY,Tsoil) not shown due to insignificant correlations
with all temporal variables.
EOF1(zY) EOF2(zY) AVGspace(zY) Rspace(zY,SWC) 
  .76(77)***  T (-0.15 m) 
  .74(75)***  T (-0.30 m) 
  .73(73)***  T (-0.45 m) 
  .71(73)***  T (-0.60 m) 
 -.38* .64(66)***  T (-0.90 m) 
 -.44* .54(63)***  T (-1.20 m) 
pF (-0.15 m)
0.66***) pF (-0.30 m)
(-.46* 61**) pF (-0.45 m)
-.49**(40* pF (-0.60 m)
-.59(53 51)* pF (-0.90 m)
-.51(48
.42* (
) .55*(
) .50*
)*** .55(
)** .53(49)* pF (-1.20 m)
correlations in tim
e 
-0.81(68)***  EOF1(zX) [-stone, -sand content, -height]
 -0.49(48)* EOF2(zX) [FeDith, N, POMc, -slope]
 -0.48* EOF3(zX) [Canorg, -POMf, -P]
EOF4(zX)
in space intermediate days (cf. Pingintha et al., 2009), and less positively or
even negatively correlated during wetter days (cf. Panosso et al.,
2008; Riveros-Iregui et al., 2012). The typical pattern with higher efflux
from the low, fine-textured part of the transect during dry and inter-
mediate wet days, and a lower efflux from this part of the transect on
wet days, is captured by EOF1(zY). The fact that deeper pressure head
measurements were correlated more strongly to EOF 1 than the shal-
lowest one, might be due to the temporal change of pore size distribu-
tion near the surface associated with rain compaction and soil
cultivation measures. At different measurement days, the same pres-
sure head measurement near the surface can relate to different SWCs
and air-filled pore spaces. If we assume that all of these three
moisture-dependent parameters, rather than a single one, affect CO2
efflux, a measurement depth with a structure that remains stable in
time is expected to better predict efflux patterns than a shallow one. Si-
multaneous accurate determination of pressure head, SWC and air-
filled porosity in space and time, i.e. near each point at each date,
might thus help to overcome a part of the low predictability problem.
Unfortunately, operational measurement technology to obtain this in-
formation in situ is not available.
The same kind of spatial correlation coefficient was computed for
near-surface manual temperature measurements, but no significant
temporal correlation was found for this spatial correlation coefficient.
We can thus conclude that temperature is the most important driver
for temporal variability of area-average CO2 efflux at our site, and that
soil moisture is the most important parameter controlling spatial
variation of CO2 efflux as well as the temporal variability of this
spatial pattern.
Although we expected spatial correlation between efflux and
soil biochemistry parameters, this could not be conclusively
confirmed in this study. The second and following EOFs from the
efflux data were dominated by noise according to our cross-
validation study. Nevertheless, the second EOF of the efflux data
correlated to two explanatory EOFs that describe fine and coarse
particular organic matter POM, phosphorous, nitrogen, and Dithionite
soluble iron distribution (Table 2). However, it should be noted that
this EOF has approximately as many positive as negative loadings
(Fig. 3), which implies that points with a CO2 efflux above the spatial
average due to EOF 2 on some days, show a below-average efflux
due to the same EOF on other days. Since we assumed that the soil
properties remain relatively stable in time (and only measured them
once), this supposed relationship between EOFs should be interpreted
with care. It would be interesting to repeat both the soil sampling and
a considerable number of efflux surveys after several years, when
changes in organic matter pool composition may be expected due to
the ongoing bare soil state. Any long-term change in the efflux pattern
might then be related to the spatial distribution of soil organic matter
stability.
5. Conclusions
We repeatedly measured soil CO2 efflux along a transect on a bare
soil with a gentle slope, and analyzed its relation to soil properties de-
rived from surveying and sampling. Principal component analysis
(PCA) was used to derive spatial patterns independently for the efflux
and explanatory dataset, as well as jointly through a re-sorting algo-
rithm. Our results indicate that:
- PCA helps to separate overall variance into patterns with well-
defined geostatistical and bivariate properties and erratic patterns
that represent measurement noise or fluctuations on a smaller
temporal and spatial scale. This is in good agreement with results
of similar studies on soil moisture (Perry and Niemann, 2008), and
is to our knowledge the first such demonstration for soil CO2 ef-
flux. It could be particularly useful in analyzing large datasets origi-
nating from multiplexed automated chambers.
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all 28 days.
100 A. Graf et al. / Geoderma 181–182 (2012) 91–101- Based on cross-validation, only the first EOF of efflux was
assigned a clear physical meaning. It showed significant correla-
tion to principal components of space variables, and significant
correlations of its loadings to time variables. It was not possible
to increase the number of useful EOFs by modifying PCA-based
regression with a re-sorting algorithm for the order of EOFs.
However, this treatment produced minor improvements in the
predictive skill for some later EOFs, and should be tested on
further datasets.
- The spatial and temporal correlations of the first EOF of the efflux
data strongly suggest that the described efflux pattern is con-
trolled by soil moisture and soil hydraulic properties. During dry
periods, points with higher soil water content produce higher ef-
flux, while this relation is weakened or even reversed during
wet periods. While soil moisture controls the spatial pattern of
CO2 efflux, the temporal variability of the area average of soil
CO2 efflux is clearly controlled by soil temperature for the climatic
conditions of our site.
- More than half of the spatial variability of measured efflux
is noise, caused either by the measurement process itself or
fluctuations on a temporal (minutes) or spatial (decimetres)
scale that cannot be described by the explanatory variables at
hand. This is in agreement with another study that points at the
importance of short-term fluctuations (Graf et al., 2011). A
complete description of variability on all scales can thus only be
achievedwithmany repetitions both in space and time. However,
the performance improvement when modelling soil CO2 efflux
time series aggregated in space indicates that larger chamber
systemsmaybe amore efficientway to quantifyfield-scale variability
of soil CO2 efflux.
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Appendix A. Principal component analysis (PCA)
PCA, introduced by Hotelling (1933), transforms a set of variables
into principal components, also known as EOFs (empirical orthogonal
functions) when spatial patterns are concerned (e.g. Perry and
Niemann, 2008). The EOFs are linear combinations of the original vari-
ables that are orthogonal (linearly independent) to each other, with the
first EOF describing as much as possible of the variance of the original
dataset. PCA is described simplest if all original variables X have been
transformed to their z-score zX before. As this is true for all variables
in our study, we will give this simplified description here, referring
the reader to the above literature for a full description.
First, the covariance between each possible pair of the K variables
is computed. Due to the z-score, this covariance is identical to the
Pearson correlation coefficient.
R1:K;1:K XXð Þ ¼
1
M−1
½ zX1:M;1:K ′·zX1:M;1:K
⇔Rk1;k2 XXð Þ ¼
1
M−1
XM
m¼1
zXm;k1 z Xm;k2
ðA1Þ
The first version of Eq. (A1) is in matrix notation, which will be
preferred in the following for the sake of simplicity whenever
possible. The second version gives the rule for any single correlation
between column k1 and k2. Note that throughout this appendix, X, K
and k can be replaced by Y, N and n, as we use one independent
PCA each on both efflux Y, and the explanatory variables X.
In a next step, the eigenvalues λk and eigenvectors of R(XX) are
determined, which is done numerically using one of the algorithms
published for eigenvalue problems (in our case, the MatlabTM/Octave
princomp function which in turn uses the svd function). These eigen-
vectors are also called loadings in PCA. Matrix multiplication of zX
with the eigenvector matrix E, yields a transformed version of the
original data matrix, the K columns of which are the EOFs:
EOF1:M;1:KðzXÞ ¼ zX1:M;1:K⋅E1:K;1:K R1:K;1:K XXð Þ
 
ðA2Þ
The variance of each EOF is proportional to the corresponding
eigenvalue:
σ2 EOF1:M;k zXÞð Þeλk R1:K;1:K XXð Þ
 
ðA3Þ
If normalized by the sum of all eigenvalues, this eigenvalue is also
equal to the portion of variance in the original dataset that is described
by the kth EOF. As mentioned above, σk decreases with increasing k. If
K>M, only the first M−1 EOFs and their corresponding eigenvalues
are nonzero. The decrease in described variance and, presumably, sig-
nificant information, can be used to compose a smoothened version of
the original dataset from less than K (or less thanM) EOFs:
zX1:M;1:K þ ε1:M;1:K kð Þ ¼ EOF⋅;1:k⋅ E1:k;1:k R1:K;1:K XXð Þ
 h i
′ ðA4Þ
ε(k) is the matrix of re-estimation errors, each entry of which de-
pends on the number of used EOFs k, and vanishes for k≥min{K,M}.
Due to the z-score of X and the linear independence between EOFs,
101A. Graf et al. / Geoderma 181–182 (2012) 91–101the total amount of variance in zX explained by this smoothened version
is equal to the sum of normalized eigenvalues of all contributing EOFs:
R2ðzXðzXþεÞ; kÞ ¼ σ
2ðzX1:M;1:K þ ε1:M;1:K kð ÞÞ
σ2ðzX1:M;1:KÞ
¼ σ2ðzX1:M;1:K þ ε1:M;1:K kð ÞÞ ¼
Xk3
i¼1
λi R1:K;1:K XXð Þ
 
XK
i¼1
λi R1:K;1:K XXð Þ
 
ðA5Þ
Up to this point, PCA is a standard procedure. Its continuation to
an EOF-based regression is described in Section 3.4.
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