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HEAT CONTENT FOR STABLE PROCESSES IN DOMAINS OF Rd
LUIS ACUN˜A VALVERDE
Abstract. This paper studies the small time behavior of the heat content for rotationally
invariant α–stable processes, 0 < α ≤ 2, in domains of Rd. Unlike the asymptotics for the
heat trace, the behavior of the heat content differs depending on the range of α according to
0 < α < 1, α = 1 and 1 < α ≤ 2.
1. Introduction
LetB = {Bt}t≥0 be a d–dimensional Brownian motion in a probability space (N1, {FBt }t≥0,PxB)
and let S = {St}t≥0 be an α/2–subordinator started at zero in the probability space (N2,G,PS)
with 0 < α ≤ 2. We recall that S = {St}t≥0 is a one-dimensional Le´vy–process taking values
on [0,∞) with increasing sample paths. That is, for every u, t ≥ 0, the increment St+u − Su is
independent of the process {Sτ , 0 ≤ τ ≤ u} and has the same law as St. Moreover, if 0 ≤ t ≤ u,
we have 0 ≤ St ≤ Su almost everywhere. When α = 2, we adopt the convention St = t. We
will consider both processes B and S on the product space N = N1 × N2. In addition, we set
Ft = FBt × G and Px = PxB × PS. Hence, B is a d-dimensional Ft–Brownian motion and S is an
α/2–subordinator independent of B when they are regarded as stochastic processes defined over
(N ,Px) (we refer the reader to [30] for further details).
Consider the stochastic processX = {Xt}t≥0 in the probability space (N , {Ft}t≥0,Px) defined
as Xt(w1, w2) = B2St(w2)(w1) for every (w1, w2) ∈ N . Then, due to the independence between B
and S stated in the first paragraph when they are regarded as stochastic processes defined over
(N ,Px) and Theorem 1.3.25 in [5], we obtain that X is a rotationally invariant α-stable Le´vy
process in Rd whose Fourier transform of its transition densities, denoted throughout the paper
by p
(α)
t (x, y) = p
(α)
t (x− y), satisfy
(1.1) exp (−t |ξ|α) =
∫
Rd
exp (−ι˙ < y, ξ >) p(α)t (y)dy,
for all t > 0, ξ ∈ Rd. Before providing some basic properties about the heat kernels p(α)t (x, y), we
introduce the following standard notation. Ex and Px will denote the expectation and probability
of any process started at x, respectively. Also for simplicity, we will connote P = P0, E = E0 and
write Z
D
= Y for two random variables Z, Y with values in Rd to mean that they are equal in
distribution or have the same law. Throughout the paper, η
(α/2)
t (s) will stand for the transition
density of the random variable St.
In the case α = 2, X is by definition a Brownian motion running at twice the usual speed and
p
(2)
t (x, y) = (4πt)
−d/2 exp
(
−|x− y|
2
4t
)
.
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As for the cases 0 < α < 2, it is a standard fact that the transition densities p
(α)
t (x, y) can be
written in terms of the α/2-subordinator (see [1, p. 522] for further details). That is,
p
(α)
t (x, y) = E
[
p
(2)
St
(x, y)
]
=
∫ ∞
0
ds p(2)s (x, y) η
(α/2)
t (s).(1.2)
We remark at this point that identity (1.2) will be useful to extend results known for α = 2 in
higher dimensions to the cases 1 < α < 2.
The transition densities p
(α)
t (x, y) are known to have an explicit expression only for α = 2 and
α = 1. In fact, for α = 1, the function p
(1)
t (x, y) is called the Cauchy (or Poisson in analysis)
heat kernel and is given by
p
(1)
t (x, y) =
kd t(
t2 + |x− y|2
)(d+1)/2 ,(1.3)
where
kd =
Γ
(
d+1
2
)
π
d+1
2
and the stochastic process X is called Cauchy process. However, for the purposes of this paper,
we only need to make use of the following two facts about p
(α)
t (x, y) for all 0 < α < 2. First,
there exists cα,d > 0 such that
c−1α,dmin
{
t−d/α,
t
|x− y|d+α
}
≤ p(α)t (x− y) ≤ cα,dmin
{
t−d/α,
t
|x− y|d+α
}
,(1.4)
for all x, y ∈ Rd and t > 0 (see [21]). Secondly, according to [18, Theorem 2.1], we have
lim
t↓0
p
(α)
t (x− y)
t
=
Aα,d
|x− y|d+α
,(1.5)
for all x 6= y, where
(1.6) Aα,d = α 2
α−1 π−1−
d
2 sin
(πα
2
)
Γ
(
d+ α
2
)
Γ
(α
2
)
.
With all the necessary facts about the transition densities p
(α)
t (x, y) being properly recalled,
we proceed to introduce the geometric objects where the stable processes will be studied. Let
Ω ⊂ Rd satisfy the following assumptions according to the dimension d under consideration. If
d = 1, Ω will be an open interval (a, b), −∞ < a < b < ∞ whose length b − a will be denoted
by |Ω|. For d ≥ 2, the set Ω will be a uniformly C1,1-regular bounded domain where |Ω| and ∂Ω
stand for the Lebesgue measure of Ω in Rd and its boundary, respectively. We recall that
Definition 1.1. Ω ⊂ Rd, d ≥ 2 with either finite or infinite Lebesgue measure and non–empty
boundary ∂Ω is said to be a uniformly C1,1-regular set if there are constants r, L > 0 such that
for every σ ∈ ∂Ω, the set ∂Ω ∩Br(σ) is the graph of a C1,1–function Λ with ||∇Λ||∞ ≤ L. Here
and for the remainder of the paper, Br(σ) will represent the open ball about σ with radius r.
We point out that according to Lemma 2.2 in [4], uniformly C1,1–regular bounded domains
are also R-smooth boundary domains. That is, for every σ ∈ ∂Ω, there are two open balls B1
and B2 with radii R such that B1 ⊂ Ω, B2 ⊂ Rd \ Ω¯ and ∂B1 ∩ ∂B2 = σ. Henceforth, for any
Ω ⊂ Rd, we set
Hd−1(∂Ω) =


Hausdorff measure of the boundary of Ω, if d ≥ 2,
# {x ∈ R : x ∈ ∂Ω} , if d = 1.
(1.7)
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Of course, for C1,1–domains as above, this is just the surface area of the boundary of the domain.
Let us consider for any Borel measurable sets Ω,Ω0 in R
d, the following quantity
H
(α)
Ω,Ω0
(t) =
∫
Ω
dx Px (Xt ∈ Ω0) =
∫
Ω
dx
∫
Ω0
dy p
(α)
t (x, y),(1.8)
which turns out to be well defined for example when either Ω or Ω0 has finite Lebesgue measure.
When Ω = Ω0, we simply denote H
(α)
Ω,Ω(t) by H
(α)
Ω (t).
One of the goals of this paper is to study the small time behavior of the function H
(α)
Ω (t),
which is equivalent to analysing the behavior of H
(α)
Ω,Ωc(t) as t ↓ 0 since
H
(α)
Ω (t) = |Ω| −H(α)Ω,Ωc(t).(1.9)
We note that the function u(t, x) =
∫
Ω dy p
(α)
t (x, y) is the unique weak solution to the initial
value problem
∂u
∂t
= −(−∆)α2 u(t, x), (t, x) ∈ (0,∞)× Rd,(1.10)
u(0, x) = 1Ω(x).
Here, (−∆)α2 denotes the fractional Laplacian and the interested reader may consult [1, 2, 3, 6, 9]
for a detailed treatment and applications to the theory of Schro¨dinger operators and scattering
theory. In other words, the initial value problem (1.10) exactly says that H
(α)
Ω (t) represents the
amount of heat in Ω, if Ω is at initial temperature 1 and if Ωc is at initial temperature 0. In
[16], M. van den Berg called H
(2)
Ω (t) the heat content of Ω in R
d and therefore following the
terminology introduced by M. van den Berg, we will also call H
(α)
Ω (t) the heat content of Ω in
R
d. We refer the interested reader to the papers [11, 12, 13] for recent results concerning bounds
and asymptotic behaviors of the heat content corresponding to the Brownian motion over open
sets, polygonal domains and its extensions when dealing with compact manifolds.
We now proceed to interpret H
(α)
Ω,Ωc(t) and discuss its connections with a spectral function
and the heat semi-group. From definition (1.8), we observe that H
(α)
Ω,Ωc(t) describes how fast in
average the underlying stochastic process X, when started at some point inside of Ω, escape from
Ω. When α = 2, as previously mentioned, the process X is the Brownian motion at twice speed
whose paths are continuous, whereas for 0 < α < 2, the paths of X are right continuous with left
limits. Thus, H
(α)
Ω,Ωc(t), by definition, is related to the jumps or the fluctuation of the paths up
to time t of the corresponding process under consideration.
The interest in studying H
(α)
Ω,Ωc(t) derives from the results known about H
(2)
Ω,Ωc(t) in higher
dimensions which we proceed to mention. We consider the heat semi-group acting on L2(Rd)
associated with the process X. Namely,
(1.11) T
(α)
t (f)(x) =
∫
Rd
dy f(y) p
(α)
t (x− y) = E [f(x−Xt)] .
Therefore, it follows from (1.8) that
(1.12) H
(α)
Ω,Ωc(t) =
〈
T
(α)
t (1Ω),1Ωc
〉
,
where 〈·, ·〉 denotes the standard inner product in L2(Rd). In [27] and [28], M. Miranda, D.
Pallara, F. Paronetto and M. Preunkert have investigated for the Brownian motion case α = 2
the connections betweenH
(2)
Ω,Ωc(t), functions of bounded variation and the isoperimetric inequality
by means of analytic tools when d ≥ 2 for not only uniformly C1,1-regular bounded domains but
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also bounded Cacciopoli sets. In fact, it is shown in [28, Proposition 8] that
H
(2)
Ω,Ωc(t)√
t
≤ 1√
π
Hd−1(∂Ω)(1.13)
for all t > 0, while in [27, Theorem 2.4] is proved that
(1.14) lim
t↓0
H
(2)
Ω,Ωc(t)√
t
=
1√
π
Hd−1(∂Ω).
Consequently, the preceding limit and (1.9) yield the following asymptotic expansion for such
domains,
H
(2)
Ω (t) = |Ω| −
1√
π
Hd−1(∂Ω) t 12 + o(t 12 ), t ↓ 0.
The main observation here is that we are able to recover a geometry feature of the set Ω in
addition to its volume from the small asymptotic expansion of H
(2)
Ω (t), namely, the surface area
of its boundary ∂Ω.
The main purpose in this paper is to investigate the asymptotic behavior of H
(α)
Ω (t), 0 < α < 2
as t ↓ 0 and try to recover information on the geometry of Ω. As we will see later, we are able
to recover the surface area of the boundary if 1 ≤ α < 2 and the fractional α–perimeter when
0 < α < 1, (see (1.16) below for definition of the the fractional perimeter) from the small time
behavior of the heat content.
For d = 1, our main result is the following.
Theorem 1.1. Let Ω = (a, b), −∞ < a < b <∞ and |Ω| = b− a.
(i) For 1 < α ≤ 2 and all t > 0, we have
H
(α)
Ω,Ωc(t) =
2
π
Γ
(
1− 1
α
)
t
1
α +Rα(t),
with
|Rα(t)| ≤ C
(
t1(1,2)(α) + t
3/2
1{2}(α)
)
.
(ii) For α = 1 and all t > 0, the following equality holds.
H
(1)
Ω,Ωc(t) =
2
π
t ln
(
1
t
)
+
2
π
(
|Ω| arctan
(
t
|Ω|
)
+
1
2
t ln
(
t2 + |Ω|2
))
,
(iii) Let 0 < α < 1 and 0 < t < min
{|Ω|α , e−1}. We obtain the subsequent expansions according
to the following sub-cases.
(iv) If 1/α /∈ N, then there is a constant Cα independent of Ω such that
H
(α)
Ω,Ωc(t) =
2
π
[ 1α ]∑
n=1
(−1)n−1 Γ(nα)
(1− nα)n! |Ω|
1−nα sin
(πnα
2
)
tn + Cα t
1
α +Rα(t),
with |Rα(t)| ≤ C t[ 1α ]+1.
(v) If α = 1/N , for some N ∈ N, then there is a constant CN (Ω) such that
H
(1/N)
Ω,Ωc (t) =
2
π
N−1∑
n=1
(−1)n−1 Γ(n/N)
(1− n/N)n! |Ω|
1−n/N
sin
( πn
2N
)
tn
+ (−1)N−1 2
π(N − 1)! t
N ln
(
1
t
)
+ CN (Ω) t
N +R1/N (t),
with
∣∣R1/N (t)∣∣ ≤ C tN+1.
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In all the above statements, C > 0 depends only on α and Ω.
It is worth mentioning that the case α = 2 has been included in the above theorem because
to the best of our knowledge, H
(2)
Ω (t) has only been studied in detail when Ω is a domain of R
d
with d ≥ 2 omitting the elemental case when Ω is an interval with finite length.
We also notice that Theorem 1.1 ensures on one hand the existence of a non-zero function
hα(t) such that
lim
t↓0
H
(α)
Ω,Ωc(t)− hα(t)
t
1
α
(1.15)
exists for all 0 < α ≤ 1. On the other hand, for 1 < α ≤ 2 the above limit also exists with
hα(t) = 0.
The upcoming Theorem 1.2 will show that the preceding limit (1.15) also exists in higher
dimensions for 1 < α < 2 whereas for 0 < α ≤ 1 we are only able to obtain a weaker version
of the statements (ii) and (iii) provided in Theorem 1.1. For α = 1, it is worth noting that
theorems 1.1 and 1.2 indicate that h1(t) should be equal to
1
π
Hd−1(∂Ω) t ln
(
1
t
)
.
The main difficulty here would consist in identifying the limit (1.15).
We now continue to elaborate further in the observation previously made. We point out that
the factor 2 which appears in the first term of each expansion in Theorem 1.1 comes from the
boundary points of the interval (a, b) and by definition (1.7), we have H0(∂(a, b)) = 2. With
simple observation, we notice that part (i) can be restated as
lim
t↓0
H
(α)
Ω,Ωc(t)
t
1
α
=
1
π
Γ
(
1− 1
α
)
H0(∂Ω).
For α = 2, the above limit is the one-dimensional analogue of (1.14) with the same constant
which is not unusual since when dealing with a d-dimensional Brownian motion most of the
computations reduce to the one dimensional setting due to the independence of the components.
However, for 0 < α < 2 the components are no longer independent and an approach involving
estimates of the heat kernels is required.
Because of the last considerations, we are led to conjecture that in higher dimensions we should
expect to recover, with the first term of each expansion, the Hausdorff measure of the boundary.
Our Theorem 1.2 asserts that the conjecture is correct when 1 ≤ α < 2 with the same constants
as in parts (i) and (ii) of Theorem 1.1. For 0 < α < 1, the fractional α-perimeter Pα (Ω), defined
to be
Pα (Ω) =
∫
Ω
∫
Ωc
dx dy
|x− y|d+α ,(1.16)
is recovered. The aforementioned quantity turns out to be linked with celebrated Hardy inequal-
ities. We refer the reader to the papers of Z. Q. Chen, R. Song [22] and R. L. Frank, R. Seiringer
[24] for further results involving this quantity. In fact, it is shown in [24] that there exists λd,α > 0
such that
|Ω|(d−α)/d ≤ λd,α Pα (Ω)
with equality if and only if Ω is a ball. It is also proved in [25] that
lim
α↓0
αPα(Ω) = d |B1(0)| |Ω|,
lim
α↑1
(1− α)Pα(Ω) = Kd Hd−1(∂Ω),
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for some Kd > 0.
It is interesting to notice that the last limit intuitively gives an insight that the surface area
of the boundary should be recovered when considering the small time behavior of the function
H
(1)
Ω,Ωc(t)(Cauchy process, α = 1) which is exactly what our next result shows.
Theorem 1.2. Assume Ω ⊂ Rd, d ≥ 2 is a uniformly C1,1-regular bounded domain.
(i) For 1 < α < 2, we have
H
(α)
Ω,Ωc(t) ≤
1
π
Γ
(
1− 1
α
)
Hd−1(∂Ω) t 1α(1.17)
for all t > 0. Moreover,
lim
t↓0
H
(α)
Ω,Ωc(t)
t
1
α
=
1
π
Γ
(
1− 1
α
)
Hd−1(∂Ω).(1.18)
(ii) For α = 1,
lim
t↓0
H
(1)
Ω,Ωc(t)
t ln
(
1
t
) = 1
π
Hd−1(∂Ω).
(iii) For 0 < α < 1,
lim
t↓0
H
(α)
Ω,Ωc(t)
t
= Aα,d Pα(Ω),
with Aα,d and Pα(Ω) as defined in (1.6) and (1.16), respectively.
The proof of (i) is a consequence of the Lebesgue Dominated Convergence Theorem and
subordination techniques. Part (iii) is obtained by combining once again the Lebesgue Dominated
Convergence Theorem with (1.5). The case α = 1 requires a more elaborate approach.
We next establish some connections between H
(α)
Ω,Ωc(t) and the spectral heat content of Ω which
has only been widely studied for the Brownian motion case. Denote by
τ
(α)
Ω = inf {s ≥ 0 : Xs ∈ Ωc} ,
the first exit time from Ω. The spectral heat content of Ω, denoted by Q
(α)
Ω (t), is defined as
Q
(α)
Ω (t) =
∫
Ω
dx
∫
Ω
dy pΩ,αt (x, y),(1.19)
where pΩ,αt (x, y) is the transition density for the stable process killed upon exiting Ω. More
precisely, this is the heat kernel for the Dirichlet fractional Laplacian. An explicit expression is
given by
(1.20) pΩ,αt (x, y) = p
(α)
t (x, y) P
(
τ
(α)
Ω > t | X0 = x, Xt = y
)
.
The name spectral heat content given to Q
(α)
Ω (t) comes from the fact that p
Ω,α
t (x, y) can be written
in terms of the eigenvalues and eigenfunctions of the domain Ω. That is, when |Ω| < ∞, it is
known (see [23] for details) that there exists an orthonormal basis of eigenfunctions {φn}n∈N for
L2(Ω) with corresponding eigenvalues {λn}n∈N satisfying 0 < λ1 < λ2 ≤ λ3 ≤ ... and λn → ∞
as n→∞ such that
(1.21) pΩ,αt (x, y) =
∞∑
n=1
e−tλn φn(x)φn(y).
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Notice that due to (1.19) and the last equality, we obtain an expression for Q
(α)
Ω (t) involving
both the spectrum {λn}n∈N and eigenfunctions {φn}n∈N. Namely,
Q
(α)
Ω (t) =
∞∑
n=1
e−tλn
(∫
Ω
dxφn(x)
)2
.
We remark for the sake of completeness that by mimicking the proof provided in [14, Propo-
sition 1.4], we have
Q
(α)
Ω (t) = e
−λ1t
(
||φ1||21 +O(t−d/α)
)
, t ↑ ∞.
Henceforth, we will only be concerned about the behavior of Q
(α)
Ω (t) as t ↓ 0.
The study of the small time behavior of the spectral heat content Q
(α)
Ω (t) arises from the
results associated with the asymptotic expansion of the heat trace for smooth domains. The heat
trace of a bounded domain Ω is defined to be
Z (α)Ω (t) =
1
p
(α)
t (0)
∫
Ω
dx pΩ,αt (x, x) =
1
p
(α)
t (0)
∞∑
n=1
e−λnt,
where the second equality is obtained by means of (1.21). In [7], R. Ban˜uelos and T. Kulczycki
provide the following second order expansion of the heat trace for R-smooth boundary domains
which holds for every 0 < α ≤ 2 (the case α = 2 was proved in [10] by M. van der Berg).
Z (α)Ω (t) = |Ω| − Cd,αHd−1(∂Ω) t
1
α +O(t 2α ),(1.22)
as t ↓ 0, where Cd,α > 0 admits a probabilistic representation in terms of the exit time from the
upper half–plane of the underlying α–stable process. This result was extended by R. Ban˜uelos,
T. Kulczycki and B. Siudeja to domains with Lipschitz boundaries in [8]. It is interesting to
note that the above expansion for 0 < α < 2 was motivated by scaling and keeping in mind
the behavior of the heat trace for the Brownian motion. Based on this, it is natural to predict
the second order expansion of Q
(α)
Ω (t) by considering as a model the spectral heat content of
the Brownian motion Q
(2)
Ω (t). To our surprise (as we shall see below) Q
(2)
Ω (t) only models the
behavior of Q
(α)
Ω (t) for the cases 1 < α < 2.
The small time asymptotic behavior of Q
(α)
Ω (t) is known so far only for α = 2. In fact, the
following result was proved by M. van den Berg and J. F. Le Gall in [14] for smooth domains
Ω ⊂ Rd, d ≥ 2.
(1.23) Q
(2)
Ω (t) = |Ω| −
2√
π
Hd−1(∂Ω) t1/2 +
(
d− 1
2
∫
∂Ω
M(σ)dσ
)
t+O(t3/2),
as t ↓ 0. Here, M(σ) denotes the mean curvature at the point σ ∈ ∂Ω. For more on the heat
content asymptotics and its connections to the eigenvalues (spectrum) of the Laplacian in the
domain Ω, we direct the reader to Gilkey’s monograph [26] and to M. van den Berg, E. B. Dryden
and T. Kappeler [17] and the many references to the literature contained therein. We also refer
the reader to [15] for matters related to the spectral heat content of the Brownian motion for
regions with a fractal boundary.
For Ω a uniformly C1,1–regular bounded domain is known, according to [20, Corollary 1] that
there exists c > 0 such that
c−1min
{
1,
ρ
α/2
Ω (x)√
t
}
≤
∫
Ω
dy pΩ,αt (x, y) ≤ cmin
{
1,
ρ
α/2
Ω (x)√
t
}
,
for all x ∈ Ω and 0 < t ≤ 1. Here, ρΩ(x) represents the distance from x to the boundary of Ω.
Therefore, for bounded domains Ω with smooth boundary ∂Ω, it is possible to prove by using
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the techniques developed in [14] that∫
Ω
dx min
{
1,
ρ
α/2
Ω (x)√
t
}
= |Ω| − CαHd−1(∂Ω) t 1α +O(t 2α ),(1.24)
as t ↓ 0 for some Cα > 0. Hence, based on the preceding expansion and the small time expansion
(1.23) for the Brownian motion, we are led to conjecture that a similar asymptotic expansion to
the right hand side of (1.24) should also hold for Q
(α)
Ω (t). However, the following theorem asserts
that such a conjecture may only hold for 1 < α < 2.
Theorem 1.3. Assume Ω ⊂ Rd, d ≥ 2 is a uniformly C1,1-regular bounded domain.
(i) Let 1 < α < 2. Then, we have
1
π
Γ
(
1− 1
α
)
Hd−1(∂Ω) ≤ lim
t↓0
|Ω| −Q(α)Ω (t)
t
1
α
≤ lim
t↓0
|Ω| −Q(α)Ω (t)
t
1
α
≤ 2(3d+1)/2 Γ
(
1− 1
α
)
Hd−1(∂Ω).
(ii) For α = 1, we obtain
1
π
Hd−1(∂Ω) ≤ lim
t↓0
|Ω| −Q(1)Ω (t)
t ln
(
1
t
)
≤ lim
t↓0
|Ω| −Q(1)Ω (t)
t ln
(
1
t
) ≤ 2(3d+1)/2 Hd−1(∂Ω).
(iii) For 0 < α < 1, there exists a positive constant Cd,α such that
Ad,α Pα(Ω) ≤ lim
t↓0
|Ω| −Q(α)Ω (t)
t
≤ lim
t↓0
|Ω| −Q(α)Ω (t)
t
≤ Cd,α
∫
Ω
dx ρ−αΩ (x),
where ρΩ(x) = inf {|σ − x| : σ ∈ ∂Ω}. Moreover, if Ω satisfies a uniform exterior volume
condition, the quantity
∫
Ω
dx ρ−αΩ (x) can be replaced up to some positive constant by
Pα(Ω).
Here Aα,d and Pα(Ω) as defined in (1.6) and (1.16) respectively.
The lower bounds obtained in the foregoing theorem are an easy consequence of applying
Theorem 1.2 together with the following inequality which arises from equality (1.20)(where we
have appealed to the fact that the conditional probability is bounded by 1) and it relates the
heat content H
(α)
Ω (t) with the spectral heat content Q
(α)
Ω (t) as follows.
Q
(α)
Ω (t) ≤ H(α)Ω (t) = |Ω| −H(α)Ω,Ωc(t),
for all t > 0. On the other hand, the upper bounds require a more delicate treatment where the
α/2-subordinator plays a relevant role. Based on the preceding estimates and the last theorem,
we state the following conjecture about the small time behavior for the spectral heat content of Ω.
Conjecture
(i) For 1 < α < 2, there exists Cd,α > 0 such that
Q
(α)
Ω (t) = |Ω| − Cd,αHd−1(∂Ω) t
1
α +O(t), t ↓ 0.
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(ii) For α = 1, there exists Cd > 0 such that
Q
(α)
Ω (t) = |Ω| − CdHd−1(∂Ω) t ln
(
1
t
)
+O(t), t ↓ 0.
(iii) For 0 < α < 1, there exists Cd,α > 0 such that
Q
(α)
Ω (t) = |Ω| − Cd,αPα(Ω) t+ o(t), t ↓ 0.
The rest of the paper is organized as follows. In §2, we provide the proof of Theorem 1.1. In
§3, we show part (i) of Theorem 1.2 by means of subordination techniques. In §4, we develop
some machinery for the Cauchy heat kernel and half-planes and finish the proof of Theorem 1.2.
Finally, in §5, the proof of Theorem 1.3 is given where the α/2-subordinator S plays a crucial
role.
2. proof of theorem 1.1
Wewill begin this section by presenting some fundamental properties about the α/2–subordinator
S = {St}t≥0.
Proposition 2.1.
(i) For all λ, t > 0,
E [exp (−λSt)] = exp
(
−tλα/2
)
.
(ii) For all −∞ < β < α2 ,
(2.1) E
[
Sβ1
]
=
∫ ∞
0
ds sβ η
(α/2)
1 (s) =
Γ(1 − 2βα )
Γ(1− β) .
(iii) Let κ > 0. Then, there exists Cα > 0 such that
(2.2) E
[
exp
(
−κ
2
S1
)]
≤ Cα κ−α.
Proof. (i) and (ii) are standard facts so that we refer the reader to [1] for the proofs.
Regarding (iii), it is known (see [19, p 97]) that η
(α/2)
1 (s) ≤ C0(α)min
{
1, s−1−
α
2
}
for some
C0(α) > 0. Hence, after a suitable change of variables, we arrive at
E
[
exp
(
−κ
2
S1
)]
≤ C0(α)
∫ ∞
0
exp
(−κ2/s)min{1, s−1−α2 } ds
≤ C0(α)κ2
∫ ∞
0
exp (−w)
{ w
κ2
}1+α2 dw
w2
=
C0(α)Γ(α/2)
κα
.
Thus, the proof is complete by taking Cα = C0(α)Γ(α/2). 
In what follows, we shall assume that Ω = (a, b), −∞ < a < b < ∞ with length b − a = |Ω|.
We start by expressing H
(α)
Ω,Ωc(t) in a more convenient form. For this purpose, we require the
following two fundamental identities concerning the process X which can be easily deduced from
the characteristic function (1.1).
P
x (Xt ∈ A) = P
(
x− t 1αX1 ∈ A
)
,
P (Xt ∈ A) = P (−Xt ∈ A) ,
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for all t > 0, x ∈ Rd and A being a Borel measurable set in Rd. In particular, when d = 1, we
obtain
P
x (Xt ≤ a) = P
(
(x − a)t− 1α ≤ X1
)
,
P
x (b ≤ Xt) = P
(
(b − x)t− 1α ≤ X1
)
,
for all x, a, b ∈ R and t > 0. The last identities in turn imply that
H
(α)
Ω,Ωc(t) =
∫ b
a
dx [Px (Xt ≤ a) + Px (b ≤ Xt)]
=
∫ b
a
dx P
(
(x− a)t− 1α ≤ X1
)
+
∫ b
a
dx P
(
(b − x)t− 1α ≤ X1
)
.
Next, a simple change of variables yields
H
(α)
Ω,Ωc(t) = 2 t
1
α
∫ |Ω|t− 1α
0
dw P (w ≤ X1) ,
which shows that H
(α)
Ω,Ωc(t) is related to the tail behavior of the process X.
We set
ℓα(t) =
∫ |Ω|t− 1α
0
dw P (w ≤ X1) .(2.3)
Proof of Theorem 1.1: Since the tail behavior of the Brownian motion and stable processes
have an exponential and an algebraic decay at infinity, respectively, we need to treat the cases
1 < α ≤ 2, α = 1 and 0 < α < 1 separately.
Case 1 < α ≤ 2: We rewrite ℓα(t) as a double integral as follows.
ℓα(t) =
∫ |Ω|t− 1α
0
dw
∫ ∞
w
dz p
(α)
1 (z).
Thus, by interchanging the order of integration, we arrive at
ℓα(t) =
∫ |Ω|t− 1α
0
dz p
(α)
1 (z)
∫ z
0
dw +
∫ ∞
|Ω|t− 1α
dz p
(α)
1 (z)
∫ |Ω|t− 1α
0
dw
=
∫ |Ω|t− 1α
0
dz z p
(α)
1 (z) + |Ω| t−
1
α
∫ ∞
|Ω|t− 1α
dz p
(α)
1 (z).
In probabilistic terms, we have shown that
ℓα(t) = E
[
X1, 0 ≤ X1 ≤ |Ω| t− 1α
]
+ |Ω| t− 1α P
(
|Ω| t− 1α < X1
)
= E [X1, 0 ≤ X1]− E
[
X1, |Ω| t− 1α < X1
]
+ |Ω| t− 1α P
(
|Ω| t− 1α < X1
)
.
Let us denote
jα(t) = E
[
X1, |Ω| t− 1α < X1
]
(2.4)
and observe that
jα(t) ≥ |Ω| t− 1α P
(
|Ω| t− 1α < X1
)
.
Thus, the remainder function Rα(t) defined as
Rα(t) = 2t
1
α
(
−E
[
X1, |Ω| t− 1α < X1
]
+ |Ω| t− 1α P
(
|Ω| t− 1α ≤ X1
))
,
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satisfies |Rα(t)| ≤ 4 t 1α jα(t). Therefore, to finish the proof of part (i) of Theorem 1.1, it suffices
to obtain upper bounds for the function jα(t) according to the cases α = 2 and 1 < α < 2.
Case α = 2: It is clear from (2.4) that
j2(t) = (4π)
−1/2
∫ ∞
|Ω|t−1/2
dz z exp
(
−z
2
4
)
= π−1/2 exp
(
−|Ω|
2
4t
)
.
Next, by applying the elementary inequality
exp(−x) ≤ x−1, x > 0,
we conclude that j2(t) ≤ 4π−1/2 |Ω|−2 t. Hence, we have shown that
H
(2)
Ω,Ωc(t) = 2E [X1, 0 ≤ X1] t1/2 +R2(t),
with |R2(t)| ≤ C t3/2 for all t > 0.
Case 1 < α < 2: We observe because of (1.4) that for all z ∈ R \ {0} we have
p
(α)
1 (z) ≤ cα,1 |z|−1−α
so that
jα(t) ≤ cα,1
∫ ∞
|Ω|t− 1α
dz z−1−α z = cα,1(α − 1)−1 |Ω|1−α t1− 1α .
Thus, we arrive at
H
(α)
Ω,Ωc(t) = 2E [X1, 0 ≤ X1] t
1
α +Rα(t),
with |Rα(t)| ≤ C t for all t > 0.
Remark 2.1. By combining (1.2) and Fubini’s Theorem, we obtain for all 1 < α ≤ 2 that
E [X1, 0 ≤ X1] =
∫ ∞
0
dz z p
(α)
1 (z) =
∫ ∞
0
dz z E
[
p
(2)
S1
(z)
]
= E
[∫ ∞
0
dz z p
(2)
S1
(z)
]
=
1√
π
E
[
S
1/2
1
]
=
1
π
Γ
(
1− 1
α
)
,
where in the last equality we have appealed to formula (2.1).
We proceed to deal with Cauchy processes.
Case α = 1: We begin by recalling some elementary calculus identities.
arctan(w) + arctan
(
1
w
)
=
π
2
,(2.5) ∫
dw arctan(w) = w arctan(w)− 1
2
ln
(
1 + w2
)
+ C.(2.6)
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By appealing to the above identities, the explicit expression of the Cauchy heat kernel (1.3)
and (2.3), we have
ℓ1(t) =
∫ |Ω|t−1
0
dw
∫ ∞
w
dz
π(1 + z2)
=
1
π
(
π
2
|Ω| t−1 −
∫ |Ω| t−1
0
dw arctan(w)
)
=
1
π
(
π
2
|Ω| t−1 −
[
|Ω| t−1 arctan(|Ω| t−1)− 1
2
ln
(
1 +
|Ω|2
t2
)])
=
1
π
ln
(
1
t
)
+
1
π
(
|Ω| t−1 arctan
(
t
|Ω|
)
+
1
2
ln
(
t2 + |Ω|2
))
.
Therefore, it follows from the above expression that
H
(1)
Ω,Ωc(t) =
2
π
t ln
(
1
t
)
+
2
π
(
|Ω| arctan
(
t
|Ω|
)
+
1
2
t ln
(
t2 + |Ω|2
))
,
for all t > 0 and this completes the proof of part (ii) of Theorem 1.1.
Case 0 < α < 1: Assume 0 < t ≤ min{|Ω|α , e−1}. In [29, p. 88], the following power
series representation is provided for the one–dimensional density function p
(α)
1 (z) for any z > 0,
0 < α < 1.
p
(α)
1 (z) =
∞∑
n=1
an(α)z
−1−nα
with
an(α) = (−1)n−1 Γ (nα+ 1)
π n!
sin
(π nα
2
)
.
Notice that by applying Fubini’s Theorem, we obtain for w > 0
(2.7)
∫ ∞
w
dz
( ∞∑
n=1
|an(α)| z−1−nα
)
=
∞∑
n=1
|an(α)|
nα
(
1
wα
)n
.
By appealing to the Stirling’s formula
lim
n→∞
Γ(tn + 1)√
2πtn(tne−1)tn
= 1,(2.8)
for any increasing sequence {tn}n∈N of positive number converging to infinity, we can prove that
the series on the right hand side of the equality (2.7) is convergent for all w > 0 since by the root
test its radius of convergence is infinity. To see this, we note that
|an(α)| ≤ Γ (nα+ 1)
n!
,(2.9)
which implies
lim
n→∞
( |an(α)|
n
)1/n
≤ lim
n→∞
(
Γ (nα+ 1)
nn!
)1/n
.
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Thus, by using that Γ(n+ 1) = n! and (2.8) (with tn = nα and tn = n!), we arrive at
lim
n→∞
(
Γ (nα+ 1)
nn!
)1/n
= lim
n→∞
(√
2πnα(nαe−1)nα
n
√
2πn(ne−1)n
)1/n
(2.10)
= lim
n→∞
(√
α
n
)1/n
ααe1−α
n1−α
= 0,
whenever 0 < α < 1. Therefore, by using once more Fubini’s Theorem, we have for w > 0∫ ∞
w
dz p
(α)
1 (z) =
∞∑
n=1
an(α)
nα
(
1
wα
)n
.(2.11)
Next, it is easy to show that
∫ |Ω|t− 1α
1
dw
∫ ∞
w
dz z−1−nα =
(
n ln
(
1
t
)
+ ln (|Ω|)
)
· 1{nα=1}(2.12)
+
(
|Ω|1−nα tn− 1α − 1
nα (1− nα)
)
· 1{nα6=1}.
Before continuing, let us introduce some notation to simplify the formulas to appear below.
For m ∈ N ∪ {∞}, t > 0 and 1/α /∈ N, we set
sm(t) =
m∑
n=1
an(α) |Ω|1−nα tn
nα(1− nα) , rm(t) =
m∑
n=1
an(α) t
n
nα(1 − nα) ,(2.13)
s˜m(t) =
∞∑
n=m
an(α) |Ω|1−nα tn
nα(1− nα) , r˜m(t) =
∞∑
n=m
an(α) t
n
nα(1− nα) .
These series are absolutely convergent for all t > 0 since by using (2.9) and (2.10), we obtain
that
lim
n→∞
(
|an(α)| |Ω|1−nα
nα |1− nα|
)1/n
= lim
n→∞
( |an(α)|
nα |1− nα|
)1/n
= 0
for all 0 < α < 1 and 1/α /∈ N. We remark that s˜m(t) being absolutely convergence for all t > 0
implies that if 1/α 6= n for all n ≥ m, then Mα,m = sup
{
|an(α)||Ω|1−nα
nα|1−nα| : n ≥ m
}
<∞ and for all
0 < t < min
{|Ω|α , e−1}, we arrive at
|s˜m(t)| ≤Mα,m
∞∑
n=m
tn =
Mα,m
(
min
{|Ω|α , e−1})m
1−min {|Ω|α , e−1} .(2.14)
As a result of the preceding facts and the elementary tools of calculus, we are allowed to
interchange in (2.11) the sum with the integral sign over any compact set contained in (0,∞).
Thus, if 1/α /∈ N, we conclude by (2.12) and (2.13) that
∫ |Ω|t− 1α
1
dw
∫ ∞
w
dz p
(α)
1 (z) = t
− 1α s∞(t)− r∞(1)(2.15)
= t−
1
α s[ 1α ]
(t)− r∞(1) + t− 1α s˜[ 1α ]+1(t),
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where [1/α] denotes the integer part of 1/α. On the other hand, if α = 1/N for some N ∈ N, we
obtain
∫ |Ω|t−N
1
dw
∫ ∞
w
dz p
(1/N)
1 (z) = t
−N sN−1(t)− rN−1(1) + aN (1/N)N ln
(
1
t
)(2.16)
+ aN(1/N) ln(|Ω|) + t−N s˜N+1(t)− r˜N+1(1)
= t−N sN−1(t) + aN (1/N)N ln
(
1
t
)
+ C∗N (Ω) + t
−N s˜N+1(t).
where
C∗N (Ω) = aN (1/N) ln(|Ω|)− rN−1(1)− r˜N+1(1).(2.17)
We rewrite ℓα(t) given in (2.3) as follows.
ℓα(t) =
∫ 1
0
dw P (w ≤ X1) +
∫ |Ω|t− 1α
1
dw
∫ ∞
w
dz p
(α)
1 (z).
Then, by using the last equality and the identities (2.15) and (2.16), we arrive at
H
(α)
Ω,Ωc(t) = 2 s[ 1α ]
(t) + Cα t
1
α + 2 s˜[ 1α ]+1
(t)
for 1/α /∈ N. Here,
Cα = 2
(∫ 1
0
dw P (w ≤ X1)− r∞(1)
)
.
As for the case α = 1/N , some N ∈ N, we have
H
(1/N)
Ω,Ωc (t) = 2 sN−1(t) + 2N aN(1/N) t
N ln
(
1
t
)
+ CN (Ω) t
N + 2 s˜N+1(t)
with
CN (Ω) = 2
(∫ 1
0
dw P (w ≤ X1) + C∗N (Ω)
)
and C∗N (Ω) as defined in (2.17). Hence, the proof of part (iii) in Theorem 1.1 is complete by
taking Rα(t) = 2 s˜[ 1α ]+1
(t) and observing that inequality (2.14) yields
|Rα(t)| ≤ C t[ 1α ]+1, 0 < t ≤ min
{|Ω|α , e−1} ,
for some C > 0.
3. proof of theorem 1.2
We start by recalling equation (1.2) which allows us to write the transition densities p
(α)
t (x, y)
by subordination of the Gaussian kernel. Therefore, an application of Fubini’s Theorem yields
H
(α)
Ω,Ωc(t) =
∫
Ω
dx
∫
Ωc
dy p
(α)
t (x− y)(3.1)
=
∫
Ω
dx
∫
Ωc
dy E
[
p
(2)
St
(x− y)
]
= E
[
H
(2)
Ω,Ωc(St)
]
.
Proof of part (i): Assume 1 < α < 2. With the aid of the inequality (1.13) which is valid
for all positive time, equality (3.1), the fact that St
D
= t2/αS1 and formula (2.1), it easily follows
that
H
(α)
Ω,Ωc(t) ≤
Hd−1(∂Ω)√
π
E
[
S
1/2
t
]
=
1
π
Γ
(
1− 1
α
)
Hd−1(∂Ω) t 1α(3.2)
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for all t > 0 and with this we have proved (1.17).
On the other hand, by using once more (3.1) and St
D
= t2/αS1, we obtain
H
(α)
Ω,Ωc(t)
t
1
αHd−1(∂Ω) =
∫ ∞
0
ds
H
(2)
Ω,Ωc(t
2/αs)
t
1
αHd−1(∂Ω) η
(α/2)
1 (s)(3.3)
=
∫ ∞
0
ds G(s, t),
with
G(s, t) = s1/2
(
H
(2)
Ω,Ωc(s t
2/α)(
s t2/α
)1/2Hd−1(∂Ω)
)
η
(α/2)
1 (s).
We now observe two facts. First, by (1.14) we have
lim
t↓0
G(s, t) =
1√
π
s1/2 η
(α/2)
1 (s).
Secondly, by (1.13)
0 ≤ G(s, t) ≤ 1√
π
s1/2 η
(α/2)
1 (s)
for all t, s > 0 with s1/2 η
(α/2)
1 (s) ∈ L1((0,+∞)) because of (2.1). Hence, the assertion (1.18) is
an easy consequence of the Lebesgue Dominated Convergence Theorem and the identity (3.3). 
We now continue with the proof of (ii) of Theorem 1.2. This requires a much more delicate
approach. In order to make this presentation as clear as possible, we devote the next section to
it.
4. cauchy processes in higher dimension
In this section, we will adapt the techniques used in [27] for the Gaussian heat kernel. This
requires some additional considerations since as we have already pointed out the Gaussian ker-
nel has an exponential decay whereas the Cauchy heat kernel p
(1)
t (x, y) defined in (1.3) has a
polynomial decay.
From now on, we write every vector x ∈ Rd as x = (x¯, xd) with x¯ = (x1, ..., xd−1) ∈ Rd−1.
Lemma 4.1. For all integer d ≥ 2, wet set
γd =
Γ
(
d+1
2
)
π
d+1
2
∫
Rd−1
dw
(1 + |w|2) d+12
.
Then, γd =
1
pi .
Proof. By appealing to polar coordinates, we have
γd =
Γ
(
d+1
2
)
π
d+1
2
· 2π
d−1
2
Γ
(
d−1
2
) ∫ ∞
0
rd−2
(1 + r2)
d+1
2
dr.
Next, the properties of the gamma function and the change of variables r = tan(θ) yield
γd =
d− 1
π
∫ pi
2
0
sind−2(θ) cos(θ)dθ =
1
π
.

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Lemma 4.2. Let H =
{
(x¯, xd) ∈ Rd : xd < 0
}
and δ, ε > 0. Set Hδ = Rd−1 × (0, δ) and
Hε = R
d−1 × (−ε, 0). Assume ϕ ∈ C1c (Rd) and consider the compact set
K =
{
x¯ ∈ Rd−1 : ∃xd ∈ R such that (x¯, xd) ∈ supp(ϕ)
}
.(4.1)
Then, there exists a function R(t) such that∫
Hδ
dxϕ(x)
∫
Hε
dy p
(1)
t (x, y) =
1
π
(∫
K
dx¯ ϕ(x¯, 0)
)
t ln
(
1
t
)
+R(t),(4.2)
with
|R(t)| ≤ Cε,δ,ϕ t(4.3)
for all 0 < t < e−1.
Proof. We first note that the integral on the left hand side of (4.2) equals∫
Hδ
dx ϕ(x)
∫ 0
−ε
dyd
∫
Rd−1
Γ
(
d+1
2
)
π
d+1
2
· t dy¯(
t2 + |xd − yd|2 + |x¯− y¯|2
)(d+1)/2 .
By considering the change of variable
y¯ = x¯−
√
t2 + |xd − yd|2 w
and Lemma 4.1, we reduce the last integral to
t
π
∫
Rd−1
dx¯
∫ δ
0
dxd ϕ(x¯, xd)
∫ 0
−ε
dyd
t2 + |xd − yd|2
.
Thus, by making the new change of variables xd − yd = tz in the last integral expression, we
arrive at ∫
Hδ
dxϕ(x)
∫
Hε
dy p
(1)
t (x, y) =
1
π
∫
Rd−1
dx¯
∫ δ
0
dxd ϕ(x¯, xd) Ft(xd, ε)(4.4)
with
Ft(xd, ε) = arctan
(
xd + ε
t
)
− arctan
(xd
t
)
= arctan
(
t
xd
)
− arctan
(
t
xd + ε
)
.(4.5)
Let us set at this point
h(x¯, xd) = ϕ(x¯, xd)− ϕ(x¯, 0).(4.6)
Notice that according to (4.1), we have
ϕ(x¯, xd) = h(x¯, xd) = 0(4.7)
for all (x¯, xd) ∈ Kc × R. Since ϕ(x) is compactly supported with continuous partial derivatives
it follows from the Taylor expansion that
|h(x¯, xd)| =
∣∣∣∣
∫ 1
0
∇ϕ((x¯, xd)− s(x¯, 0)) · (0, xd)ds
∣∣∣∣ ≤ ||∇ϕ||∞|xd|.(4.8)
We next consider the continuous function Π : Rd → Rd−1 defined by Π(x¯, xd) = x¯. Then
K = {Π(x¯, xd) : (x¯, xd) ∈ supp(ϕ)} .
Thus, because of the continuity of Π, K is a compact set in Rd−1 whose finite Lebesgue measure
will be denoted in what follows by |K|.
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Now, by appealing to (4.4), (4.6) and (4.7), we find that∫
Hδ
dxϕ(x)
∫
Hε
dy p
(1)
t (x, y) =
1
π
∫
K
dx¯
∫ δ
0
dxd ϕ(x¯, 0)Ft(xd, ε) +R2(t)(4.9)
with
R2(t) =
1
π
∫
K
dx¯
∫ δ
0
dxd h(x¯, xd)Ft(xd, ε).(4.10)
As for the first integral term on the right hand side of the equation (4.9), we have by using the
elementary identities (2.5) and (2.6) that it is equal to
1
π
(∫
K
dx¯ ϕ(x¯, 0)
)(
t ln
(
1
t
)
+R1(t)
)
,
with
R1(t) = ε arctan
(
t
ε
)
+ δ arctan
(
t
δ
)
− (δ + ε) arctan
(
t
δ + ε
)
+
t
2
ln
(
(t2 + ε2)(t2 + δ2)
t2 + (δ + ε)2
)
.
We remark that due to the inequality arctan(x) ≤ x for x > 0 and the fact that the function
ln
(
(t2+ε2)(t2+δ2)
t2+(δ+ε)2
)
is continuous for 0 ≤ t ≤ e−1 because δ and ε are positive, we obtain that
|R1(t)| ≤ Cδ,ε t for some Cδ,ε > 0.
As for R2(t), we first observe that by (4.5),
(4.11) 0 ≤ Ft(xd, ε) ≤ arctan
(
t
xd
)
≤ t
xd
.
Therefore, by combining (4.8), (4.10) and (4.11), we have
|R2(t)| ≤ 1
π
∫
K
dx¯
∫ δ
0
dxd |h(x¯, xd)|Ft(xd, ε) ≤ 1
π
δ ||∇ϕ||∞|K| t.
Now by setting R(t) = 1pi
(∫
K dx¯ ϕ(x¯, 0)
)
R1(t) +R2(t) and putting together all the estimates
given above we conclude (4.3) and this finishes the proof of Lemma 4.2. 
Before proceeding, we comment further on the last result. In probabilistic terms, we have∫
Hδ
dx ϕ(x)
∫
Hε
dy p
(1)
t (x, y) =
∫
Hδ
dx ϕ(x) Px (Xt ∈ Hε) .
The goal of the last integral is to understand how the paths of the Cauchy process “perceive”
the boundary of the half plane H . The above lemma says that when ϕ(x) ∈ C1c (Rd), the process
“feels” the influence of the boundary ∂H = Rd−1 × {0} by means of the term∫
K⊂Rd−1
dx¯ ϕ(x¯, 0).
For a bounded domain with smooth boundary Ω, the paths conditioned to start in Ω and
exit at time t should “view” the boundary as a half-plane. Therefore, it is expected that we
can replace
∫
K
dx¯ ϕ(x¯, 0) with
∫
∂Ω
ϕ(σ) dHd−1(σ). To this aim, we recall some definitions and
geometric properties on uniformly C1,1-regular domains. We refer the reader to [27], [31] and
references therein for details and further considerations on the topic.
We set ρΩ(x) = inf {|x− σ| : σ ∈ ∂Ω} and for δ, ε > 0, we define
Ωδ = {x ∈ Ωc : ρΩ(x) < δ} ,(4.12)
Ωε = {x ∈ Ω : ρΩ(x) < ε} .
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Proposition 4.1. Let Ω ⊂ Rd be a uniformly C1,1-regular bounded domain. Then,
(a) there exists ε, δ > 0 such that the maps
J : ∂Ω × [0, δ]→ Ωδ, J(σ, r) = σ + r ν(σ),
J˜ : ∂Ω × [0, ε]→ Ωε, J˜(σ, r) = σ − r ν(σ),(4.13)
where ν(σ) is the outward unit normal to ∂Ω at σ, are C1,1-diffeomorphisms.
(b) Given η > 0, there exists a finite covering V = {Vi} of ∂Ω and C1,1–diffeomorphisms
ψi : Ki → Vi, with Ki open subset of Rd−1 such that if we set
Ψi(ξ, ρ) = ψi(ξ) + ρ ν(ψi(ξ)), ξ ∈ Ki, ρ ∈ (−ε, δ),
then the family of open sets U = {Ui} with Ui = Ψi (Ki × (−ε, δ)) covers Ωε ∪ Ωδ with
Jacobians satisfying
|DΨi(ξ, ρ)| = 1 +O(η), ξ ∈ Ki, ρ ∈ (−ε, δ),(4.14)
|DΨ−1i (x)| = 1 +O(η), x ∈ Ui
|Dψ−1i (x)| = 1 +O(η), x ∈ Vi.
Also
|Ψi(z, r)−Ψi(ξ, ρ)|2 = |(z, r)− (ξ, ρ)|2 (1 +O(η)) ,(4.15)
for all ξ, z ∈ Ki and ρ, r ∈ (−ε, δ). Here, we use the notation O(η) to mean a function
which is upper bounded in absolute value by Cη, where the constant C depends only on
Ω, ε, δ.
The main result of this section is the following.
Theorem 4.1. Let Ω ⊂ Rd be a uniformly C1,1-regular bounded domain. Consider Ωε and Ωδ
the inner and outer tubular neighbourhoods of ∂Ω defined in (4.12). Then, for every ϕ ∈ C1c (Rd)
we have
lim
t↓0
1
t ln
(
1
t
) ∫
Ωδ
dxϕ(x)
∫
Ωε
dy p
(1)
t (x, y) =
1
π
∫
∂Ω
ϕ(σ) dHd−1(σ).(4.16)
Proof. Let η > 0 and consider the finite family of open sets U = {Ui} provided by part (b) in the
last proposition. Now, let {χi} be a smooth partition of the unity subordinated to the covering
U (see [31, Theorem 1.2]). We assume without loss of generality that supp(χi) ⊂ Ui. Therefore,
by using the fact that
∑
i
χi(x) = 1 for every x ∈ ∪Ui, we have
∫
Ωδ
dxϕ(x)
∫
Ωε
dy p
(1)
t (x, y) =
∫
Ωδ
dxϕ(x)
(∑
i
χi(x)
)∫
Ωε
dy p
(1)
t (x, y)
=
∑
i
∫
Ωδ
dxϕ(x)χi(x)
∫
Ωε
dy p
(1)
t (x, y)
=
∑
i
(
Ii + I˜i
)
with
Ii =
∫
Ωδ∩supp(χi)
dxϕ(x)χi(x)
∫
Ωε∩Ui
dy p
(1)
t (x, y),
I˜i =
∫
Ωδ∩supp(χi)
dxϕ(x)χi(x)
∫
Ωε\Ui
dy p
(1)
t (x, y).
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Observe that supp(χi) ⊂ Ui is compact and also disjoint from the compact set Ωε \ Ui, then
inf
{
|x− y| : x ∈ supp(χi), y ∈ Ωε \ Ui
}
= µi > 0.
Thus, by appealing to the explicit form of the Cauchy heat kernel (1.3) and the fact 0 ≤ χi ≤ 1
for every i, we conclude
lim
t↓0
∣∣∣∣∣ 1t ln ( 1t )
∑
i
I˜i
∣∣∣∣∣ ≤ limt↓0 kdln ( 1t )
(∑
i
|Ωε \ Ui|
µd+1i
∫
Ωδ∩supp(χi)
dx |ϕ(x)|
)
= 0.
Now, we proceed to deal with the term Ii. We start by expressing every x ∈ Ωδ ∩ supp(χi)
and y ∈ Ωε ∩ Ui under the new variables introduced in Proposition 4.1. Namely,
y = Ψi(z, r), z ∈ Ki, r ∈ [−ε, 0],
x = Ψi(ξ, ρ), ξ ∈ Ki, ρ ∈ [0, δ].
Then, using these equalities, we obtain
Ii =
∫
Ki×(0,δ)
dξ dρχi (Ψi(ξ, ρ))ϕ (Ψi(ξ, ρ))
∫
Ki×(−ε,0)
dz dr pt((z, r), (ξ, ρ)),
where we have set
pt((z, r), (ξ, ρ)) = p
(1)
t (Ψi(z, r),Ψi(ξ, ρ)) |DΨi(z, r)| |DΨi(ξ, ρ)| .
Define gt(x, y) =
|x−y|2
t2+|x−y|2 with x, y ∈ Rd and t > 0. Hence, by using the estimates given in
(4.14) and (4.15), we find that
pt((z, r), (ξ, ρ)) = p
(1)
t ((z, r), (ξ, ρ))
[
1 +O(η)
(1 + gt((ξ, ρ), (z, r))O(η))(d+1)/2
]
.
We now observe by using that 0 ≤ gt ≤ 1 and the above expression, we can chose η very small
but arbitrary such that
pt((z, r), (ξ, ρ)) = p
(1)
t ((z, r), (ξ, ρ)) (1 +O(η)) .(4.17)
Therefore, we conclude by Proposition 4.1 and (4.14) that
lim
t↓0
1
t ln
(
1
t
)∑
i
Ii = (1 +O(η)) 1
π
∑
i
∫
Ki
χi (Ψi(ξ, 0))ϕ (Ψi(ξ, 0)) dξ(4.18)
= (1 +O(η)) 1
π
∑
i
∫
Ki
χi (ψi(ξ))ϕ (ψi(ξ)) dξ
= (1 +O(η)) 1
π
∑
i
∫
Vi
χi (σ)ϕ (σ)
∣∣Dψ−1i (σ)∣∣ dHd−1(σ).
Notice that Vi = Ui ∩ ∂Ω. It follows from the facts |Dψ−1i (σ)| = 1 + O(η), σ ∈ Vi and the
assumption supp(χi) ⊂ Ui that∫
Vi
χi (σ)ϕ (σ)
∣∣Dψ−1i (σ)∣∣ dHd−1(σ) = (1 +O(η))
∫
∂Ω
χi (σ)1supp(χi)(σ)ϕ(σ)dHd−1(σ)
= (1 +O(η))
∫
∂Ω
χi (σ)ϕ(σ)dHd−1(σ).
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Thus, the last expression and equality (4.18) allow us to conclude
lim
t↓0
1
t ln
(
1
t
) ∑
i
Ii = (1 +O(η)) 1
π
∫
∂Ω
(∑
i
χi(σ)
)
ϕ (σ) dHd−1(σ)
= (1 +O(η)) 1
π
∫
∂Ω
ϕ (σ) dHd−1(σ),
where we have used that
∑
i
χi(σ) = 1 for every σ ∈ ∪Ui and ∂Ω ⊂ ∪Ui. The proof is complete
by letting η go to zero. 
Remark 4.1. Let Ω ⊂ Rd be a uniformly C1,1-regular bounded domain and ε, δ as given in
Proposition 4.1. It is clear because of the boundedness of Ω that Ωδ ∪Ωε is contained in some open
ball. Thus, by Corollary 1.2 in [31, p. 8], there exists an infinitely differentiable and compactly
supported function ϕ such that
Ωδ ∪ Ωε ⊂ {x ∈ supp(ϕ) : ϕ(x) = 1} .
Therefore, as an application of Theorem 4.1, we conclude
lim
t↓0
H
(1)
Ωε,Ωδ
(t)
t ln
(
1
t
) = 1
π
Hd−1(∂Ω).
We observe that for every δ, ε > 0, we have
H
(1)
Ω,Ωc(t) = H
(1)
Ω\Ωε,Ωc(t) +H
(1)
Ωε,Ωδ
(t) +H
(1)
Ωε,Ωc\Ωδ (t),
so that in order to prove part (ii) of Theorem 1.2, we still need to show the following.
Lemma 4.3. Let Ω ⊂ Rd be a bounded domain and consider Ωε and Ωδ the inner and outer
tubular neighbourhoods of ∂Ω defined in (4.12). Then,
lim
t↓0
H
(1)
Ω\Ωε,Ωc(t)
t ln
(
1
t
) = lim
t↓0
H
(1)
Ωε,Ωc\Ωδ (t)
t ln
(
1
t
) = 0.
Proof. By appealing to the fact that Ωc ⊂ BcρΩ(x)(x) for every x ∈ Ω , we observe that
H
(1)
Ω\Ωε,Ωc(t) = kd t
∫
Ω\Ωε
dx
∫
Ωc
dy
(t2 + |x− y|2) d+12
≤ kd t
∫
Ω\Ωε
dx
∫
Ωc
dy |x− y|−d−1
≤ kd t
∫
Ω\Ωε
dx
∫
Bc
ρΩ(x)
(x)
dy |x− y|−d−1(4.19)
= kd tHd−1(∂B1(0))
∫
Ω\Ωε
dx ρΩ(x)
−1
≤ kdHd−1(∂B1(0)) ε−1 |Ω| t,
where in the last inequality we have used that Ω\Ωε = {x ∈ Ω : ρΩ(x) ≥ ε} , whereas to compute
the integral term in (4.19) we have employed spherical coordinates.
Next, since Ω¯ is compact, we have
0 < rΩ = sup
x∈Ω
|x| <∞.(4.20)
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Choose any r > rΩ and notice that Ω ⊂ Br(0). Thus, we find that∫
Ωε
dx
∫
Ωc\Ωδ
dy |x− y|−d−1 =
∫
Ωε
dx
∫
(Ωc\Ωδ)∩Br(0)
dy |x− y|−d−1
+
∫
Ωε
dx
∫
(Ωc\Ωδ)∩Bcr(0)
dy |x− y|−d−1.
Note that for all x ∈ Ω and y ∈ Ωc \ Ωδ, we have the following inequality δ ≤ ρΩ(y) ≤ |x − y|.
Thus, the first integral term on the right hand side of the previous equality is bounded above by
δ−d−1|Ω||Br(0)|. As far as the second integral is concerned, we have for all x ∈ Ωε and (4.20)
that
|y − x| ≥ |y| − |x| ≥ |y| − rΩ.
Thus, ∫
Ωε
dx
∫
(Ωc\Ωδ)∩Bcr(0)
dy |x− y|−d−1 ≤ |Ω|
∫
Bcr(0)
dy (|y| − rΩ)−d−1
for all r > rΩ. By appealing to polar coordinates and the binomial theorem, we obtain∫
Bcr(0)
dy (|y| − rΩ)−d−1 = Hd−1(∂B1(0))
∫ ∞
r−rΩ
dp (p+ rΩ)
d−1 p−d−1
= Hd−1(∂B1(0))
d−1∑
j=0
(
d− 1
j
)
r jΩ
(j + 1)(r − rΩ)j+1 <∞.
Hence, we have shown that
H
(1)
Ωε,Ωc\Ωδ (t) ≤ Cδ,Ω,εt.
Finally, the assertion of the Lemma follows by combining all the estimates given above. 
Proof of part (iii) of Theorem 1.2 As before, we notice that Ωc ⊂ BcρΩ(x)(x) for every
x ∈ Ω so that ∫
Ωε
dx
∫
Ωc
|x− y|−d−α ≤
∫
Ωε
dx
∫
Bc
ρΩ(x)
(0)
dz |z|−d−α
= Hd−1(∂B1(0))α−1
∫
Ωε
dx ρ−αΩ (x).(4.21)
Since uniformly C1,1 bounded domains are also R–smooth boundary domains, we have ac-
cording to Corollary 2.14 in [7] that there exists ε > 0 (this ε might not be the same provided in
Proposition 4.1, however we can choose the smaller of them) such that
Hd−1(∂Ωr) ≤ 2d−1Hd−1(∂Ω),(4.22)
for all 0 < r < ε. Hence, by the co–area formula, we obtain∫
Ωε
dx ρ−αΩ (x) =
∫ ε
0
dr r−αHd−1(∂Ωr) ≤ 2d−1 (1− α)−1Hd−1(∂Ω) ε1−α <∞.(4.23)
Likewise, as in (4.21) and using that Ω \ Ωε = {x ∈ Ω : ρΩ(x) > ε}, we have∫
Ω\Ωε
dx
∫
Ωc
dy |x− y|−d−α ≤ Hd−1(∂B1(0))α−1
∫
Ω\Ωε
dx ρ−αΩ (x)
≤ Hd−1(∂B1(0))α−1 |Ω| ε−α.(4.24)
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We have shown with (4.21) and (4.24) that
Pα(Ω) =
∫
Ω
dx
∫
Ωc
dy|x− y|−d−α <∞
provided that 0 < α < 1. Thus, by combining the finiteness of the last integral with (1.4)
and (1.5), we conclude part (iii) of Theorem 1.2 by an application of the Lebesgue Dominated
Convergence Theorem.
5. upper bounds in theorem 1.3
Let Ω be a bounded domain. Then, it is clear that for every x ∈ Ω, we have τ (α)BρΩ(x)(x) ≤ τ
(α)
Ω
which implies
P
x
(
τ
(α)
Ω < t
)
≤ Px
(
τ
(α)
BρΩ(x)(x)
< t
)
= P
(
τ
(α)
BρΩ(x)(0)
< t
)
(5.1)
for all t > 0. Therefore, we conclude that
Q
(α)
Ω (t) =
∫
Ω
dxPx
(
τ
(α)
Ω ≥ t
)
= |Ω| −
∫
Ω
dxPx
(
τ
(α)
Ω < t
)
satisfies for all t > 0 the following inequality
|Ω| −Q(α)Ω (t) ≤
∫
Ω
dxP
(
τ
(α)
BρΩ(x)(0)
< t
)
.(5.2)
We now turn to the following result whose proof and applications to subordinate killed Brow-
nian motion in a domain can be found in [30, Proposition 2.1].
Proposition 5.1. Assume D is a bounded domain satisfying an exterior cone condition. Then,
there exists C ∈ (0, 1) such that
C Px(τ
(2)
D ≤ St) ≤ Px(τ (α)D ≤ t) ≤ Px(τ (2)D ≤ St),
for all t > 0 and x ∈ D.
In particular, by appealing to the last proposition with D = BρΩ(x)(0) and (5.2), we find that
|Ω| −Q(α)Ω (t) ≤
∫
Ω
dx P
(
τ
(2)
BρΩ(x)(0)
< St
)
.(5.3)
Next, the independence between the Brownian Motion B and α/2-subordinator S as stated in
the introduction yields
P
(
τ
(2)
BρΩ(x)(0)
< St
)
= P
(
τ
(2)
BρΩ(x)(0)
< t2/αS1
)
(5.4)
=
∫ ∞
0
ds η
(α/2)
1 (s)PB
(
τ
(2)
BρΩ(x)(0)
< t2/αs
)
.
In [14, Lemma 3.3], it is shown that
PB
(
τ
(2)
BρΩ(x)(0)
< t2/αs
)
≤ 2(d+2)/2 exp
(
− ρ
2
Ω(x)
8 t2/α s
)
,
so that by using Fubini’s theorem, (5.3) and (5.4), we arrive at
|Ω| −Q(α)Ω (t) ≤ 2(d+2)/2
∫
Ω
dxE
[
exp
(
− ρ
2
Ω(x)
8 t2/α S1
)]
.(5.5)
We split the foregoing integral as follows∫
Ω
dxE
[
exp
(
− ρ
2
Ω(x)
8 t2/α S1
)]
= Iα(t) + IIα(t)(5.6)
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with
Iα(t) =
∫
Ωε
dxE
[
exp
(
− ρ
2
Ω(x)
8 t2/α S1
)]
,
IIα(t) =
∫
Ω\Ωε
dxE
[
exp
(
− ρ
2
Ω(x)
8 t2/α S1
)]
and observe by (2.2) with κ = ρΩ(x) 8
−1/2 t−
1
α , we obtain
IIα(t) ≤ Cα |Ω| 8α/2ε−α t(5.7)
and by (4.22) and co–area formula, we also have
Iα(t) =
∫ ε
0
drE
[
exp
(
− r
2
8 t2/α S1
)]
Hd−1(∂Ωr)(5.8)
≤ 2d−1Hd−1(∂Ω)
∫ ε
0
drE
[
exp
(
− r
2
8 t2/α S1
)]
= 2(2d+1)/2Hd−1(∂Ω) t 1α
∫ ε 8−1/2 t− 1α
0
dw E
[
exp
(
−w
2
S1
)]
for all 0 < α < 2 and t > 0.
In order to obtain upper bounds it suffices to deal with the integral term on the right hand
side of the above inequality. As before, we divide this into various cases according to α.
Case 1 < α < 2: By appealing to the identity∫ ∞
0
dw exp
(
−w
2
s
)
= 2−1 π1/2 s1/2
Fubini’s Theorem and (2.1), we arrive at∫ ∞
0
dwE
[
exp
(
−w
2
S1
)]
= 2−1 π1/2 E
[
S
1/2
1
]
= 2−1Γ
(
1− 1
α
)
so that by (5.8)
Iα(t) ≤ 2(2d−1)/2Hd−1 (∂Ω) t 1α Γ
(
1− 1
α
)
.
By putting together the preceding estimates and the inequalities (5.5) and (5.7), we obtain for
all t > 0 that
|Ω| −Q(α)Ω (t) ≤ 2(d+2)/2
(
Cα |Ω| 8α/2ε−α t+ 2(2d−1)/2Hd−1(∂Ω)Γ
(
1− 1
α
)
t
1
α
)
.
It easily follows that
lim
t↓0
|Ω| −Q(α)Ω (t)
t
1
α
≤ 2(3d+1)/2 Γ
(
1− 1
α
)
Hd−1(∂Ω).
Case α = 1: The 1/2–subordinator S can be expressed as the first hitting time for the standard
one-dimensional Brownian motion {Wt}t≥0. More precisely, St = inf
{
s > 0 :Ws =
t√
2
}
. It is
known (see [5] for details) that its transition density is given by
η
(1/2)
t (s) =
t
2
√
π
s−3/2e−t
2/4s.
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A simple computation yields
E
[
exp
(
−w
2
S1
)]
=
1√
4w2 + 1
,
∫ ε8−1/2 t−1
0
dw√
4w2 + 1
=
1
2
ln
(
1
t
)
+
1
2
ln
(
ε√
2
+
√
ε2
2
+ t2
)
.
Therefore, (5.5), (5.7) and the previous calculations show that |Ω| −Q(1)Ω (t) is bounded above by
2(d+2)/2
(
C1 |Ω|
√
8ε−1 t+ 2(2d−1)/2Hd−1(∂Ω) t
[
ln
(
1
t
)
+ ln
(
ε√
2
+
√
ε2
2
+ t2
)])
which in turn implies
lim
t↓0
|Ω| −Q(1)Ω (t)
t ln
(
1
t
) ≤ 2(3d+1)/2 Hd−1(∂Ω).
Case 0 < α < 1: For this case, it is not necessary to employ expression (5.6). Instead, we
apply again the inequality (2.2) with κ = ρΩ(x) 8
−1/2 t−
1
α to obtain∫
Ω
dxE
[
exp
(
− ρ
2
Ω(x)
8 t2/α S1
)]
≤ 8α/2 Cα
(∫
Ω
dx ρ−αΩ (x)
)
t.
The integral term at the right hand side turns out to be finite because of (4.23) and the fact∫
Ω\Ωε
dx ρ−αΩ (x) ≤ ε−α |Ω|.
Therefore, we find that
lim
t↓0
|Ω| −Q(α)Ω (t)
t
≤ 2(d+2+3α)/2Cα
∫
Ω
dx ρ−αΩ (x).
Assume now that Ω also satisfies a uniform exterior volume condition. That is, there exists
c > 0 such that for any σ ∈ ∂Ω and any r > 0 we have |Br(σ) ∩ Ωc| ≥ c rd. Then, we claim that
for x ∈ Ω the following inequality holds.
c
2d+α
ρ−αΩ (x) ≤
∫
Ωc
dy
|x− y|d+α .(5.9)
To see this, let x ∈ Ω and choose σx ∈ ∂Ω such that ρΩ(x) = |σx − x| . Thus, for any y belonging
to BρΩ(x)(σx) ∩ Ωc, we obtain |x− y| ≤ |x − σx|+ |σx − y| ≤ 2 ρΩ(x). Therefore, it follows from
the last inequality that∫
Ωc
dy
|x− y|d+α ≥
∫
BρΩ(x)(σx)∩Ωc
dy
|x− y|d+α
≥ 1
2d+α
∣∣BρΩ(x)(σx) ∩ Ωc∣∣ ρΩ(x)−d−α ≥ c2d+α ρ−αΩ (x).
In other words, for bounded domains Ω with smooth boundary and 0 < α < 1, the small time
behavior of t−1
(
|Ω| −Q(α)Ω (t)
)
and the fractional α-perimeter Pα(Ω) defined in (1.16) are related
and this completes the proof of Theorem 1.3. 
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