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Abstract
A class TC(X ) of X -graphs is introduced, and an algorithmic property of labellings of /nite
strongly connected graphs by rational languages is shown to be decidable. This property, named
as TC-inevitability, is a language theoretic analogue of the R-inevitability of labellings of /nite
strongly connected graphs by /nite monoids. As a consequence, the pseudovariety R of all
/nite R-trivial monoids is shown to be hyperdecidable relative to the class of labellings of
/nite strongly connected graphs by /nite monoids. Strong decidability of the dual pseudovariety
L follows as a corollary and a few applications to decidability results are provided. c© 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction
The semidirect product is nowadays widely recognized as a key operator in the
study of pseudovarieties of monoids (or semigroups). In particular, connections of this
operator with the algorithmic problem of decidability for pseudovarieties have assumed
great relevance due to the recent introduction of various concepts that strengthened
the notion of pseudovariety itself and allowed the attainment of several positive results
[2–4, 6, 9, 12].
Ash de/ned what he called an inevitable labelling of a graph by a monoid in his
famous solution of the type II conjecture [6, 9]. This combinatorial tool was designed
by Ash to help solving a decidability problem which involved the pseudovariety G of
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all /nite groups. The /rst author generalized this concept to an arbitrary pseudovariety
V of monoids [2], de/ning V-inevitable labellings of graphs by /nite monoids.
According to [2], a pseudovariety V of monoids is hyperdecidable if it is decidable,
for every labelling ’ of a /nite graph  by a /nite monoid, whether or not ’ is
V-inevitable. For most semidirect product applications, we can restrict ourselves to the
case of  being strongly connected [4, 12]. For short, decidability of V-inevitability
for strongly connected graphs will be named SC-hyperdecidability.
We denote by R the pseudovariety of all /nite R-trivial monoids. The aim of this
work is to produce an algorithm to prove that R is SC-hyperdecidable. The methods
used are essentially language theoretic. The /rst step is to reduce our problem to a
similar one which involves rational languages and a particular class of graphs.
Strong decidability of a pseudovariety of monoids V (decidability of the V-point-
like subsets of an arbitrary /nite monoid) is a consequence of its SC-hyperdecidability.
Moreover, strong decidability happens to be a self-dual concept. Since the pseudovariety
L of all /niteL-trivial monoids is the dual pseudovariety of R, we obtain as a corollary
that the pseudovarieties R and L are strongly decidable. All these results are used to
produce several applications to semidirect products of pseudovarieties.
2. Preliminaries
For general background on /nite semigroup theory and language theory, we refer
the reader to [1, 10, 7, 8].
We de/ne a graph to be a disjoint union
=V ∪E
of two /nite sets V and E, together with two mappings
; ! :E→V:
We say that V ()=V (respectively, E()=E) is the set of vertices (respectively
edges) of . For every e∈E, we say that e and e! are, respectively, the beginning
and the end of e. The graph  is said to be strongly connected if, for all distinct
v; w∈V , there exists a /nite sequence e1; : : : ; en in E such that e1= v, en!=w and
ej!= ej+1 for every j∈{1; : : : ; n− 1}.
Let X denote a /nite set. We de/ne an X-graph to be a triple of the form
A=(V; E; i0);
where V is a /nite nonempty set, E⊆V ×X ×V and i0 ∈V . We shall often describe
X -graphs by points and arrows following the usual conventions. The initial state i0
will be distinguished by an unlabelled arrow pointing to the vertex. A path of length
n¿ 0 in A is a sequence of the form
q0
x1−→q1 x2−→· · · xn−→qn
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with (qj−1; xj; qj)∈E for every j∈{1; : : : ; n}. The word x1 : : : xn ∈X ∗ is the label of
the path. The empty word is denoted by 1. If n¿0, qn = q0 and q0; : : : ; qn−1 are all
distinct, the path is said to be a cycle. We may use the notation p u−→ q to denote a
path with label u beginning at p and ending at q. We say that A is deterministic if
the implication
(v; x; w); (v; x; w′)∈E ⇒ w=w′
holds in A. We say that a vertex v∈V is accessible if there exists a path i0−→ v in
A, and we say that A is connected if every v∈V is accessible.
Let A=(V; E; i0) be a deterministic X -graph and let PT (V ) denote the monoid of
all partial transformations on V . Every x∈X induces a partial transformation on V
which associates to each v∈V the unique w∈V such that (v; x; w)∈E (if such an
element exists). This map can be (uniquely) extended to a monoid homomorphism
(A) :X ∗ → PT (V );
u →(A)u
which is said to be the transition function of A. To simplify the notation, we will
often denote (A) by  or p(A)u = q by p · u= q (A). If x is a full transformation
for every x∈X , we say that A is complete.
Let A1; : : : ;An be X -graphs, with Aj =(Vj; Ej; ij) for every j∈{1; : : : ; n}. We de/ne
A1× · · ·×An =(V; E; i0) to be the X -graph described by
– V =V1× · · ·×Vn;
– E= {((v1; : : : ; vn); x; (w1; : : : ; wn))∈V ×X ×V : (vj; x; wj)∈Ej for every j∈{1; : : : ;
n}};
– i0 = (i1; : : : ; in).
Clearly, if A1; : : : ;An are deterministic (respectively complete), then A1× · · · ×An
is also deterministic (respectively complete).
Given an X -graph A, we denote by a(A) the accessible part of A, that is, the
X -graph obtained from A by throwing away all its nonaccessible vertices and incident
edges. Clearly, a(A) is always connected. Moreover, A deterministic (respectively
complete) implies a(A) deterministic (respectively complete).
An X-automaton is a quadruple
A=(V; E; i0; F);
such that (V; E; i0) is an X -graph and F ⊆V . A successful path in A is a path of
the form i0−→f, with f∈F . The language recognized by A is the set L(A) of
labels of successful paths in A. Given p; q∈V , we denote by Ap; q the X -automaton
(V; E; p; {q}). We say that A is trim if every p∈V lies on some successful path
of A. We say that L⊆X ∗ is rational if L=L(A) for some X -automaton A. For
every /nite set X , we denote by Rat X ∗ the set of all rational X -languages. Given
L∈Rat X ∗, there exists, up to isomorphism, a unique deterministic X -automaton with
minimum number of vertices recognizing L, called the minimal automaton of L.
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The direct product A of /nitely many X -automata A1; : : : ;An is de/ned similarly
to the X -graph case, a vertex (v1; : : : ; vn) being /nal in A if and only if vj is /nal in
Aj for all j. Obviously,
L(A1× · · ·×An)=
n⋂
j=1
L(Aj):
A pseudovariety of monoids is a nonempty class of /nite monoids closed for sub-
monoids, homomorphic images and /nitary direct products. A monoid M is said to be
R-trivial if the implication
ax= b; by= a ⇒ a= b
holds in M , that is, if the Green relation R is trivial in M . Finite R-trivial monoids
constitute a pseudovariety of /nite monoids denoted by R. Similarly, M is said to be
L-trivial if the implication
xa= b; yb= a ⇒ a= b
holds in M , and L denotes the pseudovariety of all /nite L-trivial monoids.
Given two monoids M and N , a relational morphism from M to N is a submonoid
# of M ×N such that the projection #→M is surjective. In this case, we use the
notation # / M ×N .
A labelling of a graph  by a monoid M is a mapping ’ :→M . This labelling is
said to be consistent if
(e’)(e’)= e!’
for every e∈E(). Let V denote a pseudovariety of monoids. A labelling ’ :→M ,
where M is a /nite monoid, is V-inevitable if, for every # /M ×N with N ∈V, there
exists a consistent labelling ’′ :→N such that (a’; a’′)∈ # for every a∈. This
can be (partially) expressed by the following diagram.
We include a simple technical lemma that will be used later. The proof is omitted.
Lemma 2.1. Let Aj =(Vj; Ej; ij) be an X -graph for j∈{1; : : : ; n} and let A= a(A1×
· · ·×An). Then:
(i) if (p1; : : : ; pn)
(A)
u =(p1; : : : ; pn)
(A)
v for some (p1; : : : ; pn)∈V (A) and u; v∈X ∗;
then pj
(Aj)
u =pj
(Aj)
v for every j∈{1; : : : ; n};
(ii) if % :→X ∗ is a labelling and %(A) is consistent; then %(Aj) is consistent for
every j∈{1; : : : ; n}.
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Let C be a class of labellings of graphs by /nite monoids. We say that the pseu-
dovariety V is C-hyperdecidable if it is decidable, for every labelling ’∈C, whether
’ is V-inevitable or not. If C is the class of all labellings of graphs by /nite monoids
and V is C-hyperdecidable, then we say that V is hyperdecidable. By [4, 12], an im-
portant class to consider is the class SC of all labellings of strongly connected graphs
by /nite monoids. We assume for the remainder of the paper that all the graphs 
considered (not X -graphs!) are strongly connected.
A closely related concept to (SC-)hyperdecidability is strong decidability. Following
John Rhodes’ terminology (cf. [9]), a nonempty subset P of a /nite monoid M is said
to be V-point-like if, for every # / M ×N with N ∈V, there exists z ∈N such that
(p; z)∈ # for every p∈P. The pseudovariety V is said to be strongly decidable if,
given a nonempty subset P of a /nite monoid M , it is decidable whether or not P is
V-point-like. It is well known that every strongly decidable pseudovariety is decidable
(cf. [2]).
Given a monoid M , its dual M' is the monoid whose multiplication table is obtained
from that of M by transposition. Given a pseudovariety V of monoids, its dual V' is
the pseudovariety consisting of all dual monoids M' with M ∈V. For instance, L=R'.
Given a nonempty subset of a /nite monoid M , it is a simple exercise to show that
P is a V-point-like subset of M if and only if P is a V'-point-like subset of M'. It
follows that strong decidability is a self-dual property, in the sense expressed by the
following lemma.
Lemma 2.2. Let V be a pseudovariety of monoids. Then V is strongly decidable if
and only if V' is strongly decidable.
On the other hand, there is no evidence to suggest that SC-hyperdecidability may
be a self-dual property. Our next result shows that SC-hyperdecidability implies strong
decidability.
Given a (/nite) monoid M , we denote by MI the (/nite) monoid obtained from M
by adjunction of the new identity ”. Given a nonempty subset P of M , let P denote
the graph de/ned by
– V (P)=P,
– E(P)=P×P,
– for every (p; q)∈E(P), (p; q)=p and (p; q)!= q,
and let ’P :P →MI denote the labelling de/ned by
p’P =p; (p; q)’P = ” (p; q∈P):
Lemma 2.3. Let P be a nonempty subset of a 7nite monoid M and let V be a
pseudovariety of 7nite monoids. Then P is V-point-like if and only if the labelling
’P :P →MI is V-inevitable. In particular, if V is SC-hyperdecidable then V is
strongly decidable.
Proof. Suppose that P is V-point-like, and let # /MI ×N with N ∈V. Obviously, we
have #∩ (M ×N )/M ×N and so, since P is V-point-like, there exists z ∈N such that
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(p; z)∈ #∩ (M ×N ) for every p∈M . We de/ne ’′P :P →N by
p’′P = z; (p; q)’P =1 (p; q∈P):
This labelling satis/es clearly all the required conditions, hence ’P :P →MI is V-
inevitable.
Conversely, suppose that ’P :P →MI is V-inevitable. Let # / M ×N with N ∈V.
Then #∪{(”; 1)} / MI ×N and, since ’P :P →MI is V-inevitable, there exists a
consistent labelling ’′P :P →N such that (a’P; a’′P)∈ #∪{(”; 1)} for every a∈P . It
follows that e’′P =1 for every e∈E(P). Since P is strongly connected, we obtain
p’′P = q’
′
P for all p; q∈V (P)=P by consistency of ’′P . Since (p;p’′P)∈ # for every
p∈P, P is V-point-like.
The last assertion is now a consequence of P being strongly connected.
3. TC-inevitable labellings
In this section we de/ne a class of graphs deeply related to the pseudovariety R.
De!nition 3.1. Let TC(X ) denote the class of all deterministic connected complete
X -graphs with no cycles of length greater than 1, i.e., having only “trivial” cycles.
The next two lemmas are reformulations of results due to Eilenberg [8]. We include
proofs for the sake of completeness.
Lemma 3.2. If A∈TC(X ); then X ∗∈R.
Proof. Suppose thatA=(V; E; i0)∈TC(X ) and ay =b, bz =a with a; b; y; z ∈X ∗.
Let v∈V . Since A is complete, we have paths v a−→w and v b−→w′ in A. Since A is
deterministic, we must have also paths w
y−→w′ and w′ z−→w. Since A has no cycles
of length greater than 1, it follows that w=w′ and so a =b. Hence X ∗∈R.
Let M be a /nite monoid, X a /nite set and * :X ∗→M a surjective homomorphism.
The Cayley graph of M relative to * is the X -graph *(M)= (M;E; 1), where
E= {(a; x; b)∈M ×X ×M : a(x*)= b}:
Lemma 3.3. If M ∈R and *: X ∗→M is a surjective homomorphism; then *(M)
∈TC(X ).
Proof. Obviously, all Cayley graphs are deterministic, connected and complete. Sup-
pose that, under the hypothesis considered, *(M) has a cycle of length greater than 1.
Then we have paths in *(M) of the form a
u−→ b, b z−→ a with a = b. It follows from
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the de/nition of *(M) that b= a(u*) and a= b(z*). Since M ∈R, we must have
a= b, a contradiction. Thus *(M)∈TC(X ).
The following result will prove to be useful later.
Lemma 3.4. Let Aj =(Vj; Ej; ij)∈TC(X ) for j∈{1; : : : ; n}. Then A= a(A1× · · ·×
An)∈TC(X ).
Proof. Since the graphs Aj are deterministic and complete, then A1× · · ·×An is also
deterministic and complete, as we observed before. Moreover, this fact implies that
also A must be deterministic and complete. Since the connectedness of A follows
directly from the de/nition, it remains to show that A has no cycles of length greater
than 1, and this /nal detail can be safely omitted.
Given a graph  and a labelling  :→Rat X ∗, we say that  is TC-inevitable if,
for every A∈TC(X ), there exists a labelling % :→X ∗ such that
(i) a%∈ a for every a∈;
(ii) % is consistent.
The connection of this de/nition to our problem is expressed in the next result. In fact,
similar connections hold for other pseudovarieties and adequate classes of graphs, but
we consider here just this particular case.
Lemma 3.5. Suppose that it is decidable; for a labelling  :→Rat X ∗ with  ar-
bitrary (respectively; strongly connected) whether or not  is TC-inevitable. Then R
is hyperdecidable (respectively; SC-hyperdecidable).
Proof. Let ’ :→M be a labelling of a graph  by a monoid M ∈R. Let , :X ∗→M
be a surjective homomorphism with X /nite. Clearly, a’,−1 ∈Rat X ∗ for every a∈.
We show that ’ is R-inevitable if and only if
 :→ Rat X ∗;
a → a’,−1
is TC-inevitable.
Suppose /rst that ’ is R-inevitable. Let A∈TC(X ) and let =(A). By
Lemma 3.2, X ∗∈R. Let
#= {(x,; x); x∈X }∗ / M × (X ∗):
Since ’ is R-inevitable, there exists a consistent labelling ’′ :→X ∗ such that
(a’; a’′)∈ # for every a∈. Let a∈. Then (a’; a’′)= (ua,; ua) for some ua ∈X ∗.
We de/ne % :→X ∗ by a%= ua.
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We have a%,= ua,= a’, therefore a%∈ a’,−1 = a for every a∈. Moreover,
a% =ua = a’
′ implies that the following diagram commutes:
Thus %=’′ is consistent and so  is TC-inevitable.
Conversely, suppose that  is TC-inevitable, and let # /M ×R with R∈R. Without
loss of generality, we can assume that
#= {(x,; rx); x∈X }∗
and R is generated by {rx; x∈X }. Let * :X ∗→R be the surjective homomorphism
de/ned by x*= rx (x∈X ). By Lemma 3.3, *(R)∈TC(X ). Let =(*(R)). Since  
is TC-inevitable, there exists a labelling % :→X ∗ such that a%∈ a for every a∈
and % is consistent. Let ’′= %*.
Since a%∈ a = a’,−1, we have a%,= a’ and so (a’; a’′)= (a%,; a%*)∈ # for every
a∈.
Now we show that Ker ⊆Ker *. Suppose that u; v∈X ∗ are such that u =v.
The word u (respectively v) labels a path in *(R) from the vertex 1 to the vertex u*
(respectively v*). Since u =v, we must have u*= v*. Thus Ker ⊆Ker *.
Since % is consistent, it follows from Ker ⊆Ker * that %*=’′ is consistent.
Hence ’ is R-inevitable.
We have just proved that we can reduce decidability of R-inevitability to decidability
of TC-inevitability. Thus the hypothesis of the lemma implies the hyperdecidability
(respectively, SC-hyperdecidability) of R.
The next result shows how, given a TC-inevitable labelling, one can deal simulta-
neously with /nitely many X -graphs of TC(X ).
Lemma 3.6. Let X be a 7nite set and let A1; : : : ;An ∈TC(X ). If  :→Rat X ∗ is
a TC-inevitable labelling; then there is a labelling % :→X ∗ such that:
(i) a%∈ a for every a∈;
(ii) %(Aj) is consistent for every j∈{1; : : : ; n}.
Proof. By Lemma 3.4, we have A= a(A1 × · · · × An)∈TC(X ). Since  is TC-
inevitable, there is a labelling % :→X ∗ such that
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(1) a%∈ a for every a∈;
(2) %(A) is consistent.
By Lemma 2.1(ii), it follows that %(Aj) is consistent for every j∈{1; : : : ; n}.
The last lemma of this section weakens the conditions for TC-inevitability, stating
that we only need to check consistency on the X -graphs of TC(X ) by comparing paths
out of the initial vertex.
Lemma 3.7. Let  :→Rat X ∗ be a labelling such that; for every A′=(V ′; E′; i′0)∈
TC(X ); there is a labelling % :→X ∗ satisfying
(i) a%∈ a for every a∈;
(ii) i′0 · (e%)(e%)= i′0 · (e!%) (A′) for every e∈E();
then  is TC-inevitable.
Proof. Given A=(V; E; i0)∈TC(X ), let
B= a
(∏
q∈V
a(V; E; q)
)
and let I0 denote the initial vertex of B. By Lemma 3.4, B∈TC(X ). By hypothesis,
there exists % :→X ∗ such that a%∈ a for every a∈ and
I0 · (e%)(e%)= I0 · (e!%) (B)
for every e∈E().
Let q∈V and e∈E(). Since both (e%)(e%) and e!% label paths from I0 to the
same vertex of B, it follows from Lemma 2.1(i) that
q · (e%)(e%)= q · (e!%) (a(V; E; q))
and so
q · (e%)(e%)= q · (e!%) (A):
Thus %(A) is consistent and  is TC-inevitable.
4. TC-inevitability is decidable
We show that TC-inevitability of a labelling  :→Rat X ∗, where  denotes a
strongly connected graph, is decidable using induction on the cardinal of the /nite set
X and standard /nite automata algorithms. We suppose that a labelling  :→Rat X ∗
is TC-inevitable and proceed to derive a whole number of consequences. Subsequently,
these consequences are shown to constitute a set of suNcient conditions for TC-
inevitability. In doing so, we must split our argument into two diOerent cases. However,
the central role is played in both of them by an automaton built from the direct prod-
uct of the minimal automata of the rational languages v (v∈V ()), adjoining new
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edges on an extended alphabet. These new edges will encode all the relevant infor-
mation we can possibly obtain using our induction hypothesis on the cardinality of
the alphabet X . A valuable asset in this process is the concept of ,-factorization, a
canonical decomposition of a word in factors according to their content. Adequate use
of these factorizations allows us to take full advantage of our induction hypothesis.
In the end, decidability of our eOectively constructible set of necessary and suNcient
conditions follows then from standard /nite automata algorithms. As a corollary, SC-
hyperdecidability of R is obtained.
Recall that all graphs are assumed to be strongly connected. The case |X |=0 is of
course trivial.
Lemma 4.1. If X = {x}; TC-inevitability of a labelling  :→Rat X ∗ is decidable.
Proof. We are going to prove that  :→Rat X ∗ is TC-inevitable if and only if one
of the following two conditions holds:
(i) v is in/nite for every v∈V () and e = ∅ for every e∈E();
(ii)
⋂
v∈V () v = ∅ and 1∈
⋂
e∈E() e .
If this is true, our lemma will follow immediately from well-known decidability results
for rational languages [7].
First of all we remark that the elements of TC(X ) are precisely the X -graphs of the
form
with k¿0.
Suppose that (i) holds. Let A∈TC(X ). Then A admits the description in the dia-
gram for some k¿0. We de/ne % :→X ∗ as follows. For every v∈V (), we choose
v%∈ v with |v%|¿k; for every e∈E(), we choose e%∈ e arbitrarily. Let e∈E()
and let j∈{1; : : : ; k}. Then
qj · (e%)(e%)= qk = qj · (e!%)
and so % is consistent. Thus  :→Rat X ∗ is TC-inevitable.
Suppose now that xm ∈⋂v∈V () v and 1∈⋂e∈E() e . Let A∈TC(X ). Then A
admits the description in the diagram for some k¿0. We de/ne % :→X ∗ as follows.
For every v∈V (), we take v%= xm; for every e∈E(), we take e%=1. Let e∈E()
and let j∈{1; : : : ; k}. Then
qj · (e%)(e%)= qmin{k; j+m}= qj · (e!%)
and so % is consistent. Thus  :→Rat X ∗ is TC-inevitable.
Conversely, suppose that  :→Rat X ∗ is TC-inevitable. Of course, e = ∅ for ev-
ery e∈E(). Suppose that v is /nite for some v∈V () and let m= max{n; xn ∈ v }
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+1. Let A∈TC(X ) be as described in the diagram with k =m. Since  :→Rat X ∗ is
TC-inevitable, there exists a labelling % :→X ∗ such that a%∈ a for every a∈ and
% is consistent. Let w; w′ ∈V () with w =w′. Since  is strongly connected, there
exists a /nite sequence e1; : : : ; en in E such that e1=w, en!=w′ and ej!= ej+1 for
every j∈{1; : : : ; n− 1}. Since % is consistent, it follows that
w%e1% : : : en% =w′%:
Suppose that q0 · (w%)= ql. Then q0 · (w′%)= qt for some t¿l. Since w and w′ are
arbitrary, it follows that q0 · (w%)= ql for every w∈V (). Considering the particular
case w= v, it is easy to conclude that l¡m. Since there is a unique path from q0
to ql, it follows that xl =w%∈w for every w∈V (). Hence
⋂
v∈V () v = ∅. Finally,
let e∈E(3). Then
q0 · (e%)(e%)= q0 · (e!%)
and so ql · (e%)= ql. Since l¡m, we must necessarily have 1= e%∈ e and the lemma
is proved.
Given a /nite set X , we denote by P(X ) the set of all subsets of X . Consider-
ing the union operation in P(X ), we can de/ne a surjective monoid homomorphism
4 :X ∗→P(X ) by x4= {x} (x∈X ). In particular, Y4−1 ∈Rat X ∗ for every Y ⊆X . As
usual, we say that u4 is the content of the word u∈X ∗.
Now we /x a labelling  :→Rat X ∗, with |X |¿1, and suppose that the TC-
inevitability of a labelling  ′ :→Rat Y∗ is decidable whenever |Y |¡|X |. We note
that the notation Y ⊂X will be used to mean that Y is a proper subset of X .
We are going to assume /rst that  :→Rat X ∗ is TC-inevitable, and we will derive
from this fact necessary conditions that, in the end, will prove to be also suNcient for
TC-inevitability.
Given A∈TC(X ), we denote by |A| the length of A, that is, the maximum length
of a path with no repeated state in A. For every n¿0, let
TCn(X )= {A∈TC(X ): |A|6n}:
Since all such graphs are deterministic and have no nontrivial cycles, it is easy to see
that TCn(X ) is /nite for every n¿0, and of course
TC(X )=
⋃
n¿0
TCn(X ):
By Lemma 3.6, there exists a sequence of labellings
%n :→X ∗
such that
(A) a%n ∈ a for every a∈;
(B) %n(A) is consistent for every A∈TCn(X ).
In fact, we can just observe that  is TC-inevitable if and only if there exists
a sequence (%n)n of labellings satisfying conditions (A) and (B). Being so, we are
entitled to call such a sequence a solution of  .
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The next two lemmas will play an essential role in everything to follow, and the
relevance of  being strongly connected becomes apparent in the /rst of them.
Lemma 4.2. Let (%n)n be a solution of  :→Rat X ∗ and let A∈TCn(X ). If v; w∈
V (); then v%n =w%n .
Proof. Let e∈E(). Since %n is consistent, we have e%ne%n =e!%n and  strongly
connected implies that the mappings v%n (v∈V ()) are all R-related in X ∗. Since
X ∗∈R by Lemma 3.2, it follows that v%n =w%n for all v; w∈V ().
The following remark follows easily from the de/nitions and the pigeonhole princi-
ple.
Remark 4.3. Let (%n)n be a solution of  :→Rat X ∗.
(i) Every subsequence of (%n)n is also a solution of  .
(ii) If {%n; n¿0}⊆H1 ∪ · · · ∪Hm for some m¿1, then there exists a subsequence
(%kn)n of (%n)n and r ∈{1; : : : ; m} such that %kn ∈Hr for every n¿0.
The next factorization is also a crucial tool in our algorithm. The canonical decom-
position of a word according to the content of its factors will supply the adequate
means to take full advantage of our induction scheme.
Given a word u∈X ∗, we de/ne a ,-factorization
u=(u,1)x1(u,2)x2 : : : (u,n)xn(u')
to be such that
xj ∈X for every j∈{1; : : : ; n};
u,j4=X − {xj} for every j∈{1; : : : ; n};
u'4⊂X:
Using induction, it is easy to see that every word u∈X ∗ has a unique ,-factorization.
If u admits the above ,-factorization, we write |u|, = n. For every v∈V (), let B(v)
denote the minimal automaton of v . We /x
N =
∏
v∈V ()
|V (B(v))|:
Suppose then that (%n)n is a solution of  :→Rat X ∗. Obviously, a = ∅ for every
a∈. We are going to consider two mutually exclusive cases:
(I) |v%n|,¿N for in/nitely many (v; n)∈V ()×N;
(II) |v%n|,¿N for only /nitely many (v; n)∈V ()×N.
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These two cases correspond basically to the ones considered in Lemma 4:1. In
particular, the labels of the edges of  in Case I are practically irrelevant. In both
cases, Remark 4.3 is systematically used to produce stronger assumptions on the nature
of the solution (%n)n.
Case I: Suppose then that |v%n|,¿N for in/nitely many (v; n)∈V ()× IN. Since
V () is /nite, taking a subsequence of (%n)n if necessary, we can assume by
Remark 4.3 that
(C) there exists w∈V () such that |w%n|,¿N for every n¿0.
Fixing n¿0, we can write
w%n =(w%n,1)x1(w%n,2)x2 : : : (w%n,N )xN (w%n'′)
for some xj ∈X and w%n'′ ∈X ∗.
Lemma 4.4. If n¿N and v∈V (); then
v%n =(v%n,1)x1(v%n,2)x2 : : : (v%n,N )xN (v%n'′)
for some v%n'′ ∈X ∗.
Proof. Suppose that v%n =(v%n,1)x1 : : : (v%n,j−1)xj−1z for some j∈{1; : : : ; N} and
z ∈X ∗. Suppose /rst that |z|, =0. Then there exists some y∈X − (z4). Let A∈
TCN (X ) be described by
Then q0 · (w%n)= qj = qj−1 = q0 · (v%n) and so w%n =v%n , contradicting Lemma 4.2.
Hence |z|,¿1 and we can write
v%n =(v%n,1)x1 : : : (v%n,j−1)xj−1 : : : (v%n,j)x′jz
′
for some x′j ∈X and z′ ∈X ∗. Suppose that x′j = xj, and let A∈TCN (X ) be described
by
Since xj =∈w%n,j4 and x′j ∈w%n,j4, we have q0 · (w%n)= q′j. On the other hand, x′j =∈ v%n
,j4 and xj ∈ v%n,j4 yield q0 · (v%n)= qj and so w%n =v%n , contradicting Lemma 4.2.
Therefore x′j = xj and the lemma follows by induction.
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Since XN is /nite, taking a subsequence of (%n)n if necessary, we can now assume
by Remark 4.3 that there exist some /xed x1; : : : ; xN ∈X such that
(D) for all v∈V () and n¿0,
v%n =(v%n,1)x1(v%n,2)x2 : : : (v%n,N )xN (v%n'′)
with v%n'′ ∈X ∗.
Let v∈V (). Since B(v) is /nite, we can use again Remark 4.3 to assume that
there exist p(1)v ; q
(1)
v ; : : : ; p
(N )
v ; q
(N )
v ; p
(N+1)
v ∈V (B(v)) such that
p(1)v is the initial vertex of B(v);
∀n¿0 v%n,j ∈L(B(v)p( j)v ; q( j)v );
(q( j)v ; xj; p
( j+1)
v )∈E(B(v))
for every j∈{1; : : : ; N}. Considering successively all the other vertices of , and writ-
ing
8=
∏
v∈V ()
(V (B(v))×V (B(v)));
we can assume the following:
(E) For every j∈{1; : : : ; N}, there exists
9j =((p( j)v ; q
( j)
v ))v∈ V () ∈8
and (p(N+1)v )v∈ V () ∈
∏
v∈V () V (B(v)) such that
p(1)v is the initial vertex of B(v);
∀n¿0 v%n,j ∈L(B(v)p( j)v ; q( j)v );
(q( j)v ; xj; p
( j+1)
v )∈E(B(v))
for all v∈V () and j∈{1; : : : ; N}.
Let P′(X ) denote the set of all proper nonempty subsets of X . For each (9; Y )∈8×
P′(X ), with 9=((pv; qv))v∈ V (), let
 (9; Y ) :→Rat Y∗
denote the labelling de/ned by
v (9; Y ) =L(B(v)pv; qv)∩ (Y4−1) (v∈V ());
e (9; Y ) = {1} (e∈E()):
Lemma 4.5. For every j∈{1; : : : ; N}; the labelling  (9j ; X−{xj}) is TC-inevitable.
Proof. Let j∈{1; : : : ; N} and let A=(V; E; i0)∈TCn(X − {xj}). By Lemma 3.7, we
only need to show that there exists a labelling :j :→ (X − {xj})∗ such that
(i) v:j ∈ v (9j ; X−{xj}) for every v∈V ();
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(ii) e:j =1 for every e∈E();
(iii) i0 · (v:j)= i0 · (w:j) (A) for all v; w∈V ().
Let A′ be the X -graph described by
We identify qj−1 with i0, and we assume that A and A′ have no other common vertex.
Further, we consider new vertices q′′ (q∈V ), distinct from any vertex in A or A′,
such that p′′ = q′′ whenever p = q (p; q∈V ). We de/ne A′′=(V ′′; E′′; q0)∈TCn+j(X )
by
V ′′ = V ∪V ′ ∪ {q′′; q∈V};
E′′ = E ∪E′ ∪{(q; xj; q′′); q∈V}∪ {(q′′; x; q′′); q∈V; x∈X }:
The X -graph A′′ is deterministic since no edge is labelled by xj in A, and one veri/es
that A′′ is also complete. We de/ne :j :→ (X − {xj})∗ by
v:j = v%n+j,j
for v∈V () and e:j =1 for e∈E(). It follows easily from (E) and the de/nitions
that v:j ∈ v (9j ; X−{xj}) for every v∈V (). On the other hand, (D) yields
v%n+j =(v%n+j,1)x1(v%n+j,2)x2 : : : (v%n+j,N )xN (v%n+j'′)
for every v∈V (). Let v; w∈V (). Since A′′ ∈TCn+j(X ), we have q0 · (v%n+j)= q0 ·
(w%n+j) (A′′) by Lemma 4.2. Since
∀z ∈V () q0 · ((z%n+j,1)x1 : : : (z%n+j,j−1)xj−1)= i0 (A′′);
it follows that
i0 · ((v:j)xj(v%n+j,j+1)xj+1 : : : (v%n+j,N )xN (v%n+j'′))
= i0 · ((w:j)xj(w%n+j,j+1)xj+1 : : : (w%n+j,N )xN (w%n+j'′)) (A′′):
Suppose that i0 · (v:j)=p (A′′). Since xj =∈ v:j4, we must have p∈V ; moreover, p · xj
=p′′ (A′′) yields
i0 · ((v:j)xj(v%n+j,j+1)xj+1 : : : (v%n+j,N )xN (v%n+j'′))=p′′ (A′′):
Similarly, i0 · (w:j)= q (A′′) yields
i0 · ((w:j)xj(w%n+j,j+1)xj+1 : : : (w%n+j,N )xN (w%n+j'′))= q′′ (A′′)
and so p= q necessarily. Thus i0 · (v:j)= i0 · (w:j) (A′′) and so i0 · (v:j)= i0 · (w:j)
(A) for all v; w∈V ().
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Finally, we de/ne an automaton which can adequately encode all the information
that we gathered so far. Let
X =X ∪ (8×P′(X )):
We describe an X -automaton C obtained from the X -automaton B=
∏
v∈V ()B(v) by
adjunction of extra edges as follows. For each (9; Y )∈8×P′(X ), with 9=
((pv; qv))v∈V (), we add an edge
((pv)v∈V (); (9; Y ); (qv)v∈V ())
to B if  (9;Y ) is TC-inevitable. Since the TC-inevitability of the labellings  (9;Y ) is
decidable by the induction hypothesis, C is an eOectively constructible X -automaton.
Note that N = |V (C)|.
Corollary 4.6. There exists a path labelled
(91; X − {x1})x1(92; X − {x2})x2 : : : (9N ; X − {xN})xN
out of the initial vertex of C.
Proof. It follows from the preceding lemma and (E) that there exists a path
(p(1)v )v∈V ()
(91 ; X−{x1})−−−−−−→(q(1)v )v∈V () x1−→(p(2)v )v∈V () · · ·
· · · (9N ;X−{xN})−−−−−−−→(q(N )v )v∈V () xN−→(p(N+1)v )v∈V ()
out of the initial vertex of C.
Case II: Suppose now that |v%n|,¿N for only /nitely many (v; n)∈V ()× IN. Let t
denote the greatest integer k such that |v%n|, = k for in/nitely many (v; n)∈V ()× IN.
Of course, t ∈{0; : : : ; N − 1}. Using repeatedly Remark 4.3, we can proceed similarly
to case (I) and assume successively that
(F) there exists w∈V () such that |w%n|, = t for every n¿0;
(G) there exist x1; : : : ; xt ∈X such that, for all v∈V () and n¿0,
v%n =(v%n,1)x1(v%n,2)x2 : : : (v%n,t)xt(v%n'):
Note that this time, the content of the last factor v%n' is strictly contained in X .
(H) For every j∈{1; : : : ; t + 1}, there exists
9j =((p( j)v ; q
( j)
v ))v∈V () ∈8
such that, for all v∈V (); n¿0 and j∈{1; : : : ; t}:
p(1)v is the initial vertex of B(v);
v%n,j ∈L(B(v)p( j)v ; q( j)v );
(q( j)v ; xj; p
(j+1)
v )∈E(B(v));
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v%n'∈L(B(v)p(t+1)v ; q(t+1)v );
q(t+1)v is a /nal vertex of B(v):
Moreover, we can assume that
(J) for every v∈V (), there exists Yv⊂X such that v%n'4=Yv for every n¿0.
Suppose that y∈Yv − Yw. Consider A∈TCt+1(X ) described by
Then q0v%t+1 = qt+1 = qt = q0w%t+1 , a contradiction. Therefore we can assume that
(K) there exists Y ⊂X such that v%n'4=Y for all v∈V () and n¿0.
Similarly to case (I), we can now show that
(91; X − {x1})x1(92; X − {x2})x2 · · · (9t ; X − {xt})xt(9t+1; Y )∈L(C):
Let  ′ :→Rat Y∗ be de/ned by v ′= v (9t+1 ;Y ) (v∈V ()) and e ′= e ∩Y∗
(e∈E()).
Lemma 4.7.  ′ is TC-inevitable.
Proof. Let A=(V; E; i0)∈TCn(Y ). By Lemma 3.7, we only need to show that there
exists a labelling % :→Y∗ such that
(i) v%∈ v (9t+1 ;Y ) for every v∈V ();
(ii) e%∈ e ∩ Y∗ for every e∈E();
(iii) i0 · (e%)(e%)= i0 · (e!%) (A) for every e∈E();
Let A′ be the X -graph described by
We identify qt with i0, and we assume that A and A′ have no other common vertex.
Further, we consider new vertices q′′ (q∈V ), distinct from any vertex inA orA′, such
that p′′ = q′′ whenever p = q (p; q∈V ). We de/ne A′′=(V ′′; E′′; q0)∈TCn+t+1(X ) by
V ′′=V ∪V ′ ∪{q′′; q∈V};
E′′=E ∪E′ ∪{(q; z; q′′); q∈V; z ∈X − Y}∪ {(q′′; x; q′′); q∈V; x∈X }:
It is easy to check that A′′ is deterministic, complete, and has only trivial cycles. We
de/ne % :→Y∗ by
v%= v%n+t+1' (v∈V ());
e%= e%n+t+1 (e∈E()):
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It follows easily from (H), (K) and the de/nitions that v%∈ v (9t+1 ;Y ) for every v∈V ().
Now let e∈E(). Since (%k)k is a solution of  ; e%∈ e . On the other hand, we have
q0 · (e%n+t+1)(e%n+t+1)= q0 · (e!%n+t+1) (A′′):
Since
|e%n+t+1|, = |e!%n+t+1|, = t
and
e%n+t+1'4= e!%n+t+1'4=Y;
it follows that in A′′ we have q0 · (e%n+t+1); q0 · (e!%n+t+1)∈V and so
e%= e%n+t+1 ∈Y∗:
Thus e%∈ e ∩ Y∗= e ′ as required.
Finally,
q0 · (e%n+t+1)(e%n+t+1)= q0 · (e!%n+t+1) (A′′)
yields
i0 · (e%n+t+1')(e%n+t+1)= i0 · (e!%n+t+1') (A′′);
that is, i0 · (e%)(e%)= i0 · (e!%) (A′′). Since e%; e%; e!%∈Y∗, this implies the equal-
ity i0 · (e%)(e%)= i0 · (e!%) (A). Thus  ′ is TC-inevitable.
Now, we show that the necessary conditions so far obtained are in fact suNcient
conditions for  to be TC-inevitable.
Given A=(V; E; i0)∈TC(X ), Y ⊂X and p∈V (A), we denote by A(p; Y ) the ac-
cessible part of the Y -graph (V; E ∩ (V ×Y ×V ); p). It is clear that A(p; Y )∈TC(Y ).
Lemma 4.8. Suppose that there exists a path labelled
(91; X − {x1})x1(92; X − {x2})x2 : : : (9N ; X − {xN})xN
out of the initial vertex of C; and e = ∅ for every e∈E(). Then  :→Rat X ∗ is
TC-inevitable.
Proof. Let A∈TCn(X ). Since N = |V (C)|, there exist j; k ∈{1; : : : ; N} with j6k such
that there is a path out of the initial vertex of C labelled
(91; X − {x1})x1 : : : (9j−1; X − {xj−1})xj−1
followed by a loop labelled
(9j; X − {xj})xj : : : (9k ; X − {xk})xk :
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Therefore there exists a path labelled
(91; X − {x1})x1(92; X − {x2})x2 : : : (9n; X − {xn})xn
out of the initial vertex of C. Let j∈{1; : : : ; n} and suppose that 9j =((p( j)v ; q( j)v ))v∈V ().
Consider the (/nite) family of graphs of the form A(p; X−{xj}), (p∈V (A)). By
hypothesis, the labelling  (9j ; X−{xj}) is TC-inevitable. By Lemma 3.6, there is a map-
ping :j :→ (X − {xj})∗ such that
(1) v:j ∈ v (9j ; X−{xj}) for every v∈V ();
(2) e:j =1 for every e∈E();
(3) (A(p;X−{xj}))v:j =
(A(p;X−{xj}))
w:j for all v; w∈V () and p∈V (A).
Let v∈V (). Since the automaton B(v) is trim, every path in B(v) can be prolonged
to reach a /nal vertex. Since (v:1)x1 : : : (v:n)xn labels a path in B(v) out of the initial
vertex, we can de/ne
v%=(v:1)x1 : : : (v:n)xnuv ∈L(B(v))= v 
for some uv ∈X ∗. For each e∈E(), since e = ∅, let e%∈ e be arbitrary.
Suppose that e∈E() with v= e and w= e!. By Lemma 3.7, we only need to
show that
i0 · (v%)(e%)= i0 · (w%) (A);
that is,
i0 · (v:1)x1 : : : (v:n)xnuv(e%′)= i0 · (w:1)x1 : : : (w:n)xnuw (A):
Using successively (3) and the fact that q · (v:i) coincides in A and A(q; X − {xi}),
we conclude that
i0 · (v:1)x1 : : : (v:n)xn = q= i0 · (w:1)x1 : : : (w:n)xn (A)
for some q∈V (A).
Given a vertex p∈V (A) and a∈X4−1, one of the following situations must nec-
essarily occur:
(4) p · a =p(A);
(5) (p; x; p)∈E(A) for every x∈X and so p · b=p(A) for every b∈X ∗.
Since (v:jxj)4=X for every j∈{1; : : : ; n} andA∈TCn(X ), we must have q= q · z (A)
for every z ∈X ∗, and so  :→Rat X ∗ is TC-inevitable.
Lemma 4.9. Suppose that there exist t¡N; x1; : : : ; xt ∈X; Y ⊂X and 91; : : : ; 9t+1 ∈8
such that
(i) (91; X − {x1})x1(92; X − {x2})x2 : : : (9t ; X − {xt})xt(9t+1; Y )∈L(C);
(ii)  ′ :→Rat Y∗ de7ned by v ′= v (9t+1 ;Y ) (v∈V ()) and e ′= e ∩Y∗ (e∈E())
is TC-inevitable.
Then  :→Rat X ∗ is TC-inevitable.
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Proof. Let A∈TC(X ) and suppose that 9j =((p( j)v ; q( j)v ))v∈V () for every j∈{1; : : : ;
t +1}. Let j∈{1; : : : ; t}. Consider the (/nite) family of graphs of the form A(p; X −
{xj}), (p∈V (A)). By construction of C, the labelling  (9j ; X−{xj}) is TC-inevitable.
By Lemma 3.6, there is a mapping :j :→ (X − {xj})∗ such that
(1) v:j ∈ v (9j ; X−{xj}) for every v∈V ();
(2) e:j =1 for every e∈E();
(3) (A(p;X−{xj}))v:j =
(A(p;X−{xj}))
w:j for all v; w∈V () and p∈V (A).
For each v∈V (), let
uv =(v:1)x1(v:2)x2 : : : (v:t)xt :
Again by Lemma 3.6, and since  ′ :→Rat Y∗ is TC-inevitable, there exists a la-
belling %′ :→Y∗ such that
(4) v%′ ∈ v (9t+1 ;Y ) for every v∈V ();
(5) e%′ ∈ e ∩ Y∗ for every e∈E();
(6) %′(A(p;Y )) is consistent for every p∈V (A).
Finally, we de/ne a labelling % :→X ∗ by v%= uv(v%′) (v∈V ()) and e%= e%′
(e∈E()).
Let v∈V (). Then
v%= uv(v%′)= (v:1)x1(v:2)x2 : : : (v:t)xt(v%′)
∈ (v (91 ;X−{x1}))x1 : : : (v (9t ;X−{xt}))xt(v (9t+1 ;Y ))
⊆ L(B(v)p(1)v ; q(1)v )x1 : : : L(B(v)p(t)v ; q(t)v )xtL(B(v)p(t+1)v ; q(t+1)v )
⊆ L(B(v))= v :
If e∈E(), then e%= e%′ ∈ e by (5).
Suppose that e∈E() with v= e and w= e!. By Lemma 3.7, we only need to
show that
i0 · (v%)(e%)= i0 · (w%) (A);
that is,
i0 · (v:1)x1 : : : (v:t)xt(v%′)(e%′)= i0 · (w:1)x1 : : : (w:t)xt(w%′)(A):
Using successively (3) and the fact that q · (v:i) coincides in A and A(q; X − {xi}),
we conclude that
i0 · (v:1)x1 : : : (v:t)xt = q= i0 · (w:1)x1 : : : (w:t)xt(A)
for some q∈V (A). By (6), we have q · (v%′)(e%′)= q · (w%′) (A) and so  :→
Rat X ∗ is TC-inevitable.
From all our previous lemmas we can now deduce:
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Theorem 4.10. The labelling  :→Rat X ∗ is TC-inevitable if and only if one of
the following conditions holds:
(i) for some x1; : : : ; xN ∈X and 91; : : : ; 9N ∈8; there exists a path labelled (91; X −
{x1})x1(92; X − {x2})x2 : : : (9N ; X − {xN})xN out of the initial vertex of C; and
e = ∅ for every e∈E().
(ii) there exist t¡N; x1; : : : ; xt ∈X; Y ⊂X and 91; : : : ; 9t+1 ∈8 such that:
(a) (91; X − {x1})x1(92; X − {x2})x2 : : : (9t ; X − {xt})xt(9t+1; Y )∈L(C);
(b)  ′ :→Rat Y∗ de7ned by v ′= v (9t+1 ;Y ) (v∈V ()) and e ′= e ∩ Y∗
(e∈E()) is TC-inevitable.
Since all the paths in C involved in the algorithm have bounded length, it is decidable
whether or not any one of these conditions is satis/ed, and so it is decidable whether
or not  :→Rat X ∗ is TC-inevitable. It follows by induction that:
Corollary 4.11. It is decidable whether or not an arbitrary labelling  :→Rat X ∗
is TC-inevitable.
Therefore, by Lemma 3.5:
Corollary 4.12. R is SC-hyperdecidable.
5. Applications
In this /nal section we brieQy mention some applications of the SC-hyperdecidability
of R. We remark that these results are also valid for the corresponding semigroup
pseudovarieties, after the necessary adaptations.
Our inductive procedure in Section 4 makes handwritten computations very diNcult
for any monoids which are not monogenic, but we may use Lemma 4:1 to provide the
following example.
Example 5.1. Every nonempty subset of a /nite cyclic group is R-point-like.
In fact, let Cn = {0; : : : ; n− 1} denote a cyclic group of order n and let ∅ =P⊆Cn.
let (Cn)I be obtained from Cn by adjoining the new identity ”. Let X = {x} and let
, :X ∗→ (Cn)I be de/ned by x,=1. By Lemma 2.3 and the proof of Lemma 3.5, P
is R-point-like if and only if the labelling  :P →Rat X ∗ de/ned by p = xp(xn)∗
and (p; q) = ” is TC-inevitable (recall the de/nition of P in Section 2). Since p is
in/nite for every p∈P=V (P) and (p; q) = ∅ for every (p; q)∈P×P=E(P), we
may conclude from the proof of Lemma 4:1 that P is R-point-like.
Next, we extract more general consequences.
Corollary 5.2. L is strongly decidable.
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Proof. By Lemma 2.3 and Corollary 4.12, R is strongly decidable. Since L=R', it
follows from Lemma 2.2 that L is strongly decidable.
However, since (SC-)hyperdecidability is not apparently a self-dual notion, the results
in this paper do not immediately yield SC-hyperdecidability of L, which we leave here
as an open problem.
A pseudovariety V of monoids is said to be order-computable if all /nitely generated
free monoids over V are /nite and there is an algorithm to compute them. It is easy
to see that every order-computable pseudovariety is hyperdecidable (cf. [2]) and it
is well known that every pseudovariety generated by a given /nite monoid is order-
computable. An important example of an order-computable pseudovariety which is not
generated by any monoid is the pseudovariety B of all /nite band monoids.
It turns out that, if V is an hyperdecidable (respectively SC-hyperdecidable, strongly
decidable) pseudovariety and W is an order-computable pseudovariety, then V ∨W
[2, 11] and V∗W [3] are again hyperdecidable (respectively SC-hyperdecidable, strongly
decidable). Combining these results, one obtains, for instance, that R∨B; R ∗B; (R∨
B) ∗ B are all SC-hyperdecidable.
Several decidability applications concerning semidirect products can also be drawn
from [2]. For example, Com ∗ R ∗ B and J ∗ (R ∨ B) are decidable pseudovarieties
where Com and J denote, respectively, the pseudovariety of all /nite commutative and
J-trivial monoids. For pseudovarieties of the form V ∗ R, we actually /nd no new
applications since it had already been observed in [4] that V ∗ J=V ∗ R for every
nontrivial pseudovariety V of monoids and J is known to be hyperdecidable [5].
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