Abstract-This paper presents an algorithm which extends the rapidly-exploring random tree (RRT) framework to deal with change of the task environments. This algorithm called the Retrieval RRT Strategy (RRS) combines a support vector machine (SVM) and RRT and plans the robot motion in the presence of the change of the surrounding environment. This algorithm consists of two levels. At the first level, the SVM is built and selects a proper path from the bank of RRTs for a given environment. At the second level, a real path is planned by the RRT planners for the given environment. The suggested method is applied to the control of KUKA™, a commercial 6 DOF robot manipulator, and its feasibility and efficiency are demonstrated via the cosimulatation of MatLab™ and RecurDyn™.
many fields such as robotics, assembly analysis, virtual prototyping, pharmaceutical drug design, manufacturing, and computer animation.
In the suggested method, two levels are combined and the algorithm is named as the RRS. When the environment is new, the RRS generates a new RRT. But if not, the SVM level retrieves a path from the bank of RRTs instead of generating a new one. The binary hierarchical tree-one against all (BHT-OAA) strategy [5] is used in the SVM level to select the proper RRT.
The rest of the paper is organized as follows: A brief review of the RRT and the SVM is given in Section 2. In Section 3, the SVM level based on the BHT-OAA strategy is presented and the RRS algorithm is proposed. In Section 4, the comsimulation environment composed of MatLab™ and RecurDyn™ is set up and the suggested method is applied to the control Kuka robot, a commercial 6 DOF robot manipulator. In Section 5, some conclusions are drawn.
II. PRELIMINARIES: RAPIDLY-EXPLORING RANDOM TREE AND SUPPORT VECTOR MACHINE

A. RRT Algorithm
The RRT is a popular path planning algorithm and has been used in many applications such as robotics, assembly analysis, virtual prototyping, pharmaceutical drug design, manufacturing, and computer animation. The main idea is that in the state space, sampling points are made toward unexplored region and then the tree is constructed toward a sampling point that is a new vertex without collisions. Therefore the RRT finds a proper path for robot manipulator. This algorithm constructs a path through several steps. In each step, a simple iteration is performed to extend the tree by adding a new vertex toward a randomly selected state. Fig. 1 shows the basic RRT construction algorithm. In the first step, the sample vertices are constructed randomly around the tree. In the second step, the nearest vertex is chosen and then the tree is extended to the vertex. The extension can have three possible results. The first one is "Reached" and it means that the tree reaches the vertex succssfully. The second one is "Advanced" and it means that the tree fails in reaching the chosen vertex and the tree needs more vertices to reach the nearest vertex. The last one is "Trapped" and it means that the tree cannot reach it within the margin or the tree makes a collision. For many problems, the RRT can be performed quickly using incremental distance computation algorithms. Fig. 1 The basic RRT construction algorithm [8] B. SVM The SVM is a popular supervised learning algorithm for pattern classification and nonlinear regression. The basic idea of SVM is to maximize the margin of the separating hyperplane in the input space. Training samples have the binary labels, +1 or -1. The SVM finds the optimal hyperplane which separate the two groups of samples by maximizing the margin of the hyperplane. The QP optimization is employed to find the optimal parameters of the hyperplane.
Originally, the optimal hyperplane is a linear classifier. But, for nonlinear classification, the nonlinear kernel trick can be used as in [5] . Therefore the maximum margin hyperplane can be applied to the feature space whose dimension is higher than that of the input space. Several nonlinear functions can be used as a kernel function and a radial basis function (RBF) is certainly among them. In the RBF, the activation decreases monotonically with a distance from a central point as shown in Fig. 2 . 
III. RETRIEVAL RRT STRATEGY
A. Binary Hierarchical Tree -One against All
The RRS is composed of two levels. At the first SVM level, we employ the binary hierarchical tree-one against all (BHT-OAA) strategy [5] to implement the multiclass classification. Fig. 3 represents the architecture of the BHT-OAA strategy. The BHT-OAA strategy is summarized as follows: RRS extends the RRT framework to deal with the change of the task environment.
The suggested method is composed of two levels. At the first level, BHT-OAA equipped with the SVM is employed to select a proper RRT. At the second level, the selected RRT is applied to the control of a robot or a new RRT is generated. Initially, an RRT is generated for a given environment and saved in the RRT bank. If another task is given and its environment is similar to one of the stored environments, the SVM level selects a proper RRT according to the BHT-OAA rule and the proper RRT is retrieved from the bank of RRTs. The role of the SVM level is to build the separating nonlinear hyperplane in the space of environment space, thereby classifying the environment parameters for each RRT.
As more environments are stored in the RRT banks, the suggested method accomplishes the given task without generating the new RRT. The pseudo code of the RRS is given as follows. In this section, we apply the suggested scheme to the control of a Kuka manipulator. The Kuka manipulator is a popular 6 DOF commercial robot developed by the KUKA Robot Group [10] .
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A. Cosimulation Set Up
In this simulation, we set up the cosimulation environment to implement the suggested the RRS in the control of the Kuka. For cosimulation, the RecurDyn™ model of the Kuka robot is embedded in the closed loop of the Simulink as shown in Fig.  4 and the parameters of the Kuka model in RecurDyn™ are used in the MatLab Robotics Toolbox [13] , thereby guaranteeing that both RecurDyn™ and MatLab™ models produce the same robot motion. 
B. Consideration of RRS
The scenario considered in this paper is that a robot manipulator moves four boxes on the table to a nearby shelf. For simplicity, we use the size of boxes the robot move as the environment parameters in this example. Two paths for the small and big boxes are constructed by the RRT and stored in the RRT bank. Then, the robot manipulator tries to move a medium box on the table to the shelf. The RRS retrieves a proper path from the bank of RRTs, accomplishes the task and renewes the BHT-OAA. The robot tries to move a new box again but the fourth box is very big. The RRS fails in accomplishing the give task and generate a new path by RRT. 
