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Abstract. For any complex parameters a, b, W(a, b) is the Lie algebra with basis {Li,Wi | i ∈ Z}
and relations [Li, Lj ] = (j − i)Li+j , [Li,Wj ] = (a + j + bi)Wi+j , [Wi,Wj ] = 0. In this paper,
indecomposable modules of the intermediate series over W(a, b) are classified. It is also proved
that an irreducible Harish-Chandra W(a, b)-module is either a highest/lowest weight module or a
uniformly bounded module. Furthermore, if a /∈ Q, an irreducible weight W(a, b)-module is simply
a V ir-module with trivial actions of Wk’s.
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1 Introduction
For any fixed complex numbers a, b, there exists a Lie algebra with basis {Li,Wi | i ∈ Z} and
Lie brackets
[Li, Lj ] = (j − i)Li+j , [Li,Wj] = (a + j + bi)Wi+j , [Wi,Wj] = 0. (1.1)
This Lie algebra, known as the algebra W(a, b), is in fact the semi-direct product Vir⋉A′a,b
of V ir by A′a.b, where Vir = span{Li | i ∈ Z} is the well-known centerless Virasoro algebra
(or Witt algebra), and A′a,b is a module of the intermediate series defined in (2.2) (which is
regarded as an abelian Lie algebra). Thus, from the definition, one immediately sees that
this Lie algebra is closely related to the Virasoro algebra and its modules. Due to their
extreme importance in mathematics and physics, representations of the Virasoro algebra (or
higher rank Virasoro algebras, e.g., [10, 11]) have been widely studied in the mathematical
and physical literatures. For instance, a classification of modules of the immediate series
over the Virasoro algebra was given in [3], unitarizable modules and uniformly bounded
modules with composition factors at most two were considered respectively in [1, 2], and a
classification of Harish-Chandra modules over the Virasoro algebra was presented in [8] (see
also, [1, 9]).
In order to investigate a classification of vertex operator algebras generated by weight 2
vectors, the W -algebra W (2, 2), which is a special case of W(a, b) with a = 0, b = −1, was
first introduced and studied in [14]. Later on, a classification of Harish-Chandra modules
over W (2, 2) was considered in [6]. Furthermore, the well-known twisted Heisenbeg-Virasoro
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algebra (without some central elements), whose irreducible Harish-Chandra modules were
classified in [7], is also a special case of W(a, b) with a = b = 0. Thus, W(a, b) generalizes
many meaningful algebras, and it is very natural and desirable to consider representations
of W(a, b).
Definition 1.1. A W(a, b)-module V is called
• a weight module if it admits a weight space decomposition V = ⊕λ∈CVλ (λ is called a
weight of V in case Vλ 6= 0), where
Vλ = {vλ |L0vλ = λvλ} for λ ∈ C; (1.2)
• a highest (resp., lowest ) weight module with highest (resp., lowest) weight Λ if there
exists Λ ∈ C such that V is generated by VΛ, and Vλ = 0 for all λ ∈ C with λ− Λ ∈
Z+\{0} (resp., Λ− λ ∈ Z+\{0});
• a Harish-Chandra module if it is a weight module with dimVλ <∞ for all λ ∈ C;
• a uniformly bounded module if it is a Harish-Chandra module such that there exists
some N > 0 with dimVλ ≤ N for all λ ∈ C;
• a module of the intermediate series if V is a uniformly bounded module such that
dimVλ ≤ 1 for all λ ∈ C.
The aim of the present paper is to give a classification of (not only irreducible but also)
indecomposable modules of the intermediate series overW(a, b) and give some description of
irreducible weight W(a, b)-modules. Our next goal is to give a classification of all irreducible
Harish-Chandra W(a, b)-modules in some due time. The main techniques used in this paper
are developed from that used in determining representations of higher rank Virasoro algebras
[10,11]. Similar techniques have been also used in determining representations of Block type
Lie algebras and Schro¨dinger-Virasoro algebras [4,13]. We would like to emphasis here that,
as we shall see later on, due to the crucial fact that the parameter a is not necessarily
an integer, modules of the intermediate series over W(a, b) may have a rather complicated
structure, which is very different from that of the Virasoro algebra, whose indecomposable
modules of the intermediate series are only slightly different than irreducible modules of the
intermediate series.
Note that some special cases of W(a, b) naturally appear as subalgebras of many inter-
esting infinite-dimensional graded Lie (super)algebras, e.g., the W -infinity algebra W1+∞,
some Block type Lie algebras, N = 2 super-Virasoro algebras, Schro¨dinger-Virasoro alge-
bras [4, 5, 12, 13], etc. Just as results on representations of the Virasoro algebra are widely
used in classifications of representations of Lie (super)algebras which contain the Virasoro
algebra as a subalgebra, one can expect that results on representations of W(a, b) may be
used in that of Lie (super)algebras which contain some W(a, b) as a subalgebra (this is also
one of our motivations in presenting the results below). However, in order to be able to apply
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our results to representations of Lie (super)algebras which contain W(a, b) as a subalgebra,
it seems to be necessary to have a classification of (not only irreducible but also) indecom-
posableW(a, b)-modules of the intermediate series. This is why we consider indecomposable
rather than irreducible modules here.
Our first main result in this paper is to give the following classification of indecomposable
W(a, b)-modules of the intermediate series. Here and below, we always assume b 6= 0 since
W(a, 0) ∼= W(a, 1) (cf. (3.1)) if a /∈ Z, and in case a ∈ Z, W(a, 0) ∼= W(0, 0) is simply
the twisted Heisenbeg-Virasoro algebra, whose indecomposable modules of the intermediate
series were considered in [7].
Theorem 1.2. Let V be an indecomposableW(a, b)-module of the intermediate series. Then
we have one of the following:
(1) V is aV ir-module of the intermediate series (cf. (2.1)–(2.4))with trivial actions of Wk’s.
(2) a /∈ Z, b 6= 0, 1, and V is a sub-quotient of
A(λ, µ), B(λ, µ), A1(γ), A2(γ), A3(γ), B1(γ), B2(γ) or B3(γ), (1.3)
defined in (3.2)–(3.9) for some λ, µ ∈ C, γ ∈ C ∪ {∞} (cf. Convention 2.1).
(3) a /∈ Z, b = 1, and V is a sub-quotient of a module in (1.3) or a sub-quotient of
A˜(λ, µ), B˜(λ, µ), A˜1(γ), A˜2(γ), A˜3(γ), B˜1(γ), B˜2(γ), B˜3(γ) or A(λ, µ), (1.4)
defined in (3.10)–(3.17) and (6.4) for some λ, µ ∈ C, γ ∈ C ∪ {∞}. Furthermore,
A(λ, µ) can occur only when a ∈ Q.
(4) a ∈ Z, b = 1, and V is a quotient of A(λ, µ, c) for some λ, µ, c ∈ C, which has basis
{vm |m ∈ Z} with actions defined by
A(λ, µ, c) : Lkvm = (λ+m+ µk)vk+m, Wkvm = δk+a, 0cvm+k+a. (1.5)
The second main result is the following description of irreducible weightW(a, b)-modules.
Theorem 1.3. (1) Any irreducible Harish-Chandra W(a, b)-module is either a uniformly
bounded module or a highest/lowest weight module.
(2) Let V be an irreducible W(a, b)-module of the intermediate series. Then we have one
of the following:
(i) V is a V ir-module with trivial actions of Wk’s;
(ii) a∈Q\Z, b=1, and V is a quotient of A(λ, µ) defined in (6.4) for some λ, µ∈C;
(iii) a∈Z, and V is a quotient of A(λ,µ,c) defined in (1.5) for some λ, µ, c∈Cwith c 6=0.
(3) If a /∈ Q, then an irreducible weight W(a, b)-module (not necessarily a Harish-Chandra
module) is simply a V ir-module with trivial action of Wk’s.
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The paper is arranged as follows. After presenting some notations, definitions and prelim-
inary results in Section 2, we first list all possible maximal indecomposable W(a, b)-modules
of the intermediate series with condition a /∈ Q in Section 3. Then we give a proof of Theo-
rem 1.2 in Sections 4 and 5 for the case a /∈ Q, and in Section 6 for the cases a ∈ Q\Z and
a ∈ Z respectively. Finally, we give a proof of Theorem 1.3 in Section 7.
Throughout the paper, we denote by Z, Z+, Q and C the sets of integers, nonnegative
integers, rational numbers and complex numbers respectively.
2 Preliminaries
From (1.1), one immediately sees that
V ir = span{Li | i ∈ Z}, (2.1)
is the well-known centerless Virasoro algebra. An indecomposable V ir-module of the inter-
mediate series [3] must be one of A′λ,µ, A
′(γ), B′(γ), λ, µ ∈ C, γ ∈ C ∪ {∞} (we add the
prime to the notations in order to avoid the confusion with W(a, b)-modules to be intro-
duced later), or one of their quotient submodules, where A′λ,µ, A
′(γ), B′(γ) all have a basis
{vn |n ∈ Z} such that
A′λ,µ : Livj = (λ+ j + µi)vi+j, (2.2)
A′(γ) : Liv0 = i(i+ γ)vi, Livj = (i+ j)vi+j for j 6= 0, (2.3)
B′(γ) : Liv−i = −i(i + γ)v0, Livj = jvi+j for j 6= −i. (2.4)
Here and below, for convenience, we use the following:
Convention 2.1. If γ = ∞, we always regard i + γ as 1. Thus in fact A′(∞) = A′0,1 and
B′(∞) = A′0,0.
Denote by A′′0,0 the unique nontrivial irreducible quotient of A
′
0,0, and T the 1-dimensional
trivial module.
Now let V be an indecomposable W(a, b)-module of the intermediate series, namely, the
weight space Vλ defined by (1.2) satisfies dimVλ ≤ 1 for all λ ∈ C. Since {Wi | i ∈ Z} spans
an Abelian ideal of W(a, b), if WiV = 0 for all i ∈ Z, then V is simply a V ir-module, whose
structure is well-known. So, we shall always suppose
WiV 6= 0 for some i ∈ Z. (2.5)
We denote P (V ) = {µ ∈ C | Vµ 6= 0}, called the set of weights of V . Fix a weight λ ∈ C,
so that Vλ 6= 0. Using [L0, Li] = iLi and [L0,Wj] = (a + j)Wj, it is easy to obtain that
LjVλ ∈ Vλ+j and WjVλ ∈ Vλ+a+j. Since V is indecomposable, for any two nonzero weight
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vectors u, v ∈ V with different weights, there exist weight vectors v0 := u, v1, ..., vk := v and
basis elements x1, ..., xk ∈ {Li,Wi | i ∈ Z} and nonzero numbers a1, ..., ak ∈ C, such that
either xivi−1 = aivi or aivi−1 = xivi, i = 1, ..., k. This implies
P (V ) ⊂ {λ+ ja+m | j,m ∈ Z}. (2.6)
In case a /∈ Q, we have
V =
⊕
−∞<j<∞
V j, V j =
⊕
m∈Z
V jm, V
j
m = {v ∈ V |L0v = (λ+ aj +m)v}, (2.7)
and dimV jm ≤ 1.
Let N1 (resp., N2) be the smallest (resp., largest) integer such that V
N1+1, V N2−1 6= 0.
Then N1 < N2 − 1, and V = ⊕N1<j<N2V j , such that each V j is a nonzero module of the
intermediate series over V ir and WiV
j ⊂ V j+1 for N1 < j < N2. Note that N1 (resp., N2)
can be −∞ (resp., ∞). In case N1 < −∞, we can suppose N1 = −1 if necessary. Define the
length ℓ(V ) of V to be N2 −N1 + 1.
In case a ∈ Q \ 0, by shifting index of Wm if necessary, we can suppose a = qp with
1 ≤ q < p and p, q are coprime. We can also suppose V = ⊕Nj=0V j with N < p (i.e.,
N1 = −1, N2 = N + 1 ≤ p). We also denote V j = 0 if j < 0 or j > N .
Let V be a W(a, b)-module of the intermediate series with decomposition (2.7). Take
the subspace V of V ∗ with decomposition V = ⊕−∞<j<∞Vj such that Vj = ⊕m∈ZVjm and
V
j
m = (V
j
m)
∗ (where “ ∗ ” stands for the “dual space”). Then V is a W(a, b)-module of the
intermediate series by defining for x ∈ W(a, b), v ∈ V,
xv(v) = −v(xv), ∀ v ∈ V. (2.8)
We simply call V the dual W(a, b)-module of V .
In the following sections, we shall determine indecomposable W(a, b)-modules according
to the cases a /∈ Q, a ∈ Q\Z and a ∈ Z.
3 Modules of the intermediate series for case a /∈ Q
In this section, we consider the case a /∈ Q. In this case, we can assume ℓ(V ) ≥ 2, otherwise
V is simply a V ir-module. We can also suppose b 6= 0 because there exist an algebra
isomorphism η: W(a, 0) ∼=W(a, 1) defined by
η(L
(0)
k ) = L
(1)
k , η(W
(0)
k ) = (a+ k)W
(1)
k , ∀ k ∈ Z, (3.1)
where the basis elements of W(a, i) are denoted by L(i)k ,W (i)k , i = 0, 1.
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We first list all possible maximal indecomposable W(a, b)-modules of the intermedi-
ate series which we obtained using complex computations (an indecomposable module is
maximal if it cannot be strictly embedded in another indecomposable module). For any
λ, µ ∈ C, it is easy to check that there exist indecomposable W(a, b) modules (which will be
proved to be maximal indecomposable) A(λ, µ), B(λ, µ) of the intermediate series with bases
{vjm | j,m ∈ Z}, {vjm |m ∈ Z, j = 0, 1} respectively and actions:
A(λ, µ) = span{vjm | j,m ∈ Z} :
Lkv
j
m = (λ+ aj +m+ (µ+ jb)k)v
j
k+m, Wkv
j
m = v
j+1
k+m, ∀ j, k,m ∈ Z; (3.2)
B(λ, µ) = span{vjm |m ∈ Z, j = 0, 1} :
Lkv
0
m = (λ+m+ µk)v
0
k+m,Wkv
0
m=(b(λ+m)− µ(k + a))v1m+k,
Lkv
1
m = (λ+ a+m+ (µ+ b+ 1)k)v
1
m+k, Wkv
1
m = 0, ∀ k,m ∈ Z. (3.3)
Obviously, the dual module of A(λ, µ) is A(−λ, 1 − µ) and the dual module of B(λ, µ) is
B(−λ− a,−µ− b), by taking the dual basis of {vjm | j,m ∈ Z} to be {(−1)jw−j−m | j,m ∈ Z},
i.e., win(v
j
m) = (−1)jδi,−jδn,−m. Thus, no new modules can be produced by taking duals of
A(λ, µ) and B(λ, µ).
For any γ ∈ C ∪ {∞}, we have W(a, b)-modules A1(γ), A2(γ), A3(γ) with basis
{vjm | j,m ∈ Z}, {vjm |m ∈ Z, j ≥ −1}, {vjm |m ∈ Z, j = −1, 0} respectively and actions
A1(γ) = span{vjm | j,m ∈ Z} :
Lkv
0
m = (m+ k)v
0
k+m (m 6= 0), Lkv00 = k(k + γ)v0k,
Lkv
j
m = (aj +m+ jbk)v
j
k+m (j 6= 0),
Wkv
−1
m = (m+ k)v
0
m+k, Wkv
0
m = δm,0v
1
k+m, Wkv
j
m = v
j+1
k+m (j 6= 0,−1); (3.4)
A2(γ) = span{vjm | j,m ∈ Z, j ≥ −1} :
Lkv
−1
m = (−a+m−(1 + b)k)v−1m+k, Wkv−1m = (m+ k)(a+ (1 + b)k + bm)v0k+m,
Lkv
0
m = (m+ k)v
0
m+k (m 6= 0), Lkv00 = k(k + γ)v0k, Wkv0m = δm,0v1m+k,
Lkv
j
m = (ja +m+ jbk)v
j
m+k (j > 0), Wkv
j
m = v
j+1
m+k (j 6= −1, 0); (3.5)
A3(γ) = span{vjm |m ∈ Z, j = 0, 1} :
Lkv
0
m = (m+ k)v
0
m+k (m 6= 0), Lkv00 = k(k + γ)v0k,
Wkv
0
m = bv
1
m+k (m 6= 0), Wkv00 = (bγ − a− k)v1k,
Lkv
1
m = (a+m+ (b+ 1)k)v
1
m+k, Wkv
1
m = 0. (3.6)
The dual modules of Ai(γ), i = 1, 2, 3 are the following.
B1(γ) = span{vjm | j,m ∈ Z} :
6
Lkv
0
m = mv
0
m+k (m 6= −k), Lkv0−k = −k(k + γ)v00,
Lkv
j
m = (ja+m+ (jb+ 1)k)v
j
m+k (j 6= 0),
Wkv
−1
m = δk+m,0v
0
k+m, Wkv
0
m = mv
1
k+m, Wkv
j
m = v
j+1
k+m (j 6= 0,−1); (3.7)
B2(γ) = span{vjm | j,m ∈ Z, j ≤ 1} :
Lkv
0
m = mv
0
m+k (m 6=−k), Lkv0−k=−k(k + γ)v00,
Lkv
j
m = (ja+m+ (jb+ 1)k)v
j
m+k (j < 0),
Lkv
1
m = (a+m+ (b+ 2)k)v
1
m+k, Wkv
j
m = v
j+1
k+m (j < −1),
Wkv
−1
m = δm+k,0v
0
k+m, Wkv
0
m=m(a + k − bm)v1m+k, Wkv1m = 0; (3.8)
B3(γ) = span{vjm |m ∈ Z, j = −1, 0} :
Lkv
0
m = mv
0
m+k (m 6= −k), Lkv0−k = −k(k + γ)v00, Wkv0m = 0,
Lkv
−1
m = (−a+m−bk)v−1m+k,Wkv−1m = v0k+m (m 6=−k),
Wkv
−1
−k = (bγ − a− k)v00 . (3.9)
If b 6= 0, 1, the above are all maximal indecomposableW(a, b)-modules. However, when b = 0
or 1, there will be more maximal indecomposable modules due to the fact that there exists
the algebra isomorphism (3.1), and thus a W(a, 0)-module V becomes a W(a, 1)-module
(denoted by V˜ when there is no confusion), by the action xv = η−1(x)v for all x ∈ W(a, 1).
Now suppose b = 1. We already have maximal indecomposable W(a, 1)-modules A(λ, µ),
B(λ, µ), Ai(γ), Bi(γ), i = 1, 2, 3. In addition, there will be maximal indecomposableW(a, 1)-
modules derived from W(a, 0)-modules by using (3.1). First we have maximal indecompos-
able W(a, 1)-modules A˜(λ, µ), A˜1(γ), A˜3(γ), B˜1(γ), B˜3(γ) derived from W(a, 0)-modules
A(λ, µ), A1(γ), A3(γ), B1(γ), B3(γ) respectively,
A˜(λ, µ) = span{vjm | j,m ∈ Z} :
Lkv
j
m = (λ+ aj +m+ µk)v
j
k+m, Wkv
j
m =
1
a + k
vj+1k+m; (3.10)
A˜1(γ) = span{vjm | j,m ∈ Z} :
Lkv
0
m = (m+ k)v
0
k+m (m 6= 0), Lkv00 = k(k + γ)v0k,
Lkv
j
m = (aj +m)v
j
k+m (j 6= 0), Wkvjm =
1
a+ k
vj+1k+m (j 6= 0,−1),
Wkv
−1
m =
m+ k
a + k
v0m+k, Wkv
0
m =
δm,0
a + k
v1k+m; (3.11)
A˜3(γ) = span{vjm |m ∈ Z, j = 0, 1} :
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Lkv
0
m = (m+ k)v
0
m+k (m 6= 0), Lkv00 = k(k + γ)v0k,
Wkv
0
m = 0 (m 6= 0), Wkv00 = v1k,
Lkv
1
m = (a+m+ k)v
1
m+k, Wkv
1
m = 0; (3.12)
B˜1(γ) = span{vjm |m, j ∈ Z} :
Lkv
0
m = mv
0
m+k (m 6= −k), Lkv0−k = −k(k + γ)v00,
Lkv
j
m = (ja +m+ k)v
j
m+k (j 6= 0), Wkv−1m =
δm+k,0
a+ k
v0m+k,
Wkv
0
m =
m
a+ k
v1m+k, Wkv
j
m =
1
a+ k
vj+1m+k (j 6= 0,−1); (3.13)
B˜3(γ) = span{vjm |m ∈ Z, j = −1, 0} :
Lkv
0
m = mv
0
m+k (m 6= −k), Lkv0−k = −k(k + γ)v00, Wkv0m = 0,
Lkv
−1
m = (−a+m)v−1m+k,Wkv−1m =
1
a + k
v0k+m (m 6=−k),
Wkv
−1
−k = −v00 . (3.14)
Note that in case b = 0, the indecomposable W(a, 0)-module B(λ, µ) of length 2 is not
maximal, it is contained in a maximal indecomposable module (denoted by, say, M), but
the maximal indecomposable W(a, 1)-module derived from M by using (3.1) is nothing but
the W(a, 1)-module A(λ, µ). Thus we cannot produce any new maximal indecomposable
W(a, 1)-module from the W(a, 0)-module B(λ, µ). However, we found a maximal indecom-
posable W(a, 0)-module of length 2, denoted by B̂(λ, µ),
B̂(λ, µ) = span{vjm |m ∈ Z, j = 0, 1} :
Lkv
0
m = (λ+m)v
0
k+m, Wkv
0
m = ((am− λk)µ+ a + k)v1m+k,
Lkv
1
m = (λ+ a +m+ k)v
1
k+m, Wkv
1
m = 0.
Furthermore, the indecomposable W(a, 0)-modules A2(γ), B2(γ) are not maximal, they are
contained respectively in the maximal indecomposable W(a, 0)-modules Â2(γ), B̂2(γ),
Â2(γ) = span{vjm | j,m ∈ Z} :
Lkv
0
m = (m+ k)v
0
k+m (m 6= 0), Lkv00 = k(k + γ)v0k, Wkv0m=δm,0v1m+k,
Lkv
j
m = (ja+m)v
j
m+k (j > 0), Lkv
j
m = (ja+m+ jk)v
j
m+k (j < 0),
Wkv
−1
m =(m+ k)(a+ k)v
0
m+k, Wkv
j
m=v
j+1
m+k (j > 0),
Wkv
j
m=(a + k)v
j+1
m+k (j < −1);
B̂2(γ) = span{vjm | j,m ∈ Z} :
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Lkv
0
m = mv
0
m+k (m 6= −k), Lkv0−k = −k(k + γ)v00, Wkv0m = m(a + k)v1m+k,
Lkv
j
m = (ja+m+ k)v
j
m+k (j < 0), Lkv
j
m = (ja +m+ (j + 1)k)v
j
m+k (j > 0),
Wkv
−1
m =δm+k,0v
0
m+k, Wkv
j
m=v
j+1
m+k (j < −1), Wkvjm = (a+ k)vj+1m+k (j > 1).
Thus, we have W(a, 1)-modules by using (3.1), denoted by B˜(λ, µ), A˜2(γ), B˜2(γ),
B˜(λ, µ) = span{vjm |m ∈ Z, j = 0, 1} :
Lkv
0
m = (λ+m)v
0
k+m, Wkv
0
m =
(am− λk)µ+ a+ k
a+ k
v1m+k,
Lkv
1
m = (λ+ a +m+ k)v
1
k+m, Wkv
1
m = 0; (3.15)
A˜2(γ) = span{vjm | j,m ∈ Z} :
Lkv
0
m = (m+ k)v
0
k+m (m 6= 0), Lkv00 = k(k + γ)v0k, Wkv0m=
δm,0
a+ k
v1m+k,
Lkv
j
m = (ja +m)v
j
m+k (j > 0), Lkv
j
m = (ja+m+ jk)v
j
m+k (j < 0),
Wkv
−1
m =(m+ k)v
0
m+k,Wkv
j
m=
1
a+ k
vj+1m+k (j > 0),Wkv
j
m=v
j+1
m+k (j < −1); (3.16)
B˜2(γ) = span{vjm | j,m ∈ Z} :
Lkv
0
m = mv
0
m+k (m 6= −k), Lkv0−k = −k(k + γ)v00, Wkv0m = mv1m+k,
Lkv
j
m = (ja +m+ k)v
j
m+k (j < 0), Lkv
j
m = (ja+m+ (j + 1)k)v
j
m+k (j > 0),
Wkv
−1
m =
δm+k,0
a + k
v0m+k, Wkv
j
m=
1
a+ k
vj+1m+k (j < −1), Wkvjm = vj+1m+k (j > 1). (3.17)
The following two sections are devoted to the proof of Theorem 1.2 in case a /∈ Q. Note
that for any j ∈ Z with N1 < j < N2, the V ir-module V j can be in general any of A′λ,µ,
A′(γ), B′(γ), A′′0,0, T , A
′′
0,0 ⊕ T . We split the possible V j into two cases:
(1) each V j is an irreducible V ir-module of type A′λ,µ.
(2) At least one V j is not an irreducible V ir-module of type A′λ,µ.
4 Proof of Theorem 1.2 in the first case for a /∈ Q
In this section, we always suppose that a /∈ Q and each V j for N1 < j < N2 is an irreducible
V ir-module of the intermediate series of type A′λ,µ (later on, we shall consider all possible
deformations). Thus we can choose a basis {vjm |m ∈ Z} of V j such that
Lkv
j
m = ℓ
j
k,mv
j
m+k, ℓ
j
k,m = λ + aj +m+ kµj , and Wkv
j
m = w
j
k,mv
j+1
m+k, (4.1)
for some µj,w
j
k,m ∈ C (cf. (2.7)).
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Remark 4.1. (1) We use the bold symbol w to emphasis that w jk,m’s are unknown vari-
ables to be determined.
(2) We have used the convention that if an undefined symbol technically appears in an
expression, we always treat it as zero; for instance, vjm = 0 if j ≤ N1 or j ≥ N2.
(3) By assumption, we have
λ+ aj /∈ Z or µj /∈ {0, 1} for N1 < j < N2. (4.2)
Fix j ∈ Z with N1 < j < N2 − 1. Since V is indecomposable, there exist some ij , mj
such that
w
j
ij ,mj
6= 0. (4.3)
Applying (a+ k + bi)Wi+k = [Li,Wk] to v
j
m, we obtain
(a+ k + bi)w ji+k,m = ℓ
j+1
i,k+mw
j
k,m −w jk,m+iℓji,m. (4.4)
Applying (a+ k+ b(i1+ i2))[Li1 , [Li2 ,Wk]] = (a+ i2+ k+ bi1)(a+ k+ bi2)[Li1+i2 ,Wk] to v
j
m,
we obtain
(a+ k + b(i1 + i2))
(
ℓj+1i1,i2+k+m(ℓ
j+1
i2,k+m
w
j
k,m −w jk,i2+mℓji2,m)
− (ℓj+1i2,i1+k+mw jk,i1+m −w jk,i1+i2+mℓji2,i1+m)ℓji1,m
)
= (a + i2 + k + bi1)(a+ k + bi2)(ℓ
j+1
i1+i2,k+m
w
j
k,m −w jk,i1+i2+mℓji1+i2,m). (4.5)
Lemma 4.2. Let j ∈ Z with N1 < j < N2 − 1. For any k ∈ Z, there exist infinitely many
values of m such that wjk,m 6= 0.
Proof. Suppose conversely there exist some k0, N ∈ Z such that w jk0,m = 0 for all m with
|m| > N . Let n be any integer. Take any i1, i2 and k = k0, m = n− i1 such that
|n− i1|, |n+ i2|, |n− i1 + i2| > N. (4.6)
Then all terms in (4.5) vanish except the term containing w jk0,n, and we obtain
(a+ k0 + b(i1 + i2))(λ+ a(j + 1) + k0 + n+ i2µj+1)(λ+ aj + n− i1 + i1µj)w jk0,n = 0. (4.7)
Using condition (4.2) and the fact that a /∈ Q, we can always choose i1, i2 satisfying (4.6)
such that the coefficient of w jk0,n in (4.7) is not zero. Thus w
j
k0,n
= 0. Take i = i0 and
k = k0 in (4.4), we obtain w
j
i0+k0,m
= 0 if a + k0 + bi0 6= 0. Assume a + k0 + bi0 = 0. Then
b 6= 1 since a /∈ Q. We choose i = i0 + j, k = k0 − j for any j /∈ {0,−i0}, we again obtain
w
j
i0+k0,m
= 0. This proves w jk,m = 0 for any k,m, a contradiction with (4.3). 
10
Remark 4.3. In order to simplify notation in the following discussions, without loss of
generality, we can always suppose j = 0 by shifting indices j if necessary. When we state
the results, we shall take the general case into account.
Lemma 4.4. We have the following possibilities (cf. Remark 4.5):
(1) µj+1 = µj + b+ 1, and w
j
k,m = b(λ + ja+m)− (a+ k)µj,
(2) b 6= 1, µj+1 = µj + b, and wjk,m = 1,
(3) b = 1, µj 6= 0, µj+1 = µj + 1, and wjk,m = 1,
(4) b = 1, µj = 0, µj+1 = 1, and w
j
k,m =
cam−c(λ+ja)k+a+k
a+k
for some c ∈ C,
(5) b = 1, µj+1 = µj 6= 0, 1, and wjk,m = 1a+k ,
(6) b = 1, µj+1 = µj = 0, and w
j
k,m =
cam−c(λ+ja)k+a+k
(a+k)(λ+ja+a+m+k)
for some c ∈ C,
(7) b = 1, µj+1 = µj = 1, and w
j
k,m =
cam−c(λ+ja)k+a+k
(a+k)(λ+ja+m)
for some c ∈ C,
(8) b = 1, µj = 1, µj+1 = 0, and w
j
k,m =
cam−c(λ+ja)k+a+k
(λ+ja+m)(a+k)(λ+ja+a+m+k)
for some c ∈ C.
Proof. By Remark 4.3, we can suppose j = 0. Taking k = 0 and taking the data (i1, i2, m)
in (4.5) to be (i,−i, n), (i, i, n− i), (−i,−i, n + i) respectively, we obtain a system of three
linear equations on w 00,n−i, w
0
0,n, w
0
0,n+i,
f s,−1i w
0
0,n−i + f
s,0
i w
0
0,n + f
s,1
i w
0
0,n+i = 0, s = 1, 2, 3, where, (4.8)
f1,−1i = a(iµ0 − λ− n)(i(µ1 − 1) + a+ λ+ n),
f1,0i = a((b(b − 1)− µ0(µ0 − 1)− µ1(µ1 − 1))i2 + 2(λ+ n)(a+ λ+ n)),
f1,1i = f
1,−1
−i ,
f2,−1i = b(1+b−2µ1(2+b+µ1))i3+(a(1−b(b+1)+µ1(µ1−3))−b(λ + n)(3+b−4µ1))i2
− (a2 − 2a(λ+ n)(b− 1 + µ1)− 2b(λ+ n)2)i+ a(λ+ n)(a+ λ+ n),
f2,0i = 2(2bi + a)(i(µ0 − 1)− λ− n)(iµ1 + λ+ n+ a),
f2,1i = b(−1−b+2µ0(b+µ0))i3+(a(−1+µ0(µ0+1)+2b(−1+2µ0))+b(λ + n)(b−1+4µ0))i2
− (a2 + 2a(λ+ n)(1− b− µ1)− 2b(λ+ n)2)i+ a(λ+ n)(a+ λ+ n),
f3,−1i = f
2,1
−i , f
3,0
i = f
3,0
−i , f
3,1
i = f
2,−1
−i . (4.9)
Denote the determinant of the coefficients by ∆(i), which is zero for all i by Lemma 4.2,
0 = ∆(i) = −ai6(µ1 − µ0 − b)(µ1 − µ0 − b− 1)(∆2i2 +∆1(λ+ n) + ∆0), where, (4.10)
∆2 = 4b
2(−1+µ0+µ1)(−bµ0+b2µ0+µ20−µ30+2µ1−bµ1−b2µ1+2bµ0µ1−µ20µ1−3µ21+µ0µ21+µ31),
∆1 = 2ab(b− 1)(−2 + b+ b2 + 5µ0 − 2bµ0 − 3µ20 + 7µ1 + 2bµ1 − 6µ0µ1 − 3µ21),
∆0 = a
2(2b−3b2+b4+2µ0−10bµ0+10b2µ0−2b3µ0−3µ20+10bµ20−6b2µ20−2bµ30+µ40+6µ1
11
−10bµ1+2b2µ1 + 2b3µ1 − 10µ0µ1 + 18bµ0µ1 − 6b2µ0µ1 + 2µ20µ1 − 6bµ20µ1 + 2µ30µ1
− 11µ21 + 8bµ21 + 8µ0µ21 − 6bµ0µ21 + 6µ31 − 2bµ31 − 2µ0µ31 − µ41).
Note that for any given n0, if we replace the basis element v
j
m by v
′j
m = v
j
m+n0 , then this
amounts to replacing λ by λ+ n0. Thus, (4.10) implies
µ1 = µ0 + b, or µ1 = µ0 + b+ 1, or ∆2 = ∆1 = ∆0 = 0. (4.11)
The possible solutions of (4.11) are
{µ1 = µ0 + b}, {µ1 = µ0 + b+ 1}, {b = 1, µ1 = µ0}, {b = 1, µ1 = 1− µ0},
{b = 1, µ0 = 9− t
2
8
, µ1 =
(t+ 1)(t+ 3)
8
}, {µ0 = (b+ 1)(b+ 2)
2(2b+ 1)
, µ1 =
b(1− b)
2(2b+ 1)
}, (4.12)
and
{µ0 = 0, µ1 = b+ 2}, {µ0 = 1, µ1 = b}, {µ0 = 1− b, µ1 = 0}, {µ0 = −1− b, µ1 = 1}. (4.13)
Note that when µj = 0 or 1, we can always change basis elements v
j
m’s such that µj becomes
1 or 0. Thus all four cases in (4.13) can be regarded as special cases of the first two cases of
(4.12).
Now for all possible cases in (4.12), we need to process the following.
(i) Using Lemma 4.2, by shifting the index m of basis elements v0m’s if necessary, we can
suppose w 00,0 6= 0. Then using (4.8), we can solve for w 00,m (in terms of w 00,0).
(ii) Then we use (4.4) to solve w 0k,m.
(iii) Finally we verify that the solution w 0k,m satisfies (4.4).
Now we consider six cases in (4.12) case by case.
Case 1. µ1 = µ0 + b.
Assume w 00,0 = 1 by rescaling basis elements v
0
m’s. First we suppose b 6= 0, 1. By (4.8),
we obtain for all m ∈ Z, w 00,m = 1. Taking k = 0 in (4.4), we have
(a+ bi)w 0i,m = (λ+m+ a+ µ1i)w
0
0,m − (λ+m+ µ0i)w 00,m+i
= λ+m+ a+ (b+ µ0)i− (λ+m+ µ0i) = a+ bi. (4.14)
For any i0 ∈ Z, if a + bi0 6= 0, then w 0i0,m = 1 for all m ∈ Z by (4.14). Suppose a+ bi0 = 0.
If i0 6= 1, then w 0i,m = 1 for all i 6= i0. Taking k = 1, i = i0 − 1 in (4.4),
(1− b)w 0i0,m = (λ+m+1+a+(i0−1)µ1)w 01,m−(λ+m+(i0−1)µ0)w 01,m+i0−1
12
= λ+m+ 1 + a+ (i0 − 1)(b+ µ0)− (λ+m+ (i0 − 1)µ0)
= 1 + a+ (i0 − 1)b = 1− b.
Thus, w 0i0,m = 1. If i0 = 1, by taking i = 2, k = −1 in (4.4), we again obtain w 01,m = 1.
Thus Lemma 4.4(2) holds.
Now we suppose b = 1. If µ0 6= 0, by (4.8), we easily get w 00,0 − w 00,i = 0, i.e., w 00,m = 1
for all m ∈ Z. Then by taking k = 0 in (4.4), we get
(a+ i)w 0i,m = (λ+m+ a+ µ1i)w
0
0,m − (λ+m+ µ0i)w 00,m+i
= λ+m+ a+ (1 + µ0)i− (λ+m+ µ0i) = a + i,
i.e., w 0k,m = 1 for all k,m ∈ Z. Thus Lemma 4.4(3) holds.
Hence we assume µ0 = 0. Then (4.8) gives w
0
0,m−i − 2w 00,m + w 00,m+i = 0. In particular,
w
0
0,m+1−w 00,m is a constant. Thus, w 00,m = cm+1 for all m ∈ Z and for some c ∈ C. Taking
k = 0 in (4.4), we have
(a+ i)w 0i,m = (λ+m+ a+ µ1i)w
0
0,m − (λ+m+ µ0i)w 00,m+i
= (λ+m+ a+ i)(cm+ 1)− (λ+m)(cm+ ci+ 1)
= cam− cλi+ a+ i.
So, w 0k,m =
cam−cλk+a+k
a+k
. It is easy to check that the solution satisfies (4.4) and Lemma
4.4(4) holds.
Case 2. µ1 = b+ µ0 + 1.
Taking n = 0 in (4.8), we have
(b(i+ λ)− aµ0)w 00,0 − (bλ− aµ0)w 00,i = 0.
Since w 00,0 6= 0 by the assumption, we must have bλ − aµ0 6= 0. We can assume w 00,m =
b(m+ λ)− aµ0 by rescaling basis elements v0m’s. Taking k = 0 in (4.4), we have
(a+ bi)w 0i,m = (λ+m+ a+ µ1i)w
0
0,m − (λ+m+ µ0i)w 00,m+i
= (λ+m+ a+ (b+ 1 + µ0)i)(b(m+ λ)− aµ0)
−(λ+m+ µ0i)(b(m+ i+ λ)− aµ0)
= (a+ bi)(b(m+ λ)− (i+ a)µ0). (4.15)
Thus Lemma 4.4(1) holds for all k ∈ Z with a + bk 6= 0.
Assume k0 ∈ Z such that a + bk0 6= 0. We first assume k0 6= 1. Then b 6= 1 since a /∈ Z.
Using the fact that a = −bk0 and taking i = k0 − 1, k = 1 in (4.4), we have
(1− b)w 0k0,m = (λ+m+1+a+(k0−1)µ1)w 01,m−(λ+m+(k0−1)µ0)w 01,m+k0−1
13
= (λ+m+ 1 + a+ (k0 − 1)(b+ 1 + µ0))(b(m+ λ)− (1 + a)µ0)
−(λ +m+ (k0 − 1)µ0)(b(m+ k0 − 1 + λ)− (1 + a)µ0)
= (a + bk0 − b+ 1)(b(m+ λ)− µ0(k0 + a))
= (1− b)(b(m+ λ)− µ0(k0 + a)).
Thus Lemma 4.4(1) also holds for k0. Now assume k0 = 1. Taking i = k0 + 1, k = −1 in
(4.4), we again conclude that w 0k0,m = b(m+ λ)− µ0(k0 + a), and so Lemma 4.4(1) holds.
Case 3. b = 1, µ1 = µ0.
First assume µ0 6= 0, 1. By (4.8), we have w 00,m = w 00,0 = 1a by rescaling basis elements
v0m’s. Taking k = 0 in (4.4), we have
(a + i)w 0i,m = (λ+m+ a + µ1i)w
0
0,m − (λ+m+ µ0i)w 00,m+i
=
λ+m+ a + µ0i− (λ+m+ µ0i)
a
= 1.
Thus Lemma 4.4(5) holds.
Now assume µ0 = µ1 = 0. If we replace the basis elements v
1
m’s of V
1 by v˜1m =
1
λ+a+m
v1m,
then µ1 becomes 1, which becomes a special case considered in Case 1 with b = 1. Thus from
Lemma 4.4(4), we obtain Lemma 4.4(6) by using the fact that v˜1m =
1
λ+a+m
v1m. Similarly, we
have Lemma 4.4(7) if µ0 = µ1 = 1.
Case 4. b = 1, µ1 = 1− µ0.
First assume µ0 6= 0, 1, and suppose w 00,0 = 1. Taking n = 0 in (4.8), we easily get
(µ0 − 1)µ0(w 00,0 −w 00,i) = 0. Thus w 00,k = 1 for all k ∈ Z. Taking k = 0 in (4.4), we have
(a + i)w 0i,m = (λ+m+ a + µ1i)w
0
0,m − (λ+m+ µ0i)w 00,m+i
= a+ i− 2µ0i.
Thus, w 0k,m =
a+k−2µ0k
a+k
. Using this in (4.4), we obtain µ0(2µ0 − 1) = 0, i.e., µ0 = 12 , which
is a special case in Case 3.
The case µ0 = 0 is a special case of Case 2. It remains to consider the case µ0 = 1. In
this case, if we replace the basis elements v0m’s of V
0 by v˜0m = (λ +m)v
0
m, then µ0 becomes
to 0, thus we obtain Lemma 4.4(8) by Lemma 4.4(6).
Case 5. b = 1, µ0 =
9−t2
8
, µ1 =
(t+1)(t+3)
8
.
By (4.8), we have
g1w00,n − g2w00,n+i = 0, where, (4.16)
14
g1 = (t− 1)(1 + t)(3 + t)(16a2(t− 3)− i2(1 + t)2(t(2 + t)− 11) + 4ai(t− 1)(t(2 + t)− 7)
+(n+ λ)(32a(t − 1)− 16i(t(2 + t)− 7))− 64(n + λ)2);
g2 = (t− 1)(1 + t)(3 + t)(16a2(t− 3) + i2(t− 3)(5 + t)(t(2 + t)− 11)
+32a(t− 1)(n + λ)− 64(n + λ)2).
Taking the data (n, i) in (4.16) to be (n+ i,−i), we obtain another equation involving w 00,n
and w 00,n+i. By Lemma 4.2, the determinant of the coefficients is equal to zero, i.e.,
16(a− i)i2(a + i)(t− 3)(t− 1)2(1 + t)2(3 + t)2(5 + t)(t2+2t−7)(t2+2t−11)=0.
Thus, t = −5,−1,−3, 1, 3,−1± 2√2,−1± 2√3. All these are special cases of Cases 1–3.
Case 6. µ0 =
(b+1)(b+2)
2(2b+1)
, µ1 =
b(1−b)
2(2b+1)
.
Similar to Case 5, we obtain that the determinant of the coefficients is zero, i.e.,
0 =
3i6a2(a− bi)(a− i− bi)(a + bi)(a + i+ bi)
4(1 + 2b)6
×
(b− 1)2b2(b+ 1)2(b+ 2)(3b+ 2)(3b2 + 2b+ 1)(3b2 + 4b+ 2).
Thus, b = −2,−1, 0, 1,−2
3
, or 3b2+ 2b+1 = 0 or 3b2+ 4b+2 = 0. All these except the case
b = −2
3
are special cases of Cases 1–3. Hence, assume b = −2
3
. By (4.8),
(a−i−n−λ)(2a+i+n+λ)(a+2(i+n+λ))w00,n−(a−n−λ)(2a+n+λ)(a+2(n+λ))w00,n+i=0.
After solving w 00,n, and taking k = 0 in (4.4), we obtain the solution for w
0
k,m, which
contradicts (4.4). This completes the proof of the Lemma 4.4. 
Remark 4.5. Under the condition (4.2), Lemma 4.4(6)–(8) can be regarded as Lemma
4.4(4) by re-choosing bases of V 0, V 1 as we have seen in the above proof. However, we need
to state them separately because we shall need to consider all possible deformations (i.e.,
dropping condition (4.2)) later.
If ℓ(V ) = 2, by Remark 4.5 and by considering cases in Lemma 4.4(1)–(5), we obtain
that V is a sub-quotient of A(λ, µ), B(λ, µ), A˜(λ, µ), B˜(λ, µ). Hence we have Theorem 1.2.
Thus in the rest of this section, we assume ℓ(V ) ≥ 3.
Lemma 4.6. (1) If b 6= 1, then V is a sub-quotient of a module of the form A(λ, µ).
(2) If b = 1, then V is a sub-quotient of a module of the form A(λ, µ) or A˜(λ.µ).
Proof. Applying [Wk1 ,Wk2] = 0 to v
j
m for N1 < j < N2 − 2, we obtain
w
j+1
k1,k2+m
w
j
k2,m
= w j+1k2,k1+mw
j
k1,m
. (4.17)
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Case 1. b 6= 0, 1.
By Lemma 4.4, there are only two possibilities for µj and µj+1, i.e, µj+1 = µj + b + 1
or µj+1 = µj + b. We want to prove µj+1 = µj + b for all j. If µj+1 = µj + b + 1 and
µj+2 = b+ µj+1 + 1 for some j, then (4.17) gives
(b(λ+ (j + 1)a+ k2 +m)− (a+ k1)µj+1)(b(λ+ ja+m)− (a + k2)µj)
= (b(λ+ (j + 1)a+ k1 +m)− (a+ k2)µj+1)(b(λ+ ja+m)− (a + k1)µj).
From this, we obtain b = 0, a contradiction with the assumption. If µj+1 = b + µj + 1 and
µj+2 = b+ µj+1, then (4.17) gives
b(λ+ ja +m)− (a+ k2)µj = b(λ + ja+m)− (a + k1)µj,
which implies µj = 0. By changing the basis elements v
j
m’s, we can take µj to be 1, thus
µj+1 = b+ µj. If µj+1 = b+ µj and µj+2 = b+ µj+1 + 1, then (4.17) gives
b(λ+ (j + 1)a+ k2 +m)− (a + k1)µj+1 = b(λ + (j + 1)a+ k1 +m)− (a + k2)µj+1,
which gives µj+1 = −b. Thus, µj = −2b and µj+2 = 1. By changing the basis elements
vj+2m ’s, we can take µj+2 to be 0, thus µj+2 = b+ µj+1. Therefore, Lemma 4.6(1) holds.
Case 2. b = 1.
By Lemma 4.4, for each pair (j, j+1), there are 7 possibilities, thus in principle, there are
49 possibilities for the pairs (j, j+1), (j+1, j+2). However, by taking (4.17) into account,
we have only the following 19 possibilities.
1. If µj+1 = µj + 2, µj+2 = 1 + µj+1, then µj = 0, w
j
k,m = λ+ ja +m, w
j+1
k,m = 1.
2. If µj = −1, µj+1 = 1, µj+2 = 1, then w jk,m = λ+ (j+1)a+m+ k, w j+1k,m = 1λ+(j+1)a+m .
3. If µj = −1, µj+1 = 1, µj+2 = 0, then w jk,m = λ + (j + 1)a + m + k, w j+1k,m =
1
(λ+(j+1)a+m)(λ+ja+2a+m+k)
.
4. If µj = −2, µj+1 = −1, µj+2 = 1, then w jk,m = 1, w j+1k,m = λ+ (j + 1)a+m+ k.
5. If µj+1 = µj + 1, µj+2 = 1 + µj+1, then w
j
k,m = w
j+1
k,m = 1.
6. If µj = −1, µj+1 = 0, µj+2 = 1, then w jk,m = w j+1k,m = 1.
7. If µj = −1, µj+1 = 0, µj+2 = 0, then w jk,m = 1, w j+1k,m = 1λ+(j+2)a+m+k .
8. If µj = 0, µj+1 = 1, µj+2 = 2, then w
j
k,m = w
j+1
k,m = 1.
9. If µj = 0, µj+1 = 1, µj+2 = 1, then w
j
k,m =
λ+ja+m
a+k
, w j+1k,m =
1
a+k
.
10. If µj = 0, µj+1 = 1, µj+2 = 0, then w
j
k,m =
λ+(j+1)a+m+k
a+k
, w j+1k,m =
1
(a+k)(λ+(j+1)a+m)
.
16
11. If µj = µj+1 = µj+2, then w
j
k,m = w
j+1
k,m =
1
a+k
.
12. If µj = 0, µj+1 = 0, µj+2 = 2, then w
j
k,m =
1
λ+(j+1)a+m+k
, w j+1k,m = λ+ (j + 1)a+m.
13. If µj = µj+1 = 0, µj+2 = 1, then w
j
k,m =
1
a+k
, w j+1k,m =
λ+(j+2)a+m+k
a+k
.
14. If µj = µj+1 = µj+2 = 0, then w
j
k,m = w
j+1
k,m =
1
a+k
.
15. If µj = µj+1 = 1, µj+2 = 2, then w
j
k,m =
1
λ+ja+m
, w j+1k,m = 1.
16. If µj = µj+1 = µj+2 = 1, then w
j
k,m = w
j+1
k,m =
1
a+k
.
17. If µj=1, µj+1=0, µj+2=2, then w
j
k,m=
1
(λ+ja+m)(λ+ja+a+m+k)
, w j+1k,m=λ+(j+1)a+m.
18. If µj = 1, µj+1 = 0, µj+2 = 1, then w
j
k,m =
1
(λ+(j+1)a+m+k)(a+k)
, w j+1k,m =
λ+(j+1)a+m
a+k
.
19. If µj = 1, µj+1 = 0, µj+2 = 0, then w
j
k,m =
1
(λ+ja+m)(a+k)
, w j+1k,m =
1
a+k
.
In fact, all those possibilities are equivalent to the following two possibilities by changing
the basis elements vj+1m , v
j+2
m if necessary.
(1) µj+2 = µj+1 + 1 = µj + 2, and w
j
k,m = w
j+1
k,m = 1.
(2) b = 1, µj+2 = µj+1 = µj, and w
j
k,m = w
j+1
k,m =
1
a+k
.
By induction on j, we complete the proof.
Now we have determined all possible structures of V under the assumption in this section.
5 Proof of the Theorem 1.2 in the second case for a /∈ Q
Now we consider the case that a /∈ Q and there exists some j0 such that the V ir-module V j0
is either reducible or a composition factor of A′0,0. Then all weights of V
j0 are integers. For
any j 6= j0 with N1 < j < N2, since the weights of V j are in a(j − j0) + Z, we see that V j
is an irreducible V ir-module of type A′λ,µ. Therefore, such j0 is unique. By shifting indices
if necessary, we can suppose j0 = 0. Thus for any j with N1 < j < N2 − 1 and j, j + 1 6= 0,
(4.1) holds with λ = 0. From this, we obtain:
Remark 5.1. All results in Section 4 hold for j with N1 < j < N2 − 1 and j, j + 1 6= 0.
We need to consider the following five possible cases:
(a) V 0 = T = Cv00 is the 1-dimensional trivial V ir-module,
(b) V 0 = A′′0,0 is the nontrivial composition factor of V ir-module A
′
0,0,
(c) V 0 = A′′0,0 ⊕ T ,
(d) V 0 = B′(γ) or A′0,0 (note that A
′
0,0 can be regarded as the case B(γ) by interpreting
i+ γ as 1 when γ =∞ in (2.3)),
(e) V 0 = A′(γ) or A′0,1.
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5.1 The case V 0 = T
Lemma 5.2. If V 1 6= 0 (i.e., N2 > 1), then V −1 = 0 (i.e., N1 = −1).
Proof. Denote v1m =Wmv
0
0. Then
Liv
1
m = [Li,Wm]v
0
0 = (a+m+ bi)v
1
i+m. (5.1)
Thus µ1 = b. If V
−1 6= 0, we suppose Wiv−1m = δi,−mwiv00 for some wi ∈ C. Then for
i 6= k, we have 0 = [Wk,Wi]v−1−i = wiWkv00 = wiv1k, i.e., wi = 0, a contradiction with the
indecomposable condition on V (cf. (4.3)). Thus V −1 = 0. 
Lemma 5.3. If V 1 6= 0, then µj = jb for any 0 < j < N2 and wji,m = 1 if j < N2− 1. Thus
V is a sub-quotient module of A(0, 0) (cf. (3.2)).
Proof. We already have µ1 = b. So assume N2 > 2. From 0 = [Wi,Wk]v
0
0 = (w
1
i,k−w 1k,i)v2i+k,
we obtain w 1i,k = w
1
k,i. By Lemma 4.4 (cf. Remark 5.1), we obtain µ2 = µ1+b and w
1
i,m = 1.
Now the result can be proved by induction on j. 
Dually, if V −1 6= 0 (then V 1 = 0), V is a sub-quotient module of A(0, 1).
5.2 The case V 0 = A′′0,0
First assume V 1 6= 0. In this case, we can suppose (4.1) also holds for j = 0 with µ0 = 0,
v00 = 0 and w
0
k,0 = 0, k ∈ Z. We claim
W0v
0
m = w
0
0,mv
1
m 6= 0 for some m with m 6= 0. (5.2)
If not, applying [Li,W0] = (a + bi)Wi to v
0
m, we obtain (a + bi)w
0
i,m = 0, i.e., w
0
i,m = 0 for
i 6= −a
b
. If i0 = −ab ∈ Z, then b 6= 1 since a /∈ Z. Applying [Li,Wi0−i] = (a+ i0− i+bi)Wi0 to
v0m, we have (1−b)(i0−i)w 0i0,m = 0 for i ∈ Z. Thus w 0i,m = 0 for all i,m ∈ Z, a contradiction
with (4.3). Hence, (5.2) holds.
Lemma 5.4. If V 1 6= 0, we have the following possibilities:
(1) µ1 = b = 1, and w
0
k,m =
m
a+k
,
(2) µ1 = b+ 1, and w
0
k,m = m,
(3) µ1 = b+ 2, and w
0
k,m = m(a+ k − bm).
Proof. As in the proof of Lemma 4.4, we have (4.12) or (4.13) with µ0 = 0. All these cases
can be regarded as follows,
(b, µ0, µ1) = (b, 0, b), (b, 0, b+ 1), (b, 0, b+ 2). (5.3)
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First consider the case (b, µ0, µ1) = (b, 0, b). Assume b 6= 0, 1. By (4.8), we have w 00,m =
w
0
0,m+i for m 6= 0,±i. Thus by rescaling basis elements of V 0 if necessary, we can assume
w
0
0,m = 1 for m 6= 0. Applying [L−i, [Li,W0]] = (a+ i− bi)(a + bi)W0 to v0i , we obtain
(2(a+ i) + i(µ1 − b)(1 − µ1 − b))w 00,i = (a + 2i− µ1i)w 00,2i, (5.4)
which is a contraction. This proves b = 1. By (4.8) or as in Case 1 in the proof of Lemma
4.4, we have w 00,n−i − 2w 00,n + w 00,n+i = 0 for n 6= 0,±i. Thus, w 00,n = cn + c′ for n 6= 0 and
some c, c′ ∈ C. By (5.4), c′ = 0. Applying [Li,W0] = (a + i)Wi to v0m, we have w 0k,m = ama+k .
By rescaling the basis elements v0m’s, we have w
0
k,m =
m
a+k
, i.e., Lemma 5.4(1) holds.
Now consider the case (b, µ0, µ1) = (b, 0, b+1). By (4.8), we have (m+ i)w
0
0,m = mw
0
0,m+i
for m 6= 0,±i. Thus, we can assume w 00,m = m. Similar to the above, we obtain w 0k,m = m,
i.e., Lemma 5.4(1) holds.
Finally consider the case (b, µ0, µ1)=(b, 0, b+2). By (4.8), we have (m+i)(a−b(i+m))w 00,m
= m(a− bm)w 00,m+i for m 6= 0,±i. Thus, we can assume w 00,m = m(a− bm). Similar to the
above, we have w 0k,m = m(a + k − bm), i.e., Lemma 5.4(3) holds.
Now suppose V −1 6= 0. In this case, (4.1) also holds for j = −1 with µ0 = 0, v00 = 0 and
w
−1
k,−k = 0, k ∈ Z.
Lemma 5.5. If V −1 6= 0, we have the following possibilities:
(1) µ−1 = −b, and w−1k,m = 1− δm+k,0,
(2) µ−1 = −1− b, and w−1k,m = (1− δm+k,0)(a+ (1 + b)k + bm),
(3) b = 1, µ−1 = 0, and w
−1
k,m =
1−δm+k,0
a+k
.
Proof. By (4.12) or (4.13) with µ0 = 0, we have
(b, µ−1, µ0) = (b,−b, 0), (b,−1 − b, 0), (b, 1− b, 0). (5.5)
First assume (b, µ−1, µ0) = (b,−b, 0). By (4.8), we have w−10,m = w−10,m+i for m 6= 0,±i.
Thus, we can assume w−10,m = 1 for m 6= 0. Applying [Li,W0] = (a + bi)Wi to v−1m gives
w
−1
k,m = 1− δm+k,0, i.e., Lemma 5.5(1) holds.
Next assume (b, µ−1, µ0) = (b,−1 − b, 0). By (4.8), we have (a + b(i + m))w−10,m =
(a + bm)w−10,m+i for m 6= 0,±i. Thus we can assume w−10,m = a + bm for m 6= 0, and so
w
−1
k,m = (1− δm+k,0)(a + (1 + b)k + bm), i.e., Lemma 5.5(2) holds.
Now assume (b, µ−1, µ0)=(b, 1−b, 0). If b 6= 0, 1, then by (4.8), we have (m+i)w−10,m+i=
mw−10,m for m 6= 0,±i, i.e., w−10,m = 1m for m 6= 0 by rescaling the basis elements. However,
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by applying [L−i, [Li,W0] = (a+ bi)(a + i− bi)W0 to v−1i , we obtain
(2(i− a) + i(b− µ−1)(b+ µ−1 − 1))w−10,i = 2(−a+ i+ µ−1i)w−10,2i,
which is a contradiction. Thus b=1. Then (4.8) gives (m−i)w−10,m−i−2mw−10,m+(m+i)w−10,m+i =
0 for m 6= 0,±i. Thus w−10,m = cm+c
′
m
for m 6= 0 and some c, c′ ∈ C. Then (4.8) gives
w
−1
k,m =
ac
a+k
− c′
m+k
for m + k 6= 0. Applying [Li,Wj ] = (a + j + bi)Wi+j to v−1−j , we have
c′ = 0. Thus, w−1k,m =
1−δm+k,0
a+k
by rescaling the basis elements, i.e., Lemma 5.5(3) holds.
Lemma 5.6. (1) If V 1 6= 0, then V −1 = 0.
(2) V is a sub-quotient module of B(0, 0), B(−a,−b− 1), B˜(0, µ), A(0, 0), A˜(0, 0), Bi(γ),
B˜i(γ).
Proof. In order to obtain Lemma 5.6(1), we consider (4.17) with j = −1, and use Lemmas
5.4, 5.5. Then the result can be obtained as in the proof of Lemma 4.6.
Now Considering all the possibilities in Lemma 4.4 with j = 1, and using (4.17) with
j = 0, we obtain Lemma 5.6(2) as in the proof of Lemma 4.6.
5.3 The case V 0 = A′′0,0 ⊕ T
As in the proofs of Lemmas 5.2, 5.6, we have V 1 = 0 or V −1 = 0.
Lemma 5.7. (1) If V −1 = 0, V 1 6= 0, then µ1 = b.
(2) There does not exist an indecomposable W(a, b)-module V with V −1 = 0, V 1 6= 0.
Proof. We claim
w
0
m0,0
6= 0 for some m0 ∈ Z. (5.6)
Otherwise, V would be a decomposable W(a, b)-module. Applying [Li,W0]− (a+ bi)Wi = 0,
[L−i,Wi]− (a+ i− bi)W0 = 0 to v00, we obtain
(a+ bi)w 0i,0 − (a+ µ1i)w 00,0 = 0, (a+ i− µ1i)w 0i,0 − (a + i− bi)w 00,0 = 0.
The determinant, denoted by ∆′, of coefficients of the above linear equations must be zero,
i.e, ∆′ = i2(µ1 − b)(1 − µ1 − b) = 0. Thus, µ1 = b or µ1 = 1 − b. By (4.4) with j = m = 0,
we obtain µ1 = b or b = 1, µ1 = 0. Hence, by changing the basis elements v
1
m’s if necessary,
we can always suppose µ1 = b. This proves Lemma 5.7(1).
As in the proof of Lemma 5.4, we have b = 1, and w 0k,m =
am
a+k
for m 6= 0. Then by (4.4),
we would have w 0k,0 = 0 for all k, a contradiction with (5.6). This proves Lemma 5.7(2).
Dually, there does exist an indecomposable W(a, b)-module V with V 1 = 0, V −1 6= 0.
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5.4 The case V 0 = B′(γ) or A′0,0
By Convention 2.1, we can assume V 0 = B′(γ).
Lemma 5.8. If V 1 6= 0, then we have the results in Lemma 5.4.
Proof. We claim
w
0
0,m0
6= 0 for some 0 6= m0 ∈ Z. (5.7)
Otherwise, we may assume w 00,0 = 1 by (4.3). As in (5.3), we only need to consider three
cases µ1 = b, b+1, b+2. First assume µ1 = b 6= 1, applying [Lk,W0] = (a+ bk)Wk to v0m, v00,
v0−k respectively, we have w
0
k,m = 0, w
0
k,0 = 1, (a + bk)w
0
k,−k = −(a − k + bk) for m, k 6= 0
with m 6= −k. Using this results and applying [Li,Wj] = (a+ j+ bi)Wi+j to v0−i−j , we would
obtain a contradiction. Similarly, we would obtain a contradiction for other cases. Thus we
have (5.7). Then similar to the proof of Lemma 5.4, we obtain the lemma. 
Lemma 5.9. If V −1 6= 0, then µ−1 = 1− b and w−1k,m = δk+m,0.
Proof. As in (5.5), we need to consider three cases µ−1 = −b,−1 − b, 1 − b. First assume
w
−1
0,m0 6= 0 for some 0 6= m0 ∈ Z. Similar to the proof of Lemma 5.5, we can solve w−10,m for
m 6= 0. Then applying [Lk,W0] = (a+ bk)Wk to v−1m , v−10 , v−1−k respectively with m 6= −k, 0,
we can solve w−1k,m. Then using (4.4) with m 6= −i − j,−i,−j, 0 and m = −i − j,−i,−j, 0
respectively, we would obtain a contradiction for all the cases in Lemma 5.5. Thus w−10,m = 0
for m 6= 0, and we can assume w 00,0 = 1 by (4.3). Then as the proof above, we have the
lemma.
Now similar to the proofs of Lemmas 5.2, 5.6, we obtain that V is a sub-quotient module
of B(0, 0), B˜(0, µ), Bi(γ), B˜i(γ), i = 1, 2, 3.
5.5 The case V 0 = A′(γ) or A′0,1
Dually to the previous, we obtain that V is a sub-quotient module of B(0, 1), B˜(−a, µ),
Ai(γ), A˜i(γ), i = 1, 2, 3.
Now we have determined all possible structures of V under the assumption in this section.
6 Modules of the intermediate series for case a ∈ Q
First we suppose a /∈ Z. Then we can write
a =
q
p
with p, q ∈ Z\{0}, p ≥ 2 and p, q are coprime, (6.1)
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and we can assume b 6= 0 since W(a, 0) ∼=W(a, 1). We can suppose
V =
N0+N⊕
j=N0
V j, and V j = 0 if j < N0 or j > N0 +N, (6.2)
for some N0, N ∈ Z with 1 ≤ N ≤ p−1. Note that for any fix N0, N ∈ Z with 1 ≤ N ≤ p−1,
all modules defined in (3.2)–(3.17) for the case a /∈ Q remain to be W(a, b)-modules for the
case a ∈ Q under the additional conditions:
N0 ≤ j ≤ N0 +N, and WkvN0+Nm = 0 for all k,m ∈ Z. (6.3)
We use the same symbols to denote these modules. In addition, we have another type of
modules, denoted by A(λ, µ), with basis {vjm | j,m ∈ Z, 0 ≤ j ≤ p− 1} and actions:
A(λ, µ) = span{vjm | j,m ∈ Z, 0 ≤ j ≤ p− 1} :
Lkv
j
m = (λ+ aj +m+ µk)v
j
k+m (0 ≤ j ≤ p− 1),
Wkv
j
m =
1
a + k
vj+1k+m (0 ≤ j < p− 1), Wkvp−1m =
1
a+ k
v0k+m+pa. (6.4)
Now we give a proof of Theorem 1.2 for a ∈ Q\Z. First assume WkV N0+N = 0 for all
k ∈ Z. Similar to the proof of Theorem 1.2 for the case a /∈ Q, we have the result. Now
assume Wk0V
N0+N 6= 0 for some k0 ∈ Z (by shifting the index, we may assume N0 = 0).
This means N = p− 1 and Wk0V p−1 ⊂ V 0. If we re-denote V p = V 0, then we obtain
µp = µ0. (6.5)
Consider all possibilities, we find out that only in the case A˜(λ, µ), (6.5) can happen, thus
we obtain an extra module A(λ, µ) defined in (6.4). This completes the proof of the theorem
in this case.
Finally we prove Theorem 1.2 for the case a ∈ Z. In this case we suppose a = 0
since W(a, b) ≃ W(0, b), and suppose b 6= 0 as when b = 0, the algebra W(0, 0) is simply
the twisted Heisenbeg-Virasoro algebra, whose indecomposable modules of the intermediate
series were considered in [7].
The special case a = 0, b = −1 has also been solved in [6]. Thus, we assume b 6= −1.
First we suppose V = V 0 = span{vm |m ∈ Z} is a V ir-module of type A′λ,µ, and so Lkvm =
(λ +m+ µk)vm+k and Wkvm = wk,mvk+m. Applying [Lk,W0] = bkWk, [Wk,W0] = 0 to vm,
comparing the coefficients of vm+k, we have
(λ+m+ µk)w0,m − (λ+m+ µk)w0,m+k = bkw k,m, (6.6)
w k,mw 0,m = w 0,m+kw k,m. (6.7)
22
If wk0,m0 6= 0 for some k0, m0 with k0 6= 0, then (6.7) gives w 0,m0 = w 0,m0+k0 , and (6.6) gives
w k0,m0 = 0, which is a contradiction. Thus, wk,m = 0 for all k 6= 0. If b 6= 1, by applying
[L1,W−1] = (b−1)W0 to vm, we obtainw 0,m = (λ+m−1+µ)w−1,m−(λ+m+µ)w−1,m+1 = 0.
Thus, Wk’s act trivially on V . Therefore, we suppose b = 1. Then (6.6) gives
(λ+m+ µk)(w 0,m −w 0,m+k) = 0, (λ+m+ k − µk)(w 0,m −w 0,m+k) = 0,
where the second equation follows from the first by replacing m, k by m+k, −k respectively.
Thus
(2λ+ 2m+ k)(w 0,m −w 0,m+k) = 0. (6.8)
Letting m = 0 in (6.8) gives (2λ + k)(w 0,0 − w 0,k) = 0. If 2λ /∈ Z, then w 0,k = w 0,0 for
all k ∈ Z. If 2λ ∈ Z, then w 0,k = w 0,0 for k 6= −2λ. Letting m = −2λ in (6.8) gives
(k − 2λ)(w 0,−2λ − w 0,k−2λ) = 0 for all k ∈ Z. Thus w 0,−2λ = w 0,k−2λ = w 0,0. Hence, we
obtain module A(λ, µ, c). Now, the proof of Theorem 1.2 is completed.
7 Irreducible modules of the intermediate series
Now we give a proof of Theorem 1.3. First we prove Theorem 1.3(3). Thus suppose a /∈ Q.
Assume that the set {Wk | k ∈ Z} acts nontrivially on V , i.e., there exists some nonzero
weight vector vλ ∈ Vλ with weight λ such thatWkvλ 6= 0 for some k. Note that we have (2.6).
Denote V ′ =
∑
j≥1,m∈Z Vλ+ja+m. It is straightforward to verify that vλ /∈ V ′, 0 6= Wkvλ ∈ V ′,
and V ′ is a properW(a, b)-submodule of V , a contradiciton with the irreducibility of V . This
proves Theorem 1.3(3).
Theorem 1.3(2) follows immediately from Theorem 1.2. It remains to prove Theorem
1.3(1). Thus assume V is an irreducible Harish-Chandra W(a, b)-module without highest
and lowest weights. We can assume a ∈ Q which is written as in (6.1), otherwise the result
follows from Theorem 1.3(3) and Mathieu’s Theorem ( [8], Theorem 1). We claim that for
any m 6= −1, 0 and λ ∈ C, the linear map
ψm := Lm|Vλ⊕Lm+1|Vλ⊕Wm|Vλ⊕Wm+1|Vλ : Vλ → Vλ+m⊕Vλ+m+1⊕Vλ+a+m⊕Vλ+a+m+1 (7.1)
is injective. If not, then there exists some v0 ∈ Vλ such that Lmv0 = Lm+1v0 = Wmv0 =
Wm+1v0 = 0. Without loss of generality, we suppose m > 0. Note that when k ≫ 0, we
can always express k as k = xm + y(m + 1) for some x, y ∈ Z+\{0}, such that Lk,Wk
can be generated by Lm, Lm+1,Wm,Wm+1 (note that when k ≫ 0, we either have Wk =
1
a+(1−b)m+bk
[Lk−m,Wm] with a+ (1− b)m+ bk 6= 0 or Wk = 1a+(1−b)(m+1)+bk [Lk−m−1,Wm+1]
with a+ (1− b)(m+ 1) + bk 6= 0). Thus there exists someK > 0 such that Lkv0 =Wkv0 = 0
for all k > K. Then as the proof of [12, Proposition 2.1], we obtain a highest weight, a
contraction with the assumption. This proves the claim.
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Now fix a weight λ0 ∈ P (V ). We have P (V ) ⊂ {λ0 + ip +m | 0 ≤ i ≤ p− 1, m ∈ Z} by
(2.6). Denote N =
∑p−1
i=0
∑1
j=−1 dimVλ0+ ip+j
< ∞. Then for any λ = λ0 + ip +m ∈ P (V ),
we always have dimVλ ≤ N (which is obvious if m = 0,−1, and which follows from the
injectivity of the map ψ−m in (7.1) if m 6= 0, 1). Thus V is uniformly bounded, and the
proof of Theorem 1.3 is completed.
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