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HALL-LITTLEWOOD PLANE PARTITIONS AND KP
O FODA AND M WHEELER
Abstract. MacMahon’s classic generating function of random plane parti-
tions, which is related to Schur polynomials, was recently extended by Vuletic´
to a generating function of weighted plane partitions that is related to Hall-
Littlewood polynomials, S(t), and further to one related to Macdonald poly-
nomials, S(t, q).
Using Jing’s 1-parameter deformation of charged free fermions, we obtain
a Fock space derivation of the Hall-Littlewood extension. Confining the plane
partitions to a finite s× s square base, we show that the resulting generating
function, Ss×s(t), is an evaluation of a τ -function of KP.
0. Introduction
In [1], Vuletic´ obtained 1-parameter and 2-parameter deformations of MacMa-
hon’s generating function of random plane partitions. In this work, we limit our
attention mostly to the 1-parameter result
(1) S(t) =
∞∏
j=1
1− tz
j
1− zj

j
where t ∈ C is the deformation parameter, and z is a formal parameter that keeps
track of the number of boxes in a plane partition (see below). Setting t = 0, one
recovers MacMahon’s generating function of random plane partitions [2], which is
an evaluation of a KP τ -function [3].
The derivation of (1) in [1] was combinatorial. The purpose of this work is two-
fold. 1. To use Jing’s 1-parameter deformation of free fermions [5], to obtain a Fock
space derivation of (1). 2. To show that S(t) is an evaluation of a KP τ -function.
In section 1, we recall Jing’s 1-parameter t-deformation of charged free fermions,
Heisenberg algebra, vertex operators, etc. [5]. In section 2, we introduce Young
diagrams1 as labels of (left and right) state vectors in (left and right) Fock spaces
and evaluate their inner products.
In section 3, we show that the action of a certain t-vertex operator on a state
vector labeled by a Young diagram µ generates a weighted sum of state vectors
labeled by Young diagrams that interlace with µ. The weights are skew Hall-
Littlewood functions. The derivation is elementary in the sense that it follows
directly from the properties of the underlying fermions. This extends a result of
Okounkov and Reshetikhin for undeformed fermions and Schur functions [6].
In section 4 we compute an expectation value of (infinitely many) vertex opera-
tors in two different ways. A. By acting on Young diagrams to generate weighted
interlacing Young diagrams that stack to generate weighted plane partitions. B.
By commuting the vertex operators in such a way that they act on the vacuum
states as the identity and thereby obtain a product expression for the expectation
2000 Mathematics Subject Classification. Primary 82B20, 82B23.
Key words and phrases. Hall-Littlewood, KP, Free fermions, Plane partitions.
1We use ‘Young diagrams’ , or ‘diagrams’ , rather than ‘partitions’ to clearly distinguish
between (regular) partitions and plane partitions.
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value. Equating the results of these two computations, we recover the 1-parameter
result of [1].
In section 5 we show that S(t) is an evaluation of a KP τ -function, for arbitrary
values of t. In section 6, we comment on the 2-parameter extension of MacMahon’s
generating function that is related to Macdonald polynomials [1]. In this case, a
2-parameter (t, q)-deformation of charged free fermions is also available [7]. Us-
ing the corresponding (t, q)-vertex operators, it is straightforward to compute the
corresponding expectation value and obtain the analogue of computation B above.
What is beyond the scope of this work is to obtain the analogue of computation A
in terms of the action of underlying fermions. In section 7, we collect a number of
comments.
1. t-Fermions and related operators
1.1. The deformation parameter t. We take t = e−ǫ+iθ, where ǫ, θ ∈ R, ǫ > 0.
The fact that ǫ > 0 will be necessary for convergence in the intermediate steps of
all derivations. However, ultimately it will be possible to take the limits ǫ→ 0, and
θ → 2π/n, n ∈ N ≥ 2. The limit ǫ→ 0 is justified by the fact that the expressions
obtained are well defined.
1.2. Charged t-fermions and t-anti-commutation relations. Consider two
species of charged fermions, {ψm, ψ∗m}, which satisfy the following t-deformed anti-
commutation relations
ψmψn + ψnψm = tψm+1ψn−1 + tψn+1ψm−1(2)
ψ∗mψ
∗
n + ψ
∗
nψ
∗
m = tψ
∗
m−1ψ
∗
n+1 + tψ
∗
n−1ψ
∗
m+1(3)
ψmψ
∗
n + ψ
∗
nψm = tψm−1ψ
∗
n−1 + tψ
∗
n+1ψm+1 + (1− t)
2δm,n(4)
where m,n ∈ Z, and t ∈ C is a deformation parameter. We refer to these as
t-fermions. For t = 0, we recover the charged free fermions of KP theory [3].
1.3. Re-writing the t-anti-commutation relations. Given the structure of the
t-anti-commutation relations (2–4), it will be useful in later sections to re-write them
differently. Using (4) on itself, we obtain
ψmψ
∗
n = −ψ
∗
nψm + tψm−1ψ
∗
n−1 + tψ
∗
n+1ψm+1 + (1 − t)
2δm,n
= −ψ∗nψm + t
−ψ∗n−1ψm−1 + tψm−2ψ∗n−2 + tψ∗nψm + (1 − t)2δm,n

+ tψ∗n+1ψm+1 + (1− t)
2δm,n
= tψ∗n+1ψm+1 + (t
2 − 1)ψ∗nψm − tψ
∗
n−1ψm−1
+ t2ψm−2ψ
∗
n−2 + (1 + t)(1− t)
2δm,n
...
= tψ∗n+1ψm+1 + (t
2 − 1)
∞∑
j=0
ψ∗(n−j)ψ(m−j)t
j + (1− t)δm,n(5)
which is clearly a re-writing of (4) in such a way that a ψ∗ operator appears on the
left and a ψ on the right in each bilinear term on the right hand side of the relation.
Further, we propose the following identity
(6) ψ∗mψ
∗
(m−n) + (1− t)
n∑
j=1
ψ∗(m−j)ψ
∗
(m+j−n) = tψ
∗
(m−1−n)ψ
∗
(m+1), n ≥ 0
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We refer to the statement in (6) as Pn, and prove it inductively as follows.
Rearranging terms in Pn, and relabelling of the summation parameter j, we obtain
ψ∗mψ
∗
(m−n) + (1− t)
n∑
j=1
ψ∗(m−j)ψ
∗
(m+j−n) =
ψ∗mψ
∗
(m−n) − tψ
∗
(m−1)ψ
∗
(m+1−n) + (1− t)ψ
∗
(m−n)ψ
∗
m+ψ∗(m−1)ψ∗(m−1)−(n−2) + (1− t)
n−2∑
j=1
ψ∗(m−1)−jψ
∗
(m−1)+j−(n−2)

If P(n−2) holds, then the parenthesised term is equal to tψ
∗
(m−n)ψ
∗
m, and
ψ∗mψ
∗
(m−n)+(1 − t)
n∑
j=1
ψ∗(m−j)ψ
∗
(m+j−n) =
ψ∗mψ
∗
(m−n)−tψ
∗
(m−1)ψ
∗
(m+1−n) + ψ
∗
(m−n)ψ
∗
m = tψ
∗
(m−1−n)ψ
∗
(m+1)
where we have used the t-anti-commutation relation (3) in the last line. Hence Pn
true if Pn−2 is true. But P0 and P1 follow trivially from (3). They are
P0 : ψ
∗
mψ
∗
m = tψ
∗
(m−1)ψ
∗
(m+1)
P1 : ψ
∗
mψ
∗
(m−1) + (1− t)ψ
∗
(m−1)ψ
∗
m = tψ
∗
(m−2)ψ
∗
(m+1)
and Pn is true for all n ∈ N. From the proof, it is clear that (6) is a re-writing of
(3). An analogous result holds for (2), but we will not need it in the sequel.
1.4. t-Heisenberg operators. The t-analogues of the Heisenberg generators hm
are defined in terms of the t-fermions as
(7) hm =


1
(1−t)
∑
j∈Z
ψjψ
∗
(j+m) m ≥ 1
1
(1−t)(1−t|m|)
∑
j∈Z
ψjψ
∗
(j+m) m ≤ −1
Using the t-anti-commutation relations (2-4), one can show that
hmψj − ψjhm = ψ(j−m)(8)
hmψ
∗
j − ψ
∗
jhm = −ψ
∗
(j+m)(9)
hmhn − hnhm =
m
1− t|m|
δm+n,0(10)
where j ∈ Z, and m,n ∈ Z\{0}.
1.5. t-Vertex operators. The t-analogue of the vertex operators of [6] are
Γ+(z, t) = exp
−
∞∑
m=1
1− tm
m
z−mhm
(11)
Γ−(z, t) = exp
−
∞∑
m=1
1− tm
m
zmh−m
(12)
They satisfy the commutation relations
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(13) Γ+(z, t)Γ−(z
′, t) =
z − tz′
z − z′
Γ−(z
′, t)Γ+(z, t)
1.6. t-Fermion evolution equations. Define the generating series Ψ(k) =
∑
j∈Z ψjk
j ,
Ψ∗(k) =
∑
j∈Z ψ
∗
j k
j , and H±(z, t) =
∑
n∈±N
t|n|−1
nzn hn. Using the relations (8) and
(9), we obtain
[Ψ(k), H+(z, t)] = Ψ(k)
∑
n∈N
1− tn
nzn
kn = Ψ(k) log
1− t
k
z
1− kz
(14)
[Ψ∗(k), H−(z, t)] = Ψ
∗(k)
∑
n∈N
1− tn
n
(zk)n = Ψ∗(k) log
1− tzk
1− zk
(15)
These equations can be cast into the form
e−H+(z,t)Ψ(k)eH+(z,t) = Ψ(k)
1− t
k
z
1− kz
(16)
e−H−(z,t)Ψ∗(k)eH−(z,t) = Ψ∗(k)
1− tzk
1− zk
(17)
By equating coefficients of powers in k, we have the following t-fermion evolution
equations
Γ−1+ (z, t)ψmΓ+(z, t) = ψm + (1− t)
∞∑
j=1
ψ(m−j)z
−j(18)
Γ−(z, t)ψ
∗
mΓ
−1
− (z, t) = ψ
∗
m + (1− t)
∞∑
j=1
ψ∗(m−j)z
j(19)
where we have used the fact that e−H+(z,t) = Γ−1+ (z, t) and e
−H−(z,t) = Γ−(z, t).
1.7. ‘Fake’ and ‘genuine’ vacuum states. Following [3], we introduce two types
of (left and right) vacuum states. The ‘fake’ vacuum states are represented by 〈Ω|
and |Ω〉 and satisfy an inner product normalised to 〈Ω|Ω〉 = 1. The ‘genuine’
vacuum states, 〈0| and |0〉, are generated by infinite strings of t-fermion operators
acting on 〈Ω| and |Ω〉 as follows
〈0| = 〈Ω| . . . ψ2ψ1ψ0 = 〈Ω|
∞∏
←−
j=0
ψj(20)
|0〉 = ψ∗0ψ
∗
1ψ
∗
2 . . . |Ω〉 =
∞∏
−→
j=0
ψ∗j |Ω〉(21)
By convention, the energy of 〈0| and |0〉 is set to zero [3].
1.8. Finite energy states. Finite energy states are of the form 〈Ω| . . . ψm2ψm1ψm0
and the form ψ∗m0ψ
∗
m1ψ
∗
m2 . . . |Ω〉, where mn = n for all n ≥ N , for some sufficiently
large N . They differ from the vacuum states by a relabelling of a finite number of
t-fermions with new indices.
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1.9. The annihilation t-fermion operators. We fix
〈Ω| . . . ψ(l+2)ψ(l+1)ψlψ
∗
m = 〈l|ψ
∗
m = 0(22)
ψmψ
∗
l ψ
∗
(l+1)ψ
∗
(l+2) . . . |Ω〉 = ψm|l〉 = 0(23)
for all m < l. There are other annihilation operators as well. In particular,
(24) ψ∗m|l〉 = 0, 〈l|ψm = 0
for all m ≥ l. It is sufficient for our purposes to impose (22–23) as extra conditions
and note that they are consistent with (2–4). (24) follows from (2–3).
2. State vectors and Young diagrams
2.1. Young diagrams label state vectors. We use Young diagrams to label (left
and right) state vectors in the (left and right) Fock spaces. The empty diagram
labels 〈0| and also |0〉. Non-empty diagrams label finite energy states. If µ =
{µ1, . . . , µl} is a diagram with l non-zero parts, it labels the left and right state
vectors
〈µ| = 〈Ω| . . . ψ(l+1)ψlψml . . . ψm1(25)
|µ〉 = ψ∗m1 . . . ψ
∗
ml
ψ∗l ψ
∗
(l+1) . . . |Ω〉(26)
where the integers {m1, . . . ,ml} are given by mj = j−1−µj, for 1 ≤ j ≤ l. Notice
that for a Young diagram with l parts, the l t-fermions that are farthest from the
corresponding fake vacuum state are relabelled.
2.2. Lemma (Inner products). Left and right state vectors are orthogonal in
the sense that
(27) 〈µ|ν〉 = bµ(t)δµ,ν
where bµ(t) is defined as follows. If µ has pj(µ) parts of length j, where j ≥ 1, then
(28) bµ(t) =
∞∏
j=1

pj(µ)∏
k=1
(1− tk)

2.2.1. Proof. Consider the scalar product
(29) 〈µ|ν〉 = 〈Ω| . . . ψlψm˜l . . . ψm˜1ψ
∗
m1 . . . ψ
∗
ml
ψ∗l . . . |Ω〉
From (5) and (22–23), 〈µ|ν〉 = 0 unless m˜1 = m1, hence we set m˜1 = m1 without
loss of generality. Furthermore, let m1, . . . ,ms be nearest neighbours for 1 ≤ s ≤ l.
That is, assume that mj+1 = mj + 1 for 1 ≤ j ≤ (s − 1), but fix ms+1 > ms + 1.
Commuting ψm˜1ψ
∗
m1 using (5), we obtain
〈µ|ν〉 = (1− t)〈Ω| . . . ψlψm˜l . . . ψm˜2ψ
∗
m2 . . . ψ
∗
ml
ψ∗l . . . |Ω〉(30)
+ t〈Ω| . . . ψlψm˜l . . . ψm˜3ψm˜2ψ
∗
m2ψm2ψ
∗
m2ψ
∗
m3 . . . ψ
∗
ml
ψ∗l . . . |Ω〉
...
= (1− ts)〈Ω| . . . ψlψm˜l . . . ψm˜2ψ
∗
m2 . . . ψ
∗
ml
ψ∗l . . . |Ω〉
Repeating this procedure, we find that 〈µ|ν〉 = 0 unless m˜j = mj for all 1 ≤ j ≤
s. Continuing to commute the central pair of t-fermions ψm˜jψ
∗
mj we find
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(31) 〈µ|ν〉 =
s∏
k=1
(1− tk)× 〈Ω| . . . ψlψm˜l . . . ψm˜(s+1)ψ
∗
m(s+1)
. . . ψ∗mlψ
∗
l . . . |Ω〉
Thus we have acquired a factor of
∏s
k=1(1− t
k) for a set of s parts of the same
length in the Young diagram µ. The required result follows inductively.
2.3. Normalization of the genuine vacuum states. From (27), we obtain the
normalization 〈0|0〉 = 1, which is non-trivial to compute directly from 〈Ω|Ω〉 = 1,
given the nature of the t-anti-commutators (2–4).
2.4. Interlacing Young diagrams. Let λ = {λ1, . . . , λ(l+1)} be a diagram con-
sisting of at least l non-zero parts, that is, we allow λ(l+1) = 0. We say that λ
interlaces with µ, where µ = {µ1, . . . , µl}, and write λ ≻ µ if λj ≥ µj ≥ λ(j+1), for
all 1 ≤ j ≤ l.
2.5. Interlacing state vectors. Since Young diagrams label state vectors, we can
define interlacing state vectors as follows. In terms of right state vectors, if
|λ〉 = ψ∗n1 . . . ψ
∗
nl
ψ∗n(l+1)ψ
∗
(l+1)ψ
∗
(l+2) . . . |Ω〉(32)
|µ〉 = ψ∗m1 . . . ψ
∗
mlψ
∗
l ψ
∗
(l+1)ψ
∗
(l+2) . . . |Ω〉(33)
and nj ≤ mj ≤ n(j+1) − 1, for all 1 ≤ j ≤ l, we say |λ〉 ≻ |µ〉. An obvious similar
definition holds for left state vectors.
3. Action of t-vertex operators on state vectors
3.1. Skew Hall-Littlewood functions. Following [2], Pλ/µ(z, t), the skew Hall-
Littlewood function of a single variable z, indexed by the skew Young diagram λ/µ,
is
(34) Pλ/µ(z, t) =


Φλ/µ(t)z
|λ|−|µ| λ ≻ µ
0 λ 6≻ µ
where Φλ/µ(t) is a polynomial in t which we now describe. Let µ have pj(µ) parts
of length j and λ have pj(λ) parts of length j. Define Jλ/µ to be the set of integers
j such that pj(λ) − pj(µ) = −1. Then Φλ/µ(t) is
(35) Φλ/µ(t) =
∏
j∈Jλ/µ
(1− tpj(µ))
That is, when the number of parts pj(µ) of length j decreases by 1 in the transition
from µ to λ, a factor of (1− tpj(µ)) is acquired.
3.2. Lemma (Action of t-vertex operators). We prove the following results
Γ−(z, t)|µ〉 =
∑
λ≻µ
Pλ/µ(z, t)|λ〉 =
∑
λ≻µ

∏
j∈Jλ/µ
(1− tpj(µ))z|λ|−|µ|
 |λ〉(36)
〈µ|Γ+(z, t) =
∑
λ≻µ
Pλ/µ(z
−1, t)〈λ| =
∑
λ≻µ

∏
j∈Jλ/µ
(1− tpj(µ))z|µ|−|λ|
 〈λ|(37)
where the sums are over all Young diagrams λ which interlace with µ. This lemma
is the first of two results in this work. We prove (36) in detail. The proof of (37)
is analogous. We require the following identities.
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3.3. Identities. Firstly, from (6), we can derive
ψ∗m + (1− t)
∞∑
j=1
ψ∗(m−j)z
j


∞∑
j=0
ψ∗(m−j)z
j
(38)
=
∞∑
n=0
ψ∗mψ∗(m−n) + (1 − t)
n∑
j=1
ψ∗(m−j)ψ
∗
(m+j−n)
 zn
= t
∞∑
n=0
ψ∗(m−1−n)ψ
∗
(m+1)z
n
Next, we use (38) to derive two more identities.
ψ∗m + (1− t)
∞∑
j=1
ψ∗(m−j)z
j

ψ∗(m+1) + (1− tp)
∞∑
j=1
ψ∗(m+1−j)z
j
(39)
=
ψ∗m + (1− t)
∞∑
j=1
ψ∗(m−j)z
j
ψ∗(m+1)
+ t(1− tp)

∞∑
j=1
ψ∗(m−j)z
j
ψ∗(m+1)
=
ψ∗m + (1− tp+1)
∞∑
j=1
ψ∗(m−j)z
j
ψ∗(m+1)
ψ∗m + (1− t)
∞∑
j=1
ψ∗(m−j)z
j

ψ∗(m+n) + (1− tp)
∞∑
j=1
ψ∗(m+n−j)z
j
(40)
=
ψ∗m + (1− t)
∞∑
j=1
ψ∗(m−j)z
j

ψ∗(m+n) + (1− tp)
n−1∑
j=1
ψ∗(m+n−j)z
j

+ t(1− tp)zn−1

∞∑
j=1
ψ∗(m−j)z
j
ψ∗(m+1)
=
ψ∗m + (1− t)
∞∑
j=1
ψ∗(m−j)z
j

ψ∗(m+n) + (1− tp)
n−2∑
j=1
ψ∗(m+n−j)z
j

+ (1 − tp)zn−1
ψ∗m +
∞∑
j=1
ψ∗(m−j)z
j
ψ∗(m+1)
where p ≥ 1 may be infinite, n ≥ 2, and (38) was used between the first and second
lines in (39) and (40).
3.4. Notation. We introduce the notation
(41)
ψ∗m + (1− x)
∞∑
j=1
ψ∗(m−j)z
j
 = Ψ∗m(z, x)
which allows us to write (39–40) in the succinct form
Ψ∗m(z, t)Ψ
∗
(m+1)(z, t
p) = Ψ∗m(z, t
p+1)ψ∗(m+1)(42)
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Ψ∗m(z, t)Ψ
∗
(m+n)(z, t
p) = Ψ∗m(z, t)
ψ∗(m+n) + (1− tp)
n−2∑
j=1
ψ∗(m+n−j)z
j
(43)
+ (1 − tp)zn−1Ψ∗m(z, t
∞)ψ∗(m+1)
where we are defining t∞ = 0, in view of the fact that |t| < 1, as described in
subsection 1.1.
3.5. Proof. We are now in a position to outline the proof of (36). The proof
consists of three parts. 1. We show that the action of Γ− on a right state vector
labelled by a diagram µ generates a weighted sum over all right state vectors labelled
by Young diagrams λ ≻ µ. 2. We show that Φλ/µ(t), the first factor in Pλ/µ(z, t),
is recovered. 3. We show that z|λ|−|µ|, the second factor in Pλ/µ(z, t), is recovered.
3.5.1. Part 1: Generating all interlacing Young diagrams. We start from expression
(26) for |µ〉. We act on this right state vector with Γ−(z, t) and make repeated use
of the relation (19), to obtain
Γ−(z, t)|µ〉 = Γ−(z, t)ψ
∗
m1 . . . ψ
∗
mlψ
∗
l ψ
∗
(l+1) . . . |Ω〉(44)
=
Γ−ψ∗m1Γ−1−
 . . .
Γ−ψ∗mlΓ−1−
Γ−ψ∗l Γ−1−
Γ−ψ∗(l+1)Γ−1−
 . . . |Ω〉
=
ψ∗m1 + (1− t)
∞∑
j=1
ψ∗(m1−j)z
j
 . . .
ψ∗ml + (1− t)
∞∑
j=1
ψ∗(ml−j)z
j

×
ψ∗l + (1− t)
∞∑
j=1
ψ∗(l−j)z
j

ψ∗(l+1) + (1− t)
∞∑
j=1
ψ∗(l+1−j)z
j
 . . . |Ω〉
= Ψ∗m1(z, t) . . .Ψ
∗
ml
(z, t)Ψ∗l (z, t)Ψ
∗
(l+1)(z, t) . . . |Ω〉
Using (42) to truncate all but the first (l+1) sums appearing in (44), we obtain
Γ−(z, t)|µ〉 =
n1︷ ︸︸ ︷
Ψ∗m1(z, t) . . .
nl︷ ︸︸ ︷
Ψ∗ml(z, t)
n(l+1)︷ ︸︸ ︷
Ψ∗l (z, t
∞)ψ∗(l+1)ψ
∗
(l+2) . . . |Ω〉(45)
The proof requires that the first (l+ 1) sums truncate to give exactly all Young
diagrams of the form (32). To see that this is the case, we use (42–43) iteratively.
Firstly, one computes the product of sums marked nl and n(l+1), using (43) with
p =∞, to obtain
Γ−(z, t)|µ〉 =(46)
n1︷ ︸︸ ︷
Ψ∗m1(z, t) . . .
n(l−1)︷ ︸︸ ︷
Ψ∗m(l−1)(z, t)
nl︷ ︸︸ ︷
Ψ∗ml(z, t)
n(l+1)︷ ︸︸ ︷ψ∗l +
l−2−ml∑
j=1
ψ∗(l−j)z
j
ψ∗(l+1) . . . |Ω〉
+ zl−1−ml
n1︷ ︸︸ ︷
Ψ∗m1(z, t) . . .
n(l−1)︷ ︸︸ ︷
Ψ∗m(l−1)(z, t)
nl︷ ︸︸ ︷
Ψ∗ml(z, t
∞)
n(l+1)︷ ︸︸ ︷
ψ∗(ml+1) ψ
∗
(l+1) . . . |Ω〉
Notice that we have truncated the n(l+1) sum, so that only t-fermions ψ
∗
n(l+1)
with indices ml+1 ≤ n(l+1) ≤ l remain. These are precisely the permissible values
for n(l+1) in (32) so that λ ≻ µ.
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Now if ml−m(l−1) = 1 (ml−m(l−1) ≥ 2), take the product of the sums marked
n(l−1) and nl in (46), using (42) (using (43)) with p = 1 for the first term and p =∞
for the second. This truncates the nl terms, so that only t-fermions ψ
∗
nl
with indices
m(l−1) + 1 ≤ nl ≤ ml remain. Again, these are precisely the permissible values for
nl in (32) so that λ ≻ µ.
Continuing this way, the truncation ultimately extends to give n1 ≤ m1 and
mj + 1 ≤ n(j+1) ≤ m(j+1), for all 1 ≤ j ≤ l − 1. That is, we recover exactly all
Young diagrams of the form (32) from (46), proving that Γ−(z, t) generates exactly
all λ ≻ µ.
3.5.2. Part 2: Factor Φλ/µ(t) of Pλ/µ(z, t). For 1 ≤ a ≤ b ≤ l, let {ma, . . . ,mb} be
a contiguous subset of the points {m1, . . . ,ml}, which describe the Young diagram
µ in (26). In other words, the points {ma, . . . ,mb} are nearest neighbours. These
points will give rise to (b− a+1) parts in µ of a certain length h. Under the action
of Γ− the points {ma, . . . ,mb,m(b+1)} are shifted to {na, . . . nb, n(b+1)}, where we
define m(l+1) = l if b = l. Because this shifting must produce interlacing Young
diagrams λ, we can have m(a−1)+1 ≤ na ≤ ma, where m0 = −∞ when a = 1, and
mb + 1 ≤ n(b+1) ≤ m(b+1), but all other indices are stationary.
There are three cases to consider. 1. When na = ma and n(b+1) 6= mb + 1,
there will still be exactly (b − a + 1) parts of length h in the new Young diagram
λ, so no weight is expected. 2. When na < ma and n(b+1) 6= mb + 1, there will be
exactly (b− a) parts of length h in λ, meaning ph(λ)− ph(µ) = −1. Consequently,
we expect a weight of (1− tb−a+1) to be acquired. 3. When n(b+1) = mb+1, there
will be at least (b − a+ 1) parts of length h in λ, so no weight is expected.
Let us check that these weights are in fact recovered, by analysing a general
term which arises after repeated truncation of (45). In the following we abbreviate
Ψ∗m(z, t) = Ψ
∗
m, for the sake of visual clarity. Using (43), we have
(47)
. . . Ψ∗m(a−1)Ψ
∗
ma . . .Ψ
∗
mb
Ψ∗m(b+1)(z, t
p) . . . |Ω〉 =
. . . Ψ∗m(a−1)Ψ
∗
ma . . .Ψ
∗
mb
ψ∗m(b+1) + (1 − tp)
m(b+1)−mb−2∑
j=1
ψ∗(m(b+1)−j)z
j
 . . . |Ω〉
+ . . . (1− tp)zm(b+1)−mb−1Ψ∗m(a−1)Ψ
∗
ma . . .Ψ
∗
mb
(z, t∞)ψ∗(mb+1) . . . |Ω〉
Using (42) repeatedly in both the first and second terms in (47), leads to
. . .Ψ∗m(a−1)Ψ
∗
ma . . .Ψ
∗
mb
Ψ∗m(b+1)(z, t
p) . . . |Ω〉(48)
= . . .Ψ∗m(a−1)Ψ
∗
ma(z, t
b−a+1)ψ∗m(a+1) . . . ψ
∗
mb
×
ψ∗m(b+1) + (1− tp)
m(b+1)−mb−2∑
j=1
ψ∗(m(b+1)−j)z
j
 . . . |Ω〉
+ . . . (1− tp)zm(b+1)−mb−1Ψ∗m(a−1)Ψ
∗
ma(z, t
∞)ψ∗m(a+1) . . . ψ
∗
mb
ψ∗(mb+1) . . . |Ω〉
The above calculation has split the original object into two terms. The first term
features Young diagrams for which n(b+1) 6= mb + 1. Hence, it has some Young
diagrams λ for which ph(λ) < ph(µ). Taking the product Ψ
∗
m(a−1)
Ψ∗ma(z, t
b−a+1)
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using (43), we find that we get no weight for na = ma, whilst we acquire the factor
(1− tb−a+1) for na < ma. This is exactly as required.
The second term features Young diagrams for which n(b+1) = mb + 1. Hence
it only has Young diagrams λ for which ph(λ) ≥ ph(µ). Taking the product
Ψ∗m(a−1)Ψ
∗
ma(z, t
∞) using (43), we find that we get no weight for any value of na.
Again, this is the expected result.
Note that the factors of (1− tp) are weights due to the motion of m(b+1), which
belongs to a different set of contiguous points.
3.5.3. Part 3: Factor z|λ|−|µ| of Pλ/µ(z, t). If there are δ more boxes in the Young
diagram of λ than the Young diagram of µ, this is because the indices of the t-
fermions have been shifted downward by a net δ units. However, from (19) we see
that a net downward shift by δ units will acquire the correct weight of zδ.
3.5.4. Action of t-vertex operators on the left state vectors. Using precisely the same
steps as above, one derives the result in (37).
4. Hall-Littlewood weighted plane partitions
4.1. Plane partitions as 3-dimensional objects. One can think of a plane
partition π as a set of unit cubic boxes stacked in the north-west corner of a 3-
dimensional room such that the heights of columns of boxes are weakly decreasing
as one moves horizontally farther from the corner [2]. A 3-dimensional view of a
plane partition is shown in Figure 1.
Figure 1. A 3-dimensional view of a plane partition.
4.2. Plane partitions as 2-dimensional arrays. One can also think of a plane
partition π as a 2-dimensional array (in the shape of a Young diagram) of non-
negative integers πi,j on a 2-dimensional grid in the south-east quadrant of the
plane. The 2-dimensional base of the plane partition π of Figure 1 is shown in
Figure 2, together with its cell coordinates.
The integers πi,j , which correspond to the column heights in the 3-dimensional
view of π, satisfy
(49) πi,j ≥ πi+1,j , πi,j ≥ πi,j+1, lim
i→∞
πi,j = lim
j→∞
πi,j = 0
for all integers i, j ≥ 0.
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4.3. Slicing a plane partition diagonally. As observed in [6], when plane par-
titions are sliced diagonally, one obtains a sequence of interlacing Young diagrams.
In other words, if for k ≥ 1 we define the Young diagrams
µ−k = {πk,0, π(k+1),1, π(k+2),2, . . .}(50)
µ0 = {π0,0, π1,1, π2,2, . . .}
µk = {π0,k, π1,(k+1), π2,(k+2), . . .}
then every plane partition π satisfies
(51) π = {∅ = µ−m ≺ · · · ≺ µ−1 ≺ µ0 ≻ µ1 ≻ · · · ≻ µn = ∅}
for somem,n ≥ 1. A 2-dimensional view of the plane partition of Figure 1, together
with its column heights and diagonal slices, is shown in Figure 2.
1
2
3
4
1
2
2
1
1
1
1
1 1
µ−2
µ−3
µ−1
µ1
µ0
µ3
µ2
µ4
30
20
10
00
21
11
01
22
12
02
13
03 04
Figure 2. A 2-dimensional view of the plane partition in Figure 1 and its di-
agonal slices. The upper (large sized) integers in the cells are the heights of the
corresponding columns. The lower (small sized) integers are the (i, j) cell coordi-
nates.
53
52
51
42
41
21
11
52
52
51
41
41
21
51
51
51
41
31
21
51
41
32
31
21
41
31
31
31
11
21
21
21
11
11
Figure 3. A 2-dimensional view of a plane partition. Hm in each cell stand for
height H and level m. There are 13 level-1, 3 level-2, and 1 level-3 paths. The
associated weight is Aπ(t) = (1− t)
13(1− t2)3(1− t3).
4.4. Levels and paths. Consider the elements {πi,j} that form a plane partition
array. The element πi,j with coordinates (i, j) is contiguous with four surrounding
elements at {(i − 1, j), (i + 1, j), (i, j − 1), (i, j + 1)}, possibly including trivial
elements that have numerical value 0 (trivial elements of a plane partition that have
height 0).
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Following [1], we say that πi,j has level l ≥ 1 if
(52) πi,j = . . . = π(i+l−1),(j+l−1) > π(i+l),(j+l)
With these definitions, a path of level-l is a set of contiguous level-l elements
that have the same numerical value. They correspond to equal-height columns in
the 3-dimensional view of π.
We say that the plane partition π has pj(π) level-j paths and assign it the weight
Aπ(t), given by
(53) Aπ(t) =
∞∏
j=1
1− tj
pj(π)
An example of a larger plane partition is shown in Figure 3. In this example,
there are 3 paths of column height 5. They consist of a level-1, a level-2 and a level-3
path. Equivalently, this height 5 horizontal plane (a set of contiguous paths of the
same column height) has a maximal width of 3 paths, when measured diagonally.
It is straightforward to show that
(54) Aπ(t) = bµ0(t)
m∏
j=1
Φµ(−j+1)/µ(−j)(t)
n∏
k=1
Φµ(k−1)/µ(k)(t)
where the Young diagrams µj are the diagonal slices of π, as given by (51).
4.5. A scalar product generates weighted plane partitions. We study the
infinite scalar product
S(t) = 〈0| . . .Γ+(z
− 32 , t)Γ+(z
− 12 , t)Γ−(z
1
2 , t)Γ−(z
3
2 , t) . . . |0〉(55)
= 〈0|
∞∏
←−
j=1
Γ+(z
−2j+1
2 , t)
∞∏
−→
k=1
Γ−(z
2k−1
2 , t)|0〉
The scalar product S(t) provides a generating function for plane partitions. This
is seen in the following way. We insert a complete set of states
∑
µ0
1
bµ0 (t)
|µ0〉〈µ0|
between the central pair of vertex operators in (55), giving
S(t) =
∑
µ0
1
bµ0(t)
〈0|
∞∏
←−
j=1
Γ+(z
−2j+1
2 , t)|µ0〉〈µ0|
∞∏
−→
k=1
Γ−(z
2k−1
2 , t)|0〉(56)
From (36) for right state vectors, and (37) for left state vectors, it is clear that
all plane partitions of the form (51) receive a weight equal to
bµ0(t)
m∏
j=1
Φµ(−j+1)/µ(−j) (t) z
2j−1
2 (|µ(−j+1)|−|µ(−j)|)(57)
×
n∏
k=1
Φµ(k−1)/µ(k)(t) z
2k−1
2 (|µ(k−1)|−|µ(k)|)
= Aπ(t)z
P
j |µj | = Aπ(t)z
|π|
from (56). In other words,
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(58) S(t) =
∑
π
Aπ(t)z
|π|
4.6. Evaluating the scalar product directly. On the other hand, it is possible
to evaluate S(t) directly. Using the commutation relation (13) repeatedly, we find
S(t) =

∞∏
j=1
1− tzj
1− zj
 〈0|
∞∏
←−
j=1
Γ+(z
−2j+1
2 , t)
∞∏
−→
k=2
Γ−(z
2k−1
2 , t)|0〉
=

∞∏
j=1
1− tzj
1− zj


∞∏
k=2
1− tzk
1− zk
 〈0|
∞∏
←−
j=1
Γ+(z
−2j+1
2 , t)
∞∏
−→
k=3
Γ−(z
2k−1
2 , t)|0〉
=
∞∏
j=1
1− tz
j
1− zj

j
〈0|0〉 =
∞∏
j=1
1− tz
j
1− zj

j
(59)
where we have used the fact that 〈0|Γ−(z, t) = 〈0|, and Γ+(z, t)|0〉 = |0〉.
4.7. Equating the two results. Equating the above results, we have a new
derivation of the 1-parameter extension of MacMahon’s generating function, first
obtained in [1]
(60)
∑
π
Aπ(t)z
|π| =
∞∏
j=1
1− tz
j
1− zj

j
4.8. Weighted plane partitions with restricted levels. From the form of
Aπ(t) in (53), it is clear that by setting the deformation parameter to a primi-
tive n-th root of unity, t = e2πi/n, n ∈ N ≥ 2, S(t) in (58–59) is the generating
function of weighted plane partitions with paths of maximally level (n− 1).
5. Connection with the KP integrable hierarchy
5.1. Finite scalar products. We consider Ss×s(t), the generating function of
plane partitions of the same type as those generated by S(t), but now the plane
partitions are confined to an s× s square base (with no conditions on the column
heights). Ss×s(t) is obtained from the finite scalar product
Ss×s(t) = 〈0|
s∏
←−
j=1
Γ+(z
−2j+1
2 , t)
s∏
−→
k=1
Γ−(z
2k−1
2 , t)|0〉(61)
Next, we introduce dependence on two finite sets of parameters {u1, . . . , us} and
{v1, . . . , vs} by considering the more general finite scalar product
Ss×s(u1, . . . , us, v1, . . . , vs; t) =
〈0|Γ+(u
−1
s , t) . . .Γ+(u
−1
1 , t)Γ−(v1, t) . . .Γ−(vs, t)|0〉
(62)
Evaluating the right hand side of (62) using (13), we obtain
(63) Ss×s(u1, . . . , us, v1, . . . , vs; t) =
s∏
i,j=1
1− tuivj
1− uivj
We note that Ss×s(u1, . . . , us, v1, . . . , vs; t) is the restriction of a function of
two infinite sets of variables u = {u1, u2, . . .} and v = {v1, v2, . . .}, obtained
by setting ut = vt = 0, for all t > s, and we show that this function is a
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KP τ -function. More precisely, we show that there is an extension A(u,v; t) of
Ss×s(u1, . . . , us, v1, . . . , vs; t) that is a τ -function of KP in the power sum variables
xm =
1
m
∑∞
j=1 u
m
j .
5.2. An extension that is a non-trivial KP τ-function. From chapter III,
equation (4.7) in [2]
(64) Ss×s(u1, . . . , us, v1, . . . , vs; t) =
∑
{λ| l(λ)≤s}
sλ(u1, . . . , us)Sλ(v1, . . . , vs; t)
where sλ(u1, . . . , us) is a Schur function
sλ(u1, . . . , us) = det
hλi−i+j(u1, . . . , us)
(65)
∞∑
m=0
hm(u1, . . . , us)z
m =
s∏
j=1
1
(1− ujz)
(66)
and
Sλ(v1, . . . , vs; t) = det
qλi−i+j(v1, . . . , vs; t)
(67)
∞∑
m=0
qm(v1, . . . , vs; t)z
m =
s∏
j=1
1− tvjz
1− vjz
(68)
Now consider
(69) A(u,v; t) =
∑
{λ| l(λ)≤s}
sλ(u1, u2, . . .)Sλ(v1, v2, . . . ; t)
where the sets {u1, u2, . . .} and {v1, v2, . . .} are now infinite, but the sum over the
partitions λ is still restricted, {λ| l(λ) ≤ s}. Ss×s(u1, . . . ,us, v1, . . . ,vs; t) is the
restriction of A(u,v; t) obtained by setting ut = vt = 0 for all t > s. Letting
1
m
∑∞
j=1 u
m
j = xm and
1
m
∑∞
j=1 v
m
j = ym, we can write
(70) A(u,v; t) =
∑
{λ| l(λ)≤s}
χλ(x1, x2, . . .)χλ(y˜1, y˜2, . . .)
where y˜m = (1 − tm)ym, and χλ(x1, x2, . . .) is the character polynomial
χλ(x1, x2, . . .) = det
pλi−i+j(x1, x2, . . .)
(71)
∞∑
m=0
pm(x1, x2, . . .)z
m = exp

∞∑
m=1
xmz
m
(72)
The coefficients χλ(y˜1, y˜2, . . .) are of the right form to satisfy the Plu¨cker relations
non-trivially [3], hence A(u,v; t) is a non-trivial KP τ -function in the variables
{x1, x2, . . .} and Ss×s(u1, . . . , us, v1, . . . , vs; t) is the restriction obtained by setting
ut = vt = 0 for all t > s, in the power sums {x1, x2, . . .} and {y1, y2, . . .}.
5.3. Another extension that is a trivial KP τ-function. It is possible to write
Ss×s(u1, . . . ,us, v1, . . . ,vs; t) as a restriction of another function B(u,v), as follows.
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Ss×s(u1, . . . , us, v1, . . . , vs; t) =
s∏
i,j=1
1− tuivj
1− uivj
= exp

s∑
i,j=1
log(1− tuivj)− log(1− uivj)


= exp

∞∑
k=1
s∑
i,j=1
(1− tk)(uivj)k
k
(73)
Now consider
(74) B(u,v) = exp

∞∑
k=1
∞∑
i,j=1
(1− tk)(uivj)k
k

where the sets {u1, u2, . . .} and {v1, v2, . . .} are now infinite. Ss×s(u1, . . . ,us, v1, . . . ,vs;
t) is the restriction ofB(u,v; t) obtained by setting ut = vt = 0 for all t > s. Letting
1
k
∑∞
i=1 u
k
i = xk and
1
k
∑∞
j=1 v
k
j = yk, we can write
(75) B(u,v) = exp

∞∑
k=1
k(1− tk)xkyk

which is a trivial KP τ -function, since it is the exponential of a linear function
in {x1, x2, . . .}, so it satisfies any nonlinear partial differential equation in the KP
hierarchy trivially.
We conclude that it is possible to write Ss×s(u1, . . . , us, v1, . . . , vs; t) as a restric-
tion of either A(u,v) or B(u,v). The advantage of the former is that it offers
a connection with a non-trivial solution of KP, in contrast with the latter which
satisfies KP trivially.
6. (t, q)-Operators and Macdonald weighted plane partitions
6.1. (t, q)-Fermions. The t-fermions are a special case of more general (t, q)-fermions
that depend on two deformation parameters t and q. We obtain the latter as the
components of the fermion generating functions
∑
j∈Z
ψjz
j = exp

∞∑
m=1
1− tm
m(1− qm)
h−mz
m
(76)
× exp
−
∞∑
m=1
1− tm
m(1− qm)
hmz
−m

∑
j∈Z
ψ∗j z
j = exp
−
∞∑
m=1
1− tm
m(1− qm)
h−mz
m
(77)
× exp

∞∑
m=1
1− tm
m(1− qm)
hmz
−m

where the (t, q)-Heisenberg generators hm satisfy
(78) [hm, hn] = m
1− q|m|
1− t|m|
δm+n,0
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The t-fermions and all related operators are obtained by setting q = 0. From the
(t, q)-fermion generating functions, one deduces the (t, q)-(half-)vertex operators
Γ+(z, t, q) = exp
−
∞∑
m=1
1− tm
m(1− qm)
hmz
−m
(79)
Γ−(z, t, q) = exp
−
∞∑
m=1
1− tm
m(1− qm)
h−mz
m
(80)
which satisfy the commutation relation
Γ+(z, t, q)Γ−(z
′, t, q) =
∞∏
n=0
1− qn tz
′
z
1− qn z
′
z
Γ−(z
′, t, q)Γ+(z, t, q)(81)
=
( tz
′
z , q)∞
( z
′
z , q)∞
Γ−(z
′, t, q)Γ+(z, t, q)
6.2. Generating function for Macdonald weighted plane partitions. Con-
sider the scalar product
S(t, q) = 〈0| . . .Γ+(z
− 32 , t, q)Γ+(z
− 12 , t, q)Γ−(z
1
2 , t, q)Γ−(z
3
2 , t, q) . . . |0〉(82)
= 〈0|
∞∏
←−
j=1
Γ+(z
−2j+1
2 , t, q)
∞∏
−→
k=1
Γ−(z
2k−1
2 , t, q)|0〉
Using (81), one easily obtains
(83) S(t, q) =
∞∏
n=1
 (tz
n, q)∞
(zn, q)∞

n
which is the right-hand-side of the following equation for the generating function
of 2-parameter weighted plane partitions derived combinatorially in [1]
(84)
∑
π
Fπ(q, t)z
|π| =
∞∏
n=1
 (tz
n, q)∞
(zn, q)∞

n
What is missing is a Fock space derivation of the left-hand-side of (84) which
requires a proof of the following statements
Γ−(z, t, q)|µ〉 =
∑
λ≻µ
Pλ/µ(z, t, q)|λ〉(85)
〈µ|Γ+(z, t, q) =
∑
λ≻µ
Pλ/µ(z
−1, t, q)〈λ|
where Pλ/µ(z, t, q) is the skew Macdonald polynomial of a single variable z [2].
7. Comments
We obtained a Fock space derivation of the 1-parameter t-deformation of MacMa-
hon’s plane partition generating function in [1], starting from the underlying t-
fermions of [5]. For t = e2πi/n, we obtained generating functions of weighted plane
partitions with horizontal paths that are maximally n − 1 rim hooks wide. When
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formulated on a finite s× s square base, we showed that these generating functions
are evaluations of KP τ -functions.
Our proofs are based on the action of underlying fermions on vector states. This
complicates the analysis, because we start from the anti-commutation relations and
we derive the action of vertex operators (which are exponentials in bilinears in the
fermions) on Fock space state vectors. It is possible to bypass these complications
and work entirely in terms of the action of the Heisenberg generators as in [8].
This simplifies the treatment, as one starts by requiring the vertex operator actions
that one wants, such as (85) at the expense of losing contact with the underlying
fermions.
In [9], a connection between the t-deformation of MacMahon’s generating func-
tion was discussed also on the basis of Jing’s t-fermions. There it was pointed out,
amongst other results, that for t ∈ R the expression (60) is the topological string
partition function on a conifold and a geometric interpretation of the parameter t
(called Q in [9]) was obtained. The derivation of (60) in [9] was based on commut-
ing the vertex operators in the scalar product. Further, t-deformed free fermions
and results that are related to those discussed in this work (and in [9]) were also
obtained in [10].
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