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INTRODUCTION 
The Inaugural Conference of the International Linear Algebra Society 
(HAS) was held 12-15 August 1989 at Brigham Young University. There 
were eighty-five participants who came from fifteen countries. 
The organizing committee for the conference consisted of Wayne Barrett, 
Brigham Young University; Daniel Hershkowitz, Technion-Israel Institute 
of Technology; Charles Johnson, The College of William and Mary; Hans 
Schneider, University of Wisconsin; and Robert Thompson, University of 
California-Santa Barbara. James R. Weaver, HAS Treasurer, contributed 
many hours to the details of registration and other matters. The meeting was 
held on the BYU campus the I2th, Idth, and 15th. There was a morning 
session of talks and a luncheon buffet on the 13th at Sundance, a local 
mountain resort; many participants took advantage of the pleasant weather 
and attractive scenery to enjoy hiking, mountain biking, and conversing with 
each other. 
The program consisted of a large number of carefully prepared, well-pre- 
sented talks. In all there were thirty-seven 30-minute talks and twenty-three 
I5-minute talks. 
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An interlacing theorem for tridiagonal matrices 
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Error bounds for roots of polynomials 
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Northern Illinois University 
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University of Illinois at Chicago 
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Tel Aviv University 
Completion problems for matrices and control 
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D. Olesky 
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Linear operators preserving certain functions on 
singular values of matrices 
University College, Dublin 
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University of Calgary 
Quadratic eigenvalue problems 
North Carolina State University and 
Technion - Israel lnstitute of Technology 
Cones of nonnegative matrices having given left and 
right Perron eigenvectors 
University of Califmia, Santa Barbara 
Multilinear methods in linear algebra 
University of Colorado 
On problems of matrix rank and some of their 
applications 
University of Bielefeld 
Generalizations of M-matrices occurring in fluid- 
flow computations 
University of Tampere 
On c-norms and c-antinorms on cones 
California State University at Hayward 
Schwenk’s theorem for the Laplacian matrix 
University of Victoria 
Sparsity analysis of the QR-factorization 
San Diego State University 
Extreme points of the positive semidefinite doubly 
stochastic matrices 
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R. Puystjens 
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L. Rodman 
F. C. Silva 
B.-S. Tam 
0. Taussky-Todd 
N.-K. Tsing 
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H. J. Werner 
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Y.-H. Au-Yeung 
J. Bevis 
R. Bru 
B. Cain 
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Generalized invertibility of a product 
Vniversidade de Coimbra 
Generalized invariant factors 
The College of William and Mary 
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matrix functions 
Faculdade de Ciencias de Lisboa 
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California Institute of Technology 
My matrix connections with Mark Kac 
University of Maryland 
G-invariant norms and G-radii 
Auburn University 
Inertiaed pencils and l-numbers 
University of Bonn 
Some results on generalizations of matrix mono- 
tonicity 
Vrye Vniversiteit , Amsterdam 
Matrix completion problems 
University of Hong Kong 
Permutation matrices whose convex combinations 
are orthostochastic 
Georgia State University 
Integer LU factorizations of integral matrices 
University Politecnica de Valencia 
Marked invariant subspaces 
Iowa State University 
Monotone-map facts and why controllability per- 
sists 
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Y. Censor University of Haifa 
Interval-constrained matrix balancing 
N. Cohen Weizrnann Institute 
Linear fractional decompositions of rational matrix- 
valued functions 
C. Cowen Purdue University 
Using Hadamard products to transfer structure of 
Hilbert-space operators 
R. DeMarr 
R. Ellis 
C. Eschenbach 
S. Leon 
M Lundquist 
R. Mathias 
P. Nylen Auburn University 
Cases of equality for the spectral norm; submulti- 
plicativity of the Hadamard product 
Hokkaido University 
On norms of Schur multiplication 
K. okubo 
P. Rozsa 
E. Schreiner 
D. Scully 
University of New Mexico 
Refinements of nonnegative idempotent matrices 
University of Ma yland 
Rank-preserving extensions of band matrices 
Georgia State University 
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Southeastern Massachusetts University 
Matrix and other methods for solving integral equa- 
tions of the first kind with applications to remote 
temperature sensing 
The College of William and May 
Matrix completion problems with linear constraints 
Cornell University 
Concavity of monotone matrix functions of finite 
order 
Technical University of Budapest 
Block-tridiagonal matrices, band matrices, and their 
inverses 
Western Michigan University 
Explicit Jordan form for certain block-triangular ma- 
trices 
Saint Cloud State University 
Maximal rank-one spaces of matrices over chain 
semirings 
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D. Slack Stanford University 
On a geometric interpretation for the generalized 
Schur and Levinson algorithms and the Chan- 
drasekhar algorithm 
G. Soules IDA, Communications Research Division 
The rate of convergence of Sinkhorn balancing 
R. Stem Concordia University, Montreal 
Results on invariant ellipsoidal cones 
J. Stuart University of Southern Mississippi 
Matrices that commute with a permutation matrix 
J, Todd California Institute of Technology 
Another look at a matrix of Mark Kac 
SYMMETRIC FUNCTION MEANS 
OF POSITIVE DEFINITE MATRICES 
by T. ANDO’ 
SYNOPSIS 
A matrix mean M of n variables is a scheme which assigns to each 
n-tuple of positive semidefinite (positive, for short) matrices A = (A,, . . . , A,) 
of equal order a positive matrix M(A) = M(A,, . . , A,) of the same order. A 
matrix mean is required to satisfy the following conditions, in which the 
order relation X > Y between two positive matrices means that X - Y is 
positive: 
(i) M(A) is monotone in each variable Ai of A = (A,, . . , A,). 
(ii) M(A) is continuous from above in each variable Ai. 
(iii) For any k X 2 matrix T and any n-tuple A = (A,, . . , A,) of positive 
matrices of order k, 
T*-M(A).T<M(T**AaT) 
where T*.A.T=(T*AIT,...,T*A,T). 
(iv) MCI,. . . , I) = I, where Z is the identity matrix. 
‘Division of Applied Mathematics, Research Institute of Applied Electricity, Hokkaido 
University, Sapporo, Japan. 
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The following properties are among the consequences of the required 
conditions (see [6]): 
(1) oM(A) = M(aA) for nonnegative scalar (Y. 
;; ;;; + B) z M(A)+ M(B). 
i ,..., A,)=A whenever A,= *.* =A,=A. 
Basic operations that produce a matrix mean are the usual addition (+ ) 
and the parallel addition (:) introduced in [l]: 
A:Bz(A-‘+B-‘)-~ for invertible A, B. 
A matrix mean M of two variables can be uniquely parametrized by a 
probability measure v on [O,l], i.e. M = M,, in the following way (see [i’]): 
where 
and 
N,(A,,A,) = (t-‘A,):[(l- t)-lA,] for O<t<l, 
H,(A,,A,) = A, and H,(A),A,) =A2. 
A probability measure u uniquely determines and is uniquely determined by 
a function 
f(s) -jo’H,(I>s)d+) for O<s<m, 
which is matrix monotone of all orders in the sense of Liiwner [8]. The order 
relation between two matrix means of two variables becomes a pointwise 
order relation between the corresponding matrix monotone functions. 
No parametrization of matrix means of three or more variables is known. 
In this talk we discuss order relations in a special class of matrix means. 
For an n-tuple A =(A,,..., A,), starting from the arithmetic mean and 
the harmonic mean, there have been defined two series of matrix means, 
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S,,.(A) and s,,.(A), k = L.2,. ., n, called symmetric function means (see 
L.2, 101): 
S,,,(A) F arithmetic mean = 1 5 Ai, 
n i=l 
s,,~(A)~harmonicmean=nfi:Ai=n(A1:A2: .. ’ :A,}, 
i=l 
and recurrently 
for l,<k,<n-I, 
s~,~(A)= fi :{kAi+(n-k)sk,n-l(ACi,)) for l,<k<n--l, 
i=l 
where ACi, denotes the (n-Utuple (A,,A~,...,A~_~,A~+~,...,A~). 
It is easy to see that 
%.,(A-‘1 = ~,-k+l,n(A)-~ for l<k,<n, 
where A-’ = (A,‘,...,A,‘), and that 
s,,,(A) =Sl,,(A) and S,,,(A) = s,,,(A), 
S,.,(A) 2 %,(A) 2 S,,,,(A) for Z<k<n-1, 
s,,,(A) 2 sk,n(A) 2 s,,,,,(A) for .Z,<k,<n-1. 
When all Ai are positive scalars, A = CY = ((Ye,. , a,,), then Sk,n(~) and 
s,_(QL) are scalar and coincide with the Marcus-Lopes mean 
Ek,J (y) E ek’n(a) 
ek+W ’ 
where ek,n(a) is the normalized elementary function of (Ye,. . , a,. It has 
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been conjectured (see [2]) that 
S,,,,(A) a S,+,(A) and S,.,(A) a Q,~(A) for 2<k<n-1 
For a commuting n-tuple all these inequalities can be easily derived from 
those for the scalar case. Noncommutativity raises many difficulties, and not 
all the conjectures have been settled yet. 
TIXEOREM 1 (See [2-41). 
%,,(A) a s,.,(A) and S,,-,.,,(A) 2 s,_~,,~(A) for n>3. 
TF~EOREM 2 (See [5]). S,,(A) 2 S,,,(A). 
In the present talk we report a new result, found jointly with Y. 
Nakamura: 
TIIE~REM 3. S,,,(A) Z= S,,,(A) for n > 4. 
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ERROR BOUNDS FOR ROOTS OF POLYNOMIALS 
by RAJENDRA BHATIA’ 
SYNOPSIS 
It is well known that the roots of a polynomial (with complex coefficients) 
vary continuously with its coefficients. (See, e.g., [l, 3, 51.) It is somewhat 
surprising that tight inequalities quantifying this phenomenon are yet to be 
established. Here we mention what is known and point out what needs to be 
done concerning this question. 
Let f and g be two manic polynomials of degree n: 
f(z) = d” + u,zn-l + . . . + a,,, (1) 
g(z) = zn + h,z?-1 + . . . + h,,, (2) 
with roots cri, ~. , a,, and pi,. ., p,,, respectively. Let y be any positive 
number such that 
Iail< y and IPil~r for i=1,2 )...) n. (3) 
For example, we could choose 
Y = 2max{lakl”k,I.!9kl”k :k = 1,2 ,..., TV). (4) 
It is an elementary exercise in inequalities to see that if y is defined by (41, 
then (3) is satisfied. Let 
O(f, g) = { CIUk - bklyn-y. (5) 
where u runs over all permutations on n symbols. These two quantities are 
“Indian Statistical Institute, New Delhi 110 016, India. 
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measures of the distance between the coefficients off and 6 and their roots, 
respectively. Let 
(7) 
where f, g vary over manic polynomials of degree n. In 1940, Ostrowski [7] 
showed that 
c(n) <2n-1. (8) 
See also [8, Appendix A]. He also showed that c(3) > 2l’“. In 1982, Elsner 
[4] obtained an improvement of (8) by showing that c(n) < n. In a recent 
paper [2] we have shown that 
2 < supc( n) < 4. 
n 
(91 
The upper bound in (9) is obtained by an analysis using Chebyshev polyno- 
mials, and the lower bound by constructing an example. It remains to 
evaluate sup c(n) exactly. Here I make a conjecture: 
CONJECTURE. supn c(n) = 2. 
Using a finer analysis with Chebyshev polynomials than the one in [2], 
Krause [6] has shown that 
supc( n) < 3.1. (10) 
Following Ostrowski, all the authors named above have tried to estimate 
~;<f, g) in terms of O<f, g). It would be interesting to find other measures of 
the distance between coefficients which give good bounds for 2;( f, g>. 
Now we turn to relatizje-error estimates. Let f be any polynomial of 
degree n, 
f(z) = a,)z” + alzn-’ + f.. + a,, a,, # 0. (11) 
Define a norm on the space of polynomials by llfl]i = C;=olakl. Let g he 
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any other polynomial of degree n such that 
Ilf - gll, < ~llflll, (12) 
where E Q 2-‘I’. Let (Y,, ., (Y, be the roots off. Then the roots PI,. ., p,, of 
g can be numbered so that 
(Qj - pjl < 9,"" for IL~~I Q 1 (13) 
and 
1 1 I I --_ < 9EI’” “j Pi for lajl & 1. (14) 
This result is due to Schiinhage [9], who also seems to have been the first to 
use the Chebyshev-polynomial argument employed in [2]. This paper of 
Schiinhage was not known to us when WC‘ wrote [2], and it is likely to have 
escaped the notice of matrix theorists. This result is used by Schiinhage to 
find bounds for the complexity of some algorithms for factorizing polynomi- 
als. 
Relative-error bounds like the one mentioned above were earlier ob- 
tained by Ostrowski [8, Appendix B]. 
These relative bounds also do not seem to be sharp. It would be 
interesting to find sharp versions and also to find connections between the 
different inequalities mentioned above. 
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RECENT WORK ON MULTILINEAR ALGEBRA 
by 1. A. DIAS DA SILVA’ 
SYNOPSIS 
1. Introduction 
Let A be an m x m matrix. We denote the (i,j) entry of A by Aij. Let K 
be an arbitrary field and V a finite-dimensional vector space over K (dimV > 
m). We denote by 63 “‘V the mth tensor power of V. 
Recent work on multilinear algebra has focused on the range of certain 
linear operators on 60 “‘V, called symmetrizers. If c : S,,, -+ K is an arbitrary 
function, we denote by Tc the linear operator on 63 “‘V defined by the 
equalities 
The operators Tc are called symmetrizers. The image under Tc of the 
decomposable tensor x,8 . . . @IX,,, is denoted by 
x,* ... *~,,~=T,(x,c3 ... @x,,~). 
We are especially concerned with the following question: 
QUESTION. Let xi,. , x,,, and y,, , y,,, be vectors of V. What are the 
relations between the families xi,. , x,,, and yi,. , y,,, that are linked by the 
equality 
sl*...*x 
111 
=y,*...*y 2 
111. 
This question is usually subdivided in the following two problems: 
(i) What are the relations between the families x,, , x,,, and y,, . . ., y,,, 
which are necessary and sufficient for the equality 
0 f x, * . . . * Lx,,, = y, * . . ’ * y,,,? 
3Universidade de Lishoa, Departamento de Matem6tica, Bloco Cl, Rua Ernesto de Vascon- 
celos, 1700 Lisboa, Portugal 
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(ii) What are the conditions (in terms of the vectors x ,,.. ., x,,,) that are 
necessary and sufficient for the equality 
I,* ... *x,,,=O? 
II. Problem ii) 
The first general result concerning problem (i) was stated by M. Marcus 
and Gordon [B] and generalized later by R. Merris [lo]. Men-is’s version was 
stated as follows: 
TIIEOHEM 1. Let the symmetrizer T, be as aboce, with c f 0. If 
0 f x, * . . * x,,, = y1 * . . . * y ,,,’ 
then 
(X 1,. .,x,,, > = (y1,. . > y,,, >a 
where ( > denotes lineur closure. 
This idea enables us to solve problem (i) when s,, . , s,,, are linearly 
independent. In order to state a theorem in this context we introduce some 
new notation. 
Let h be an irreducible @-character of a subgroup G of S,,,. In the sequel 
the field K is the complex field @, and we identify the character A with the 
function fi : S,,, --j @ satisfying f16 = A and ~Js,,,\C: = 0. In addition 
x1*. . . * x,,, denotes T,(x,@ . . . @ST,,,). If A is an m X m complex matrix, 
we denote by d,(A) the following element of @: 
It is easy to see that if A = E (the alternating character of S,,,), then 
d,(A) = det A, and if A = 1 (the principal character of S,), then d,(A)= 
per(A). 
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TIIEOREU 2 [3]. kt V be u finite-dimensional z;ector space otter C. LA 
Xl,...,X,,, be linearly independent 6ectors of V, and yI,. ., y,,, r;ectors of V. 
Then 
0 # x1 * . . . * x,,, = y, * . . . * y,,, 
if and only if there exists an III X m matrix B ocer @ satisfying 
(a) yi = I?,!=, Bi,jxj, 
(1,) d,( BB”) = d,(B) = Acid), 
where B* denotes the conjugate transpose of B. 
Using the same sort of ideas, these results have recently been further 
developed. Firstly we need a definition. 
DEI~INIUON. An m X n matrix A over a3 is called (h,G)-critical if it 
satisfies the following: 
Condition (a). 
(i> d,(A,,,AT,,) = 0, r = 1,. . ., n, 
(ii) dA(AA*) + 0, 
where A,,., denotes the m X (n - 1) matrix which is obtained deleting 
column r of A. 
TIIEOHESI 3 161. I.& x1 ,..., x,,~, y,,. .., y,,, be cectors of V, and assume, 
without loss of generality, that {x,, ,x,,) is a busis cjf (s,, , II,,,). of 
x1* ... *x 
,,a = y1 * . '. * y,,, # 0, 
then there exists an m X n matrix A satisfying: 
(a) yi = C;=,Aij~,i, i = 1,. .,m, 
(b) A is a (A,G)-critical mutrix. 
This new concept [(A, G&critical matrix] has proved to be quite fruitful in 
solving a problem raised by Morris Newman [l, 19791. 
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PROBLEM (MORRIS NEWLJAN). Describe the set of complex m X m ma- 
trices 
It has been proved [6] that if A is an irreducible character of S,,, then 
AE-~ - A, A* satisfy Condition ( CX). 
III. Problem (ii) 
Problem (ii) has recently attracted much more attention than problem (i), 
and many results have been established in this area. In order to describe the 
main ideas that underlie these results let us introduce some more notation. 
(A) It is well known that a partition of m, A = (A,, . , A,,,), is usually 
represented by a Young tableaux denoted by [A]. The sequence of lengths of 
the columns of [A] is also a partition of m, called the conjugute partition of A, 
and is denoted by A’. 
EUMPLE. Let A = (2,2,1,0,0>. Then 
[Al= and A’= (3,2,0,0,0). 
Let A and p be partitions of m. We say that A majorizes CL, denoted by 
A k I*, if 
i A, > 5 Fi> k =l,...,m. 
i=l i=l 
(B) The irreducible characters of S,,, are usually identified with the 
partitions of m. In particular the alternating character E is identified with 
the partition (1, 1, . . , 1). 
(C) Let x1 ,..., x,,& be a family of vectors of V. The k-dimension of 
x1,. . ,x ,,,, denoted by dk(r,, , x,,,) or by d,, is defined to be the integer 
4(x 1 ,..., r,,) =maxI.Y,U f.. lJxkJ, 
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where .Y,,...,.-ek are linearly independent subfamilies of x ,, . . , x,,, and I I 
denotes cardinality. In fact ~1, is the rank of the sum of k copies of the 
matroid defined in the family x1,. ,x,,, by linear independence. It is 
possible to prove [2] that if x1,. . , x,,, are nonzero vectors then 
is a partition of m; it is denoted by p(x,, , x,,,). 
(ID) We denote by I, the largest integer such that 
x1*. . . *x,,,=o 
if d, (x1,. ..,x,,,> 6 1,. 
(1) It has been proved [4] that 1, does not depend on the vector space V. 
(2) It has also been proved [4] that if we take I,, = - 1, 
( 1, - I,, > 1, - I,>. ‘. > I,,, - I,,, -, > 
is a partition of m. The conjugate of this partition is called the m&linearity 
partition of A and denoted by MP(A). 
(3) If A is an irreducible character of S,,,, A = MP(A). 
These notions were motivated by the concept of index of u symmetry 
class of tensors introduced by M. Marcus and J. Chollet [9]. 
We are now able to state the results recently proved on problem (ii). For 
the sake of uniformity we shall quote them using the above ideas instead of 
the original ones. 
In 1977 R. Merris proved the following theorem [ll]: 
TIIEOKELI 4. Let x1,. , IV,,, be vectors chosen in a basis of V, und A be 
an irreducible character of S ,,, Then 
x1* ... *x,,,=o - p(x, ,..., x,,,) &A’. 
Recently C. Gamas [7] showed that we can omit, in the above theorem, 
the constraint of choosing the vectors in a basis of V. He proved a theorem 
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which can be formulated as follows: 
THEOREM 5. Let x,, . , x,,, be nonzero vectors of V, and A an irre- 
ducible character of S,,,. Then 
More recently these results were generalized in [5]; the following result was 
proved. 
THEOREM 6. Assume that x,, . , x,,, are nonzero vectors. If A is an 
irreducible character of a subgroup G of S,,, such that (A, xIc z 0 (x denotes 
the irreducible character of S,,, identijed with the partition MP(/\)), then 
STES,,,: xc(I)* **. *X,(,,,)fO - p(x, )...) X,,,)kMP(A)'. 
These results have a great number of connections with other topics in 
linear and multilinear algebra. We point out some connections with the 
concept of a nonsingular matrix. 
It is known that af A is on m x m matrix with rows Li, i = 1,. . , m, then 
d,(AA*)#o w LI* .‘. *L,,,+o. 
Let h be an irreducible character of S,,,. We say that u matrix A is 
h -nonsingular tf 
d,( AA*) # 0. 
Then A is A-nonsingular afund only zf 
p(L,,...,L,,,) * MP(A)‘. 
Observe that in the case A = E (d, = det) we get: A is l -nonsingular if 
and only if 
dim(L,, .. . . L,,,)=dl(xl, . . . . x,,,)>m 
[note that E’ = Cm, 0,. . . , O>I. 
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RANK-PRESERVING EXTENSIONS, 
TOEPLITZ MATRICES, AND ISOMETRIES 
by ROBERT L. ELLIS’ and DAVID C. LAY’ 
SYNOPSIS 
A general problem that has attracted interest in recent years is the 
problem of completing a matrix whose entries are only partly specified, in 
such a way that the matrix has some desired property such as positive 
definiteness. The main problem we address in this paper is that of finding a 
completion (or extension) F of a band matrix R such that the rank of F does 
not exceed the maximum of the ranks of the suhmatrices in the hand of R. 
\Ve analyze when such an extension exists and when it is unique. Our results 
“Department of Mathematics, University of Maryland, College Park, MD 20742, USA. 
Supported in part 1)~ Air Force Office of Scientific Research grant 87-0287. 
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lead to new results about Toeplitz matrices, and they provide a new way to 
look at well-known results on extending a generalized triangular matrix to a 
unitary matrix or a contraction. 
Let m and n be integers with 0 < m < n - 2. An n X n matrix R = (Rjx-) 
is an m-band matrix if RJk = 0 for Ik - jl > m. An extension of R is an 
n X n matrix F = cc,,) such that Fjk = Rj, for Ik - jl < m. If A4 = (Mjk) is a 
matrix, we let M(j,. . . , k) be the principal submatrix (M,,,), ~ ,,,‘, Gk. Given 
an n x n m-band matrix R, the number 
r=max(rankR(j,...,j+m)ll<j-m) 
will be called the maximum band rank of R. An extension F of R is said to 
be rank-presehng if rank F = r. Such an extension need not exist, but if it 
does, it has the minimum possible rank among all extensions of R. An 
extension F of R is called a strong rank-preseming extension if F( j, , k 1 is 
a rank-preserving extension of R(j, . , k) for all j, k such that 1 < j < k < n 
and k-j>m. 
Rank-preserving extensions arise in signal processing, although they are 
not usually described in terms of rank. The situation there concerns a 
stationary stochastic process whose autocorrelation function is to be esti- 
mated from discrete data. A key step in the problem is to extend a 
self-adjoint Toeplitz band matrix R. We shall show that when the maximal 
submatrices in the band of R are singular, the extension of R that corre- 
sponds to a maximum-entropy spectnnn is also the unique self-adjoint 
rank-preserving Tocplitz extension of R. 
Henceforth, R will denote an n X n self-adjoint m-band matrix with 
maximum band rank r. Given an integer ,U such that 1 < /j Q n - m, we shall 
say that the band ranks of R peak at p if the following conditions are 
satisfied: 
(1) For l<j,<n- m - 1, the rank of R( j + I,. , j + m) equals at least 
one of the ranks of R(j,. . .,j + m) and R(j + 1,. ., j + m + 1). 
(2) The sequence (rank R( j, . , j + m) 116 j < p) is nondecreasing. 
(3) The sequence {rank R(j, . . , j + m) ( p < j < n - m} is nonincreasing. 
If, in addition, the sequences in (2) and (3) h ave jumps of at most 1, we shall 
say the band ranks peak at p with jumps uf at most 1. 
The index p need not be unique, but if the band ranks peak at several 
values of the index p, then these values form a consecutive set of integers. In 
any case, it can be proved that if the band ranks of R peak at some index p, 
then there is at least one self-adjoint strong rank-preserving extension F of 
R. To give both necessary and sufficient conditions, one must consider the 
inertias of the submatrices in the band of R. 
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TIIEOREM 1. Suppose that for 1~ j < n - m - 1, the ranks of the ma- 
trices 
R(j,...,j-tm), R(j+l,...,j+m), und R(j+l,...,j+m+l) 
difler pair-t&e by at most 1. Then R admits a self-adjoint strong rank-preserv- 
ing extension F $ and only if R satisfies the following condition: For 
I<i<k<n-m, thematrices R(i,..., i + m) and R(k,...,k + m) have the 
sume inertia whenever (i) they have the same rank and (ii) rank R( j,. . , 
j+m)<rankR(i,...,i+m) fori<j<k. 
COROLLARY. The mutrix R admits a positive semidefinite strong rank-pre- 
serving extension if and only if 
R( j, , j + m) is positive semidefinite for 1 < j < n - m. 
The corollary is related to a well-known theorem of H. Dym and I. 
Gohberg about positive definite extensions of a band matrix. However, those 
extensions are of maximal rather than minimal rank. The existence of a 
positive semidefinite extension (without the rank-preserving condition) fol- 
lows from the work of R. Grone, C. R. Johnson, E. M. SB, and H. Wolkowicz 
or from the work of Johnson and L. Rodman. The corollary shows that such 
an extension may be chosen to be strongly rank-preserving, and this fact is 
essential for the proof of Theorem 5, below. 
TIIEOHEM 2. A self-adjoint hand matrix admits a unique self-adjoint 
strong rank-preserving extension if and only if the band ranks peak at some 
index p with jumps of at most 1. 
It is possible to characterize the existence of a self-adjoint extension that 
is unique among all self-adjoint rank-preserving extensions, if one includes 
conditions on the eigenvalues of the submatrices in the band. When such a 
unique rank-preserving extension exists, it turns out to be a strong rank-pre- 
serving extension, and it may be computed by any sequence of “partial 
extensions”. 
Applications to Toeplitz Matrices 
Let T,,, = (a,i _,)ir; =(, be the (m + 1) X (m + 1) Toeplitz matrix determined 
by a-,,a_,+,,...,a,. By extending the given sequence of numbers to 
a_,,,a_,+,,...,a,, where n > m, we can obtain an (n + 1) X(n + 1) Toeplitz 
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matrix T,, = (LZ_~)~~~=~, which we ca!l an extension of T,,,. We say that T,, is 
a rank-preserving extension of T,,, if T,, has the same rank as T,,,. 
THEOHEM 3. Let T,,, = (u~_~);:~.,~ be a self-adjoint Toeplit; matrix. For 
every n > m there is a unique (n + 1) x(n + 1) self-adjoint rank-preserving 
Toeplitz extension of T,,, if und only if rank T,,,_ I = rank T,,,. 
J. Burg considered the case when T,,, is positive semidefinite and singular 
and T,,,_ 1 is positive definite. He showed that for all n > m there is a unique 
positive semidefinite extension T,, of T,,,. However, in this case, the unique 
rank-preserving extension of T,,, that exists by virtue of Theorem 3 is 
necessarily positive semidefinite (by the interlacing theorem for eigenvalues). 
Therefore the rank-preserving extension coincides with the positive semidefi- 
nite extension obtained by Burg. A formula for the entries in T,, was given by 
Burg. Later, S. Reddi gave a matrix factorization of T,, in which the factors 
appeared to depend upon n and the eigenstructure of T,,. The following 
improvement on Reddi’s result shows that the middle term is independent of 
n and the outer factors depend on n in only a very simple manner. 
THEOHEM 4. Let Tk = (ai_j>~j=,, be u positive semidefinite Toeplit; 
matrix of rank m, where k > m > 2. Then T,,, _, is positive definite. 
Let rl,...,r,,, be the zeros of the polynomial p( z> = z “’ + s , z “’ - ’ + . . + 
x,,,_,z +x ,,,, Where s ,,..., x,,, ure the unique numbers thut satisfy 
x,,JT = [ () 0 . . . O]? 
Then the r, are distinct points on the unit circle, and there is an m X m 
diugonul mutrix D with positive diagonal entries such that for every integer 
n 2 k, the unique rank-preserving Toeplitz extension T,, of Tk is given by 
where 
R, = 
T,, = R,TDR,,, 
1 r, r: ... r;’ 
1 r2 2 
r! . . . r(l 
2 
. . 
1 f-r,, i”il . . . ;;;, 
Extensions of Triangular Matrices 
Our results on rank-preserving extensions may be used to obtain new 
proofs in the scalar case for well-known results of W. Arveson, H. Dym, 
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I. Gohberg, and others regarding extensions of triangular matrices to contrac- 
tions or unitary matrices. The following result seems to be new. 
THEGREM 5. LRt T = (tjk) be an s X n matrix such that tjk = 0 for k > j, 
where 1~ n < s. Then T admits an extension to an s X n isometry U if and 
only if IIT,s”jI = 1 for 1 < j < n, where 
Proofs of these results, along with some generalizations and examples, 
will appear in Linear and Multilinear Algebra. 
GENERALIZATIONS OF M-MATRICES 
OCCURRING IN FLUID-FLOW COMPUTATIONS 
by LUDWIG ELSNER and VOLKER MEHRMANN5 
SYNOPSIS 
1. Introduction 
One of the most beautiful theories in matrix theory is the theory of 
Z-matrices and M-matrices. (A real n X n matrix A = [aij] is a Z-matrix if 
aij < 0 for i # j. It is an M-matrix if it is a Z-matrix and A-’ exists and is 
elementwise nonnegative.) It has been developed in the last 50 years, 
starting with the paper of Ostrowski [lo] in 1937, followed by the work of 
Varga [ ll] and Young [ 131 in the 50 s and 60s the papers of Fiedler and Ptak 
[6], the book by Berman and Plemmons [2], and the work of many other 
authors. The important applications of this theory in particular to the 
convergence of iterative methods for the solution of linear systems arising in 
the solution of partial differential equations have led to many generalizations 
and modifications. 
“UniversitHt Bielefeld, FakultSt fiir Mathematik, Postfach 8640, W 4800 Bielefeld 1, 
Germany. 
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One possible generalization, which up to now seems not to have been 
considered, is the following: 
NOTATION 1.1. By Z:, we denote the set of matrices (A E C’,rrk,“rk )A = 
[Aij], A,j f Ck,k Hermitian for i,j=l,..., m and Aij<Ofor i,j=l,..., m, 
i # j}. Furthermore we denote Z,,, ^k := (A = [Aij] E Z;, 1 Aij > 0, i = 1,. , m}. 
Here we have used the following notation: For a Hermitian matrix A, we 
say that A > 0 if it is positive definite, and a non-Hermitian matrix A is 
called positive definite if A + A* > 0, where A* is the conjugate transpose 
of A. 
Clearly for blocksize k = 1, matrices in Zk, are Z-matrices. We discuss 
generalizations of results for Z-matrices to matrices in Zt,. In particular we 
obtain results for matrices with acyclic block graphs. 
DEFINITION 1.2. Let A = [Aij] E Cf’Lk,“tk with Aij E Ck,k. Then we 
define the block graph G, of A as the nondirected graph of vertices 1,. . , m 
and edges {i,j}, i # j, where {i,j) is an edge of G, if Aij # 0 or Aji # 0. A is 
called block acyclic if G, is a forest i.e., G, does not contain cycles. 
For properties of acyclic matrices see [I]. For matrices in Zi, we 
introduce an orientation on the edges of G, as follows. 
DEFINITION 1.3. Let A = [Aij] E Zg,. Define the dominance graph DA 
of A as the directed graph of vertices 1,. . . , m and edges (i, j>, i + j, where 
(i,j) is an edge of DA if Ii, j} E G, and Aii + Aij > 0. 
An edge (i,j) of DA is called a starting edge if no edge (I, i), 1 + i, is 
contained in DA. If (i, j) is a starting edge, then i is called a root. 
DA is called contractable if for every vertex j that is not a root, there 
exists a root i and a directed path of edges (i, i,),(i,, i2>, . . . ,(ik,j> in DA that 
connects i and j. 
Matrices in Z:, arise for example in the numerical solution of 2-D or 3-D 
Euler equations in fluid dynamics [7]. Applying a finite-volume approach to 
these equations are linearizing the nonlinear systems yields block matrices of 
the form 
(I.41 
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where S,, S,, T, E Crk*rk, 
c -A- 
-A+ C . . . -B+ 
T= I '2- '. -. I 
L -B+ I 
L 
where A-, A+, B-, B+ E Ck*’ are obtained from decompositions A = A+ - 
A-, B=B+- B- in positive semidefinite and negative semidefinite parts of 
real symmetric matrices A. B reqxctively. and C = IAI-t IBI = A+ + A- + 
B+ + B-. Other approaches yield similar block structures, with different 
blocks in each row. Also sometimes the matrices A, B are not HcrmiHan but 
have only real eigenvalues [3]. Here we discuss only the case that the hiocks 
are Hermitian. 
2. General Result.9 
We list several results for ZL, which generalize results for Z-matrices or 
M-matrices. 
PROWSITION 2.1. 
(i) Let A = [A,,] B Zi,, and suppose Chat 
(2.2) A,, + d je, (Aij + Aji) > 0, i = l,...,m. 
j*;i 
Then A is positive semidefinite. 
(ii) Let A = [ A,,] E Z$ and suppose that 
(2.3) Aij+k ,f (A,+A,,)>Op i=l,..., m. 
1'1 
j#i 
Then A is positive definite. 
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In the following we give other conditions for A to be positive definite for 
matrices with acyclic Mock graph. In order to do this we need a procedure to 
contact edges in the graph. This is done by black Gaussian elimination. 
TH~COREW 2.4. 
sat&& 
Let A =[A+ 2?; be Hem&&n, be block acyclic. and 
88, 
(2.5) Aii+ C A,j>O, i = l,...,m. 
1-I 
jsi 
(2.6) 
1, i== f* 
Lij = - A,.,A,‘. i=l. j-s, 
0 otherwise. 
Then 
A := [ Aij] := l.AL* E z^;, 
satisjb (2.5). is block ucyclic, and is Ifermitiun. and DA is contractable. 
TIIICOREM 2.7. Let A = [ Aij] E g:, be Jfennitian, 
(2.5), and let DA he contmctable. Then A > 0. 
be acyclic, and satisfy 
The non-llennitian case is obtained as a corollary. 
C<>ROLLARY 2.8. Let A =[Aij] E ii;, be &ck acyclic and satisfy (2.2), 
and 
(2.9) A,, > Ai,, A,, j&all i,j-l,..., 8)‘. 
lf DA is contracrtabk, then A is positir;e definite. 
Another direct consequence of Theorem 2.7 is a sufkient condition for 
the geneml case. 
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COROLLARY 2.10. Let A - [A,,] E 2: sa&fi (2.2) und (2.9). Let C, be a 
blocksubaeeofC,.andletAbe~mrrMxthat&obtrrinedFomA+A+by 
deleting the blocks A,, for all 0, j) that are not edges ofC, and repking the 
&god ehnenb of A bp 
(i.j)tC, 
Suppose thai A haa a contra&able clomimmce graph DA. Then A is positive 
dejhfte. 
The most important block acyclic matrices are the block-tridiagonal 
matrices, for which wp have: 
CoaoLlNaY 2.11. &kt A E ;efm be block-tddiagonaf, 
A- I 
A, -4 
-c, **. -*. * . * .* ’ - BP,, - I ’ -Cm-, A”, 1 
with A, > 0, B,.C, b 0. i = 1.. . . , m; B,,, = C,,, - 0. swwse tJ& 
(2.12) Ai > B, +Ci*Bi-I +Cd+I* i = l....,m - 1. 
Ifthere is an indexjE{l,...,m -1) such tJurt 
(2.13) 
A, > B, fwaff i - l,....j 
ad A,+, >C, fhfaU i= j.,..,m-1. 
hen A is positioe depnife. 
A natural generalization 
A=[A,,]E~~ is the block 
of the Jacobi iterative method fbr matrices 
Jacobi iteration for Ax -b defined by D - 
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d@$A,,,..., A,,), N-D-A, and 
(2.14) x1+* - D“NX, + D-lb, i= 1,2,3 ,... . 
It is well known [2] that (2.14) converges for all initial x0 if and only if 
p(D_‘N)< 1. 
PROPOSITION 2.15. Z.& A = [A,J E 2;. and &t D, N be a~ in (2.14). IfA 
satisj#es (2.2). then p(D-‘N)(l. andifAsati@es (2.3), then p(D-‘N)<l. 
THEOREM 2.16. Let A -[A, ] E Z?k be block acyclic and sati& (2.2) 
and (2.9). and assume j&her da t DA is contra&able. Let D,N be as in 
(2.14). Then p( D-IN) c 1. 
3. Application to Special CaseJiom Fluid-Flow Compututions 
In this section we now discuss matrices given in (1.4). 
PROPOSITION 3.1. Let M be as in (1.4). Zj J’(A)n JV(B) = (0). then 
(3.2) T, E 8:, 
(3.3) Ad& 
andjdhemwre T, and A are positive definite. 
For the obvious block Jacobi method applied to A4 in (1.4) we have: 
THEOREM 3.4. Lit M be as in (1.4) ad d’(A)n J(B) = (0). and bt 
E wk. N-D-M. 
Then p(D-‘N)<l. 
Let M=[A,,]EC~~*~‘“, 
fbr Mx * b is defined by 
with A,, E Ckak. Then the block SOR iteration 
(3.5) xi+,-H,x,+(D-oL)-‘b, i=1,2,3 ,..., 
CONFERENCE REPORT/SYNOPSES 491 
where H, = (iTI - WI,)-‘[cl - w)D + WV], M = D - L - V, D = diag(C, 
. . . ) C) and L, V are the block lower and upper triangular parts of M. 
THEOREM 3.6. Let M be as in (1.4). Then the block SOR method (3.5) 
converges if 
o<w< 
l+p( D-IN) 
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NORMS, SEMINORMS, AND MULTIPLICATIVITY FACTORS 
by MOSHE GOLDBERG’ 
SYNOPSIS 
Let & be an algebra over a field F, where F = R or F = C. As usual, a 
function S : &’ + R is called a seminorm if for all X, Y E & and A E F 
S( r ) 2 0, 
S(hx) = IAlS(X), 
S(x+y)<S(x)+S(y). 
If, in addition, S is positive definite, i.e., 
s(x) > 0 VxfO, 
then S is a nom. We call a seminorm S proper if S # 0 and S(x,,) = 0 for 
some xg # 0. Finally, we say that S is m&plicative if 
S(XY) G S(X)S(Y) Vx,yE&. 
Of special interest are, of course, operator algebras. A well-known exam- 
ple of a nonmultiplicative norm on such an algebra is the numerical radius 
[lo, 81, 
r(A)=sup{l(Ar,.r)l:xEH,(x,x)=l} (1) 
defined on a(H), the algebra of bounded linear operators on a Hilbert space 
H over C. 
Another example of considerable interest is the I,) norm, 1 =G p =S cc), on 
the algebra C n X ,, of n X n complex matrices, 
A = (aij) E CnXn’ (2) 
which is multiplicative if and only if 1 Q p < 2 [IS]. 
‘Department of Mathematics, Technion--Israel Institute 
Israel. 
of Technology, Haifa 32000, 
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Given a seminorm S on an arbitrary algebra and a fixed constant /-L > 0, 
then obviously S, = VS is a seminorm too. Clearly, S, may or may not be 
multiplicative. If it is, we call Jo a multiplicativity factor for S. That is, /.L is a 
multiplicutivity factor for S if und only if 
S(XY) GPS(X)S(Y) Vx,yEd. (3) 
Evidently, if +g is a multiplicativity factor for S, then so is any p > /_L~). 
Thus, having a seminorm S, the question is whether S has multiplicativity 
factors, and if so, whether there is a best (least) one. 
A practical approach toward checking whether a given constant p > 0 is 
the best (least) multiplicativity factor for a given seminorm S is obviously by 
verifying that (3) holds with equality for some xc,, y0 for which S(x,,) z 0, 
S(y,,) # 0. Using this observation, it was shown in [ll] and later in [5] that if 
H is a Hilbert space over C of dimension at least 2, and r is the numerical 
radius in (l), then the best multiplicativity factor for r is piinf = 4, indepen- 
dently of dimension. Similarly, it was shown in [I21 and later in [7] that the 
best multiplicativity factor for the Z,, norm in (2) is 
i 
1, l<p<2, 
Piinf = nl --2/p ) 2<p<ar. 
For arbitrary seminorms we have the following characterization of multi- 
plicativity factors: 
THEOREM 1 [ll. Let S # 0 be a seminwrm on an algebra J& Then: 
(a) S has multiplicativity factors if and only if Ker S is an ideal in d and 
(4) 
(b) If S has multiplicativity factors and pirrf > 0, then F is a multiplicativ- 
ity factor if and only if p > hinf. 
Cc) lf S has multiplicativity factors and pinf = 0, then k is u multiplicativ- 
ity factor if and only if p > 0. 
Now, if S is a norm, then clearly pinf > 0 and Ker S = {O} is an ideal in 
ti; hence in this case Theorem 1 says that p > 0 is a multiplicativity factor 
for S if and only if p inf < CO and F > F inf. Further, a standard compactness 
argument implies that if & is finite-dimensional and S is a norm, then kinf 
in (4) is finite, so S has multiplicativity factors. 
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If L&’ is a simple algebra, then by part (a) of Theorem 1, there are no 
multiplicative proper seminorms on &. Since F,,,,, the algebra of n X n 
matrices over F, is simple (e.g. [Z]), we immediately obtain: 
TIJEOREM 2 [I]. There ure no multiplicatiz;e proper seminorms on F, Xn. 
This result, proven directly by Goldb er and Straus in [5], shows that in g 
the finite-dimensional case proper seminorms may fail to have multiplicativ- 
ity factors. In the infinite-dimensional case, it was shown both in [ti] and in 
[I] that norms as well as proper seminorms may or may not have multiphca- 
tivity factors. 
In the remainder of this note, let 
S:C”+ R, n > 2, 
be a seminorm on the space of complex n-tuples, and let us study the 
function S+ defined by 
s+(x) = s(x+), x EC”, 
where x+ = <[.$jl> is the vector obtained by taking the absolute values of the 
components of x = (tj). 
Part of the motivation for studying S+ lies in the fact that it is often 
considerably easier to compute the values of Sf than those of S. In view of 
the results of [9], this is so, for example, in the case of the numerical radius, 
which on C, Xn takes the form 
r(A) = max{ Ix*AXl: x E C”, x*x = 1). (5) 
Our purpose is to study the subadditivity and submultiplicativity proper- 
ties of S+ (when a multiplication is defined in Cn>. This will be done under 
the assumption that S is quasimonotonic, i.e., 
x,y E R" with 0 < x < y implies S(x) G S(Y), 
where the inequalities 0 < x < y are construed componentwise. 
With this definition of quasimonotonicity, we can prove: 
THEOREM 3 [4]. Let S be a seminorm (norm) on C”. Then S+ is a 
seminorm (norm> if and only a? S is quasimonotonic. 
For instance, it was shown in [3] and [4] that the numerical radius r in (5) 
is quasimonotonic on CnXn. Since r is a norm, it follows by Theorem 3 that 
r + is a norm too. 
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Now assume that C” has been given a structure of an algebra over C. For 
example, take C” with the Hadamard multiplication 
or C,,, with the usual matrix multiplication. With this assumption we can 
state the following result that associates multiplicativity factors of S with 
those of St. 
TIIEOREU 4 [7]. Let S be a yuasimonotonic seminorm on C” with a 
multiplicativity factor k, and suppose that 
(xy)+cx+y+ Vx,yfzC”. (6) 
Then p is a multiplicatiz;ity factor for S+, and the least upper bounds for the 
multiplicatioity factors of S and S+ satisfy 
We emphasize that (6) h 0 5 Id. f or all common multiplication rules on C”, 
including Hadamard’s multiplication, for which we have equality, and the 
standard matrix multiplication, for which 
(A@+ < A+I3+ vA,B EC,,,,,. 
Since the numerical radius r in (5) is quasimonotonic on C,, Xn and its 
best multiplicativity factor is hi,(r) = 4, Theorem 4 together with a simple 
calculation implies that the best multiplicativity factor for r+ is pi,Jr+ > = 4. 
This example might lead us to conjecture that if S is a quasimonotonic 
norm on C”, then the best (least) multiplicativity factors for S and S+ 
coincide. As shown in [4], this is quite false, and in fact the ratio 
can be arbitrarily small. 
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SPARSITY ANALYSIS OF THE QR FACTORIZATION 
by CHARLES R. JOHNSON,7 D. D. OLESKY,’ and 
P. VAN DEN DRIESSCHEY 
SYNOPSIS 
I. Introduction and Notation 
For m > n, an m-by-n matrix A = [ aij] has a unique factorization A = QR, 
in which Q = [ qij] has orthonormal columns and R is an upper triangular 
matrix with positive diagonal entries, exactly when A has full column rank. 
With a matrix A, we associate an m-by-n pattern & which has a * in the 
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(i, j) position if aij 1s nonzero, and zeros elsewhere; we write A E J%‘. Given 
a pattern & that allows full rank, we determine the union over all full-rank 
matrices A E &’ of the patterns 9 and ~2 of the matrices Q and R such 
that A = QA. There exists a full-rank matrix A E LX’ if and only if 
ti satisfies the Hall property; that is, every k columns, 1 f k 6 n, collec- 
tively have * entries in at least k rows. We assume throughout that the 
pattern JX’ is of size m by n and satisfies the Hall property. 
In [l-3] the pattern W is identified under an additional assumption, the 
strong Hall property; that is, every k columns, 1~ k < n, collectively have * 
entries in more than k rows. Related to these properties, we introduce the 
concept of a Hall set: a set of k >/ 1 columns in & is a Hall set if the 
columns collectively have * entries in exactly k rows. Note that if & has 
the strong Hall property, then no Hall sets occur among its first n - 1 
columns. We let 4 denote the jth column of LX’, Sj denote the unique Hall 
set of maximum cardinality ( 2 0) in (&,, , L$}, and sj denote the set of all 
row indices covered by Sj, and we define S, = s,, = 0. 
For a given &’ and fixed j, 1~ j < n, we define a bipartite graph 
Bj(~) = (RLQO,CW), E(&), w h ere C(d) is the vertex set correspond- 
ing to {d,,..., $l- Sj_l; R(d) is the vertex set corresponding to the 
nonzero rows not in sj_ 1 that occur in (dl,. , $} - Sj_ I; and E(M) is the 
set of edges {i, k) such that i E R(Jz?), k E C(QT’), and the (i, k) position of 
& is * . Finally, let pj be the set of all row indices occurring in IX(&) that 
can be reached by a path in Bj(&) from y E C(d). 
II. Results 
We use the bipartite graph and the set pj defined above to identify the 
zero entries in gj. 
THEOREM 1. Given a pattern & and fixed j, the entries in gj in all 
positions except pi are zero. 
The proof is based on the Gram-Schmidt procedure. In ~2~ the entries 
not in R(d) are zero, as are those in R(d) that cannot be reached by a 
path from j E C(d). This latter set arises because of combinatorial orthogo- 
nality in the columns of &. 
It is moderately complicated to determine that a nonzero can actually 
occur in the ith position of ~2~ if i E pj. We proceed by first considering an 
f-by-f pattern 2 with bipartite graph Bf(d) that is exactly a simple path of 
length 2f - 1 from column f to some row i, 16 i < f. In this simple case, .$ 
has the strong Hall property, and there exists a nonsingular A E 2 such that 
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if d = QR, then the (i,f> entry of 0 is nonzero. The pattern G? is then 
embedded in the pattern ti, and we use continuity to prove the following 
result. 
THEOREM 2. Given a pattern & and fixedj, if i E pj, then there exists a 
full-rank matrix A E ti such that A = QR with yij # 0, and thus the i th entry 
of LZj is *. 
Efficient computation of 9 is based on the following result, which is 
equivalent to Theorems 1 and 2. We use A,Ju~] to denote the restriction of 
A, to the index set cj. 
COROLLARY 3. Given a pattern &’ and fixed j, consider the subpattern of 
&Y in columns (&,, . . , JZJ - S,_, and rows v,i = (1,. . . , m} - sj_ ,. Partition 
these columns into two disjoint sets q and q, where &Jvj] E q, every 
column of q is combinatorially orthogonal to every column of ?%, and I?<] 
is as large as possible. Then L~Js,~_~] = 0 and LZj[vj] = U &.[vj], where 
2qJvj1 E zj. 
We determine 9 by the following result. 
THEOREM 4. For a given pattern ~2, if 9 is determined as in Theorems 
1 and 2 (or Corollary 3), then the pattern 9 is given by the upper triangular 
part of the symbolic product ~2~k.5 
We note that the pattern 9 is invariant under row permutations of &; 
thus we can assume each diagonal entry of & is nonzero. To efficiently 
compute the Hall sets, we first put & in this form. The determination of the 
required permutation is the well-known problem of obtaining a maximum 
matching in the bipartite graph of JJZ. The Hall sets are computed from the 
condensation digraph of this n-by-n subpattern of ti having a nonzero 
diagonal. Once the Hall sets are identified, a simple algorithm implements 
Corollary 3 to compute the pattern 9, and the pattern 9 is then computed 
from Theorem 4. 
III. An Example 
We illustrate our results by an example. Let 
* 0 0 0 0 
&= T, T, 
* 0 0 
! I 
T, 
* * ; 
0 0 * 0 
* 0 0 0 * 
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then sq = (2,3,4} and B,(d) has p, = {1,5). So Theorem 1 implies that 9, 
has zero entries in positions 2,3,4. The (0,l) matrix A E & illustrates that 
the 1 and 5 entries in 9, are *. In fact the entire patterns are 
9= 
I (*, 0  0;I* 0 ; 0 0  *
* * 0 T, * 
]and&[*j I; ;]. 
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QUADRATIC EIGENVALUE PROBLEMS 
by PETER LANCASTERlO 
SYNOPSIS 
1. Introduction 
The author’s long-standing interest in quadratic eigenvalue problems 
(QEVPS) has been revitalized on learning of two new physical problems 
leading to QEVPs, one from mechanics and one from economics. This has 
lead to a reexamination of classes of QEVPs, as well as some new results. The 
new results will be mentioned here, and published in detail elsewhere. Our 
purpose in this paper is to focus on problem classifications and illustrations of 
these ideas. This presentation is made in the context of n x n matrix 
functions, although extensions to functions with values in continuous 
Hilbert-space operators also hold. 
Let A, B, C be Hermitian n X n matrices with A > 0 (i.e., A is positive 
definite). Consider the function L:@ + Cnxn defined by L(A) = AA2 + 
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BA + C. Then A E C and nonzero x E C” are an eigenualue and eigenvector 
of L if L(h)x = 0. We may also refer to (A, X) as an eigenpair. QEVPs are 
those concerned with spectral properties of L defined in this way. Let a(L), 
the spectrum of L, be the set of all eigenvalues of L. Note that L(A) is a 
Hermitian matrix function on aB and that L(A) > 0 for sufficiently large IAl 
when A E [w. 
Our discussion will include two notions of stability, both of which have 
their origin in the study of differential equations. If u(t) is a vector function 
of t E R, we consider the constant-coefficient differential equation 
Aii( t) + BC( t) + Cu( t) = 0 (1.1) 
(where dots denote time derivatives) and the corresponding QEVP L(A)x = 0. 
It is well known that (1.1) is stable, in the sense that all solutions decrease 
exponentially to zero as t + ~0 if and only if, for the corresponding QEVP, 
Re A < 0 whenever A E a(L). 
A weaker form of stability admits solutions that are bounded as t -+ ~0. 
This is the case if Re A < 0 whenever A E o(L), and when Re A = 0, A E 
a(L), and A is a semisimple eigenvalue. That is to say, the algebraic and 
geometric multiplicities agree or, what is equivalent, A has only linear 
elementary divisors (see [7], for example). In this case we say that (l.l), or 
L(A), is weakly stable. 
2. Problem Class$cation 
Let (A,x) be an eigenpair for a QEVP, and write a, = x*Ax, defining b, 
and c, similarly. Then L(A)x = 0 implies 
a.A”+b.A+c.=O 1 1 I (2.1) 
with a, > 0. The problem classes to be introduced are associated with 
the cases c+(L) c R and U( L)n R = 0, and therefore with the functional 
b: - 4a,c, for all nonzero x E C”. First, a QEVP is said to be hyperbolic if 
bz > 4a,c, for all nonzero x E C”. 
Clearly, hyperbolic problems have only real spectrum. They have been 
studied and generalized at great length, beginning with the work of Duffin 
[4, 53 and leading to the comprehensive recent work by Markus [ll]. Duffin 
showed that the eigenvalues are not only real, but also semisimple. More 
recently, it has been realized that there is an important class of problems 
with real spectrum which are not necessarily hyperbolic, i.e. cases for which 
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bZ > 4a,c, at the eigenvectors, but not for all nonzero x. Thus, a QEVP is 
said to be quasihyperbolic if a(L) C R and the QEVP is not hyperbolic. 
We illustrate problems of this kind in the sequel. Another illuminating 
characterization of hyperbolic QEVP is as follows: 
T~W~REM 2.1. A QEVP is hyperbolic if and only if there is a k E R such 
that L(k) < 0. 
Keep in mind that L(A) > 0 for all sufficiently large IA], A E R. This result 
is well known in the field (see Theorem 31.3 of [ 111, for example, and [l] for 
an alternative proof). 
Now consider the case when a(L) n R = 0. A QEVP is said to be elliptic 
if 17: < 4a ,c,Y for all nonzero x E c ‘I. Note that, in particular, C > 0 is a 
necessary condition for an elliptic QEVP. In the spirit of Theorem 2.1 we 
have the following easily proved theorem (see also Section 34 of [ll]): 
TIIEOHEM 2.2. A QEVP is elliptic if and only if L(A) > 0 for all A E R. 
The following corollary is also easily proved, and shows that the notion of 
“quasielliptic” QEVP has no role to play. 
COROLLARY 2.3. lf b.f < 4a,c, for cl11 eigenvectors x, then L(A) is 
elliptic. 
3. A Sujj‘kient Condition for an Elliptic QEVP 
The definitions of hyperbolic and elliptic systems and the characteriza- 
tions of Theorems 2.1 and 2.2 are clearly unsatisfactory for computational 
purposes. In the case of elliptic problems a sufficient condition is known 
which reflects the scalar discriminant condition, and which has a more 
computational flavor. It is easily proved by a “completion of the square” 
argument, or otherwise. 
BA-‘B < 4C, (3.1) 
then the QEVP is elliptic. 
The question arises: Is there a condition analogous to (3.1) for hyperbolic 
problems or for quasihyperbolic problems? Indeed, it has been conjectured 
that the reverse inequality BA-‘B > 4C will ensure a(L) C iw. A counter- 
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example and more detailed discussion have been given in [I]. The question of 
sufficient conditions for quasihyperbolic problems will arise again in the 
discussion of four physical problem types. 
4. Damped Oscillations 
The study of viscously damped mechanical (or other) systems in motion 
about a stable equilibrium position leads to QEVP in which A, B, C are all 
positive definite. More generally, in the paper [8] a careful study has been 
made of parametrized problems with 
L(A,e)=Ah”+eBA+C 
and E E [O,m). Using Theorem 3.1 (or otherwise), it is clear that for E 
sufficiently small the QEVP is elliptic (has no real eigenvalues). From the 
definition of a hyperbolic system it is also clear that for E sufficiently large 
the QEVP is hyperbolic (has all real eigenvalues). One of the points 
emphasized in [B] is that the transitions from one problem type to another as 
E increases can be complicated and possibly counterintuitive. For example, 
with n = 2 there is a problem with the following phases: elliptic + mixed + 
elliptic -+ quasihyperbolic + hyperbolic. 
5. Gyroscopic Systems I 
The study of systems in motion about a stable equilibrium position in the 
presence of gyroscopic forces (with no damping forces) leads to differential 
equations 
Aii( t) + Gti( t) + Cu( t) = 0 (5.1) 
in which A > 0, C > 0, and G* = - G. With the substitution u(t) = ue@ this 
leads to the eigenvalue problem associated with K(w) := AK’ + G~_L + C. But 
setting L(A) = - K(- ih), we have a QEVP for L(A) = AA’ + (iG)A - C. 
Note that A > 0, (iG>* = iG, and C > 0. 
These problems are also well understood. See [5], [6], and [9], for 
example. From our point of view we want merely to observe that such a 
QEVP is necessarily hyperbolic, as the discriminant of x*L(A)x is always 
positive when x # 0. This means that L has real spectrum with semisimple 
eigenvalues, and hence K has only nonzero, pure-imaginary, semisimple 
eigenvalues. Thus the system (5.1) is weakly stable. 
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6. Gyroscopic Systems II 
We change the problem of Section 5 to systems in motion about an 
unstable equilibrium position, so that the coefficient of u(t) in (5.1) changes 
sign. A classical example of this situation arises in the study of the motion of 
a sleeping top; see [13], for example. Thus, with A > 0, G* = - G, and C > 0 
we have the differential system 
Aii( t) + Gti( t) - Cu( t) = 0, (6.1) 
leading to analysis of K(p) := Ap2 + Gp - C and 
L(h) := - K( - ih) = AA’ + (iG)A + C. (6.2) 
Now there is always an xg + 0 such that xz(iG)x,, = 0, and at this vector 
the discriminant is just -4uX,,c,,, < 0. So the QEVP cannot be hyperbolic. 
Thus, as the spectrum of K is symmetric about the imu&mry axis, the only 
hope for stability of (6.1) is that the QEVP b e (I uasihyperbolic, in which case 
weak stability may be achieved. 
A result guaranteeing this weak stability has been announced in [l] and 
will appear with complete proof in [2]. It is a criterion which, although only a 
sufficient condition, is in the spirit of Theorem 2.1. For simplicity, we state 
the result in the case A = I. 
TIIE~REM 6.1. Let A = I in (6.1) and (6.2). Ifthere is u k E R such that 
(6.3) 
then L(A) is quasihyperbolic and cl11 its eigenculues are semisimple, i.e., the 
system (6.1) is weakly stable. 
Note the trivial inequality (kI + k-‘C)” > 4C. Thus (6.3) implies the 
weaker inequality (iG)’ > 4C, which, as remarked in Section 3, is not 
sufficient for the weak stability of (6.1). 
Two significant generalizations of Theorem 6.1 are possible. First, the 
space C” can be replaced by a Hilbert space, and second, the coefficient iG 
(which necessarily has signature zero) can be replaced by an arbitrary 
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invertible self-adjoint operator. Thus (see [2]): 
THEOREM 6.2. Let H he a Hilhert space and B,C he bounded linear 
operators on H with B* = B and C > 0. If there is a k E R such that 
B”>(kl+k-Y$, 
then all eigenl;alues of L(A) := IA” + BA + C are real and semisimple. 
7. A Problem from Economics 
In the paper [14] the Pontryagin maximum principle is applied to an 
optimal-growth model of a national economy. The objective concerns the 
controllability of the differential system obtained after linearization about an 
equilibrium point. The physical model need not concern us here. The 
resulting linear system q(t) = Hy(t) has the Hamiltonian form 
H=[.;i _:*I7 (7.1) 
where A, B,C are n X n real matrices with B > 0 and C > 0. The possibility 
of controlling the system requires that it have the saddle-point property 
(SPP), which means that 11 should have half of its eigenvalues in the open 
right half plane, with the other half in the open left half plane, and none on 
the imaginary axis. 
What Medio [14] noticed, and what is interesting for us, is that the 
classical eigenvalue problem for H can be transformed to a QEVP. There are 
suggestions of this idea in the paper [lo], but it was not followed through in 
detail there. This connection is most easily made by observing that 
[ 
_ B-1 
(IA + A*)B-l 
O [IA-H] O 
z I [ 1 B-‘(I:- A)]=[: K:A)]J (7.2) 
where K(A) = (IA + A*)B-‘(ZA - A)- C. Now Equation (7.2) implies that 
IA - H and the right-hand side are equivalent, in the sense of matrix 
polynomials (see [7], for example). Hence they have the same elementary 
divisor structure, and the eigenvalues of H reappear as eigenvalues of K(A) 
(with all partial multiplicities preserved). It is a simple matter to verify that 
L(A) := - K( - i A) determines a QEVP in the sense of Section 1. Further- 
more, we have 
L(A) = (IA - iA)*B-‘( IA - iA) + C 
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for any h E R. Since C > 0 and B > 0, we see immediately that L(h) > 0 for 
all h E IR and, by Theorem 2.2, the QEVP is elliptic. 
Now observe that H is real, and that iN is self-adjoint in the indefinite 
scalar product defined by 
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where S,, S,, T, E @rk,rk, 
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c 
-A+ 
T, = :fy ;,- _:_ j, %=I”+ . . . _.+I> 
-B- 
s, = . 
-B- 
where A-, A+, B-, B+ E Ck,k are obtained from decompositions A = A+ - 
A-, B = B+ - B- in positive semidefinite and negative semidefinite parts of 
real symmetric matrices A, B respectively, and C = 1 Al + 1 BI = A+ + A- + 
Bf + B-. Other approaches yield similar block structures, with different 
blocks in each row. Also sometimes the matrices A, B are not Hermitian but 
have only real eigenvalues [3]. Here we discuss only the case that the blocks 
are Hermitian. 
2. General Results 
We list several results for Z,kN, which generalize results for Z-matrices or 
M-matrices. 
PROPOSITION 2.1. 
(i) Let A = [A,,] E Zk,, and suppose that 
(2.2) Aii + L c (Aij + Aji) 2 0, 
q-1 
i = l,...,m. 
j#i 
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A straightforward calculation with the discriminant functional for i serves to 
establish the following result, which appears to be stronger than results 
already published provided the Hamiltonian function is twice differentiable 
(see the Rockafellar curvature condition of [3] and [12], in particular). 
TIIE~REZI 7.1. The system p(t) = H, y(t) has the saddle-point property 
whenever 6” < 4a, where (Y is the smallest eigenvalue of BC. 
The author is happy to acknowledge the colluboration of Lawrence 
Barkwell and A. S. Markus in establishing Theorems 6.1 and 6.3. He is also 
grateful to his colleague, Dr. Pierre Ninh Van Tu of the Department of 
Economics, University of Culgury, who brought the problem of Section 7 to his 
attention. 
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MATRIX AND OTHER METHODS FOR SOLVING 
INTEGRAL EQUATIONS OF THE FIRST KIND WITH 
APPLICATIONS TO REMOVE TEMPERATURE SENSING 
by S. J. LEON” 
SYNOPSIS 
1. Ilbtroduction 
By a Fredholm integral equation of the first kind we mean an equation of 
the form 
(1) 
where the functions g(x) and K(x, y) are known and the solution f(y) must 
be determined. The difficulty with this type of equation is that the solution 
does not depend continuously on the data. It is possible to have a function 
H(y) that oscillates wildly on [a, b] such that 
/ 
‘~H(y)K(n,y)dy=E(x)=O. 
a 
Thus if F is a solution to (l), then F, = F + H is a solution to 
where gi(x) = g(x) + E(X). The functions F and F, will differ greatly even 
though g and gi are close. In practice the known function g(x) is repre- 
sented by a discrete data set which involves some experimental error. In 
general, because the problem is ill posed, the numerically computed solution 
is not likely to be close to the true solution. This is particularly true when the 
function g(x) is sampled at only a small number of data points. 
In Section 2 of this paper we discuss general matrix methods for solving 
these equations. In particular we consider regularization methods that lead to 
“Southeastern Massachusetts University, North Dartmouth, MA 02747. 
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linear systems with quadratic constraints. These systems can be solved using 
the methods proposed by W. Gander [5]. 
In Section 3 we focus on an application involving remote temperature 
sensing. In these applications the number of sensing channels that can be 
used is quite limited. The resulting matrices have a very low numerical rank. 
Consequently the regularization techniques fail to give meaningful answers. 
As an alternative we consider a method proposed by J. I. F. King and S. J. 
Leon [ll, 121. The method is based on optical measure theory. It involves 
approximating the known radiance function by a certain form of rational 
function and then taking the exact inverse transform of the rational function. 
2. Matrix Methods 
Equation (1) can be discretized using an appropriate quadrature formula 
to give an equation of the form 
II 
C w.jK(xi,Yj)f(Yj) = &T(xj>. 
j=l 
Setting 
aij=wjK(xi,yj), zj=f(yj), bi=g(x,), i=l 1,,., m, j=l,..., n, 
the discretized equation can then be represented as a linear system 
Az=b. 
If A has singular-value decomposition UCV T, then the solution is given by 
z=A+b=VZ+UTb. 
Because the problem is ill posed, the computed solution z may vary greatly 
from the true solution. A standard technique is to require that the solution 
f(y) satisfy a smoothness constraint in order to eliminate wildly oscillating 
components. The regularization condition one usually imposes is that the 
norm of one or more of the derivatives off is bounded. When this constraint 
is discretized, one ends with a constrained least-squares problem of the form 
minimize IIAz-bllz 
subject to 
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This constrained problem can be solved using the method of W. Gander 
[5]. First we note that if A+ b is not feasible, then the solution z must satisfy 
the constraint ]Icz(]~ = d. We are then left with the equality-constrained 
problem, which can be solved using Lagrange multipliers. This leads to the 
generalized normal equations 
(ADA + M?C)Z = Arb 
These equations can be solved using the generalized singular-value decom- 
position, 
UrAX = diag(oi,...,o,) = D,, 
where 
y = min(p,n), UTU= I,,,, VTV = I,,, 
and X is a nonsingular n X n matrix. If we set w = X- ‘z and c = UT b, then 
IIAz-bile = lIDlw-ells, 
and the generalized normal equations reduce to 
(D:‘D, + AD;D,)w = Dye. 
We can solve for w as a function of A: 
q(A)= 2 
ffiCi 
ai + A@ ’ 
i=l ,...,n. 
The secular equation 
will have only one positive real solution A*, and this is the solution which 
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minimizes IID,w(A)-cJ(~. (See Gander [5].) The solution to the constrained 
least-squares problem is then given by 
z = Xw(A*). 
In the case that the system AZ = b is underdetermined (m < n), one may 
consider reversing the conditions. This leads to the second regularization 
problem: 
minimize 
subject to the condition 
This second problem is 
IICZIIZ 
jjAz-bllz = min. 
a much easier problem to solve. If A has singular- 
value decomposition U XV’ and 
where C, is nonsingular, then set 
c=UTb= 
We can minimize (IAz- bile by setting 
y, = C;‘c,. 
The vector yZ must then be chosen so as to minimize IICzlln. TO do this set 
E=CV=(E, Ez) and e=-E,y,. 
It follows that 
1ICzllz = IIEyllz 
= llEzy, -e/h. 
Thus llCzlln can be minimized by setting yZ = Ele. The solution to the 
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second regularization problem is then given by 
z=vy. 
3. Remote Temperature Sensing 
One important application involving integral equations of the first kind 
occurs in remote temperature sensing. The only practical method of obtain- 
ing temperature profiles in the atmosphere over large areas of the earth’s 
surface is by remote sensing from satellites. The temperature profiles are 
expressed in the form B(p), where B denotes the Planck function and the 
independent variable is pressure. It is possible to measure the infrared 
upwelling intensity of the atmosphere at wavelengths of approximately 15 
micrometers near the atmospheric CO, absorption band. Using radiative- 
transfer theory one can relate the Planck intensity to the upwelling intensity 
of the atmosphere. This relationship can be expressed in terms of an integral 
equation of the first kind. Specifically, the relationship is given by 
where Y(p/fi) 1s a kernel weight function that peaks at p = 3, and R(B) 
denotes the radiance of the wavelength channel whose weight function peaks 
at p=$. 
Generally, because the only useful measurements are those taken at 
wavelengths near I5 pm, one is limited to approximately six data points. 
Thus if Equation (2) is discretized using 16-point Gauss-Laguerre quadra- 
ture, then the resulting coefficient matrix A will have dimensions 6X 16. In 
practice, most of the singular values of A will be quite small. For a typical 
matrix determined by a sample of data from the NOAA TIROS Operational 
Vertical Sounder the computed singular values (rounded to two digits) were 
0.28x lo”, 0.45x10-‘, 0.60x lo-“, 0.22x10-“, 0.30x lo-‘, 0.78x 10-l”. 
Because the numerical rank of A is so low relative to the precision of the 
data, the matrix methods discussed earlier do not work. If the first matrix 
method is used, then for any reasonable constraints the computed residuals 
turn out to be unacceptably large. On the other hand, if the second method is 
used, it is not possible to obtain a reasonable constraint at all. There simply is 
not enough information for the regularization methods to work. Alternative 
methods using transform theory have been proposed by J. I. F. King. These 
methods have been studied by King [lo], King and Leon [ll, 121, King, 
Hohlfeld, and Kilian [9], Leon [13, 141, and the Creative Optics research 
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group, Hohlfeld et al. 17, 81. We will describe the approach taken in the two 
papers by King and Leon. 
If we set 
Y(z)=ze-” and s=+, 
P 
then the integral equation (2) can be expressed as a Laplace transform, and 
consequently we can solve for the Planck function 
We can think of B(p) and R(fi) as transform pairs. Once a representation 
for R has been decided upon, then B can be determined analytically as 
an inverse Laplace transform. The H-function inversion theory of 
Chandrasekhar 121 suggests that R should be represented as a rational 
function. If we set 
R( fi) = cl, + d2p3 + . . 
then 
and 
(3) 
B(p) = d, + d,p + . . . + ~ 
(j-l)!' (4) 
The coefficients in Equation (3) can be determined from the data by 
rational interpolation or by nonlinear least squares. If one sets 
Ri = R( $i). i=l ,...,m, 
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and expresses R as a quotient 
R(3) = 
UlpY + a,$-1 + . . . + a,,, 
fi’- a,+&-1 - . . . - a,,, 
(n+Z=m+1), 
then R will interpolate (fii, Ri) if and only if 
u,fi,” + a,$;-’ + . . . + a,,,, + u,+zpj “l-l& + . . . + u,,,Ri = fifR,. (5) 
i=l >...> m. The coefficients a, are determined by solving the linear system 
(5). The residue form of R can be computed as an inverse convolution, and 
from this one can determine the coefficients for Equations (3) and (4). In 
practice these equations will only have a small number of components. 
Generally, it is possible to get a good fit with j = 1 or 2 and I = 3- j. If one 
takes j = I and I = 2, it is possible that for some data sets the interpolating 
function will have a positive pole (ci < 0), even though this is impossible for 
an actual radiance profile. When this happens the weight wi corresponding 
to the pole will be much smaller than the weight corresponding to the other 
rational component. Thus if one sets wi = 0, then the resulting function will 
give a good approximation to the data points. 
The rational interpolating function can be taken as starting approximation 
for an iteratively computed nonlinear least-squares fit to the data of the form 
R( 1;) = x,fi + x2 + x3 x4 -+- 
1+x$ 1+x;@’ 
Initially the xi coefficients are determined by the coefficients of the rational 
interpolating function. If the interpolating function has no positive poles, 
then set 
x1 = a,, xz=u*, x3 = WI, x4 = wp, xs=& X6=&. 
If the first pole of the interpolating function is positive, set x3 = 0 and 
xs = 1. Similarly, if the second pole is positive, set x4 = 0 and xs = 1. 
The choice of a rational function to represent the radiance data is 
motivated by the physics of the atmosphere. In practice the nonlinear 
least-squares approximation gives a very good fit to the radiance data. The 
coefficients of the rational function can be used to determine a Planck 
function of the form (4). Test results for this method are given by King and 
Leon [I2]. In general the transform methods seem to be quite promising. 
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There is some evidence (see [7, 121) that the temperature profiles determined 
by transform methods agree closely with measurements taken by weather 
balloons in the middle parts of the atmosphere. Radiative-transfer theory 
does not appear to be appropriate for modeling the top and the bottom of the 
atmosphere. A more complicated form of approximating function may be 
needed in order to better model these portions. Another alternative is to 
generalize the weighting function Y’(z) (see [B, 131). 
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CONCAVITY OF MONOTONE 
Matrix Functions of Finite Order 
by R. MATHIAS” 
SYNOPSIS 
1. Introduction 
This paper is a synopsis of [8]. Let M,, denote the space of n-by-n 
complex matrices, and let H,, denote the space of n-by-n complex Hermitian 
matrices. Given a matrix A E M,, we use A* to denote the Hermitian adjoint 
(conjugate transpose) of A. A norm II.11 on M,, is unit&y inoariant if 
IIUAVII = l/All for all A,U,V EM,, with U and V unitary. We denote the 
ordered eigenvalues of A E H,, by 
A,( A) > A2( A) > . . . > A,,( A) 
Given x E C”, we define diag(x) E M, to he the diagonal matrix with i, i 
entry xi. Given a function f:(a,b) -+= I? and A E H, with spectrum con- 
tained in (a, b), we define f(A) by 
f(A) ~lidiag([f(h,(A)),f(A,(A)),...,f(A,(A))]I‘)(;r, (1.1) 
where U E M, is unitary and 
A = Udiag([A,(A),h,(A),...,A,(A)]“)U*. (1.2) 
A function f:<u, b) + R is a monotone matrix function of order n Con (a, bN 
if 
AkB ==a f(A)bf(B) forallA,BEH,withspectrain(a,b), 
(1.3) 
where k is the Loewner partial order on H,: A + B if and only if A - B is 
‘ZDepartment of Mathematical Sciences, The Johns Hopkins University, Baltimore, MD 
21218. 
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positive semidefinite. We say that f is a concave matrix function of order n 
Con (a, b)) if 
f(;(A+B)) *+[f(A) +f(B)l for all A, BEH, with spectra in ( a, 6). 
In this paper we examine the relationship between matrix concavity and 
matrix monotonicity. Given a function f : (0,~) + R, if we write f(O), then 
we assume that lim t L,, f(t) exists and define f(0) = lim, 1 o f(t). 
Using Loewner’s well-known representation theorem ([7] or [4, Chapter 
911, we know that a function f is matrix monotone of all orders on (O,m) if 
and only if 
f(t)=a+Pt+/’ (+--&)dlL(a), 
--m s t 
t > 0, (1.4) 
where (Y E R and p 2 0 are constants and p(. ) is a positive Bore1 measure 
on (0,~) such that /!,Js” + l)-‘dp(s) ~03. 
If one wants to prove an inequality for all functions that are matrix 
monotone of all orders on (O,m), one can often use (1.4) to reduce the 
problem to proving the desired inequality for the smaller set of functions 
(Y + p t with /3 2 0 together with {f s : s > O), where f,(t) = -(t + s)-‘. For 
example, this approach was used in [l, Theorem 41 to prove that a function 
that is matrix monotone of all orders on (0,~) is also matrix concave of all 
orders on (0,~). It was also used in [2] to show that if 
f is matrix monotone of aZE orders on (0, a), and f (0) > 0, (1.5) 
then for any unitarily invariant norm 1). II and any positive integer n 
IIf(A)-f(B)II~IIf(IA-BOII for all positive semidefinite A, B E H, , 
(1.6) 
where ICI = (C*C)‘/‘. The functions f(t) = tP, 0 < p < 1, and f(t) = log(1-t 
t) satisfy the conditions (1.5) and hence also satisfy (1.6). In the next sec- 
tion we will use the functional characterization (1.3) and the Cauchy-Weyl 
interlacing inequalities to show that the hypothesis (1.51 can be weakened 
without affecting the conclusion: we show that if for some given integer n 
f is matrix monotone of order n on (0, m) and f (0) > 0, ( 1.7) 
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then (1.6) holds. In [8, Example 3.11 we show how to construct a function 
that satisfies (1.7) for n = 2, but does not satisfy (1.5). 
Matrix convex functions were first studied by Kraus [6] (f is matrix 
convex if and only if -f is matrix concave). Bendat and Sherman [3] have 
obtained several analytic characterizations of matrix monotone and matrix 
convex functions. 
The following lemma is stated in [2] but does not appear to be commonly 
known. It is used in the proof of our main result. The Ky Fun k-norm is 
defined on M, for K = 1,. , n by 
IIAII = 5 Ai( IAI). 
i=l 
LEMMA 1.1. IfXi,Yj E H,, i = 1,2, are such that X,X, = Y,Y2 = 0 and 
llXillk < IlYJlk, k = 1,. . .,n, i = 1,2, then 
IIX, + XJk G IlYl + Y,llk, k = l,...,n. 
2. Main Results 
The following result is a generalization of Theorem 2 in [5], and it can be 
proved by exactly the same argument. 
THEOREM 2.1. Let f he matrix monotone of order n on (0,~). Then f is 
matrix concave of order In /2]. Zn particular, if n > 1 then f is concave on 
(0, m). 
Now let f be a concave function, and let t > 0 be given. Then 
g(x)=f(x+t)-f( 1. x is a nonincreasing function of X. (2.1) 
Starting with this simple observation, we prove a sequence of results 
building up to 
THEOREM 2.2. ht A, B E H, be positive semidefinite, and define b = 
max{h,(A),A,(B)). Zff is both matrix monotone of order n and concave (in the 
usual sense) on (0, b), and if f (0) > 0, then 
IIf(A)-f(B)I)~IIf(lA-BI)lI (2.2) 
for every unitarily invariant norm on M,. 
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Theorem 2.1 can be combined with Theorem 2.2 to obtain an analog of 
Ando’s inequality (1.6) for monotone matrix functions of finite order. 
COROLLARY 2.3. Let f be matrix monotone of order n on (O,m), and 
assume that f(O) 2 0. lf A, B E H, are positive semidefinite, then 
IIf(A)-f(B)I)~IIf(IA-BI)I( (2.3) 
for every unitarily invariant norm II.11 on M,. 
Now let us consider a generalization of a simple result for concave 
functions. If a given function f is concave (in the usual sense) on (0,~) and 
f(O)> 0, then 
If(a)-f(b)j<f(la-bl) forall a,b>O. (2.4) 
Is there an analogous matrix-valued inequality for matrix concave functions? 
If f is matrix concave (of all orders) on (0,~) and if n > 1, then it is not 
necessarily true that 
If(A)-f(B+ff(IA-BI) forall A,BEH" with A,BkO. 
(See [8, Section 31 for a counterexample.) However, using Theorem 2.2 and 
an idea used several times in [9], one can deduce a matrix-valued inequality 
that is an analog of (2.4): 
THEOREM 2.4. Let f be matrix monotone of order n on (0, m), assume that 
f(0) > 0, and let A, B E H, be positive semidefinite. Then there are unitary 
matrices U,, . , U,, such that 
V(A)-f(B)Is i U,f(lA-BI)U,*. (2.5) 
i=l 
We conclude with an open question about the relationship between 
matrix concave functions and matrix monotone functions. For each positive 
integer n, define m(n) to be the largest integer such that every function that 
is matrix monotone of order n on R, is matrix convex of order m(n) on R,. 
By Theorem 2.1 we know that m(n) 2 In /2], and from differentiability 
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considerations we know that m(n) < 71 -I. Determine m(n) for each posi- 
tive integer n. 
I am grateful to Professor R. Horn for his suggestions on the paper IBI. 
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ON NORMS OF SCHUR MULTIPLICATION 
by K. OKUBO’” 
SYNOPSIS 
Let kA,, denote the algebra of all n X n complex matrices, and 11. lip be 
the Schatten p-norm on Mn. For each A = (aij) E M,. The Schur-product 
multiplication operator S, on M, is defined by 
S,(X) := A 0 X := ( aijxij) forall X=(xij)EMn 
13Mathematics Laboratory, Sapporo College, Hokkaido University of Education, Sapporo 
002, Japan. 
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For p,9 2 1, IISAIIP.Y is defined as the operator norm from CM,, II. II,) to 
(Mn, II. II,), i.e. 
IIS*IIp,q = sup 
IIS‘4W IL/ 
BEhA” IlBll,, ’ 
and we write ]]SAllr, z IISAIlp,p. 
Given a norm II*11 on M,, under the coupling (X,Y>= tr(XY*l for 
X,Y EM,, the dual norm ]].]I0 (on M,,) of II*]1 is defined by 
IIAIID:= sup 
]tr(AB*) I 
BEN IlBll ’ 
Then it is known (see [2]) that ll.l]4 becomes the dual norm of ll.llp for 
p, 9 2 1 such that l/p + l/q = 1. Since the dual map of S, on the Banach 
space (l~4~, II*]],) is given by S,, on (fU”, I].]lr,), it is easy to show that 
lISAlIp = IIS,II, if P, 9 2 I and l/p + I/9 = I. 
First of all, we mention the known results on norms of S,. I. Schur 
showed in [9] that ]]A 0 Bllm < ]lA]lm. llBllm for all A, B E Min. Schur’s result 
implies llSAllm< ]]A]lm (A E Mn). 
We denote the maximum Euclidean norm of the columns by c,(A), and 
the maximum Euclidean norm of the rows by r,(A). For A E m/o, and 
(Y E (0, l), we write ti(A, a> = {p,(A, a)qi(A, 1 - (Y))““, where p,(A, al is the 
ith largest main-diagonal entry of (AA*)” and 9i(A, 1 - al is the ith largest 
main-diagonal entry of (A*A)lmu. S.-C. Ong proved in [7] that llSAllm< 
min(r,(A),ci(A)}, and M. E. Walter proved in [lo] that llSAllm~ tr(A,a) for 
all A E M, and LY E (0,l). 
We consider the unitarily invariant norm (1. II,, and operator norm of S, 
with respect to ]I. II”, that is, 
llSAll” := sup ]]s;;“‘U . 
BEM, ” 
In [6], we obtained that l]SAllU < ]lA]lm for all A EM,. Moreover T. Ando, 
R. A. Horn, and C. R. Johnson showed in [l] that IIS,II,~inf{c,(X)c,(Y)I 
X,Y EM,.,, X*Y = A, r > l} for all A E M,. Haagerup (see [8]) showed that 
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the value of the left-hand side of the above inequality is equal 
hence we have llSAllu < IISAllm. 
For the norm IISAIIP,4 (p, y 3 11, we have following theorem: 
THEOREM 1. Let A E M, and A E (0, 1) be given. Ifp, p,, p,, q, 91, q2 2 1 
and 
then 
1 A 1-A 1 A 1-A 
-_=-+- -_=-+- 
P Pl P,’ 4 91 92 ’ 
COROLLARY 2. Let A E Ml,, be given. The function p + llS,ll, is nonin- 
creasing for 1~ p < 2, and nondecreasing for 2 < p <m. 
Denote the numerical radius on M, by WC.), i.e., 
where ( *, * ) is the inner product and II * II is the Euclidean norm on C” It is 
known (see [4]) that r(A) 6 w(A) < IIAIL < 2w(A) for all A E Mn, where 
r(A) denotes the spectral radius of A. We define the norm IISAllw of the 
operator S, by 
for all aEM”. 
C. R. Johnson showed in [5] that w(A 0 B) Q 2w(Alw(B) (A, B E M”). It 
follows from this result that IISAIIW =G 2w(A) for all A EM,. In 161 
we obtained that w(A 0 B) < llAll,~(B) for all A, B E M”; hence we have 
IlS,ll, G llAllm for all A E M,. 
From now on, we shall mainly deal with the relation between lISAJIm and 
IIS*IIw 
THEOREM 4. If U is a unitary matrix, then IISullw = IISullm. 
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THEOREM 5. IfA is Hermitian (i.e. A = A*), then IISAIIIL; < IISAllm, and zf 
A E M,, is nonnegative dejnite, then IISAllti = IISAllm. 
EXAMPLE. Let 
Since A is unitarily similar to 
w(A) = 1. If U is unitary then A 0 U is unitary, and since the extreme points 
of the unit ball of the (1. /,-norm are unitary matrices, we have 
IISAIIm= sup{llA 0 U(I,jU unitary} = 1. 
On the other hand, IISAllu: < llAllm = 2. If we consider 
then 
Therefore IISAIIw = 2. This example shows llSAlla = I < 2 = lISAll,,. 
We can show the following theorem for the relation of 1). JJoc and 1). JJIC. 
THEOREM 6. liS,li, = IIS o A )111- (A,0 E MJ. 
( 1 0 0 
COROLLARY 7. If A, B, C, D E FiA, then 
llsJm+ R * IIw. 
i 1 c I) 
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GENERALIZED INVARIANT FACTORS 
by JOiiO FILIPE QUEIRi)‘” 
SYNOPSIS 
Zntroduction 
In the last lo-12 years, a lot of work has been done concerning invariant 
factors of matrices, mainly by R. C. Thompson (Santa Barbara, U.S.A.) and 
E. Marques de S8 (Coimbra, Portugal). Many things are now known about 
‘“Departamento de Matemltica, Universidade de Coimhra, 3000 Coimhra, Portugal. Sup- 
ported by INIC. 
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invariant factors of matrices and submatrices, sums of matrices, products of 
matrices, etc., the results often taking the form of divisibility relations. (See 
below for details and references.) 
The purpose of this talk is simply to call attention to the fact that many of 
these results, usually presented for matrices over principal-ideal domains, 
actually hold for larger classes of rings. 
Elementary-Dicisor Domains and Beyond 
We look first at elementary-divisor domains, a class introduced by 
Kaplansky in [2]. By definition, these are domains where Smith’s diagonaliza- 
tion theorem holds for every matrix. An example of an elementary-divisor 
domain which is not a principal-ideal domain is the ring of analytic functions 
H(R), R an open connected subset of the complex plane. Elementary-divisor 
domains are not necessarily unique-factorization domains, so proofs that use 
localization at a prime do not carry over from principal-ideal domains. 
Extension of results to elementary-divisor domains is doubly interesting 
in that, using a device due to Krull, it often allows extension to even larger 
classes of rings. We give a brief description of this technique. 
An integral domain V is a valuation domain (in its field of quotients) if, 
for all a,b E V, either a I h or h I a. 
Let R be an integral domain, K its field of quotients. The integral closure 
of R (in K) is 
R is integrally closed if E = R. Example: Z. 
THEOREM [3]. i? equals the intersection of all oaluation domains that 
contain R. 
Therefore, if R is integrally closed, a divisibility relation involving 
elements of R holds in R if it holds in every valuation domain V contain- 
ing R. 
Now it is trivial that every valuation domain is an elementary-divisor 
domain (diagonalization is easy, since-up to associates-divisibility is a 
total order). Hence divisibility relations proved for arbitrary elementary- 
divisor domains (or for arbitrary valuation domains) may be used to obtain 
statements valid for integrally closed domains. This technique was used in [2] 
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to prove some simple divisibility relations for invariant factors of matrices 
over integrally closed domains. Here we merely remark that the same trick 
works for many relations discovered recently. 
Invariant Factors 
If a matrix A over an integral domain is equivalent to a diagonal matrix 
where each diagonal entry divides the following, these entries are, by 
definition, the invariant factors of A. The invariant factors of a matrix A will 
be denoted by s,(A) I s,(A) I . . . (we add an infinite tail of zeros). Their 
uniqueness is guaranteed by their expressions as quotients of determinantal 
divisors. These expressions can in turn be used to define the invariant factors 
for matrices not equivalent to a diagonal. For this to work, we must require 
that in the underlying domain any finite set of elements have a greatest 
common divisor (not necessarily expressible as a linear combination of the 
elements). Rings with this property are usually called gcd domains. (Bourbaki 
calls them pseudo-Bezoutian.) They are easily seen to be integrally closed. 
Elementary-divisor domains and unique-factorization domains all are gcd 
domains. 
Results 
We list some divisibility relations concerning invariant factors of matrices 
which are true over elementary-divisor domains. Most of these can be shown, 
with simple proofs that use the argument described above, to hold for 
invariant factors of matrices over gcd domains. 
(1) The very fact that, for all A and k, s,(A) divides sk+i(A) is an 
example of a divisibility relation which extends to matrices over arbitrary gcd 
domains after its usual proof employing the reduction to Smith normal form 
of matrices over elementary-divisor domains. 
(2) If A’ (m’X n’) is a submatrix of A (m X n), then, for all i, 
s,(A) 1 sit A’) 1 si+(,,,--,,,,)+(n--n,)(A) 
(the so-called interlacing “inequalities” [6, 71). This can be proved in several 
ways using only the existence of the Smith normal form, so it holds for 
matrices over elementary-divisor domains (and it extends to matrices over 
gcd domains). One of the simplest proofs uses the following characterization 
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of invariant factors: 
sk( A) = Icm{gcd( aLj - x~,~) : rank( x) < k} 
([4]; there the result was stated for principal-ideal domains, but the same 
proof works for elementary-divisor domains). 
(3) Concerning invariant factors of sums of matrices, we have the follow- 
ing relation: 
gcd(si(A),sj(B))Isi+j_,(A+B) 
for all i, j. The proof of this is trivial using the above characterization of 
invariant factors, so this relation extends to matrices over arbitrary elemen- 
tary-divisor domains. (The original proof [8] uses localization at a prime.) 
(4) Invariant factors of products of matrices have been extensively stud- 
ied. For n X n A and B, known relations have the form 
si,(A) .. . Si,(A)sjl(‘) . . “j,(B) Is,l(AB) . ..sk.(AB), (PI 
where l<t<n, l<i,< ... ,<i,<n, l<j,,< ... <jt<nn, l<k,< 
. . . < k, < n. The problem is to find all the “right” sequences i, j, k. 
A very general description of allowed sequences (suspected to be the 
complete answer) is in [9], using the language of Young tableaux and 
Littlewood-Richardson sequences. For the (very intricate) proof to work, the 
ring must be a principal-ideal domain. 
An important corollary of that work is that (P) holds when k, = i,, + 
j,, - u, 1 < u < t (the “standard” inequalities). For t = 1, this gives the 
well-known relation 
Some results on this problem that hold for arbitrary elementary-divisor 
domains (although stated for principal-ideal domains) are contained in a 1978 
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unpublished manuscript by E. Marques de SB [5]. The main theorem is: 
Suppose (P) holds for all Nan A and B, and let u,v~{l,..., t+l}, 
WE{I ,..., t}. Ifi,+j,>k,_,+k,+2, then 
Si,(A) . . * si,,_l(A)~i~,+,(A) . . . Si,+l(A)sjl(‘) . . . 
1 %,(A@ .. . s~,_,(A%~~+&W . . . ~k,+dA@ 
holdsforaZZ(n+l)X(n+l)AandB(withk,=O, i,+;=j,+i=k,+l by 
definition). 
The reader should note how this can be used to obtain new relations from 
known ones. (Compare with [l].) Example: Starting with n = t and the 
sequences i = j = k = (1,. .., t> (obviously right) and applying the result 
several times, we obtain the standard inequalities, which therefore hold for 
arbitrary elementary-divisor domains, and also for arbitrary gcd domains. 
@en Problems 
It is natural to ask for other instances of divisibility relations whose proofs 
can be changed so that they work for matrices over arbitrary elementary- 
divisor domains. An obvious (but presumably intractable) candidate is 
Thompson’s result on the invariant factors of a product [9, p. 4311. 
Different questions arise when we consider “inverse” problems. For 
example, it is well known that the interlacing inequalities are the only 
general relations connecting the invariant factors of matrices and submatri- 
ces, in the sense that, given elements satisfying those relations, there exist a 
matrix and a submatrix with those elements as invariant factors. This last 
assertion is easily proved by induction when the ring in question is an 
elementary-divisor domain. Over a gcd domain the same problem is, to my 
knowledge, open. 
Let us see an example of an inverse statement for which the extension 
from principal-ideal domains to elementary-divisor domains already presents 
a challenge. If A and B are n X n, it follows from the standard inequalities 
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Jcm{si(A)sk_i+l(B):l ,<i~k}I~~(AB)Igcd{s~(A)s,_~+~(B):kgi~n}. 
If the ring is a principal-ideal domain, the converse is true: given a, I * . . I a,, 
b, I . . . 1 b,, and c, if 
lcm{ajbk_i+l: l~i(k)IcIgcd{aib,_i+k:kgi~n}, 
then there exist A and B n X n with invariant factors a,, . . . , a, and b,, . , b,, 
respectively, and such that s,(AB) = c (J. F. Queiro and E. Marques de SB, 
to be submitted). Question: can this be proved for elementary-divisor do- 
mains or, harder still, for gcd domains? 
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EXISTENCE OF MATRICES WITH PRESCRIBED SUBMATRICES 
b Y FERNANDO C. SILVA” 
SYNOPSIS 
Let F be a field. Our purpose is to expose some results concerned with 
the following problems: Under what conditions does there exist a matrix 
E F”‘“, (1) 
with A,, E Fpxp, A,, E F9x”, when we prescribe some of the blocks Aij and 
the characteristic polynomial (or the eigenvalues, or the invariant polynomi- 
als )? 
These problems were proposed by G. Oliveira in [6], where the problem 
of prescribing A i2 and the characteristic polynomial was solved. Before this, 
Wimmer [18] had solved the problem of prescribing A,,, A,,, and the 
characteristic polynomial; and Oliveira [53 had solved the problem of pre- 
scribing A,, and the characteristic polynomial. Since then, the three corre- 
sponding problems where we prescribe the invariant polynomials have been 
solved (Theorems 1, 2, and 3 below). At present, Oliveira’s and Wimmer’s 
results are corollaries of these theorems. In my opinion, the most interesting 
of them are Theorem 1, obtained independently by M. Sa and Thompson, 
and Theorem 2, obtained by I. Zaballa. Theorem 3 was obtained by me. A 
similar result was obtained by Zaballa [20]. I Gohberg, M. Kaashoek, and 
F. van Schagen [4] also solved the same problem for F = C, the field of 
complex numbers. 
Let pi...., 0, be manic polynomials over F such that /3i I . . * I /3, and 
d(& * . . /t?,) = n (where d denotes the degree). 
THEOREM 1 [ll, 171. Let A,, E Fpxp, and let cyl I . . . I ap be its inuari- 
ant polynomials. Then there exist A,,, A,,,A22 such that the matrix (1) has 
invariant polynomials PI,. . ., p,, if and only if 
Pi lai7 iE{l,...,p), 
ai I Pi+29, iE{l,. ..,n -2q}. 
“Departamento de MatemLica, Universidade de Lisboa, R. Ernest0 de Vasconcelos, Cl, 
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THEOREM 2 [19]. Let A,, E FVxp, A,, E FPx”. Let a, I . .. I ar, be the 
invariant factors of [xl,) - A,, 1 - A,,]. LRt k, > . . . 2 k, be the controllabil- 
ity indices of the pair (A,,, A,,). Then there exist A,,,A,, such that the 
matrix (1) has invariant polynomials p,, , p,, if and only if 
PJ%l/%+,, iE{l,...,p), 
(k,+l, . . . . k,+l)<(d(r”)-d(r”-l) ,..., d(r’)-d(rO)), 
where 
jE(0 ,..., 41, i=(l)..., p + j), and “i-i = 1 whenever i < j. (The symbol < 
denotes the Hardy-Littlewood majorization.) 
THEOREM 3 [15]. Let A,, E Frx” and r = rank(A i2 ). If r > 0, then there 
existA,,, A,,, A,, such that the matrix (1) has invariant polynomials P,, . , P, 
zfand only if d(P,) = 0 and none of the following conditions is satisfied: 
(I) p,, is irreducible, d(P,) = 2, and p - r is odd; 
(II) p, is irreducible, r = 1, d@,,) > 3, and p is a multiple of d(P,,). 
If r = 0, then there exist A,,,A,,,A,, such that the matrix (1) has 
invariant polynomials pl,.. .,p, if and only if PI . . . P,, has a divisor of 
degree p. 
Now we shall consider the other possible prescriptions of the blocks Aij 
briefly. 
(a) We prescribe A, 1 and A,,. The problem where we prescribe the 
eigenvalues was solved completely in [IS]. If we prescribe the characteristic 
polynomial or the invariant polynomials, there are some partial results due to 
Oliveira and Sa [8, 9, 121. 
(b) We prescribe A,, and A,,. Again there exists a complete solution 
when we prescribe the eigenvalues [I41 and there are partial results when we 
prescribe the characteristic polynomial [7, 141. There are no results when we 
prescribe the invariant polynomials. 
(c) We prescribe A,,, A,,, A,,. The problem where we prescribe the 
eigenvalues was solved completely in [16]. There are no results when we 
prescribe the characteristic polynomial or the invariant polynomials. 
(d) We prescribe A,,, A,,, A,,. No results. 
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FINAL REMARKS. Recently, I. Cabral and the author [2] obtained a result 
that unifies Theorems 1 and 2. Also see [l]. We have also solved the general 
problem of prescribing an arbitrary submatrix and the characteristic polyno- 
mial when F is infinite [3]. Other results concerned with the prescription of 
an arbitrary submatrix can be seen in [4]. 
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ON A GEOMETRIC INTERPRETATION 
FOR THE GENERALIZED SCHUR AND LEVINSON 
ALGORITHMS AND THE CHANDRASEKHAR ALGORITHM 
by DIRK T. M. SLOCK” 
SYNOPSIS 
1. Introduction 
The Schur and Levinson algorithms [l] are fast algorithms for computing 
the LDU factorization of a Hermitian positive semidefinite Toeplitz matrix 
and its inverse. Such a matrix can be interpreted as the covariance matrix of 
a stationary stochastic process. The Levinson algorithm is usually derived 
from this geometric point of view, as an algorithm for finding the whitening 
filters of successive orders for the process. The Levinson and Schur algo- 
rithms are dual in that they apply the same transformations, but to different 
pairs of vectors. These vectors are the forward and backward prediction 
filters for the Levinson algorithm, and for the Schur algorithm the correlation 
vectors of the forward and backward prediction errors with the original 
process. 
The generalized Levinson algorithm [2] applies to matrices that are close 
to Toeplitz in the sense that their displacement exhibits a low rank. These 
matrices can be interpreted as the covariance matrices of so-called a-sta- 
tionary processes [2]. We shall see that the structure of the generalized 
Levinson algorithm is such that it introduces a third quantity that is directly 
related to the degree of nonstationarity of the process. In [2], the same 
transformation structure is then used to arrive at a generalized Schur 
algorithm. However, this is not the generalized Schur algorithm that appears 
in e.g. [S], which has a simpler structure. 
Here, we present a stochastic derivation of the generalized Schur algo- 
rithm of [S], which requires (as in [2]) the introduction of a vector space with 
an indefinite inner product. The resulting arguments for an arbitrary cu-sta- 
tionary process parallel exactly those for the stationary case. When applying 
the same approach to arrive at a generalized Levinson algorithm, a certain 
‘“Philips Research Laboratory, Avenue Albert Einstein, 4; B-1348 Louvain-la-Neuve, 
Belgium. 
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difficulty will become apparent. We shall nevertheless be able to derive the 
generalized Levinson algorithm within the same framework. 
The Schur algorithm in its generalized form reduces to the 
Chandrasekhar algorithm [4] in case the a-stationary process admits a 
state-space model. The Chandrasekhar algorithm can alternatively be viewed 
as a fast form of the Kalman filter for the case of a time-invariant state-space 
model. Stochastic interpretations and derivations for the Chandrasekhar 
algorithm have been given in [4]. However, these derivations required the 
splitting of the displacement structure into positive and negative inertia and 
did not yield the original Chandrasekhar algorithm. 
We shall consider a vector space of random vectorsAwith inner productI 
(a, b> = Eab*. The linear bast-squares (LS) estimate bl, of the vector b in 
terms of ihe vector a is 171, = (b, a>(a,~>-~u, with LS estimation error 
bl, = b - bl,. It is well known [2] that the LDU factorization of a covariance 
matrix corresponds to the Gram-Schmidt orthogonalization of the random 
variables considered. Consider thus the following segment of a random 
process: yLO,kl = [y:yP . . . yk*l*, and its (forward) innovations et, kl = 
[Yo*Bo*l,, . . . &k*L/[~.k_,]l* with covariance matrices Rio, k1 = (Y[O,!+ Yp0)’ and 
D -(e [o,kl - ,O,kl, e,,,kl) [(block) diagonal] respectively. We can write the rela- 
tions 
The rows of the lower-triangular matrix Li,lkl are the forward prediction 
filters. 
2. Biorthogonulizution and J- Unitury Rotations 
Consider the triple [sub] and the transformation &]U,b]U + 6]u,,,,&]n,u of 
orthogonalizing both residuals with respect to each other. We get 
“An asterisk denotes complex conjugate transpose 
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Exchanging the bottom variables, we get 
(3) 
with 
@=(Po+PL)(PLo+P)-‘, pJ 0 [ 1 0 0’ PL =I- P. (4) 
By taking the inner product of both sides in (3) with themselves, viz. 
or D, = @D,@*, we find that @ is a (unnormalized) circular rotation. From 
D, = @D1@*, we find from (4) 
O*(PD;lP-PLD;lPL)O=PD;lP-PLD,‘PL; (fi) 
hence 
[ 
~a’Iu,&Y 0 
0 -<k,~rt,>-’ 1 
Thus, the transformation 0 of the original biorthogonalization (2) is (unnor- 
malized) hyperbolic. 
3. The Lecinson Algorithm 
Consider now the stationary process (yi}. Without loss of generality, we 
start computing the (forward) innovations from time zero onwards. We 
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introduce 
forward innovations : ei = !7ilY~o l_~jT 
backward innovations : ri = LJ!,p ,.,_,]) 
(8) 
which lead to the following orthogonal decomposition of subspaces: {yt _ l,iJ 
= ( ri} @ { yto, i ~ 1J CB (e,}. Applying the biorthogonalization step (2), we get 
(9) 
where .z is the shift operator related to the shift invariance of stationary 
processes (here, only wide-sense stationarity is needed, i.e. shift invariance of 
the inner product), and (Y~, pi are the forward and backward innovations 
covariances. The forward and backward innovations can be obtained by 
filtering the process with the forward and backward prediction filters, viz. 
z 
(lo) 
The recursions for the prediction filters can be thought of as being obtained 
by taking the correlation of the innovations with ( yt_ ,,+ yt_ i,,,) -’ yt_ I,mr If 
we omit the trailing zeros in the filters, we get 
The hyperbolic rotation matrix Oi involves the partial correlation Ai+ i = 
(e,, ri>, viz. 
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4. The Schur Algorithm 
Consider the correlation vectors of the innovations with the process {yJ: 
(13) 
where Ri = (yka Yk+i ), and Z is the (lower) shift matrix. With 2 semiinfi- 
nite, we get Z*Z = 1 and hence the following relation between the correla- 
tion vectors Gi and the prediction filters follows: 
Taking the correlations of the innovations appearing in (9) we get 
or, if we omit the leading zeros, 
where Ai+r=[I 0 . . . ]z*G;* is readily available. 
(14) 
(15) 
5. Displacement Rank and a-stationary Processes 
Consider the covariance matrix 9 = ( yt,,,+ ~t~,~)), and the following 
related quantities: 
(a) Distance to Toeplitzness: a0 = rank{9 - Z*SZ). 
(b) Displacement rank: a1 = rank{9 - ZSZ*). Note that 9 - ZSZ* 
= G,*Z,G, * 9 - Z*L&‘Z = - Z*GT&GrZ. 
(c) Complementary displacement rank cy: Z*[9 - (9uu,,) 
(u~B’u,)-‘(u,*9)]Z - 9 = -G*zG, where u,, is the first unit vector. 
Hence. (Y is the rank of the difference between the covariance matrix and the 
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shifted Schur complement of its first entry. The stochastic interpretation is 
[ (Y Il,l’Y~l.~~~-(Y~l,,l~Yo~(Yo~Y”~-l(Yo~Y~l.~l~l -hL4w1) 
= - G*xG. (17) 
We shall continue with the complementary displacement rank. 
LEMMA 1 (Pinning vector). There exists a random variable q (CY X 1) 
such that 
hy& =G, (77,~) =C-‘. 
Proof. See [5, Appendix 7.B]. 
This lemma together with (17) implies 
n 
(18) 
which proves the following lemma. 
LEMMA 2 (Shift invariance). ~[r,~,l~,, = $Jt~,,,~~l~. 
Here, 9 is the shift operator associated with (18). As a mnemonic, it is 
interesting to think of the vectors ordered in the following way: 
(77, !/a> y1> c/z>. . .I. 
6. Generalized Levinson and Schur Algorithms 
Now let {yi} be an o-stationary process. We introduce the following 
innovations: 
forward innovations : ‘i = ?TiIY[o,i-l]~ 
backward innovations : (19) 
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Exploiting the shift invariance, biorthogonahzation leads to 
The generalized Schur algorithm can now straightforwardly be obtained by 
paralleling the steps for the ordinary Schur algorithm and making the 
following associations: (y_ 1, e,, i-J tf (7, e,, Til. 
For the generalized Levinson algorithm, we see that the filter coefficients 
for y’-‘ei+ 1 are not a shifted version of those for ei+, (the dimension or of 77 
is in general different from the dimension of y,). So we introduce a different 
strategy. Consider the Toeplitz distance. With the displacement 9 - Z*.@Z, 
we can also associate a pinning interpretation, viz. 2jI,,J11 = y;),,,,,,, just as 
we did for the complementary displacement, and this will lead to the shift 
invariance (?I,,,, ,_,,,ll = $)!l-,I! ,,I,, -2,’ A complete recursion for the innovations 
where the two steps are combined into one J-unitary transformation V = 
(I @ O)( Q@ I). The corresponding transformation also holds for the triple of 
prediction filters, and correlations can be taken with the process {y,) to arrive 
at a generalized Schur-like algorithm [2]. 
7. Time-lncariant State-Space Models 
Consider the process (y,) generated by the following time-invariant 
space-space model: 
'i+l 
= Fxi + Gwi 
yi = HXi + 2;. 
R6,, 0 0 . (21) 
t 
I 
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We can write the following relations between semiinfinite aggregates of 
(22) 
where _/(c> is a (block) lower-triangular Toeplitz matrix with F as first 
column. From this, it is straightforward to show that the processes (xi} and 
{yi} have a joint displacement property 
where P, = ( z?~J~,~,,_,~, .?iJY,O,,_,l). Let us introduce the following factorization: 
- L,RhL;t: p 6P,, = P, - P,,, where the factors have the displacement dimen- 
sion (Y (bounded by n, the dimension of the state vector). Paralleling 
previous steps, we get the following lemmas. 
LEMMA 3 (Pinning 
such that 
vector). There exists a random variable 77 (a X 1) 
LEMMA 4 (Shift invariance). (f[,,,jl~, tj[l,mjlo} = ~{f~o,m,l~~ !&,m~l~}~ 
8. The Chandrasekhar Algorithm 
The biorthogonalization of the forward and backward innovations of the 
a-stationary process yields 
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where Li = (xi, vi), Rr = (ni,qi). The recursive process of computing the 
(forward) innovations in a state-space model involves the predicted state 
xlili-r: 
Ei = yi - Hx^J_r, 
(25) 
X”i+lli=Xli+lli-l+(Xi+l, ei)(ei,ei)-‘ei = Fx^Ji_, + KiRFeei, 
and requires the Kalman gain Ki and innovations variance RF. These can be 
calculated recursively by taking the correlation of (24) with the state xi + r, 
viz. 
[ Ki FL,]@* = (xi+,,[G:])Of=( xj+,,[~~::i:l])=[Ki+l Li+lla 
(26) 
and exploiting the hyperbolicity of the transformation, viz. 
(27) 
Note that this transformation Oi only appears to be hyperbolic; it is actually 
J-unitary in general, since Rr is indefinite in general. 
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A STUDY OF PROJECTIONALLY EXPOSED CONES 
by CHEN-HAN SUNG and BIT-SHUN TAM’s 
SYNOPSIS 
This note summarizes our recent work on p-exposed (projectionally 
exposed) and o.p.-exposed (orthogonal projectionally exposed) cones. The 
work was accepted for publication in Linear Algebra and Its Applications and 
has appeared (see [7]) b e ore this special issue. We give the more important f 
results here, some being reformulated, together with the background and 
motivation. We also add some open problems. 
1. Review of Previous Work 
Let K be a (general) cone in R”, that is, a nonempty subset which is 
closed under taking nonnegative linear combinations. We denote by rr( K) 
the set of all n x n real matrices A such that AK c K. A face F of K is said 
to be p-exposed if there exists a projection P E T(K) such that PK = F, and 
is said to be o.p.-exposed if PF E T(K), where PF denotes the orthogonal 
projection of R” onto span F. K is a p-exposed (o.p.-exposed) cone if each 
face of K is a p-exposed (o.p.-exposed) face. 
The notion of a p-exposed face (or cone) was first introduced in 1981 by 
Borwein and Wolkowicz [3] in their study of the following abstract convex 
program: 
minimize f(x) subjectto g(x)=-_, XER, 
where f, g are respectively a convex function and a K-convex function, R is 
a convex set, and K is a finite-dimensional cone (not necessarily closed or 
pointed). In particular, it was shown that when the face of K generated by 
the image of the feasible set under - g is p-exposed, then certain multipli- 
ers, associated with optimality, may be chosen from a smaller set. In view of 
the possible applications, Barker, Laidacker, and Poole [I] began a study of 
p-exposed and o.p.-exposed cones by restricting their attention to closed, 
‘“Department of Mathematical Sciences, San Diego State University, San Diego, California 
9218% U.S.A., and Department of Mathematics, Tamkang University, Tamsui, Taiwan 25137, 
Republic of China. 
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pointed cones. They obtained the following results: 
THEOREM 1.1. If K is a pointed, full polyhedral (i.e. finitely generated) 
cone, then K is p-exposed. 
A cone K is said to be subpolar if K c K*, where K* denotes the dual 
cone of K. K is simplicial if it is pointed and polyhedral and its distinct 
extreme vectors are linearly independent. 
THEOREM 1.2. A pointed, full polyhedral cone K is o.p.-exposed [zfand] 
only tf K is subpolar and simplicial. 
The “if” part of Theorem 1.2 is, unfortunately, wrong (cf. Theorem 2.4 
below). 
If K is a cone in R”, by the duality operator of K, denoted by d,, we 
mean the mapping d,: s(K) + s(K*) given by d,(F) = (span F)’ n K*, 
where B(K) denotes the lattice of faces of K. A face F of K is said to be 
exposed if there exists a face G of K* such that d,,(G) = F. If every face of 
K is exposed, K is called a facially exposed cone. 
In a subsequent paper Poole and Laidacker [5] proved the following: 
THEOREM 1.3. In R3 a closed cone is p-exposed if and only if it is 
facially exposed. 
Here we continue a study of p-exposed and o.p.-exposed cones. When- 
ever possible we give our results in the setting of general cones. Many of our 
proofs or examples depend on the concept of the cone of a convex set at a 
point developed before (see Sung and Tam [6], Tam [8], and Waksman and 
Epelman [9]). 
2. P-Exposed Faces of Codimension One 
A key step taken by Barker, Laidacker, and Poole in establishing the 
above Theorem 1.1 was to show that each maximal face of a proper (i.e. 
closed, pointed, and full) polyhedral cone is a p-exposed face. After reformu- 
lating and extending their key step, we obtain the following: 
THEOREM 2.1. L.et K be a proper cone in R”. Let M be a maximal face of 
K of codimension one. Denote by C the subcone of K* generated by extreme 
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vectors lying outside the extreme ray d,(M). For any vector IA E R”\span M, 
denote by P, the projection of R” onto span M along span(u). Then P,, E r(K) 
if and only if u or - u belongs to C*\K. 
COROLLARY 2.2. Under the hypotheses of Theorem 2.1, denote d,(M) by 
I&W>, where w E K*, and (p(w) is the face of K* generated by w. Then the 
following conditions are equivalent: 
6) M is a p-exposed face of K. 
(ii) w @ cl C. 
(iii) w is not the limit of a convergent sequence of extreme vectors of K * 
all distinct from w. 
COROLLARY 2.3. Under the hypotheses of Corollary 2.2, M is an o.p.- 
exposed face of K iff ( w, z) < 0 fm any extreme vector .z of K * distinct 
f rom w. 
The following result completes the work of Barker, Laidacker, and Poole 
on o.p.-exposed proper polyhedral cones. 
THEOREM 2.4. Let K be a proper polyhedral cone in R”. The following 
conditions are equivalent: 
(i) K is an o.p.-exposed cone. 
(ii) For any two distinct extreme vectors .z, w E K*, one has (z, w > < 0. 
(iii) Each maximal face of K is an o.p.-exposed face. 
OPEN QUESTION. Let K be a proper cone in R”. If each maximal face of 
K is p-exposed (o.p.-exposed), does it follow that K is a p-exposed (o.p.- 
exposed) cone? 
We now know that the answer to the above question is in the affirmative 
if n = 3, and is in the negative if the closedness assumption on K is dropped. 
For instance, consider 
where M = {(El, .$,, OIT E R3 : 5r > 01 U ((0, t2, 0) E R3 : l2 > 0). Then K has 
exactly one maximal face, namely M, which is an o.p.-exposed face K. 
However, K is not even a p-exposed cone, since {CO, e2, O)r: ta 2 0) is not a 
p-exposed face. 
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3. Relation between Exposed and P-Exposed Faces 
It is intuitively obvious that if F is a nonexposed extreme ray of a 
S-dimensional proper cone K, then d,, 0 dK( F) is not a p-exposed face of K. 
Extending this observation, we have 
THEOREM 3.1. lf F is a nonexposedface of a cone K, then d,, 0 d,(F) is 
not a p-exposed face of K. 
COROLLARY 3.2. Every p-exposed cone is a facially exposed cone 
Iochum [4] posed the problem of characterizing all semiregular but not 
regular cones in a Hilbert space. By a semiregular (regular) cone he meant a 
self-dual cone K for which PF belongs to r(K) for each exposed (for each) 
face F. In view of Theorem 3.1, it is clear that no such finite-dimensional 
cone exists. 
If C is a convex set in R” and y E C, then by the cone of C at y, denoted 
by cone(y,C), we mean the set {(-u(x - y>: (Y 3 0 and x E C). Our proof of 
Theorem 3.1 relies on the following two observations: 
LEMblA 3.3. Let G be a p-exposed (o.p.-exposed) face of a cone K. Then 
for any x E G, cone(x,G) is a p-exposed (o.p.-exposed) face of cone(x, K). 
LEMMA 3.4. lf F is a p-exposed face of a cone K, then cl F = span F n 
cl K. 
We also obtain the following: 
THEOREM 3.5. lf K is a facially exposed cone in R”, then every simplicial 
face of K is a p-exposed face. 
The above result, together with Corollary 3.2, clearly contains Theorem 
1.3, the main result of [5]. Finally, making use of Lemmas 3.3 and 3.4, we are 
also able to construct a 4-dimensional proper cone which is not p-exposed, 
but whose duality operator is bijective. Our example shows that the result of 
Theorem 1.3 cannot be extended to general n, thus answering the open 
question posed by Poole and Laidacker at the end of their paper [5]. 
As an application of our results, we also determine completely the 
p-exposed faces of P(n), the cone of all real polynomials which are nonnega- 
tive on [O, l] and are of degree < n. This settles a conjecture posed by Barker 
and Thompson [Z]. 
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4. Further Sufficient Conditions for P-Exposed Fuces 
THEOREM 4.1. Let F be a face of a proper cone K of R”. Denote by C the 
subcone of K* generated by its extreme vectors lying outside d,(F). If 
cl C n d,(F) = (01, then we have 
(8 dim F + dim d,(F) = n, and 
(ii) F is an exposed as well as a p-exposed ,fuce of K. 
THEOREM 4.2. Let K, F, and C have the same meanings as in Theorem 
4.1. Denote by Q the orthogonal projection of R” onto span dK( F). Then F is 
an o.p.-exposedface of K $Q[C]c - Df or some simplicial cone D satisfying 
D L d,(F). 
The sufficient condition “cl C n d,(F) = (0)” for p-exposedness of the 
face F is a rather strong condition, one which is far from being necessary. It 
is of interest to seek weaker sufficient conditions. The problem may be 
related to the point cIassification of convex sets as introduced by Waksman 
and Epelman [9]. 
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INERTIAED PENCILS AND Z-NUMBERS 
by FRANK UHLIG’” 
SYNOPSIS 
In this survey we shall be concerned with real symmetric or complex 
Hermitian n X n matrices only. Generalizations to arbitrary-field symmetric 
matrices or to quatemion Hermitian matrices will not be studied at all. 
Sylvester’s law of inertia completely classifies single matrices of these 
kinds into equivalence classes under congruence X . . . X*, where X* de- 
notes the transpose Xr when dealing with real symmetric matrices or the 
complex conjugate transpose XT when dealing with complex Hermitian 
matrices. In fact for single matrices the inertia is the invariant. Dealing with 
more than one such matrix has been much more difficult. In 1937, P. Finsler 
[4] showed that a real symmetric pair A, B admits a positive definite linear 
combination uA + hB iff the associated quadratic forms QA and QB do not 
intersect except at 0 E [w”. Here QA is defined as {x E Iw” 1 xTAx = 0} for 
A = AT E Iw”“. 
While many authors re-proved this result in often ingenious ways over 
the last 50 years (see the survey [ll]), nothing was known about classifying 
pencils P(A, B) = {UA + bB 1 a, h E R) with other inertias until I973 (see 
[S-lo]). These p a p ers on inertiaed pencils derived from the author’s thesis 
[6] under the guidance of Olga Taussky Todd in 1971-72. There I had 
studied the finest simultaneous block structures achievable for nonsingular 
pairs of real symmetric matrices based on the Weierstrass canonical pair 
form, which should be considered as the nonsingular part in the Kronecker 
pair form; see [7, 121. In the last chapter in [6] I had studied the maximal 
number of linearly independent vectors-later to be called the l-number of 
the pair (see [8, Main Theorem], [ll, p. 2281, or [5])-that are jointly 
annihilated by two real symmetric quadratic forms given in canonical pair 
form; see [9]. This rather tedious part of my thesis came to fruition a year 
later in Wiirzburg, when I realized that nonsingular real symmetric pencils 
which contained a semidefinite matrix would admit only very special simulta- 
neous block structures, namely simultaneously diagonalizable or 2-block- 
diagonalizable with detailed restrictions; see [lo]. 
The Z-number of a pair S and T is defined as 
1,(S,T) =dimspan{x ~iF”[x*Sx = x*Tx =O) 
“Algebra, Combinatorics and Analysis, 120 Mathematics Annex, Auburn University, 
Alabama 36849-5307. 
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for [F = @ or R, where S, T are either both complex Hermitian or real 
symmetric, depending on the field IF. Admittedly, the Z-number measures a 
linear quantity of an intrinsically nonlinear object, the intersection of two 
quadratic hypersurfaces [Z&S, T) = dim span(& n Qr)] and hence might be 
of little use in classifying inertiaed pencils. However, it proved to be the 
most useful generalization of Finsler’s concept of a joint vanishing set of two 
quadratic forms, for we could prove for nonsingular real symmetric matrix 
pencils (see [S]) that 
P( S, T) is an i-pencil iff n-l<Zw(S,T)<n 
and 
P(S,T) is an s.d. pencil iff l=GZ,(S,T)<n-1. 
Here a nonsingular pencil is one that contains a nonsingular matrix, a s.d. 
pencil is one which contains a nonzero semidefinite linear combination of S 
and T but no definite one, and an i-pencil is made up of indefinite matrices 
entirely (except for the O-matrix, of course). 
Using Z-numbers, Finsler’s original result states that 
P(S,T) isad-pencil iff Z,(S,T)=O. 
Of course the reader is by now aware that there is an “overlapping case” in 
[8] when Z(S, T) = n - 1, for there are both i-pencils and s.d. pencils with that 
Z-number. A detailed analysis of the finest simultaneous block-diagonal 
structure for S and T that form either an s.d. or an i-pencil with Z(S, T) = 
n - 1 is given in the Main Theorem of [8], and hence ambiguity of the 
Z-numbers for real symmetric pairs is avoided at a price. 
The problem stood there for 15 and more years. For a time I thought that 
geometers might have an explanation for the specific quadratic forms, four in 
all, that cropped up in the “overlapping cases” in [8]; maybe they had reared 
their head in another context. But apparently not so, and thus I began to fault 
the linear measure Z(S, T) of the nonlinear object Qs n QT. 
When Nam-Kiu Tsing came to Auburn from Hong Kong and the school of 
Y.-H. Au-Yeung, he was well trained in the uses of the field of values. In fact, 
Au-Yeung [l] had duplicated the 2-block diagonalization result for s.d. 
pencils with his methods. Together, Tsing and I looked at the location of 
0 E R2 with respect to the joint field of values 
W,(A,B) = {b*Ax, x*Bx)~xEIF”,r*r=l)~R2 
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for real symmetric pairs A, B and lF = R or complex Hermitian matrices A, B 
with [F = @. For 5 = C we used convexity arguments to show that the location 
of (0,O) E R” outside, on the boundary, or inside of W,(A, B) determines the 
inertia of the pencil P(A, B) [5, Th eorem 2.21. A result of Embry [3] then 
enabled us to prove the extension of Finsler’s and my 1973 results to 
Hermitian pencils P(A, B): 
P(A,B) is ad-pencil iff Z,(A,B) =O, 
P(A,B) isans.d.pencil iff l<Z,(A,B) <n--l, 
P(A,B) isani-pencil iff Z=n (see [5, Theorem 2.41). 
In hindsight, the Z-number had vindicated itself: For [F = C there were no 
“overlapping cases.” Hence it was not solely the geometry of the vanishing 
surface of real quadratic forms that gave rise to the complicated overlapping 
cases for [F = R. It was a property of the field! 
Note that the last result for lF = C did not require nonsingularity of the 
pencil. Using Brickman’s theorem [2], we could relate the Z-number of a real 
symmetric pencil to its inertia via the location of the joint field of values as 
well, but only at the cost of “overlapping cases” for 1 = n - 1 and 1 = n -2, 
now for the (possibly singular) real symmetric pencil. For n # 2: 
P(S, T) is a d-pencil iff Z,(S, 2’) = 0; 
if P(S, T) is an s.d. pencil, then 1 < Z,(S, T) < n - 1; and 
if P(S, T) is an i-pencil, then max(1, n -2) < 2, < n (see [5, Theorem 
3.21). 
The threefold relation 
P(A,B) inertia+----+ ZF(A,B) 
(E \ ,, \ / \ / \ / 
0‘: WiA,A) 
was complete and simple for ff = C and entailed “overlapping cases” for s.d. 
and i-pencils with Z = n -2 or n - 1 for IF = R. Using the Kronecker canoni- 
cal-pair form for singular real symmetric pencils P(S,T) and our 1973 
classification of inertiaed nonsingular pencils by their Z-numbers, we were 
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able to completely describe all “overlapping cases” for arbitrary real symmet- 
ric pencils as well; see [5, Theorems 4.4, 4.5, 4.6, 4.71. We note that going 
from nonsingular real symmetric pencils with only four specific “overlapping” 
block-structured cases in I973 to singular pencils P(S, T) gave rise to about 
70 different block structures for s.d. and i-pencils with 1 = n -2 or Z = n - 1 
in [5]. 
It is clear that both the canonical-pair-forms approach and the field- 
of-values method have their merits in trying to classify inertiaed pencils via 
their Z-numbers. We previously have spoken of a threefold relationship 
between the inertia of P(A, B), the Z-number Z,(A, B), and the location of 
(0,O) relative to the joint field of values W,(A, B). In fact a fourth concept 
should be included here: the finest simultaneous block structure for A and 
B. For lF = R, all four concepts are connected by six known theorems; see 
[5, 8, 9, lo]. For IF = C, the corresponding theorems that link the threefold 
relationship to the finest simultaneous block structure of a Hermitian pair 
A, B are not explicitly known and are not even necessary to connect the three 
concepts via “if and only if’ theorems in [5, Theorems 2.2, 2.41. 
Pencils generated by three or more generators and their inertia or 
Z-numbers cannot be handled by canonical forms or the concept of first 
simultaneous block structure at all, since triple (or higher-order) canonical 
pair forms are unknown. This is in part due to the Weinstrass trick of relating 
the Jordan normal form of S’T to the simultaneous block structure achiev- 
able for the pair S and T via congruence in the nonsingular case. There 
seems to exist no feasible extension of this trick to triples R, S,T. Thus 
attempts at extending Finsler’s result and Z-numbers to triple pencils could 
only be considered after the concept of where 0 E R” lies in relationship to 
the joint field of values W,(A, B) had b een introduced. The newest results, 
in preparation at the moment, are as follows: The Z-number is not indicative 
of inertia for triple real symmetric pencils or quadruple Hermitian pencils, 
due to examples of a real symmetric i-pencil P(R, S, T > with ZJR, S, T) = 0 
and a complex Hermitian i-pencil P(A, B,C, D) with Zc(A, B,C, D) = 0. 
However, for three Hermitian forms we can obtain a result equivalent to the 
one for two real forms: If n > 3, then for three Hermitian matrices A, B, C 
we have, with Wc(A, B, C) = ((x*Ar, x*Bx,r*Cx)lx~cC”, x*x =1}c_[w3: 
(a) (O,O,O) E W,(A, B, C) e P(A, B, C> is a d-pencil e Zc(A, B, C) = 0; 
(b) (O,O,O) E 6Wc(A, B,C) - P(A, B,C) is a s.d. pencil * 1~ 1, < 
n-l; and 
(c) (0,0,0)~intW(A,B,C) = P(A,B,C) is an i-pencil - n-2< 
1, <n. 
Details and proofs of this joint work with N. K. Tsing are to be published 
separately. 
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