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Introduction
The present investigation refers to Bäcklund transformations and their applications to the study of nonlinear differential equations. A wide literature testifies the importance of Bäcklund transformations in connections to both properties of differential equations and their geometrical interpretation, as well as construction of solutions to nonlinear problems. The subject is illustrated in the recents books [19, 9] wherein many reference are provided. The present study is concerned about the study of nonlinear ordinary differential equations [20, 21, 22, 4] via applications of Bäcklund transformations. Indeed, they represent a key tool to reveal connections between different solutions admitted by the same nonlinear ordinary differential equation or to link solutions of different nonlinear ordinary differential equations and, therefore, in the first case, are termed auto-Bäcklund transformations. A wide variety of interesting results based on Bäck-lund transformations concern nonlinear evolution equations: they allow to investigate their structural properties, such as the Hamiltonian and/or bi-Hamiltonian structure and also to find solutions as well as enjoyed invariances.
In [4] , extending the results obtained in [1] , we constructed an algebraic map among solutions of a class of nonlinear second order differential equations. In particular, the study concerns equations of the form
where, as usual, the prime sign denotes derivative with respect to the independent variable and F is a suitably regular given function of its arguments. In [4] invariance properties admitted by the Schwarzian derivative play a key role in the construction of Bäcklund transformations; given smooth enough function f (z), its Schwarzian derivative {f, z} is defined via
According to [4] , whenever the function F (z, v) satisfies suitable conditions, then, given any solution y 0 (z) of equation (1), another solution of same equation is represented by
Specifically, the function F (z, v) is required to admit a (formal) series expansion of the form
where the coefficients, given in terms of the function G n (z) and w(z), satisfy the functional equations
A large number of physically relevant differential equations belong to the general class of functions (4): Ermakov-Pinney equation and the Emden-Fowler equation are shown to belong to this class [4] .
The Ermakov-Pinney equation was introduced in 1880 by Ermakov [5] , who investigated solvability conditions of second order ordinary differential equations. It is closely connected to the harmonic oscillator with a time-dependent frequency, but has applications in many other fields: for example, it describes the motion of charged particles in the Paul trap [13] , is applied in atomic transport theory [24] , Bose-Einstein condensate theory [15] and cosmolgy [10] . Furthermore, it plays a fundamental role in the description of the unitary evolution of quantum non-autonomous systems [25] .
The Emden-Fowler equation finds applications in a wide variety of problems: for example, it describes the hydrostatic and thermodynamic equilibrium of stars, it appears in the dynamics of the Einstein's field equations [11] , in the mean-field description of critical adsorption [7] (see [8] and references therein for further example). Furthermore, the Emden-Fowler equation appears in the description of the spherically symmetric steady state solutions of evolution problems involving the Laplace operator in a n-dimensional space.
The present study concernes an application of the transformations (3) to the GrossPitaevskii equation. The Gross-Pitaevskii equation is a non-linear Schrödinger equation with a cubic non-linearity: it describes the dynamics of Bose-Einstein condensates. Other interesting phenomena, such as the propagation of electromagnetic waves in optical fibers with variable refractive index are also described via the Gross-Pitaevskii equation.
The article is organised as follows: in Section 2, recalling results in [4] , autoBäcklund transformations admitted by equation (1) are obtained. Notably, the Schwarzian derivative and a functional-differential equation satisfied by the function F (z, v) in (1) play a crucial role to obtain the result. In Section 3 we reduce the Gross-Pitaevskii equation and equation (1) is specialised to give the reduced case under consideration.
The Bäcklund transformations.
In this section, for completeness, some of the results given in [4] are briefly overviewed. We wish to recall only the main propositions: the interested reader may find the details in the original reference. First of all, notice that if we let v = y 2 , equation (1) is equivalent to the following equation
wherein the unknown is v. The subsequent application of the reciprocal transformation R :
where
shows that equation (1) is linked to the Schwarzian equation
The latter, enjoys interesting invariance properties; in particular, it is invariant under any transformation of the form φ(t) = g(ψ(t)), where g(·) is a suitably regular function of its argument. Namely, if φ(t) is regarded as a composed function of t, i.e. if φ can be expressed as φ(t) = g(ψ(t)), then ψ satisfies a Schwarzian equation of the same form of (9)
whereF (ψ, ψ t ) is explicitly given by (see [4] )
It follows that if y(z) is a solution of equation (1) and if we introduce a function Y (z) related to y(z) by
then Y (z) is a solution of the equation
The transformation (12) maps a solution of equation (1) to a solution of equation (13): it is a Bäcklund transformation between the two equations.
The previous results imply, however, that if the function F (z, v) satisfies the following functional-differential equation
then the transformation (12) maps a solution of equation (1) to a solution of the same equation: in this case we get an auto-Bäcklund transformation admitted by equation (1) . In general it is very hard to characterize the solutions of a functional-differential equation, so it could seem that the identification and description of the class of autoBäcklund transformation of the form (12) for equation (1) is hopeless. However, as shown in [4] , if one posit a formal power expansion in v for the function F (z, v), i.e. if one assumes that F (z, v) can be represented via a formal series expansion of the form
then some interesting structural properties of equation (14) can be understood. Indeed, we may consider (14) as a linear non homogeneous ordinary differential equation in the unknown F . This approach allows us to say which forms the given function F may assume in order to be amenable to the presented method. Specifically, given a suitable F , a method to construct solutions of equation (1), via Bäcklund transformations, can be provided. For the sake of convenience, when n = 1, the coefficients F n (z) are looked for under the form
n+1 , where G ′ n denotes the derivative of a smooth (at least C 1 ) function of z. In the case n = 1, we set
where Q(z) is a suitable function. Hence, substitution of the latter and of (15) in (14), gives
which depends explicitly on G n , so that, for example, (G ′ n )(f ) indicates that G ′ n is composed with f (z). The power series expansion in (17) represents a polynomial in v whose first term multiplies v −1 , hence equality (17) is satisfied when all the coefficients of v k are set equal to zero. This means that the action of the map f (z) on the functions G n (z) is a translation, that is, the functions G n (z) satisfy the linear functional equations
where K n are arbitrary constants. Substitution of (18) in (17) gives
This equation suggests to identify Q with a suitable Schwarzian derivative, that is, to set Q(z) := {w, z}.
Substitution of this position in (18) shows that solutions of (19) are obtained whenever w(z) and f (z) are related via the functional equation
wherein the Schwarzian derivative of the composition of two functions appears since
Accordingly, the function w(f (z)) and w(z) follow to be related via a fractional linear transformation, i.e.
Hence, combination of the shown results, allows to prove the claims made in the Introduction, summarized in the following two propositions (see also [4] ).
Proposition 2.1 If the function F (z, v) can be represented as a power series expansion in v, then the solution of the functional differential equation
is given by
where the functions G n (z) and w(z) satisfy the functional equations (a, b, c, d and K n are arbitrary constants)
Proposition 2.2 Let y 0 (z) be a solution of the differential equation
where the functions G n (z) and w(z) are specified in Proposition 2.1, then
represents an auto-Bäcklund transformation admitted by equation (25) .
3 The Gross-Pitaevskii equation and Bäcklund transformations.
The non-linear Schrödinger equation with a potential depending on the spaces coordinates is often called the Gross-Pitaevskii equation. The equation has a cubic nonlinearity and plays a special role in mathematical physics: it is widely applied in the description of light propagation inside an optical fiber [12] and in Bose-Einstein condensates theory [23] . The cubic term, in the last case, describes particles interactions: it can be modulated by a function depending on the space coordinates. When, as usual, the external potential (e.g. magnetic potential trapping the particles) is described by a function V (x) and all the quantities are expressed in natural units, the equation takes the form (see e.eg. [23] )
The ansatz
where r, θ and µ are all real, allows to split equation (26) into its real and imaginary part as
The first equation is readily solved by
Substitution of θ ′ in the second equation allows to obtain the following non-linear ODE
let us now consider equation (27) in the special case when the potential V (x) and the interaction term g(x) can be represented by the following formulae:
where the functions G(x) and w(x) satisfy the functional equations (5) . Then the results of the previous section apply (see propositions (2.1) and (2.2)) and, if r 0 is a solution of equation (27), then another solution r 1 (x) follows from the auto-Bäcklund transformation
As an example let G(x) be a polynomial, and, specifically, let
Then, equation (27) is given by
Let f (x) denote a solution of the polynomial equation
which if ηK is greater than 1 4 , admits always a real positive root. If r 0 (x) is a solution of equation (29), then another solution is given by
The latter shows that a particular solution of equation (29) can be found by setting r(x) 2 x n−1 (1 + 2ηx n ) equal to a positive constant. Indeed it is possible to check that the function
is a solution of equation (29) provided that the condition bv 6 + c 2 = 0, constraining the value of b, is satisfied. The previous solution is a fixed point of the transformation (30). The solution for the wave function ψ(x, t) corresponding to (31) reads
The previous solution is bounded at the origin provided n ≤ 1.
Conclusions
The results here presented are part of a long time investigation program which covers various aspects of the study on nonlinear evolution equations and their structural properties as well as the construction of solutions admitted by particular problems (sse e.g. [6, 3] , [16, 17, 18] , [26, 27] ). Here we applied the transformations found in [4] to the Gross-Pitaevskii equation in 1+1 dimensions. Indeed the transformations found are auto-Bäcklund transformations for the ordinary differential equation (1) and a reduction of the partial differential equation (26) was required to apply our result. The application to the Gross-Pitaevskii equation provided in this work can be considered a first approach to a more general research on this issue: the case of periodic potentials would be interesting for physical applications but also we believe that the analytical structures of the equations obtained deserve further efforts to fully understand the potentiality of the method. In particular equation (30) shows that the Schröder's functional equation Φ(f (x)) = sΦ(x) with an eigenvalue s equal to 1 plays a special role in the description of the solutions of equation (26) . This and other issues will be further developed in future works.
