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Six weather types (WTs) are computed across the Maritime Continent during austral
summer (September–April) using cluster analysis of unfiltered, daily, low-level winds at
850 hPa, by a k-means algorithm. This approach is shown to provide a unified view of the
interactions across scales, from island-scale diurnal circulations to large-scale interannual
ones. The WTs are interpreted either as snapshots of the intraseasonal Madden-Julian
Oscillation (MJO); or as seasonal features, such as the transition between boreal- and
austral-summer monsoons; or as slow variations associated with the El Niño–Southern
Oscillation (ENSO). Scale interactions are analyzed in terms of the different phenomena
that modulate regional-scale wind speed and direction, or the diurnal-cycle strength of
rainfall. Decomposing atmospheric anomalies, relative to the mean annual cycle, into
interannual and sub-seasonal components yields similar WT structures on both of these
time scales for most of the WTs (4 out of 6). This result suggests that slow (viz.
ENSO) and fast (viz. MJO) oscillatory variations superimposed on the mean annual cycle
modulate the occurrence rate of WTs, without modifying radically their mean patterns.
The latter pattern invariance holds especially true for MJO-type, propagating variations,
while the quasi-stationary, planetary-scale ENSO variations have more impact on WT
structure. These findings are interpreted with the help of dynamical systems theory.
Interannual modulation of WT frequency is strongest for the “transitional” WTs between
the boreal- and austral-summer monsoons, as well as for the “quiescent” WT, for which
low-level winds are reduced over the whole of monsoonal Indonesia. The WT that
characterizes NW monsoon surges, and peaks during the austral-summer monsoon in
January-February, does not appear to be strongly modulated at the interannual time scale.
The diurnal cycle is shown to play an important role in determining the rainfall over islands,
particularly in the case of the quiescent WT that is more frequent during El Niño and the
suppressed phase of the MJO; both of these lead to more rainfall over southern Java,
western Sumatra, and western Borneo.
Keywords: ENSO, frequency modulation, k-means clustering, MJO, pattern modulation, scale interaction
1. INTRODUCTION AND MOTIVATION
The atmospheric circulation exhibits a broad spectrum of
motions. Multiple-flow regimes have been used to help under-
stand large-scale, persistent and recurrent atmospheric patterns
in mid-latitudes (Mo and Ghil, 1988; Vautard and Legras, 1988;
Kimoto, 1989; Vautard, 1990; Michelangeli et al., 1995; Ghil
and Robertson, 2002). Weather types (WT) have been employed
extensively to diagnose and describe such regimes. This approach,
however, has been used less often in the tropics (Pohl et al., 2005;
Moron et al., 2008; Lefèvre et al., 2010), where space-time filter-
ing has typically been used in order to focus on specific temporal
scales—such as the intraseasonal one of 20–60 days associated
with the Madden-Julian Oscillation (MJO) (Madden and Julian,
1971)—and removing the annual cycle is standard practice. The
latter approach may be misleading when the annual cycle is mod-
ulated in phase or amplitude, since these modulations may be
aliased into both shorter and longer time scales (Moron et al.,
2012). Such aliasing might be particularly problematic in the
tropics, where seasonal migrations of the intertropical conver-
gence zone (ITCZ) and monsoon circulations represent a large
fraction of the total variability.
We present, therefore, results of weather typing across the
Maritime Continent (MC), and show that WTs computed using
dynamical cluster analysis of unfiltered, daily, low-level winds
do provide a unified and flexible view of the scale interactions.
The MC provides a good example where multiscale interactions
amongst various phenomena produce a particularly rich spec-
trum of atmospheric variations (Hendon, 2003; Chang et al.,
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2005a; Juneng and Tangang, 2005; Moron et al., 2010; Qian et al.,
2010, 2013; Rauniyar and Walsh, 2011; Robertson et al., 2011).
The asymmetrical annual cycle of the Asian-Australian monsoon
(Chang et al., 2005a) provides a planetary-scale picture of the
NW–SE movement of the ITCZ from Southeast Asia, in May–
September, to Northern Australia in January-February. The huge
amount of heat within the deep surfacemixed layer of theWestern
Pacific Warm Pool, just east and north of Papua New Guinea,
as well as the complex topography—with mountainous and flat
islands of varying sizes dispersed across waters usually warmer
than 28◦C—lead to deep convection on small-to-regional scales,
in association with the diurnal cycle (Qian, 2008; Rauniyar and
Walsh, 2011; Teo, 2011) and with mountain and sea breezes
(Qian et al., 2010, 2013). The MC and the Western Pacific are
also located at the longitudes where the MJO reaches its high-
est amplitude in austral summer (Hendon and Liebmann, 1990;
Wheeler andHendon, 2004;Matthews and Li, 2005), a region that
is also the western pole of the Pacific’s Walker circulation and the
Southern Oscillation (Bjerknes, 1969; Klein et al., 1999; Hendon,
2003).
At the interannual time scale, the MC thus plays a central role
in the El Niño–Southern Oscillation (ENSO), with warm events
usually associated with large-scale subsidence and low-level east-
erly anomalies (Klein et al., 1999; Hendon, 2003; McBride et al.,
2003). Previous analyses showed that MC rainfall anomalies asso-
ciated with ENSO are strongly modulated spatially across the
annual cycle (Hendon, 2003; Juneng and Tangang, 2005) and that
the onset of the austral-summer monsoon, between September
and November (Haylock and McBride, 2001; Moron et al., 2009),
is a key stage in this modulation, due to the difference in the
way that anomalies and basic state are superimposed on either
side of this stage. MC rainfall thus modifies the local air-sea
coupling (Hendon, 2003), as well as the amplitude of the diur-
nal cycle and of the sea and mountain breezes (Qian et al.,
2010, 2013). Our previous work (Moron et al., 2010; Qian et al.,
2010, 2013) demonstrated that a quiescent-flow WT is key to
understanding why ENSO causes wet anomalies over the cen-
tral mountains of Java but dry anomalies over the plains during
the monsoon season (Rauniyar and Walsh, 2011); this WT is
more frequent during El Niño years and leads to an enhance-
ment of the diurnal cycle of precipitation and of land-sea breeze
circulation.
The goal of this paper is two-fold: (i) to build a unified pic-
ture of the impacts of ENSO and MJO on daily rainfall and
circulation variability over the MC by using daily circulation
regimes as the dynamical cross-scale interaction mechanism; and
then (ii) to rely on the concepts of dynamical systems theory
to interpret the multi-WT picture of the multi-scale interac-
tions so obtained. We consider ENSO, MJO and the seasonal
cycle as external forcings on regional atmospheric dynamics over
the MC, and wish to determine to what extent these forcings
change the nature of the regional dynamical attractor, rather than
just causing certain parts of it to be visited more or less often
(Ghil and Childress, 1987; Palmer, 1998; Ghil and Robertson,
2002). This determination has implications for sub-seasonal to
seasonal predictability to the extent that these two distinct ways
of affecting the regional dynamics imply different contributions
to its predictability, as well as to its representation in numerical
models.
We investigate this fundamental question in terms ofWTs, and
use observational datasets and reanalyses to quantify the extent to
which ENSO, the MJO and the seasonal cycle are associated with
changes inWT frequency vs. changes in theWT patterns. By iden-
tifying each WT with distinctly different diurnal-cycle behavior,
we seek to span the range of scales from diurnal to interannual.
2. MATERIALS AND METHODS
2.1. DATA
Our weather typing approach is based on daily winds at 850 hPa
from the second version of the NCEP reanalyses (Kanamitsu et al.,
2002), for the years 1979–2013, during the 1 September to 30
April season, and within the window (15◦S–15◦N, 90◦E–160◦E).
The 850 hPa wind field was shown in our previous work (Moron
et al., 2010) to provide a good description of monsoonalWTs over
the MC, and we extend the dataset here to cover the whole MC
archipelago, and the complete austral-summer monsoon season.
In order to analyze WT relationships with convection, we
employ interpolated daily outgoing longwave radiation (OLR)
from the NOAA (Liebmann and Smith, 1996) dataset for the same
space and time windows. We also use 3-hourly and daily esti-
mated rainfall from TRMM 3b42 (Huffman et al., 2007; Chen
et al., 2013, version 7) available on a 0.25◦ × 0.25◦ grid from
January 1st, 1998, until the end of 2013. Units are converted from
mm/hr to 1/10mm/day and rainfall values are cube rooted to
decrease skewness. Daily rainfall is available for only 15 complete
seasons, from 1998/1999 on. All other atmospheric datasets have
242-day seasons, from 1 September to 30 April, over 34 years, with
leap days removed, that is 242 days/year × 34 years = 8228 days.
2.2. STATISTICAL METHODS
Before going into technical details, we present a broad picture
of the overall methodology. We first extracted daily WTs from
unfiltered low-level daily winds using dynamical clustering, also
known as the k-meansmethod (Michelangeli et al., 1995; Ghil and
Robertson, 2002). The goal is to provide a coarse-grained view
of the regional-scale atmosphere’s phase space, by considering in
principle all time scales from daily to decadal. The smallest spatial
scales are nevertheless filtered out by considering only the leading
Empirical Orthogonal Functions (EOFs) and their corresponding
Principal Components (PCs).
The k-means clusters localize high concentrations of points in
the phase subspace spanned by these EOFs. Their centroids are
given by time averaging the low-level winds over all the days that
belong to a given cluster and they define each distinct WT. Similar
composites of OLR and rainfall over the days assigned to each
cluster are then built to investigate the relationships between each
low-level circulation type and large-scale convection or local-
scale daily (and sub-daily) rainfall. Following the many previous
studies cited in the previous section, we refer to the resulting
patterns as “weather types” since they allow an interpretation of
local rainfall variability in terms of regional-scale circulation and
convection patterns.
Next, we investigate the impact of three key drivers of MC cli-
mate variability on the occurrence frequency and flow patterns of
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these WTs, namely the seasonal cycle, the MJO and ENSO. Their
impacts are quantified using conditional probability, composites
of raw and anomalous low-level winds andOLR, andmultinomial
logistic regression, with respect to the time series of these drivers.
The goal is to separate the impact of these drivers on the recur-
rence or persistence of the WTs from their impacts on the spatial
patterns thereof. Lastly, we analyze the diurnal cycle of local-scale
(0.25◦) rainfall to look at scale interactions and assess the ability
of the WTs to capture any systematic impact on a shorter time
scale, which is not explicitly resolved by the dynamical clustering
of daily fields.
The daily gridded wind data are first standardized using the
long-term mean and standard deviation. The initial dimension
of the dataset is then reduced by applying an EOF analysis that
retains 75% of the total variance in the 26 leading PCs. The
k-means method partitions iteratively the ensemble of 8228 days
into k clusters in such a way as to minimize the sum of variances
within clusters (Diday and Simon, 1976). The first step of dynam-
ical clustering is the random selection of k days from the 8228 days
in the 26-dimensional subspace.
These initial seeds are taken as the cluster centers, and each
daily circulation map is then assigned to the nearest center,
according to Euclidean distance. The centroid of each of the k
clusters is then taken as the cluster center in the second step,
and the same procedure is repeated until the sum of intra-cluster
variance stops decreasing, within a given tolerance.
The optimal number of clusters is determined—without
removing the mean seasonal cycle—by using a red-noise test
defined in Michelangeli et al. (1995). The 8228 days in the
26-dimensional subspace are classified 1000 times, each time
starting from a different random seed. The partition having the
highest mean similarity with the 999 other ones is kept. A classifi-
ability index CI, shown in Figure 1 as a blue line with open circles,
measures the average similarity within the 1000 sets of clusters
and equals exactly 1 only if all 1000 partitions are identical, i.e.,
if the initial choice of random seeds has no impact on the final
partition. The statistical significance of CI is tested by generat-
ing 100 classifications in exactly the same way as for the observed
daily winds, projected onto the 26 leading PCs, except that one
classifies red-noise processes having the same autocorrelation at a
1-day lag as the leading 26 PCs. The red-noise CIs are sorted in
ascending order and the 90th value gives the one-sided 90th level
of significance, shown as the red line in Figure 1.
The impact of the seasonal cycle, ENSO, and MJO on the
WTs’ frequency and pattern is analyzed by computing compos-
ite counts and maps for different phases of the respective cycle.
The significance of the anomalies is tested using a battery of
non-parametric and Monte Carlo tests.
For the ENSO-phase composite maps associated with a partic-
ular WT, we use a Kolgomorov-Smirnov (KS) test to quantify the
distance between the empirical cumulative distribution function
of the subset of days making up the WT–ENSO composite, and
the cumulative distribution function of the whole sample of 8228
days. The KS test is non-parametric and is hence preferable to the
use of a Student’s t-test. We compute independently for each grid
point the KS test and complement it by a global (or field) signifi-
cance test (Livezey and Chen, 1983) to estimate the significance of
FIGURE 1 | Classifiability index CI (Michelangeli et al., 1995) of the
k-means, with k = 2 to 10 clusters, for the clustering of zonal and
meridional daily 850hPa winds; the dataset is 242 days from
September 1st to April 30st in the 34 seasons from 1979–80 to
2012–13. The zonal and meridional winds are standardized to zero mean
and unit variance and the k-means clustering is applied to the 26 leading
principal components (PCs) that capture at least 75% of the entire variance.
The red solid line is the one-sided 90% significance level from 100
red-noise simulations.
the difference between, for example, cold and warm ENSO events.
The null hypothesis of such a global test is that the WT pattern
associated with cold events is identical to that of the warm ones.
This procedure is carried out for warm and cold ENSO phases, as
well as for the eight MJO phases.
In order to test the impact of the ENSO and MJO on WT fre-
quency, we used a permutation bootstrap by sampling a random
set of years, in case of warm and cold ENSO events, or reshuf-
fling yearly WT sequences as well as blocks of WT sequences.
The impact of the seasonal cycle, ENSO, and MJO on the WTs’
frequency is also estimated using multinomial logistic regression
(cf. Gloneck and McCullagh, 1995; Guanche et al., 2014).
In this exercise, cross-validated regression models are built to
“predict” WT frequency, using one, two or all of our three predic-
tors. Consider the daily sequence {zi : i = 1, . . . ,N} of WTs over
the N = 8228 days that can potentially take one of K nominal
(i.e., unordered) categories and a time series {xi : i = 1, . . . ,N}
of a predictor; here there are K = 6 categories and the possi-
ble predictors are the seasonal cycle, ENSO and MJO variations.
The nominal values of zi are converted into an N × K matrix Y
of zeroes, except for the observed WTs, which are categorized as
ones, that is, for each day, yi = 1 for the observed WT and yi = 0
for the 5 remaining unobserved WTs.
In the following, πik is the probability of the kth WT, given a
set of predictors xi,
πik = Pr (yi = k|xi) , (1)
i.e., xi could be a time series of scalars or of vectors, xi = (xji; j =
1, . . . , J), for J = 1, 2 or 3, given the total number of our exter-
nal forcings. This probability could be related to the set of xi’s
through a set of K − 1 baseline WT logits. Taking k∗ as the
baseline category, the model is
www.frontiersin.org January 2015 | Volume 2 | Article 65 | 3
Moron et al. Weather types across the Maritime Continent
log
πik
πik∗
= α +
j= J∑
j= 1
βjx
j
i ,with k = k∗ ; (2)
here α is a constant and the βj’s are the coefficients of each
predictor variable.
Each coefficient βj can be interpreted as the increase of log-
odds of falling into kth WT vs. the (k∗)th one that would result
from a one-unit increase in the jth predictor, while holding
the other predictors constant. The accuracy of the model fit is
independent of the WT chosen as the baseline.
The maximum likelihood estimator βˆ of β is calculated using
the MATLAB function mnrfit. To estimate the model-based WT
probability πˆi from βˆ, the back transformation from Equation (2)
is given by
πˆik = e
(α + xiβˆk)
1 +∑j = k∗ e(α + xiβˆj)
for k = k∗, and (3)
πˆik∗ = 1
1 +∑j = k∗ e(α + xiβˆj)
for k = k∗. (4)
The fit is estimated vs. a saturated model in which π was esti-
mated independently for i = 1, . . . ,N. The deviance G2 for
comparing any model to a saturated one is given by
G2 = 2
N∑
i= 1
K∑
k= 1
yik log
yik
πˆik
. (5)
We test various combinations of predictors—amongst the sea-
sonal cycle, ENSO and MJO—in Section 3.2. The change G2 in
the deviance of Equation (5) serves to estimate the significance of
the inclusion of added predictors relative to a “null” model that
uses only an independent term β0 as predictor or to a “parent”
model that includes one or more predictors, up to J − 1, less than
its “child”; for example, a “parent” model could include ENSO
alone as a predictor, while a “child” could include both ENSO and
MJO as predictors, i.e., in this case J = 2.
The statistic G2 follows a chi-square distribution with δp ×
(k − 1) degrees of freedom, where δp is the difference in the
number of predictors. The accuracy of the fit is also computed
by cross-validation, i.e., the βˆ’s are learned using 33 years of
data, while πˆ is computed for each day of the remaining season
using Equations (3, 4). We cannot expect to simulate properly
the exact temporal sequence at the daily time scale, since only
the annual (i.e., the seasonal cycle), interannual (i.e., ENSO)
and sub-seasonal, 20–60-day (i.e., MJO) variations are explicitly
considered.
We thus filtered out the shortest time scales in observed and
hindcast WT sequences, by considering a running window of 11
days centered on the target day to get the 11-day mean of each
πˆ and y and then the highest mean as yielding the predicted
and observed WT’s for the target day so that a contingency table
between observed and predicted WTs could be set up. We tested
various window sizes (from 7 to 21 days) to compute the mean
and it yields similar results (not shown). The side effect of this
choice is that some WTs are never predicted to occur, due to a
systematic under-estimate of the standard variation of πˆ , i.e., each
daily value tends to its long-term mean, i.e., close to 1/6, and is
thus never sufficiently high to be the maximum of the six πˆ ’s.
3. RESULTS
3.1. WEATHER TYPES: MEAN SEASONAL CYCLE AND MEAN
ATMOSPHERIC PATTERN
Figure 2 illustrates the rich multiscale atmospheric variations
across the MC during 1982–1984; the OLR index, defined as
the spatial average of the OLR on (96.25◦E–121.25◦E, 6.25◦S–
6.25◦N), is in the upper panel and the wind index, defined as the
spatial average of the 850-hPa zonal wind on (96.25◦E–121.25◦E,
11.25◦S–1.25◦S) is in the lower one. The lowest OLR values in
Figure 2A occur at the end of the calendar year. A large inter-
annual variation occurs between the strong warm ENSO event
in 1982–83, with suppressed deep convection over the MC, and
the weak cold event in 1983–84, with enhanced deep convec-
tion there. Fast variations are superimposed on this seasonal and
interannual variability, with a broad bandwidth mostly under 10
days.
The wind index in Figure 2B shows an asymmetric alternation
between westerlies (i.e., WNW monsoon) that coincide with the
austral summer monsoon, from early December to early April,
and easterlies (i.e., trade-winds) during the rest of the year. As for
the OLR index, the austral summer monsoon winds are clearly
weaker in 1982–83 than in 1983–84, while there are pronounced
intraseasonal fluctuations associated with the MJO (Madden and
Julian, 1971; Wheeler and Hendon, 2004; Rauniyar and Walsh,
2011). These intraseasonal variations in zonal winds are at times
as large as those associated with the mean annual cycle, for
instance during November–December 1983 (Figure 2B).
We proceed with the WT classification in order to better
understand the way that these large variations on different time
scales occur. A significant peak at the one-sided 90% level appears
for k = 6 in Figure 1. This number of WTs is one greater than in
(Moron et al., 2010) but we consider here a larger spatial win-
dow and extend the analysis until the end of April, vs. February
in (Moron et al., 2010), to include the decaying phase of the aus-
tral summer monsoon. Note also that considering 60 leading PCs
(not shown), rather than 26 only, captures at least 90% of the total
variance, rather than 75%, and still leads to the same results as
those shown here, namely the days are clustered into the same
WTs in 98% of cases.
The mean seasonal cycle of the frequency of occurrence of
the six WTs (Figure 3) suggests that they can be interpreted first
of all as snapshots of the mean annual cycle, consisting of an
asymmetric alternation (Chang et al., 2005a) between the aus-
tral and boreal summermonsoons. The austral summermonsoon
is exemplified by WT 4 with WTs 3 and 5 occurring during this
season as well. WT 1 occurs almost exclusively before the austral
summermonsoon, until early November, whileWT 2 and 6 occur
either in its early or late stages.
The predominance of the annual cycle is also visible in the
total-field composites of low-level winds and OLR in Figure 4.
WT 1 in panel (a) is associated with the end of boreal summer,
with ESE winds and high OLR south of the equator. The low
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FIGURE 2 | Time evolution of the outgoing longwave radiation (OLR)
and zonal winds. Plotted are the spatial average of (A) daily OLR on
(96.25◦E–121.25◦E, 6.25◦S–6.25◦N) in Wm−2; and (B) daily zonal wind on
(96.25◦E–121.25◦E, 11.25◦S–1.25◦S) in ms−1 (black lines) over two seasonal
cycles, from 1 September 1982 to 31 August 1984. The long-term daily
mean, low-pass filtered with a recursive Butterworth filter (cut-off = 90 days)
is added as a red line. The ticks on the abcissa refer to the first day of each
month.
FIGURE 3 | Mean seasonal cycle of the frequency of occurrence of the
weather types (WTs). The daily frequency is low-pass filtered with a
31-day running mean.
OLR values associated with deep convection tend to progressively
shift southeastward inWTs 2–4 (Figures 4B–D) and the low-level
winds tends to veer to theWNWover almost the whole MC south
of the Equator in WTs 3–4. WT 4 in panel (d) is most prevalent
from early January to mid-March and its ITCZ reaches the south-
ernmost location, touching Australia, with strong WNW winds
that extend to Cape York, Queensland. WT 5 in Figure 4E still
exhibits NE winds north of the Equator but the winds are now
weaker over the MC and large-scale deep convection weakens rel-
ative to WTs 3–4 with poles over west-central Indonesia and New
Guinea. Following (Moron et al., 2010), we refer to this WT as the
“quiescent” one. WT 6 in panel (f) shows increased ESE winds
south of the Equator all across the MC, while the ITCZ begins its
northward migration.
3.2. WEATHER TYPES: INTERANNUAL AND SUB-SEASONAL
VARIABILITY
The temporal sequences of WT occurrences (not shown) confirm
the strong seasonal component seen in Figures 3–4; their statis-
tics are given in Table 1. Before the start of the austral summer
monsoon, WT 1, which is the most persistent WT, tends to alter-
nate with WT 6 and, to a lesser extent, with WT 2. During the
austral summer season, WTs 3–5 alternate almost equiprobably,
even though WT 4 leads to the longest spells. WT 3 and 5 are the
most intermittent ones on the interannual time scale and also the
least persistent at the intraseasonal ones. For example, WT 3 can
be almost absent during a whole season, as in 1986/87, 1989–1992
and 2001/02 or occur frequently, as in 1998/99. Likewise, WT 5
does not occur at all in 1998/99, yet it is present on 102 days
during the preceding 1997/98 season.
3.2.1. Interannual variability
An obvious candidate to explain interannual variations in WT
occurrences and related atmospheric anomalies is ENSO. We
analyze ENSO effects on the modulation of WT occurrences
first and then on WT spatial patterns. The temporal evolution
of WTs is studied for the 10 warmest—1982/83, 1986/87,
1987/88, 1991/92, 1994/95, 1997/98, 2002/03, 2004/05, 2006/07,
2009/10—and the 13 coldest—1984/85, 1985/86, 1988/89,
1995/96, 1998/99, 1999/2000, 2000/01, 2005/06, 2007/08,
2008/09, 2010/11, 2011/12, 2012/13—ENSO events, based
on December–February mean sea surface temperature (SST)
anomalies in the Niño 3.4 box (190◦E–240◦E, 5◦S–5◦N) being
above 0.5◦C and below −0.5◦C, respectively. The remaining
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FIGURE 4 | Mean raw OLR (shadings in Wm−2) and 850 hPa winds
(vectors) for (A) WT 1, (B) WT 2, (C) WT 3, (D) WT 4, (E) WT 5, (F) WT 6
defined using k-means clustering of the standardized anomalies of 850
hPa winds projected onto the leading 26 EOFs for 1 September 1979 to
30 April 2013, while using the extended austral-summer (September to
April) seasons only.
Table 1 | Mean statistics of the length and transitions between the six WTs.
Mean frequency Std Mean length WT 1 WT 2 WT 3 WT 4 WT 5 WT 6
WT 1 34 7.7 9.2 0.63 0.08 0.01 0 0.01 0.21
WT 2 35 19 4.9 0.09 0.36 0.12 0.03 0.13 0.20
WT 3 41 32.1 5.1 0 0.17 0.26 0.24 0.23 0.08
WT 4 42 10.6 7.8 0 0.03 0.25 0.47 0.20 0.02
WT 5 49 22.5 5.0 0 0.13 0.29 0.25 0.30 0.16
WT 6 41 14.9 4.6 0.27 0.23 0.07 0.01 0.13 0.32
The second and third columns show the mean seasonal frequency and interannual standard deviation (in days), while the fourth column contains the mean length
of spells (in days). The following six columns show the probability transition from a given WT (in row) to another (in column). The probabilities are estimated as a
percentage of the WT on day + 1. The probability transitions in bold occur more frequently than chance at the one-sided 95% level according to a Monte Carlo test
(i.e., random permutation of the WT sequence 1000 times Vautard et al., 1990).
11 years are referred to hereafter as “neutral.” The composite
variations of WT frequency are computed within running 31-day
windows and we use a permutation test that samples randomly
1000 times 10, 11, and 13 seasons in the 34 years to assess their
significance (Figure 5).
Warm ENSO events (Figure 5A) are dominated by WT 1,
followed by a large frequency increase of WT 2 until mid
December. The core of the austral summer monsoon is
almost equally dominated by WT 4 and the largely quies-
cent WT 5, which is significantly more frequent than usual.
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FIGURE 5 | WT composites in running 31-day windows, classified by (A)
warm, (B) cold and (C) neutral ENSO events. These are defined as the
mean December–February SST anomalies in the Niño 3.4 box lying above
+0.5◦C (warm), below −0.5◦C (cold), and between −0.5◦C and +0.5◦C
(neutral) relative to the 1979/80-2012/13 mean. The dots—large and colored
for positive and small and black for negative frequency deviations—indicate
statistical significance at the two-sided 95% level as tested by 1000 random
permutations of the observed yearly sequence of WTs.
WT 3 occurs significantly less frequently than expected dur-
ing the austral summer monsoon, with always < 15% of days.
The cold ENSO events (Figure 5B) are mostly related to an
increased frequency of WT 3, especially around November-
December and also in February-April. WT 2, and secondar-
ily WT 5, occur less frequently than usual. The correlation
between the September-April averaged Niño 3.4 SST index
and seasonal WT frequency equals 0.34, with p-value = 0.06
according to a random-phase test (Janicot et al., 1996), 0.54
(p-value < 0.01),−0.76 (p-value < 0.01), 0.16 (p-value = 0.17),
0.81 (p-value < 0.01) and −0.57 (p-value < 0.01) for WTs 1–6,
respectively.
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These results suggest that ENSO strongly modulates both the
persistence and the recurrence of WTs. Moreover, the neutral
years (Figure 5C) do not show large anomalies and the seasonal
evolution is then close to the long-term mean—except for, usu-
ally short, spells of excess of WT 2 around mid-November and
in March-April and WT 4 after mid-November and around
mid-February.
We next investigate whether there are significant changes in
WT pattern during the different ENSO phases. Figure 6 shows
composite WT anomalies for the warm (left column) and cold
(middle column) ENSO events identified in the previous para-
graphs, while the difference in WT pattern between warm and
cold ENSO events is shown in the right column. The 850 hPa
winds (vectors) and OLR anomalies (shading) are expressed as
anomalies relative to the total-field composites of eachWT shown
in Figure 4. These anomaly maps thus express the ENSO effect on
changes in WT pattern and they are plotted in color only when
they are significant at the two-sided 95% level, according to our
KS test.
Large areas of significant ENSO impacts on WT pattern are
visible, with El Niño tending to decrease convection and La Niña
to increase it, broadly across all six WTs. To test globally the
hypothesis whether the WTs patterns are significantly modu-
lated by ENSO phase, the field significance of these composites is
evaluated as follows: in place of the warm and cold years, respec-
tively, 10 and 13 years are randomly chosen 1000 times and the
FIGURE 6 | Mean OLR (shading in Wm−2) and 850-hPa wind
anomalies: (left column) 10 warmest ENSO events; (middle column)
13 coldest ENSO events; and (right column) difference between
warm and cold ENSO events for (A–C) WT 1, (D–F) WT 2, (G–I) WT
3, (J–L) WT 4, (M–O) WT 5, (P–R) WT 6. Warm and cold ENSO events
are defined as in Figure 5. The OLR anomalies are shown in color only
when they are significant at the two-sided 95% level according to the
Kolmogorov-Smirnov (KS) test described in Section 3.2. The 850 hPa
winds anomalies are plotted as vectors only when zonal or meridional
winds are significant at the two-sided 95% level according to the KS test.
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KS-significant areas are computed for each of the three columns
of Figure 6.
For the composite wind fields, the significant area is never
reached by more than 10% of the random samples, except for the
wind of WT 3 (=33% for the zonal and meridional components)
in cold ENSO events, and for the wind of WT 5 (=14% for the
zonal and =11% for the meridional component), in warm ENSO
events. For OLR, the significant area observed in warm and cold
ENSO events is never reached by more than 8% of the random
noise samples.
Our global KS tests thus confirm that the difference between
WT patterns observed during cold vs. warm ENSO events cannot
be attributed to sampling uncertainty, and that ENSO signifi-
cantly modulates the WT patterns, in addition to WT frequency.
This systematic modulation (right column of Figure 6) is nearly
constant across the WTs, with an anomalous regional-scale diver-
gence (convergence) at 850 hPa centered between Mindanao, Java
and NWAustralia, combined with anomalous subsidence (ascen-
dance) over most of the MC, while a small area of enhanced
(reduced) convection appears over the equatorial Pacific east of
New Guinea, during warm (cold) ENSO events.
3.2.2. Sub-seasonal variability
At sub-seasonal scales, Figure 7 quantifies the impact on WT fre-
quency of phase locking with the eight MJO phases—as defined
by Wheeler and Hendon (2004) and used for predictive purposes
by Kondrashov et al. (2013). In the upper panel, it is clear that the
occurrence of the active-monsoon WTs 3 and 4 is favored dur-
ing MJO phases 5–7, during which convection is enhanced from
Indonesia to the western Tropical Pacific, while WTs 5 and 6—
which represent weak, or break, monsoon episodes—occur more
frequently during MJO phases 1–3, associated with enhanced
convection mostly over the Indian Ocean (Wheeler and Hendon,
2004).
The anomalousWT frequencies were also computed for the 10
warm ENSO and 13 cold ENSO seasons in the middle and lower
panels of Figure 7. The association between WT frequency and
MJO phases is also seen, separately, in El Niño and La Niña years.
However, the active-monsoonWTs 3 and 4 aremore strongly sup-
pressed in MJO phases 1–3 and more strongly favored in MJO
phases 4–7 during El Niño episodes (middle panel). Thus, MJO
forecasts may be of particular value during El Niño years for early
warning of drought and flood episodes.
A KS test of significant changes in WT pattern was also per-
formed for the 8 MJO phases, analogous to the one described
for the ENSO phases in Figure 6. However, in the case of MJO,
the result of the global field significance test was negative—the
observed significant area is usually beaten by more than 10% of
the random samples except for respectively 3 and 1 cases out
of 48 (=6 WTs × 8 MJO phases) tests in zonal and meridional
winds—i.e., there is usually no significant perturbation of theWT
patterns by MJO phase.
The above analyses suggest that (1) the annual cycle exerts
a strong control on WT occurrence; (2) ENSO events impact
the frequency of WTs (mostly WT 2, 3, 5, and 6) as well as
their patterns, through spatially homogeneous, sustained atmo-
spheric anomalies across the MC—i.e., suppressed regional-scale
convection during warm ENSO events—rather than changing
the overall pattern of each WT; while (3) MJO impacts only the
frequency of WTs. The relative impact of each of the three quasi-
periodic forcings on WT frequency, and of their combinations, is
estimated next, using a multinomial logistic regression.
3.2.3. Predictive models of WT frequency based on seasonal cycle,
ENSO and MJO
Our goal here is to retrospectively forecast WT occurrence
frequency, given perfect knowledge of these three regional climate
drivers. We first construct two filtered daily time series to repre-
sent the seasonal cycle and Niño 3.4 SSTs, since the 8 MJO phases
are already available from Wheeler and Hendon (2004). The sea-
sonal cycle is estimated with the first PC of standardized anoma-
lies of the zonal andmeridional components of the 850-hPa wind,
while keeping the seasonal cycle and analyzing the full year. The
first PC is low-pass filtered with a recursive Butterworth filter of
order 9 and with a cut-off = 1/90 cycle-per-day. The variability
includes a quasi-regular seasonal cycle combined with a minor
modulation at the interannual time scale related with ENSO vari-
ability: the correlation between the September–April average of
PC 1 and the Niño 3.4 index is 0.63.
We remove the ENSO-related variance by linear regression
as follows: A daily time series is created from the monthly SST
anomaly of the Niño 3.4 index (NINO hereafter) by first sampling
monthly values at a daily time scale and then filtering this time
series with the same Butterworth filter as PC1 above. The Niño
3.4 effect is then removed from PC1 through linear regression
and the extraction of the residual. The annual index so obtained
is referred to hereafter as AN.
Table 2 shows the seven possible multinomial logistic regres-
sion models when using the three distinct predictors AN, NINO
and MJO of daily WT occurrence. The “null” model (first row
of the table) takes into account only an independent term and
its deviance is analogous to the sum of squared errors in linear
regression, providing a baseline for model comparison. All the
changes in the model deviances G2 between a nested model,
i.e., adding one or more predictors, and a parent one, are sta-
tistically significant at the one-sided 99.9% level, according to a
chi-squared test with 5 degrees of freedom (Guanche et al., 2014),
where 5 equals the number of added predictors (=1 in our cases),
by the number of WTs (= k) minus 1. Hence the addition of the
predictors significantly improves the model fit.
AN provides clearly the largest decrease of deviance, while
MJO and NINO contribute roughly equally to this decrease.
Considering the three predictors together improves the fit rela-
tive to the best model using two predictors, i.e., AN and NINO
(fifth row of the table). In other words, the joint impact of AN,
NINO andMJO provides the best fit of the observed sequences of
daily WTs.
The cross-validated hit rates (rightmost 7 columns of the table)
confirm the differential impact of the three predictors on the
occurrence of each WT. NINO (third row in the table) is a major
driver of the occurrence of WT 3 and WT 5 during the wet sea-
son, while WT 4 frequency is mostly affected by AN (row 2; cf.
Figure 3). The marginal impact of MJO (row 4) is largest for
WTs 4 and 5.
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FIGURE 7 | Phase locking of the WTs to the 8 phases of the MJO
(Wheeler and Hendon, 2004; Kondrashov et al., 2013) expressed as
anomalous conditional probability of WT occurrence during MJO
phases. The filled orange and blue dots indicate significant positive and
negative anomalies, respectively, at the two-sided 95% level, as tested by
1000 random permutations of the observed daily sequences of the WTs. (A)
anomalies computed for all 34 seasons; and (B,C) anomalies discretized for
the warm and cold ENSO events, respectively, defined as in Figure 5.
The joint impact of AN and MJO is rather similar to that of
AN and NINO, except for WT 3, even though the marginal effects
of NINO and MJO (rows 3 and 4) strongly differ, AN being the
dominant one. The interannual variability of the WT probability
is well-specified by the model including all three AN, NINO and
MJO, with correlations between hindcast and observed seasonal
frequency equal to 0.73 (WT 1), 0.50 (WT 2), 0.78 (WT 3), 0.66
(WT 4), 0.83 (WT 5) and 0.58 (WT 6), all values being significant
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Table 2 | Fitting diagnostic and cross-validated hit rates for different multinomial logistic models (Gloneck and McCullagh, 1995), including the
three distinct predictors indicated in the first column (see text); the first model (“null”) includes only the intercept and is not cross-validated.
Model G2 G2 WT 1 WT 2 WT 3 WT 4 WT 5 WT 6 All WTs
(1180 days) (1245 days) (1393 days) (1463 days) (1628 days) (1319 days) (8228 days)
1: Null 2.9362 ×104
2: AN 1.8951 ×104 (vs. 1) 1.0411 ×104 978 260 0 1189 853 725 4005
3: NINO 2.8523 ×104 (vs. 1) 839 0 0 950 7 1136 190 2286
4: MJO 2.8789 ×104 (vs. 1) 573 0 0 0 915 1134 3 2052
5: AN + NINO 1.8005 ×104 (vs. 2) 945 973 364 720 1024 770 729 4580
6: AN + MJO 1.8265 ×104 (vs. 2) 686 1004 386 347 1171 873 695 4476
7: NINO + MJO 2.785 ×104 (vs. 3) 673 0 42 716 492 849 424 2953
8: All 3 1.7273 ×104 (vs. 5) 731 1013 412 751 1042 796 751 4765
The other models are cross-validated with parameters iteratively learned on 33 years and WT probability computed on the remaining year. The change of deviance
G2 between a model (indicated in parenthesis) and a nested one using additional predictors is always significant at the one-sided 99.9% level, i.e., increasing the
number of predictors is always justified at this level. The last 7 columns show the accuracy of the models, computed as the hit rate of each WT in cross-validation.
The observed and hindcast WT are estimated as the maximum probability amongst the 6 WTs for running 11-day windows centered on each target day. The bold
values show the highest hit rate for each WT.
at the one-sided 95% level according to a random-phase test
(Janicot et al., 1996).
3.2.4. Filtering of WT patterns
Finally, we compare the interannual and sub-seasonal anomalies
for eachWT, with respect to themean annual cycle calculated on a
daily basis. The goal here is to separate the phenomena associated
with each WT by filtering the contributions to the composite
WT maps in Figure 4 from the interannual and sub-seasonal
frequency bands. For example, if they were solely a reflection
of ENSO impacts, then applying a high-pass sub-seasonal filter
would yield near-zero anomalies for each WT. This analysis com-
plements the previous ones, since we do not assume a priori the
special role of ENSO or MJO, while the dominant driver of WT
occurrence, i.e., the mean seasonal cycle, is filtered out.
The anomalies are computed as deviations between raw val-
ues (shown in Figure 4) and the mean seasonal cycle; they are
then decomposed into two additive components, on either side
of a period of 242 days—i.e., the length of the extended austral
summer, September 1–April 30—by using a 9th-order recursive
Butterworth filter with a cut-off frequency of (1/242) cycle/day.
The composites for each of the two frequency bands are then
plotted for each WT in Figure 8. Note that this analysis makes no
distinction between the impacts of the respective oscillation on
WT frequency vs. WT amplitude: it merely assesses the relative
roles of ENSO and MJO in giving rise to these WTs.
The pattern correlations between the interannually and sub-
seasonally filtered WTs in Table 3 indicate substantial similar-
ity in both OLR and wind anomalies, especially for WTs 2,
3, and 5. These three WTs are also the most variable in
their frequency of occurrence at the interannual time scale (cf.
Table 1).
Figure 8 shows that the anomalies are generally stronger in the
sub-seasonal than in the interannual band. WT 3 is associated
with anomalous low-level convergence and enhanced deep con-
vection over Central Indonesia, while anomalous subsidence and
therewith positive OLR anomalies, as well as increased low-level
easterlies are observed over the Western Tropical Pacific. WT 5
shows an almost reversed pattern, with anomalous low-level
divergence centered over New Guinea, accompanied by east-
erly anomalies and increased subsidence over most of Indonesia.
WT 2 has some similarities with WT 5, except that anomalous
low-level divergence, i.e., higher OLR, occurs between the South
China Sea and Northern Australia.
The similarity between sub-seasonal and interannual compo-
nents is less obvious for WTs 1, 4, and 6, which also tend to show
rather weak interannual components (Table 3); this weakness
suggests that these WTs do tend to be less excited by interannual
forcing, and indeed the interannual variability of their frequency
of occurrence tend to be small, cf. Tables 1, 3.
3.3. WEATHER TYPES: ASSOCIATED LOCAL-SCALE RAINFALL
ANOMALIES
The analyses so far have focused on regional-scale anomalies.
Downscaling to local-scale anomalies is now considered, using the
0.25◦ × 0.25◦ TRMM dataset (Huffman et al., 2007). We need to
be cautious about these analyses since they refer to the second
half of the period only and there are known biases in the TRMM
remote-sensing data relative to in situ rain gages (Dinku et al.,
2007).
As before, we decompose the rainfall anomalies according to
time scale. This provides a measure of how interannual and sub-
seasonal rainfall variability is described by changes in frequency
and amplitude of daily WTs. We first computed interannual and
sub-seasonal anomalies in rainfall as in Figure 8, after taking the
cubic root of daily rainfall values to reduce skewness.
As for OLR and 850-hPa winds, there is a significant pat-
tern correlation between interannual and sub-seasonal anomalies
(Table 3). For each WT there is an expected broad-scale inverse
relationship between OLR (Figure 8) and rainfall anomalies
(Figure 9). However, this association does not hold everywhere,
in particular not over islands. The quiescent WT 5, for example,
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FIGURE 8 | OLR (shadings in Wm−2) and 850 hPa winds: (left
column) interannual and (right column) sub-seasonal anomalies
associated with (A,B) WT 1, (C,D) WT 2, (E,F) WT 3, (G,H) WT 4, (I,J)
WT 5 and (K,L) WT 6. The significance is computed by using 1000
random permutations of non-overlapping blocks of 22 days of daily WT
sequences amongst the 34 years to account for the mean seasonal
cycle, i.e., taken at the same stage of the cycle, and shown as color
(OLR) and vectors (850-hPa wind) only when OLR, zonal or meridional
components of the wind are above the two-sided 95% level of
significance according to random permutations.
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Table 3 | Pattern correlation between the interannual and
sub-seasonal anomalies associated with each WT shown in Figure 6.
U 850 hPa V 850 hPa OLR TRMM rainfall
WT 1 0.32 0.03 0.46** 0.34**
WT 2 0.82** 0.55** 0.73** 0.63**
WT 3 0.82** 0.75** 0.76** 0.62**
WT 4 0.26 0.43* 0.22 0.23
WT 5 0.83** 0.81** 0.49** 0.38**
WT 6 0.60** 0.57** 0.54** 0.39**
One and two asterisks indicate significant values at the one-sided 95% and 99%
level, respectively, according to a random permutation of non-overlapping blocks
of 22 days of daily sequences amongst the 34 years (15 years for rainfall) to
account for the mean seasonal cycle.
is associated at sub-seasonal scales (Figure 8) with positive
OLR anomalies—almost everywhere, except over the eastern
Indian Ocean—but positive rainfall anomalies are observed over
Sumatra, western Borneo, Java, and Sulawesi, especially at sub-
seasonal scales (Figure 9). Note also that dipolar precipitation
anomalies appear over Borneo and New Guinea, especially for
WTs 3, 5, and 6. The positive rainfall anomalies tend to be located
in the lee of the mountains, in particular along the northwest
coast of Borneo and in central New Guinea. This “island wake”
effect (Qian et al., 2013) may be associated with land-sea breeze
enhancement on the mountains’ lee side.
The relationship between OLR and small-scale rainfall anoma-
lies is further investigated in Figure 10. OLR is first interpolated
onto the much finer TRMM grid over the same time interval,
from 1998/99 on, as daily rainfall. The anomalies relative to the
mean seasonal cycle of daily means are then standardized to zero
mean and unit variance and spatially averaged for the core region
of the MC (94◦E–125◦E, 10◦S–6◦N).
At this regional scale (Figure 10A), there is a broad anti-
symmetry between OLR and rainfall anomalies, even though
rainfall anomalies are closer to zero. Considering only the island
points (Figure 10B) tends to weaken this anti-symmetry for
WTs 2 and 3, where median rainfall anomalies tend to zero, and
especially so for WT 5; in WT 5, OLR and rainfall anomalies
are both positive, thus associating suppressed regional-scale deep
convection with positive local-scale rainfall anomalies that could
not be accurately captured by the OLR field’s spatial resolution in
our data. Such specifically asymmetric behavior of WT 5 appears
also at even smaller scales, as seen over Java in Figure 10C.
3.4. WEATHER TYPES: VARIATIONS IN THE DIURNAL CYCLE
Diurnal-cycle variations are systematically analyzed for our six
WTs by considering the 3-hourly mean rainfall at each grid point
that corresponds to the climatological peak phase of the diurnal
cycle; this peak occurs in the late afternoon to early night over
islands and late night to early morning around islands, with no
clear peak observed over open seas. The rainfall for the diurnal
peak is standardized with respect to the mean seasonal cycle
and averaged for each of our six WTs; the results are plotted in
Figure 11.
The local-scale significance is estimated using the same per-
mutation method as the one employed for Figure 9. The peak
phase of the diurnal cycle is enhanced with respect to clima-
tology over Java in WT 5, as expected, but also over most of
Sumatra, southwest Borneo, Sulawesi, and most of the Sunda
islands (Figure 11E), while peak daily rainfall is significantly
below climatology over most of the open seas, except off the
western coasts of Sumatra and Borneo.
The positive rainfall anomalies over islands east of 105◦E in
WT 5 are not related to enhanced large-scale convection, but
rather to the increased strength of the diurnal cycle at small spa-
tial scales, when eastward anomalies are superimposed on the
normal westerlies associated with the austral summer monsoon
(Moron et al., 2010; Qian et al., 2010, 2013), as well as to
local-scale SSTs (Hendon, 2003; Qian et al., 2013). This spe-
cial phenomenon for the “quiescent” WT 5 may be explained by
the inverse relationship between the monsoonal wind speed and
the intensity of diurnal cycle, increasing sea-breeze and valley-
breeze convergence toward the mountains during weakmonsoon,
thus brings forth more rainfall over the mountains than over the
adjacent plains and seas (Moron et al., 2010; Qian et al., 2010).
4. CONCLUDING REMARKS
4.1. SUMMARY
In this paper we have analyzed the characteristics of atmospheric
variations over the Maritime Continent (MC) using the pat-
tern recognition framework of weather typing. This framework
has been extensively used for the extratropics (Mo and Ghil,
1988; Vautard and Legras, 1988; Kimoto, 1989; Vautard, 1990;
Michelangeli et al., 1995; Ghil and Robertson, 2002) but less so
in the tropics.
The MC shows a rich spectrum of temporal variations
(Figure 2), including a strong seasonal cycle associated with the
migration of the planetary-scale ITCZ. Our study focused on the
austral summer monsoon, 1 September–30 April, for 34 seasons
from 1979/80 to 2012/13. Six weather types (WTs) were obtained
using k-means cluster analysis of unfiltered daily low-level wind
fields (Figures 3, 4).
We interpreted these six WTs firstly as stages of the sea-
sonal progression of the planetary-scale monsoon circulation
(Figure 3) from the pre-monsoonal WT 1 through the core mon-
soonal WTs 3–5 and on to the post-monsoonal WT 6. The
pre-monsoonal WT 1 and transitional WTs 2 are thus charac-
terized by the low-level easterlies south of the equator that are
common to both pre- and post-monsoonal stages.
Values of OLR below 210Wm−2 are restricted to the north
of the equator in WT 1 and shifted toward two near-equatorial
minima, between Sumatra and Borneo, on the one hand, and
between New Guinea and the Western Tropical Pacific, on the
other, in WTs 2 and 6 (Figure 4). Marked seasonal changes take
place in November–March, with a progression toward the mon-
soonal WTs 3–5 accompanied by westerlies that are strongest
in WT 4, but quiescent in WT 5, and the strongest deep con-
vection occurring south of the equator. WT 4 corresponds to
the peak of the austral summer monsoon with strong westerlies
reaching Northern Australia and a clear equatorial westerly flow
from Sumatra to the Western Pacific (Figure 4).
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FIGURE 9 | Same as Figure 8, except for daily rainfall from the TRMM
3b42 (version 7) dataset (Huffman et al., 2007). Rainfall data are available
from 1998/1999 on only. Daily rainfall (in 1/10mm/day) are cube rooted
before the computation of climatological mean and anomalies. The
significance is computed as in Figure 8, except that only 15 years are
available for the randomizing of the sequences.
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FIGURE 10 | OLR (black) and TRMM rainfall (red) standardized
anomalies relative to the mean seasonal cycle for each WT, from
1998/1999 on only. Daily rainfall values (in 1/10mm/day) are cube-rooted
before the computation of climatological mean and anomalies;
median—central horizontal line, upper and lower quartiles—upper and
lower limits of the box. (A) Whole MC core area; (B) islands only; and (C)
Java only. The plot for the sea only (not shown) is practically
indistindinguishable from panel (A). See text for details.
Using the WT framework, interannual and sub-seasonal vari-
ations lend themselves to interpretation in terms of changes in
WT frequency of occurrence and their associated atmospheric
anomalies at these scales (Figures 5–8). On the interannual time
scale, the strongest anomalies are observed for WT 3, on the
one hand, and WT 2 and 5, on the other: WT 3 (respectively
WT 2 and 5) exhibits low-level anomalous convergence (respec-
tively divergence) over eastern and/or central MC, along with
enhanced (respectively suppressed) regional-scale deep convec-
tion (Figure 8). The interannual signal is weaker for the pre- and
post-monsoon WTs 1 and 6, as well as for the peak WT 4 of the
austral summer monsoon.
This behavior is consistent with the anomalies in WT fre-
quency observed during ENSO events. Warm ENSO events
are mostly associated with an increased occurrence of WT 1,
followed by WT 2—which delays the regional-scale onset of
the austral summer monsoon—and then by an increased fre-
quency of the quiescent WT 5 during the rainy season; the
latter corresponds to a superimposition of low-level easterly
anomalies (Figure 6) upon the climatological westerlies asso-
ciated with the austral summer monsoon (Figure 4). WTs 2
and 5 are associated with an enhanced diurnal cycle in the
northern and southern MC, respectively, where synoptic winds
are weak; weak winds lead to positive rainfall anomalies over
some islands, or parts of islands, while large-scale subsidence
promotes negative rainfall over most of the MC’s inner seas
(Figure 11). These results are consistent with our previous work
(Moron et al., 2009, 2010; Qian et al., 2010, 2013), as well as
with (Jourdain et al., 2013), who found that the anti-correlation
between MC precipitation and the Niño 3.4 index in DJFM is
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FIGURE 11 | TRMM rainfall anomalies (shadings) for the peak of the
diurnal cycle at each grid point and raw 850-hPa daily winds
(vectors) for (A) WT 1, (B) WT 2, (C) WT 3, (D) WT 4, (E) WT 5, (F)
WT 6. The TRMM anomalies are computed as the differences from the
climatological daily mean. Maximum daily rainfall values (in 1/10mm/day)
are cube-rooted before the computation of climatological mean and
anomalies. The significance is computed and plotted as in Figure 9; see
text for details.
more marked over ocean than over land in CMIP3 and CMIP5
model runs.
Cold ENSO events are not exactly symmetric, with moreWT 6
episodes occurring just before the austral summer monsoon and
especially more WT 3 than usual during the core of the rainy
season. ENSO events do also modify the spatial pattern of WTs
through the superposition of persistent anomalies associated with
regional-scale anomalous subsidence (ascendance) during warm
(cold) ENSO events (Figure 6).
On sub-seasonal time scales, the variation of WT frequen-
cies is partly attributable to the MJO, with WTs 3–6 significantly
locked with MJO phases. The sub-seasonal circulation anoma-
lies are more pronounced amongst the WTs (Figure 8) but are
similar to those on interannual time scales in their patterns, espe-
cially for WTs 2, 3, and 5. However, contrary to the effect of
ENSO events, MJO does not appear to impact the WT patterns
themselves significantly.
4.2. DISCUSSION
Our results show that the WT framework can provide flexi-
ble tools to diagnose atmospheric anomalies across time scales,
analyze potential predictability, and provide an easy way to spa-
tially downscale any variable related to WT occurrence. Weather
typing applied to unfiltered daily values covers in theory all time
scales—from daily to interannual and interdecadal—i.e., up to
the total number of years included in the analysis, equal here to
34 years. Of course, using EOF pre-filtering prior to the k-means
clustering filters out the smallest and fastest variations. The reduc-
tion to a small set of WTs, equal here to six for 8228 days, also acts
as a filter, while other clustering techniques (e.g., self-organizing
maps) usually consider a larger set of situations, often more than
16, e.g., (Verdon-Kidd and Klem, 2009; Brown et al., 2010).
In any clustering, there is a trade-off between robustness and
resolution. Transient mesoscale and synoptic-scale features, like
the Borneo vortex (e.g., Chang et al., 2003, 2005b; Tangang et al.,
2008) or individual tropical depressions or even cyclones (Chang
et al., 2003) are obviously not captured by a small number ofWTs,
but this does not mean that WTs do not provide information on
fast and small scales. As soon as one WT is associated with sys-
tematic and reproducible variations at any scale, this information
is retrievable in the WT framework. It is the case here with the
systematic modulation of the diurnal cycle over several islands
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or parts thereof—including Sumatra, western Borneo, Java, and
Sulawesi—mostly in WT 5 and, at least, in sectors where a com-
bination of sub-seasonal to seasonal variations and the annual
cycle weakens the regional-scale winds and thus increases the
diurnal-cycle amplitude (Moron et al., 2010; Qian et al., 2013).
In their recent study, Peatman et al. (2013) concluded that
80% of the MJO precipitation signal over the MC is accounted
for by changes in the amplitude of the diurnal cycle, which
responds over islands about 6 days in advance of the arrival of
the main MJO convective envelope. They argue that frictional
and topographic moisture convergence and relatively clear skies
then combine with the low thermal inertia of the islands, to allow
a rapid response in the diurnal cycle. According to our results,
the “quiescent” WT 5 is responsible for the strong diurnal signal
over islands, and it is most prevalent in MJO phases 1–3, when
the MJO convective envelope is over the Indian Ocean (Figure 7).
We argue that the quiescent large-scale winds of WT 5 allow the
diurnal cycle to amplify, as described in Qian et al. (2010, 2013).
Although the MJO modulation of WT 5 is most marked dur-
ing La Niña events (Figure 7C), this is tempered by the much
less frequent occurrence of WT 5 during the cold phase of ENSO
(Figure 5B), so that thisMJOmodulation of diurnal precipitation
is less likely to be observed at that time.
An early dynamical interpretation of extratropical WTs,
or planetary flow regimes (Legras and Ghil, 1985; Ghil and
Childress, 1987), was in terms of fixed points of the governing
flow equations. In the tropics, moist processes play a larger role
than in mid-latitudes, and one can thus expect the need for more
complex interpretations. Moreover, boundary forcing by SSTs in
the tropics is muchmore important than in mid-latitudes. In par-
ticular, we found here that WTs can capture transient modes or
systematic variations, such as the seasonal cycle. We have shown,
in fact, that WTs can be interpreted, to first order, as fixed snap-
shots of the annual cycle, since this time scale was retained in our
analysis and not filtered out at the outset, as is typically done.
Furthermore, it was possible to separate the atmospheric
anomalies associated with each WT according to large-scale cli-
mate phenomena on both the interannual and sub-seasonal scale,
namely as being affected by either ENSO or the MJO, respec-
tively. For example, the broad-scale easterly anomalies observed
inWTs 2 and 5 refer clearly to warm ENSO events, acting through
large-scale subsidence over eastern Indonesia. Likewise we found
that WT 5 is more phase-locked to MJO than WT 2 is. Such
a data-adaptive, WT-mediated decomposition of time scales is
complementary to the usual a priori selection that is provided by
removing themean annual cycle or by bandpass filtering. OurWT
framework helps one also to interpret the phase shifts associated
with the seasonal cycle as the delayed onset of the austral sum-
mer monsoon during warm ENSO events, an aspect that may be
blurred when the seasonal cycle is filtered out a priori.
Returning to the conceptual framework of dynamical systems
theory introduced in Section 1, we may conclude that the impor-
tance of “external” forcings—i.e., of ENSO, the MJO and the
seasonal cycle—in the Tropics in general and in the regional
dynamics of theMC in particular—requires the application of the
broader and more flexible concepts of open, non-autonomous,
and possibly random dynamical systems (cf. Ghil et al., 2008;
Chekroun et al., 2011; Ghil, 2014) and references therein, while
the more standard theory of closed, autonomous systems was
largely sufficient for planetary-scale, extratropical phenomena
(Ghil and Childress, 1987, Ch. 5). Thus, the seasonal cycle intro-
duces a strong periodic modulation of the atmosphere’s dynam-
ical attractor over the MC, for which the six discrete WTs that
occur in overlapping fashion at different stages of the monsoonal
progression provide a robust “skeleton.” For the sake of brevity,
we will not enter into the technical aspects of the time-dependent
pullback attractors that are required to describe the behavior of
non-autonomous systems, and only use the concepts loosely in
order to interpret the present findings.
The occurrence frequency of certain WTs is significantly
impacted from year to year by ENSO and sub-seasonally by the
MJO, modulating in time the size and shape of the corresponding
attractor basins. Sub-seasonal to seasonal predictability of circula-
tion over the MCmay be partially framed in terms of the strength
of these frequency modulations. In addition, ENSO was shown to
exert an influence on the spatial structure of circulation patterns
for certain WTs, thereby modulating, on interannual time scales,
the position that the pullback attractor’s successive “snapshots”
occupy in the system’s phase space. This effect is not found for the
MJO, whose impact appears to be purely on the WTs’ frequency
of occurrence.
The atmospheric Southern Oscillation limb of ENSO modu-
lates the strength of the planetary-scaleWalker Circulation, whose
ascending branch is located over the MC. Thus, it is very plausi-
ble that ENSOwouldmodulate the structure of theMC’s pullback
attractor on shorter spatial scales. While the MJO also has a large
wavenumber-one component zonally, it is transient on the time
scale of WT transitions and propagates through the MC; it is
therefore to be expected that its impact on the WTs would be
largely by modulating their frequency, with less impact on the
overall attractor structure.
Besides the theoretical considerations above, the connection
between daily weather conditions and large-scale climate drivers
afforded by the WT framework is very useful from the applied
climate perspective. For example, farmers in Western Java plant
their first rice crop after monsoon onset in October–December,
followed by a second crop, which they plant in May-June. The
first is vulnerable to flooding in January-February, and the second
to drought, especially if the monsoon onset is delayed by El Niño
(Boer and Subbiah, 2005;Moron et al., 2009). The work presented
here could help identify the atmospheric drivers of flood and
drought events at local scale within specific WT daily sequences,
which in turn may help develop sub-seasonal to seasonal fore-
casts that are more accurate and better tailored to the needs of
farmers.
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