I. INTRODUCTION
A CCORDING to Shannon's source coding theorem [2] , better performance can be achieved by coding larger dimensional source vectors. Vector quantization (VQ) 1 is generalized from scalar quantization to achieve this gain. Theoretically, the performance of VQ with an average encoding rate can approach distortion-rate function [3] as vector dimension becomes sufficiently large. An iterative design algorithm was proposed by Linde, Buzo, and Gray (LBG) [4] for generating locally optimal VQ's. The VQ based on the LBG algorithm has little discernible structure. This unstructured VQ (or simply called VQ) yields encoding and storage complexities of the order of 2 and, consequently, it may be prohibitive in practice for many applications of large vector dimensions or high encoding rates. Accordingly, much research has been conducted to reduce computational and storage costs by using structured codebooks in VQ's.
Lattice vector quantizers (LVQ's) have very low implementation and storage complexities due to the regular structure of their codebooks. The LVQ with shaped boundary region [5] , [6] offers granular and boundary gains. The granular gain over the integer (or cubic) lattice is obtained by selecting a better lattice, while the boundary gain is achieved by appropriate shaping of the codebook region [7] . Normally the point densities of lattice codebooks are uniform. The (uniform) LVQ is optimal in the overall performance only for the uniformly distributed source, along with a cubic support region of the lattice codebook. The LVQ's with spherical and pyramidal lattice codebooks are optimal in terms of boundary gain for memoryless Gaussian and Laplacian sources, respectively. Piecewiseuniform lattice vector quantization (PULVQ) was developed by Jeong and Gibson [8] for nonuniform sources. The design procedure in [8] yields LVQ's with improved performance while retaining the structure required for fast quantization. The lattice point density of the codebook in the PULVQ is a function of the joint probability density of a source.
Multistage vector quantization (MSVQ) [9] divides the encoding task into several stages. In the MSVQ, an unstructured VQ is used at each stage. The formulation of the MSVQ leads to a reduction of codebook search and storage complexity, but also a significant reduction in the encoding performance. The performance can be improved by using a multisurvivorpath search scheme [10] , but the per-stage complexity is increased proportional to the number of retained survivor paths. Barnes and Frost [11] developed VQ with a direct sum codebook. The direct sum VQ can be thought of as an MSVQ where an exhaustive search of the parent codebook of the multistage product code is performed in order to achieve the optimal performance among MSVQ's. The price paid for this advantage is the highest complexity for the MSVQ codebook search that is equivalent to the complexity of the unstructured VQ (although the codebook storage requirement is reduced). The tradeoff between encoding performance and implementation complexity is associated with a codebook search scheme in MSVQ [10] . It was surveyed in [12, Ch. 12] that in practice, only two stages or occasionally three stages are used in MSVQ. For more details about MSVQ, see [13] .
Two-stage vector quantization-(spherical) lattice vector quantization (VQ-(S)LVQ) was recently introduced by Pan and Fischer [1] . The VQ-(S)LVQ structure depends on the modeling assumption of a Gaussian distributed first-stage VQ encoding error. The assumption is from two well-known results of rate-distortion theory:
1) for memoryless sources and the mean-squared-error (MSE) distortion measure, as the encoding rate becomes large the encoding noise is memoryless and Gaussian [1] ;
0090-6778/97$10.00 © 1997 IEEE 2) for Gaussian sources with memory, there exists a critical encoding rate such that for any encoding rate above the encoding error is memoryless and Gaussian [1] . Thus, in the VQ-(S)LVQ, an unstructured VQ is used in the first stage, and according to the assumption, a spherical (bounded) LVQ is assigned in the second stage that is optimal to the Gaussian distribution in terms of boundary gain. Due to this combination of unstructured and structured codebooks between two stages, the VQ-(S)LVQ offers a nice feature of executing the jointly optimal search of the parent codebook of the two-stage product code without exhaustive search. For memoryless Gaussian and Laplacian sources, the signal-tonoise ratio (SNR) performance of VQ-(S)LVQ is superior to the equivalent-delay encoding results previously reported [1] . However, in VQ-(S)LVQ, the use of a spherical lattice codebook in the second stage only achieves an optimal boundary gain in this stage and, generally, VQ-(S)LVQ is suboptimal in the overall performance [1] . The encoding complexity of the VQ-(S)LVQ is approximately the encoding complexity of the second-stage spherical LVQ multiplied by the first-stage VQ codebook size. The maximum complexity of the VQ-(S)LVQ occurs when the first-stage VQ error vector falls outside of the second-stage LVQ boundary. Although the complexity of VQ-(S)LVQ is much lower than that of unstructured VQ for large dimensions or high rates, the maximum complexity of VQ-(S)LVQ is still a practical issue in many applications because the existing quantization algorithms of spherical LVQ are inefficient for encoding the outside-boundary vectors.
This paper first formulates generalized vector quantization-lattice vector quantization (G-VQ-LVQ) and establishes a basic theoretical rationale for G-VQ-LVQ based on highresolution quantization theory [14] . The objective is to release the constraint of the spherical boundary for the second-stage LVQ in VQ-(S)LVQ resulted from using the rate-distortion theory arguments in [1] . Its significance is that further efforts can be conducted in this kind of two-stage unstructured/structured quantizer to search better boundary shapes and lattices for the second-stage LVQ codebooks in the sense of both performance and complexity. It is well known [15] that rate-distortion theory provides results on source coding performance for fixed rate as the vector dimension becomes sufficiently large, while high-resolution quantization theory assumes high rate and derives the results for any dimension. The results derived from high-resolution quantization theory can be considered more appropriate for G-VQ-LVQ that is supposed to work in low-to-moderate vector dimensions and at medium-to-high encoding rates.
A two-stage vector quantizer-pyramidal lattice vector quantizer (VQ-PLVQ) is then developed from the class of G-VQ-LVQ's where the first stage uses an unstructured VQ codebook and the second-stage LVQ uses a pyramidal lattice codebook. The parent codebook of the VQ-PLVQ is designed using a joint codebook design algorithm such that for a given source, the point density of the codebook can be made to approach the optimal density derived by high-resolution quantization theory, provided the first-stage VQ codebook is reasonably large. Encoding and indexing (enumeration encoding) of pyramidal LVQ are apparently less complex than those of spherical LVQ [16] , [6] , [17] . Therefore, VQ-PLVQ yields an attractive advantage of lower implementation cost over VQ-(S)LVQ due to the use of pyramidal LVQ. Our simulation results will demonstrate that the SNR performance of VQ-PLVQ is equal to or slightly better than that of VQ-(S)LVQ.
The structure of VQ-(S)LVQ was found to be not as good for sources with memory as for memoryless sources [1] . The reason behind it is that the first-stage unstructured VQ with a reasonably large codebook often cannot completely remove the memory in the sources and, consequently, the optimal lattice codebook in the second stage for the boundary gain is not symmetric with respect to the coordinate axes. To address this issue, a transform VQ-PLVQ (T-VQ-LVQ) is proposed where an orthogonal transform is performed on sources with memory prior to the VQ-PLVQ encoding stage. The discrete cosine transform is selected due to its capacity for removing most of the memory in the sources and its low implementation complexity. The T-VQ-PLVQ offers a pronounced performance gain over VQ-(S)LVQ and VQ-PLVQ for large-dimensional vectors of sources with memory.
The rest of this paper is organized as follows. In Section II, two-stage G-VQ-LVQ is formulated according to highresolution quantization theory, and then VQ-PLVQ is compared favorably with VQ-(S)LVQ. In Section III, VQ-PLVQ is developed, along with a jointly optimal design algorithm, simulation results, and performance comparisons. In Section IV, T-VQ-PLVQ is presented for sources with memory. Finally, conclusions are provided in Section V.
II. TWO-STAGE G-VQ-LVQ
In [1] , the Gaussian modeling of the VQ encoding error is a motivation for the optimal boundary gain in the second stage, but not a theoretical foundation for designing the overall structure of VQ-(S)LVQ. In this section, we provide a rationale for the two-stage G-VQ-LVQ by considering the G-VQ-LVQ as a special case of the direct sum VQ and optimizing the quantizer according to high-resolution quantization theory [12] .
A. Formulation of G-VQ-LVQ
Let be an -dimensional source with joint probability density function (pdf)
. A sequential encoding -stage VQ [9] consists of a sequence of unstructured VQ's where for each is a codebook, is a partition, and is a mapping satisfying for where is the -stage codebook size and . In the -stage VQ, quantizes a source vector and quantizes the encoding error vector of the preceding stage for . The encoded representation of the source vector is . The suboptimality of MSVQ results from using multistage codebooks and a sequential search performed over the encoder. For a given encoding rate, the number of available codewords of the MSVQ is smaller than that of the unstructured VQ due to the sequential search strategy. The number of available codewords and, thus, the performance of the MSVQ can be increased by using a multisurvivor-path search scheme [10] . A direct sum VQ is the multistage VQ with a direct sum codebook [11] . The direct sum codebook consists of all of the elements of all possible sums of stagewise codewords, e.g.,
. Thus, the number of codewords in the direct sum codebook is , which is equivalent to that of the unstructured VQ at the same rate. The direct sum VQ has a lower storage requirement than the VQ, but the encoding complexities of the two are equivalent. The direct sum codebook is designed using a jointly (locally) optimal design algorithm [10] , [11] . The performance of the direct sum VQ is usually (slightly) lower than the unstructured VQ due to the combination of multistage codebooks as a direct sum codebook and the local optimization caused by the iterative codebook design procedure.
The two-stage G-VQ-LVQ can be derived from a twostage direct sum VQ. Consider a two-stage direct sum VQ where and are the first-stage and second-stage codebooks, respectively. The number of codewords in the direct sum codebook is . and
. Let a set of diagonal scaling matrices be where (1) and is associated with . For each source vector the error vector fed to the second stage is the first-stage VQ error scaled by . Then, a constraint is applied to the second stage by using an LVQ. The lattice codebook consists of a subset of lattice points and is defined by a lattice and a support region [6] . is used to adjust the resolution of the LVQ. A quantized representation of is then (2) The resulting quantizer is a two-stage G-VQ-LVQ. The use of LVQ in the second stage leads to a tremendous reduction on the complexity of direct sum codebook search. As a consequence, the joint search of the direct sum codebook in the two-stage G-VQ-LVQ is by no means of an exhaustive search over the direct sum codebook and accomplished by only exhaustively searching the first-stage unstructured codebook and an efficient LVQ encoding performed for each VQ error. It is known from high resolution quantization theory [18] , [14] , [19] that for the MSE distortion the codebook point density of the optimal G-VQ-LVQ, as a special case of the two-stage direct sum VQ, is proportional to [12] (3)
Due to the use of a lattice codebook in the second stage, the codebook point density of the G-VQ-LVQ can only be designed to approach (but not to be proportional to) (3). Therefore, the structure of the G-VQ-LVQ is normally suboptimal. The suboptimality is dependent on some factors such as a selection of lattice and boundary for the LVQ codebook, the first-stage VQ codebook size, a codebook training procedure, the source distribution, etc. The performance of the G-VQ-LVQ is asymptotically, with respect to the first-stage codebook size, close to that of the optimal VQ at the same rate.
The two-stage G-VQ-LVQ should be slightly inferior to the two-stage direct sum (unstructured) VQ because of the additional constraint of a lattice codebook applied to the second stage. However, the structure of the G-VQ-LVQ can lead to a good tradeoff between encoding performance and implementation complexity, especially compared to a variety of MSVQ's (including direct sum VQ). High-resolution quantization theory releases the constraint of the spherical boundary for the second-stage LVQ in the VQ-(S)LVQ motivated by rate-distortion theory arguments in [1] . This brings possibilities of further studies on this kind of two-stage unstructured/structured VQ's by means of searching better secondstage lattice codebooks in terms of both performance and complexity. In addition to VQ-(S)LVQ, the following combinations can also potentially be used in two-stage G-VQ-LVQ's:
• two-stage VQ-cubic LVQ;
• two-stage VQ-PLVQ;
• two-stage VQ-lattice-bounded LVQ (see [7] for latticebounded LVQ); • two-stage VQ-PULVQ. Among these combinations, we are currently specifically interested in VQ-PLVQ and will develop this quantization.
In this paper, we intend to provide experimental results instead of a detailed theoretical analysis to demonstrate the feasibility and efficiency of G-VQ-LVQ. At high encoding rates, the point density of the direct sum codebook of the G-VQ-LVQ is close to that of the optimal VQ, provided the first-stage codebook size is reasonably large, both approaching to (3). Figs. 1 and 2 illustrate codeword constellations of a 2-D optimal unstructured VQ and a VQ-PLVQ, respectively, for memoryless Gaussian and Laplacian sources. The VQ with encoding rate of 5 bits/dimension is designed by the LBG algorithm [4] . In the VQ-PLVQ, 40 codewords are used in the first-stage VQ and 25 lattice points in the secondstage pyramidal LVQ, with the overall rate slightly lower than 5 bits/dimension (totally 1000 codewords in the direct sum codebook). The VQ-PLVQ codebook is designed using a jointly optimal codebook design algorithm presented later. It can be seen that although the pyramidal lattice codebook (shown in Fig. 3 ) is dedicated to the second stage, the similarity of the codeword constellation between the VQ-PLVQ and optimal VQ codebooks is good for not only Laplacian but also Gaussian. The performance gap between the welldesigned G-VQ-LVQ and optimal VQ can be relatively small although the structure of G-VQ-LVQ's is suboptimal. In Table  I , for cases of implementable unstructured VQ, we present several simulation results of the high-rate VQ, VQ-PLVQ, and VQ-(S)LVQ for memoryless Laplacian and Gaussian sources. These quantizers are designed based on training sets of 30 000 vectors. The simulation results are obtained from test sets of 50 000 vectors. The table shows that the SNR differences between VQ-PLVQ and VQ are no more than 0.4 dB; the loss of the performance due to the two-stage structure and lattice codebook is very small.
B. VQ-PLVQ Versus VQ-(S)LVQ
The encoding performance of the VQ-(S)LVQ is effected by the first-stage VQ codebook size. This can be explained by using rate-distortion theory arguments [1] . The Gaussian modeling of VQ encoding error rests on a large-enough rate for the first-stage VQ. This sometimes cannot be satisfied when the small VQ codebook is required for the complexity concern. It has been found in [1] that when the VQ codebook size decreases, the histogram of VQ error leaves from the Gaussian distribution function and approaches the original source distribution. In this circumstance, the spherical lattice codebook is not optimal even for the boundary gain, and the performance decreases. A straightforward and more accurate explanation from high-resolution quantization theory is that when the small VQ codebook is used in the first stage, it is apparently difficult and sometimes impossible to design the direct sum codebook of the VQ-(S)LVQ such that its point density is proportional to (3) . The impact on the performance also depends on the source distribution. It can be observed from in the performance due to use of smaller VQ codebooks for the memoryless Gaussian source is less than for the memoryless Laplacian source. (At the extreme condition of the first-stage bit-rate and the second-stage bitrate , VQ-(S)LVQ becomes spherical LVQ.) This observation indicates that the suboptimality of VQ-(S)LVQ depends on both the first-stage VQ codebook size and the source distribution. VQ-(S)LVQ is slightly worse for the Laplacian source, requiring a larger size of the VQ codebook (and, thus, more implementation complexity) to retain good performance. Conversely, the VQ-PLVQ structure is expected to be slightly better for the Laplacian source than for the Gaussian source, which will be demonstrated by simulation results in the next section.
Implementation of a G-VQ-LVQ includes the joint G-VQ-LVQ codebook search (or encoding) and enumeration encoding (or indexing) of the selected codeword as a bit sequence for transmission or storage. In an LVQ, the encoding complexity is maximum when an input vector is outside the lattice codebook boundary. It is commonly known that spherical LVQ is more complex than PLVQ, especially for the vectors outside the boundary [17] , [20] , [6] , [8] , [1] . There exist several efficient encoding algorithms available for PLVQ [20] , [17] , [21] , [8] . If the ratio of the maximum encoding complexities between the spherical LVQ and PLVQ encoding is , then the ratio of the maximum encoding complexities between VQ-(S)LVQ and VQ-PLVQ is also . Hence, in practice, the pyramidal lattice codebook is an interesting alternative to the spherical lattice codebook in G-VQ-LVQ's if these two quantizers have equivalent performance. In addition, the enumeration encoding and decoding algorithms for spherical LVQ [22] are not as efficient as those for PLVQ [20] , [23] .
Many real sources have been modeled as Laplacian sources. The line spectrum pair parameters, a set of transmission parameters equivalent to linear prediction coding coefficients of speech signals, were found as Laplacian sources [24] and are widely used in low-rate speech coding. In transform image coding, most of the 2-D discrete cosine transform coefficients of images can be reasonably assumed to have Laplacian distributions [25] . A Laplacian model can be used for subband samples in subband image coding [26] . The existence of many real Laplacian sources as well as the lower implementation cost of PLVQ orientates our effort to the development of VQ-PLVQ.
III. TWO-STAGE VQ-PLVQ

A. The VQ-PLVQ Structure
The VQ-PLVQ encoder is diagramed in Fig. 5 . The firststage unstructured VQ codebook has codewords, and the second-stage pyramidal LVQ codebook has codewords, with an overall encoding rate of bits/dimension where denotes the smallest integer no smaller than .
is a diagonal scaling matrix. The VQ-PLVQ encoding is accomplished as follows. 
B. Pyramidal Lattice Vector Quantization
Let be a lattice [6] . The PLVQ codebook is selected as the lattice points closest to the origin. Typically, consists of all lattice points on or within an -dimensional pyramid, and the codebook size is generally not an integral power of two. An efficient indexing method [1] There is a slight performance advantage to using the lattice for quantization compared to the integer lattice [5] , and it is achieved with little increase in complexity.
For integers , let be integer lattice points that lie on an -pyramid of radius , that is, the set of all of -norm
The number of integer lattice points that lie on the pyramid of radius can be computed using the algorithms in [20] . The Table II summarizes radii  and for possible PLVQ codebooks and sizes of corresponding VQ codebooks for two cases of vector dimensions and three encoding rates.
Enumeration coding algorithms for pyramidal vector quantizers (PVQ's) (PVQ restricts its lattice points only on a pyramid) were introduced by Fischer [20] , and the fast algorithms were then developed by Fischer and Pan [23] . Let denote the number of lattice points satisfying can be easily calculated using the recursive algorithms in [20] and [23] . The number of lattice points on the -pyramid of radius is then . Thus, in VQ-PLVQ, the size of the pyramidal lattice codebook ofnorm is for an even or for an odd .
C. Encoding Algorithm of VQ-PLVQ
For a source vector , the encoding algorithm of the VQ-PLVQ is summarized as follows. represents the optimal VQ-PLVQ codeword for encoding . Then use the enumeration encoding algorithm [23] for PLVQ to find . Finally use the indexing method for VQ-PLVQ to determine the index of the optimal VQ-PLVQ codeword .
D. Complexity Issues
The following computational complexity analysis is determined in terms of the number of operations required per source vector. The computational complexity required for the VQ-PLVQ encoding is given in Table III , which is estimated based on the implementation described above. For comparison, the table also provides the complexity required for the encoding of the unstructured VQ that we implemented. It can be seen from the table that VQ-PLVQ provides a significant improvement on the implementation complexity over unstructured VQ. This advantage can be summarized as that:
1) VQ-PLVQ has lower implementation costs in all of the cases; 2) the complexity gap becomes large when the encoding rate increases; 3) in the larger dimension, the increase on the complexity of VQ-PLVQ is moderate, and VQ-PLVQ is clearly superior to VQ; 4) the complexity of VQ-PLVQ is kept almost the same at different encoding rates. VQ-PLVQ has a lower implementation cost than VQ-(S)LVQ primarily due to the less efficient encoding of VQ-(S)LVQ on the -norm (spherical) boundary of the second-stage LVQ (no results on the complexity have been provided in [1] ).
E. A Joint Codebook Design Algorithm for VQ-PLVQ
In design of the VQ-PLVQ, the second-stage PLVQ is defined by the lattice, the pyramidal codebook boundary, and an allocated bit rate. Thus, a joint codebook design for the VQ-PLVQ requires design of the first-stage VQ codebook and a set of scaling matrices, based on the defined PLVQ. The joint codebook design algorithm below for the VQ-PLVQ results from modification of those in [1] , [10] , [11] .
Suppose that a training set of source vectors is used for the design of the first-stage VQ codebook and the set of diagonal scaling matrices . The average squared error distortion is then (5) 
where and are the th components of and , respectively.
An iterative algorithm for designing locally optimal and is similar to that in [1] and summarized here for completeness. 0) Let denote the VQ codebook and diagonal scaling matrices at iteration index . Initialize with , set , set iteration index , and select a convergence threshold . 1) Encode using and compute
, then stop, with the final design. Otherwise go to 2). 2) Update using (6) as (9) 3) Encode using . Update using (7) as (10) Replace ; return to 1). 
F. Simulation Results and Performance Comparisons
Simulation results on the encoding performance of VQ-PLVQ are presented for memoryless zero-mean and unitvariance Gaussian and Laplacian sources. The VQ-PLVQ was designed using the jointly optimal codebook design algorithm on a training set of 50 000 vectors. The sizes of the firststage VQ codebooks are around 9 bits. The performance was evaluated based on the simulation performed on a test set of 70 000 vectors. Tables IV and V give the SNR performance of VQ-PLVQ and comparisons with several other quantization schemes for memoryless Gaussian and Laplacian sources, respectively. In these two tables, SVQ denotes the best of design algorithms 1 and 2, respectively, of the scalar-vector quantizer introduced by Laroia and Farvardin [27] . ULVQ and PULVQ denote, respectively, the uniform and piecewise-uniform lattice vector quantizers proposed by Jeong and Gibson [8] . The results of the VQ-(S)LVQ are from the cases in [1] with the first-stage VQ codebook size around 9 bits. These recently developed quantizers are among the best that we found in the literature. LMQ denotes the Lloyd-Max quantizer [28, Ch. 4] . ECSQ denotes the entropy-constrained scalar quantizer [29] . For the memoryless Gaussian source, VQ-PLVQ is slightly superior to VQ-(S)LVQ in 8-D cases. The reason behind it is that although the pyramidal lattice codebook seems inferior to the spherical lattice codebook for the Gaussian source, the quantization algorithm of the VQ-PLVQ presented works better than that of the VQ-(S)LVQ in [1] and [22] where, for the vectors outside the spherical boundary, the LVQ quantization scheme is slightly worse than the optimal one due to the maximum complexity concern. In 16-D cases, the performance of these two quantizers is almost equivalent because the boundary inferiority of PLVQ becomes more severe. For the memoryless Laplacian source, VQ-PLVQ outperforms VQ-(S)LVQ in all of the cases considered due to the advantage on the boundary gain of its pyramidal lattice codebook. VQ-PLVQ performs better than SVQ, especially at higher encoding rates. For the memoryless Laplacian source, VQ-PLVQ can achieve a gain of up to 1.25 dB over SVQ. In all of the cases, the performance of VQ-PLVQ is better than that of ULVQ and PULVQ. It can be seen from the comparison with LMQ that VQ-PLVQ as a block coding scheme can achieve a large coding gain. VQ-PLVQ is comparable to variablelength ECSQ for the memoryless Gaussian source but the performance of VQ-PLVQ is about 0.9 dB and 0.3 dB worse than ECSQ for the memoryless Laplacian source, respectively, in 8-and 16-D cases. This indicates that entropy coding still can get more coding gain than block coding schemes; however, entropy coding schemes are variable-rate coding schemes and they are more sensitive to channel errors. Fig. 6 shows the SNR performance of VQ-PLVQ as a function of the encoding rate for the first-stage VQ, for memoryless Gaussian and Laplacian sources. In the figure, there is an optimal bit allocation for the first-stage VQ. This bit allocation determines the implementation complexity of VQ-PLVQ for the optimal coding performance.
IV. T-VQ-PLVQ FOR SOURCES WITH MEMORY
The VQ-(S)LVQ encoding of sources with memory rests on the second result from the rate-distortion theory [1] . For the first-order Gauss-Markov source with correlation coefficient , the first-stage VQ encoding rate should be equal to or larger than the critical encoding rate in order to exploit the source memory. For the 8-D vectors, the first-stage VQ encoding error can be modeled as memoryless Gaussian provided the VQ codebook is kept reasonably large. For the larger vector dimensions, this condition cannot be satisfied. As a result, significant intravector correlation remains in the first-stage encoding error [1, Table X] , and the optimal boundary of the second-stage LVQ in terms of boundary gain is not symmetric with respect to the coordinate axes. It is interesting to note the results in [1, Table IX] where the performance for 32-D vectors is lower than that for 16-D ones and the performance for 16-D vectors is about the same as that for 8-D ones. This indicates that the VQ-(S)LVQ loses the advantage of encoding larger-dimensional sources. Therefore, the VQ-(S)LVQ is not a good candidate for encoding largedimensional sources with memory.
Block transforms have been widely used for encoding ideal sources with memory and speech and images. The basic idea of block transform is to perform a linear transformation on the source vectors (or blocks) such that the transform (output) coefficients are much less correlated than the original samples or uncorrelated at the optimal circumstance. A variety of orthogonal transformations have been used for transform coding, and the transform coding efficiency or gain depends on transformations. The geometric interpretation of orthogonal transform is that a rotation is performed in the coordinate system such that the new coordinate system has orthogonal coordinates, and transform operation provides a representation in terms of less-correlated or uncorrelated coefficients. Two important properties of orthogonal transform [28] are: 1) the Euclidean distance is preserved, that is, where and are the vectors of the transform coefficients of and , respectively, and 2) the sum of the variances is preserved (12) Among orthogonal transformations, the Karhunen-Loeve transform (KLT) is the optimal transform in terms of coding gain [28] . However, the KLT depends on the source autocovariance matrix; thus, it is much more complex to implement than suboptimal orthogonal transforms. The most popular suboptimal orthogonal transform is the discrete cosine transform (DCT) that is amenable to fast computation by using the fast Fourier transform (FFT) technique. The DCT is defined as [30] and for (13) Since the VQ-PLVQ mainly takes the advantage of orthogonal transforms for reducing correlation in the sources, the suboptimal DCT is chosen to decorrelate the source vectors prior to the encoding phase due to its much lower computational requirement than the KLT. The resulting quantizer is a T-VQ-PLVQ where the DCT is performed on the source vectors, then the -dimensional vectors formed by the DCT coefficients are applied into the VQ-PLVQ. Table VI shows the SNR performance and comparisons for the first-order Gauss-Markov source with correlation coefficient . For T-VQ-PLVQ and VQ-PLVQ, the size of the training set is 50 000, and the simulation is based on a test set of 70 000 vectors. In the table, ESVQ stands for the extended scalar-vector quantizer developed by Laroia and Farvardin [31] where the optimal KLT is used to decorrelate the sources prior to SVQ [27] . The comparison between T-VQ-PLVQ and VQ-(S)LVQ shows that in the lower-dimensional cases, the performance of two quantizers is equivalent in all rates because in the VQ-(S)LVQ, the first-stage VQ encoding rate approximately satisfies and the first-stage VQ error is almost memoryless and Gaussian. However, in the larger-dimensional cases, the VQ encoding error in the VQ-(S)LVQ is colored, and the optimal boundary of the second-stage LVQ for the boundary gain is not a sphere. In this situation, the performance of VQ-(S)LVQ becomes worse. On the other side, T-VQ-PLVQ is not impacted by , and its performance increases with vector dimensions. T-VQ-PLVQ provides an advantage of about 0.5 dB over VQ-(S)LVQ for 16-D vectors. The DCT achieves a gain of up to 1.0 dB that can be found by comparing T-VQ-PLVQ with VQ-PLVQ. T-VQ-PLVQ is comparable to ESVQ in the lower rate and slightly better in the higher rate although T-VQ-PLVQ is based on the lower-cost DCT and ESVQ on the optimal KLT.
V. CONCLUSION
According to high-resolution quantization theory, the formulation of G-VQ-LVQ has been presented in order to release the constraint of the spherical boundary for the second-stage LVQ. As a consequence, further studies can be conducted for improving this kind of two-stage unstructured/structured quantizer by using better boundary shapes, in terms of performance and complexity, for the second-stage LVQ. VQ-PLVQ is then developed that is slightly superior or comparable to VQ-(S)LVQ in performance. VQ-PLVQ is a useful alternative to VQ-(S)LVQ in practice due to its lower implementation cost and the existence of many real Laplacian sources. Our simulation results have demonstrated that for memoryless Gaussian and Laplacian sources, VQ-PLVQ achieves a ratedistortion performance that is among the best of the fixedrate low-delay quantization schemes that we found in the literature. A transform VQ-PLVQ using DCT is proposed for sources with memory. For 16-D vectors of the Gauss-Markov source, T-VQ-PLVQ has an advantage of about 0.5 dB over VQ-(S)LVQ in performance and is up to 1.0 dB better than VQ-PLVQ.
