Mechanical allodynia, the perception of innocuous tactile stimulation as painful, is a severe symptom of chronic pain often produced by damage to peripheral nerves. Allodynia affects millions of people and remains highly resistant to classic analgesics and therapies. Neural mechanisms for the development and maintenance of allodynia have been investigated in the spinal cord, brainstem, thalamus, and forebrain, but manipulations of these regions rarely produce lasting effects. We found that long-term alleviation of allodynic manifestations is produced by discreetly lesioning a newly discovered somatosensory representation in caudal granular insular cortex (CGIC) in the rat, either before or after a chronic constriction injury of the sciatic nerve. However, CGIC lesions alone have no effect on normal mechanical stimulus thresholds. In addition, using electrophysiological techniques, we reveal a corticospinal loop that could be the anatomical source of the influence of CGIC on allodynia.
Introduction
Pain responses to otherwise innocuous tactile stimuli (mechanical allodynia) promote protective behaviors for healing. However, when the nociceptive system itself is damaged, allodynia is a primary and debilitating symptom of neuropathic pain and presents a chronic syndrome that is highly resistant to analgesics or surgical intervention.
Research concerning the mechanisms of allodynia has focused on sensitization of both the PNS and CNS (Campbell and Meyer, 2006) . Models of central sensitization have concentrated on spinal circuits primarily, but supraspinal modulation seems an essential adaptive mechanism to modify pain-evoked spinal reflexes according to immediate behavioral requirements. It is also at supraspinal levels that pain is most likely perceived, and thus its modulation here seems teleologically congruent. However, in cases of peripheral or central damage to the nociceptive system, supraspinal modulation may also be maladaptive and play a key role in allodynia as well as other neuropathic pain syndromes (Campbell and Meyer, 2006; Apkarian et al., 2009; Sandkühler, 2009) . Much research concerning supraspinal modulation has focused on control centers within the brainstem (Fields and Basbaum, 1999; Porreca et al., 2002) , in which it has been proposed that a spinal-brainstem-spinal positive feedback loop may facilitate and maintain neuropathic pain states, yet pharmacological and surgical manipulation of these centers does not produce long-term relief from allodynia, turning attention to other supraspinal areas (Saadé and Jabbur, 2008; Apkarian et al., 2009 ).
In the forebrain, the insular cortex is of interest because human imaging studies suggest its activation in neuropathic pain syndromes (Peyron et al., 1998; Ostrowsky et al., 2002; Becerra et al., 2006; Witting et al., 2006; Alvarez et al., 2009) . Similarly, several animal studies have described responses of a distinct rostral region of the rat insula, the rostral agranular insular cortex (RAIC), to persistent inflammatory (Wei et al., 2001; Lei et al., 2004) as well as neuropathic pain (Alvarez et al., 2009) , and have indicated a role in modulation of acute pain thresholds (Jasmin et al., 2003) and allodynia (Coffeen et al., 2011) . In contrast, there have been no reports of the involvement of caudal granular insular cortex (CGIC) in acute or chronic pain modulation. This is surprising given that high-resolution epicortical evoked potential mapping has shown recently that CGIC, and not RAIC, is highly responsive to somatosensory stimulation and has a clear somatotopic organization (Benison et al., 2007; Rodgers et al., 2008) .
Here, we examined the effect of lesioning CGIC on allodynia produced by chronic constriction injury (CCI) of the sciatic nerve. We optimized the CCI model and the behavioral testing conditions to create stable allodynia for 2-3 months (Milligan et al., 2006a,b; Sloane et al., 2009 ). We performed tract tracing to determine efferent pathways potentially underlying the effect of CGIC lesions on allodynia. Finally, we recorded unit activity of the lumbar dorsal horn in response to stimulation/inactivation of CGIC and primary somatosensory cortex (SI), as well as in response to stimulation of the sciatic nerve, to functionally evaluate corticospinal modulation.
Materials and Methods
All procedures were performed in accordance with University of Colorado Institutional Animal Care and Use Committee guidelines for the humane use of laboratory animals in biological research.
Evoked potential mapping. Male Sprague Dawley rats (300 -400 g) were anesthetized to surgical levels using subcutaneous injections of ketamine-xylazine-acepromazine (45, 9, and 1.5 mg/kg body weight, respectively), placed on a regulated heating pad, and maintained with subsequent injections throughout the experiment so that the eyeblink reflex could be barely elicited. A unilateral craniotomy was performed over the right hemisphere extending from bregma to 3 mm rostral of lambda and from the midsagittal suture past the lateral aspect of the temporal bone, exposing a maximal area of the surgically accessible hemisphere. The dura was reflected and the exposed cortex regularly irrigated with Ringer's solution containing the following (in mM): 135 NaCl, 3 KCl, 2 MgCl, and 2 CaCl, pH 7.4 (at 37°C).
Somatosensory responses were evoked by electrical stimulation of the contralateral forepaw, hindpaw, and midtrunk that were shaved and coated with conductive jelly. A bipolar electrode (500 m tips; 1.0 mm separation) attached to a constant-current source delivered biphasic current pulses to the exposed skin. Auditory click stimuli (0.1 ms monophasic pulses) were delivered using a high-frequency piezoelectric speaker placed ϳ15 cm lateral to the contralateral ear (ear bars removed). During auditory and somatosensory stimulation, intensities were adjusted to the lowest level, yielding a stable evoked potential. Adequate auditory stimuli were ϳ30 dB sound pressure level at 15 cm. Somatosensory stimuli were 0.5-1.5 mA square wave pulses (1.0 ms), shown in previous studies to reliably evoke potentials in the somatosensory field of CGIC (CGIC is labeled PV or ISF in previous works) (Benison et al., 2007; Rodgers et al., 2008) . In some rats, whisker stimulation was also provided by 0.1 ms pulses delivered to a solenoid with attached 3.0 cm armature constructed from hypodermic tubing. Whisker displacements were ϳ0.5 mm on the rostrocaudal axis (Benison et al., 2007) .
Epipial maps of somatosensory (SEPs) and auditory (AEPs) evoked potentials were recorded using a flat multielectrode array consisting of 256 Ag wires in a 16 ϫ 16 grid (tip diameter, ϳ100 m; interelectrode spacing, 500 m) covering a 7.5 ϫ 7.5 mm area of the left hemisphere in a single placement (Benison et al., 2007; Rodgers et al., 2008) . The array was pressed against the cortex with sufficient force to establish contact of all electrodes. The required pressure had no effect on evoked potential amplitude, poststimulus latency, or morphology when compared with potentials recorded previously with more lightly placed small arrays. Recordings were referenced to a Ag/AgCl ball electrode secured over the contralateral frontal bone and were simultaneously amplified (2000ϫ; NerveAmp; Center for Neural Recording, Washington State University, Pullman, WA), analog filtered (bandpass cutoff, Ϫ6 dB at 0.1-3000 Hz; roll-off, 5 dB/octave), and digitized at 10 kHz. Evoked potentials were averaged over 64 stimulus presentations. SEPs and AEPs were mapped in six rats without lesions to establish the locations of primary and secondary somatosensory and auditory cortex [SI, SII, primary auditory cortex (AI), and AII, respectively], as well as the somatosensory and auditory fields of CGIC in relationship to skull landmarks. Similar mapping was used to functionally verify the completeness of insular lesions in subsequent rats.
Spinal multiunit recording during stimulation/inactivation of CGIC and SI. In eight rats, a laminectomy exposed ϳ10 mm of dorsal spinal cord at the lumbar enlargement (dura reflected) for laminar recording of multiunit activity (MUA). The spine was stabilized with clamps positioned just rostral and caudal to the laminectomy. A single large stainless steel surface electrode (tip diameter, ϳ100 m) was used to map the location of the largest sciatic evoked response in the ipsilateral spinal cord. Once this was established, a linear 16-electrode array (10 m 2 contacts, 100 m spacing) was inserted ϳ1 mm lateral to midline into the left dorsal horn of the region with the largest sciatic evoked response until the top electrode was barely visible at the surface (see Fig. 7E ). Potentials were simultaneously amplified (1000ϫ), analog filtered (bandpass cutoff, Ϫ6 dB at 300 -3000 Hz; roll-off, 5 dB/octave), and digitized at 10 kHz. Single trials (300 ms duration; n ϭ 64) of evoked activity were stored for subsequent computation of MUA. In all rats, the left sciatic nerve (SN) was exposed and isolated at the midthigh level. A pair of silver hook electrodes were placed around the SN for stimulation (silver, Teflon-coated except for the hooks, 0.5 mm spacing). The exposed nerve was covered with mineral oil at 37°C to prevent drying. Electrical stimulation was applied to the SN via a constant-current device (World Precision Instruments) in 1.0 ms square biphasic pulses, at minimum current sufficient to evoke reliable responses (0.4 -0.6 mA). Spinal responses were also recorded during surface cortical stimulation (0.4 -0.8 mA; 1.0 ms biphasic pulses) of CGIC or SI using a bipolar stainless steel electrode (0.5 mm contact spacing) straddling the hindlimb representation of the target cortical region. Sciatic and CGIC evoked responses were repeated in four rats after inactivation of CGIC using cortical injection of muscimol (5 l of 9 M muscimol, dissolved in 0.01 M PBS, was injected at 700 m depth into the center of the target cortical site; a small, 1.0-mm-diameter piece of filter paper was placed over the injection site immediately after needle (Hamilton) extraction to prevent spread of excess solution beyond the target region]. Cortical evoked responses were mapped after each experiment to ensure focal suppression of the target region and no effect on nontarget regions. Similar responses were recorded in the remaining four rats after muscimol inactivation of the hindlimb representation of SI.
Chronic insular lesions. Surgical anesthesia was the same as used for electrophysiology. An incision was made over the temporalis muscle, which was bluntly dissected to reveal the squamosal and frontal bones. Two burr holes over each hemisphere were made, separated by 1.0 mm on the rostrocaudal axis. It should be noted that all CGIC lesions in the study were done bilaterally. The exact coordinates of the burr holes were based on skull landmarks derived from field potential mapping of somatosensory and auditory fields within CGIC. Based on these coordinates, bilateral lesions were made through one burr hole located 4.0 mm rostral and 1.0 mm dorsal, and another 3.0 mm rostral and 0.0 mm dorsal to the foramen located on the squamosal bone dorsal to the connection of the zygomatic arch. Burr holes allowed for injection of 0.28 l of NMDA (5%) solution in 0.01 M PBS at a depth of 600 and 300 m by a microinjector (Nanoliter 2000; World Precision Instruments) mounted on a stereotaxic positioner. After the injection, the burr holes were filled with warmed (35°C) paraffin wax (95%) and mineral oil (5%) solution and cemented in place with dental cement. The incisions were sutured, and the rats were monitored closely for the next 7 d. Postoperative and maintenance doses of 0.9% saline (10 ml) were administered after recovery from anesthesia. No systemic analgesics were used during recovery, because these could create confounds for measurement of allodynia. However, topical lidocaine and antibiotic was applied to the wounds for 5 d postsurgically. Sham lesion rats received identical procedures, including microinjector insertions but with no NMDA injected.
Chronic constriction injury and behavioral tests. CCI was created at midthigh level of the left hindleg as described previously (Bennett and Xie, 1988) . Four sterile, surgical chromic gut sutures (cuticular 4-0, chromic gut, 27 inches, cutting FS-2; Ethicon) were loosely tied around the isolated sciatic nerve under isoflurane anesthesia (Phoenix Pharmaceutical). Only control rats in Figure 5 did not receive CCI ligations.
All rats were acclimated to the colony room for 1 week after arrival before any experimental or behavioral conditions were tested. Rats were then gently handled by the experimenter for 5 min on 3 consecutive days. Rats were allowed to habituate to the testing room, conditions, and apparatus (quiet room with low-intensity red light and room temperature of 82-84°F) on four occasions before the initial von Frey baseline test. A von Frey test (Chaplan et al., 1994) for mechanical allodynia was performed in the rear portion of the plantar surface of the left and right hindpaws, an area known to be innervated by the sciatic nerve (Chacur et al., 2001; Milligan et al., 2001) . A logarithmic series of 10 calibrated Semmes-Weinstein monofilaments (von Frey hairs; Stoelting) were applied randomly to the left and right hindpaws to define the threshold stimulus intensity required to elicit a paw-withdrawal response. In all cases, rats responded to the presentation of the von Frey monofilament with a brisk withdrawal response on three consecutive trials. Baseline and control responses to thicker filaments were within stimulation parameters that did not cause a physical lift of the rat's paw, and in no case was a response on any experiment above this stimulation threshold. Log stiff-ness of the hairs was determined by log 10 (milligrams ϫ 10) and ranged from 3.61 (4.07 g) to 5.18 (15.136 g). The behavioral responses were used to calculate absolute threshold (the 50% paw-withdrawal threshold) by fitting a Gaussian integral psychometric function using a maximumlikelihood fitting method (Harvey, 1986; Treutwein and Strasburger, 1999; Milligan et al., 2000 Milligan et al., , 2001 . This fitting method allowed parametric analyses that otherwise would not be appropriate (Milligan et al., 2000 . In the first group of rats, CGIC (n ϭ 11) or sham (n ϭ 11) lesions were performed 14 d before CCI ligation, and subsequent behavioral testing was continued for 90 d after CCI ligation. In a second group of rats, CGIC (n ϭ 6) or sham (n ϭ 6) lesions were performed 14 d after CCI ligation (4 d after the development of stable allodynia). Behavioral testing in these rats continued for 60 d after CCI ligation.
To measure high-threshold pinch sensitivity, a modified RandallSelitto test was used (Luis-Delgado et al., 2006) . A laboratory-fabricated measurement device consisted of a pair of large blunt forceps (15 cm long; flat contact area; 7 ϫ 1.5 mm with smooth edges) equipped with four strain-gauge transducers, wired in a full Wheatstone bridge, which were connected to a calibrated strain meter (model DP25-S; Omega Engineering). Calibration of the instrument was performed with known weights and yielded a linear output ranging from 0.0 to 1500 g.
The tested rat was placed on a table and loosely restrained with a towel masking the eyes to limit environmental influences. The tips of the forceps were placed on the dorsal and ventral surfaces of the hindpaw, and care was taken to apply the same tip length for each trial. The applied force was incremented by hand at a speed of ϳ200 ϫ g every 3 s until the paw withdrawal. The analog output of the strain meter was visualized on a software storage oscilloscope (MathWorks), allowing the experimenter to monitor the slope of mechanical force application over time during each test. The oscilloscope stored values for all forces applied and permitted visual detection of spikes in force attributable to the withdrawal, allowing for maximum thresholds to be determined with low variability. Measurement was repeated three times for each hindpaw during each testing session, and the mean force exerted for each paw was reported.
Histology. After electrophysiological lesion verification, perfused brains were harvested and frozen (Ϫ80°C). Sections, 30 m, were collected throughout the lesion area and mounted on slides. Sections were fixed for 1 h in 4% paraformaldehyde at room temperature, washed (six times for 5 min in PBS), treated with 0.3% H 2 O 0 solution, and then washed and treated with an Avidin/Biotin Blocking kit (Vector Laboratories). Tissue was washed and incubated with mouse anti-neuronspecific nuclear protein (NeuN) monoclonal antibody (1:5000; MAB377 MSxNeuN; Millipore Bioscience Research Reagents) at 4°C for 48 h in a buffer consisting of 1% bovine serum albumin, 0.25% carrageen lambda, and 5% Triton X-100 in PBS. After washes in PBS, tissue was incubated at room temperature for 2 h with biotinylated goat-anti mouse secondary antibody (1:200; Jackson Laboratories), washed, and incubated for 2 h with a standard Avidin/Biotin Complex (ABC) kit (Vectastain ABC kit; Vector Laboratories). After washes in PBS, NeuN was visualized with 3,3Ј-diaminobenzidine (DAB) and nickel chromogens. Sections were cleared and coverslipped, and the lesions were examined, blinded as to experimental results, under a bright-field microscope with neurons identified as cells with black nuclei.
Neuronal tracing. Surgical preparation and injection sites were the same as per insular lesions but restricted to the right hemisphere. Injections of biotinylated dextran amine (BDA) (Vector Laboratories) were made through a glass capillary by using alternating positive current of 5 A at 7 s on, 7 s off for 10 min at 300 and 600 m depths for a total of 20 min per burr hole in eight rats. Rats were allowed to recover and survive for 1-2 weeks, after which they were deeply anesthetized and transcardially perfused with 4% paraformaldehyde. Brains were removed and sunk overnight in 30% sucrose. Tissue was sliced at 40 m and collected floating. Tissue was washed (six times for 5 min in PBS), treated with 0.3% H 2 O 0 solution, washed, and treated with an Avidin/Biotin Blocking kit (Vector Laboratories). BDA was visualized with DAB chromogen. Sections were mounted on slides, dried overnight, counterstained in Hematoxylin QS (Vector Laboratories), dehydrated in ascending alcohols, cleared, and coverslipped. Slides were examined under dark-field microscope.
Analysis. The loci of sensory responsive regions were determined by mapping the root mean squared (RMS) power of the SEP or AEP field potential, using bicubic spline interpolation of evoked potential amplitudes across the electrode array. This method has been demonstrated in previous work to have a spatial accuracy Ͻ80 m (Rodgers et al., 2008) . Areal locations were determined in relation to bregma on the rostrocaudal axis and the midline on the dorsoventral axis and reported as the mean (mm) Ϯ SEM. MUA from laminar dorsal horn recordings was computed by superimposing all rectified single trials for a given condition (sciatic or CGIC stimulation), manually setting thresholds for each electrode to lie just above prestimulus baseline activity, and then computing the across trial sum of points falling above threshold within preset response windows (see Fig. 7A , dashed box). MUA magnitude was normalized to the maximum across electrodes and conditions for a given rat.
The effect of CGIC lesions on allodynia was analyzed using a two-way, repeated measures ANOVA, with the first factor consisting of lesion group (CGIC or sham lesion) and the second factor consisting of the time after CCI ligation. Post hoc comparisons were performed using t tests with the Bonferroni's correction setting thresholds for significance at p Յ 0.0036 (0.05/14 comparisons) in Figures 3 and 4 , and Tukey's multiple comparisons test in Figure 5 . Normalized MUA amplitudes of dorsal horn responses were compared before and after muscimol inactivation of either CGIC or SI using t tests of selected laminar electrode groups (significance set at p Յ 0.05).
The group numbers are as follows: mapping Figure 1 A-E, n ϭ 4; CGIC lesion before CCI, n ϭ 22, 11 lesion, 11 sham; CGIC lesion after CCI, n ϭ 12, 6 lesion, 6 sham; high-threshold pinch mechanical sensitivity, Figure  5 , A and B, n ϭ 12, 6 lesion, 6 sham; anatomical tracing, n ϭ 8, with confined injection sites; spinal electrophysiology, n ϭ 8, 4 CGIC inhibition, 4 SI inhibition. Figure 1 A depicts SEPs (averaged across six rats) recorded from the right hemisphere in response to stimulation of the midtrunk. Responses were composed of a typical positive/negative waveform and were of largest amplitude at the most dorsal electrode sites in the region of primary somatosensory cortex ( Fig. 1 A, SI) . Responses at two other more ventral regions were also apparent, reflecting activation of SII ( Fig. 1 A, solid circle) and CGIC ( Fig.  1 A, dashed circle) . To better visualize the spatial distribution of responses in these regions, the RMS power of the SEPs were mapped (Fig. 1 B) . The largest responses in the array (at SI) were clipped at 50% maximum value, and the maps were then normalized so that smaller-amplitude responses in SII and CGIC were more apparent. A detailed ratunculus, that was derived from an earlier study of the complete body representations of SI, SII, and the CGIC (Benison et al., 2007) , was scaled and superimposed on these maps for anatomical reference (complete body maps were not obtained in the present study).
Results

Areal delineation of primary, secondary, and insular sensory cortex
In the present recordings, bregma (b) (Fig. 1 B-E, 0.0 mm) and the midline (m) were positioned ϳ1.2 mm caudal and 2.5 mm dorsal to the right and top borders of the electrode array, respectively. Based on these anatomical landmarks, the center of the midtrunk response in SI was located at (b, Ϫ3.15 Ϯ 0.15; m, ϩ3.42 Ϯ 0.09 mm). The more caudal and ventral SII was located at (b, Ϫ4.79 Ϯ 0.12; m, ϩ6.33 Ϯ 0.12 mm). The most ventral responses were in CGIC and located at (b, Ϫ2.77 Ϯ 0.12; m, ϩ9.13 Ϯ 0.10 mm) (Fig. 1 B) . Forepaw representations (Fig. 1C) for SI, SII, and CGIC were (b, Ϫ1.01 Ϯ 0.11; m, ϩ4.51 Ϯ 0.09 mm), (b, Ϫ3.94 Ϯ 0.12; m, ϩ6.80 Ϯ 0.13 mm), and (b, Ϫ2.20 Ϯ 0.11; m, ϩ9.30 Ϯ 0.08 mm), respectively. Similar responses to hindpaw stimulation (Fig. 1 D) were (b, Ϫ1.55 Ϯ 0.12; m, ϩ3.12 Ϯ 0.11 mm), (b, Ϫ4.51 Ϯ 0.12; m, ϩ6.91 Ϯ 0.12 mm), and (b, Ϫ2.85 Ϯ 0.10; m, ϩ9.05 Ϯ 0.11 mm), respectively. Thus, the somatotopic organization of SI, SII, and CGIC conformed closely with previous more detailed mapping studies (Benison et al., 2007; Rodgers et al., 2008) . AEPs recorded in the same rats ( Fig. 1 E) also formed three distinct foci. The most caudal was AII (b, Ϫ5.76 Ϯ 0.10; m, ϩ6.59 Ϯ 0.11 mm), with AI (b, Ϫ3.89 Ϯ 0.11; m, ϩ7.99 Ϯ 0.09 mm) just rostral to this locus. The auditory field of CGIC (Rodgers et al., 2008) was positioned most rostrally at (b, Ϫ1.71 Ϯ 0.08; m, ϩ8.90 Ϯ 0.11 mm). All coordinates are with respect to the flattened hemisphere beneath the array.
Anatomical and functional verification of excitotoxic CGIC lesions
An example of the most caudal lesion site is depicted in Figure 2A , centered 2.5 mm caudal to bregma. Enlargement of the lesion site (Fig. 2 B) reveals a distinct loss of cells in an ϳ0.5-to 1.5-mmdiameter region (wider near the cortical surface) (Fig. 2 B , dashed traces) centered on the injection site and extending the entire thickness of gray matter. Cell death was restricted to the cortical mantle and did not cross the external capsule into the underlying striatum. NMDA lesions have been shown to leave fibers of passage intact (Winn, 1991) . Functional verification indicated that the two lesions (Fig. 2C , dark blue circles) were sufficient to completely suppress the SEP in CGIC but leave responses in both SI and SII intact. AEPs were completely eliminated in CGIC and were also attenuated in the most rostral region of AI, suggesting an area of functional lesion closer to 2 mm in diameter (Fig. 2 D,  light blue circles) . The functional lesion area completely covered CGIC but was sufficiently localized to leave responses in the vibrissa representation of SII, just dorsal to sensory insula, intact (Fig. 2 E) . Figure 3 displays von Frey thresholds for tests performed on hindpaws ipsilateral and contralateral to CCI ligation, in rats receiving CGIC or sham lesions before CCI ligation. We should emphasize again that "lesion" and "sham lesion" groups noted here and elsewhere refer only to surgical manipulation of CGIC; all rats in behavioral testing experiments received CCI ligation except rats depicted in Figure 5 . When tested on the hindpaw ipsilateral to where CCI ligation was to be performed, withdrawal thresholds for the CGIC and sham lesion groups recorded before brain lesion (Fig. 3A , arrow, behavior recorded just before brain lesion on day Ϫ14) did not significantly differ (p ϭ 0.59). These thresholds also did not significantly change (p ϭ 0.74 and 0.45 for lesion and sham groups, respectively) 14 d after bilateral CGIC lesions (Fig. 3A , day 0, testing followed by CCI), indicating no effect of CGIC lesions on mechanical stimulus sensitivity. CGIC lesions also had no influence on the development of allodynia, which was robust by day 11 after CCI in both the CGIC and sham lesion groups. However, after this time point, a recovery from allodynia began in the CGIC lesioned rats, with thresholds returning to near baseline values at 26 d after CCI and remaining stable at this level for the remainder of the 90 d testing period. In contrast, sham brain-lesioned rats displayed no sign of recovery, with a stable plateau of decreased withdrawal threshold during the same period.
The effect of CGIC lesions before and after CCI
Withdrawal thresholds measured from the hindpaw contralateral to CCI ligation in sham brain-lesioned rats displayed a marked mirror image allodynia, as reported previously (Milligan et al., 2006a; Hutchinson et al., 2008) . The time course and magnitude of threshold changes after CCI ligation for the contralateral hindpaw (Fig. 3B , white squares) were nearly identical to those measured from the ipsilateral hindpaw (Fig. 3B , light gray squares) and were highly correlated (r ϭ 0.98) throughout the entire recording period. CGIC lesions also produced nearly identical recovery from allodynia in the contralateral hindpaw (Fig.  3B , white triangles) when compared with measurements from the ipsilateral hindpaw (Fig. 3B , light gray triangles) (r ϭ 0.93). Twoway ANOVA showed a main effect of lesion and sham lesion group (p Ͻ 0.0001), time (p Ͻ 0.0001), and an interaction effect (p Ͻ 0.0001) in both ipsilateral and contralateral comparisons.
In rats in which CGIC or sham lesions were performed after CCI ligation (Fig. 4) , the magnitude and time course for the development of allodynia was similar to rats receiving pre-CCI CGIC lesions (Fig. 3) (r ϭ 0.99 and 0.98 for the ipsilateral and contralateral hindpaws, respectively), again reaching a maximum at day 11. When withdrawal thresholds were measured in the hindpaw ipsilateral to CCI ligation (Fig. 4 A) , CGIC lesions performed on day 14 after CCI (Fig. 4, arrows) produced a significant recovery from allodynia compared with sham lesioned rats. Nearly complete recovery was recorded by day 33 and remained stable for the 90 d testing period. The "reversal period" for recovery from allodynic behavior, after CGIC lesion, was observed to Lesions of CGIC before CCI ligation prevent long-term maintenance of allodynia. A, Baseline low-threshold mechanical sensitivity, as measured by von Frey test, is measured in the ipsilateral paw to the injury before CGIC bilateral lesion (day Ϫ14, arrowhead) and 14 d after CGIC or sham lesion (day 0) with no difference in sensitivity attributable to lesion observed. CCI ligation is performed on day 0 after the second baseline measurement (dashed line). Allodynia can be seen developing in both sham and CGIC lesion groups until day 14 after CCI ligation, at which time the allodynic responses of the CGIC lesion group significantly decrease compared with the sham group, where they remain for the duration of the study (90 d). B, Mirror allodynic responses in the contralateral paw to CCI ligation can be seen, and similar mitigation of longterm allodynia is observed. The light gray traces show the ipsilateral paw data.
be Ϸ21 d (Fig. 4 A, B, shaded regions) . Again, CGIC lesions produced similar recovery from allodynia in the contralateral limb (Fig. 4 B, white triangles) when compared with measurements from the ipsilateral limb (Fig. 4 B, light gray triangles) (r ϭ 0.99). The time course and magnitude of recovery from allodynia in rats receiving CGIC lesions after CCI (Fig. 4 , days 11-84) was nearly identical to those receiving CGIC lesions before CCI (Fig. 3 , days 11-90) for both the ipsilateral and contralateral limbs (r ϭ 0.96 and 0.95, respectively). Two-way ANOVA showed a main effect of CGIC and sham lesion group (p Ͻ 0.0001), time (p Ͻ 0.0001), and an interaction effect (p Ͻ 0.0001) in both ipsilateral and contralateral comparisons.
Control experiments were run to further test whether baseline mechanical thresholds could be affected longitudinally by CGIC lesions alone in the absence of CCI and allodynia. To this end, a new series of rats without CCI were measured using von Frey tests under baseline conditions and after bilateral CGIC or sham brain lesion (n ϭ 5 per group), covering the duration (Ϸ21 d) of the previously established allodynia reversal period (Figs. 4 A, B , 5A, shaded areas) and beyond. Thresholds were measured in both left (Fig. 5A, black symbols) and right (Fig. 5A , white symbols) paws for CGIC lesion (Fig. 5A, triangles) and sham lesion (Fig. 5A , squares). It should again be noted that this is the only experiment in which rats did not receive CCI surgery. Two-way ANOVA showed no effect of CGIC and sham lesion group (p Ͼ 0.05), time (p Ͼ 0.05), or an interaction effect (p Ͼ 0.05) in either left and right hindpaw comparisons.
After von Frey measurements were completed, follow-up high-threshold mechanical stimulation was performed with a modified Randall-Selitto method using calibrated forceps to assess whether CGIC lesions affected baseline mechanical nociceptive thresholds. Figure 5B shows the paw-pinch threshold for rats (n ϭ 5 per group) 21 d after bilateral CGIC (Fig. 5B , black bars) and sham lesions (Fig. 5B, white bars) . One-way ANOVA was performed, and a Tukey's multiple comparison post hoc analysis showed no significant difference in either paw between CGIC and sham lesion (p Ͼ 0.05). Rats were only tested for high-threshold mechanical sensitivity once, after the von Frey time course, to ensure that no confounds were introduced to the von Frey measurements. These results supported our previous observation from pre-CCI CGIC lesions (Fig. 3) , suggesting that the effects of CGIC lesions are confined to allodynia and have no influence on normal mechanical nociceptive thresholds. Figure 4 is shaded. B, Highthreshold mechanical sensitivity was tested at the end of von Frey measurements to determine whether CGIC lesions reduced high-threshold sensitivity. Post hoc analysis showed no significant difference in either paw between CGIC (black bars) and sham lesion (white bars; p Ͼ 0.05).
Efferent projections of CGIC
In light of our behavioral results showing a distinct role for the CGIC in long-term maintenance of allodynia, an additional group of rats received injections of the anterograde tracer BDA, to examine possible intracortical and subcortical efferent pathways by which this maintenance may be effected. Figure 6 , A and B, depicts an example of intracortical projections of CGIC at the level of the rostral tracer injection. In all rats, CGIC injections in the right hemisphere (contralateral to CCI ligation in the previous group of rats) labeled the homologous contralateral CGIC (Fig. 6A) . Labeling was also apparent in the ipsilateral body representations of SI (Fig.  6A , in this example, the SI hindlimb representation or SIHL), with lighter labeling in primary motor cortex (Fig. 6A, MI) . However, projections were conspicuously absent in the SI vibrissa representation (Fig. 6A,  PMBSF) . Fibers were also labeled in the striatum (Fig. 6A, CPu) , which extended ventrally with sparse terminations in the anterior basolateral amygdaloid nucleus (Fig.  6A, BLA) . No labeling of the rostral agranular insular cortex (Fig. 6B, RAIC) was noted in any rats. However, sections at this rostral level revealed light projections to granular insula (Fig. 6B , GI) as well as denser projections to SI and less to primary motor cortex (Fig. 6B, MI) . Labeling (data not shown) was also apparent in the posterior nucleus of the thalamus, the ventral posterior lateral nucleus of the thalamus, and the zona incerta.
In the brainstem, labeled fibers descended ipsilaterally in the pyramidal and medial lemniscal tracts (Fig. 6C , py, ml) to course into both the ipsilateral and contralateral regions of the rostral ventromedial medulla (Fig. 6C,D, RVM) . Farther caudally, the contralateral nucleus of the solitary tract (data not shown) was also innervated by decussating fibers from the ipsilateral pyramidal tract. No projections from CGIC to the periaqueductal gray matter were noted. Finally, one direct spinal projection via the corticospinal tract (CST) was discovered. After decussation, termination was seen in the medial aspect of the internal basilar nucleus (IBN) in the cervical spinal cord, but no descending fibers or termination in the spinal gray matter was seen at more caudal levels, even with 1-2 week survival times.
The effect of CGIC efferent projections on multiunit responses of the lumbar dorsal horn
Failure to observe any direct efferent projections from CGIC past the cervical spinal cord raised the question of whether its function was restricted to cortical processing or could also involve indirect descending spinal modulation via SI or other subcortical targets. To answer this question, we electrically stimulated CGIC in four additional rats while recording multiunit activity from the dorsal horn of the lumbar enlargement (Fig. 7E) . CGIC stimulation consistently evoked bursts of MUA in layers 4 -6 of the dorsal horn (Fig. 7 A, E, dashed boxes) . The spinal response began at a poststimulus latency of ϳ25 ms (25.2 Ϯ 2.1 ms) (Fig. 7 A, B, blue traces) . Cortically evoked spinal MUA was completely eliminated by muscimol block of CGIC Figure 6 . Anatomical projections of CGIC. A, Anterograde neuroanatomical tracing using BDA shows the rostral injection site in the CGIC (dark orange) and its efferent connections to the hindlimb representation in primary somatosensory cortex (SIHL), motor cortex (MI), contralateral CGIC, caudate-putamen (CPu), and basolateral amygdala (BLA). No connections were identified in the posteromedial barrel subfield (PMBSF) Scale bar, 2.0 mm. B, Dense corticocortical connections can be seen between CGIC, motor cortex, and SI. Some connections can be seen in the granular insula (GI), but the RAIC does not show efferent connections from CGIC. Scale bar, 1.5 mm. C, Counterstained section of brainstem showing the location of RVM in relation to the facial nuclei (VII) (py, pyramidal tract; ml, medial lemniscal tract). Black box denotes area of enlargement in D. Scale bar, 1.0 mm. D, Efferent connections from CGIC can be seen exiting the pyramidal tract and innervating both the ipsilateral and contralateral RVM (white dashed outline). Scale bar, 0.5 mm.
( Fig. 7B, red traces) , indicating a focal effect of stimulation and no current spread to adjacent cortex. Confinement of muscimol suppression of SEP to target cortical structures was also verified with cortical mapping at the end of recording (data not shown).
Given that CGIC was activated by hindpaw stimulation (Fig.  1 D) and could in turn activate cells in layers 4 -6 of the dorsal horn (Fig. 7A) , we further evaluated what influence, if any, muscimol block of CGIC had on the spinal response to electrical stimulation of the sciatic nerve. Sciatic stimulation consistently evoked two bursts of MUA in the dorsal horn that were spatially and temporally distinct (Fig. 7C,D, blue traces) . The first MUA burst occurred at the shortest poststimulus latency (overlapping the stimulus artifact) and was of largest amplitude at dorsal recording sites (Ͻ500 m) (Fig. 7Ca) . In all rats, this early burst was followed at ϳ43 ms poststimulus latency (43.1 Ϯ 1.4 ms) by a second MUA burst of largest amplitude in layers 4 -6 (Ͼ500 m) (Fig. 7Cb, dashed box) . The long-latency ventral response had a spatial distribution that resembled electrically evoked CGIC responses (Fig. 7A, dashed box) . Indeed, the late component of the sciatic evoked response was attenuated by inactivation of CGIC (Fig. 7D, red traces) . CGIC block only attenuated the late response in the ventral layers (Fig. 7F , 500 -1000 m; p ϭ 0.012), leaving activity in the dorsal layers unaffected (Fig. 7F , 0 -400 m; p ϭ 0.82). Although CGIC block had no effect on early sciatic evoked responses in dorsal layers (p ϭ 0.32), in most rats it appeared to attenuate short-latency responses in the ventral layers (Fig. 7D, arrow) , but this did not reach significance (p ϭ 0.08).
Because we discovered no direct projections from CGIC to the lumbar dorsal horn, we examined a second set of rats (n ϭ 4) to determine whether at least one indirect pathway for CGICevoked spinal responses could relay via SI, a main intracortical target of CGIC efferent fibers (Fig. 6 A, B) . Figure 8 , A and C (blue traces), again shows lumbar MUA evoked by CGIC and sciatic nerve stimulation, respectively, before muscimol inactivation of SI. SI block resulted in nearly complete attenuation of the CGICevoked dorsal horn response (Fig. 8 B, red traces) in layers 4 -6 of all rats (Fig. 8 F, CGIC ; p ϭ 0.0008). Although attenuation was also observed in more dorsal layers of some rats, this did not reach significance (p ϭ 0.12). Similarly, the long-latency ventral response to sciatic nerve stimulation was attenuated by SI block (Fig. 8 D, red traces) in the ventral layers of all rats (Fig. 8 F, Sciatic; p ϭ 0.0002) but not in the dorsal layers (p ϭ 0.31). The possibility that SI may serve as an excitatory corticospinal relay for CGIC efferent output was further supported by observation that direct stimulation of SI evoked dorsal horn responses (Fig.  8 E, blue traces) that were similar in spatial distribution to those resulting from CGIC stimulation and eliminated by SI block (Fig.  8 E, red traces) . However, poststimulus latencies of responses to SI stimulation were shorter (19.2 Ϯ 2.2 ms; p ϭ 0.006) than CGIC responses by ϳ6 ms.
Discussion
The present results indicate that CGIC lesions before or after CCI produce long-term alleviation of allodynia without affecting normal mechanical thresholds to low-or high-threshold stimuli. CGIC displays both intracortical and subcortical efferent projections that may support its influence on allodynia. Electrical stimulation and inactivation of CGIC and SI indicate that both can evoke MUA in layers 4 -6 of the lumbar dorsal horn that contributes to late temporal components of the sciatic nerve response.
Our data suggest two distinct phases of allodynia, the first independent of, and the second dependent on, CGIC. Although CGIC lesions performed 2 weeks before CCI are complete by the time of sciatic nerve injury (Vogt et al., 2008) , subsequent development of allodynia is indistinguishable from sham-lesion controls until 14 d after CCI. These results support the hypothesis that mechanisms initiating neuropathic pain differ from mechanisms for its maintenance (Burgess et al., 2002) . Initiation is thought to be attributable to increased afferent drive (Devor, 1991) and central sensitization of spinal circuitry (Gracely et al., 1992; Coderre et al., 1993; Cervero and Laird, 1996; Campbell and Meyer, 2006; Saadé and Jabbur, 2008; Sandkühler, 2009 ), whereas maintenance may require supraspinal facilitation Campbell and Meyer, 2006; Saadé and Jabbur, 2008) .
In addition to the insula, other supraspinal sites, such as the anterior cingulate (ACC), the prefrontal cortex (PFC), and the amygdala, have been investigated for supraspinal involvement and may play a role in the emotive aspects of pain and possible modulation of chronic pain, but their relation to the two distinct phases of allodynia shown in this study have not been investigated. Although lesion studies of the ACC show an effect on acute inflammatory pain, they do not affect allodynia (Donahue et al., 2001) . However, recent evidence shows that inhibition of protein kinase M in the ACC can lead to reduction in allodynic behavior, yet unlike our CGIC lesions, this reduction is transient, lasting between 2 and 24 h (Li et al., 2010) . Other recent evidence also implicates the PFC and amygdala in allodynic behavior (de Novellis et al., 2011) , but this is again only a relatively small and transient effect. These structures may be highly associated with the emotional, decision-making, and fear, making their direct contribution to allodynia difficult to determine.
When looking at the biphasic nature of allodynia, the initial source of supraspinal facilitation may be the brainstem, because destruction of cells within the rostral ventromedial medulla or its major descending output pathway, the dorsolateral funiculus, result in a decline in neuropathic symptoms much earlier (5 d after injury) than that produced by CGIC lesions (Burgess et al., 2002) . However, it seems unlikely that rostral ventromedial medulla facilitation is responsible for prolonged allodynia measured here, because section of the dorsolateral funiculus, anterolateral columns, and spinal hemisection (Saadé et al., 2006) , as well as bilateral section of the dorsal columns (Saadé et al., 2002) , results in significant but temporary (1-3 weeks) decreases of allodynia.
Notably, the only spinal pathway consistently spared in the previous studies of transient supraspinal facilitation was the CST. (blue, pre-inactivation; red, post-inactivation) . E, Direct electrical stimulation of SI evokes late MUA in the spinal cord (blue traces); after inactivation of SI, spinal SI evoked MUA is eliminated (red traces). F, Quantification of spinal MUA from layers 4 -6 from intact rats (blue bars) and SI inhibited rats (red bars), during CGIC stimulation or sciatic stimulation. As in Figure 7 , MUA magnitude is normalized to the maximum across electrodes and conditions for a given rat and therefore can range from 0.0 and 1.0. *p Յ 0.05.
Our anatomical results suggest two paths by which the CGIC could access the CST. The first is via direct projections within the CST to the cervical division of the IBN (Torvik, 1956 ). However, the functional significance of the IBN has not been well characterized (Kemplay and Webster, 1986; Huang, 1989; Kobayashi, 1998) and no CGIC projections were found in the lumbar spinal cord. A second pathway for CGIC modulation of allodynia via the CST is through its dense intracortical projections to sensorimotor cortex, the principle origin of the CST (Miller, 1987) . The CST is one of the most effective descending modulators of the spinal cord. Supporting the importance of this pathway are the results of Balaki et al. (2003) , indicating that ablation of the sensorimotor cortex in the rat is the only other chronic cortical manipulation, outside of the discrete CGIC lesions shown here, which results in long-term attenuation of allodynic manifestations.
The effects of CGIC and SI stimulation/inactivation on lumbar dorsal horn MUA provide additional functional support for potential descending cortical modulation of spinal excitability. Stimulation of either CGIC or SI results in excitation of layers 4 -6 of the lumbar dorsal horn. The facts that (1) CGIC possesses no direct lumbar corticospinal pathway, (2) CGIC has dominant efferent output to SI, (3) CGIC-evoked responses are ϳ6 ms later than those evoked from SI, and (4) inactivation of SI completely eliminates spinal responses attributable to CGIC stimulation, suggest that spinal modulation from CGIC relays through SI and subsequently through the CST. When cortical stimulation is replaced by sciatic stimulation, both CGIC and SI continue to have a distinct influence on the late temporal component of the dorsal horn response. Inactivation of either CGIC or SI eliminates the late response in layers 4 -6 but leaves early responses intact. Our evidence suggests that the late response is cortically driven and does not represent long-latency C-fiber responses attributable to afferent input. This conclusion is based on its relatively short poststimulus latency [43 ms compared with latencies in the range of 100 -300 ms for C-fiber responses (You et al., 2009) ] and maximum amplitude in layers 4 -6 [compared with typical localization in superficial layers for C-fiber responses (Stanfa and Dickenson, 2004) ]. Additionally, we used minimum stimulus currents capable of producing reliable sciatic evoked responses in CGIC (ϳ0.4 -0.6 mA), which were below those typically used to activate C-fibers (1-4 mA) (You et al., 2008 (You et al., , 2009 Rojas-Piloni et al., 2010) .
We propose instead that the long-latency sciatic response reflects a "spinal-CGIC-SI-spinal" positive feedback loop that may contribute to maintenance of allodynia. Although all spinal electrophysiology here was conducted in non-neuropathic rats (electrophysiological differences in neuropathic rats may be masked by anesthesia), the relative poststimulus latencies we observed support the existence of this loop. The response latency for SI stimulation was 19 ms, which, at typical conduction velocities of 5 mm/ms (McComas and Wilson, 1968) , would cover the ϳ100 mm distance between SI and lumbar spine. The round trip path to and from cortex would require 38 ms, which is 5 ms shorter than the actual sciatic evoked response of 43 ms. However, given that CGIC response latencies were 25 ms (6 ms longer than SI responses) presumably attributable to intracortical delay between CGIC and SI, the proposed loop and theoretical latency calculation comes within 1 ms of the latency recorded for actual sciatic responses. It is telling that, although SI responds vigorously to sciatic stimulation and can in turn evoke MUA in the lumbar spine when electrically stimulated, its influence on the long-latency lumbar response to sciatic stimulation is entirely dependent on an intact CGIC. In this light, CGIC may be seen as not just a sufficient, but a necessary, input to SI for descending spinal activation.
Hodological, cytoarchitectural, and functional characteristics of the CGIC clearly distinguish it from RAIC, which has received attention for its role in nociceptive processing. Pharmacological manipulations of RAIC produce marked anti-nociceptive effects on acute pain (Burkey et al., 1996 (Burkey et al., , 1999 Jasmin et al., 2003) . However, although SEPs are easily recorded in CGIC, we have not successfully recorded SEPs from RAIC, even with strong electrical stimulation of the skin (1.0 -2.0 mA) (Rodgers et al., 2008, their Fig. 1) . Thus, at least in anesthetized rats, somatosensory responsiveness of the insula is dominated by CGIC. Additionally, CGIC lies ϳ4 mm caudal to RAIC, in granular cortex, and our anterograde tracing reveals little to no rostral efferent projections to agranular insular cortex. Finally, although the RAIC has been shown to modulate acute pain, there is less evidence for an influence on neuropathic pain (but see Coffeen et al., 2011 ). In contrast, our data indicate that CGIC lesions have profound effects on allodynia with no influence on normal mechanical withdrawal thresholds in uninjured rats.
CGIC may therefore represent a distinct and essential center for the forebrain maintenance of mechanical allodynia attributable to mononeuropathy. Whether CGIC also plays a more general role in the maintenance of other neuropathic pain manifestations, such as CCI-induced spontaneous pain (Nakazato-Imasato and Kurebayashi, 2009) and/or inflammatory allodynia and thermal hyperalgesia, remains to be determined, particularly because the latter may rely on distinct spinothalamic pathways (Miki, 1998) (but see Saadé et al., 2006) .
Although the presumed facilitation of allodynia by the intact CGIC demonstrated here may be maladaptive when there is damage to peripheral nerves, these results also shed light on possible functions of insular cortex in the intact nociceptive system. Indeed, recent evidence in humans suggests that a functionally and anatomically distinct region of insula, in non-neuropathic subjects, responds to the magnitude of painful stimuli as well as multisensory stimuli . However, in a pathological condition, the long-term organization of nocifensive responses places distinct sensory-discriminative demands on cortical nociceptive processing. The source and location of pain must be accurately identified and the success of protective strategies evaluated through changes in pain intensity. Our evidence that the CGIC is somatotopically organized (Benison et al., 2007; Rodgers et al., 2008) indicates an ascending conservation of function that preserves the capacity for somatic localization. Facilitation of allodynia by the CGIC would be highly adaptive, increasing the gain of sensory drive from the injured region to promote affective and sensory processing.
In response to peripheral or central damage to the nociceptive system, the CGIC may function pathologically with persistent maintenance of mechanical allodynia. Additional understanding of interactions between body representations within the CGIC may provide insights into forebrain mechanisms for the typical ipsilateral spread of allodynic responses to dermatomes adjacent to the injured nerve (secondary allodynia). However, homologous callosal projections to contralateral CGIC also introduce the intriguing possibility of a cortical contribution to mirror image allodynia. This mysterious phenomenon is produced by CCI in rats and clinical pain syndromes (Milligan et al., 2006a; Hutchinson et al., 2008) . Finally, the present findings may have clinical implications. A somatotopically organized region of the human posterior insula has been discovered recently that may be analogous to the CGIC described here (Mazzola et al., 2009 ), suggest-
