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ABSTRACT 
Fossil fuel CO2 (FFCO2) emissions are recognized as the dominant greenhouse 
gas driving climate change (Enting et. al., 1995; Conway et al., 1994; Francey et al., 
1995; Bousquet et. al., 1999). Transportation is a major component of FFCO2 emissions, 
especially in urban areas.  An improved understanding of on-road FFCO2 emission at 
high spatial resolution is essential to both carbon science and mitigation policy. Though 
considerable research has been accomplished within a few high-income portions of the 
planet such as the United States and Western Europe, little work has attempted to 
comprehensively quantify high-resolution on-road FFCO2 emissions globally. Key 
questions for such a global quantification are: (1) What are the driving factors for on-road 
FFCO2 emissions? (2) How robust are the relationships? and (3) How do on-road FFCO2 
emissions vary with urban form at fine spatial scales? 
This study used urban form/socio-economic data combined with self-reported on-
road FFCO2 emissions for a sample of global cities to estimate relationships within a 
multivariate regression framework based on an adjusted STIRPAT model. The on-road 
high-resolution (whole-city) regression FFCO2 model robustness was evaluated by 
introducing artificial error, conducting cross-validation, and assessing relationship 
sensitivity under various model specifications. Results indicated that fuel economy, 
vehicle ownership, road density and population density were statistically significant 
factors that correlate with on-road FFCO2 emissions. Of these four variables, fuel 
economy and vehicle ownership had the most robust relationships.  
A second regression model was constructed to examine the relationship between 
global on-road FFCO2 emissions and urban form factors (described by population 
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density, road density, and distance to activity centers) at sub-city spatial scales (1 km2). 
Results showed that: 1) Road density is the most significant (p<2.66e-037) predictor of 
on-road FFCO2 emissions at the 1 km2 spatial scale; 2) The correlation between 
population density and on-road FFCO2 emissions for interstates/freeways varies little by 
city type. For arterials, on-road FFCO2 emissions show a stronger relationship to 
population density in clustered cities (slope = 0.24) than dispersed cities (slope = 0.13). 
FFCO2 3) The distance to activity centers has a significant positive relationship with on-
road FFCO2 emission for the interstate and freeway toad types, but an insignificant 
relationship with the arterial road type.  
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CHAPTER 1 
INTRODUCTION 
1.1 Quantification of FFCO2 Emissions 
Quantification of the spatial and temporal characteristics of atmospheric CO2 flux 
is a difficult yet essential component of carbon cycle research. Inverse modeling has been 
widely used to estimate terrestrial net carbon uptake (Enting et. al., 1995; Conway et al., 
1994; Francey et al., 1995; Bousquet et. al., 1999). Previous inversion studies considered 
global fossil fuel CO2 (FFCO2) emissions, oceanic flux and biospheric exchange as 
“background” fluxes and utilized atmosphere transport models to estimate residual fluxes 
so that the adjusted output would best match observed CO2 within a certain spatial and 
temporal range. (Gurney, et. al, 2002; 2003; 2004). These studies typically incorporated 
background fluxes with a fixed distribution in time and space. However, further study 
revealed that the seasonal and interannual variations in fossil fuel emissions had a 
significant impact (may lead to biases nearing 50%) to the residual fluxes (Gurney, et. al., 
2005). Moreover, a recent study also indicated that were inversion studies to reflect 
existing country-scale variation in FFCO2 emissions quantification (Macknick, 2011) as 
an estimation of uncertainty, the estimated terrestrial sink may be biased by a factor of 
two (Song, 2012).  
The significance of FFCO2 emissions in carbon budget/inversion studies 
stimulates the need for precise, complete, and robust quantification of fossil fuel CO2 
emissions (Gurney et al., 2007). The history of constructing FFCO2 emission inventories 
can be traced back to 1980s, when Marland et. al. (1985) quantified national fossil fuel 
  2 
production/consumption for the purpose of understanding global climate change. Andres 
et. al (1996) and Olivier et. al. (1999) further downscaled the emissions to subnational 
scales (e.g. 1ox1o) using proxies such as population density and road density. Recently, 
carbon budget/inverse studies have been migrating to finer space/time scales, stimulated, 
in part, by remote sensing of atmospheric CO2 which can quantify column CO2 
concentration at scales less than 10 km x 10 km (GOSAT1, OCO-22). This requires 
FFCO2 emissions to also be quantified at commensurate scales.  
The important role of cities has also directed carbon study towards finer 
spatial/temporal scales. According to 2012 world bank data (World Bank, 2012), more 
than 50% of world population resides in urbanized areas. Understanding the relationship 
between fossil fuel carbon emissions and anthropogenic activities at the urban scale will 
support research in sustainability and urban metabolism, as well as provide information 
for local policies related to mitigating emissions (Gurney, et. al., 2009). 
Researchers have built a series of data products for worldwide cities (Kennedy et 
al., 2010) such as Quebec, Canada (Barla, et. al, 2011), Seoul, Korea (Lee, et. al, 2012), 
Lahore, Pakistan (Ali, et. al, 2012), major cities in India (Zhou, et. al, 2009), China (e.g. 
Wang, et. al, 2012; Sugar, et. al, 2012) and the United States (e.g. Southworth, et. al, 
2008). Multiple research topics have been addressed in these studies such as comparing 
the correlations between FFCO2 emissions and socio-economic activities, trend analysis 
                                                 
1 http://www.gosat.nies.go.jp/index_e.html 
2 http://oco.jpl.nasa.gov/ 
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based on historical data, and projecting future scenarios for GHG mitigation. However, 
few efforts have been focused on the geospatial characteristics of FFCO2 emissions, 
which inevitably confines most of existing studies to trend analysis and emissions 
categorization instead of interactive geospatial analyses and data exploration. 
Importantly, in order to utilize atmospheric CO2 measurements in a complete carbon 
monitoring system, the emission data product must be constructed with explicit space and 
time details. 
This was the motivation behind the Vulcan project (vulcan.project.asu.edu) and 
the Hestia project (hestia.project.asu.edu), an attempt to bring space/time explicit 
emissions quantification down to the sub-national scales. Hestia quantifies FFCO2 for 
whole cities to the individual building and street scale every hour (Gurney et al., 2012). 
Begun in the city of Indianapolis, this effort has been joined by the INFLUX experiment 
which is attempting to synthesize the Hestia data product with local atmospheric CO2 
concentration measurements made from ground-based and aircraft platforms (Mays et. al, 
2009; Cambaliza et. al., 2013). A similar effort has begun in the Los Angeles Basin, also 
including the Hestia approach, which will use additional measurement assets including an 
upward looking TCCON instrument, a horizontal scanning FTIR and satellite remote 
sensing measurements (Newman, et. al, 2010; Duren and Miller, 2012). Similar efforts 
have been accomplished in Salt Lake City (Patarasuk, et. al., 2012). 
1.2 Quantification of On-road FFCO2 Emissions 
On-road transportation provides mobility and accessibility for people as well as 
enables the movement of freights, which is an essential part of the economy (Owen, 
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1959). On-road often represents the largest single emitting sector for FFCO2 in urban 
areas and accounts for 18% of the total FFCO2 emissions worldwide (IEA, 2017). In US, 
based on the Vulcan data product, the average percentage of on-road FFCO2 emission is 
43% for major metropolitan areas (Gurney et. al., 2009). This makes on-road FFCO2 
emission one of the top priorities for greenhouse gas mitigation in the urban domain. 
According to Intergovernmental Panel on Climate Change (IPCC, 2006), on-road 
FFCO2 emission can be estimated from either fuel consumption or vehicle activities. The 
fuel consumption is calculated based on the amount and type of fuel combusted (often 
represented with fuel sales data) and its carbon content. These data are usually reported in 
national reports such as the publications from International Energy Agency (IEA) and 
United Nations (UN). The vehicle activity method is based on vehicle distance travelled 
and emission factors. The former is normally obtained from automatic or manual traffic 
recorders, the latter was tested under different routines in laboratories.  
The current methodology followed to disaggregate on-road FFCO2 emissions to 
sub-national spatial scales can be summarized as either “top-down” or “bottom-up” 
approaches.  
The top-down method uses local proxies to disaggregate on-road FFCO2 emission 
data calculated from regional or national fuel consumption statistics. This method 
assumes that the amount of fuel sold in a given geography is equal to the amount of fuel 
consumed in that geography. Another assumption is that the proxies used to spatially 
distribute the fuel sales data are sufficiently accurate to distribute to spatial units smaller 
than the scale represented by the fuel sales data (Singer and Harley, 1996; Pokharel et al., 
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2002; McDonald et al., 2012). For example, Brondfield et. al. (2012) developed a model 
that used impervious surface area (ISA) and volume-weighted road density to estimate 
on-road FFCO2 emissions for eastern Massachusetts on a 1 km2 grid. They used linear 
regression to model the relationship between these scaling factors and emissions 
estimates generated at the scale of traffic analysis zones (TAZ) delineated by the regional 
Metropolitan Planning Organization. They also modeled emissions estimates from the 
Vulcan Product, and found that both TAZ and Vulcan emissions could be well 
represented by ISA and volume-weighted road density. By incorporating locally sourced 
data, Brondfield et al. were able to construct a high resolution on-road FFCO2 emission 
inventory that avoided using coarser spatial proxies, but their estimates were still limited 
by the spatial and temporal extent of both source and proxy data.  
Another example of the top-down approach is provided by the Emission Database 
for Global Atmosphere Research (EDGAR), developed by the European Commission 
JRC Joint Research Centre and the Netherlands Environmental Assessment Agency 
(Olivier, et. al., 2016). In EDGAR, fuel consumption reported by the International Energy 
Agency (IEA) and British petroleum (BP) were disaggregated and allocated into 0.1-
degree grid cells using local spatial proxies, including the location of energy and 
manufacturing facilities, road networks, shipping routes, human and animal population 
density and agricultural land use (Janssens-Maenhout, et. al., 2017). For the on-road 
sector of EDGAR, the spatial proxy used to allocate emissions was road density. Gately, 
et. al., (2013) criticized the EDGAR results as lacking local traffic data specific to road 
type and regional geography. Using road density as a spatial proxy to allocate on-road 
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FFCO2 may result in an over-estimation in rural areas and an under-estimation in urban 
areas.  
The “bottom-up” method, by contrast, focuses on direct calculation of on-road 
FFCO2 emissions based on traffic activity data. Gately, et. al., (2015) developed the 
Database of Road Transportation Emissions (DARTE) with 1 km2 spatial resolution for 
US on-road FFCO2 emissions. DARTE estimated FFCO2 emissions using emission 
factors from the Environmental Protection Agency (EPA) and Vehicle Miles Traveled 
(VMT) data for US highway and federal roads. An earlier effort by Gurney, et. al., 
(2009), built the Vulcan inventory to quantify FFCO2 emissions at 10 km spatial 
resolution for the US. The Vulcan on-road sector took a pseudo bottom-up method of 
using road network density to disaggregate the EPA on-road emission model estimates 
(National Mobile Inventory Model, USEPA, 2005) at the county scale, which was partly 
calculated from the traffic activity data submitted by states and counties, and partly based 
on disaggregating national on-road emissions to the county scale by the corresponding 
population proportions (Gurney, et. al., 2009).    
At the scale of individual cities, the Hestia project, produced by the same group of 
researchers (Gurney, et. al., 2012), generates on-road FFCO2 emissions at the road link 
spatial scale and hourly temporal scale, using extensive local traffic intensity (traffic 
activity over a certain unit of road length) data to disaggregate the county-scale NEIv1 
FFCO2 emissions from the USEPA (USEPA, 2012). 
Although the final results may not differ much by top-down and bottom-up 
methods according to one study (less than 5% according to Kennedy et. al., 2010), these 
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methods have distinct differences in application and uncertainty. The top-down method is 
fast and comprehensive at the national scale, but less suitable for urban studies because 
the location mismatch between the fuel sales and fuel combustion is more significant at 
the finer spatial scales. The bottom-up method, by contrast, has enough spatial details but 
is more labor intensive and requires large amounts of local data. This often poses 
challenges for the construction of local on-road FFCO2 emission inventories. 
1.3 Challenges to Quantifying Urban on-road FFCO2 Emissions with Local Data 
 The bottom-up quantification of on-road FFCO2 emission faces the following 
challenges:  
1) Data Scarcity 
Space/time explicit on-road transportation FFCO2 emissions data products at 
the urban scale require local data, such as fuel sales, vehicle miles travelled 
(VMT), fleet composition, emission factors, real-time traffic data, and a road 
network map. Such geospatial data is not universally available for major 
metropolitan areas globally.  
2) Data Inconsistency 
Due to the fact that different local government agencies have different 
collection, storage and modeling methods (Kennedy, 2010), discrepancies or 
redundancies may occur. For example, local metropolitan planning 
organizations may have different road type definitions compared to 
state/county governments; traffic count data may utilize different formats 
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across government agencies; and local road network maps may not be 
consistent with regional or national census maps.  
3) Data Latency 
Local governments usually publish their data after a long period of 
verification, quality assessment and quality control processes. This data 
publication latency can be up to several years. To serve the needs of providing 
constraints for inverse studies based on in-situ real time measurements and 
assisting local policy making in reducing near-term future GHG emissions, 
short term trend analysis based on historical data is necessary to project the 
latest on-road emissions. 
In order to generalize the process of constructing transportation emission products 
and expand on-road space/time explicit GHG emissions to the global scale, alternative 
datasets are needed that are easily accessible, available outside the U.S. and correlate 
with urban on-road CO2 emissions. 
1.4 Socio-economic and Urban Form Factors  
Socio-economic factors represent an alternative means to estimate spatially-
resolved urban on-road FFCO2 emission inventories at the global scale.  Previous studies 
had investigated and identified correlations between certain socio-economic factors and 
transportation energy use. Lu, et. al., (2007) reported that economic growth and vehicle 
ownership were the most important factors responsible for the increase of highway 
vehicle FFCO2 emissions in Germany, Japan, South Korea and Taiwan during 1990–
2002. Timilsina and Shrestha (2009) found that per capita GDP, population growth and 
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transportation energy intensity were the major driving factors for the growth of 
transportation carbon emissions in selected Asian countries during 1980-2005. 
Lakshmanan and Han (1997) identified the growth for travel demand, population and 
GDP were the three most important factors related to transportation energy use and 
FFCO2 emissions during 1970-1991 in the US. Wang, et. al., (2011) found the growth of 
per capita GDP and energy consumption intensity were primarily responsible for the 
growth of FFCO2 emissions in the transportation sector over the period of 1985-2009 in 
China.  
Another dataset for constructing urban on-road FFCO2 emission inventories is 
urban form. Urban form is a concept used in various fields of study. Generally speaking, 
it refers to the physical layout of urbanized areas within the demographic, socio-
economic and geographical contexts. Studies about connections between urban form and 
energy consumption have a long history and a wide scope.  
For example, Newman and Kenworthy (1989) found an inverse relationship 
between gasoline consumption and population density. Their work has been criticized for 
not controlling for socio-economic factors (Gordon et. al., 1989); being bivariate rather 
than multivariate (Dujardin et. al. 2012); and ignoring the difference between countries 
(Perumal and Timmons, 2015).  
Wang, et.al. (2014) analyzed the urbanization and on-road FFCO2 emission data 
in Beijing from 2000 to 2009, they found that decentralization of Beijing over 10 years 
has a strong impact on on-road FFCO2 emission due to the increasing commute distances 
and shifting travel mode to private cars instead of public transit.  
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Yi, et.al. (2017) investigated the impact of residential density on carbon emissions 
for 108 Chinese cities and found that for each 10% increase in residential density, the 
compact eastern cities in China show more on-road FFCO2 emission reduction 
(2.15~5.03%) compared to less compact cities in central (1.08~2.84%) and western 
(1.81~3.28%) China. 
Other studies suggest that compact cities may not be necessarily energy efficient. 
For instance, compact cities can induce traffic congestion, which inevitably causes 
externalities including noise pollution, respirational medical issues and the increase of 
traffic fatalities (Cox, 2000; Wheaton, 1998). Holden et. al. (2005) also argued that 
compact cities may not necessarily reduce VMT because lack of access to private yards 
or gardens associated with single-family homes has induced the demand for leisure 
traveling; moreover, due to the advancement of technology, the energy consumption 
difference between single detached family and multi-family apartments are no longer 
significant. Melia et. Al., (2012) examined the elasticity, which refers to the proportional 
change of one variable in response to the proportional change of another variable, 
between population density and VMT, and concluded that urban intensification merely 
shifts the balance between global and local environmental impacts from transportation. 
Interactions between population and vehicle use is still quite inelastic, meaning the global 
benefit of reduced per capita emission is at the cost of increasing the total emission to the 
local environment. 
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There are various quantitative factors to describe urban form, such as population 
density, job-housing balance3, household income, and the spatial characteristics of the 
infrastructure. Many studies have supported the relationship between these urban form 
factors and transportation FFCO2 emissions. For example, Barla, et. al. (2011) utilized 
survey data to explore the impacts of individual/household socio-economic 
characteristics on transportation greenhouse gas emissions. They found strong 
relationships (statistically significant with p < 0.01) between the transportation GHG 
emissions and population age, gender, income and neighborhood. They also pointed out 
that people living in the city periphery produce more emissions than people living in the 
urban center. Glaeser and Kahn (2010) found that there are fewer on-road carbon 
emissions in areas with more restrictive land use regulations. They concluded that in 
addition to population and income, the spatial distribution of population is also an 
important determining factor in CO2 emissions. Finally, Shu et. al. (2011) disaggregated 
on-road emissions from the parish level to a 1km2 grid scale based on a multiple linear 
regression model. Their results indicated that on-road emissions have significant 
relationships to population density and road density. Compared to bottom-up, activity-
based transportation data from individual local government agencies, many on-road 
FFCO2 emissions datasets derived from relationship to urban form factors have greater 
spatial/temporal coverage, better consistency and easier accessibility. However, barriers 
remain at the global scale regarding uniformity, availability and scarcity.   
                                                 
3Job-housing balance refers to the equivalence of employment opportunities and workforce population 
across a geographical area 
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1.5 Urban Form and Remote Sensing 
Satellite remote sensing offers potential to overcome some of the challenges 
associated with the use of urban form in estimating global on-road FFCO2 emissions. 
Although ground transportation details are not directly measured from satellite images, 
remote sensing can measure the land surface patterns/changes resulting from socio-
economic activities, which are often closely related to transportation. For example, 
satellite remote sensing images have been widely used in estimating population density 
(Lo, 1995; Yuan et. al. 1997; Yu et. al. 2010; Qiu et. al. 2010) and monitoring urban 
growth (Bhatta, et. al., 2010; Aljoufie et. al. 2013; Zhang et. al. 2006; Nghiem et. al., 
2013). LiDAR can accurately measure building heights and recent studies that included 
LiDAR data to estimate building/population density, greatly improved the local 
estimation accuracy (Yu et al., 2010; Qiu et al., 2010).  
For monitoring urban growth, many efforts have been focused on quantifying 
urban spatial metrics. Aljoufie et. al. (2013) quantified the relationship between urban 
growth and transportation in the city of Jeddah, Saudi Arabia by analyzing spatial metrics 
such as the land use change index, the population/road density index, and the annual 
urban area expansion index. These metrics can be tracked and quantified by remote 
sensing. Zhang et. al. (2006) examined the transportation-related energy consumption by 
quantifying urban form indicators (such as population density, compactness, travel mode 
index and probability of travel distance) with Landsat remote sensing data. Nghiem et. al. 
(2013) obtained and processed the digital surface model data to characterize the spatial 
pattern of urban areas at the 1km2 grid scale. Their results illustrated the capability of 
remote sensing to detect the annual urban growth rate at very high spatial resolution. 
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Impervious surface area (ISA) is a type of land cover data derivable from remote 
sensing. Brondfield et. al. (2012) studied the relationship between ISA and on-road CO2 
emissions. They developed a cubic regression model with on-road emission as the 
dependent variable and ISA/road density as independent variables. Their model was 
compared with the national Vulcan inventory (Gurney, et. al., 2009) and locally 
generated Traffic Analysis Zone (TAZ) inventory. They found that the combination of 
ISA and traffic-volume-weighted road density can capture the on-road CO2 distribution 
to a decent extent with R2=0.63 in comparison with both existing inventories.  
To sum up, quantification of on-road transportation CO2 emissions in cities has 
been approached from a number of different methodological avenues. The bottom-up 
high-resolution effort (Gurney, et. al., 2012) has taken a labor-intensive bottom-up 
approach which, while providing a high-level of detail and consistency, is not easily 
applied to cities across the globe. Urban form factor research has generated the 
theoretical relationships between urban form and on-road emissions but the urban form 
data still has limitations in accessibility at the global scale. Remote sensing has been 
utilized to quantify urban form factors but few studies have linked this effort to 
transportation emissions. However, these three approaches have not been fully integrated 
to offer a method by which on-road transportation CO2 emissions can be quantified in 
urban areas across the globe. 
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1.6 Hypothesis and Research Questions  
The general hypothesis of this study is: 
Common urban form/socio-economic explanatory factors can robustly explain 
whole- and sub-city on-road transportation CO2 emissions in urban areas across the 
globe.  
The components of this central hypothesis aim at the following research 
questions:  
1. What are the globally common socio-economic driving factors for whole-city 
urban on-road FFCO2 emissions?  
2. How do urban on-road FFCO2 emissions vary with urban form at sub-city scales?  
3. How robust are these relationships? 
1.7 Significance of the Study 
This research will enhance the understanding of the relationships between urban 
form factors derived from remote sensing, socio-economic factors, and transportation 
FFCO2 emissions in global cities. The outcome of the study provides a potential data 
source for scientists in the field of carbon studies to quantify carbon footprints in urban 
areas where alternative methods prove too costly or not possible due to local data 
constraints. 
The organization of this dissertation is as follows: chapter 1 introduced previous 
research and the necessity of constructing on-road FFCO2 emission inventories. Chapter 
2 describes the construction and use of a US 1 km2 on-road FFCO2 emission data 
product. Chapter 3 examines the relationship between on-road FFCO2 emission and 
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urban form/socio-economic factors for global cities. Chapter 4 examines the relationship 
between on-road FFCO2 emissions and urban form factors at the 1 km2 spatial scale. 
Chapter 5 concludes the dissertation. 
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CHAPTER 2 
 US 1 KM2 ON-ROAD FFCO2 EMISSIONS DATA PRODUCT 
2.1 Introduction 
This chapter describes the development of a US on-road FFCO2 emission data 
product at the 1 km2 spatial scale. The first purpose of this data product is to evaluate the 
outcome of a city-scale, global, on-road FFCO2 emissions predictive model, to be 
introduced in Chapter 3. The second purpose is to use this data product as the input for a 
regression model of on-road FFCO2 emissions at the 1 km2 spatial scale, which is 
described in Chapter 4. 
2.2 Data and Methods 
2.2.1 study area 
The study area for the construction of a US high-resolution on-road FFCO2 emissions 
data product is urbanized US counties. This study defines urban areas based on the 
population criteria determined by the US Census Bureau which identifies an urban area 
as a continuously built-up area with a population of 50,000 or more (USCB, 2010). The 
spatial resolution of the US Census Bureau urban area is the US county, large enough to 
perform 1 km2 spatial analyses (see sector 2.3.2). Based on the 2010 definition by the US 
Census Bureau, there are 968 urban counties with a total of 266.37 million people 
covering 4.44 million km2 area (Figure 2-1) (USCB, 2010). 
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Figure 2-1 968 US Counties and Their Population Included in This Study 
2.2.2 General Methodology  
The general approach taken to construct a high-resolution on-road FFCO2 
emissions data product for the US is described in Figure 2-2. It is, fundamentally, an 
activity-based approach in which VMT is combined with a FFCO2 emissions factor to 
estimate emissions at an aggregate (county) spatial scale. Then, further disaggregation to 
individual road segments is performed with a combination of a road base map and traffic 
density.  
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Figure 2-2 Flowchart Depicting the Key Elements in the Construction of the High-
resolution On-road FFCO2 Emissions Data Product in this Study 
 
2.2.3 bottom-up on-road emissions in US urban areas  
The portion of the approach shown in Figure 2-2 that combines VMT with a 
FFCO2 emissions factor (upper left) is performed by the USEPA during the generation of 
the National Emissions Inventory (NEI) and those results are utilized in this study for 
spatialization onto US roads. What follows is a description of the on-road NEI process 
including a description of the core model used by the EPA to generate on-road FFCO2 
emissions. 
The USEPA publishes the NEI every three years with comprehensive estimates of 
air emissions including both criteria air pollutants (harmful local pollutants associated 
with the National Ambient Air Quality Standards) and hazardous air pollutants (air toxics 
that may cause serious health effects, associated with EPA’s Air Toxics Program) 
(USEPA, 2011). The NEI also includes greenhouse gas emissions for the mobile and 
wildfire sectors. All of NEIv1 2011 on-road FFCO2 emissions were calculated by the 
  19 
EPA with the Motor Vehicle Emission Simulator (MOVES2010b) except in California 
and Texas (USEPA, 2011). 
MOVES is a modeling software developed by the EPA to estimate both local 
criteria air pollutants and greenhouse gas emissions from on-road mobile sources such as 
passenger cars, motorcycles, minivans, sport-utility vehicles, light duty trucks, heavy-
duty trucks, and buses (USEPA, 2011). The MOVES algorithm consists of multiple 
equations and data sources, which can be referenced from the EPA website 
(https://www.epa.gov/moves/moves-algorithms). MOVES input parameters include VMT 
fractions, average vehicle speed, average ambient temperature, vehicle age, fuel 
properties (diesel, gasoline, and natural gas), road type and information about local 
Inspection/Maintenance (I/M) program, which was enforced by the 1990 Clean Air Act 
law and carried out by EPA to help improve air quality by identifying cars and truck with 
high emissions and need repairs (USEPA, 2006). EPA requires each state to submit these 
county-specific data into the county database as the input parameters for the MOVES 
model. This data submission process is conducted yearly. There were a total of 1363 
counties that submitted their local data to the county database (Figure 2-3). California 
didn’t submit county specific data. Instead, the California Air Resources Board (CARB) 
submitted the estimated emission results based on the Emission FACtors (EMFAC) 
model, which is another EPA approved emission model (CARB, 2011). Texas also 
submitted their own emission inventory instead of submitting local data as required by 
the format of MOVES county database (USEPA, 2011). 
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Figure 2-3 Spatial Coverage of Counties who Submitted Data (in Dark Blue) for On-road 
Sector in NEI 2011 
 
For counties that did not submit local data to the national county database (as 
represented in light blue in Figure 2-3), the EPA utilized nationwide averages for some of 
the input data fields including vehicle age (based on state vehicle registration data), 
average vehicle speed (based on the state-submitted data to Federal Highway 
Administration), road type and I/M programs. Average ambient temperature and 
humidity were derived from the simulation results of the Weather Research and 
Forecasting Model (WRF) for the entire year of 2011. The county-specific fuel property 
data, including fuel type, fuel density, sulfur level, cetane number, and aromatic content 
(USEPA, 2010, table 2.3.3.4.2), were derived from the EPA estimates for each county 
based on purchased fuel survey data, proprietary fuel refinery information and known 
federal and local regulatory constraints. The proprietary refinery certification data were 
compiled on a regional basis based on pipeline delivery areas. The fuel properties in each 
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county within a region were further adjusted according to the local regulatory constraints 
and fuel sales data.  
VMT data used in the MOVES model were estimated from the latest Highway 
Performance Monitoring System (HPMS) traffic data and Federal Highway 
Administration (FHWA) highway statistics by the EPA. HPMS monitors the traffic count 
in annual average daily traffic (AADT) format at the road link level. Each road link is 
coded with a linear referencing system which contains information such as the name of 
the state and county, road type code, starting/ending point location, road length and 
AADT traffic data. The spatial coverage of the HPMS database is nearly complete for 
interstates, freeways and principle arterials. This enabled EPA to calculate county-
specific VMT (by multiplying the traffic count data and road length) for these three major 
road types. VMT on lesser roads (including minor arterials, collectors and local roads) 
were downscaled from FHWA state-scale VMT reports by the county population 
proportion of the state population. 
 
The final MOVES result produces FFCO2 emissions at the county scale 
disaggregated by road type, vehicle type and fuel type. However, due to the lack of 
vehicle type and fuel type data at the road link level, this study will focus on the spatial 
allocation by road type only. 
2.2.4 disaggregation of EPA estimates into 1 km2 grid cells 
The HPMS road base map and AADT data are further used to disaggregate the 
EPA-produced county on-road FFCO2. The HPMS base map and AADT data has near 
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complete spatial coverage on major roads (including interstate, freeway and expressways, 
principle arterials) in the United States. To assess the spatial coverage and geographical 
accuracy of the HPMS road base map, it was compared to the Topologically Integrated 
Geographic Encoding and Referencing database (referred to as “TIGER/Line®” for the 
rest of the document) developed by US Census Bureau. There are 342051 road segments 
with total length of 1799439.8 km for TIGER/Line® primary/secondary roads, and 
3075289 road segments with total length of 1771314.6 km for the HPMS roads.  
An overlay analysis was performed to check the HPMS road base map spatial 
coverage with a tolerance of 30 meters (meaning that when two road segments were 
within 30 meters of each other, they were considered overlapping). Results showed that 
311711 (91.1%) TIGER/Line® road segments, or 1750495.6 km (97.2%) of 
TIGER/Line® road length were included in the HPMS road map (see Figure 2-4-b). On 
the other hand, 2220478 (72.2%) HPMS road segments, or 1193757.6 km (67.4%) of 
HPMS road base map road length were included in the TIGER/Line® primary/secondary 
road map (see Figure 2-4-a). This overlapping analysis indicates that compared to the 
TIGER/Line® primary/secondary roads, HPMS not only has a good spatial coverage, but 
also has more detail. Table 2-1 summarizes the statistical differences between the HPMS 
and TIGER/Line® road maps.  
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Table 2-1 Statistical Difference Between HPMS and TIGER Primary/Secondary Road 
Types for Year 2011 
 HPMS TIGER/Line® 
Primary/secondary roads 
Total number of road segments 3075289 342051 
Overlapped road segments 2220478 311711 
Overlapped road segments percentage 72.2% 91.1% 
Total road lengths (km) 1771314.6 1799439.8 
Overlapped road lengths (km) 1193757.6 1750495.6 
Overlapped Road lengths percentage 67.4% 97.2% 
 
 
Figure 2-4 Overlay of HPMS Roads and TIGER Primary/Secondary Roads 
This study did not include local roads because 1) local VMT is a relatively small 
(13.2%) portion of total VMT on all road types according to the highway statistics 
published by the FHWA (FHWA, 2012) and 2) not all local roads have traffic data 
available in the HPMS base map, and 3) including detailed local roads will cause heavy 
computation burdens for spatial analyses. 
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The HPMS AADT data are collected following the FHWA guidelines (FHWA, 
2016). The guidelines require states to have a minimum 3-year counting cycle on 
interstates and principle arterials and a minimum 6-year counting cycle on local 
collectors and connectors. The counting efforts consist a few continuous counting stations 
at key designated locations, and many short-term counting devices (with a minimum 
duration of 48-hours) on primary roads. These traffic count data are first summarized into 
monthly average daily traffic counts, and then further summarized into AADT data.  
The AADT data is used to generate VMT estimates by multiplying the AADT 
data and the length of the corresponding road segments associated with the monitored 
data (Kumapley and Fricker, 2007). There has been no comprehensive uncertainty 
reported by the FHWA. The FHWA has recognized the difficulties during data collection 
and stated that the efforts of improving data quality are “on the way” (Appendix A in 
National Highway Statistics, FHWA, 2011) 
The on-road FFCO2 emissions for each county, estimated in the NEI results 
(using the MOVES model), were allocated by the VMT proportion out of total county 
VMT on each road segment for each road type. For a specific county, this can be 
expressed as: 
𝐸𝐸𝑖𝑖 = 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑦𝑦𝑦𝑦𝑦𝑦∑ (𝐶𝐶𝑖𝑖∗𝐿𝐿𝑖𝑖)𝑛𝑛𝑖𝑖=1 ∗ (𝐶𝐶𝑖𝑖 ∗ 𝐿𝐿𝑖𝑖)     (2-1) 
Where C is the traffic count, L is the road segment length, and E is fossil fuel on-
road CO2 emissions. The i index increments through the n road segments for which there 
is AADT data. 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 is the county-total NEI on-road FFCO2 emissions for a given 
road type. 
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Since the HPMS does not have detailed spatial representation for lesser road types 
such as collectors and local roads, this study allocates the emissions on these lesser road 
types (from the NEI output) to the next larger road class based on the spatial coverage of 
existing HPMS road types for each county (e.g. emissions on local road were allocated to 
collectors; emission on collectors were allocated to minor arterials). This allocation will 
not affect the total amount of on-road FFCO2 emission at the county scale but might 
cause potential biases for rural or suburban areas where local roads are the major road 
type. 
2.3 Results and Discussion 
The final US on-road FFCO2 emissions data product for the 968 urban counties 
contains 1.45x106 road segments with a total of 5.73x108 km of road length and 
1.77E+10 Annual Average Daily Traffic (number of vehicle counts). The total 2011 on-
road FFCO2 emission is 2.11x108 metric tons of carbon for 968 US counties. Figure 2-5 
and Table 2-2 present the spatial distribution and a statistical summary of this data 
product. 
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Figure 2-5 On-road FFCO2 Emission Data Product for 968 US Counties for Year 2011 
Table 2-2 Statistical Summary of Grid Cells from the 1 km2 On-road FFCO2 Emission 
Data Product Produced in this Study for Year 2011 
 Minimum Median Maximum Sum 
On-road FFCO2 emissions 
(metric tons of carbon) 
1.91x10-6 5.87x101 3.06x105 2.11x108 
Road Segment Lengths (km) 2.42x10-3 1.78x102 5.90x105 5.73x108 
Annual Average Daily Traffic 
(number of vehicle counts) 
1 8.35x103 3.49x105 1.77x1010 
 
To assess the 1 km2 on-road FFCO2 emissions estimates generated in this study, 
results were compared to the on-road FFCO2 emissions from the Hestia Project (Gurney, 
et. al., 2012; Patarasuk et. al., 2012) for Indianapolis, Indiana and Salt Lake County, 
Utah. (The Database of Road Transportation Emissions (DARTE) was published by 
Gately et. al. in 2015. It was not available at the time this dissertation was drafted.) The 
same grids used in the Hestia Project are used here to ensure direct comparison. The total 
county-scale emissions estimated by Hestia and estimated here were identical since both 
used NEI 2011 as the data source. The spatial differences, however, were expected to be 
driven by the use of a different road map and different means to spatially distribute the 
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county emissions. For the Hestia-Indianapolis result, the road base map and traffic data 
were retrieved from the local Metropolitan Planning Organization (Gurney, et. al., 2012). 
For the Hestia-Salt Lake County results, the traffic data were from the HPMS, but the 
road network base map used was the 2009 TIGER/Line® (Patarasuk et. al., 2012). Table 
2-3 lists the road segments and road lengths for both counties for the Hestia cities and the 
results from this study. The Hestia-Salt Lake total road length was higher than found here 
due to the TIGER/Line® road network having a much more detailed set of local roads 
compared to the HPMS road base map. The Hestia Salt Lake result distributes FFCO2 
emissions evenly over local roads with no spatial variation (Patarasuk et. al., 2012). This 
study moved the local on-road FFCO2 emission to next larger road class (e.g. major 
collectors or minor arterials), assuming the local traffic will eventually merge into higher 
road types and contribute emissions to proximal locations. Given the large number of 
local road segments (but with a small percentage of total emissions) this accounts for the 
large differences in total road segment counts in both cities.   
 
Table 2-3 Comparison of Total Road Segment Counts and Lengths between Hestia and 
this Study 
 Hestia This study 
Marion 
County, IN 
Total number of segments 12311 4402 
Total Segment length (km) 1967.72 2100.14 
Salt Lake 
County, UT 
Total number of segments 55784 1632 
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Figure 2-6  Road Base Maps for Hestia and this Study 
 (a: Marion county base map for Hestia, b: Marion county base map for this study, c: Salt 
Lake County base map for Hestia, d: Salt Lake City base map for this study) 
 
Table 2-4 Comparison of the Hestia Project and this study for 1 km2 On-road FFCO2 
Emissions and Road Length 
 Marion County, IN Salt Lake County, UT 
On-road FFCO2 
emission (metric 










Hestia Min 0.93 0.01 0.14 0.005 
Median 337.80 1.89 1066.92 9.20 
Mean 1653.20 2.11 1497.37 10.00 
Max 49527.68 12.94 44151.33 974.98 
This study Min 5.51 0.009 0.001 0.003 
Median 1195.26 1.85 756.65 1.42 
Mean 1682.33 2.05 1506.87 1.66 
Max 9251.85 12.33 180219.44 7.83 
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Figure 2-7 Histogram of on-road FFCO2 emission for Marion County 
 (Top: Data product in this study; Bottom: Hestia result) 
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Figure 2-8 Histogram of on-road FFCO2 emission for Salt Lake County 
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Figure 2-9 Comparison between 1 km2 Hestia on-road FFCO2 emissions and those 
estimated in this study for the city of Indianapolis 
 (Top: original value; Bottom: original excluding outliers) 
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Figure 2-10 Comparison between 1 km2 Hestia on-road FFCO2 emissions and those 
estimated in this study for Salt Lake County, Utah. 
 (Top: original value; Bottom: original excluding outliers) 
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Figure 2-11 On-road FFCO2 difference between data product and Hestia result 
 (Data product minus Hestia; Top: Marion County; Bottom: Salt Lake County) 
 
  34 
There was a 6.3% difference in the total road length (Table 2-3 and Figure 2-6) in 
Marion County. The distribution of road segment lengths had approximately the same 
median and mean as found here. However, the spatial distribution of on-road FFCO2 
emission at the 1 km2 scale was different (Figure 2-9). The largest emissions value in the 
Hestia emissions results was 49527 tC, which was approximately 5 times the largest 
value found here (9252 tC). The median FFCO2 emissions in the Hestia emissions data 
product (338 tC) was almost 4 times smaller than found here (1195 tC); indicating most 
of the Hestia 1 km2 grid cells had fewer emissions than this study (Table 2-4, Figure 2-7 
and Figure 2-9). Scatterplots of Hestia and this study showed that a few extreme values 
were far away from the regression line, which had an R2 of 0.28. But if these outliers 
were excluded, R2 increased to 0.48 (Figure 2-9). In both studies, on-road FFCO2 
emissions were distributed by VMT (estimated as the product of road length and traffic 
counts). This indicated that, while controlling for road length (Hestia and this study had 
about same total road length, see table 2-4), there must be a significant difference in the 
traffic count data between Hestia and this study for Marion County in 2011. 
For Salt Lake County, the Hestia road base map had 33 times the total road 
segment counts and 5 times the total road length compared to this study. The on-road 
FFCO2 emission at the 1 km2 scale had a median value of 1066 tC for Hestia, and 756 tC 
for this study. This indicated that most of Hestia grid cells had larger emissions. 
However, the maximum emission for Hestia (44151 tC) was much smaller than found 
here (180219 tC) (Table 2-4, Figure 2-8 and Figure 2-10). The scatterplot indicated that a 
few extreme emission values had a significant impact to the correlation between Hestia 
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and this study. The R2 value for the regression line was 0.02. With these outliers 
excluded, R2 increased to 0.92 (Figure 2-10). 
The HPMS road classification used in Hestia used 12 road types with 6 urban and 
6 rural types. The FHWA updated the definitions of HPMS road functional classes in the 
year 2010. (FHWA, 2014) A major change was the consolidation of urban and rural 
boundaries. In reality, there is not a physical boundary that delineates urban and rural. 
Traffic counts were not likely to suddenly change over such a conceptual boundary. 
Thus, the 12 road types were consolidated into 7 road types without the urban/rural 
distinction (FHWA, 2014). The Hestia Marion county on-road result was built before the 
road type revision. The old road type classifications could result in a sudden decrease or 
increase in on-road FFCO2 emission near the urban/rural boundaries according to Hestia 
methodology, with which the on-road FFCO2 emissions were separately allocated to 
urban and rural road segments. This was not a significant problem for Marion County 
since most roads were classified as urban. However, this could become a problem for a 
larger scale FFCO2 inventories that consists of both urban and rural areas.   
This comparison illustrates the potential bias that could be caused by different 
road type classifications. More study is required to assess and quantify the impacts of 
base map choices and traffic data utilization during the construction of high-resolution 
on-road FFCO2 emission inventories. Due to the fact that there are not many independent 
datasets available for comparison, the validity of this data product is still questionable 
and may be a major caveat to all results that rely on it.  
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CHAPTER 3 
 WHOLE CITY ON-ROAD FFCO2 EMISSIONS ANALYSIS 
3.1 Literature Review 
3.1.1 urban form factors 
Urban form refers to the physical layout of a city and can be characterized by 
variables such as population distribution, job-housing balance, road network and many 
other spatial metrics that measure the geometric characteristics of urban infrastructure.  
Urban form is both the result of and driving factor for human activities (Alberti et. al. 
2003; Frank and Engelke, 2011). Understanding the relationship between urban form and 
FFCO2 emissions is critical to achieve mitigation goals. There has been a wide range of 
studies examining the influence of urban form on the environment. Bento et. al. (2003) 
studied the impact of urban form on travel demand in 117 US cities. Four aspects of 
urban form were utilized in their study, including the distance to the Central Business 
District (CBD), job-housing balance, city shape (defined as the ratio of the minor to 
major axis of the bounding ellipse for the urban area), and road density (defined as the 
ratio of total road length to the urban area). Results showed that although VMT was not 
specifically correlated to each individual urban form factor, if several urban form factors 
were changed simultaneously, the annual VMT was significantly reduced. Holden and 
Norland (2005) found that although an increase in overall population density might 
reduce VMT, a decentralized concentration further reduced VMT by decreasing the 
leisure travel demand. Clark (2013) studied the relationship between metropolitan density 
and carbon emissions for 57 urban areas in the United States and found that the increase 
  37 
in population density had a moderate effect on reducing transportation carbon emissions. 
Shu et. al. (2011) disaggregated on-road emissions from the parish to the 1 km2 grid scale 
based on a multiple linear regression model. Their results indicated that on-road 
emissions have a strong relationship to population density and road density. Hankey, et. 
al. (2010) developed a Monte Carlo approach to explore how urban form impacts GHG 
emissions from passenger vehicles. He found that population density (defined as the 
number of people along an urban transect) has remained stable for the past 50 years. This 
implies that urban sprawl increases in direct relationship to population growth. If urban 
growth patterns do not change and maintain constant linear growth of population density 
for the next 20 years, the transportation GHG emissions mitigated by technology and fuel 
efficiency advances will be offset by increases in VMT driven by the growing areal 
extent of urbanization.  
As mentioned previously, the focus of this dissertation is on urban form factors 
that can be derived from remote sensing and GIS data products at the global scale. 
Therefore, the detailed local urban form factors, such as job-housing balance or public 
transit supply, are not included here. Instead, this research aims to explore the 
relationship between on-road FFCO2 emission and globally-available urban form factors 
including population density, population centrality, and road network characteristics. All 
these urban form factors can be quantified through spatial analyses based on global 
spatial data (see details on 3.3). Each of these urban form factors are reviewed 
individually in the following 3 sub-sections. 
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3.1.1.1 population density 
Although different empirical studies (list of studies were reviewed in 1.4) yielded 
different conclusions, a major consensus is that population density is negatively related to 
fuel consumption. However, the strength of this relationship is modest to zero (Barla et 
al., 2011; Karathodorou et al., 2010; Lee et al., 2014). One reason for the weak 
relationship may be due to the use of a common definition of population density - 
population divided by area. Lee and Lee (2014) argued that this approach averages the 
population within a given metropolitan area, rather than giving a more detailed 
representation of the towns and cities within. Lee and Lee (2014) used the population-
weighted density in their analysis. Compared to the common definition of population 
density, population-weighted density reflects local variations of population density. Lee 
and Lee (2014) found a more elastic impact of population-weighted density on per capita 
on-road FFCO2 emission with an elasticity of -0.478. Using the conventional definition 
of population density, these researchers reported the elasticity as -0.224 suggesting that a 
1% increase in population density is accompanied by a 0.22% reduction for per capita 
FFCO2 emissions.  
A second reason population density was found to be inelastic, according to 
Karathodorou et al. (2010), may be due to the conflicting impacts on per capita 
emissions. They speculated that a highly populated area with limited parking space may 
encourage people to buy smaller, more fuel-efficient vehicles. On the other hand, these 
authors noted that a highly populated area may also be very congested.  
According to Karathodorou et. al. (2010), on-road fuel consumption can be 
decomposed into three components, per capita vehicle ownership, vehicle distance 
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traveled per car, and fuel economy. Among these three components, Karathodorou et. 
al.’s model indicated that population density has a significant relationship with vehicle 
ownership (with an elasticity of -0.12) and vehicle distance traveled (with elasticity of -
0.22). The relationship between population density and fuel economy was insignificant in 
Karathodorou et. al.’s findings. They hypothesized that this may be due conflicting 
impacts of population density on fuel economy. Populated areas have limited parking 
space and high parking costs, thus forcing people to purchase smaller and more fuel-
efficient vehicles; yet high population density also leads to congestion, which makes 
vehicle engines to frequently shift mode between idle and running, thus eventually results 
in less fuel-efficiency (Karathodorou, et. al., 2010). 
Lee and Lee (2014) came to similar conclusions as Karathodorou et. al. (2010) by 
reporting the elasticity of vehicle distance traveled to population density as -0.37 and the 
combined elasticity of fuel economy and vehicle ownership as -0.006. Both of these 
studies agreed that among VMT, car use and fuel economy, VMT is the key factor in the 
relationship between population density and on-road FFCO2 emissions, Fuel economy, 
the surmised, has either a weak or insignificant relationship to population density. 
Other studies on the relationship between population density and on-road FFCO2 
emissions report elasticities of -0.04 (Ewing and Cervero, 2010), -0.12 to -0.07 (Barla et 
al., 2011), -0.3 (Ewing et al., 2008), and -1.75 to -0.3 (Johansson and Schipper, 1997). 
Excluding Johansson and Schipper (1997), who reported the long-term elasticity using 
national data, other studies all agreed that population density has a negative and sub-
linear relationship with per capita on-road FFCO2 emission.  
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 The exact magnitude of the interactions and detailed mechanisms between 
population density and on-road energy consumption are complicated and call for more 
analysis. However, the broad consensus finds that increases in population density are 
correlated with per capita on-road energy consumption reductions in urban areas.  
3.3.1.2 population centrality 
Population centrality refers to the population gradient around urban activity 
centers. This is in contrast to population density, which describes the overall compactness 
with no reference to specific locations. 
According to Barla et al. (2011), people who live on the outskirts of a city 
produce 70% more on-road FFCO2 emissions than people who live in the city center. 
They identified the spatial distribution of population or population centrality as an 
important influence on on-road FFCO2 emissions. 
Bento et al. (2005) found a 1% increase in population centrality lowers the 
probability of driving by approximately 0.1% and reduces annual VMT by 0.15%. These 
authors concluded that population centrality has only a modest impact on on-road FFCO2 
emissions. Lee and Lee. (2014) concluded that population centrality has only a moderate 
impact on emissions (elasticity is -0.092) and VMT (elasticity is -0.228). 
The low impact of population centrality may be explained by its multiple 
influences on transportation. With a gradually increasing population in an urban area, 
alternative activity centers begin to emerge, which eventually leads to the decentralized 
pattern of the suburbanization process (Bertaud, 2003). Decentralized urban areas can 
reduce VMT by providing people with proximal alternative activity centers (Giuliano & 
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Small 1993; Gordon & Richardson 1997); however, a decentralized urban pattern 
undermines the public transit service and causes a mismatch in job-housing balance, 
which indirectly encourages private driving and results in more VMT (Cervero & Landis 
1991; Levinson & Kumar 1994). 
To sum up, the relationship between population centrality and on-road FFCO2 
emissions remains unclear. More empirical studies are needed to provide sufficient data 
before drawing conclusions. 
3.1.1.3 road network 
The induced travel theory is based on the classic economic supply and demand 
model (Noland and Lem, 2002). When the supply of roads increases, the time cost of 
travel will decrease due to the improved speed, thus leading to extra travel demand 
(Noland and Lem, 2002). Many studies have hypothesized, tested, and concluded that 
increased road capacity induces travel demand. (Hansen and Huang; 1997; Fulton et al., 
2000; Qing, 2011). The strength of this correlation varies. Hansen and Huang (1997) 
analyzed the relationship between road supply and VMT in urban areas in California. 
They reported elasticities of road supply to VMT ranging from 0.6 to 0.9. Following their 
research, Fulton et. al., (2000) investigated the relationship between county level VMT 
and lane miles for Maryland, Virginia and North Carolina. Their regression model had 
elasticities of 0.2-0.6. Bento et al. (2005), using the 1990 US Nationwide Personal 
Transportation Survey data, reported an elasticity of road density to on-road FFCO2 
emissions of 0.07. Qing (2011) reported a similar elasticity (0.09) using all urban areas in 
the US.  
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3.1.2 socio-economic factors 
Besides urban spatial patterns, socio-economic factors also influence travel 
demand. Liddle (2009) examined VMT, income, fuel price and vehicle ownership within 
the US from 1946 to 2006. He concluded that “US mobility demand has a long-run 
systemic, mutually causal relationship with gasoline price, income, and vehicle 
ownership”. Cervero and Hansen (2002) concluded that travel demand and road supply 
have a two-way relationship in that the road investment induces travel and the increasing 
travel requires more road investment. Barla, et. al. (2011) utilized survey data to explore 
the impacts of individual/household socio-economic characteristics on transportation 
greenhouse gas emissions. They found relationships (statistically significant at 1% level) 
between the transportation GHG emissions and population age, gender, income and 
neighborhood.  
Both GDP and income have been used by researchers to explore the impact of 
affluence on the environment. According to the Bureau of Economic Analysis (BEA), 
GDP and national income are related but not identical measures of the economy. GDP 
measures the value of production in a country during a specified time. Gross national 
income measures income from production regardless of where the production occurred 
(BEA, 2007). Although they cannot be considered as equivalent measures, both are 
reported here because they are closely connected measures of the economy.    
According to Wheaton (1982), Johansson and Schipper (1997) and Karathodorou 
et. al. (2010), on-road fuel consumption can be decomposed into car ownership, car use 
and fuel economy as: 
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𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐹𝐹𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐶𝐶𝐹𝐹𝑝𝑝 𝑐𝑐𝑐𝑐𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐 









    =  𝑐𝑐𝑐𝑐𝑝𝑝 𝐶𝐶𝑜𝑜𝐶𝐶𝐹𝐹𝑝𝑝𝐶𝐶ℎ𝐶𝐶𝐶𝐶 ∗ 𝑐𝑐𝑐𝑐𝑝𝑝 𝐹𝐹𝐶𝐶𝐹𝐹 ∗ 𝑜𝑜𝐹𝐹𝐹𝐹𝐹𝐹 𝐹𝐹𝑐𝑐𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑜𝑜   (3-1) 
Kenworthy and Laube (1999) found a weak relationship (R2=0.07) between per 
capita GDP and car use (average distance traveled per car) for developed cities., This 
correlation increased (R2=0.45) when both developing and developed cities were 
concerned.  
Karathodorou et. al. (2010) found GDP was statistically insignificant (with 
elasticity of 0.16) when regressed against annual distance driven per car. The same 
conclusion was reported by Hirota and Poot (2005) (cited in Karathodorou et al., 2010). 
Johansson and Schipper (1997) reported elasticities between income and mean driving 
distance per car per year as 0.2. These studies indicate that car use is not, or at least only 
slightly, influenced by GDP. 
Other findings by Karathodorou et al., (2010) reported an elasticity of -0.23 
between GDP and fuel economy, an elasticity of 0.18 between GDP and vehicle owned 
per capita, an elasticity of 0.16 between GDP and car use and an elasticity of 0.11 
between GDP and on-road FFCO2 emission.  
Karathodorou et. al., (2010) acknowledged that their findings contrasted with 
those of other researchers who found greater elasticities. For example, Graham and 
Gleister (2004) reported elasticities between fuel demand and short-term income of 0.47, 
and long-term income of 0.93. Espey (1998) conducted a meta-analysis of elasticities 
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between income and gasoline demand and reported the elasticity ranging from 0.39 to 
0.81.    
3.2 Theoretical Framework 
The IPAT model was first proposed by Ehrlich and Holdren (1971, 1972) who 
posited that population, affluence and technology had a significant impact on the 
environment. The IPAT model is a simple, straightforward depiction of the relationship 
between environmental impact and its driving factors. According to York (2003), the 
strength of the IPAT model is that, through the multiplicative mathematical form: 
 (I = P*A*T)  
where I is environmental impact, P denotes population, A denotes affluence and T 
denotes technology. This expression specifies the relationship among these variables as 
interdependent suggesting that when one variable changes while others are held constant, 
the controlled variables will still have an impact on I since the relationship is 
multiplicative (York, 2003). 
A major weakness of the IPAT model is that it is a conceptual framework and 
cannot be tested or falsified. Dietz and Rosa (1994, 1997) modified the IPAT model into 
the Stochastic Impacts by Regression on Population, Affluence, and Technology 
(STIRPAT) model. A scaling factor was added, resulting in: 
𝐼𝐼 = 𝑐𝑐𝑃𝑃𝑏𝑏𝐴𝐴𝑐𝑐𝑇𝑇𝑟𝑟𝐹𝐹  
where a is the scaling factor, e is the error term, b,c,d are the exponents of P, A 
and T. This formula can be converted into a linear model after a log transformation:  
𝐿𝐿𝐶𝐶(𝐼𝐼) = 𝑛𝑛𝐿𝐿𝐶𝐶(𝑃𝑃) + 𝑐𝑐𝐿𝐿𝐶𝐶(𝐴𝐴) + 𝑜𝑜𝐿𝐿𝐶𝐶(𝑇𝑇) + 𝐹𝐹.  
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This form allows quantitative analyses such as linear multiple regression to be 
performed and evaluated. Therefore, it can be used to test hypotheses of causal 
relationships. 
Another weakness of the IPAT model is that it assumes the relationship between I 
and each of the driving factors is proportional and monotonic, which may not be true in 
reality (Liddle, 2013). On the other hand, a STIRPAT model with exponential parameters 
allows non-proportional and non-monotonic relationships to be falsified (Liddle, 2013). 
However, limitations still exist for STIRPAT model, as it assumes that there is no 
residual non-linearity after the log transformation.  
One application of the STIRPAT model has been to detect whether a Kuznet’s 
relationship exists in the study area (Liddle, 2004). A Kuznet’s curve refers to the 
quadratic relationship between wealth and environment quality. It assumes that 
environment quality starts to degrade when wealth increases. However, with the 
development of economic wealth and technological advances, people will demand higher 
environmental quality. By adding a term, A2, and checking the significance of its 
coefficient, the STIRPAT model can be used to detect whether there is a statistically 
significant quadratic relationship. (Liddle, 2004) 
Researchers have specifically explored the impacts of population on the 
environment using the STIRPAT model. Some have found that the correlation between I 
and P is close to linear (Jorgenson and Clark, 2010; York et al., 2003) while others found 
a super-linear relationship (Shi, 2003). Wei suggested that the difference is possibly due 
to the choice of model specifications or how T is defined (Wei, 2011).  
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3.3 Data and Methods 
3.3.1 study area 
This study is focused on worldwide urban areas. The definition of an “urban area” 
is subjective. Considering the scientific goals of this study, cities were selected using the 
following criteria: 
1) Cities should cover a wide range of socio-economic and urban form 
characteristics to reduce the sampling bias. 
2) Cities should have an area that is large enough to allow spatial analyses to be 
conducted.  
3) Cities should be the industrial, financial or political center of the surrounding 
regions. 
According to the area, population, industrial, and financial indicators from world 
bank data (world bank, 2012), 145 cities (Appendix Table A-1) were selected for this 
study. 
 
3.3.2 regression analysis  
This study uses a STIRPAT model to regress the relationships between per capita 
on-road FFCO2 emission and socio-economic/urban form factors (see Section 3.2). The 
general STIRIPAT model is: 
𝐿𝐿𝐶𝐶(𝐼𝐼) = 𝑐𝑐 + 𝑛𝑛𝐿𝐿𝐶𝐶(𝑃𝑃) + 𝑐𝑐𝐿𝐿𝐶𝐶(𝐴𝐴) + 𝑜𝑜𝐿𝐿𝐶𝐶(𝑇𝑇) + 𝜀𝜀   (3-2) 
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This study uses per capita on-road FFCO2 emissions to represent the 
environmental impact variable (I), population density to represent the population variable 
(P), GDP per capita to represent the affluence variable (A), and fuel economy and other 
socio-economic/urban form factors to represent the technology variable (T). The full 
regression equation is: 
𝐿𝐿𝐶𝐶𝐿𝐿𝐶𝐶(𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶𝑃𝑃𝐶𝐶) = 𝑐𝑐 + 𝑛𝑛𝐿𝐿𝐶𝐶(𝑃𝑃𝑃𝑃) + 𝑐𝑐𝐿𝐿𝐶𝐶(𝐺𝐺𝑃𝑃𝑃𝑃𝑃𝑃𝐶𝐶) + 𝑜𝑜𝐿𝐿𝐶𝐶(𝑉𝑉𝑉𝑉𝑃𝑃𝐶𝐶) +
𝐹𝐹𝐿𝐿𝐶𝐶(𝑀𝑀𝑃𝑃𝐺𝐺) + 𝑜𝑜𝐿𝐿𝐶𝐶(𝑅𝑅𝑃𝑃) + 𝑔𝑔𝐿𝐿𝐶𝐶(𝑅𝑅𝐿𝐿𝑃𝑃𝐶𝐶) + ℎ𝐿𝐿𝐶𝐶(𝑃𝑃𝐶𝐶) + ℰ   (3-3) 
 
Where EmisPC is per capita on-road FFCO2 emission, PD is population density, 
GDPPC is per capita Gross Domestic Product, VOPC is per capita vehicle ownership, 
MPG is miles per gallon, RD is road density, RLPC is per capita road length, PC is 
population density, ℰ is the error term. 
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C40 (GHG Interactive Dashboard Data, 2017) project 






Spatial calculation based on LandScan (ORNL, 2011) 
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Spatial calculation based on OpenStreetMap (OSM 
contributors, 2011) 




Spatial calculation based on LandScan (ORNL, 2011), 
global impervious surface area (ISA), (Elvidge, et. al., 




City GDP per 
capita 
Global Metro Monitor (Berube et. al., 2015) 




World Road Statistics (World Road Statistics, 2014) 
 
3.3.3 data sources for urban form factors 
3.3.3.1 population density 
Population density is defined in this study as population divided by city area (see 
3.3.1 for definition) in square kilometers. Population density is calculated based on 
LandScan (Oak Ridge National Laboratory, 2011) which is a global population dataset 
developed by Oak Ridge National Laboratory (ORNL) using spatial data and imagery 
analysis. It disaggregates sub-national census counts to a 1 km2 grid based on multi-
variable spatial modeling. Many datasets are included in the modeling process, such as 
administrative boundaries, land cover, elevation, slope, coastlines and high-resolution 
imagery. Each grid cell is assigned a likelihood factor based on these data to predict the 
possible occurrence of population. The census result is then further disaggregated based 
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on each cell’s likelihood factor. Transportation on-road emissions are more likely 
associated with people’s total movements throughout the whole day. Therefore, 
compared to traditional household survey statistics, LandScan is better suited for the 
study proposed here due to the fact that it represents the ambient population (average 
population within 24 hours).  
For verification and validation purposes, Dobson et. al. (2000) utilized the 
LandScan data based on state population with a 30 second by 30 second grid for the 
southwestern United States. The gridded results were aggregated to counties and 
compared to the county census data (which was a local census in comparison with the 
sub-national census for LandScan). Results showed that 87.8% of simulated population 
corresponded to the census data (meaning 12.2% of the population was placed in an 
incorrect county). Dobson et. al. (2000) concluded that LandScan was the most suitable 
global database to estimate population compared to previous population databases.  
3.3.3.2 road network characteristics 
Road Density was estimated using city area and a road network base map, 
OpenStreetMap (OSM). Per capita road length was estimated using the OSM road 
network and urban population derived from LandScan. OSM is a crowd-source project 
under the Open Database License where individuals collaborate and contribute road-
related geospatial data worldwide (OpenStreetMap contributors, 2011). OSM data 
sources include aerial imagery, GPS, and field maps based on local knowledge. These 
data sources are integrated into geospatial databases and updated regularly by the public 
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OSM community (consists of worldwide GIS professionals, cartographers, and 
engineers).  
Various quality assessments of OSM have been conducted worldwide (Haklay, 
2010; Girres and Touya, 2010; Forghani and Delavar, 2014). Haklay (2010) compared 
OSM in England versus products from the Ordinance Survey (British government 
mapping agency). Results showed that OSM was, on average, within 6 meters of the 
ground truth and covered over 80% of motorways. Girres and Touya (2010) extended 
Haklay’s work to France by comparing OSM to an institutionalized reference map from 
the French National Mapping Agency. Girres and Touya (2010) expressed conclusions 
similar to those of Haklay, specifically that OSM has fairly good locational accuracy (0-6 
meters away from ground truth on average) but the attribute accuracy was rather poor. 
For example, only 43% of roads were named, and 49% of residential and local roads 
were misclassified. Highways and primary roads on the other hand, achieved almost 
100% correct classification. Forghani and Delavar (2014) compared OSM to the official 
reference map published by the Municipality of Tehran separated in grids. They 
concluded that about 80% of Tehran was covered with fairly good quality OSM data, 
However, the spatial distribution of uncertainty varies by region. This may be, again, due 
to the heterogeneous coverage and lack of standards in the submitted geospatial data 
format. 
Many of these assessments have concluded that OSM is a good representation of 
roads, yet all share concern about the data quality in specific regions. Due to the fact that 
OSM is “volunteered geographical information (VGI)” (Goodchild, 2007), its data 
quality varies by location and topic. Developed, populated, and urbanized places receive 
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more data with good quality, while rural areas in general are less represented with 
relatively poorer quality (Haklay, 2010).  
This study focuses on major global cities and primary roads, which are 
represented with high accuracy in OSM (0-6 meters away from ground truth on average) 
(Girres and Touya 2010). Plus, the spatial calculation approach used in this study requires 
spatial accuracy rather than attribute accuracy. Therefore, OSM is considered well-suited 
for this research. 
3.3.3.3 population centrality 
Bento et. al. (2003) used an index of population centrality which examines the 
percentage of population living within a percentage of distance from local activity centers 
to the edge of the city. For example, if city A has 80% of people living within the 20% of 
distance from local activity centers to the edge of the city, and city B has 20% of people 
living within 80% of that distance, city A will be considered more centralized than city B. 
This spatial index is independent of city and population size.  
Estimation of population centrality requires information about the location and 
size of local activity centers. Various studies have been conducted to delineate activity 
centers according to their thermal, spectral, spatial and physical characteristics. Examples 
include identifying the ground surface temperature difference between an activity center 
and non-activity center areas (Lo, 2004); detecting the shadows caused by high buildings 
(Dare, 2005); comparing the building density with the aid of remote sensing images (Pan, 
et. al., 2008); and mapping the socio-economic activities by the constraint of road 
network (Yu, et. al., 2015). However, these are all case studies that use either high 
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spatial/spectral resolution remote sensing images or local activity data, which are either 
expensive or challenging to adopt for global scale research. For the purpose of this study, 
there are no known comprehensive datasets that record the geographical locations of 
activity centers at the global scale. 
This study proposes a fast and efficient way to delineate activity centers based on 
impervious surface area (ISA) and road network data. A previous study by Wu and 
Murray (2003) confirmed that, compared to other land use types, activity centers have the 
largest share of impervious surface and least share of vegetation coverage. Moreover, 
since activity centers are the center of socio-economic activities in an urban area, major 
roads converge to provide accessibility between the urban core and surrounding areas. 
(Li, et. al, 2013). Combining the information of ISA and road density, a GIS hot-spot 
analysis was performed to identify the locations and sizes of clustered pixels with large 
ISA values and high road density (Fig. 3-1).   
As Taubenböck et.al. (2013) pointed out, the “producer’s accuracy” for the CBD 
classification (which measures the probability that ground features are accurately 
classified as such) cannot be calculated due to the lack of a comprehensive reference 
dataset or ground-truth. This study followed the approach of Taubenböck et. al. (2013) to 
calculate the “user’s accuracy” (which measures the probability that map classifications 
are actually present on the ground) through visual inspection with Google map (Google, 
n.d.). Results showed that out of 145 global cities, 106 had their identified activity centers 
within 3 km of local ground truth, yielding a user’s accuracy of 73%. Figure 3-1 shows 
the location of the largest activity centers for several global cities identified by the hot-
spot spatial analysis. 
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Figure 3-1 Four Global Activity centers identified by hot-spot analysis 
 
This study defines population centrality following the Bento et. al. (2003) 
definition, which is the ratio of the cumulate population at distances from activity centers 
to the average population at distances from activity centers. Suppose a city has 𝐶𝐶 activity 
centers and is divided into 𝐶𝐶 grid cells of equal area: 






   (3-4) 
Where 𝑃𝑃𝐶𝐶𝐶𝐶𝑥𝑥𝑟𝑟 is the proportion of population that was attracted by the 𝑜𝑜𝑟𝑟ℎ activity 
center for the 𝑥𝑥𝑟𝑟ℎ grid cell, 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝐶𝐶𝑐𝑐𝐹𝐹𝑥𝑥𝑟𝑟 is the distance from the 𝑥𝑥𝑟𝑟ℎ grid cell to the 𝑜𝑜𝑟𝑟ℎ  
activity center,  𝑃𝑃𝐶𝐶𝐶𝐶�����  is the average population for a single cell. 
The calculation of 𝑃𝑃𝐶𝐶𝐶𝐶𝑥𝑥𝑟𝑟 uses the LandScan population data at 1 km2 spatial 
resolution. Considering that cities may be polycentric with multiple activity centers, this 
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study further divided 𝑃𝑃𝐶𝐶𝐶𝐶𝑥𝑥𝑟𝑟 into portions by the attractive power of each nearby activity 
center. The definition of attractive power follows Newton's law of universal gravitation. 
For any two objects with mass 𝐶𝐶1 and 𝐶𝐶2, the attracting force between them is: 
𝐹𝐹 = 𝐺𝐺 𝑚𝑚1𝑚𝑚2
𝑟𝑟2
       (3-5) 
In this case, 𝐶𝐶2 is represented by the intensity value for each activity center 
(size*ISA*road density). Assuming a city has n activity centers, each activity center will 
have its own attracting power 𝐹𝐹𝑟𝑟 (k=1,2,…n) to the local population. Thus, for the 𝑥𝑥𝑟𝑟ℎ 1 
km2 grid cell with population P,  
𝑃𝑃𝐶𝐶𝐶𝐶𝑥𝑥𝑟𝑟 = 𝐶𝐶 ∗ 𝐹𝐹𝑦𝑦∑ 𝐹𝐹𝑦𝑦𝑛𝑛𝑦𝑦=1       (3-6) 
After the 𝑃𝑃𝐶𝐶𝐶𝐶𝑥𝑥𝑟𝑟 and 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝐶𝐶𝑐𝑐𝐹𝐹𝑥𝑥𝑟𝑟 have been quantified, the overall population 
centrality can be calculated. When the value of population centrality is small it indicates 
people are living in a clustered or compact pattern near the activity center.  When this 
value is large it indicates people live far away from the activity center, or in a sprawl 
pattern.   
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Calgary, Canada and Naples, Italy are two examples that illustrate difference 
examples of population centrality (Fig. 3-2). Calgary is a more centralized city with a 
population centrality score of 0.403. Naples is a relatively decentralized city with a 
population centrality score of 1.002. These two cities represent the upper and lower 
boundaries of population centrality for the 145 global cities analyzed in this study. 
 
Figure 3-2 Population distribution in Calgary, Canada and Naples, Italy 
 
3.3.4 data sources for socio-economic factors 
3.3.4.1 gross domestic product (GDP) 
The urban GDP data were obtained from the Global Metro Monitor (Parilla, 
Trujillo, & Berube, 2014). This publication is a product of the Brookings institution’s 
metropolitan policy program (www.brookings.edu). 
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 Global Metro Monitor has various data sources across the world. For U.S. 
metropolitan areas, the employment data come from the Local Area Unemployment 
Statistics (LAUS) program supervised by the U.S. Bureau of Labor Statistics (Berube et. 
al., 2010). The LAUS program provides monthly and annual-average employment 
estimates at the county and city scale based on the Current Population Survey, which is a 
monthly sample survey of approximately 60,000 households conducted by the US Census 
Bureau (USBLS, n.d.). The population data is measured by U.S. Census Bureau’s 
Population Estimates Program, which relies on decennial census data to provide 
population estimates (USCB, n.d.).  
For Europe, the economic, population and labor force data are provided by 
Cambridge Econometrics, which is a consulting agency in the United Kingdom. Their 
data are primarily based on the Eurostat (Berube et. al., 2010). Eurostat data are collected 
from national statistics following the Eurostat quality assessments (Eurostat, 2012). This 
process is enforced by the European Statistical Law to guarantee the validity and 
consistency of the national reports. 
For cities that are outside of United States and Europe, economic data are 
obtained from Oxford Economics, which is a consulting agency providing data and 
analytical results for governments and Non-Government Organizations (NGO) across the 
globe. Data sources for Oxford Economics come from various national statistical 
agencies or local data providers (Berube et al., 2010). 
Per capita GDP for global cities were calculated based on these data by the Global 
Metro Monitor program. Complicated data sources make it very difficult to quantify the 
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overall uncertainty. Although different agencies should use the best available data, 
uncertainties or errors will inevitably propagate and aggregate. Caution should be 
exercised when using and interpreting the GDP data for this study. This study used the 
per capita GDP data for the year 2011, which is the same year as vehicle ownership and 
fuel economy data (described next). 
3.3.4.2 vehicle ownership 
 The Vehicles owned per capita (VOPC) data were obtained from World Road 
Statistics (https://worldroadstatistics.org/contact.html). This is a document published by 
the International Road Federation (IRF), a non-profit global organization with 
headquarters in Washington DC. Through their network, IRF sends out questionnaires to 
over 200 countries to collect statistical data related to road networks, traffic, and vehicles. 
The survey is conducted annually at the national scale as their primary data source. The 
secondary supplemental data source is the national year book from countries. Data are 
categorized by vehicle types and time periods, including passenger cars, lorries and vans, 
buses and motorcycles from 2007 to 2012. This dissertation uses the light duty passenger 
vehicle counts for the year 2011, which is coincident with the GDP and fuel economy 
data (next section). According to IRF’s documentation, the vehicle ownership data are 
validated by comparing them to other data sources (which vary by country and are not 
listed), comparing them with historical data, and checking/confirming outliers with 
contacts in their network. There hasn’t been a quantitative quality assessment on this 
national vehicle ownership data.  
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3.3.4.3 fuel economy (MPG) 
Körner et. al (2014) published an updated global fuel economy database for the 
International Energy Agency (IEA). This follows the approach of the worldwide average 
fuel economy trends reported by the Global Fuel Economy Initiative (GFEI) started in 
2005. The fuel economy data is derived from the average fleet composition and officially 
tested fuel economy for vehicle models sold from 2005 to 2011 in different countries.   
The average fleet composition data for each country are based on the vehicle 
registration records provided by government statistical departments and worldwide third-
party agencies (a detailed list of sources for each country can be found in Appendix A, 
Table A-2 quoted from Cuenot and Fulton, 2011). The registration data were collected in 
CY 2005 and 2008 and were comprised of almost 50 million records in each year 
covering 94% and 88% of vehicles produced, respectively. Market sales data have been 
used to stratify these data. The market sales data are from 21 countries (for a detailed 
country list see table 1 in Cuenot and Fulton, 2011) covering 88% of the world total 
vehicle sales in 2008. The sales-weighted vehicle registration data are then summarized 
into a national fleet composition.  
For vehicle models with various age, engine type and fuel type), the fuel economy 
is tested in a laboratory based on the result of fuel consumed per kilometer in different 
testing routines. The tested results and national fleet composition data are then compiled 
into fuel economy by vehicle model and country. This study uses the national average 
fuel economy across all vehicle models for each country at year 2011.  
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Cuenot and Fulton (2011) acknowledged caveats of these data such as the 
difference between the ideal fuel economy tested in lab and actual fuel economy under 
real-world conditions, the fact that not all data are from official government reports, and 
the fact that testing methods may vary by country. No quantitative uncertainty analysis 
was included in their reports.  
3.3.5 on-road FFCO2 emission data 
Among the 145 global cities included in this study, 58 of them have on-road 
FFCO2 emission data available for year 2011.  Half of the data are derived from FFCO2 
submissions to the C40 project (Hammond, 2014); another half were included in the 
Millennium City Database (Kenworthy & Laube, 2001). This study uses the FFCO2 
emission data from these 58 cities as the dependent variable for the regression model.  
3.3.5.1 C40 cities 
C40 is a network of cities for which mayors have committed to reduce greenhouse 
gas emissions (Hammond, 2014). Annual city-wide greenhouse gas emissions are 
reported by C40 cities based on guidelines provided by the IPCC, Global Protocol for 
Community (GPC), and other local protocols for emission inventories.   
The IPCC guidelines provide methodologies for estimating inventories of 
greenhouse gas emissions resulting from human activities (IPCC, 2006). For the 
transportation sector, two methods have been recommended by IPCC. “Top down” refers 
to an approach that uses fuel sales and an assumption regarding the carbon content of the 
fuel. “Bottom up” refers to an approach that uses VKT, an estimate of vehicle fuel 
economy, and the carbon content of fuel. Both methods have been used by Kennedy et. 
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al. (2010) in 10 global cities. They concluded that these methods resulted in similar 
outcomes in the cities examined. For example, Kennedy reported that for Bangkok’s 
gasoline use in 2006, “the estimate of 2662 million liters based on VKT is 2.9% lower 
than the estimate of 2741 million liters from fuel sales” (Kennedy et. al. 2010, p. 4832).  
The GPC is a project developed by Local Governments for Sustainability 
(previously known as International Council for Local Environmental Initiatives, ICLEI), 
the World Resources Institute (WRI), and C40 cities. GPC advocates four data collection 
methods: 1) the fuel sales approach; 2) city-induced activity trips that either have their 
origin or destination in the city (passing through trips are excluded); 3) geographic 
boundary, includes all traffic occurring within city boundaries, regardless of origin or 
destination; and 4) resident activity, based on household survey of transportation activity. 
City induced activity is the methodology recommended by GPC. 
The categorical difference in these methodologies and the potential for diverse 
outcomes is acknowledged. Chavez et al. (2010) found that, in the city of Delhi, only 3% 
of VKT occurred across city boundaries. The authors theorized that “in megacities, VKT 
values attributed to trans-boundary traffic may be negligible due to the large amount of 
concurrent in-boundary traffic”. This implies that, at least for the city of Delhi and 
possibly for other megacities, the result of using the city-induced method may not be 
significantly different from using the geographic boundary method. 
Of the 29 C40 cities, seven cited the IPCC guidelines as the primary 
methodological source for estimating transportation emission data, with two additional 
cities stating that they used “other” methodologies but were influenced by the IPCC.  
Eight cities identified the GPC as the primary methodological source with four additional 
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cities stating that they were influenced by the GPC. Thirteen of the C40 cities stated that 
sources other than IPCC or GPC guided their transportation CO2 emissions estimation.  
For example, Los Angeles obtained transportation data from the Southern California 
Association of Governments, the regional planning authority. Toronto used the City of 
Toronto’s Transportation Services Division as their data source. Some municipalities 
used a combination of sources. For example, Rio de Janeiro, while using IPCC as their 
primary source of methodology, also used input from Academia, the World Resources 
Institute (WRI), and the World Bank.  
Approximately thirty percent of C40 cities reported the detailed methodology 
used for data collection and FFCO2 emission estimation. Of those cities reporting 
specific methodologies, Stockholm, Berlin, Portland and Vancouver used a top-down 
method. Stockholm and Berlin disaggregated fuel consumption data based on fuel sales 
data. Portland disaggregated fuel sales data, taken from EIA Energy Information 
Administration (EIA). Vancouver disaggregated fuel sales data, but did not identify the 
source. Toronto and London used the bottom-up method based on traffic activity data. 
Oslo used a combination of fuel sales and activity data.  
3.3.5.2 millennium city database 
The Millennium City Database (MCD) is compiled by the International 
Association of Public Transport (UITP) in collaboration with Murdoch University in 
Perth, Australia. MCD contains over 100 worldwide cities with data on land use, 
transportation, economics and energy use for the year 1995/1996. MCD data were 
collected from published sources (such as national censuses and annual reports) and 
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many emails exchanged with individuals working in various corresponding organizations 
in each city (Kenworthy, 2014). To synchronize with C40 data for the year 2011, MCD 
data were scaled using a growth factor of national-scale CO2 emissions from the 
transportation sector in the International Energy Agency greenhouse gas reports (IEA, 
2014). This is a compromise of data quality since the IEA national transportation GHG 
emission growth rate is used to scale city emission data.  
3.3.5.3 evaluation of emission data validity 
 
To check if these 58 cities were a representative sample of a starting list of World 
Bank cities for which population, area, economic data was available, a t-test was 
performed on all seven urban form/socio-economic factors between the 58 and the larger 
set of 145 cities described in 3.3.1. The p-values resulting from this t-test were all larger 
than 0.05 for all variables except MPG.  
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Table 3-2 t-test results comparing the 58 to 145 global cities 
 
t-value p-value 
GDP per Capita 1.738 0.085 
Miles per Gallon 3.429 0.001 
Vehicle Owned Per Capita 0.007 0.995 
Road Length Per Capita -1.624 0.107 
Population Centrality 1.114 0.268 
Road Density 1.081 0.283 
Population Density -1.447 0.15 
 
Table 3-2 indicates that except for MPG, there are no statistically significant 
differences between the 58 and 145 global cities. The MPG difference summary is listed 
in the following table 3-3. 
Table 3-3 MPG statistics for the 58 and 145 global cities 
MPG differences 58 cities 145 global cities 
Minimum 19.72 18.52 
Maximum 32.42 32.86 
Mean 26.62 24.71 
Median 25.98 24.33 
Standard deviation 3.38 4.01 
 
This difference in MPG suggested that as far as MPG is concerned, these 58 cities 
were a biased sample of the 145 cities. This may cause biased results in the regression. 
The potential biases were further assessed later in this chapter.  
A dummy variable (0 for data in C40, 1 for data in MCD) was added to the 
multivariate regression model (described in Section 3.4.2) to examine whether there are 
categorical differences between the C40 and MCD datasets. The dummy variable 
coefficient (0.05) and the p-value (0.62) indicates that the categorical difference between 
the C40 and MCD cities is both small and statistically insignificant. 
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To further assess the data quality, emissions data from 10 U.S. cities in the 
C40/MCD dataset were compared with the EPA estimates (derived from data product 
described in Chapter 2). With all 10 cities included, the regression line slope was 0.66 
(Standard Error = 0.09) and R2 was 0.85. With New York excluded, the slope was 1.10 
(Standard Error = 0.10) and R2 was 0.94. New York City was an outlier and clearly 
influenced the slope and R2.  
This comparison is limited due to the small sample size of 10 U.S. cities. See 
Table 3-4 for comparison between C40/MCD and EPA estimates. 
Table 3-4 Regression results between US on-road FFCO2 emission and spatial urban 
form factors at 1 km2 scale 
City On-road FFCO2 emission from 
C40/MCD (metric tons of 
carbon) 
On-road FFCO2 emission from 
EPA estimates (metric tons of 
carbon) 
Atlanta 1070802.07 1040016.76 
Portland 779131.41 745539.28 
Denver 768655.60 847032.79 
Boston 469263.45 389139.50 
Washington 814948.72 678130.57 
Austin 1426024.38 1045966.44 
Phoenix 1490939.76 2232752.23 
Philadelphia 971874.72 889729.81 
Houston 4001967.78 4256937.79 
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3.3.6 data summary 
Table 3-5 summarizes the basic statistics for urban form/socio-economic data 
used in this study. Among all 145 cities included here, 58 of them had on-road FFCO2 
emissions data and were used in regression to predict the rest of the cities. The final 1 
km2 data product contains all 145 global cities and were used in regression at 1 km scale 
in chapter 4. 
Table 3-5 Statistics on the Urban Form/Socio-Economic Data for 145 Global Cities 







0.57 0.02 1.53 0.79 -0.29 
Road length per 




0.63 0.33 1.29 0.21 2.81 
Road Density 





2356.91 143.34 21669.89 0.98 0.73 
GDP per capita 




24.33 22.23 39.46 0.16 3.33 
Area  
(km2) 859.67 21.02 6755.83 1.10 0.95 
*Coefficient of skewness is calculated following Pearson’s second skewness coefficient 
(Doane and Lori, 2011) 
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A statistical summary of these variables indicates that:  
1. These 145 cities cover a wide range of socio-economic/urban form 
characteristics.  
2. Except for area, all other variables have a coefficient of variation less than 
1, which suggests that compared to a standard normal distribution, these 
variables are more concentrated towards their means.  
3. Except for vehicle owned per capita, all other variables have a positive 
coefficient of skewness (a right-skewed distribution). This indicates that 
there will be a high frequency of small values and low frequency of large 
values for these variables. 
4. Population centrality and fuel economy are the most and second most 
right-skewed variables. This indicates that extreme values or outliers are 
more likely on the right side of the distribution. Combining the 
information provided by the skewness and the variation indicates that 
caution should be exercised when interpreting regression results for cities 
that are less centralized and more fuel-efficient.  
  
  67 
3.4 Results 
3.4.1 simple linear regressions 
A series of simple linear regressions were conducted to briefly examine the 
correlations between on-road FFCO2 emission and socio-economic/urban form variables. 
This study adopted the concept of elasticity to interpret regression results and to compare 
with previous literature. In a simple log-log regression, the elasticity equals the slope 
coefficient. This can be deduced as below: 
Assuming a simple log-log regression: 𝐹𝐹𝐶𝐶(𝑜𝑜) = 𝑐𝑐 ∗ 𝐹𝐹𝐶𝐶(𝑥𝑥) + 𝑛𝑛 
It can be transformed into: 𝑜𝑜 = 𝐹𝐹𝑟𝑟∗𝑙𝑙𝐷𝐷(x)+𝑏𝑏, 
Differentiate both sides: 𝑜𝑜𝑜𝑜 = 𝐹𝐹𝑟𝑟∗𝑙𝑙𝐷𝐷(x)+𝑏𝑏 ∗ 𝑟𝑟
𝑥𝑥
𝑜𝑜𝑥𝑥 = 𝑜𝑜 ∗ 𝑟𝑟
𝑥𝑥
𝑜𝑜𝑥𝑥 
Thus, 𝑐𝑐 = 𝑟𝑟𝑦𝑦𝑦𝑦𝑟𝑟𝑥𝑥
𝑥𝑥
 
Therefore, the slope a can be considered as the proportional change of y in 
response to the proportional change of x, which is the definition of elasticity. 
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*All variables are in log form, R2R2 values are in parentheses, p-values are in brackets 
*Statistically significant (p≤0.05) is red, statistically insignificant (p>0.05) is blue 
 
Results indicate that, without controlling for other variables:  
The relationship between population density and per capita on-road FFCO2 
emissions exhibits a negative elasticity (slope=-0.26; p<0.01; R2=0.13) This is consistent 
with previous literature in which population density is negatively correlated with on-road 
FFCO2 emission (Bento et. al., 2005; Barla et al., 2011; Karathodorou et al., 2010; Lee et 
al., 2014). Population density, by contrast, has a positive correlation to road density 
(slope=0.42; p<0.001; R2=0.44). However, the elasticity is smaller than 1, meaning for 
every 1% increase in population density, there is a less than 1% increase in road density. 
This might suggest that the population growth occurs proportionately faster than road 
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growth within the same area. There is a weak but significant relationship between 
population density and population centrality (slope=0.08; p<0.01; R2=0.11). This 
suggests that for larger values of population density, the population distribution is more 
centralized. However, the strength of the elasticity should not be over-interpreted because 
the correlation is weak. Population density has a negative relationship to vehicle owned 
per capita (slope=-0.36, p<0.01, R2=0.12), this supports Karathodorou et. al. (2010)’s 
hypothesis that urban density discourages people from purchasing vehicles. There is a 
weak but significant relationship between population and population density (slope=0.41, 
p<0.02, R2=0.09). This indicates that cities with larger population tend to have larger 
density as well.  
Road density has an insignificant relationship to all other variables except for 
population density and population centrality. This suggests that, if the induced travel 
hypothesis is supported, there must be some other factors not included in this study that 
serve as the medium between road density and transportation fuel consumption. One 
possible example might be the vehicle distance traveled. It is possible that people will 
drive more frequently when high road density provides a better access to activity centers.  
It is expected that MPG is negatively related to on-road FFCO2 emissions, all else 
being equal. Single regression results indicate that it has the highest elasticity (-3.35) 
among all the variables. MPG alone can explain 40% of the variation in on-road FFCO2 
emissions. The relationship between MPG and population density is weak with R2 = 0.03. 
Karathodorou et. al. (2010) arrived at the same conclusion. Their explanation was that 
population density has both positive and negative impacts to fuel economy. On the one 
hand, high density limits the parking space and encourages people to purchase small and 
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fuel-efficient cars; on the other hand, high density can lead to congestion, forcing a less 
efficient “drive and go” driving pattern. 
Population centrality has a positive relationship to on-road FFCO2 emission, 
which suggests that decentralized cities tend to have more per capita emissions. This 
would support the theory that sprawled city patterns increase transportation fuel 
consumption (Cervero & Landis 1991; Levinson & Kumar 1994).  
Both per capita GDP and per capita vehicles owned have positive, large and 
significant relationships to on-road FFCO2 emission. However, per capita GDP and per 
capita vehicles owned are highly correlated (R2R2 is 0.68). This indicates that it is not 
proper to include both of them as the explanatory variables in multiple regression due to 
multi-collinearity. Karathodorou et. al. found a negative correlation between GDP and 
fuel economy. They hypothesized that it may be due to the vehicle vintage effect. Lower 
income may lead to the purchase of cheaper and older vehicles with lower fuel economy.  
Oliveira et. al. (2014)’s work, “large cities are less green”, stated that for U.S. 
cities, population has a super-linear relationship with energy consumption. This means 
that cities with greater population have proportionately larger FFCO2 emissions than less 
populated cities. Therefore, they argued that cities with large populations are not as 
efficient as small cities. However, they also acknowledged that the geographic boundary 
is essential to their conclusions. The same data with different boundaries yields different 
outcomes.  
Based on the data for global cities in this study, there is a statistically significant 
negative (slope=-0.29; p<0.001; R2=0.26) relationship between per capita on-road 
FFCO2 emissions and population. This is a sub-linear relationship and suggests that large 
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3.4.2 multivariate regression 
A stepwise linear regression was performed to select the model with the highest 
adjusted R2 value. The dependent variable was log-transformed per capita on-road 
FFCO2 emissions. The independent variables were the nine log-transformed urban 
form/socio- economic factors. This can be expressed as: 
𝐿𝐿𝐶𝐶(𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶𝑃𝑃𝐶𝐶) = 𝐿𝐿𝐶𝐶(𝑃𝑃𝑃𝑃) + 𝐿𝐿𝐶𝐶(𝐺𝐺𝑃𝑃𝑃𝑃𝑃𝑃𝐶𝐶) + 𝐿𝐿𝐶𝐶(𝑉𝑉𝑉𝑉𝑃𝑃𝐶𝐶) + 𝐿𝐿𝐶𝐶(𝑀𝑀𝑃𝑃𝐺𝐺) + 𝐿𝐿𝐶𝐶(𝑅𝑅𝑃𝑃) +
𝐿𝐿𝐶𝐶(𝑅𝑅𝐿𝐿𝑃𝑃𝐶𝐶) + 𝐿𝐿𝐶𝐶(𝑃𝑃𝐶𝐶) + 𝐿𝐿𝐶𝐶(𝑃𝑃𝑉𝑉𝑃𝑃) + 𝐿𝐿𝐶𝐶(𝐴𝐴𝑝𝑝𝐹𝐹𝑐𝑐) + ℰ   (3-7) 
Where EmisPC is per capita on-road FFCO2 emission, PD is population density, 
GDPPC is per capita Gross Domestic Product, VOPC is per capita vehicle ownership, 
MPG is miles per gallon, RD is road density, RLPC is per capita road length, PC is 
population density, POP is population, ℰ is the error term. 
Table 3-7 summarizes the statistically significant variables that were chosen 
during the stepwise regression with adjusted R2=0.68 (SE=0.39). The coefficients in the 
log-log regression model represent the elasticity between the dependent and independent 
variables.  
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Table 3-7 Statistical Results of the Stepwise Multiple Linear Regression Model 
(R2=0.68) 
Independent variable Coefficient P-value Standard Error 
Miles per Gallon -2.67 3.10E-08 0.41 
Vehicle Owned per Capita 0.25 3.05E-04 0.07 
Road Density 0.39 4.41E-03 0.13 
Population Density -0.27 3.05E-03 0.09 
 
 
Figure 3-3 Statistical Results of the Stepwise Multiple Linear Regression Model  
(Top: QQ plot for regression residuals, Bottom left: histogram for regression residuals, 
Bottom right: Scatterplot between standardized residuals and predicted values.) 
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Figure 3-3 summarizes the regression residuals. These residuals were examined 
for patterns that would violate OLS assumptions. The quantile-quantile (QQ) plot 
between the residual and standard distribution suggests that residuals are normally 
distributed. The residual histogram has -0.14 skewness and -0.42 kurtosis, which suggests 
that the distribution of residuals is slightly left skewed and slightly lighter tailed than a 
normal distribution. The skewness and kurtosis of residuals yields a p-value of 0.99 for 
Jarque-Bera normality test (Jarque and Bera, 1980), which indicates that there is not a 
statistically significant difference between the residual distribution and normal 
distribution. This indicates that the log-log model is appropriate for this study.  
3.4.3 evaluating multiple regression results 
 The multiple regression results were evaluated by comparing with the 1km2 on-
road FFCO2 emission data product for US cities based on EPA estimation, which was 
described in Chapter 2. The regression coefficients were used to predict per capita on-
road FFCO2 emissions for 50 US cities in the year 2011. These US cities were randomly 
chosen from the metropolitan statistical areas (MSA) defined by United States Census 
Bureau (USCB, 2010). The local state-level data for vehicle owned per capita, gas price 
and MPG were based on the National Household Travel Survey (NHTS, 2009). Road 
density was calculated based on the HPMS road map. Population density was acquired 
from the American Community Survey (ACS) in US census dataset (USCB, 2012). The 
comparison showed that the predicted on-road FFCO2 emission and EPA-estimated 
emission for US cities have a correlation of 0.81 (SE=200600). The slope of the 
regression line is 1.32. Figures 3-4 depict the comparison.  
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Figure 3-4 Comparison between predicted on-road FFCO2 emissions based on the 
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3.4.4 assessing model sensitivity 
3.4.4.1 sensitivity to data re-sampling 
The dilemma in regression modeling is to choose between obtaining the best 
coefficients and accurately assessing the model performance (Mosier, 1951). If all the 
observed data were used to calculate the best coefficients, there would not be enough data 
left to test the model performance; if enough data were set aside for the testing, the 
coefficients would be biased for not using all the available data. This issue is not 
significant when the sample size is large enough. However, when the sample size is 
limited, this issue becomes critical.  
Mosier (1951) recommended double cross-validation to deal with this problem. 
The double cross-validation separates observed data into two sets. Regression is 
performed on each set to calculate two sets of coefficients, and then apply each set of 
coefficients on the other set to evaluate the prediction (e.g. compare the summed square 
difference between predicted and actual value for each sample). The cross-validation has 
the advantage of alleviating the limited data issue by using all data for both training and 
testing.  
One important procedure in cross-validation is to divide the observed data into the 
training set (subset for calculating coefficients) and the testing set (subset for validating 
coefficients). Different dividing methods have been proposed and discussed (for a 
detailed review, see Browne, 2000). These methods can be classified into “exhaustive” 
and “non-exhaustive” categories. The exhaustive cross-validation divides the observed 
data by every possible way and usually is a computational burden. For example, if the 
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sample size is 100 and needs to be divided into two sets of 60 and 40. There will be a 
total of 𝐶𝐶40100 ≈ 1.37 ∗ 1028 different sets. An alternative method is the non-exhaustive 
cross-validation, which divides observed data into k equal-sized subsets (called k-folds), 
then uses k-1 subset to train the model and the one left subset to test. The process repeats 
until all k subsets have been used as testing sets. The k validation results can then be 
summarized into an overall estimation of the model performance. There is no 
requirement for the value of k. However, if k is too large, the number of subsets may be 
too small to contain any variation which renders the cross-validation meaningless; if k is 
too small, regression coefficients will be based on subsets with limited sample sizes 
resulting in biased estimates.  
Considering the limited available data, this study conducted a 10-fold cross 
validation to test the model’s prediction performance. The 58 C40/MCD cities were split 
into 10 subsets with 5-6 cities in each subset. This means that each time approximately 50 
cities were used to predict, and 5-6 cities were used to calculate errors. Cities were 
randomly chosen for each subset. For one round of cross-validation, one subset was held 
out and the model was trained based on rest of the subsets. The trained model was then 
used to predict values for the subset that was held out. The predicted values were then 
compared with the actual values for that held-out subset to calculate errors. The round 
repeats until all 10 subsets have been used as the validation set, which yields 10 sets of 
coefficients and errors. The whole cross-validation process was, again, repeated 10 time 
to obtain a distribution of 100 coefficients (10 re-sampling rounds repeated 10 times). 
Results are summarized in Table 3-8.   
  78 
Table 3-8 Statistical summary of regression coefficients after cross-validation 











Minimum -3.16 0.20 0.31 -0.32 
Maximum -2.29 0.31 0.48 -0.21 
Median -2.67 0.25 0.39 -0.27 
Mean -2.69 0.25 0.39 -0.27 
Standard deviation 0.15 0.02 0.03 0.02 
Coefficients from original 
model -2.67 0.25 0.39 -0.27 
95% confidence interval [-2.72, -2.67] [0.24,0.25] [0.38,0.40] [-0.27, -0.26] 
Coefficient of variance -0.05 0.07 0.07 -0.08 
% of significant p-values 
in all rounds 100% 100% 63% 66% 
 
According to Lu and White (2010): 
“A finding that the coefficients don’t change much is taken to be evidence that 
these coefficients are ‘robust’, If the signs and magnitudes of the estimated regression 
coefficients are also plausible, this is commonly taken as evidence that the estimated 
regression coefficients can be reliably interpreted as the true causal effects of the 
associated regressors”   
 The statistical summary showed that these coefficients retained the same sign 
after 100 rounds of cross-validation. The coefficients from the original model were also 
within the 95% confidence interval for the mean of these 100 coefficient sets. This 
suggests that all coefficients have a robust relationship to per capita on-road FFCO2 
emissions. 
The coefficient of variance (CV), which is defined as the ratio of standard 
deviation over the mean, measures the dispersion of a distribution. There are no objective 
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standards to define an absolute CV threshold that can be considered “good” or “robust”. 
However, CV can be used to compare the relative variability between variables with 
different units. Results showed that among the regression coefficients, MPG has the 
smallest CV value. This suggested that compared to other independent variables, MPG is 
more robust (or insensitive) to data re-sampling. Results also showed that MPG and 
vehicle owned per capita remained 100% significant in all rounds of data resampling. 
70% of population density and road density p-values remained significant after 100 
rounds of data resampling. This indicated that MPG and vehicle owned per capita are 
relatively more robust to data resampling compared to road density and population 
density. 
3.4.4.2 sensitivity to model specification 
Besides data-resampling, another way to assess the model sensitivity is by 
examining model specifications. Neumayer and Plümper (2017) believed that the 
uncertainty in social science is caused more by model misspecification rather than 
random sampling errors. They argued that: “…inferences become more valid if estimated 
results are sufficiently independent from the model specification, that is, if all plausible 
alternative specifications give similar results” (Neumayer and Plümper, 2017). 
This study included nine socio-economic/urban form factors (presented in 3.4.2) 
in a stepwise regression. The final output reported here was the highest adjusted R2 
model composed of the four independent variables with statistically significant 
coefficients. In order to assess the sensitivities of these coefficients, all possible 
permutations and combinations of the nine socio-economic/urban form factors were 
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regressed against per capita on-road FFCO2 emissions. The number of different model 
specifications that contained a specific variable was 29-1-1=255 (NULL model without 
any explanatory variables was not considered). Table 3-9 shows the statistical summary 
of the coefficients for 255 different model specifications. 
Table 3-9 Statistical summary of regression coefficients for all possible specifications 











Minimum -3.49 -0.13 -0.09 -0.64 
Maximum -1.89 0.46 0.76 0.21 
Median -2.47 0.19 0.12 -0.13 
Mean -2.49 0.19 0.17 -0.13 
Standard deviation 0.293 0.13 0.17 0.195 
Coefficients from original 
model 
-2.67 0.25 0.39 -0.27 
95% confidence interval [-2.53, -2.45] [0.17,0.21] [0.15,0.19] [-0.15, -0.11] 
Coefficient of Variance -0.11 0.71 1.02 -1.46 









Results showed that the final coefficient values for all four variables in the 
original model were outside of the 95% confidence interval for the mean of 255 model 
specifications. Only the MPG coefficient retained the same sign in all 255 models. This 
suggested that MPG had a more robust relationship with per capita on-road FFCO2 
emissions compared to vehicle owned per capita, population density and road density. 
The relatively smaller CV value also indicated that the MPG coefficient varied about its 
mean more closely than the other variables in the model. 100% of the MPG coefficients 
remained statistically significant in all models, while vehicle owned per capita, 
population density and road density had 50%, 45% and 25% significant coefficients 
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respectively. This again indicated that MPG was relatively more robust by having 
relatively more significant relationships in different model specifications. 
3.4.4.3 sensitivity to artificially introduced errors 
Further sensitivity assessment was conducted by adding errors and observing the 
variation of the coefficients and significance for each independent variable. An 
artificially introduced error was generated as a random sample from a normal distribution 
(assuming in the real world, datasets have uncertainties that follow a normal distribution) 
with mean=1 and standard deviation=σ. The error range is [0,2] (assuming errors will not 
be as large as two times the data). This error was then applied to per capita on-road 
FFCO2 emissions and the four socio-economic/urban form factors to simulate their 
uncertainties. The new dataset with the artificial error was then used to train the 
regression model. The whole process was repeated 100 times and yielded 100 sets of 
coefficients for all independent variables. The statistical summary is shown in table 3-10. 
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-2.63 (σ = 0.05) 
-2.56 (σ = 0.1) 
-1.82 (σ = 0.3) 
-1.03 (σ = 0.5) 
0.25 (σ = 0.05) 
0.25 (σ = 0.1) 
0.25 (σ = 0.3) 
0.24 (σ = 0.5) 
0.39 (σ = 0.05) 
0.38 (σ = 0.1) 
0.32 (σ = 0.3) 
0.25 (σ = 0.5) 
-0.27 (σ = 0.05) 
-0.27 (σ = 0.1) 
-0.23 (σ = 0.3) 
-0.20 (σ = 0.5) 
Mean 
-2.59 (σ = 0.05) 
-2.46 (σ = 0.1) 
-1.83 (σ = 0.3) 
-1.16 (σ = 0.5) 
0.25 (σ = 0.05) 
0.25 (σ = 0.1) 
0.25 (σ = 0.3) 
0.25 (σ = 0.5) 
0.39 (σ = 0.05) 
0.37 (σ = 0.1) 
0.32 (σ = 0.3) 
0.23 (σ = 0.5) 
-0.27 (σ = 0.05) 
-0.27 (σ = 0.1) 
-0.21 (σ = 0.3) 
-0.17 (σ = 0.5) 
Standard 
deviation 
0.10 (σ = 0.05) 
0.29 (σ = 0.1) 
0.71 (σ = 0.3) 
0.95 (σ = 0.5) 
0.00 (σ = 0.05) 
0.01 (σ = 0.1) 
0.03 (σ = 0.3) 
0.06 (σ = 0.5) 
0.01 (σ = 0.05) 
0.03 (σ = 0.1) 
0.12 (σ = 0.3) 
0.21 (σ = 0.5) 
0.01 (σ = 0.05) 
0.02 (σ = 0.1) 
0.07 (σ = 0.3) 




-2.65 0.25 0.38 -0.26 
Coefficient 
of Variance 
-0.04 (σ = 0.05) 
-0.12 (σ = 0.1) 
-0.39 (σ = 0.3) 
-0.82 (σ = 0.5) 
0.02 (σ = 0.05) 
0.04 (σ = 0.1) 
0.14 (σ = 0.3) 
0.24 (σ = 0.5) 
0.03 (σ = 0.05) 
0.09 (σ = 0.1) 
0.38 (σ = 0.3) 
0.92 (σ = 0.5) 
-0.02 (σ = 0.05) 
-0.06 (σ = 0.1) 
-0.35 (σ = 0.3) 




100% (σ = 0.05) 
100% (σ = 0.1) 
91% (σ = 0.3) 
68% (σ = 0.5) 
100% (σ = 0.05) 
100% (σ = 0.1) 
100% (σ = 0.3) 
95% (σ = 0.5) 
100% (σ = 0.05) 
98% (σ = 0.1) 
77% (σ = 0.3) 
62% (σ = 0.5) 
100% (σ = 0.05) 
100% (σ = 0.1) 
80% (σ = 0.3) 
66% (σ = 0.5) 
 
All variables remained the same sign in all repetitions at all error levels. When the 
standard deviation (σ) of the artificial error is at 0.05, all four independent variables 
remained 100% significant. With σ increasing, coefficient variation range increases for 
all independent variables. Regression coefficients for the vehicle owned per capita varied 
the least by having the smallest CV value at all error levels. In addition, vehicle owned 
per capita was also the only variable that remained 100% significant in all repetitions 
when the standard deviation of artificial errors had increased to σ=0.3. MPG and 
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population density remained 100% significant until σ was raised above 0.1. Road density 
remained 100% significant only when σ was at or below 0.05. 
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3.5 Discussion 
3.5.1 population density 
Table 3-11 summarizes the previous quantitative results exploring the relationship 
between per capita on-road FFCO2 emissions and population density, VMT, fuel 
efficiency, and per capita vehicle ownership. 
Table 3-11 previous results related to population density and on-road transportation fuel 
consumption 
Elasticities of per capita on-road FFCO2 
emissions related to population density 
-0.04 (Ewing and Cervero, 2010) 
-0.12 to -0.07 (Barla et al., 2011) 
-0.3 (Ewing et al., 2008) 
-0.334 (Karathodorou et al., 2010) 
-0.224 (Lee and Lee, 2014) 
-1.75 to -0.3 (Johansson and Schipper, 1997) 
 
In the multiple regression model presented here, population density had an 
elasticity of -0.27 (SE=0.09) and p-value <0.003 to per capita on-road FFCO2 emission. 
The population density coefficient from this study was in the reported range from 
previous studies, without a significant difference of magnitude.  
Results from sensitivity tests indicated that population density had a significant 
negative relationship to per capita on-road FFCO2 emissions. However, this relationship 
is sensitive to different model specifications and artificially introduced errors. This may 
suggest that population density is not fully independent from other socio-economic/urban 
form factors. According to Karathodorou et al. (2010), transportation energy 
consumption can be decomposed into car ownership, car use and fuel economy (see 
3.1.1.1).  The impacts of population density on these contributing factors were discussed 
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by Karathodorou et. al. (2010) and Lee and Lee (2014). They found that increasing 
population density had a significant impact on vehicle ownership and vehicle use, while 
almost no impact on fuel economy. They argued that for cities with increasing population 
density as they develop, per capita vehicle ownership declines due to limited and 
expensive parking availability. The average distance driven per car would also decrease 
because more drivers may reach their destinations by walking or cycling instead of 
driving. Reduced car ownership and distance driven would reduce per capita on-road 
FFCO2 emission in their estimation. On the other hand, high density would also cause 
congestion, which might result in more on-road FFCO2 emissions. The explanation for 
why population density alone explains only 13% of the variation in on-road FFCO2 
emissions (see Table 3-6) may not be due to a lack of additional independent variables, 
but rather due to these complicated and conflicting influences for which population 
density is a proxy.  
3.5.2 population centrality 
This study hypothesized that population centrality is a significant urban form 
factor that influences per capita on-road FFCO2 emissions. However, the regression 
results indicate that population centrality is insignificant.  
One of the reasons why population centrality was insignificant may be due to the 
geographical boundaries adopted. The calculation of population centrality depends on the 
size and shape of the urban area. This study adopted the administrative boundary for 
global cities (GADM, 2012) in accordance with on-road FFCO2 emission data. It could 
be possible that the administrative boundary did not correctly represent urban areas, thus 
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leading to biased estimates of population centrality, population density and road density 
for global cities.  
Besides the administrative boundary, urban areas could also be delineated by land 
features observed with remote sensing, such as land use/land cover, surface temperature 
gradient, nightlight, and impervious surface area. Currently, there is no universally 
accepted urban boundary definition. Researchers tend to subjectively define urban 
boundary to suit their own studies. It would be necessary in the future to explore the 
potential differences caused by different urban boundaries 
Another reason why population centrality was insignificant to on-road FFCO2 
emission may be due to the uncontrolled global variables. Urban studies at local and 
regional scales have the benefit of relatively simple environments. More variables need to 
be controlled for in a global scale study, such as temperature and climate due to different 
latitudes, elevation and terrain, or driving habits due to different social norms. All of 
these global factors have potential impacts on on-road fuel consumption. This study did 
not control for these factors, which might be the cause of the insignificant population 
centrality variable. 
There were many definitions of population centrality.  The Wheaton index 
(Wheaton, 2004) measures how fast populations accumulate along the route between 
local activity centers and the city edge. The Wheaton index can be described by the 
formula: 




𝑜𝑜𝐶𝐶    (3-8) 
Where t is the distance to the local CBD, 𝑜𝑜(𝐶𝐶) is the cumulative proportion of 
population at distance t; b is the distance from the CBD to city edge. 
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The Wheaton index can be interpreted as the area of cumulative distribution of 
population from 0 to t. When 100% of inhabitants are concentrated at the CBD, the 
Wheaton index equals 1. When the inhabitants are uniformly distributed, the Wheaton 
index equals 0. 
Massey and Denton (1988) proposed an area-weighted index to describe 
population centrality. It measures the cumulative proportion of population compared to 
the cumulative proportion of land area around the CBD. This index can be described by 
the following formula in discrete form, where land areas in different zones are ordered 
from close to faraway based on their distance to CBD: 
𝑐𝑐𝑝𝑝𝐹𝐹𝑐𝑐 𝑜𝑜𝐹𝐹𝐶𝐶𝑔𝑔ℎ𝐶𝐶𝐹𝐹𝑜𝑜 𝑐𝑐𝐹𝐹𝐶𝐶𝐶𝐶𝑝𝑝𝑐𝑐𝐹𝐹𝐶𝐶𝐶𝐶𝑜𝑜 𝐶𝐶𝐶𝐶𝑜𝑜𝐹𝐹𝑥𝑥 = ∑ 𝑃𝑃𝐶𝐶𝐶𝐶𝑖𝑖−1𝐴𝐴𝑝𝑝𝐹𝐹𝑐𝑐𝑖𝑖 − ∑ 𝑃𝑃𝐶𝐶𝐶𝐶𝑖𝑖𝐴𝐴𝑝𝑝𝐹𝐹𝑐𝑐𝑖𝑖−1𝐷𝐷𝑖𝑖=1𝐷𝐷𝑖𝑖=1  (3-9) 
where 𝑃𝑃𝐶𝐶𝐶𝐶𝑖𝑖 is the cumulative proportion of population at zone i; 𝐴𝐴𝑝𝑝𝐹𝐹𝑐𝑐𝑖𝑖 is the 
cumulative proportion of land area through zone i.  
The area weighted centrality index ranges from -1 to 1. It equals 0 when the 
population is uniformly distributed. A positive value indicates people are more 
concentrated around the CBD compared to a uniform distribution. Negative values 
indicate inhabitants are further away from CBD compared to a uniform distribution. 
Therefore, the area-weighted centrality index can be interpreted as the proportion of 
people needed to relocate in order to achieve a uniform distribution around CBD.  
This study calculated population centrality based on Bento et. al.’s definition, 
which was introduced in detail (see Section 3.3.3.3). There is not a conceptually 
significant difference among Bento et. al.’s definition of population centrality (Bento, et. 
al., 2005), Wheaton’s centrality index (Wheaton, 2004) and area weighted index (Massy 
and Denton, 1998). All these population centrality definitions aim to quantify how far 
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people are living near CBDs. This study adopted Bento et. al.’s definition and found an 
insignificant relationship between population centrality and on-road FFCO2 emission. 
This was coherent with Bento et. al. (2005)’s and Lee and Lee (2014)’s conclusions that 
population centrality had only a modest impact to on-road carbon emission. Future 
research should examine other population centrality definitions to confirm this 
insignificant relationship. 
3.5.3 vehicle ownership per capita (VOPC) 
Although the GDP per capita (GDPPC) was assumed to represent the wealth 
factor in the IPAT model, it was eliminated from the regression model and VOPC was 
selected instead. The reason was that, according to the single regression result in Section 
3.4.1, there is a high correlation between GDPPC and VOPC (R2=0.68; p<0.001). Due to 
the collinearity, only one variable was chosen for the model. VOPC was finally selected 
not only because it yielded a mathematically better regression model with slightly less 
residuals, but was also based on the physical relationship between VOPC and on-road 
emissions. GDPPC does not directly and immediately impact on-road transportation CO2 
emissions.  The long-term effect of wealth is reflected by the gradual influence on the 
vehicle market. Thus, VOPC is conceptually more closely related to on-road FFCO2 
emission compared to GDPPC.  
 Results showed that the elasticity of VOPC to on-road FFCO2 emission is 0.46 in 
the single regression model, and 0.25 (SE=0.07) in the multiple regression model. Further 
examination showed that VOPC has a negative and significant relationship with both 
MPG and population density. The relationship between VOPC and road density is weak 
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and insignificant. This suggested that adding road density as another explanatory variable 
should not affect the VOPC ‘s elasticity to on-road FFCO2 emission. Therefore, the 
introduction of MPG and population could be the reason why VOPC had a lower 
elasticity in the multiple regression model  
According to Karathodorou et. al. (2010), people who live in highly dense areas 
are discouraged to purchase vehicles due to the high cost of parking and the convenience 
of public transits. They reported the elasticity of population density to VOPC as -0.12, 
while this study reported -0.36 in the single regression model. These elasticity numbers 
cannot be directly compared because Karathodorou et. al. (2010) controlled other factors 
including fuel price, income, per capita road length and public transit. However, both 
numbers indicated the negative relationship between VOPC and population density.  
 The sensitivity tests reported that the relationship between per capita on-road 
FFCO2 emissions and VOPC remained significant for all data-resampling rounds in the 
cross-validation, and remained significant in 51% of model specifications. Under the 
influence of artificial errors, VOPC remained significant until the standard deviation of 
error exceeded 0.5. These results indicated that VOPC is quite robust to data-resampling, 
sensitive to model specifications, and the most robust to artificial errors among all 
explanatory variables.  
3.5.4 fuel economy 
The elasticity of MPG to on-road FFCO2 emission was the largest among all 
explanatory variables. MPG elasticity was reported as -3.35 for single regression and -
2.67 (SE=0.41) for multiple regression. The correlation matrix indicated that MPG is 
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independent of population density and road density, and has only a weak relationship to 
VOPC (slope=-0.04; p<0.04; R2=0.07). Sensitivity tests indicated that MPG was the most 
robust variable among all explanatory variables by having the narrowest coefficient 
distribution after data-resampling and model re-specification. In the test with artificially 
introduced errors, MPG remained significant until the standard deviation of the error 
reached 0.3. This also suggests that MPG is the second-most robust variable for this 
sensitivity test. These results indicate that MPG is an independent and robust factor that 
has a very elastic and significant relationship with per capita on-road FFCO2 emissions.  
According to the Global Fuel Economy Initiative (GFEI) report for the 
International Energy Agency (Körner, et. al., 2014), global fuel economy (miles per 
gallon) increased 1.7% annually between 2005-2011. At this pace, the global fuel 
economy improvement would very likely lag behind the GFEI target, which is to halve 
the new vehicle fuel economy by 2030. Liddle (2009) also pointed out that the 
technology improvement in US fuel economy has been stagnant for the past 30 years. 
The technology developments were mostly focused on improving vehicle performance 
such as the engine size and maximum speed. Vehicles in US have become 20% heavier 
and 25% faster, while the fuel economy has remained constant since 1985.  
Eltony (1993) examined provincial household data in Canada and found three 
behavioral responses people have for an increase in fuel price: buy fewer cars, drive less 
distance, and buy more fuel-efficient cars. Eltony’s model indicated that in response to 
the fuel price increase, 75% of people drove less in the first year, 15% of people bought 
fewer cars in the following few years, and only 10% of people responded by switching to 
more fuel-efficient cars. Espey (1996) analyzed the fuel price, income, tax, and fuel 
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economy data from eight countries in Asia, Europe and North America. Espey’s results 
indicated that fuel economy is inelastic to fuel price (elasticity=0.2) and income 
(elasticity near 0), and taxation (elasticity=0.09). The impact of income was mainly 
reflected in the vehicle ownership variable rather than fuel economy. 
3.5.5 road density 
The elasticity of road density to per capita on-road FFCO2 emissions in the 
multiple regression model was estimated as 0.39 (SE = 0.13), which was within the range 
of previously reported elasticities (Hansen and Huang, 1997; Fulton et al., 2000; Bento 
et. al., 2005; Qing, 2011). However, road density had an insignificant relationship with 
per capita on-road FFCO2 emissions in the single regression model with an elasticity of 
0.09 (R2=0.01; p-value<0.58). Further examination of the correlation matrix revealed that 
road density was independent of all other socio-economic/urban form factors except 
population density and population centrality. This suggested that road density alone 
didn’t have a significant relationship to per capita on-road FFCO2 emissions, but when 
holding population density constant, road density became significant. 
This supports the induced traffic theory. When other factors were held constant, 
more roads lead to more driving. Results also indicated that when population density was 
not included in the model, road density alone didn’t show a significant relationship with 
per capita on-road FFCO2 emissions. This means that, the proportion of variation of per 
capita on-road FFCO2 emissions caused by road density was masked by the correlation 
between per capita on-road FFCO2 emissions and population density. Only when the 
impact of population density was removed by holding it constant, the relationship 
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between per capita on-road FFCO2 emissions and road density started to become 
significant.  
The other road network indicator, Road Length Per Capita (RLPC), was 
significant in the single regression model, but insignificant in multiple regression model. 
This was because compared to road density, RLPC had a higher correlation with 
population density. The collinearity was severe enough that RLPC was excluded from the 
multiple regression model.  
Road density coefficients had a heavy tailed distribution in the sensitivity tests 
with cross-validation and different model specifications. For the sensitivity test with 
artificially introduced error, road density had the poorest performance by having its 
significance changed as soon as the error standard deviation increased to 0.1. This 
suggested that road density is not a robust estimator among all explanatory variables at 
the city spatial scale. 
3.5.6 limitations and future work 
In reality, it takes time to observe significant changes caused by socio-
economic/urban form factors. For example, the impacts of GDP or income to fuel 
consumption are mainly reflected through the variation of vehicle ownership and vehicle 
distances travelled (Eltony, 1993; Espey, 1996), which would normally take years for the 
impacts to become significant. Due to this lagged effect, long term elasticity is usually 
larger than short term elasticity. This study was based on cross sectional data. Therefore, 
all the estimated elasticities didn’t consider and reflect the long-term effects (e.g. several 
years or decades). This could lead to an underestimate of elasticities when compared with 
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other studies that use panel data. In future research, the short-term and long-term 
elasticities should be both considered and reported based on both spatial and temporal 
data. 
Another limitation of this study is that it primarily focused on the explanatory 
variables that were included in the final multiple regression model. This was based on the 
mathematical reason that these explanatory variables yielded the least residuals and most 
significance without multi-collinearity. This did not mean that other socio-economic 
factors were not important. Future work should focus more on other factors that had 
strong and significant relationships with per capita on-road FFCO2 emission but were 
excluded due to multi-collinearity such as GDP per capita and road length per capita. 
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CHAPTER 4 
 MODELING ON-ROAD FFCO2 EMISSIONS AT 1 KM2 SCALE 
4.1 Literature Review 
Previous studies had used population density as a surrogate to disaggregate 
national GHG emissions into 1-degree grids. (Marland, et. al. 1985; Andres, et. al, 1996, 
Olivier et. al., 1999). These studies hypothesized that population density and FFCO2 
emissions were geographically related. This was a reasonable assumption at the national 
scale. However, at finer scale, FFCO2 emissions were not exactly related to where people 
live (Gurney, et. al., 2009; Rayner, et. al., 2010). Thus, according to Ewing and Cevero 
(2010), population density should not be considered as having direct impacts to the travel 
pattern, but rather as a proxy for other data that were better related but hard to collect, 
such as job-housing balance, pedestrian accessibility or public transit availability. 
Road density had also been used as a surrogate to disaggregate on-road FFCO2 
emissions.  Emission Database for Global Atmosphere Research (EDGAR) used road 
density to distribute on-road FFCO2 emissions (Olivier, et. al., 2001), assuming there 
were no spatial variations of traffic density on different road types, which could cause 
over-estimation for rural and under-estimation for urban road classes (McDonald, et. al., 
2014). 
The Vulcan inventory (Gurney, et. al., 2009) used a combination of road density 
and population density to downscale state level VMT. There was some criticism 
regarding the Vulcan methods in rural areas. For example, Gately et. al., (2013) regressed 
and concluded that population did not have a linear correlation with on-road FFCO2 
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emissions at fine scales. Therefore, they argued that by using population as surrogate for 
rural roads, Vulcan could have biased estimates for rural areas (Gately, 2013). Shu et. al. 
(2011) noted that most disaggregation methods for the on-road sector did not include 
population, income, and urban road condition data in combination. By ignoring the 
impact of population on on-road FFCO2 emissions, can result in an underestimation on 
on-road emissions in urban areas and an overestimation in rural areas (Shu, et. al., 2011, 
Brondfield, et. al., 2012). 
Instead of looking for a good spatial proxy, recent study by Gately, et. al. (2012) 
focused on the direct calculation. They built the Database of Road Transportation 
Emissions (DARTE), which estimated US on-road FFCO2 emission at the road segment 
scale. Gately, et. al. (2012) used VMT data and fuel efficiency data to estimate on-road 
FFCO2 emission for each road segment and aggregate into 1 km2 grid cells. Based on 
DARTE, Gately, et. al. (2012) found the relationship between population density and on-
road FFCO2 emissions to be highly non-linear. They identified that as population density 
increases, per capita on-road FFCO2 emissions decline with higher speed at 
suburban/rural areas and lower speed at urban core. This suggested that “smart-growth” 
policies (policies that aim to mitigate carbon emissions by increasing population density) 
would be more effective at low density areas than already-dense urban core (Gately, et. 
al., 2012). 
There are caveats for both top-down (disaggregation from rough resolution into 
fine resolution) and bottom-up (calculation based on local traffic/environment/socio-
economic data) methods. The bottom-up method requires extensive local data (Gurney, 
et. al., 2009, Gately, et. al., 2013) that are often not globally available (such as public 
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transit, job-housing balance, and traffic counts). The top-down method requires good 
surrogates to accurately disaggregate on-road FFCO2 emission. Using population density 
alone as a surrogate could result in biased estimates due to the spatial mismatch and non-
linear relationship between population and emission (Gately, et. al., 2013, Shu, et. al., 
2011, Brondfield, et. al., 2012). Using road density alone could result in over- and under-
estimations for rural and urban areas (McDonald, et. al., 2014).  
Recognizing these caveats, this study adopted the top-down method and built a 
high resolution on-road FFCO2 emission data product (chapter 2). This data product 
assimilated population density, road density and distance to activity centers data into 
1km2 grid cells for global cities. Multivariate regression analyses were conducted to 
explore (or reaffirm) the relationship between these data and on-road FFCO2 emission at 
1km2 scale.  
4.2 Data and Methods 
4.2.1 grouping analysis based on spatial urban form factors 
The on-road FFCO2 emission data product in this chapter was built with US 
emission data (USEPA, 2012). This led to the question that could relationships based on 
US cities also be applicable to non-US cities? This study conducted a grouping analysis 
to examine the spatial homogeneity between global cities.  
Four spatial urban form factors were included in the grouping analysis: population 
density, population centrality, road density, and road centrality. The grouping analysis 
adopted the “K-means” algorithm and started by randomly selecting k cities as the seeds 
(k is the optimal number of groups) for each group. A group was formed for each seed by 
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incorporating the city with the shortest euclidian distance towards the seed in the four 
dimensional space defined by the four urban form factors. The new group had a “center”, 
which was the vector of mean values of four urban form factors in the four dimensional 
space. The next city with shortest distance to the group center was included and formed a 
new group with a new center. This iteration continues until all cities have been assigned 
to a group.  The optimal k for the “K-means” algorithm was calculated based on Calinski-
Harabasz pseudo F-statistic (Calinski, 1974), which was a ratio reflecting within-group 
similarity and between-group differences: 
𝑃𝑃𝐶𝐶𝐹𝐹𝐹𝐹𝑜𝑜𝐶𝐶 𝐹𝐹 = 𝐺𝐺𝐺𝐺𝐺𝐺 (𝐾𝐾−1)⁄
𝑊𝑊𝐺𝐺𝐺𝐺 (𝑁𝑁−𝐾𝐾)⁄     (4-1) 
Where N is the number of observations, K is the number of groups, GSS is the 
between-group sum of squares of Euclidian distances (from one group center to another 
group center), WSS is the within-group sum of squares of Euclidian distances (from one 
group member to another group member). A large value for Pseudo F indicates greater 
group separation.  
The optimal grouping number was chosen when adding a new group did not 
explain much of variation between groups (when the Pseudo F value stopped increasing). 
The “k-means” algorithm was run 30 times with random starting seeds. Grouping results 
were summarized to calculate the highest probability for each city that belongs to a 
certain group. Results showed that the 145 global cities can be classified into 3 groups, as 
shown in table 4-1. 
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Group one had five cities with extremely high population density (e.g. XXXXX) 
and extremely high road density (e.g. XXXXXX). This group was discarded because the 
group size was small and not representative. Group two had 45 cities with 22 in the 
United States. Group three had 95 cities with 24 in the United States. This grouping 
analysis result showed that, based on the spatial urban form factors, global cities can be 
classified into two groups with an almost equal number of US cities in each group. This 
indicated that, as far as spatial urban form factors were concerned, there were no 
significant distinctions that would separate US cities from non-US cities. Thus, the 
relationship between on-road FFCO2 emission and spatial urban form factors in US cities 
could be reasonably applied to non-US cities.  
4.2.2 separating road type into two groups 
Different road type serves different purposes. Interstates and 
Freeways/Expressways are designed to maximize vehicle mobility in long-distance 
travel, while primary/secondary arterials provide accessibility and flexibility to local 
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transportation (FHWA, 2014). Since the ingress and egress on interstates were fully 
restricted or controlled, VMT on interstates were hypothesized to have less spatial 
variation compared to local roads. One can also hypothesize that local urban form factors 
would have less impact to on-road FFCO2 emissions on interstates and highways. 
This study classified road types into two groups for which separate regression 
analysis was performed. Group one included interstates and highway/expressways. Group 
two included primary and secondary arterials. Table 4-2 listed the road type definitions 
by OpenStreetMap, which was later used to assign groups to road segments.  





A restricted access major divided highway, normally with 2 
or more running lanes plus emergency hard shoulder. 
Equivalent to the Freeway, Autobahn, etc.. 
Motorway 
link 
The link roads (slip roads/ramps) leading to/from a 
motorway from/to a motorway or lower-class highway. 
Normally with the same motorway restrictions. 
Trunk The most important roads in a country's system that aren't motorways. (Need not necessarily be a divided highway.) 




Primary The next most important roads in a country's system. (Often link larger towns.) 
Primary link The link roads (slip roads/ramps) leading to/from a primary road from/to a primary road or lower-class highway. 
Secondary The next most important roads in a country's system. (Often link towns.) 
Secondary 
link 
The link roads (slip roads/ramps) leading to/from a 
secondary road from/to a secondary road or lower-class 
highway. 
Tertiary The next most important roads in a country's system. (Often link smaller towns and villages) 
Tertiary link The link roads (slip roads/ramps) leading to/from a tertiary road from/to a tertiary road or lower-class highway. 
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4.2.3 regression analysis at 1km2 scale 
This study conducted four multivariate regressions based on the combinations of 
city form and road groups. These regressions used US on-road FFCO2 emission as the 
dependent variable, and population density, road density, distance to activity center as 
independent variables. 
OpenStreetMap and the LandScan datasets were used to calculate population 
density and road density at the 1 km2 scale. The distance to activity centers was defined 
as the distance between each 1 km2 grid cell and its nearby activity center. The locations 
of activity centers were identified by the GIS hotspot analysis introduced in Chapter 3. 
The regression formula is presented as: 
𝐿𝐿𝐶𝐶(𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶𝑃𝑃𝐶𝐶) = 𝐿𝐿𝐶𝐶(𝑃𝑃𝑃𝑃) + 𝐿𝐿𝐶𝐶(𝑅𝑅𝑃𝑃) + 𝐿𝐿𝐶𝐶(𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶) + ℰ  (4-2) 
Where EmisPC is per capita US on-road FFCO2 emission at the 1 km2 scale, PD 
is population density, RD is road density, Dist is the distance to nearby activity centers. ℰ 
is the error term. 
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4.3 Results and Discussions 
Table 4-3 summarized the regression results at the 1 km2 scale. 
Table 4-3 Regression results between US on-road FFCO2 emission and spatial urban 
form factors at the 1 km2 scale 
City Type Road Type Independent 
Variables at 1km2 










Motorway and Trunk 
(Adjusted R2 = 0.60) 
Population Density 0.16 1.36e-016** 





and Tertiary Arterials 
(Adjusted R2 = 0.60) 
Population Density 0.24 3.91e-033** 











Motorway and Trunk 
(Adjusted R2 = 0.53) 
Population Density 0.16 6.47e-019** 





and Tertiary Arterials 
(Adjusted R2 = 0.55) 
Population Density 0.13 1.56e-027** 




* P-value smaller than 0.1 
** P-value smaller than 0.05 
 
Regression results showed that: 
Road density had the strongest impact on on-road FFCO2 emission (elasticity was 
near 1) at the 1 km2 scale among all spatial urban form factors considered in this study. 
Road density also had the most consistent elasticity to on-road FFCO2 emissions at the 1 
km2 scale among all city groups and road types, with a slightly larger elasticity for 
interstate/freeways (1.03-1.04) than arterials (0.94-0.95).  
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Previous studies had criticized that without the support of local traffic data, using 
road density alone as a proxy may cause a biased allocation for urban and rural areas 
(McDonald, et. al., 2014; Shu, et. al., 2011). However, findings in this study suggest that 
the relationship between road density and per capita on-road FFCO2 emission at the 1 
km2 scale was independent of the population and road network patterns. One reason 
could be that global cities in this study were selected from large metropolitan cities (see 
chapter 3.3.1). Another reason could be that the traffic count difference between urban 
and rural had already been partially explained by separating road types into two groups 
and conducting regressions separately. This study suggested that, for large dense urban 
areas, local traffic data might not be necessary to allocate on-road FFCO2 emission. As 
long as road density and road types were available (both can be acquired from 
OpenStreetMap), the allocation biases between urban and rural should not be significant. 
Results in chapter 3 suggested that at the city scale, the relationship between road 
density and on-road FFCO2 emission is not significant (p-value < 0.58) in a single 
regression model but significant (p-value < 4.41E-3) in a multiple regression model when 
population density is controlled. This indicates that the impact of road density on on-road 
FFCO2 emission was masked by population density. However, at the 1 km2 scale, 
correlation between road density and on-road FFCO2 emissions became stronger and 
more significant (elasticity was between 0.94 and 1.04, p-value was between 8.18E-51 
and 2.66E-37). This indicated that population density was a better proxy than road 
density at the whole-city scale. As the spatial resolution became finer, the spatial 
mismatch between people and vehicles became more significant. Therefore, it seemed 
that the relationships between on-road FFCO2 emission, population and roads were 
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sensitive to spatial scales. Previous studies yielded a wide range of correlation 
coefficients at different resolutions. It would be important to control the spatial scales in 
future studies to better understand the relationships between urban form factors and on-
road FFCO2 emissions. 
Distance to activity center had a significant positive relationship with on-road 
emissions for interstates and freeways, and an insignificant relationship with on-road 
emissions for arterials. The positive relationship suggested that people who live further 
from activity centers were more inclined to drive. The insignificant relationship 
suggested that local trips were not very dependent on the distance to activity centers.  
Distance to activity center had a relatively larger elasticity for centralized cities 
with low population density (0.12) than decentralized cities with high population density 
(0.07). This suggested that as cities growing denser with multiple activity centers, driving 
patterns became more complicated and less dependent on the distance to near activity 
centers. 
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CHAPTER 5 
 CONCLUSIONS 
This research explored the connections between urban form/socio-economic 
factors and FFCO2 emissions from on-road transportation at the city scale. A total of nine 
factors were selected for the study. These included six urban form factors (population, 
area, population density, population centrality, road length per capita and road density) 
and three socio-economic factors (per capita GDP, fuel economy and vehicles owned per 
capita).   
In conclusion, regression and sensitivity test results showed that: 
Fuel economy had a strong, significant and robust relationship with per capita on-road 
FFCO2 emissions. This suggests that more attention and resources should be given to 
improve fuel economy in order to mitigate on-road fuel consumption. However, 
improvement of fuel economy has been slow at the global scale (Körner et. al., 2014). 
The US fuel economy has been stagnant since 1985, and most efforts were devoted to 
improving the vehicle size and speed instead of fuel economy (Liddle, 2009). Research 
also showed that preferences for fuel efficient cars were not easily influenced by fuel 
price and income level (Eltony, 1993; Espey, 1996). This suggests the importance of 
improving fuel economy in the future.  
Population centrality was not significant to per capita on-road FFCO2 emission. 
This could be due to the definition of geographical boundary, or uncontrolled global 
factors, or the algorithm. It also could be that population centrality indeed didn’t have a 
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significant relationship with on-road FFCO2 emission. Further study should be conducted 
to reveal more details. 
Vehicle ownership had a strong, significant and robust relationship with per capita 
on-road FFCO2 emission. At the global scale, there is a strong correlation between 
GDPPC and VOPC. This correlation decreases for US and European, where the vehicle 
ownerships are more likely to be saturated.  
Population density had a negative, significant and non-robust relationship with 
per capita on-road FFCO2 emission. This indicates the mechanism for population density 
to influence per capita on-road FFCO2 emission is complicated and needs to be further 
decomposed into specific factors that could correctly reflect both positive and negative 
impacts on the environment. 
Road density had a positive, significant and non-robust relationship with per 
capita on-road FFCO2 emission. This was consistent with the induced travel theory. 
However, the correlation was weak and masked by the more significant correlation 
between population density and per capita on-road FFCO2 emission. 
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GLOBAL CITIES AND GLOBAL FUEL ECONOMY DATABASE SOURCES 
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Table A-1 145 global cities used in this study 















Denver Spain Madrid India Hyderabad 
United 
States 





NewYork China Jinan 
United 
States 















Portland Portugal Lisbon 
United 
States 
Des Moines Brazil Rio de Janeiro Mexico Mexico City 
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United 
States 





Sweden Stockholm Russia Moscow 
United 
States 
Augusta Australia Sydney India Mumbai 
United 
States 






Boston Canada Toronto Japan Nagoya 
United 
States 
Lansing Canada Vancouver China Nanchang 
United 
States 










WashingtonDC Italy Naples 
United 
States 
Lincoln India Bangalore China Ningbo 
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United 
States 
Carson City China Baotou Japan Osaka 
United 
States 
Concord Spain Barcelona Australia Perth 
United 
States 
Santa Fe China Beijing Portugal Porto 
United 
States 
Albany Brazil Belo Horizonte China Qingdao 
United 
States 





Bismarck Italy Bologna Italy Rome 
United 
States 






India Calcutta Brazil Sao Paulo 
United 
States 
Salem Canada Calgary China Shanghai 
United 
States 
Harrisburg China Changchun China Shenyang 
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United 
States 





Columbia China Changzhou China Shijiazhuang 
United 
States 





India Chennai China Suzhou 
United 
States 
Montpelier China Chongqing Taiwan Taipei 
United 
States 
Richmond Denmark Copenhagen China Taiyuan  
United 
States 
Olympia Brazil Curitiba China Tangshan 
United 
States 
Charleston China Dalian China Tianjin 
United 
States 
Madison China Daqing Italy Torino 
United 
States 
Cheyenne India Delhi China Urumqi 
Netherlands Amsterdam Germany Frankfurt China Wuhan 
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Greece Athens China Fuzhou China Wuxi 
New 
Zealand 














Germany Hamburg China Zhengzhou 
South 
Africa 
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Table A-2 Sources for global fuel economy database 
Country Source Link 





UK Car Fuel Data Booklet www.vcacarfueldata.org.uk/ 
France  Consommation conventionnelles de 






Australia  Green Vehicle Guide Factsheets www.greenvehicleguide.gov.au 
Japan JIDOSHA NENPI ICHIRAN www.mlit.go.jp/jidosha/jidosha_m
n10_000001.html 
Mexico Indicadores de Eficiencia 
Energéticay Emisiones Vehiculares 
www.ecovehiculos.gob.mx/ 
Swiss Automobil Revue catalogue www.katalog.automobilrevue.ch/ 
 
