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a b s t r a c t
In this paper, we introduce and study a general iterative method with strongly positive
operators for finding solutions of a general variational inequality problem with inverse-
strongly monotone mapping in a real Hilbert space. The explicit and implicit iterative
algorithms are proposed by virtue of the general iterative method with strongly positive
operators. Under two sets of quite mild conditions, we prove the strong convergence of
these explicit and implicit iterative algorithms to the unique common element of the set of
fixed points of a nonexpansive mapping and the set of solutions of the general variational
inequality problem, respectively.
© 2010 Published by Elsevier Ltd
1. Introduction
Let H be a real Hilbert space with norm ‖ · ‖ and inner product 〈·, ·〉, respectively. Let C be a nonempty closed convex
subset of H and let PC be the metric projection of H onto C . Let S : C → C be a self-mapping on C . Recall that S is called
Lipschitz continuous if there exists a constant L > 0 such that ‖Sx− Sy‖ ≤ L‖x− y‖ for all x, y ∈ C . Whenever 0 < L < 1,
S is a contraction on C; whenever L = 1, S is a nonexpansive mapping on C . We denote by Fix(S) the set of fixed points of
S.ΠC denotes the set of all contractions on C . Note that each f ∈ ΠC has a unique fixed point in C .
Recall that a mapping T : C → H is called monotone if 〈Tx − Ty, x − y〉 ≥ 0 for all x, y ∈ C . A mapping T : C → H is
called α-inverse-strongly monotone if there exists a positive real number α > 0 such that
〈Tx− Ty, x− y〉 ≥ α‖Tx− Ty‖2, ∀x, y ∈ C .
In this case, it is clear that T is monotone and Lipschitz continuous. Moreover, every mapping g : C → H , which is both
δ-strongly monotone (i.e., 〈g(x) − g(y), x − y〉 ≥ δ‖x − y‖2,∀x, y ∈ C , for some δ > 0) and σ -Lipschitz continuous
(i.e., ‖g(x)− g(y)‖ ≤ σ‖x− y‖,∀x, y ∈ C , for some σ > 0), is δ/σ 2-inverse-strongly monotone.
Recall that the classical variational inequality problem is to find an x∗ ∈ C such that
〈Tx∗, x− x∗〉 ≥ 0, ∀x ∈ C; (1a)
see [1,2]. The set of solutions of the variational inequality (1a) is denoted by VI(C, T ).
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In this paper, we consider the following problem of finding x∗ ∈ C such that g(x∗) ∈ C and
〈Tx∗, x− g(x∗)〉 ≥ 0, ∀x ∈ C, (1b)
which is called a general variational inequality problem. The set of solutions of the general variational inequality (1b) is
denoted byGVI(C, g, T ). The general variational inequality problem (1b)was introduced and studied byNoor [3] and Isac [4].
Subsequently, Zeng and others (see, e.g., [5]) further considered iterative algorithms for finding its solutions and established
some convergence results for iterative algorithms. Whenever g(x) = x for all x ∈ C , the general variational inequality
problem (1b) reduces to the variational inequality problem (1a).
The iterative methods for nonexpansive mappings have been extensively studied and recently applied to solving convex
minimization problems and other problems; see, e.g., [6–18] and the references therein. A typical problem is to minimize a
quadratic function over the fixed point set of a nonexpansive mapping on H:
min
x∈Fix(T)
1
2
〈Ax, x〉 − 〈x, b〉,
where Fix(T ) denotes the fixed point set of a nonexpansive mapping T on H , and b is a given point in H . Assume that A is
strongly positive; that is, there is a constant γ¯ > 0 with the property
〈Ax, x〉 ≥ γ¯ ‖x‖2, ∀x ∈ H.
We assume that Fix(T ) 6= ∅. It is well known that Fix(T ) is closed and convex (cf. [19]). In [10], it was proved that the
sequence {xn} defined by the iterative method below, with the initial guess x0 ∈ H chosen arbitrarily,
xn+1 = (I − αnA)Txn + αnb, ∀n ≥ 0,
converges strongly to the unique solution of theminimization problem as above provided the sequence {αn} satisfies certain
suitable conditions.
Furthermore,Moudafi [7] introduced the viscosity approximationmethod for nonexpansivemappings (see [8] for further
development in both Hilbert and Banach spaces). Let f be a contraction on H . Starting with an arbitrary initial x0 ∈ H , define
a sequence {xn} recursively by
xn+1 = (1− σn)Txn + σnf (xn), ∀n ≥ 0,
where {σn} is a sequence in (0, 1). It was proved in [7,8] that under certain appropriate conditions imposed in {σn}, the
sequence {xn} strongly converges to the unique solution x˜ in Fix(T ) to the variational inequality
〈(I − f )x˜, x− x˜〉 ≥ 0, ∀x ∈ Fix(T ).
Very recently, Marino and Xu [11] combined the iterative method in [10] with the viscosity approximation method in
[7,8] and introduced the following general iterative method:
xn+1 = (I − αnA)Txn + αnγ f (xn), ∀n ≥ 0. (2)
They proved that if the sequence {αn} of parameters satisfies appropriate conditions, then the sequence {xn} generated by
(2) converges strongly to the unique solution of the variational inequality
〈(A− γ f )x˜, x− x˜〉 ≥ 0, ∀x ∈ Fix(T ),
which is the optimality condition for the minimization problem
min
x∈Fix(T )
1
2
〈Ax, x〉 − h(x),
where h is a potential function for γ f (i.e., h′(x) = γ f (x) for all x ∈ H).
On the other hand, let C be a closed convex subset of a real Hilbert spaceH . Let f : C → C be a contractionwith coefficient
k ∈ (0, 1), let T : C → H be an α-inverse-strongly monotone mapping and let S be a nonexpansive self-mapping on C such
that Fix(S)∩ VI(C, T ) 6= ∅. Chen, Zhang and Fan [13] introduced the explicit and implicit iterative schemes by the viscosity
approximation method.
(I) Explicit iterative scheme [13]: define a sequence {xn} by
x0 ∈ C, xn+1 = (1− αn)SPC (xn − λnTxn)+ αnf (xn), ∀n ≥ 0,
where {λn} is a sequence in (0, 2α) and {αn} is a sequence in (0, 1).
(II) Implicit iterative scheme [13]: define a sequence {zn} by
zn = (1− αn)SPC (zn − λnTzn)+ αnf (zn), ∀n ≥ 0,
where {λn} is a sequence in (0, 2α) and {αn} is a sequence in [0, 1).
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Under some very mild conditions, they proved that the sequences {xn} and {zn} generated by algorithms (I) and (II),
respectively, converge strongly to q ∈ Fix(S)∩VI(C, T ), which is the unique solution in the Fix(S)∩VI(C, T ) to the following
variational inequality
〈(I − f )q, q− p〉 ≤ 0, ∀p ∈ Fix(S) ∩ VI(C, T ).
In this paper, motivated and inspired by the iterative algorithms (2), (I) and (II), we suggest and analyze a more general
iterativemethodwith strongly positive operators for finding solutions of the general variational inequality problem (1b) in a
real Hilbert space. The explicit and implicit iterative algorithms are proposed by virtue of the general iterative method with
strongly positive operators. Let S be a nonexpansive self-mapping of a nonempty closed convex subset C of a real Hilbert
space H , f be a contraction on C with coefficient k ∈ (0, 1) and A, B : H → H be two strongly positive linear bounded
operators with coefficients γ¯ ∈ (0, 1) and β > 0, respectively. Let 0 < γ < βk . For an arbitrary initial x0 ∈ C , we define a
sequence {xn} via the explicit iterative scheme{
yn = PC [xn − g(xn)+ PC (g(xn)− λnTxn)],
xn+1 = PC {(I − αnA)Syn + αn[Syn − βn(BSyn − γ f (xn))]}, ∀n ≥ 0
where {αn} ⊂ (0, 1], {βn} ⊂ (0,min{1, ‖B‖−1}], {λn} ⊂ (0, 2α), g : C → H is both δ-strongly monotone and σ -Lipschitz
continuous, and T − I : C → H is an inverse-strongly monotone mapping of C into H . Furthermore, we also define a
sequence {zn} via the implicit iterative scheme
zn = PC {(I − αnA)SPC [zn − g(zn)+ PC (g(zn)− λnTzn)] + αn[SPC [zn − g(zn)+ PC (g(zn)− λnTzn)]
−βn(BSPC [zn − g(zn)+ PC (g(zn)− λnTzn)] − γ f (zn))]}.
It is shown that under appropriate conditions the sequences {xn} and {zn} converge strongly to a unique common element
of the set of fixed points of the nonexpansive mapping S and the set of solutions of the general variational inequality (1b)
in a Hilbert space. The results presented in this paper may be viewed as the improvement, extension and development of
some earlier and recent results in the literature including, for instances, the corresponding results of Marino and Xu [11],
Iiduka and Takahashi [12], Chen, Zhang and Fan [13].
2. Preliminaries
Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖, and let C be a closed convex subset of H . We write
xn ⇀ x to indicate that the sequence {xn} converges weakly to x. The notation xn → xmeans that {xn} converges strongly
to x. For every point x ∈ H , there exists a unique nearest point in C , denoted by PCx, such that
‖x− PCx‖ ≤ ‖x− y‖, ∀x ∈ C .
PC is called the metric projection of H to C . It is well known that PC satisfies
〈x− y, PCx− PCy〉 ≥ ‖PCx− PCy‖2, ∀x, y ∈ H, (3)
and PC is characterized by the following properties:
〈x− PCx, PCx− y〉 ≥ 0,
‖x− y‖2 ≥ ‖x− PCx‖2 + ‖y− PCx‖2,
for all x ∈ H, y ∈ C . In the context of the variational inequality problem (1a), this implies
x∗ ∈ VI(C, T )⇔ x∗ = PC (x∗ − λTx∗), ∀λ > 0. (4a)
Further, in the context of the general variational inequality problem (1b), this also implies
x∗ ∈ GVI(C, g, T )⇔ g(x∗) = PC (g(x∗)− λTx∗), ∀λ > 0. (4b)
Proposition 2.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let T : C → H be a mapping such that
T − I : C → H be α-inverse-strongly monotone, and let g : C → H be both δ-strongly monotone and σ -Lipschitz continuous. If
2
√
1− 2δ + σ 2 < λ < 2α/(1+ 2α), then for each x, y ∈ C
‖PC [x− g(x)+ PC (g(x)− λTx)] − PC [y− g(y)+ PC (g(y)− λTy)]‖ ≤ [1− (λ− 2
√
1− 2δ + σ 2)]‖x− y‖.
Proof. Utilizing the δ-strong monotonicity and σ -Lipschitz continuity of g : C → H , we have
‖x− g(x)− (y− g(y))‖ ≤
√
1− 2δ + σ 2‖x− y‖, ∀x, y ∈ C .
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Since 2
√
1− 2δ + σ 2 < λ < 2α/(1+2α) and T−I : C → H isα-inverse-stronglymonotone, soweobtainλ−2α(1−λ) < 0
and
‖(1− λ)(x− y)− λ[(T − I)x− (T − I)y]‖2
= (1− λ)2‖x− y‖2 − 2λ(1− λ)〈(T − I)x− (T − I)y, x− y〉 + λ2‖(T − I)x− (T − I)y‖2
≤ (1− λ)2‖x− y‖2 + λ(λ− 2α(1− λ))‖(T − I)x− (T − I)y‖2
≤ (1− λ)2‖x− y‖2,
which implies that
‖(1− λ)(x− y)− λ[(T − I)x− (T − I)y]‖ ≤ (1− λ)‖x− y‖, ∀x, y ∈ C .
Therefore, we get for each x, y ∈ C
‖PC [x− g(x)+ PC (g(x)− λTx)] − PC [y− g(y)+ PC (g(y)− λTy)]‖
≤ ‖x− g(x)+ PC (g(x)− λTx)− [y− g(y)+ PC (g(y)− λTy)]‖
≤ 2‖x− g(x)− (y− g(y))‖ + ‖(1− λ)(x− y)− λ[(T − I)x− (T − I)y]‖
≤ 2
√
1− 2δ + σ 2‖x− y‖ + (1− λ)‖x− y‖
= [1− (λ− 2
√
1− 2δ + σ 2)]‖x− y‖.
This completes the proof. 
The following lemmas will be used for the proof of our main results in what follows.
Lemma 2.1 (See [9, Lemma 2.1]). Let {sn} be a sequence of nonnegative numbers satisfying the condition
sn+1 ≤ (1− αn)sn + αnβn, ∀n ≥ 0,
where {αn}, {βn} are sequences of real numbers such that
(i) {αn} ⊂ [0, 1] and∑∞n=0 αn = ∞, or equivalently,∏∞n=0(1− αn) = 0;
(ii) lim supn→∞ βn ≤ 0, or
(ii)′
∑∞
n=0 anβn is convergent.
Then, limn→∞ sn = 0.
Lemma 2.2 (See Geobel and Kirk [19]). Demiclosedness Principle. Assume that T is a nonexpansive self-mapping of a closed
convex subset C of a Hilbert space H. If T has a fixed point, then I − T is demiclosed. That is, whenever {xn} is a sequence in C
weakly converging to some x ∈ C and the sequence {(I − T )xn} strongly converges to some y, it follows that (I − T )x = y. Here I
is the identity operator of H.
Lemma 2.3 (See [11, Lemma 2.3]). Let C be a closed convex subset of a Hilbert space H, f : C → C be a contraction with
coefficient k ∈ (0, 1), and B be a strongly positive linear bounded operator with coefficient β > 0. Then, for 0 < γ < βk ,
〈x− y, (B− γ f )x− (B− γ f )y〉 ≥ (β − γ k)‖x− y‖2, ∀x, y ∈ C .
That is, B− γ f is strongly monotone with coefficient β − γ k.
Lemma 2.4 (See [11, Lemma 2.5]). Assume that A is a strongly positive linear bounded operator on a Hilbert space H with
coefficient γ¯ > 0 and 0 < ρ ≤ ‖A‖−1. Then ‖I − ρA‖ ≤ 1− ργ¯ .
3. Main results
Throughout the rest of this paper, we always assume that f : C → C is a contraction on C with coefficient k ∈ (0, 1), and
A, B are two strong positive bounded linear operators with coefficients γ¯ ∈ (0, 1) and β > 0, respectively. Let 0 < γ < βk
and limn→∞ βn = η ∈ ( 1−γ¯β−γ k , 2−γ¯β−γ k ). Then, we may assume without loss of generality that there exists c ∈ ( 1−γ¯β−γ k , 2−γ¯β−γ k )
such that
1− γ¯
β − γ k < c ≤ βn <
2− γ¯
β − γ k , ∀n ≥ 0. (5)
Let T : C → H be a mapping such that T − I : C → H is α-inverse-strongly monotone, and let g : C → H be both
δ-strongly monotone and σ -Lipschitz continuous. Let S be a nonexpansive self-mapping on C . Let 2
√
1− 2δ + σ 2 < λn <
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2α
1+2α , {αn} ⊂ (0,min{1, ‖A‖−1}] and {βn} ⊂ (0,min{1, ‖B‖−1}]. For each n ≥ 0, consider a mapping Vn : C → C defined
by
Vnx = PC {(I − αnA)SPC [x− g(x)+ PC (g(x)− λnTx)] + αn[SPC [x− g(x)+ PC (g(x)− λnTx)]
−βn(BSPC [x− g(x)+ PC (g(x)− λnTx)] − γ f (x))]}, (6)
for all x ∈ C . Indeed, by Proposition 2.1 and Lemma 2.4 we have
‖Vnx− Vny‖ = ‖ PC {(I − αnA)SPC [x− g(x)+ PC (g(x)− λnTx)]
+αn[SPC [x− g(x)+ PC (g(x)− λnTx)] − βn(BSPC [x− g(x)+ PC (g(x)− λnTx)] − γ f (x))]}
− PC {(I − αnA)SPC [y− g(y)+ PC (g(y)− λnTy)] + αn[SPC [y− g(y)+ PC (g(y)− λnTy)]
−βn(BSPC [y− g(y)+ PC (g(y)− λnTy)] − γ f (y))]}
≤ ‖{(I − αnA)SPC [x− g(x)+ PC (g(x)− λnTx)] + αn[SPC [x− g(x)+ PC (g(x)− λnTx)]
−βn(BSPC [x− g(x)+ PC (g(x)− λnTx)] − γ f (x))]} − {(I − αnA)SPC [y− g(y)+ PC (g(y)− λnTy)]
+αn[SPC [y− g(y)+ PC (g(y)− λnTy)] − βn(BSPC [y− g(y)+ PC (g(y)− λnTy)] − γ f (y))]}‖
≤ ‖(I − αnA)SPC [x− g(x)+ PC (g(x)− λnTx)] − (I − αnA)SPC [y− g(y)+ PC (g(y)− λnTy)]‖
+ ‖αn[SPC [x− g(x)+ PC (g(x)− λnTx)] − βn(BSPC [x− g(x)+ PC (g(x)− λnTx)] − γ f (x))]
−αn[SPC [y− g(y)+ PC (g(y)− λnTy)] − βn(BSPC [y− g(y)+ PC (g(y)− λnTy)] − γ f (y))]‖
≤ ‖I − αnA‖‖SPC [x− g(x)+ PC (g(x)− λnTx)] − SPC [y− g(y)+ PC (g(y)− λnTy)]‖
+αn‖(I − βnB)(SPC [x− g(x)+ PC (g(x)− λnTx)]
− SPC [y− g(y)+ PC (g(y)− λnTy)])+ βnγ (f (x)− f (y))‖
≤ (1− αnγ¯ )[1− (λn − 2
√
1− 2δ + σ 2)]‖x− y‖
+αn[(1− βnβ)[1− (λn − 2
√
1− 2δ + σ 2)]‖x− y‖ + βnγ k‖x− y‖]
≤ (1− αnγ¯ )‖x− y‖ + αn[(1− βnβ)‖x− y‖ + βnγ k‖x− y‖]
= [1− αn(γ¯ − 1+ βn(β − γ k))]‖x− y‖
= (1− αnτn)‖x− y‖,
where τn := γ¯ − 1+ βn(β − γα). Since c ∈ ( 1−γ¯β−γ k , 2−γ¯β−γ k ), we have τ := γ¯ − 1+ c(β − γα) ∈ (0, 1) and
τn = γ¯ − 1+ βn(β − γ k) ≥ γ¯ − 1+ c(β − γ k) = τ .
Hence we get
‖Vnx− Vny‖ ≤ (1− αnτ)‖x− y‖. (7)
This shows that Vn is a contraction. Therefore, by the Banach contraction principle, Vn has a unique fixed point zn ∈ C such
that
zn = PC {(I − αnA)SPC [zn − g(zn)+ PC (g(zn)− λnTzn)] + αn[SPC [zn − g(zn)+ PC (g(zn)− λnTzn)]
−βn(BSPC [zn − g(zn)+ PC (g(zn)− λnTzn)] − γ f (zn))]}.
Note that zn indeeddepends on f aswell, butwewill suppress this dependence of zn on f for simplicity of notation throughout
the rest of this paper. We will also always use γ to mean a number in (0, βk ).
In this section, we first prove a strong convergence result on the explicit iterative algorithm for the general variational
inequality problem (1b).
Theorem 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let f : C → C be a contraction with coefficient
k ∈ (0, 1), let T : C → H be a mapping such that T − I : C → H is α-inverse-strongly monotone, and let g : C → H be both δ-
strongly monotone and σ -Lipschitz continuous. Let S be a nonexpansive self-mapping on C such that Fix(S)∩GVI(C, g, T ) 6= ∅.
Let A, B be two strong positive bounded linear operators with coefficients γ¯ ∈ (0, 1) and β > 0, respectively. Let 0 < γ < βk .
Assume that {xn} and {yn} are sequences in C generated by x0 ∈ C and{
yn = PC [xn − g(xn)+ PC (g(xn)− λnTxn)],
xn+1 = PC {(I − αnA)Syn + αn[Syn − βn(BSyn − γ f (xn))]}, ∀n ≥ 0
where {αn} ⊂ (0, 1), {βn} ⊂ (0,min{1, ‖B‖−1}] and 2
√
1− 2δ + σ 2+ ξ ≤ λn < 2α/(1+ 2α) for some ξ > 0. Suppose that
there hold the conditions:
(i) limn→∞ αn = 0,∑∞n=0 αn = ∞ and∑∞n=0 |αn+1 − αn| <∞;
(ii) limn→∞ βn = η ∈ ( 1−γ¯β−γ k , 2−γ¯β−γ k ) and
∑∞
n=0 |αn+1βn+1 − αnβn| <∞;
(iii)
∑∞
n=0 |λn+1 − λn| <∞.
Then both {xn} and {yn} converge strongly to the unique element of Fix(S) ∩ GVI(C, g, T ).
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Proof. First, we may assume that αn < ‖A‖−1 due to limn→∞ αn = 0. By Lemma 2.4, we obtain ‖I − αnA‖ ≤ 1− αnγ¯ . Also,
since limn→∞ βn = η ∈ ( 1−γ¯β−γ k , 2−γ¯β−γ k ), we may assume that for some constant c ∈ ( 1−γ¯β−γ k , 2−γ¯β−γ k )
1− γ¯
β − γ k < c ≤ βn <
2− γ¯
β − γ k , ∀n ≥ 0.
Let p ∈ Fix(S) ∩ GVI(C, g, T ). Then p = Sp and p is a solution of the general variational inequality (1b). Hence utilizing (4b)
we have
p = PC [p− g(p)+ PC (g(p)− λnTp)], ∀n ≥ 0.
Thus utilizing Proposition 2.1 we obtain
‖yn − p‖ = ‖PC [xn − g(xn)+ PC (g(xn)− λnTxn)] − PC [p− g(p)+ PC (g(p)− λnTp)]‖
≤ [1− (λn − 2
√
1− 2δ + σ 2)]‖xn − p‖
≤ ‖xn − p‖
for every n = 0, 1, 2, . . . . Observe that
Vnp = PC {(I − αnA)SPC [p− g(p)+ PC (g(p)− λnTp)] + αn[SPC [p− g(p)+ PC (g(p)− λnTp)]
−βn(BSPC [p− g(p)+ PC (g(p)− λnTp)] − γ f (p))]}
= PC {(I − αnA)p+ αn[p− βn(Bp− γ f (p))]}.
Then from (7) we have
‖xn+1 − p‖ = ‖Vnxn − Vnp+ Vnp− p‖
≤ ‖Vnxn − Vnp‖ + ‖Vnp− p‖
≤ (1− αnτ)‖xn − p‖ + ‖PC {(I − αnA)p+ αn[p− βn(Bp− γ f (p))]} − PCp‖
≤ (1− αnτ)‖xn − p‖ + ‖(I − αnA)p+ αn[p− βn(Bp− γ f (p))] − p‖
≤ (1− αnτ)‖xn − p‖ + αn‖ − Ap+ p− βn(Bp− γ f (p))‖
≤ (1− αnτ)‖xn − p‖ + αn[‖A− I‖‖p‖ + ‖B‖‖p‖ + γ ‖f (p)‖],
which hence implies that
‖xn − p‖ ≤ max
{
‖x0 − p‖, ‖A− I‖‖p‖ + ‖B‖‖p‖ + γ ‖f (p)‖
τ
}
, ∀n ≥ 0.
So, {xn} is bounded andwealso obtain that {yn}, {Syn}, {Txn} and {f (xn)} are bounded. Since each PC [x−g(x)+PC (g(x)−λnTx)]
is nonexpansive according to Proposition 2.1, we also have
‖yn+1 − yn‖ ≤ ‖PC [xn+1 − g(xn+1)+ PC (g(xn+1)− λn+1Txn+1)] − PC [xn − g(xn)+ PC (g(xn)− λnTxn)]‖
≤ ‖PC [xn+1 − g(xn+1)+ PC (g(xn+1)− λn+1Txn+1)] − PC [xn − g(xn)+ PC (g(xn)− λn+1Txn)]‖
+ ‖PC [xn − g(xn)+ PC (g(xn)− λn+1Txn)] − PC [xn − g(xn)+ PC (g(xn)− λnTxn)]‖
≤ ‖xn+1 − xn‖ + ‖PC (g(xn)− λn+1Txn)− PC (g(xn)− λnTxn)‖
≤ ‖xn+1 − xn‖ + |λn+1 − λn|‖Txn‖
for every n = 0, 1, 2, . . . . Thus it follows that
‖PC {(I − αnA)Syn + αn[Syn − βn(BSyn − γ f (xn))]} − PC {(I − αnA)Syn−1 + αn[Syn−1 − βn(BSyn−1 − γ f (xn−1))]}‖
≤ ‖{(I − αnA)Syn + αn[Syn − βn(BSyn − γ f (xn))]} − {(I − αnA)Syn−1 + αn[Syn−1 − βn(BSyn−1 − γ f (xn−1))]}‖
= ‖(I − αnA)Syn − (I − αnA)Syn−1 + αn[(I − βnB)Syn − (I − βnB)Syn−1 + βnγ (f (xn)− f (xn−1))]‖
≤ ‖I − αnA‖‖Syn − Syn−1‖ + αn[‖I − βnB‖‖Syn − Syn−1‖ + βnγ ‖f (xn)− f (xn−1)‖]
≤ (1− αnγ¯ )‖yn − yn−1‖ + αn(1− βnβ)‖yn − yn−1‖ + αnβnγ k‖xn − xn−1‖
≤ [(1− αnγ¯ )+ αn(1− βnβ)][‖xn − xn−1‖ + |λn − λn−1|‖Txn−1‖] + αnβnγ k‖xn − xn−1‖
= [1− αn(γ¯ − 1+ βn(β − γ k))]‖xn − xn−1‖ + [(1− αn(γ¯ − 1+ βnβ))]|λn − λn−1|‖Txn−1‖
≤ [1− αn(γ¯ − 1+ βn(β − γ k))](‖xn − xn−1‖ + |λn − λn−1|‖Txn−1‖)
= (1− αnτn)(‖xn − xn−1‖ + |λn − λn−1|‖Txn−1‖)
≤ (1− αnτ)‖xn − xn−1‖ + |λn − λn−1|‖Txn−1‖. (8)
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Furthermore, note that
‖PC {(I − αnA)Syn−1 + αn[Syn−1 − βn(BSyn−1 − γ f (xn−1))]}
− PC {(I − αn−1A)Syn−1 + αn−1[Syn−1 − βn−1(BSyn−1 − γ f (xn−1))]}‖
≤ ‖{(I − αnA)Syn−1 + αn[Syn−1 − βn(BSyn−1 − γ f (xn−1))]}
− {(I − αn−1A)Syn−1 + αn−1[Syn−1 − βn−1(BSyn−1 − γ f (xn−1))]}‖
= ‖(I − αn(A− I))Syn−1 − αnβnBSyn−1 + αnβnγ f (xn−1)
− (I − αn−1(A− I))Syn−1 + αn−1βn−1BSyn−1 − αn−1βn−1γ f (xn−1)‖
≤ |αn − αn−1|‖(A− I)Syn−1‖ + |αnβn − αn−1βn−1|‖BSyn−1‖ + |αnβn − αn−1βn−1|γ ‖f (xn−1)‖
≤ M|αn − αn−1| +M|αnβn − αn−1βn−1|, (9)
whereM is a positive constant such thatM ≥ ‖(A− I)Syn‖+ ‖BSyn‖+ γ ‖f (xn)‖ for every n = 0, 1, 2, . . . . So from (8) and
(9) we derive
‖xn+1 − xn‖ = ‖PC {(I − αnA)Syn + αn[Syn − βn(BSyn − γ f (xn))]}
− PC {(I − αnA)Syn−1 + αn[Syn−1 − βn(BSyn−1 − γ f (xn−1))]}‖
+ ‖PC {(I − αnA)Syn−1 + αn[Syn−1 − βn(BSyn−1 − γ f (xn−1))]}
− PC {(I − αn−1A)Syn−1 + αn−1[Syn−1 − βn−1(BSyn−1 − γ f (xn−1))]}‖
≤ (1− αnτ)‖xn − xn−1‖ + |λn − λn−1|‖Txn−1‖ +M|αn − αn−1| +M|αnβn − αn−1βn−1|
≤ (1− αnτ)‖xn − xn−1‖ + L|λn − λn−1| +M|αn − αn−1| +M|αnβn − αn−1βn−1|
for every n = 0, 1, 2, . . ., where L is a positive constant such that L ≥ ‖Txn‖ for every n = 0, 1, 2, . . . . Since∑∞n=0 αn =∞,∑∞n=0 |λn+1 − λn| < ∞, ∑∞n=0 |αn+1 − αn| < ∞ and∑∞n=0 |αn+1βn+1 − αnβn| < ∞, in view of Lemma 2.1 we have
limn→∞ ‖xn+1 − xn‖ = 0. Then we also obtain limn→∞ ‖yn+1 − yn‖ = 0.
Since by Proposition 2.1 we have for each n ≥ 0
‖yn − p‖ ≤ (1− (λn − 2
√
1− 2δ + σ 2))‖xn − p‖,
we deduce that for p ∈ Fix(S) ∩ GVI(C, g, T ),
‖xn+1 − p‖2 = ‖PC {(I − αnA)Syn + αn[Syn − βn(BSyn − γ f (xn))]} − p‖2
≤ ‖(I − αnA)Syn + αn[Syn − βn(BSyn − γ f (xn))] − p‖2
= ‖(I − αnA)(Syn − p)+ αn[Syn − βn(BSyn − γ f (xn))− Ap]‖2
= ‖(I − αnA)(Syn − p)‖2 + α2n‖Syn − βn(BSyn − γ f (xn))− Ap‖2
+ 2αn〈(I − αnA)(Syn − p), Syn − βn(BSyn − γ f (xn))− Ap〉
≤ (1− αnγ¯ )2‖yn − p‖2 + α2n‖(I − βnB)Syn + βnγ f (xn)− Ap‖2
+ 2αn(1− αnγ¯ )‖yn − p‖‖(I − βnB)Syn + βnγ f (xn)− Ap‖
≤ ‖yn − p‖2 + α2n‖(I − βnB)Syn + βnγ f (xn)− Ap‖2
+ 2αn‖yn − p‖‖(I − βnB)Syn + βnγ f (xn)− Ap‖
≤ ‖yn − p‖2 + α2n[(1− βnβ)‖Syn‖ + βnγ ‖f (xn)‖ + ‖Ap‖]2
+ 2αn‖yn − p‖[(1− βnβ)‖Syn‖ + βnγ ‖f (xn)‖ + ‖Ap‖]
≤ ‖yn − p‖2 + α2n[‖Syn‖ + γ ‖f (xn)‖ + ‖Ap‖]2 + 2αn‖yn − p‖[‖Syn‖ + γ ‖f (xn)‖ + ‖Ap‖]
≤ [(1− (λn − 2
√
1− 2δ + σ 2))‖xn − p‖]2 + α2n[‖Syn‖ + γ ‖f (xn)‖ + ‖Ap‖]2
+ 2αn‖yn − p‖[‖Syn‖ + γ ‖f (xn)‖ + ‖Ap‖]
≤ (1− (λn − 2
√
1− 2δ + σ 2))‖xn − p‖2 + α2n[‖Syn‖ + γ ‖f (xn)‖ + ‖Ap‖]2
+ 2αn‖yn − p‖[‖Syn‖ + γ ‖f (xn)‖ + ‖Ap‖]. (10)
Thus we obtain
ξ‖xn − p‖2 ≤ (λn − 2
√
1− 2δ + σ 2)‖xn − p‖2
≤ ‖xn − p‖2 − ‖xn+1 − p‖2 + α2n[‖Syn‖ + γ ‖f (xn)‖ + ‖Ap‖]2
+ 2αn‖yn − p‖[‖Syn‖ + γ ‖f (xn)‖ + ‖Ap‖]
≤ (‖xn − p‖ + ‖xn+1 − p‖)‖xn − xn+1‖ + α2n[‖Syn‖ + γ ‖f (xn)‖ + ‖Ap‖]2
+ 2αn‖yn − p‖[‖Syn‖ + γ ‖f (xn)‖ + ‖Ap‖].
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Since αn → 0 and ‖xn − xn+1‖ → 0 as n → ∞, and since {xn}, {yn}, {Syn} and {f (xn)} are bounded, so we know that
‖xn − p‖ → 0 as n→∞. Note that ‖yn − p‖ ≤ ‖xn − p‖ for all n ≥ 0. Consequently, ‖yn − p‖ → 0 as n→∞. Moreover,
there is no doubt that Fix(S) ∩ GVI(C, g, T ) = {p}. This completes the proof. 
S is a nonexpansive mapping, T − I is α-inverse-strongly monotone, g is both δ-strongly monotone and σ -Lipschitz
continuous, f ∈ ΠC , andA, B are two strongly positive bounded linear operators. Thus, in terms of (7), the Banach contraction
principle guarantees that there exists a unique fixed point
z fn = PC {(I − αnA)SPC [z fn − g(z fn)+ PC (g(z fn)− λnTz fn)] + αn[SPC [z fn − g(z fn)+ PC (g(z fn)− λnTz fn)]
−βn(BSPC [z fn − g(z fn)+ PC (g(z fn)− λnTz fn)] − γ f (z fn))]},
where {αn} ⊂ (0,min{1, ‖A‖−1}], {βn} ⊂ (0,min{1, ‖B‖−1}], 2
√
1− 2δ + σ 2 < λn < 2α/(1+2α) and 1−γ¯β−γ k < c ≤ βn <
2−γ¯
β−γ k . For simplicity we will write zn for z
f
n provided no confusion occurs. Next we will prove the strong convergence of {zn}.
Remark 3.1. According to the definition of strongly positive operator, A is strongly positive, that is, there is a constant γ¯ > 0
with the property
〈Ax, x〉 ≥ γ¯ ‖x‖2 for all x ∈ H.
Beyond question, we may assume without loss of generality that γ¯ < 1. Consequently, whenever 0 < γ < γ¯k , B = I and
β = 1, then we have
1− γ¯
β − γ k =
1− γ¯
1− γ k < 1 <
2− γ¯
1− γ k =
2− γ¯
β − γ k .
Thus, we can pick βn = 1 for all n ≥ 0 and so, as an immediate consequence of Theorem 3.1 we obtain
Corollary 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let f : C → C be a contraction with coefficient
k ∈ (0, 1), let T : C → H be a mapping such that T − I : C → H is α-inverse-strongly monotone, and let g : C → H be both δ-
strongly monotone and σ -Lipschitz continuous. Let S be a nonexpansive self-mapping on C such that Fix(S)∩GVI(C, g, T ) 6= ∅.
Let A be a strong positive bounded linear operator with coefficient γ¯ > 0. Let 0 < γ < γ¯k . Assume that {xn} and {yn} are
sequences in C generated by x0 ∈ C and{
yn = PC [xn − g(xn)+ PC (g(xn)− λnTxn)],
xn+1 = PC {(I − αnA)Syn + αnγ f (xn)}, ∀n ≥ 0
where {αn} ⊂ (0, 1) and 2
√
1− 2δ + σ 2 + ξ ≤ λn < 2α/(1+ 2α) for some ξ > 0. Suppose that there hold the conditions:
(i) limn→∞ αn = 0,∑∞n=0 αn = ∞ and∑∞n=0 |αn+1 − αn| <∞;
(ii)
∑∞
n=0 |λn+1 − λn| <∞.
Then both {xn} and {yn} converge strongly to the unique element of Fix(S) ∩ GVI(C, g, T ).
Corollary 3.2. Let C be a nonempty closed convex subset of a real Hilbert space H. Let f : C → C be a contraction with coefficient
k ∈ (0, 1), let T : C → H be a mapping such that T − I : C → H is both µ-strongly monotone and ν-Lipschitz continuous, and
let g : C → H be both δ-strongly monotone and σ -Lipschitz continuous. Let S be a nonexpansive self-mapping on C such that
Fix(S) ∩ GVI(C, g, T ) 6= ∅. Let A, B be two strong positive bounded linear operators with coefficients γ¯ ∈ (0, 1) and β > 0,
respectively. Let 0 < γ < βk . Assume that {xn} and {yn} are sequences in C generated by x0 ∈ C and{
yn = PC [xn − g(xn)+ PC (g(xn)− λnTxn)],
xn+1 = PC {(I − αnA)Syn + αn[Syn − βn(BSyn − γ f (xn))]}, ∀n ≥ 0
where {αn} ⊂ (0, 1), {βn} ⊂ (0,min{1, ‖B‖−1}] and 2
√
1− 2δ + σ 2 + ξ ≤ λn < 2µ/ν21+2µ/ν2 for some ξ > 0. Suppose that
there hold the conditions:
(i) limn→∞ αn = 0,∑∞n=0 αn = ∞ and∑∞n=0 |αn+1 − αn| <∞;
(ii) limn→∞ βn = η ∈ ( 1−γ¯β−γ k , 2−γ¯β−γ k ) and
∑∞
n=0 |αn+1βn+1 − αnβn| <∞;
(iii)
∑∞
n=0 |λn+1 − λn| <∞.
Then both {xn} and {yn} converge strongly to the unique element of Fix(S) ∩ GVI(C, g, T ).
Proof. Note that T − I : C → H is ν-Lipschitz continuous, that is,
‖(T − I)x− (T − I)y‖ ≤ ν‖x− y‖, ∀x, y ∈ C .
Since T − I : C → H is also µ-strongly monotone, we have
〈(T − I)x− (T − I)y, x− y〉 ≥ µ‖x− y‖2 ≥ µ
ν2
‖(T − I)x− (T − I)y‖2, ∀x, y ∈ C .
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This implies that T − I : C → H is µ/ν2-inverse-strongly monotone. Hence, all conditions in Theorem 3.1 are satisfied.
Therefore the conclusion follows immediately from Theorem 3.1. 
Theorem 3.2. Let C be a nonempty closed convex subset of a real Hilbert space H. Let f : C → C be a contraction with coefficient
k ∈ (0, 1), let T : C → H be a mapping such that T − I : C → H is α-inverse-strongly monotone, and let g : C → H be both δ-
strongly monotone and σ -Lipschitz continuous. Let S be a nonexpansive self-mapping on C such that Fix(S)∩GVI(C, g, T ) 6= ∅.
Let A, B be two strong positive bounded linear operators with coefficients γ¯ ∈ (0, 1) and β > 0, respectively. Let 0 < γ < βk .
Assume that {zn} is a sequence in C generated by
zn = PC {(I − αnA)SPC [zn − g(zn)+ PC (g(zn)− λnTzn)] + αn[SPC [zn − g(zn)+ PC (g(zn)− λnTzn)]
−βn(BSPC [zn − g(zn)+ PC (g(zn)− λnTzn)] − γ f (zn))]}
where {αn} ⊂ [0, 1), {βn} ⊂ (0,min{1, ‖B‖−1}] and 2
√
1− 2δ + σ 2 + ξ ≤ λn < 2α/(1 + 2α) for some ξ > 0.
If limn→∞ αn = 0 and limn→∞ βn = η ∈ ( 1−γ¯β−γ k , 2−γ¯β−γ k ), then {zn} converges strongly to the unique element of Fix(S) ∩
GVI(C, g, T ).
Proof. First, we may assume that αn < ‖A‖−1 due to limn→∞ αn = 0. By Lemma 2.4, we obtain ‖I − αnA‖ ≤ 1− αnγ¯ . Also,
since limn→∞ βn = η ∈ ( 1−γ¯β−γ k , 2−γ¯β−γ k ), we may assume that for some constant c ∈ ( 1−γ¯β−γ k , 2−γ¯β−γ k )
1− γ¯
β − γ k < c ≤ βn <
2− γ¯
β − γ k , ∀n ≥ 0.
Put yn = PC [zn − g(zn) + PC (g(zn) − λnTzn)] for every n = 0, 1, 2, . . . . Let p ∈ Fix(S) ∩ GVI(C, g, T ). Then utilizing
Proposition 2.1 we obtain
‖yn − p‖ = ‖PC [zn − g(zn)+ PC (g(zn)− λnTzn)] − PC [p− g(p)+ PC (g(p)− λnTp)]‖
≤ [1− (λn − 2
√
1− 2δ + σ 2)]‖zn − p‖
≤ ‖zn − p‖
for every n = 0, 1, 2, . . . . Observe that
Vnp = PC {(I − αnA)SPC [p− g(p)+ PC (g(p)− λnTp)] + αn[SPC [p− g(p)+ PC (g(p)− λnTp)]
−βn(BSPC [p− g(p)+ PC (g(p)− λnTp)] − γ f (p))]}
= PC {(I − αnA)p+ αn[p− βn(Bp− γ f (p))]}.
Then from (7) we have
‖zn − p‖ = ‖Vnzn − Vnp+ Vnp− p‖
≤ ‖Vnzn − Vnp‖ + ‖Vnp− p‖
≤ (1− αnτ)‖zn − p‖ + ‖PC {(I − αnA)p+ αn[p− βn(Bp− γ f (p))]} − PCp‖
≤ (1− αnτ)‖zn − p‖ + ‖(I − αnA)p+ αn[p− βn(Bp− γ f (p))] − p‖
≤ (1− αnτ)‖zn − p‖ + αn‖ − Ap+ p− βn(Bp− γ f (p))‖
≤ (1− αnτ)‖zn − p‖ + αn[‖A− I‖‖p‖ + ‖B‖‖p‖ + γ ‖f (p)‖].
Hence,
‖zn − p‖ ≤ 1
τ
[‖A− I‖‖p‖ + ‖B‖‖p‖ + γ ‖f (p)‖].
This implies that {zn} is bounded, and so are {yn}, {Syn}, {Tzn} and {f (zn)}. For p ∈ Fix(S) ∩ GVI(C, g, T ),
‖zn − p‖2 = ‖PC {(I − αnA)Syn + αn[Syn − βn(BSyn − γ f (zn))]} − p‖2
≤ ‖(I − αnA)Syn + αn[Syn − βn(BSyn − γ f (zn))] − p‖2
= ‖(I − αnA)(Syn − p)+ αn[Syn − βn(BSyn − γ f (zn))− Ap]‖2
= ‖(I − αnA)(Syn − p)‖2 + α2n‖Syn − βn(BSyn − γ f (zn))− Ap‖2
+ 2αn〈(I − αnA)(Syn − p), Syn − βn(BSyn − γ f (zn))− Ap〉
≤ (1− αnγ¯ )2‖yn − p‖2 + α2n‖(I − βnB)Syn + βnγ f (zn)− Ap‖2
+ 2αn(1− αnγ¯ )‖yn − p‖‖(I − βnB)Syn + βnγ f (zn)− Ap‖
≤ ‖yn − p‖2 + α2n‖(I − βnB)Syn + βnγ f (zn)− Ap‖2 + 2αn‖yn − p‖‖(I − βnB)Syn + βnγ f (zn)− Ap‖
≤ ‖yn − p‖2 + α2n[(1− βnβ)‖Syn‖ + βnγ ‖f (zn)‖ + ‖Ap‖]2
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+ 2αn‖yn − p‖[(1− βnβ)‖Syn‖ + βnγ ‖f (zn)‖ + ‖Ap‖]
≤ ‖yn − p‖2 + α2n[‖Syn‖ + γ ‖f (zn)‖ + ‖Ap‖]2 + 2αn‖yn − p‖[‖Syn‖ + γ ‖f (zn)‖ + ‖Ap‖]
≤ [(1− (λn − 2
√
1− 2δ + σ 2))‖zn − p‖]2 + α2n[‖Syn‖ + γ ‖f (zn)‖ + ‖Ap‖]2
+ 2αn‖yn − p‖[‖Syn‖ + γ ‖f (zn)‖ + ‖Ap‖]
≤ (1− (λn − 2
√
1− 2δ + σ 2))‖zn − p‖2 + α2n[‖Syn‖ + γ ‖f (zn)‖ + ‖Ap‖]2
+ 2αn‖yn − p‖[‖Syn‖ + γ ‖f (zn)‖ + ‖Ap‖]. (11)
So, we obtain
ξ‖zn − p‖2 ≤ (λn − 2
√
1− 2δ + σ 2)‖zn − p‖2
≤ α2n[‖Syn‖ + γ ‖f (zn)‖ + ‖Ap‖]2 + 2αn‖yn − p‖[‖Syn‖ + γ ‖f (zn)‖ + ‖Ap‖].
Since αn → 0 (n→∞), and {yn}, {Syn} and {f (zn)} are bounded, we derive
‖zn − p‖ → 0 as n→∞.
Moreover, there is no doubt that Fix(S) ∩ GVI(C, g, T ) = {p}. This completes the proof. 
In terms of Remark 3.1 we can take B = I , β = 1 and βn = 1,∀n ≥ 0 in Theorem 3.2. Then we get
Corollary 3.3. Let C be a nonempty closed convex subset of a real Hilbert space H. Let f : C → C be a contraction with coefficient
k ∈ (0, 1), let T : C → H be a mapping such that T − I : C → H is α-inverse-strongly monotone, and let g : C → H be both δ-
strongly monotone and σ -Lipschitz continuous. Let S be a nonexpansive self-mapping on C such that Fix(S)∩GVI(C, g, T ) 6= ∅.
Let A be a strong positive bounded linear operator with coefficient γ¯ > 0. Let 0 < γ < γ¯k . Assume that {zn} is a sequence in C
generated by
zn = PC {(I − αnA)SPC [zn − g(zn)+ PC (g(zn)− λnTzn)] + αnγ f (zn)}
where {αn} ⊂ [0, 1) and 2
√
1− 2δ + σ 2 + ξ ≤ λn < 2α/(1 + 2α) for some ξ > 0. If limn→∞ αn = 0, then {zn} converges
strongly to the unique element of Fix(S) ∩ GVI(C, g, T ).
Corollary 3.4. Let C be a nonempty closed convex subset of a real Hilbert space H. Let f : C → C be a contraction with coefficient
k ∈ (0, 1), let T : C → H be a mapping such that T − I : C → H is both µ-strongly monotone and ν-Lipschitz continuous, and
let g : C → H be both δ-strongly monotone and σ -Lipschitz continuous. Let S be a nonexpansive self-mapping on C such that
Fix(S) ∩ GVI(C, g, T ) 6= ∅. Let A, B be two strong positive bounded linear operators with coefficients γ¯ ∈ (0, 1) and β > 0,
respectively. Let 0 < γ < βk . Assume that {zn} is a sequence in C generated by
zn = PC {(I − αnA)SPC [zn − g(zn)+ PC (g(zn)− λnTzn)] + αn[SPC [zn − g(zn)+ PC (g(zn)− λnTzn)]
−βn(BSPC [zn − g(zn)+ PC (g(zn)− λnTzn)] − γ f (zn))]}
where {αn} ⊂ [0, 1), {βn} ⊂ (0,min{1, ‖B‖−1}] and 2
√
1− 2δ + σ 2+ξ ≤ λn < 2µ/ν21+2µ/ν2 for some ξ > 0. If limn→∞ αn = 0
and limn→∞ βn = η ∈ ( 1−γ¯β−γ k , 2−γ¯β−γ k ), then {zn} converges strongly to the unique element of Fix(S) ∩ GVI(C, g, T ).
Proof. Observe that T − I : C → H is µ/ν2-inverse-strongly monotone. Moreover, it is easy to see that all conditions in
Theorem 3.2 are satisfied. Therefore the conclusion follows immediately from Theorem 3.2. 
4. Applications
A mapping V : C → C is called strictly pseudocontractive if there exists k ∈ [0, 1) such that
‖Vx− Vy‖2 ≤ ‖x− y‖2 + k‖(I − V )x− (I − V )y‖2, ∀x, y ∈ C .
If k = 0, then V is nonexpansive. Put T = 2I − V , where V : C → C is a strictly pseudocontractive mapping with k. Then
T − I is 1−k2 -inverse-strongly monotone. Actually, we have
‖(2I − T )x− (2I − T )y‖2 ≤ ‖x− y‖2 + k‖(T − I)x− (T − I)y‖2, ∀x, y ∈ C .
On the other hand, since H is a real Hilbert space, we have for all x, y ∈ C
‖(2I − T )x− (2I − T )y‖2 = ‖x− y‖2 + ‖(T − I)x− (T − I)y‖2 − 2〈x− y, (T − I)x− (T − I)y〉.
Hence we have
〈x− y, (T − I)x− (T − I)y〉 ≥ 1− k
2
‖(T − I)x− (T − I)y‖2, ∀x, y ∈ C .
Utilizing Theorem 3.1 we first establish a strong convergence theorem for finding a fixed point of mapping 12V where
V : C → C is strictly pseudocontractive.
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Theorem 4.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let f : C → C be a contraction with coefficient
k ∈ (0, 1), let S be a nonexpansive self-mapping on C and let V : C → C be a strictly pseudocontractive self-mapping on C with
α, such that Fix(S) ∩ Fix( 12V ) 6= ∅. Let A, B be two strong positive bounded linear operators with coefficients γ¯ ∈ (0, 1) and
β > 0, respectively. Let 0 < γ < βk . Suppose that {xn} and {yn} are sequences in C generated by x0 ∈ C and{
yn = PC [(1− λn)xn + λn(V − I)xn],
xn+1 = PC {(I − αnA)Syn + αn[Syn − βn(BSyn − γ f (xn))]}, ∀n ≥ 0
where {αn} ⊂ (0, 1), {βn} ⊂ (0,min{1, ‖B‖−1}] and ξ ≤ λn < (1− α)/(2− α) for some ξ > 0. Suppose that there hold the
conditions:
(i) limn→∞ αn = 0,∑∞n=0 αn = ∞ and∑∞n=0 |αn+1 − αn| <∞;
(ii) limn→∞ βn = η ∈ ( 1−γ¯β−γ k , 2−γ¯β−γ k ) and
∑∞
n=0 |αn+1βn+1 − αnβn| <∞;
(iii)
∑∞
n=0 |λn+1 − λn| <∞.
Then both {xn} and {yn} converge strongly to the unique element of Fix(S) ∩ Fix( 12V ).
Proof. Put g = I and T = 2I − V . Then δ = σ = 1 and T − I is 1−α2 -inverse-strongly monotone. In this case, the
condition ξ ≤ λn < 1−α2−α is equivalent to the one 2
√
1− 2δ + σ 2 + ξ ≤ λn < 2·
1−α
2
1+2· 1−α2
. Moreover, yn = PC (xn − λnTxn) =
PC [(1− λn)xn + λn(V − I)xn]. Note that VI(C, T ) = Fix( 12V ). So by Theorem 3.1, we obtain the desired result. 
Utilizing Theorem 3.1 we also establish another strong convergence theorem for finding a zero of mapping T : H → H
with the property that T − I is α-inverse-strongly monotone.
Theorem 4.2. Let f : H → H be a contraction with coefficient k ∈ (0, 1), let T : H → H be a mapping such that T − I is an
α-inverse-strongly monotone mapping and let S : H → H be a nonexpansive mapping such that Fix(S)∩ T−10 6= ∅. Let A, B be
two strong positive bounded linear operators with coefficients γ¯ ∈ (0, 1) and β > 0, respectively. Let 0 < γ < βk . Suppose that
x0 ∈ H and {xn} is generated by{
yn = xn − λnTxn,
xn+1 = (I − αnA)Syn + αn[Syn − βn(BSyn − γ f (xn))], ∀n ≥ 0
where {αn} ⊂ (0, 1), {βn} ⊂ (0,min{1, ‖B‖−1}] and ξ ≤ λn < 2α/(1 + 2α) for some ξ > 0. Assume that there hold the
conditions:
(i) limn→∞ αn = 0,∑∞n=0 αn = ∞ and∑∞n=0 |αn+1 − αn| <∞;
(ii) limn→∞ βn = η ∈ ( 1−γ¯β−γ k , 2−γ¯β−γ k ) and
∑∞
n=0 |αn+1βn+1 − αnβn| <∞;
(iii)
∑∞
n=0 |λn+1 − λn| <∞.
Then both {xn} and {yn} converge strongly to the unique element of Fix(S) ∩ T−10.
Proof. We have T−10 = VI(C, T ). So putting PH = I , by Theorem 3.1, we obtain the desired result. 
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