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ABSTRACT
BARRON H. HENDERSON: Biased Ozone Precursors in the Upper Troposphere:
Evaluation, Recommendations, and Implications.
(Under the direction of William Vizuete.)
Ozone is a significant air quality pollutant and the third largest anthropogenic
source of climate forcing. Despite its importance, ozone can only be sparsely sampled in
the atmosphere. As a result, model simulations are required to fully understand ozone’s
effects as an air quality pollutant and as a short-lived climate forcer. Simulations
predict ozone by modeling the interaction between the environment and chemical
precursors. Current simulations have known biases for precursors in the upper
troposphere, the altitude at which ozone is most efficient at climate forcing. In present
global and regional chemical transport models (CTMs), the limiting ozone precursors
-- nitrogen oxides -- are biased low compared to observations in the upper troposphere.
Identifying the source(s) of error in a CTM can be difficult if compensating errors
in one or several model processes (e.g., emission, transport, deposition, or chemistry)
mask symptoms of a model deficiency. Each process, therefore, must be evaluated with
minimal influence from other processes. This study develops a framework for isolating
the chemistry process in the upper troposphere by combining aircraft observations
with statistical physics models. First, this dissertation evaluates the chemistry process
in the upper troposphere and quantifies biases that are specific to chemistry. Then,
chemical reactions important to tropospheric ozone are evaluated for potential to cause
the nitrogen oxides low-bias, and each reaction rate’s uncertainty is constrained using
Bayesian techniques. This study identifies a revision to a critical reaction that removes
nitrogen oxides and radicals that drive ozone production (NO2 + HO
· −→ HNO3).
iii
Finally, the downward revision of the reaction rate is implemented and evaluated
in a full global CTM. Evaluation in the global CTM improves the partitioning of
nitrogen precursors to ozone, while increasing model sensitivity to emissions of nitrogen
oxides. The three phases of this dissertation identify chemistry process bias, constrain
uncertain reactions, and demonstrate the importance of findings. Improving simulated
chemistry in the upper troposphere contributes to the scientific understanding of
processes that produce ozone. Improving the simulated processes helps to decrease
the uncertainty in simulated future scenarios and the emission reduction tests that
form the scientific basis for policy development.
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CHAPTER 1
INTRODUCTION
Scientists and regulators simulate ozone production to better understand its role
as a ultra-violet radiation filter, a secondary pollutant, and a greenhouse gas. As
a short-lived greenhouse gas, ozone is attributed between 0.25 and 0.65 watts per
meter squared of radiative forcing (Forester and Ramaswamy, 2007). The radiative
forcing of ozone is most important in the upper troposphere (> 8km), where ozone
concentrations are high and its climate forcing efficiency is up to 10 times higher than
in the lower troposphere (Lacis et al., 1990).
In the troposphere, ozone is formed by interactions between emissions of precursors
(NOx and VOC) from natural and human processes. The precursors interactions are
driven by radiation from the sun that breaks precursors into radical fragments. The
radicals oxidize precursors and the oxidation products interact with molecular oxygen,
which is abundant, to form odd oxygen. The odd oxygen then partitions between
precursors and more molecular oxygen, which creates ozone. To correctly simulate
ozone, one must first accurately simulate ozone’s precursors.
In the upper troposphere, studies show that chemical transport models (CTMs)
often underestimate the ozone precursor NOx (Singh et al., 2006; Olson et al., 2006;
Ren et al., 2008; Napelenok et al., 2008). This NOx low-bias occurs at the same
altitude where ozone is most effective as a greenhouse gas. If the ozone simulation
is appropriately sensitive to its precursor NOx, then the NOx low-bias will cause
underprediction of ozone. If the ozone concentration is well simulated (despite low
precursor concentrations), then the model demonstrates an artificial stiffness to the
ozone precursor NOx. Underprediction of ozone would translate to an under-estimation
of its radiative forcing, whereas artificial stiffness would skew tests of emission reduction
strategies.
To isolate and understand the NOx bias we must identify the root cause, which
could be related to any of the CTMs many inter-related processes. Each process (e.g.,
chemistry, emissions, transport) makes simplifying assumptions, relies on uncertain
inputs, and is influenced by artifacts of configuration (e.g., grid granularity). The
low-bias in simulated NO2 has led to many studies addressing the uncertainty in the
sources and sinks of NOx. Hudman et al. (2007) showed that increasing NOx emissions
from lightning helped improve model performance for the INTEX-A period, but the
simulated mean concentration (≈300 ppt) was still about half of the observed mean
(≈600 ppt). Browne et al. (2011) found that the observations are overestimated in
the upper troposphere due to an interference in the TD-LIF instrument from methyl
peroxy nitrate (CH3O2NO2). Allen et al. (2011) incorporated interference estimates
and lightning emissions, but still found under-estimations of modeled NO2 in the
upper troposphere. Several studies have reported a simulated low-bias of NOx in
the upper troposphere, and indicate a potential error in chemical cycling (Ren et al.,
2008; Olson et al., 2006). Chemistry is typically evaluated in chamber studies (e.g.,
Jeffries et al., 1976), but chamber temperatures, pressures and NOx concentrations
are generally too high for evaluating the upper troposphere. Despite extensive study
of these processes by these and other authors, chemical transport models continue to
be plagued by NOx low-bias in the free troposphere.
This dissertation addresses the chemistry contribution to the NOx low-bias, thus
improving the scientific basis for ozone predictions. I present this body of work in four
chapters. Chapter 2 describes a model evaluation tool developed to analyze air parcels
from a Lagrangian perspective in a Eulerian model. In isolating the chemical process,
I subsequently moved away from the Eulerian model and developed a new evaluation
2
framework. Chapter 3 describes this new framework, and uses it to isolate the chemical
reactions and evaluate their contribution to the NOx low-bias. Next, after identifying
the magnitude of NOx bias in chemical simulation, Chapter 4 evaluates reactions
for their relevance to NOx and constrains the uncertainty in the most important
reactions. This chapter also identifies an update to the NO2 + HO
· −→ HNO3 rate
coefficient. In Chapter 5, I implement and evaluate the updated reaction rate in a
state-of-the-science global chemical transport model. Chapter 5 also quantifies the
change in model sensitivity as a result of the reaction rate update. My dissertation
concludes, in Chapter 6, with a summary of findings and discussion of implications
for future work.
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CHAPTER 2
COMPARISON OF LAGRANGIAN PROCESS ANALYSIS TOOLS
FOR EULERIAN AIR QUALITY MODELS
This chapter is published in Atmospheric Environment and is available http:
//dx.doi.org/10.1016/j.atmosenv.2011.06.005. Reprinted from Atmospheric
Environment, 45, Barron H. Henderson, Yosuke Kimura, Elena McDonald-Buller,
David T. Allen, William Vizuete, Comparison of Lagrangian Process Analysis tools
for Eulerian air quality models, Pages 2200-2211, Copyright (2011), with permission
from Elsevier. The article has been reformatted to meet the dissertation standards of
the UNC graduate school. The original forematter is shown in Fig. 2.1.
2.1 Abstract
Air quality models (AQM) are used to understand the complex relationships
between sources of air pollutants and ambient concentrations. Two new AQM
diagnostic tools, the Lagrangian Process Analysis (LPA) tool and the Python-based
Process Analysis (pyPA), have recently been created that allow users to track a plume
within the AQM, and then calculate the chemical and physical process rates that occur
within it. These two new process analysis tools perform their functions differently.
The LPA in-model algorithm operates at the computational timestep of the AQM,
and pyPA is a post-processor tool dependent on the temporal resolution of the AQM
output, typically 1 h. This work compares process rates calculated by these tools,
using as a case study the simulation of a rapidly evolving plume that resulted from
an industrial hydrocarbon release. Releases from industrial sources are of regulatory
significance in Houston and their accurate simulation of great importance. Results
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a b s t r a c t
Air quality models (AQM) are used to understand the complex relationships between sources of air
pollutants and ambient concentrations. Two new AQM diagnostic tools, the Lagrangian Process Analysis
(LPA) tool and the Python-based Process Analysis (pyPA), have recently been created that allow users to
track a plume within the AQM, and then calculate the chemical and physical process rates that occur
within it. These two new process analysis tools perform their functions differently. The LPA in-model
algorithm operates at the computational timestep of the AQM, and pyPA is a post-processor tool
dependent on the temporal resolution of the AQM output, typically 1 h. This work compares process
rates calculated by these tools, using as a case study the simulation of a rapidly evolving plume that
resulted from an industrial hydrocarbon release. Releases from industrial sources are of regulatory
signiﬁcance in Houston and their accurate simulation of great importance. Results show that the largest
differences in the outputs of the tools occur early in the life of the plume when it is rapidly expanding.
During this time, the plume encounters NOx sources that signiﬁcantly impact chemical and physical
process rates that are not seen in the pyPA post-processing of hourly AQM output.
Published by Elsevier Ltd.
1. Introduction
Quantifying the sources of ozone is a challenge due to its non-
linear chemical formation with several different precursors. The
sources of these precursors must be determined for effective
control of ozone. For regional ozone problems, regulators rely on
Eulerian air quality models (AQM) to understand the complex
relationships between sources of air pollutants, and concentrations
at receptor sites. In a regional scale AQM emission sources can
range in scale and intensity from a single stack, or a collection of
point sources, to the aggregated outﬂow from megacities or an
entire geographical region. A variety of tools currently exist for
relating emissions from speciﬁc sources to concentrations at
receptor siteswithin Eulerian AQMs. In an AQM, the apportionment
of tropospheric ozone by source contribution is commonly done
using three methods: Ozone Source Apportionment Technology
(OSAT), Decoupled Direct Method (DDM), and Process Analysis (PA)
(Zhang et al., 2005).
The Ozone Source Apportionment Technology (OSAT) is a tech-
nique that can be used to estimate contributions to ozone
concentrations from multiple source groups within a region of
interest (Yarwood et al., 1996a,b, 1997, 2003 Wang et al., 2009;
Dunker et al., 2002). For each source grouping, ozone reaction
tracers are used to track the fate of emitted ozone precursors of
volatile organic compounds (VOCs) and nitrogen oxides (NOx).
These tracers are then used to link emission sources to ozone
production. Ozone production is allocated into VOC- or NOx
-limited fractions based on the ratio of hydrogen peroxide (H2O2) to
nitric acid (HNO3) chemical production rates (P) as shown in Eq. (1)
(Sillman, 1995).
PðH2O2Þ
PðHNO3Þ (1)
When this ratio exceeds a ﬁxed value, 0.35, ozone formation is
considered NOx-limited, and when this ratio is less than the
threshold value, ozone formation is considered VOC-limited
(Sillman, 1995). A ratio value of 0.35 is commonly used for ozone
source apportionment tools, and in policy development. The
photochemical model uses tracers to track any chemically
produced ozone, and based on the value of this ratio, that ozone
production is either assigned to a VOC, or a NOx emission.
TheAnthropogenic Precursor Culpability Assessment (APCA) tool
is a variant of OSAT where biogenic emissions are excluded, and
ozone formation is only attributed to biogenic emissions when
anthropogenic NOx is not involved (Yarwood et al., 1997). This
method results inmore ozone formationattributed to anthropogenic
* Corresponding author.
E-mail address: vizuete@mac.com (W. Vizuete).
Contents lists available at ScienceDirect
Atmospheric Environment
journal homepage: www.elsevier .com/locate/atmosenv
1352-2310/$ e see front matter Published by Elsevier Ltd.
doi:10.1016/j.atmosenv.2011.06.005
Atmospheric Environment 45 (2011) 5200e5211
Figure 2.1: Header from article in press as of July 22, 2011.
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show that the largest differences in the outputs of the tools occur early in the life of
the plume when it is rapidly expanding. During this time, the plume encounters NOx
sources that significantly impact chemical and physical process rates that are not seen
in the pyPA post-processing of hourly AQM output.
Highlights: Two process analysis tools that track plumes within a grid model were
compared. Both tools tracked a rapidly evolving plume resulting from an industrial
release. Largest differences in results occur when plume is rapidly expanding. As the
plume grew larger differences in results became indistinguishable. When air quality
model output was reduced to 5 min results were nearly identical.
2.2 Introduction
Quantifying the sources of ozone is a challenge due to its non-linear chemical
formation with several different precursors. The sources of these precursors must be
determined for effective control of ozone. For regional ozone problems, regulators
rely on Eulerian air quality models (AQM) to understand the complex relationships
between sources of air pollutants, and concentrations at receptor sites. In a regional
scale AQM emission sources can range in scale and intensity from a single stack, or
a collection of point sources, to the aggregated outflow from megacities or an entire
geographical region. A variety of tools currently exist for relating emissions from
specific sources to concentrations at receptor sites within Eulerian AQMs. In an AQM,
the apportionment of tropospheric ozone by source contribution is commonly done
using three methods: Ozone Source Apportionment Technology (OSAT), Decoupled
Direct Method (DDM), and Process Analysis (PA) (Zhang et al., 2005).
The Ozone Source Apportionment Technology (OSAT) is a technique that can be
used to estimate contributions to ozone concentrations from multiple source groups
within a region of interest (Yarwood et al., 1996a,b, 1997, 2003; Wang et al., 2009;
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Dunker et al., 2002). For each source grouping, ozone reaction tracers are used to
track the fate of emitted ozone precursors of volatile organic compounds (VOCs) and
nitrogen oxides (NOx ). These tracers are then used to link emission sources to ozone
production. Ozone production is allocated into VOC- or NOx -limited fractions based
on the ratio of hydrogen peroxide (H2O2) to nitric acid (HNO3) chemical production
rates (P) as shown in Eq. 2.1 (Sillman, 1995).
P (H2O2)
P (HNO3)
(2.1)
When this ratio exceeds a fixed value, 0.35, ozone formation is considered NOx-
limited, and when this ratio is less than the threshold value, ozone formation is
considered VOC-limited (Sillman, 1995). A ratio value of 0.35 is commonly used for
ozone source apportionment tools, and in policy development. The photochemical
model uses tracers to track any chemically produced ozone, and based on the value of
this ratio, that ozone production is either assigned to a VOC, or a NOx emission.
The Anthropogenic Precursor Culpability Assessment (APCA) tool is a variant of
OSAT where biogenic emissions are excluded, and ozone formation is only attributed
to biogenic emissions when anthropogenic NOx is not involved (Yarwood et al., 1997).
This method results in more ozone formation attributed to anthropogenic sources
relative to biogenic sources than with the original OSAT tool. APCA is not truly a
source apportionment technique, but has been recognized as a culpability assessment
tool that can be applicable for control strategy design. Researchers have also used
other methods to attribute sources of ozone.
The Decoupled Direct Method (DDM) is based on the first-order or higher order
sensitivity of species concentrations to emissions, boundary concentrations, and initial
concentrations (Seefeld and Stockwell, 1999; Liao et al., 2007; Bergin et al., 2008; Zavala
9
et al., 2009). Source allocations in DDM are based on the value of a mathematical
derivative (or a series of derivatives in higher order DDM methods), rather than
an integration of reaction processes such as emissions advected from a source to a
receptor. Thus, the DDM method quantifies sensitivity and results are qualitatively
different than the APCA and OSAT methods.
When the Process Analysis (PA) option is enabled, the AQM quantifies all predicted
chemical and physical processes that modulate ozone concentrations (Jeffries and
Tonnesen, 1994; Kimura et al., 2008; Vizuete et al., 2008; Tonnesen and Dennis,
2000a,b; Henderson et al., 2010). By quantifying all processes, ozone production can
be attributed to NOx or VOC-limited production regimes and/or to regional sources.
Process Analysis, while providing a detailed accounting of chemical and physical
processes that occur in fixed regions, has been limited in its ability to characterize the
transformations that occur in moving plumes.
A limitation of all these tools is that their implementations are restricted to a sta-
tionary grid cell. This limits our understanding of the chemical and physical processes
occurring in a plume prior to arriving at the receptor site. Tracking the chemical and
physical evolution of a plume as it is transported across the modeling domain has
been accomplished through the recent development of two versions of a Lagrangian
Process Analysis tool. The Lagrangian Process Analysis (LPA) tool, developed at
the University of Texas, is an in-model algorithm that has been implemented in the
Comprehensive Air quality Model with extensions (CAMx) (Kimura et al., 2008).
The Python-based Process Analysis (pyPA), developed by the University of North
Carolina, is a post-processing tool that has been used with CAMx, the Community
Multiscale Air Quality model (CMAQ), and the Weather Research and Forecasting
Chemistry model (WRF-Chem) (Henderson et al., 2010). These new tools provide
researchers an opportunity to isolate and quantify the chemical and physical process
10
Table 2.1: Summary of features of two Lagrangian Process Analysis tools.
Lagrangian Process Analysis
(LPA)
Process Analysis in Python
(pyPA)
Implementation In-model Post-process
Time-resolution Computational timestep Output timestep
Analysis volume definition Automatic Automatic or user-defined
rates of any moving plume in a Eulerian grid model.
The pyPA and LPA tools can track a moving plume while quantifying its chemical
and physical process rates. There are differences, however, in their approach and
working assumptions as shown in Table 2.1. For example, pyPA must aggregate
processes over the air quality models output timestep, while LPA aggregates at the
models computational timestep, or internal timestep. The differences in results and
conclusions from each approach are examined in this paper. Specifically, process rates
calculated by each tool are compared for a case study of a simulated VOC plume
released from an industrial point source in Houston, TX.
The Houston case study was chosen because of considerable efforts there in studying
air quality. To improve Houston air quality, the EPA accepted a State Implementation
Plan (SIP) in 2004 from the Texas Commission on Environmental Quality (TCEQ)
that recognized the importance of short-term emissions from industrial sources of
highly reactive alkenes (TCEQ, 2004a,b). These sources can lead to large hourly
increases in ozone concentrations, and result in exceedances of the National Ambient
Air Quality Standard for ozone. Most of these observed increases occurred at only
a single monitor for a given day suggesting narrow ozone plumes (Vizuete et al.,
2011). Citing observational and modeling evidence, the TCEQ proposed an innovative
method that targeted four volatile organic carbons (VOCs), named highly reactive
VOCs (HRVOCs), which includes ethene, propene, 1,3-butadiene, and all butenes.
Management strategies were developed to reduce the short-term and highly variable
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industrial releases of HRVOCs. A maximum not-to-exceed hourly rate of 1200 lbs h−1
was proposed by the TCEQ, and subsequently formally adopted by the EPA (TCEQ,
2004a,b). Since the implementation of this control strategy, the TCEQ has reported
significant reductions in annual averaged measured concentrations of these species at
several monitoring sites (Estes et al., 2006; Hansen, 2009).
Releases of HRVOCs from industrial sources are still of regulatory significance in
Houston and their accurate simulation of great importance (Vizuete et al., 2008; Nam
et al., 2008, 2006; Webster et al., 2007; McCoy et al., 2010). Ying and Krishnan (2010)
used a modified CMAQ model to attribute VOCs to ozone formation in Houston
and found that high ozone events were driven by anthropogenic emissions of VOCs
from industrial sources (Ying and Krishnan, 2010). As a result the TCEQ have spent
a substantial amount of resources, in support of the SIP, creating detailed AQM
emission inventories that accurately represent industrial emissions of HRVOCs. These
modeling files are publicly available permitting an evaluation of process analysis tools
in tracking an HRVOC release in a regulatory model. Further, the rapidly evolving
HRVOC plume in a high resolution AQM provides a rigorous test of both Lagrangian
Process Analysis tools.
2.3 Methods
2.3.1 Air quality model data
For this analysis, an ozone season simulation, developed by the TCEQ for the
Houston/Galveston/Brazoria non-attainment area SIP, was used. This simulation is
hereafter referred to as HGB-SIP. The details of the HGB-SIP modeling are explained
in detail by the TCEQ including an extensive model performance evaluation (TCEQ,
2010b). This evaluation of the modeling episode was deemed of sufficient accuracy to
be used in support of policy actions in southeast Texas.
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The TCEQ performed all HGB-SIP simulations using the Comprehensive Air
quality Model with extensions (CAMx), version 4.53 (ENVIRON, 2008). CAMx is
a Eulerian chemical transport model that is commonly used to simulate air quality
including ozone. CAMx, like other air quality models (CMAQ, WRF-Chem, etc.),
simulates transport and chemistry processes using operator splitting. Operator splitting
allows each process to be simulated independently over short computation timesteps,
hereafter internal timesteps, after which the processes are summed to reflect total
concentration change. The internal timestep, which is diagnosed by the model, can
range from less than a minute up to 5 min depending on the gradients in concentration
fields. Even though the internal timestep is short, CAMx is often configured to output
hourly average concentration fields for regulatory use.
The TCEQ simulated the period from August 13 to September 15, 2006 using four
nested Eulerian domains at 36-, 12-, 4-, and 2-km horizontal resolution as shown in
Fig. 2.2. All four domains extend to 15,179.1 m above ground level. The 36- and
12-km domains divide vertical space into 17 layers, while the 4- and 2-km domains use
28 layers. For the 36-, 12-, and 4-km domains, meteorological inputs were simulated
using the Pennsylvania State University/National Center for Atmospheric Research
mesoscale model, known as MM5. The 2-km meteorological inputs are linearly
interpolated from the 4-km MM5 outputs using CAMx Flexi-Nesting R©. The emission
inputs, unlike meteorology, were provided explicitly for each modeling domain. The
emission details are provided on the TCEQ website. The August 13 to September
15 episode was chosen for this work because the emission inventory includes the
2006 TexAQS II Hourly Special Inventory (SI). The SI includes upset events with
some of the largest industrial releases of HRVOCs. For regulatory use, the TCEQ
configured the model to output at a 60 min interval. For this study, the model was
also configured and run with a 5 min output interval resulting in two sets of CAMx
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simulations for analysis.
2.3.2 Lagrangian analysis techniques
In this study, two Lagrangian analysis techniques, LPA and pyPA, were used to
evaluate CAMx model predictions made in the 2 km domain. Both techniques use
existing CAMx algorithms that attribute changes in concentration to explicitly solved
processes such as emissions, transport, and chemistry. LPA, as a model extension,
operates at the CAMx internal timestep and has access to data at a much finer
temporal resolution. pyPA is a post-processor and can only access model information
at the output timestep, which for this study is 5 and 60 min. In contrast, LPA
is limited only by the internal timestep of the AQM. Because LPA has access to
processes at the internal timestep, it does not have to assume concurrent simulation of
processes. In practice, however, the processes are not analyzed in sequence. Instead,
they are analyzed after they have been aggregated.
As a plume grows and changes shape it rarely stays within a single grid cell,
meaning a collection of grid cell values must be analyzed. Thus, both techniques
must aggregate all process rates from individually tracked AQM grid cells (N ) into a
single volume for analysis, hereafter called an analysis volume (av). The method for
selecting cells for the three dimensional av is described in detail in Section 3.1. In
both techniques, the size and location of the analysis volume can change as a function
of time (t) permitting the tracking of plumes. In LPA, the av aggregation is part
of the CAMx in-model algorithm. In pyPA, the av aggregation takes place during
post-processing and thus is limited to the CAMx output timestep. Eq. 2.2 describes
the aggregation of concentration (C ) for a given av at timestep t.
14
!"#$%&'(
 
 
 
Figure 1. Modeling domain used by the TCEQ for regulatory modeling showing the 36 km (East US 8-hour), 12 km (East Texas), 4 
km (HGB/BPA), and 2 km (HG) resolution domains.  
  
Figure 2.2: Modeling domain used by the TCEQ for regulatory modeling showing
the 36 km (East US 8 h), 12 km (East Texas), 4 km (HGB/BPA), and 2 km (HG)
resolution domains (TCEQ, 2004b).
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C(t)av =
∑N(t)
i=1 m(t)i∑N(t)
i=1 V (t)i
(2.2)
where N is the number of grid cells in the av, m is mass, V is volume.
The net change in concentration is the result of the sum of rates of losses and gains
due to advection, diffusion, chemistry, emissions, and deposition. Eq. 2.3 describes
the aggregation of each grid cells process rate (p) into a single process rate, P(t)av,
for the whole av.
P (t)av =
p(t)av
V (t)av
=
∑N(t)
i=1 p(t)i∑N(t)
i=1 V (t)i
(2.3)
where N is the number of grid cells in the analysis volume, p is mass associated
with a particular process such as deposition or emissions, and V is volume.
2.3.3 Quasi-Lagrangian processes
Quasi-Lagrangian processes (qP) are used to account for mass continuity before
and after the av moves and are not calculated explicitly by the air quality model.
Instead, they are computed by both Langrangian tools to account for all changes in
concentration due to redefining the av. For example, if mass is held constant and
a plume grows in volume from 1 h to the next, the mass that was in the previous
hour is now in a larger volume resulting in a decrease in concentration due to dilution.
Further, as the plume volume increases it may add, or entrain, mass from other grid
cells also affecting concentrations. These rates of dilution and entrainment must
be accounted for as changes in concentration between timesteps. The pyPA tool
calculates qP by using six components as shown in Eq. 2.4.
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qP (t) = qLv(t) + qLh(t) + qAv(t) + qAh(t) + qDv(t) + qDh(t) (2.4)
where qL is the concentration change due to cell removal, qA is the addition of
mass, qD is the dilution of existing mass, and all process rates are split between the
horizontal (h) and vertical (v) axes.
Eq. 2.5 shows the calculation of qL, and Eqs. 2.6 and 2.7 show how qA and qD
are calculated.
qL(t) =
∑N(t′ )
i=1 m(t
′
)i∑N(t′ )
i=1 V (t
′)i
−
∑N(t−1)
i=1 m(t− 1)i∑N(t−1)
i=1 V (t− 1)i
(2.5)
qA(t) =
∑N(t)
i=1 m(t)i −
∑N(t′ )
i=1 m(t
′
)i∑N(t)
i=1 V (t)i
(2.6)
qD(t) =
(∑N(t)
i=1 m(t)i
)(∑N(t)
i=1 V (t)i −
∑N(t′ )
i=1 V (t
′
)i
)
(∑N(t)
i=1 V (t)i
)(∑N(t′ )
i=1 V (t
′)i
) (2.7)
Eqs. 2.5-2.7 are appropriate for vertical and horizontal axes, when t-1 is the instant
before loss (qL), t is the instant before entrainment (qE ), and t is the instant after all
quasi-Lagrangian processes.
Since pyPA is operating after all processes have been calculated, one axis must
be solved before the other. The order of calculation (i.e., vertical before horizontal
and loss before addition) will influence the process rates to a small extent, and any
analysis dependent on these components should be done cautiously. The LPA tool
defines, at each CAMx internal timestep, both the av and the quasi-Langrangian
process rates. These process rates, and the methodology used to calculate them, have
been described in the literature (Kimura et al., 2008).
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Table 2.2: Description of a simulated emission release of olefins from a point source
on August 21, 2006.
Location Northing: 475,016 m Easting: -1,108,659 m
Elevation 79 m AGL
Duration 6-8 LST
Species OLE
Total release 24,066 mol
Hour 1 rate 18,609 mol h−1
Hour 2 rate 5457 mol h−1
2.4 Results
The AQM database and emission inventory created to support the 8 h ozone
HGB-SIP was used to identify a day with a large industrial release of HRVOCs. Using
the model ready emission inventory we identified on August 21 from 6 to 8 LST, to
the east of downtown Houston, an industrial release of a total of 24,066 mol of olefins,
Table 2.2. The location of the release is shown in Fig. 2.3 along with relevant monitor
and emission source locations. The emitted olefins were oxidized, and those oxidants
contributed to the Houston urban ozone plume as it was transported west from the
industrial ship channel. This ozone plume eventually impacted the West Houston
monitor (CAMS 554; identified in Fig. 2.3 ) at hour 13 LST where the observed ozone
concentration was 102 ppb. Fig. 2.4 shows the observed and simulated ozone for
the West Houston monitor (identified in Fig. 2.3 ) where the plume causes a spike
in the 1 h average ozone concentration (TCEQ, 2010a). The regulatory model also
predicted that the ozone plume would follow a westward trajectory. Fig. 2.4 shows
model predicted and observed ozone concentrations at the West Houston and Katy
Park monitors (TCEQ, 2010a). The model at the Katy Park monitor predicted a
127 ppb peak ozone concentration, which was higher than what was observed.
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Figure 2.3: Map of Houston, Texas and the 2 km modeling domain showing the
location of the VOC emission sources (green triangles), the HRVOC emission release
(red cross), ozone monitors (grey squares), and the outlines of the defined analysis
volumes used by pyPA plumes at the 5- (solid) and 60-min (dashed) CAMx output
timesteps at 7 (blue), 9 (green), 12 (gold), and 15 (red) LST.
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Figure 2.4: Observed (lines) and modeled (triangles) ozone time series for the West
Houston (gray) and Katy Park (black) monitors.
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2.4.1 Plume definition
To analyze the impact of the HRVOC emission event requires isolating a plume
from the rest of the modeling grid. Both the LPA and pyPA tool allow users to single
out from the grid domain an individual, or a three dimensional collection of grid cells.
For a collection of grid cells, or av, the individual grid process rates are summed to
calculate a total process rate. These grid cells can change at every timestep allowing
the user to track an individual plume. Therefore, to follow the emission event plume
requires the knowledge of the evolution and fate of the emitted olefins. The emitted
olefins, however, quickly react once they are released and cannot be used to define
the spatial extent of the plume. The oxidant products resulting from the chemical
processing of the emitted species also cannot be used because at the time of initial
release they have yet to form. To capture the location of the plume, emissions of
a conservative tracer species were added at the location of the event with the same
emission rate as shown in Table 2.2. These tracer concentrations were used to identify
the grid cells that would define the av used by both process analysis tools.
The location of the plume resulting from the release was defined by the location
of the emitted tracer. It is important to note the distinction between the plume in
the model as defined by the tracers, and the part of that plume that was analyzed,
or the av. To define the av we first included those grid cells with the highest tracer
concentration until we either captured 90Without a volume limit the av would expand
as large as the plume covering a large spatial area. This large volume would mask the
important processes occurring at the core of the plume. Based on these criteria we
capped the total volume of the av at 218 km3. At this volume the av had reached
a sufficiently large size such that each subsequent av definition is overlapping. The
shape and movement of the av was still dictated by the tracer concentration, but the
total volume of the av was not allowed to grow.
21
Using the tracer concentrations we defined an av for LPA at the internal timestep
of the CAMx model, and for pyPA at the 5 and 60-min CAMx output timesteps.
Fig. 2.3 shows the av using the 5 min CAMx output predictions (solid outlines) for
four intervals starting at 7:00, 9:00, 12:00, and 14:55 LST. Note that the av is redefined
at every 5 min timestep. In Fig. 2.3 the av first appears in the ship channel near
the location of the emission release, and is then slowly advected west expanding in
volume until 10 LST where it reaches the volume limit of 218 km3. Although the
plume continues to expand, the av focuses on the core of the plume with the grid cells
of highest tracer concentrations and continues to track the westward movement of
the core of the plume until it reached the boundary of the 2 km domain at 15 LST. A
similar movement is shown with an av using the 60 min output also shown in Fig. 2.3.
With the 60 min output (dashed outlines) there will be one av and calculated process
rates compared with 12 av definitions for the same hour with the 5 min output.
Since pyPA defines a plume using average tracer concentrations from a timestep
longer than LPA, their plume definitions are not precisely the same. For example, for
a 60 min CAMx output there is one av defined by pyPA. Within that 60 min interval,
however, between 16 and 48 av would have been defined by the LPA at each CAMx
internal timestep. Fig. 2.5 shows, for 6 to 15 LST, the percent of time that LPA grid
cell selections (in space and time) overlap with the pyPA selections. To generate this
figure, Eq. 2.8 was used to calculate these percentages (F ) for every grid cell (j ) in
the domain, at each timestep (i)
Fj = 100×
∑nc
i=1 LPAi ×∆t∑nc
i=1 ∆t
(2.8)
where j is a grid cell included in the pyPA av, nc is the total number of internal
timesteps per CAMx output timestep, and LPAi is 1 if the grid cell (j ) is part of the
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Figure 2.5: The hourly distribution of the percent of each time interval (5- or 60-min)
that the LPA analysis volume coincides with the pyPA av defined at the 5 or 60-min
CAMx output (Eq. 2.7 ). Dots are means, and boxes represent the lower quartile,
median, and upper quartile. Also shown is the maximum horizontal plume length (l)
in km regardless of vertical height.
LPA av at that internal timestep (i), otherwise it is 0. The denominator is always
equal to the pyPA output interval of either 5, or 60 min.
The data show that the number of coincident grid cells between the 60 min and
5 min pyPA av improved with time, and got substantially better after 10 LST when
the volume was capped. It is important to note that on some of the 5 min data there
are missing + and boxes. This is because the pyPA av nearly perfectly matched
the LPA av. The top of Fig. 2.5 shows the longest 1D horizontal length of the av
regardless of height. The agreement among av definitions improves as this length
increases. As the pyPA av definitions become larger they include more grid cells, and
those grid cells are more likely to be included in the multiple LPA av definition.
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2.4.2 Process rate analysis
The LPA and pyPA methods result in differences in their definition of the av. These
differences in the spatial extent of the av will affect the magnitudes of process rates
and species concentrations. Below, we use LPA and pyPA to analyze the processes
that affect NOx, HRVOC, and ozone concentrations. We show time series from
LPA and pyPA for concentrations and for the processes that dominate concentration
changes. To summarize the error that results from approximating LPA results with
pyPA with 5 min and 60 min intervals, we calculate the normal gross error (NGE) as
described in Eq. 2.9 for all process rate values.
NGE =
|pyPA− LPA|
|LPA| (2.9)
where pyPA are process rates calculated at either the 5 or 60 min output timestep,
and LPA are the process rates calculated at the internal timestep.
Concentrations of NOx in the av from 6 to 15 LST, as defined by LPA and
pyPA, are shown in Fig. 2.6a. NOx concentrations in the first 2 h after the release
showed inter-timestep variability for both the LPA av, and the 5 min pyPA av. These
concentrations were also higher than the NOx concentrations calculated within the
60 min pyPA av. From 8 to 10 LST, however, NOx concentrations for the 60 min
pyPA av were consistently higher until converging to similar values at 15 LST. To
further understand the reasons for these concentration differences requires an analysis
of the chemical and physical process rates in the av. Using both the pyPA and
LPA tools we calculated diffusion, advection, entrainment, and detrainment process
rates for the av. Diffusion and advection process rates are often offset by subsequent
entrainment/detrainment, so these rates were summed together to calculate a net
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motion process.
Using both the LPA and pyPA tools we aggregated process rates for all grid cell
within the av. Fig. 2.6a shows that NOx concentrations in the av using the LPA
and pyPA with 5 min output were in reasonable agreement. The figure also shows
large differences with pyPA at the 60 min output. To explain the differences, we
quantified and analyzed all chemical and physical process rates. The NOx chemistry
and deposition process rates had median normalized gross errors between 12 and
13The magnitude of chemistry (5 to 0.5 ppb h1) and deposition (2 to 0 ppb h1) process
rates, however, was insignificant compared with emission and motion process rates
shown in Fig. 2.6b and c. The magnitude of emissions and motion rates showed the
largest hour-to-hour variability from 6 to 8 LST. For the emissions process, Fig. 2.6b
shows that the 60 min pyPA median normalized gross error (11Although the 5 min
pyPA analysis is closer to the LPA calculated rates for the av, the pyPA calculated
rates still missed many of the largest motion values in the first hour. For the motion
process (in Fig. 2.6c), the median normalized gross error for the 5 min pyPA was 36
The variability in process rates from 68 LST was driven by a combination of a
rapidly expanding plume, and encounters with strong NOx emission sources as the
plume traveled across Houston. To track this plume the LPA tool redefines the av
between each internal timestep, and so it is quickly re-entraining mass that was lost to
advection in the previous timestep. In contrast, the pyPA tool can only redefine its av
before and after the AQM output timestep, which in this study was 5 or 60 min. By
8 LST the LPA av definition has tripled in length and the 5 min pyPA av definition
had doubled and process rates converged.
Shown in Fig. 2.7 are the process rates of HRVOC using the CB05 OLE species as
a surrogate. There are large concentration differences early in the life of the plume.
Also shown in Fig. 2.7 is that nearly half the initial OLE concentrations are lost by
25
A)
06 07 08 09 10 11 12 13 14 15
Time (LST)
0
10
20
30
40
50
60
N
O
x
C
on
c
(p
pb
)
LPA
pyPA 5-min
pyPA 60-min
5-min 60-min
All Hours
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
N
O
x
C
on
c
N
or
m
al
iz
ed
G
ro
ss
E
rr
or
B)
06 07 08 09 10 11 12 13 14 15
Time (LST)
0
101
N
O
x
E
m
is
si
on
s
(p
pb
/h
)
LPA
pyPA 5-min
pyPA 60-min
5-min 60-min
All Hours
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
N
O
x
E
m
is
si
on
s
N
or
m
al
iz
ed
G
ro
ss
E
rr
or
C)
06 07 08 09 10 11 12 13 14 15
Time (LST)
−102
−101
0
101
102
N
O
x
M
ot
io
n
(p
pb
/h
)
LPA
pyPA 5-min
pyPA 60-min
5-min 60-min
All Hours
10−3
10−2
10−1
100
101
102
N
O
x
M
ot
io
n
N
or
m
al
iz
ed
G
ro
ss
E
rr
or
Figure 2.6: NOx (a) concentrations (ppb), (b) emission rates, and (c) motion process
rates (ppb hr1) as analyzed by LPA and pyPA. LPA analyzes the model at the
computational timestep (red), while pyPA uses a 5 (green) or 60-min (blue) time
resolution. Each process rate is accompanied by a box and whisker plot showing the
distribution of normalized gross error, as described in Eq. 2.8, for 5 and 60-min pyPA
analyses.
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8 LST, mainly due to motion processes. Similar to the NOx process rates, all tools
calculate similar rates as the day progressed, except with OLE it occurs a few hours
earlier at 8 LST. Prior to 8 LST there are large differences in emission and motion
process rates. This is due to the volume in which the emitted OLE was placed into.
The smaller av defined at the finer time resolution resulted in the emitted OLE mass
having a large influence on concentrations and process rates. The OLE processes
have a broader range of normalized gross errors compared to those of NOx processes,
but have very similar medians. The 60 min pyPA OLE concentration has a larger
normalized gross error NOx due to the inability of the 60 min definition to capture
the initial narrow footprint of the plume.
Fig. 2.8a shows, for the LPA and pyPA defined av, the concentrations of ozone
from 6 to 15 LST. When compared with LPA, the peak ozone concentration was
8The LPA results and the 5 min pyPA results did agree well, and the variability seen
in NOx concentrations is absent. The dominant process rates for determining ozone
concentrations for all avs were net motion and chemistry. The ozone chemistry process,
shown in Fig. 2.8b, has nearly linear segments punctuated with spikes at the beginning
of every hour. The pyPA 5 min chemistry did show a similar temporal pattern,
but pyPA underpredicts the peak value by approximately 50The ozone chemistry
spikes were a result instantaneous changes in cloud cover inputs. Cloud optical depth
(COD), diagnosed from meteorology model output, dampens the actinic flux that
drives photolysis. In CAMx, the COD value is instantaneously changed once per hour
causing sharp spikes in photolysis rates. Ozone motion process rates were similar to
NOx with large variability in magnitude as shown in Fig. 2.8c. This oscillation was
more pronounced in the first 3 h due to the rapidly changing volume. After 10 LST
this oscillation was dampened, as the volume of the av remained constant. The 5 min
pyPA motion rates were able to follow the overall trend of the LPA rates, but were
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Figure 2.7: Carbon Bond 05 model species OLE, which is a surrogate for HRVOC, (a)
concentrations (ppb), (b) emission rates, and (c) motion process rates (ppb hr1) as
analyzed by LPA and pyPA. LPA analyzes the model at the computational timestep
(red), while pyPA uses a 5 (green) or 60 min (blue) time resolution. Each process
rate is accompanied by a box and whisker plot showing the distribution of normalized
gross error, as described in Eq. 2.8, for 5 and 60-min pyPA analyses.
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at times out of phase. The normalized gross error for ozone was very similar to OLE
and NOx, except for the concentrations. For ozone concentrations, the normalized
gross error is very low except for the initial concentration. After the emission release,
only the highly temporally resolved LPA is able capture within the small av the ozone
being completely titrated by NOx. Even the 5 min pyPA, cannot capture the initial
condition and overestimates initial ozone by 8 orders of magnitude. The initial LPA
av, however, very quickly expands into a shape that the 5 min analysis can better
represent.
The gross chemical production of ozone, P(O3), defined as the sum of the three
integrated reaction rates (ENVIRON, 2008) as shown in Eq. 2.10, was also calculated
for the av.
P (O3) = ∆t× (k34([M])[O][O2] + 0.2× k35[C2O3][HO2] + 0.2× k108[CXO3][HO2])
(2.10)
where ∆t is the timestep, ‘‘[’’ are the species concentration, and k is the rate
constant. Species and rate constants were based on the Carbon Bond 05 chemical
mechanism used by the CAMx model (Yarwood et al., 2005).
Fig. 2.9 shows the gross chemical production of ozone within the av for all three
methods, with additional detail provided in the Supplementary Material. The 5 min
pyPA and LPA calculated production rates were similar, and when integrated across
the 9 hour analysis period showed only a 0.6Production rates showed a spike at every
hour coinciding with instantaneous increases in photolysis rates. Ozone production
rates calculated using the 60 min pyPA were lower for many of the largest peaks.
The maximum difference between 60 min pyPA and LPA hourly sum was 8.7The
interquartile range of normalized gross error, like that of net ozone chemistry (Fig. 2.8b),
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Figure 2.8: Ozone concentrations (ppb) (a), chemistry (b) and motion (c) process
rates (ppb hr1) as analyzed by LPA and pyPA. LPA analyzes the model at the
computational timestep (red), while pyPA uses a 5 (green) or 60-min (blue) time
resolution. Each process rate is accompanied by a box and whisker plot showing the
distribution of normalized gross error, as described in Eq. 2.8, for 5 and 60-min pyPA
analyses.
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Figure 2.9: Ozone gross production rates (ppb hr1) in the analysis volume (av) as
defined by LPA and pyPA. LPA analyzes the model at the computational timestep
(red), while pyPA uses at 5 (green) or 60-min (blue) time resolution. The box and
whisker plot shows the distribution of normalized gross error, as described in Eq. 2.8,
for 5 and 60-min pyPA analyses. Also shown is the integrated sum of ozone production
across hours 615 LST for LPA and both pyPA analyses.
is below 10
Of particular interest to regulators is the sensitivity of ozone production to precursor
reductions. One helpful metric is the ratio of the chemical production rates of peroxide
(P(H2O2)) to nitric acid (HNO3), or the Sillman ratio (Sillman, 1995). An increasing
ratio indicates movement toward NOx limited chemistry and away from NOx inhibited
chemistry. The literature suggests that a ratio of 0.35 is the transition point between
the two chemical regimes and is in common use for ozone source apportionment and
policy development (Sillman, 1995). Fig. 2.10a shows that all three methods calculate
an increase in the Sillman ratio reaching a NOx limited transition point by 12 LST
for the 60 min pyPA calculations, and 15 min later for the other two methods. The
5 min pyPA and LPA calculations for the Sillman ratio were nearly identical for the
entire day. At nearly every hour the 60 min pyPA ratios were higher, especially early
in the life of the plume. The higher temporal resolution of the tools shows that early
in the life of the plume it is much more NOx inhibited. This is critical if analysis
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requires investigation of the early creation of these plumes. When values are integrated
across the entire photochemical day all results are within 2.9The interquartile range
of normalized gross error is below 7This is particularly important because over an
hour, the Sillman ratio can change by an order of magnitude.
2.5 Conclusion
The LPA and pyPA tools provide researchers an opportunity to isolate and quantify
the chemical and physical process rates of any moving plume in an AQM. The pyPA
system is a post-processor algorithm making it AQM independent, and compatible
with any AQM that implements Process Analysis. pyPA, unlike LPA, does not require
that the plume definition be programmatically defined. While pyPA is flexible, it is
also sensitive to the user-defined AQM output time interval.
This work analyzed a highly reactive urban plume as a severe test of the pyPA and
LPA tools. Results show that when aggregated across the entire day process rates for
both tools were nearly identical leading to similar conclusions. Results also show that
the largest differences in calculated rates between the two tools occur early in the life
of the plume, when it is rapidly expanding. During this time, plume encounters with
NOx sources are significant to the chemical and physical process rates occurring that is
lost in the longer timesteps. Without these encounters, the ozone formation chemistry
would change possibly becoming NOx-limited. Thus, this finding has a significant
regulatory implication and furthers the science in understanding the creation and
evolution of these plumes. Later in the day, as the plume grew larger, differences
in process rates became smaller and less variable in absolute terms. The normalized
gross errors often had highest values early in the plume lifetime, but the interquartile
range followed less clear temporal patterns (see Supplementary Material).
The sensitivity of pyPA to the output interval will depend on properties of the
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Figure 2.10: The Sillman ratio (P(H2O2):P(NOz)) in the analysis volume (av) cal-
culated by LPA and pyPA. LPA analyzes the model at the computational timestep
(red), while pyPA uses at 5 (green) or 60-min (blue) time resolution. The box and
whisker plot shows the distribution of normalized gross error, as described in Eq. 2.8,
for 5 and 60-min pyPA analyses. Also shown is the integrated sum of the Sillman
ration across hours 615 LST. The red horizontal line represents the transition point
from VOC to NOx limited chemistry.
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plume, such as the size and transport speed, the heterogeneity of the environment,
and the process being explored. Plumes represent an upper bound for deviation from
the ambient environment. For larger or slowly changing plumes, the standard 1 h
output resolution may be sufficient. For analysis of small or rapidly changing plumes,
users should take advantage of the finer temporal resolution found in LPA, or AQM
output frequency should be set to 5 min. If analyzing a rapidly changing plume, and
the LPA implementation is not possible, the output resolution can be reduced to
minimize the differences in pyPA and LPA calculation of process rates.
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Abstract. Regional and global chemical transport mod-
els underpredict NOx (NO+NO2) in the upper troposphere
where it is a precursor to the greenhouse gas ozone. The NOx
bias has been shown in model evaluations using aircraft data
(Singh et al., 2007) and total column NO2 (molecules cm−2)
from satellite observations (Napelenok et al., 2008). The
causes of NOx underpredictions have yet to be fully under-
stood due to the interconnected nature of simulated emission,
transport, and chemistry processes. Recent observation-
based studies, in the upper troposphere, identify chemical
rate coefficients as a potential source of error (Olson et al.,
2006; Ren et al., 2008). Since typical chemistry evaluation
techniques are not available for upper tropospheric condi-
tions, this study develops an evaluation platform from in situ
observations, stochastic convection, and deterministic chem-
istry. We derive a stochastic convection model and opti-
mize it using two simulated datasets of time since convec-
tion, one based on meteorology, and the other on chem-
istry. The chemistry surrogate for time since convection
is calculated using seven different chemical mechanisms,
all of which predict shorter time since convection than our
meteorological analysis. We evaluate chemical simulations
by inter-comparison and by pairing results with observa-
tions based on NOx:HNO3, a photochemical aging indicator.
Inter-comparison reveals individual chemical mechanism bi-
ases and recommended updates. Evaluation against observa-
tions shows that all chemical mechanisms overpredict NOx
Correspondence to: B. H. Henderson
(barronh@gmail.com)
removal relative to long-lived methanol and carbon monox-
ide. All chemical mechanisms underpredict observed NOx
by at least 30%, and further evaluation is necessary to refine
simulation sensitivities to initial conditions and chemical rate
uncertainties.
1 Introduction
Total oxidized nitrogen [NOy = NO+NO2+NO3+N2O5+
HNO2+HNO3+HO2NO2+CH3(CH2)nC(O)OONO2+
RNO3] includes many compounds with a wide variety of
physical properties and environmental roles. Nitrogen oxides
(NOx =NO+NO2) are water insoluble, chemically reactive
in the atmosphere, and serve as precursors to ozone. Peroxy
nitrates (PNs = HO2NO2 + CH3(CH2)nC(O)OONO2) are
insoluble, their chemical reactivity is temperature dependent,
and they act primarily as a reservoir for NOx. Nitric acid, on
the other hand, is highly water soluble, chemically stable,
and is a primary component of acid rain. The partitioning
of the NOy between component compounds is controlled
by a mix of physical (i.e., emissions and transport) and
chemical (i.e., aqueous, particle, and gas-phase) processes
and is critical to accurate simulation of environmental stress.
The partitioning between NOy compounds influences the
efficiency of NOy wet scavenging, the availability of HNO3
for acid rain, and the amount of NOx for production of
the greenhouse gas ozone. As a greenhouse gas, ozone is
10 times more efficient in the upper troposphere than in the
lower troposphere (Lacis et al., 1990). The upper tropo-
sphere, with its high ozone mixing ratio and high radiative
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3.1 Abstract
Regional and glob l chemical transport models underpredict NOx (NO + NO2)
in the upper troposphere where it is a precursor to the greenhouse gas ozone. The
NOx bias has been shown in model evaluations using aircraft data (Singh et al., 2007)
and total column NO2 (molecules cm
−2) from satellite observations (Napelenok et al.,
2008). The causes of NOx underpredictions have yet to be fully understood due to
the interconnected nature of simulated emission, transport, and chemistry processes.
Recent observation-based studies, in the upper troposphere, identify chemical rate
coefficients as a potential source of error (Olson et al., 2006; Ren et al., 2008). Since
typical chemistry evaluation techniques are not available for upper tropospheric
conditions, this study develops an evaluation platform from in situ observations,
stochastic convection, and deterministic chemistry. We derive a stochastic convection
model and optimize it using two simulated datasets of time since convection, one
based on meteorology, and the other on chemistry. The chemistry surrogate for time
since convection is calculated using seven different chemical mechanisms, all of which
predict shorter time since convection than our meteorological analysis. We evaluate
chemical simulations by inter-comparison and by pairing results with observations
based on NOx:HNO3, a photochemical aging indicator. Inter-comparison reveals
individual chemical mechanism biases and recommended updates. Evaluation against
observations shows that all chemical mechanisms overpredict NOx removal relative to
long-lived methanol and carbon monoxide. All chemical mechanisms underpredict
observed NOx by at least 30%, and further evaluation is necessary to refine simulation
sensitivities to initial conditions and chemical rate uncertainties.
3.2 Introduction
Total oxidized nitrogen [NOy = NO + NO2 + NO3 + N2O5 + HNO2 + HNO3 +
HO2NO2 + CH3(CH2) nC(O)OONO2 + RNO3] includes many compounds with a wide
variety of physical properties and environmental roles. Nitrogen oxides (NOx =
NO + NO2) are water insoluble, chemically reactive in the atmosphere, and serve as
precursors to ozone. Peroxy nitrates (PNs = HO2NO2+CH3(CH2) nC(O)OONO2) are
insoluble, their chemical reactivity is temperature dependent, and they act primarily
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as a reservoir for NOx. Nitric acid, on the other hand, is highly water soluble,
chemically stable, and is a primary component of acid rain. The partitioning of the
NOy between component compounds is controlled by a mix of physical (i.e., emissions
and transport) and chemical (i.e., aqueous, particle, and gas-phase) processes and is
critical to accurate simulation of environmental stress. The partitioning between NOy
compounds influences the efficiency of NOy wet scavenging, the availability of HNO3
for acid rain, and the amount of NOx for production of the greenhouse gas ozone. As
a greenhouse gas, ozone is 10 times more efficient in the upper troposphere than in
the lower troposphere (Lacis et al., 1990). The upper troposphere, with its high ozone
mixing ratio and high radiative forcing efficiency, is also where chemical transport
models (CTMs) underpredicted the NOx precursor (Napelenok et al., 2008; Bertram
et al., 2007; Singh et al., 2007; Napelenok et al., 2008).
Underprediction of upper tropospheric NOx could be caused by any of the in-
terrelated chemical and physical processes in CTMs that affect NOy partitioning.
Increasing simulated NOx from aircraft and lightning increase NOx mixing ratios, but
does not resolve the bias. Pickering et al. (2009) found that lightning improved NOx,
but most bias improvement was below 8 km. Hudman et al. (2007) concluded that
lightning emissions improved simulated NOx mixing ratios, but the median simulated
NOx mixing ratio was still 300 ppt low-biased and the primary chemical sink (HNO3)
was now overpredicted. Other emission studies have quantified NOx emissions from
aircraft (Eyers et al., 2004; Sutkus et al., 2003), which are generally small compared
to lightning except perhaps directly in particular flight paths (Hudman et al., 2007).
Zero dimensional modeling studies have suggested either missing observations or errors
in chemical transformation of radical precursors in the upper troposphere (Olson et al.,
2006; Ren et al., 2008). Emissions, physics, and chemistry both contribute to the NOx
mixing ratios, requiring evaluation of each process in isolation.
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This study develops and implements a new evaluation technique designed to
isolate simulated chemistry in the upper troposphere. Chemistry evaluation, to date,
uses either smog chamber experiments or quasi-Lagrangian measurements. Smog
chamber experiments provide a direct evaluation in a controlled environment, but
chamber experiments are carried out at surface level temperatures and pressures
(T ≈ 298 K, P ≈ 1 atm) and typically high NOx mixing ratios (NOx> 50 ppb), which
are significantly different from the upper troposphere (medians from this study: T =
240 K, P = 0.31 atm, NOx = 0.4 ppb). Quasi-Lagrangian aircraft measurements can
provide temperature/pressure appropriate time-series case studies, but the Lagrangian
nature of the sampling is often difficult to verify given uncertainty in meteorology
(Real et al., 2008). Smog chamber evaluations do not have appropriate environmental
conditions, and quasi-Lagrangian sampling does not provide enough high-quality
samples for statistical evaluation. Any upper tropospheric evaluation must account
for both environmental conditions and air parcel interaction with meteorology.
We propose a statistically robust chemical evaluation using in situ upper tropo-
spheric aircraft observations from the Intercontinental Chemical Transport Experiment
(INTEX-A; Singh et al., 2006). Although these aircraft measurements do not sample a
single air parcel through space and time, the measurements can be grouped and sorted
by photochemical age using a technique developed by Bertram et al. (2007). This
technique assumes that the ‘‘youngest’’ air parcels are the result of deep convection
events. Deep convection mixes air from the earth’s surface into the upper troposphere
and is generally associated with precipitation that removes water soluble HNO3, but
not less soluble NOx (Prather and Jacob, 1997; Jaegle´ et al., 1998). Thus air parcels
immediately following convection have very high ratios of NOx:HNO3. After deep con-
vection, air parcels undergo chemical processing that converts NOx to HNO3, reducing
the NOx:HNO3 ratio until the air parcel is removed from the upper troposphere by
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convective downdrafts or subsidence. Initial deep convection is identified by high
NOx:HNO3 and subsequent removal is modeled stochastically. Therefore, the observed
NOx:HNO3 ratio provides a relative metric of time since convection that can be used
to create a time-series. This time-series is suitable for evaluating chemistry in the
upper troposphere because it has appropriate environmental conditions and enough
observations for statistical evaluation.
This study uses a relative time-series of observations to evaluate photochemical
aging predicted by seven different chemistry representations. Each chemistry repre-
sentation, called a chemical mechanism, uses reaction sets with varying degrees and
methods of simplification (Dodge, 2000). We selected seven chemical mechanisms
from chemical transport models with spatial scales ranging from point to global. The
complexity of each chemical mechanism also ranges from near-explicit to condensed.
Near-explicit chemical mechanisms represent all known chemical compounds and
reactions. Although all known reactions are included, many reactions have large
uncertainty in the rate coefficient and stoichiometric yield. Condensed mechanisms
use abstractions to reduce the computational load, but often include empirical tuning
for conditions that may limit the applicability of the mechanism to all environmental
conditions.
We evaluate each chemical mechanism to test three main questions. First, is the
rate of chemical aging consistent between chemical mechanisms and observations?
Second, are biases consistent for all chemical mechanisms, and therefore, fundamental
to the state of the science, or can mechanism differences identify misrepresentations?
Third, to what extent can chemical mechanisms’ photochemical aging cause underpre-
diction of NO2? Finally, we evaluate factors that contribute to partitioning biases for
total oxidized nitrogen in an attempt to improve the individual chemical mechanisms.
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3.3 Methods
3.3.1 Modeling framework
This study simulates photochemical aging and physical processing of air parcels
following deep convection. Deep convection mixes lower tropospheric air with VOCs
and NOx into upper tropospheric air (Bertram et al., 2007). Deep convection produces
clouds that scavenge water soluble HNO3 and lightning that produces NOx. These two
processes result in high NOx:HNO3 ratios that can identify air parcels transported by
recent convection. After convection, the air parcel photochemically ages, converting
NOx to HNO3, and mixes with background upper tropospheric air until it is removed
from the upper troposphere by convective downdrafts or subsidence. Particle chemistry
is most likely of limited importance in our study due to low particle surface area.
In an initial analysis, less than 1% of HNO3 is in the particle phase at equilibrium.
Aircraft observe air parcels at varying time since convection and, therefore, with
varying extents of photochemical aging. We then developed a model to reproduce
the observed distribution of photochemical age. To reproduce the distribution of
air parcels, our model framework simulates gas-phase chemistry, photolysis, mixing
into background air (i.e., dilution, dispersion, diffusion), and subsequent convection.
Subsequent convection is caused by meteorological processes external to our box
model, and we simulate this process stochastically using a distribution of time between
convective influence. First, we simulate 10 d of chemical aging, or air parcel lifetime,
for a variety of physical and chemical conditions representative of recently convected
air parcels in the INTEX-A observational database. In the real environment, we expect
that air parcel lifetimes have a distribution that is governed by subsequent convection.
We stochastically simulate subsequent convection by optimizing the distribution of
air parcel lifetimes for consistency with observed chemical mixing ratios. The air
parcel lifetimes can be evaluated against the empirical distribution, and the predicted
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distribution of chemical species during the air parcel lifetime can be compared to
observed mixing ratios.
3.3.2 Observations
Aircraft observations provide box model initial conditions and photochemical
age needed for model evaluation. We first sorted observations using NOx:HNO3
as a chemical indicator of photochemical age. The measurements with the highest
NOx:HNO3 ratios provide physical conditions and initial chemical mixing ratios
for model simulations using seven chemical mechanisms. The predictions are then
evaluated against the observational time-series to assess the performance of simulated
chemistry.
We use aircraft observations from the National Aeronautics and Space Admin-
istration (NASA) DC-8 aircraft flights during Intercontinental Chemical Transport
Experiment -- North America (INTEX-A) campaign (Singh et al., 2006). We started
with the 10-s averaged NASA DC-8 observation database (n = 56 465). We then
filtered the observation database to include only measurements of the upper tropo-
sphere (8 km< altitude< 10 km). We exclude air parcels with any fractional cloud
presence that would have active wet scavenging, which would influence NOx:HNO3.
We also removed air parcels that might have been influenced by stratospheric intrusion
(7Be:210Pb> 1000) or biomass burning (CH3CN> 200 ppt). The remaining observa-
tions fall into two distinct groups: those influenced by polluted air (CO≥ 80 ppb) and
those influenced by background air (CO< 80 ppb) (Singh et al., 2007). Our analysis
has been performed with both polluted and background influenced observations and
excluding background observations. Both analyses give similar results. In this study,
we focused on the influence of polluted air and include only those air parcels with over
80 ppb CO (n = 861). These observations represent upper troposphere air parcels
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with varying photochemical age.
Observations of NO and HNO3 in the INTEX-A dataset have known uncertainties
and limitations that require adjustment. The NO chemiluminescence measurement
has a long 1-minute integration time, is most reliable for mixing ratios greater than
100 ppt (Singh et al., 2007) and, during the INTEX-A campaign, has a strong bias
compared to steady-state NO ([NO]SS = jNO2 [NO2]/(kO3 +NO[O3] + kHO2 +NO[HO
·
2]).
For this analysis, we require finer time resolution and detection of low NO (17.7% of
[NO]SS observations are below 100 ppt), so we use the steady-state calculated mixing
ratio. During the INTEX-A study, the University of New Hampshire (UNH) and the
California Institute of Technology (CIT) took two separate measurements of HNO3.
When observations are available simultaneously between 8 and 10 km, the linear least
squares fit of UNH as a function of CIT is 61.7%. The reason for the discrepancy is
currently unknown, so we and other researchers (Bertram et al., 2007) adjust UNH
by a factor of 1.2 and CIT by a factor of 0.8. The CIT measurement has better time
resolution, but less temporal coverage. We use the adjusted CIT measurement when
available and fill in measurement gaps with the adjusted UNH measurement. The
large discrepancy in the HNO3 measurement could bias our chemical surrogate of
age. As a result, we have performed this analysis using CIT, UNH, and the adjusted
HNO3 values (see Appendix). The conclusions of this study are robust to the choice
of HNO3 measurement. Since the cause of the discrepancy is unknown, we use the
adjusted values in the rest of this analysis.
The upper troposphere observations are then divided into age groups according
to photochemical age as assessed by NOx:HNO3. The observed NOx:HNO3 ratio in
our filtered dataset is log-normally distributed, and we split observations into 4 age
groups that are non-overlapping, have comparable sample sizes, and capture the range
of air parcel aging. The age groups, which represent relative photochemical age, will
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Figure 3.2: Nitrogen partitioning of fresh, young, midage and old age categories
demonstrates influence of chemical aging. Each age category has been tested for
statistical difference (p < 0.0001) from the preceding age category (∗) and fresh (#).
be referred to as fresh, young, midage, or old. Each category has a minimum of
215 observations (fresh: 216, young: 215, midage: 215, old: 215). An additional
classification, ‘‘initial’’, was added to capture immediate convection for model initial-
ization. The initial age group includes the youngest 50% of the fresh observations and
represents air parcels that have been convected most recently. Figure 3.2 shows the
total oxidized nitrogen (NOy) partitioning of each age group and shows that pernitric
acid, PANS, and organic nitrates did not show strong age-dependent mixing ratios.
3.3.3 Box model
We use a common box model framework for all simulations to remove artifacts of
multiple modeling systems and isolate differences between seven chemical mechanisms.
The use of a common box model removed variability in ordinary differential equation
solvers and physical representations. The Dynamically Simple Model of Atmospheric
Chemical Complexity (DSMACC) provided the flexibility and power necessary to
model all our chemical mechanisms. The DSMACC model (Emmerson and Evans,
2009) is based on the Kinetic Pre-Processor (KPP) (Sandu and Sander, 2005), which
has a flexible rate coefficient representation. The flexible rate representation allowed
all seven chemical mechanisms to use their native reaction rate coefficient forms. We
have added a mixing process to the DSMACC model to account for dilution, dispersion,
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and diffusion. Air parcels mix in ‘‘background’’ air where each chemical species mixing
ratio is the mean of observations described above. The ‘‘background’’ air includes air
parcels influenced by both polluted and background air. The rate of mixing is assumed
to be constant and set to 5% per day (Bertram et al., 2007). Sensitivity analysis
using up to 10 times the mixing rate, and/or more complex dynamic background and
dynamic mixing rates did not yield meaningfully different results (see Fig. A3). This
box model represents only gas-phase chemical reactions and mixing with background
air; there is no particle or aqueous chemistry.
3.3.4 Gas-phase chemistry
This study evaluates gas-phase chemistry from seven chemical mechanisms that
each have different research goals. Carbon Bond version 2005 (Yarwood et al., 2005)
and the State Air Pollution Research Center ’99 (SAPRC99) (Carter, 2000) are
typically used for urban to continental simulation. In addition, SAPRC ’07 (Carter,
2009) and Regional Atmospheric Chemical Mechanism version 2 (RACM2) (Stockwell
et al., 2008; Goliff and Stockwell, 2008; Goliff et al., 2011) are mechanisms that
are planned to be included in the Environmental Protection Agency’s Community
Multiscale Air Quality model. The Goddard Earth Observing System-Chemistry
(GEOS-Chem) (Mao et al., 2009) and Model for OZone And Related chemical Tracers
(MOZART-4) (Emmons et al., 2010) are typically used for global simulation. The
near-explicit LEEDS Master Chemical Mechanism (MCM) (Saunders et al., 1997)
is typically used in box model or trajectory simulations. For MCM, we extracted
only those chemical reactions that would be active given our initial conditions and
subsequent chemical products. The seven chemical mechanisms we evaluate are used
for a range of research goals and have a range of computational complexity (see
reactions and species in Table 3.1).
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Table 3.1: Overview of chemical mechanisms in this study.
Chemical Mechanism (abbreviation) # Rxns # Spcs
Carbon Bond ’05 (CB05) 176 62
State Air Pollution Research Center ’99 (SAPRC99) 222 77
State Air Pollution Research Center ’07 (SAPRC07) 691 153
Model for OZone And Related chemical Tracers ‘‘Stan-
dard’’ (MZ4)
196 86
GEOS-Chem ‘‘full’’ (GEOS-Chem) 286 88
Regional Atmospheric Chemistry Mech v.2 (RACM2) 349 117
Master Chemical Mechanism Active Subset (MCM) 4685 1610
3.3.5 Photolysis
Gas-phase chemistry simulations typically use different photo-dissociation models
that strongly influence radical initiation and photochemical cycling. Each chemical
mechanism evaluated in this study is typically used in a host chemical transport
model (i.e., CMAQ, GEOS-Chem, MOZART4, and SBOX) with specific photolysis
models to calculate photo-dissociation rates. For example, Carbon Bond and SAPRC
chemical mechanisms both used the CMAQ photolysis preprocessor (JPROC), GEOS-
Chem used FAST-J photolysis (Wild et al., 2000), MCM used the Tropospheric
Ultraviolet model (TUV) version 4.2 (Madronich, 2002), RACM2 used a predecessor
of TUV, and MZ4 used TUV version 4.6. Not all photolysis models have implemented
pressure/temperature sensitivities and the resulting difference in photolysis rates
dominated the nitrogen partitioning in our initial tests. Particularly, representation
of carbonyl photolysis temperature/pressure dependence led to differences in PAN
predictions and the representation of near-IR photolysis (0.00001 s−1 Murphy et al.,
2004) of pernitric acid led to diverse predictions. The different photolysis rates were not
a function of chemical mechanism, but rather of the photolysis model calculation. To
truly focus on chemical mechanism differences, the photolysis rates were standardized
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using TUV v4.6 with modifications consistent with those used in DSMACC for MCM
with one exception. All mechanisms except MCM had photolysis reactions for PAN
and HO2NO2 and, for this analysis, PAN and HO2NO2 photolysis has been added to
MCM.
3.3.6 Base simulations
Each chemical mechanism simulates chemical aging for each initial observed air
parcels (ni = 108). The initial air parcels were used as the initialization of all
simulated physical and chemical conditions (see Table 3.2). The initial observations
of chemical species were mapped to their appropriate chemical mechanism species.
Where particular chemical compound measurement was not concurrently available, the
median of all initial values for that compound was used. An additional simulation was
generated using the initial age group median value of every chemical compound. Each
chemical mechanism was used to simulate 10 d of chemical processing for each initial
air parcel and the median air parcel (ns=ni+1). Nighttime simulation results (i.e.,
solar zenith angles, θ, higher than 75◦) are ignored to be consistent with exclusively
daytime observations (i.e., 8 < θ < 75◦).
3.3.7 Stochastic convection model description
Our simulations must take into account the frequent exchange between the upper
and lower troposphere. Convective updrafts loft air parcels into the upper troposphere
which are later removed from the upper troposphere by convective downdrafts or
subsidence. The time between convective lofting and removal, hereafter air parcel
lifetime τair, can be used to calculate the instantaneous or sampled distribution of time
since convection Pr(t) in the upper troposphere. To accurately represent observed
upper tropospheric air parcels, we must derive the distribution of time since convection
Pr(t) and subset our simulation results accordingly. We estimate the distribution
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Table 3.2: Median observed values for filtered initial (ni = 108) and background
(nbkg = 1006) selected chemical compounds and physical conditions.
Measured Background Initial Principal Investigator
Altitude 8841 m 9149 m J. Barrick, NASA LaRC
Pressure 314.7 hPa 300.6 hPa
Temperature 241.1 K 233.7 K
HO · 0.5396 pptv 0.6101 pptv W. Brune, Pennsylvania State Uni-
versity; Adjusted according to Ren
et al. (2008)
HO ·2 13.16 pptv 11.24 pptv
O3 77.76 ppbv 70.61 ppbv M. Avery, NASA LaRC
NO2 95.52 pptv 153.6 pptv R. Cohen, UC Berkeley
NO 203.3 pptv 411.8 pptv Derived from NO2, O3, and HO2
HNO3 280.1 pptv 125.9 pptv P. Wennberg, California Institute
of Technology; R.‘Talbot, Univ. of
New Hampshire; Adjusted follow-
ing Bertram et al. (2007)
HO2NO2 82.00 pptv 67.80 pptv G. Huey, Georgia Institute of Tech-
nology
H2O2 234.2 pptv 195.9 pptv P. Wennberg, California Institute
of Technology; B. Heikes, Univ. of
Rhode Island; Adjusted following
Bertram et al. (2007)
CO 98.36 ppbv 108.0 ppbv G. Sachse, NASA LaRC
CH4 1.789 ppmv 1.784 ppmv D. Blake, UC Irvine, and E. Atlas,
Univ. of Miami
C2H6 790.0 pptv 800.0 pptv
C3H8 146.0 pptv 153.5 pptv
C2H4 1.500 pptv 1.500 pptv
Speciated alkyl 8.630 pptv 8.630 pptv
nitrates (RNO3)
CH2O 174.5 pptv 437.0 pptv A. Fried, NCAR; B. Heikes, Univ.
of Rhode Island
CH3C(O)H 83.80 pptv 117.5 pptv H. Singh, NASA ARC
CH3C(O)CH3 1475. pptv 1375. pptv
CH3C(O)C2H5 71.25 pptv 95.00 pptv
PAN 374.9 pptv 370.6 pptv
CH3C(O)OOH 172.8 pptv 226.1 pptv P. Wennberg, California Institute
of Technology
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of time since convection using a maximum likelihood technique with one stochastic
model and two observationally-derived datasets of time since convection.
The stochastic model for the distribution of air parcel lifetimes and of time since
convection Pr(t) are both exponential. From an air parcel’s perspective, encountering
a downdraft is a random and time independent event that will have an exponential
distribution (Gallager, 1996). If the INTEX-A observations were an unbiased random
sample, Eq. (3.1) would describe the distribution of observed time since convection,
where τ is the mean air parcel lifetime. The INTEX-A observations, however, pref-
erentially sampled freshly convective air parcels. Bertram et al. (2007) showed that
21.4% of air parcels had time since convection less than 6 h, which is far greater than
12.5% of the sampling domain with convective activity during the INTEX-A campaign.
To approximately correct the sample bias, we increase the relative probability of
sampling time since convection less than 6 h by a factor of 2. Equation (3.2) doubles
the probability of sampling young (t < 6 h) air parcels (real or simulated), and still
has only one fitting parameter τ .
Pr(t) =
1
τ
exp
(−t
τ
)
(3.1)
Pr(t) =

1
κ(2−exp(−6τ ))
exp
(−t
κ
)
if t ≤ 6
1
τ(2−exp(−6τ ))
exp
(−t
τ
)
if t > 6
(3.2)
where κ =
−6
log
(
2 exp
(−6
τ
)− 1) and τ ≥ 9
We estimate τ by fitting our statistical models (Eqs. 3.1 and 3.2) to two empirical
estimates of INTEX-A observed time since convection. First, we use back trajectory
encounters with convection systems calculated by Fuelberg et al. (2007). Second,
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we use our statistical model with chemical mechanisms to reproduce NOx:HNO3, a
chemical indicator of time since convection. These two approaches, described in detail
below, require different assumptions, rely on different models, and provide independent
estimates of estimate τ .
Fuelberg et al. (2007) simulated back trajectories and estimated time since convec-
tion, which we use to optimize our statistical model. Fuelberg et al. (2007, Table 3)
reported the cumulative distribution function (CDF) of time since convection event
at intervals starting at 6 h, and ending at 240 h. At 240 h, 91.8% of observations had
encountered convection, which leaves 8.2% of observations with unknown time since
convection. As a conservative approach, we fit our time since convection model to
both the reported and renormalized CDF and provide the range of results as the back
trajectory estimate of τ . For both the original and renormalized dataset, we find the
τ (between 1 and 240 h) that minimizes the sum of squared prediction error.
Chemical indicators of time since convection, such as NOx:HNO3, provide a second
dataset for determining τ . The chemical evolution of NOx:HNO3 is reproducible
by chemical simulations, using chemical mechanisms, and then subsetting results
proportional to Eq. (3.2). We iteratively subset our base simulations according to
the probability of time since convection for each possible τ (1--240 h). To maximize
the size of each subset, we normalize the probability of time since convection to a
percentage (exponential: Eq. 3.3, bias-corrected: Eq. 3.4) of simulations at each model
output time. Each result subset is an ensemble of simulated NOx:HNO3 with varying
initial conditions and time since convection. We then selected the optimal τ based on
the agreement of the simulation ensemble NOx:HNO3 with observed NOx:HNO3.
p(t) = exp
(−t
τ
)
(3.3)
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p(t) =
 exp
(−t
κ
)
if t ≤ 6
κ
τ
exp
(−t
τ
)
if t > 6
(3.4)
where κ =
−6
log
(
2 exp
(−6
τ
)− 1) and τ ≥ 9
For each τ , we then evaluate the agreement of the simulation ensemble with
observed NOx:HNO3 using the non-parametric Anderson-Darling K-sample goodness-
of-fit statistic (Scholz and Stephens, 1987). The Anderson-Darling test makes no
assumptions about data distribution (i.e., skew, kurtosis, etc.), and is particularly
sensitive on tails of data distributions. Further, the fit criterion (A2kaN) is inversely
proportional to goodness-of-fit, which makes it ideal for optimization. For each
chemical mechanism, we minimize the fit criterion to identify the optimal τ .
3.3.8 Evaluation approach
We derive τ using one approach that relies on back trajectory simulation and
another that depends on chemical simulation. Using the back trajectory dataset
provides an estimate of τ that depends on the accuracy of a meteorology model. Using
the chemical mechanism approach provides an estimate of τ that depends on the
modeled NOx to HNO3 conversion. If these two approaches confirm each other, we
gain confidence that the chemical mechanisms are photochemically aging at the same
rate as observations. If these two approaches conflict, we further evaluate chemical
simulation results for evidence that the chemical aging rate is consistent or inconsistent
with observed mixing ratios.
We evaluate simulation results, sampled by optimal τ , to test the consistency of
chemical aging precursors and products. Chemical aging, here assessed by NOx:HNO3,
includes the net production or loss of all oxidation precursors and products. If the
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chemical aging is consistent with observations, other oxidation precursors and products
should also be correctly predicted. Our null hypothesis is that, given the same amount
of nitrogen oxidation, simulated and observed mixing ratios will be statistically similar
for chemical species that were not used to optimize τ . The predicted distributions of
mixing ratios for simulated and observed chemical species are statistically compared
using a Mann-Whitney-Wilcoxon rank sum test (hereafter rank sum test) (Mann
and Whitney, 1947). The rank sum test compares the entire distribution (i.e., not
just the mean, median or mode) to test if one is statistically greater than the other.
The rank sum test is a non-parametric test and, as such, makes no assumptions
about data distribution (i.e., skew, kurtosis, etc). There is no perfect comparison
between simulated and measured chemical mixing ratios. For instance, the aircraft
observations are time (10 s) and space (1.5 to 3 km) averaged while predictions are
instantaneous. The averaging of observations could smooth out some extremes; this is
especially true for fast reacting radical species (Olson et al., 2006). To account for
some anticipated variation, this study requires a very high degree of confidence to
conclude that observations are distinct from model mixing ratios. We only reject the
null hypothesis if the probability of the difference in distributions is less than 0.01%
(p < 0.0001).
3.4 Results
3.4.1 Stochastic convection: back trajectory results
The back trajectory estimation technique has four discrete estimates of mean
air parcel lifetime (τ . Each estimate comes from combining a time since convection
dataset, either the unadjusted or renormalized, and a statistical model, either the
exponential (Eq. 3.1) or bias-corrected (Eq. 3.2) as described in the Stochastic Model
Description. Figure 3.3 shows that renormalizing the back trajectory dataset shortens
the τ estimate, while using the bias-corrected statistical model lengthens the τ estimate.
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Figure 3.3: Optimization results for stochastic convection using the exponential and
bias-corrected statistical model with the unadjusted and renormalized back trajectory
dataset. (A) exponential model (Eq. 3.1) with unadjusted dataset; (B) bias-corrected
model (Eq. 3.2) with renormalized dataset; (C) exponential model with unadjusted
dataset; (D) bias-corrected model with renormalized dataset.
Both the renormalized dataset and the bias-corrected statistical model incrementally
improve the coefficient of correlation (R2). Using the unadjusted back trajectory
results, the exponential model (a) predicts τ=40 h and our bias-corrected model
(b) predicts τ=51 h. With renormalized back trajectory results, the exponential model
(c) predicts τ=47 h and our bias-corrected model (d) predicts τ=58 h.
3.4.2 Stochastic convection: NOx:HNO3 results
The chemical mechanism technique of estimating of τ consistently yielded shorter
τ values than the back trajectory approach. Figure 3.4 compares the back trajectory
and chemical mechanism τ . The shortest τ estimates for all chemical mechanisms
was derived using the exponential model (18--23 h). When using the optimized
exponential model (Eq. 3.3), all chemical mechanisms, except SAPRC99 and RACM2,
predicted NOx:HNO3 ratios that are statistically different from observations. When
the convection model is corrected for sampling bias (Eq. 3.4), estimated air parcel
lifetimes are longer (28--34 h) and NOx:HNO3 compares better with observations.
When correcting for sampling bias, Fig. 3.5 shows that all the chemical mechanisms
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Figure 3.4: Range of estimated mean air parcel lifetimes (τ) derived from back
trajectory and chemical simulation. Asterisks indicate whether chemically simulated
NOx:HNO3 is statistically consistent with observations (α < 0.01) when using the
exponential (left, Eq. 3.3) and bias-corrected (right, Eq. 3.4) statistical models.
capture the general shape of the observed NOx:HNO3. As a result, the Anderson-
Darling goodness-of-fit test cannot reject the null hypothesis that NOx:HNO3 is
consistent with observations (α < 0.01). Even though the chemical mechanisms
capture the distribution of observed NOx:HNO3, the highest τ estimate is 6 h shorter
than the shortest back trajectory estimate.
The back trajectory estimates of time since convection are all longer than any
estimate by chemical mechanisms. If any of the back trajectory τ estimates are correct,
all of the chemical mechanisms too rapidly remove NOx. Because NOx components NO
and NO2 are in steady state, this leads to an underprediction of NO2. We estimate the
NO2 low-bias by sampling simulated results using our statistical model of convection
optimized with back trajectory time since convection. Even when we sample the
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Figure 3.5: Observed NOx:HNO3 (bars) compared to simulated (lines) from each
chemical mechanism using the optimized, bias-corrected statistical model.
simulation results using the lowest τ estimate (40 h), we underpredict NO2 by at least
30%.
3.4.3 Chemical mixing ratio evaluation
The chemical mechanism and back trajectory τ estimates disagree, suggesting a
need to further evaluate predicted oxidation precursors and products. We evaluate
oxidation precursors and products to assess our confidence in the chemical mecha-
nism estimate and to understand chemical mechanism differences. For the chemical
evaluation, we use the bias-corrected convection (Eq. 3.4) because it produces the
longest τ and, therefore, is the most conservative comparison. Figure 3.6 overlays
simulation ensemble predictions over observations for selected chemical species illus-
trating chemical mechanism biases. For each chemical species, Fig. 3.6 shows the
distribution of predictions and observations for the five age groups. Figure 3.6 also
denotes observed statistically significant trends between age groups and statistically
significant biases in chemical mechanism predictions (see caption for details). For
each chemical mechanism, the median is a circle that is hollow when simulations are
statistically biased compared to observations. The statistical biases demonstrate that
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some problems are mechanism-specific, while others affect all tested mechanisms.
Given the same amount of nitrogen aging or oxidation, we expect other oxidation
products to compare well. The oxidation products ozone and hydrogen peroxide,
however, were only well-predicted until the midage age group. For ozone, SAPRC99
underpredicts midage and old mixing ratios. For hydrogen peroxide, SAPRC99,
SAPRC07, and GEOS-Chem underpredict as early as the midage age group. By the
old age group, all chemical mechanisms now under-predict hydrogen peroxide.
Given the same amount of nitrogen aging, we also expect oxidation precursors to
compare well. Chemical mechanisms, however, tended to underpredict quickly-reacting
carbonyls acetaldehyde (CH3CHO) and peroxy acetic acid (CH3C(O)OOH) while
overpredicting longer-lived species carbon monoxide (CO) and methanol (CH3OH).
Acetaldehyde observations, for example, showed no statistical trend, but the predicted
mixing ratios decrease with time. All chemical mechanisms underpredict the acetalde-
hyde magnitude and inter-quartile range almost immediately. Peroxy acetic acid
observations also had no statistically significant decrease with time, but predictions
bias depended on the chemical mechanism. For peroxy acetic acid mixing ratios, the
SAPRC99 mechanism overpredicted, SAPRC07, RACM2 and GEOS-Chem under-
predicted, while MZ4 and CB05 performed statistically well. For longer lived carbon
monoxide and methanol, all chemical mechanisms overpredicted as early as the young
age group.
These long-lived species, particularly methanol (CH3OH) and carbon monoxide
(CO), are important because they are alternative indicators of time. Methanol and
carbon monoxide are lost exclusively by slow, well-known OH · reactions and have
relatively little secondary chemical production in the upper troposphere. The bias in
predicted carbon monoxide, when NOx:HNO3 is used as a surrogate for time, is a clear
discrepancy. The chemical mechanisms incrementally remove long-lived carbon as a
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Figure 3.6: Simulation results (circle: median; bars: 0, 25, 75, 100 percentiles) and
observations (box and whisker) binned by NOx:HNO3. For observations, each age
category is superscripted for statistical difference (p < 0.0001) from the preceding
(∗) and fresh (#) age group. For model predictions, the median for each chemical
mechanism is left hollow when statistically different (p < 0.0001) from the observations.
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function of integration time, but as a function of NOx:HNO3 there is little integration
time difference between age groups. As a result, long-lived carbon is relatively constant
between age categories until the parcel is old.
3.4.4 Chemical mechanism biases and recommendations
In several cases, chemical mechanisms had striking biases that can be explained by
either modeling assumptions or updates to the kinetic literature. The CB05 mechanism
had by far the highest bias for organic nitrates (RNO3), which can be explained by
its representation of acetone. Both GEOS-Chem and RACM2 oxidized peroxy acetic
acid much faster than the other chemical mechanisms, which can be explained by
the choice of kinetic surrogate. All mechanisms overpredict peroxy nitric acid during
the young age group, which can be improved by updating the OH · rate constant.
Each of these issues is explored in detail below, and implemented to see the change in
estimated air parcel lifetime (τ).
The CB05 simulations partition up to 25% of total nitrogen into RNO3, but all
chemical mechanisms that explicitly represent acetone predict less than 3%. The
RNO3 production is a sink for both HOx and NOx, decreasing availability of OH
·
and NO2, which leads to CB05 predicting the lowest HNO3. The overprediction of
RNO3 by CB05 is a result of structural lumping that combines acetone into the model
species PAR. The CB05 PAR species holds all singly bonded carbon, but also holds
all carbon from acetone (Yarwood et al., 2005). Acetone has a long lifetime and high
mixing ratios in the upper troposphere, so it can dominate the carbon in PAR (see
Fig. 3.7). The PAR + OH · organic nitrate yield, however, is based on urban, surface
PAR reactivity (i.e., primarily alkanes). In CB05, the PAR + OH · reaction creates an
operator species (XO2N), directly (13%) and indirectly (3%), that yield >10% organic
nitrates production. In contrast, explicit representation of acetone in GEOS-Chem
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Figure 3.7: Composition of CB05 PAR chemical mechanism species as measured
during INTEX-A in the median air parcel for fresh and young age groups.
yields 3.6% organic nitrates. In the upper troposphere where acetone is the dominant
PAR contributor, the organic nitrate fraction would have to be adjusted or acetone
would need to be handled explicitly. A simple adjustment in CB05 of organic nitrate
yield to 3% (as in GEOS-Chem) improves organic nitrate yield significantly and
increases the τ to 40 h, which is also the lower bound back trajectory τ estimate.
GEOS-Chem and RACM2 predict a median peroxy acetic acid (CH3C(O)OOH)
mixing ratio less than the observed 25th percentile by the young age group. Peroxy
acetic acid is the second largest acyl peroxy radical source (i.e., PAN precursor) in the
first 6 h of simulated aging. The primary loss pathway for peroxy acetic acid is reaction
with OH ·, but the OH · rate coefficient is not available in the literature. Both chemical
mechanisms that underpredict peroxy acetic acid choose methyl peroxide as a surrogate
compound for the OH · rate coefficient. The chemical mechanisms that perform better,
however, use the acetic acid OH · rate coefficient. At upper tropospheric temperature
and pressure, the acetic acid rate coefficient reported by Sander et al. (2006) (not
updated from 2003 report see errata) and Atkinson et al. (2006) are both roughly ten
times lower than the methyl peroxide OH · rate. Preliminary peroxy acetic acid OH ·
rate studies confirm the kOH · similarity to CH3C(O)OH (Orlando and Tyndall, 2002).
Pernitric acid is overpredicted by all chemical mechanisms and acts as an important
radical sink in the upper troposphere. In the upper troposphere, pernitric acid that
is formed (HO ·2 + NO2 −→ HO2NO2) is thermally stable, and the primary loss is
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Figure 3.8: Pernitric acid gross production and loss from the median air parcel.
OH · + HO2NO2 (see Fig. 3.8). The net pernitric acid reaction consumes two HOx
radicals (Wennberg et al., 1998) and, in this study, this net reaction accounts for 29%
of the radicals terminated in the first 6 h. We recommend using the latest kOH+HO2NO2
(Jimenez et al., 2004) which improves HO2NO2 agreement with observations and
increases competition of pernitric acid with NO2 for OH
· radicals. Even with this
recommendation, the pernitric acid reaction rates have large uncertainties at low
temperatures and laboratory studies are restricted to temperatures above those typical
in the upper troposphere (Atkinson et al., 2004; Gierczak et al., 2005; Sander et al.,
2006).
The peroxy acetic acid and peroxy nitrate recommendations implemented together
into our working version of GEOS-Chem. These changes improve peroxy acetic acid
and pernitric acid predictions, and increase the τ estimate from 32 to 34 h. The
new predicted NOx:HNO3 is now statistically consistent with observations at the
p < 0.01 level. Despite the improved NOx:HNO3, the τ estimate is still 6 h shorter
than the lowest back trajectory estimate, and the marginally longer τ has little affect
on long-lived carbon.
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3.5 Discussion
The evidence gathered here suggests that the chemical mechanisms photochemically
age NOx too quickly. First, all chemical mechanism estimates of air parcel lifetime,
the time necessary to age NOx, are at least 15% shorter than the shortest back
trajectory estimate. Second, the chemical mechanism air parcel lifetime estimates
are insufficient to remove long-lived carbon, as seen in observations. Given these
discrepancies, we conclude that chemical mechanisms will be low-biased for NOx in
the upper troposphere at any given time since convection.
We investigated individual chemical mechanism biases to develop and test rec-
ommendations. Peroxy acetic acid, a peroxy acetyl nitrate precursor, is removed
too quickly by chemical mechanisms that use methyl peroxide; we recommend all
mechanisms use acetic acid as a surrogate until a specific rate is available. Peroxy
nitrates are an important radical sink in the upper troposphere, and we recommend
several updates. The primary peroxy nitrate loss reactions in the upper troposphere
are photolysis and hydroxyl attack. For photolysis, we recommend that all chemical
mechanisms include photolysis for PANs and pernitric acid, and that pernitric acid
near IR photolysis be included. For hydroxyl attack, we recommend updating the
OH · reaction rate (Jimenez et al., 2004). Finally, explicit or targeted parameterization
of acetone is necessary to properly model radical cycling in the upper troposphere. Im-
proved representation of acetone will decrease overpredictions of alkyl nitrates, which
will alter radical cycling and total oxidation. The recommendations improved target
species predictions and increased air parcel lifetime, but did not solve overpredictions
of long-lived carbon.
This analysis included only gas-phase chemistry and ignores heterogeneous process-
ing that also affects the NOx:HNO3 ratio. Including N2O5 heterogeneous hydrolysis
would exacerbate the rate of NOx to HNO3 conversion (Jaegle´ et al., 1998; Olson
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et al., 2001; Evans and Jacob, 2005). Mineral dust and ice particle uptake of HNO3
would buffer or counteract the effect of N2O5 hydrolysis. Our initial analysis of HNO3
uptake suggests that this rate would be small compared to nitric acid production
NO2 + OH
·. We intend to evaluate heterogeneous processing in more depth along
chemical rate analysis there.
During this study, several best practices for atmospheric chemical modeling became
apparent. The chemical system is very sensitive to the photolysis rates, and so it
is critical to simulate photolysis in a detailed way when evaluating the chemical
mechanisms. Photolysis simulations need to represent up-to-date pressure/temperature
sensitivities. For instance, two models evaluated for use in this study did not include
temperature/pressure sensitivities, which are critical in the upper troposphere. To
accurately simulate temperature/pressure sensitivities, photolysis rates need to be
calculated at the chemical transport model vertical resolution. Photolysis rates of
many species (e.g. ozone) exhibit complex shape throughout the troposphere and linear
interpolation can drastically underpredict local minima and maxima. Coarse resolution
in some photolysis preprocessors is most likely a hold over from historically coarser
CTM vertical resolutions. Also, ensure that the chemical mechanism used accounts
for PAN photolysis and near-IR HO2NO2 photolysis. Photolysis is the dominant
PAN chemical loss process in the upper troposphere, where many have reported PAN
overprediction (Pickering et al., 2009; Yu et al., 2010; Fang et al., 2010).
3.6 Conclusions
This study uses a new probabilistic approach to isolate simulated chemistry for
evaluation in the upper troposphere. This approach uses a large number of observations
for statistical power and parameterizes processes whose stochastic nature precludes
box model simulation. Parameterizing all other processes isolates gas-phase chemistry
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and produces an ideal modeling system for evaluation in the upper troposphere.
Other upper troposphere gas-phase evaluations rely on steady-state assumptions or
quasi-Lagrangian measurements. Steady-state assumptions may not be valid in the
upper troposphere because convective mixing constantly perturbs NOx and radical
mixing ratios (Prather and Jacob, 1997). Quasi-Lagrangian analysis provides a direct
evaluation approach when sufficient observations are available and their Lagrangian
nature can be confirmed. Both the quasi-Lagrangian approach and our probabilistic
approach have benefits that can complement each other to strengthen our body of
knowledge where time-series observations from a single air parcel (e.g. smog chamber
experiments) are not available.
One specific goal of this study was to characterize the contribution of chemistry
to upper troposphere underprediction of NO2. The results presented here confirm
previously reported NO2 underpredictions, and do so in an isolated chemistry model.
All evaluated chemical mechanisms converted NOx to HNO3 too rapidly and, conse-
quently, underpredicted NO2 by at least 30%. Even if all emissions, physical transport,
and aqueous-phase chemistry were accurately simulated by a chemical transport model,
gas-phase chemistry would cause model underpredictions of NO2.
This paper isolates chemistry and establishes NO2 bias caused by chemistry.
While this work does not resolve the problem, the modeling framework described
provides a test environment for further analysis. Initial analyses demonstrate that
results presented here are robust to uncertainty in initial conditions, but that rate
expression uncertainty can meaningfully slow chemical mechanism NOx aging. Future
research will conduct sensitivity tests to identify key rate expressions. The results
from subsequent sensitivity tests should be used to direct gas-phase rate research that
will improve state of the science chemical mechanisms.
65
Acknowledgements
Special thanks for DC8 observational data to Melody Avery, Donald Blake,
William Brune, Alan Fried, Brian Heikes, Greg Huey, Glen Sachse, Han-
want Singh, and the INTEX team. Thank you to Paul Wennberg for
helpful conversation about the upper troposphere. Thank you to Gao Chen
for helping identify and document the INTEX HOx corrections. Thank you
to Mat Evans for help with the Dynamically Simple Model of Atmospheric
Chemical Complexity.
This research was supported in part by an appointment to the Research
Participation Program at the National Exposure Research Laboratory,
US Environmental Protection Agency administered by the Oak Ridge
Institute for Science and Education through an interagency agreement
between the US Department of Energy and EPA.
In addition to the EPA program William R. Stockwell was supported
in part by the NOAA Educational Partnership Program with Minority
Serving Institutions (EPP/MSI) under grant number of NA06OAR4810172
through the NOAA Center for Atmospheric Sciences (NCAS) and National
Science Foundation grant award number: 0653997.
Askar Fahr thanks NASA-Outer Planets Research Program for partial
support of this work under Contract #NNX08AQ68G at Howard Univer-
sity.
Disclaimer: Although this paper has been reviewed by the EPA and
approved for publication, it does not necessarily reflect EPA’s policies or
views.
66
Edited by: N. Riemer
67
REFERENCES
Atkinson, R., Baulch, D. L., Cox, R. A., Crowley, J. N., Hampson, R. F., Hynes, R. G.,
Jenkin, M. E., Rossi, M. J., and Troe, J.: Evaluated kinetic and photochemical
data for atmospheric chemistry: Volume I -- gas phase reactions of Ox, HOx, NOx
and SOx species, Atmos. Chem. Phys., 4, 1461--1738, doi:10.5194/acp-4-1461-2004,
2004.
Atkinson, R., Baulch, D. L., Cox, R. A., Crowley, J. N., Hampson, R. F., Hynes, R. G.,
Jenkin, M. E., Rossi, M. J., Troe, J., and IUPAC Subcommittee: Evaluated kinetic
and photochemical data for atmospheric chemistry: Volume II -- gas phase reactions
of organic species, Atmos. Chem. Phys., 6, 3625--4055, doi:10.5194/acp-6-3625-2006,
2006.
Bertram, T. H., Perring, A. E., Wooldridge, P. J., Crounse, J. D., Kwan, A. J.,
Wennberg, P. O., Scheuer, E., Dibb, J., Avery, M. A., Sachse, G. W., Vay, S. A.,
Crawford, J. H., McNaughton, C. S., Clarke, A., Pickering, K. E., Fuelberg, H.,
Huey, G., Blake, D. R., Singh, H. B., Hall, S. R., Shetter, R. E., Fried, A.,
Heikes, B. G., and Cohen, R. C.: Direct measurements of the convective recycling
of the upper troposphere, Science, 315, 816--820, doi:10.1126/science.1134548, 2007.
Carter, W. P.: Documentation of the SAPRC-99 Chemical Mechanism for VOC
Reactivity Assessment, final report to California Air Resources Board, Contract
92-329 and 95-308, Calif. Air Res. Board, Sacramento, CA, USA, 2000.
Carter, W. P.: Development of the SAPRC-07 Chemical Mechanism and Updated
Ozone Reactivity Scales, Final Report to the California Air Resources Board
Contract No. 03-318, Calif. Air Res. Board, Sacramento, CA, USA, http://www.
engr.ucr.edu/~carter/SAPRC/saprc07.pdf, 2009.
Dodge, M.: Chemical oxidant mechanisms for air quality modeling: critical review,
Atmos. Environ., 34, 2103--2130, 2000.
Draxler, R. and Hess, G.: Description of the HYSPLIT 4 modeling system, NOAA
Technical Memorandum ERL ARL-224, p. 24, 1997.
Emmerson, K. M. and Evans, M. J.: Comparison of tropospheric gas-phase chem-
istry schemes for use within global models, Atmos. Chem. Phys., 9, 1831--1845,
doi:10.5194/acp-9-1831-2009, 2009.
Emmons, L., Walters, S., Hess, P., Lamarque, J., Pfister, G., Fillmore, D., Granier, C.,
Guenther, A., Kinnison, D., Laepple, T., Orlando, J., Tie, X., Tyndall, G., Wiedin-
myer, C., Baughcum, S., and Kloster, S.: Description and evaluation of the Model
for Ozone and Related chemical Tracers, version 4 (MOZART-4), Geosci. Model
Develop., 3, 43--67, 2010.
68
Evans, M. and Jacob, D.: Impact of new laboratory studies of N2O5 hydrolysis on
global model budgets of tropospheric nitrogen oxides, ozone, and OH, Geophys. Res.
Lett., 32, 1--4, 2005.
Eyers, C., Norman, P., Middel, J., Plohr, M., Michot, S., Atkinson, K., and Chris-
tou, R.: AERO2k Global Aviation Emissions Inventories for 2002 and 2025, 2004.
Fang, Y., Fiore, A., Horowitz, L., Levy II, H., Hu, Y., and Russell, A.: Sensitivity
of the NOy budget over the United States to anthropogenic and lightning NOx in
summer, J. Geophys. Res., 115, D18312, doi:10.1029/2010JD014079, 2010.
Fuelberg, H. E., Porter, M. J., Kiley, C. M., Halland, J. J., and Morse, D.: Meteorolog-
ical conditions and anomalies during the Intercontinental Chemical Transport Ex-
periment -- North America, J. Geophys. Res., 112, 1--22, doi:10.1029/2006JD007734,
2007.
Gallager, R. G.: Discrete Stochastic Processes, Kluwer Academic Publishers, Boston
Dordrecht London, 1996.
Gierczak, T., Jimenez, E., Riffault, V., and Burkholder, J.: Thermal decomposition
of HO2NO2 (peroxynitric acid, PNA): Rate coefficient and Determination of the
Enthalpy of Formation, J. Phys. Chem., 109, 586--596, 2005.
Goliff, W. S. and Stockwell, W. R.: The Regional Atmospheric Chemistry Mecha-
nism, Version 2 An Update, in: Atmospheric Chemical Mechanisms, University of
California Davis, 2008.
Goliff, W., Stockwell, W., and Fahr, A.: The Regional Atmospheric Chemistry
Mechanism, Version 2, in preparation, 2011.
Hudman, R., Jacob, D., Turquety, S., Leibensperger, E., Murray, L., Wu, S.,
Gilliland, A., Avery, M., Bertram, T., Brune, W., Cohen, R., Dibb, J., Flocke, F.,
Fried, A., Holloway, J., Neuman, J., Orville, R., Perring, A., Ren, X., Sachse, G.,
Singh, H., Swanson, A., and Wooldridge, P.: Surface and lightning source of nitro-
gen oxides over the United States: Magnitudes, chemical evolution, and outflow, J.
Geophys. Res., 112, D12S05, doi:10.1029/2006JD007912, 2007.
Jaegle´, L., Jacob, D., Wang, Y., and Weinheimer, A.: Sources and chemistry of
NOx in the upper troposphere over the United States, Geophys. Res. Lett., 25(10),
1709--1712, doi:10.1029/97GL03591, 1998.
Jimenez, E., Gierczak, T., Stark, H., and Burkholder, J.: Reaction of OH with
HO2NO2 (Peroxynitric Acid): Rate coefficients between 218 and 335 K and product
yields at 298 K, J. Phys. Chem., 108, 1139--1149, 2004.
Lacis, A., Wuebbles, D., and Logan, J.: Radiative forcing of climate by changes in
the vertical distribution of ozone, J. Geophys. Res., 95, 9971--9982, 1990.
69
Madronich, S.: The Tropospheric Visible Ultra-violet (TUV) model web page., http:
//www.acd.ucar.edu/TUV/, 2002.
Mann, H. and Whitney, D.: On a test of whether one of two random variables is
stochastically larger than the other, Ann. Math. Stat., 18, 50--60, 1947.
Mao, J., Carouge, C., Evans, M., Millet, D., and Palmer, P.: GEOS-Chem Chemical
Mechanism Version 8-02-04, 2009.
Murphy, J. G., Thornton, J. A., Wooldridge, P. J., Day, D. A., Rosen, R. S.,
Cantrell, C., Shetter, R. E., Lefer, B., and Cohen, R. C.: Measurements of the sum
of HO2NO2 and CH3O2NO2 in the remote troposphere, Atmos. Chem. Phys., 4,
377--384, doi:10.5194/acp-4-377-2004, 2004.
Napelenok, S. L., Pinder, R. W., Gilliland, A. B., and Martin, R. V.: A method for
evaluating spatially-resolved NOx emissions using Kalman filter inversion, direct
sensitivities, and space-based NO2 observations, Atmos. Chem. Phys., 8, 5603--5614,
doi:10.5194/acp-8-5603-2008, 2008.
Olson, J., Crawford, J., Davis, D., Chen, G., Avery, M., Barrick, J., Sachse, G., Vay, S.,
Sandholm, S., and Tan, D.: Seasonal differences in the photochemistry of the South
Pacific: a comparison of observations and model results from PEM-Tropics A and
B, J. Geophys. Res., 106, 32749--32766, 2001.
Olson, J. R., Crawford, J., Chen, G., Brune, W. H., Faloona, I. C., Tan, D., Harder, H.,
and Martinez, M.: A reevaluation of airborne HOx observations from NASA field
campaigns, J. Geophys. Res.-Atmos., 111, D10301, doi:10.1029/2005JD006617,
2006.
Orlando, J. and Tyndall, G.: Fall Meet. Suppl., Abstract A61B-0078, Eos Trans.
AGU, 83, 2002.
Pickering, K., Pinder, R., Prados, A., Allen, D., Stehr, J., Dickerson, R., Ehrman, S.,
Szykman, J., Celarier, E., and Gleason, J.: Use of OMI Data in Monitoring Air
Quality Changes Resulting from NOx Emission Regulations over the United States,
2009 CMAS Conference, 1--19, 2009.
Prather, M. and Jacob, D.: A persistent imbalance in HOx and NOx photochemistry
of the upper troposphere driven by deep tropical convection, Geophys. Res. Lett.,
24, 3189--3192, 1997.
Real, E., Law, K. S., Schlager, H., Roiger, A., Huntrieser, H., Methven, J., Cain,
M., Holloway, J., Neuman, J. A., Ryerson, T., Flocke, F., de Gouw, J., Atlas, E.,
Donnelly, S., and Parrish, D.: Lagrangian analysis of low altitude anthropogenic
plume processing across the North Atlantic, Atmos. Chem. Phys., 8, 7737--7754,
doi:10.5194/acp-8-7737-2008, 2008.
70
Ren, X., Olson, J. R., Crawford, J. H., Brune, W. H., Mao, J., Long, R. B., Chen, Z.,
Chen, G., Avery, M. A., Sachse, G. W., Barrick, J. D., Diskin, G. S., Huey, L. G.,
Fried, A., Cohen, R. C., Heikes, B. G., Wennberg, P. O., Singh, H. B., Blake, D. R.,
and Shetter, R. E.: HOx chemistry during INTEX-A 2004: observation, model
calculation, and comparison with previous studies, J. Geophys. Res., 113, 1--13,
doi:10.1029/2007JD009166, 2008.
Sander, S., Friedl, R. R., Golden, D. M., Kurylo, M. J., Moortgat, G. K., Wine, P. H.,
Ravishankara, A. R., Kolb, C. E., Molina, M. J., Finlayson-Pitts, B. J., Huie, R. E.,
and Orkin, V.: Chemical Kinetics and Photochemical Data for Use in Atmospheric
Studies Evaluation Number 15, JPL Publ., 2006.
Saunders, S., Jenkin, M., and Derwent, R.: Report summary: web site of a Master
Chemical Mechanism (MCM) for use in tropospheric chemistry models, Atmos.
Environ., 31, 1249, doi:10.1016/S1352-2310(97)85197-7, 1997.
Sandu, A. and Sander, R.: KPP-2.1 User’s Manual The Kinetic PreProcessor KPP
An Environment for the Simulation of Chemical Kinetic Systems, 1--29, 2005.
Scholz, F. and Stephens, M.: K-sample Anderson-Darling tests, J. Am. Stat. Assoc.,
82(399), 918--924, 1987.
Singh, H. B., Brune, W. H., Crawford, J., Jacob, D. J., and Russel, P.: Overview
of the summer 2004 Intercontinental Chemical Transport Experiment -- North
America (INTEX-A), J. Geophys. Res, 111, D24S01, doi:10.1029/2006JD007905,
2006.
Singh, H. B., Salas, L., Herlth, D., Kolyer, R., Czech, E., Avery, M. A., Craw-
ford, J., Pierce, R., Sachse, G. W., Blake, D. R., Cohen, R. C., Bertram, T. H.,
Perring, A. E., Wooldridge, P. J., Dibb, J., Huey, G., Hudman, R., Turquety, S.,
Emmons, L., Flocke, F., Tang, Y., Carmichael, G., and Horowitz, L.: Reactive
nitrogen distribution and partitioning in the North American troposphere and
lowermost stratosphere, J. Geophys. Res, 112, D12S04, doi:10.1029/2006JD007664,
2007.
Stockwell, W. R., Goliff, W. S., Pinder, R. W., Sarwar, G., Mathur, R., Schere, K. L.,
and Fahr, A.: A model comparison of nitrogen-containing compounds in the free
troposphere using three mechanisms: RACM2, CB05 and SAPRC99, in: Eos Trans.
AGU, vol. 89(53) of Fall Meet. Suppl., Abstract A54C--08, 2008.
Sutkus, D., Baughcum, S., and DuBois, D.: Commercial aircraft emission scenario
for 2020: Database Development and Analysis, National Aeronautics and Space
Administration, Glenn Research Center, Washington, 2003.
Wennberg, P., Hanisco, T., Jaegle, L., Jacob, D., Hintsa, E., Lanzendorf, E., Ander-
son, J., Gao, R.-S., Keim, E., Donnelly, S., Negro, L. D., Fahey, D., McKeen, S.,
71
Salawitch, R., Webster, C., May, R., Herman, R., Proffitt, M., Margitan, J., At-
las, E., Schauffler, S., Flocke, F., McElroy, C., and Bui, T.: Hydrogen radicals,
nitrogen radicals, and the production of O3 in the upper troposphere, Science, 279,
49--53, doi:10.1126/science.279.5347.49, 1998.
Wild, O., Zhu, X., and Prather, M. J.: Fast-J: accurate simulation of in-and below-
cloud photolysis in tropospheric chemical models, J. Atmos. Chem., 37, 245--282,
2000.
Yarwood, G., Yocke, M., and Whitten, G. Z.: Updates to the Carbon Bond Chemical
Mechanism: CB05, http://camx.com/publ/pdfs/CB05_Final_Report_120805.
pdf, 2005.
Yu, S., Mathur, R., Sarwar, G., Kang, D., Tong, D., Pouliot, G., and Pleim, J.:
Eta-CMAQ air quality forecasts for O3 and related species using three different
photochemical mechanisms (CB4, CB05, SAPRC-99): comparisons with measure-
ments during the 2004 ICARTT study, Atmos. Chem. Phys., 10, 3001--3025,
doi:10.5194/acp-10-3001-2010, 2010.
72
CHAPTER 4
COMBINING BAYESIAN METHODS AND AIRCRAFT
OBSERVATIONS TO CONSTRAIN THE HO + NO2 REACTION
RATE
This chapter has been submitted to Atmospheric Chemistry and Physics and is
available at http://www.atmos-chem-phys.net/. The article has been reformatted
to meet the dissertation standards of the UNC graduate school. The original forematter
is shown in Figure 4.1.
Manuscript prepared for Atmos. Chem. Phys.
with version 3.2 of the LATEX class copernicus.cls.
Date: 25 July 2011
Combining Bayesian methods and aircraft observations to
constrain the HO ·+NO2 reaction rate
Barron H. Henderson1,2, Robert W. Pinder2, James Crooks3, Ronald C. Cohen4, Ann Marie G.
Carlton5, Havala O.T. Pye2, and William Vizuete1
1Department of Environmental Science and Engineering, University of North Carolina, Chapel Hill, NC, USA
2National Exposure Research Laboratory, U.S. Environmental Protection Agency (USEPA), RTP, NC, USA
3National Health and Environmental Effects Research Laboratory, U.S. Environmental Protection Agency
(USEPA), RTP, NC, USA
4Departments of Chemistry and Earth and Planetary Sciences, University of California, Berkeley, CA, USA
5Department of Environmental Sciences, Rutgers, New Brunswick, NJ, USA
Correspondence to: B.H. Henderson (barronh@gmail.com)
Abstract. Tropospheric ozone is the third strongest greenhouse gas, and has the highest uncertainty in radiative
forcing of the top five greenhouse gases. Throughout the troposphere, ozone is produced by radical oxidation
of nitrogen oxides (NOx ≡NO+NO2). In the upper troposphere (8-10km), current chemical transport models
under-estimate nitrogen dioxide (NO2) observations. Improvements to simulated NOx emissions from lightning
have increased NO2 predictions, but the predictions in the upper troposphere remain biased low. The upper5
troposphere has low temperatures (T < 250K) that increase the uncertainty of many important chemical reaction
rates. This study constrains uncertain reaction rates by combining model predictions with measurements from
the Intercontinental Chemical Transport Experiment-North America observational campaign. The results show
that the nitric acid formation rate, which is the dominant sink of NO2 and radicals, is currently over-estimated
by 24% in the upper troposphere. The results from this study suggest that the temperature sensitivity of nitric10
acid formation is lower than currently recommended. Since the formation of nitric acid removes nitrogen dioxide
and radicals that drive the production of ozone, the revised reaction rate will affect ozone concentrations in upper
troposphere impacting climate and air quality in the lower troposphere.
1 INTRODUCTION
Ozone in the upper troposphere is an efficient greenhouse gas (0.25−0.65Wm−2; Solomon et al., 2007) with a15
long chemical lifetime (100−365 days; Kley, 1997; Wang et al., 1998). In the troposphere, ozone (O3) is produced
by net photolysis of nitrogen dioxide (NO2) shown in reactions R1-R3. NO2 is produced by net oxidation of
nitric oxide (NO) by peroxy radicals (e.g., R4 and R5). The peroxy radicals that drive oxidation are produced by
photolysis (e.g., R6) or by oxidation of organics (e.g., R7 and R8). Radicals and nitrogen oxides (NOx≡NO+NO2)
can be temporarily removed from the cycling by production peservoir species (e.g., peroxy nitrates) via thermally20
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4.1 Abstract
Troposp eric ozone s the third stro gest greenhouse gas, and ha the highest
uncertainty in radiative forcing f the top five greenhouse gases. Throughout the
troposphere, ozone is produced by radical oxidation of nitrogen oxides (NOx ≡
NO + NO2). In the upper troposphere (8-10km), current chemical transport models
under-estimate nitrogen dioxide (NO2) observations. Improvements to simulated NOx
emissions from lightning have increased NO2 predictions, but the predictions in the
upper troposphere remain biased low. The upper troposphere has low temperatures
(T < 250K) that increase the uncertainty of many important chemical reaction
rates. This study constrains uncertain reaction rates by combining model predictions
with measurements from the Intercontinental Chemical Transport Experiment-North
America observational campaign. The results show that the nitric acid formation
rate, which is the dominant sink of NO2 and radicals, is currently over-estimated
by 22% in the upper troposphere. The results from this study suggest that the
temperature sensitivity of nitric acid formation is lower than currently recommended.
Since the formation of nitric acid removes nitrogen dioxide and radicals that drive
the production of ozone, the revised reaction rate will affect ozone concentrations in
upper troposphere impacting climate and air quality in the lower troposphere.
4.2 INTRODUCTION
Ozone in the upper troposphere is an efficient greenhouse gas (0.25− 0.65Wm−2;
Solomon et al., 2007) with a long chemical lifetime (100− 365 days; Kley, 1997; Wang
et al., 1998). In the troposphere, ozone (O3) is produced by net photolysis of nitrogen
dioxide (NO2) shown in reactions R1-R3. NO2 is produced by net oxidation of nitric
oxide (NO) by peroxy radicals (e.g., R4 and R5). The peroxy radicals that drive
oxidation are produced by photolysis (e.g., R6) or by oxidation of organics (e.g.,
R7 and R8). Radicals and nitrogen oxides (NOx≡NO + NO2) can be temporarily
removed from the cycling by production of reservoir species (e.g., peroxy nitrates) via
thermally equilibrated reactions (R9-R11). Radicals and NOx are removed from the
cycle primarily by hydroxyl radical (HO ·) combination with NO2 to produce nitric
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acid (R12). In the upper troposphere, hydrogen radicals (HOx = HO
·
2 + HO
· are
terminated primarily by nitric acid formation, net pernitric acid reactions (R11, R13),
and by radical-radical reactions (e.g., R14).
NO2 + hν −→ NO + O 3P (R1)
O 3P + O2 −→ O3 (R2)
NO + O3 −→ NO2 + O2 (R3)
HO ·2 + NO −→ NO2 + HO · (R4)
CH3O
·
2 + NO −→ NO2 + CH3O · (R5)
CH2O + hν −→ 2 HO ·2 + CO (R6)
CH4 + HO
· −→ CH3O ·2 + H2O (R7)
CH3OOH + HO
· −→ 30 % (CH2O + HO ·) + 70 % CH3O ·2 (R8)
CH3C(O)O
·
2 + NO2
kf−⇀↽−
ke
CH3C(O)O2NO2 (R9)
CH3O
·
2 + NO2
kf−⇀↽−
ke
CH3O2NO2 (R10)
HO ·2 + NO2
kf−⇀↽−
ke
HNO4 (R11)
NO2 + HO
· −→ HNO3 (R12)
HNO4 + HO
· −→ NO2 + O2 + H2O (R13)
HO ·2 + HO
· −→ H2O + O2 (R14)
The reactions that cycle NOx and produce ozone each have uncertainty as reported
in the literature. Each paper in the literature estimates a rate from observations of
reactants or products in an experimental system. The authors repeat their experiments
(potentially for multiple environmental conditions) to yield observations within a
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precision range specific to the experimental design. If multiple studies are available in
the literature, the observations from each can be pooled to estimate the quantitative
uncertainty. Often the uncertainty cannot be fully characterized by quantitative
uncertainty, so panels of experts add their best estimates of the systematic uncertainty.
The uncertainty of many reaction rates is summarized by Atkinson et al. (2004,
hereafter IUPAC04), Atkinson et al. (2006, hereafter IUPAC06) and Sander et al.
(2011, hereafter JPL11). The uncertainty of each reaction rate has a non-linear impact
on model estimates of NOx and ozone.
Models that predict NOx and ozone use uncertain emissions, transport, and
chemical reactions. For a model to accurately predict NOx or ozone, the reactive
cycling of NOx must be in balance with the physical transport and emissions of radical
precursors and NOx. Model evaluations of NOx, using data from the Intercontinental
Chemical Transport Experiment-North America (INTEX-A) campaign, have shown
a low-bias for simulated NO2 using GEOS-Chem (Hudman et al., 2007). The NO2
low-bias is consistent with other studies that found bias in the upper troposphere in
the Community Multiscale Air Quality (Napelenok et al., 2008) or that box model
biases required constraining radicals (Bertram et al., 2007).
The low-bias in simulated NO2 has led to many studies addressing the uncertainty
in the sources and sinks of NOx. Hudman et al. (2007) showed that increasing NOx
emissions from lightning helped improve model performance for the INTEX-A period,
but the simulated mean concentration (≈300 ppt) was still about half of the observed
mean (≈600 ppt). Browne et al. (2011) found that the observations are overestimated
in the upper troposphere due to an interference in the TD-LIF instrument from methyl
peroxy nitrate (CH3O2NO2). Allen et al. (2011) incorporated interference estimates
and lightning emissions, but still found under-estimations of modeled NO2 in the
upper troposphere. Olson et al. (2006) and Ren et al. (2008) both identify chemical
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reactions as a potential source of uncertainty. Henderson et al. (2011) found that the
chemistry representation of the global and regional models may cause a 30% low-bias.
In this paper, we constrain uncertain reaction rates to improve the chemical
mechanisms used in 3-dimensional models. To constrain reactions, we use Bayesian
inference techniques that combine model predictions and observations to constrain
reaction coefficients. We find evidence that the reaction coefficient for NO2 + HO
·
(R12) should be revised from the current literature values (IUPAC06; JPL11). The
reaction rate for R12 has recently been revised based on the work of Mollner et al.
(2010), but that study was at a fixed temperature that cannot test the temperature
sensitivity (i.e. (T/300)−n where literature values for n range from 2.67 to 2.97). This
work identifies a temperature dependency that reduces the rate of R12 by 22% at 241
K from current recommendations (an additional 12% lower than Mollner et al., 2010).
This temperature sensitivity needs to be confirmed in laboratory experiments.
4.3 Model Framework
In this study, a combination of stochastic and deterministic modeling is used
as the framework to constrain reaction rates. The model framework used here was
originally developed by Henderson et al. (2011); the core framework and additions for
this work are described below. The model framework relies on the convective turnover
of the upper troposphere, or deep convection, that maintains a ‘‘persistent imbalance’’
(Prather and Jacob, 1997). Deep convection is associated with precipitation that
removes water soluble HNO3, but does not remove less soluble compounds including
NOx. These deep convection events may also be associated with lightning that produces
NOx (Jaegle´ et al., 1998). The ratio of NOx to HNO3, therefore, can be used as a
chemical indicator of recent convection (Bertram et al., 2007). This indicator is used
to identify air parcels immediately following convection. Next, the model framework
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Figure 4.2: Conceptual model of vertical transport (a) and chemistry (b) of hypo-
thetical air parcels following convection. Vertical transport following convection is
characterized in (a) by 54 lines from HYSPLIT trajectories that include convective
motion and isentropic subsidence. During transport, NOx (and NO2) is converted to
HNO3 by chemistry that is characterized by lines in (b) from GEOS-Chem simulations
with night-time values in gray. Chemistry line segments are randomly paired with
trajectories (by color) and hourly samples are included in the ensemble (represented by
dots in b). Ensemble members can only be selected during the day when observations
were taken, and while within the 8 to 10 km study boundaries. The ensemble has a
distribution of NOx:HNO3 (bars in b) that is approximately log-normal.
photochemically ages those parcels and stochastic transport algorithms simulate
the removal of air parcels from the upper troposphere. Finally, the distribution of
simulated air parcels can be compared to the distribution of observed air parcels.
Figure 4.2 shows that, following convection, air parcels chemically convert NOx to
HNO3 while simultaneously being transported out of the upper troposphere (defined
here as between 8 and 10 km). Each line in Fig. 4.2a represents the vertical motion
of an air parcel immediately following convection. During vertical motion, Fig. 4.2b
shows that the air parcels convert NOx to HNO3. The air parcels in Fig. 4.2b are
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removed when the air parcel leaves the 8 to 10km study area. While the air parcels
are in the study area, they are available for sampling shown by dots.
4.3.1 Observations and Initial Conditions
The modeling framework starts with an observation-based initial condition. The
observations used here are from the Intercontinental Chemical Transport Experiment-
North America (INTEX-A) campaign. During INTEX-A the National Aeronautics
and Space Administration (NASA) aircraft (DC-8) performed a suite of measurements
that have been combined into a 10-second merged dataset. The air parcels to initialize
the model can be identified by the ratio of highly soluble HNO3 to NOx. In this study,
we use NO2 instead of NOx because the NO observation is less frequent. The NO2
observation has been shown to have interferences from HNO4 and methyl peroxy
nitrate (CH3O2NO2) (Browne et al., 2011). Due to these interferences, we refer to
the NO2 observation as XNO2, and the model results incorporate the interference as
described in the appendix. The relative rates of physical removal and XNO2 to HNO3
conversion create a distribution of photochemically aged air parcels. During INTEX-A,
the observed XNO2 to HNO3 ratio is log-normally distributed as shown in Fig. 4.3.
The samples with the highest 12.5% (n = 65) of XNO2 to HNO3 ratios are those
parcels that most immediately follow convection and are selected to initialize simulated
air parcels. Simulations are initialized with measurements of environmental conditions
as well as inorganic, organic, and particle composition. For each measurement used,
descriptive statistics (median, mean, and standard deviation) are shown in Appendix
C.1.1, both for the whole dataset and for the initial conditions.
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Figure 4.3: Observed XNO2 to HNO3 ratio with percentile markers (solid lines) and
initial conditions threshold (dashed lines).
4.3.2 Photochemical Processing
Each initial air parcel is the starting point for a deterministic photochemical
model processed for 10 days. Photochemical processing includes gas-phase chemistry,
partitioning to aerosols, and heterogeneous reactions. The gas-phase chemistry is
simulated using the deterministic model used by GEOS-Chem ‘‘full’’ NOx-hydrocarbon
simulations (Mao et al., 2009) with the improvements suggested by Henderson et al.
(2011). Additional reactions for CH3O2NO2 have been added based on JPL11 with
photolysis estimated using HNO4 as a proxy (following Browne et al., 2011). To
calculate photolysis rates, we use the Tropospheric Ultraviolet (TUV) version 4.6
(Madronich, 2002) to integrate actinic flux, cross sections and quantum yields. The
TUV model (version 4.6) has been updated to include temperature-dependent cross
sections and quantum yields for NO2 and CH2O recommended by IUPAC04 and
IUPAC06. The partitioning of gas-phase species to aerosols is performed using the
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ISORROPIA II model (Fountoukis and Nenes, 2007). The heterogeneous reactions
recommended in Jacob (2000) were also added to the framework. The heterogeneous
reactions were added to this modeling framework following the implementation in
GEOS-Chem model version 9-01-01 (similar to the model used by Hudman et al.,
2007).
The photochemical processing in this model is influenced by the environmental
conditions: temperature, pressure, and relative humidity. The environmental condi-
tions may rapidly change following deep convection due to convective scale subsidence
and adiabatic warming. The initial conditions have lower pressure (6%) and lower
temperature (5%) compared to the air parcels with NO2:HNO3 in the second quartile.
In this study, pressure and temperature have been parameterized to adjust as they
chemically age (see appendix for details).
4.3.3 Physical Removal
The chemical predictions are then stochastically post-processed to simulate trans-
port. In the real world, air parcels are transported out of the upper troposphere
(defined here as 8-10km) by adiabatic motion, convective subsidence, and synoptic
scale subsidence (as seen in Fig. 4.2a). We assume that the probability of being
transported out of the upper troposphere (either above 10 or below 8 km) is a time inde-
pendent process, and as such can be simulated by an exponential distribution (Gallager,
1996). To account for transport, a stochastic removal process probabilistically selects
a decreasing number of air parcels to represent each output time-since-convection
(hourly sampled). The exponential distribution is corrected (Henderson et al., 2011) to
account for preferential sampling performed during the sampling campaign (Bertram
et al., 2007; Fuelberg et al., 2007). The number of samples selected at any time can
be calculated following Henderson et al. (2011, pg 280, Eq. 2). After stochastically
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selecting simulated air parcels, the remaining air parcels are an ensemble of that is
representative of the upper troposphere. The air parcels included in this ensemble have
varying initial conditions and time-since-convection. The only independent variable
necessary to select air parcels is the average time-since-convection (τ).
The average time-since-convection (τ) is unknown, but is necessary to create an
accurate representation of the upper troposphere. Increasing τ increases the relative
probability of sampling older air parcels that have lower XNO2 and higher HNO3. So
increasing (decreasing) τ , increases (decreases) the oxidation state of the prediction
ensemble. Although the exact value of τ is unknown, the range can be constrained by
evaluation of chemical simulations and meteorological back trajectories. By evaluating
the back trajectories from Fuelberg et al. (2007), Henderson et al. (2011) estimated
a τ range from 40 to 58 hours. By evaluating the chemical simulations, Henderson
et al. (2011) estimated a τ value for GEOS-Chem of 36 hours. Because of the
uncertainty in the τ value, the modeling framework will be evaluated at each average
time-since-convection from 36 to 58 by one-hour intervals.
4.4 Uncertainty Analysis
The model framework includes 296 reactions, each with continuous uncertainty,
that each influences the model predictions. To reduce the number of reactions, reaction
rates are pre-screened as described in Selecting Influential Variables below. For only
variables selected by pre-screening, the uncertainty is constrained using Bayesian
inference as described in Bayesian Updating below. These two steps will identify
reaction rates whose uncertainty is key to understanding ozone precursors in the upper
troposphere.
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4.4.1 Selecting Influential Variables
To reduce the number of reaction rates, we pre-screen reactions for potential to
change the rate of NOx conversion to HNO3. The aging rate (∆A) is defined here
as the slope of XNO2:HNO3 from parcel initiation (t0) until the XNO2:HNO3 ratio
is in the below the observed 75th quartile XNO2:HNO3 value (t(75%)). Figure 4.4.1
shows the transition point into the second quartile is defined as the first model output
(at 30 min intervals) where the predicted XNO2:HNO3 is below the observed 75
th
percentile XNO2:HNO3. For the pre-screening process, it is not practical to simulate
the entire ensemble of air parcels. Instead, pre-screening uses a single air parcel with
the initial conditions set to the median values from all initial air parcels. The median
aging rate, from all air parcels, is approximately the same as the aging rate from one
air parcel with median initial conditions. For each reaction, the median air parcel
is simulated with the reaction rate set to ±1σ uncertainty of the base rate. The
base rates come from GEOS-Chem (v09-01-01) and uncertainty ranges are taken
from IUPAC04, IUPAC06, and JPL06 (JPL11 became available after this work was
completed). The uncertainty range used is the maximum when evaluated at 234 K, a
typical temperature in the upper troposphere. For subsequent analysis using all initial
conditions (n = 65), the 10 reaction rates that maximize the value of the negative
aging slope (Eq. 1) are selected.
∆A =
(
XNO2
HNO3
)
t(75%)
−
(
XNO2
HNO3
)
t0
t(75%) − t0 (1)
4.4.2 Bayesian Updating
Each of the pre-screened reaction rates is influential and has a range of possible
values that need to be evaluated. Each possible value can be evaluated in the upper
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Figure 4.4: XNO2:HNO3 (median: line; full range: light gray box; inter-quartile:
dark gray box) plotted as a function of hours from simulation start. The observed
NO2:HNO3 quartiles are delineated by horizontal lines. Components of Eq. 1 are
indicated with arrows.
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troposphere to provide evidence that supports or refutes its use in upper tropospheric
conditions. The evidence from model evaluation is incorporated using Bayesian
inference, which is a quantitative method to refine uncertainty in model parameters.
Bayesian inference, described in Eq. 2, can be summarized as updating the prior
uncertainty distribution (hereafter ‘‘prior’’, P (H)) of model parameters by using
the probability distribution (P ) of evidence (E) given a hypothesis (H), hereafter
‘‘likelihood’’, (as in Dilks et al., 1992). In this case, we are updating prior uncertainty
in kinetic rate coefficients based on the ability of the model to predict observations.
The prior uncertainty for rate constants comes from literature (IUPAC04; IUPAC06;
JPL06). The likelihood is a conditional probability that describes the probability of
the observations given the model’s predictive ability. The model’s predictive ability is
a function of its input parameters, including reaction rates. The likelihood, in this
case, must be developed from populations of predictions and observations.
P (H|E) = P (E|H)P (H)
P (E)
(2)
Bayesian updating has previously been used for air quality model uncertainty
analysis (Bergin and Milford, 2000), but the likelihood estimation must be updated
for this study. Bergin and Milford (2000) evaluated uncertainty of a Lagrangian air
quality model by adjusting model inputs within their uncertainty. Each adjusted
model input creates a new model instance. The likelihood of a model instance (L(o|yk))
characterizes the likelihood of that instance’s input parameters. The likelihood of
each instance is calculated based probability of observed (o) ozone mixing ratios given
predicted ozone (y) paired in time and space. The likelihood (L) is then calculated,
following Dilks et al. (1992), by assuming a normally distributed error in the prediction.
Using this approach, the standard deviation used in the likelihood is the observational
standard deviation. This assumption allows the likelihood to be calculated using a
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typical normal probability function. The likelihood formulation described above is
unsuitable for this study because the observations are not paired in space and time to
predictions, and the likelihood calculation should use the standard deviation of the
predictions which are known in this study.
Instead of space/time-paired results, the observation set (O = {o1, . . . , on}) and
prediction ensembles (Y = {y1, . . . , ym}) are unpaired distributions that characterize
the upper troposphere. Observations come from the INTEX-A DC-8 aircraft samples
that have been merged into a 10-second merged dataset. In 10 seconds, the aircraft
travels 1.5 to 3km, which makes the observations effectively independent. The
model framework (described in the Model Framework Sect.) is then used to generate
simulated air parcels. For each reaction, 21 model instances are created by adjusting
the rate coefficient (θ). Each model instances scales the rate coefficient to one of 21
values evenly spaced within the reported ±3σ log-normally distributed uncertainty.
The prediction ensemble from each model instance ({Y1, ..., Y21}) is then used to
calculate the rate coefficient’s likelihood (L(O|θk)).
The likelihood can be calculated from the observed and simulated distributions of
a species using the Dirichlet function. The Dirichlet function calculates a likelihood
from a single probability mass function (PMF) (Frigyik et al., 2010). For use with the
Dirichlet function, a single PMF is generated by integrating the simulated distribution
between observational quantiles (see Appendix C.1.4). When the observed and
simulated distributions are most similar, the PMF will be most uniform. When the
PMF is most uniform, the Dirichlet likelihood is maximized.
Maximizing the likelihood of a single species could degrade the model performance
for other species. For instance, adjusting a reaction rate (e.g., NO2 + HO
·) may
decrease bias in one species (e.g., NO2) while creating bias in another (e.g., O3). To
ensure that model improvements for one species do not come at the expense of another,
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likelihoods from multiple species (s) are combined. By combining multiple predicted
species, the overall evaluation will be improved. For this study, the likelihood of
reaction rates are calculated from five species or species ratios. First, XNO2 and
HNO3 are selected because the model must produce the distributions coincidently to
correctly simulate the upper troposphere. Second, the ratio of HO ·2:HO
· is chosen
because it has been identified as an indicator of chemical uncertainty in the upper
troposphere (Ren et al., 2008). Third, the HO · is selected to constrain the absolute
values of HO ·2 and HO
·. Finally, O3 is selected because of its importance in radiative
forcing and air quality. For species with log-distributed observations (XNO2, HNO3,
HO ·2:HO
·), the observed and simulated values are log-transformed for the likelihood
calculations.
The likelihood of any simulated species requires the specification of the average
time-since-convection (τ) used by the model framework. For instance, as the value
of τ increases, simulated nitric acid and ozone increase, thus improving or degrading
the likelihood value. The likelihood of each model instance is calculated with each
τ in the range of estimates (36-58). Equation 3 combines likelihoods from each τ
and each selected species (S = {XNO2,HNO3,O3,HO ·2 : HO ·,HO ·}) to provide an
overall likelihood for each model instance. The influence of τ is not considered to
be refining, so the likelihood distribution is calculated as a function of uncertainty
in each reaction by evaluating Eq. 3 for each of the 21 model instances (k) for that
reaction (θ) scaled by uncertainty.
L (O|θk) = L (O|Yk) =
58∑
τ=36
∏
s∈S
L(Os|Ys(θk, τ)) (3)
The likelihood distribution of each reaction can then be combined with the prior
(pi) to produce the posterior uncertainty distribution. The posterior is the product of
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the likelihood and prior that has been normalized by the sum-product of the likelihood
and prior (see Eq. 4). Once normalized, the posterior provides a revised estimate of
the reaction’s rate coefficient and its uncertainty.
P (θk|O) = L(O|θk)pi(θk)∑
k L(O|θk)pi(θk)
(4)
Each reaction’s estimate and uncertainty is further analyzed to identify spurious
results. Spurious results occur when the likelihood of a reaction increases (or decreases)
throughout the entire tested range. A monotonically increasing (or decreasing)
likelihood can indicate one of two issues. First, the tested range may not include
the true value for the rate coefficient. Second, the variable could have an effect that
does not meaningfully improve model performance. In either case, the peak likelihood
has not been identified and the posterior cannot be normalized for use in Bayesian
estimation. To consider a peak bounded by the test, two decreasing values are required
on either side of the peak likelihood.
The inferred rate from Bayesian inference will only be accepted when the original
rate is unlikely given the inferred uncertainty distribution. For each reaction, the
likelihood values will be used to estimate the Bayesian confidence interval or credible
interval. When the 95% credible interval does not include the original rate, the original
rate is rejected and the revised estimate is recommended.
4.5 RESULTS
4.5.1 Reaction Pre-screening
The pre-screening selected 10 reactions that most influence the ratio of XNO2
to HNO3. Table 4.1 shows that the most influential reactions are a combination of
inorganic, methane, and formaldehyde reactions that either directly oxidize or reduce
NOx or influence radical cycling. In addition to the ten reactions identified, HO
·
2 +NO
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Table 4.1: Maximum sensitivity of nitrogen aging (∆A s−1) to uncertainty in reaction
rates.
Uncertainty Factor @ 234 K
Reaction IUPAC JPL ∆A
(R10) CH3OO
· +
NO2
kf−→ CH3O2NO2
N/A 1.282 -0.342
(R3) NO + O3 −→ NO2 1.207 1.322 -0.358
(R1) NO2
hν−→ O3 + NO N/A 1.200 -0.441
(R12) NO2 + OH −→ HNO3 N/A 1.194 -0.444
(R13) HNO4 + OH −→ NO2 1.373 2.059 -0.460
(R5) CH3OO
· + NO −→ NO2 +
HO2 + CH2O
1.111 1.261 -0.463
(R10) CH3O2NO2
k−1e−−→ NO2 +
CH3OO
·
N/A 1.435 -0.466
(R6) CH2O
hν−→ 2 HO2 + CO N/A 1.400 -0.466
(R14) HO2 + OH −→ H2O + O2 1.235 1.345 -0.471
(R7) CH4 + OH −→ CH3OO · +
H2O
1.151 1.206 -0.472
(R8) CH3OOH +
OH −→ 70 % CH3OO · +
30 % (CH2O + OH)
1.179 1.607 -0.474
(R4) HO2 + NO −→ OH + NO2 1.179 1.204 -0.476
was also be evaluated because it has been identified in several recent uncertainty
analyses as a candidate for future research (e.g., Chen and Brune, 2010). The most
influential reaction was the forward rate of CH3O
·
2 + NO2
kf−→ CH3O2NO2 (R10) with
a ∆A of -0.342. The production of CH3O2NO2 only temporarily removes a radical and
a nitrogen dioxide. As the air parcel subsides and temperature increases, the methyl
peroxy radical and nitrogen dioxide reenter the NOx cycle. Given the inter-twined
relationship between methyl peroxy nitrate’s forward rate and equilibrium rate, the
equilibrium rate was added to the list. The production of nitric acid (R12), though
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less influential with respect to ∆A, effectively removes a radical and a nitrogen dioxide
from the cycles because nitric acid is chemically stable in the upper troposphere.
4.5.2 Bayesian Estimation
Of the twelve tested reactions, this study was able to constrain uncertainty for
four rate coefficients. For each of the four rate coefficients, the posterior uncertainty
distributions are shown in a panel of Fig. 4.5. Each panel shows the probability of the
reaction rate as a function of the uncertainty scaling factors tested. The scaling factors
cover ±3σ uncertainty with the base rate shown as a scaling factor of unity. Each
panel also shows a log-normal parameterization (logN (µ, σ)) where the mean (µ) is
the inferred scaling factor, and standard deviation (σ) is calculated from the posterior.
For three reactions, the credible interval includes the base rate, but the uncertainty
range has been reduced. The base rate coefficients for photolysis of NO2 (R1) and
oxidation of NO by O3 (R3) were confirmed with inferred scaling factors within 2%
of unity. For the oxidation of NO by HO ·2 (R4), Fig. 4.5c shows that the posterior
estimate of the scaling factor (0.95) falls within 5% of unity. For these reactions,
however, Figs.4.5 b-c show that the prior standard deviation has been reduced by 72
to 91%.
The estimate and standard deviation have both been substantially revised for the
production of HNO3. For HNO3 production, Fig. 4.5d shows that the revised rate
coefficient is 22% lower (within 1σ) than the base rate from JPL06 and the standard
deviation has been reduced by 68%. Based on the log-normal uncertainty, the 90%
credible interval for the revised rate is 68-85% of the base rate.
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Figure 4.5: Posterior (black) and prior (gray) uncertainty distributions of selected
reactions. Posterior distributions are explicitly calculated at 21 points shown by black
squares, and the smoothed line is fit from the mean and standard deviation.
4.6 DISCUSSION
This study has constrained the uncertainty of reaction rates using observational
data from the INTEX-A campaign. The observational data is used to constrain the
reactions rates using Bayesian inference with an observation modeling system that
calculates likelihoods from multiple endpoints, and are combined to constrain reactions
that affect multiple species. The results indicate the need for a substantial revision of
the rate of nitric acid production.
The inference results for nitric acid production (R12) show that current rate
(JPL11; IUPAC04) is overestimated by 22-30% in the upper troposphere. This finding
agrees well with emerging laboratory studies by Mollner et al. (2010), who found
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that experimental artifacts have led to overestimation of the reaction rate. In their
supplementary material, Mollner et al. (2010) fit their latest data to the existing
(JPL06) temperature dependencies because their experiments were all performed at
298K. Figure 4.6 shows that for all altitudes and temperatures in this study (227-251
K), their recommendation evaluates lower than the current best estimate by 13-21%
(JPL11-IUPAC04). Our findings in the upper troposphere suggest a further 12%
reduction compared to Mollner et al. (2010), which was only evaluated at 298K.
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Figure 4.6: Evaluated NO2 + HO
· rate coefficients from IUPAC04 (IUPAC), JPL11
(JPL), Mollner et al. (2010) (Mollner), and this work for temperatures and pressures
from the US standard atmosphere 1976.
Given the recent reevaluation of HNO3 production at 298K, the 12% discrepancy
is interpreted as a revision to the temperature sensitivity of the rate coefficient. The
rate coefficient for HNO3 production is pressure dependent with high-pressure and a
low-pressure limit rate, but only the low-pressure limit has a temperature dependency.
The temperature dependency of the low-pressure limit has been adjusted to fit the
298K rate from Mollner et al. (2010) and the inferred rate from this study (Eq. 5).
The update to the temperature dependency may relate to the emerging literature on
second channel of the HO · +NO2 reaction that forms isomers of HOONO (Nizkorodov
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and Wennberg, 2002). These isomers can reform HO · and NO2 thereby reducing the
net forward reaction rate.
kR12,0 = 1.49× 10−30 ×
(
T
300
)−1.8
(5)
The decreased nitric acid formation rate has important implications for the nitrogen
oxides (NOx) and hydrogen radical (HOx) budgets. For NOx, slowing the formation of
HNO3 will increase the atmospheric lifetime and NOx concentrations. Increasing NO2
concentrations will help to remove previous model bias in comparison with aircraft and
satellite observations. Revising this reaction, however, may also affect the HO ·2:HO
·
ratio that Ren et al. (2008) identified as problematic above 8km.
This study recommends updating the nitric acid formation reaction rate. Updating
the NO2 + HO
· reaction will lengthen NOx lifetimes and increase ozone production
(based on preliminary results). The full implications of this revision, however, cannot
be evaluated in the model framework used here. In this model framework, unlike a
chemical transport model, the air parcels are initiated by observations. In a chemical
transport model, air parcels lofted to the upper troposphere entrain air from previously
simulated upper troposphere. Any bias, therefore, has the potential to be cumulative
and must be tested in a full chemical transport model to understand the implications.
The temperature sensitivity of the rate coefficient should also be revisited in laboratory
experiments given the recent studies (Mollner et al., 2010; Nizkorodov and Wennberg,
2002) and remaining uncertainty (Donahue, 2011).
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CHAPTER 5
EVALUATION OF MODEL BIAS FOR OZONE PRECURSORS AND
SENSITIVITY TO CHEMISTRY UPDATES
5.1 Abstract
This study examines the impact of recent recommendations to revise the reaction
rate of NO2+HO
· −→ HNO3. Both laboratory and field study analysis have found that
the reaction rate should be reduced by 13-30% from current recommendations. We eval-
uate the GEOS-Chem model over North America with and without the recommended
update, and quantify changes to the sensitivity of the model to emission reductions.
Revising the NO2 + HO
· −→ HNO3 rate coefficient improves model performance
by increasing NOx concentrations in the upper troposphere and decreasing HNO3
throughout the troposphere. The downward revision of the NO2 + HO
· −→ HNO3
rate increases the lifetime of NOx and increases simulated O3 sensitivity to NOx emis-
sion reductions. These findings demonstrate the influence the rate revision for both
simulated precursor evaluation and model responsiveness to emission reductions.
5.2 INTRODUCTION
Global chemical transport models (GCTMs) are excellent tools for exploring our
scientific understanding. They are used to estimate concentrations fields, develop
source/sink budgets for compounds, source/receptor relationships, infer emission
inventories, and estimate impact of emission reduction strategies (e.g., Jaegle´ et al.,
2003; Fusco and Logan, 2003; West et al., 2006; Chen et al., 2009; Millet et al., 2009;
West et al., 2009; Kopacz et al., 2010). The benefit of GCTMs to their regional
counterparts is the scale that decreases sensitivity to boundary conditions. The trade
off is increased sensitivity to modeled processes including emissions, transport, and
chemistry. The uncertainty in processes can have competing effects that make them
difficult to identify even when the uncertainty influences the research subject. When
new information on a process emerges in the literature, the GCTM must be evaluated
in the context of that new information. We must also understand how updating a
process would have influenced conclusions from previous studies.
GCTMs are often used to predict or estimate the ozone and aerosols that are prod-
ucts of photochemical oxidation. The driving reactions for photochemical oxidation
are summarized briefly in reactions 1-11. In the context of oxidation, the chemical
component of GCTMs (a.k.a. chemical mechanism) indirectly influences all the other
processes. Chemical transformation directly changes the chemical availability of
compounds and the physical properties of compound families. For instance, reaction 8
decreases the photochemical availability of a hydroxyl radical (HO ·) and nitrogen
oxides (NOx = NO+NO2). Reaction 8 also increases the solubility of oxidized nitrogen
because the Henry’s Law coefficient for HNO3 (2.1× 105 M/atm at K) is seven orders of
magnitude greater than that of NO2 (10
−2M/atm at 298 K). Uncertainty in reaction 8
would, therefore, affect the lifetime of NOx emissions and the lifetime of NOy as a
NOx reservoir. This is particularly important to ozone in its climate forcing capacity
because on average ozone production is limited by NOx availability (Sillman et al.,
1990; McKeen et al., 1991; Chameides et al., 1992; Jacob et al., 1993; Jaegle´ et al.,
1998).
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NO2 + hν −→ NO + O (1)
O + O2 −→ O3 (2)
O3 + NO −→ NO2 (3)
HO · + R
O2−→ RO ·2 (4)
RO ·2 + NO −→ NO2 + RO · (5)
RO · + O2 −→ R′CHO + HO ·2 (6)
HO ·2 + NO −→ NO2 (7)
NO2 + HO
· −→ HNO3 (8)
HO ·2 + HO
·
2 −→ H2O2 (9)
HO ·2 + NO
·
2 −→ HNO4 (10)
HO ·2 + HO
· −→ H2O + O2 (11)
Reaction 8 is widely recognized as a key reaction in atmospheric oxidation (e.g.,
Seinfeld, 1989; Donahue, 2011), but has not been well constrained. Despite its known
influence, reaction 8 has proved difficult to measure at temperatures and pressures in
the troposphere (Donahue, 2011). In a recent study, Mollner et al. (2010) employed
state-of-the-science techniques accurately measure the rate at standard temperature
and pressure (T = 298K and P = 1atm). In a subsequent study, Henderson et al.
(2011) constrain the rate of reaction 8 using aircraft measurements from the upper
troposphere (T = 240K and P = 0.29atm). Both of the studies above recommend
significant downward revisions of the rate, and the rate recommended in the upper
troposphere suggests an update to the temperature sensitivity (Henderson et al., 2011).
Updates to the rate of reaction 8 have the potential to change NOx concentrations,
radical concentrations, ozone concentrations and sensitivity to emission reduction
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strategies (Cohan et al., 2010). This study implements the updated rates in the
GEOS-Chem chemical transport model and evaluates the impact. We hypothesize
that increased NOx lifetime will increase NOx concentrations, decrease HNO3 concen-
trations, reduce the ratio of HO ·2 to HO
·, concentrations, and increase ozone sensitivity
to NOx emission reductions.
5.3 METHODS
In this study, we evaluate the influence of updated chemistry on model estimates
of trace gas composition in the troposphere. The base model will be described in the
Model Description section and the chemistry updates in the Chemistry Updates section.
The observations and their associated uncertainty are described in the Observations
section. The method of evaluate used to incorporate measurement uncertainty is
described in the Method of Model Evaluation section.
5.3.1 Model Description
We simulate the INTEX-A time period using the GEOS-Chem global chemical
transport model (version 9-01-01; http://www.as.harvard.edu/chemistry/trop/
geos/). The GEOS-Chem model explicitly simulates tracer species advection, diffusion,
deposition, gas-phase reactions, equilibrium partitioning of gas to aerosol using inputs
for meteorology, emissions, and chemistry inputs to produce predictions concentration
fields. We configured GEOS-Chem to produce concentration fields from July 1st to
August 30th. The concentration fields are produced at 2◦ by 2.5◦ and 47 vertical levels.
We evaluated levels 1 through 32, which range in resolution from 120 m near the
surface to 1000 m at the top. The simulated time frame covers the period observed
by the National Aeronautics and Space Administration (NASA) aircraft (DC-8).
Although we have simulated global fields, the model evaluation will cover the Northern
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Figure 5.1: Sample locations (dots) from the INTEX-A campaign with altitude shown
in color with histograms for latitude and longitude. The dots show every tenth sample,
but the histograms use all samples.
Hemisphere primarily over North America (see Figure 5.1). The meteorological inputs
are produced by the NASA Global Modeling and Assimilation Office (GMAO) and
assimilate observations from the Goddard Earth Observing System version 5 (GEOS-5).
The GEOS-5 system is the latest version and is available starting January 1 of 2004,
which is when our simulations start. The model was configured to use cloud convection
with a 15-minute timestep and planetary boundary mixing with the non-local option.
The emissions include biomass (Werf et al., 2006), biogenic (Guenther et al., 2006),
lightning (Ott et al., 2010), and anthropogenic emissions (described below).
Anthropogenic emissions of NOx, CO, and SO2 are included at both a global and
regional scale. At the regional scale, anthropogenic emissions of NOx, CO, and SO2
are specifically provided for the United States of America, Europe, Mexico and South-
East Asia. The European emissions are provided by the Co-operative Programme
for Monitoring and Evaluation of the Long-range Transmission of Air Pollutants
in Europe (EMEP) inventory for Europe in 2000 Vestreng and Klein (2002). The
United States emissions are derived from the EPA’s National Emission Inventory
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(NEI) for the year 2005 and supplemented by the biofuel emission inventory from
1999. In contrast to the 1999 NEI, the mobile NOx emissions from the 2000 NEI have
compare well to fuel use estimates (Parrish, 2006; Dallmann and Harley, 2010). The
Mexico emissions are derived from the 1999 Big Bend Regional Aerosol and Visibility
Observational (BRAVO) emissions inventory for Mexico (Kuhns et al., 2003). The
Asia emissions are derived from Streets et al. (2003, 2006). For the rest of the world,
emissions are included from the EDGAR fossil fuel inventory and scaled from the year
2000 (Olivier et al., 2002).
5.3.2 Chemistry Updates
Emerging literature suggests that GEOS-Chem requires updates to its chemistry to
accurately simulation NOx and products. In this study, we have one simulation with
standard chemistry and two simulations with added or revised chemistry. The added
chemistry allows us to account for methyl peroxy nitrate, which is a chemical reservoir
of NO2. The revised chemistry accounts for emerging literature on the reaction rate
for the production of nitric acid.
Methyl peroxy nitrates (MPN), like peroxy acetyl nitrate, temporarily remove
NO2 from the cycling NOx chemistry. Methyl peroxy nitrate, which is not currently
modeled by GEOS-Chem, can have concentrations equal to (at 240 K) or greater than
(at 230 K) NO2 (Browne et al., 2011). Because our evaluation includes the upper
troposphere, we have added the chemistry following the implementation by Browne
et al. (2011). The added reactions are summarized in Table 5.1. The model that
includes only the MPN chemistry will be referred to here after as MPN.
In addition to the added MPN reservoir, the reaction of NO2 + HO
· must also be
revised. Mollner et al. (2010) recently re-evaluated the rate constant for NO2 + HO
·
at 298 K and found overestimation by previous studies. The recommendation by
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Table 5.1: Reactions added to represent for methyl peroxy nitrate.
Description Rate expression
M1: CH3O2NO2
hν−→ CH3O2 + NO2 Assumed equal to half of HO2NO2 photol-
ysis value
M2: CH3O2NO2
hν−→ CH3O + NO3 Assumed equal to half of HO2NO2 photol-
ysis value
M3: CH3O
·
2 + NO2 −→ CH3O2NO2 k0 = 1× 10−30 ×
(
T
300
)−4.8
;
k∞ = 7.2× 10−12
(
T
300
)−2.1
;F = 0.6;n = 1
M4: CH3O2NO2 −→ CH3O ·2 + NO2 kM3/ (9.5× 10−29 × exp (11234))
Mollner et al. (2010) is 13% below the rate recommended by Sander et al. (2011),
which is lower than that recommended by Atkinson et al. (2004). Donahue (2011)
commended the recent work by Mollner et al. (2010), but asserted that there is
remaining uncertainty. Henderson et al. (2011) also re-evaluated the rate constant
using Bayesian inference and measurements from in the upper troposphere. The
evaluation in the upper troposphere complements the Mollner et al. (2010) study with
information at temperatures from 230-250 K. Henderson et al. (2011) conclude that
the temperature sensitivity is currently overestimated and should be revised according
to Equations 12 and 13. The simulation with revised nitric acid chemistry is referred
to simply as HNO3.
k0 = 1.49× 10−30
(
T
300
)−1.9
(12)
k∞ = 2.58× 10−11 (13)
5.3.3 Observations
In this evaluation, we evaluate the model with respect to aircraft observations from
the INTEX-A campaign. The INTEX-A campaign collected observations from 90 m
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Table 5.2: Summary of model configuration differences.
Label Description
Base GEOS-Chem chemical mechanism with Sec-
ondary Organic Aerosols enabled
MPN Base model plus additional MPN chemistry
detailed in Table 5.1
HNO3 MPN model with nitric acid formation rate
adjusted according to Eqs. 12 and 13
C2H6 Base model with NEI 2005 ethane and
propane emissions increased by a factor
of 3.5
to 11.9 km covering North America. The suite of measurements includes inorganic
species NO, NO2, PAN, HNO4, HNO3, O3, H2O2 and CO and organic species CH2O,
CH3CHO, and CH3C(O)CH3. As with other studies (e.g., Hudman et al., 2007),
the observations are filtered to exclude stratospheric intrusion, biomass burning,
wildfires, and fresh pollution plumes. These events are excluded because the model
is not designed to capture the variability of extreme events. First, plumes that are
identified in the flight logs were removed. Then biomass burning is identified by
hydrogen cyanide greater than 500 ppt or acetonitrile greater than 225 ppt. Fresh
pollution plumes are identified where NOx was more than 40% of total oxidized
nitrogen (NOy≡NOx + PAN + HNO3), or if NOy is not available NO2 > 400ppt and
below 3 km. Stratospheric intrusion is identified when the ratio of O3 to CO is greater
than 1.25.
For each measurement, the principal investigator has estimated or calculated
the uncertainty of the measurement technique. Depending on the measurement,
the uncertainty was either provided for the whole dataset or on a per-sample basis.
Absolute uncertainty is provided on a per sample basis, while relative uncertainty
is provided for the dataset. Relative uncertainty (1σ) was provided for O3 (±5%),
HO · (±15%), HO ·2 (±15%), PAN (±15%), and NO2 (±5%). For HNO3 (measured
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by P. Wennberg at the California Institute of Technology), uncertainty was provided
as a column-wise absolute uncertainty that combines calibration, water correction,
and background signal. The uncertainty was propagated from the 0.5 s time-scale
to the 1 min time-scale through linear propagation (σ =
√
n−1
∑n
i σ
2). The HNO3
relative error simple average is 20%, median is 12%, 75th percentile is 19%, and the
concentration weighed average is 11%.
For the NO2 measurement, the measurement has a known interference at low
temperatures (Browne et al., 2011). At low ambient temperatures, pernitric acid
(HNO4) and methyl peroxy nitrate (CH3O2NO2) dissociate in the inlet tube adding
molecules of NO2 to the measurement. When temperatures are above 255 K, the
interference is less 5% and within stated uncertainty limits (Browne et al., 2011).
When temperatures are below 255 K, the interference can be more than 15%. Below
255 K, we use a chemical box-model (Henderson et al., 2011) to estimate the concen-
tration of CH3O2NO2 and reduce the NO2 measurement accordingly. Post-analysis of
CH3O2NO2 suggests that this approach provided CH3O2NO2 concentrations within
a factor of two. Box-model median concentrations predicted by the MPN model
are between 14 ppt at 8 km and 17 ppt at 10 km. The MPN GEOS-Chem model
CH3O2NO2 predictions are between 15 ppt from 8 to 9 km and 34 ppt from 9 to 10
km. Above 10 km, the uncertainty in our box model CH3O2NO2 predictions increase,
which leads us to evaluate only below 10 km. Although there are differences, they are
insufficient in magnitude to alter our conclusions.
For nitric oxide (NO), the direct measurement is not sensitive at concentrations
studied here. Nitric oxide (NO) was measured by chemiluminescence with a 50 ppt
lower-limit of detection, which is too high to characterize the middle free troposphere
(e.g., Bertram et al., 2007; Singh et al., 2007). As a result, we calculate steady-state
NO as described in Eq. 14 where j is the photolysis rate, T is temperature, and ‘‘[]’’
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denote concentrations. The uncertainty in the derived NO value is propagated from
NO2, O3, and HO2 with the assumption that temperatures and reaction rates are
precisely known.
[NO]ss =
j[NO2]
3.3× 10−12 × exp (270
T
)
[HO2] + 3.0× 10−12 × exp
(−1500
T
)
[O3]
(14)
In addition to individual measurements, this analysis focuses on species groups
and algebraic combinations of measurements. The two most notable species groups
are NOx (NO + NO2) and NOy (NOx + PAN + HNO3). The uncertainty for species
groups is simply the root of the summed squared error. For groups and algebraic
combinations, we derive the associated uncertainty being sure to account for covariance
of components. The example of NOx
NOy
is shown in Eq. 15 where σ is the measurement
error. Note the squared error in Eq. 15 is calculated as the inverse (σNOx
NOy
= σNOy
NOx
)
so that NOx covariance within NOy can be canceled out, which leads to no separate
NOx component in the equation.
σ2NOx
NOy
=
(
[NOx]
[PAN]
)2((σ[NOx]
[NOx]
)2
+
(
σ[PAN]
[PAN]
)2)
+
(
[NOx]
[HNO3]
)2((σ[NOx]
[NOx]
)2
+
(
σ[HNO3]
[HNO3]
)2)
(15)
Descriptive statistics and uncertainties for INTEX-A measurements are character-
ized in Table 5.3. The table summarizes uncertainty evaluated for the whole dataset,
but uncertainty at each altitude varies. For each measurement, Table 5.3 shows the
number of valid measurements, mean (X), percentiles (5%, 50%, and 75%), and mean
uncertainties (relative
(
σx
X
)
%; absolute σx in measurement units).
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Table 5.3: Measurement descriptive statistics (mean: X, percentiles: 5%, 50%,
90%), average relative uncertainty as a percent
(
σx
X
)
%, and absolute uncertainty in
measurement units.
Measured (unit) N X 5% 50% 95%
(
σx
X
)
% σ
Lat (deg) 4015 40.0 29.1 40.2 49.7 N/A N/A
Long (deg) 4015 281.3 257.4 280.7 304.7 N/A N/A
Alt (km) 4015 4.9 0.3 4.6 10.1 N/A N/A
HO2 3803 21.3 8.1 18.7 41.5 15.0 3.2
OH (1e-3 ppt) 3904 348.8 102.4 300.4 778.6 15.0 52.3
NO 3745 95.1 4.9 30.1 361.9 7.3 6.9
NO2 3995 94.9 7.8 39.8 335.4 5.0 4.7
HNO4 2399 37.5 1.5 24.2 111.4 23.0 8.6
PAN 3046 268.9 13.0 225.8 658.4 15.0 40.3
HNO3 2423 420.6 59.8 313.2 1109.8 21.0 51.1
NOx 3745 182.1 14.3 77.4 621.7 4.7 9.0
NOz = PAN + HNO3 1818 680.2 165.7 569.6 1527.8 12.2 68.3
NOy = NOx + PAN + HNO3 1743 819.0 208.4 668.4 1919.1 9.9 68.3
O3 (ppb) 4015 61.9 32.8 60.6 92.4 5.0 3.1
H2O2 2435 1263.7 122.8 976.9 3209.5 13.5 173.2
CO (ppm) 4015 104.5 71.5 102.9 141.4 2.0 2.1
CH2O 2856 717.6 47.0 394.0 2518.5 50.6 118.8
CH3CHO 1837 130.3 10.0 103.6 343.2 20.0 26.1
CH3C(O)CH3 1827 1766.8 663.1 1525.9 3669.9 20.0 353.4
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5.3.4 Method of Model Evaluation
The simulations described above have inherent uncertainty must be evaluated
using observations that also have uncertainty. The simulations spatially average
concentration over a 48,000 km2, which can reduce the variance of chemical species
by averaging highs and lows. The observations also spatially average, but only over
line segments that range from 4 to 17 km. Based on these differences alone, we
expect the observed and simulated set will each have its own mean and variance for
each chemical species. The mean concentration for log-normally distributed species
(e.g., NOx, HNO3) is highly sensitive the variance of the results. For log-normally
distributed species, the means cannot be compared because the variances are expected
to be different. In this case, the species can be log-transformed to reduce the bias of
the mean, but the variances of the observations and model are still different. The
difference in variances precludes certain statistical evaluation techniques.
We account for different variances and observational uncertainty using a variant
of the Student’s t-test. The Student’s t-test assumes that the variances of the two
populations are identical. The variances are not expected to be identical and, therefore,
the standard Student’s t is not appropriate for this evaluation. The Welch’s t-test
(hereafter t-test) is a variant of the Student’s that calculates the combined variance
using the Welch-Satterthwaite equation (Welch, 1947). Although the t-test can now
compare the measurements and predictions, it cannot yet account for measurement
accuracy. The t-test estimates the probability that the measured and modeled mean
could be obtained given repeated sampling with the assumption that the true means
are the same. This type of test does not inherently account for potential bias in the
measurements, but can be used as part of framework that does.
Having accounted for the variances, we must now address the reported accuracy
and precision tolerances of the observations. The true bias of a measurement cannot
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be known until compared to a superior method under similar circumstances. There is,
currently, insufficient data to fully characterize all the biases of measurements made
during INTEX-A. For some measurements, however, multiple techniques produce
different answers or subsequent analysis demonstrates a bias. For example, we now
know that the NO2 measurement has an interference from peroxy nitrates. The methyl
peroxy nitrate interference ranges from 2.5% at 265 K to 60% at 225 K. We, therefore,
need to estimate measurement accuracy and account for it in our evaluation technique.
In order to account for measurement uncertainty, we use a method referred to as
two one-sided t-tests (TOST) (Schuirmann, 1987). Using TOST, we can test whether
the model predictions are within measurement uncertainty by rejecting one of two
null hypotheses. The first null hypothesis is that the simulated mean is greater than
the observations adjusted to their lower bound. The second null hypothesis is that the
model mean is less than the observations adjusted to their upper bound. If we reject
either hypothesis, we have rejected that the model is equivalent to the observations.
This approach is equivalent to assuming a systematic bias equal to the uncertainty in
the measurement.
Using relative uncertainty, we formulate the null hypotheses (H0,1 and H0,2) using
products. For each measurement, the observed accuracy is based on the principal
investigator’s estimate, which can be found in the header of the observation files.
An alternative formulation is to produce a confidence interval for the difference and
compare that to the uncertainty of the mean. We did not use this approach because
it does not account for adjustments to observational variance when uncertainty is
provided as a factor.
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H0,1 : µmod ≥ µobs×(1−U)
Ha,2 : µmod < µobs∗(1−U)
H0,2µmod ≤ µobs×(1+U)
Ha,2 : µmod > µobs∗(1+U)
The null hypotheses are formulated to give the benefit of doubt to the model. The
joint null hypothesis is that the model is within uncertainty, which must be rejected
to conclude that the model is different (greater or less than) observations. A higher
bar would be equivalence testing where we reverse the null and alternative hypotheses.
As defined, the analysis is conservative with respect to model evaluation.
For each simulation, we evaluate the model in 1 km vertical divisions to capture
the influence of temperature, pressure, and transport. Temperature and pressure
affect the rate of chemical reactions including the reactions that produce MPN and
HNO3. The affect of temperature/pressure sensitivity can, therefore, only be seen by
evaluating the model with respect to altitude.
When using statistical tests like the t-test, we must be careful to maintain the
independent and identically distributed assumption. By default, the plane flight
sampling in GEOS-Chem outputs one prediction for each observation. This paired
helps to preserve identical distribution because observations and predictions will
represent the same geographic regions. The model’s larger spatial and temporal
averaging, however, means that a model grid cell can be paired with more than one
observation. In this case, the set of model predictions will contain duplicates that
must be removed to maintain independence. After removing duplicates, we have two
datasets (observations and predictions) that are each a representative sample of the
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atmosphere.
For each altitude, we compare the observed and simulated values for chemical
concentrations. To reduce the influence spatial averaging on variance, variables that
demonstrate log-normal distributions will be log-transformed. By log transforming,
the distribution become symmetric and reduces the skews influence on the mean. By
converting all variables to normal distributions, we also allow for the use of statistical
tests like the t-test.
When equivalence of observations and simulations is rejected, we examine the
bias further. For bias calculations, the duplicate model results are not removed. By
retaining duplications, each observation can be paired with a prediction. This allows
us to calculate the mean normalized bias (BN ) as defined in Equation 16. In Equation
16, oi is an observations, yi is a prediction, and n is the number of pairs. The number
of pairs varies by compound because some observations are more available than others.
BN =
∑n
i=1
yi−oi
oi
n
(16)
We evaluate the model by using the t-test for species and species groups and
examining their bias. Ozone is a species that is of great interest to air quality regulators
and is relevant for radiative forcing. Ozone is a secondary chemical that is produced by
precursors via NOx cycling that is driven by radicals. For radicals, we examine HO
·
2,
HO ·, and HO ·2:HO
·. For NOx, it is important to evaluate the family of compounds
involved in it’s cycling. We evaluate NOx and its products by defining NOy as the sum
of NOx, PAN, and HNO3 (
NOx+PAN+HNO3
NOx+PAN+HNO3+HNO4+RNO3
> 88% for 90% of all samples).
Because there is a bias in NOy (see Results), we evaluate its components as a fraction
of the total.
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5.4 RESULTS
5.4.1 Evaluation
This analysis focuses on nitrogen and nitrogen partitioning, effects on ozone and
ozone efficiency, and HOx. Each component is evaluated in 1 km bins from the surface
(0 km) to 10 km. Figure 5.2 shows total oxidized nitrogen (NOy) and the components
(NOx, PAN, and HNO3) represented as a fraction. For each 1 km bin, Figure 5.2
shows the mean (black dots) and 90% range (5%-95%) of the observed (grey bars)
and simulated values (Base: blue, MPN: green, HNO3: red). The dots that represent
the simulated means are black if the model is consistent with the observations (i.e.,
we cannot reject H0,1 and H0,2). Figure 5.2a shows that NOy performance changes as
a functional of altitude. Near the surface (0-2 km) and above 7 km, all the models are
consistent with observations. Simulated NOy, however, is less concave than observed
and all the models are high-biased from 2 to 7 km where observed values are at their
minimum.
When evaluating the components of NOy, we account for the NOy bias by evalu-
ating the components as fractions of NOy. Figure 5.2b shows that all three models
underpredict NOx concentrations from 0 to 2 km. For 0 to 2 km, the HNO3 model
decreases the simulated low-bias, but is still low-biased. The Base and MPN model
are then consistent with observations from 2 to 5 km, and then high-biased from 5 to
8 km. The HNO3 introduces a high-bias from 4 to 5 km and exacerbates the Base
model bias from 5 and 8 km. From 8 to 10 km, the Base and HNO3 are consistent
with observations with a decreased bias in the HNO3 model. The MPN model is also
consistent with observations from 8 to 9 km, but is low-biased from 9 to 10 km where
the mean temperature (234 K) favors CH3O2NO2 production.
For HNO3, Figure 5.2c shows that all three models are consistent with observations
from 0 to 8 km. From 8 to 10 km, the Base and MPN models are high-biased.
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Figure 5.2: Model evaluation at 10 1-km altitude bins. Each panel shows 5th to
95th percentile range (box), median (white line), and mean (circle) for observations
(grey), the standard model (blue), the MPN model (green), and the HNO3 model
(red). When the circle is filled in, the predictions cannot be rejected as within the
uncertainty range. Number of observations (black) and model points (blue) per 1 km
bin are detailed in the margin.
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The HNO3 model improves model performance at all levels, and is consistent with
observations from 9 to 10 km. The over predictions of NOx correspond with under
predictions of PAN. For PAN concentrations, Figure 5.2d shows that all models are
biased low below 1 km and above 3 km. The HNO3 model improves PAN predictions,
but is still low-biased.
Figure 5.2 shows that NOy partitioning is altitude dependent. Near the surface,
PAN is biased high ([PAN] and PAN:NOy) and NOx is biased low as a fraction of
NOy. In the middle troposphere, NOx is biased high (both [NOx] and NOx:NOy) and
PAN is biased low as a fraction of NOy. In the middle and upper troposphere, HNO3
concentration is biased high, but the HNO3:NOy is only biased high in the upper
troposphere. We have examined NOy components as concentrations and fractions,
and we find that the conclusions are the same.
The discrepancy of NOx in the middle troposphere is likely related to lightning
emissions. Figure 5.3a shows the peak mean normalized bias for NOx/NOy in the
middle troposphere where the lightning emission profile is being updated. GEOS-Chem
emits NOx from lightning according to a vertical profile published by Ott et al. (2010)
shown in Fig. 5.3b. The recommendation from that paper smoothed the observed
bimodal distribution into a unimodal distribution that peaks in the middle troposphere.
Subsequently, Allen et al. (2011) suggest using a bimodal distribution that would
redistribute NOx emissions from the middle troposphere to the upper and lower.
We also evaluated oxygenated organic compounds and found mixed performance
consistent with previous studies (e.g., Millet et al., 2009). For formaldehyde and
acetone, Figures 5.4a and 5.4b show that model predictions are consistent with
observations at most altitudes. Formaldehyde has a bias from 1 to 2 km and acetone
has biases at the surface. For acetaldehyde, Figure 5.4c shows that the model
underpredicts observations at all altitudes except 0 to 1 km.
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Figure 5.3: Mean normalized bias (colored bars: 5th to 95th percentile, white line:
median, colored line: BN) of NOx:HNO3 (a) peaks where revised lightning emission
profiles (VHF-2004 and SADS-2006) decrease (b).
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Figure 5.4: Same as Figure 5.2 for formaldehyde, acetone, and acetaldehyde.
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Figure 5.5: Mean normalized bias (colored bars: 5th to 95th percentile, white line:
median, colored line: BN) for acetaldehyde, acetone, PAN/NOy, and the HOx ratio.
The result of acetaldehyde low-bias can be seen in the bias of its reaction products
and helps to explain PAN performance. Figure 5.5 shows the correlation between
bias of acetaldehyde and the ratio of PAN to NO2 ratio, and the ratio of HO2 to
HO ·. For all three species, a high-bias is seen from 0 to 1 km followed by a low-bias
throughout most of the free troposphere. For PAN:NO2, Figure 5.5b shows that the
low-bias in the free troposphere persists until 9 km. Above 9 km, the low-bias in
acetaldehyde is compensated for by a high-bias in acetone (see Figure 5.4b), which is
also a PAN precursor. The ratio of HOx species HO
·
2 and HO
· is low-biased above
2 km and high-biased below 1 km. For the component concentrations (not shown),
HO ·2 was consistent with observations below 9 km, and HO
· low-biased below 1 km
and high-biased above 2 km. Least squares regression shows that acetaldehyde and
acetone explain only 57% (R2 = 0.57) of HO ·2:HO
· bias variability from 0 to 1 km and
59% from 0 to 2 km. By including all altitudes, the explanatory value of acetaldehyde
and acetone decreases to 28%.
Ozone performance, shown in Figure 5.6, is influenced by the performance of
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Figure 5.6: Same as Figure 5.2 for NOz:NOy and O3.
its precursors NOx, HOx, and organics. Over predicted NOx in predominantly NOx
limited atmosphere causes rapid oxidation that converts NOx to NOz. As a result of
rapid oxidation, Figure 5.6a shows that the models are able to reproduce the ratio
NOz of NOy, which is a chemical indicator of air mass age (Arnold et al., 2003).
Figure 5.6b, however, shows that the base model overpredicts ozone below 10 km
except from 1 to 3 km. The MPN model makes very little change and the HNO3
model exacerbates the O3 bias and creates a bias from 3 to 4 km. The HNO3 model
decreases the termination of NOx and of HO
·, which increases the oxidation rate and
produces more O3. Based on the median values, O3 concentrations from the HNO3
model are 2.6% (0-1 km) to 5.8% (2-3 km) higher the Base model, and 2.6% (0-1 km)
to 6.1% (2-3 km) higher than the MPN model.
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5.4.2 Sensitivity Analysis
This section will compare the Base and HNO3 model responses to a 20% reduction
of NOx emissions. The response to NOx emissions will help us understand the policy
relevant implications of the updated model. For both the Base and HNO3 model,
Figure 5.7a shows the 90% interval (5% to 95%) for NOx concentration reductions
in response to NOx emissions reductions. Reducing NOx emission by 20% yield
concentration reductions (median) of 20% between 1 and 3 km with higher reductions
at the surface and in the the upper troposphere. The difference between models is
small for relative reductions of NOx, but generally increases with altitude.. Based on
the median values, the NOx relative reductions from the HNO3 model are 0.9% (6-7
km) to 3.9% (9-10 km) higher the Base model, and 1.2% (8-9 km) to 4.3% (6-7 km)
higher than the MPN model.
The model’s response to NOx emissions reductions has indirect policy implications
as a precursor to O3. Figure 5.7b shows O3 concentration response to NOx emission
reductions. At all altitudes, the HNO3 model O3 decreases more than O3 in the Base
model. Based on the median values, the O3 relative reductions from the HNO3 model
are 0.7% (1-2 km) to 3.6% (9-10 km) higher the Base model, and 0.7% (1-2 km) to
2.7% (8-9 km) higher than the MPN model.
5.5 DISCUSSION
Literature updates to the NO2 + HO
· reaction rate requires reanalysis of GEOS-
Chem model performance and sensitivity. In this study, we have implemented updates
to the GEOS-Chem chemistry and evaluated those updates during the INTEX-A
observational campaign. We have also tested the model sensitivity to changes in
NOx emissions. We find that the base model has a high bias for NOy, so NOy
components (NOx, HNO3, and PAN) are evaluated as fractional components. The
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Figure 5.7: Sensitivity (new−old
old
×100) of NOx and O3 concentrations to a 20% reduction
in NOx emissions.
updated chemistry improves total oxidized nitrogen partitioning and decreases model
sensitivity to NOx emission reductions. By analyzing the sensitivity to emission
reductions, we also find that acetaldehyde concentrations are sensitive to the high-bias
in simulated NOy.
The updated NO2 + HO
· chemistry improves simulated partitioning of NOx, PAN,
and HNO3. The updated chemistry decreases PAN and HNO3 mean normalized biases
at all altitudes. In the upper troposphere, updated chemistry removed a statistical
bias for HNO3 from 9 to 10 km. Updated chemistry also reduces NOx bias in the
upper troposphere and near the earth’s surface. In the middle troposphere, however,
the updated chemistry exacerbates a base model bias that may be caused by the
lightning emission profile.
There are several model biases that the updated chemistry did not help. PAN as
a fraction of NOy was far too low. PAN’s concentration, however, was well predicted
in the middle troposphere even when one of its precursors, NO2, was over-predicted.
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The performance of PAN is most likely tied to the low-bias for acetaldehyde and
HO ·2:HO
·. The low-bias in HO ·2:HO
· is caused by a high-bias for HO ·. The high-biased
HO · would preferentially remove fast reacting compounds like acetaldehyde (kHO · =
4.63× 10−12 × exp (350/T )) compared to acetaldehyde’s precursors ethane (kHO · =
7.6× 10−12× exp (−1020/T ))and ethanol (kHO · = 3.15× 10−14). This suggests, as did
Millet et al. (2009), that there is not in fact a missing source of acetaldehyde. Instead,
an imbalance caused by over-predicted sinks causes acetaldehyde underpredictions
that lead to low CH3C(O)OO
· radicals and reduced PAN formation. The updated
chemistry used here exacerbates the HO · bias, and more research is necessary to
constrain this problem.
The NOx emissions sensitivity analysis gives us insight into the NOy bias and the
policy implications of updated chemistry. When emissions are reduced by 20%, NOy
performance improves and only NOx above 8 km is low-biased. The NOy low-bias
above 8 km may be improved by updating the lighting NOx profile. The updated
lightning emission profiles could improve the low-bias by redistributing NOx emissions
from the middle troposphere to the upper troposphere.
Like the improvements in oxidized nitrogen, the change in simulated ozone sensi-
tivity is modest. The updated model uses NOx more efficiently and, therefore, is more
responsive to incremental reductions of NOx. In response to reduced NOx emissions,
the sensitivity of predicted O3 concentrations was never more than 4% different based
on updated chemistry. At the surface where air quality is the primary concern, the
updated chemistry increases sensitivity the least. The larger differences in sensitivity
are seen in the upper troposphere where long-range transport and climate forcing are
the major concerns.
This study demonstrates that updates to the chemical mechanism improve precursor
performance without drastically changing the policy implications of the model. The
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sensitivity of the model as evaluated in this paper, however, is relative to a model
that is high-biased for ozone concentrations. Improvements to the global emission
inventories could alter the relative sensitivities in this study, but conclusions were
robust when used with two versions of the NEI inventory (NEI99 not shown). The
chemistry updates for the rate of NO2 + HO
· used in this study also need confirmation
by more laboratory and field studies. The rate of NO2 + HO
· is key to the inorganic
and organic chemical cycling that drives ozone production, and acceptance of updates
of this rate will require a preponderance of evidence.
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CHAPTER 6
CONCLUDING REMARKS
The primary goal of this work was to improve a modeling low-bias of NOx in
the upper troposphere. To achieve this goal, I developed a framework for evaluating
chemical mechanisms against field observations. Using the new model framework, I
discovered that 30% of the noted bias could be attributable to chemistry. Having
identified this bias contribution, I developed a method for constraining chemical
reaction rates within the same model framework. Using this method, I identified a
revision to a key reaction rate (NO2 + HO
· −→ HNO3). Finally, I updated a global
chemical transport model to reflect the new rate and evaluated its influence on
chemical composition in the troposphere. Findings from each phase of the study have
implications for future research.
The evaluation framework developed in the first phase provided a broad range
of findings. Using the framework, I tested seven different chemical mechanisms and
conducted an inter-comparison that highlighted mechanism deficiencies. Figure 6.1a
shows that the Carbon Bond ’05 chemical mechanism overpredicts organic nitrates
by more than any other mechanism. The inset pie graph shows that 79.6% of the
Carbon Bond ’05 paraffin model species is made of acetone, and acetone has a far
lower nitrate yield than the generic paraffin. Based on this finding, we recommended
that the Carbon Bond ’05 developers include acetone and methyl ethyl ketone. The
developers have included these updates in a soon to be released Carbon Bond version 6.
Figure 6.1b shows that models using one rate for peroxyacetic acid are low biased, while
models that use another evaluate more reasonably. The current literature makes no
recommendation regarding the actual rate for peroxyacetic acid. Based on my model
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Figure 6.1: Mechanism performance of organic nitrates (a) and peroxyacetic acid (b)
varied by chemical mechanism (for mechanism definitions see Table 3.1). The high
bias in organic nitrates by CB05 is a result of differences between model species PAR
properties and the properties of its composition (inset in (a)), specifically acetone and
methyl ethyl ketone. The peroxyacetic acid low-bias by several mechanisms is a result
of proxy rate constant choice for reaction with the hydroxyl radical.
evaluation, I recommended updates to the developer of SAPRC07 and developers
of GEOS-Chem. My findings for organic nitrates and peroxyacetic acid are specific
to individual chemical mechanisms and can be immediately updated to improve the
state-of-the-science. Overall, I found that all chemical mechanisms photochemically
aged air masses faster than expected based on meteorological analysis.
In phase two of this study, I developed a method to constrain the uncertain reaction
rates that were causing rapid photochemical aging and identified an important rate
revision. The evaluation framework developed in the first phase was computationally
efficient enough to run hundreds of reaction rate perturbations. Each perturbation was
used in Bayesian evaluation as potential revision within the reaction’s literature-based
uncertainty. By using Bayesian techniques to evaluate perturbations, I developed
updated distributions for each reaction’s uncertainty. Of the 300+ reactions evaluated,
only NO2 + HO
· −→ HNO3 was sufficiently different to warrant a revision to the rate
coefficient. The revised reaction rate was consistent in sign, but larger in magnitude
than emerging laboratory studies. My work complements the laboratory study --
not only as a confirmation, but also because my work uses different environmental
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Figure 6.2: Uncertainty distribution for NO2 + HO
· −→ HNO3 after incorporating
likelihoods calculated from observations. The probability is evaluated as a function
of a scale factor calculated from JPL recommendations (Sander et al., 2011). The
new best estimate is equivalent to the rate recommended by Mollner et al. (2010)
with an updated temperature sensitivity of the low-pressure limit reaction (k0 =
1.49× 10−30 × exp (T/300)−1.8).
conditions. Based on the results at different environmental conditions, I interpret
this finding as a revision to the rate at 298 K and recommend an update to the
temperature sensitivity. Statistical inference provides a good indication that the
NO2 + HO
· −→ HNO3 reaction rate should be decreased, but this finding needs
further confirmation by laboratory studies.
Phase three implements the NO2+HO
· −→ HNO3 rate revision from phase two and
quantifies its implications for oxidation precursors and products in a global chemical
transport model. This phase generated three primary findings. First, I found that
the partitioning of oxidized nitrogen, both as a precursor and product, was improved
by revising this reaction rate. Second, although nitrogen partitioning was improved,
ozone biases (present in the base case) were exacerbated by the update. Third, the
sensitivity of the ozone concentration (e.g., the change in response to emissions) was
increased at all altitudes. These three findings together suggest competing biases in
the current state-of-the-science model.
Together, the three phases of this dissertation demonstrate a new method for
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constraining model uncertainty with field observations. The individual components of
this work could be applied or extended to a myriad of scientific questions. For instance,
the evaluation framework from phase one could be adapted to other parts of the
atmosphere and/or applied with different datasets. The Bayesian evaluation in phase
two could be applied in different evaluation frameworks, such as constrained (diurnal)
steady-state modeling, which could provide more specific direction if combined within
an uncertainty framework. Uncertainty from observations, gas-phase reactions, and
heterogeneous reactions could be evaluated within the context of observational fit.
Because of the computational efficiency of constrained steady-state modeling, it could
incorporate Bayesian analysis using Markov Chain Monte Carlo or Latin Hypercube
sampling. The third phase, implementation in the larger model, is always a necessary
final step to identify the contribution of constraints within the context of other
uncertainties.
Evaluation of the global chemical transport model, in phase three, highlights some
of the remaining uncertainties in global ozone that need to be addressed in future
research. Regardless of the updates identified in this work, the model has some
important underlying biases. In particular, the organic budget at the global scale has
large uncertainties both in emissions and chemical reaction rates. The consequences
of the revision I identified and implemented are: 1) increasing radical concentrations
and 2) increasing model sensitivity to NOx emissions. The simulated hydroxyl radical
concentrations without updates, however, were biased high compared to observations,
and updates exacerbated that bias. The hydroxyl radical concentrations are evaluated
against measurements that have high uncertainty, but the effect of a bias would
be important for both gas-phase and heterogeneous chemistry. More work will be
necessary to constrain the hydroxyl radical concentrations.
From a regulatory point of view, the updated ozone sensitivity to precursors
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influences the ‘‘optimal’’ emission reduction strategy indicated by simulation results.
The revision that I identified in phase two and implemented in phase three increases
oxidation capacity of the atmosphere, and thus shortens organic chemical lifetimes.
These results would change both the lifetime of methane, for instance, and the cost of
achieving ozone reductions with NOx emission reductions. In some cases, the altered
sensitivity could yield a different optimal regulatory strategy while in other cases,
it may simply strengthen the original result. This study demonstrates the influence
on ozone of an important and uncertain inorganic reaction. At the same time, other
studies are identifying new chemical reactions for the largest global organic precursor
(isoprene). The interaction between those emerging updates and the findings here will
require further investigation.
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APPENDIX A
CHAPTER 2 SUPPLEMENTAL
A.1 SUPPLEMENTARY MATERIALS
The ability of pyPA to reproduce LPA results depends on plume characteristics,
environmental characteristics, and process characteristics. In the supplementary
material, we provide more details about processes for key species (NOx, OLE, and
O3) and associated error. For each species in the text, timeseries for all processes are
shown in the Figures A1-A4. Additional detail of each processes normalized gross
error (NGE), is also shown for each process. Time resolved NGE can be paired with
plume length (see Figure 4) to characterize process error bounds that may be relevant
for future studies.
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Figure A1: As in Figure 5, but showing all NOx processes and time resolved normalized
gross error (Equation 9)
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(j) Motion NGE
Figure A2: As in Figure 6, but showing all OLE processes and time resolved normalized
gross error (Equation 9)
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Figure A3: As in Figure 7, but showing all O3 processes and time resolved normalized
gross error (Equation 9)
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Figure A4: Time resolved ozone production and loss with normalized gross error
(Equation 9).
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APPENDIX B
CHAPTER 3 SUPPLEMENTAL
B.1 Observations
The spatial distribution of all age groups (defined in the paper) are shown in
Fig. A1.
B.2 Subsequent removal
Upper troposphere air parcel lifetimes are limited by subsequently encountered
convection and large scale subsidence. Air parcels in the UT subside along isentropic
surfaces, but not as rapidly as they are removed by convection related processes
(Prather and Jacob, 1997; Jaegle´ et al., 1998). The importance of convection is most
clear in the tropics where convection is very frequent. To confirm the importance
of convection during the INTEX-A, we simulated back trajectories a 12 locations
forming a grid over the Northeastern United States using the Hybrid Single Particle
Lagrangian Integrated Trajectory Model (HYSPLIT Draxler and Hess, 1997). During
a 84 h (70% of the time between INTEX-A convective events Fuelberg et al., 2007)
back trajectory with only isentropic vertical motion, Fig. A2 shows that only 3 of the
12 simulations originated below 8 km or above 10 km. This confirms our conceptual
model of convection as the dominant removal process of air parcels from the upper
troposphere.
B.3 Alternate background mixing scenarios
Our analysis uses background mixing calculated by Bertram et al. (2007), but there
are significantly higher literature values. Figure A3 shows 5 mixing sensitivity analysis.
We test the sensitivity of our analysis by scaling our mixing parameter by 2, 4, and
10. Standard mixing is 5% per day, so these scaling values evaluate to 10%, 20%, and
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Figure A1: Map (a) and distribution (b, c) of spatial locations of aircraft observations
categorized by age groups (initial, fresh, young, mid-age, and old). Age group
definitions are shown in Fig. 3.5.
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Figure A2: HYSPLIT back trajectories for 12 northeast locations at 9 km altitude
with only more than half of the air parcels originating between 8 and 10 km.
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Table B.1: Optimization results for stochastic convection using the pure exponential
model and the model with correction for preferential sampling. Table includes
optimal air parcel lifetime (τ) and Anderson Darling goodness-of-fit test value (TkaN)
for alternative background mixing rate sensitivities. The predicted NOx:HNO3 is
statistically different than observations when TkaN is greater than 3.752 (α = 0.01).
exponential corrected
Mechanism τ TkaN τ TkaN
GEOS-Chem 23 9.9 33 2.77
2×Mix 21 10.6 32 3.62
4×Mix 20 11.6 31 5.59
10×Mix 18 15.9 28 10.2
GC∗ 24 8.32 36 2.28
M10× Init 28 65.9 43 51
DynMix 24 7.42 36 2.28
50%. Twenty percent is the upper bound of values found in the literature (Bertram
et al., 2007, and references therein) and 50% is used to demonstrate the influence of
drastically increasing mixing. We also test the possibility of variable mixing efficiency
and variable boundary conditions. This dynamic mixing test (DynMix) has mixing
efficiency of 50% per day in the initial age group, 25% per day in the fresh age group,
and 5% in midage and old age groups. These initial and fresh air parcels vigorously
mix in chemical mixing ratios set by the air parcel’s initial conditions. When the
air parcel transitions to young age status, I decrease the mixing to 5× (also tried
6×) and start mix (1:1) of initial and background air, where background air is the
average mixing ratio of all observations. When the air parcel transitions to midage, I
return to the standard mixing rate and mix in ‘‘background’’ air. This is an extreme
assumption because surrounding parcels should also be aging during the fresh time
period. The air parcel lifetimes and the predicted NOx:HNO3 evaluation are shown in
Table B.1.
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Figure A3: Same as Fig. 3.6, but for GEOS-Chem with standard and alternate
background mixing.
B.4 Implications of measurement discrepancy for nitric acid
The disagreement between HNO3 measured by CIT and UNH has the potential
to influence our mean air parcel lifetime. The CIT and UNH measurements are
not always coincident in time, so analysis using either has fewer total observations.
When using just the CIT measurements, there are only 507 total observations and
only 65 initial conditions. When using the UNH measurements, there are 842 total
observations and 107 initial conditions. The CIT and UNH measurements both have
log-normal distributions. The CIT distribution is broader and less smooth than the
UNH distribution (see Fig. A4).
Our modeling framework is able to capture NOx:HNO3 distribution using the UNH
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Figure A4: Observed NOx:HNO3 (bars; left: CIT, right: UNH) compared to simulated
(lines) from the GEOS-Chem chemical mechanism using the optimized, bias-corrected
statistical model.
and CIT measurements. Both the UNH and CIT mean air parcel lifetimes (τUNH and
τCIT) are shorter than predicted with adjusted values (see Fig. A5). Using the lower
UNH measurements increases the NOx:HNO3 values and shifts the NOx:HNO3 age
bin cut-points to higher values. Because the chemistry model tends to overpredict
conversion of NOx to HNO3, the higher NOx:HNO3 observations and higher cut-points
cause τUNH to be shorter than the standard τ . Using the higher CIT measurements
increases NOx:HNO3 values and shifts the NOx:HNO3 age bin cut-points to lower
values. With lower cut-points, we might expect an increased τCIT relative to the
adjusted values. The CIT measurements, however, extend the distributions low-value
tail that the model cannot capture without over predicting values from 0.2 to 0.5.
Because our goodness-of-fit statistic is sensitive to the whole distribution, τCIT is 1
hour shorter than when using adjusted HNO3 values.
Using either measurement by itself increases the discrepancy between τ inferred
from back trajectories and τ inferred from chemical simulation. By increasing the dis-
crepancy, using either measurement by itself increases our estimation of the chemistry-
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Figure A5: Estimated mean air parcel lifetimes (τ) derived from back trajectory and
chemical simulation. Chemical simulations use our updated GEOS-Chem mechanism
with the adjusted HNO3, the unadjusted CIT measurement, or the UNH unadjusted
measurement. Asterisks indicate whether chemically simulated NOx:HNO3 is statisti-
cally consistent with observations (α < 0.01) when using the exponential (left, Eq. 3.3)
and bias-corrected (right, Eq. 3.4) statistical models.
based NO2 low-bias.
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APPENDIX C
CHAPTER 4 SUPPLEMENTAL
C.1 SUPPLEMENTAL MATERIAL
C.1.1 Observation Summary
Table C.1 gives descriptive statistics for environmental conditions and inorganic
concentrations for all observations in the upper troposphere (all) and also for just
those used for initial conditions. Table C.2 gives descriptive statistics for organic
concentrations for all observations in the upper troposphere (all) and also for just
those used for initial conditions. Table C.3 gives descriptive statistics for aerosol
composition measurements for all observations in the upper troposphere (all) and also
for just those used for initial conditions.
C.1.2 Dynamic Environmental Conditions
Gas phase concentrations evolve as a function of their environmental conditions.
Temperature, pressure, and relative humidity drive reaction rates (gas-phase and
heterogeneous) and thermal partitioning of to aerosols. The difference is driven by
adiabatic cooling or warming and mixing with background air. The rates of adiabatic
processes are not well understood, but are thought to occur within an hour.
In this study, we see that environmental conditions in initial air parcels are distinct
from the base conditions. The initial conditions are taken from samples with the highest
XNO2:HNO3 ratios (top 12.5%). The initial conditions are not statistically different
from the first quartile (top 25%) of samples, but are different from the second quartile.
The second quartile is not statistically different from the base conditions. Based on
this observation, temperature, pressure, and relative humidity are parameterized to
adjust from their initial to their ‘‘bulk’’ condition after the predicted XNO2:HNO3
ratio drops below the average second quartile value. The air parcels adjusted property
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Table C.1: Summary of inorganic observations and environmental conditions used
for evaluation (all) and for initialization (initial) from the INTEX-A observational
campaign. Unless otherwise noted, values are in parts per trillion (ppt).
all initial
Species Median Mean Std N Median Mean Std N
RH (%) 39.9 46.2 22.1 506 65.3 57.4 24.6 64
TEMP (K) 241.0 240.1 5.0 506 235.3 236.4 5.2 64
PRESS (hPa) 314.7 314.1 22.2 506 300.7 303.3 22.1 64
SO2 19.9 32.7 60.3 493 20.4 57.2 125.8 64
HO · 0.6 0.6 0.2 481 0.6 0.7 0.3 62
HO ·2 13.6 13.7 3.7 506 13.0 12.8 3.8 64
H2O2 253.6 281.3 156.1 506 194.3 265.4 162.4 64
NO2 83.9 102.2 75.4 506 137.3 153.7 101.3 64
HNO3(CalTech) 303.8 457.0 464.1 506 156.0 155.8 105.7 64
HNO4 97.6 97.1 37.9 442 79.0 87.6 30.8 56
O3 (ppb) 78.7 80.9 16.8 506 70.2 68.8 9.4 64
CO (ppb) 100.2 104.2 16.0 506 107.6 108.4 10.6 64
(temperature, pressure, humidity) reduced or increased by the difference between
median initial and median base conditions. The new property is not allowed to exceed
the maximum or drop below the minimum value of the base property.
C.1.3 Nitrogen Dioxide and Interference
Incorporating the findings from Browne et al. (2011) requires adjusting the NO2
measurement as well as adding reactions to the chemical mechanism. Browne et al.
(2011) found that the NO2 measurement has interferences from HNO4 and methyl
peroxy nitrate (MPN). The GEOS-Chem chemical mechanism already includes HNO4,
but it does not include MPN. The MPN chemistry from JPL06 is incorporated with
the assumption that the photolysis rate are similiar to HNO4 (as in Browne et al.,
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Table C.2: Summary of organic observations used for evaluation (all) and for initial-
ization (initial) from the INTEX-A observational campaign. Unless otherwise noted
values, are in parts per trillion (ppt).
all initial
Species Median Mean Std N Median Mean Std N
CH4 (ppb) 1793.0 1794.8 16.6 157 1784.0 1786.2 10.3 16
CH3OH 1913.3 2008.2 871.3 236 3248.8 3370.4 645.1 24
CH3OOH 133.0 139.0 98.4 169 233.0 205.8 94.4 31
CH2O 193.0 233.9 186.6 332 437.0 422.1 158.6 29
C2H6 839.0 940.9 393.1 251 830.0 809.1 265.1 29
C2H4 1.5 3.5 7.7 252 1.5 6.5 8.2 29
C2H2 82.0 91.9 32.0 251 97.0 99.5 22.9 29
CH3C(O)H 111.4 127.4 113.2 228 87.8 95.4 40.1 24
CH3CH2OH 35.7 81.9 93.2 219 260.6 251.4 73.7 24
CH3C(O)OOH 212.8 211.5 77.7 492 230.1 207.9 74.0 62
C3H8 185.0 244.9 215.7 251 171.0 180.2 93.7 29
C4H10 46.0 70.6 77.1 251 53.0 66.0 33.8 29
C5H12 11.0 17.0 18.8 252 15.0 23.8 20.0 29
n−Hexane 1.5 2.0 1.7 252 1.5 2.3 2.3 29
CH3C(O)CH3 1600.4 1767.7 661.8 236 1374.7 1485.6 296.1 24
CH3C(O)CH2CH3 78.8 84.6 38.2 236 94.0 89.2 16.4 24
PAN 397.1 441.7 172.2 506 369.8 385.1 144.8 64
CH3ONO2 2.2 2.2 0.3 251 2.4 2.3 0.3 29
RONO †2 8.4 10.6 7.6 251 6.5 7.9 3.2 29
†Sum of nitrates is unavaible; RONO2 is the sum of speciated nitrates.
2011). The impact of the adding MPN chemistry was then confirmed to be small by
itself.
To adjust the NO2 the measurement, the interference from MPN and HNO4 must
be removed. The INTEX-A campaign included measurements of HNO4, but MPN
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Table C.3: Summary of aerosol observations used for evaluation (all) and for initial-
ization (initial) from the INTEX-A observational campaign. Unless otherwise noted
values, are in parts per trillion (ppt).
all initial
Species Median Mean Std N Median Mean Std N
NO --3 11.0 14.6 16.3 116 18.0 19.3 15.9 33
SO=4 44.0 56.3 28.4 116 66.0 69.6 27.6 33
Na+ 43.5 77.2 76.5 116 43.5 119.9 108.8 33
NH+4 59.0 66.3 46.4 116 71.0 84.1 26.7 33
Mg 2+ 3.5 3.8 3.7 116 3.5 3.5 0.0 33
K+ 14.0 26.3 27.4 116 14.0 41.2 38.2 33
Ca 2+ 4.0 9.9 19.5 116 4.0 10.8 12.6 33
Cl -- 30.0 80.3 89.0 116 30.0 80.5 74.2 33
will have to be estimated. The estimate of MPN is not straight forward because
the concentrations may not be at steady-state results for air parcels immediately
following convection. To estimate MPN, the model is run for all air parcels for 1
hour using the original initial conditions. The output MPN results are used for least
squares regression to estimate the fraction of the NO2 measurement that MPN is as a
function of NO2:HNO3. Using that relationship, a new set of initial conditions are
created with MPN and with ”corrected” NO2. Those initial conditions are used to
repeat the above process. Based on the second least squares regression, the MPN
concentrations are estimated in the initial conditions using Eq. 2. To avoid relying on
derived observations, all subsequent analysis uses the TD-LIF measurement (XNO2)
and compares to the simulated value (XNO2 = NO2 + 62.5% MPN + 4.5% HNO4).
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MPN = (2.05832508× 10−01 + 6.41325760× 10−06 × XNO2/HNO3)× XNO2 (1)
NO2 = XNO2 − 62.5%MPN− 4.5%HNO4 (2)
C.1.4 Dirichlet Likelihood
The likelihood of a model instance is calculated from the observed and simulated
distributions using the Dirichlet probability density function. The Dirichlet probability
density function (PDF) calculates the likelihood based on discrete probabilities (Frigyik
et al., 2010). A single discrete probability (PDF) is constructed by integrating between
from the quantiles (i.e., ordered samples O = {o(1), ..., o(n)}) of observations and PDF
of the simulation results from a model instance. For each model instance (k), the PDF
of predictions (Y = {y1, ..., ym}) can be estimated using a Gaussian Kernel Density
Estimation. Equation 3 describes the PDF where k is the model instance, m is the
number of observations, h is the bandwidth is calculated following . The bandwidth
is calculated following Scott (1992, h = m−
1
5σ). The PDF can then be calculated as
the integral of the PDF between two observations (oi, oi+1], as described in Eq. 4.
fˆ (x|Yk) = 1
mh
m∑
i=1
1√
2pi
exp
(
−1
2
(
x− yk,i
h
)2)
(3)
PDF =
 o(1)∫
y=−∞
fˆ(o)do, . . . ,
o(i+1)∫
o(i)
fˆ(o)do, . . . ,
∞∫
o(n)
fˆ(o)do
 (4)
For each model instance (k), the likelihood of the actual PDF is described by
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Eq. 5 where α is the set of alpha values ({α1, ..., αn+1}). The alpha values determine
shape of the Dirichlet distribution. When the alpha values are greater than 1, the
distribution is convex and the mean coincides with the PDF being uniform and so
the likelihood maximizes when PDF values are uniform between all quantiles. Given
that quantiles are asymptotically distributed (Mosteller, 2006), the PDF values are
expected to be uniform (i.e., ≈ 1/(nobs + 1)) from the ‘‘true’’ model. Based on this,
therefore, likelihood calculation uses alpha values greater than one to maximize the
likelihood of model instances with uniform PDF between all observed quantiles.
L(O|Y ) = Dir(PDF;α) = Γ
(∑n+1
i=1 αi
)∏n+1
i=1 Γ(αi)
×
n+1∏
i=1
PDFαi−1i (5)
If the location of all quantiles were equally certain, the alpha values would be
uniform. The exact location of quantiles in the tails of the observed distribution are
more subject to random chance or measurement uncertainty (i.e., near lower limit of
detection). The alpha values can be interpreted as one plus the number of observations
of each quantile. To account for decreasing certainty in the location of quantiles near
the distribution tails, the quantile (Q) is used to calculate weighted alpha values (α)
as shown in Eq. 6.
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α = 1 +Q× (1−Q)× 4 (6)
where
Q =
(1, 2, . . . , n, n+ 1)
(n+ 2)
C.1.5 Likelihoods
The likelihood distribution of each reaction in the results was calculated as the joint
likelihood from each species and as a function of average time-since-convection (τ).
Figures A1-A8 show the joint likelihoods as a function of τ and reaction uncertainty.
The results have been split into two categories: those that provided useful constraints
and those that did not. Figures A1-A3 show three reactions whose the standard
deviation has been substantially reduced. Figure A4 shows that the inferred rate and
standard deviation have been substantially reduced for the production of nitric acid.
Figures A5-A8 shows the other reactions whose peak likelihood was bounded, but
did not provide useful constraints. For these reactions, the 95% confidence interval
included the original rate and did not refine the uncertainty space. The probability
distributions for these reactions have more than one mode.
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Figure A1: Posterior distribution in two dimensions (color plot) and integrated for all
tested τ valus (line plot) for the NO+O3 −→ NO2+O2 reaction. The two dimensional
posterior distribution as a function of uncertainty in the rate and time-since-convection
(τ). On the two-dimensional posterior plots, the inferred values of τ and the reaction
rate scaling factor are in parentheses. The one dimensional posterior distribution
is as a function of the reaction rate uncertainty. On the one-dimensional posterior
plot, the line is a smoothed uncertainty using the inferred estimate and standard
deviation to construct a log-normal uncertainty. When the log-posterior is white, it
was incalculably small (−∞). Figure continues on next page.
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Figure A2: Same as Fig. A1 for the NO2
hν−→ NO + O 3P reaction.
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Figure A3: Same as Fig. A1 for the HO ·2 + NO −→ NO2 + HO · reaction.
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Figure A4: Same as Fig. A1 for the NO2 + HO
· −→ HNO3 reaction.
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Figure A5: Same as Fig. A1 for the CH3O
·
2 + NO2 −→ CH3O2NO2 reaction.
164
0.36 0.51 0.71 1.00 1.40 1.96 2.74
uncertainty factor (0.85)
36
40
44
48
52
56
τ
(5
7.
20
)
−36
−30
−24
−18
−12
−6
0
6
12
0.36 0.51 0.71 1.00 1.40 1.96 2.74
uncertainty factor
0
5
10
15
20
25
30
35
P
(θ
|O
)
(−3σ) (+3σ)
CH2O
hν−→ 2 HO2 + CO
pi∼logN (1,0.34) P∼logN (0.85,0.16)
Figure A6: Same as Fig. A1 for the CH2O + hν reaction.
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Figure A7: Same as Fig. A1 for the HO ·2 + HO
· −→ H2O + O2 reaction.
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Figure A8: Same as Fig. A1 for the CH4 + OH reaction.
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APPENDIX D
CHAPTER 5 SUPPLEMENTAL
D.1 Total Oxidized Nitrogen Concentrations
The main text shows total oxidized nitrogen partitioning (see Figure 5.2), but not
concentrations of component species NOx, PAN, HNO3, or HNO4. Figure A1 provides
concentration data to complement Figure 5.2.
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Figure A1: Same as Figure 5.2 for concentrations instead of NOy fractions.
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