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Abstract
An isometric compact group action G×(M, g)→ (M, g) is called polar
if there exists a closed embedded submanifold Σ ⊆M which meets all the
orbits orthogonally. Let Π be the associated generalized Weyl group.
We study the properties of the lifting action G on the cotangent bundle
T ∗M . In particular, we show that the restriction map (C∞(T ∗M))G →
(C∞(T ∗Σ))Π is a surjective homomorphism of Poisson algebras. As a
corollary, the singular symplectic reductions T ∗M  G and T ∗Σ  Π are
isomorphic as stratified symplectic spaces, which gives a partial answer to
a conjecture of Lerman, Montgomery and Sjamaar.
1 Introduction
Let (M, g) be a complete Riemannian manifold and G a compact Lie group
acting on M by isometries. This action is called polar if there exists a closed
embedded submanifold Σ ⊆ M meeting all orbits orthogonally ([7]). Then M
is called a polar G-manifold and such a submanifold Σ is called a section and
comes with a natural action by a discrete group of isometries Π = Π(Σ), called
its generalized Weyl group. Recall that by definition, Π(Σ) := N(Σ)/Z(Σ),
where
N(Σ) = {g ∈ G|gΣ = Σ},
Z(Σ) = {g ∈ G|gx = x, x ∈ Σ}.
Polar actions have nice properties and have been studied by many people, see
for instance [2], [3], [6], [7], [8]. Basic examples of polar actions are the adjoint
action of a compact Lie group on its Lie algebra. More generally, isotropy
representations of symmetric spaces are also polar. It’s a classical theorem of
Dadok [2] which shows that a polar representation is (up to orbit equivalence)
the isotropy representation of a symmetric space. An important feature of polar
actions is the following Chevalley Restriction Theorem [7].
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Theorem 1.1 Let (M, g) be a polar G-manifold with a section Σ and general-
ized Weyl group Π. Then the following restriction to Σ is an isomorphism:
|Σ : C
∞(M)G → C∞(Σ)Π,
where C∞(M)G is the algebra of G-invariant smooth functions on M .
For a generalization of Chevalley Restriction Theorem to tensors, see [6].
In this paper we study symplectic aspects of polar actions. More precisely,
we are looking at the lifting action of G on the cotangent bundle T ∗M with its
canonical symplectic structure ω. This action is a Hamiltonian action with a
moment map given by u : T ∗M → g∗ with
uX(x, ξ) = 〈ξ,X
∗(x)〉, (1.1)
where g is the Lie algebra ofG, g∗ is the dual of g and uX(x, ξ) = 〈u,X〉(x, ξ), X ∈
g. Moreover, X∗ is the vector field on M generated by X . The moment map
satisfies the following equations:
duX = iX#ω,
u(g · (x, ξ)) = Ad∗g · u(x, ξ), ∀g ∈ G,
where X# is the vector field on T ∗M generated by X .
Our starting point is the following observation.
Proposition 1.1 Let (M, g) be a polar G-manifold with a section Σ. Then T ∗Σ
meets all G-orbits of the action G× u−1(0)→ u−1(0).
Here T ∗Σ is seen as a submanifold of T ∗M under the natural isomorphism
T ∗M ∼= TM induced by the Riemannian metric g. Note that in general T ∗Σ
can not meet all orbits of the lifting action of G on T ∗M as it is easy to see
that T ∗Σ ⊆ u−1(0) from (1.1).
Let C∞(T ∗M)G be the algebra of G-invariant smooth functions on T ∗M .
It carries a natural Poisson algebra structure with Poisson bracket {f, g} :=
ω(Xf , Xg), where Xf is the Hamiltonion vector field of f satisfying iXfω = df .
The generalized Weyl group Π of the G-action on M also acts on T ∗Σ. Let
C∞(T ∗Σ)Π be the algebra of Π-invariant smooth functions on T ∗Σ with its
natural Poisson algebra structure. Our main result is the following symplectic
analogue of Chevalley Restriction Theorem.
Theorem 1.2 Let (M, g) be a polar G-manifold with a section Σ and gener-
alized Weyl group Π. Then the following restriction to T ∗Σ is a surjective
homomorphism of Poisson algebras:
|T∗Σ : C
∞(T ∗M)G → C∞(T ∗Σ)Π.
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The above restriction to T ∗Σ is not injective in general as T ∗Σ ⊆ u−1(0) 6=
T ∗M unless u ≡ 0.
The symplectic reduction T ∗MG := u−1(0)/G is not a smooth manifold in
general. However, it’s a stratified symplectic space defined in [11]. The reader
is referred to [11] for the precise definition of stratified symplectic spaces. A
basic example is given by
X0 = X G := J
−1(0)/G,
where X is a Hamiltonian G-space with a moment map J : X → g∗. Following
[11], we define a function f0 : X0 → R to be smooth if there exists a function
F ∈ C∞(X)G with F |J−1(0) = π
∗f0, where π : J
−1(0) → J−1(0)/G is the
projection map. In other words, C∞(X0) is isomorphic to C
∞(X)G/IG, where
IG is the ideal of G-invariant smooth functions on X vanishing on J−1(0). The
algebra C∞(X0) inherits a Poisson algebra structure from C
∞(X).
Let G and H be Lie groups and X , resp. Y , be smooth manifolds on which
G, resp. H act properly. The stratified symplectic spaces T ∗XG and T ∗Y H
are isomorphic if there exists a homeomorphism φ : T ∗X G → T ∗Y  H and
the pullback map
φ∗ : C∞(T ∗Y H) → C∞(T ∗X G),
f 7→ f ◦ φ
is an isomorphism of Poisson algebras.
In [5] (Page 13, Conjecture 3.7), they made the following conjecture.
Conjecture 1.1 Let G and H be Lie groups and X, resp. Y be smooth man-
ifolds on which G, resp. H act properly. Assume that the orbit spaces X/G
and Y/H are diffeomorphic in the sense that there exists a homeomorphism
φ : X/G → Y/H such that the pullback map φ∗ is an isomorphism from
C∞(Y/H) := C∞(Y )H to C∞(X/G) := C∞(X)G. Then T ∗XG and T ∗Y H
are isomorphic.
Using Theorem 1.2, we can give a partial answer to conjecture 1.1. More
precisely, we have the following corollary.
Corollary 1.1 Let M be a polar G-manifold with a section Σ and generalized
Weyl group Π. Then T ∗M G and T ∗Σ  Π are isomorphic.
Under a slightly different assumption, it was proved that T ∗M G is homo-
morphic to T ∗Σ/Π in [5] (Proposition 3.8).
Proposition 1.1, Theorem 1.2 and Corollary 1.1 will be proved in section 3.
A main ingredient of the proof is a characterization of symplectic slice repre-
sentations of the lifting action G on T ∗M , which is done by using the natural
Sasaki metric on T ∗M . Then combining the Multi-variable Chevalley restric-
tion theorem proved by Tevelev [13] and other things, we are able to prove our
results. For details, see section 3.
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2 Sasaki metrics on TM and T ∗M .
In this section we describe the Sasaki metrics on TM and T ∗M constructed in
[9]. Given a Riemannian metric g on M , its Levi-Civita connection determines
a splitting TTM = HM ⊕ VM , where VM = ker dπ, π : TM → M is the
projection and HM is spanned by Xh, X is a smooth vector field on M . To
describe Xh, let (x, v) ∈ TM and γ(t) : [0, 1]→M be a smooth curve such that
γ(0) = x, γ′(0) = X(x). Let Y (t) ∈ Tγ(t)M such that{
∇γ′Y = 0
Y (0) = v.
Then Xh(x, v) =: γ¯′(0), where γ¯ (t) = (γ (t) , Y (t)). From the definition of
Xh, we see that dπ(Xh(x, v)) = X(x). Let Ig be the natural isomorphism
T ∗M ∼= TM induced by the Riemannian metric g. Then using the splitting
TTM = HM ⊕ VM∼=TM ⊕ TM , we define the Sasaki metric g˜ by
g˜〈(X1, X2) , (Y1, Y2)〉 := g〈X1, Y1〉+ g〈X2, Y2〉.
Define an almost complex structure J by setting J(X,Y ) = (−Y,X). Then
g˜〈J ·, J ·〉 = g˜〈·, ·〉 and the symplectic form Ω := g˜(J ·, ·) is nothing but the
pullback of ω by the isomorphism I−1g : TM
∼= T ∗M , where ω is the standard
symplectic form on T ∗M .
The Sasaki metric on T ∗M is the pullback of g˜ under the isomorphism
Ig : T
∗M → TM . The following Lemma will be important for us.
Lemma 2.1 If Σ is a totally geodesic submanifold of (M, g), then TΣ is a
totally geodesic submanifold of (TM, g˜), where g˜ is the Sasaki metric on TM .
Proof : LetX be a smooth vector field onM such thatX(x) ∈ TxΣ, ∀x ∈ Σ.
As Σ is totally geodesic, we see that Xh|TΣ is a smooth vector field on TΣ from
the construction of Xh.
The vector field X also induces a vertical vector field X⊥ on TM . We
choose a local coordinate to describe X⊥. Let (x1, ..., xn) be a local coordinate
system at x ∈ M , where n = dimM . Then any tangent vector v ∈ TxM
can be decomposed as v = vi ∂
∂xi
. The set of parameters {x1, ..., xn, v1, ..., vn}
forms a natural coordinate system of TM . The natural frame in T(x,v)TM is
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given by ∂˜i =
∂
∂xi
and ∂˜n+i =
∂
∂vi
. Now if X = X i ∂
∂xi
is a vector field on
M , then the vertical vector field X⊥ on TM is given by X⊥ = X i∂˜n+i. As
X(x) ∈ TxΣ, ∀x ∈ Σ, by definition we see that X
⊥|TΣ is a vector field on TΣ.
To see that TΣ is totally geodesic in TM , choose two vector fields X , Y on
M such that X(x), Y (x) ∈ TxΣ, ∀x ∈ Σ, then we have the following formula
[4]:
∇˜X⊥Y
⊥ = 0, (2.2)
(∇˜XhY
⊥)(x, v) = (∇XY )
⊥(x, v) +
1
2
Rx(v, Yx, Xx)
h(x, v), (2.3)
(∇˜X⊥Y
h)(x, v) =
1
2
(Rx(v,Xx, Yx))
h(x, v), (2.4)
(∇˜XhY
h)(x, v) = (∇XY )
h(x, v) −
1
2
Rx(Xx, Yx, v)
⊥(x, v), (2.5)
where (x, v) ∈ TΣ and ∇, resp. ∇˜ are Levi-Civita connections of g, resp. g˜ and
R is the Riemann curvature tensor of g.
Since Σ is totally geodesic, then ∇XY (x), Rx(v,Xx, Yx) ∈ TxΣ. From (2.2)
− (2.5), it follows that TΣ is totally geodesic.

3 A symplectic analogue of Chevalley Restric-
tion Theorem
In this section we prove Propositon 1.1, Theorem 1.2 and Corollary 1.1. A
crucial property of polar actions we will use in the proof is the following result
([7] Theorem 4.6):
Proposition 3.1 Let M be a polar G-manifold with a section Σ. Then the slice
representation at x is polar with a section TxΣ, ∀x ∈ Σ.
Given Propositon 3.1, we can now give a proof of Propositon 1.1.
Recall that u : T ∗M → g∗ is given by
uX(x, ξ) = 〈ξ,X
∗(x)〉.
Then for any (x, ξ) ∈ u−1(0), 〈ξ,X∗(x)〉 = 0, ∀X ∈ g. Under the isomorphism
Ig : T
∗M ∼= TM induced by the Riemannian metric g, the the vector ξ# :=
Ig(ξ) ⊥ Tx(G · x), i.e. ξ
# ∈ Tx(G · x)
⊥.
As the isometric action G×M →M is polar with a section Σ, there exists
h1 ∈ G such that h1x ∈ Σ. Then h1ξ
# ∈ Th1x(G · x)
⊥.
By Proposition 3.1, the slice representation
Gh1x × Th1x(G · x)
⊥ → Th1x(G · x)
⊥
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is polar. Hence there exists h2 ∈ Gh1x such that h2(h1ξ
#) ∈ Th1xΣ.
Let h = h2h1, then
h(x, ξ#) = (hx, hξ#) = (h1x, h2h1ξ
#) ∈ TΣ.
So T ∗Σ meets all orbits of the action G× u−1(0)→ u−1(0).
We proceed to give a proof of Theorem 1.2. Recall that we have a splitting
TT ∗M ∼= HM ⊕VM , which induces an isomorphism TT ∗M
(dπ,Ig)
∼= TM ⊕ TM ,
where dπ is the differential of the projection T ∗M → M and Ig is the natural
isomorphism T ∗M ∼= TM induced by the Riemannian metric g.
Let {x1, ..., xn, ξ1, ...ξn} be a local coordinate of T
∗M at (x, ξ) and Γkij be
the Christoffel symbols of the Levi-Civita connection ∇ induced by g. Then the
horizontal lift of ∂
∂xi
at (x, ξ) is given by
∂˜
∂xi
=
∂
∂xi
+ Γkilξk
∂
∂ξl
.
Here a horizontal lift of a vector X at (x, ξ) is defined to be the unique vector
X˜ ∈ HM such that dπ(x, ξ)(X˜) = X .
In terms of local coordinate system {x1, ..., xn, ξ1, ...ξn}, the almost complex
structure J defined in section 2 can be rephrased as
J(
∂˜
∂xi
) = gij
∂
∂ξj
,
J(
∂
∂ξi
) = −gij
∂˜
∂xj
,
where gij = g(
∂
∂xi
, ∂
∂xj
) and (gij) is the inverse matrix of (gij).
Let X∗ = X i ∂
∂xi
be a vector field on M generated by X ∈ g. Then the
corresponding vector field on T ∗M generated by X is
X#(x, ξ) = X i
∂
∂xi
−
∑
i,j
∂Xj
∂xi
ξj
∂
∂ξi
,
see [1] (Page 16 Lemma 11).
The Sasaki metric g˜ on T ∗M satisfies
g˜〈
∂˜
∂xi
,
∂˜
∂xj
〉 = gij ,
g˜〈
∂˜
∂xi
,
∂
∂ξj
〉 = 0,
g˜〈
∂
∂ξi
,
∂
∂ξj
〉 = gij .
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Lemma 3.1 ∀(x, ξ) ∈ T ∗Σ, the Sasaki metric g˜ on T ∗M induces an orthogonal
splitting
T(x,ξ)T
∗M = T(x,ξ)(G · (x, ξ)) ⊕ JT(x,ξ)(G · (x, ξ)) ⊕ V
with T(x,ξ)T
∗Σ ⊆ V and V is the orthogonal complement of T(x,ξ)(G · (x, ξ)) ⊕
JT(x,ξ)(G · (x, ξ)).
Proof: Let X#i be two vector fields on T
∗M generated by Xi ∈ g, i =
1, 2 respectively and Y ∈ T(x,ξ)T
∗Σ. Then g˜〈JX#1 , X
#
2 〉 = ω(X
#
1 , X
#
2 ) =
(i
X
#
1
ω)(X#2 ). Let u be the moment map defined in (1.1), as (x, ξ) ∈ T
∗Σ ⊆
u−1(0), by the G-equivalence of u, we get G(x, ξ) ⊆ u−1(0). Hence
g˜〈JX#1 , X
#
2 〉 = (iX#1
ω)(X#2 ) = duX1(X
#
2 ) = 0.
By the definition of J , we get JT(x,ξ)T
∗Σ ⊆ T(x,ξ)T
∗Σ. As T ∗Σ ⊆ u−1(0),
we get
g˜〈X#1 , Y 〉 = g˜〈JX
#
1 , JY 〉 = ω(X
#
1 , JY ) = (iX#1
ω)(JY ) = duX1(JY ) = 0.
Similarly, g˜〈JX#1 , Y 〉 = 0. Hence T(x,ξ)T
∗Σ ⊆ V. 
The representation
G(x,ξ) × V → V
is called the symplectic slice representation at (x, ξ). Note thatG(x,ξ) = (Gx)ξ =:
{h ∈ Gx| hξ = ξ}.
The following Lemma will be crucial for us.
Lemma 3.2 Let M be a polar G-manifold with a section Σ. Then the symplec-
tic slice representation at (x, ξ) ∈ T ∗Σ is the diagonal action (up to identifica-
tion)
(Gx)ξ# × (W ⊕W )→W ⊕W,
whereW := (Gxξ
#)⊥ is the orthogonal complement of Gxξ
# in the slice (G·x)⊥,
i.e. we have
TxM = Tx(G · x)⊕ (Tx(G · x)
⊥),
Tx(G · x)
⊥ = Gxξ
# ⊕ (Gxξ
#)⊥.
Proof : Let G(x,ξ)×V → V be the symplectic slice representation at (x, ξ).
Under the isomorphism Φ : HM ⊕ VM
(dπ,Ig)
−→ TM ⊕ TM , we first claim that
Φ(V ) =W ⊕W.
Choose a local coodinate system {x1, ..., xn, ξ1..., ξn} of T
∗M at (x, ξ). Then
we have
dπ(
∂˜
∂xi
) =
∂
∂xi
,
Ig(
∂
∂ξi
) = gij
∂
∂xj
.
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Let Z = ai ∂˜
∂xi
+bi
∂
∂ξi
∈ TT ∗M . Then Φ(Z) = (dπ, Ig)(Z) = (a
i ∂
∂xi
, gijbi
∂
∂xj
) =:
(Y1, Y2).
Let X∗ = X i ∂
∂xi
be the vector field on M generated by X ∈ g, then the
corresponding vector field on T ∗M is
X#(x, ξ) = X i
∂
∂xi
−
∑
i,j
∂Xj
∂xi
ξj
∂
∂ξi
= X i
∂˜
∂xi
−X iΓkilξk
∂
∂ξl
−
∑
ij
∂Xj
∂xi
ξj
∂
∂ξi
= X i
∂˜
∂xi
− g〈∇ ∂
∂xi
X∗, ξ#〉
∂
∂ξi
.
Then we have
g˜(X#, Z) = g˜〈X i
∂˜
∂xi
− g〈∇ ∂
∂xi
X∗, ξ#〉
∂
∂ξi
, aj
∂˜
∂xj
+ bj
∂
∂ξj
〉
= gijX
iaj − gijbjg〈∇ ∂
∂xi
X∗, ξ#〉
= g〈X∗, Y1〉 − g〈∇Y2X
∗, ξ#〉. (3.6)
We also have
g˜〈X#, JZ〉 = g˜〈X i
∂˜
∂xi
− g〈∇ ∂
∂xi
X∗, ξ#〉
∂
∂ξi
, J(aj
∂˜
∂xj
+ bj
∂
∂ξj
)〉
= g˜〈X i
∂˜
∂xi
− g〈∇ ∂
∂xi
X∗, ξ#〉
∂
∂ξi
, ajgjk
∂
∂ξk
− bjg
jk ∂˜
∂xk
〉
= −X ibi − a
ig〈∇ ∂
∂xi
X∗, ξ#〉
= −g〈X∗, Y2〉 − g〈∇Y1X
∗, ξ#〉. (3.7)
Now we proceed to prove Φ(V ) =W⊕W . Let Z ∈ TT ∗M such that Φ(Z) =
(Y1, Y2) ∈ W ⊕W . We claim that Z ∈ V and it follows that W ⊕W ⊆ Φ(V ).
In fact, as (Y1, Y2) ∈W ⊕W , we get
g〈X∗, Y1〉 = 0, (3.8)
g〈X∗, Y2〉 = 0. (3.9)
As X∗ is a Killing vector field, we get
g〈∇Y2X
∗, ξ#〉 = −g〈∇ξ#X
∗, Y2〉 = g〈∇ξ#Y2, X
∗〉, (3.10)
and
g〈∇Y1X
∗, ξ#〉 = g〈∇ξ#Y1, X
∗〉. (3.11)
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As M is a polar G-manifold with a section Σ, By Proposition 3.1, the slice
representation Gx × Tx(G · x)
⊥ → Tx(G · x)
⊥ is polar with a section TxΣ.
Then by Proposition 3.1 again, the slice representation (Gx)ξ# ×W → W is
polar with a section Tξ#TxΣ. As Y1 ∈ W , there exists h ∈ (Gx)ξ# such that
hY1 ∈ Tξ#TxΣ. Hence Y1 ∈ h
−1(Tξ#(TxΣ)) = Tξ#Tx(h
−1Σ) ∼= Tx(h
−1Σ). We
also have ξ# = h−1ξ# ∈ Tx(h
−1Σ), as Σ is totally geodesic ([7], Theorem 3.2),
so is h−1Σ.
Then
g〈∇ξ#Y1, X
∗〉 = g〈B(ξ#, Y1), X
∗〉 = 0, (3.12)
g〈∇ξ#Y2, X
∗〉 = g〈B(ξ#, Y2), X
∗) = 0 (3.13)
where B( , ) is the second fundamental form of h−1Σ.
By (3.6), (3.8), (3.10) and (3.13), we get
g˜〈X#, Z〉 = g〈X∗, Y1〉 − g〈∇Y2X
∗, ξ#〉 = 0.
Similary we get g˜〈X#, JZ〉 = 0. Hence g˜〈JX#, Z〉 = −g〈X#, JZ〉 = 0. It
follows that Z ∈ V , which implies that W ⊕W ⊆ Φ(V ).
On the other hand, we claim that dim (W ⊕W ) = dimΦ(V ). In fact,
dim(W ⊕W ) = 2 dimW
= 2(dim(TxG · x)
⊥ − dim(Gx · ξ
#))
= 2(dimM − dimG · x− (dimGx − dim(Gx)ξ#))
= 2 dimM − 2(dimG− dimG(x,ξ)),
and
dimΦ(V ) = dim V
= dim T ∗M − 2 dimG · (x, ξ)
= 2(dimM − dimG · (x, ξ))
= 2(dimM − (dimG− dimG(x,ξ))).
Hence dimΦ(V ) = dim (W ⊕W ) and we have Φ(V ) =W ⊕W .
Now Lemma 3.2 follows from the following commutative diagram
V W ⊕W
V W ⊕W
Φ
G(x,ξ) (Gx)ξ#
Φ

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Given Lemma 3.2, we can now give a proof of Theorem 1.2. We first show
that the following restriction map is surjective:
|T∗Σ : C
∞(T ∗M)G → C∞(T ∗Σ)Π.
∀(x, ξ) ∈ T ∗Σ, the Sasaki metric g˜ on T ∗M induces an orthogonal splitting
T(x,ξ)T
∗M = T(x,ξ)G(x, ξ) ⊕ JT(x,ξ)G(x, ξ) ⊕ V,
where Φ(V ) ∼=W ⊕W by Lemma 3.2.
The Slice Theorem says that for an open G-invariant tubular neighborhood
U(x,ξ) of the orbit G(x, ξ), there is a G-equivalent diffeomorphism
exp⊥ : G×G(x,ξ) S
⊥
(x,ξ)(ǫ)→ U(x,ξ),
where S⊥(x,ξ) := JT(x,ξ)G(x, ξ) ⊕ V , S
⊥
(x,ξ)(ǫ) is the ǫ-ball in S
⊥
(x,ξ) and exp
⊥ is
the normal exponential map of G(x, ξ).
Let U =
⋃
(x,ξ)∈T∗Σ
U(x,ξ). As T
∗Σ intersects all orbits in u−1(0) by Propo-
sition 1.1, we see that U is a G-invariant open neighborhood of u−1(0). ∀f ∈
C∞(T ∗Σ)Π, we first show that there exists Fǫ ∈ C
∞(U(x,ξ))
G such that
Fǫ|T∗Σ∩U(x,ξ) = f |T∗Σ∩U(x,ξ) (3.14)
By the existence of G-invariant partition of unity subject to the cover U =⋃
(x,ξ)∈T∗Σ
U(x,ξ), then there exists F ∈ C
∞(U)G such that F |T∗Σ = f . Extending
F to F˜ ∈ C∞(T ∗M)G, we then prove our desired result.
To prove (3.14), we first recall some facts on polar representations which we
will use. Let (G,K) be a symmetric pair and consider the isotropy represen-
tation of K on p = TK(G/K). It is a polar action and any maximal abelian
sub-algebra Σ is a section. Its generalized Weyl group Π is also called the
”baby” Weyl group. Consider the diagonal action of K on pm (respectively
Π on Σm) and the corresponding algebra of invarant (m-variable) polynomi-
als R[pm]K (respectivelly R[Σm]Π). Then we have the following result due to
Tevelev [13].
Theorem 3.1 The restriction map |Σ : R[p
m]K → R[Σm]Π is surjective.
As a polar representation is (up to orbit equivalence) the isotropy represen-
tation of a symmetric space [2]. Theorem 3.1 generalizes to the class of polar
representations [6] (Corollary 2).
Corollary 3.1 Let K ⊆ O(p) be a linear representation which is also polar with
a section Σ and generalized Weyl group Π. Then the restriction is surjective:
|Σ : R[p
m]K → R[Σm]Π.
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Corollary 3.2 Let p be a polar representation of a compact Lie group K with a
section Σ and generalized Weyl group Π. Then the restriction to Σ is surjective:
|Σ : C
∞(pm)K → C∞(Σm)Π.
Proof: It’s a classical result of Hillbert ([12], Proposition 2.4.14) that
R[pm]K is finitely generated. Let ρ1, ..., ρn be generators. By Corollary 3.1,
ρ1|Σ, ..., ρn|Σ generate R[Σ
m]Π.
For any f ∈ C∞(Σm)Π, apply Schwarz’s Theorem [10] to the action of Π
on Σm, we get F ∈ C∞(Rn) such that f = F ◦ ρ|Σ, where ρ|Σ : Σ
m → Rn be
the map whose coordinates are ρ1|Σ, ..., ρn|Σ. Then f˜ = F ◦ ρ ∈ C
∞(pm)K such
that f˜ |Σ = f .

We can now give a proof of (3.14). By Lemma 2.1, as Σ is totally geodesic
in M , then T ∗Σ is totally geodesic in T ∗M . Hence the normal exponential
map exp⊥ of the orbit G · (x, ξ) maps the ǫ-ball Bǫ in T(x,ξ)T
∗Σ∼=TxΣ ⊕ TxΣ
diffeomorphically onto T ∗Σ ∩ U(x,ξ). ∀f ∈ C
∞(T ∗Σ)Π, f ◦ exp⊥ : Bǫ → R is
a Π(x,ξ)-invariant smooth function, where Π(x,ξ) = {h ∈ Π| h(x, ξ) = (x, ξ)}.
Let W be a polar representation of K := G(x,ξ) with a section Tξ#TxΣ ∼= TxΣ
defined in Lemma 3.2. By Corollary 3.2, we see that there exists fǫ ∈ C
∞(W ⊕
W )K such that
fǫ|Bǫ = f ◦ exp
⊥
Hence fǫ ◦ (exp
⊥)−1 = f on T ∗Σ ∩ U(x,ξ). Combined with Lemma 3.2 and the
Slice theorem, then fǫ is pulled back to be a smooth function on G × S
⊥
(x,ξ)(ǫ)
which descends to Fǫ ∈ C
∞(U(x,ξ))
G such that Fǫ = f on T
∗Σ ∩ U(x,ξ). We
finish the proof of the surjectivity part of Theorem 1.2.
Let ω be the standard symplectic form on T ∗M . We show that the restriction
to T ∗Σ preserves Poisson brackets (C∞(T ∗M)G, { , }1) and (C
∞(T ∗Σ)Π, { , }2),
where { , }i=1,2 are Poisson brackets induced by ω and ω|T∗Σ respectively.
Let M˚ ⊆ M be the union of principal orbits and Σ˚ = Σ ∩ M˚ . Then Σ˚ is
open and dense in Σ ([3] Propsition 1.3). It follows that T ∗Σ˚ ⊆ T ∗Σ is also
open and dense. ∀(x, ξ) ∈ T ∗Σ˚, we have the following orthogonal splitting with
respect to the Sasaki metric g˜ on T ∗M :
T(x,ξ)T
∗M ∼= T(x,ξ)G(x, ξ)⊕ JT(x,ξ)G(x, ξ)⊕ T(x,ξ)T
∗Σ˚. (3.15)
To see this, as Σ˚ consists of principal orbits, the slice representation at x ∈ Σ˚
is trivial. Hence G(x,ξ) = Gx, ∀(x, ξ) ∈ T
∗Σ˚. By [7], we also have dimG · x +
dim Σ˚ = dimM . Then the dimension of the vector space on the right hand side
of (3.15) is equal to
2 dimG(x, ξ) + 2 dim Σ˚ = 2(dimG · x+ dim Σ˚) = 2 dimM
which finishes the proof of (3.15).
11
∀f ∈ C∞(M)G, at (x, ξ) ∈ T ∗Σ˚, we can write
Xf = X + JY + Z,
where X,Y ∈ T(x.ξ)G(x, ξ), Z ∈ T(x,ξ)T
∗Σ˚.
Recall that iXfω = df , ω is the standard symplectic form on T
∗M . Since f
is G-invariant, we get (iXfω)(Y ) = df(Y ) = 0. Then
ω(Xf , Y ) = g˜(JXf , Y ) = g˜(JX − Y + JZ, Y ) = −g˜(Y, Y ).
It follows that Y = 0.
Now let f1, f2 ∈ C
∞(T ∗M)G, at (x, ξ) ∈ T ∗Σ˚, we have
Xfi = Xi + Zi, i = 1, 2
where Xi ∈ T(x,ξ)G(x, ξ), Zi ∈ T(x,ξ)T
∗Σ˚.
Let fˆ1 = f1|T∗Σ˚, then we claim that Xfˆ1 = Z1. In fact iXfˆ1
ω|T∗Σ = dfˆ1.
∀Y ∈ T(x,ξ)T
∗Σ˚, we have
g˜〈X
fˆ1
, Y 〉 = ω(X
fˆ1
, JY )
= dfˆ1(JY )
= df1(JY )
= ω(Xf1 , JY )
= g˜〈Z1, Y 〉.
Then at (x, ξ),
{f1, f2}1 = ω(Xf1 , Xf2)
= g˜(JX1 + JZ1, X2 + Z2)
= g˜(JZ1, Z2)
= ω|T∗Σ(Z1, Z2)
= {fˆ1, fˆ2}2.
By continuity, {f1, f2}1 = {fˆ1, fˆ2}2 on T
∗Σ everywhere.
Proof of Corollary 1.1: As M is a polar G-manifold, the inclusion: Σ/
Π → M/G is a homomophism [7]. By Chevalley restriction theorem [7], the
restriction |Σ : C
∞(M)G → C∞(Σ)Π is an isomorphism, which implies that
M/G is diffeomophic to Σ/Π. We now show that T ∗M  G is diffeomophic
to T ∗Σ  Π. By Theorem 1.2, C∞(T ∗M)G/IG is isomophic to C∞(T ∗Σ)Π as
Poisson algebra, where IG is the ideal of G-invariant smooth functions on X
vanishing on u−1(0).
It’s enough to show that the inclusion T ∗Σ  Π→ T ∗M G is a homomor-
phism. By Proposition 1.1, it sufficies to show
G · (x, ξ) ∩ T ∗Σ = Π · (x, ξ), ∀(x, ξ) ∈ T ∗Σ.
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Clearly Π · (x, ξ) ⊆ G · (x, ξ)∩T ∗Σ. On the other hand, ∀h1(x, ξ) ∈ G(x, ξ)∩
T ∗Σ, we have h1x ∈ G · x ∩ Σ and h1ξ
# ∈ Th1xΣ. By Corollary 4.9 in [7], we
get
G · x ∩ Σ = Π · x, ∀x ∈ Σ.
Hence
h1x = h2x, h2 ∈ Π. (3.16)
Then (h−12 h1)x = x and so h
−1
2 h1 ∈ Gx. Since (x, ξ) ∈ T
∗Σ, we get ξ# ∈
Tx(G·x)
⊥. By Lemma 3.2, the slice representation: Gx×Tx(G·x)
⊥ → Tx(G·x)
⊥
is polar with a section TxΣ and generalized Weyl group Πx. By Corollary 4.9
in [7] again,
Gx · ξ
# ∩ TxΣ = Πx · ξ
#.
As h−12 h1 ∈ Gx, h2 ∈ Π, h1ξ
# ∈ Th1xΣ, we get h
−1
2 h1ξ
# ∈ Gx · ξ
# ∩ TxΣ. Then
there exists h3 ∈ Πx such that
h−12 h1ξ
# = h3ξ
#.
Hence h1ξ
# = h2h3ξ
# ∈ Π · ξ#. Combined with 3.16, we obtain h1(x, ξ
#) =
(h2x, h2h3ξ
#) = h2h3(x, ξ
#) ∈ Π · (x, ξ#). So G(x, ξ) ∩ T ∗Σ ⊆ Π · (x, ξ). 
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