Abstract: Given a graph with non-negative edge weights, the MAX-CUT problem is to partition the set of vertices into two subsets so that the sum of the weights of edges with endpoints in different subsets is maximized. This classical NP-hard problem finds applications in VLSI design, statistical physics, and classification among other fields. This paper compares the performance of several greedy construction heuristics for MAX-CUT problem. In particular, a new "worst-out" approach is studied and the proposed edge contraction heuristic is shown to have an approximation ratio of at least 1/3. The results of experimental comparison of the worst-out approach, the well-known best-in algorithm, and modifications for both are also included.
Introduction
Given an undirected graph G = (V, E) with the set of vertices V = {1, 2, 3, . . . , n} and the set of edges E with weights w ij ≥ 0 for each (i, j) ∈ E, the MAX-CUT problem is to find a partition of vertices into two disjoint subsets S 1 and S 2 such that the sum of weights of the edges with endpoints in different subsets is maximized. Each partition of vertices into two subsets S 1 and S 2 with S 1 ∩ S 2 = ∅ and S 1 ∪ S 2 = V is called a cut, and the total weight of edges with endpoints in different subsets is called the weight of the cut or the cut value and is denoted by cut(S 1 , S 2 ):
The MAX-CUT problem finds applications in statistical physics and circuit layout design [6] . Other applications include social networks, where the MAX-CUT value is generally a measure of robustness of the network [2, 7] , and classification [10] .
Like many other graph theory problems, MAX-CUT is very easy to state but hard to solve. It is a well known NP-hard problem [23] . The MAX-CUT problem
subject to:
y ij − x i − x j ≤ 0, i, j = 1, 2, . . . , n, i < j; (1a) y ij + x i + x j ≤ 2, i, j = 1, 2, . . . , n, i < j; (1b) x i ∈ {0, 1}, i = 1, 2, . . . , n.
(1c)
In the above, an optimal solution (x * , y * ) corresponds to an optimal MAX-CUT partition of V into two subsets S 1 = {i : x * i = 0} and S 2 = {i : x * i = 1}. A detailed polyhedral study of the problem is given in [12] . Note that the mixed integer formulation that we propose above has the same number of integer variables as the number of vertices in the graph, while the known integer programming formulations, including that proposed in [12] , have a quadratic number of integer variables with respect to the number of vertices. However, the above formulation also has a quadratic number of non-integer variables in addition to the integer variables. We will also mention the following nonconvex quadratic formulation [4] . The optimal objective function value of MAX-CUT problem is given by
where W = [w ij ] n i,j=1 is the matrix of edge weights (with zero diagonal), and e = [1, 1, . . . , 1] T is the unit vector of length n. Similar quadratic formulations with binary variables are typically used to obtain semidefinite programming relaxations for the MAX-CUT problem and derive approximation algorithms and heuristics based on such relaxations [8, 9, 17, 25] .
The known polynomially solvable cases include planar graphs [19] , graphs without K 5 minors [5] , and weakly bipartite graphs with nonnegative weights [18] . MAX-CUT on dense graphs [13] and Metric MAX-CUT have polynomial time randomized approximation schemes [14] . However, metric MAX-CUT is not known to be NP-hard. The general version of MAX-CUT problem is also known to be APXcomplete [26] , meaning that unless P=NP, it does not allow a polynomial time approximation scheme (PTAS) [28] . Thus, approximation algorithms or heuristics are used for finding acceptable solutions in polynomial time.
In this paper, we compare the performance of several greedy construction heuristics for the MAX-CUT problem. In particular, we present and study a new "worst-out" construction approach for the MAX-CUT problem, the edge contraction heuristic. We show that the proposed algorithm has the approximation ratio of at least 1/3. We also present an experimental comparison of solutions obtained using the edge contraction heuristic, the classical "best-in" 1 2 -approximation algorithm of Sahni and Gonzales [27] , and modifications for both.
The remainder of this paper is organized as follows. Section 2 briefly surveys the known construction algorithms for MAX-CUT problem. The edge contraction heuristic is proposed and analyzed in Section 3. Some modified versions of the Sahni-Gonzalez algorithm are presented in Section 4. Section 5 presents the results of experimental comparison of several greedy construction heuristics for the problem of interest in terms of the solution quality. Finally, some concluding remarks are given in Section 6.
Construction algorithms and their approximation ratios
Most heuristic approaches to the MAX-CUT problem consist of a construction algorithm, which builds a feasible solution from scratch, and a local search procedure that attempts to iteratively improve the current solution until a local maximum with respect to a given neighborhood is reached. In this paper we deal only with construction algorithms. More specifically, we are interested in simple greedy construction approaches and their variations. There are two major types of greedy construction algorithms for discrete optimization problems on graphs: "best in" and "worst out". A best-in algorithm typically starts with an empty graph (or a very small subgraph of the input graph), while various subgraphs of the original graph (which may be a vertex or an edge, depending on the problem) are considered to be candidates for inclusion in the constructed feasible solution. Then the algorithm successively adds a candidate, which provides the "best" contribution to the objective function value, and removes the candidates that become ineligible for inclusion from the list of candidates. The procedure is repeated until a feasible solution is constructed (for minimization problem) or the candidate list is empty. Alternatively, a worst-out algorithm usually starts with the input graph and on each step removes the part of the graph (such as a vertex or an edge), which, if included in the solution, would provide a "worst" contribution to the objective function value compared to all other candidates for removal. The algorithm stops when the remaining graph constitutes a feasible solution (for maximization problem) or any additional step would make otherwise feasible graph infeasible. Note that this description of best-in and worst-out algorithms aims to provide a general idea behind such algorithms and does not intend to be restrictive, as numerous variations of the outlined greedy approaches can still be called best-in or worst-out algorithms. This paper was partially motivated by observation that, while there are several well-known best-in algorithms for MAX-CUT problem, no results on worstout approaches have been published to the best of our knowledge. In particular, we are interested in comparing the the proposed worst-out and the known best-in algorithms in terms of their approximation ratios and quality of the solutions obtained in numerical experiments. Next we define the concept of approximation ratio for a MAX-CUT algorithm and mention some of the known algorithms for MAX-CUT and their approximation ratios.
Let W A (G) be the cut size generated by an approximation algorithm A for MAX-CUT problem on a graph G. The approximation ratio of the algorithm A is defined as the largest R A for which
where
w ij is the sum of all edge weights of the graph. Thus, any R such that W A (G)/W (G) ≥ R for any G provides a lower bound on R A . Since finding a better than W (G) upper bound on the size of maximum cut may be nontrivial, this bound is frequently used to estimate an algorithm's approximation ratio.
In 1976, Sahni and Gonzalez [27] presented an algorithm that constructs an approximate solution to MAX-CUT with the approximation ratio of 1/2. The time complexity of this algorithm is O(|V | + |E|). Their algorithm starts by placing one vertex to each partition, and the remaining |V |−2 vertices are examined one by one. A vertex j is assigned to a partition if the total weight of the edges in between vertex j and the vertices in that partition is minimal. This algorithm, which is perhaps the first known approximation algorithm for MAX-CUT, is still quite popular due to its simplicity and reasonably good quality of solution it guarantees. Recently, Festa et al. [15] implemented and tested a greedy randomized adaptive search procedure, a variable neighborhood search and a path-relinking intensification heuristic for MAX-CUT. In the construction phase, at each iteration, an element is randomly selected from a restricted candidate list, whose elements are ranked according to the main idea that Sahni and Gonzalez used.
Haglin and Venkatesan [20] proposed an algorithm that guarantees an approximation ratio of at least of 1/2 + 1 2|V | starting with a matching of size |E|/|V |. Their algorithm runs in O((|E| log |E| + |V | log |V |)/p + log p log |V |) parallel time using 1 <= p <= |E|+|V | processors. They also showed that it is NP-Complete to decide if a given graph has a maximum cut with at least a fraction 1/2 + ε of the sum of weights of its edges, where ε is a positive constant. Cho et al. [11] proposed an improved approximation algorithm running in O(|E| + |V |) sequential time yielding a node-balanced maximum cut with size at least W (G)(1/2 + 1/2|V |). Although the approximation ratio is the same as Haglin and Venkatesan's, their algorithms is better in terms of time complexity. They initialize the partitions to be empty and find a matching M of size |E|/|V | to be included in the final cut. Then, they assign the vertices to partitions considering a vertex pair at a time such that the cut value in between the partitions is maximized. Kajitani et al. [22] modified the Haglin and Venkatesan's approach by using a matching with |E|/(|V | − 1) edges in G, which they computed in O(|E|+|V |) time. This allowed them to obtain an approximation ratio of 1/2 + 1 2(|V |−1) which is a slight (but not asymptotic) improvement. The most remarkable approximation results for MAX-CUT problem are associated with using semidefinite programming relaxations of MAX-CUT formulations. In their breakthrough paper [17] , Goemans and Williamson used semidefinite programming to develop an algorithm for MAX-CUT that always delivers solutions of expected value at least 0.87856 times the optimal value. Feige et al. [24] improved the last step of the Goemans-Williamson algorithm to obtain an approximation ratio of at least 0.921 for graphs of maximum degree three. Liu et al. [25] proposed a tighter semidefinite relaxation of MAX-CUT. For cubic graphs, i.e., graphs in which the degree of all vertices is three, Halperin et al. [21] presented an improved semidefinite programming based approximation algorithm, which has an approximation ratio of 0.9326. Semidefinite programming approaches yield algorithms with the best known approximation ratios, however, the time and space requirements limit their applicability in practice.
In 2002, Alperin and Nowak presented a smoothing heuristic based on Lagrangian relaxation [3] . The heuristic is based on a parametric optimization problem defined as a convex combination between a Lagrangian relaxation and the original problem. Starting from the Lagrangian relaxation, a path following method is applied to obtain good solutions while gradually transforming the relaxed problem into the original problem formulated with an exact penalty function.
Although researchers found improvements, especially by making use of semidefinite programming, since the publication of the very basic 0.5-approximation algorithm of Sahni and Gonzalez, there has not been much progress in developing algorithms with a constant approximation ratio that would be fast, simple and effective in practice. This is especially important for the cases where one needs to solve MAX-CUT as a subroutine many times. It is also important to note that as long as total weight W (G) of all edges in the graph is used instead of the optimal cut value in derivation of the approximation ratio result, we cannot prove that the approximation ratio is better than 1/2 for any algorithm. This is because there exist graphs on which the MAX-CUT value is very close to W (G)/2. At the same time, finding a tighter upper bound for the MAX-CUT value is not trivial. In fact, this bound is sharp in some sense, since a bipartite graph has a MAX-CUT value which is exactly W (G). The need for improved simple algorithms which would outperform the algorithm proposed by Sahni and Gonzalez in terms of solution quality in practical applications is another motivation to consider several alternative greedy approaches which we present and analyze in the following two sections.
The edge contraction heuristic
Let e = (x, y) be an edge of a graph G = (V, E). Contracting an edge e means forming a new vertex v = v xy out of e, which becomes adjacent to all the former neighbors of x and y. The edge contraction heuristic takes the graph G = (V, E) as an input. If the graph is not complete, add all missing edges with weight zero to the original graph. The minimum weighted edge of G is contracted and the graph is updated. Each time an edge e is contracted, the number of the vertices in the graph decreases by one. This procedure is done repeatedly until the number of vertices remaining in the graph becomes two. This heuristic is a worst-out greedy method. The motivation for this method comes from the fact that at each iteration, contracting the minimum weighted edge corresponds to removing this edge from the final solution by assigning the adjacent vertices to the same partition.
In the algorithm, whenever an edge e, whose endpoints are the vertices x and y, is contracted, we form the edges adjacent to the new vertex v = v xy . Let i be a vertex distinct from x and y. Then the weight of the new edge between the vertices v xy and i is obtained by adding the weights of the edges (x, i) and (y, i): w vi = w xi + w yi . At each step, each vertex v has a contraction list which contains all the vertices adjacent to edges that were contracted in previous steps of the algorithm to form vertex v. When the algorithm stops, we have two vertices whose contraction lists give us the output cut partition. The steps of the algorithm are summarized in Algorithm 1. It is easy to see that the time complexity of this algorithm is O(|V | 3 ). Note that if we use |V | − k steps instead of |V | − 2 steps in the main for-loop of this algorithm, then we obtain a heuristic for the maximum k-cut problem, which is to partition all vertices into k disjoint sets so that the some of the weights of all edges with endpoints in different parts is maximized. The ContractionList(i) set of each remaining vertex i would correspond to the partitions, while the objective
Denote by x and y the only 2 vertices in V S 1 = ContractionList(x); S 2 = ContractionList(y); cut(S 1 , S 2 ) = w xy function value would be the sum of weights of all remaining edges.
The following lemma will be used to prove an approximation ratio result for the contraction algorithm for the MAX-CUT problem.
Lemma 1. Let W k denote the total weight of the first k edges contracted by the edge contraction heuristic and let W be the total weight of all edges in the graph. Then for any
where n is the number of vertices in the input graph.
Proof. The proof is based on the fact that the weight of a contracted edge is no greater than the average edge weight in the current graph at each iteration. This is true since the procedure always contracts an edge of the smallest weight. So, the weight of the first contracted edge satisfies
.
We will use induction on k. We have already shown that the lemma is valid for k = 1. Assume it is correct for all integer k ≤ κ. We need to derive the inequality in lemma for k = κ + 1. Expressing the upper bound on W κ+1 through W κ and W , and using the induction assumption for W κ , we obtain:
and by induction the lemma is correct. 
Here, as before, W denotes the total weight of all edges in the graph.
Proof. The proof follows from Lemma 1. Indeed, W c = W − W n−2 , thus from the lemma 
Modifications to the edge contraction heuristic and Sahni-Gonzalez algorithm
In this section, we discuss four algorithms which are obtained by modifying the edge contraction heuristic and the Sahni-Gonzalez algorithm. The algorithms SG1, SG2 and SG3 are variations of Sahni-Gonzalez algorithm where the order to consider the vertices depends on a score function.
The compromise heuristic: This heuristic is a combination of the edge contraction heuristic and the Sahni-Gonzalez algorithm. We first apply the edge contraction heuristic until the weight of the minimum weighted edge on updated graph becomes greater than or equal to the average edge weight of the input graph. The intuition behind this idea is that if the edge weights in a graph are much smaller than the average edge weight, then it is more likely that the endpoints of these type of edges will be in the same partition of the MAX-CUT. We will call them "light edges" and the edges that are not light will be called "heavy". After all light edges are contracted, we apply the Sahni-Gonzalez algorithm on the updated graph.
SG1: This is a best-in algorithm, which is a modification of the Sahni-Gonzalez approach. Its steps are summarized in Algorithm 2. Here w(i, S j ) denotes the total weight of the edges in between vertex i and the vertices in the partition V j , j = 1, 2. At each iteration, the SG1 algorithm considers all the remaining vertices and picks the one which will contribute the most to the current cut value at that iteration.
Algorithm 2: The SG1 Algorithm Input: A complete graph G(V, E) with edge weights
The SG2 algorithm is very similar to SG1. The differences are in the definition of the score function and in the choice of the next vertex to be included in one of the partitions:
• Choose the vertex i * with the minimum score.
This algorithm can be thought of as a best-in algorithm for the minimum 2 set partitioning problem, which is to partition all vertices into two disjoint subsets so that the sum of weights of edges with both endpoints in the same partition is minimized. Obviously, this problem is equivalent to the MAX-CUT problem. Indeed, at each step a vertex that is the best in terms of contributing to the goal of minimizing the current partitions weight is chosen.
SG3: This algorithm is also very similar to SG1, the only difference being the score function. In this case the score of each remaining vertex is calculated as follows:
In fact, SG3 can be viewed as a clever combination of SG1 and SG2. For all the vertices, it takes into account the contribution to the minimization of the current partition weight and at the same time the contribution to the current cut value in that iteration by simply looking at the absolute difference.
In the next section, we present the results of the numerical experiments.
Numerical results
This section presents the results of the numerical experiments to compare the performances of the algorithms introduced in Sections 3 and 4, and also the basic Sahni-Gonzalez [27] algorithm. We tested these algorithms on several randomly generated graphs and some TSP instances from TSPLIB. These graphs are all weighted and complete. In addition, some instances were taken from Resende et al. [15] (G1, G2, G15, G17 and G53 are all 0, 1 weighted). The size of the TSP instances are already specified in their names and for an instance named rxx, yy, xx denotes the number of the vertices and yy denotes the maximum weight of edges. G1,G2, G15 and G17 are of size 800 while G53 is of size 1000. We first compare the results for Sahni-Gonzalez algorithm and the edge contraction heuristic in Table 1 . In this table, W SG and W C represent the value of the cut obtained using the SahniGonzalez and the contraction algorithm, respectively, while W stands for the sum of weights of all edges in the graph.
From Table 1 , the Sahni-Gonzalez algorithm outperforms the edge contraction heuristic by giving better approximation in general. In particular, on three instances (r25, 30; r45, 50; and r150, 3) the ratio W C /W is less than 1/2, which is the approximation ratio of the Sahni-Gonzalez algorithm. Thus, the approximation ratio of the edge contraction heuristic is less than that of the Sahni-Gonzalez algorithm. The 1/3 bound derived in Theorem 1 may be tight, but has not been proven so. However, on 5 out of 9 TSP instances, regarded as "dense" instances, the edge contraction heuristic does better than the Sahni-Gonzalez algorithm. This observation enhances our motivation for the compromise heuristic. The Sahni-Gonzalez algorithm is also better than the edge contraction heuristic in terms of running time. The time complexity of the edge contraction heuristic is O(|V | 3 ). Since we are considering the complete graphs, the time complexity of Sahni-Gonzalez algorithm is O(|V | 2 ). Next, we present the results obtained by the edge contraction heuristic (C), the Sahni-Gonzalez algorithm (SG), the compromise heuristic (CSG) and the modified versions, SG1, SG2 and SG3 of SG in Table 2 . Here the results are presented as the ratios of the cut value of the solution obtained using a given algorithm to the total edge weight W . We see that the compromise heuristic (CSG) does not perform better than the contraction and Sahni-Gonzalez algorithms. But the results we obtained from the algorithms SG1, SG2 and SG3 are more encouraging. Among these SG3 is the best overall. As it was explained in the previous section, SG3 chooses the "best" candidate at each iteration by considering the absolute contribution in terms of both the increase in the cut value and the increase in the partition weight. Figure 1 illustrates the results graphically for the SG, C and SG3 algorithms. It clearly shows that SG3 outperforms the contraction and Sahni-Gonzalez algorithms in all considered instances. Our experimental analysis shows that SG3 is the best choice although it has the same worst-case approximation ratio of 1/2 as the original Sahni-Gonzalez algorithm. It is important to note that experimental analysis has a crucial role especially in comparison of construction algorithms for MAX-CUT since theoretically it is not possible to obtain an approximation ratio greater than 1/2 as long as the total edge weight is used instead of the optimal cut value in the approximation ratio derivation. 
Conclusion
In this paper, a greedy worst-out construction heuristic for the MAX-CUT problem called the edge contraction heuristic was introduced. We have shown that it has an approximation ratio of at least 1/3 and a time complexity of O(|V | 3 ). To the best of our knowledge, this is the first time a worst-out greedy approach has been applied to approximate the MAX-CUT problem. We also proposed several best-in 1 2 -approximation algorithms for the same problem that are modifications of a well-known heuristic introduced by Sahni and Gonzalez [27] . We carried out some numerical experiments to compare the performance of these heuristics. Our experiments showed that the edge contraction heuristic is outperformed by Sahni and Figure 1 Comparison of results for SG, C, and SG3 algorithms. The instances are numbered in the order they are presented in Tables 1 and 2. Gonzalez approach. Moreover, we observed that its approximation ratio is worse than that of the Sahni-Gonzalez algorithm. We also observed that the modified versions of Sahni-Gonzalez heuristics, where a score function is used to determine the best candidate at each iteration, outperform the Sahni-Gonzalez heuristic. Based on our experiments, we concluded that this approach is outperformed by best-in algorithms, while the results obtained from modified versions of the Sahni-Gonzalez approach are quite encouraging. Recall that these results are for construction algorithms only and can be further improved by applying improvement heuristics, such as local search and advanced metaheuristic strategies [1, 16] .
