This is the second in a two part series of papers on incorporation of the broadcast approach into oblivious protocols for the relay channel where the source and the relay are collocated. Part I described the broadcast approach and its benefits in terms of achievable rates when used with the sequential decodeand-forward (SDF) scheme. Part II investigates yet another oblivious scheme, the Block-Markov decodeand-forward (BMDF) under the single and two-layered transmissions. For the single layer, previously reported results are enhanced and a conjecture regarding the optimal correlation coefficient between the source and the relay's transmission is established. For the discrete multi-layer transmission of two or more layers, it is shown that perfect cooperation (2x1 MISO) rates are attained even with low collocation gains at the expense of a longer delay, improving upon those achievable by the SDF.
I. INTRODUCTION
In part I of this two-part series [1] , we introduced the incorporation of the broadcast approach into an oblivious cooperation protocol termed sequential decode-and-forward (SDF) which is used to enhance the achievable rates for a source communicating to a destination with an aid of a nearby relay. It was demonstrated that by using two-layered transmission, substantial gains can be achieved under various channel settings, for both oblivious and non-oblivious cooperation scenarios ,while enjoying low delay.
The two-layered transmission achieved about 80% of the optimal continuous layering gain, with further improvement possible by increasing the number of layers.
The main limitation of the SDF is the fact that the relay remains silent while trying to decode the message, which is rather a severe constraint. Had the relay been unable to decode the message during the block time, the destination views a single user channel with its low achievable rates. The ability of the two-layer approach to overcome this drawback is partial , mainly due to its interference limited nature. In order to alleviate this constraint, in part II we consider the Block-Markov encoding scheme which originates from [3] . We employ the regular encoding/backward decoding scheme [6] at the destination for the two-layer transmission to show that very significant gains are achieved over the direct transmission even with low collocation gains. The case of correlated transmission of the source and the relay is examined [2] , [4] for both the outage and the broadcast approaches and the optimality of the uncorrelated scheme ( ) 0 ρ = is established for the outage approach. In [4] , the maximal throughput for a 2x1 MISO is established analytically under individual power constraints and constrained correlation, proving useful in a BM rate evaluation. Another result there [Theorem 1] is used to reduce the optimal correlation uncertainty area of [2, Theorem 1] under equal source and relay powers.
The rest of the paper is organized as follows. Section II gives the necessary background to the BM scheme;
Section III discusses the single layer BM; Section IV treats the embedding of a two-layer broadcasting into the BM scheme; finally concluding remarks are given in Section V. Proofs and derivations are deferred to Appendixes A-B.
II. THE BLOCK-MARKOV ENCODING/DECODING SCHEME In order to set up the discussions in this paper, we reiterate the channel model used in part I which is illustrated in Fig. 1 and can be mathematically expressed as ( ) 
Otherwise, the signal at the destination is modeled by
In (1) , (2) Further details on this model can be found in part I.
The decode-and-forward strategy for the relay channel [ (3) and is actually the capacity of a degraded relay channel [3] . Expression (3) can be interpreted as the minimum between the maximal rate supported by the source-relay channel and the maximal rate supported by the 2x1 MISO channel consisting of the source/relay and the destination. There are three known schemes which achieve the rate (3). The first scheme, irregular encoding/successive decoding, developed in [3] , involved Markov superposition coding, random binning and successive decoding. The encoding of the source and the relay messages was done with codebooks of different size, hence the term irregular encoding. The scheme of the regular encoding/sliding-window decoding appears in a work of Carleial [7] in the context of multiple-access channel with generalized feedback (MAC-GF) in which the destination employed a sliding-window decoding by using two consecutive outputs of the channel and the coding was done with codebooks of equal sizes. The MAC-GF of Carleial includes the relay channel as a special case.
The third strategy , regular encoding/backward decoding , was developed by Willems [6] in his work on the MAC-GF. The backward decoding technique is generally better than the sliding-window decoding, but for the discrete memoryless relay channel the three schemes achieve the same rate. The structure of the superposition code for the fading channel as well as the encoding/decoding procedure can be found in [9] .
III. SINGLE LAYER BLOCK-MARKOV DECODE-AND-FORWARD
We start by examining the single layer case. The relay and the destination signals are defined in (1) and a correlation between the source and the relay signals is introduced by defining
The DF rate for the relay channel becomes [2] ( ) 
The solution to (4) is given by [2, Theorem 1], from which three rate regions can be defined : low rates the BM rates as compared to the cut-set bound [5] reveals equality for certain channel conditions, especially when Q is high, expressing a proximity between the source and the relay. This means the BM rate is the capacity under those conditions in agreement with the fact that DF is optimal when the relay is near the source [5] . As Q → ∞ we may choose 1 ρ = and remain with the second term only, which is a cut rate and therefore optimal. In this case, ( ) , :
I x x y becomes the limiting term. Another observation from the various settings examined in this work is that the highest throughput is attained with 0 ρ = . This is stated in general in the following conjecture.
Conjecture 1: For a relay channel described by (1) using the BM protocol, the highest average throughput is attained for 0 ρ = .
Conjecture 1 is suggested by the derivations of Appendix A coupled with the numerical results. for equal powered source and relay, and sufficiently high Q , the uncertainty region may be reduced by using the following theorem.
Theorem 1: For a relay channel described by (1) using the BM protocol , the region in which 
Proof : Suppose s r P P = , making the total power budget of the system constrained by
Next, let us compare the decoding probability of a single user with a power constraint of P to the decoding probability of the source and the relay cooperating as a 2x1 MISO with equal powers of the terminals. For the single user and the MISO respectively ( ) ( ) e R R r P P e P P P P P P P Q
The effect of the correlation can be seen as a re-allocation of the available power between the source and the relay according to Next, we proceed to evaluating the achievable rates for the BM scheme under the oblivious setting.Due to the ability of achieving the MISO rates even for finite collocation gains as mentioned ,the rates are expected to be independent of Q for min Q Q > defined in (5) . In Fig. 3 , the oblivious rates are presented for several source-relay channel qualities. The BM scheme exhibits significant gains over the direct transmission, and, more importantly, under those channel conditions the gains are independent of the collocation gain. This is since MISO term of (3) 
and min Q is a decreasing function since 
Proof: For 
Solving for 1
Q > requires the use of ( )
and although the solution is similar, the resulting * s P is negative, indicating that the MISO rates are attained unconditionally for positive (in dB) collocation gains.
IV. TWO LAYER BROADCASTING BM

A. Uncorrelated transmission rates
In this section, we incorporate the two layer broadcasting into the BM structure. The most appealing feature of the BM as witnessed from the numerical results it that the collocation gain parameter does not need to be infinite to achieve the MISO bound. We therefore expect the two layer BM to achieve the MISO broadcasting bound for appropriate Q under the oblivious cooperation. For the sake of mathematical tractability, we will assume that the relay assists only when decoding both layers of the fractional message.
We use the same layering rate definitions as for the SDF and encode each layer with a BM code. The destination applies successive decoding to the layered transmission. The average throughput for each of the layers can be written as ( 
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where 1 2 ,
respectively. In our model, the source-relay channel is gain fixed, therefore for an attempted rate ( )
> is an indicator function and by taking Q large enough compared to 1 2 , η η , a reliable transmission over the source-relay link can be achieved. We start with deriving the expressions , A B for the two layer transmission bearing in mind the successive decoding of the layers at the destination coupled with backwards decoding strategy. Starting with the general system model, rewrite it as
where the transmitted signal is split into two layers, emphasizing the additive correlated interference added to the first layer by the second. We consider variable power allocation and similarly to the single layer case define two correlation coefficients by
The following theorem states the achievable average throughput for the two layer Block-Markov protocol.
Theorem 2 : For a relay channel described by (1) using the BM protocol with two layer broadcasting , the average achievable throughput is given by ( ) 
Examination of the decoding probabilities in (8) 
. (9) with (9) already solved for the variable power allocation MISO under the SDF setting [1] with the difference being no restriction on the source-relay rates as the channel allowed perfect cooperation. 
and assuming min,2 Q is a decreasing function, the rate of decrease is expected to be lower than for the single layer, and min,2 min Q Q ≥ , as shown in. Practically, this means that for a low collocation gain, we can expect to achieve the MISO bound only for a very large s P , if any. By Proposition 1, the threshold for the two layer case satisfies 6 demonstrates the rates when the relay power is fixed. Significant gains are achieved, decreasing with the increase of source power as relay's contribution is shadowed by the source dominance with increasing 
B. Correlated transmission
Having examined the 1 
Recall that the general quadratic equation in two variables is a conic section assuming a form of For a fixed 2 ρ , the LHS of (11) is maximal for 1 0 ρ = since the function has a negative derivative w.r.t 1 ρ .
For a fixed 1 ρ , on the other hand, the derivative becomes ( ) Attempting higher rate nullifies throughput as well since the second layer is not supported for 2 1 ρ = .
Examination of the second term of (39) reveals as expected that decreasing 1 ρ also decreases the SNR over the MISO channel, thus presenting a tradeoff for the optimal 1 ρ similarly to the single layer expressions.
Since the optimization is on the overall throughput, the optimality of the single layer solution for the second layer is no longer necessary valid, as using low 2 ρ results in higher interference to the first layer while increasing 2 ρ reduces the second layer rate. Some intermediate values of 2 ρ can therefore be expected.
Let us now derive the explicit probability for the second term of (39). First, notice that 
and by rewriting 
where the cumulative distribution of
We now derive a more explicit expression for
depending on the value of a . In general, 
The evaluation of the expression for 
Summarizing, for 0 k > , (13) can be expressed as ( For the second term of (42) the solution is similar to the one derived for the single layer cut-set bound [2] , so we only state it here with the appropriate adaptations. Define using the previous definitions for , 
By employing (18) we can compute explicitly the probability of decoding 1 R , but the intersection term ( )
required for the decoding probability of 2 R does not lend itself analytically tractable. Expression (19) can be used as an upper bound for the decoding probability of 2 R as ( ) ( ) ( ) ( )
Due to the complexity of the expressions, we turn to the Monte-Carlo technique in order to evaluate the achievable throughput for a given SISO attempted rates. In Fig. 7 1 ρ is feasible. The limitation on 2 ρ mostly comes from the second layer. It describes the limit from which on the second layer is non-decodable and therefore a major drop in the achievable throughput is expected. From the simulations, the decoding probability of the first layer also decreases for 2 1 ρ → , so we are left with a very low throughput. The maximal throughput for all cases checked is attained with 1 2 0 ρ ρ = = , but in the vicinity of the origin the rate is almost independent of the correlation coefficients. This is probably due to the use of an oblivious rate which sets low coefficients to terms involving 1 2 , ρ ρ .
Note that in both cases the maximum is located on the boundary of the feasible coefficients region. We may draw some reasoning of this by examination of the MISO term in (39 V. CONCLUSION In this paper, part II of a two-part series dealing with the incorporation of broadcast approach into oblivious cooperation protocols for the relay channel, we addressed the Block-Markov decode-and-forward scheme.
For the single layer transmission ,we have shown that MISO rates are achievable for oblivious cooperation conditioned on a positive (in dB) collocation gain between the source and the relay, thus largely improving upon the SDF requiring infinite gains for this. In addition, we have established a conjecture regarding the optimality of the uncorrelated transmission between the source and the relay in terms of throughput and a theorem regarding the correlation uncertainty region, extending [2] .
For the two-layered transmission, we have formulated the general rates attainable by the scheme and shown that the MISO rates are feasible here as well for the oblivious cooperation, leading to even more pronounced gains comparing to the SDF which was interference limited in this case. In fact, this applies to any number of discrete layers used. With correlated transmission applied for 2 N = , analysis of the general rate expression was carried out and the probability of decoding the first layer was explicitly computed analytically, and an upper bound to the overall decoding probability was provided.
Further research of the subject will include determining the optimal correlation coefficients for the multilayer transmission, extension of the achievable rates expressions to include the variable power allocation for more than two layers and the continuous broadcasting upper bounds. Truly oblivious protocols such as the compress-and-forward [2] , [10] in a broadcasting framework are of major interest as well.
APPENDIX A CONJECTURE 1
In order to show that the optimal throughput is attained for 0 ρ = we use the results by Katz and Shamai [4] for the successful decoding probability of a 2x1 MISO with correlation constraint max ρ and two assumptions regarding the throughput function :
1. The throughput function with 0 ρ = is uni-modal with a global maximum. This is proven further on. 
and once again we need to prove the function is decreasing at 
An extremum of the throughput is attained for ( ) 0 g R = . Solving, we get
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It is easily verified that both ( ) ( ) , m R n R are monotonically increasing and positive functions satisfying 
Computing the derivative, we get (22) 
, so the intersection point must be unique. P e P e c f R R R P R P P P P P P P Q P P
While it is possible to explicitly compute the derivative of the throughput function under this condition despite the complexity , proving
is sufficient as this will ensure the maximum under 
For fixed α and Q → ∞ the inequality hold as the RHS becomes 
and therefore the maximum is attained for 
and the throughput becomes 
and we wish to show that Solving the first term, we get From (6) , the decoding probability of the first layer is given by ( ) For the second layer, assuming that the first layer has been successfully decoded, one has ( ) ( 
The decoding probability of the second layer conditioned on successful cancellation of the first appears as ( ) completing the proof. 
