Abstract. We prove generalizations of Meusnier's theorem and Fenchel's inequality for a class of generalized surfaces with curvature measures. Moreover, we apply them to obtain a diameter estimate.
1. Introduction. The spaces of generalized Gauss graphs defined in [1] are natural candidates to be good ambient spaces for setting problems of calculus of variations involving surfaces, for example the problem of minimizing functionals depending on the area and on the curvatures of the argument surface.
Taking the point of view of the direct method of the calculus of variations, one is then interested in estimates for generalized Gauss graphs which may yield compactness of minimizing sequences.
A related question, which is also of independent interest, is to find appropriate generalizations of classical differential geometric results related to curvatures. Let us consider an estimate from above of the diameter of a compact surface by means of the L 1 -norm of the second fundamental form (compare [8] ). For a regular two-dimensional surface embedded in R 3 a possible way to get such an estimate rests on a couple of classical geometric results: Meusnier's theorem and Fenchel's inequality. In fact, from these two results one can deduce an estimate (called a slice estimate) for the slices of the Gauss graph obtained by slicing with planes orthogonal to a fixed direction. Then the final estimate easily follows from the Morse-Sard theorem.
In this paper we prove suitable generalizations of Meusnier's theorem for two-dimensional generalized Gauss graphs and Fenchel's inequality for onedimensional generalized Gauss graphs. Then we are able to prove a suitable generalization of the slice estimate. Unfortunately, in the general case, the 2. General notation and preliminaries. The standard notation of geometric measure theory will be adopted. For example, if U is an open subset of a euclidean space, we let D n (U ) denote the set of smooth n-forms with compact support in U , equipped with the usual locally convex topology. The usual mass and the normal mass of currents will be denoted by M and N respectively. The rectifiable current carried (or supported) by R, oriented by ξ and with multiplicity θ will be denoted by [ 
Throughout this paper we will deal with a generalized notion of Gauss graph immersed in the euclidean space R . Let e 1 , . . . , e n+1 and e 1 , . . . , e n+1 be the standard bases of R will be (x, y) or, indifferently, x + y. The one-dimensional linear space generated by a vector u ∈ R 3 x will be denoted by [u] 
, ξ k will denote the kth stratum of ξ, i.e.
where I(n + 1, j) = {(σ 1 , . . . , σ j ) | 1 ≤ σ 1 < . . . < σ j ≤ n + 1} and
In order to describe the process of slicing our surfaces orthogonally to a fixed unit vector v in R 
Also, we will need the map Υ :
The essential reason which makes this map useful is the following: the pushforward, by means of Υ , of the slice G t of a regular two-dimensional Gauss graph G is the Gauss graph of pG t . We note that range(
⊥ . We recall some preliminaries from [1] .
Moreover, let ϕ and ϕ * denote the canonical 1-form and its adjoint, respectively, i.e.
Then we define curv n (Ω) as the set of n-dimensional rectifiable currents
such that:
y , and Ξ(gϕ
The next proposition makes clearer, from a geometrical point of view, the hypothesis (i) in Definition 2.1.
is equivalent to
) and
) with g ≥ 0.
The following theorem gives us some information about the structure of the currents belonging to curv n (Ω).
is the usual projection and ζ : M → S n is an
, oriented by a continuous normal vector field ν :
, then we will denote by II x the second fundamental form of M at x, while Φ will be the Gauss-graph map, i.e.
The graph of ν, Φ(M ), will be denoted by G. The tangent planes to G at (x, y) and to M at x will be denoted by T (x, y) and T 0 (x, y) respectively (note that T 0 (x, y) = p(T (x, y)). Moreover, let
Then an orientation of G is given by η = ξ/|ξ|. Also, let us recall (see, for example, [6] ) that, for each x ∈ M , there exists an orthonormal basis τ 1 (x), . . . , τ n (x) of T x M and a set of numbers κ 1 (x), . . . , κ n (x), called respectively principal directions of curvature and principal curvatures of M at x, such that
From now on, we will restrict ourselves to the case of two-dimensional surfaces in R 3 x , although something in what follows could be easily stated even for higher-dimensional surfaces. Moreover, for brevity, we will often omit in formulas the obvious arguments x, (x, y) and Φ.
R e m a r k 3.1 (how to recover II from η). As
it is not difficult to verify that, for every tangent vector u,
R e m a r k 3.2 (Meusnier's formula in terms of η and Υ ). Let Q 0 = (x 0 , ν(x 0 )) ∈ G be a regular point for the slicing function f and let t 0 = f (Q 0 ). Then G t 0 has to be a regular curve, namely of class C 2 , in a neighbourhood of Q 0 , and v T 0 (i.e. the projection of v on T 0 ) cannot vanish along this regular arc since
2 parametrization by arc length of a piece of G t 0 such that Γ (0) = Q 0 and let us denote by κ and n respectively the scalar curvature and the normal vector of M t 0 (in a neighbourhood of x 0 ). Recalling that Γ 1 = ν • Γ 0 , we can easily recover the scalar curvature κ from Υ :
By Remark 3.1 and recalling that |v T 0 | = |ν · n|, we can write the Meusnier formula (see, for example, [2] )
as follows:
Finally, we remark that the transversality condition
holds for a.e. t ∈ R, as follows from the Morse-Sard theorem (see [4] ).
Before stating the Meusnier-type theorem, we give the following simple lemma.
y (and thus, in particular, for every w ∈ T ). As far as (ii) is concerned, we note that w·u T = w·u = w 0 ·u. Moreover,
Now we are ready to prove the main theorem of this section. As we will see in Section 3, the hypotheses will be satisfied by a parametrization Γ of almost every slice of a generalized Gauss graph.
2 be a Lipschitz map differentiable at 0 and such that
Moreover , let η and v be respectively a unit simple two-vector in R x such that (with T 0 = pT , where T is the two-dimensional linear subspace determined by η)
Then Γ 1 (0) = ±v and we have the Meusnier formula
P r o o f. From (iii) and (vi) it immediately follows that (3.1)
Then (iv) implies that Γ 1 (0) = ±v, whence the right side of the formula is well defined.
In proving the formula, we can supposeΓ 0 (0) = 0 (otherwise the formula holds trivially). Moreover, for brevity we shall write simply dΥ instead of d(Υ ) Γ 1 (0) and we will omit the argument of Γ (and of its derivative) understanding that it is 0, while it will be specified in the other cases.
By (i), (v), (vii) and Lemma 3.3(ii) (choosing w =Γ ) one has
and by recalling Lemma 3.3(i)).
The proof will be complete once we show that the right side in the Meusnier formula can be reduced to the right side of (3.3).
Let us start by computing dΥ (Γ 1 ). Recalling (3.1) and (iv) again, it is easy to check that
We now have to prove the following formula:
We can supposeΓ 1 = 0, since otherwise (3.4) is trivial. Let β be the angle betweenΓ 0 andΓ 1 and let ε be a vector chosen in such a way that ε,Γ 0 /|Γ 0 | and v form an orthonormal basis of R 
Then, again from (ii), it follows that Γ 1 = (Γ 1 · ε)ε + (Γ 1 · v)v, whence there must exist α such that
Moreover, we note that:
belongs to the plane spanned by ε, v and it is orthogonal to Γ 1 . In particular,
Now it is trivial to check (3.4). 
A Fenchel-type result
In particular (for
, and
We note that the statement trivially follows wheneverΛ 0 ≡ 0. Indeed, we then have Λ 0 = constant = x and so R = {x} × S 1 , whence M(Σ 1 ) = H 1 (S 1 ) = 2π. Thus, from now on, we can assume that
We need the following lemma that we shall prove later. 
Then γ is identically zero. Now we apply the lemma with γ =Λ 0 and l = M(Σ) to conclude (by (4.2)) that there is no α in [0, 2π) such thatΛ 0 (s) ∈ S α for every s in
, so that the previous statement is equivalent to the following:
By (4.3) together with the compactness and connectedness of
implied by the continuity of Λ 1 , we obtain
Then we can find
Now the conclusion immediately follows by recalling that
It is enough to prove the assertion for α = 0. In this case γ 2 ≥ 0 and as
i.e. γ 1 ≥ 0 and then, as Ì l 0 γ 1 (s) ds = 0, also γ 1 has to be identically zero.
Estimating the diameter
Lemma 5.1. Let η, y be respectively a simple two-vector in R x with respect to the canonical basis e 1 , e 2 , e 3 . Then, for any unit vector v in R
where T is the two-dimensional linear space related to η, T 0 = pT and • denotes the Hodge operator in [v] ⊥ ∼ = R 2 with respect to an ordered orthonormal basis e 
Then the assertion is a straightforward consequence of the following easy statement:
x ) be such that ∂Ξ = 0 and consider the function f :
The following remarks will be useful to prove the next theorem.
R e m a r k 5.3. From the general slicing theory (see [3] , [5] , [7] ), we know that Ξ t = Ξ, f , t is a null-boundary one-dimensional rectifiable current for a.e. t ∈ R. More precisely, (5.1) the tangent plane T to G exists and v
R e m a r k 5.4. As v T = 0 whenever η = η 2 , (5.1) implies that η = η 2 H 1 -a.e. along G t . In particular, if (5.1) holds true, then also
R e m a r k 5.5. Let
It follows that
P r o o f. Without loss of generality we can suppose Ξ t to be indecomposable, i.e. Ξ * t = Ξ t . By (ii), Σ = −ψ # Ξ t is a well defined rectifiable current. We first show that
The first equality immediately follows from ∂Ξ t = 0 taking into account (ii). The second is proved as follows. Lemma 5.1 and (5.6) imply that
By the transversality condition (5.1), we can restate this as
Taking into account (5.1) together with Lemma 3.3(i) and using then Lemma 5.2 (with X = T 0 ), we can assume that ψ |G t is injective. It follows that
Then, if g is any function with compact support and ϕ • denotes the Hodge transform of the canonical one-form in [v] ⊥ , one has
which is just the integral condition in the definition of curv 1 ([v] ⊥ ). This concludes the proof of (5.11). Now, consider the decomposition (5.13) 
Indeed, (5.14)-(5.16) imply that
|dΥ (Γ 1 )| ds and the right hand integral is not less than 2π by Theorem 4.1, taking into account (i).
To prove (5.16) we note that, by (5.8), |Γ 1 | = |Γ | = 1 almost everywhere in {Γ 0 = 0}. Then, also by recalling (5.2), we obtain
whence the assertion will follow by showing that 
