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0 Introduction
Abstract
We consider finite-dimensional irreducible transitive graded Lie alge-
bras L =
∑r
i=−q
Li over algebraically closed fields of characteristic three.
We assume that the null component L0 is classical and reductive. The
adjoint representation of L on itself induces a representation of the com-
mutator subalgebra L′0 of the null component on the minus-one compo-
nent L−1. We show that if the depth q of L is greater than one, then this
representation must be restricted.
Over algebraically closed fields F of characteristic p > 0, the classification of
the finite-dimensional simple Lie algebras relies on the classification of the finite-
dimensional irreducible transitive graded Lie algebras L =
⊕r
i=−q Li of depth
q ≧ 1 with classical reductive null component L0.We recall some of the progress
that has been made in the classification of such Lie algebras L. In the case in
which L−1 is not only irreducible but also restricted as an L0-module, such Lie
algebras are described by the Recognition Theorem of Kac [10] for p > 5. (See
also [3].) In [1] it is shown that for p > 5, L−1 is necessarily a restricted L
′
0-
module. (The assertion is also true for p = 5. [3]) When p = 3, the situation is
more complicated. In characteristic three, there are series of simple graded Lie
algebras which satisfy the conditions of Kac’s Recognition Theorem, but which
are neither classical Lie algebras nor Lie algebras of Cartan type. (See [6], [12],
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of Basic Research Grants #02-01-00725 and #18-01-00900. He would also like to express
his appreciation for the hospitality of The Ohio State University, both at Columbus and at
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[14].) Moreover, for q = 1, examples exist in which L−1 is not a restricted
L′0−module. All simple depth-one graded Lie algebras over algebraically closed
fields of characteristic three with non-restricted L′0-module L−1 were determined
in [4]. (In [11], the authors classified all simple depth-one graded Lie algebras
over algebraically closed fields of characteristic three in which L−1 is a restricted
L′0−module.) In [2], two-graded (i.e., depth-two, graded) Lie algebras were
examined, and it was proved that when p = 3 and q = 2, the L′0−module L−1
must be restricted. For q = 3, the corresponding statement was proved in [7]. It
was conjectured in [2] that a non-restricted L′0−module L−1 can exist only in Lie
algebras of depth one. The present paper completes the proof of that conjecture
for r > 1.We require that r be greater than one in order to exclude, for example,
H(2 : n, ω) with the reverse gradation; see also Example 0.3 below. We note, as
in [2], that because there are only finitely many irreducible restricted modules
for the derived algebra of a classical reductive Lie algebra, what needs to be
considered in classifying graded Lie algebras over algebraically closed fields of
characteristic three is reduced. In this paper, we prove the following theorem,
which we will henceforth refer to as the “Main Theorem.”
Theorem 0.1 (Main Theorem) Let L = L−q ⊕ L−q+1 ⊕ · · · ⊕ L−1 ⊕ L0 ⊕
L1 ⊕ · · · ⊕ Lr, q > 1, r > 1, be a finite-dimensional graded Lie algebra over an
algebraically closed field F of characteristic p = 3 such that
(A) L0 is classical reductive;
(B) L−1 is an irreducible L0-module (i.e., L is irreducible);
(C) for all j ≧ 0, if x ∈ Lj and [x, L−1] = (0), then x = 0 (i.e., L is transitive);
(D) L−i = [L−i+1, L−1] for all i > 1; and
(E) L−2 * M(L), where M(L) is the largest ideal of L contained in the sum
of the negative gradation spaces. (See Theorem 1.3 below.)
Then L−1 is a restricted module for L
′
0 under the adjoint action of L on itself.
To help to motivate hypothesis (E) above, we offer the following
Example 0.2 For characteristic p ≧ 3, consider the irreducible transitive graded
Lie algebra
R
def
= O(2 : (1, 1))⊕H(2 : (1, 1)) =
2p−5⊕
i=−2−2(p−1)
Ri,
where Ri = H(2 : (1, 1))i for i ≧ −1, and Ri = O(2 : (1, 1))i+2p for −2p =
−2 − 2(p − 1) ≦ i ≦ −2. Here, the divided-power algebra O(2 : (1, 1)) is an
abelian ideal of R, and H(2 : (1, 1)) has its usual Lie algebra bracket operation
and its usual action on O(2 : (1, 1)), except that [Dx1 , Dx2 ] = x
p−1
1 x
p−1
2 ∈ R−2.
(See Theorem 1.3 below.) Then R/M(R) ∼= R/O(2 : (1, 1)) has depth one. In
2
general, if we consider the free Lie algebra generated by the local part of any
depth-one graded Lie algebra L, and take a co-finite-dimensional subideal C of
the maximal ideal D in the negative part (See [5].), then M(L⊕D/C) = D/C,
and (L⊕D/C)/M(L⊕D/C) ∼= L has depth one.
To further illustrate the necessity of the requirement in the Main Theorem that
r be greater than one, we offer the following
Example 0.3 Consider a graded Lie algebra
L =
1⊕
i=−q
Li
where
L1 = 〈∂j , j = 1, . . . n〉
L0 = S + T
where S and T are classical, and
L−i = S ⊗ 〈x
k1
1 . . . x
kn
n , k1 + . . . + kn = i〉,
and where T is a subalgebra of gl(n) = 〈xi∂j , i, j = 1, . . . , n〉 = W (n : 1)0
with a non-restricted action on 〈x1, . . . , xn〉; i.e., the representation of T in
〈x1, . . . , xn〉 is a non-restricted representation of T. (See (ii) of Theorem 1.3.)
More succinctly, L = S ⊗A(n : 1) + 1⊗ T +1⊗〈∂i, i = 1, . . . , n〉. The minimal
example corresponds to T = sl(2) and n = 3, so that, therefore, q = 6.
We have noted that the Main Theorem has been proved for q = 2 in [2] and
for q = 3 in [7]. When we refer to the Main Theorem to substantiate certain
claims below, it will be for the cases already proved.
We conclude this section with a sketch of the plan of the rest of the work.
In Section 1, we establish terminology and notation, and gather some previ-
ously known results. We continue to gather previous results at the beginning
of Section 2; here, however, the results are of a more technical nature, and we
immediately apply them to showing that under quite natural assumptions, the
L′0−module L−2 is irreducible. We conclude Section 2 by establishing other
technical lemmas that we’ll use later on. In Sections 3, 4, and 5, we prove the
Main Theorem under the “natural” assumptions just referred to, for the cases
q ≧ 6, q = 4, and q = 5, respectively. In Section 6, we complete the proof of the
Main Theorem in its full generality.
1 Preliminaries
In this section, we recall definitions and introduce notation, after which we
gather results from the literature that we will use later in the work.
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Recall that if one takes a Z-form (Chevalley basis) of a complex simple Lie
algebra and reduces the scalars modulo p, one obtains a Lie algebra over I/(p). If
F is any field of characteristic p , then, by tensoring the Lie algebra we obtained
over I/(p) by F, we obtain a Lie algebra over F. In characteristic p, any such
Lie algebra so obtained is referred to as classical, even those with root systems
E6, E7, E8, F4, and G2. This process may result in a Lie algebra with a non-zero
center; such a Lie algebra is still referred to as classical, as is the quotient of such
a Lie algebra by its center. For example, the Lie algebras gl(pk) and pgl(pk)
are both considered to be classical Lie algebras. Thus, a classical Lie algebra
g may have a nontrivial center z(g), as do the Lie algebras gl(pk), sl(pk), and,
if p = 3, E6. It could also happen that a classical Lie algebra has a noncentral
ideal, as do the Lie algebras gl(pk), pgl(pk), and, if p = 3, G2. In characteristic
three, G2 contains an ideal I isomorphic to psl(3), and G2/I ∼= psl(3), as well.
A classical reductive Lie algebra g is the sum of commuting ideals gj which are
classical Lie algebras, and an at-most-one-dimensional center z(g):
g = g1 + · · ·+ gk + z(g) (1.1)
For any classical Lie algebra gj , the derived algebra g
′
j is a restricted Lie algebra
with a natural p-structure such that e
[p]
α = 0, and h
[p]
i = hi for any Chevalley
basis {eα, hi | α ∈ R, i = 1, . . . , rank(g
′
j)} of g
′
j , where R is the root sys-
tem of the corresponding complex simple Lie algebra. For a classical reductive
Lie algebra g, we will consider only that p−structure on g′ = g′1 + · · · + g
′
k
whose restriction to each classical summand is the natural p-structure on that
summand.
Let π : L −→ gl(n) be a finite-dimensional irreducible representation of a
restricted Lie algebra L. The character of π is the linear functional χ on L such
that χ(y)pI = π(y)p − π(y[p]) for all y ∈ L. The representation π is restricted
when the character χ equals 0.
Lemma 1.2 (See [1, Lemma 1].) Assume that L is a graded Lie algebra satis-
fying conditions (A)-(D) of the Main Theorem. If χ is the character of L′0 on
L−1, then L
′
0 has character −jχ on Lj for all j.
The following theorem of Weisfeiler [15] plays a fundamental roˆle in the study
of graded Lie algebras. In what follows, we will sometimes refer to Theorem 1.3
as “Weisfeiler’s Theorem.”
Theorem 1.3 (Weisfeiler’s Theorem) Let L = L−q ⊕ · · · ⊕ L−1 ⊕ L0 ⊕
L1 ⊕ · · · ⊕ Lr be a graded Lie algebra such that conditions (B)-(D) of the Main
Theorem hold. Let M(L) denote the largest ideal of L contained in L−q ⊕ · · · ⊕
L−1. Then
(i) L/M(L) is semisimple and contains a unique minimal ideal I = S⊗O(n :
1), where S is a simple Lie algebra, n is a non-negative integer, and O(n :
1) = F[x1, . . . , xn]/(x
p
1, . . . , x
p
n). The ideal I is graded and Ii = (L/M(L))i
for all i < 0.
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(ii) Degenerate Case If I1 = (0), then for some k, 1 ≦ k ≦ n, the algebra
O(n : 1) is graded by setting deg(xi) = −1 for 1 ≦ i ≦ k and deg(xi) = 0
for k < i ≦ n. Then Ii = S⊗O(n : 1)i for all i, L2 = (0), I0 = [L−1, L1],
and L1 ⊆ {D ∈ 1⊗DerO(n : 1)| deg(D) = 1}.
(iii) Non-Degenerate Case If I1 6= (0), then S is graded and Ii = Si⊗O(n :
1) for all i. Moreover, (0) 6= [L−1, L1] ⊆ I0.
Set
L<0
def
=
−1⊕
i=−q
Li,
and
L>0
def
=
r⊕
i=1
Li.
Set L≦
def
= L< + L0, and L≧
def
= L0 + L>.
Theorem 1.4 (See Theorem 0.1 of [8].) Let L = ⊕i∈ZLi be a non-degenerate
graded Lie algebra over an algebraically closed field of characteristic p > 2 sat-
isfying conditions (A)-(D) of the Main Theorem. If [[L−1, V ], V ] = 0 for some
proper L0-submodule V ⊂ L1, dimV > 1, then dimL =∞.
By Lemma 1.2, the representation of L′0 on L1 is restricted when and only
when the representation of L′0 on L−1 is restricted. Since no non-restricted
representation of L′0 can have dimension one, we have the following corollary.
Corollary 1.5 Let L be as in the above theorem, and suppose that the repre-
sentation of L′0 on L−1 is not restricted. If [[L−1, V ], V ] = 0 for some proper
L0-submodule V ⊂ L1, then L is an infinite-dimensional Lie algebra.
We will make use of the following results from [2]. For definitions of the Lie
algebras L(ǫ), M, H(2 : n, ω), and CH(2 : n, ω) mentioned in the conclusion of
Proposition 1.6 below, see, for example, Section 2 of [2]. When we make use of
certain properties of these Lie algebras in later sections, we will explicitly state
the properties we need.
Proposition 1.6 (See Lemma 2.12 of [2].) Let L = L−1⊕L0⊕L1⊕· · ·⊕Lr be a
graded Lie algebra satisfying conditions (A), (B), and (C) of the Main Theorem,
and suppose that L1 6= 0. If L−1 is a nonrestricted L
′
0−module, then either L
is isomorphic to one of the Lie algebras L(ǫ) or M , or L is a Hamiltonian
Lie algebra such that H(2 : n, ω) ⊆ L ⊆ CH(2 : n, ω), where n = (1, n2),
ω = (expx(3))dx ∧ dy, and the grading is of type (0,1).
Corollary 1.7 (See Corollary 2.13 of [2].) Under the assumptions of Propo-
sition 1.6, L′0
∼= sl(2), L1 is an irreducible three-dimensional L
′
0−module, and
[L1, L1] = 0. In addition, [L−1, L1] ∼= sl(2) if and only if L is a Hamiltonian
Lie algebra; otherwise, [L−1, L1] ∼= gl(2).
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Lemma 1.8 (See Lemma 2.14 of [2].) Let L = L−1 ⊕ L0 ⊕ L1 ⊕ · · · ⊕ Lq be
one of the Lie algebras L(ǫ), M, or H(2 : n, ω) with n = (1, n2), let χ be the
nonzero character of the L0-module L−1, and let V be an L-module such that
l3 ·V = (0) for any l ∈ L−1∪L1. Suppose that W is an irreducible L0-submodule
of V with character χW = ζχ, ζ ∈ F
×, and suppose that L1 ·W = (0). Then
L2−1 ·W 6= (0). Similarly, if L−1 ·W = (0), then L
2
1 ·W 6= (0).
In what follows, all Lie algebras will be finite-dimensional over an alge-
braically closed field F of characteristic p = 3. The commutator ideal [L,L]
of a Lie algebra L will be denoted by L′, and the ith commutator (adX)i−1X of
any set X will be written as X i. The annihilator of an L0−module M ⊆ L in
an L0−module N ⊆ L will be denoted by AnnNM.
2 Properties of irreducible transitive graded Lie
algebras
This section contains technical lemmas and a proof that under hypotheses
which we list here, the representation of the null component on the minus-two
component must be irreducible.
We begin this section by recalling a few results from [1]. Let L, M(L), I,
and S =
∑s
i=−q Si be as in Weisfeiler”s Theorem (Theorem 1.3). Throughout
this section, we make the following two blanket assumptions:
(i) M(L) = 0
(ii) I = S.
In this regard, please see [13, (2.4.6)], and note that the Lie algebra S + L0
satisfies hypothesis (B) of the Main Theorem.
Lemma 2.1 (See [1, Lemma 6].) For any x in L\L−q, [L−1, x] 6= 0.
Lemma 2.2 (See [1, Lemma 7].) Sj = (adS−1)
s−jSs for all j, −q ≦ j ≦ s.
If q(t − 1) ≦ s, then (adS−q)
tS = 0 if and only if (adS−q)
tSi = 0 for some
i, q(t− 1) ≦ i ≦ s.
Lemma 2.3 (See [1, Lemma 8].) [L−q, Li] 6= 0 for all i = 0, . . . r. In addition,
Sj = (adL−1)
r−jLr for all j, −q ≦ j ≦ r − 1, so that s = r − 1 or r. Ss is an
irreducible S0-module.
Lemma 2.4 (See [1, Lemma 9].) S−q is an irreducible S0-module. In particu-
lar, L−q is an irreducible L0-module.
Lemma 2.5 (See [1, Lemma 10].) Ann L0Li ∩ Ann L0Vi+1 = 0 for all i =
−q, . . . , r − 1, where Vi+1 is any non-zero L0−submodule of Li+1.
Lemma 2.6 (See [1, Lemma 11].) Ann LiL−q ∩ Ann LiV−q+1 = 0 for all i =
0, . . . , r, where V−q+1 is any non-zero L0−submodule of L−q+1.
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Lemma 2.7 (See [1, Lemma 12].) Ann Lq−1L−q+1 = 0.
Lemma 2.8 (See [1, Lemma 13].) If r ≧ q, then L−q+i = [L−q, Li] for i =
0, 1, . . . q − 1.
Lemma 2.9 (See [1, Lemma 14].) Let U and V be L0−submodules of L such
that [U, V ] ⊆ L0 and [U, [U, V ]] = 0. Then {ad [u, v]|u ∈ U, v ∈ V } is weakly
closed (in the sense of [9, p.31]); consequently, if (ad [u, v])iM = 0, u ∈ U, v ∈
V, for some i > 1, and L0−module M, then adM [U, V ] is “associative nilpo-
tent.” (See Theorem II.2.1 of [9].)
Lemma 2.10 (See [1, Lemma 15].) If r ≧ q, then (adL−q)
2L 6= (0).
Corollary 2.11 If s ≧ q, then [S−q, [S−q, Sq]] 6= (0). In particular, if s ≧ q,
then [L−q, [L−q, Lq]] 6= (0).
Proof By Lemma 2.10 applied to the Lie algebra S + L0, (adS−q)
2S 6= 0.
Thus, in view of Lemma 2.2, it cannot be that (adS−q)
2Sq = 0. 
Lemma 2.12 (See [1, Lemma 16].) Let V be an L0−submodule of L−q+i
for some i, where 0 < i ≦ q2 , and suppose [V, Lq−i−1] = 0 = [V, [V, Lq−i]].
Suppose further that L−q+i−1 is an irreducible L0−submodule of L, and that
[L−q+i−1, Lq−i] 6= 0 (so that it equals L−1). Then V = 0.
Lemma 2.13 (See [1, Lemma 17].) Suppose that V is an irreducible
L0−submodule of L−q+i for some i, where 0 < i <
q−1
2 , such that [V, Lq−i−1]
6= 0 (so that it equals L−1). Then L−q+i is an irreducible L0−module; i.e., it
equals V.
From our observations at the beginning of this section, we have that S ⊆
L ⊆ DerS where S = S−q⊕S−q+1⊕· · ·⊕S−1⊕S0⊕S1⊕· · ·⊕Ss is a simple Lie
algebra with Si = Li for i < 0. Since S1 is an L0-submodule of L1, it follows that
if L1 is an irreducible L0−module, then S1 = L1. If, in addition, L is generated
by its local part L−1 ⊕ L0 ⊕ L1, then for i ≧ 1, we have
Li = L
i
1 = S
i
1 ⊆ Si ⊆ Li,
so that Si = Li for i > 0, and L could differ from S only in the null component.
In particular, s would equal r. (See Lemma 2.3.)
In the lemmas that follow, we will consider graded Lie algebras L = L−q ⊕
L−q+1 ⊕ · · · ⊕ L−1 ⊕ L0 ⊕ L1 ⊕ · · · ⊕ Lr satisfying assumptions (i) and (ii)
below. Other assumptions will be noted in the statements of the results for
which we use them. Note, for example, that, as noted in the paragraph above,
assumption (iii) follows from assumptions (iv) and (v) (and assumptions (i) and
(ii), of course). Also, assumption (viii) can be assumed whenever the previous
assumptions are true, since if they hold, we can reverse the gradation, and have
that all of the hypotheses of the Main Theorem continue to be true for the
reversed gradation. Indeed, (iv) is the “reverse” of hypothesis (B) of the Main
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Theorem, (vi) is the “reverse” of (C), and (v) is the “reverse” of (D). Of course,
by the transitivity (C) of L, there can be no ideals of L in the positive part of
L, so (E) holds in the “reverse” direction, also In addition, by Lemma 1.2, the
representation of L′0 on L−1 is restricted if and only if the representation of L
′
0
on L1 is restricted, so (vii) holds in the “reverse” direction, as well.
(i) L satisfies conditions (A) - (E) of the Main Theorem.
(ii) L ⊆ DerS where S = S−q ⊕ S−q+1 ⊕ S−1 ⊕ S0 ⊕ S1 ⊕ · · · ⊕ Ss is a simple
graded Lie algebra.
(iii) Li = Si, i 6= 0.
(iv) L1 = S1 is an irreducible L0-module. (See the discussion before (6.13).)
(v) Li+1 = [Li, L1] for i > 0.
(vi) If x is a non-zero element in L−i for some i ≧ 0, then [L1, x] 6= (0).
(vii) The character χ of L′0 on L−1 is non-zero.
(viii) r ≧ q.
Lemma 2.14 If assumptions (iv) and (v) hold, and S1 6= 0, then Ann L0L1
= 0.
Proof Suppose, on the contrary, that A0
def
= Ann L0L1 6= 0. Then (as in [1,
Lemma 18]) we have by transitivity (C) and irreducibility (B) that
[L−1, L1] = [[L−1, A0], L1] = [[L−1, L1], A0] ⊂ A0,
so that by transitivity (C),
0 6= [S−1, L1] ⊆ A0 ∩ S0 ⊆ Ann S0S1.
Since for i > 0, we have by assumptions (iv) and (v) that Si = S
i
1, and since
J
def
= S−q ⊕ S−q+1⊕ · · · ⊕ S−1+A0 ∩S0 is invariant under adSi, −q ≦ i ≦ s, it
follows, from our assumption that S1 6= 0, that J is a proper ideal of the simple
Lie algebra S; i.e., we have obtained a contradiction. Thus, we must conclude
that Ann L0L1 = 0. 
Lemma 2.15 If assumption (vi) holds, then [V−2, L1] = L−1 for any non-zero
L0−submodule V−2 of L−2.
Proof This lemma follows from assumptions (vi) and (B). 
Lemma 2.16 If assumption (iv) holds, then Ann LiL−q = 0 for all i > 0.
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Proof Consider first the case in which i = 1. If Ann L1L−q 6= 0, then,
since we are assuming (iv) that L1 is an irreducible L0-module, we would have
Ann L1L−q = L1. But then
[L−q, L1] = [L−q, Ann L1L−q] = 0,
to contradict Lemma 2.3. Consequently, Ann L1L−q = 0. Now, if Qi
def
= Ann LiL−q 6= 0 for some i > 1, then by transitivity (C), we would have
0 6= (adL−1)
i−1Qi ⊂ Ann L1L−q,
to contradict what we just showed. Thus, Ann LiL−q = 0 for all i > 0, which is
what we wanted to show. 
Lemma 2.17 If assumptions (vi) and (viii) hold, then L−q = [L−q+i, L−i], 0
≦ i ≦ q.
Proof By Lemmas 2.3 and 2.4, [L0, L−q] = L−q, so the lemma is true for
i = 0 and i = q. For i = 1, we use Lemmas 2.1 and 2.4. Now note that for
1 ≦ i ≦ q − 1, we have
[(adL1)
iL−q, (adL1)
q−iL−q] = [(adL1)
iL−q, [L1, (adL1)
q−(i+1)L−q]
= [(adL1)
i+1L−q, (adL1)
q−(i+1)L−q],
so that in view of (vi), (B), and Lemmas 2.1 and 2.4,
L−q = [(adL1)
1L−q, (adL1)
q−1L−q]
= [(adL1)
iL−q, (adL1)
q−iL−q], 1 ≦ i ≦ q.
Then
L−q = [(adL1)
iL−q, (adL1)
q−iL−q] ⊆ [L−q+i, L−i] ⊆ L−q, 1 ≦ i ≦ q.

Lemma 2.18 Let V be any (non-zero) irreducible L0−submodule of L−q+i,
where 0 ≦ i < q−12 . If assumptions (v) and (viii) hold, then [V, Lq−(i+1)] 6= 0,
so that [V, Lq−(i+1)] = L−1. Moreover, L−q+i is an irreducible L0−module.
Proof If [V, Lq−(i+1)] = 0, then, since the positive gradation spaces are
assumed (v) to be generated by L1,
[V, Lq−i] = [V, [L1, Lq−(i+1)]]
= [[V, L1], Lq−(i+1)]
⊆ [L−q+(i+1), Lq−(i+1)].
Consequently, since i is assumed to be less than q−12 , so that 2i+ 1 < q,
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[V, [V, Lq−i]] ⊆ [V, [L−q+(i+1), Lq−(i+1)]]
= [L−q+(i+1), [V, Lq−(i+1)]]
= [L−q+(i+1), 0] = 0.
Now, L−q = S−q is an irreducible L0−module by Lemma 2.4, so we can as-
sume by induction on i that L−q+i−1 is an irreducible L0−module. Also, since
[L−q, Lq−1] = L−1 by Lemma 2.3 and (B), we can assume by induction that
[L−q+i−1, Lq−i] = L−1. But then Lemma 2.12 would imply that V = 0, con-
trary to assumption. Thus, [V, Lq−(i+1)] is a non-zero L0−submodule of L−1, so
that by irreducibility (B), [V, Lq−(i+1)] = L−1. The last assertion follows from
Lemma 2.13. 
Lemma 2.19 Suppose that assumptions (vi) and (viii) hold. Then for any
i, 1 ≦ i ≦ q, we have and [L−q, [L−i, Li]] = L−q; in particular, [L−i, Li] 6= 0.
Proof The lemma will follow from Lemma 2.4 once we show that [L−q,
[L−i, Li]] 6= 0. For i = q, the lemma follows from Corollary 2.11. Let 1 ≦ i < q.
Then by Lemma 2.17, we have L−q = [L−q+i, L−i], and by Lemma 2.8, we have
L−q+i = [L−q, Li]. Then we have
L−q = [L−q+i, L−i] = [[L−q, Li], L−i] = [L−q, [L−i, Li]],
so that [L−q, [L−i, Li]] 6= 0, as required. 
Lemma 2.20 Suppose that assumptions (iv) , (v), (and therefore, (iii)), (vi),
and (viii) hold and that 0 < i < q−32 . Then [L−q+i, Lq−i+1] = L1.
Proof Suppose that [L−q+i, Lq−i+1] = 0. Then, since by (iii) and Lemma
2.3, Lj = Sj = [Sj+1, S−1] = [Lj+1, L−1] ⊆ Lj for all j, 0 < j < r, we have
[L−q+i, Lq−i] = [L−q+i, [Lq−i+1, L−1]]
= [Lq−i+1, [L−q+i, L−1]]
= [Lq−i+1, L−q+i−1],
so that (since i < q−32 implies that 2i+ 3 < q, so that a fortiori 2i− 1 < q)
[L−q+i, [L−q+i, Lq−i]] = [L−q+i, [Lq−i+1, L−q+i−1]]
= [L−q+i−1, [L−q+i, Lq−i+1]]
= [L−q+i−1, 0] = 0.
Let v ∈ L−q+i and u ∈ Lq−i. Then (since 2i + 1 < 2i + 3 < q, so that
[v, L−q+i+1] = 0),
2(ad [v, u])2L−q+i+1 = (ad v)
2(adu)2L−q+i+1
⊆ (ad v)2Lq−i+1
⊆ (ad v)[L−q+i, Lq−i+1] = (ad v) · 0 = 0.
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Consequently, ad L−q+i+1 [L−q+i, Lq−i] is a nilpotent set of linear transforma-
tions by Lemma 2.9. Since we are assuming that i < q−32 , we have i + 1 <
q−1
2 , so we can apply Lemma 2.18 to conclude that L−q+i+1 is an irreducible
L0−module. It follows that ad L−q+i+1 [L−q+i, Lq−i] annihilates L−q+i+1. Thus
(since, again, 2i+ 1 < 2i+ 3 < q)
0 = [[L−q+i, Lq−i], L−q+i+1] = [L−q+i, [Lq−i, L−q+i+1]].
If [Lq−i, L−q+i+1] 6= 0, then, since L1 is assumed (iv) to be irreducible, [Lq−i,
L−q+i+1] would have to equal L1, and the above-displayed formula would im-
ply a lack of {1}−transitivity (vi) of L in its negative part. It follows that
[Lq−i, L−q+i+1] = 0. Then, in view of our initial assumption that [L−q+i, Lq−i+1]
= 0, we would have
0 = [[L−q+i, L1], Lq−i] = [[L−q+i, Lq−i], L1],
to contradict Lemma 2.14, in view of Lemma 2.19. Thus, it must be that [L−q+i,
Lq−i+1] 6= 0, so that by the assumed irreducibility (iv) of L1, [L−q+i, Lq−i+1]
= L1, as required. 
Lemma 2.21 Let q > 5, and suppose that assumptions (iv) , (v) (and therefore
(iii)), (vi), and (viii) hold. If q is even, then L
q
2
−2 = L−q, while if q is odd, then
L
q−1
2
−2 = L−q+1.
Proof We have by Lemma 2.8 that L−2 = [L−q, Lq−2] and by Lemma 2.18
(since q > 3) that L−1 = [L−q+1, Lq−2]. Thus, for any j, 1 < j < q− 1, and any
non-zero L0−submodule V−j of L−j, we have by {−1}−transitivity (Lemma
2.1) that
0 6= [V−j , L−1] = [V−j , [L−q+1, Lq−2]] = [L−q+1, [V−j , Lq−2]].
Consequently, [V−j , Lq−2] 6= 0. Then by Lemma 2.16 when j < q − 2, or, when
j = q − 2, by Lemma 2.19,
0 6= [L−q, [V−j , Lq−2]] = [V−j , [L−q, Lq−2]]
= [V−j , L−2]
by Lemma 2.8. If, for j = 1, 2, . . . , [ q2 ] − 1, we successively let V−2j
def
= Lj−2,
we can conclude that L
q
2
−2 6= 0 if q is even, and L
q−1
2
−2 6= 0 if q is odd. Then, by
Lemmas 2.4 and 2.18, respectively, L
q
2
−2 = L−q if q is even, or L
q−1
2
−2 = L−q+1 if
q is odd. 
Lemma 2.22 Let q > 5, and suppose that assumptions (iv) , (v) (and therefore
(iii)), (vi) and (viii) hold. Then L−2 is an irreducible L0−module.
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Proof Let V−2 be any irreducible L0−submodule of L−2. Since [L−q+1, [V−2,
Lq]] = [V−2, [L−q+1, Lq]] = [V−2, L1] = L−1 by Lemmas 2.20 and 2.15, it follows
that for any j, 0 < j < q2 (i.e., 0 < j ≦
q−1
2 ) for which V
j
−2 6= 0, we have by
transitivity (Lemma 2.1) that
[L−q+1, [V
j
−2, [V−2, Lq]]] = [V
j
−2, [V−2, [L−q+1, Lq]] = [V
j
−2, L−1] 6= 0,
so we conclude that [V j−2, [V−2, Lq]] 6= 0 and therefore that (adV−2)
j+1Lq 6= 0.
Thus, so long as 2(j + 1) < q (i.e., j < q2 − 1), we have by Lemma 2.16 that
0 6= [L−q, [V
j
−2, [V−2, Lq]]]
= [V j−2, [V−2, [L−q, Lq]]]
⊆ V j+1−2 .
Thus, V j−2 6= 0 for all j, 0 < j ≦
q−1
2 , and (adV−2)
jLq 6= 0 for all j, 0 < j ≦
q+1
2 .
If q is odd, then, since q > 5, we have by Lemma 2.18 that V
q−1
2
−2 = L−q+1, while
if q is even, we have V
q
2
−1
−2 = L−q+2.
In the case of odd q, we have, by the irreducibility (B) of L, that L−1
= (adV−2)
q+1
2 Lq, so that
L−2 = [L−1, L−1]
= [L−1, (adV−2)
q+1
2 Lq]
⊆ [V−2, [L−q, Lq]] + [V−2, L0]
⊆ V−2.
Thus, when q is odd, we see that L−2 is irreducible. In the case of even q, we
have by Lemma 2.18 (since q > 5) that L−1 = [L−q+2, Lq−3] = [V
q
2
−1
−2 , Lq−3]
⊆ (adV−2)
q
2
−1Lq−3 ⊆ L−1. By (D) and transitivity (Lemma 2.1),
L−q+1 = [L−1, L−q+2]
= [(adV−2)
q
2
−1Lq−3, L−q+2]
= [(adV−2)
q
2
−1Lq−3, V
q
2
−1
−2 ]
⊆ (adV−2)
q−2Lq−3
⊆ L−q+1,
so that (See also Lemma 2.18.) (adV−2)
q−2Lq−3 = L−q+1. Then, by Lemma
2.17,
L−q = [L−1, L−q+1]
= [L−1, (adV−2)
q−2Lq−3]
⊆ [V−2, L−q+2] + [(adV−2)
q−2L−1, Lq−3]
⊆ [V−2, V
q
2
−1
−2 ] + [0, Lq−3]
⊆ V
q
2
−2
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Now, by Lemma 2.16 and irreducibility (B), we have
L−1 = [L−q, Lq−1] = [V
q
2
−2, Lq−1] ⊆ (adV−2)
q
2Lq−1 ⊆ L−1.
Consequently, we have
L−2 = [L−1, L−1]
= [L−1, (adV−2)
q
2Lq−1]
= [(adV−2)
q
2L−1, Lq−1] + [V−2, L0]
⊆ [0, Lq−1] + V−2
⊆ V−2
as required. 
Now suppose that (vii) holds. Note that by (D) of the Main Theorem,
L−2 = [L−1, L−1]; that is, L−2 is spanned by brackets of elements of the three-
dimensional L0−module L−1. Consequently, L−2 is at most three-dimensional.
On the other hand, by Lemma 1.2, the character χ is non-zero on L−2, so
L−2 is not a restricted L0−module, so its dimension is, in fact, three, as are all
irreducible non-restricted sl(2)−modules in characteristic three. Thus (Compare
Lemma 2.22.), we have
Lemma 2.23 If assumption (vii) holds, then L−2 is an irreducible three-dimensional
non-restricted L′0−module.
Lemma 2.24 If q > 2 and assumptions (vi) and (vii) hold, then Ann L1L−2
= 0.
Proof Set A1 = Ann L1L−2, and suppose that A1 6= 0. Since
[L−2, [L−q+1, A1]] = [L−q+1, [L−2, A1]] = 0,
we have
0 = [L−2, [L−q+1, A1]]
⊇ [[L−3, L1], [L−q+1, A1]] = [L−3, [L1, [L−q+1, A1]]]
⊇ [[L−4, L1], [L1, [L−q+1, A1]]] = [L−4, [L1, [L1, [L−q+1, A1]]]]
· · ·
⊇ [L−q+1, (adL1)
q−3[L−q+1, A1]].
Now, if [L−q+1, A1] 6= 0, then by (vi) and irreducibility (B), we would have
(adL1)
q−3 [L−q+1, A1] = L−1, so that [L−q+1, L−1] = 0, to contradict transi-
tivity (Lemma 2.1). Thus, we must have
[L−q+1, A1] = 0. (2.25)
Now, since [L−q, [A1, A1]] ⊆ [L−q+1, A1] = 0, and, clearly, [L−q+1, [A1, A1]]
= 0, it follows from Lemma 2.6 that [A1, A1] = 0. Then L
† def= (L−q ⊕ · · · ⊕
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L−1 ⊕ L0 ⊕ A1)/(L−q ⊕ · · · ⊕ L−2) is a depth-one Lie algebra which satisfies
conditions (A) through (C) of the Main Theorem. Consequently, by Proposition
1.6, (L†)′ is one of the Lie algebras enumerated in the hypothesis of Lemma 1.8.
If we set V = L−q ⊕ L−q+1, then the (L
†)′−module V satisfies the hypotheses
of Lemma 1.8. Set W = L−q+1, and note that by (2.25), [A1, W ] = 0.
If (ζ =) q − 1 6≡ 0 (mod 3), then Lemma 1.8 would imply that [L−1, [L−1,
L−q+1]] 6= 0. Since this is false, we must have ζ = q − 1 ≡ 0 mod 3. On the
other hand, if we then set W = L−q, we have [L−1, L−q] = 0 and, by (2.25),
[A1, [A1, L−q]] ⊆ [L−q+1, A1] = 0
so we must, by similar reasoning, conclude that (ζ =) q ≡ 0 mod 3. Since both
q − 1 and q cannot be equivalent to zero modulo three, we have arrived at a
contradiction. We therefore conclude that Ann L1L−2 = A1 = 0, as required.

Lemma 2.26 If conditions (iv) , (vi) and (vii) hold, then
Ann L1L−2 = 0.
Proof If q = 2, this lemma follows from Lemma 2.16. If q > 2, it follows
from Lemma 2.24. 
Lemma 2.27 If M1 is a non-zero L0−submodule of L1 such that Ann L0M1
6= 0, then [[L−1,M1], M1] = 0, and [M1, M1] = 0.
Proof Set X
def
= Ann L0M1 6= 0. Then by transitivity (C) and irreducibility
(B), [L−1, X ] = L−1, so
[L−1, M1] = [[L−1, X ], M1] = [[L−1, M1], X ] ⊆ X.
Thus, [L−1, [M1, M1]] ⊆ [[L−1, M1], M1] ⊆ [X, M1] = 0, so, by transitivity
(C), [M1, M1] = 0. 
Lemma 2.28 We may assume that (Ss =) [[L−1, L1], Lr] = Lr.
Proof Suppose [[L−1, L1], Lr] 6= Lr. We distinguish two cases:
(i) [[L−1, L1], Lr] = 0.
(ii) [[L−1, L1], Lr] 6= 0.
(i) Suppose first that [[L−1, L1], Lr] were equal to zero. Then we would have
0 = [[L−1, L1], Lr] = [L1, [L−1 Lr]]
so
∑
i≧0(adL−1)
i[L−1, Lr] ⊆ S would be an ideal in S entailing equality by the
definition of S; in particular, we would have [L−1, Lr] = Ss.
14
If, in addition, [[L−1, L1], [L−1, Lr]] were also equal to zero, we could repeat
the argument and get that
∑
i≧0(adL−1)
i[L−1, [L−1, Lr] would be a proper
ideal of S, to contradict the simplicity of S. We conclude that [[L−1, L1],
[L−1, Lr]] 6= 0, and, in the case that [[L−1, L1], Lr] = 0, that [L−1, Lr] = Ss,
which is an irreducible L0−module by Lemma 2.3.
Then,
[[L−1, L1], [Lr, L−1]] = [[L−1, L1], Ss]] = Ss = [L−1, Lr]
Hence, if in the case that [[L−1, L1], Lr] = 0, we replace Lr with [L−1, Lr], the
lemma follows.
(ii) Now suppose that [[L−1, L1], Lr] 6= 0. Since
0 6= [[L−1, L1], Lr] = [[L−1, Lr], L1] ⊆ [Sr−1, L1] ⊆ S,
it would follow that
∑
i≧0(adL−1)
i[[L−1, L1], Lr] would be an ideal of S and
hence all of S. In particular, s would equal r, and [[L−1, L1], Lr] would equal
Ss. Thus, [[L−1, L1], Lr] = Ss is an irreducible L0−module by Lemma 2.3.
Consequently, if we replace L by the Lie algebra generated by L−1, L0, L1, and
[[L−1, L1], Lr] (= [Ss−1, L1] = Ss), then the highest gradation space will be of
the form [[L−1, L1], Lr], as required. 
Lemma 2.29 Let L be as in the statement of the Main Theorem, and suppose
that L2 6= 0, that [L−2, L1] = 0 = [L−2, L2], and that assumption (vii) holds.
Let L˜ be the Lie subalgebra of L generated by L−1, L0, and L1. If M(L˜) is as
in Weisfeiler’s Theorem (Theorem 1.3), then L˜/M(L˜) is Hamiltonian, and we
have [L−1, L1] ∼= sl(2).
Proof Let ˜˜L be the Lie subalgebra of L generated by L−1, L0, L1, and L2.
Since [L−2, L1] = 0 = [L−2, L2], we have M(
˜˜L) = L−q ⊕ · · · ⊕ L−2 =M(L˜).
But the depth ˜˜L/M( ˜˜L) is then one, so by Proposition 1.6, ˜˜L/M( ˜˜L) is either
Hamiltonian (i.e., between H(2 : n, ω) and CH(2 : n, ω)) or is isomorphic to a
Lie algebra of type L(ǫ) orM. However, the height of the latter two Lie algebras
is one, and, since L2 6= 0, the height of
˜˜L/M( ˜˜L) is at least two. Thus, ˜˜L/M( ˜˜L)
must be Hamiltonian, so [L−1, L1] ∼= sl(2). It now follows from Corollary 1.7
that L˜/M(L˜) is Hamiltonian, as well. 
Lemma 2.30 Let L be as in the statement of the Main Theorem, and suppose
that L˜/M(L˜) (as above) is isomorphic to L(ǫ) or M . Then Ann L2L−2 = 0 and
in the proof of the Main Theorem, where we assume that [L−2, L1] = 0, we may
assume that L2 is an irreducible L0−module.
Proof Suppose first that Ann L2L−2 6= 0. Then, as in the proof of the pre-
vious lemma, we may consider the Lie algebra
˜˜˜
L generated by L−1, L0, L1, and
Ann L2L−2. Then
˜˜˜
L/M(
˜˜˜
L) has depth one and height greater than one, but null
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component isomorphic to gl(2), to contradict Corollary 1.7. Thus, Ann L2L−2 =
0, so that if M2 is any irreducible L0−module of L2, then [L−2, M2] 6= 0. Re-
placing L by the Lie algebra generated by L−1, L0, L1, and M2, we complete
the proof of the lemma. 
3 The Main Theorem under additional assump-
tions
In this and the following two sections, we assume that assumptions ((i) and
(ii), of course), (iv) , (v) (and therefore (iii)), (vi), and (viii) of the previ-
ous section hold, so that, in particular, by Lemma 2.22, L−2 is an irreducible
L0−module. We begin this section by forming the irreducible, transitive Lie
algebra B(L−2). (See, for example, Section 3 of [1].) Indeed, consider the sub-
algebra
E = E−⌊ q
2
⌋ ⊕ · · · ⊕ E0 ⊕ · · · ⊕ E⌊ r
2
⌋
of L consisting of the gradation spaces Ei = L
−i
−2 for i < 0, and Ei = L2i for
i ≧ 0. Set T0 = Ann E0E−1 = Ann L0L−2, and for i = 1, 2, . . . , let
Ti = {x ∈ Ei | [x,E−1] ⊆ Ti−1}.
Then
T = T0 ⊕ T1 ⊕ . . .⊕ T⌊ r
2
⌋
is an ideal of E, and the factor algebra
G = E/T = G−⌊ q
2
⌋ ⊕ · · · ⊕G−1 ⊕G0 ⊕G1 ⊕ · · · ⊕G⌊ r
2
⌋
is a transitive graded Lie algebra (See [1, Lemma 3].) Thus, the Lie algebra
B(L−2)
def
= G satisfies conditions (A) - (D) of the Main Theorem. (It is shown
in, for example, [3] that the process of forming B(L−2) preserves condition (A).)
Lemma 3.1 Let L be as in the statement of the Main Theorem, and suppose
that assumptions (i) - (viii) hold. If q ≧ 6, then B(L−2) is an irreducible,
transitive graded Lie algebra of height greater than or equal to two and depth
greater than two, and B(L−2)−2 6⊆ M(B(L−2)). Consequently, since the depth
of B(L−2) is no greater than half of the depth of L, we can, using induction,
apply the Main Theorem to conclude that the character of the representation of
B(L−2)
′
0 on B(L−2)−1 is equal to zero. Then the character of L
′
0 = B(L−2)
′
0
on L−1 is also zero.
Proof By Lemma 2.21, when q is even, L
q
2
−2 = L−q, while when q is odd,
L
q−1
2
−2 = L−q+1, so, in either case, the depth of B(L−2) is greater than or equal
to three. In the even case, since by Corollary 2.11 [L−q, [L−q, Lq]] 6= (0), we
have
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0 6= [L−q, [L−q, Lq]] = [L
q
2
−2, [L
q
2
−2, Lq]] ⊆ (adL−2)
qLq (3.2)
so the height of B(L−2) is greater than or equal to three, since r ≥ q ≥ 6.
In the odd case, since q ≧ 7, we have by Lemma 2.18 that [L−q+2, Lq−3]
= L−1. If [L−q+1, Lq−3] were equal to zero, then we would have
0 = [L−q+2, 0]
= [L−q+2, [L−q+1, Lq−3]]
= [L−q+1, [L−q+2, Lq−3]] = [L−q+1, L−1]
to contradict transitivity (Lemma 2.1). We therefore conclude that
[L−q+1, Lq−3] 6= 0. (3.3)
Then 0 6= [L−q+1, Lq−3] = [L
q−1
2
−2 , Lq−3] ⊆ (adL−2)
q−1
2 Lq−3 so the height of
B(L−2) is at least two in the odd case.
We must now verify hypothesis (E) of the Main Theorem for the Lie algebra
B(L−2); that is, we must show that [L−2, L−2] is not contained in M(B(L−2)).
Thus, suppose that [L−2, L−2] is contained in M(B(L−2)); i.e., that
[L2, [L−2, L−2]] = 0 (3.4)
We will arrive at a contradiction by successively considering the two cases:
1) even q, and
2) odd q.
1) Suppose first that q is even. Then by Lemma 2.21, L−q = L
q
2
−2
= (adL−2)
q
2
−2[L−2, L−2], so that L−q ⊆ M(B(L−2)). Then by Lemma
2.8, (B(L−2)−1 =)L−2 = [L−q, Lq−2] ⊆ M(B(L−2)), so that we would
have by the definition of M(B(L−2)) that
[L−2, L2] ⊆ L0 ∩M(B(L−2)) = 0,
to contradict, for example, (3.2) above. Thus, q cannot be even.
2) Next suppose that q is odd. Then we have by Lemma 2.21 again,
L−q+1 = L
q−1
2
−2 = (adL−2)
q−1
2
−2[L−2, L−2],
so that L−q+1 ⊆ M(B(L−2)). Since by Lemma 2.22, L−2 is an irre-
ducible L0−module, it follows from (3.3) that L−2 = [L−q+1, Lq−3] ⊆
M(B(L−2)). But we saw at the conclusion of 1) above that L−2 can-
not be contained in M(B(L−2)). This second contradiction shows that
B(L−2)−2 = [L−2, L−2] is in fact not contained inM(B(L−2)), no matter
what the parity of q is.
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Consequently, we can conclude that B(L−2) satisfies hypothesis (E), and there-
fore all of the hypotheses of the Main Theorem. Since the depth of B(L−2) is
greater than one, but less than or equal to q2 , we can now apply to conclude
that the character χ of B(L−2)
′
0 on B(L−2)−1 is zero. Then
1
2χ, which is the
character of L′0 on L−1, must be zero as well, and Lemma 3.1 is proved. 
We now address the depth-four and depth-five cases individually.
4 The depth-four case
Suppose
L = L−4 ⊕ L−3 ⊕ · · · ⊕ Lr
satisfies conditions (i) through (viii) of Section 2. By Lemma 2.15,
[L−2, L1] = L−1.
By Lemma 2.17, [L−2, L−2] = L−4. Furthermore, from Lemma 2.3 we have
[L−4, L2] 6= 0. Then
0 6= [L−4, L2] = [[L−2, L−2], L2] ⊆ [L−2, [L−2, L2]] (4.1)
Now let V−2 be any irreducible L0−submodule of L−2. If [V−2, L3] = 0, then
by Lemma 2.3 and irreducibility (B), 0 = [L−4, [V−2, L3]] = [V−2, [L−4, L3]]
= [V−2, L−1] to contradict transitivity (Lemma 2.1). Thus, we can assume that
[V−2, L3] = L1, since we are assuming that L1 is L0−irreducible (iv). Then
by Lemma 2.15, L−1 = [V−2, [V−2, L3]]. Then we have by condition (D) of the
Main Theorem that
L−2 = [L−1, L−1]
= [L−1, [V−2, [V−2, L3]]]
⊆ [[L−1, V−2], [V−2, L3]] + [V−2, L0]
= [V−2, [[L−1, V−2], L3]] + [V−2, L0]
⊆ [V−2, L0]
⊆ V−2
so that L−2 is an irreducible L0−module.
Thus, in the depth-two irreducible, transitive graded Lie algebra B(L−2),
we have by (4.1) that B(L−2)1 6= 0. Furthermore, it follows again from (4.1)
above that
B(L−2)−2 = L−4 = [L−2, L−2] 6⊆M(B(L−2)),
so that hypothesis (E) of the Main Theorem is satisfied for B(L−2), as are the
other hypotheses of the Main Theorem. Then the Main Theorem (proved for
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the case q = 2 in [2]) applies to show that the representation of B(L−2)
′
0 on
B(L−2)−1 is restricted. Consequently, the character χ of L
′
0 on L−2 is zero, as
must be the character 12χ of L
′
0 on L−1.
5 The depth-five case
Suppose
L = L−5 ⊕ L−4 ⊕ · · · ⊕ Lr
satisfies conditions (i) through (viii) of Section 2. Since L is transitive (C),
[L−1, L5] 6= 0. Hence, by Lemma 2.16, [L−5, [L−1, L5]] 6= 0, so that, by irre-
ducibility (B), [L−5, [L−1, L5]] = L−1.
Now suppose that [L−4, L5] = 0. If also [L−3, [L−3, L5]] = 0, then we would
have
0 = [L−1, [L−3, [L−3, L5]]] = [L−3, [L−3, [L−1, L5]]].
However, since [L−5, [L−1, L5]] = L−1, we have by transitivity (Lemma 2.1)
that
0 6= [L−1, L−3] = [L−3, [L−5, [L−1, L5]]] = [L−5, [L−3, [L−1, L5]]]
so that [L−3, [L−1, L5]] 6= 0. Since L1 is assumed (iv) to be irreducible, we must
have [L−3, [L−1, L5]] = L1. Then by {1}−transitivity (vi),
0 6= [L−3, L1] = [L−3, [L−3, [L−1, L5]]],
contrary to what was derived above. Thus, we can assume that [L−3, [L−3, L5]]
6= 0. But then, by the irreducibility (B) of L, we must have [L−3, [L−3, L5]]
= L−1. Then, by {−1}−transitivity (Lemma 2.1),
0 6= [L−4, L−1] = [L−4, [L−3, [L−3, L5]]] = [L−3, [L−3, [L−4, L5]]],
so that [L−4, L5] 6= 0. Since we are assuming (iv) that L1 is irreducible, it
follows that
[L−4, L5] = L1. (5.1)
Now let V−2 be any non-zero L0−submodule of L−2. Then we have by (5.1)
and {1}−transitivity (vi) that
0 6= [V−2, L1] = [V−2, [L−4, L5]] = [[L−4, [V−2, L5]],
so
[L−4, [V−2, L5]] = L−1,
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by the irreducibility (B) of L. Then, by transitivity (Lemma 2.1),
0 6= [V−2, L−1] = [V−2, [L−4, [V−2, L5]]] = [L−4, [V−2, [V−2, L5]]],
so that [V−2, [V−2, L5]] 6= 0. Thus, by the assumed irreducibility (iv) of L1, we
must have [V−2, [V−2, L5]] = L1. Then, as above, by the {1}−transitivity (vi)
of L, we have
0 6= [V−2, L1] = [V−2, [V−2, [V−2, L5]]],
so that
[V−2, [V−2, [V−2, L5]]] = L−1, (5.2)
by the irreducibility (B) of L. Then, since the negative gradation spaces are
generated (D) by L−1, we have
L−2 = [L−1, L−1] = [L−1, [V−2, [V−2, [V−2, L5]]]] ⊆ [V−2, L0] ⊆ V−2, (5.3)
so that L−2 is an irreducible L0−module.
Now, by Lemma 2.17, L−5 = [L−2, L−3]. Consequently, in view of (D) and
(5.2) above
L−5 = [L−2, L−3]
= [L−2, [L−1, L−2]]
= [L−2, [L−2, [L−2, [L−2, [L−2, L5]]].
Then by {1}−transitivity (vi), we have
0 6= [L1, L−5] = [L1, [L−2, [L−2, [L−2, [L−2, [L−2, L5]]] ⊆ [L−2, [L−2, L0]],
so that [L−2, L−2] 6= 0. Furthermore, since the negative gradation spaces are
generated (D) by L−1, we have by (5.2) above that
L−4 = [L−1, L−3]
= [L−1, [L−1, L−2]]
= [L−1, [L−2, [L−2, [L−2, [L−2, L5]]]]]
⊆ [L−2, L−2],
so
L−4 = [L−2, L−2]. (5.4)
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Now suppose that [L−4, L2] = 0, and suppose further that [L−3, L2] = 0.
Then we would have by (C) and (D) that
0 = [L−4, L2] = [[L−3, L−1], L2] = [L−3, [L−1, L2]] = [L−3, L1]
by the assumed irreducibility (iv) of L1, to contradict {1}−transitivity (vi).
Thus, [L−3, L2] 6= 0, so that by the irreducibility (B) of L, [L−3, L2] = L−1.
Then
[[L−3, [L−4, L2]] = [[L−4, [L−3, L2]] = [L−4, L−1] 6= 0,
by {−1}−transitivity (Lemma 2.1). Thus, it must be true that
[L−4, L2] 6= 0, (5.5)
so that
0 6= [L−4, L2] = [[L−2, L−2], L2] ⊆ [L−2, [L−2, L2]]. (5.6)
By (5.3) and construction, B(L−2) is a transitive, irreducible depth-two
Lie algebra. By (5.6) above, B(L−2)1 6= 0. By (5.4) and (5.5) above, B(L−2)
satisfies hypothesis (E) of the Main Theorem. Therefore, as in the depth-four
case above, it follows from the Main Theorem (proved for the case q = 2 in [2])
that the character of B(L−2)
′
0 on B(L−2)−1 = L−2 is zero. Consequently, the
character of L′0 on L−1 is zero, as well, and L−1 is a restricted L
′
0−module.
6 Conclusion of the proof of the Main Theorem
Let L be as in the statement of the Main Theorem, and let S =
∑s
i=−q Si
be as in Weisfeiler’s Theorem (Theorem 1.3). If [S>0, L−2] were equal to zero,
then L−q⊕· · ·⊕L−2 =
∑
i≧0(ad (L−1))
iL−2 would be an ideal of the simple Lie
algebra S. Consequently, it must be that [S>0, L−2] 6= 0. Let j > 0 be minimal
such that
[L−2, Sj ] 6= 0. (6.1)
We wish to show that j = 1. Suppose not.
We begin by establishing a few basic properties. By the Jacobi Identity,
if 1 ≤ k ≤ j − 1 and 2 ≤ i ≤ k + 1, then (since in the sum that follows,
0 ≦ κ ≦ i − 2 ≦ k − 1 ≦ j − 2, so that j − 1 ≧ k ≧ k − κ ≧ 1; here κ is the
number of (adL−1)s that act on Sk before it brackets with L−2 and annihilates
it)
[L−i, Sk] = [(ad (L−1))
i−2L−2, Sk]
⊆
∑
0≤κ≤i−2
(ad (L−1))
(i−2−κ)[L−2, Sk−κ]
= 0;
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i.e.,
[L−i, Sk] = 0, 2 ≤ i ≤ k + 1, 1 ≤ k ≤ j − 1. (6.2)
In particular, we have (letting i = k, i = k + 1, and k = j − 1, respectively)
[L−k, Sk] = 0, 2 ≦ k ≦ j − 1, (6.3)
[L−k−1, Sk] = 0, 1 ≤ k ≤ j − 1, and (6.4)
[L−i, Sj−1] = 0, 2 ≤ i ≤ j. (6.5)
We will now show that [L−i, Sj ] 6= 0, 1 ≤ i ≤ j + 1. Since L is irreducible
(B), it will follow that
[L−j−1, Sj ] = L−1. (6.6)
Note that (since we are assuming that [L−2, Sj] 6= 0 and [L−2, Sj′ ] = 0 for
1 ≤ j′ ≤ j− 1), we have by (D), by (6.5), by transitivity (C), and by induction,
that
[L−i, Sj] = [[L−i+1, L−1], Sj] = [[L−i+1, Sj ], L−1] 6= 0, 2 < i ≤ j + 1.
Thus, we have (in view of transitivity (C) and (6.1)) that
[L−i, Sj] 6= 0, 1 ≤ i ≤ j + 1. (6.7)
We will now show that
Ann LjL−j = Ann LjL−2 (6.8)
Thus, suppose first that Tj is an L0−submodule of Lj such that [L−j, Tj] = 0.
Then, in view of D and (6.5), we have
0 = [L−j , Tj ] = [[L−j+1, L−1], Tj ] = [[L−j+1, Tj], L−1] (6.9)
so that by transitivity (C), we have [L−j+1, Tj ] = 0. Then we may replace L−j
in (6.9) by, successively, L−j+1, L−j+2, etc., to arrive at [L−2, Tj] = 0. On the
other hand, if we rather define Tj = Ann LjL−2, then, again in view of (6.5), we
may bracket the equation [L−2, Tj ] = 0 with L−1 again and again to conclude
that
[L−3, Tj ] = 0, [L−4, Tj ] = 0, · · · , [L−j, Tj ] = 0,
as required to establish (6.8).
Lemma 6.10 If j is as above, then [L−j−1, Sj+1] 6= 0.
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Proof Suppose that [L−j−1, Sj+1] = 0. Then, since by (6.6) [L−j−1, Sj ] =
L−1, we have
[[Sj , Sj+1], L−j−1] = [[L−j−1, Sj ], Sj+1] = [L−1, Sj+1] = Sj 6= 0.
Consequently, [Sj , Sj+1] 6= 0. Then we have
[[[Sj , Sj+1], Sj+1], L−j−1] = [[[L−j−1, Sj ], Sj+1], Sj+1]
= [[L−1, Sj+1], Sj+1] = [Sj, Sj+1] 6= 0.
Continuing in this manner, we get homogeneous non-zero L0−submodules of
arbitrarily high gradation degree. This of course cannot happen in a finite-
dimensional Lie algebra, so it must be that [L−j−1, Sj+1] 6= 0. 
Lemma 6.11 If j ≧ 2, and k is the smallest integer greater than one for which
[L−k, Sr] 6= 0, then k = j.
Proof Since by (D), L<0 is generated by L−1, we have by (6.7) and (6.3)
and (iv) that
(0 6=)[L−j, Sj ] = [[L−1, L−j+1], Sj ] = [L−1, [L−j+1, Sj ]] = [L−1, L1]
so [L−j, Sr] 6= 0, since by Lemma 2.28 we have
0 6= [[L−1, L1], Sr] = [[L−j, Sj ], Sr] = [[L−j , Sr], Sj ]
Consequently,
k ≦ j. (6.12)
On the other hand, by definition of k, [L−k, Sr] 6= 0, and [L−i, Sr] = 0 for
k − 1 ≧ i ≧ 2. It follows that if [L−k, Sk−1] = 0 and [L−k, Sk] = 0, then
U
def
=
∑
i≧0
(adL−1)
i[L−k, Sr]
would be a proper ideal of S, to contradict the simplicity of S. Thus, it must
be that either [L−k, Sk] 6= 0 or [L−k, Sk−1] 6= 0.
Now, by (6.3) and (6.7), j is the smallest integer greater than or equal to
two such that [L−j , Sj] 6= 0. Consequently, if [L−k, Sk] 6= 0, then j ≦ k, so by
(6.12), j = k. If, on the other hand, [L−k, Sk] = 0, then, as we noted above, we
must have [L−k, Sk−1] 6= 0. But by (6.4) and (6.7), j + 1 is the smallest i ≧ 2
such that [L−i, Si−1] 6= 0, so we must have j+1 ≦ k, so j ≦ k−1, to contradict
(6.12). Thus,
j = k
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as required. 
Define H to be the Lie algebra generated by L−1 ⊕ L0 ⊕ S1 ⊕ . . . ⊕ Sj−1.
Since [L−2, S1⊕ · · · ⊕ Sj−1] = 0, it follows from (6.2) that if M(H) is as in the
statement of Weisfeiler’s Theorem (Theorem 1.3), thenM(H) = L−q⊕· · ·⊕L−2,
and H/M(H) is a depth-one graded Lie algebra which inherits transitivity (C)
and irreducibility (B) from L. From Proposition 1.6, we conclude that H/M(H)
is either between H(2 : (1, 1), ω) and CH(2 : (1, 1), ω), or is equal to L(ǫ) or
M. In each of these cases, S1 is an irreducible abelian L0−module. Thus, we
can from now on assume (See Corollary 1.7.) that assumption (iv) of Section 2
holds and
[L1, L1] = 0 (6.13)
and, as a Lie algebra, [L−1, L1] lies between sl(2) and gl(2):
sl(2) ⊆ [L−1, L1] ⊆ gl(2) (6.14)
Lemma 6.15 If [L−2, L1] = 0 and [L−2, L2] 6= 0 and (vii) and (6.14) hold,
then we may assume in what follows that [L−2, L2] = [L−1, L1].
Proof Let i be any integer not equivalent to zero modulo three, and let
z be any element of the center of L0. By transitivity (C), [L−1, z] 6= 0, and
by irreducibility (B) and Schur’s Lemma, ad L−1z acts as multiplication by a
non-zero scalar a, so that by (D), ad L−iz acts as multiplication by the non-zero
scalar ai. Consequently, in view of (6.14), Lemma 1.2, and transitivity (C) (to
deal with ad z when i is positive),
Ann [L−1, L1]Mi = 0 (6.16)
for any non-zero L0−submoduleMi of Li, i 6≡ 0 (mod 3). Since by (D), [L−2, L2]
is an ideal of [L−1, L1], we have that [L−2, [L−2, L2]] 6= 0. Similarly, (See
Corollary 1.5.) [L2, [L−2, L2]] 6= 0. It follows that
B(L−2)1 6= 0 and, if L2 is L0−irreducible, B(L2)1 6= 0. (6.17)
Let M(B(L−2)) be as in Weisfeiler’s Theorem (Theorem 1.3). We focus on
X
def
= B(L−2)/M(B(L−2)),
whose depth is no greater than half of that of L. If the depth and height of X
are both greater than one, then we can apply the Main Theorem to conclude
that the representation of L′0 on the minus-one component (namely, L−2) of X
is restricted, so that (See Lemma 1.2.) the representation of L′0 on L−1 is also
restricted, to contradict assumption (vii).
If the depth of X is one, then by Proposition 1.6, X is isomorphic either to
a Hamiltonian Lie algebra, or to M, or to L(ǫ) for some ǫ. Then, by (6.14) and
(D),
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sl(2) ⊆ [L−2, L2] ⊆ [L−1, L1] ⊆ gl(2).
Consequently, we are done unless [L−2, L2] ∼= sl(2), and [L−1, L1] ∼= gl(2). In
that case, we have by Corollary 1.7 that X is Hamiltonian. Let e, f, and h
be the usual basis of L′0. Then, according to (1.4) of [4], (ad L−2f)
3 acts as the
identity on the minus-one component of X, namely, L−2. On the other hand, if
L˜ is as in Lemma 2.29, then L−2 ⊆ M(L˜), and, again by Corollary 1.7, either
L˜/M(L˜) ∼= L(ǫ), or L˜/M(L˜) ∼= M. If L˜/M(L˜) ∼= L(ǫ), then (ad L−1f)
3 acts as
zero on L−1. On the other hand, if L˜/M(L˜) ∼= M , then (ad L−1f)
3 acts as the
identity on L−1. However, by (D) and the fact that (ad L−1f)
3 is a derivation,
we should have that (ad L−2f)
3=2(adL−1f)
3. These contradictions enable us to
conclude that the lemma is true when the depth of X is one.
Suppose, finally, that the height of X is one. Since, as we saw above,
[L2, [L−2, L2]] 6= 0, it follows that X is a non-degenerate Lie algebra. We
may therefore apply Corollary 1.5 to X to conclude that for any irreducible
L0−submodule M2 of L2 we have [M2, [M2, L−2]] 6= 0. We apply Corollary 1.7
to B(M2)/M(B(L2)). Arguing as in the above paragraph, we obtain a contra-
diction also in this case. 
Lemma 6.18 Suppose j > 2. Then j cannot equal r, so Lj+1 6= 0. Similarly,
Lj+2 6= 0,
Proof Suppose j = r. Then by (6.7) 0 6= [L−j, Sj ] = [L−r, Sr]. Then we
would have [[L−r, Sr], S1] = [[L−r, S1], Sr] ⊆ [L−(r−1), Sr] = 0 by the definition
of k. Since, again, j = r, however, we would have [L−j+1, Lj ] = 0, to contradict
(6.7). Thus, j 6= r.
Now suppose that j = r − 1. Since j > 2, it follows that r > 3. By Lemma
6.10, [L−r, Lr] 6= 0. Then by ((D) and) (6.16), [L1, [L−r, Lr]] 6= 0. By (iv) (See
the discussion before (6.13).), we have L1 = [L−r+1, Lr], so by definition of k,
[L1, Li] = 0, 1 ≦ i ≦ k − 2 = j − 2 = r − 3. If r > 4, then we would have, for
example, 0 = [L−1, [L1, L2]] = [[L−1, L1], L2]], to contradict (6.16). If r = 4,
then j = 3, so by (6.7), [L−3, L3] 6= 0, and by (6.5), [L−3, L2] = 0. Thus, we
would have 0 = [L−3, 0] = [L−3, [L2, L3]] = [L2, [L−3, L3]], to again contradict
(6.16) by (D). 
Now, by Lemma 2.29, j ≤ 2 in the non-Hamiltonian cases. Thus, suppose
that we are in the Hamiltonian case, and suppose, for a contradiction, that j > 2.
For this (Hamiltonian, j > 2) case, we will assume without loss of generality,
that L is generated by L<0 ⊕ L0 ⊕ S1 ⊕ · · · ⊕ Sj−1 ⊕ Sj . By definition of j and
the Jacobi Identity, [Si, [L−2, L−2]] = 0, 1 ≦ i ≦ j − 1. Furthermore, since j is
assumed to be greater than two, we have [Sj , [L−2, L−2]] ⊆ [L−2, Sj−2] = 0.
Thus, again by the Jacobi Identity, [L>0, [L−2, L−2]] = 0, so, if [L−2, L−2] were
not equal to zero then
∑
i≧0(adL−1)
i[L−2, L−2] would be a proper ideal of S,
to contradict the simplicity of S. Thus, we may assume that
[L−2, L−2] = 0 (6.19)
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In addition, [L−2, Sj−2] = 0 also entails that
[L−2, [L−2, Li]] = 0, 0 ≦ i ≦ 2j − 1 (6.20)
Lemma 6.21 If j > 2, then
[L−2, [L−2, Lj+2]] = 0
Proof. Since we are assuming that j > 2, it follows that 2j > j + 2, so the
lemma follows from (6.20). 
We adopt the notation of [4].
Lemma 6.22 If j > 2, and j 6≡ 0 (mod 3), then [L−2, [L2, Lj]] 6= 0.
Proof: Suppose not. Then
0 = [L−2, [L2, Lj]] = [L2, [L−2, Lj ]]
since we are assuming that j > 2. But 0 6= [L−2, Lj] ⊆ Hj−2 (See the dis-
cussion preceding (6.13).), and Hj−2 is L0−irreducible. Consequently, we have
[H2, Hj−2] = 0. But {y
(3), xy(j−1)} = y(2)y(j−1) ≡ jy(j+1) 6≡ 0 (since j 6≡ 0
(mod 3)). 
Lemma 6.23 If M is an L0−submodule of L such that [L−2, M ] = 0 and
[L−2, [1, M ]] = 0, then (ad 1)
3 is an L0−homomorphism of M into (ad 1)
3M.
Proof. Since {1, xy} = 0 = {1, x(2)y}, we have (ad 1)3[L0, M ] = [(ad 1)
3L0,
M ] + [L0, (ad 1)
3M ] = [(ad 1)2x(2), M ] + [L0, (ad 1)
3M ]. Now, [(ad 1)2x(2), M ]
⊆ [1, [L−2, M ]] + [[1, M ], L−2] = 0. 
By transitivity (C), (Sj ⊆) Lj must be contained in the nine-dimensional
L0−module L
∗
−1⊗Sj−1. (Here, and in what follows, we understand “is contained
in” in this context to mean “is L0−isomorphic to an L0−submodule of” and
“is acted on by adL−1 as adL−1 acts on” and we will often make use of this
implication of (C) without comment.) Note that if the gradation degree of any
of the following three-dimensional L0−modules
Xresidue of j (mod 3), gradation degree, sequential number
is not equivalent to zero modulo three, then the L0−module is L0−irreducible.
To begin our proof that j = 1, we will assume first that
j > 2 (6.24)
We consider separately the cases where j is equivalent to one, two, or zero
modulo three. We will show that in each case, if j > 2, then L can be re-
placed with a subalgebra (containing L−1 and L0) in which the smallest integer
i > 2 such that L−2 has nonzero bracket with the i
th gradation space of the
replacement is greater than j.
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Note that
{y(2), y(j)} = (j + 1)2x(2)y(j+1) (6.25)
Since L contains Sj−1 ∼= H(2 : n, ω)j−1, it follows that whenever j 6≡ 2 (mod
3), we also have that Sj contains the non-zero L0−submodule (annihilated by
adL−2) [S1, Sj−1] ∼= H(2 : n, ω)j . Furthermore, if we consider (6.25) with j
replaced by j+1, we see that if j ≡ 0 (mod 3), then Sj+1 contains the non-zero
L0−submodule (also annihilated by adL−2) [S1, [S1, Sj−1]] ∼= H(2 : n, ω)j+1.
When j ≡ 1 (mod 3), L∗−1 ⊗ Sj−1(⊇ Lj) contains the two L0−submodules
X1, j, 1
def
= < 1∗ ⊗ x(2)y(j), 2 · x∗ ⊗ x(2)y(j) + 1∗ ⊗ xy(j),
(x(2))∗ ⊗ x(2)y(j) + x∗ ⊗ xy(j) + 1∗ ⊗ y(j) >
and
X1, j, 2
def
= < x∗ ⊗ x(2)y(j), 2 · (x(2))∗ ⊗ x(2)y(j) + x∗ ⊗ xy(j),
1∗ ⊗ x(2)y(j) + (x(2))∗ ⊗ xy(j) + x∗ ⊗ y(j) >
(Acting here like ∂
∂x
, ad y maps xy(j), x(2)y(j), and y(j), to y(j), xy(j), and
zero, respectively. Also, adding one to the divided power modulo three and
multiplying by two, ad y maps 1∗, x∗, and (x(2))∗, to 2 ·x∗, 2 · (x(2))∗ and 2 · 1∗,
respectively.)
Now,
Lj ⊆ L
∗
−1 ⊗ Sj−1 = X1, j, 1 ⊕X1, j, 3, (6.26)
where modulo its submodule X1, j, 2, the indecomposable L0−module X1, j, 3 is
spanned by (x(2))∗⊗x(2)y(j), 2 · 1∗⊗x(2)y(j)+(x(2))∗⊗xy(j), and 1∗⊗xy(j)+
x∗ ⊗ x(2)y(j) + (x(2))∗ ⊗ y(j).
Now [L−2, X1, j, 2] = 0, and, as an L0−submodule of L
∗
−1 ⊗ Sj−1, X1, j, 2
is unique in this regard. It follows from the discussion following (6.25) that
Sj ⊆ Lj must contain an L0−submodule
Qj ∼= X1, j, 2 ∼= H(2 : n, ω)j = 〈y
(j+1), xy(j+1), x(2)y(j+1)〉. (6.27)
Since Sj = [L−1, Sj+1] by Lemma 2.3, it follows from transitivity (C) that Sj+1
must be contained in
L∗−1⊗Sj ⊆ L
∗
−1⊗Lj ⊆ L
∗
−1⊗ (X1, j, 1⊕X1, j, 3) = L
∗
−1⊗X1, j, 1⊕L
∗
−1⊗X1, j, 3
Since Qj ⊆ Sj , Sj+1 must have non-zero intersection with L
∗
−1 ⊗ Qj
∼= L∗−1 ⊗
X1, j, 2. (Note that if X1, j, 2 ∩ Sj = 0, then X1, j, 3 ∩ Sj = 0; similarly, if (L
∗
−1 ⊗
X1, j, 2) ∩ Sj+1 = 0, then (L
∗
−1 ⊗X1, j, 3) ∩ Sj+1 = 0.)
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If Sj+1 ∩ (L
∗
−1 ⊗X1, j, 2) were to contain an L0−submodule Rj+1 such that
[L−2, Rj+1] 6= 0, we could replace L with the Lie algebra generated by L≦0 ⊕
S1⊕· · ·⊕Sj−1⊕Qj⊕Rj+1, and we would have a Lie subalgebra of L such that
the minimal i > 2, such that L−2 has non-zero bracket with the i
th gradation
space of the subalgebra, is j + 1.
Define
d
def
= x∗ ⊗ x(2)y(j)
e
def
= 2 · (x(2))∗ ⊗ x(2)y(j) + x∗ ⊗ xy(j)
f
def
= 1∗ ⊗ x(2)y(j) + (x(2))∗ ⊗ xy(j) + x∗ ⊗ y(j)
Then y · f = 2d, and L∗−1 ⊗X1, j, 2 is the sum of the following L0−submodules:
X1, j+1, 1
def
= 〈(x(2))∗ ⊗ e+ x∗ ⊗ f + 2 · 1∗ ⊗ d〉+ 〈2 · x∗ ⊗ e + 1∗ ⊗ f, 1∗ ⊗ e〉
X1, j+1, 2
def
= 〈(x(2))∗ ⊗ e+ x∗ ⊗ f + 1∗ ⊗ d〉+ 〈x∗ ⊗ e+ 2 · (x(2))∗ ⊗ d, x∗ ⊗ d〉
X1, j+1, 3
def
= 〈(x(2))∗ ⊗ f + 2 · x∗ ⊗ d+ 1∗ ⊗ e, x∗ ⊗ f + 2 · (x(2))∗ ⊗ e, x∗ ⊗ e〉
Note that
[L−2, X1, j+1, 2] = 0. (6.28)
Now, since (ad [1, x]) · (1∗ ⊗ e) = [e, x] = 2 · [x, e] = 2xy(j) 6= 0, and
(ad [1, x]) · ((x(2))∗⊗ e+x∗⊗ f +2 ·1∗⊗d) = [1, f ]+2 · [d, x] = 2x(2)y(j) 6= 0, if
Lj+1 ∩X1, j+1, 1 6= 0, then [L−2, Lj+1 ∩X1, j+1, 1] 6= 0. Thus, if we set Rj+1 =
Lj+1 ∩ X1, j+1, 1 in the above argument, we see that we can assume in what
follows that
Lj+1 ∩X1, j+1, 1 = 0. (6.29)
In addition, since (ad [x, x(2)])·(x∗⊗e) = [e, x(2)] = 2·[x(2), e] = x(2)y(j) 6= 0,
and (ad [1, x])·(2·(x(2))∗⊗e+x∗⊗f) = [1, f ] = x(2)y(j) 6= 0, if Lj+1∩X1, j+1, 3 6=
0, then [L−2, Lj+1 ∩X1, j+1, 3] 6= 0. Thus, if we set Rj+1 = Lj+1 ∩X1, j+1, 3 in
the above argument, we see that we can assume in what follows that
Lj+1 ∩X1, j+1, 3 = 0. (6.30)
Now, X1, j+1, 1 andX1, j+1, 2 are isomorphic as L0−modules, so suppose that,
for scalars A, and B, Lj+1∩ (X1, j+1, 1+X1, j+1, 2) ⊇ AX1, j+1, 1+BX1, j+1, 2, If
this latter module had non-zero bracket with L−2, then we could set Rj+1 equal
28
to it and argue as in the previous two paragraphs. If, on the other hand, the
bracket with L−2 were zero, then, for example, we would have that the bracket
of [1, x] with
A · ((x(2))∗ ⊗ e+ x∗ ⊗ f + 2 · 1∗ ⊗ d) +B · ((x(2))∗ ⊗ e+ x∗ ⊗ f + 1∗ ⊗ d)
was zero. Consequently, we would have
0 = A · [1, f ] + 2A · [d, x] +B · [1, f ] +B · [d, x] = 2Ax(2)y(j)
from which we can conclude that A = 0, so that the only linear combination
of X1, j+1, 1 and X1, j+1, 2 to have zero bracket with L−2 is X1, j+1, 2. It follows
that we may assume (See (6.25)ff.) that Lj+1 has non-zero intersection with
X1, j+1, 2.
Define
κ
def
= x∗ ⊗ d
λ
def
= x∗ ⊗ e + 2 · (x(2))∗ ⊗ d
µ
def
= (x(2))∗ ⊗ e+ x∗ ⊗ f + 1∗ ⊗ d
Then y · µ = κ, and L∗−1 ⊗X1, j+1, 2, which by transitivity (C) has non-zero in-
tersection with Lj+2, is the sum of the following (non-isomorphic) L0−modules:
X1, j+2, 1
def
=< 1∗⊗µ+(x(2))∗⊗κ+x∗⊗λ > + < 2 ·(x(2))∗⊗µ+x∗⊗κ, x∗⊗µ >
X1, j+2, 2
def
=< 1∗ ⊗ κ+ (x(2))∗ ⊗ λ+ x∗ ⊗ µ, 2 · (x(2))∗ ⊗ κ+ x∗ ⊗ λ, x∗ ⊗ κ >
X1, j+2, 3
def
=< (x(2))∗ ⊗ µ+ x∗ ⊗ κ+1∗ ⊗ λ, 2 · x∗ ⊗ µ+1∗ ⊗ κ > + < 1∗ ⊗ µ >
Now, since (ad [1, x]) · (x∗ ⊗ µ) = [1, µ] = d, and (ad [1, x]) · ((x(2))∗ ⊗
κ + x∗ ⊗ λ + 1∗ ⊗ µ) = [µ, x] + [1, λ] = 2f 6= 0, if Lj+2 ∩ X1, j+2, 1 6= 0, then
[L−2, Lj+2∩X1, j+2, 1] 6= 0, and we can replace L with the Lie algebra generated
by L≦0⊕L1⊕· · ·⊕Lj−1⊕(Lj∩X1, j, 2)⊕(Lj+1∩X1, j+1, 2)⊕(Lj+2∩X1, j+2, 1),
and we will have a Lie subalgebra of L such that the minimal i > 2, such that
L−2 has non-zero bracket with the i
th gradation space of the subalgebra, is j+2.
Thus, we may assume in what follows that
Lj+2 ∩X1, j+2, 1 = 0. (6.31)
Also, since (ad [1, x]) · (1∗ ⊗ µ) = [µ, x] = 2f, and (ad [1, x]) · (2 · x∗ ⊗
µ + 1∗ ⊗ κ) = 2 · [1, µ] + [κ, x] = 2d + 2d 6≡ 0, if Lj+2 ∩ X1, j+2, 3 6= 0, then
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[L−2, Lj+2∩X1, j+2, 3] 6= 0, and we can replace L with the Lie algebra generated
by L≦0⊕L1⊕· · ·⊕Lj−1⊕(Lj∩X1, j, 2)⊕(Lj+1∩X1, j+1, 2)⊕(Lj+2∩X1, j+2, 3),
and we will have a Lie subalgebra of L such that the minimal i > 2, such that
L−2 has non-zero bracket with the i
th gradation space of the subalgebra, is j+2.
Thus, we may assume in what follows that
Lj+2 ∩X1, j+2, 3 = 0. (6.32)
Note that
[L−2, X1, j+2, 2] = 0, (6.33)
from which we can conclude that if Lj+2 has non-zero intersection withX1, j+2, 2,
then by (6.28) and Lemma 6.23, we have that Lj+2 ∩ X1, j+2, 2 ∼= Sj−1. We
could then repeat the above argument (with Sj−1 replaced by Lj+2 ∩X1, j+2, 2)
to either obtain a Lie algebra in which the minimal gradation degree i > 2 such
that [L−2, Li] 6= 0 is each time even greater, or, eventually, to find that the
highest gradation space Ss of S contains an L0−submodule Qs which has zero
bracket with L−2. However, by Lemma 2.3, Ss is irreducible as an L0−module,
so we would have that [L−2, Ss] = 0. Since S is generated by Ss and L−1, it
would follow from the construction of Qs (= Ss) (See also Lemma 2.3.) that
[L−2, S>0] = 0, to contradict, for example, (6.1).
In view of (6.31), (6.32), and (6.33)ff, if j ≡ 1 (mod 3), we have shown (since,
from above, L∗−1⊗X1, j+1, 2 must have non-zero intersection with Lj+2) that we
can assume that L contains a Lie subalgebra such that if i > 2 is minimal such
that L−2 has non-zero bracket with the i
th gradation space of that subalgebra,
then i is greater than j.
If j ≡ 2 (mod 3), then {y, y(j)} = 2x(2)y(j), and Lj ⊆ (L−1)
∗ ⊗ Sj−1, which
equals the sum of the L0−submodules
X2, j, 1
def
= < 1∗ ⊗ xy(j), 2 · x∗ ⊗ xy(j) + 1∗ ⊗ y(j),
(x(2))∗ ⊗ xy(j) + x∗ ⊗ y(j) + 2 · 1∗ ⊗ x(2)y(j) >
and
X2, j, 2
def
= < x∗ ⊗ x(2)y(j), 2 · (x(2))∗ ⊗ x(2)y(j) + x∗ ⊗ xy(j),
1∗ ⊗ x(2)y(j) + (x(2))∗ ⊗ xy(j) + x∗ ⊗ y(j) >
and
X2, j, 3
def
= < x∗ ⊗ xy(j), 2 · (x(2))∗ ⊗ xy(j) + x∗ ⊗ y(j),
(x(2))∗ ⊗ y(j) + 2 · x∗ ⊗ x(2)y(j) + 1∗ ⊗ xy(j) >
Since [L−2, X2, j, 2] = 0, it follows from the definition of j (6.1) that Sj 6⊂
X2, j, 2, so either X2, j, 1 ∩ Sj 6= 0 or X2, j, 3 ∩ Sj 6= 0.
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Let us first suppose that Sj ∩X2, j, 1 6= 0. Define
a
def
= 1∗ ⊗ xy(j)
b
def
= 2 · x∗ ⊗ xy(j) + 1∗ ⊗ y(j) and
c
def
= (x(2))∗ ⊗ xy(j) + x∗ ⊗ y(j) + 2 · 1∗ ⊗ x(2)y(j)
Then y · c = a, and by transitivity (C), Lj+1 has non-zero intersection with
L∗−1⊗X2, j, 1, which is the sum of the following (non-isomorphic)L0−submodules:
X2, j+1, 1
def
= 〈(x(2))∗ ⊗ a+ x∗ ⊗ b+ 1∗ ⊗ c〉+ 〈2 · x∗ ⊗ a+ 1∗ ⊗ b, 1∗ ⊗ a〉
X2, j+1, 2
def
= 〈(x(2))∗ ⊗ c+ x∗ ⊗ a+ 1∗ ⊗ b, 2 · x∗ ⊗ c+ 1∗ ⊗ a〉+ 〈1∗ ⊗ c〉
X2, j+1, 3
def
= 〈(x(2))∗ ⊗ b+ x∗ ⊗ c+ 1∗ ⊗ a, 2 · (x(2))∗ ⊗ a+ x∗ ⊗ b, x∗ ⊗ a〉
We first suppose that Sj+1 has non-zero intersection with X2, j+1, 1, and we
set
α
def
= 1∗ ⊗ a
β
def
= 2 · x∗ ⊗ a+ 1∗ ⊗ b
γ
def
= (x(2))∗ ⊗ a+ x∗ ⊗ b+ 1∗ ⊗ c
Then y · γ = α, and by transitivity (C), Sj+2 would have non-zero intersection
with L∗−1 ⊗X2, j+1, 1, which is the sum of the following L0−submodules:
X2, j+2, 1
def
= 〈(x(2))∗ ⊗ γ, 2 · x∗ ⊗ γ〉,+〈1∗ ⊗ γ〉
X2, j+2, 2
def
= 〈(x(2))∗ ⊗ α+ x∗ ⊗ β + 1∗ ⊗ γ〉+ 〈2 · x∗ ⊗ α+ 1∗ ⊗ β, 1∗ ⊗ α〉
X2, j+2, 3
def
= 〈(x(2))∗ ⊗ β + x∗ ⊗ γ + 1∗ ⊗ α, x∗ ⊗ β + 2 · (x(2))∗ ⊗ α, x∗ ⊗ α〉
Focusing on X2, j+2, 1, we have [1, x] · (1
∗ ⊗ γ) = [γ, x] = 2 · [x, γ] = 2b, and
(ad [1, x]) · b = (ad [1, x]) · (2 · x∗ ⊗ xy(j) +1∗ ⊗ y(j)) = 2 · [1, xy(j)] + [y(j), x] =
y(j−1) 6= 0, so by Lemma 6.21,
X2, j+2, 1 ∩ Lj+2 = 0. (6.34)
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Focusing on X2, j+2, 3, we have (ad [1, x]) · (x
∗ ⊗ α) = [1, α] = a, and
(ad [1, x]) · a = (ad [1, x]) · (1∗⊗ xy(j)) = [xy(j), x] = xy(j−1) 6= 0, so by Lemma
6.21 again,
X2, j+2, 3 ∩ Lj+2 = 0. (6.35)
It follows that if X2, j+1, 1 ⊂ Sj+1, then X2, j+2, 2 ⊂ Lj+2. Note that
[L−2, X2, j+2, 2] = 0. (6.36)
Since also [L−2, X2, j+1, 1] = 0, it follows that if Lj+2 ∩ X2, j+2, 2 6= 0, then we
have by Lemma 6.23 that (ad 1)3 is an isomorphism from Lj+2 ∩ X2, j+2, 2 to
Sj−1 :
(ad 1)3 · (1∗ ⊗ α) = (ad 1)2α = (ad1)a = xy(j)
(ad 1)3 · (2 · x∗ ⊗ α+ 1∗ ⊗ β) = (ad 1)2β = (ad 1)b = y(j)
(ad 1)3 · ((x(2))∗ ⊗ α+ x∗ ⊗ β + 1∗ ⊗ γ) = (ad 1)2γ = (ad 1)c = 2x(2)y(j)
Since X2, j+2, 2 ∼= Sj−1 as an L0−module, and since the construction of the
“X”modules depends only on the L0−module properties of Sj−1 and L
∗
−1, and
L−1 (and its bracket with itself, L−2) only interact with the first factor of the
tensors, we can repeat the process with X2, j+2, 2 in place of Sj−1 and continue
to repeat it until we arrive at the highest gradation space. Since (ad [1, x]) ·
(1∗⊗xy(j)) = xy(j−1) 6= 0, it follows that [L−2, X2,j,1] 6= 0. Consequently, when
we arrive at the highest gradation space, L−2 will have non-zero bracket with
either Lr−2, or Lr−1, or Lr. Then by Lemma 6.11, we would have
j = k ≦ 2. (6.37)
Since (6.37) is what we are presently trying to establish, we may assume in
what follows that Lj+2 ∩ X2, j+2, 2 = 0, which equation, together with (6.34)
and (6.35), shows that L∗−1 ⊗X2, j+1, 1 ∩ Lj+2 = 0, so that we may assume in
what follows that Lj+1 has zero intersection with X2, j+1, 1.
Next, suppose that X2, j+1, 2 ∩ Lj+1 6= 0. Then X˜2, j+1, 2 ∩ Lj+1 6= 0, where
X˜2, j+1, 2
def
= 〈(x(2))∗ ⊗ c+ x∗ ⊗ a+ 1∗ ⊗ b, 2 · x∗ ⊗ c+ 1∗ ⊗ a〉,
since X˜2, j+1, 2 is the irreducible L0−submodule of the indecomposable L0−module
X2, j+1, 2. Set
δ
def
= (x(2))∗ ⊗ c+ x∗ ⊗ a+ 1∗ ⊗ b and
ǫ
def
= 2 · x∗ ⊗ c+ 1∗ ⊗ a
Then y · δ = 0, and L∗−1 ⊗ X˜2, j+1, 2 is the sum of the following irreducible
(non-isomorphic) L0−submodules
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X2, j+2, 4
def
= 〈(x(2))∗ ⊗ ǫ+ x∗ ⊗ δ〉+ 〈2 · x∗ ⊗ ǫ+ 1∗ ⊗ δ, 1∗ ⊗ ǫ〉
and
X2, j+2, 5
def
= 〈(x(2))∗ ⊗ δ + 1∗ ⊗ ǫ, 2 · (x(2))∗ ⊗ ǫ+ x∗ ⊗ δ, x∗ ⊗ ǫ〉
If, in addition, we set
ζ
def
= 1∗ ⊗ c
then y · ζ = ǫ, and
L∗−1⊗X2, j+1, 2 = L
∗
−1⊗ X˜2, j+1, 2+X2, j+2, 6 = X2, j+2, 4+X2, j+2, 5+X2, j+2, 6
where
X2, j+2, 6
def
=< 1∗ ⊗ ζ > + < 2 · x∗ ⊗ ζ + 1∗ ⊗ ǫ, (x(2))∗ ⊗ ζ + x∗ ⊗ ǫ+ 1∗ ⊗ δ >
Note that
[L−2, X2, j+2, 6] = 0. (6.38)
Consider X2, j+2, 4. We have
(ad [1, x]) · (1∗ ⊗ ǫ) = [ǫ, x] = 2 · [x, ǫ] = c
and
(ad [1, x])·c = 2·[x(2)y(j), x]+[1, y(j)] = 2x(2)y(j−1)−x(2)y(j−1) = x(2)y(j−1) 6= 0
so by Lemma 6.21,
X2, j+2, 4 ∩ Lj+2 = 0. (6.39)
Next consider X2, j+2, 5. Here we have
(ad [1, x]) · (x∗ ⊗ ǫ) = [1, ǫ] = a
and (from above) (ad [1, x]) · a 6= 0, so by Lemma 6.21 again,
X2, j+2, 5 ∩ Lj+2 = 0. (6.40)
It follows that
X˜2, j+1, 2 ∩ Lj+1 = 0. (6.41)
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This, from above, implies that
X2, j+1, 2 ∩ Lj+1 = 0. (6.42)
We next suppose that X2, j+1, 3 ∩ Lj+1 6= 0. We set
η
def
= x∗ ⊗ a
θ
def
= 2 · (x(2))∗ ⊗ a+ x∗ ⊗ b
ι
def
= (x(2))∗ ⊗ b+ x∗ ⊗ c+ 1∗ ⊗ a
Then y · ι = 0, and L∗−1⊗X2, j+1, 3 contains the following two (non-isomorphic)
L0−submodules:
X2, j+2, 7
def
= 〈(x(2))∗ ⊗ η + x∗ ⊗ θ + 1∗ ⊗ ι, 2 · x∗ ⊗ η + 1∗ ⊗ θ, 1∗ ⊗ η〉
and
X2, j+2, 8
def
= 〈(x(2))∗ ⊗ θ + x∗ ⊗ ι+ 1∗ ⊗ η, 2 · (x(2))∗ ⊗ η + x∗ ⊗ θ, x∗ ⊗ η〉
Furthermore, L∗−1 ⊗ X2, j+1, 3 = X2, j+2, 7 + X2, j+2, 9, where, modulo its irre-
ducible submodule X2, j+2, 8, X2, j+2, 9 is spanned by (x
(2))∗ ⊗ η, (x(2))∗ ⊗ θ +
2 · 1∗ ⊗ η, and (x(2))∗ ⊗ ι+ x∗ ⊗ η + 1∗ ⊗ θ. Now,
(ad [x, x(2)]) · ((x(2))∗ ⊗ η) = [x, η] = a
(ad [x(2), x]) · ((x(2))∗ ⊗ θ + 2 · 1∗ ⊗ η) = [θ, x] = 2b
(ad [1, x]) · ((x(2))∗ ⊗ ι+ x∗ ⊗ η + 1∗ ⊗ θ) = [1, η] + [θ, x] = 2b
so, since from above we know that (ad [1, x]) · a and (ad [1, x]) · b are both
non-zero, it follows from Lemma 6.21 that
Lj+2 ∩X2, j+2, 9 ⊆ X2, j+2, 8, (6.43)
Note that
[L−2, X2, j+2, 8] = 0. (6.44)
Focusing on X2, j+2, 7 we have
(ad [1, x]) · (1∗ ⊗ η) = [η, x] = 2a
so, since, again, from above we know that (ad [1, x]) · a is not zero, it follows
from Lemma 6.21 that
X2, j+2, 7 ∩ Lj+2 = 0. (6.45)
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It follows from (6.43), (6.44), and (6.45) that L∗−1 ⊗X2, j+1, 3 has zero bracket
with L−2.
Now suppose that X2, j, 3 ∩ Lj 6= 0. Set
d
def
= x∗ ⊗ xy(j)
e
def
= 2 · (x(2))∗ ⊗ xy(j) + x∗ ⊗ y(j) and
f
def
= (x(2))∗ ⊗ y(j) + 2 · x∗ ⊗ x(2)y(j) + 1∗ ⊗ xy(j)
Then y · f = d, and L∗−1 ⊗X2, j, 3 contains the following submodules:
X2, j+1, 4
def
= 〈(x(2))∗ ⊗ e+ x∗ ⊗ f + 1∗ ⊗ d, 2 · (x(2))∗ ⊗ d+ x∗ ⊗ e〉+ 〈x∗ ⊗ d〉
X2, j+1, 5
def
= 〈(x(2))∗ ⊗ d+ x∗ ⊗ e+ 1∗ ⊗ f, 2 · x∗ ⊗ d+ 1∗ ⊗ e, 1∗ ⊗ d〉
Furthermore, L∗−1 ⊗ X2, j, 3 = X2, j+1, 6 + X2, j+1, 5, where, modulo X2, j+1, 4,
X2, j+1, 6 is spanned by 〈1
∗⊗ e+ x∗⊗ d+(x(2))∗⊗ f〉 and 〈2 · (x(2))∗⊗ e+x∗⊗
f, x∗ ⊗ e〉.
Focusing first on X2, j+1, 4, we set
κ
def
= x∗ ⊗ d
λ
def
= 2 · (x(2))∗ ⊗ d+ x∗ ⊗ e
µ
def
= (x(2))∗ ⊗ e+ x∗ ⊗ f + 1∗ ⊗ d
Then y·µ = 0, and L∗−1⊗X2, j+1, 4 is the sum of the following three L0−submodules:
X2, j+2, 10
def
= 〈(x(2))∗ ⊗ λ+ x∗ ⊗ µ〉+ 〈2 · x∗ ⊗ λ+ 1∗ ⊗ µ, 1∗ ⊗ λ〉
and
X2, j+2, 11
def
= 〈(x(2))∗ ⊗ κ+ x∗ ⊗ λ+ 1∗ ⊗ µ, 2 · x∗ ⊗ κ+ 1∗ ⊗ λ〉+ 〈1∗ ⊗ κ〉
and
X2, j+2, 12
def
= 〈1∗ ⊗ λ+ (x(2))∗ ⊗ µ, 2 · (x(2))∗ ⊗ λ+ x∗ ⊗ µ, x∗ ⊗ λ〉
The irreducible L0−submodules are the one-, two-, and three-dimensional sub-
spaces noted respectively above. In particular, none of X2, j+2, 10, X2, j+2, 11, or
X2, j+2, 12 is L0−isomorphic to either of the others.
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In the case of X2, j+2, 10, we have (ad [1, x])·((x
(2))∗⊗λ+x∗⊗µ) = [1, µ] = d,
and (ad [x, x(2)]) · d = [xy(j), x(2)] = 2x(2)y(j−1) 6= 0, so by Lemma 6.21,
X2, j+2, 10 ∩ Lj+2 = 0. (6.46)
In the case of X2, j+2, 11, we have (ad [1, x]) · (2 ·x
∗⊗κ+1∗⊗λ) = 2 · [1, κ]+
[λ, x] = 2e, and 2 · (ad [1, x]) · e = (ad [1, x]) · ((x(2))∗ ⊗ xy(j) + 2 · x∗ ⊗ y(j)) =
2 · [1, y(j)] = x(2)y(j−1) 6= 0, so by Lemma 6.21,
X2, j+2, 11 ∩ Lj+2 = 0. (6.47)
In the case of X2, j+2, 12, we have (ad [x, x
(2)]) · (x∗⊗λ) = [λ, x(2)] ≡ d, and,
as above, (ad [x, x(2)]) · d = 2x(2)y(j−1) 6= 0, so by Lemma 6.21,
X2, j+2, 12 ∩ Lj+2 = 0. (6.48)
Thus, by transitivity (C),
X2, j+1, 4 ∩ Lj+1 = 0. (6.49)
It follows that since X2, j+1, 4 is the irreducible L0−submodule of the indecom-
posable L0−module X2, j+1, 6, we must also have
X2, j+1, 6 ∩ Lj+1 = 0. (6.50)
Focusing next on X2, j+1, 5, we set
ν
def
= 1∗ ⊗ d
ξ
def
= 2 · x∗ ⊗ d+ 1∗ ⊗ e
π
def
= (x(2))∗ ⊗ d+ x∗ ⊗ e+ 1∗ ⊗ f
Then y · π = 0, and L∗−1 ⊗ X2, j+1, 5 contains the following (non-isomorphic)
L0−submodules:
X2, j+2, 13
def
= 〈(x(2))∗ ⊗ ν + x∗ ⊗ ξ + 1∗ ⊗ π, 2 · x∗ ⊗ ν + 1∗ ⊗ ξ, 1∗ ⊗ ν〉
and
X2, j+2, 14
def
= 〈(x(2))∗ ⊗ ξ + x∗ ⊗ π + 1∗ ⊗ ν, 2 · (x(2))∗ ⊗ ν + x∗ ⊗ ξ〉+ 〈x∗ ⊗ ν〉
Furthermore, L∗−1⊗X2, j+1, 5 = X2, j+2, 13+X2, j+2, 15, where modulo X2, j+2, 14,
X2, j+2, 15 is spanned by (x
(2))∗ ⊗ ν, 2 · 1∗ ⊗ ν + (x(2))∗ ⊗ ξ, and x∗ ⊗ ν + 1∗ ⊗
ξ + (x(2))∗ ⊗ π. We have
(ad [x(2), 1]) · ((x(2))∗ ⊗ ν) = 2d
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(ad [x, x(2)]) · (2 · 1∗ ⊗ ν + (x(2))∗ ⊗ ξ) = 2d
(ad [(1, x]) · (x∗ ⊗ ν + 1∗ ⊗ ξ + (x(2))∗ ⊗ π) = 2d
so, since from above (ad [x, x(2)]) · d = 2x(2)y(j−1) 6= 0, it follows from Lemma
6.21 that
X2, j+2, 15 ∩ Lj+2 ⊆ X2, j+2, 14 ∩ Lj+2 (6.51)
Focusing onX2, j+2, 14, we have (ad [1, x])·(2·(x
(2))∗⊗ν+x∗⊗ξ) = [1, ξ] = e,
and (ad [1, x]) · e = [1, y(j)] = 2x(2)y(j−1) 6= 0, so by Lemma 6.21,
X2, j+2, 14 ∩ Lj+2 = 0. (6.52)
It follows from (6.51) and (6.52) that
X2, j+2, 15 ∩ Lj+2 = 0. (6.53)
Note that
[L−2, X2, j+2, 13] = 0. (6.54)
We have observed before that Lj+2 is contained in L
∗
−1⊗L
∗
−1⊗L
∗
−1⊗Sj−1,
whose intersection with Lj+2 has, in view of (6.36), (6.38), (6.44), and (6.54),
zero bracket with L−2. In other words, [L−2, Lj+2] = 0. But this contradicts
Lemma 6.22, and shows that j 6≡ 2 (mod 3).
When j ≡ 0 (mod 3), there is only one irreducible three-dimensional L0-
submodule Qj of (L−1)
∗ ⊗ Sj−1. It is spanned by
x∗ ⊗ x(2)y(j)
(x(2))∗ ⊗ x(2)y(j) + 2 · x∗ ⊗ xy(j) and
1∗ ⊗ x(2)y(j) + (x(2))∗ ⊗ xy(j) + x∗ ⊗ y(j)
and is the only L0−submodule of (L−1)
∗ ⊗ Sj−1 which has zero bracket with
L−2. By what we observed above after (6.25), Qj ⊆ Sj , Then Qj must equal
H(2 : n, ω)j and the analysis of L
∗
−1⊗Qj would be the same as that of L
∗
−1⊗Sj−1
when j ≡ 1 (mod 3). In particular, Sj+1 ∩ L
∗
−1 ⊗ Qj 6= 0. If Sj+1 were to
contain an L0−submodule Γj+1 corresponding to X1, j, 1 (which has non-zero
bracket with L−2), we could consider the Lie algebra generated by L≤0 ⊕ S1 ⊕
· · ·⊕Sj−1⊕Qj⊕Γj+1 and obtain a Lie algebra in which the minimal gradation
degree i > 2 such that [L−2, Si] 6= 0 is greater than j, as required.
We can therefore assume that Sj+1 contains an L0−submodule Qj+1 cor-
responding to X1,j,2 (which has zero bracket with L−2), so that Sj+2 ∩ L
∗
−1 ⊗
Qj+1 6= 0. If Sj+2 were to contain an L0−submodule ∆j+2 corresponding to
X1, j+1, 1 or X1, j+1, 3 (both of which have non-zero bracket with L−2), we can
consider the Lie algebra generated by L≤0⊕S1⊕· · ·⊕Sj−1⊕Qj⊕Qj+1⊕∆j+2
and obtain a Lie algebra in which the minimal gradation degree i > 2 such
that [L−2, Si] 6= 0 is greater than j, as required. We can therefore assume that
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Sj+2 contains an L0−submodule Qj+2 corresponding to X1, j+1, 2 (which has
zero bracket with L−2), so that Sj+3 ∩ L
∗
−1 ⊗Qj+2 6= 0, etc.
In view of Lemma 6.23 (which shows that Qj+2 ∼= Qj−1), we can repeat
this process to either obtain a Lie in which the minimal gradation degree i > 2
such that [L−2, Si] 6= 0 is successively greater, or to eventually find that the
highest gradation space Ss of S contains an L0−submodule Qs which has zero
bracket with L−2. However, by Lemma 2.3, Ss is irreducible as an L0−module,
so we would have that [L−2, Ss] = 0. Since S is generated by Ss and L−1, it
would follow from the construction of Qs(= Ss) (See also Lemma 2.3.) that
[L−2, S>0] = 0, to contradict, for example, (6.1).
Whatever the residue of j modulo three, then, we have shown that L can
be assumed to contain a Lie subalgebra such that if i ≧ 2 is minimal such that
L−2 has non-zero bracket with the i
th gradation space of that subalgebra, then
i is greater than j.
We can therefore conclude the following: Let r′ = r if there have been no
replacements of L, or let r′ be the height of the most recent replacement of L
otherwise. Then, in either case, if j ≧ 2 is minimal such that [L−2, Sj ] 6= 0,
and j < r′ − 2, we can find a subalgebra of L such that the smallest i ≧ 2, such
that L−2 has non-zero bracket with the i
th gradation space of that subalgbra,
is greater than j. Thus, by induction, L contains a subalgebra such that the
smallest i ≧ 2 such that L−2 has non-zero bracket with the i
th gradation space
of the subalgbra, is at least r′ − 2. Thus, by Lemma 6.11, (j =) k ≦ 2, and we
can now conclude that in any case
j ≦ 2.
To show that j = 1, we will, for a contradiction, assume that j = 2. We
begin by using an inductive argument from [13, Lemma 2.14] to show that the
centralizer of Ss in L<0 is zero. Denote by Z the centralizer of Ss in L. Then
Z = ⊕Zi is a homogeneous subspace of L. Since Ss is stable under adL≧0, Z is,
as well. The component Z−1 is an L0−submodule of L−1, and Z−1 by definition
has zero bracket with Ss. Thus, by (B) and (C),
Z−1 = 0 (6.55)
We will show that (See [13, Lemma 2.14].)
Zi = 0 (6.56)
for all i < 0, proceeding by (downward) induction on i. Assume that i < −1,
and that
Zℓ = 0, i < ℓ < 0. (6.57)
By analogy with the previous argument, we here (where j = 2) assume that L
is generated by L<0 + L0 + S1 + S2. If we show that [S1, Zi] = [S2, Zi] = 0,
then [L>0, Zi] = 0, so that
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∑ℓ≧0
(adL−1)
ℓZi
would be an ideal of L properly contained in S, the simple ideal of L, to con-
tradict the simplicity of S. Consequently, to verify that Zi = 0, we need only
show that [S1, Zi] = [S2, Zi] = 0.
We first show that [S1, Zi] = 0. Indeed, when i = −2, we have by (6.5) that
[Z−2, S1] = 0, and when i < −2, we have by (6.57) that [S1, Zi] ⊆ Zi+1 = 0.
Similarly, [S2, Zi] ⊆ Z2+i = 0 when i < −2. If i = −2 and [S2, Z−2] 6= 0,
then since by Lemma 2.23 L−2 is an irreducible L0−module, we would have by
Lemma 6.15 that 0 6= [S2, Z−2] = [S2, L−2] = [S1, L−1] = L0. (See Corollary
1.7.) But then we would have [L0, Ss] = [[S2, Z−2], Ss] = [S2, [Z−2, Ss]] = 0,
to contradict [13, Lemma 2.13]. (See also Lemma 2.28.) This contradiction
shows that [Z−2, S2] = 0, and completes the verification of (6.56).
Since we are assuming that j = 2, we have
[L−2, S2] 6= 0 (6.58)
and
[L−2, S1] = 0 (6.59)
We will first address the case in which q > r, and then deal with the case in
which r ≧ q. Thus, assume first that
q > r.
Since (as we observed at the beginning of this section) S1 is an irreducible
L0−module, it follows from (6.56) that
[L−r+1, Sr] = S1 (6.60)
Then by (6.59),
[[L−r+1, L−2], Sr] = [L−r+1, [L−2, Sr]]
If both sides of the equation were non-zero, then by irreducibility (B) they must
both equal L−1. Then we would have, in view of Lemma 2.28 and (6.56) and
(6.59), that, if r > 2,
0 6= [[L−1, S1], Sr] = [[[L−r+1, [L−2, Sr]], S1], Sr]
= [[[L−r+1, S1], [L−2, Sr]], Sr]
= [[L−r+1, Sr], S1], [L−2, Sr]]
⊆ [[S1, S1], [L−2, Sr]]
which would imply that [S1, S1] 6= 0, contrary to (6.13). If, on the other hand,
r = 2, then the third line above becomes “⊆ [[L−r+1, Sr], S1], [L−2, Sr]] +
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[[L−r+1, Sr], S1],” which leads to a similar contradiction. Thus, we can conclude
that
[L−r+1, [L−2, Sr]] = 0 (6.61)
Now note that under the present assumptions, r cannot equal four. Indeed,
by Lemma 2.28, [[L−1, S1], Sr] = [[L−1, Sr], S1] can be assumed to be non-zero
and
Lr ⊇ [S1, Sr−1] ⊇ [S1, [L−1, Sr]] = [[L−1, S1], Sr] = Sr (6.62)
If r were four, we would have by (6.62), (6.59), and (6.13) that
[L−2, Sr] = [L−2, S4] = [L−2, [S1, S3]] = [S1, S1] = 0
to contradict (6.56). Similarly, (6.13) and (6.62) contradict one another when
r = 2. Lastly, r cannot equal three, either; indeed, by (6.59), [[L−2, L−2], L3] ⊆
[L−2, L1] = 0, so if r were three, then by (6.57), [L−2, L−2] = 0. Now sup-
pose that M2 is a non-zero irreducible L0−submodule of L2. Then by (6.13),
[L−1, [L1, M2]] = [[L−1, L1], M2], which is non-zero by (6.16). It follows that
[L1, M2] is a non-zero L0−submodule of S3, which is L0−irreducible by Lemma
2.3. Then by (6.59) and (6.60), we have
0 6= [L−2, S3] = [L−2, [L1, M2]] = [L1, [L−2, M2]] (6.63)
so that [L−2, M2] 6= 0. By (6.16) again, [L−2, [L−2, M2]] 6= 0. Consequently, in
the Lie algebra L−2 ⊕ L0 ⊕M2, we have B(L−2)1 6= 0. Then (See Proposition
1.6.) setting L = B(L−2) and W = L1 in the latter option of Lemma 1.8, we
arrive at a contradiction.
Since r ≧ j = 2, it follows that
r > 4
If we now bracket (6.61) by Sr−2, we obtain
0 = [[L−r+1, [L−2, Sr]], Sr−2] = [[L−r+1, Sr−2], [L−2, Sr]]
which (since in view of our assumption that j = k = 2, we have [L−2, Sr] 6= 0)
would imply that
[L−r+1, Sr−2] = 0 (6.64)
since otherwise it would equal L−1 by irreducibility (B), and transitivity (C)
would be violated.
If we next bracket (6.61) by Sr−1, we get
[[L−r+1, Sr−1], [L−2, Sr]] = 0 (6.65)
Now suppose that
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[L−r, Sr−2] = 0 (6.66)
Then we would have
0 = [[L−r, Sr−2], Sr−1] = [[L−r, Sr−1], Sr−2]
which by (B) and (C) would imply that
[L−r, Sr−1] = 0 (6.67)
which in turn would (in view of (D)) imply that
[L−r−1, Sr−1] = [[L−r, L−1], Sr−1] ⊆ [L−r, Sr−2]
the right-hand side of which we have assumed to be zero. But then we would
have [L−r−1, Sr−1] = 0, so
0 = [0, Sr] = [[L−r−1, Sr−1], Sr] = [[L−r−1, Sr], Sr−1] = [L−1, Sr−1]
by (6.56) and irreducibility (B), to contradict transitivity (C). We conclude that
[[L−r−1, Sr−1], Sr] 6= 0 (6.68)
to imply that (See (6.67).)
[L−r, Sr−1] 6= 0
so that by irreducibility (B),
[L−r, Sr−1] = L−1 (6.69)
and to further imply that (See (6.66).)
[L−r, Sr−2] 6= 0 (6.70)
Then, since by Lemma 2.23 L−2 is an irreducible L0−module, it follows that
[L−r, Sr−2] = L−2 (6.71)
and, in view of (6.68), that also
[L−r−1, Sr−1] = L−2 (6.72)
If [L−r, [L−2, Sr]] = 0, we would have by (6.69) that
0 = [0, Sr−1]
= [[L−r, [L−2, Sr]], Sr−1]
= [[L−r, Sr−1], [L−2, Sr]
= [L−1, [L−2, Sr]]
41
to contradict transitivity (C), since we are assuming that (k =)j = 2. Conse-
quently,
[L−r, [L−2, Sr]] 6= 0
so that, as above
[L−r, [L−2, Sr]] = L−2 (6.73)
By (6.72),
[L−2, S2] = [[L−r−1, Sr−1], S2] = [[L−r−1, S2], Sr−1] ⊆ [L−r+1, Lr−1] (6.74)
Now, if q > r + 1, by (6.56) and Lemma 2.23, we have [L−r−2, Sr] = L−2,
so
[L−2, S2] ⊆ [[L−r−2, Sr], S2] = [[L−r−2, S2], Sr] ⊆ [L−r, Sr]. (6.75)
If, on the other hand, q = r + 1, then, since by (6.56) and irreducibility (B)
[L−r−1, Sr] = L−1, we have
[L−1, S1] = [[L−r−1, Sr], L1] ⊆ [L−r, Sr] ⊆ [L−1, S1]
since by (D), [L−i, Si] ⊆ [L−1, S1] for all i, 1 ≦ i ≦ min{q, r}, so that in
particular, [L−2, S2] ⊆ [L−1, S1] = [L−r, Sr], so that (6.75) holds when q =
r + 1, also. Thus, we have by (6.74) and (6.75), respectively, (since we are
assuming that j = 2)
0 6= [L−2, S2] ⊆ [L−r+1, Sr−1] ⊆ [L−1, S1]
0 6= [L−2, S2] ⊆ [L−r, Sr] = [L−1, S1] (6.76)
By Lemma 6.15, we may assume that [L−2, S2] = [L−1, S1] and thus con-
clude that
[L−r+1, Sr−1] = [L−r, Sr] (6.77)
Then we have from (6.61), (6.73) and (6.77) that (See also (6.65).)
0 = [0, Sr−1]
= [[L−r+1, [Sr, L−2]], Sr−1]
= [[L−r+1, Sr−1], [Sr, L−2]]
= [[L−r, Sr], [Sr, L−2]]
= [[L−r, [Sr, L−2]], Sr]
= [L−2, Sr]
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to contradict (6.56). This final contradiction enables us to conclude that if
q > r,
j = 1 (6.78)
Let us now assume that q ≦ r. For i ≧ 1, set
M−q+i
def
= (adS1)
iL−q (6.79)
Then we would have, by (6.59), that [L−2, M−q+i] = 0 for all i. Furthermore,
we would then have by induction that
[L−i, M−q+i] = 0, for all i ≧ 2 (6.80)
Now, if [[L−i, Sq−1], M−q+i] were not equal to zero, then it would have to equal
L−1 by the irreducibility (B) of L, and we would have, by Lemmas 2.1 and 2.4
and (6.80) that for 1 < i < q − 1,
L−q = [L−q+1, L−1]
= [L−q+1, [[L−i, Sq−1], M−q+i]]
= [[L−i, [L−q+1, Sq−1]], M−q+i]
⊆ [L−i, M−q+i] = 0
This contradiction shows that
[[L−i, Sq−1], M−q+i] = 0, 2 ≦ i < q − 1
so that for i < q2 , we have by (6.80) that
0 = [L−q+i, 0]
= [L−q+i, [[L−i, Sq−1], M−q+i]]
= [[L−q+i, [L−i, Sq−1]], M−q+i]
Since for i = q2 , we have [L−q+i, M−q+i] = [L− q2 , M−q+
q
2
] = 0, also by (6.80),
the above-displayed calculation is valid for i ≦ q2 . Consequently, if [L−q+i,
[L−i, Sq−1]] were not zero, then by the irreducibility (B) of L, it would equal
L−1, so that by Lemma 2.1,M−q+i would equal zero for i ≦
q
2 . In [2] and [7], we
proved the Main Theorem for all cases less than or equal to three. Conseqently,
we may assume that q ≧ 4, so that M−q+i would equal zero for all i ≦ 2. How-
ever, when i = 1, it follows from Lemma 2.8 that L−q+1 = [L−q, S1] = M−q+1,
so thatM−q+2 = [[L−q, S1], S1] = [L−q+1, S1].Moreover, it follows from Lemma
1.8 (withW = M−q+1 orW = L−q) thatM−q+2 6= 0. We conclude that [L−q+i,
[L−i, Sq−1]] = 0 for i ≦ 2. In particular,
[[L−q+2, L−2], Sq−1] = 0 (6.81)
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Now, if [L−q+2, L−2] were not equal to zero, it would, by Lemma 2.4, equal
L−q, and we would have [L−q, Sq−1] = 0, to contradict Lemma 2.3. Thus, by
Lemma 2.8, we must have
0 = [L−q+2, L−2] ⊇ [[L−q, S2], L−2] = [L−q, [L−2, S2]]
By Lemma 6.15, [L−2, S2] = [L−1, S1], so we have, in view of Lemmas 2.8,
0 = [L−q, [L−2, S2]] = [L−q, [L−1, S1]] = [L−1, [L−q, S1]] = [L−1, L−q+1]
to contradict Lemma 2.1. This contradiction shows that here, too, (6.78) must
be true.
Let L˜ be as in the statement of Lemma 2.29, and let V1 be any irreducible
L0−submodule of S1. Because L˜>0 is generated by S1, we have {1}−transitivity
(vi) in the negative part of L˜/M(L˜), and since by (6.78) [L−2, S1] 6= 0, we can
apply Lemma 2.24 to L˜/M(L˜) to conclude that
[L−2, V1] 6= 0 (6.82)
Consequently, if ˜˜L is the Lie algebra generated by L−1⊕L0⊕V1, then the depth
˜˜q of ˜˜L/M( ˜˜L) (Again, see Theorem 1.3.) is (also) greater than one. Let ˜˜r denote
the height of ˜˜L/M( ˜˜L).
Case I: ˜˜q < ˜˜r. Suppose first that the depth ˜˜q is less than ˜˜r. If ˜˜q is less than
q, then we can apply the Main Theorem to ˜˜L/M( ˜˜L) to (inductively) conclude
that the representation of ˜˜L0 = L0 on
˜˜L−1 = L−1 is restricted, and see that the
Main Theorem is true in this case. If ˜˜q = q, the Main Theorem follows from [2],
[7], Sections 4 and 5, and Lemma 3.1.
Case II: ˜˜q ≧ ˜˜r. From now on, then, we will assume that ˜˜r is less than or
equal to ˜˜q.
Case IIA: ˜˜q ≧ ˜˜r > 1. Since ˜˜r > 1, it follows from the definition of ˜˜L that
[V1, V1] 6= 0, so that by Lemma 2.27, Ann L0V1 = 0. Clearly, B(V1) (See Section
3.) satisfies the conditions of the Main Theorem. (Condition (E), for example,
follows from the transitivity (C) of L, which shows that actuallyM(B(V1)) = 0.)
Now, q is assumed to be greater than one, so we have
0 6= [L−1, L−1] = [(B(V1))1, (B(V1))1]
so B(V1) is not degenerate. Consequently, (since the depth ˜˜r of B(V1) is less
than or equal to ˜˜q which is less than or equal to q) we can, as in Case I, apply
the Main Theorem to conclude that the representation of L′0 on V1 is restricted,
and that the representation of L′0 on B(V1)1 = L−1 is restricted, as well (since
L−1 = B(V1)1 ⊆ Hom(V1, L0); see also Lemma 1.2).
Case IIB: ˜˜q ≧ ˜˜r = 1. Since ˜˜r = 1,
[V1, V1] = 0.
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By Corollary 1.5, either L is degenerate and r = 1, contrary to hypothesis,
or L and ˜˜L/M( ˜˜L) are not degenerate, in which case we can apply Proposition
1.6 to B(( ˜˜L/M( ˜˜L))1) = B(V1) to conclude that B(V1) is isomorphic to L(ǫ) or
M, or is Hamiltonian (i.e., between H(2 : n, ω) and CH(2 : n, ω)). But in those
cases, the one-component (B(V1))1 = L−1 is abelian; i.e., [L−1, L−1] ⊆ M(
˜˜L),
so that by (D), L−2 = [L−1, L−1] ⊆ M(
˜˜L), so [L−2, V1] = 0, to contradict
(6.82).
The proof of the Main Theorem is now complete.
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