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Abstract
While current approaches for neural network training of-
ten aim at improving performance, less focus is put on train-
ing methods aiming at robustness towards varying noise
conditions or directed attacks by adversarial examples. In
this paper, we propose to improve robustness by a multi-task
training, which extends supervised semantic segmentation
by a self-supervised monocular depth estimation on unla-
beled videos. This additional task is only performed dur-
ing training to improve the semantic segmentation model’s
robustness at test time under several input perturbations.
Moreover, we even find that our joint training approach also
improves the performance of the model on the original (su-
pervised) semantic segmentation task. Our evaluation ex-
hibits a particular novelty in that it allows to mutually com-
pare the effect of input noises and adversarial attacks on the
robustness of the semantic segmentation. We show the ef-
fectiveness of our method on the Cityscapes dataset, where
our multi-task training approach consistently outperforms
the single-task semantic segmentation baseline in terms of
both robustness vs. noise and in terms of adversarial at-
tacks, without the need for depth labels in training.
1. Introduction
The task of semantic segmentation is one of the ma-
jor challenges for robust environment perception in au-
tonomous driving. While most current approaches aim at
improving the performance of such models [14, 15, 56, 75],
little focus has been put on training models that are robust to
input perturbations. These perturbations can occur as noise,
or they may stem from using different cameras, or even they
can be targeted attacks [51, 52] from someone aiming at
corrupting the behavior of the semantic segmentation. Par-
ticularly such directed attacks are a major safety issue when
deploying deep neural networks (DNNs) and they have been
introduced in various forms ranging from white-box single-
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Figure 1: Demonstration of the effect of our self-supervised depth
learning approach on the robustness of semantic segmentation
networks. For adversarial attacks of equal strength the output of
a network trained in a multi-task fashion shows superior results
while having the same computational complexity at test time. Our
multi-task training does not require depth labels.
image attacks [10, 29, 46] to black-box universally appli-
cable attacks [52, 54, 43]. As of now there is no single
approach for a model to robustly handle such various input
perturbations. Current strategies either rely on augmenting
the training material such that the model is trained on the
perturbations it should be robust to [29, 46], or they aim at
implementing a non-differentiable preprocessing on the in-
put such that the perturbations are erased [34, 44], however,
resulting in decreasing model performance on unperturbed
images. Conclusively, there is still a need for strategies to
robustly train neural networks, which we address by incor-
porating self-supervised depth estimation during training.
Another interesting field is multi-task learning, where
several tasks are combined to take profit from the additional
knowledge of the respective other task. Several approaches
show that combining semantic segmentation with depth es-
timation [39, 72] improve the model’s performance. These
techniques are especially promising for a supervised task,
when the other task can be trained in a self-supervised fash-
ion, as thereby the model can be implicitly trained on a
very large amount of data. Recent works have combined
semantic segmentation with self-supervised depth estima-
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tion from stereo images [16, 55], where particularly depth
estimation takes profit from the semantic scene represen-
tation knowledge. In this work, we utilize self-supervised
monocular depth estimation from unlabeled sequential im-
ages (videos), eliminating the need for stereo image pairs, to
improve the robustness of our semantic segmentation model
— without the need of depth labels.
While it is a well-known fact that multi-task learning can
improve the performance of semantic segmentation mod-
els [39, 66, 69], it is yet unclear, whether also robustness
can be improved by such techniques. A recent approach
from classification [37] suggests that additional training of
self-supervised tasks can indeed improve the robustness of
such models, while there is no such indication for pixel-
level tasks until now. In this work we show the positive
effect of multi-task learning with self-supervised depth es-
timation on semantic segmentation models in terms of ro-
bustness. Also our work suggests that this beneficial effect
can even be observed when both tasks are trained on differ-
ent datasets, making our technique widely applicable.
To sum up, our contributions are the following: Firstly,
we improve the performance of a semantic segmentation
model by multi-task learning on unlabeled videos eliminat-
ing the need for stereo image pairs. Secondly, we analyze
our multi-task learning framework not only in terms of per-
formance but also in terms of robustness to input pertur-
bations. Thirdly, we thereby develop an easy-to-generalize
self-supervised strategy to increase a model’s robustness to
input perturbations.
The paper is structured as follows: First we give an
overview over related work in Section 2, followed by our
method description in Section 3. In Section 4 we describe
our experimental setup, which we evaluate in Section 5, fi-
nally concluding the paper in Section 6.
2. Related Work
In this section we start by giving an overview over
relevant approaches in semantic segmentation and self-
supervised depth estimation and how the latter task is bene-
ficial in multi-task learning setups. Finally, we will discuss
other works on robustness of neural networks.
Semantic Segmentation: Semantic segmentation aims
at the pixel-wise classification of an image. Early work
done by Long et al. [45] unveiled the superiority of fully-
convolutional neural networks (FCNs) for this task. Build-
ing upon the concept of FCNs, subsequent work concen-
trated on the additional use of dilated convolutions [13, 71],
recurrent neural networks (RNNs) in spatial direction [76],
unsupervised domain adaptation techniques [7, 78], forms
of spatial pyramid pooling [14, 73], different schemes for
intermediate skip-connections [5, 15], state-of-the-art fea-
ture extractors as backbones [14, 56], post-processing with
conditional random fields (CRFs) [14, 65] and label relax-
ation [75], and multi-scale inference [14, 73], for further
performance improvements.
Recently, the focus of research switched from a perfor-
mance point of view to an efficiency point of view. Effi-
ciency can be achieved by factorizing the convolution oper-
ation [48, 60], combining depthwise-separable convolution
[18] with inverted residual units [62], using in-place opera-
tions [9], or a more efficient architectural design [42, 56].
Self-Supervised Depth Estimation: Depth estimation
describes the task of assigning each pixel its distance from
the camera, which has been successfully approached by
Eigen et al. [21] by training a neural network on labels
generated by a LiDAR sensor, with consecutive works im-
proving the technique [23, 33]. More recently, the problem
has also been reformulated to a self-supervised setting [25],
where the depth is optimized as the parameter of an im-
age reprojection model. While initial approaches relied on
stereo image pairs [25, 27], Zhou et al. [74] showed the ap-
plicability of the technique to image sequences. This gen-
erally applicable technique has been drastically improved
by better reprojection losses [11, 28, 47], increasing the
image resolution [59] or utilizing synthetic data [8]. The
work of Gordon et al. [30] does not even rely on the knowl-
edge of any camera parameters. Current state-of-the-art
algorithms for self-supervised monocular depth estimation
[28, 31] are closing the gap to fully-supervised methods and
can easily make use of almost unlimited amounts of data.
In this work, our network architecture as well as our train-
ing approach for self-supervised depth estimation training
approach is based on [28], a state-of-the-art framework for
self-supervised monocular depth estimation.
Multi-Task Learning: Recent work shows that training
depth estimation jointly with other tasks such as optical flow
[17, 77], semantic segmentation [39, 68, 72], or domain
adaptation [66] improves the other task’s performance due
to a more generalized learned scene understanding. Partic-
ularly the incorporation of semantic segmentation into the
self-supervised depth estimation has been utilized to iden-
tify moving objects [11, 49], whose depth estimation could
thereby be improved. Other works utilize the semantic seg-
mentation in a multi-task learning setting mainly aiming at
improving the self-supervised depth estimation [32, 69]. In
our work the focus is on the semantic segmentation task
rather than on the depth estimation task. We also focus on
robustness rather than on absolute performance.
There have been also initial works on combining self-
supervised depth estimation from stereo image pairs with
semantic segmentation. The work of [16] shows that
in this case the semantic segmentation takes profit from
multi-task training with self-supervised depth estimation,
while recently Novosel et al. could show the same effect
[55]. Our approach transfers this setting to more general
self-supervised learning from monocular image sequences
(eliminating the need for stereo image pairs), since the main
focus of this work is the improved robustness of such mod-
els trained in a multi-task fashion.
Robustness: The influence of additive noise in training
DNNs is well known [6, 38]. Recent work showed the ex-
istence of adversarial examples [63], a special kind of visu-
ally imperceptible image perturbation leading to complete
deception of an underlying DNN. This observation led to
subsequent work trying to efficiently craft image-specific
targeted or non-targeted adversarial examples iteratively or
non-iteratively, e.g., the fast gradient sign method (FGSM)
[29], the Carlini and Wagner attack (CW) [10], the momen-
tum iterative fast gradient sign method (MI-FGSM) [20],
and projected gradient descent (PGD) [46]. Besides that,
other works aim at finding image-agnostic adversarial per-
turbations, e.g., universal adversarial perturbation (UAP)
[52], fast feature fool (FFF) [54], and prior-driven uncer-
tainty estimation (PD-UA) [43]. While most works were
initially proposed for image classification, their application
to more complex tasks such as semantic segmentation is
possible [1, 53]. Specifically designed attacks for semantic
segmentation lead to even more realistic outcomes in terms
of spatial consistency of the segmentation mask [2, 51].
DNNs’ lack of robustness towards adversarial attacks
motivated research in defense methods. They mostly build
upon adversarial training [29, 46], robustness-oriented loss
functions [4, 12], self-supervision [37], new intermediate
layers to tackle feature noise [36], or different kinds of pre-
processing strategies [34, 44]. Nonetheless, the latter meth-
ods mostly rely on gradient masking which can be circum-
vented [3], proving that there is still a need for strategies to
improve robustness of DNNs, as addressed in this work.
3. Theoretical Background
Here, we introduce our framework for the joint training
of semantic segmentation and self-supervised depth estima-
tion. Afterwards, we describe our inference setting, where
we apply a perturbation on an input image and measure how
robust the model is with respect to this perturbation.
3.1. Semantic Segmentation
The input of our semantic segmentation network is
an image x ∈ GH×W×C (cf. Fig. 2), where G =
{0, 1, ..., 255} represents the set of gray values and H , W ,
and C = 3 represent the height, the width and the number
of color channels of an image, respectively. As semantic
segmentation is the task of assigning a class label to each
image color pixel xi ∈ GC , with i ∈ I = {1, ...,H ·W},
the input image is converted to output probabilities y ∈
IH×W×|S| by a neural network, where I = [0, 1] and |S|
is the number of semantic classes the model can predict.
Each element yi,s of y can be interpreted as the posterior
probability that an image pixel xi belongs to class S =
x
d
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Figure 2: Our multi-task training setup, where we use a second
decoder head for multi-task learning with self-supervised depth
estimation.
{1, 2, ..., |S|}. The final segmentation mask m ∈ SH×W
can be computed by assigning a class label to each image
pixel using mi = argmaxs∈S yi,s. The network is opti-
mized by the weighted cross-entropy loss function
Jce = − 1|I|
∑
i∈I
∑
s∈S
wsyi,s · log (yi,s) , (1)
where ws are class-wise computed weights as in [57], and
yi,s are the elements of the one-hot encoded class labels
y, and |I| = HW is the number of pixels. Notice that
the ground truth segmentation mask m ∈ SH×W can
be computed in a straightforward manner element-wise by
mi = argmaxs∈S yi,s.
3.2. Self-Supervised Depth Estimation
To increase the amount of data the network has been
trained on, we extend our training setup by a second de-
coder head providing pixel-wise depth estimates di ∈ D as
shown in Figure 2. The range D = [dmin, dmax] is defined
by a lower bound dmin and an upper bound dmax of possible
depth values. Conclusively, the network’s output is a dense
depth map d ∈ DH×W .
Optimizing the network requires consecutive pairs of im-
ages xt, xt′ with t′ ∈ T ′ = {t−1, t+1}, which are
fed to a pose network, predicting the two relative poses
T t→t′ ∈ SE (3) between xt and xt′ , t′ ∈ T ′, with SE (3)
being the special Euclidean group representing all possible
rotations and translations [64]. Additionally, the depth dt
with respect to the input image xt is predicted. The predic-
tions T t→t′ and dt can be used to project the image frames
xt′ at time t′ to the pixel coordinates of the image xt [17]
yielding the two projected images xt′→t, t′ ∈ T ′. Note
that as the projected images depend on the network predic-
tions dt and T t→t′ , the optimization can be done by opti-
mizing the pixel-wise distance between the current frame’s
color pixels xt,i and the color pixels of the projected frame
xt′→t,i, implicitly optimizing dt and T t→t′ by optimizing
the image projection model. Adopting the approaches of
[11, 70], we calculate a weighted sum of the absolute dif-
ference and the structural similarity (SSIM) difference [67]
with a weighting factor α = 0.85. To robustly handle occlu-
sions between consecutive frames, we also adopt the pho-
tometric (ph) per-pixel minimum reprojection loss of [28],
yielding
Jpht =
1
|I|
∑
i∈I
min
t′∈T ′
(α
2
(1− SSIMi (xt,xt′→t))
+ (1− α) 1
C
‖xt,i − xt′→t,i‖1
)
. (2)
Here, the SSIM difference at pixel index i is SSIMi (·) ∈ I,
with I = [0, 1], and is computed on 3 × 3 patches of the
images xt and xt′→t. The L1 norm ‖·‖1 is computed over
all C = 3 gray value channels.
To enforce the depth dt to be only non-smooth in image
regions, where there is also a strong gradient inside the gray
values, an additional smoothness loss J smt [27] is applied
on the mean-normalized inverse depth ρt ∈ RH×W . Its
elements are defined by ρt,i =
ρt,i
1
HW
∑
j∈I ρt,j
with ρt,i =
1
dt,i
. Conclusively, we get
J smt =
1
|I|
∑
i∈I
(
|∂hρt,i| exp
(
− 1
C
‖∂hxt,i‖1
)
+ |∂wρt,i| exp
(
− 1
C
‖∂wxt,i‖1
))
, (3)
where ∂h and ∂w denote the one-dimensional difference
quotient with respect to the height and width dimension of
the image, for details see [27]. The complete depth loss can
be defined by
Jdeptht = J
ph
t + βJ
sm
t , (4)
with β = 10−3 set according to previous works [11, 28].
3.3. Multi-Task Training
To train our model end-to-end, we chose a setup with a
single shared encoder and two decoder heads, see Figure 2,
each being either trained on depth estimation according to
(4), or on semantic segmentation according to (1). During
optimization, instead of weighing the two loss functions (4)
and (1) against each other, we followed [24] in letting the
gradients propagate unscaled inside their respective decoder
heads and scale them when they reach the shared encoder.
Thereby, the decoder heads are optimized independently,
while we have full control on how much the gradients of
each task should contribute inside the shared encoder. This
way, while the encoder learns to extract features for the se-
mantic segmentation task, it also takes profit from the vari-
ety of the unlabeled videos used during training of the depth
estimation. Assuming gradients gdepth and gseg, which are
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Figure 3: Our inference setup, where the depth decoder head
is discarded and only the semantic segmentation is evaluated on
input images xadv that have been perturbed.
computed inside the task-specific decoders, the total gradi-
ent for further backpropagation into the encoder (i.e., the
feature extractor) is computed as
gtotal = (1− λ) gdepth + λgseg, (5)
with λ determining the inter-task gradient scaling factor.
3.4. Input Perturbation During Inference
While we optimize both depth estimation and semantic
segmentation jointly during training, during inference and
evaluation we only examine the performance of the seman-
tic segmentation model with respect to several input pertur-
bations as shown in Figure 3. In contrast to the training
procedure, where the network is trained with unperturbed
images x, during inference we alter the input with a per-
turbation r yielding a perturbed input image xadv. We can
usually calculate this perturbed image as
xadv = x+ r() , (6)
where  defines the strength of the input perturbation r().
In this work we examine Gaussian noise, salt and pepper
noise, and adversarial attacks as input perturbations. For
these, we ensure that equal perturbation strengths  of two
perturbation types also result in equal signal-to-noise ratios
(SNR) on the input image xadv, thereby making different
noise and attack types comparable. The signal-to-noise ra-
tio is defined by SNR = E(
‖x‖22)
E(‖r‖22)
with E
(
‖x‖22
)
being the
expectation value of the image’s squared gray values of all
C = 3 color channels, and E
(
‖r‖22
)
being the expectation
value of the sum of the squared noise pixels. If we define
 =
√
1
HWC
E
(
‖r‖22
)
, (7)
then for Gaussian noise r sampled from a normal distri-
bution r ∼ NH×W×C with N = N (0, 2) and afterwards
added to the input image as described by (6), we obtain the
SNR as given above. As the elements of r have an expecta-
tion value of 0, the term E
(
‖r‖22
)
becomes the variance of
the noise and therefore in this special case,  can be identi-
fied as the standard deviation of the Gaussian distribution.
For salt and pepper noise r, a fraction f of pixels is ran-
domly set to 0 or 255 with equal probability. Therefore,
this perturbation type is the only one, where  cannot be
imposed in advance but has to be calculated from the per-
turbed and unperturbed images xadv and x, respectively.
Therefore, we first calculate the noise by rearranging (6) to
yield the input perturbation r(). Afterwards, we apply (7),
yielding the perturbation strength .
While these two perturbation types represent random
changes of the camera noise or of the environment, it is also
possible that the neural network is willingly attacked. In
this work, we first consider the white-box fast gradient sign
method (FGSM) attack presented by [29], which is defined
as a perturbation on the input image as
xadv = x+  · sign (∇xJce (y,y (x))) , (8)
with sign(·) being the element-wise signum function and
∇x being the derivative of the loss function (1) with respect
to the unperturbed input image x. As here the noise r can
only take on values of rj = ±, j ∈ {1, ...,H ·W · C},
again the noise variance is equal to 2 according to (7).
As one could argue that FGSM is a rather simple one-
step attack, we also consider the stronger PGD attack [41],
which is essentially an iterative version of (8) and thereby
better optimized to fooling a neural network.
3.5. Evaluation Metrics
A perturbed input image xadv processed by the trained
neural network will produce a different segmentation mask
madv, whose quality will be typically below the unper-
turbed segmentation mask mclean. Note that for  = 0 we
havemadv =mclean.
To evaluate our absolute semantic segmentation perfor-
mance we utilize the intersection over union metric [22],
which is defined by
mIoU =
1
|S|
∑
s∈S
TPs
TPs + FPs + FNs
, (9)
with true positive (TPs), false negatives (FNs), and false
positive (FPs) predictions for each class s, all calculated
between the ground truth segmentation mask m and the
predicted one m. Note that TPs, FNs and FPs are first
summed up over all test images and only afterwards the
mIoU is calculated.
When comparing different models with respect to their
robustness towards input perturbations, it is not reasonable
to compare them by their absolute performance, as their ini-
tial performance might already differ. It is then better to
utilize the mIoU ratio Q defined by
XXXXXXXXXDataset
Subset
training validation testing
KITTI 28,937 1,158 200
Cityscapes 2,975 500 1525
Table 1: Used subsets of the Cityscapes and KITTI datasets with
their exact number of images. The subsets on which we report our
results are marked in boldface.
Q =
mIoUadv
mIoUclean
, (10)
where mIoUclean and mIoUadv are the mIoU values cal-
culated for segmentation masks of clean imagesmclean and
the ones for perturbed imagesmadv, respectively.
4. Experimental Setup
Explaining our experimental setup, which is imple-
mented in PyTorch [58], we start with the employed net-
work architecture, as well as our training procedure. After-
wards, we give an overview over our utilized datasets.
Network Architecture: Our basic encoder-decoder net-
work architecture is adapted from [28], where the encoder
is a ResNet18 model [35] which has been pretrained on
Imagenet [61]. While we use a unified encoder for both
tasks, we utilize seperate decoder heads having the same
architecture, except for the last layer. Here the depth head
produces a sigmoid output σ ∈ IH×W , whose pixel-wise
elements σi are converted to depth values by 1aσi+b , with a
and b constraining the depth values to the range [0.1, 100].
Meanwhile the segmentation head produces output logits in
S = |S| feature maps which undergo a softmax function for
the conversion to class probabilities. Our used pose network
is also adapted from [28].
Training Details: For training of the depth on KITTI
we transform the input images to a resolution 640 × 192,
while we downscale the images from the Cityscapes dataset
by a factor of 2 and then randomly crop them to the same
resolution. To augment our training material, we use hor-
izontal flipping as well as random brightness (±0.2), con-
trast (±0.2), saturation (±0.2), and hue (±0.1). Finally, we
apply a zero-mean normalization on all input images. Note
that the photometric loss (2) is computed on four scales and
on images without color augmentations as in [28].
We apply the gradient scaling of (5) at all connections
between encoder and decoder during training. For opti-
mization we use the Adam optimizer [40] with a learning
rate of 10−4, which is reduced to 10−5 after 30 epochs and
applied for another 10 epochs. To equal the amount of data
all models have seen during training, we use a batch size of
12 for single-task segmentation models, and batch sizes of
6 on each dataset for our multi-task models.
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Figure 4: Semantic segmentation performance on the
Cityscapes validation set (CS) and on the KITTI split’s test set
(K) for different scaling factors λ in (5). Note that we evaluated
the same model on two different datasets.
Training type mIoUCS mIoUK
Single-task semantic segmentation 63.5 43.0
Multi-task with depth (λ = 0.1) 67.4 49.6
Multi-task with depth (λ = 0.2) 68.9 47.7
Multi-task with depth (λ = 0.5) 67.4 34.7
Multi-task with depth (λ = 0.9) 67.7 29.8
Table 2: Semantic segmentation performance (mIoU values in
[%]) on the Cityscapes validation set (CS) and on the KITTI split’s
test set (K) with and without multi-task self-supervised depth
training for different scale factors λ. Note that we evaluated the
same model on two different datasets.
Databases: We jointly train both tasks, however, each
task on a separate dataset. An overview over the number
of images inside our used data subsets is given in Table 1.
While we use the Cityscapes dataset [19] to supervisedly
train the semantic segmentation task, we simultaneously use
the KITTI dataset [26] to train our depth estimation model.
As there is no predefined training, validation, or test subset
on this dataset, we adapt the so-called KITTI split defined
by [27], whose test set consists of the 200 training images
from the KITTI Stereo 2015 dataset [50]. As the KITTI split
has been originally used for a stereo self-supervised depth
estimation model, the number of training images deviates
slightly from the original definition as we demand a pre-
ceding and succeeding frame during training of the depth
estimation. We report our semantic segmentation results on
the Cityscapes validation set and the KITTI split’s test set.
5. Experimental Evaluation
To show the positive effects of multi-task learning with
self-supervised depth estimation from videos, we first show
the improved absolute performance in Section 5.1. After-
wards, we present the main contribution of our work in Sec-
 0.25 0.5 1 2 4 8 16
Q (single-task) 100.0 99.7 98.6 93.7 75.1 44.7 18.4
Q (multi-task) 99.9 99.7 99.4 97.0 87.5 61.4 28.0
Table 3: Robustness of two semantic segmentation models un-
der Gaussian noise input perturbations. For models trained with
and without multi-task self-supervised depth learning, we present
mIoU ratios Q on the Cityscapes validation dataset for various
perturbation strengths. mIoU ratio values in [%].
tions 5.2 and 5.3, with the semantic segmentation’s robust-
ness to various input perturbations being strongly improved.
We provide an ablation study in Section 5.4.
5.1. Evaluation w.r.t. Absolute Performance
Motivated by the question on how to properly weigh the
decoder head’s gradients against each other as described by
(5), we trained models with different gradient scaling fac-
tors λ and evaluated them on the Cityscapes validation set
(CS) and the KITTI split’s test set (K), cf. Table 1. Note that
here, as well as in Figures 4, 5 and 6, we evaluate the same
model on both datasets, which is why the Cityscapes per-
formance represents the performance on the initial seman-
tic segmentation dataset and the performance on the KITTI
dataset expectedly shows somewhat weaker segmentation
performance due to the domain shift. Figure 4 shows that
the performance on Cityscapes improves through multi-task
training for all λ ≥ 0.1, while on KITTI λ = 0.1 is best.
This shows that our method can robustly improve the se-
mantic segmentation performance on the original semantic
segmentation dataset (Cityscapes), and for a good choice of
λ even on the dataset, only the depth is trained on (KITTI).
Interestingly, a scaling factor of λ = 1.0 does not exhibit the
(lower) performance of the baseline model trained only for
the task of semantic segmentation (single-task), as although
no gradients from the depth decoder are propagated into the
encoder, the depth training images from another dataset still
influence the statistics inside the batch normalization lay-
ers inside the encoder. This leads us to the conclusion that
in our case the beneficial effect of multi-task learning is at
least partly due to the easily accessible wide variety of data
through a self-supervised task not relying on any labels.
Considering both datasets, we observe the best models
using scaling factors of 0.1 and 0.2 with the values from
Figure 4 presented in Table 2. We see that the model trained
in a multi-task fashion improves by 5.4% absolute over the
baseline on Cityscapes and by 6.6% absolute on KITTI.
5.2. Robustness to Input Noise
While the improved performance for semantic segmenta-
tion is in accordance with previous works relying on stereo
image pairs [16, 32], we also want to test the hypothesis that
the additional self-supervised training can also improve ro-
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(a) Gaussian noise
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(b) Salt and pepper noise
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(c) FGSM adversarial attack
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Figure 5: Robustness of the two semantic segmentation models in terms of mIoU ratios Q on the Cityscapes validation set (CS) and on the
KITTI split’s test set (K) for (a) Gaussian noise, (b) salt and pepper noise, as well as for (c) FGSM and (d) PGD adversarial attacks.
The multi-task model was trained with λ = 0.1. All four subfigures can be mutually compared, since equal perturbation strengths  in our
experimental setting always means equal SNR of the input image xadv (power of x vs. the power of r).
 0.25 0.5 1 2 4 8 16
Q (single-task) 63.8 57.0 51.0 43.9 29.6 9.6 2.4
Q (multi-task) 73.6 67.8 63.5 59.9 52.2 31.9 14.5
Table 4: Robustness of the two semantic segmentation models
to FGSM adversarial attacks. We present mIoU ratios Q for
models trained with and without multi-task self-supervised depth
learning on the Cityscapes validation dataset for various perturba-
tion strengths. mIoU ratio values in [%].
bustness to input perturbations.
Starting to test this, we added Gaussian noise of different
strengths to the input image during inference and evaluated,
how the performance of a model trained only for the task
of semantic segmentation (single-task) and a model that is
trained in a multi-task fashion compare to each other. For
this initial comparison we chose the best performing model
with λ = 0.1 as here already the positive effect of multi-task
training with respect to absolute performance could be very
effectively observed (cf. Fig. 4, Tab. 2). A first overview of
results is given in Table 3, where one can see that Gaussian
noise with small strength does not have much influence on
the overall performance. At larger perturbation strengths
( ≥ 2), the model trained in a multi-task fashion clearly
retains a larger fraction of its performance.
Looking at Figures 5a, where each curve represents a
row in Table 3, and 5b, we can observe that this improved
robustness is obtained on both Cityscapes and KITTI for
both Gaussian noise and salt and pepper noise. Particu-
larly for strong input noises ( ≥ 2), the robustness gain
by multi-task learning is clearly observable. Concluding,
we can state that the model trained in a multi-task fashion
outperforms the single-task model in terms of robustness on
both datasets and for both noise types.
5.3. Robustness to Adversarial Attacks
As so far the observations on input noise showed promis-
ing results, we also want to examine the case, where the in-
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Figure 6: Robustness of the two semantic segmentation models in terms of mIoU ratios Q on the Cityscapes validation set (CS) and on the
KITTI split’s test set (K) for the FGSM adversarial attack for different scale factors λ.
put is deliberately perturbed by adversarial attacks. In Table
4 we show the same experiment as for the input Gaussian
noise in Table 3, but now we perturb the input images with
FGSM adversarial patterns of different strengths. As a first
observation, we note that for equal perturbation strengths
 (and due to our choice of (7) also for equal SNRs) the
mIoU ratio performance Q is significantly lower as for ran-
dom Gaussian noise. This is somehow expected as for ad-
versarial examples the ”noise” is optimized to fool the net-
work. Furthermore, we can see that again the model trained
in a multi-task fashion consistently outperforms the model
trained solely for semantic segmentation, indicating that the
improved robustness seems to be a general characteristics of
models trained in a multi-task fashion.
Again we wanted to challenge the robustness by more
than one attack type and dataset, which is what we did in
Figures 5c and 5d. For both FGSM and PGD adversarial
attacks, we can see that the multi-task model clearly shows
superior performance on both attack types and datasets.
5.4. Ablation Studies
After the successful experiments of Sections 5.2 and 5.3,
we also wanted to investigate the influence, the gradient
scale factor λ of (5) has on the robustness results. There-
fore, we conducted the experiments on the FGSM attack
also on the models trained with non-optimal scale factors
λ = 0.3 and λ = 0.6, with results shown in Figures 6a and
6b. Interestingly, we observe that the gain in mIoU ratio
Q by multi-task training observed improved robustness on
the Cityscapes dataset is quite independent of the scale fac-
tor, while this is not the case for KITTI.1 We see that the
segmentation performance as well as the robustness on the
dataset the depth estimation is trained on can only be sig-
1We observed the same behavior for the other noise and attack types,
but show the effect exemplarily for the FGSM attack.
nificantly improved for a good choice of the scale factor λ.
However, remembering that the investigated models are ini-
tially trained on Cityscapes, and this is actually the dataset
we are interested in 2, we find that one can very robustly
improve the performance and robustness of a model on its
original dataset (Cityscapes) through multi-task training
with self-supervised monocular depth estimation.
6. Conclusions
In this work, we show the beneficial effects of multi-task
training with self-supervised monocular depth estimation
from videos on a semantic segmentation model’s perfor-
mance and robustness. Not only does the absolute perfor-
mance improve, but also the robustness towards input per-
turbations improves, which indicates that one should utilize
multi-task training across several tasks to obtain more ro-
bust models. We observed this behavior consistently on the
dataset, the semantic segmentation is trained on in a super-
vised fashion, and for a good parameter choice also on the
depth dataset. Employing a comparable scaling of pertur-
bations, our evaluation bears the novelty to allow mutual
robustness comparison even between noise and adversarial
attack perturbations.
We see that the variety of data accessible by the self-
supervised task is beneficial for the model to learn more
robust features that are less sensitive to small input noise
or adversarial attack perturbations. Our results indicate that
our method offers an easy-to-implement mechanism to im-
prove neural network robustness, while even improving the
absolute performance at no additional computational over-
head during inference.
2We do not claim domain transfer capabilities, although for a good
choice of λ, even domain transferability is given to some extent by our
multi-task learning approach as the good KITTI results in Fig. 4 have
shown.
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