The conceptual design of an architecture for space exploration involves the evaluation of many concepts. These design spaces may encompass millions or billions of options when each trade is evaluated at the system, vehicle, subsystem, and component level. Various techniques are typically employed to select the configuration of systems that best meets the requirements of the architecture. These include multi-attribute decision making techniques as well as optimization with the use of genetic algorithms and other stochastic methods. In order to speed up the evaluation of these options, a set of reduced-order vehicle models can be used. These models evaluate the gross weight, dry weight, cost, and reliability of a vehicle given a set of programmatic and performance options in less than a second, versus the use of design codes that take on the order of minutes to hours to converge to a vehicle design. The use of such reduced-order models also enables other techniques that would otherwise take too long to run, such as Monte Carlo simulation to model uncertainty, as well as optimization of the vehicle and studies of sensitivities to changes in programmatic and performance inputs.
I. Introduction and Background
The conceptual design of complex systems frequently involves the use of simplified models to enable the quick evaluation of complicated analyses. This is especially useful when designing architectures for space exploration. Optimization of systems within the architecture, such as transfer vehicles, capsules, habitats, and launch vehicles, often requires optimization within non-linear, multi-modal, and discrete design spaces. Optimization of these problems is commonly performed with stochastic, non gradient-based optimizers such as genetic algorithms. Performing these optimizations, which utilizes hundreds to thousands of function calls, requires a model that evaluates quickly.
The renewed focus of NASA on transitioning to lunar exploration requires the study of a wide array of exploration system options for returning to the moon 1 . A huge number of design decisions must be made in a relatively short period of time. Each design decision has an impact on the overall life cycle cost, safety, and reliability of the system. Therefore, it is necessary to understand the relative impact of each design variable option on these parameters early in the design phase. The use of a Reduced Order Simulation for Evaluation of Technologies and Transportation Architectures (ROSETTA) model allows designers to gain important knowledge of the design space early in the design process.
The ROSETTA modeling process was developed in the Space Systems Design Lab at Georgia Tech as a way of creating meta-models that are Excel-based, and are thus quick to execute. Whereas in a traditional design process multiple team members individually use their disciplinary codes (such as POST for trajectory analysis), in the ROSETTA modeling process, experiments are conducted using the disciplinary codes to fit RSEs, which execute in under a second. While some fidelity is lost in this process, if the important design variables and responses for each discipline are known ahead of time, the result is a quickly executing model that has acceptable accuracy for use at the conceptual stage of design. In the creation of a ROSETTA model for a lunar lander, RSEs of trajectory and propulsion are used. Weight estimation is performed using historical and physics-based mass estimating relationships. Cost estimation is performed using the NAFCOM cost estimating relationships, which are curve-fits derived from previous missions with the addition of a complexity factor multiplier. Vehicle reliability is modeled in the conceptual design phase using a fault tree of subsystem reliabilities. Subsystem reliabilities are derived from historical analysis of vehicle subsystems. This methodology can yield an estimate of loss of mission and, given abort system reliabilities, loss of crew probability.
In this paper the process for creating a ROSETTA model for an in-space transportation system is described, with the lunar lander as an example. Optimization is performed with various objective functions: minimizing mass, minimizing cost, and maximizing reliability.
II. Design Methodology & Trade Space
The first step in creating a ROSETTA model is bounding the design space, for which a Morphological Matrix is employed. In a Morphological Matrix, each row represents a design variable that in some way impacts the configuration or performance of the system being modeled. Each column represents either a discrete option for that design variable, or the upper or lower bounds on a continuous design variable. A Morphological Matrix for the configuration of the lunar lander vehicle is shown in Table 1 . The next step is to determine how the information flows between subsystems. In a traditional group design, this involves the flow of information between disciplinary specialists, each employing his own code or analysis. In creating a ROSETTA model, these disciplinary specialists are replaced with a RSE of their code, which is applicable within the relevant design space determined with the help of the specialist. The flow of information between these disciplines is laid out using the Design Structure Matrix (DSM), shown in Figure 1 . In a DSM, forward-fed information is shown using a link on the upper right of the disciplines; feedback is shown with a link on the bottom left of the disciplines. The disciplines should be ordered so as to minimize the amount of feedback between disciplines; this is to minimize the time required for convergence between the disciplines, and to reduce the possibility of mathematically divergent design. The tools used for each discipline are shown in Table 2 . In this lunar lander ROSETTA model, the trajectory and propulsion analyses are replaced with RSEs. These quadratic equations execute extremely quickly compared to the legacy analysis codes they replace. The form of a general 2 nd order RSE is as shown in Eq. 1 and might appear as shown in Figure 2 for a RSE with two independent variables 6 .
Figure 2. Quadratic Response Surface 6 .
In order to create the RSE in an efficient manner, Design of Experiments (DOE) is used. The goal of DOE is to generate the maximum amount of information with the minimum expenditure of effort, where the effort in this case is the time needed for the runs of the disciplinary tools being approximated by the RSEs. A face-centered central composite design is selected to generate the runs of the disciplinary tools. The RSE is created by fitting a least squares quadratic model to the data. The quality of the RSE fit to the data is checked with the "goodness of fit" procedure, which includes testing for a random error and residuals distribution 6 .
III. Disciplinary Analyses

A. Propulsion
The propulsion system is modeled using a response surface of the REDTOP-2 code 2 . When given inputs such as propellant type, mixture ratio, expansion ratio, and thrust chamber pressure, REDTOP-2 returns values of thrust, specific impulse, and engine weight. Examples for two potential engines for a lunar lander are shown in Table 3 and  Table 4 . The first is a pump fed liquid hydrogen and liquid oxygen engine using the expander cycle, similar to a RL-10. The second is a pressure fed hypergolic (MMH/NTO) engine, similar to that used in the Apollo program. Using a face-centered central composite DOE, the function of the REDTOP-2 code is replaced by a RSE that, replicates the functionality of the engine design code within certain ranges of the independent variables. While REDTOP-2 takes several minutes to run, a RSE can be evaluated in less than a second. The morphological matrix for the propulsion ROSETTA model is shown in Table 5 . 
B. Weights and Sizing
An important part of the performance sizing loop is the weights and sizing analysis. The inputs for this analysis come from the vehicle configuration, propulsion options, and trajectory. The propellant weights required for descent and ascent are fed into the weights and sizing spreadsheet, which then calculates the dry weight of the vehicle parametrically. This calculation is based on a database of mass estimating relationships from several sources 4, 7 . These mass estimating relationships are typically parametric regressions of historical data, as shown in Figure 3 . To account for the advance of technology, or uncertainty in weight estimation, the user has the option to modify the value of each subsystem mass by a certain percentage. The user also has control over tank, habitat, and structure materials. Also included in the weight estimation is the dry weight margin. These options are shown in Table 6 . . POST finds trajectories that originate from a set of initial conditions (position on the surface of a planetary body, or in orbit) and satisfy a set of final conditions. In this process, it finds the optimal path between the initial and final points and is capable of incorporating additional constraints, such as the maximum sensed acceleration and the maximum dynamic pressure. An example of an optimal versus non-optimal trajectory is shown in Figure 4 . Once an optimal trajectory is found, POST returns the overall flight delta-V, as well as the delta-Vs for gravity loss and thrust vector loss. These can be used to find the required propellant mass to fly the trajectory using Equations 2-4 7 . Ascent and descent trajectory simulations are performed separately. An initial guess is made of the stage dry weights; the trajectory is then run using a projected gradient optimization. The trajectory analysis passes the required mass of propellant to the weights and sizing code, which calculates the size of the tanks and structure required to hold that much propellant. New gross and dry weights are then passed back to the trajectory analysis. Because of this feedback loop, iteration is required to allow the performance of the vehicle to converge to a final solution (as is shown in Figure 1 ). The ascent trajectory optimization is constrained to meet the final conditions specified by the desired orbit at engine cut-off, and the desired mass at the end of the launch trajectory. The constraints on altitude, flight path angle, and inertial velocity place the ascent stage on an elliptical transfer orbit, which is chosen to match either Apollo or ESAS concept of operations for descent, ascent, and rendezvous based on user input.
A full factorial design of experiments is used to create a RSE of the trajectory analysis for inclusion into the reduced-order analysis. The independent variables are stage gross weight, thrust, and specific impulse. The response to model is the stage delta-v for an optimal trajectory between the initial and final conditions. The morphological matrix for the trajectory inputs are shown in Table 7 . 
D. Cost Estimation
Cost estimation is performed within the ROSETTA model using relationships from NAFCOM 5 . NAFCOM uses Cost Estimation Relationships (CERs) that are based primarily on subsystem masses. CERs are similar to MERs in that they are based upon regressions of historical data. In addition to mass, NAFCOM considers complexity factor as a multiplier in many CERs. An example of a CER for the cost of a rocket engine is shown in Equation 5 where CF is the complexity factor, and a and b are constants derived from historical data. The data from which such a CER might be derived is shown in Figure 5 . NAFCOM is designed to calculate the non-recurring cost of an aerospace project. This can be broken into Design, Development, Testing, & Evaluation (DDT&E) and Theoretical First Unit (TFU) costs. Separate CERs are used for DDT&E and TFU, both of which are included in the lunar lander ROSETTA model. American Institute of Aeronautics and Astronautics
E. Reliability
Lunar lander reliability is calculated using a fault tree analysis within the ROSETTA model. Subsystem reliabilities are based on historical reliabilities, with user-adjustable multiplicative factors to account for technological advances. Engine reliabilities are calculated in REDTOP-2 and are inputs into the model. They are based on historical reliabilities of the components within the engine and are dependent on the engine cycle selected.
IV. Sample Trades and Optimization
Because the lunar lander ROSETTA model is intended to allow the execution of rapid lunar architecture analysis and optimization, it is intended to model the lunar landers from the Apollo and ESAS architectures as closely as possible. The user can select between an Apollo and ESAS concept of operations with a top level input flag. For the purposes of architecture studies currently ongoing, the Earth Orbit Rendezvous/Lunar Orbit Rendezvous (EOR/LOR) architecture that ESAS uses is of interest. The ESAS architecture calls for separate launches of crew (the CEV) and cargo (the lunar lander) which rendezvous in earth orbit (the EOR component of the mission). After injection to the moon, the lunar lander descent stage inserts the vehicle into lunar orbit. The crew descends to the surface, performs their mission, and then returns to the CEV in the ascent stage of the lunar lander (the LOR component of the mission). The CEV then provides the propulsion to return to the Earth 1 . The nominal ESAS architecture calls for a crew of four astronauts to go to the surface. One interesting trade study is to examine the impact of changing the number of crew that the lunar lander can accommodate. In the event that the nominal four astronaut system cannot be realized due to cost or mass concerns, it is useful to quickly analyze the impact of reducing the crew complement. Conversely, some decision makers might want to know how much it would cost to "buy" an extra crew member or two onto the lander. Using the reference ESAS inputs (pump fed LOX/LH 2 descent stage, pressure fed MMH/NTO upper stage) the number of crew is varied from 2 to 6. The esults for dry weight, gross weight, development and unit cost, and vehicle reliability are shown in Table 8 . The results show the potential mass, cost, and reliability savings of reducing the number of crew from the baseline of 4 (shown in italics). It may also be important to note that in adding an additional two crew, which may be desirable in later long term lunar campaigns, will add over three tons to the gross weight of the vehicle, add a billion dollars to the development costs, and reduce the mission safety and reliability by a significant amount.
Another important trade study that can be performed is the selection of a propulsion system. The ascent stage propulsion system has a very high impact on the mass of the rest of the lunar architecture because it is carried along for so much of the mission. As such, every other stage must be sized to accommodate its mass, including the lunar descent stage, the Earth Departure Stage (EDS), and the first stage of the Cargo Launch Vehicle (CaLV, also known as the Ares V). Using the lunar lander ROSETTA model, a trade can be performed of the upper stage propulsion system in just a few minutes. The results are shown in Table 9 . As shown above, the solution that minimizes the gross weight of the lunar lander is the LOX/Hydrogen system, although it is noticeably less reliable than the pressure fed hypergolic (MMH/NTO) system, which is about two tons heavier, and thus more expensive, as the NAFCOM CERs are primarily weight based.
The lunar lander ROSETTA is also useful for performing optimization. Using the ESAS requirements (four crew to the surface, on a two stage lunar lander), six separate optimizations are performed using the genetic algorithm: minimize gross weight, minimize dry weight, minimize DDTE&E cost, minimize TFU cost, maximize flights before LOM, and maximize flights before LOC. The independent variables for each optimization are:
The results are quite interesting, and show that each objective function produces a unique vehicle. The optimization results are shown in Table 10 . Minimizing gross weight produces a vehicle that uses LOX/LH 2 on both the ascent and descent stage, because it is the propellant combination that yields the highest specific impulse. For a constant delta-V requirement, a higher specific impulse uses less propellant. Other interesting results are the comparison between minimizing development and first unit costs. In either case, the dry mass should be reduced because the CERs are mainly weight based. However, minimizing TFU results in an area ratio as high as allowed by the model, and minimizing DDT&E results in an area ratio as low as allowable. This is because the larger an area ratio is, the more massive the engine is, and American Institute of Aeronautics and Astronautics the more expensive it is to develop; since engine development is a major percentage of total development costs, the engine should be as small as possible for the minimum DDT&E case. However, engine production cost is relatively small compared to the rest of the vehicle, so the added performance gained by using a large engine nozzle makes up for the additional cost of producing a heavier engine.
Optimization can also be performed using some combination of cost, weight, and reliability objectives, combined into a single objective function through an OEC or a Utility Function. When this is done, the user should be careful to pick the weighting factors on each separate objective so that they accurately his opinions about the comparative importance of each.
V. Conclusions
Because of the large size of the trade space for the analysis of exploration architectures, picking the best configuration of each element can be difficult. Traditional design methodologies have relied on comparative methods that are subjective, and as such are sensitive to the biases of the decision makers. Through the use of a ROSETTA model in the conceptual stage of design, the configuration of each element can be chosen so that it meets a set of performance and programmatic requirements. An optimized vehicle design can rapidly be produced, and compared to various competing designs to show the differences in mass, cost, and reliability.
The most important advantage of using a ROSETTA model is the speed in which it executes. This added speed enables quick optimization and modeling of uncertainty that would otherwise take hours to days to complete. Through the use of ROSETTA meta-models and probabilistic optimization techniques, decision makers can make the element configuration choices early in the conceptual design process that meet the mission requirements while being robust to uncertainty. Additional capabilities include the ability to model the relative impacts of technology investment decisions on vehicle mass, cost, and reliability. Future work will include mapping specific technologies to the multiplicative factors on subsystem mass, cost, and reliability, so the performance advantages of technological advances can be traded against the cost and risk of developing new systems.
