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Abstract
Spatio-temporal dynamics of physical processes
are generally modeled using partial differential
equations (PDEs). Though the core dynamics fol-
lows some principles of physics, real-world physi-
cal processes are often driven by unknown exter-
nal sources. In such cases, developing a purely
analytical model becomes very difficult and data-
driven modeling can be of assistance. In this
paper, we present a hybrid framework combin-
ing physics-based numerical models with deep
learning for source identification and forecast-
ing of spatio-temporal dynamical systems with
unobservable time-varying external sources. We
formulate our model PhICNet as a convolu-
tional recurrent neural network (RNN) which is
end-to-end trainable for spatio-temporal evolu-
tion prediction of dynamical systems and learns
the source behavior as an internal state of the
RNN. Experimental results show that the pro-
posed model can forecast the dynamics for a rel-
atively long time and identify the sources as well.
1 Introduction
Understanding the behavior of dynamical systems
is a fundamental problem in science and engineer-
ing. Classical approaches of modeling dynamical
systems involve formulating ordinary or partial dif-
ferential equations (ODEs or PDEs) based on var-
ious physical principles, profound reasoning, intu-
ition, knowledge and verifying those with experi-
ments and observations. Recent successes of ma-
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chine learning methods in complex sequence predic-
tion tasks along with development in sensor tech-
nologies and computing systems motivate to predict
the evolution of dynamical system directly from ob-
servation data without rigorous formalization and
experiments by human experts [1, 2, 3, 4, 5, 6, 7].
Consequently, a number of machine learning mod-
els which incorporate knowledge from physics or ap-
plied mathematics, have been introduced for model-
ing complex dynamical systems [8, 9, 10, 11, 12, 13].
Real-world dynamical systems are often sub-
jected to perturbation from time-varying external
sources. Figure 1(a) shows an example where an
elastic membrane under tension is being perturbed
with an independent time-varying pressure. The
undulation of the membrane can be observed as a
regularly sampled spatiotemporal sequence. How-
ever, the spatiotemporal variation in the source
term is often not known and not observable; but it
couples with the wave propagation system to deter-
mine the undulation in the membrane. Moreover,
although the basic governing dynamics (wave equa-
tion) of the system is known, the physical param-
eters such as propagation speed in that particular
medium are often unknown. In such scenarios, we
need to be able to predict spatiotemporal evolution
of dynamical systems from partial knowledge of the
governing dynamics and limited observability of the
factors that influence the system behaviors.
In this paper, we consider to model a generic
PDE-based dynamical system which is perturbed
with external sources that follow another indepen-
dent dynamics. Our goal is to design a neural net-
work model that can be used for long-term predic-
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Figure 1: (a): An example dynamical system governed by partially-known PDE and unknown source
dynamics. (b): High-level diagram of the recurrent network cell that is used to model such dynamics.
Unobservable perturbation is learned as an internal state of PhICNet cell.
tion of the entire systems, as well as of the source
dynamics. We assume the physical quantity that
follows the combined dynamics can be observed as
regularly sampled spatiotemporal sequence, but the
source or perturbation is not observable separately.
It is further assumed that we know what type of
system we are observing and therefore scientific
knowledge of such system can be incorporated in
the model. In particular, we assume that the ana-
lytical form the underlying PDE is known a priori,
but the physical parameters of the system are un-
known.
We propose Physics-Incorporated Convolutional
Recurrent Neural Networks (PhICNet) that com-
bine physical models with data-driven models to
learn the behavior of dynamical systems with un-
observable time-varying external source term. Fig-
ure 1(b) shows the high-level diagram of a PhICNet
cell. The basic concept of PhICnet is based on two
key contributions. First, a generic homogeneous
PDE of any temporal order can be mapped into
a recurrent neural network (RNN) structure with
trainable physical parameters. Second, the basic
RNN structure for homogeneous PDE can be modi-
fied and integrated with a residual encoder-decoder
network to identify and learn the source dynam-
ics. The RNN structure stores the homogeneous
solution of the underlying PDE as an internal state
which is then compared with the input (observa-
tion) at the next step to find out if there exists
some source term or perturbation. The residual
encoder-decoder network learns to propagate the
source term as it is in case of constant perturbation
or predict its progress in case of dynamic perturba-
tion. The PhICNet cell stores the estimated pertur-
bation or source term as an internal cell which can
be used to understand behaviour of source dynam-
ics. The integrated model can be trained end-to-
end using stochastic gradient descent (SGD) based
backpropagation through time (BPTT) algorithm.
Few existing models in literature can be used or
extended to perform the spatiotemporal sequence
prediction of dynamical systems with time-varying
independent source. Pure data-driven models like
ConvLSTM [3], residual networks [14, 15] can be
used directly, but these models lack consideration
of underlying physical dynamics resulting in lim-
ited accuracy. Furthermore, these pure data-driven
models cannot identify the source dynamics sepa-
rately. Deep hidden physics models (DHPM) [10]
can model the underlying homogeneous PDE, but
does not consider any nonlinear source term. A
polynomial approximation can be added in DHPM
to model nonlinear internal source. This strategy
is used in PDE-Net [11] to incorporate nonlinear
source term; however they consider only internal
source term that is a nonlinear function of the ob-
served physical quantity. DHPM, PDE-Net only
consider PDEs that are first-order in time, although
can be extended to model higher temporal order
2
systems if we know the temporal order a priori.
Our approach fundamentally differs from the
past approaches as we model the system as an
RNN that couples the known and unknown dynam-
ics within the hidden cells and enables end-to-end
training. We evaluate our model along with other
baselines for two types of dynamical systems: a
heat diffusion system and a wave propagation sys-
tem. Experiments show that our model provides
more accurate prediction compared to the baseline
models. Furthermore, we show that our model can
predict the source dynamics separately which is not
possible with other models.
2 Related Work
2.1 RNNs for Dynamical Systems
Several studies have interpreted RNNs as approxi-
mation of dynamical systems [16, 17, 18, 19]. Re-
cently, a number of RNN architectures have been
proposed for data-driven modeling of dynamical
systems. Trischler and D’Eleuterio [20] proposed
an algorithm for efficiently training RNNs to repli-
cate dynamical systems and demonstrated its capa-
bility to approximate attractor dynamical systems.
A class of RNNs, namely Tensor-RNNs, has been
proposed in [21, 22] for long-term prediction of non-
linear dynamical systems. Yeo and Melnyk [23] use
LSTM for long-term prediction of nonlinear dynam-
ics.
2.2 Learning PDEs from Data
Recently, numerous attempts have been made on
data-driven discovery of PDE-based dynamical sys-
tems. Schaeffer [8], Rudy et al.[9] use sparse opti-
mization techniques to choose the best candidates
from a library of possible partial derivatives of the
unknown governing equations. Raissi and Karni-
adakis [24] proposed a method to learn scalar pa-
rameters of PDEs using Gaussian process. A deep
neural network is introduced in [25] to approximate
the solution of a nonlinear PDE. The predicted
solution is then fed to a physics-informed neural
network to validate that solution. The physics-
informed neural network is designed based on the
explicit form of the underlying PDE which is as-
sumed to be known except for a few scalar learn-
able parameters. Raissi [10] extended [25] to re-
place the known PDE-based neural network to a
generalized neural network which discovers the dy-
namics of underlying PDE using predicted solu-
tion and its derivatives. The inputs of the neural
network are the partial derivatives up to a maxi-
mum order which is considered as a hyperparam-
eter. Long et al. [11] introduced PDE-Net that
uses trainable convolutional filters to perform dif-
ferentiations. Filters are initialized as differentiat-
ing kernels of corresponding orders, and trained by
imposing some constraints to maintain differenti-
ating property. They assumed that the maximum
order of derivative is known a priori. In PDE-Net
2.0 [26], a symbolic neural network is integrated
with original PDE-Net to uncover more complex
analytical form. de Bezenac et al. [13] proposed
a convolutional neural network (CNN) that incor-
porates prior scientific knowledge for the problem
of forecasting sea surface temperature. They de-
sign their model based on the general solution of
the advection-diffusion equation. Long et al. [12]
studied a problem similar to ours where the source
or perturbation term of the PDE follows another
dynamics. They mapped the known PDE into a
cellular neural network with trainable physical pa-
rameters and integrate that with ConvLSTM [3]
that models the source dynamics. However, they
assumed that the source or perturbation is observ-
able and they train the two networks separately.
3 Problem Description
We consider dynamical systems governed by the fol-
lowing generic inhomogeneous PDE
∂nu
∂tn
= F
(
x, y, u,
∂u
∂x
,
∂u
∂y
,
∂2u
∂x2
,
∂2u
∂x∂y
,
∂2u
∂x2
, · · · ; θ
)
+ v(x, y, t), (x, y) ∈ Ω ⊂ R2, t ∈ [0, T ].
(1)
u(x, y, t) ∈ R is the observed physical quantity at
the spatial location (x, y) ∈ Ω at time t ∈ [0, T ]. θ
corresponds to the physical parameters of the sys-
tem. For example, if we are studying a diffusive
system, then θ corresponds to the diffusivity of the
medium. v(x, y, t) ∈ R is the source term or per-
turbation at location (x, y) ∈ Ω at time t ∈ [0, T ]
which is governed by another independent dynam-
ics delineated by:
∂kv
∂tk
= G(x, y, v) (2)
3
Our goal is to learn the spatiotemporal evolution of
the source or perturbation (i.e. v) as well as of the
system jointly defined by equation 1 and equation
2 while observing only u.
Assumptions We make following assumptions
about the problem:
• We have the a priori knowledge about what
type of physical quantities we are observing
and how such system behave in absence of
any external perturbation or source. In other
words, we know the analytical form of function
F and the temporal order n.
• Physical parameters of the system θ are not
known.
• The perturbation v is not observable or cannot
be computed directly from the observed quan-
tity u as θ is unknown. The temporal order of
the perturbation or source dynamics is either
known or can be chosen as a hyperparameter.
This problem can be formulated as a spatiotem-
potral sequence prediction problem. Suppose the
observation space is discretized into a X × Y grid
and Ut ∈ RX×Y is the observed map at timestep
t ∈ {0, 1, . . . , T}. We aim to design a physics-
incorporated convolutional-RNN R:
Ût+1 = R(Ût, . . . , Ût−n−k+1),
t ∈ {n+ k − 1, . . . , T − 1} (3)
such that
∑T
t=n+k L(Ut, Ût) is minimized. Ût is
the predicted map at timestep (t − 1) and Ût =
Ut ∀ t ∈ {0, . . . , n + k − 1}. L is the loss func-
tion between observed map and predicted map. It
is noteworthy that we need (n+ k) previous maps,
instead of just n, to predict the next map in an nth
order (temporal) system because the source/pertur-
bation is unknown and source follows a kth order
dynamics.
4 The PhICNet Model: Founda-
tion and Design
4.1 Background on Recurrent Neural
Networks
The recurrent neural network (RNN) is an elegant
generalization of feedforward neural networks to in-
corporate temporal dynamics of data [27, 28, 29].
The RNN and its various evolved topologies have
proven efficacious in numerous sequence modelling
tasks [30, 31, 32, 1, 3]. At each time step, an in-
put vector it is fed to the RNN. The RNN modifies
its internal state ht based on the current input and
previous internal state. The updated internal state
is then used to predict the output ot. The following
set of equations (equation 4) delineates the compu-
tation inside a standard RNN.
ht = σh(Whiit +Whhht−1 + bh)
ot = σo(Wohht + bo) (4)
Whi,Whh,Woh are the weight matrices of the RNN
and bh, bo are bias vectors. σh and σo are nonlin-
ear activation functions. Temporal update in the
internal state allows the RNN to make use of past
information while predicting the current output.
The input it, internal state ht and output ot of
standard RNN are all 1D vectors and the operations
are fully-connected. To deal with 2D image data,
Xingjian et al. proposed convolutional LSTM [3]
that uses convolutional operations instead of fully-
connected operations of standard LSTM [32], an
evolved variant of the RNN. Incorporating convo-
lutional operations in RNN, we can write the com-
putation inside a convolutional-RNN as follows:
Ht = σh(Whi ∗ It +Whh ∗Ht−1 + bh)
Ot = σo(Woh ∗Ht + bo) (5)
where, It, Ht and Ot are the input, internal state
and output, respectively, of the convolutional-RNN
at time step t and are all 2D images. ‘*’ denotes
the convolution operator.
4.2 Proposed RNN Model for Generic
Homogeneous PDE
Figure 2(a) illustrates the structure of the RNN we
propose for modeling a generic homogeneous PDE
(i.e. zero source term); we will refer the model as
PDE-RNN. Inputs to the RNN cell are 2D obser-
vation maps Ut ∈ RX×Y , t ∈ {0, . . . , T}. The RNN
cell keeps an memory that stores the past informa-
tion required for current step prediction. The con-
cept of cell memory was introduced in LSTM [32].
Cell memory in LSTM is controlled by several self-
parameterized gates to learn what information to
store and what information to forget. In contrast,
past information required to be stored in the cell
memory in our physics-incorporated RNN is com-
pletely determined beforehand based on the known
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Figure 2: (a): PDE-RNN: RNN structure (unfolded) that maps a generic homogeneous PDE. Ut is the
observed map at time step t and Ût+1 is the prediction of the next map. Ht and Ct are internal states of
the RNN representing the homogeneous solution and cell memory, respectively. For homogeneous PDE,
Ût+1 = Ht. (b): PDE-RNN + CNN: a corrective convolutional module is added with the homogeneous
solution to incorporate the source term or perturbation. (c): PhICNet: Proposed RNN structure that
models the dynamical system with time-varying independent source. A residual encoder-decoder network,
which models the source dynamics, is integrated with (a). Vt stores the estimated perturbation. CV,t is
the cell memory for storing past estimated perturbation maps.
temporal order n (in equation 1) of the observed
system. For an nth order (temporal) system, the
cell memory stores the current and past (n−1) ob-
served maps. At time step t, the state of the cell
memory (we will call it cell state from now on) Ct
defined by the following equation
Ct = [Ut, . . . , Ut−n+1] (6)
where [·] denotes the concatenation operation along
a new dimension. The cell state can be seen as a
3D tensor (Ct ∈ Rn×X×Y ). Cell state at current
time step t can be written as a function of previous
cell state Ct−1 and current input Ut:
Ct = Wcc } Ct−1 + wcu ◦ Ut (7)
Wcc is a 2D square matrix of order n and the (p, q)
th
element of Wcc, p ∈ {1, . . . , n} and q ∈ {1, . . . , n},
is defined as follows.
W pqcc =
{
1 if p = q + 1
0 otherwise
(8)
‘}’ denotes a matrix-tensor product resulting in a
tensor C˜ ∈ Rn×X×Y such that
C˜p =
n∑
q=1
W pqcc C
q
t−1, p ∈ {1, . . . , n}. (9)
The operator ◦ between 2D observation map Ut ∈
RX×Y and 1D vector wcu = [1, 0, . . . , 0]T ∈ Rn
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performs a vector-matrix product to yield a tensor
C´ ∈ Rn×X×Y such that
C´p = wpcuUt, p ∈ {1, . . . , n}. (10)
Cell state Ct and input Ut are used to compute
Ht ∈ RX×Y as follows.
Ht = whc  Ct
+ f(Ut, D10 ∗ Ut, D01 ∗ Ut, D11 ∗ Ut, . . . ; θ)
(11)
whc ∈ Rn is determined by the temporal order of
the dynamics. The elements of whc are the coef-
ficients of past observation maps in the finite dif-
ference approximation of ∂
n
∂tn and are given by the
following equation.
wphc = (−1)p+1
(
n
p
)
, p ∈ {1, . . . , n} (12)
‘’ denotes a vector-tensor product resulting in a
2D matrix H˜ ∈ RX×Y such that
H˜ =
n∑
p=1
wphcC
p
t (13)
Function f (in equation 11) is the implementa-
tion of F (in equation 1) for discretized observation
maps. As mentioned in section 3, the analytical
form of F or f is known to us, but the physical
parameters θ are unknown and trainable. Spatial
derivatives of observation map Ut are computed as
convolution with differential kernels. Djl denotes
the differential kernel corresponds to ∂
j+l
∂xj∂yl
. The
size and elements of a differential kernel are deter-
mined by the finite difference approximation of cor-
responding derivative. Ht represents the solution
of the system that is governed by a homogenous
PDE. In other words, Ht corresponds to the pre-
dicted map at timestep t when there is no source
term or perturbation.
4.3 Approach to Incorporate Source Dy-
namics
The basic structure of RNN for homogeneous PDE
(PDE-RNN) needs to be modified to incorporate
dynamic source term. A simple modification can be
adding a convolutional neural network (CNN) with
the PDE-RNN. We will call this modified struc-
ture (Figure 2(b)) PDE-RNN + CNN. The convo-
lutional network takes the cell state Ct as input and
add a corrective term, which accounts for the source
or perturbation, to the homogeneous solution. Al-
though PDE-RNN + CNN incorporates the known
PDE in its structure, it does not get much benefit
in forecasting the system or identifying the source
dynamics as we will show in section 5.
In contrast to directly predicting a correcting
term from observation maps like PDE-RNN +
CNN, we propose to estimate an intermediate
source map and use that to learn the source dy-
namics. Separating the source maps from the over-
all dynamics makes it easier to learn the source dy-
namics. Figure 2(c) shows the proposed PhICNet
structure. An internal state Vt is added in the cell
that estimates the perturbation using the predicted
homogeneous solution from the previous step and
the current input. Vt ∈ RX×Y is computed as fol-
lows.
Vt = Ut − Ht−1 (14)
Another cell memory CV,t is added to store past
perturbation estimates. Assuming a Kth order
source dynamics, CV,t can be seen as a 3D tensor
(CV,t ∈ RK×X×Y )) given by:
CV,t = [Vt, . . . , Vt−K+1] (15)
Cell memory CV,t is updated at each time step by
the following equation.
CV,t = Wccv } CV,t−1 + wcv ◦ Vt (16)
Wccv ∈ RK×K and wcv ∈ RK have similar proper-
ties ofWcc and wcu, respectively, of equivalent equa-
tion 7. Finally, the predicted map Ût+1 is computed
by the following equation.
Ût+1 = Ht + wvc  CV,t + g(CV,t) (17)
Function g, the implementation of fuction G (in
equation 2) for discretized source maps, captures
the source dynamics. We use a residual convolu-
tional network for this purpose such that
V̂t+1 = wvc  CV,t + g(CV,t) (18)
wvcCV,t is a vector-tensor product similar to equa-
tion 13. The vector wvc ∈ RK is a trainable param-
eter and initialized with coefficients of the finite dif-
ference approximation of ∂
K
∂tK
. V̂t+1 is the predicted
source map which is added to the homogeneous so-
lution Ht to get the predicted map Ût+1 (equation
17).
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Figure 3: Architecture of the residual encoder-decoder network used for source dynamics modeling.
The motivation behind using residual network
for modeling the source dynamics is that sev-
eral studies have established the connection be-
tween residual networks and differential equations
[33, 34, 35, 19]. We use an architecture similar to
residual encoder-decoder network (RED-Net) [15].
To incorporate Kth order source dynamics, we use
past K estimated source maps stacked across the
channel dimension as input to RED-Net. Moreover,
we add a weighted combination of past K estimated
source maps wvc  CV,t, instead of adding just Vt,
to the final output. The elements of wvc are ini-
tialized with the coefficients of the finite difference
approximation of ∂
K
∂tK
.
Figure 3 shows the architecture of the resid-
ual encoder-decoder network with M convolutional
and M transposed convolutional blocks. Each
convoltutional block consists of two convolutional
layers. Similarly, each transposed convolutional
block comprises two transposed convolutional lay-
ers. Convolutional encoder extracts feature at dif-
ferent scales. These feature maps are used by the
transposed convolutional decoder with symmetric
skip connections from corresponding convolutional
block to capture dynamics at different scales. Skip
connection also allows to use deeper network for
complex dynamics without encountering the prob-
lem of vanishing gradient.
The computation at the mth convoltional block
is given by the following equation.
V˜m = σ
(
Wm2 ∗ σ(Wm1 ∗ V˜m−1)
)
,
m ∈ {1, . . . ,M},
V˜0 = CV,t (19)
The computation at the mth transposed convolu-
tion block from the end is delineated by
V˜
′
m = σ
(
W
′
m2 ? σ(W
′
m1 ? V˜
′
m+1) + V˜m−1
)
,
m ∈ {2, . . . ,M},
V˜
′
M+1 = V˜M
(20)
and,
V˜
′
1 = W
′
12 ? σ(W
′
11 ? V˜
′
2 ) + wvc  V˜0 (21)
The predicted source map is given by V̂t+1 = V˜
′
1 .
? denotes the transposed convolution operation and
σ is the activation function ReLU.
4.4 Training Loss
For a sequence of observation maps
{U0, U1, . . . , UT } and nth order (temporal) sys-
tem, assuming a Kth order source dynamics, the
prediction loss is defined as follows.
Lpred = 1
T − n−K + 1
T∑
t=n+K
‖Ut − Ût‖22 (22)
Estimated source map Vt, after observing Ut at
timestep t, should match with predicted source map
V̂t from previous timestep. Accordingly, we add
a source prediction loss to the training objective,
given by
Lsource pred = 1
T − n−K + 1
T∑
t=n+K
‖Vt − V̂t‖22
(23)
Furthermore, source map can be densely dis-
tributed or sparse (may contain only a single
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Figure 4: (a): Heat-source maps at the initial and final time step of an example sequence used in our
experiment. (b): Temporal behavior of the coupled oscillators acting as sources in an example sequence
used in our wave propagation experiment.
source). To deal with source map sparsity, we add
a L1 penalty :
Lsource sparse = 1
T − n−K + 1
T∑
t=n+K
‖V̂t‖1 (24)
The overall loss for training is L = Lpred +
Lsource pred + λLsource sparse, where λ is a hyper-
parameter.
5 Experimental Evaluation
We evaluate our model on two dynamical systems:
heat diffusion system and wave propagation system.
Heat diffusion system has temporal order of 1, while
wave propagation system is a second order system.
For the task of forecasting of the overall dynamics,
we compare the proposed model with PDE-RNN +
CNN, ConvLSTM [3], a residual encoder-decoder
network. However, among the baselines, only PDE-
RNN + CNN can be used for source identification
task.
In contrast to the residual encoder-decoder used
in our model to predict only the source dynam-
ics, the baseline residual encoder-decoder network
(RED-Net) models the combined dynamics. Ac-
cordingly, the input and output of the baseline
residual encoder-decoder network are observation
maps (U). For RED-Net baseline, we assume the
temporal order of the system is known a priori,
i.e. for an nth order system, assuming a Kth order
source dynamics, input to the model is the sequence
{Ut, Ut−1, . . . , Ut−n−K+1} while predicting Ût+1.
5.1 Heat Diffusion System
Heat diffusion at the surface of a material is de-
scribed by:
∂u
∂t
= α
(
∂2u
∂x2
+
∂2u
∂y2
)
+ v(x, y, t),
(x, y) ∈ Ω ⊂ R2, t ∈ [0, T ] (25)
where u(x, y, t) is the heat density at location (x, y)
at time t and v(x, y, t) is the perturbation due to
heat source(s). α is the thermal diffusivity of the
material. Equation 25 is one of the fundamental
PDEs and is used to describe diffusion of heat,
chemicals, brownian motion, diffusion models of
population dynamics, and many other phenomena
[36].
The computation space Ω is discretized into 64×
64 regular mesh, i.e. Ut ∈ R64×64. For heat-source,
we consider the source map Vt ∈ R64×64 is divided
into 16 equal-sized blocks initialized with random
values in [0, 1]. All grid points belonging to a block
Bjl take same value at any time step. The evolution
of source map happens in the block level. Each
block Bjl follows a dynamics given by:
dV
Bjl
t
dt
=
∑
(r,s)∈N (j,l)
γ(V Brst − V Bjlt ) (26)
where V
Bjl
t denotes the value of block Bjl at
timestep t, γ is a positive constant and N (j, l)
represents the 4-connected neighborhood of block
Bjl. Figure 4(a) shows an example of source map
at the initial and final time step. Training and
test dataset are generated using numerical solution
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Figure 5: (a, c): Quantitative comparison of proposed PhICNet with respect to other baselines in the
task of forecasting (a) and source identification (c) for the heat diffusion system. (b, d): Effect of sparsity
hyperparameter λ on forecasting (b) and source identification (d) performance of the proposed model. In
all plots, shaded areas show 95% confidence interval.
method starting from initial condition Ut<0 = 0 and
assuming homogeneous Dirichlet boundary condi-
tion. Each sequence is comprises 200 frames and
the training set contains 100 such sequences while
the test set contains 50.
In this system, the trainable parameters are diffu-
sivity α and the parameters of the residual encoder-
decoder network used to model the source dynam-
ics. Since we need second-order spatial derivatives
(equation 25), the minimum size of the correspond-
ing differential kernels should be 3×3. Specifically,
following two differential kernels are used to com-
pute Ht in equation 11.
D20 =
0 0 01 −2 1
0 0 0
 , D02 =
0 1 00 −2 0
0 1 0
 (27)
We use Signal-to-Noise Ratio (SNR), defined in
equation 28, to quantitatively compare the perfor-
mance of different models in forecasting the overall
dynamics.
SNR(Ut, Ût) = 20 log10
‖Ut‖2
‖Ut − Ût‖2
(28)
However, SNR cannot be used as a metric for
source map comparison. To compare two maps
using SNR, both maps need to have values in very
similar scale. Since the inputs to the models are
normalized and the source maps are learned as
intermediate states without any direct supervisory
signal, the estimated maps do not match the scale
of true source maps. To quantify the similarity
between true and estimated source maps, we use
Correlation Coefficient as metric. Correlation
coefficient between estimated source map Vt and
true source map Vtrue,t is given by
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Figure 6: Qualitative comparison of predicted heat maps (a) and wave maps (b) by different models at
time steps t+ 10, t+ 50 and t+ 150 when last observation is taken at t.
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Figure 7: Qualitative comparison between true source maps and predicted source maps by proposed
PhICNet and PDE-RNN + CNN for heat system (a) and wave system (b) at time steps t+ 10, t+ 50 and
t+ 150.
ρ(Vtrue,t, Vt)
=
∑
j,l(V
jl
true,t − V¯true,t)(V jlt − V¯t)(∑
j,l(V
jl
true,t − V¯true,t)2
)1/2(∑
j,l(V
jl
t − V¯t)2
)1/2
(29)
where V¯t and V¯true,t denote the mean values of Vt
and Vtrue,t respectively.
Figure 5 shows the quantitative comparison of
proposed method with respect to other baselines
and choice of hyperparameter λ in the task of fore-
casting and source identification for the heat diffu-
sion system. Qualitative comparison of predicted
heat maps by different models along with ground
truth is depicted in Figure 6(a). PhICNet outper-
forms all the baselines. RED-Net is the best per-
forming baseline. Effective modeling of dynamics
by RED-Net is a key factor in the performance of
our model as well since we use it for source dynam-
ics modeling. Source maps predicted by the pro-
posed model and PDE-RNN + CNN are compared
with ground truth in Figure 7(a).
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Figure 8: (a, c): Quantitative comparison of proposed PhICNet with respect to other baselines in the task
of forecasting (a) and source identification (c) for the wave propagation system. (b, d): Effect of sparsity
hyperparameter λ on forecasting (b) and source identification (d) performance of the proposed model. In
all plots, shaded areas show 95% confidence interval.
5.2 Wave Propagation System
Undulation in a stretched elastic membrane due to
some perturbation can be described by:
∂2u
∂t2
= c2
(
∂2u
∂x2
+
∂2u
∂y2
)
+ v(x, y, t),
(x, y) ∈ Ω ⊂ R2, t ∈ [0, T ] (30)
where u(x, y, t) is the deflection at location (x, y)
at time t and v(x, y, t) is the external perturba-
tion. c is the wave propagation speed. We con-
sider two coupled oscillators at random locations
as wave sources perturbing the membrane. Figure
4(b) shows an example of temporal behavior of the
sources.
Similar to heat diffusion system, the computation
space Ω is discretized into 64×64 regular mesh, i.e.
Ut ∈ R64×64. Unlike the source map considered for
the heat system, the source map Vt ∈ R64×64 for
this wave system is sparse as the perturbation is
applied only at two small regions of the membrane.
The initial amplitude and location of the oscilla-
tors are chosen randomly for each sequence in the
dataset. Therefore, source identification task re-
quires identifying both the location and strength
of the sources. Training and test dataset are gener-
ated using numerical solution method starting from
initial condition Ut<0 = 0 and assuming homoge-
neous Dirichlet boundary condition. Each sequence
is comprises 200 frames and the training set con-
tains 300 such sequences while the test set contains
50. Trainable parameters for this system include
propagation speed c and the parameters of residual
encoder-decoder network that is used to model the
source dynamics. The differential kernels used for
this system are same as equation 27.
Figure 8 shows the quantitative comparison of
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Figure 9: Choice of temporal order K in source dynamics modeling: effect on forecasting (a) and source
identification (b) performance for the wave propagation system.
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Figure 10: Online learning of time-varying physical parameters: diffusivity of heat diffusion system (a),
propagation speed of wave propagation speed (b).
proposed method with respect to other baselines
and choice of hyperparameter λ in the task of
forecasting and source identification for the wave
propagation system. Qualitative comparison of
predicted maps by different models along with
ground truth is depicted in Figure 6(b). Figure
7(b) compares the source maps predicted by the
proposed model and PDE-RNN + CNN with
ground truth.
Choice of temporal order K in source
dynamics modeling Figure 9 compares the
forecasting and source identification performance
for different values of K (in equation 15). The true
order of the source dynamics (coupled oscillators)
of the wave propagation system is 2. Best perfor-
mance is observed when the source order is exactly
known, i.e. K = 2. Choosing an order higher
than the true value (K = 3) is better compared
to choosing an order lower than the true value
(K = 1).
5.3 Online Learning of Time-varying
Physical Parameters
In all aforementioned experiments, we have con-
sidered unknown but constant physical parameters
which are learned in conjunction with unknown
source dynamics. However, physical parameters of
real-world physical systems are often not fixed and
can change over time. In this experiment, we vary
the physical parameter of the system over time and
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investigate if the trained model can adapt with new
values of the physical parameter online. At each
time step, the current observation is used to re-tune
the physical parameters of the system, while the
other parameters are kept frozen. Figure 10 shows
that our model can quickly adapt with changes in
physical parameters.
6 Conclusion
We developed a physics-incorporated recurrent neu-
ral network PhICNet for spatiotemporal forecast-
ing of dynamical systems with time-varying inde-
pendent source. Besides forecasting the combined
dynamics, our model is also capable of predicting
the evolution of source dynamics separately. Ph-
ICNet is generalized to a class of partially known
spatio-temporal dynamical systems driven by un-
known source. It is possible to relax the assump-
tion on knowledge of analytical from of the under-
lying PDE by allowing trainable convolution ker-
nels like PDE-Net. We aim to investigate this as
a future work. Learning the dynamics from non-
spatiotemporal irregular observation will be an im-
portant extension as well.
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Appendices
A. Configuration Details of the Models
A.1 Residual Encoder-Decoder Network for Source Dynamics
The residual encoder-decoder network for modeling source dynamics comprises three convolutional and
three transposed convolutional blocks (M = 3). Each convoltutional block consists of two convolutional
layers and each transposed convolutional block contains two transposed convolutional layers. For all
convolution and transposed convolution operations, we use kernels of size 3× 3, which has shown excellent
performance in various computer vision tasks. Stride of convolution is set to 2 in the first layer of each
convolutional block for downsampling, whereas stride is 1 for the second layers. For symmetricity, stride
of the first and second layers of transposed convolutional blocks are set to 1 and 2, respectively. We use
32 feature maps in each convolutional and transposed convolutional layers.
A.2 Baseline Models
Residual Encoder-Decoder Network The configuration of the baseline residual encoder-decoder
network (for modeling the combined dynamics) is chosen to be same as the one used for source dynamics.
We tested another configuration with M = 5; however, that did not contribute to significant performance
improvement.
Convolutional LSTM A two-layer convolutional LSTM with each internal state comprising 32 feature
maps is used. Kernel size of all convolution operations is set to 5× 5 as used in [3].
CNN of PDE-RNN + CNN model A convolutional network with 3 convolutional blocks are used.
Each convoltutional block consists of two convolutional layers of 32 feature maps. For all convolution
operations, we use kernels of size 3× 3.
B. Training Details
Observation maps are normalized to have values within the range [−1, 1]. Adam optimizer is used to train
the model. We start the training with a stepsize of 0.001 and down-scaled it by 0.99 in every epoch. The
model is trained for 200 epochs. The hyperparameter λ associated with source-sparsity loss Lsource sparse
is chosen from a range of values between 10−8 to 10−1 and 0.
All the models are implemented in PyTorch framework. We run all the experiments on a computer
equipped with NVIDIA GTX 1080Ti GPU.
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