In time series forecasting, a challenging and important task is to realize long-term prediction. This paper proposes a layered architecture based on backpropagation neural network. The proposed layered architecture consists of two layers. The first layer can find the optimum number of past time windows, and the second layer implements long-term prediction based on the obtained optimum number of windows. A series of experiments using publicly time series are conducted to assess the performance of the proposed architecture. The experimental results have revealed that the architecture has better performance in accuracy and stability.
I. INTRODUCTION
Time series forecasting is the use of a method or model to predict future information according to historical samples. It is one of the most pivotal tasks within many real-world applications, including finance, information technology, and environmental sciences [1] - [3] . Over the last few decades, a large number of different forecasting methods have been proposed, including linear and nonlinear methods. The advantage of linear methods is that can be easily be implemented and explained, but the limitation of these methods is that it is difficult to originate from a nonlinear data. Although nonlinear methods [4] , [5] can overcome some shortcomings of linear methods, there are still some limitations for solving time series forecasting problems [6] . Most of existing methods focus on one-step prediction [7] - [9] . With the emergence more visible need for long-term prediction, arose an important need to develop multi-step forecasting method. If the one-step forecasting method is directly applied to long-term prediction, the forecasting errors will be accumulation in the iterative process. In addition, the methods of one-step prediction and multi-step prediction use the same information The associate editor coordinating the review of this manuscript and approving it for publication was Jiankang Zhang . from the data, this will inevitably lead to some difficulties to one-step prediction for long-term prediction problem [10] .
To construct a long-term forecasting method, a layered architecture based on back propagation (BP) neural network is proposed. The models related to the neural network (NN) are commonly used to forecast nonlinear time series, which thanks to the NN's advantages of the flexibly nonlinear transfer function and great self-learning ability [11] . Although there have been many approaches to construct neural network for the one-step prediction problem [12] - [14] , there are only a few methods for multi-step prediction problems. The proposed layered architecture is formed by two layers: the first layer can find the optimum number of the past time windows, and the second layer implements long-term prediction based on the obtained optimum number of windows. The advantage of the proposed algorithm include the following aspects: 1) BP neural networks are used to construct a long-term prediction model. 2) The optimum number of the past time windows can be found to improve accuracy. 3) Experiments demonstrate the better performance of the proposed layered architecture. The remaining content of this paper is organized as follows. Section II proposes the layered architecture for long-term prediction and describes all steps in detail. Section III presents the evaluations and comparisons of the proposed layered architecture with that of other approaches, where the time series of the chaotic Mackey-Glass, daily temperature, monthly sunspot numbers, and milk production are used for the experiments. Section IV concludes this paper.
II. THE PROPOSED LAYERED ARCHITECTURE
The number of past time windows used for prediction is important due to the fact that it can affect the forecasting accuracy. In order to search the optimum value for the number of past time windows and device a good long-term prediction approach, a network-based layered architecture is proposed. The proposed architecture is formed by two layers. The first layer can find the optimum number of the past time windows, and the second layer implements longterm prediction based on the obtained optimum number of windows. Fig.1 shows the major steps of the layered architecture, and all steps are going to be explained further as follows.
Step 1: Samples of a time series are preprocessed, that is, handling noise and missing values. If prediction horizon is h, hold out h samples for testing the proposed layered architecture, and the remaining samples are applied to construct the proposed layered architecture.
Step 2: The first layer is constructed as follows. Let z = {z i |i = 1, 2, . . . , n} be a time series, where n stands for the number of samples, and z i is the value of the sample at the ith moment.
a)
Let the sliding window size be h. Divide the time series into several sequences
Generate h training data sets, one for each BP neural network. c)
Assign the number of the past time windows l between 1 and l max , used for prediction. d)
Construct the structure of the neural network. The architecture consists of three layers, i.e. input, hidden and output. The number of nodes in the input layer, hidden layer, and output layer are l, l, and 1 respectively, where l is the number of the past time windows. e)
Train each network i,
Calculate the Root Mean Square Error (RMSE) for each network i. Let the sum of RMSEs for all networks be the performance index when the number of the past time windows is l. g)
The smaller the RMSEs is, the better the forecasting accuracy. Find the optimum number of the past time windows, l opt , used for prediction.
Step 3: The second layer is constructed by the following steps:
Assign the optimum number of the past time windows l opt which is obtained by the first layer, to the BP neural network. b)
Define the architecture of the network which is consistent with that described in step 2c). c)
Generate h training data sets, using the optimum number of the past time windows. d)
Train each network on the corresponding training data set. e)
Obtain the output by the trained networks. The output of this layer is prediction vector.
A. DATA PREPROCESSING
The data needs to be processed before the prediction. Data preprocessing consists of two parts: noise removal and missing value treatment.
1) NOISE REMOVAL
If the value of a sample has a significantly different distribution from other values of the time series, this sample will be regarded as the noise. The forecasting performance are heavily influenced by the noise. Therefore, the noise should be removed before the prediction is performed. Many methods have been proposed to define and remove noise. The noise detection mechanism [15] is applied to remove noise in this paper. The definition of noise is that if the sample z i satisfies the condition: (z i+3 , z i+2 , z i+1 ). The treatment to noise is to replace the noise by new value z i = (z i+1 + z i−1 )/2.
2) MISSING VALUE TREATMENT
A time series data contain missing observation if no valued is recorded at a time moment. The gap removal strategy is applied to deal with the missing value problem [16] . If no value is recorded at ith discrete time moment, z i is equal to the median of a set [z i−365 , z i+365 , z i−7 , z i+7 ].
B. TRAINING SET GENERATION
The training data sets generation process is shown in Fig. 2 . The parameter needed in generating training data sets are the prediction horizon, h, and the number of the past time windows, l. Let d 1 , d 2 , . . . , d n be a training data set. The form of training data set is {X (t); Y (t)}, where X (t) is an input for the network and is made up of elements i.e., X (t) = [d 1 , d 2 , . . . , d l ], and the output Y (t) has one element.
For example, let h and l are 10 and 4, respectively. The generation process first divide the time series into several sequences u 1 , u 2 , . . . , u m , where u i = {z 10(i−1)+1 , z 10(i−1)+2 , . . . , z 10i }, i = 1, 2, . . . , m. Then, let jth (j = 1, 2, . . . , 10) value of each sequence be a new series, D j = {d 1 , d 2 , . . . , d n } (d i = z 10i−1+j ), and takes 4 as the length of a window and shifts the window to generate different training data. Examples of the process are as follows,
and Y (2) = d 9 and until Y (t) arrives at the end of the series. Therefore, 10 different training data set can be obtained for 10 different BP neural networks.
C. BACK PROPAGATION NEURAL NETWORK
BP neural network is a feedback network and has been cited as the most commonly used approach for prediction problem [13] , [17] . The structure of BP neural network firstly introduced by Rumelhart et al. [18] (see Fig. 3 ), which consists of two main processes and three layers. The two processes are the dissemination of positive information and error back-propagation, and the three layers are input, hidden and output layers. The mathematical relationships of the two processes can be expressed as follows [17] : 
This is the relationship between input layer and hidden layer. y m and y i is the input and output from the input layer, respectively; n and h denote the number of input layer nodes and hidden layer nodes, respectively; u ji are the network weights which connects the input layer and hidden layer; β j is the threshold values of the hidden layer; f I represent the activation function of the hidden layer.
2) FROM HIDDEN LAYER TO OUTPUT LAYER
This is the relationship between hidden layer and output layer. y j and y t is the input and output from the hidden layer, respectively; λ oj are the network weights which connects the hidden layer and output layer; α o is the threshold values of the output layers; f O represents the activation functions of the output layers.
D. PERFORMANCE MEASURE
In order to access the prediction performance of the networks for different number of the past time windows, the root-meansquare error (RMSE) is considered. RMSE is a most widely used measure of the difference between values predicted and the values observed. The form of RMSE can be formulated as follows:
whereŷ t is the predicted values for time t of the actual value y t , and T is number of data points.
III. EXPERIMENT RESULTS
The experiment part evaluates the performance of the layered architecture on chaotic Mackey-Glass time series, daily temperature time series, milk production time series and zuerich monthly sunspot numbers time series. Furthermore, the comparative analysis is performed with those of the 3 competing models, AR, NAR, and SVR.
A. REFERENCE METHODS
• AR: The autoregressive process
where ψ 0 , ψ 1 , . . . , ψ n are model parameters, and t is a white noise with a zero mean.
• NAR: The nonlinear autoregressive neural network
Let the number of nodes in the hidden layer be 10.
• SVR: Linear support vector regression y t = (w 1 y t−1 + w 2 y t−2 + . . . + w n y t−n ) + α,
where w = (w 1 , w 2 , . . . , w n ) and α are calculated through satisfied the following linear SVR problem:
. . , y t−2 , y t−1 ) T , ≥ 0. And s is a parameter to specify the sensitiveness of the loss.
B. CHAOTIC MACKEY-GLASS TIME SERIES
The Chaotic Mackey-Glass Time Series is generated by the chaotic Mackey-Glass differential delay equation,
The time series contains 1200 samples, and prediction horizons are set to be 1, 13, 26, and 39. Fig. 4 shows the actual and forecasted curves by the proposed layered architecture for chaotic Mackey-Glass time series when prediction horizon is 39. Table 1 enumerates the prediction performances of the proposed layered architecture and other methods, from which one can see that the RMSEs of the layered architecture are far smaller than other methods. That is, the performance of the proposed layered architecture are much better than AR, NAR, and SVR. 
C. DAILY TEMPERATURE TIME SERIES
The daily temperature time series in Melbourne, Australia are used to validate the proposed approach, which contains 3650 samples from 1981 to 1990. Fig. 5 shows the actual and forecasted curves by the proposed layered architecture for daily temperature time series when prediction horizon is 182. We set the forecasting horizons to 1, 91, and 182. The RMSEs of different methods are listed in Table 2 , from which one can see that the proposed layered architecture achieves better prediction accuracy than other forecasting methods.
D. MILK PRODUCTION TIME SERIES
The forecast of farm produce is related to important economic benefits, which make the forecast of farm produce become one of the hottest application domain for prediction. Milk Production Time Series are used to validate the proposed approach. The time series contains 168 samples, which are monthly milk production in pounds per cow form Jan 1962 to Dec 1975. Fig. 6 shows the actual and forecasted curves by the proposed layered architecture for milk production time series when prediction horizon is 12. Table 3 enumerates the performances of these methods with different prediction horizon, and we found that the RMSEs of the proposed layered architecture is smaller than those of others approaches when the prediction horizons is long enough (h = 12).
E. ZUERICH MONTHLY SUNSPOT NUMBERS TIME SERIES
The Zuerich monthly sunspot numbers time series are used to validate the proposed approach. The time series contains 2820 samples form 1749 to 1983. Fig. 7 shows the actual and forecasted curves by the proposed layered architecture for Zuerich monthly sunspot numbers time series when prediction horizon is 66. Table 4 enumerates the performances of these methods with different prediction horizon, and from which one show that the RMSEs of the proposed layered architecture is smaller than those of others methods when the prediction horizons is long enough (h = 66).
IV. CONCLUSION
Although many methods have been proposed for one-step prediction, only a few such methods exist for handling multistep prediction problem. To solve the long-term forecasting problem, a layered architecture is proposed, which consists of two layers. Accuracy of the proposed architecture is ensured by obtained optimum number of the past time windows. Extensive experiments, including chaotic Mackey-Glass time series, daily temperature time series, milk production time series and zuerich monthly sunspot numbers time series, have been carried out. The experimental results have revealed that the proposed architecture has better performance than other methods in accuracy and reliability.
