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Abstract
We derive geometrically linearized theories for incompressible materials from
nonlinear elasticity theory in the small displacement regime. Our nonlinear stored
energy densities may vary on the same (small) length scale as the typical displace-
ments. This allows for applications to multiwell energies as, e.g., encountered in
martensitic phases of shape memory alloys and models for nematic elastomers. Un-
der natural assumptions on the asymptotic behavior of such densities we prove
Gamma-convergence of the properly rescaled nonlinear energy functionals to the
relaxation of an effective model. The resulting limiting theory is geometrically lin-
earized in the sense that it acts on infinitesimal displacements rather than finite
deformations, but will in general still have a limiting stored energy density that
depends in a nonlinear way on the infinitesimal strains. Our results, in particular,
establish a rigorous link of existing finite and infinitesimal theories for incompressible
nematic elastomers.
Keywords. Nonlinear elasticity, geometrically linear theories, incompressibility, Gamma-convergence,
nematic elastomers.
Mathematics Subject Classification. 74B20, 49J45, 70G75
1 Introduction
The relation between nonlinear and linear models is a classical topic in elasticity theory.
While for finite (large or moderate) deformations the stress-strain relation of an elas-
tic material is nonlinear, in the regime of small displacements this relation is typically
given by a linear diagram. Dealing with hyperelastic materials, which can be described
by their associated stored energy functionals, we encounter a nonlinear (more precisely:
nonquadratic) energy density at finite deformations, while in the small displacement
regime the energy is a quadratic form that acts on the infinitesimal strains and whose
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coefficients are the elastic moduli of the material. Classically, the linear theory is ob-
tained from the nonlinear one by Taylor approximation and the matrix of the elastic
moduli is nothing but the Hessian of the nonlinear energy density at the identity matrix.
Although standard, this relation has been given a rigorous corroboration only compara-
tively recently by Dal Maso, Negri and Percivale who proved that the linearized theory
is the Γ-limit of the nonlinear energy functionals and, in particular, energy minimizers
subject to suitable boundary values and body forces do indeed converge to minimizers
of the limiting linear model, see [18].
These results have been generalized by the second author to multiwell energies in [27].
In such models the nonlinear energy densities are allowed to vary on the same length
scale as the typical (small) displacements. They describe, e.g., martensitic phases of
shape memory alloys which are modeled by multiple nearby energy wells. As a conse-
quence, passing to the regime of infinitesimal displacements will lead to still nonlinear
energy functionals which, however, act on linearized deformations, i.e., on infinitesimal
displacements. We thus obtain merely ‘geometrically’ rather than fully linearized the-
ories. Later we have revisited these results in [23] within a general Γ-commutability
theory, which in addition allows for simultaneous homogenization and which had been
motivated by [7, 25, 22]. More recently, results have also been obtained for multiple
wells which remain at a macroscopic distance from each other with the help of a singular
perturbation, see [3].
From a more applied point of view, it has first been observed in [2] that the theory
developed in [27] can be applied to relate certain linear and nonlinear theories for nematic
elastomers. These materials are composite materials consisting of a nematic liquid crystal
coupled to a rubbery polymer matrix. Their elastic behavior can be modeled by an
energy density depending on the strain and a director field ν which prefers tensile strains
in the direction of ν. Minimizing over the internal variable ν, one arrives at an energy
density with infinitely many wells, parameterized by ν ∈ S2.
The goal of the present work is to extend the aforementioned results of geometric lin-
earization to models for incompressible materials. Such an extension is most desirable
in view of applications. In particular, the (near) incompressibility of the rubber matrix
causes the bulk modulus of a nematic elastomer to be orders of magnitude larger than the
shear modulus, so that these materials are typically modeled as incompressible. From
a mathematical perspective such an assumption imposes non-trivial constraints: In the
nonlinear theory this amounts to requiring that the deformation gradients be volume
preserving, i.e., have constant determinant equal to 1. In the (geometrically) linearized
theory this leads to the condition that the displacement be solenoidal (i.e., divergence-
free). These conditions have been investigated previously also within relaxation results,
see [8] in the linear and [14, 13] in the nonlinear setting. In an abstract sense, our main
task is to investigate their interrelation in the small displacement regime and to answer
(positively) the question if linearization and imposing an incompressibility constraint do
commute.
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To this end, our main contribution is a Γ-convergence and a compactness result for a
sequence of functionals Fε with nonlinear stored energy density Wε for incompressible
materials in the regime of displacements scaling with ε → 0. In view of our general
set-up which allows for nonlinear energy densities varying on the scale ε, e.g., caused by
multiple nearby wells, our primary aim is not to explicitly identify the energy density
of the limiting functional. Instead, we explicitly determine a limiting functional F with
density V given in terms of a suitable limit of rescalings of Wε, acting on linearized
strains, so that the Fε Γ-converge to its relaxation Frel. This will again be an integral
functional whose density is given by the ‘quasiconvexification on incompressible fields’
V iqc of V .
This procedure accounts for that fact that in our setting, while there might be a direct
and straighforward connection of Wε and V , it is in general not to be expected that the
Fε Γ-converge to its F due to a lack of lower semicontinuity of the latter. In particular
in our applications to multiwell energies, one in general expects the presence of fine
phase mixtures, and there might be non-attainment of minimizers both in the nonlinear
and in the geometrically linearized setting. Instead, our results show that in the small
displacement regime the functionals Fε can be replaced effectively with the explicitly
given functional F, in the sense that the Γ-limit of the Fε is the relaxation Frel of F.
In particular, even under suitable displacement boundary conditions and body forces,
the minimal value of Frel is the infimum of F and minimizers of Frel correspond to
(converging subsequences of) low energy sequences of F.
While our main interest lies in establishing a general link between nonlinear and geomet-
rically linearized theories, it is also interesting to investigate special cases that allow for
an explicit identification of V iqc. This is the case for a single smooth energy well with ε-
independent W . Indeed, most recently and independently this case has been considered
by Mainini and Percivale in [24] for smooth domains by quite different methods.3 Here
one indeed obtains that V iqc = V is half the Hessian of W at Id, see Theorem 5.1 for a
precise statement. For incompressible variants of martensite we give conditions for the
validity of a linearized ‘well minimum formula’ in Theorem 5.2.
Within such explicitly solvable models, we devote our special attention to establishing
a relation of the theory for incompressible nematic elastomers due to Bladon, Terentjev
and Warner, see [4, 28, 17, 14] to linearized theories investigated in [12, 11]. Due to the
incompressibility constraint this is not covered by the results in [2]. Besides obtaining
a general link in this setting, as a byproduct of our analysis we also find some novel
explicit relaxation formulae that complete the picture obtained in [12, 11].
3The preprint [24] appeared on arxiv.org three days prior to our contribution. We learned about this
work after finishing our results.
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2 Main convergence results
Let the reference configuration of some incompressible material be given by a bounded
Lipschitz domain Ω ⊂ Rn, and let 1 < p < ∞. We suppose that for small ε > 0 its
stored energy is given by a (nonlinear) density Wε : Ω × Rn×n → R ∪ {+∞} with the
following properties:
(NL1) regularity: Wε is a Borel function,
(NL2) incompressibility: Wε(x,X) = +∞ if X 6∈ SL(n),
(NL3) frame-indifference: Wε(x,RX) = Wε(x,X) for a.e. x ∈ Ω, every ε > 0 and all
R ∈ SO(n) and X ∈ SL(n),
(NL4) growth assumption from below: there exist α, β > 0 such that
Wε(x,X) ≥ α distp(X,SO(n))− β εp
for a.e. x ∈ Ω, every ε > 0 and all X ∈ SL(n).
Here SL(n) denotes the special linear group {X ∈ Rn×n : detX = 1}, and the physically
most relevant case is p = 2. Such densities include incompressible versions of [18, 27],
i.e. one-well energy densities with a non-degenerate minimum at rotations and multiple-
well densities with several minima lying in an ε-neighbourhood of SO(n).
We suppose that the material satisfies a Dirichlet boundary condition at some portion
∂Ω∗ of its boundary ∂Ω. (We allow ∂Ω∗ = ∅ though.) For a given sequence wε ∈
W 1,∞(Ω;Rn) with det∇wε = 1 a.e. for each ε, the set of admissible deformations is
wε+W
1,p
∂Ω∗
(Ω;Rn) where, following [10], we define for any closed subset D ⊂ Ω the space
W 1,pD (Ω;R
n) as the closure of {u|Ω : u ∈ C∞c (Rn \D;Rn)} in W 1,p(Ω;Rn).
If we apply the external load ℓε to such a material, subject to a deformation y ∈ wε +
W 1,p∂Ω∗(Ω;R
n), then its total elastic energy consists of the deformation energy and the
potential energy of applied forces, i.e.∫
Ω
Wε(x,∇y(x)) dx−
∫
Ω
ℓε(x) · y(x) dx.
We will assume that there is no net force or first moment by requiring∫
Ω
ℓε(x) dx = 0 and
∫
Ω
ℓε(x)⊗ x dx = 0.
(If Hn−1(∂Ω∗) > 0, the latter assumption can be weakened to
∫
Ω ℓε(x) ·x dx = 0.) If the
load and the boundary displacements are small, i.e. ℓε = ε
p−1ℓ˜ε and wε = id+ εgε for
some ℓ˜ε ∈ Lp′(Ω;Rn) and gε ∈W 1,∞(Ω;Rn) of order 1 as ε→ 0, then we also expect the
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resulting deformations to be close to rigid motions. We accordingly rescale the energy
as
Eε(y) :=
{
1
εp
∫
ΩWε(x,∇y(x)) dx− 1ε
∫
Ω ℓ˜ε(x) · y(x) dx, if y ∈ wε +W 1,p∂Ω∗(Ω;Rn),
∞, otherwise.
Indeed as we will see, geometric rigidity implies that deformations y with energy Eε(y)
of order 1 are in fact close to a rigid motion x 7→ R(x + c), where R ∈ SO(n), c ∈ Rn.
In particular, if y(x) = wε(x) on a non-negligible part of the boundary, we may choose
R = Id. We introduce the rescaled displacement u (w.r.t. this rigid motion) as
u(x) =
RT y(x)− x− c
ε
and observe that
Eε(y) =
1
εp
∫
Ω
Wε(x, Id+ ε∇u(x)) dx−
∫
Ω
ℓ˜ε(x) ·Ru(x) dx
where we have used the frame indifference of Wε and the assumptions on ℓε.
Our aim is to derive an effective ‘geometrically linearized’ model for such deformations,
i.e., to pass to a (possibly nonlinear) limiting integral functional acting on linearized
strains. These strains lie in the tangent space of SL(n) at Id (in the Lie algebra of
SL(n)), which is the space of all deviatoric matrices Rn×ndev := {X ∈ Rn×n : trX = 0}. In
order to state our assumptions on the limiting densities, we use the following notation.
By Xsym :=
1
2(X +X
T ) we denote the projection onto the space of symmetric matrices
R
n×n
sym . The space of incompressible linear strains is R
n×n
sym ∩Rn×ndev =: Rn×nils . Let us denote
the projections onto Rn×ndev and R
n×n
ils by
Xdev := X − trXn Id and Xils := Xsym − trXn Id, respectively.
For the projected gradients we write
Eu := (∇u)sym, ∇devu := (∇u)dev and Edevu := (∇u)ils, respectively.
Any candidate V : Ω × Rn×n → R for a density of the limiting functional on linearized
strains will satisfy the following conditions:
(L1) regularity: V is a Borel function satsifying the local Lipschitz property
|V (x,Z)− V (x,Z ′)| ≤ β(1 + |Z|p−1 + |Z ′|p−1)|Z − Z ′|.
for a.e. x ∈ Ω and all Z,Z ′ ∈ Rn×ndev ,
(L2) linearized incompressibility: V (x,Z) = +∞ if trZ 6= 0,
(L3) linearized frame-indifference: V (x,Z) = V (x,Zsym) for a.e. x ∈ Ω and all
Z ∈ Rn×n.
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(L4) growth assumption from below and above: there exist α, β > 0 such that
α |Zils|p − β ≤ V (x,Z) ≤ β |Z|p + β
for a.e. x ∈ Ω and all Z ∈ Rn×ndev .
In particular, the function V is fully determined by the values on Rn×nils .
For a simple, ε-independent energy well at SO(n), the function V arises naturally as the
first non-trivial (quadratic) term in the Taylor expansion of W . In our more general
setting we define the rescaled densities
Vε : Ω× Rn×ndev → R, Vε(x,Z) :=
1
εp
Wε(x, e
εZ)
in analogy to [27], where here in addition we also take advantage of the exponential
function mapping Rn×ndev to SL(n) in order for the domains of Vε, ε > 0, and V to
coincide. Then, as it will be precisely stated in Theorem 2.1, we will require that Vε
approximates V in an L1(Ω;L∞loc(R
n×n
dev )) sense.
In case ∂Ω∗ 6= ∅, we will throughout assume that the boundary displacements gε ∈
W 1,∞(Ω,Rn) given by wε = id+ εgε satisfy
gε → g in W 1,∞(Ω,Rn)
for some g ∈W 1,∞(Ω,Rn). Note that det∇wε = 1 a.e. implies tr∇g = 0 a.e.
Our main Γ-convergence result connecting nonlinear and geometrically linear theories is
the following.
Theorem 2.1. Suppose Wε and V satisfy the assumptions (NL1)–(NL4), resp., (L1)–
(L4). Assume that
lim
ε→0
∫
Ω
sup
Z∈Rn×ndev ,|Z|≤r
|Vε(x,Z)− V (x,Z)| dx = 0 for every r > 0. (C)
If ∂Ω∗ ⊂ ∂Ω is a closed subset such that Rn \ ∂Ω∗ satisfies the cone property, then it
holds
Γ- lim
ε→0
Fε = Frel
on Lp(Ω;Rn), where for ε > 0
Fε(u) :=
{
1
εp
∫
ΩWε(x, Id+ ε∇u(x)) dx, if u ∈ gε +W 1,p∂Ω∗(Ω;Rn), det(Id+ ε∇u) = 1,
∞, otherwise,
and
Frel(u) :=
{∫
Ω V (x,Eu(x)) dx, if u ∈ g +W 1,p∂Ω∗(Ω;Rn), div u = 0,
∞, otherwise.
The function V is the iqc-envelope of V |
R
n×n
dev
, see Definition 3.1(b).
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Remark 2.2. (a) Theorem 3.2 below shows that indeed Frel is the relaxation of the
functional F on Lp(Ω;Rn), defined by
F(u) :=
{∫
Ω V (x,Eu(x)) dx, if u ∈ g +W 1,p∂Ω∗(Ω;Rn), div u = 0,
∞, otherwise.
(b) Recall that a set A ⊂ Rn satisfies the cone property, if there is a finite cone
Γ = Bρ(0) ∩ R+Bρ(e1) with 0 < ρ < 1 such that for any x ∈ A there is a rotation
Q ∈ SO(n) such that x+QΓ ⊂ A, compare, e.g., Remark III.3.4 in [21].
(c) For the sake of simplicity, we did not include the load term. If ℓ˜ε → ℓ in Lp′(Ω;Rn),
one immediately also gets Γ-convergence of Fε(u)+
∫
Ω ℓ˜ε ·u dx to Frel(u)+
∫
Ω ℓ·u dx.
Theorem 2.1 is complemented by the following compactness results. If ∂Ω∗ = ∅, due
to frame indifference we will only obtain compactness modulo rigid motions. If, on the
contrary, ∂Ω∗ is non-negligible, we obtain compactness for the rescaled displacements
with R = Id and c = 0.
Theorem 2.3. Suppose ℓ˜ε → ℓ in Lp′(Ω;Rn) and (yε) ⊂W 1,p(Ω;Rn) satisfies Eε(yε) ≤
C for a constant C > 0.
(a) There exist rotations Rε ∈ SO(n) and vectors cε ∈ Rn such that uε(x) := 1ε (RTε yε(x)−
x − cε) admits a subsequence which converges weakly in W 1,p(Ω;Rn) and thus
strongly in Lp(Ω;Rn).
(b) If Hn−1(∂Ω∗) > 0, then uε(x) :=
1
ε (yε(x)−x) admits a subsequence which converges
weakly inW 1,p(Ω;Rn) and thus strongly in Lp(Ω;Rn) to some u ∈ g+W 1,p∂Ω∗(Ω;Rn).
As a consequence we have the following convergence properties of low energy sequences.
Corollary 2.4. Suppose ℓ˜ε → ℓ in Lp′(Ω;Rn) and (yε) ⊂W 1,p(Ω;Rn) satisfies
lim
ε→0
(
Eε(yε)− inf
w∈Lp(Ω;Rn)
Eε(w)
)
= 0.
(a) If ∂Ω∗ = ∅, then there exist rotations Rε ∈ SO(n) and vectors cε ∈ Rn such that, for
a subsequence, uε :=
1
ε (R
T
ε yε−id−cε)⇀ u0 inW 1,p(Ω;Rn), Rε → R0 ∈ SO(n) and
the pair (u0, R0) is a minimizer of the functional G
(ℓ)
rel definied on L
p(Ω;Rn)×SO(n)
by
G
(ℓ)
rel(u,R) :=
{∫
Ω(V (x,Eu(x)) − ℓ(x) · Ru(x)) dx, if u ∈W 1,p(Ω;Rn), div u = 0,
∞, otherwise.
Moreover, limε→0 Eε(yε) = minG
(ℓ)
rel .
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(b) If Hn−1(∂Ω∗) > 0, then, for a subsequence, uε :=
1
ε (yε − id)⇀ u0 in W 1,p(Ω;Rn)
with u0 ∈ g +W 1,p∂Ω∗(Ω;Rn) and u0 is a minimizer of
F
(ℓ)
rel (u) :=
{∫
Ω(V (x,Eu(x)) − ℓ(x) · u(x)) dx, if u ∈ g +W 1,p∂Ω∗(Ω;Rn), div u = 0,
∞, otherwise.
Moreover, limε→0 Eε(yε) = minF
(ℓ)
rel .
3 Quasiconvexity on incompressible fields
Let us first investigate the limiting functionals. Since Γ-limits are always lower semicon-
tinuous, we begin by exploring the relaxation of functionals of the form
F(u) =
{ ∫
Ω f(x,∇u(x)) dx, if u ∈W 1,p(Ω;Rn) and div u = 0,
∞, else,
on Lp(Ω;Rn) for some density f : Ω× Rn×ndev → R.
The relaxation of the functional without the constraint on the divergence is given by the
quasiconvex envelope of f . Let us therefore introduce this concept for our setting and
present analogies.
Definition 3.1. (a) A Borel function f : Rn×ndev → R ∪ {∞} is quasiconvex on incom-
pressible fields, abbr. iqc, if for every X ∈ Rn×ndev it holds∫
A
f(X +∇ϕ(y)) dy ≥ |A|f(X)
for every bounded Lipschitz domain A ⊂ Rn and every ϕ ∈ C∞c (A;Rn) with
divϕ = 0.
(b) For any Borel function f on Rn×ndev , we define its iqc-envelope by
f iqc(X) := sup{g(X) : g ≤ f is iqc}.
(c) For a function f defined on Ω×Rn×ndev , both definitions above are to be understood
for f(x, ·) for a.e. x ∈ Ω.
(As in the unconstrained case, it would be sufficient to consider a single domain in (a)
and more general domains can be considered.)
Theorem 3.2. Let Ω ⊂ Rn be a bounded Lipschitz domain and ∂Ω∗ ⊂ ∂Ω a closed
(possibly empty) subset. Suppose f : Ω × Rn×ndev → R is a Carathe´odory function such
that for some p > 1 and α, β > 0
α|Xils|p − β ≤ f(x,X) ≤ β(|X|p + 1)
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and
|f(x,X)− f(x, Y )| ≤ β(1 + |X|p−1 + |Y |p−1)|X − Y |
for almost all x ∈ Ω and all X,Y ∈ Rn×ndev . Moreover, let u0 ∈ W 1,p(Ω;Rn) fulfil
div u0 = 0. The lower semicontinuous envelope of the functional I on L
p(Ω;Rn), given
by
I(u) :=
{ ∫
Ω f(x,∇u(x)) dx, if u ∈ u0 +W 1,p∂Ω∗(Ω;Rn) with div u = 0,
∞, else,
is the functional
I(u) :=
{ ∫
Ω f
iqc(x,∇u(x)) dx, if u ∈ u0 +W 1,p∂Ω∗(Ω;Rn) with div u = 0,
∞, else.
Moreover, the iqc-envelope of f is for a.e. x ∈ Ω and every X ∈ Rn×ndev given by
f iqc(x,X) = inf
ϕ∈C∞c (A;R
n)
divϕ=0
1
|A|
∫
A
f(x,X +∇ϕ(y)) dy
where A ⊂ Rn is an arbitrary bounded Lipschitz domain.
Note that if f(x,X) = f(x,Xsym) for a.e. x ∈ Ω and every X ∈ Rn×ndev , then also
f iqc(x,X) = f iqc(x,Xsym).
Remark 3.3. The corresponding results without the incompressibility constraint are
standard and can be found, e.g., in [16]. Indeed, also the case of divergence-free fields
has been already addressed in [8, 9, 11]. In [8, 9], the authors consider the relaxation in
the weak topology of W 1,p and show the results even without the Lipschitz assumption.
For the convenience of the reader and since the bounds and the domains in our setting
do not coincide with theirs, we include a self-contained proof, relying on the techniques
from [8]. Furthermore, we will later need the following two lemmas, upon which the
proof rests.
In Lemmas 3.4 and 3.5, we suppose that f and Ω fulfil the assumptions of Theorem 3.2.
Fix any positive sequence bj ր∞. We define for every j ∈ N
fj : Ω× Rn×n → R, fj(x,X) := f(x,Xdev) + bj| trX|p
and f := supj f
qc
j .
Lemma 3.4. For every solenoidal u ∈ W 1,p(Ω;Rn), there exist solenoidal fields uj ∈
u+ C∞c (Ω;R
n) such that
lim
j→∞
‖uj − u‖Lp = 0 and lim
j→∞
∫
Ω
f(x,∇uj(x)) dx =
∫
Ω
f(x,∇u(x)) dx.
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Proof. Let us take any u ∈ W 1,p(Ω;Rn) with div u = 0. Each fj satisfies a p-growth
condition from above. Therefore, we may apply Lemma A.2. There exist fields zj ∈
W 1,p0 (Ω;R
n) such that
‖zj‖Lp ≤ 1
j
and
∫
Ω
fj(x,∇Uj(x)) dx ≤
∫
Ω
fqcj (x,∇u(x)) dx+
1
j
with Uj := u+ zj . By the continuity and growth properties of fj, we may even assume
that zj ∈ C∞c (Ω;Rn). The functions Uj , however, may not be solenoidal. For all j ∈ N,
we have on the one hand∫
Ω
fj(x,∇Uj(x)) dx ≤
∫
Ω
fqcj (x,∇u(x)) dx+ 1
≤
∫
Ω
fj(x,∇u(x)) dx+ 1 =
∫
Ω
f(x,∇u(x)) dx+ 1,
and on the other hand∫
Ω
fj(x,∇Uj(x)) dx ≥
∫
Ω
(
α|EdevUj(x)|p − β + bj |divUj |p
)
dx
≥
∫
Ω
(
c|EUj(x)|p − β
)
dx.
By Korn’s inequality, (Uj)j∈N and therefore also (zj)j∈N are bounded in W
1,p(Ω;Rn).
Moreover, bj‖divUj‖Lp = bj‖div zj‖Lp is bounded uniformly in j. With the help of the
Bogovskii operator B : {z ∈ Lp(Ω) : ∫Ω z(x) dx = 0} →W 1,p0 (Ω;Rn) (see Theorem A.3),
we define wj := zj − B(div zj) ∈ C∞c (Ω;Rn) and obtain the solenoidal functions uj ∈
u+ C∞c (Ω;R
n) by setting uj := u+ wj. By Theorem A.3 and Poincare’s inequality, we
have
‖uj − Uj‖W 1,p = ‖B(div zj)‖W 1,p ≤ C‖div zj‖Lp ≤ Cb−1j .
From∣∣f(x,∇devUj(x))−f(x,∇uj(x))∣∣ ≤ β(1+|∇devUj(x)|p−1+|∇uj(x)|p−1)∣∣∇dev(Uj−uj)(x)∣∣
and Ho¨lder’s inequality, it follows that∫
Ω
∣∣f(x,∇devUj(x))− f(x,∇uj(x))∣∣ dx
≤ C(1 + ‖∇devUj‖p−1Lp + ‖∇uj‖p−1Lp )‖∇dev(Uj − uj)‖Lp → 0
as j →∞. Therefore,
lim sup
j→∞
∫
Ω
f(x,∇uj(x)) dx = lim sup
j→∞
∫
Ω
f(x,∇devUj(x)) dx
≤ lim sup
j→∞
∫
Ω
fj(x,∇Uj(x)) dx
≤ lim sup
j→∞
∫
Ω
fqcj (x,∇u(x)) dx
=
∫
Ω
f(x,∇u(x)) dx
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by the monotone convergence theorem. On the other hand, we note that Uj ⇀ u in
W 1,p(Ω;Rn) since Uj → u in Lp(Ω;Rn) and (Uj)j∈N is bounded in W 1,p(Ω;Rn), whence
also uj ⇀ u in W
1,p(Ω;Rn) and uj → u in Lp(Ω;Rn). So by Theorem A.1 and Korn’s
inequality, for every k ∈ N it holds
lim inf
j→∞
∫
Ω
f(x,∇uj(x)) dx = lim inf
j→∞
∫
Ω
fk(x,∇uj(x)) dx
≥ lim inf
j→∞
∫
Ω
fqck (x,∇uj(x)) dx
≥
∫
Ω
fqck (x,∇u(x)) dx.
Applying the monotone convergence theorem again, we see that the functions uj ∈
u+ C∞c (Ω;R
n) with div uj = 0 and uj → u in Lp(Ω;Rn) satisfy
lim
j→∞
∫
Ω
f(x,∇uj(x)) dx = sup
k∈N
∫
Ω
fqck (x,∇u(x)) dx =
∫
Ω
f(x,∇u(x)) dx.
Lemma 3.5. For a.e. x0 ∈ Ω it holds:
(a) If X0 ∈ Rn×ndev , then
f iqc(x0,X0) = f(x0,X0) = inf
ϕ∈C∞c (A;R
n)
divϕ=0
1
|A|
∫
A
f(x0,X0 +∇ϕ(y)) dy,
(b) whereas for X0 6∈ Rn×ndev , we have f(x0,X0) =∞.
Proof. Let us fix any x0 ∈ Ω such that f(x0, ·) satisfies the local Lipschitz and the
growth condition stated in Theorem 3.2 and any bounded Lipschitz domain A ⊂ Rn.
The function
A× Rn×ndev → R, (x,X) 7→ f(x0,X) =: g(X)
(independent of x) and the set A fulfil the conditions of Theorem 3.2. Let us choose
any X0 ∈ Rn×ndev . The affine function x 7→ X0x is solenoidal. Therefore, we may apply
Lemma 3.4 to obtain solenoidal ϕj ∈ C∞c (A;Rn) for which
lim
j→∞
∫
A
g(X0 +∇ϕj(y)) dy =
∫
A
g(X0) dy = |A|g(X0).
From the definitions, it follows g = f(x0, ·). Hence,
f(x0,X0) = lim
j→∞
1
|A|
∫
A
f(x0,X0 +∇ϕj(y)) dy
≥ lim sup
j→∞
1
|A|
∫
A
f iqc(x0,X0 +∇ϕj(y)) dy ≥ f iqc(x0,X0).
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For each j ∈ N clearly fqcj |Ω×Rn×ndev ≤ fj|Ω×Rn×ndev = f . Since f
qc
j |Ω×Rn×ndev is iqc, by
definition we have
fqcj |Ω×Rn×ndev ≤ f
iqc.
Hence, f(x0,X0) = f
iqc(x0,X0). The formula holds since
f(x0,X0) = lim
j→∞
1
|A|
∫
A
f(x0,X0+∇ϕj(y)) dy ≥ inf
ϕ∈C∞c (A;R
n)
divϕ=0
1
|A|
∫
A
f(x0,X0+∇ϕ(y)) dy
while for every j ∈ N we have also
fqcj (x0,X0) = inf
ϕ∈C∞c (A;R
n)
1
|A|
∫
A
fj(x0,X0 +∇ϕ(y)) dy
≤ inf
ϕ∈C∞c (A;R
n)
divϕ=0
1
|A|
∫
A
fj(x0,X0 +∇ϕ(y)) dy
= inf
ϕ∈C∞c (A;R
n)
divϕ=0
1
|A|
∫
A
f(x0,X0 +∇ϕ(y)) dy.
For part (b), it remains to note that for X0 6∈ Rn×ndev , we have
fqcj (x0,X0) ≥ −β + bj | trX0|p ր∞.
Proof of Theorem 3.2. Let us first show the lim inf-inequality. Take arbitrary u ∈ Lp(Ω;Rn)
and a sequence uj → u. As usual, we may suppose that (I(uj)) is bounded. Hence, all
uj are solenoidal and lie in u0 +W
1,p
∂Ω∗
(Ω;Rn). From
C ≥ I(uj) =
∫
Ω
f(x,∇uj(x)) dx ≥
∫
Ω
(α|Euj(x)|p − β) dx
and Korn’s inequality, it follows that uj ⇀ u in W
1,p(Ω;Rn). Hence, also u ∈ u0 +
W 1,p∂Ω∗(Ω;R
n). Moreover, for every k ∈ N
lim inf
j→∞
I(uj) = lim inf
j→∞
∫
Ω
f(x,∇uj(x)) dx
= lim inf
j→∞
∫
Ω
fk(x,∇uj(x)) dx
≥ lim inf
j→∞
∫
Ω
fqck (x,∇uj(x)) dx
≥
∫
Ω
fqck (x,∇u(x)) dx
by weak lower semicontinuity, and therefore, by the monotone convergence theorem,
lim inf
j→∞
I(uj) ≥ sup
k∈N
∫
Ω
fqck (x,∇u(x)) dx =
∫
Ω
f iqc(x,∇u(x)) dx = I(u).
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The existence of a recovery sequence for u ∈ u0 + W 1,p∂Ω∗(Ω;Rn) follows from Lem-
mas 3.4 and 3.5. For all other functions, this is a consequence of the lim inf-inequality.
4 Proof of the main convergence results
Now we prove our main convergence and compactness results Theorem 2.1, Theorem 2.3
and Corollary 2.4.
4.1 The liminf-inequality
Proof of the lim inf-inequality in Theorem 2.1. For any κ > 0 we define a frame indif-
ferent approximation Wε,κ of Wε on Ω × Rn×n with good growth behavior at ∞ by
setting
W˜ε,κ(x,X) :=
{
Wε
(
x, (detX)−1/nX
)
+ κ
∣∣(detX)−1/nX −X∣∣p, if detX > 0,
+∞, if detX ≤ 0,
and
Wε,κ(x,X) := min
{
W˜ε,κ(x,X), κ
2 distp(X,SO(n)) + κ2εp
}
.
The corresponding symmetric approximation of V is
Vκ(x,X) := V (x,Xdev) + κn
−p/2| trX|p.
Notice that for every X ∈ Rn×n with detX > 0
distp(X,SO(n)) ≤ 2p−1 distp ((detX)−1/nX,SO(n))+ 2p−1∣∣(detX)−1/nX −X∣∣p,
and so for c = 21−pmin{α, κ} > 0
W˜ε,κ(x,X) ≥ α distp
(
(detX)−1/nX,SO(n)
)− βεp + κ∣∣(detX)−1/nX −X∣∣p
≥ cdistp(X,SO(n))− βεp,
whence for a.e. x ∈ Ω and all X ∈ Rn×n also
Wε,κ(x,X) ≥ cdistp(X,SO(n))− βεp.
For x ∈ Ω and Y ∈ Rn×n, we set
V˜ε,κ(x, Y ) :=
1
εp
W˜ε,κ(x, Id+ εY ) and Vε,κ(x, Y ) :=
1
εp
Wε,κ(x, Id+ εY ).
Let r > 0 and Y ∈ Rn×nsym with |Y | ≤ r. Since Rn×ndev is the Lie algebra of the Lie group
SL(n), the exponential map is a diffeomorphism from a neighborhood U0 of 0 in R
n×n
dev
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to a neighborhood UId of Id in SL(n) whose inverse is the matrix logarithm. Since these
mappings preserve symmetry, for ε so small that Xε := Id+ εY ∈ UId there is a unique
Zε ∈ U0 ∩ Rn×nils such that
(detXε)
−1/nXε = e
Zε .
Since on the other hand
(detXε)
−1/nXε =
(
1− εn trY +O(ε2)
)
(Id+ εY )
= Id+ εYdev +O(ε
2) = eεYdev +O(ε2),
we have that
Zε = εYdev +O(ε
2).
Also note that
(detXε)
−1/nXε −Xε =
(− εn trY +O(ε2))(Id+ εY )
= − εn(tr Y )Id+O(ε2).
In both estimates the error terms only depend on r. It follows that
V˜ε,κ(x, Y ) = Vε(x, ε
−1Zε)− V (x, ε−1Zε) + V (x, ε−1Zε) + κn−p/2| trY +O(ε)|p
= Vε(x, ε
−1Zε)− V (x, ε−1Zε) + V (x, Ydev +O(ε)) + κn−p/2| trY +O(ε)|p,
and with the help of the Scorza-Dragoni theorem we obtain
lim
ε→0
∫
Ω
sup
|Y |≤r
|V˜ε,κ(x, Y )− Vκ(x, Y )| dx = 0.
Now note that by the growth assumptions on V and the identity dist(Xε,SO(n)) = εY ,
which holds due to the symmetry of Y ,
Vκ(x, Y ) ≤ β|Ydev|p + β + κn−p/2| trY |p
≤ 1
εp
κ2 distp(Xε,SO(n)) + κ
2
for sufficiently large κ. This shows that |Vε,κ(x, Y )− Vκ(x, Y )| ≤ |V˜ε,κ(x, Y )− Vκ(x, Y )|
for a.e. x ∈ Ω and Y ∈ Rn×nsym with |Y | ≤ r. Thus we also have
lim
ε→0
∫
Ω
sup
|Y |≤r
|Vε,κ(x, Y )− Vκ(x, Y )| dx = 0.
We define the functionals
Fε,κ(v) :=
{ ∫
Ω Vε,κ(x,∇v(x)) dx, v ∈ gε +W 1,p∂Ω∗(Ω;Rn),
∞, else,
14
and
Frel,κ(v) :=
{ ∫
Ω(Vκ)
qc(x,Ev(x)) dx, v ∈ g +W 1,p∂Ω∗(Ω;Rn),
∞, else,
and observe that the functionals Fε,κ satisfy a uniform p-G˚arding inequality:
Fε,κ(v) ≥
∫
Ω
( c
εp
distp(Id+ ε∇v(x),SO(n))− β
)
dx ≥ c′‖∇v‖pLp −C‖v‖pLp
for suitable constants c, c′, C > 0 independent of ε. Here the last step follows from a
nonlinear version of Korn’s inequality which is a consequence of the geometric rigidity
theorem proved in [19] (for p = 2 and extended to general p in [15]).4 By construction
the densities Wε,κ also satisfy a uniform p-growth assumption from above:
−β ≤ Vε,κ(x, Y ) ≤ 1
εp
(
κ2 distp(Id+ εY,SO(n)) + κ2εp
) ≤ κ2|Y |p + κ2.
Finally we remark that standard relaxation results (Theorem A.1, Korn’s inequality and
Theorem 9.8 in [16]) identify Frel,κ as the L
p-lower semicontinuous envelope of
Fκ(v) :=
{ ∫
Ω Vκ(x,Ev(x)) dx, v ∈ g +W 1,p∂Ω∗(Ω;Rn),
∞, else.
Suppose now that uε → u in Lp(Ω). Without loss of generality we may assume Fε(uε) <
∞ for all ε, i.e., uε ∈ gε+W 1,p∂Ω∗(Ω;Rn) and Id+ ε∇uε ∈ SL(n) for all ε. By the uniform
p-G˚arding inequality we then also have uε ⇀ u inW
1,p(Ω;Rn) and u ∈ g+W 1,p∂Ω∗(Ω;Rn).
As a consequence to the above we may invoke Theorem 3.2 in [23] to obtain
lim inf
ε→0
Fε(uε) = lim inf
ε→0
Fε,κ(uε) ≥ Frel,κ(u)
for every κ sufficiently large. From Lemma 3.5, it follows
V qcκ (x,X)ր
{
V iqc(x,X), trX = 0,
∞, else.
By the monotone convergence theorem Frel,κ ր Frel as κր∞, and thus
lim inf
ε→0
Fε(uε) ≥ Frel(u).
4There exists a constant C, depending only on Ω and p, such that for every v ∈W 1,p(Ω,Rn)
‖∇v‖Lp(Ω,Rn×n) ≤ C
(
‖dist
(
Id+∇v,SO(n)
)
‖Lp(Ω) + ‖v‖Lp(Ω,Rn)
)
.
For a proof see, e.g., Theorem A.8 in [23].
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4.2 Recovery sequence
For the construction of recovery sequences, we will need two auxiliary results. First we
approximate solenoidal fields by fields corresponding to displacements in the non-linear
theory of incompressible materials.
Lemma 4.1. Suppose u ∈ C∞c (Rn;Rn) is a solenoidal vector field. There exist uε ∈
C∞c (R
n;Rn) such that
suppuε ⊂ suppu, ∀x ∈ Rn : Id+ ε∇uε(x) ∈ SL(n) and ‖uε − u‖Ck → 0
for any k ∈ N as εց 0.
Proof. The initial value problem
∂ty(t, x) = u(y(t, x)), y(0, x) = x
has a unique smooth solution y : R × Rn → Rn. Clearly, if u(x) = 0, then y(·, x) = x.
Since div u = 0, the induced flow is volume preserving, and we have
det∇xy(t, x) = det∇xy(0, x) = 1
for all (t, x) ∈ R× Rn.
Now define uε ∈ C∞(Rn;Rn) by uε(x) := 1ε (y(ε, x) − x) so that Id + ε∇uε(x) =
∇xy(ε, x) ∈ SL(n). Since y is smooth, we also have
uε → ∂ty(0, ·) = u and ∇kxuε → ∂t∇kx y(0, ·) = ∇kx∂ty(0, ·) = ∇ku
uniformly on Rn as claimed.
Moreover, we will need a result on extensions of solenoidal fields with a given zero set.
The result was shown in [8] (see Proposition 3.8) for the case D = ∅. We adapt that
proof to our more general setting.
Proposition 4.2. Suppose Ω,Ω′ ⊂ Rn are bounded Lipschitz domains and D ⊂ Rn a
closed set such that D ⊂ Ω ⊂ Ω′. Then for any solenoidal u ∈ W 1,pD (Ω;Rn) there exists
a function v ∈W 1,pD∪∂Ω′(Ω′;Rn) such that u = v a.e. in Ω and div v = 0 in Ω′.
Proof. We extend the function u to Ω′ by employing the extension operator
E : W 1,pD (Ω;R
n)→ W 1,pD (Rn;Rn)
from Theorem A.5 and multiplying the new function with a suitable cut-off function so
as to get a function w ∈W 1,pD∪∂Ω′(Ω′;Rn) with w|Ω = u a.e. Then
0 =
∫
Ω′
divw(x) dx =
∫
Ω′\Ω
divw(x) dx.
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Since Ω′\Ω is a Lipschitz domain, by Theorem A.3, there exists a function w′ ∈W 1,p0 (Ω′\
Ω;Rn) such that divw′ = divw on Ω′ \ Ω. Then, regarding w′ as a function defined on
R
n, the function v := w − w′ has the desired properties.
Proof of existence of a recovery sequence in Theorem 2.1. Let us take any solenoidal func-
tion u ∈ g +W 1,p∂Ω∗(Ω,Rn), and let η > 0 be arbitrary. We define Vg : Ω × Rn×n → R
by Vg(x,Z) := V (x,Z + Eg(x)). Since g ∈ W 1,∞(Ω;Rn), this function satisfies the
assumptions of Theorem 3.2. By Lemmas 3.4 and 3.5, there exists a solenoidal vη ∈
u− g + C∞c (Ω;Rn) such that ‖vη − u+ g‖Lp(Ω) < η and∫
Ω
Vg(x,Ev
η(x)) dx ≤
∫
Ω
V iqcg (x,Eu(x) − Eg(x)) dx+ η =
∫
Ω
V iqc(x,Eu(x)) dx+ η,
where we have used that V iqcg (x,X−Eg(x)) = V iqc(x,X) for allX ∈ Rn×ndev and a.e. x ∈ Ω
by Definition 3.1. Choose some open ball B with Ω ⊂⊂ B. By Proposition 4.2 we may
extend vη to some wη ∈W 1,p∂Ω∗∪∂B(B,Rn) with divwη = 0 on B.
By Theorem A.4, solenoidal functions from C∞c (B\∂Ω∗) are dense in {v ∈W 1,p∂Ω∗∪∂B(B,Rn) :
div v = 0}. Thus we obtain a solenoidal φη ∈ C∞c (B \ ∂Ω∗;Rn) such that ‖φη −
wη‖W 1,p(B) < η. Our assumptions on V and Ho¨lder’s inequality yield∫
Ω
∣∣Vg(x,Ewη(x))− Vg(x,Eφη(x))∣∣ dx
≤ C(1 + ‖Ewη‖p−1Lp(Ω) + ‖Eφη‖p−1Lp(Ω))‖E(wη − φη)‖Lp(Ω),
where ‖Eφη‖Lp(Ω) ≤ ‖Ewη‖Lp(Ω) + η so that, upon choosing φη sufficiently close to wη,
we can also achieve that∫
Ω
∣∣Vg(x,Ewη(x))− Vg(x,Eφη(x))∣∣ dx < η,
and thus ∫
Ω
Vg(x,Eφ
η(x)) dx ≤
∫
Ω
V iqc(x,Eu(x)) dx+ 2η.
According to Lemma 4.1, there exist φηε ∈ C∞c (B \ ∂Ω∗;Rn) such that
∀x ∈ Rn : Id+ ε∇φηε(x) ∈ SL(n) and ‖φηε − φη‖C1c (Rn) → 0.
Let us extend gε and g to functions inW
1,∞(B;Rn) with the help of Theorem A.5. Note
that still gε → g in W 1,∞(B;Rn). We define functions uηε : Ω→ Rn by
uηε(x) := φ
η
ε(x) + gε(x+ εφ
η
ε(x))
for ε small enough. Since the inner functions id + εφηε are diffeomorphisms for ε suffi-
ciently small, we have uηε ∈W 1,∞(Ω;Rn) and
∇uηε(x) = ∇φηε(x) +∇gε(x+ εφηε(x))(Id+ ε∇φηε),
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see, e.g. [26, Lemma 2.3.2]. Therefore, ‖uηε‖W 1,∞(Ω) < C. We also have uηε ∈ gε +
W 1,p∂Ω∗(Ω,R
n). Namely, by approximating gε in W
1,p(B;Rn) with a sequence of smooth
functions gkε ∈ C∞c (Rn;Rn), we obtain functions φηε + gkε ◦ (id + εφηε) − gkε lying in
C∞c (R
n \ ∂Ω∗;Rn) and approximating uηε − gε in W 1,p(Ω;Rn). Moreover, uηε is in the
domain of Fε since for
yηε := id+ εu
η
ε = (id+ εgε) ◦ (id+ εφηε)
we have
∇yηε = (Id+ ε∇gε(·+ εφηε))(Id+ ε∇φηε)
and in particular det∇yηε = 1 a.e.
As φηε → φη and gε → g uniformly and g is continuous, we have that uηε → φη + g in
Lp(Ω;Rn), where ‖φη + g − u‖Lp(Ω) < 2η. Moreover, we claim that
∇uηε → ∇φη +∇g in Lp(Ω;Rn×n).
We first note that ∇φηε → ∇φη uniformly and
‖ε∇gε(·+ εφηε)∇φηε‖L∞(Ω) ≤ Cε→ 0
as ε→ 0. Hence, it remains to show ∇gε(·+ εφηε)→ ∇g in Lp(Ω).
For given δ > 0 we can choose a continuous H ∈ C(B;Rn×n) such that ‖∇g−H‖Lp(B) <
δ. Then
‖∇gε(·+ εφηε)−∇g‖Lp(Ω)
≤ ‖∇gε(·+ εφηε)−∇g(·+ εφηε)‖Lp(Ω) + ‖∇g(· + εφηε)−H(·+ εφηε)‖Lp(Ω)
+ ‖H(·+ εφηε)−H‖Lp(Ω) + ‖H −∇g‖Lp(Ω).
Here the first and the third term on the right hand side tend to 0 as ε → 0, while the
fourth term is bounded by δ. Since ϕε := id+ εφ
η
ε is a diffeomorphism from Ω to ϕε(Ω)
with ‖det∇ϕ−1ε ‖L∞ ≤ 1 + Cε, for the second term we obtain∫
Ω
|∇g(x+ εφηε(x))−H(x+ εφηε(x))|p dx ≤ (1 +Cε)
∫
B
|∇g(y) −H(y)|p dy ≤ 2pδp
if ε is small enough. Collecting terms we obtain
‖∇gε(·+ εφηε)−∇g‖Lp(Ω) < 4δ
for ε sufficiently small, which concludes the proof of the claim since δ > 0 was arbitrary.
The polar decomposition yields
Id+ ε∇uηε = RηεeεZ
η
ε
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for some mappings Rηε : Rn → SO(n) and Zηε : Rn → Rn×nils . Thus, we may rewrite
1
εp
Wε(x, Id+ ε∇uηε) =
1
εp
Wε(x,R
η
εe
εZηε ) =
1
εp
Wε(x, e
εZηε ) = Vε(x,Z
η
ε ).
From
eεZ
η
ε =
√
(Id+ ε∇uηε)T (Id+ ε∇uηε) = Id+ εEuηε +O(ε2)
and the above claim it follows that Zηε → Eφη+Eg in Lp(Ω). Now with r := supεmax |Zηε |
we have
lim sup
ε→0
∫
Ω
|Vε(x,Zηε (x))− V (x,Zηε (x))| dx ≤ lim
ε→0
∫
Ω
sup
|X|≤r
|Vε(x,X) − V (x,X)| dx = 0.
Moreover, (L1) and Ho¨lder’s inequality yield∫
Ω
∣∣V (x,Zηε (x))− Vg(x,Eφη(x))∣∣ dx
≤ C(1 + ‖Zηε ‖p−1Lp(Ω) + ‖Eφη + Eg‖p−1Lp(Ω))‖Zηε − E(g + φη)‖Lp(Ω) → 0.
Hence,
lim
ε→0
1
εp
∫
Ω
Wε(x, Id+ ε∇uηε(x)) dx = lim
ε→0
∫
Ω
Vε(x,Z
η
ε (x)) dx
= lim
ε→0
∫
Ω
V (x,Zηε (x)) dx =
∫
Ω
Vg
(
x,Eφη(x)
)
dx.
Summarizing, we have seen that uηε → φη+g in Lp(Ω;Rn), where ‖φη+g−u‖Lp(Ω) < 2η,
and
lim
ε→0
Fε(u
η
ε) ≤
∫
Ω
V iqc(x,Eu(x)) dx+ 2η = Frel(u) + 2η.
Finally, as η was arbitrary, we find a recovery sequence by passing to a suitable diagonal
sequence. For u /∈ g +W 1,p∂Ω∗(Ω,Rn) the existence of a recovery sequence is trivial.
4.3 Compactness
As we will see, compactness modulo rigid motions follows directly with the help of a
geometric rigidity argument. Full compactness for the case with Dirichlet boundary
conditions is more involved. This has been first shown in [18] for p = 2 and single well
energies. Although the proof given there can be adapted to our more general setup in a
straightforward way, we include a more direct argument below.
The following lemma is needed for Dirichlet boundary conditions. It provides a simplified
alternative to Lemma 3.3 and Proposition 3.4 in [18].
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Lemma 4.3. Suppose that S ⊂ Rn is such that Hn−1(S) > 0. Then there is a constant
C > 0 such that
|R− Id|+ |c| ≤ C
∫
S
|Rx− x− c| dHn−1(x)
for all R ∈ SO(n) and c ∈ Rn.
Proof. If not, then for any k ∈ N we find Rk ∈ SO(n) and ck ∈ Rn such that
|Rk − Id|+ |ck| > k
∫
S
|Rkx− x− ck| dHn−1(x).
We first observe that (ck) must be bounded because of
Hn−1(S)|ck| ≤
∫
S
|Rkx− x− ck| dHn−1(x) + |Rk − Id|
∫
S
|x| dHn−1(x)
≤ C|Rk − Id|+ 1
k
|ck|.
Passing to a subsequence, we can now assume that Rk → R and ck → c for some
R ∈ SO(n) and c ∈ Rn. Sending k →∞, we obtain∫
S
|Rx− x− c| dHn−1(x) = 0,
so that Rx− x = c for Hn−1-a.e. x ∈ S. Let x0 be one of these x and set S0 = S − x0.
Then for Hn−1-a.e. x ∈ S0 we have Rx− x = 0. Now Hn−1(S0) > 0 implies that there
are n−1 linearly independent eigenvectors corresponding to the eigenvalue 1 of R. Since
R ∈ SO(n), we then must have R = Id und thus also c = 0.
Set Ak = Rk − Id and choose a subsequence such that Ak|Ak|+|ck| → A and
ck
|Ak|+|ck|
→ c′
for suitable A ∈ Rn×n and c′ ∈ Rn. Note that then A is antisymmetric. Letting k →∞
in
1 ≥ k
∫
S
∣∣∣ Akx|Ak|+ |ck| − ck|Ak|+ |ck|
∣∣∣ dHn−1(x)
gives ∫
S
|Ax− c′| dHn−1(x) = 0.
Analogously as above it follows that there are n − 1 linearly independent eigenvectors
corresponding to the eigenvalue 0 of A. Since A is antisymmetric it cannot be of rank
1, so we obtain A = 0 and then also c′ = 0. This contradicts
1 =
|Ak|
|Ak|+ |ck| +
|ck|
|Ak|+ |ck| → |A|+ |c
′| = 0.
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Proof of Theorem 2.3. Suppose yε ∈ W 1,p(Ω;Rn) satisfies Eε(yε) ≤ C. It follows from
geometric rigidity [20, 15] that there exists a constant c > 0 such that
C ≥ 1
εp
∫
Ω
Wε(x,∇yε(x)) − 1
ε
∫
Ω
ℓ˜ε(x) · yε(x) dx
≥ 1
εp
∫
Ω
(α distp(∇yε(x),SO(n))− βεp) dx− 1
ε
∫
Ω
ℓ˜ε(x) · yε(x) dx
≥
∫
Ω
c
∣∣∣∇yε(x)−Rε
ε
∣∣∣p dx− β|Ω| − ∫
Ω
ℓ˜ε(x) · yε(x)−Rε(x+ cε)
ε
dx
for suitable rotations Rε ∈ SO(n) and arbitrary cε ∈ Rn, where we have also used the
invariance properties of ℓε. Choose cε :=
1
|Ω|
∫
Ω(R
T
ε yε(x)− x) dx. For
uε(x) :=
RTε yε(x)− x− cε
ε
,
we obtain
C + |Ω|β ≥ c‖∇uε(x)‖pLp − ‖ℓ˜ε‖Lp′‖uε‖Lp
so that Poincare´ inequality shows that (uε) is bounded inW
1,p(Ω;Rn), and the assertion
of (a) follows.
In order to prove (b) we first apply the assertion of (a) to find R˜ε ∈ SO(n) and c˜ε ∈ Rn
such that, for a subsequence, u˜ε :=
1
ε (R˜
T
ε yε − id − c˜ε) ⇀ u˜ in W 1,p(Ω;Rn). By the
trace theorem, the restriction of u˜ε to ∂Ω∗ is bounded in L
1(∂Ω∗;R
n) and satisfies
u˜ε(x) =
1
ε (R˜
T
ε wε(x) − x − c˜ε) = 1ε (R˜Tε x − x − c˜ε) + R˜Tε gε(x) for Hn−1-a.e. x ∈ ∂Ω∗.
Lemma 4.3 now implies
|R˜Tε − Id|+ |c˜ε| ≤ Cε
∫
∂Ω∗
(|u˜ε(x)| + |gε(x)|) dHn−1(x) ≤ Cε
so that, upon passing to a further subsequence, we have 1ε (R˜ε − Id)→ A and R˜ε c˜εε → c
for some A ∈ Rn×n and c ∈ Rn. We thus get
yε(x)− x
ε
= R˜εu˜ε(x) +
(R˜ε − Id)x
ε
+
R˜εc˜ε
ε
⇀ u˜(x) +Ax+ c =: u(x)
and yε ∈ wε +W 1,p∂Ω∗(Ω;Rn) for all ε implies u ∈ g +W
1,p
∂Ω∗
(Ω;Rn).
4.4 Low energy sequences
The following proof follows along standard arguments in the theory of Γ-convegence
with only mild extra effort to treat the R-dependent limit. We include it for the sake of
completeness.
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Proof of Corollary 2.4. Denoting by εZε(x) ∈ Rn×ndev the matrix logarithm of ∇wε =
Id+ ε∇gε(x) so that eεZε = Id+ ε∇gε with ‖Zε‖L∞ ≤ C, we see that
inf
w∈Lp(Ω;Rn)
Eε(w) ≤ Eε(wε) =
∫
Ω
Vε(x,Zε(x)) dx−
∫
Ω
ℓ˜ε(x) · gε(x) dx ≤ C
because of condition (C). This shows that for arbitrary low energy sequence (yε), Eε(yε)
is bounded. From Theorem 2.3 we obtain Rε ∈ SO(n) and cε ∈ Rn such that, for a
subsequence, uε :=
RTε yε−id−cε
ε ⇀ u in W
1,p(Ω;Rn), where in the case (b) one may
choose Rε = R = Id and cε = 0. Passing to a further subsequence, we also have Rε → R
for some R ∈ SO(n).
Take any v ∈ g +W 1,p∂Ω∗(Ω;Rn) with div v = 0 and choose a recovery sequence (vε) for v
with respect to the Γ-convergence of Fε → Frel. Let R′ ∈ SO(n) be arbitrary if ∂Ω∗ = ∅
and R′ = R = Id if Hn−1(∂Ω∗) > 0. Set zε(x) := R
′(x+ εvε(x)). Then
Frel(u)−
∫
Ω
ℓ(x) · Ru(x) dx ≤ lim inf
ε→0
(
Fε(uε)−
∫
Ω
ℓ˜ε(x) ·Rεuε(x) dx
)
= lim inf
ε→0
Eε(yε)
≤ lim sup
ε→0
Eε(yε)
= lim sup
ε→0
inf
w∈Lp(Ω;Rn)
Eε(w)
≤ lim sup
ε→0
Eε(zε)
= lim
ε→0
(
Fε(vε)−
∫
Ω
ℓ˜ε(x) · R′vε(x) dx
)
= Frel(v)−
∫
Ω
ℓ(x) · Rv(x),
and so G
(ℓ)
rel(u,R) ≤ G(ℓ)rel(v,R′) and F(ℓ)rel (u) ≤ F(ℓ)rel (v) in the situation of (a), respectively,
(b). The choice (v,R′) = (u,R) furthermore gives limε→0 Eε(yε) = minG
(ℓ)
rel , respectively,
limε→0 Eε(yε) = minF
(ℓ)
rel . This concludes the proof.
5 Applications
In this section we discuss three applications: single well materials, incompressible vari-
ants of martensite and nematic elastomers. We always assume that p = 2, Ω ⊂ Rn be
a bounded Lipschitz domain, ∂Ω∗ ⊂ ∂Ω be a closed subset such that Rn \ ∂Ω∗ satisfies
the cone condition and the loads ℓε = εℓ˜ε satisfy ℓ˜ε → ℓ in L2(Ω;Rn).
5.1 Linear elasticity for incompressible materials
As a first straightforward application we extend the passage from nonlinear elasticity to
linear elasticity in [18] to incompressible materials, cf. also [27]. We assume the following
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for the stored energy function W : Ω× Rn×n → R ∪ {+∞}
• W is a frame-indifferent Borel function,
• W (x,X) = +∞ if X 6∈ SL(n),
• W (x,R) = 0 for a.e. x ∈ Ω and all R ∈ SO(n),
• W (x,X) ≥ αdist2(X,SO(n)) for a.e. x ∈ Ω and all X ∈ SL(n) for some α > 0.
Furthermore, we assume that W is twice differentiable with respect to X on Ω × {X ∈
SL(n) : dist(X,SO(n)) < ε} for some ε > 0. Then also the mapping Ω × Rn×ndev → R,
Z 7→W (x, eZ) is twice differentiable with respect to Z in a neighbourhood of 0, and we
denote its Hessian by
Q(x,Z) =
d2
dt2
∣∣∣∣
t=0
W (x, etZ).
We assume that the Taylor expansion up to second order is uniform in x:
lim
t→0
t−2 ess sup
x∈Ω
sup
|Z|<t
|W (x, eZ)− 12Q(x,Z)| = 0.
Note that, without loss of generality, we may assume that W coincides on Ω × {X ∈
SL(n) : dist(X,SO(n)) < ε} with a non-negative finite function W¯ : Ω × {X ∈ Rn×n :
dist(X,SO(n)) < ε} → R that is twice differentiable with respect to X. E.g., set
W¯ (x,X) = W (x, PSL(n)X), where PSL(n) : R
n×n → SL(n) is the projection onto SL(n)
which is well-defined and smooth close to SL(n).) Since W¯ (x, ·) is minimal at Id with
value 0, we see that (independently of the particular extension)
Q(x,X) = D2XW¯ (x, Id)[X,X].
Our assumption can then equivalently be reformulated as
lim
t→0
t−2 ess sup
x∈Ω
sup
|X|<t
|W¯ (x, Id+X)− 12Q(x,X)| = 0.
Theorem 5.1. Under the above assumptions, the functions Wε := W (independent
of ε) and V := 12Q fulfil the conditions (NL1)–(NL4), (L1)–(L4) and (C). Hence, the
assertions of Theorem 2.1, Theorem 2.3 and Corollary 2.4 hold true with V = 12Q.
Proof. This is a direct consequence of our assumptions stated above and the fact that
Qiqc = Q due to Q being convex.
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5.2 Incompressible martensitic variants
It is also straightforward to extend the geometric linearization of multiple wells from
[27] to the incompressible setting. To this end, we consider a finite number N of single
well energies Wi,ε : SL(n)→ R satisfying
Wi,ε(X) ≥ αdist2(X,SO(n))− βε2
which are minimized at Ui(ε) = e
εUi ∈ SL(n), where Ui ∈ Rn×nils , and given by
Wi,ε(X) =
1
2
〈
ai
(√
XTX − Ui(ε)
)
,
√
XTX − Ui(ε)
〉
+ ε2wi
+ o
(|√XTX − Ui(ε)|2)
for i = 1, . . . , N with positive definite a1, . . . , aN ∈ Rn×nsym and minimal values w1, . . . , wN .
Then define Wε by the ‘well minimum formula’
Wε(X) =
{
min1≤i≤N Wi,ε(X), X ∈ SL(n),
+∞, X 6∈ SL(n).
Theorem 5.2. Under the above assumptions, the functions Wε and V : R
n×n
ils → R
given by
V (Z) =
1
2
min
1≤i≤N
〈
ai
(
X − Ui
)
,X − Ui
〉
+ wi
fulfil the conditions (NL1)–(NL4), (L1)–(L4) and (C). Hence, the assertions of Theorem
2.1, Theorem 2.3 and Corollary 2.4 hold true.
Proof. This is a direct consequence of our assumptions.
5.3 Incompressible nematic elastomers
We consider a nonlinear model for nematic elastomers proposed by Bladon, Terentjev
and Warner, see [4], and analyzed by DeSimone and Dolzmann in [17]. Here the stored
energy is given by
Wε(X) =
σ1(X)
2
γ2ε,1
+
σ2(X)
2
γ2ε,2
+
σ3(X)
2
γ2ε,3
− 3
for detX = 1 and is ∞ otherwise. The σi(X) are the singular values of X in their
ascending order and 0 < γε,1 ≤ γε,2 ≤ γε,3 are ε-dependent parameters such that
γε,1γε,2γε,3 = 1, which describe the preferred strains. Indeed, one has
argminWε = {X ∈ SL(3) : Wε(X) = 0} =
⋃
{e1,e2,e3}∈R
SO(3)
3∑
i=1
γε,iei ⊗ ei,
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where R is the set of orthonormal bases of R3, cf. [17]. We make the assumption that the
preferred strains are O(ε) close to SO(3), i.e., the γε,i are of the form γε,i = 1+ερi+o(ε)
for some ρi, i = 1, 2, 3 or, equivalently,
γε,i = e
ερi(ε) = eερi+o(ε), i = 1, 2, 3,
for suitable ρi(ε)→ ρi as ε→ 0. Notice that
∑3
i=1 ρi(ε) = 0 for all ε.
Theorem 5.3. Under the above assumptions, the functions Wε and V : R
3×3 → R given
by
V (Z) =
{
2
∑3
i=1
(
λi(Zsym)− ρi
)2
, trZ = 0,
+∞, trZ 6= 0
fulfil the conditions (NL1)–(NL4), (L1)–(L4) and (C). Hence, the assertions of Theorem
2.1, Theorem 2.3 and Corollary 2.4 hold true.
In fact, as in this particular case the quasiconvex envelope of Wε is known, see Theo-
rem 4 in [17], besides providing a general link between the nonlinear and linear theory,
Theorem 5.3 can also be used to identify the density of the limit functional. Generalizing
[12, 11], here we also provide an explicit expression if not necessarily two of the constants
ρ1, ρ2, ρ3 are equal.
Proposition 5.4. Let ρ1 ≤ ρ2 ≤ ρ3 fulfil ρ1 + ρ2 + ρ3 = 0. The iqc-envelope of the
function
f : R3×3dev → R, f(Z) = 2
3∑
i=1
(
λi(Zsym)− ρi
)2
where λi = λi(Zsym) denote the eigenvalues of Zsym in the ascending order is given by
f iqc(Z) =

0, λ1 ≥ ρ1, λ3 ≤ ρ3,
3(λ1 − ρ1)2, λ1 ≤ ρ1, λ3 − ρ3 ≤ λ2 − ρ2,
f(Z), λ1 − ρ1 ≤ λ2 − ρ2 ≤ λ3 − ρ3,
3(λ3 − ρ3)2, λ2 − ρ2 ≤ λ1 − ρ1, λ3 ≥ ρ3.
Proof of Theorem 5.3. In order to check that Wε satisfies the required lower bound,
we first note that an elementary analysis shows that on {µ = (µ1, µ2, µ3) ∈ (0,∞)3 :
µ1µ2µ3 = 1} the mapping µ = (µ1, µ2, µ3) 7→ µ21 + µ22 + µ23 is minimized precisely at
µ = (1, 1, 1) and satsifies µ21+µ
2
2+µ
2
3 ≥ 3+ c
∑3
i=1(µi− 1)2 for some c > 0 there. Using
this for µi =
σi(X)
γε,i
, i = 1, 2, 3, combined with the quadratic growth of Wε at ∞, shows
that
Wε(X) ≥ c
3∑
i=1
(σi(X)
γε,i
− 1
)2 ≥ c
2
3∑
i=1
(σi(X)− γε,i
)2
≥ c
4
3∑
i=1
(σi(X)− 1
)2 − Cε2 = c
4
dist2(X,SO(3))− Cε2.
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We have to compute Vε : R
3×3
dev → R, Vε(Z) = 1ε2Wε(eεZ). Denoting by λ1(X) ≤ λ2(X) ≤
λ3(X) the eigenvalues of a symmetric matrix X ∈ R3×3sym, by Taylor expansion we have
σi(e
εZ) = λi
(√
eεZT eεZ
)
= 1 + ελi(Zsym) +O(ε
2)
for Z ∈ R3×3dev , i = 1, 2, 3, since√
eεZT eεZ =
√
(Id+ εZT +O(ε2))(Id+ εZ +O(ε2))
=
√
Id+ 2εZsym +O(ε2)
= Id+ εZsym +O(ε
2).
Furthermore,
3∑
i=1
σi(e
εZ)2 =
3∑
i=1
λi
(√
eεZT eεZ
)2
= |
√
eεZT eεZ |2 = |eεZ |2.
From trZ = 0, it follows
|eεZ |2 =
(
Id+ εZ +
ε2
2
Z2 +O(ε3)
)
:
(
Id+ εZ +
ε2
2
Z2 +O(ε3)
)
= 3 + ε2Z : Z + ε2Z2 : Id+O(ε3)
= 3 + 2ε2|Zsym|2 +O(ε3).
The error terms are uniform on bounded subsets of R3×3dev . Expanding
γ−2ε,i = e
−2ερi(ε) = 1− 2ερi(ε) + 2ε2ρ2i (ε) +O(ε3)
and using that
∑3
i=1 ρi(ε) = 0, we find that
Wε(e
εZ) = −3 +
3∑
i=1
σi(e
εZ)2
(
1− 2ερi(ε) + 2ε2ρ2i (ε) +O(ε3)
)
= −3 + |eεZ |2 +
3∑
i=1
(
1 + 2ελi(Zsym) +O(ε
2)
)(− 2ερi(ε) + 2ε2ρ2i (ε) +O(ε3))
= 2ε2|Zsym|2 +
3∑
i=1
(
2ε2ρ2i (ε)− 4ε2ρi(ε)λi(Zsym)
)
+O(ε3)
Hence,
Vε(Z) = 2|Zsym|2 +
3∑
i=1
(
2ρ2i (ε)− 4ρi(ε)λi(Zsym)
)
+O(ε)
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converges uniformly in Z on compact subsets of R3×3dev to
V (Z) := 2
3∑
i=1
(
λi(Zsym)− ρi
)2
.
This function satisfies the required growth assumptions. The necessary Lipschitz esti-
mate follows from
V (Z)− V (Z ′) = 2
3∑
i=1
(− 2ρi + λi(Zsym) + λi(Z ′sym))(λi(Zsym)− λi(Z ′sym)).
The quasiconvex envelope of Wε is known, see Theorem 4 in [17]. For X ∈ Rn×n with
detX = 1 is given by
W qcε (X) =

0, σ1(X)γε,1 ≥ 1,
σ3(X)
γε,3
≤ 1,
(σ1(X)γε,1 )
2 + 2
γε,1
σ1(X)
− 3, σ1(X)γε,1 ≤ 1,
σ3(X)
γε,3
≤ σ2(X)γε,2 ,
Wε(X),
σ1(X)
γε,1
≤ σ2(X)γε,2 ≤
σ3(X)
γε,3
,
(σ3(X)γε,3 )
2 + 2
γε,3
σ3(X)
− 3, σ2(X)γε,2 ≤
σ1(X)
γε,1
, σ3(X)γε,3 ≥ 1.
and equals +∞ if detX 6= 1. It may be viewed upon as
W qcε (X) = inf
u∈w+W 1,p0 (Ω)
∫
Ω
Wε(∇u(x)) dx
for Ω := (0, 1)3 and w(x) := Xx.
Let us take arbitrary Z ∈ Rn×ndev . Define wε(x) := eεZx (and correspondingly gε(x) =
eεZ−Id
ε x), ∂Ω∗ := ∂Ω and Fε as in Theorem 2.1. Since gε → g in W 1,∞(Ω;Rn) with
g(x) = Zx, it follows from the properties of Γ-convergence and the representation formula
from Theorem 3.2 that
1
ε2
W qcε (e
εZ) = inf Fε → minFrel = V (Zsym).
Since f from Proposition 5.4 equals V |
R
n×n
dev
, we can determine f iqc by using this conver-
gence.
Proof of Proposition 5.4. Since V iqc is completely determined on Rn×nils , let us take ar-
bitrary Z ∈ Rn×nils . Then
σi(e
εZ) = λi(e
εZ) = eελi(Z)
and since
σi(e
εZ)
γε,i
= eελi(Z)−ερi−o(ε) = 1 + ε(λi(Z)− ρi) + o(ε)
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Therefore, for small ε the case σi(e
εZ )
γε,i
> 1 is equivalent to λi(Z)− ρi > 0. By employing
for
x = eελi(Z)−ερi(ε) − 1 = ε(λi(Z)− ρi) + o(ε),
the approximation
(1 + x)2 +
2
1 + x
− 3 = 1 + 2x+ x2 + 2(1 − x+ x2 + o(x2))− 3 = 3x2 + o(x2),
we arrive at
(σi(e
εZ)
γε,i
)2 + 2
γε,i
σi(eεZ)
− 3
ε2
=
3(ε(λi(Z)− ρi) + o(ε))2 + o(ε2)
ε2
= 3(λi(Z)− ρi)2 + o(1).
Hence, with λi = λi(Z)
f iqc(Z) =

0, σ(Z) ⊂ [ρ1, ρ3],
3(λ1 − ρ1)2, λ1 ≤ ρ1, λ3 − ρ3 ≤ λ2 − ρ2,
V (Z), λ1 − ρ1 ≤ λ2 − ρ2 ≤ λ3 − ρ3,
3(λ3 − ρ3)2, λ2 − ρ2 ≤ λ1 − ρ1, λ3 ≥ ρ3.
By employing
∑3
i=1(λi − ρi) = 0, we may present the formula in an alternative form
that perhaps more clearly shows what happens by this kind of convexification:
1
2
f iqc(Z) =

0, σ(Z) ⊂ [ρ1, ρ3],
(λ1 − ρ1)2 + 2
(
(λ2−ρ2)+(λ3−ρ3)
2
)2
, λ1 ≤ ρ1, λ3 − ρ3 ≤ λ2 − ρ2,
(λ1 − ρ1)2 + (λ2 − ρ2)2 + (λ3 − ρ3)2, λ1 − ρ1 ≤ λ2 − ρ2 ≤ λ3 − ρ3,
2
(
(λ1−ρ1)+(λ2−ρ2)
2
)2
+ (λ3 − ρ3)2, λ2 − ρ2 ≤ λ1 − ρ1, λ3 ≥ ρ3.
A Appendix
For easy reference we list some basic results on relaxation, the Bogovskii operator and
a particular form of the extension theorem for Sobolev mappings.
A.1 Relaxation
Statement III.7 from [1] establishes a relation between the relaxation of an integral
functional and the quasiconvexification of its density:
Theorem A.1. Let Ω ⊂ Rn be a bounded open set. Suppose f : Ω × Rm×n → R is a
Carathe´odory function which satisfies for some p ≥ 1 and β > 0
0 ≤ f(x,X) ≤ β(1 + |X|p)
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for almost all x ∈ Ω and all X ∈ Rm×n. Define for u ∈ Lp(Ω;Rm)
F(u) :=
{ ∫
Ω f(x,∇u(x)) dx, u ∈W 1,p(Ω;Rm),
∞, else.
The sequentially weakly lower semicontinuous envelope of F|W 1,p(Ω;Rm) is given by
swlscF|W 1,p(Ω;Rm)(u) =
∫
Ω
fqc(x,∇u(x)) dx
for each u ∈W 1,p(Ω;Rm).
The following complementary result that is a reduced version of Theorem 9.8 in [16] is
useful in cases with given boundary data:
Lemma A.2. Let Ω ⊂ Rn be a bounded open set and 1 ≤ p <∞. Let f : Ω×Rm×n → R
be a Carathe´odory function satisfying 0 ≤ |f(x,X)| ≤ β(1 + |X|p) for every X ∈ Rm×n.
If u ∈W 1,p(Ω;Rm), then there exist uj ∈ u+W 1,p0 (Ω;Rm) such that
‖uj − u‖Lp(Ω) → 0 and lim
j→∞
∫
Ω
f(x,∇uj(x)) dx =
∫
Ω
fqc(x,∇u(x)) dx.
A.2 Bogovskii operator
The so called Bogovskii operator ensures the solvability of the problem div v = f within
W 1,p0 (Ω;R
n) for functions f with zero mean. The existence of such an operator was
shown in, e.g., [5, 21, 6].
Theorem A.3. Let Ω ⊂ Rn be a bounded domain having the cone property and 1 < p <
∞. There exists a linear operator B = BΩ,p : Lp(Ω) → W 1,p0 (Ω;Rn) with the following
properties:
• For every f ∈ Lp(Ω) with ∫Ω f(x) dx = 0, it holds
divBf = f.
• B is bounded. Namely, for every f ∈ Lp(Ω)
‖∇(Bf)‖Lp(Ω;Rn×n) ≤ C‖f‖Lp(Ω).
The constant C depends only on Ω and p, and is translation- and scaling-invariant.
• If f ∈ C∞c (Ω), then Bf ∈ C∞c (Ω;Rn).
With this result one may show the following density result with constraint on the diver-
gence, see Theorem III.4.1 in [21]:
Theorem A.4. If U ⊂ Rn is a bounded domain satisfying the cone property, then
{u ∈ C∞c (U) : div u = 0} is dense in {u ∈W 1,p0 (U,Rn) : div u = 0}.
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A.3 Extension theorem
Let Ω ⊂ Rn be an open set and D ⊂ Ω a closed subset. The space W 1,pD (Ω;Rn) is
defined as the closure of {u|Ω : u ∈ C∞c (Rn \D;Rn)} in W 1,p(Ω;Rn). Its properties were
thoroughly explored in [10]. We state a simplified version of Theorem 1.3 from that
article regarding existence of an extension operator:
Theorem A.5. Suppose that Ω ⊂ Rn is a bounded Lipschitz domain and D ⊂ Ω be a
closed subset. For any p ∈ [1,∞] there exists a bounded linear operator
E : W 1,pD (Ω)→ W 1,pD (Rn)
such that (Eu)|Ω = u a.e. on Ω.
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