Introduction
The quaternion field is the algebra over R, but it is not the algebra over C, since each embedding of C into H is not central. Therefore, the investigation of operator algebras over H can not be reduced to algebras of operators over C. On the other hand, the developed below theory of operator algebras over H has many specific features in comparison with the general theory of operator algebras over R due to the graded structure of H. Results of this work may be also used for the development of non-commutative geometry, superanalysis, quantum mechanics over H and the representation theory of non locally compact groups such as groups of diffeomorphisms and loops of quaternion manifolds (see [1, 10, 3, 6, 7] ). The vast majority of previous works on superanalysis was devoted to supercommutative superalgebras of the type of Grassman algebra, but for the non-commutative superalgebras it was almost undeveloped. The quaternion field serves as very important example of the superalgebra, which is not supercommutative. In this work the results of previous works on this theme of the author are used, in particular, non-commutative integral over H [8, 9] that serves the analog of the Cauchy-type integral known for C. Examples of quaternion unbounded operators are differential operators and among them in partial derivatives. They arise in the natural way, for example, the Klein-Gordon-Fock equation can be written in the form (∂ 2 /∂z 2 + ∂ 2 /∂z 2 )f = 0 on the space of quaternion locally (z,z)-analytical functions f , where z -is the quaternion variable,zis the adjoint variable, zz = |z| 2 . The Dirack operator for spin systems over H 2 can be written in the form
, that is used in the theory of spin manifolds [5] , but each spin manifold can be embedded into the quaternion manifold [9] . In this article main features of the quaternion case are given, since in this article it is impossible to give the same broad theory over H, as well-developed theory of operators over C [2, 4] . ρ(T ) of QLO T is defined as ρ(T ) := {z ∈ H : there exists R(z; T ) ∈ L q (X)}, where R(z; T ) := R z (T ) := (zI − T ) −1 , I is the identity operator on X, Iv = v for each v ∈ X, analogously for RLO and LLO. A spectrum is defined as σ(T ) := H \ ρ(T ).
2.2. Lemma. For each z 1 and z 2 ∈ ρ(T ): (i) R(z 2 ; T ) − R(z 1 ; T ) = R(z 1 ; T )(z 1 − z 2 )R(z 2 ; T ).
Lemma. If T is a closed QLO, then ρ(T ) is open in H and R(z; T ) is quaternion holomorphic on ρ(T ).
Proof. Let z 0 ∈ ρ(T ), then the operator R(z 0 ; T ) is closed and by the closed graph theorem it is bounded, since it is defined everywhere. If z ∈ H and |z 0 −z| < (z 0 I −T ) −1 −1 , then (zI −T ) = (z 0 I −T )(I −R(z 0 ; T )(z 0 −z)), such that (i) R(z; T ) = { ∞ n=0 [R(z 0 ; T )(z 0 − z)] n }R(z 0 ; T ) ∈ L s (X), since this series [R(z 0 ; T )(z 0 − z)] n R(z 0 ; T ) converges relative to the norm topology in L s (X). In view of (i) R(z; T ) is quaternion locally z-analytic, hence it is holomorphic on ρ(T ) due to Theorem 2.16 [8] .
2.4. Notes and Definitions. For BS X over H its right-adjoint space X * r is defined as consisting of all functionals f : X → H such that f is R-linear and H-right-linear. Analogously we put X * q := L q (X, H) and X * l := L l (X, H), where X * q is the topologically quasi-adjoint space, X * l is the topologically left-adjoint space. Then X * s is BS over H with the norm f := sup x =0 |f x|/ x . If X and Y are BS over H and T : X → Y belongs to L s (X, Y ), then T * is defined by the equation: (T * y * )(
. LetX andŶ be images relative of the natural embedding X and Y into X * * and Y * * respectively. For each T ∈ L s (X, Y ) we defineT ∈ L s (X,Ŷ ) by the equationT (x) =ŷ, where y = T (x). For each function S defined on the region X * * ⊃ dom(S) ⊃X and such that S(x) = T (x) for eachx ∈X is called the extension of T .
Lemmas II.3.12; V I.2.2 − 4, 6, 7 and corollary II.3.13 from [2] are analogous in the case H instead of C, taking in the proof of Lemma II.3.12 z = y + αx = |α| α
6. Definition and Note. Denote by H(T ) the family of all quaternion holomorphic functions (QHF) f on neighbourhoods V f for σ(T ), where T ∈ L s (X), s ∈ {q, r, l}, and for a QLO T H ∞ (T ) is a set of all QHF on neighbourhoods U f of σ(T ) and ∞ in the one-point compactificationĤ of the quaternion field. We choose a marked point z 0 ∈ σ(T ). For each M = wJ + xK + yL ∈ H i with |M| = 1, where w, x, y ∈ R, there exists a closed rectifiable path η consisting of a finite union of arches η(s)
Then there exists a rectifiable closed path ψ homotopic to η and a neighbourhood U satisfying conditions of Theorem 3.9 [8] and such that ψ ⊂ U \ σ(T ). For T ∈ L q (X) we can define
, where convergence is supposed in the weak operator topology. This integral depends on f, T and it is independent from U, ψ, η, γ, M. For unbounded QLO T let A := −R(a; T ) and Ψ :Ĥ →Ĥ, Ψ(z) :
where X 1 and X 2 are BS over C, such that X 1 is isomorphic with X 2 . The complex conjugation in C induces the complex conjugation of vectors in X m , where m = 1 and m = 2. Each vector x ∈ X can be written in the matrix form
, where x 1 ∈ X 1 and x 2 ∈ X 2 . Then each QLO T can be written in the form (iii) T =
(iv)T m x := T mx , where m = 1 or m = 2.
In particular, for the commutator [ζI, T ] when ζ = b 0 0b
∈ H, where b ∈ C, is accomplished the formula
, where
and U is open inĤ, and φ(z) := f (ψ −1 (z)) ∈ H ∞ (U). In view of Corollary 3.26 [8] we get (i).
V and for it we construct U, η and ψ as in §2.6. Then the first statement follows from 2.6.(i).
(ii). In view of theorem 3.28 [8] the functiong(z) =: φ(z) belongs to H ∞ (T ) andφ(z) = g(z), wherez = vI−wJ −xK−yL, z = vI+wJ +xK+yL, v, w, x, y ∈ R, z ∈ V g ⊂ H. Using φ(A) we consider the case of bounded T . In view of 2.6.
, since left and right integrals coinside in the space of quaternion holomorphic functions. The function f g is quaternion holomorphic on V (see § §2.1 and 2.12 [8] ). There exist ψ f and ψ g as in §2.6 and contained in U \ σ(T ), whereŪ ⊂ V . In view of the Fubini theorem there exists
where ζ 1 ∈ ψ f and ζ 2 ∈ ψ g . There are accomplished the identities R(ζ;
, where a, b ∈ ρ(T ). Let in particular ψ f and ψ g are contained in the plane R⊕iR in H, where i, j, k are generators of H such that 
since the branch of Ln can be chosen the same along the axis j in H, in view of the argument principle 3.30 [8] it corresponds to the residue c(
Choose
. From the additivity of the integral along the path and the Fubini theorem:
In view of Theorems 3.9, 3.24 [8] the second integral on the right of (x) is equal to zero, since
where ζ ∈ ψ f . (iii) follows from the application of (i, ii) by induction and convergence of the series in the strong operator topology.
(iv). In view of Lemma 2.
is represented by the series converging in the ball:
Proof follows from §2.9 analogously to the case of the field C with the help of Theorems 2.16, 3.10, Corollary 2.13 [8] , since F ∈ H ∞ (T ).
2.12. Definition and Note. Let A be BS and an algebra over H with the unity e having the properties: |e| = 1 and |xy| ≤ |x||y| for each x and y ∈ A, then A is called the Banach algebra (BA) or C-algebra (over H). BA A is called quasi-commutative (QC), if there exists a commutative algebra A 0,0 over R such that A is isomorphic with the algebra {T :
2.13. Definitions and Notes. BA A is supplied with the involution, when there exists an operation * :
contrary case it is called singular. Then the spectrum σ(x) for x is defined as the set of all z ∈ H, for which ze − x is singular, his spectral radius is |σ(x)| := sup z∈σ(x) |z|. The resolvent set is defined as ρ(x) := {z ∈ H : ze − x is regular} and the resolvent is R(z; x) := (ze − x) −1 for each z ∈ ρ(x). 2.14. Lemma. A spectrum σ(x) of an element x ∈ A is a non-void compact subset in H. Its resolvent x(z) := R(z; x) is quaternion holomorphic on ρ(x), x(z) converges to zero when |z| → ∞ and
). The second statement follows from the consideration of the complexification C ⊗ A.
Theorem. Let B be a closed ideal in QCBA A. The quotient algebra A/B is isometrically isomorphic with H if and only if B is maximal.
The proof is analogous to the case of algebras over C due to the definition of QCBA.
2.16. Definitions. A C * -algebra A over H is a BA over H with the involution * such that |x * x| = |x| 2 for each x ∈ A. A scalar product on a linear space X over H (that is, linear relative to the right and left multiplications separately on scalars from H) is the biadditive R-bilinear mapping < * ; * >: X 2 → H such that (1) < x; x >= α 0 e, where α 0 ∈ R; (2) < x; x >= 0 if and only if x = 0; (3) < x; y >=< y; x >˜. for each x, y ∈ X; (4) < x + z; y >=< x; y > + < z; y >; (5) < xa; yb >=ã < x; y > b for each x, y, z ∈ X, a, b ∈ H. If X is complete relative to the norm topology (6) |x| :=< x; x > 1/2 , then X is called the quaternion Hilbert space (HS). 2.17. Lemma. BA L q (X) on HS X with an involution: (1) < T x; y >=:< x; T * y > for each x, y ∈ X is a C * -algebra. 2.18. Lemma. If A is a QC C * -algebra, then |x 2 | = |x| 2 , |x| = |x * | and I * = I, where I is the unity in A.
Proof. Each vector x ∈ A we represent in the form:
If h is a bijective * -homomorphism of A on B, then h is called a * -isomorphism, A and B are called * -isomorphic. By σ(A) is denoted a structural space for A and it is aslo called a spectrum of A. A structural space is defined analogously to the complex case with the help of Theorem 2.15.
there exists a bijection between a family of all QLO
,n for each m ∈ {e, i, j, k}, where S m,1,n = γ m,n S m,2,n with γ m,n = (−1) φ(m,n) /4 ∈ R, φ(m, n) ∈ {1, 2}, S m,l,n ∈ Rn for each n ∈ {e, i, j, k} (see § §3.7, 3.28 [8] ). Applying for x the decomposition from §2.12, due to (1) we get 4 × 4-block form of operators over R and the isomorphism of L q (X) with L l (X 2 ). 2.21. Note. For LLO (over H) the notions of point σ p (T ), continuous σ c (T ) and residual σ r (T ) spectra are defined analogously to the case over the field C, due to 2.20 these notions spread on QLO.
2.22. Theorem. QC C * -algebra is isometrically * -isomorphic with the algebra C(Λ, H) of all continuous H-valued functions on its spectrum Λ.
The proof follows from the fact, that the mapping x → x(.) from A into C(Λ, H) is the * -homomorphism, where x(M) is defined by the equality
where α e , ..., β k ∈ R. There exists the decomposition for X := C(Λ, H) from §2.12 with X e = C(Λ, H) and x m = n S m,1,n zS m,2,nm for each z ∈ H, where z = x e e + x i i + x j j + x k k, x m ∈ R, m, n ∈ {e, i, j, k} (see Proposition 2.20). Therefore, it can be applied the Stone-Weiestrass theorem for H-valued functions. If λ 1 = λ 2 are two maximal ideals in Λ, then y(λ 1 ) = y(λ 2 ) for each y ∈ λ 1 \ λ 2 .
Consequently, the algebra of functions x(.) coinsides with C(Λ, H).
2.23. Definition. Let X be HS over H and B be a σ-algebra of Borel subsets of a Hausdorff topological space Λ. Consider a mappingÊ defined on B × X 2 and defining a unique X-projection-valued spectral measureÊ such that (i) <Ê(δ)x; y >=μ(δ; x, y) is a regular (non-commutative) H-valued measure for each x, y ∈ X, where δ ∈ B. By our definition this means, that
(1)μ(δ; x, y) =μ(x, y).χ δ and (2)μ(x, y).f := m,l,n Λ S m,1,n f (λ)S m,2,nm lµ m,l (dλ;
(4)Ê bS = bÊ S for each b ∈ R and each pure vector S = cm;
for each pure quaternion vectors S 1 and S 2 and each δ, γ ∈ B. Though from (3, 4) it follows, thatÊ(δ).λ = λ eÊe (δ) + λ iÊi (δ) + λ jÊj (δ) + λ kÊk (δ) =:Ê λ (δ), but in general it may be (Ê(δ).λ)x = (Ê(δ))λx, where λ e , ..., λ k ∈ R.
2.24. Theorem. Each QC C * -algebra A contained in L q (X) for HS X over H is isometrically * -equivalent with the algebra C(Λ, H), where Λ is its spectrum. Moreover, each isometrical * -isomorphism f → T (f ) between C(Λ, H) and A defines a unique X-projection-valued spectral measureÊ on B(Λ) such that (i) <Ê(δ)x; y >=μ(δ; x, y) is the regular H-valued measure for each x, y ∈ X, where δ ∈ B;
(
Proof. We mention, that Λ is compact. There exists a decomposi-
From (3) it follows, that µ m,l (δ; x, y) is R-bihomogeneous and biadditive by x, y. if f (λ) ∈ Rm for µ-a.e. λ ∈ Λ for some m ∈ {e, i, j, k}, then
2.25. Definition. An operator T on a quaternion HS X is called normal, if T T * = T * T ; T unitary, if T T * = I and T * T = I; T symmetrical, if < T x; y >=< x; T y > for each x, y ∈ D(T ), T self-adjoint, if T * = T . Henceforth, for T * it is supposed, that D(T ) is dense in X.
Lemma. An operator T ∈ L q (X) is normal if and only if a minimal (H-)subalgebra A in L q (X) containing T and T
* is QC. Proof. Let T be normal, then on X = X e e ⊕ X i i ⊕ X j j ⊕ X k k it can be represented in the form T = T e E + T i i + T j j + T k k, where Range(T m ) ⊂ X m and T m ∈ A for each m ∈ {e, i, j, k}. In the block form T = A B −BĀ and
, where x 1 = x e e+x i i ∈ X e e⊕X i i,
for each m ∈ {e, i, j, k} and T * = A * −B * B * Ā * . Therefore, < mT mx; mT my >=< mT * mx; mT * my > for each m ∈ H with |m| = 1, consequently, (mT m)(mT m) * = (mT m) * (mT m). The space X is isomorphic with l 2 (υ, H), in which < x; y >= b∈υ bx b y, where υ is a set, leads to the pairwise commuting {T e , T i , T j , T k }. Vice versa, if A is quasi-commutative, then {T m : m = e, i, j, k} are pairwise commuting, consequently, T T * = T * T . 2.27. Lemma. Let T be a symmetrical operator and a ∈ H \ Re, then there exists R(a; T ) and |x| ≤ 2|R(a; T )x|/|a −ã| for each x ∈ D(T ).
Let T be a closed operator, then the sets ρ(T ), σ p (T ), σ c (T ) and σ r (T ) do not intersect and their union is the entire H. For a self-adjoint QLO
T σ(T ) ⊂ Re, moreover, R(a; T ) * = R(a * ; T ).
Theorem. For a self-adjoint QLO T there exists a uniquely defined regular countably-additive self-adjoint spectral measureÊ on B(H),
2 )x; x >< ∞} and
Proof. In view of Proposition 2.20 and Equality 2.16.(5) the space D(T )
is H-linear. Let us use Lemma 2.27, the proof of which is analogous to the case over the field C, also take a marked element q ∈ {i, j, k}, then there is h(z) := (q − z) −1 the homeomorphism of the sphere S 3 := {z ∈ H : |z| = 1} and for A := (q − z)R(z; T )(q − z) + (q − z)I for each z ∈ ρ(T ) \ {q} is accomplished the equality (hI − R(q; T ))A = I. If z = q, then h = ∞, consequently, h / ∈ σ(R(q; T )). Let 0 = h ∈ ρ(R(q; T )), then there exists B := R(q; T )A, where A := (hI − R(z; T )) −1 , consequently, B is bijective, R(B) = D(T ) and (zI − T )B = (z − q)I, that is, z ∈ ρ(T ). For h = 0 ∈ ρ(R(q; T )) the operator R(q; T ) −1 = (hI − T ) is the bounded everywhere defined operator and this case is considered in Theorem 2.24. For each δ ∈ B(H) we putÊ(δ) :=Ê 1 (h(δ)), whereÊ 1 is the decomposition of the identity for the normal operator R(q; T ), then the end of the proof is analogous to that of Theorem XII.2.3 [2] .
2.29. Note and Definition. A unique spectral measure, related with a self-adjoint QLO T is called the decomposition of the identity for T . For Hvalued Borel function f definedÊ-almost everywhere f (T ) is defined by the relations: D(f (T )) := {x : there exists lim n f n (T )x}, where
2.30. Theorem. LetÊ be a decomposition of the identity for a selfadjoint QLO T and f from §2.28. Then f (T ) is a closed QLO defined on an everywhere dense domain, moreover:
, from this it follows (c), a closedness of f (T ) and (a) can be verified analogously to the complex case. A non-commutative measureμ on the algebra Υ of subsets of the set S corresponds to QLO with values in H and due to Proposition 2.20 it is characterized completely by R-valued measures µ m,n such that µ m,n (f m ) =μ(f m )ñ for eachμ-integrable H-valued function f with components f m , where m, n ∈ {e, i, j, k}. Then it can be defined the vari-
Ifμ is bounded, then it is QLO with bounded variation v(μ, S) ≤ 16 sup U ∈Υ |μ(χ U )|, moreover, v(μ, * ) is additive on Υ. A function f we callμ-measurable, if each f m is µ m,n -measurable for each n and m ∈ {e, i, j, k}. The space of allμ-measurable H-valued functions f with 
(ii). If (S, Υ,μ) is a space with a finite non-commutative H-valued measureμ,λ is absolutely continuous relative toμ and it is a non-commutative measure defined on Υ, then there exists a unique f ∈ L 1 (μ) such that λ(U) =μ(f χ U ) for each U ∈ Υ. In view of (ii) there exists a Borel mea-surable function φ such thatν(δ) :=μ x,y (φχ δ ) =<Ê(φχ δ )x; y > for each δ ∈ B(R). In view of (i) |φ(z)| = 1ν-almost every. Consider f 1 (z) := |f (z)|φ(z), then in view of (a) D(f 1 (T )) = D(f (T )) and < f 1 (T )x; y >= ∞ −∞ |f (z)|ν(dz). Therefore, < f (T )x; y >= lim n δn <Ê(dz).f (z)x; y >= ∞ −∞ <Ê(dz).f (z)x; y > and from this it follows (b).
* y converges to f (T ) * y while m → ∞, consequently, y ∈ D(f(T )). In view of Theorem 2.24 Statement (e) follows from the fact, that nÊ (δ) := E(δ n ∩ δ) it is the decomposition of the identity for the restriction T | Xn , where X n :=Ê(δ n )X.
Theorem. A bounded normal operator T on a quaternion HS is unitary, Hermitian or positive definite if and only if σ(T ) is contained in
Proof. In view of Theorem 2.24 the equality T * T = T T * = I is equivalent to zz = 1 for each z ∈ σ(T ). If σ(T ) ⊂ [0, ∞), then < T x; x >= σ(T ) < E(dz).zx; x >≥ 0 for each x ∈ X. The final part of the proof is analogous to the complex case, using the technique given above.
2.32. Definition. The family {T (t) : 0 ≤ t ∈ R} of bounde QLO in X is called a strongly continuous semigroup, if (i) T (t + q) = T (t)T (q) for each t, q ≥ 0; (ii) T (0) = I; (iii) T (t)x is the continuous function by t ∈ [0, ∞) for each x ∈ X.
2.33. Theorem. For each strongly continuous semigroup {U(t) : 0 ≤ t ∈ R} of unitary QLO in HS X over H there exists a unique self-adjoint QLO B in X such that U(t) = exp(tiB), where i = (−1) 1/2 . Proof. If {T (t) : 0 ≤ t} is a semigroup continuous in the uniform topolgy, then due to Theorem VIII.1.2 [2] and Proposition 2.20 there exists a bounded operator A in X such that T (t) = exp(tA) for each t ≥ 0. If zI − A) )dt. For each ǫ > 0 let A ǫ x := (T (ǫ)x − x)/ǫ, where x ∈ X, for which there exists lim 0<ǫ→0 A ǫ x, a set of such x we denote D(A). Evidently, that D(A) is the H-vector space in X. We take on it the infinites-imal QLO Ax := lim 0<ǫ→0 A ǫ x. Considering H as BS over R we get analogs of Lemmas 3,4,7, Corollaries 5, 9 and Theorem 10 from §VIII.1 [2] , moreover, D(A) is dense in X, A is closed QLO on D(A). Let w 0 := lim t→∞ ln(|T (t)|)/t and z ∈ H with Re(z) > w 0 . For each w 0 < δ < Re(z) due to Corollary VIII.1.5 [2] there exists a constant M > 0 such that |T (t)| ≤ M exp(δt) for each t ≥ 0. Then there exists R(z)x := ∞ 0 exp(−t(zI−A))xdt for each x ∈ X and Re(z) > w 0 , consequently, R(z)x ∈ D(A). Let T z be QLO corresponding to z −1 A instead of T for A, where 0 = z ∈ H, moreover,
With the help of 2.7.(iii) for QLO A there exists QLO B such that A = iB, where B =
then A commutes with A * and exp(t(A + A * )) = I. From R(z; B) * = R(z, B) it follows, that B = B * . ifÊ it is the decomopsition of the identity for B and V (t) := exp(itB), by Theorem 2.30 < V (t)x; y >= ∞ −∞ < E(dz). exp(itz)x; y >, then due the Fubini theorem 2.34. Notations. Let X be a H-linear locally convex space. Consider left, right and two-sided H-linear spans of a family of vectors {v a : a ∈ A}, where span l H {v a : a ∈ A} := {z ∈ X : z = qa∈H;a∈A q a v a }; span r H {v a : a ∈ A} := {z ∈ X : z = qa∈H;a∈A v a q a }; span H {v a : a ∈ A} := {z ∈ X : z = qa,ra∈H;a∈A q a v a r a }. 2.35. Lemma. In the notation of §2.34 span l H {v a : a ∈ A} = span r H {v a : a ∈ A} = span H {v a : a ∈ A}. Proof. In view of continuity of the additivity and multiplication of vectors in X and using convergence of a net of vectors it is sufficient to prove the statement of the lemma for a finite set A. Then the space Y := span H {v a : a ∈ A} is finite-dimensional over H and evidently, that left and right H-linear spans are contained in it. Then in Y it can be chosen a basis over H and each vector can be written in the form v a = {v a 1 , ..., v a n }, where n ∈ N, v a s ∈ H. Each quaternion q ∈ H can be written in the form of 4 × 4 real matrix, there-fore, for each vector y ∈ Y there exist matrices A and B, elements of which belong to H such that AV = y and W B = y, where W = {v a : a ∈ A}, V = W t is the transposed matrix, since A, B, W and V can be written in the block form over R with blocks 4 × 4. Therefore, span l H {v a : a ∈ A} ∩ span r H {v a : a ∈ A} ⊃ span H {v a : a ∈ A}, that together with the inclusion span r H {v a : a ∈ A} ∪ span l H {v a : a ∈ A} ⊂ span H {v a : a ∈ A} proved above leads to the statement of this lemma.
2.36. Lemma. Let X be HS over H, X R be the same space considered over the field R. A vector x ∈ X is orthogonal to a H-linear subspace Y in X relative to the H-valued scalar product in X if and only if x is orthogonal to Y R relative to the scalar rpoduct in X R . The space X is isomorphic to the standard HS l 2 (α, H) over H of converging by the norm sequences v = {v a : a ∈ α} with the scalar product < v; w >:= aṽ a w a , moreover, card(α)ℵ 0 = w(X), where card(α) is the cardinality of the set α, ℵ 0 = card(N).
Proof. In view of Lemma 2.35 and transfinite induction in Y there exists a H-linearly independent system of vectors {v a : a ∈ A} such that span r H {v a : a ∈ A} is everywhere dense in Y . In another words in Y there exists a Hamel basis over H. A vector x is by definition orthogonal to Y if and only if < v; x >= 0 for each v ∈ Y , that is equivalent to < v a ; x >= 0 for each a ∈ A. The space X R is isomorphic with the direct sum X e ⊕iX i ⊕jX j ⊕kX k , where X e , X i , X j and X k are pairwise isomorphic HS over R. The scalar product < x; y > in X can be written in the form (i) < x; y >= m,n∈{e,i,j,k} < x m ; y n >mn, where < x m ; y n >∈ R due to 2.16. (3, 5) . Then the scalar product < x; y > in X induces the scalar product (ii) < x; y > R := m∈{e,i,j,k} < x m ; y m > in X R . Therefore, from the orthogonality of of x to the subspace Y relative to < x; y > it follows orthogonality of x to the subspace Y R relative to < x; y > R . In view of Lemma 2.35 from y ∈ Y it follows, that my m ∈ Y for each m ∈ {e, i, j, k}. Then from < x; y m > R = 0 for each y ∈ Y and m due to 2.16.(5) it follows < x; y >= 0 for each y ∈ Y . Then by theorem about transfinite induction [11] in X there exists an orthonormal basis over H, in which each vector can be represented in the form of a converging series of left (or right) H-linear combinations of basis vectors. For each x ∈ X in view of normability of X the base of neighbourhoods is countable and for the topological density we have the equality d(X) = card(α)ℵ 0 , since H is separable, hence w(X) = d(X). From this the last statement of this lemma follows.
2.37. Lemma. For each QLO T in HS X over H an adjoint operator T * in X relative to a H-scalar product coinsides with an adjoint operator T * R in X R relative to a R-valued scalar product in X R . Proof. Let D(T ) be a domain of operator T , which is dense in X. In view of Formulas 2.36.(i, ii) and the existense of the automorphisms z → zm in H for each m ∈ {e, i, j, k} it follows that the continuities of < T x; y > and < T x; y > R by x ∈ D(T ) are equivalent, therefore, in view of Lemma 2.35 the family of all y ∈ X, for which < T x; y > is continuous by x ∈ D(T ) forms a H-linear subspace in X and it is the same relative to < T x; y > R , that is the domain D(T * ) of the operator T * . Then the adjoint operator T * is defined by the equality < T x; y >=:< x; T * y >, while T * R is given by < T x; y > R =< x; T * R y > R , where x ∈ D(T ) and y ∈ D(T * ). In view of 2.39. Theorem. If T is closed QLO in HS X over H, then T = P A, where P is a partial R-isometry on X R with a domain cl(Range(T * )) and A is a self-adjoint QLO such that cl(Range(A)) = cl(Range(T * )). If T is H-linear, then P is a partial H-isometry.
Proof. In view of the spectral Theorem 2.28 a self-adjoint QLO T is positive if and only if its spectrum σ(T ) ⊂ [0, ∞) (see also Lemma XII.7.2 [2] ). In the field H each polynomial has a root (see Theorem 3.17 [8] ). Therefore, T is a positive self-adjoint QLO, then there exists a unique positive QLO A such that A 2 = T (see also Lemma XII.7.2 [2] ). Then there exists the positive square root A of the operator T * T . Moreover, A is H-linear, if T is H-linear. Put SAx = T x for each x ∈ D(T * T ) and V be an isometrical extension of S on cl(Range(A)). The space cl(Range(A)) is R-linear. If A is in addition left-(or right-) H-linear, then cl(Range(A)) is a H-linear subspace due to Lemma 2.35. In view of Lemma 2.36 there exists the perpendicular projector E from X on cl(Range(A)), moreover, E is H-linear, if cl(Range(A)) is the H-linear subspace. Then put P = V E. From < Ax; Ax >=< T x; T x > for each x ∈ D(T * T ) it follows, that P Ax = T x for each x ∈ D(T * T ). The rest of the proof can be done analogously to the proof of Theorem XII.7.7 [2] with the help of Lemmas 2.35-37.
2.40. Note and Definition. Apart from the case of C nontrivial polynomials of quaternion variables can have roots, which are not points¡ but closed submanifolds in H with dimensions over R from 0 up to 3 (see [8] ).
A closed subset λ ⊂ σ(T ) is called an isolated subset of the spectrum, if there exists a neighbourhood U of a subset λ such that σ(T ) ∩ U = λ. An isolated subset λ of a spectrum σ(T ) is called a pole of a spectrum (of order p), if R(z; T ) has zero on λ (of order p, that is, each z ∈ λ is zero of order 0 < p(z) ≤ p for R(z; T ) and max z∈λ p(z) = p). Proof. Choose with the help of a homotopy relative to U \ λ closed paths η 1 and η 2 homotopic to γ 1 and γ 2 , moreover, inf θ |η 1 (θ)| > sup θ |η 2 (θ)|, where γ 1 and γ 2 are chosen as in Theorem 3.22 [8] (see also Theorem 3.9 there), θ ∈ [0, 1]. In view of Theorem 3.22 [8] the quaternion Loran decomposition of R(z; T ) in the neighbourhood B (H, a, R) \ B(H, a, r) has the form R(z; T ) = ∞ n=0 (φ n (z, T ) + ψ n (z, T )), where φ n is given by Formula 2.40. If λ is a pole of order p, then φ p = 0 and φ p−1 = 0, then there exists x ∈ X such that (ii) φ p(z) (z, T )x = 0 for each z ∈ λ, and (iii) φ p−1 (z, T )x = 0 for some z ∈ λ.
An analogous decompositions with the corresponding φ n are true for the products f (T )R(z; T )g(T ), where f and g are quaternion holomorphic functions on a neighbourhood σ(T ) not equal to zero everywhere on λ. Functions φ n for R(z; T ) can be approximated with any precision in the strong operator topology in the form of left H-linear combinations of functions taking part in 2.40.(ii) due to Lemma 2.35 and the definition of the quaternion line integral along a rectifiable path, since while |ξ| > sup |χ| the series for R(ξ; T χ ) converges in the uniform operator topology for each spectral set χ of the spectrum σ(T ), where T χ = T | Xχ , X χ :=Ê e (χ; T )X. The variation of f and g implies, that the index of λ is not less than p. Vice versa, let Conditions (ii) be satisfied for some n. The resolvent R(z; T )x is regular on H \ B(H, a, r) and
where ω(T ) is the function equal to 1 on a neighbourhood of λ and equal to zero on H \ U, η is the corresponding closed rectifiable path encompassing σ(T ) and characterized by M ∈ H, |M| = 1, M +M = 0. Then due to 2.40.(ii) φ p(z) (z, T )x = 0 for each z ∈ λ. 2.42. Note. An isolated point λ of a spectrum σ(T ) for normal QLO T ∈ L q (X) on HS X over H may not have eigenvectors because of noncommutativity of a projection-valued measureÊ apart from the case of linear operators on HS over C.
