Imaging through a strongly diffusive medium remains an outstanding challenge with applications in biological and medical imaging, imaging through fog or adverse environmental conditions, and free-space optical communication. Here we propose a method based on a single-photon time-of-flight camera that allows, in combination with computational processing of the spatial and full temporal photon distribution data, to image an object embedded inside a strongly diffusive medium over more than 80 scattering lengths. The technique is contactless and requires one second acquisition times thus allowing Hz frame rate imaging. This imaging depth corresponds to several cm of human tissue and allows one to perform deep-body imaging, here demonstrated as a proof-of-principle.
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Visible or near-infrared (NIR) light propagating in turbid media, for example biological tissue or a foggy environment, follows a complicated random path due to multiple scattering. As a consequence, the optical wavefront is severely modified and its intensity is rapidly attenuated in propagation. This leads to the inability of an imaging system to detect an object that is located within and thus obscured by a turbid medium. Generally speaking, photons propagating in a scattering medium can be divided into ballistic, snake and diffusive photons [1] . Ballistic and snake photons propagate with no or very little interaction with the scatterers along the direction of the beam. They therefore retain their original coherence and most of the image information. However, they are also exponentially suppressed and do not survive beyond distances of several cm in biological or highly scattering tissue. A medium of thickness L is considered to be highly diffusive or scattering when the transport mean free path * = 1/(µ a +µ s ) L, where µ a and µ s are the absorption and reduced scattering coefficients, respectively [2] [3] [4] and typical values for biological tissue are of order µ a ∼ 0.05 1/cm and µ s ∼ 10 1/cm ( * ∼ 0.1 cm) [5] . The transport mean free path represents the distance over which all information on the photon's initial propagation direction is lost. Measurements of light transmitted through such a material therefore carry very little or no direct image information. Here we focus attention on this propagation regime. The first generation of experiments and methods for diffuse imaging were developed in the late 1980's, early 1990's, establishing the boundaries in terms of maximum imaging depth and resolution [6] [7] [8] [9] [10] . Successive generations were aimed at medical tests in a variety of conditions and also in vivo [11] [12] [13] [14] [15] [16] . The aim of most studies in recent years has been towards increasing image contrast, depth sensitivity and decreasing acquisition time [4, [17] [18] [19] . In the strongly diffusive regime, light will propagate in the form of Photon Density Waves (PDWs) that exhibit many features typical of standard propagating waves, including interference, diffraction and also imaging properties. Imaging properties are essentially determined by the wave-vector associated to PDWs, κ d = 3µ a / * [2] . For typical biological tissue, κ d ∼ 1 1/cm, thus limiting imaging resolution to transverse dimensions that are of the same order of magnitude of the medium thickness, e.g. spatial resolutions of the order of 5 cm are achieved in 5 cm thick sample [3, 20] . This can be improved upon by using computational techniques, e.g. inverse retrieval algorithms [2] , or by post-selecting data in the temporal domain [21] to achieve resolutions of ∼1 cm with realistic scattering parameters. We note that in the latter case, the majority of the temporal information was discarded to filter out data only at one specific temporal slice where the temporal resolution was highest. Computational based time-resolved measurements combined with ultrafast imaging have demonstrated to be a promising technique in retrieving information lost in a highly scattering medium, see e.g. [3] for a review. Among these, an approach was introduced that builds upon all of the temporally resolved data, named All Photons Imaging (API). API utilizes both spatial and temporal (photon arrival time) components of scattered light and has successfully demonstrated to improve the spatial resolution of an object hidden behind a turbid medium [22] . We underline that in all the methods outlined above, the acquired data (images at the output plane of the scattering medium) shows a clear shadow that is cast by the hidden object and is always clearly visible, even in the time-integrated image. The effect of the computational methods including also API, is to significantly improve the spatial resolution of the acquired image. Here we introduce a Time-of-Flight Diffusive Optical Tomography (ToF-DOT) approach to address the problem of imaging an object deeply embedded inside a highly scattering medium. Unlike the aforementioned methods (PDW imaging and API), we investigate a regime where any signatures, even of the presence of an occluding object within the scattering medium, are too weak to be identified from visual inspection of the raw data alone. We use the full spatial and temporal information of the photon time-of-flight at each pixel spatial position recorded on a single-photon array detector in combination with a computational retrieval method in order to estimate the hidden object shape and position. The ToF-DOT approach allows to recover the shape of a 2D opaque object hidden inside more than 80 mean-free-path lengths of diffusive material (corresponding to several cm of human tissue). We achieve sub-mm resolution and identify that both the spatial and temporal resolution of the camera are key to achieving these results. Moreover, the technique is sufficiently sensitive to allow data acquisition on time scales of the order of 1 second. Experimental setup. We aim to reconstruct the shape and location of a two dimensional object embedded within a diffusive medium by performing spatially and temporally resolved intensity measurements of femtosecond light pulses transmitted through the medium. Our experimental setup is illustrated in Fig. 1 . We use a pulsed laser source with a wavelength of 808 nm, 120 fs temporal pulse duration, 80 MHz repetition rate and 1 W average power defocused to 2.5 cm radius spot size, thus corresponding to an illumination fluence of 0.5 mW/mm 2 . This illuminates an object inside a medium consisting of two slabs of polyurethane foam, each 2.5 cm thick, with absorption and scattering coefficients at the illumination wavelength measured from a single point, time-resolved measurement to be µ a = 0.09 cm −1 and µ s = 16.5 cm −1 (see Methods section for details). The material thus has a transport mean free path * = 600 µm that is nearly two orders of magnitude smaller than the total thickness of the material, L = 5 cm. The laser pulses are transmitted through the diffusive medium and some of the light is absorbed by a hidden object placed between the two slabs. Black insulating tape was used to create hidden targets of different shapes, e.g. crosses, triangles or double lines. The transmitted light is collected by a camera composed of a 32 × 32 array of Single Photon Avalanche Diode (SPAD) detectors, each one operating in Time Correlated Single Photon Counting (TCSPC) mode with 55 ps resolution [23] .
The SPAD camera therefore collects three-dimensional data: two spatial dimensions with N × N = 32 × 32 pixel resolution and one temporal dimension (T = 230 × 55 ps time-bins). The first column in Fig. 2 shows typical examples of timeintegrated transmission images measured with the camera for various objects with feature sizes of order ∼ 1 cm (shown in the last column). We also show time-gated images in the third column, attempting to isolate any eventual ballistic photons. The notable feature of these images is that in none of these it is possible to visually determine the presence (or absence) of an object embedded inside the medium. This therefore sets these measurements apart from previous ToF-DOT experiments where a 'shadow' or outline of the hidden object was always visible in the raw data.
Computational retrieval model. As noted above, the material has a transport mean free path * = 60 µm that is two orders of magnitude smaller than the total thickness of the material. This places light in the strongly diffusive regime, which in turns allows us to model the photon propagation inside the diffusive medium using a diffusion approximation [24] . Light within the medium essentially behaves like heat, following the steepest descent of the scalar gradient weighted by the diffusivity, with an additional loss effect due to photon absorption [25] . The diffusion equation in the context of photon diffusion is expressed as
where c is the speed of light in the medium, r is the spatial position, t is the temporal coordinate, Φ( r, t) is the photons flux, S( r, t) is a photon source and D is a term which includes, the absorption coefficient µ a , and the scattering coefficient µ s : D = 3(µ a + µ s ) −1 . For the case of a highly localized (in space and time) input laser pulse, Eq. (1) has an analytical solution given by Φ( r, t; r , t )= c
Here, r and t identify the position and time of the input laser pulse. Eq. (2) describes the evolution of a delta function in time and can be applied to an extended light source.
The image-retrieval model can be described as an inverse problem, where the aim is to estimate the shape of the hidden object x ∈ R N ×N , from the 3D (2 spatial and 1 temporal dimension) observation obtained by the SPAD camera, denoted by Y . We have Y = A(x), where A is the linear operator mapping the original 2D image x to the 3D measurements. The first step is to compute a forward model using Eq. (2)to simulate light propagation from the input plane to the object plane and then, after masking with a guess estimate (for example, at the first step this can be a simple flat, zero-amplitude distribution), propagation from the object plane to the diffuse medium output. This numerical solution is then compared to the actual measurement by evaluating a cost function. This function is in turn used to modify the shape of the object guess function and is minimised through an iterative process of solving the forward model with the adapted guess target function. Full details of the forward model and iterative cost function minimisation are given in the Methods section.
Results and Discussion. The absorption and scattering parameters of the polyurethane (PU) were measured before the experiment by fitting the temporal diffusion to Eq. (2) (see Methods). We then placed objects of various shapes and out of black tape at the interface between the two slabs of material (as shown in Fig. 1 ). Different shapes were tested: The letters "A" and "X" and a triangle shape. Fig. 2 shows the results with data for the three different objects on three different rows. As indicated in the figure, the first columns shows the raw data, as recorded directly on the SPAD camera (imaging the output side of the diffusive material), the second column shows the background subtracted data (i.e. the data after subtracting out a measurement taken with the laser off), and the third column shows a time-gated image (taken by isolating the first 10 temporal bins of data that rise above the noise floor). As can be seen, there is no discernible information in these time-gated photons and the images actually resemble very closely the total time-integrated images. Reducing the number of time-bins selected to perform the gating leads only to a reduction of the overall signal, with no further information on the presence or shape of the occluded object. Finally, the last two columns show the retrieved image of the occluded object and the actual ground truth for the object. It can be noticed that the ToF-DOT allows to correctly assess the presence of the occluded object and also provides a good qualitative agreement with the actual object shape. The method is also sensitive to the exact position of the object as shown in Fig. 3 where we show an example where the "triangle" is shifted in three different positions whilst everything else (i.e. laser illumination and camera position) remains unchanged. The data for these images was also acquired at 1.5 second intervals, showing the potential for tracking of changes within the medium in real-time. We do also note however, that the retrieval algorithm used to
Numerical simulations of the reconstruction of a hidden object (4 mm thickness, 9 mm height, separated by 1 mm). The top row shows the impact of increasing spatial resolution of the camera for a fixed temporal resolution (55 ps). Pixel densities are shown above each figure illustrating the reconstructed object and a vertical binning of the image to highlight the spatial resolution along the horizontal direction. The bottom row shows the impact of increasing the temporal resolution of the camera for a fixed spatial resolution (160×160 pixels).
estimate the object shape of interest was performed offline. It required a few minutes to converge for each image on a standard laptop computer, using a Matlab implementation. This, could be reduced to sub-second timescales by employing parallel computing methods. We underline once more that in the operating conditions used here, typical e.g. of a thick sample of human tissue (that has an average scattering length of 15-20 cm −1 [27] ), standard methods such as time gating of ballistic or snake photons [1] do not allow to recognise the shape of any object considered in our experiment. Indeed, the 5 cm thick material of our experiment is equivalent to 82.5 scattering lengths and this effectively eliminates all ballistic photons. As can be seen in these results, in all cases the algorithm struggles to reconstruct features like sharp edges with a resolution that is limited here to ∼ 0.5 cm. However, we performed a series of numerical simulations based on using the forward model with a hidden object that is composed of two vertical stripes, 0.5 mm thick, 5 mm long and separated by 1 mm. These stripes were embedded in a diffusive medium that has the same µ s and µ a as in the experiment at a distance of 2.5 cm from the output surface. We then add noise to the output image in order to simulate the camera noise and then use the data in the ToF-DOF reconstruction algorithm to test the ability to correctly identify the 1 mm gap between two stripes. These tests were performed with increasing spatial (first row in Fig. 4 with temporal resolution fixed at 55 ps) and temporal resolution [first row in Fig. 4 with spatial resolution fixed at 160×160 pixels]. We can see that increasing spatial or temporal resolution on the camera leads to an increase in the resolution of the final retrieved image of the occluded object. In particular, with 55 ps time bins and 160×160 pixels, feature sizes as small as 1 mm are clearly visible. On the basis of this finding we performed an experiment aimed at enhancing spatial resolution: two vertical stripes (4 mm thickness, 9 mm height) were used, separated by 1 mm and the camera was raster scanned on a 5×5 grid in order to increase the pixel count from 32×32 to 160×160 (the total imaged area remained the same). The results are shown in Fig. 4 that displays a vertical summation of the reconstructed images obtained with reconstructions that utilise the full data cube and, for comparison, just one single acquisition position i.e. a 32×32 pixel pixel dataset. A clear improvement is seen for the high-density pixel dataset and the gap between the lines becomes distinct with 100% visibility, therefore demonstrating the ability for ToF-DOT to achieve sub-mm sensitivity to features within the occluded object.
Conclusions.
We have proposed a computational imaging technique for detecting hidden objects that are completely immersed in a highly scattering medium. The method relies on the full, spatially resolved, time-of-flight information of the photons that are transmitted through the medium and recorded with a photon-counting SPAD camera. The high sensitivity of the camera allows fast acquisition times on the order of 1 second and precise ToF timing. We have shown that by introducing the full ToF information, image resolution of order of 1-5 mm can be achieved and that this can be improved by increasing both spatial and temporal resolution of the camera. High spatial and temporal resolution SPAD cameras are currently being developed that also have improved pixel fill factors (∼ 50% compared to the ∼ 1% used in these experiments) and thus promise even shorter acquisition times. 
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Methods.
A femtosecond laser source delivers 130 fs pulses at 808 nm with a repetition rate of 80 MHz and 1 W average power. A small fraction is reflected off a beam splitter to an optical constant fraction (OCF) discriminator, while most of the energy is directed towards the scattering medium after the beam has been expanded using a diverging lens. On the other side of the sample the SPAD camera is collecting the transmitted light having interacted with both the scattering medium and the hidden object placed inside.
The SPAD camera is composed of 32×32 array of SPAD detectors each one operating in TCSPC mode. Each individual SPAD can detect the time of arrival of a single photon with a time resolution of about 55 ps and impulse response function (IRF) of 120 ps. The OCF output provides the trigger signal for the SPAD camera. The transmitted light is imaged to the SPAD array through a 8 mm focal length photographic lens (Samyang 8mm f/3.5 UMC Fish-eye), and the camera is kept at a given distance such that the correspondent field of view (FOV) is covering an area larger than the hidden object dimensions.
Characterisation of the scattering medium: The reduced scattering length µ s of the PU foam was estimated using the experimental setup shown in Fig. 1 , where the sample consisted of two polyurethane slabs (without any hidden objects). The absorption coefficient µ a was measured prior to the experiment using a spectrophotometer but can be verified also from the same time-resolved measurement used to estimate µ s . The scattering coefficient is estimated by comparing the measured temporal broadening and optical delay of a laser pulse with the expected model given by the diffusion approximation, Eq. (2). Fig. 6 shows the raw data measured at a single pixel for a medium of total thickness 5.0 cm and 2.5 cm: in both cases the coefficients that best fit the experimental data were found to be µ a = 0.09 1/cm and µ s = 16.5 1/cm.
Retrieval algorithm: As described in the Computational retrieval model section, we denote with Y ∈ R N ×N ×T the 3D measurements, containing T images of size N ×N , and described by the following forward model:
In Eq. (3), W is a realization of an additive random noise with Poisson-Gaussian distribution, and A : R N ×N → R N ×N ×T is the observation operator mapping linearly the hidden object to the 3D measurements. This operator models the acquisition process described in the Computational retrieval model section. The inverse problem defined by Eq. (3) is ill-posed and requires the development of adapted tools to solve it. During the last decades, optimization techniques have been developed to tackle such problems arising in different signal processing fields [26, 28] . In this context, the unknown object is defined as a minimizer of an objective function made of a sum of two terms: the data fidelity term related to the forward model and the regularization term incorporating a priori information we have on the target object (e.g. piece-wise constant image). Therefore, we proceed to minimize a regularized least-squares criterion defined as
where R promotes sparsity of the target object in a basis induced by the operator Ψ (e.g. wavelet basis [29] , gradient basis [30] , etc.). Moreover, the amplitude of x is constrained to belong to C ⊂ R N ×N . Finally, λ > 0 is the regularization parameter balancing the importance of the data-fidelity term (least-squares criterion) with respect to the regularization term. To compute the forward propagation A(x) efficiently, we separate the linear projection into two linear operations; computation of the spatio-temporal intensity field at the depth of the object and propagation of the light field from the object to the observation plane. The former can be performed by an element-wise multiplication between the object, or its current estimate, and each temporal frame of the light field propagated from the illumination point to the object. This only needs to be computed once using equation Eq. (2). The latter is computed by convolving the result of the previous operation with the point spread function given in equation Eq. (2). Performing these two operations is significantly more efficient than computing the large matrix multiplication representing the full forward propagation. It is important to emphasize that both R and Ψ † can vary with different prior information about x. We use the prior knowledge that the objects we wish to image are piece-wise constant to then employ the total-variation (TV) regularization by choosing Ψ † (x) = [D h (x), D v (x)], where D h and D v represent the horizontal and vertical discrete gradients of the image, respectively [30] . In this context, the regularization term is non-differentiable and is given by
The global minimization problem involves a nondifferentiable function, linear operators and a convex constraint. Advanced convex optimization theory such as primal-dual approaches and proximal tools [31] are therefore required. Consequently, we developed a method based on the primal-dual forward-backward algorithm [32] . Basically, at each iteration, this algorithm alternates between a gradient step on the least squares criterion, and proximity steps to handle the regularization term and the constraint. There are two main advantages of using such an algorithm to solve the problem given in Eq. (3). Firstly, it is designed to solve large scale problems and it will remain computationally efficient with higher resolution images. In addition, it benefits from convergence guarantees, ensuring that it is converging to a solution to the problem given in Eq. (4).
