Swift and accurate alignment of transmitter (Tx) and receiver (Rx) beams is one of the fundamental design challenges to enable reliable outdoor millimeter-wave communications. In this paper, we propose a new Optimized Two-Stage Search (OTSS) algorithm for Tx-Rx beam alignment via spatial scanning.
I. INTRODUCTION
Millimeter-wave (mmWave) communications has been recognized as one of the important technologies in the evolving 5G New Radio (NR) [2] - [5] . Owing to the abundant spectrum at mmWave bands , mmWave technology has great potential for enabling a variety of data-hungry mobile applications, such as video streaming and vehicle-to-vehicle communications [6] . However, the unfavorable characteristics of mmWave bands, manifesting in severe path loss, sparse scattering and sensitivity to blockage, have posed great challenge in realizing reliable mmWave communications in practice [7] .
To combat the significant path loss, directional transmission via beamforming is necessary in particular for outdoor long-range mmWave communications. Establishment of such transmission, however, requires swift and accurate alignment of transmitter (Tx) and receiver (Rx) beams, which is non-trivial to accomplish. In this paper, we focus on this fundamental beam-alignment problem and advance existing studies by developing a new beam-alignment strategy.
Beam training via spatial scanning is a common approach for beam alignment in mmWave communications and it has drawn considerable attention from both academia and industry [7] - [20] . This approach involves a search through pre-defined beam codebooks that cover the scanning space to determine the best beam that aligns with the dominant path for communication.
Depending on the application scenarios of mmWave communications, spatial scanning can be performed at one side of the communication link, e.g., at Tx or Rx, to find the best transmit/receive beam for data communication, or be performed at both sides of the communication link to find the best transmit and receive beam pair. In what follows, we discuss spatial scanning schemes by assuming that the search is two-sided. However, the algorithms and analysis will also apply to the one-sided scenario as a special case. Exhaustive search and hierarchical search are seen as two classic strategies of spatial scanning and they distinguish in both codebook construction and search mechanism [7] .
In exhaustive search, training codebook is formed by narrow beams with large beamforming gain. Tx and Rx sequentially train each of the beam-pairs in the codebook and find the best one that maximizes a given performance metric (such as combined beamforming gain). On the other hand, in hierarchical search, multi-level codebooks are formed and arranged in a hierarchial manner by using fewer wider beams in the lower level while more narrower beams in the higher level to cover the same scanning space [8] - [13] . In the spirit of bisection search, Tx and Rx first train wide beam-pairs in a lower-level codebook and survive the best one, and then iteratively refine the search using the next-level codebook within the beam subspace associated with the survived beam-pair.
Compared with exhaustive search, hierarchical search reduces the search space and examines fewer beams. However, it may suffer misalignment error propagation, originating from wide beams with small beamforming gain in an early stage. In general, the relative performance between hierarchical search and exhaustive search depends on the pre-beamforming signal-tonoise ratio and the training resource budget (such as training signal power and duration, or effectively training energy) [9] , [10] , [12] . In particular, under the single-path channel model, we have characterized the asymptotic misalignment probability of both hierarchical and exhaustive search and shown that the latter asymptotically outperforms the former, when the training budget goes large [12] .
In addition, the impact of practical beam codebook design on the performance of hierarchical search has also been studied and different beam synthesis techniques have been developed in [11] , [13] . Variations of exhaustive search and hierarchical search have also been studied in the presence of favorable beam-pointing side information [17] and in the context of multiuser scenario [21] , respectively.
In this paper, we propose a new search algorithm for beam alignment. The proposed algorithm uses the same training codebook as that of exhaustive search. However, in contrast to the classical exhaustive search which is performed in one stage, the proposed algorithm takes place in two stages. In the first stage, the algorithm explores and trains all candidate beam pairs with a fraction of the total training energy budget. Learning from their received energy profile, the algorithm identifies a set of less favorable beam pairs (that are unlikely to align with the dominant path) and eliminates them from further consideration. In the second stage, an extra measurement is taken and coherently combined with the previous measurement for each of the survived beam pairs. Among them, the algorithm recommends the one with the largest combined received energy as the final decision. This algorithm is termed as Optimized Two-Stage Search (OTSS).
Under a line-of-sight single-path channel model and with ideal beam patterns, we derive an upper bound on the misalignment probability of OTSS as a function of key system parameters and verify its tightness numerically. Using large deviations techniques, we also characterize the decay rate function of the upper bound with respect to the total training energy budget, and further derive the optimal number of less favorable beam pairs eliminated in the first stage (K * ) and the optimal fraction of training budget allocated to the first stage (α * ) that maximize the decay rate. Both K * and α * depend only on the number of candidate beam pairs in the model. This set of analysis not only provides important guidance on the asymptotically optimal choice of the key design parameters of OTSS, but also allows us to conclude that OTSS asymptotically outperforms state-of-the-art baselines (including the classic hierarchical search and exhaustive search), when the training energy budget goes large. The performance advantage of OTSS is also verified numerically when the training budget is finite and when practically synthesized beams are adopted.
Notation: Boldface uppercase and lowercase letters denote matrices and vectors, respectively, e.g., A is a matrix and a is a vector. a 2 denotes the l 2 norm of vector a. Notation (·) T denotes the matrix transpose, while (·) † denotes the conjugate transpose. For a pair of integers (z 1 , z 2 )
where z 1 ≤ z 2 , [z 1 : z 2 ] is used to denote the discrete interval {z 1 , z 1 + 1, · · · , z 2 }. Finally, CN (0, σ 2 ) denotes a complex Gaussian distribution with zero mean and variance σ 2 .
II. BEAM ALIGNMENT PROBLEM AND PRELIMINARIES
We consider a point-to-point mmWave beam alignment problem, in which a Tx and a Rx wish to align their transmit/reception beams along the dominant path in a mmWave channel.
We assume reliable feedback links (via, say, low frequencies) are available for the coordination of the beam search and that the Tx and the Rx are synchronized. We refer the readers to the literature for mmWave synchronization techniques [22] , [23] .
In particular, beam training via spatial scanning is adopted as in [9] , [12] , see Fig. 1 for an illustration. Specifically, let Ψ and Φ be the entire Angle of Departure (AoD) and Angle of Arrival (AoA) scanning interval, respectively. Assume that Tx and Rx is equipped with N T and N R antennas, respectively. Let C T = {w l T ∈ C N T ×1 , l T ∈ [1 : L T ]} be a set of L T unit-norm beams at Tx that jointly cover the entire AoD and
of L R unit-norm beams at Rx that jointly cover the entire AoA. The Tx-Rx beam codebook C is therefore given by the cartesian product of C T and C R as 
However, since neither of Tx and Rx has knowledge of H, it is necessary to carry out proper beam training and take channel output measurements in order to make such a decision.
Towards this goal, a simple strategy is to train each (w l , f l ) in C and perform exhaustive search. In particular, let s ∈ C be the training symbol sent and received on beamforming direction (w l , f l ), where |s| 2 = E with E being the training energy. The received signal at Rx can be represented as:
where h l f † l Hw l denotes the effective channel after Tx-Rx beamforming, z l ∈ C N R ×1 is the noise vector (before Rx beamforming) with i.i.d. components ∼ CN (0, σ 2 ) and thus z l ∼ CN (0, σ 2 ), given that f l 2 2 = 1. The received signal is further match-filtered with the training symbol, and the beam pair that leads to the strongest match-filtering output (which essentially captures the received energy at Rx [12] ) is selected as the best one:l ES = arg max l∈[1:N ] |y l s † |.
(3)
Consider that the total training energy budget is given as E tot . Since all beam pairs look equally competitive without any prior knowledge, exhaustive search approach would naturally allocate equal training energy to train each of them, i.e., E = E tot /N . If the measurements in (2) were noiseless, a correct decision from (3) would be guaranteed. However, only noisy measurements are obtained in practice, and this renders exhaustive search vulnerable to random noise and results in misalignment events.
Using the same training codebook of exhaustive search, we propose a new beam search algorithm in the next section. We shall further analyze the performance of the proposed algorithm in Section IV and prove that it can outperform exhaustive search under the same training energy budget.
III. OPTIMIZED TWO-STAGE SEARCH ALGORITHM
Due to the sparsity of mmWave channels and in particular in the important line-of-sight (LOS) scenario, it is likely that only a small subset of beamforming directions would generate strong received energy at Rx, and the rest mainly capture random noise in the beam training. Therefore, if one could learn about the potentially "good" or "bad" beamforming directions in the process of beam training, the training energy can be spent more effectively by allocating the remaining energy to those directions which are likely the "good" ones in order to better determine the best one.
With this intuition, we now propose a new Optimized Two-Stage Search (OTSS) algorithm that takes place in two stages: in the first stage, a fraction of the total training energy is spent by scanning all candidate beam pairs to learn the potentially "good" ones; at the second stage, the remaining energy is used to find the best one among the "good" ones. Specifically, the total training energy budget is split into two fractions (αE tot , (1 − α)E tot ), where α ∈ (0, 1] is to be optimized later. In the first stage, all candidate beam pairs in C are explored each with equal training energy
where the superscript "(.)" indexes the stage. Similar to (2) , the received signal at Rx can be represented as:
and the measured match-filtered output is given bỹ
where s (1) ∈ C is a training symbol such that |s (1) | 2 = E (1) , and the effective noise z (1) l ∼ CN (0, σ 2 ) as in (2) .
Through this exploration, the algorithm then ranks all beam pairs according to their energy statistics {T
N } in an ascending order, identifies the K worst beam pairs that have the smallest energy statistics as the "bad" directions and eliminates them from further consideration.
Here, K ∈ [1 : N − 1] is another key algorithm parameter to be optimized. Without loss of generality, let B 
and takes an extra measurement for each pair as
where s (2) ∈ C is a training symbol such that |s (2) | 2 = E (2) and noise z (2) l ∼ CN (0, σ 2 ). By coherently combining the new measurement y
(2) l and its previous measurement y
l , the algorithm constructs a set of combined match-filtered outputs:
Finally, the beam pair with the maximum combined output is recommended as the decision, i.e.,l OTSS = arg max
l . (1)
as in (8), and coherently combine (y
l ) to generate combined statisticT
(2) l as in (9) . Output: l * OTSS = arg max l∈B (1)
GT
(2) l , as in (10).
The OTSS algorithm described is summarized in Table I . It is clear that given N candidate beam pairs and a total training energy budget E tot , both parameters α and K in OTSS should be properly chosen in order to achieve its best performance. In the next section, we will establish design guideline on this by developing fundamental performance limits of OTSS.
IV. PERFORMANCE ANALYSIS UNDER SINGLE-PATH CHANNEL MODEL AND WITH IDEAL
BEAM CODEBOOK Similar to [9] , [12] , for tractability, we focus the analysis on a rank-one channel model that captures well the dominant path in a LOS environment. More general models will be numerically investigated in Section V, and it will be shown that the insights generated from the analysis here continue to apply therein.
Specifically, assume both Tx and Rx adopt a uniform linear array. The rank-one channel matrix
H is then represented as
where |γ| 2 is the path gain, while u(φ) ∈ C N R ×1 and v(ψ) ∈ C N T ×1 are the steering vectors corresponding to AoA φ and AoD ψ that are defined as
respectively, with λ being the wave-length and d being the antenna spacing. Under this model, effective channel h l that accounts for Tx-Rx beams (w l , f l ) as in (2) is specialized to
and the corresponding channel gain is thus given by
where we have defined W l (ψ) |v † (ψ)w l | 2 as the Tx beamforming gain at AoD ψ and F l (φ) |f † l u(φ)| 2 as the Rx beamforming gain at AoA φ.
In addition, as established in [12] , [13] , a desirable beam for beam training purpose should have uniform gain in its intended coverage interval and zero leakage outside the interval. With this ideal beam assumption and supposing all Tx (Rx) beams have equal-size non-overlapping coverage intervals that span the AoD range Ψ (resp. AoA Φ), the Tx (Rx) beamforming gain at ψ ∈ Ψ (resp. φ ∈ Φ) is then quantified by:
and
where Ψ w l and Φ f l denote the coverage interval of beam w l and f l , while Ω T and Ω R are the solid angles spanned by the entire AoD range Ψ and AoA range Φ [24] , respectively. For instance, when Ψ = [0, 2π] and L T = 16 beams, we have that |Ω T | = 4π and each beam attains constant gain W T = 16 within its coverage interval.
With these ideal beam codebooks and under the single-path model with arbitrary AoA φ and AoD ψ given, g l of (16) is evaluated to
Therefore, a perfect alignment through (1) simply chooses the unique beam pair with index l opt that leads to non-zero gain.
For the OTSS algorithm proposed, a misalignment event occurs ifl OTSS = l opt , and the probability of misalignment is thus defined as p miss = Pr{l OTSS = l opt }. Without loss of optimality and for notational convenience, l opt = 1 is assumed. To further facilitate the analysis, we introduce the following normalized statistics that relate to {T (1) l } of (6) and {T (2) l } of (9) as
and define T
(K) as the Kth order statistic (i.e., the Kth smallest value) of {T
N }, where recall that σ 2 is the noise variance. By the law of total probability, p miss can then be expanded as
where p (1) miss captures misalignment events that the first beam pair is eliminated in the first stage of OTSS, while p (2) miss captures misalignment events that the first beam pair is not chosen at the end of the second stage, though it survives in the first stage.
In what follows, we proceed to study properties of relevant statistics {T
G } and develop bounds on p miss , based on which optimized α and K are further derived.
A. Bounds on the Probability of Misalignment
Let χ 2 k (λ) denote a noncentral chi-squared distribution with degrees of freedom (DoFs) k and noncentrality parameter λ. In the special case with λ = 0, χ 2 k (0) becomes a central chi-squared distribution with DoFs k.
Lemma 1: For the OTSS proposed, under the single-path model and the ideal beam codebooks as defined in (17) and (18) , we have
where λ
, and all T
l 's are independent. Proof: Following (19), the received signal y (1) l as in (5) is specialized to
where each z l ∼ CN (0, σ 2 ). It is immediate to show that each T
(1) l follows the distribution as given by using its definition T
and |s (1) | 2 = E (1) . In addition, T
l 's are mutually independent, since each of the received signals is measured at different time under different beam pairs. Let T (1) (k) be the kth order statistic (i.e., the kth smallest value) of {T
Using Lemma 1, it is standard to establish the result as stated in the following corollary [25, p.5 ].
Corollary 1:
The probability density function of T
With this and Lemma 1, we are ready to compute p
miss . Proposition 1: For the OTSS proposed, misalignment probability p
Proof: See Appendix A for detailed proof.
Remark 1: With the expression derived, it is trivial to see that p (1) miss vanishes, when λ
1 → ∞ (e.g., E tot → ∞) on one extreme. On the other extreme with λ (1) 1 → 0 (e.g., E tot → 0), we have that p (1) miss approaches to
where (31) were taken and K out of N beam pairs were randomly eliminated, the probability that the optimal beam pair is eliminated is simply K/N .
As for Stage 2, deriving an exact characterization of p (2) miss is more challenging, since energy statistic T
(2) l for each of the survived beam pairs is coupled with its previous statistic at Stage 1 through coherent energy combining (9) .
In particular, for each survived l ∈ B
(1)
N −1 }. Also noting that the extra measurement under each beam-pair l ∈ B (1) G \{1} at Stage 2 is simply noise, we thus define a set of auxiliary variables as
where
G \{1}} are statistically equivalent. We now propose an upper bound on p 
where (36) follows from the union bound argument.
1 ) with noncentrality parameter
while conditioned T
(K+j) = x, we have that
Proof: The proof mainly follows by the construction of each variable and the definition of noncentral chi-squared distribution, see Appendix B.
With this lemma, we are ready to computep (2) miss . Proposition 2: For the OTSS proposed, misalignment probability p (2) miss at Stage 2 is upper bounded byp (2) miss , which can be computed as p (2) 
where f T (1) (K+j) (x) is given by (27) and F (n 1 ,n 2 ) (z|η 1 , η 2 ) is the cumulative density function (CDF) of a doubly noncentral F -distribution F (n 1 , n 2 , η 1 , η 2 ) with DoFs (n 1 , n 2 ) and noncentrality parameters (η 1 , η 2 ).
Proof: It suffices to show that each Pr{T
miss can be computed as
where (41) follows from Lemma 2 and the definition of doubly noncentral F -distribution.
We therefore establish an upper bound on p miss of OTSS (denoted byp miss ) as
where p (1) miss is quantified by (28) in Proposition 1, andp (2) miss is quantified by (40) in Proposition 2. Given N candidate beam pairs and the training energy budget E tot , we can thus optimize OTSS parameters (K, α) such thatp miss established is minimized, i.e., 
One naive strategy of finding the optimal solution (K * ,ᾱ * ) is to carry out a two-dimensional search over the feasible region, e.g., over all possible K's and discretized points in (0, 1].
However, this can be very computationally demanding especially when N is large. In addition, the optimal solution is generally coupled with N , E tot and other system parameters (such as the effective channel gain), which is not a desirable feature from a practical design point of view.
Given these considerations, we study the asymptotic behavior of the upper bound, with the aim to establish a simpler yet useful guideline on the choice of these two parameters of OTSS.
B. Asymptotic Performance Analysis and Further Insights
We focus on understanding how the upper bound decays as the training energy budget goes large. 
whilep (2) miss satisfies a LDP with rate function − lim
where ξ
. Therefore, the decay rate ofp miss is given by
Proof: See the proof in Appendix C.
With this result, we further derive the optimal (K * , α * ) that maximize the decay rate Ip miss .
Proposition 4: For the OTSS proposed, the parameters (K * , α * ) that maximize rate function Ip miss are given by
respectively, and the corresponding rate function I * p miss is
Proof: See Appendix D. Specifically, in [12] , we have proved that exhaustive search asymptotically outperforms hierarchical search 1 in the sense that its misalignment probability has a larger decay rate (with respect to the training energy budget) quantified by
Comparing I ES with I * p miss of (50), it is immediate to see that I * p miss is larger. Therefore, OTSS asymptotically outperforms exhaustive search and thus also hierarchical search.
C. Numerical Evaluation and Comparison
We now provide a numerical example to validate the insights generated from the analysis above. Hierarchical search instead employs 4-level Tx-beam codebooks, in which 2 k T Tx beams are used at level k T ∈ [1 : 4] to cover [0, 2π] (see, e.g., [7] , [12] for details on hierarchical codebook arrangement) and the last level codebook is the same as that of OTSS for fair comparison. Etot N ∈ [−12 : −7] in dB unit. Note that thisĒ, proportional to E tot , reflects the signal-to-noise ratio at Rx without beamforming. Fig. 2 compares the performance of different beam alignment algorithms in misalignment probability. In particular, when producing the curve "OTSS: upper boundp miss (K * ,ᾱ * )", for each energy budget, we search in the feasible region of K and α and find the pair (K * ,ᾱ * ) that minimizes the upper bound. This associated (K * ,ᾱ * ) are then used to evaluate the misalignment probability of OTSS for the given budget (denoted by p miss (K * ,ᾱ * )). The tightness of the upper bound is clearly evident in particular when the energy budget is large. In addition, the misalignment probability of OTSS under asymptotically-optimal (K * , α * ) is also simulated (denoted by p miss (K * , α * )). It can be seen that p miss (K * , α * ) performs close to p miss (K * ,ᾱ * ) with only marginal loss. This hence confirms the utility of the asymptotic analysis carried out. 
V. FURTHER NUMERICAL STUDIES UNDER PRACTICAL CONSIDERATIONS
In this section, we further evaluate the performance of OTSS under more general channel model and with practically synthesized beams.
Following [12] , we evaluate the performance of OTSS using a Rician channel model. The As for beam codebooks, consider L T = 16 Tx beams and L R = 8 Rx beams as in the study of Section IV-C. These beams are now practically synthesized beams that might have attenuated gain in its passband and some leakage through its transition band and side lobe. In particular, we use the state-of-the-art flat-beam design technique [28] to synthesize the desired Tx and Rx beams, assuming that Tx and Rx is equipped with N T = 64 and N R = 32 antennas, respectively, and the antenna spacing is half of the wave length. Fig. 3 illustrates the Rx-beam patterns obtained for the simulation.
We now evaluate the performance of OTSS under the channel model and practical beam codebooks described. We also compare its performance with that of exhaustive search. Hierarchical search is not evaluated here, which was previously shown to perform worse than exhaustive search in [12] . Fig. 4 plots the misalignment probability of different schemes. It can be seen that the relative performance trend observed under rank-one channel and ideal beams, as presented in Fig. 2 , still remains in this more practical setup: OTSS with (K * , α * ) outperforms exhaustive search, while OTSS with (K * ,ᾱ * ) leads to additional improvement in the regime of small to moderate training energy budget. It is finally remarked that all beam-alignment schemes considered here suffer performance loss, as compared to the case with perfect beam pattern in Section IV-C. The main source of the performance degradation is due to the overlapped transition bands of two adjacent beams (see Fig. 3 ). When either AoA or AoD realization falls into such an overlapped interval, it becomes extremely difficult to make a correct decision based on noisy training measurements of two comparably strong beams. In addition, the side lobes of these imperfect beams introduce additional randomness into beam training measurements and affect the final performance. Given any finite number of Tx or Rx antennas, it is impossible to synthesize perfect beams as desired and hence these negative impacts are inevitable. Some potential remedies might include beam training with dynamic beam codebooks, e.g., intelligently shifting beams or combining adjacent beams as the search progresses, to ensure AoA or AoD realizations are always covered by the main lobe of some beam. However, such designs are beyond the scope of the current work. 
where (53) follows from Lemma 1 and the cumulative density function of a noncentral chisquared distribution (as a function of the Marcum Q-function) and (54) follows from Corollary 1.
Now note that
1 ,
where (58) uses the fact [29, Equation (16) 
where Q m (a, b √ x) is the generalized Marcum Q-function. Plugging (a) and (b) above into (55) thus establishes a characterization of p (1) miss as given by (28) .
APPENDIX B PROOF OF LEMMA 2
Under the single-path channel model and perfect beam codebooks considered, T
(2) 1 as in (21) is specialized to
where z ∼ CN (0, 2), since z are independent ∼ CN (0, σ 2 ), |s (1) | 2 = E (1) and |s (2) | 2 = E (2) . It is immediate to conclude that T 
1 as given in (38). As for T (2) j parameter E (1) E (2) x, given that T 
1 ) and T (1) (K) is the Kth order statistic of (N − 1) i.i.d. variables∼ χ 2 2 (0) as shown by Lemma 1. DefineT
Etot . We thus have p exists as an extended real number as
where (64) follows from T
1 ), and we have introduced ξ
Further, the origin belongs to the interior of D Λ = {t 1 : Λ(t 1 ) < ∞}. Therefore,T can thus be calculated as
Similarly, forT (1) (K) , its normalized logarithmic MGF exists as an extended real number as
where (70) uses the fact that T
(K) (the Kth order statistic of (N − 1) i.i.d. variables∼ χ 2 2 (0)) is statistically equivalent to K j=1 Z j , where Z j is distributed as an exponential distribution with rate parameter N −j 2 (i.e., Z j ∼ Exp( N −j 2 )) [25, Chapter 1], while (71) follows from the MGF of an exponential distributed variable. Further, the origin belongs to the interior of D Λ = {t 2 : 
With rate functions IT(1) 1 (u) and IT(1)
Using the Karush-Kuhn-Tucker conditions [31] for the minimization problem in (77), it can be shown that the infimum is attained at when u * = v * = ξ (1) 1 (N −K+1) 2 . Therefore, the decay rate function of p (1) miss is given by
(Part 2): Now considerp
and a statistical property of T (2) j was established in Lemma 2.
DefineT
Etot . We thus havep (2) 
are independent, one can first derive the rate function for each and then combine to characterize the rate function ofp (2) miss . Specifically, in similar lines of proof forT (1) 1 , it is standard to show that the rate function of T
j , we first evaluate its logarithmic MGF as
where we have
• condition (C.2) reads as
which is stronger than (C.1);
• Equation (83) follows from fact (39) of Lemma 2 and the MGF of a noncentral chi-squared distributed variable;
• Equation (85) uses the fact that T
(K+j) (the (K + j)th order statistic of (N − 1) i.i.d. variables∼ χ 2 2 (0)) is statistically equivalent to (K+j) l=1 Z l , where Z l ∼ Exp( N −l 2 ) [25, Chapter 1], and then follows from the MGF of an exponential distributed variable. Therefore, the logarithmic MGF ofT (2) j exists as an extended real number as
In addition, it is clear that 0 ∈ D Λ = {t 2 : Λ(t 2 ) < ∞}. Therefore,T
(2) j satisfies the Gartner-Ellis conditions.
By the Gartner-Ellis theorem, the rate function ofT Using the Karush-Kuhn-Tucker conditions [31] for the minimization problem in (96), it can be shown that the infimum is attained at when u * = v * = ξ (2) 1 (1+2β j ) 2 . Therefore, the decay rate function of Pr{T
Consequently, the decay rate function ofp 
which attains its maximum value 2 when j = N − K − 1.
Finally, taking the minimum of rate functions of p 
. Note that for any given N and some feasible K, the first term in Ip miss (α, K) monotonically increases as α increases, while the second term monotonically decreases as α increases.
Therefore, for any given K, Ip miss (α, K) attains its maximum when the two terms equal, i.e., ξ (1) 1
which implies that the optimal α * under a given K (i.e., α * (K)) is α * (K) = N (N − K + 1) 2(N − K) 2 + K(N − K + 1)
.
As a result, solving (P.1) boils down to finding the optimal K * for the following maximization problem (P.2): 
where the equality above attains when N − K = √ N in general. Given that K is restricted to an integer in (P.2), then the optimal K * is
and the optimal α * (K * ) is evaluated through (106) at K * . The corresponding optimal rate function can be represented as
(115)
