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LIMIT THEOREMS FOR CYLINDRICAL MARTINGALE PROBLEMS
ASSOCIATED WITH LE´VY GENERATORS
DAVID CRIENS
Abstract. We prove limit theorems for cylindrical martingale problems associated to Le´vy
generators. Furthermore, we give sufficient and necessary conditions for the Feller property of
well-posed problems with continuous coefficients. We discuss two applications. First, we derive
continuity and linear growth conditions for the existence of weak solutions to infinite-dimensional
stochastic differential equations driven by Le´vy noise. Second, we derive continuity, local bound-
edness and linear growth conditions for limit theorems and the Feller property of weak solutions
to stochastic partial differential equations driven by Wiener noise.
1. Introduction
Cylindrical martingale problems (MPs) associated with Le´vy generators can be considered as
the martingale formulation of (analytically and probabilistically) weak and mild solutions to (semi-
linear) stochastic (partial) differential equations (S(P)DEs) driven by Le´vy noise. As in the classical
finite-dimensional case, the martingale formulation gives access to weak conditions for the strong
Markov property and Girsanov-type theorems, see [3, 17]. Another application of MPs, which was
impressively exploited by Stroock and Varadhan [29] and Jacod and Shiryaev [14] in the finite-
dimensional case, are limit theorems. In this article, we show the following: A sequence of solutions
to MPs whose initial laws converge weakly and whose coefficients converge uniformly on compact
sets to continuous coefficients converge weakly to a solution of the MP associated with the limiting
initial law and the limiting coefficients. Moreover, we prove that under a uniqueness and existence
assumption on the limiting MP a localized tightness condition implies weak convergence. This
observation can be used to verify tightness under boundedness or moment conditions.
Let us mention two consequences of our observations. Following Stroock and Varadhan [29],
we call a family of solutions to a well-posed MP a Feller family (or simply Feller) if it is weakly
continuous w.r.t. their initial values. The limit theorem shows that a family of well-posed MPs
with continuous coefficients is Feller if and only if a tightness condition holds. This observation
generalizes results known for finite- and infinite-dimensional cases, see [17, 28, 29]. The limit
theorem can also be used to construct solutions to MPs from solutions of approximate MPs and
hence provides existence results in the spirit of Skorokhod’s theorem for finite-dimensional SDEs.
For illustration we discuss two applications: First, we derive an existence theorem for weak
solutions to infinite-dimensional SDEs of the type
dYt = b(Yt−)dt+ σ(Yt−)dWt +
∫
v(x, Yt−)(p− q)(dx, dt), (1.1)
whereW is a cylindrical Brownian motion and p−q is a compensated Poisson random measure. To
explain our result in more detail, let J be a positive symmetric compact operator on a separable
Hilbert space B. Under the assumption that b, σ and v satisfy a continuity and local boundedness
assumption on B and a linear growth condition on J(B), we show that the SDE (1.1) has a weak
solution with values in B.
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For our second application we consider MPs corresponding to stochastic evolution equations of
the form
dYt = (AYt + b(Yt)) dt+ σ(Yt)dWt, (1.2)
where A is the generator of a compact C0-semigroup. We adapt the compactness method from [10]
to show that a localized version of tightness holds if the non-linearities satisfy local boundedness
conditions. It follows from this observation that solution families to well-posed diffusion-type MPs
with continuous and locally bounded non-linearities are Feller. To the best of our knowledge,
this result is new. In addition, we derive limit theorems either under a well-posedness and a
local boundedness condition or a uniqueness and a linear growth condition. Our results apply, for
instance, to non-linear stochastic heat equations.
Next, we comment on related literature in infinite-dimensional frameworks. For settings allowing
jumps we are only aware of limit theorems for semimartingales given in [34]. We also think that the
literature contains no existence result for infinite-dimensional SDEs with jumps which is compara-
ble to ours. For continuous noise an existence theorem similar to ours was given in [11]. We stress
that the setting in [11] is not necessarily Markovian. Our result strengthens the Markovian version
of the theorem from [11] by replacing one of the linear growth conditions with a local boundedness
condition. A limit theorem for diffusions under a tightness and local boundedness condition can
be found in [17]. Our result extends the theorem from [17] by showing that the tightness is im-
plied by a well-posedness assumption. Under well-posedness, continuity, linear growth and moment
conditions on the initial laws, limit theorems for time-inhomogeneous SPDEs driven by Wiener
noise were proven in [26]. For the time-homogeneous case we extend these results by replacing the
linear growth conditions with local boundedness conditions and confirm the conjecture from [26]
that no moment assumption on the initial laws is needed. The Feller property of S(P)DEs with
Wiener noise is under frequent investigation. We mention two related papers: [18, 21]. In [18] the
martingale formulation is used to identify the transition semigroup of the studied Cauchy problem,
while the core argument is based on a perturbation result for semigroups. The approach in [21] is
based on Girsanov’s theorem.
The article is structured as follows: In Section 2 we introduce the MP, following the exposition
given in [3]. In Section 3 we state our main results, in Section 4 we discuss the existence of weak
solutions to SDEs of the type (1.1) and in Section 5 we discuss the diffusion case. The proofs are
collected in Section 6.
2. Cylindrical Martingale Problems
Let (B, ‖ · ‖) be a real separable reflexive Banach space, which we equip with its norm topology,
and let B∗ be its (topological) dual, which we equip with the operator norm ‖ · ‖o and the corre-
sponding topology. It is well-known that (B∗, ‖ · ‖o) is also a real separable reflexive Banach space.
For x∗ ∈ B∗ and x ∈ B we write
x∗(x) , 〈x, x∗〉.
We define Ω to be the Skorokhod space of all ca`dla`g functions α : R+ → B and equip it with
the Skorokhod topology, which turns it into a Polish space, see [8, 14]. The coordinate process X
on Ω is defined by Xt(α) = α(t) for all α ∈ Ω and t ≥ 0. Moreover, we set
F , σ(Xs, s ≥ 0), Ft , σ(Xs, s ∈ [0, t]), F , (Ft)t≥0.
It is well-known that F is the Borel σ-field on Ω. Except otherwise stated, all terms such as stopping
time, martingale, local martingale etc. refer to F as the underlying filtration.
For a stopping time ξ we write
Fξ ,
{
A ∈ F : A ∩ {ξ ≤ t} ∈ Ft for all t ≥ 0
}
,
which is easily seen to be a σ-field.
An operator Q : B∗ → B is called positive if 〈Qx∗, x∗〉 ≥ 0 for all x∗ ∈ B∗ and symmetric if
〈Qx∗, y∗〉 = 〈Qy∗, x∗〉 for all x∗, y∗ ∈ B∗. We denote by S+(B∗,B) the set of all linear, bounded,
positive and symmetric operators B∗ → B. For a topological space E we denote the corresponding
Borel σ-field by B(E).
LIMIT THEOREMS FOR MARTINGALE PROBLEMS 3
Next, we introduce the parameters for the martingale problem:
(i) Let A : D(A) ⊂ B→ B be a linear, densely defined and closed operator. Here,D(A) denotes
the domain of the operator A.
(ii) Let b : B → B be Borel and such that for all bounded sequences (y∗n)n∈N ⊂ B∗ and all
bounded sets G ⊂ B it holds that
sup
n∈N
sup
x∈G
|〈b(x), y∗n〉| <∞.
(iii) Let a : B → S+(B∗,B) be bounded on bounded subsets of B and Borel, i.e. x 7→ a(x)y∗ is
Borel for all y∗ ∈ B∗. Here, bounded refers to the operator norm.
(iv) Let K be a Borel transition kernel from B into B, such that for all bounded sequences
(y∗n)n∈N ⊂ B∗, all bounded sets G ⊂ B and all ǫ > 0 it holds that
sup
n∈N
sup
x∈G
∫
B
1{‖y‖≤ǫ}|〈y, y∗n〉|2K(x, dy) <∞,
sup
x∈G
K(x, {z ∈ B : ‖z‖ ≥ ǫ}) <∞,
and K(·, {0}) = 0.
(v) Let η be a probability measure on (B,B(B)).
Let A∗ be the Banach adjoint of A and let C2c (R
d) be the set of twice continuously differentiable
functions Rd → R with compact support. The set of test functions for the MP is given by the
following:
C , {g(〈·, y∗1〉, . . . , 〈·, y∗n〉) : g ∈ C2c (Rn), y∗1 , . . . , y∗n ∈ D(A∗), n ∈ N}.
If g is twice continuously differentiable and f = g(〈·, y∗1〉, . . . , 〈·, y∗n〉), we write ∂if for the partial
derivative
(∂ig)(〈·, y∗1〉, . . . , 〈·, y∗n〉)
and ∂2ijf for the partial derivative
(∂2ijg)(〈·, y∗1〉, . . . , 〈·, y∗n〉).
A bounded Borel function h : B → B is called truncation function if there exists an ǫ > 0 such
that h(x) = x for all x ∈ B with ‖x‖ ≤ ǫ. Throughout the article we fix a truncation function h.
For f = g(〈·, y∗1〉, . . . , 〈·, y∗n〉) ∈ C we set
Kf(x) ,
n∑
i=1
(〈x,A∗y∗i 〉+ 〈b(x), y∗i 〉)∂if(x) +
1
2
n∑
i=1
n∑
j=1
〈a(x)y∗i , y∗j 〉∂2ijf(x)
+
∫
B
(
f(x+ y)− f(x) −
n∑
i=1
〈h(y), y∗i 〉∂if(x)
)
K(x, dy).
(2.1)
We are in the position to define the martingale problem.
Definition 1. We call a probability measure P on (Ω,F) a solution to the martingale problem
(MP) (A, b, a,K, η), if the following hold:
(i) P ◦X−10 = η.
(ii) For all f ∈ C the process
Mf , f(X)− f(X0)−
∫ ·
0
Kf(Xs−)ds (2.2)
is a local P -martingale.
The set of solutions is denoted by M(A, b, a,K, η). We say that the MP is well-posed, if there
exists a unique solution for all degenerated initial laws, i.e. for all η = εx, x ∈ B, where εx is the
Dirac measure on x ∈ B.
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For reader’s convenience, we have collected some important results for MPs in Appendix A. In
particular, due to Proposition 3 in Appendix A, the set
D , {g(〈·, y∗〉) : g ∈ C2c (R), y∗ ∈ D(A∗)} ⊂ C
determines the solutions of a MP and, due to Proposition 4 in Appendix A, if P ∈M(A, b, a,K, η),
then Mf is a local P -martingale for all
f ∈ B , {g(〈·, y∗〉) : g ∈ C2b (R), y∗ ∈ D(A∗)}, (2.3)
where C2b (R) denotes the set of bounded twice continuously differentiable functions with bounded
gradient and bounded Hessian matrix.
3. Limit Theorems for Cylindrical Martingale Problems
In this section we state our main results. We start with the limit theorem as described in
the introduction. Let us stress that we implicitly assume that all coefficients to MPs satisfy the
assumptions introduced in the previous section. We formulate three conditions:
(M1) The map x 7→ Kf(x) is continuous for all f ∈ D. Here, K is defined as in (2.1).
(M2) Define Bn as in (2.3) with A∗ replaced by (An)∗ and define Kn as in (2.1) with (A, b, a,K)
replaced by (An, bn, an,Kn). For all f ∈ D there exists a sequence (fn)n∈N with fn ∈ Bn
such that for all m ∈ N
sup
n∈N
sup
x∈B
∣∣fn(x)∣∣ + sup
n∈N
sup
‖x‖≤m
∣∣Knfn(x)∣∣ <∞, (3.1)
and ∣∣fn − f ∣∣+ ∣∣Knfn −Kf ∣∣→ 0
as n→∞ uniformly on compact subsets of B.
(M3) ηn → η weakly as n→∞.
We are in the position to state the first main result of this article.
Theorem 1. For all n ∈ N let Pn be a solution to the MP (An, bn, an,Kn, ηn) and assume that
(M1), (M2) and (M3) hold. If P is a probability measure on (Ω,F) such that Pn → P weakly as
n→∞, then P solves the MP (A, b, a,K, η).
The proof is given in Section 6.1 below. For diffusions a related result is given by [17, Lemma
4.3]. As a first corollary we give an existence result under a tightness condition and a convergence
result under a uniqueness assumption.
Corollary 1. For all n ∈ N let Pn be a solution to the MP (An, bn, an,Kn, ηn) and assume that
(M1), (M2) and (M3) hold.
(i) If (Pn)n∈N is tight, then the MP (A, b, a,K, η) has a solution.
(ii) If (Pn)n∈N is tight and the MP (A, b, a,K, η) has at most one solution, then MP (A, b, a,K, η)
has a unique solution P and Pn → P weakly as n→∞.
Proof: (i). Because (Pn)n∈N is tight, we can extract a weakly convergent subsequence due to Pro-
horov’s theorem. Due to Theorem 1, the limit point of this subsequence solves the MP (A, b, a,K, η).
(ii). Due to Theorem 1, any accumulation point of (Pn)n∈N is a solution to the MP (A, b, a,K, η).
Thus, because this MP is assumed to have at most one solution, we conclude that all accumulation
points coincide with the unique solution P and Pn → P weakly as n→∞ follows from [1, Theorem
2.6]. 
As a second corollary, we obtain a characterization of the Feller property of MPs. It can be
viewed as a generalization of [17, Corollary 4.4] to a setup including jumps.
Corollary 2. Assume that (M1) holds and that for all x ∈ B the MP (A, b, a,K, εx) has a unique
solution Px. Then, the following are equivalent:
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(i) The family {Px, x ∈ B} is Feller, i.e. x 7→ Px is weakly continuous, which means that
Pxn → Px weakly as n→∞ whenever xn → x as n→∞.
(ii) For all sequences (xn)n∈N ⊂ B with xn → x ∈ B as n→∞, the sequence (Pxn)n∈N is tight.
Proof: The implication (i)⇒ (ii) is due to Prohorov’s theorem and the implication (ii)⇒ (i) follows
from Corollary 1 and Proposition 4 in Appendix A. 
Remark 1. If x 7→ Px is Borel, the following are equivalent:
(i) The family {Px, x ∈ B} is Feller.
(ii) The map η 7→ ∫ Pxη(dx) is weakly continuous, i.e. ∫ Pxηn(dx) → ∫ Pxη(dx) weakly as
n→∞ whenever ηn → η weakly as n→∞.
This fact is noteworthy, because in case for all x ∈ B the MP (A, b, a,K, εx) has a unique solution
Px, the map x 7→ Px is Borel and
∫
Pxη(dx) is the unique solution to the MP (A, b, a,K, η), see
Proposition 5 in Appendix A.
Many conditions for tightness include boundedness or moment conditions. In such cases, it might
be easier to consider a localized version of (Pn)n∈N. We introduce the stopping time
τz(α) , inf(t ≥ 0: ‖α(t−)‖ ≥ z or ‖α(t)‖ ≥ z), z ≥ 0, α ∈ Ω, (3.2)
see [8, Proposition 2.1.5]. As the following theorem shows, if a good candidate for the limit of
(Pn)n∈N exists, it suffices to show tightness for the localized sequences (P
n ◦ X−1·∧τm)n∈N and all
m ∈ N. In Section 5 below we use this observation together with the compactness method from
[10] to deduce mild conditions for the Feller property of diffusion-type MPs and limit theorems.
Theorem 2. For all n ∈ N let Pn be a solution to the MP (An, bn, an,Kn, ηn) and assume that
(M1), (M2) and (M3) hold. If for all x ∈ B the MP (A, b, a,K, εx) has a unique solution Px and
for all m ∈ N the sequence (Pn ◦X−1·∧τm)n∈N is tight, then the map x 7→ Px is Borel,
∫
Pxη(dx) is
the unique solution to the MP (A, b, a,K, η) and Pn → ∫ Pxη(dx) weakly as n→∞.
The proof is given in Section 6.2 below. In general, tightness of stochastic processes is well-
studied. Sufficient and necessary conditions in various settings can be found in [8, 15, 23, 34]. A
frequently used condition is the following version of Aldous’s tightness criterion.
Proposition 1. Let (Pn)n∈N be a sequence of probability measures on (Ω,F) such that the following
hold:
(i) For all t ≥ 0 the sequence (Pn ◦X−1t )n∈N is tight.
(ii) For all ǫ > 0,M ∈ N and all sequences (ρn, hn)n∈N, where (ρn)n∈N is a sequence of stopping
times such that supn∈N ρn ≤ M and (hn)n∈N ∈ (0,∞) is a sequence such that hn → 0 as
n→∞, we have
lim
n→∞
Pn
(
‖Xρn+hn −Xρn‖ ≥ ǫ
)
= 0.
Then, (Pn)n∈N is tight.
Proof: See [31, Theorem 6.8] and [19, Corollary p. 120]. 
We illustrate an application of this proposition and Corollary 1 in the next section.
4. Existence of Weak Solutions to Jump-Diffusion SDEs
In this section we apply our results in a semimartingale setting. Namely, we give continuity and
linear growth conditions for the existence of weak solutions to jump-diffusion SDEs of the type
dYt = b(Yt−)dt+ σ(Yt−)dWt +
∫
v(x, Yt−)(p− q)(dx, dt), (4.1)
where W is a cylindrical standard Brownian motion and p− q is a compensated Poisson random
measure (see [14, Section II.1]).
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We assume that B is a separable Hilbert space. Moreover, let (E, E) be a Blackwell space (see
[14, Section II.1.a]; any Polish space with its Borel σ-field is a Blackwell space), H be a second
separable Hilbert spaces and q = dt ⊗ F be the compensator of a Poisson random measure on
R+×E (see [14, Theorem II.1.8]). The norm of B is denoted by ‖ · ‖B and the corresponding scalar
product is denoted by 〈·, ·〉B.
Let J : B→ B be a compact operator of the form
Jx =
∞∑
i=1
λi〈x, hi〉Bhi, x ∈ B, λk > 0 for all k ∈ N,
where supk∈N λk < ∞ and (hk)k∈N is an orthonormal basis of B. Symmetric positive compact
operators are always of this form except that the coefficients λk are not necessarily strictly positive,
see [32, Theorem VI.3.2]. We also define J−1 : J(B)→ B by
J−1x ,
∞∑
i=1
1
λi
〈x, hi〉Bhi, x ∈ J(B).
Equipped with the scalar product 〈·, ·〉K , 〈J−1 · , J−1 · 〉B the space K , J(B) becomes a separable
Hilbert space with orthonormal basis (ek)k∈N , (λkhk)k∈N, see [20, Proposition C.0.3]. We denote
the corresponding norm by ‖ ·‖K. As always, we identify B,H and K with their (topological) duals.
Lemma 1. The embedding ι : K →֒ B is compact.
Proof: Fix a bounded sequence (yn)n∈N ⊂ K. There exists a sequence (xn)n∈N ⊂ B such that
yn = Jxn for n ∈ N. Because
‖yn‖K = ‖J−1Jxn‖B = ‖xn‖B,
the sequence (xn)n∈N is bounded in B. Consequently, because J is compact, the sequence (yn)n∈N =
(Jxn)n∈N has a convergent subsequence in B. This shows that ι is compact. 
The space of all Hilbert-Schmidt operators H→ K is denote by L2(H,K) and the corresponding
Hilbert-Schmidt norms is denoted by ‖ · ‖HS(K). As always, we denote the space of linear bounded
operators H→ B by L(H,B). In case the image and preimage spaces are not B and H the notation
is analogously. The operator norm on L(H,B) is denoted by ‖ · ‖L(B).
Theorem 3. Let b : B→ B, σ : B→ L(H,B) and v : E × B→ B be measurable maps such that the
following hold:
(i) b(K) ⊂ K, σ(K) ⊂ L2(H,K) and v(E ×K) ⊂ K.
(ii) For all y ∈ E the maps
B ∋ x 7→ b(x), σ(x), v(y, x)
are continuous. For σ we mean continuity in the operator norm ‖ · ‖L(B).
(iii) There exists a Borel function γ : E → R+ such that
∫
E
γ2(y)F (dy) < ∞ and a constant
L ∈ (0,∞) such that for all y ∈ E and x ∈ K
‖b(x)‖K + ‖σ(x)‖HS(K) ≤ L
(
1 + ‖x‖K
)
, (4.2)
‖v(y, x)‖K ≤ γ(y)
(
1 + ‖x‖K
)
.
Moreover, for all bounded sets B ⊂ B we have
sup
x∈B
‖b(x)‖B + sup
x∈B
‖σ(x)‖L(B) <∞, (4.3)
and there exists a Borel function ζB : E → R+ such that
∫
E
ζ2B(z)F (dz) <∞ and
sup
x∈B
‖v(y, x)‖B ≤ ζB(y) (4.4)
for all y ∈ E.
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For all probability measures η on (K,B(K)) there exists a solution to the MP (0, µ, a,K, η ◦ ι−1),
where for all x ∈ B
µ(x) , b(x) +
∫
E
(
h(v(y, x)) − v(y, x))F (dy),
a(x) , σ(x)σ(x)∗ ,
K(x,G) ,
∫
E
1G\{0}(v(y, x))F (dy), G ∈ B(B),
and σ(x)∗ ∈ L(B,H) denotes the adjoint of σ(x) ∈ L(H,B).
We prove this theorem in Section 6.3 below. Lipschitz conditions for the existence of (pathwise)
unique solutions to SDEs of the type (4.1) can be found in [9, 22]. A version of Theorem 3 for
SDEs driven by Wiener noise is given in [11]. We are not aware of any result in the direction of
Theorem 3 which allows Le´vy noise.
Remark 2. (i) In case B is finite-dimensional it is possible to take J = Id. Then, Theorem 3
boils down to a classical Skorokhod-type existence result for jump-diffusion SDEs.
(ii) Because there exists an ǫ > 0 such that h(x) = x for all x ∈ B : ‖x‖ ≤ ǫ, there exists a
constant l > 0 such that ‖h(x)−x‖B ≤ l‖x‖2B. Thus, (4.3) and (4.4) imply that µ as defined
in Theorem 3 satisfies
sup
x∈G
‖µ(x)‖B <∞, G ⊂ B bounded.
(iii) Note that for T ∈ L2(H,K) we have
‖T ‖HS(K) =
∞∑
i=1
∞∑
j=1
〈Tui, ej〉2K
=
∞∑
i=1
∞∑
j=1
〈J−1Tui, J−1ej〉2B
=
∞∑
i=1
∞∑
j=1
〈J−1Tui, hj〉2B
= ‖J−1T ‖HS(B),
where (uk)k∈N is an orthonormal basis of H. Thus, (4.2) is implied by the linear growth con-
dition (iii′) as defined in [11, Remark 2]. In Theorem 3 the second linear growth condition
(ii′) from [11, Remark 2] is weakened to the local boundedness assumption (4.3).
Let us comment on the idea of proof. The argument is based on Corollary 1, i.e. we construct
an approximation sequence and verify its tightness via Aldous’s tightness criterion, see Proposition
1. In infinite-dimensional Hilbert spaces closed balls are not compact and, consequently, moment
bounds do not imply tightness. To overcome this problem we construct the approximation sequence
on the smaller Hilbert space K. Because K is compactly embedded in B, moment bounds for the
approximation sequence on K imply tightness on the larger Hilbert space B.
5. A Diffusion Setting
In this section we discuss the diffusion case as an important special case of our setting.
5.1. The Setup. We slightly adjust our setup. Let Ω be the space of all continuous functions
R+ → B, where B is assumed to be a separable Hilbert space. As usual, we identify B with its
(topological) dual and equip Ω with the local uniform topology. We set X,F and F = (Ft)t≥0 as
in Section 2. Also in this case, F is the Borel σ-field on Ω. We define τz as in Section 2. Due to
the continuous paths of X we have
τz = inf(t ≥ 0: ‖Xt‖ ≥ z).
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For diffusions the coefficient K is not relevant and we remove it from all notations. The MP is
defined as in Definition 1. Due to [8, Problem 25, p. 153], Theorems 1 and 2 also hold in this
setting.
Let H be a second separable Hilbert space and let bn and an be as follows:
(a) The coefficients bn : B→ B are Borel.
(b) The coefficients an : B → S+(B,B) have decompositions an = σn(σn)∗, where σn : B →
L(H,B) is Borel.
Next, we define conditions on the coefficients (bn)n∈N and (a
n)n∈N.
(A1) For all bounded sets G ⊂ B
sup
n∈N
sup
x∈G
‖bn(x)‖ + sup
n∈N
sup
x∈G
‖σn(x)‖HS <∞. (5.1)
(A2) There exists a constant K > 0 such that for all x ∈ B and all n ∈ N
‖bn(x)‖ + ‖σn(x)‖HS ≤ K
(
1 + ‖x‖). (5.2)
(A3) For all bounded sets G ⊂ B
sup
n∈N
sup
x∈G
‖bn(x)‖ + sup
n∈N
sup
x∈G
‖σn(x)‖o <∞, (5.3)
where ‖ · ‖o denotes the operator norm.
(A4) There exists a constant K > 0 such that for all x ∈ B and all n ∈ N
‖bn(x)‖ + ‖σn(x)‖o ≤ K
(
1 + ‖x‖). (5.4)
It is clear that
(A2)⇒ (A1),
(A4)⇒ (A3).
Recall that a C0-semigroup (St)t≥0 is called compact if St is a compact operator for all t > 0.
Note that a C0-semigroup with generator A is compact if and only if it is continuous on (0,∞)
in the uniform operator topology and the resolvent of A is compact, see [24, Theorem 3.3, p. 48].
In particular, by [24, (2.5), p. 235], an analytic semigroup (see [24, Definition 5.1, p. 60]) whose
generator has a compact resolvent is compact.
We also formulate conditions on the linearity A:
(A5) The operator A is the generator of a compact C0-semigroup.
(A6) The operator A is the generator of a C0-semigroup (St)t≥0 and there exists a λ ∈ (0, 12 )
and an ǫ > 0 such that ∫ ǫ
0
t−2λ‖St‖2HSdt <∞. (5.5)
Lemma 2. (i) (A6) ⇒ (A5).
(ii) If (5.5) holds for some ǫ > 0, then (5.5) holds for all ǫ > 0.
Proof: (i). Fix t > 0 and note that, due to (5.5), we find an s ∈ (0, t) such that Ss is Hilbert-Schmidt.
Thus, the operator St is Hilbert-Schmidt, because it is the product of the bounded operator St−s
and the Hilbert-Schmidt operator Ss. We conclude that St is compact.
(ii). Suppose that (5.5) holds for ǫ > 0 and let T > ǫ. There exists an s ∈ (0, ǫ) such that Ss
is Hilbert-Schmidt. Moreover, because (St)t≥0 is a C0-semigroup, there are constants M ≥ 1 and
α ≥ 0 such that ‖St‖o ≤Meαt for all t ≥ 0, see [24, Theorem 2.2, p. 4]. We obtain that∫ T
0
t−2α‖St‖2HSdt ≤
∫ ǫ
0
t−2α‖St‖2HSdt+
∫ T
ǫ
t−2α‖Ss‖2HSM2e2α(t−s)dt
≤
∫ ǫ
0
t−2α‖St‖2HSdt+ (T − ǫ)ǫ−2α‖Ss‖2HSM2e2α(T−s) <∞.
This completes the proof. 
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5.2. A Tightness Condition. Next, we study tightness of the sequence (Pn ◦X−1·∧τm)n∈N when
Pn ∈M(A, bn, an, ηn). A proof for the following proposition can be found in Section 6.4 below.
Proposition 2. Let m ∈ [0,∞] and assume one of the following:
(i) m <∞, (A1) and (A5) hold.
(ii) m <∞, (A3) and (A6) hold.
(iii) m =∞, (A2) and (A5) hold.
(iv) m =∞, (A4) and (A6) hold.
If Pn ∈M(A, bn, an, ηn) and the sequence (ηn)n∈N is tight, then (Pn ◦X−1·∧τm)n∈N is tight.
Remark 3. (i) Because τ∞ = ∞, Proposition 2 includes a tightness criterion for the global
sequence (Pn)n∈N as well as for the localizations (P
n ◦X−1·∧τm)n∈N. Part (iii) of Proposition
2 is known, see [26, Remark 3.2, Lemma 3.3].
(ii) The proof of Proposition 2 uses the compactness method from [10], which is based on the
compactness of the generalized Riemann-Liouville operator and the factorization formula
introduced in [5]. In the presence of jumps, the image space of the generalized Riemann-
Liouville operator is not suitable anymore and the factorization formula might fail, see [25,
Section 11.4] for comments.
(iii) Continuity and linear growth conditions for the existence of solutions to MPs can be found
in [10].
5.3. Corollaries. In this section we collect corollaries to the results from Section 3 and Proposition
2. Let b : B → B and a : B → S+(B,B) be Borel maps such that a = σσ∗ for a Borel map
σ : B→ L(H,B). We formulate the following conditions:
(A7) For all y∗ ∈ D(A∗) the maps
x 7→ 〈b(x), y∗〉, 〈a(x)y∗, y∗〉
are continuous.
(A8) For all bounded sets G ⊂ B
sup
x∈G
‖b(x)‖+ sup
x∈G
‖σ(x)‖HS <∞.
(A9) For all bounded sets G ⊂ B
sup
x∈G
‖b(x)‖+ sup
x∈G
‖σ(x)‖o <∞.
Corollary 3. Suppose that one of the following holds:
(i) (A5), (A7) and (A8) hold.
(ii) (A6), (A7) and (A9) hold.
If for all x ∈ B the MP (A, b, a, εx) has the unique solution Px, then {Px, x ∈ B} is Feller.
Proof: Let (xn)n∈N ⊂ B and x ∈ B such that xn → x as n→∞. Due to Proposition 2, the sequence
(Pxn ◦X−1·∧τm)n∈N is tight for all m ∈ N and it follows from Theorem 2 that Pxn → Px weakly as
n→∞. We conclude that the family {Px, x ∈ B} is Feller. 
This observation generalizes the classical result for the finite-dimensional case given in [29, Corol-
lary 11.1.5] and it extends the infinite-dimensional result [17, Corollary 4.4] by replacing the tight-
ness assumption with explicit conditions implying it. We also formulate the following condition:
(A10) For all y∗ ∈ D(A∗) we have 〈bn, y∗〉 → 〈b, y∗〉, 〈any∗, y∗〉 → 〈ay∗, y∗〉 as n→ ∞ uniformly
on compact subsets of B.
Corollary 4. Let Pn ∈M(A, bn, an, ηn) for all n ∈ N and suppose that one of the following holds:
(i) (A1), (A5), (A7), (A9) and (A10) hold.
(ii) (A3), (A6), (A7), (A9) and (A10) hold.
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If for all x ∈ B the MP (A, b, a, εx) has a unique solution Px, then x 7→ Px is Borel,
∫
Pxη(dx) is
the unique solution to the MP (A, b, a, η) and Pn → ∫ Pxη(dx) weakly as n→∞ whenever ηn → η
weakly as n→∞.
Proof: This follows from Proposition 2 and Theorem 2. 
Corollary 4 is a generalization of the classical finite-dimensional result [29, Theorem 11.1.4] and it
extends the related infinite-dimensional result [17, Lemma 4.3] via explicit conditions for tightness.
Part (i) of Corollary 4 can be compared to [26, Theorems 2.1] and part (ii) can be compared to
[26, Theorem 2.3]. We stress that time-inhomogeneous SPDEs were studied in [26]. For the time-
homogeneous case the assumptions in [26, Theorems 2.1 and 2.3] are the following:
(H1) For all initial laws η the MP (A, b, a, η) has at most one solution.
(H2) For all y ∈ B the families {〈b, y〉, 〈bn, y〉 : n ∈ N} and {〈ay, y〉, 〈any, y〉 : n ∈ N} are uni-
formly equicontinuous on all open and bounded subsets of B.
(H3) The convergence in (A10) holds pointwise.
(H4) (A2) respectively (A4) holds and a similar linear growth condition also holds for b and a.
(H5) The initial laws {η, ηn : n ∈ N} satisfy a moment condition and ηn → η weakly as n→∞.
(H6) (A5) respectively a condition comparable to (A6) holds, see [10, Remark 3] and [26, Remark
2.3].
In view of [26, Remark 2.1], the MP (A, b, a) is well-posed under the assumptions of [26, Theorems
2.1 and 2.3]. Because for equicontinous families the topologies of pointwise and local uniform
convergence coincide (see, e.g., [27, Lemma 11.3.11]), (H2) and (H3) imply (A7) and (A10). In
[26, Remark 2.2] it was conjectured that the moment assumption in (H5) is not necessary and
only required by the method of identifying the limit. Indeed, the martingale problem method does
not need such an assumption and, consequently, in Corollary 4 no moment condition on the initial
laws is imposed. Moreover, instead of (H4), Corollary 4 contains only the weaker local boundedness
assumptions (A1) and (A9) or (A3) and (A9). We formulate one last condition:
(A11) The MP (A, b, a, η) has at most one solution.
In the following corollary we replace the well-posedness assumption in Corollary 4 by a linear
growth condition and a uniqueness assumption for the limiting MP.
Corollary 5. Let Pn ∈M(A, bn, an, ηn) for all n ∈ N and suppose that one of the following holds:
(i) (A2), (A5), (A7), (A9), (A10) and (A11) hold.
(ii) (A4), (A6), (A7), (A9), (A10) and (A11) hold.
If ηn → η weakly as n→∞, then there exists a unique solution P to the MP (A, b, a, η) such that
Pn → P weakly as n→∞.
Proof: This follows from Proposition 2 and Corollary 1. 
Remark 4. Condition (A11) holds for instance under local Lipschitz conditions. Another possi-
bility to obtain conditions for uniqueness and well-posedness is to use Girsanov’s theorem, see [3]
and Lemma 3 below.
5.4. Examples. In the following we present an example for an application of Corollary 3 and
examples for cases where the assumptions (A5) and (A6) are satisfied.
Example 1. Assume that B = H, that σ = Id, that (A6) holds and that for all x ∈ B
‖b(x)‖ ≤ const. (1 + ‖x‖).
Furthermore, assume that x 7→ 〈b(x), y〉 is continuous for all y ∈ B. The MP (A, b, a) corresponds
to the Cauchy problem
dYt = (AYt + b(Yt))dt+ dWt,
where W is a cylindrical standard Brownian motion. In this case, we have the following:
Lemma 3. The MP (A, b, a) is well-posed.
LIMIT THEOREMS FOR MARTINGALE PROBLEMS 11
Proof: Let x ∈ B. The MPs (A, b, a, εx) and (A, 0, a, εx) have solutions due to [10, Theorem 2].
Because Ornstein-Uhlenbeck processes have a unique law, the MP (A, 0, a, εx) satisfies uniqueness.
Now, [3, Proposition 3.7] yields that also the MP (A, b, a, εx) satisfies uniqueness. 
The previous lemma can be compared to [4, Theorem 13], where a similar result is shown. Let
Px be the unique solution to the MP (A, b, a, εx). The following is a consequence of Corollary 3
and Lemma 3.
Corollary 6. The family {Px, x ∈ B} is Feller.
In [21] it is shown that for all t > 0 and all bounded weakly sequentially continuous functions
f : B → R the map x 7→ Ex[f(Xt)] is weakly sequentially continuous, too. The proof is based on
the observation that the sequential Feller property is preserved by Girsanov’s theorem.
Example 2. Let O be a bounded domain in Rd with smooth boundary and m ∈ N. We take
B , L2(O). For any multiindex α with |α| ≤ 2m let γα : clRd(O) → R be a sufficiently smooth
function. We define the differential operator
Af(x) ,
∑
|α|≤2m
γα(x)(∂
αf)(x), x ∈ O,
for
f ∈ D(A) , H2m(O) ∩Hm0 (O).
Moreover, we assume that there exists a constant C > 0 such that
(−1)m+1
∑
|α|=2m
γα(x)ξ
α ≥ C|ξ|2m
for all x ∈ O and ξ ∈ Rd. Due to [24, Theorem 2.7, p. 211], the operator A generates an analytic
semigroup on B.
(i) In case m = 1 the resolvent of A is compact, see [6, Remark A.28], and A generates a
compact C0-semigroup, i.e. (A5) holds.
(ii) In case 2m > d it has been noted in [10, Example 3] that there exists a ρ ∈ (0, 12 ) such
that (−A)−ρ is Hilbert Schmidt and, due to [10, Remark 3], this implies that (A6) holds.
In particular, if d = 1 and A is the Laplacian, then (A6) holds.
6. Proofs
6.1. Proof of Theorem 1. For α ∈ Ω we introduce the following sets:
V (α) , {t > 0: τt(α) < τt+(α)} ,
V ′(α) , {t > 0: α(τt(α)) 6= α(τt(α)−) and ‖α(τt(α)−)‖ = t} .
We stress that τt+ is well-defined, because t 7→ τt is increasing. Due to [8, Problem 13, p. 151] and
[14, Propositions VI.2.11], the map α 7→ τt(α) is continuous at each point α such that t 6∈ V (α).
Furthermore, using [8, Theorem 3.6.3, Remark 3.6.4] instead of [14, Theorem VI.1.14 b)], we can
argue as in the proof of [14, Proposition VI.2.12] and obtain that the map α 7→ α(· ∧ τt(α)) is
continuous at each point α such that t 6∈ V (α)∪V ′(α). It follows as in the proof of [14, Proposition
IX.1.17] that the set {
t ≥ 0: P ({α ∈ Ω: t ∈ V (α) ∪ V ′(α)}) > 0}
is at most countable. Therefore, we can choose λm ∈ [m− 1,m] such that
P
({
α ∈ Ω: λm ∈ V (α) ∪ V ′(α)
})
= 0. (6.1)
We summarize:
α 7→ τλm(α), X·∧τλm (α)(α) are continuous up to a P -null set. (6.2)
Next, we show that the process Mf·∧τλm is a P -martingale for all f ∈ D. Fix an f ∈ D and let
(fn)n∈N be the corresponding sequence as in (M2). Define M
fn as in (2.2) with f replaced by
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fn and Kf replaced by Knfn. Due to Proposition 4 in Appendix A, the process Mfn·∧τλm is a
Pn-martingale. We claim the following: There exists a dense set D ⊂ R+ such that the following
hold:
(a) For any bounded sequence (tn)n∈N ⊂ D and any t ∈ D we have
sup
n∈N
sup
α∈Ω
∣∣Mf
tn∧τλm(α)
(α)
∣∣ + sup
n∈N
sup
α∈Ω
∣∣Mfnt∧τλm(α)(α)| <∞.
(b) For all t ∈ D the map α 7→Mf
t∧τλm(α)
(α) is continuous up to a P -null set.
(c) For all t ∈ D and all compact sets K ⊂ Ω we have
sup
α∈K
∣∣∣Mfnt∧τλm(α)(α) −Mft∧τλm(α)(α)∣∣∣→ 0
as n→∞.
Before we check these properties, we show that they imply that the process Mf is a local P -
martingale. Let t ∈ D and k : Ω → R be bounded and continuous. In this case, (a) and (b) imply
that the map
α 7→ k(α)Mf
t∧τλm(α)
(α)
is bounded and continuous up to a P -null set. Therefore, by the continuous mapping theorem,
Pn → P weakly as n→∞ yields that
EP
n
[
kM
f
t∧τλm
]
→ EP
[
kM
f
t∧τλm
]
as n→∞. Fix ε > 0 and denote
c , max
(
sup
α∈Ω
∣∣k(α)∣∣, sup
α∈Ω
∣∣k(α)Mf
t∧τλm (α)
(α)
∣∣, sup
n∈N
sup
α∈Ω
∣∣k(α)Mfn
t∧τλm (α)
(α)
∣∣, 1).
Note that 1 ≤ c <∞ by (a). Because (Pn)n∈N is tight, we find a compact set K ⊂ Ω such that
sup
n∈N
Pn(Kc) ≤ ε
4c
.
Using (c) we find an N ∈ N such that for all n ≥ N
EP
n
[∣∣∣kMfnt∧τλm − kMft∧τλm ∣∣∣] ≤ 2c sup
m∈N
Pm(Kc) + c sup
α∈K
∣∣Mfn
t∧τλm(α)
(α)−Mf
t∧λm(α)
(α)
∣∣
≤ ε
2
+
ε
2
= ε.
Therefore, using the triangle inequality, we obtain that
EP
n
[
kM
fn
t∧τλm
]
→ EP
[
kM
f
t∧τλm
]
as n→∞.
Take s, t ∈ R+ with s < t. Since D is dense in R+ we find two sequences (sn)n∈N, (tn)n∈N ⊂ D
with sn ց s and tn ց t as n → ∞. For any bounded, continuous and Fs-measurable function
k : Ω→ R we have
EP
[
k
(
M
f
t∧τλm
−Mfs∧τλm
)]
= lim
i→∞
EP
[
k
(
M
f
ti∧τλm
−Mfsi∧τλm
)]
= lim
i→∞
lim
n→∞
EP
n
[
k
(
M
fn
ti∧τλm
−Mfnsi∧τλm
)]
= lim
n→∞
EP
n
[
k
(
M
fn
s∧τλm
−Mfns∧τλm
)]
= 0,
by the dominated convergence theorem, which we can apply due to (a), the right-continuity of
M
f
·∧τλm
and the Pn-martingale property ofMf
n
·∧τλm
. We claim that this already proves thatMf·∧τλm
is a P -martingale.
Take g ∈ Cb(B) and let (mk)k∈N ⊂ (0,∞) be such that mk ց 0 as k →∞. We set
gk(q) ,
1
mk
∫ q+mk
q
g(Xr)dr, k ∈ N, q ∈ R+,
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and note that gk(q) : Ω → R is continuous, bounded and Fq+mk -measurable and that gk(q) →
g(Xq) as k → ∞. Thus, using an approximation argument, we can deduce from the fact that
EP
[
kM
f
t∧τλm
]
= EP
[
kM
f
s∧τλm
]
holds for all s < t and all continuous, bounded and Fs-measurable
k that
EP
[
M
f
t∧τλm
l∏
i=1
gi(Xqi)
]
= EP
[
M
f
s∧τλm
l∏
i=1
gi(Xqi)
]
,
for all s < t, l ∈ N, g1, . . . , gl ∈ Cb(B) and q1, . . . , ql ∈ [0, s]. Using a monotone class argument
shows that Mf·∧τλm is a P -martingale.
Since λm ∈ [m− 1,m], we have λm ր∞ as m→∞ and therefore also τλm(α)ր∞ as m→∞
for all α ∈ Ω. In other words, Mf is a local P -martingale.
Due to Proposition 3 in Appendix A, solutions to MPs are determined by the test functions in
D. Thus, to conclude that P ∈ M(A, b, a,K, η) it remains to show that P ◦ X−10 = η. Because
α 7→ α(0) is continuous, we have
ηn = Pn ◦X−10 → P ◦X−10
weakly as n → ∞. The uniqueness of weak limits and (M3) yield the identity P ◦ X−10 = η.
Consequently, P ∈ M(A, b, a,K, η) and the theorem is proven.
It remains to check (a) – (c). The finiteness of the first term in (a) follows from Proposition 4
in Appendix A. The second term is finite due to (3.1) in (M2).
Next, we check (b). Set
D ,
{
t ≥ 0: P (Xt∧τλm 6= X(t∧τλm)−) = 0} .
By [8, Lemma 3.7.7], the complement of D in R+ is countable. Thus, D is dense in R+. For each
t ∈ D set
Ut ,
{
α ∈ Ω: α(t ∧ τλm(α)) 6= α((t ∧ τλm(α))−)
}
,
which is a P -null set by the definition of D. Let N ∈ F be a P -null set such that the maps
α 7→ τλm(α), X·∧τλm(α)(α) are continuous at all α 6∈ N , see (6.2). Take t ∈ D and α 6∈ N ∪ Ut.
Recalling [14, VI.2.3], we see that the functions ω 7→ ω(t ∧ τλm(ω)) and ω 7→ ω(0) are continuous
at α. Thus, Mft∧τλm is continuous at α if the map
ω 7→ It∧τλm (ω)(ω) ,
∫ t∧τλm (ω)
0
Kf(ω(s−))ds
is continuous at α. Because the set of all a > 0 such that τa is not continuous at α is at most
countable (see [14, Lemma VI.2.10, Proposition VI.2.11]) and τa(α) ր ∞ as a → ∞, we find a
λˆm <∞ such that λm ≤ λˆm, τλˆm is continuous at α and τλˆm(α) > t. Let (αk)k∈N ⊂ Ω be such that
αk → α as k →∞. Due to the continuity of τλˆm at α, there exists an N ∈ N such that τλˆm(αk) > t
for all k ≥ N . Due to Proposition 4 in Appendix A, we have C , sup‖x‖≤λˆm |Kf(x)| < ∞. Now,
for all k ≥ N we have∣∣It∧τλm (α)(α)− It∧τλm (αk)(αk)∣∣
≤
∣∣It∧τλm (α)(α)− It∧τλm (α)(αk)∣∣+ ∣∣It∧τλm (α)(αk)− It∧τλm (αk)(αk)∣∣
≤
∣∣It∧τλm (α)(α)− It∧τλm (α)(αk)∣∣+ C∣∣t ∧ τλm(α) − t ∧ τλm(αk)∣∣.
Because for all k ≥ N and all s ≤ t ∧ τλm(α) < τλˆm(α) ∧ τλˆm(αk) we have∣∣Kf(α(s−)) −Kf(αk(s−))∣∣ ≤ 2C,
the first term goes to zero as k →∞ by (M1), the dominated convergence theorem and [14, VI.2.3,
Lemma VI.3.12]. The second term goes to zero as k → ∞ by the continuity of τλm at α. We
conclude that (b) holds.
Finally, we check (c). Due to [8, Problem 16, p. 152], for each compact set K ⊂ Ω and each
t ≥ 0 there exists a compact set Kt ⊂ B such that α(s) ∈ Kt for all α ∈ K and s ∈ [0, t]. Thus,
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(M2) implies that
sup
α∈K
∣∣∣Mfnt∧τλm(α)(α) −Mft∧τλm(α)(α)∣∣∣
≤ 2 sup
x∈Kt
∣∣fn(x) − f(x)∣∣ + t sup
x∈Kt
∣∣Knfn(x) −Kf(x)∣∣→ 0
as n→∞. Therefore, (c) holds and the proof is complete. 
6.2. Proof of Theorem 2. Proposition 5 in Appendix A yields that the map x 7→ Px is Borel
and that P ,
∫
Pxη(dx) is the unique solution to MP (A, b, a,K, η). We show that P
n → P weakly
as n → ∞. It is well-known that Pn → P weakly as n → ∞ if and only if each subsequence of
(Pn)n∈N has a further subsequence which converges weakly to P , see, e.g., [1, Theorem 2.6]. If
we show that (Pn)n∈N is tight, Prohorov’s theorem yields that any subsequence of (P
n)n∈N has
a weakly convergent subsequence, and Theorem 1, together with the uniqueness of P , yields that
this subsequence converges weakly to P . In summary, it suffices to prove that (Pn)n∈N is tight.
We define the following modulus of continuity:
w′(α, θ,N) , inf
{ti}
max
i
sup
s,t∈[ti−1,ti)
‖α(s)− α(t)‖,
where {ti} ranges over all partitions of the form 0 = t0 < t1 < · · · < tn−1 < tn ≤ N with
min1≤i<n(ti − ti−1) ≥ θ and n ≥ 1. Now, recall the following fact (see [8, Corollary 3.7.4]):
Fact 1. A sequence (µn)n∈N of probability measures on (Ω,F) is tight if and only if the following
hold:
(a) For all t ∈ Q+ and ǫ > 0 there exists a compact set C(t, ǫ) ⊂ B such that
lim sup
n→∞
µn(Xt 6∈ C(t, ǫ)) ≤ ǫ.
(b) For all ǫ > 0 and t > 0 there exists a δ > 0 such that
lim sup
n→∞
µn(w′(X, δ, t) ≥ ǫ) ≤ ǫ.
In the remainder of this proof, we show that (Pn)n∈N satisfies (a) and (b) in Fact 1. We start
with a few preparations. In what follows let m ∈ N be arbitrary. Denote Pn,m , Pn ◦X−1·∧τm and
fix t ≥ 0. Let Qm be an accumulation point of (Pn,m)n∈N. Using the same arguments as in the
proof of Theorem 1, we find a λm ∈ [m − 1,m] such that for all f ∈ D the process Mf·∧τλm is a
Qm-martingale and Qm ◦X−10 = η. Due to Proposition 5 in Appendix A, the assumption that the
MP (A, b, a,K) is well-posed implies that
Qm = P on Fτλm .
We note that the choice of λm depends on Q
m, see (6.1). However, for any accumulation point of
(Pn,m)n∈N we find an appropriate λm in the interval [m− 1,m]. Thus, any accumulation point of
(Pn,m)n∈N coincides with P on Fτm−1 . Due to [8, Problem 13, p. 151] and [13, Lemma 15.20], the
map
α 7→M∗t (α) , sup
s∈[0,t]
‖α(s)‖
is upper semicontinuous. Thus, the set
{τm−1 ≤ t} = {M∗t ≥ m− 1}
is closed in the Skorokhod topology. We deduce from the Portmanteau theorem that
lim sup
n→∞
Pn,m(τm−1 ≤ t) ≤ P (τm−1 ≤ t). (6.3)
Fix ǫ > 0. Since P (τm−1 ≤ t)ց 0 as m→∞, we find an mo ∈ N≥2 such that
P (τmo−1 ≤ t) ≤ ǫ2 . (6.4)
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Because (Pn,m
o−1)n∈N is tight, we deduce from Fact 1 that there exists a compact set C(t, ǫ) ⊂ B
such that
lim sup
n→∞
Pn(Xt∧τmo−1 6∈ C(t, ǫ)) ≤ ǫ2 . (6.5)
Due to Galmarino’s test, see [14, Lemma III.2.43], we have τmo−1 = τmo−1 ◦ X·∧τmo . Thus, we
obtain
Pn(Xt 6∈ C(t, ǫ)) = Pn(Xt∧τmo−1 6∈ C(t, ǫ), τmo−1 > t) + Pn(Xt 6∈ C(t, ǫ), τmo−1 ≤ t)
≤ Pn(Xt∧τmo−1 6∈ C(t, ǫ)) + Pn,m
o
(τmo−1 ≤ t).
From this, (6.3), (6.4) and (6.5), we deduce that
lim sup
n→∞
Pn(Xt 6∈ C(t, ǫ)) ≤ ǫ.
This proves that the sequence (Pn)n∈N satisfies (a) in Fact 1.
Next, we show that (Pn)n∈N satisfies (b) in Fact 1. Let ǫ, t and m
o be as before. Because
(Pn,m
o−1)n∈N is tight there exists a δ > 0 such that
lim sup
n→∞
Pn
(
w′(X·∧τmo−1 , δ, t) ≥ ǫ
) ≤ ǫ2 . (6.6)
On the set {τmo−1 > t} we have w′(X, δ, t) = w′(X·∧τmo−1 , δ, t). Thus, using (6.3), (6.4) and (6.6),
we obtain
lim sup
n→∞
Pn(w′(X, δ, t) ≥ ǫ)
≤ lim sup
n→∞
Pn(w′(X·∧τmo−1 , δ, t) ≥ ǫ) + lim sup
n→∞
Pn,m
o
(τmo−1 ≤ t) ≤ ǫ.
In other words, (Pn)n∈N satisfies (b) in Fact 1 and the proof is complete. 
6.3. Proof of Theorem 3. For each n ∈ N let φn : Rn → [0, 1] be the standard mollifier on Rn, see,
e.g., [12, p. 147]. Recall that φn is supported on the Euclidean unit ball. Set λmax , supk∈N λk <∞.
We fix a sequence (ǫn)n∈N ⊂ (0,∞) such that ǫn ≤ 1n mink=1,...,n λk for all n ∈ N. Clearly, we have
ǫn ≤ 1nλmax → 0 as n→∞. Define
θnx ,
(〈x, h1〉B, . . . , 〈x, hn〉B), x ∈ B,
and set
vn(y, x) ,
1
ǫnn
∫
Rn
φn
(z − θnx
ǫn
)
v
(
y,
n∑
i=1
ziei
λi
)
dz, y ∈ E, x ∈ B.
We define bn and σn in the same manner. Here, recall that (hk)k∈N is an orthonormal basis of B
and that (ek)k∈N = (λkhk)k∈N is an orthonormal basis of K = J(B). Next, we check properties of
vn, bn and σn.
Lemma 4. For all m ∈ N and all x, z ∈ K with ‖x‖K, ‖z‖K ≤ m there exist constants L =
L(n,m) ∈ (0,∞) and l = l(n,m) ∈ (0,∞) such that∫
E
‖vn(y, x)− vn(y, z)‖2
K
F (dy) ≤ L‖x− z‖2
K
and
‖bn(x) − bn(z)‖K + ‖σn(x)− σn(z)‖HS(K) ≤ l‖x− z‖K.
Proof: We only prove the claim for vn. For bn and σn it follows in the same manner. Fix m ∈ N
and let y ∈ E and x, z ∈ K with ‖x‖K, ‖z‖K ≤ m. Define
G(n,m) = G , {u ∈ Rn : ‖u‖Rn < ‖ι‖om+ ǫn},
where ‖ · ‖Rn denotes the Euclidean norm on Rn and ‖ι‖o denotes the operator norm of ι. Using
the Parseval identity, we obtain
‖θnx‖2Rn =
n∑
i=1
〈x, hi〉2B ≤ ‖x‖2B ≤ ‖ι‖2o‖x‖2K.
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For all u 6∈ G we have
‖u− θnx‖Rn ≥ ‖u‖Rn − ‖θnx‖Rn ≥ ‖u‖Rn − ‖ι‖om ≥ ǫn.
Because smooth functions with compact support are Lipschitz continuous, the function φn is Lip-
schitz continuous and we denote the corresponding Lipschitz constant by L = L(n). Furthermore,
we have for all u ∈ G ∥∥∥ n∑
i=1
ui
λi
ei
∥∥∥
K
≤
n∑
i=1
‖ι‖om+ ǫn
λi
, C = C(n,m).
Now, we deduce from the linear growth assumption, i.e. hypothesis (iii), that
‖vn(y, x)− vn(y, z)‖K ≤ 1
ǫnn
∫
Rn
∣∣∣φn(u− θnx
ǫn
)
− φn
(u− θnz
ǫn
)∣∣∣∥∥∥v(y, n∑
i=1
ui
λi
ei
)∥∥∥
K
du
=
1
ǫnn
∫
G
∣∣∣φn(u− θnx
ǫn
)
− φn
(u− θnz
ǫn
)∣∣∣∥∥∥v(y, n∑
i=1
ui
λi
ei
)∥∥∥
K
du
≤ γ(y)(1 + C)L‖ι‖o|G|
ǫn+1n
‖x− z‖K,
where |G| denotes the Lebesgue measure of G. Thus, we have∫
E
‖vn(y, x)− vn(y, z)‖2KF (dy) ≤
∫
E
γ2(y)F (dy)
( (1 + C)L‖ι‖o|G|
ǫn+1n
)2
‖x− z‖2K.
This completes the proof. 
Lemma 5. There exists a constant l ∈ (0,∞) such that for all y ∈ E and x ∈ K
‖vn(y, x)‖2K ≤ lγ2(y)
(
1 + ‖x‖2K
)
,
‖bn(x)‖2K + ‖σn(x)‖2HS(K) ≤ l
(
1 + ‖x‖2K
)
.
Proof: For all u ∈ Rn with ‖u‖Rn ≤ 1 the triangle and the Cauchy-Schwarz inequality yield that∥∥∥ n∑
i=1
ǫnu
i
λi
ei
∥∥∥
K
≤
n∑
i=1
ǫn
λi
|ui| ≤ ‖u‖Rn√
n
≤ 1.
Thus, we deduce from the linear growth assumption, i.e. hypothesis (iii), that for all y ∈ E and
x ∈ K
‖vn(y, x)‖K =
∥∥∥ ∫
Rn
φn(u)v
(
y,
n∑
i=1
(ǫnui
λi
+
〈x, hi〉B
λi
)
ei
)∥∥∥
K
≤
∫
Rn
φn(u)
∥∥∥v(y, n∑
i=1
(ǫnui
λi
+
〈x, hi〉B
λi
)
ei
)∥∥∥
K
du
≤ γ(y)
(
2 +
∥∥∥ n∑
i=1
〈x, hi〉B
λi
ei
∥∥∥
K
) ∫
Rn
φn(u)du
= γ(y)
(
2 +
∥∥∥ n∑
i=1
〈x, hi〉B
λi
ei
∥∥∥
K
)
.
Note that for x ∈ K
〈x, hi〉B = λi〈J−1x, hi〉B = λi〈J−1x, J−1ei〉B = λi〈x, ei〉K
LIMIT THEOREMS FOR MARTINGALE PROBLEMS 17
and that (
2 +
∥∥∥ n∑
i=1
〈x, ei〉Kei
∥∥∥
K
)2
≤ 8 + 2
∥∥∥ n∑
i=1
〈x, ei〉Kei
∥∥∥2
K
= 8 + 2
n∑
i=1
〈x, ei〉2K
≤ 8(1 + ‖x‖2K),
where we use the Parseval identity and the elementary inequality (a1 + a2)
2 ≤ 2a21 + 2a22 for all
a1, a2 ∈ R. Thus, we obtain
‖vn(y, x)‖2
K
≤ 8γ2(y)(1 + ‖x‖2
K
)
.
A similar argument applies for bn and σn. 
Lemma 6. For all y ∈ E we have
‖vn(y, ·)− v(y, ·)‖B + ‖bn − b‖B + ‖σn − σ‖L(B) → 0
as n→∞ uniformly on compact subsets of B. Moreover, for any compact set K ⊂ B it holds that∫
E
sup
n∈N
sup
x∈K
‖vn(y, x)‖2
B
F (dy) <∞.
Remark 5. We stress that y 7→ supn∈N supx∈K ‖vn(y, x)‖B is E-measurable. To see this, recall
that compact metric spaces are separable, i.e. there exists a countable dense (w.r.t. ‖ · ‖B) set
K ′ ⊂ K. Because x 7→ v(y, x) is continuous for all y ∈ E, we conclude that the map
y 7→ sup
n∈N
sup
x∈K
‖vn(y, x)‖B = sup
n∈N
sup
x∈K′
‖vn(y, x)‖B
is E-measurable as the countable supremum over E-measurable functions.
Proof: Again, we only show the claim for vn. Fix y ∈ E and ε > 0 and let K ⊂ B be compact. We
set
Gn ,
{ n∑
i=1
(
ǫnu
ihi + 〈x, hi〉Bhi
)
: x ∈ K,u ∈ Rn with ‖u‖Rn ≤ 1
}
.
and G , K ∪ (⋃n∈NGn). For all n ∈ N the set Gn is compact in B as it is the image of the
compact set {u ∈ Rn : ‖u‖Rn ≤ 1} ×K under the continuous map
(u, x) 7→
n∑
i=1
(
ǫnu
ihi + 〈x, hi〉Bhi
)
.
We claim that also the set G is compact in B. To see this take a sequence (yn)n∈N ⊂ G. We have
to show that (yn)n∈N has a subsequence converging to an element in G. There exists a sequence
(kn)n∈N ⊂ N and two sequences (xn)n∈N ⊂ B and (un)n∈N with un ∈ Rkn and ‖un‖Rkn ≤ 1 such
that
yn =
kn∑
i=1
(
ǫknu
i
nhi + 〈xn, hi〉Bhi
)
, n ∈ N.
Suppose that k , supn∈N kn <∞. Then, we have (yn)n∈N ⊂
⋃k
i=1Gi. Because
⋃k
i=1Gi is compact
as the finite union of compact sets, the sequence (yn)n∈N has a subsequence converging to an
element in
⋃k
i=1Gi ⊂ G. Suppose now that k =∞. Passing to a subsequence if necessary, we can
assume that kn → ∞ as n → ∞ and, because K is compact, we can further assume that there
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exists an x ∈ K such that xn → x as n→∞. Now, we have∥∥∥ kn∑
i=1
(
ǫknu
i
nhi + 〈xn, hi〉Bhi
)− x∥∥∥
B
≤
kn∑
i=1
|uin|ǫkn +
∥∥∥ kn∑
i=1
〈xn − x, hi〉Bhi −
∞∑
i=kn+1
〈x, hi〉Bhi
∥∥∥
B
≤ λmax√
kn
+ ‖xn − x‖B +
√√√√ ∞∑
i=kn+1
〈x, hi〉2B → 0
as n→∞. Thus, in the case k =∞ the sequence (yn)n∈N has a subsequence converging to a point
in K ⊂ G. We conclude the compactness of G.
Because G is compact, hypothesis (ii) implies that the map G ∋ x 7→ v(y, x) is uniformly
continuous. In other words, there exists a δ > 0 such that for all x, z ∈ G with ‖x − z‖B < δ we
have
‖v(y, x)− v(y, z)‖B ≤ ε.
Let ǫ ≤ δ(2√2)−1. Because compact sets are totally bounded, there exists an N1 ∈ N and points
x1, . . . , xN1 ∈ B such that
K ⊂
N1⋃
i=1
Bxi(ǫ),
where Bxi(ǫ) , {x ∈ B : ‖x − xi‖B ≤ ǫ}. Take u ∈ Rn with ‖u‖Rn ≤ 1 and x ∈ K. We find a
k ∈ {1, . . . , N1} such that ‖x− xk‖B ≤ ǫ. Thus, we have∥∥∥ n∑
i=1
(
ǫnu
ihi + 〈x, hi〉Bhi
)− x∥∥∥
B
≤ λmax√
n
+
√√√√ ∞∑
i=n+1
〈x, hi〉2B
≤ λmax√
n
+
√√√√2ǫ2 + 2 max
j=1,...,N1
∞∑
i=n+1
〈xj , hi〉2B
≤ λmax√
n
+
δ
2
+
√√√√2 max
j=1,...,N1
∞∑
i=n+1
〈xj , hi〉2B.
Therefore, we find an N2 ∈ N and for all n ≥ N2 we have
sup
‖u‖Rn≤1
sup
x∈K
∥∥∥ n∑
i=1
(
ǫnu
ihi + 〈x, hi〉Bhi
)− x∥∥∥
B
< δ.
We conclude that for all n ≥ N2
sup
x∈K
‖vn(y, x)− v(y, x)‖B
≤ sup
x∈K
∫
Rn
φn(u)
∥∥∥v(y, n∑
i=1
(
ǫnu
ihi + 〈x, hi〉Bhi
))− v(y, x)∥∥∥
B
du ≤ ε.
This proves the first claim.
To see that the second claim holds it suffices to note that
sup
n∈N
sup
x∈K
‖vn(y, x)‖B ≤ sup
x∈G
‖v(y, x)‖B
and to use hypothesis (iii). The proof is complete. 
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Lemma 7. For any bounded set G ⊂ B it holds that
sup
n∈N
sup
x∈G
(
‖bn(x)‖B + ‖σn(x)‖L(B) +
∫
E
‖vn(x, y)‖2BF (dy)
)
<∞.
Proof: There exists an m ∈ N such that for all x ∈ G we have ‖x‖B ≤ m. Thus, for all x ∈ G and
u ∈ Rn with ‖u‖Rn ≤ 1 we have∥∥∥ n∑
i=1
(
ǫnu
i + 〈x, hi〉B
)
hi
∥∥∥2
B
≤ 2
∥∥∥ n∑
i=1
ǫnu
ihi
∥∥∥2
B
+ 2
n∑
i=1
〈x, hi〉2B ≤ 2λ2max + 2m2.
Set G′ , {x ∈ B : ‖x‖2
B
≤ 2λ2max + 2m2}. Thus, using hypothesis (iii), we obtain that
sup
n∈N
sup
x∈G
∫
E
‖vn(y, x)‖2BF (dy) ≤
∫
E
ζ2G′(y)F (dy) <∞.
The remaining claims follow in the same manner. 
Denote by Ωo the Skorokhod space of ca`dla`g functions R+ → K, equip it with the Skorokhod
topology and denote the corresponding Borel σ-field by Fo.
Lemma 8. For all n ∈ N the MP (0, b¯n, a¯n, K¯n, η) has a solution P¯n, seen as a probability measure
on (Ωo,Fo), where for all x ∈ K
b¯n(x) , bn(x) +
∫
E
(
h(vn(y, x))− vn(y, x))F (dy),
a¯n(x) , σn(x)σn(x)∗,
K¯n(x,G) ,
∫
E
1G\{0}(v
n(y, x))F (dy), G ∈ B(K).
Here, σn(x)∗ ∈ L(K,H) denotes the adjoint of σ(x) ∈ L(H,K).
Proof: We show that the SDE
dYt = b
n(Yt−)dt+ σ
n(Yt−)dWt +
∫
E
vn(y, Yt−)(p− q)(dy, dt), Y0 = ζ ∼ η, (6.7)
has a solution with paths in Ωo. Fix a filtered probability space which supports a cylindrical
standard Brownian motion W and a compensated random measure p − q. As in the proof of [22,
Lemma 34.11], we define for m ∈ N, y ∈ E and x ∈ K
bn,m(x) , bn
((
1 ∧ m‖x‖K
)
x
)
,
σn,m(x) , σn
((
1 ∧ m‖x‖K
)
x
)
,
vn,m(y, x) , vn
(
y,
(
1 ∧ m‖x‖K
)
x
)
.
Due to Lemma 4, the coefficients bn,m, σn,m and vn,m satisfy a global Lipschitz condition, whose
Lipschitz constant might depend on m. Thus, we deduce from [9, Theorem 3.11]1 that for each
m ∈ N there exists a ca`dla`g adapted K-valued process Y m with dynamics
dY mt = b
n,m(Y mt−)dt+ σ
n,m(Y mt−)dWt +
∫
E
vn,m(y, Y mt−)(p− q)(dy, dt), Y m0 = ζ.
Define
τm , inf(t ≥ 0: ‖Xt−‖K ≥ m or ‖Xt‖K ≥ m).
We note that bn(x) = bn,m(x) = bn,m+1(x), σn(x) = σn,m(x) = σn,m+1(x) and vn(y, x) =
vn,m(y, x) = vn,m+1(y, x) for all x ∈ K : ‖x‖K ≤ m and y ∈ E. Thus, arguing as in the proof of [22,
Lemma 34.8], the Lipschitz conditions imply that a.s. Y mt = Y
m+1
t for t ≤ τm ◦ Y m ∧ τm ◦ Y m+1.
1[9, Theorem 3.11] only applies for square-integrable initial values and trace class Brownian motion. Latter is no
restriction due to [6, Proposition 4.7]. Because, due to Proposition 5 in Appendix A and a Gronwall-type argument,
weak existence and pathwise uniqueness holds for all initial laws, a Yamada-Watanabe argument shows that also
strong existence holds for arbitrary initial laws.
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Due to Galmarino’s test (see [14, Lemma III.2.43]), this yields that a.s. τm ◦ Y m = τm ◦ Y m+1.
Lemma 5 implies that bn,m, σn,m and vn,m satisfy a linear growth condition with a linear growth
constant independent of m. Hence, an argument based on Doob’s inequality and Gronwall’s lemma
(see the proof of Lemma 11 below) yields that a.s. τm ◦ Y m →∞ as m→∞. Finally, we conclude
that the process
Yt , Y
1
t 1{t < τ1 ◦ Y 1}+
∞∑
k=2
Y kt 1{τk−1 ◦ Y k−1 ≤ t < τk ◦ Y k}, t ≥ 0,
solves the SDE (6.7). Now, [3, Theorem 3.13] yields the claim.
We stress that b¯n is well-defined due to Lemma 5. To see this, recall that there exists an ǫ > 0
such that h(x) = x for all x ∈ B : ‖x‖B ≤ ǫ. Note that for x ∈ K with ‖x‖B ≥ ǫ we have
‖x‖K ≥ ‖ι‖−1o ‖x‖B ≥ ‖ι‖−1o ǫ , δ. Thus, for all x ∈ K, y ∈ E we have
‖h(v(x, y))− v(x, y)‖K = ‖h(v(x, y))− v(x, y)‖K1{‖v(x,y)‖K≥δ}
≤ (‖h‖∞
δ
+ 1
)‖v(x, y)‖K1{‖v(x,y)‖K≥δ}
≤ 1
δ
(‖h‖∞
δ
+ 1
)‖v(x, y)‖2K.
Let l > 0 be as in Lemma 5 and set l′ , l
δ
(‖h‖∞
δ
+ 1). We obtain for all bounded G ⊂ K that
sup
x∈G
‖b¯n(x)‖K ≤
√
l sup
x∈G
(
1 + ‖x‖K
)
+ l′ sup
x∈G
(
1 + ‖x‖2K
) ∫
E
γ2(y)F (dy) <∞,
which shows that b¯n is well-defined. 
Define by Pn(dω) , P¯n
(
(ιXt)t≥0 ∈ dω
)
a probability measure on (Ω,F), where X denotes the
coordinate process on Ωo.
Lemma 9. For each n ∈ N the probability measure Pn solves the MP (0, b˜n, a˜n, K˜n, η◦ ι−1), where
for all x ∈ B
b˜n(x) , bn(x) +
∫ (
h(vn(y, x))− vn(y, x))F (dy),
a˜n(x) , σn(x)σn(x)∗,
K˜n(x,G) ,
∫
1G\{0}(v
n(y, x))F (dy), G ∈ B(B).
Here, σn(x)∗ ∈ L(B,H) denotes the adjoint of σn(x) ∈ L(H,B).
Proof: For x ∈ K denotes by σn(x)⋆ ∈ L(K,H) the adjoint of σn(x) ∈ L(H,K) and by σn(x)∗ ∈
L(B,H) the adjoint of σn(x) ∈ L(H,B). Recalling hypothesis (i), for all x ∈ K and y, z ∈ B we
obtain that
〈σn(ιx)σn(ιx)∗z, y〉B = 〈σn(x)σn(x)∗z, ι∗y〉K
= 〈σn(x)∗z, σn(x)⋆i∗z〉H
= 〈z, σn(x)σn(x)⋆i∗y〉B
= 〈ι∗z, σn(x)σn(x)⋆i∗y〉K
= 〈σn(x)σn(x)⋆i∗z, ι∗y〉K.
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Denote by X the coordinate process on Ωo, take f = g(〈·, y1〉B, . . . , 〈·, yn〉B) ∈ C and define f∗ ,
g(〈·, ι∗y1〉K, . . . , 〈·, ι∗yn〉K). We note that
n∑
i=1
〈b(ιX), yi〉B∂if(ιX) + 1
2
n∑
i=1
n∑
j=1
〈σn(ιX)σn(ιX)∗yi, yj〉B∂2ijf(ιX)
+
∫
E
(
f(ιX + v(ιX, z))− f(ιX)−
n∑
i=1
〈v(ιX, z), yi〉B∂if(ιX)
)
F (dz)
=
n∑
i=1
〈b(X), ι∗yi〉K∂if∗(X) + 1
2
n∑
i=1
n∑
j=1
〈σn(X)σn(X)⋆ι∗yi, ι∗yj〉K∂2ijf∗(X)
+
∫
E
(
f∗(X + v(X, z))− f∗(X)−
n∑
i=1
〈v(X, z), ι∗yi〉K∂if∗(X)
)
F (dz).
Now, the claim follows from the definition of the martingale problem and Lemma 8. We stress
that a similar argument as used for b¯n in the proof of Lemma 8 shows that b˜n is well-defined, see
Lemma 7. 
Lemma 10. The sequence (Pn)n∈N is tight.
Proof: We start with a moment bound. Fix ǫ > 0. Because any Borel probability measure on a
Polish space is tight, we find a compact set K ⊂ K such that η(K) ≥ 1− ǫ2 . Define Z , 1{X0 ∈ K},
which is a random variable on (Ωo,Fo).
Lemma 11. For all T ∈ R+ we have supn∈N E¯n
[
supt∈[0,T ] ‖Xt‖2KZ
]
<∞.
Proof: For m ∈ N let τm be defined as in (3.2). Fix t ∈ [0, T ]. Using Doob’s and Ho¨lder’s inequality,
[3, Lemma 4.7] and [14, Proposition II.1.28, Theorems II.1.33, II.2.34] we obtain that
E¯n
[
sup
s∈[0,t]
〈Xs∧τm , ek〉2KZ
]
≤ 16
(
E¯n
[
Z
∫ t∧τm
0
〈a¯n(Xs)ek, ek〉Kds+ TZ
∫ t∧τm
0
〈bn(Xs), ek〉2Kds
]
+ E¯n
[
Z
∫ t∧τm
0
∫
K
〈x, ek〉2KK¯n(Xs, dx)ds+ Z〈X0, ek〉2K
])
.
Using the Parseval identity, we obtain
E¯n
[
sup
s∈[0,t]
‖Xs∧τm‖2KZ
]
≤
∞∑
k=1
E¯n
[
sup
s∈[0,t]
〈Xs∧τm , ek〉2KZ
]
≤ 16
(
E¯n
[
Z
∫ t∧τm
0
traceKa¯
n(Xs)ds+ TZ
∫ t∧τm
0
‖bn(Xs)‖2Kds
]
+ E¯n
[
Z
∫ t∧τm
0
∫
K
‖x‖2KK¯n(Xs, dx)ds+ Z‖X0‖2K
])
.
Due to Lemma 5, we find two constants c1, c2 > 0 independent of n,m and t, such that
E¯n
[
sup
s∈[0,t]
‖Xs∧τm‖2KZ
]
≤ c1 + c2
∫ t
0
E¯n
[
sup
s∈[0,r]
‖Xs∧τm‖2KZ
]
dr.
Gronwall’s lemma yields that
E¯n
[
sup
t∈[0,T ]
‖Xt∧τm‖2KZ
]
≤ c1ec2T .
Finally, Fatou’s lemma yields that
E¯n
[
sup
s∈[0,T ]
‖Xt‖2KZ
]
≤ lim inf
m→∞
E¯n
[
sup
t∈[0,T ]
‖Xt∧τm‖2KZ
]
≤ c1ec2T .
This completes the proof. 
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Fix t ∈ R+. Using Chebyshev’s inequality, we obtain that
P¯n
(‖Xt‖KZ ≤ R) ≥ 1− supn∈N E¯n[‖Xt‖2KZ]
R2
.
Due to Lemma 11, we find R∗ > 0 such that
inf
n∈N
P¯n
(‖Xt‖KZ ≤ R∗) ≥ 1− ǫ2 .
Set
K1 , clB
{
ιx : x ∈ K and ‖x‖K ≤ R∗
} ⊂ B.
Due to Lemma 1, the embedding ι is compact and, consequently, the set K1 is compact in B. We
obtain
Pn
(
Xt ∈ K1
) ≥ P¯n(ιXt ∈ K1, X0 ∈ K)
≥ P¯n(‖Xt‖KZ ≤ R∗)− 1 + ι(K)
≥ P¯n(‖Xt‖KZ ≤ R∗)− ǫ2
≥ 1− ǫ.
This shows that (Pn ◦X−1t )n∈N is tight for all t ∈ R+. In other words, (i) in Proposition 1 holds.
Let M > 0 and (ρn)n∈N be a sequence of stopping times on Ω such that supn∈N ρn ≤ M .
Moreover, let (hn)n∈N ⊂ R+ be a sequence such that hn → 0 as n→∞. We can consider (ρn)n∈N
as a sequence of stopping times on Ωo by identifying ρn with ρn ◦ ι.
Let ǫ > 0,K ⊂ K and Z be as above. We can argue as in the proof of Lemma 11 and obtain
that
E¯n
[‖Xτm∧(ρn+hn) −Xτm∧ρn‖2KZ]
≤ 12
(
E¯n
[
Z
∫ τm∧(ρn+hn)
τm∧ρn
traceKa¯
n(Xs)ds+ Z
∫ τm∧(ρn+hn)
τm∧ρn
∫
K
‖x‖2
K
K¯n(Xs, dx)ds
]
+ E¯n
[
hnZ
∫ τm∧(ρn+hn)
τm∧ρn
‖bn(Xs)‖2Kds
])
.
Thus, due to Lemmata 5 and 11, we find two constants c1, c2 > 0 independent of n and m such
that
E¯n
[‖Xτm∧(ρn+hn) −Xτm∧ρn‖2KZ] ≤ c1hn + c2h2n.
Furthermore, Fatou’s lemma yields that
E¯n
[‖Xρn+hn −Xρn‖2KZ] ≤ c1hn + c2h2n.
Fix δ > 0 and set δ¯ , δ‖ι‖−1o . By Chebyshev’s inequality, we have
P¯n
(‖Xρn+hn −Xρn‖K ≥ δ¯) ≤ P¯n(‖Xρn+hn −Xρn‖KZ ≥ δ¯)+ η(Kc)
≤ E¯
n
[‖Xρn+hn −Xρn‖2KZ]
δ¯2
+
ǫ
2
≤ c1hn + c2h
2
n
δ¯2
+
ǫ
2
.
Because hn → 0 as n→∞, we find an N ∈ N such that
P¯n
(‖Xρn+hn −Xρn‖K ≥ δ¯) < ǫ
for all n ≥ N . We conclude that
Pn
(‖Xρn+hn −Xρn‖B ≥ δ) ≤ P¯n(‖Xρn+hn −Xρn‖K ≥ δ¯) < ǫ
for all n ≥ N , i.e. (ii) in Proposition 1 holds. This completes the proof. 
Define K as in (2.1) with A = 0 and b replaced by µ as given in the statement of Theorem 3
and let Kn as in (2.1) with A = 0 and b replaced by b˜n, a replaced by a˜n and K replaced by K˜n.
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For all f = g(〈·, y∗〉B) ∈ D, Taylor’s theorem yields that∣∣f(x+ v(x, y)) − f(x)− ∂f(x)〈v(x, y), y∗〉B∣∣ ≤ 12‖g′′‖∞‖y∗‖2B‖v(x, y)‖2B, y ∈ E, x ∈ B.
Thus, due to the continuity assumptions on b, σ and v, (4.4) and the dominated convergence
theorem the map
B ∋ x 7→ Kf(x)
is continuous for all f ∈ D. Let K ⊂ B be compact and f = g(〈·, y∗〉B) ∈ D. Note that for all x ∈ B
and y ∈ E
Kn(x, y) ,
∣∣f(x+ v(x, y))− f(x+ vn(x, y))− ∂f(x)〈v(x, y) − vn(x, y), y∗〉B∣∣
≤ ‖g′‖∞
∣∣〈v(x, y) − vn(x, y), y∗〉B∣∣+ ‖g′‖∞∣∣〈v(x, y) − vn(x, y), y∗〉B∣∣
≤ 2‖g′‖∞‖y∗‖B‖v(x, y)− vn(x, y)‖B.
Thus, Lemma 6 yields that for all y ∈ E
sup
x∈K
Kn(x, y)→ 0 as n→∞. (6.8)
Due to Taylor’s theorem, we have for all x ∈ B and y ∈ E
Kn(x, y) ≤ 12‖g′′‖∞‖y∗‖2B
(‖v(x, y)‖2
B
+ ‖vn(x, y)‖2
B
)
.
Consequently, recalling Lemma 6, hypothesis (iii) and (6.8), we deduce from the dominated con-
vergence theorem that ∫
E
sup
x∈K
Kn(x, y)F (dy)→ 0 as n→∞.
Using again Lemma 6, we obtain that
sup
x∈K
∣∣Kf(x) −Knf(x)∣∣ ≤ ‖g′‖∞‖y∗‖B sup
x∈K
‖bn(x)− b(x)‖B
+ 12‖g′′‖∞‖y∗‖2B sup
x∈K
‖σn(x) − σ(x)‖2L(B)
+
∫
E
sup
x∈K
Kn(x, y)F (dy)
→ 0 as n→∞.
Using again Taylor’s theorem, Lemma 7 yields that
sup
n∈N
sup
‖x‖B≤m
∣∣Knf(x)∣∣ ≤ ‖g′‖∞‖y∗‖B sup
n∈N
sup
‖x‖B≤m
‖bn(x)‖B
+ 12‖g′′‖∞‖y∗‖2B sup
n∈N
sup
‖x‖B≤m
‖σn(x)‖2L(B)
+ 12‖g′′‖∞‖y∗‖2B sup
n∈N
sup
‖x‖B≤m
∫
E
‖vn(x, y)‖2
B
F (dy) <∞.
We conclude from Corollary 1 and Lemma 10 that the MP (0, µ, a,K, η ◦ ι−1) has a solution. 
6.4. Proof of Proposition 2. For T ∈ (0,∞) let ΩT be the space of continuous functions [0, T ]→
B, let XT be the coordinate process on ΩT and set FT , σ(XTt , t ∈ [0, T ]).
Due to [33, Corollary 5], the sequence (Pn ◦X−1·∧τm)n∈N is tight if and only if for all T ∈ N its
restriction to (ΩT ,FT ) is tight.
We fix T ∈ N. Our strategy is to adapt the compactness method from [10]. In the following we
fix n ∈ N and work with the filtered probability space (Ω,F ,F, Pn). Due to [17, Theorem 3.6], we
find a cylindrical standard Brownian motion W (possibly on an extension of (Ω,F ,F, Pn)) such
that
Xt = StX0 +
∫ t
0
St−sb
n(Xs)ds+
∫ t
0
St−sσ
n(Xs)dWs, t ∈ [0, T ].
Let ε > 0 be fixed. Because (ηn)n∈N is tight, there exists a compact set K ⊂ B such that
inf
n∈N
ηn(K) ≥ 1− ε2 .
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Let m∗ > 0 be a constant such that ‖x‖ ≤ m∗ for all x ∈ K.
In the cases (ii) and (iv), let θ , λ and choose p > 2 such that 1
p
< θ. In the other cases (i) and
(iii) take p > 2 and choose θ ∈ (0, 12 ) such that 1p < θ.
In the cases (iii) and (iv), the linear growth conditions and a standard argument based on
Gronwall’s lemma (see [6, Theorems 7.2 and 7.5]) yields that
sup
s∈[0,T ]
EP
n[
1K(X0)‖Xs∧τ∞‖p
]
= sup
s∈[0,T ]
EP
n[
1K(X0)‖Xs‖p
] ≤ Cp,T ,
where Cp,T ∈ (0,∞) is a constant independent of n. Note that
EP
n
[
1K(X0)
∫ T
0
‖bn(Xs∧τm)‖pds
]
≤
{
T · ( supk∈N sup‖x‖≤m∨m∗ ‖bk(x)‖)p, if (i) or (ii) holds,
TKp2p
(
1 + Cp,T
)
, if (iii) or (iv) holds.
(6.9)
Let Lp([0, T ],B) be the space of all Borel functions f : [0, T ]→ B such that ∫ T
0
‖f(s)‖pds <∞.
For f ∈ Lp([0, T ],B), we define
(Gξf)(t) ,
∫ t
0
(t− s)ξ−1St−sf(s)ds, ξ ∈ ( 1p , 1], t ∈ [0, T ].
Due to [6, Proposition 8.4], the operator Gξ is compact from L
p([0, T ],B) into ΩT . We define
Y n,m,θs ,
∫ s
0
(s− r)−θSs−rσn(Xr∧τm)dWr , s ∈ [0, T ].
In either of the cases (i) and (iii), we obtain as in the proof of [6, Proposition 7.3] that there
exists a constant Ĉp,T ∈ (0,∞) such that
EP
n
[
1K(X0)
∫ T
0
‖Y n,m,θs ‖pds
]
≤ Ĉp,T
∫ T
0
EP
n
[
1K(X0)‖σn(Xs∧τm)‖pHS
]
ds
≤
{
Ĉp,TT
(
supk∈N sup‖x‖≤m∨m∗ ‖σk(x)‖HS
)p
, if (i) holds,
Ĉp,TTK
p2p
(
1 + Cp,T
)
, if (iii) holds.
(6.10)
In the cases (ii) and (iv) we have chosen θ = λ and we obtain as in the proof of [20, Proposition
6.3.5] that there exists a constant Ĉp ∈ (0,∞) such that
EP
n
[
1K(X0)
∫ T
0
‖Y n,m,θs ‖pds
]
≤ Ĉp
( ∫ T
0
(T − s)−2λ‖ST−s‖2HSEP
n
[
1K(X0)‖σn(Xs∧τm)‖po
] 2
p
ds
) p
2
≤
{
Ĉp
( ∫ T
0
s−2λ‖Ss‖2HSds
) p
2
(
supk∈N sup‖x‖≤m∨m∗ ‖σk(x)‖o
)p
, if (ii) holds,
Ĉp
( ∫ T
0 s
−2λ‖Ss‖2HSds
) p
2Kp2p
(
1 + Cp,T
)
, if (iv) holds.
(6.11)
Recall the the r.h.s. is finite due to Lemma 2.
By [5, Proposition 1], we have the following factorization formula∫ t
0
St−sσ
n(Xs∧τm)dWs =
sin(πθ)
π
(
GθY
n,m,θ
)
(t), t ∈ [0, T ].
Thus, due to [2, Remark A.1], for all t ∈ [0, T ]( ∫ ·
0
S·−sσ
n(Xs)dWs
)
(t ∧ τm) = sin(πθ)π
(
GθY
n,m,θ
)
(t ∧ τm).
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Consequently, we obtain
Xt∧τm = St∧τmX0 + (G1b
n(X·∧τm)) (t ∧ τm) + sin(πθ)π
(
GθY
n,m,θ
)
(t ∧ τm), t ∈ [0, T ].
Define
BR ,
{
u ∈ Lp([0, T ],B) :
∫ T
0
‖u(s)‖pds ≤ R
}
,
Λ(R, θ,m) ,
{
α ∈ ΩT : α = (Gθu)(· ∧ τm(λ)), u ∈ BR, λ ∈ Ω
}
,
Λ⋆(m) ,
{
α ∈ ΩT : α = S·∧τm(λ)x, x ∈ K,λ ∈ Ω
}
,
and
Λ′(R,m)
,
{
α ∈ ΩT : α = α1 + α2 + sin(πθ)
π
α3, α1 ∈ Λ⋆(m), α2 ∈ Λ(R, 1,m), α3 ∈ Λ(R, θ,m)
}
.
We claim that the sets Λ⋆(m),Λ(R, 1,m) and Λ(R, θ,m) are relatively compact. To show this, we
recall the following version of the Arzela`-Ascoli theorem (see [16, Theorem A.2.1] and [30, Theorem
1.8.23]):
Fact 2. Fix two metric spaces U and (V, ρ), where U is compact and V is complete. Let D be dense
in U . A set A ⊂ C(U, V ) (the space of all continuous functions U → V equipped with the uniform
topology) is relatively compact if and only if for all t ∈ D the set πt(A) , {α(t) : α ∈ A} ⊂ V
is relatively compact in V and A is equicontinuous, i.e. for all s ∈ U and ǫ > 0 there exists a
neighborhood N ⊂ U of s such that for all r ∈ N and α ∈ A
ρ(α(r), α(s)) < ǫ.
In that case, even
⋃
t∈U πt(A) is relatively compact in V .
Let ξ ∈ {θ, 1}. The set Λ(R, ξ,m) is relatively compact if it is equicontinuous and for all t ∈ [0, T ]
the set
Ct , {y ∈ B : y = α(t), α ∈ Λ(R, ξ,m)}
is relatively compact in B. We note that the set Λ(R, ξ,∞) is relatively compact, because the
operator Gξ is compact. Thus, Fact 2 yields that the set
C ,
⋃
t∈[0,T ]
{y ∈ B : y = α(t), α ∈ Λ(R, ξ,∞)}
is relatively compact in B. For all t ∈ [0, T ] we have Ct ⊂ C and hence also the set Ct is relatively
compact in B. Let now t ∈ [0, T ] and ǫ > 0. Again due to Fact 2, there exists a δ > 0 such that for
all s ∈ [0, T ] with |t− s| ≤ δ we have
‖α(t)− α(s)‖ < ǫ2
for all α ∈ Λ(R, ξ,∞). Note that
‖α(t ∧ τm(λ)) − α(s ∧ τm(λ))‖ =

‖α(τm(λ))− α(s)‖, t ≥ τm(λ) ≥ s,
‖α(t)− α(τm(λ))‖, t ≤ τm(λ) ≤ s,
‖α(t)− α(s)‖, t, s ≤ τm(α),
0, t, s ≥ τm(α).
In the first case, we have
‖α(τm(λ)) − α(s)‖ ≤ ‖α(τm(λ))− α(t)‖ + ‖α(t)− α(s)‖ < ǫ,
because |t− τm(λ)| ≤ |t− s| ≤ δ. In the second case, we have
|t− τm(λ)| = τm(λ)− t ≤ s− t ≤ δ,
and hence
‖α(t)− α(τm(λ))‖ < ǫ2 ≤ ǫ.
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In the third and fourth case, the desired inequality holds trivially. Thus, the inequality
‖α(t)− α(s)‖ < ǫ
holds for all α ∈ Λ(R, ξ,m) and s ∈ [0, T ] with |t− s| ≤ δ. We conclude that the set Λ(R, ξ,m) is
equicontinuous. Now, Fact 2 yields that it is also relatively compact.
The relative compactness of Λ⋆(m) follows from the same argument, if we can show that the set
Λ⋆(∞) is relatively compact. Because K and St for all t > 0 are compact, the set
{y ∈ B : y = Stx, x ∈ K}, t ∈ (0, T ],
is relatively compact in B. Since (St)t≥0 is a C0-semigroup, [7, Lemma 5.2, p. 37] yields that the
map
[0, T ]×K ∋ (t, x) 7→ Stx
is uniformly continuous. In other words, for all ǫ > 0 there exists a δ > 0 such that
‖Stx− Ssx‖ < ǫ
for all x ∈ K and t, s ∈ [0, T ] : |t−s| < δ, i.e. the set Λ⋆(∞) is equicontinuous. Thus, it is relatively
compact by Fact 2. We conclude that also Λ⋆(m) is relatively compact.
Finally, it follows that Λ′(R,m) is relatively compact. Using (6.9), (6.10) and (6.11) together
with Chebyshev’s inequality, for all R > 0 there exists a constant C′ independent of n and R such
that
Pn
(
X0 ∈ K and
∫ T
0
‖bn(Xs∧τm)‖pds ≤ R and
∫ T
0
‖Y n,m,θs ‖pds ≤ R
)
≥ ηn(K)− Pn
(
1K(X0)
∫ T
0
‖bn(Xs∧τm)‖pds > R
)
− Pn
(
1K(X0)
∫ T
0
‖Y n,m,θs ‖pds > R
)
≥ 1− ε
2
− 1
R
(
EP
n
[
1K(X0)
∫ T
0
‖bn(Xs∧τm)‖pds
]
+ EP
n
[
1K(X0)
∫ T
0
‖Y n,m,θs ‖pds
])
≥ 1− ε
2
− C
′
R
.
Consequently, there exists an Rε > 0 such that
inf
n∈N
Pn
(
(Xt∧τm)t∈[0,T ] ∈ Λ′(Rε,m)
) ≥ 1− ε.
We conclude that the restriction of (Pn ◦ X−1·∧τm)n∈N to (ΩT ,FT ) is tight. Because T ∈ N was
arbitrary, this implies that (Pn ◦X−1·∧τm)n∈N is tight. 
Appendix A. Some Facts on Cylindrical Martingale Problems
To keep this article self-continuous we collect some results on cylindrical martingale problems,
which are used in the proofs of Theorems 1 and 2. Let Mf be defined as in (2.2), τz be defined as
in (3.2) and recall that
D = {g(〈·, y∗〉) : g ∈ C2c (R), y∗ ∈ D(A∗)},
B = {g(〈·, y∗〉) : g ∈ C2b (R), y∗ ∈ D(A∗)}.
Proposition 3. The following are equivalent:
(i) P ∈ M(A, b, a,K, η).
(ii) P ◦X−10 = η and for all n ∈ N and f ∈ D the process Mf·∧τn is a P -martingale.
Proof: See [3, Lemma 4.7]. 
Proposition 4. (i) For all f ∈ B, t ∈ R+, n ∈ N and all bounded G ⊂ B it holds that
sup
x∈G
∣∣Kf(x)∣∣ + sup
s∈[0,t]
sup
ω∈Ω
∣∣Mf
s∧τn(ω)
(ω)
∣∣ <∞.
(ii) If P ∈M(A, b, a,K, η), then for all n ∈ N and f ∈ B the process Mf·∧τn is a P -martingale.
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Proof: For (i) see [3, Lemma 4.5] including its proof and for (ii) see [3, Corollary 4.6]. 
Proposition 5. Suppose that for all x ∈ B the MP (A, b, a,K, εx) has a unique solution Px.
(i) The map x 7→ Px is Borel and for all Borel probability measures η on B the MP (A, b, a,K, η)
has a unique solution given by
∫
Pxη(dx).
(ii) Let ρ be a stopping time and P be a probability measure on (Ω,F) such that P ◦X−10 = η
and for all f ∈ D the process Mf·∧ρ is a local P -martingale. Then, P =
∫
Pxη(dx) on Fρ.
Proof: For (i) see [3, Theorem 3.2] and for (ii) see [3, Proposition 4.13]. 
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