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Abstract
We show that an isolated singularity at the origin 0 of a smooth solution (u, p) of the
stationary Navier–Stokes equations is removable if the velocity u satisﬁes u ∈ Ln or |u(x)| =
o(|x|−1) as x → 0. Here n3 denotes the dimension. As a byproduct of the proof, we also
obtain a new interior regularity theorem.
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1. Introduction
Let us consider the stationary Navier–Stokes equations
−u + div(u ⊗ u) + ∇p = f and div u = 0 (NS)
in a nonempty open subset  of Rn with n3. Here u = (u1, u2, . . . , un) and p
denote the unknown velocity and pressure ﬁelds of a stationary viscous incompressible
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ﬂuid driven by an external force f. We also denote by div(u⊗u) the vector ﬁeld whose
jth component is div(uuj ) = ∑ni=1 xi (uiuj ).
In this paper, we prove a removable isolated singularity theorem for smooth solutions
of the Navier–Stokes equations (NS).
The ﬁrst removable singularity theorem for (NS) was obtained by Dyer and Edmunds
[5] applying Serrin’s result on removable singularities of weak solutions of quasi-linear
elliptic equations [12]. Let (u, p) be a smooth solution of (NS) in a punctured ball
BR \ {0}, where BR is the open R-ball in Rn centered at the origin 0: BR = BR(0) =
{x ∈ Rn : |x| < R}. Then it follows from a removable singularity theorem in [5] that
if u ∈ Ln+ε(BR) and p ∈ Ln+ε(BR) for some ε > 0, then (u, p) can be deﬁned at 0
so that it is a smooth solution of (NS) in the whole ball BR , that is, {0} is removable.
Next, using the theory of multiple trigonometric series to investigate ﬁne behaviors of
solutions near isolated singular points, Shapiro [13,14] showed that the only condition
on the velocity u is sufﬁcient to remove the isolated singularities. A different proof of
this result may be based on the theories of hydrodynamic potentials and homogeneous
harmonic polynomials. For details, see the paper [4] by Choe and Kim.
One crucial step of Shapiro’s result is to obtain the following removable singularity
theorem for distribution solutions of (NS).
Theorem 1 (Shapiro [14]). Suppose that
(1) u ∈ Lloc(BR) for some  > 2, p ∈ L1loc(BR \ {0}), f ∈ L1loc(BR),
(2) (u, p) is a distribution solution of (NS) in BR \ {0},
(3) and
(
r−n
∫
Br
|u| dx
)1/ = o(r−(n−1)/2) as r → 0.
Then p ∈ L1loc(BR) and (u, p) is a distribution solution of (NS) in BR .
Let (u, p) be a smooth solution of (NS) in BR \ {0} satisfying
u ∈ L2n/(n−1)(BR) or |u(x)| = o(|x|−(n−1)/2) (1)
as x → 0. Then since
(
r−n
∫
Br
|u| dx
)1/
= o(r−(n−1)/2) as r → 0
for  = 2 + 1
n−1 ∈ (2, 2nn−1 ), it follows from Theorem 1 that (u, p) is a distribution
solution of (NS) in BR . Hence a regularity result due to Shapiro [13] enables us to
conclude that if u satisﬁes the additional condition
u ∈ Ln+ε(BR) for some ε > 0, (2)
then (u, p) is a smooth solution of (NS) in BR . It should be noted that (2) implies (1)
just because n3.
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The main purpose of the paper is to prove a removable theorem for isolated singu-
larities of smooth solutions of the Navier–Stokes equations (NS) satisfying a weaker
condition than (2). Precisely, we prove
Theorem 2. Let (u, p) be a C∞-solution of the Navier–Stokes equations (NS) in BR \
{0}. Suppose that
f ∈ C∞(BR)
and
u ∈ Ln(BR) or |u(x)| = o(|x|−1) (3)
as x → 0. Then (u, p) can be deﬁned at 0 so that it is a C∞-solution of (NS) in BR .
Remark 3. (1) Theorem 2 improves all the previously known results (especially in
[4,14]) on removable isolated singularities of smooth solutions.
(2) For the three-dimensional case (n = 3), Theorem 2 is best possible in the sense
that condition (3) cannot be replaced by
|u(x)| = O(|x|−1) as x → 0.
To show this, we just recall singular solutions constructed by Tian and Xin [17] and
studied further by Cannone and Karch [3]. For any real number c with |c| > 1, let us
deﬁne u = (u1, u2, u3) and p by
u1(x) = 2c|x|
2 − 2x1|x| + cx21
|x|(c|x| − x1)2 , u
2(x) = 2 x2(cx1 − |x|)|x|(c|x| − x1)2 ,
u3(x) = 2 x3(cx1 − |x|)|x|(c|x| − x1)2 and p(x) = 4
cx1 − |x|
|x|(c|x| − x1)2 .
Then a straightforward calculation shows that (u, p) is a C∞-solution of (NS) in B1\{0}
with f = 0, |u(x)| = O(|x|−1) as x → 0 but the singularity at 0 is irremovable.
(3) For the two-dimensional case, Shapiro showed that if |u(x)| = o(ln 1|x| ) as x → 0,
then {0} is removable. This result is also best possible; see [14,15].
(4) However, for the higher-dimensional case (n > 3), our result seems to be far from
optimal and may be improvable. An indirect evidence of this remark is the following
optimal criterion in [4,14] for removable isolated singularities of smooth solutions of
the Stokes equations:
u ∈ Ln/(n−2)(BR) or |u(x)| = o(|x|−(n−2)) (4)
as x → 0. Note that (3) ⇒ (1) ⇒ (4) but each of converses does not hold because
1 < n−12 < n − 2 for n > 3.
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Our proof of Theorem 2 relies on Theorem 1 and a new regularity result on distri-
bution solutions of the Navier–Stokes equations (NS). Let (u, p) be a smooth solution
of (NS) in BR \ {0} satisfying condition (3). Then by virtue of Theorem 1, we deduce
that p ∈ L1loc(BR) and (u, p) is a distribution solution of (NS) in BR . Hence to prove
Theorem 2, it sufﬁces to show that if (u, p) ∈ L2loc(BR) × L1loc(BR) is a distribution
solution of (NS) in BR satisfying (3), then (u, p) is smooth in BR . This is an immediate
consequence of the following regularity result.
Theorem 4. For each integer m0, let q be a real number such that
q ∈ (1,∞) if m = 0 and q ∈ (1,∞) ∩ [n/4,∞) if m1.
Then there exists a small constant ε = ε(n, q) > 0 with the following property. If
(u, p) ∈ L2loc() × L1loc() is a distribution solution of (NS) in  with f ∈ Wm,qloc ()
and if u satisﬁes
‖u‖Lnw()ε,
then
u ∈ Wm+2,qloc () and p ∈ Wm+1,qloc ().
Here ‖u‖Lnw() denotes the weak Ln()-norm of u, i.e.,
‖u‖Lnw() = sup
>0
 |{x ∈  : |u(x)| > }| 1n .
Since
‖u‖Lnw(Br )‖u‖Ln(Br ) and ‖ |x|−1 ‖Lnw(Rn) = C(n) < ∞,
we easily show that if u satisﬁes the condition (3), then
‖u‖Lnw(Br ) → 0 as r → 0.
Hence Theorem 2 follows immediately from Theorems 1 and 4.
Theorem 4 and its proof are inspired by our recent works [8,9] on the interior
regularity of weak solutions with small L∞(0, T ;L3w())-norm of the nonstationary
Navier–Stokes equations in three dimensions. First, we multiply (NS) by a suitable
cut-off function to derive a localized equation, which can be regarded as a perturbation
of the Stokes equations. Then using the classical Lq -regularity theory of the Stokes
equations, we establish the improved regularity of solutions of the perturbed equation
under the assumption that ‖u‖Lnw() is sufﬁciently small. A crucial role in the whole
proof is played by the following inequality:
‖v · w‖Lq(B1)C‖v‖Lnw(B1)‖w‖W 1,q (B1) for 1 < q < n, (5)
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which is essential to get some estimates for the perturbed convective term. Following
a standard derivation of a weaker inequality
‖v · w‖Lq(B1)C‖v‖Ln(B1)‖w‖W 1,q (B1) for 1q < n, (6)
we deduce (5) from Hölder and Sobolev inequalities in Lorenz spaces. This is the only
place where the theory of Lorenz spaces is utilized. For a detailed proof of (5), see
Lemma 9 in Section 2.
Finally, as a corollary of Theorem 4, we obtain an interior regularity theorem for
the Navier–Stokes equations (NS). Suppose that u ∈ Lnloc(). Then for any ball BR(x0)
with BR(x0) ⊂ ,
‖u‖Lnw(BR(x0))‖u‖Ln(BR(x0)) → 0 as R → 0.
Hence from Theorem 4, we readily deduce
Corollary 5. Let (u, p) ∈ Lnloc() × L1loc() be a distribution solution of (NS) in .
Suppose that
f ∈ Wm,qloc ()
for some integer m and real number q such that
m = 0 and q ∈ (1,∞) or m1 and q ∈ (1,∞) ∩ [n/4,∞).
Then
u ∈ Wm+2,qloc () and p ∈ Wm+1,qloc ().
Remark 6. (1) Corollary 5 improves an interior regularity result in a book [7] by Galdi
as well as Shapiro’s one in [13]. It was shown in [7, Section VIII.5] that if (u, p) ∈
Lnloc()∩W 1,2loc ()×L2loc() is a weak solution of (NS) in  and if f ∈ Wm,qloc () for
some (m, q) such that q ∈ [2n/(n + 2),∞) if m = 0 and q ∈ [n/2,∞) if m1, then
u ∈ Wm+2,qloc () and p ∈ Wm+1,qloc ().
(2) Following the proof of Theorem 4 but using (6) instead of (5), we can prove
Corollary 5 directly. Hence the use of Lorenz spaces is only an auxiliary tool to prove
Corollary 5.
The remaining part of the paper is devoted to proving Theorem 4. In Section 2, we
provide some results on a perturbed Stokes equations. Then Theorem 4 is proved in
Section 3.
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2. Preliminary lemmas
Throughout this section, we assume that B = B1, B2 or B3.
We ﬁrst prove the following result which characterizes the gradient of a scalar
distribution.
Lemma 7. Let f be a vector distribution in Wm,q(B) for some (m, q) with m ∈ Z and
q ∈ (1,∞). If f satisﬁes
〈f,〉 = 0 for all  ∈ C∞c (B) with div = 0, (7)
then there exists a scalar distribution p in Wm+1,q(B) such that
∇p = f in B,
that is,
−〈p, div〉 = 〈f,〉 for all  ∈ C∞c (B). (8)
Remark 8. An immediate consequence of this lemma is that a scalar distribution p
belongs to Wm+1,q(B) if and only if ∇p belongs to Wm,q(B).
Proof. The lemma is more or less well-known and a rather complete proof may be
found in [2]. See also the papers [6,11,16,18]. Here for the completeness, we give a
short proof of the lemma using the ideas of Wang [18]. We assume for the moment
that m − 1 and so Wm,q(B) is, by deﬁnition, the dual space of W−m,q ′0 (B), where
q ′ = q
q−1 is the Hölder conjugate of q.
Let  be a ﬁxed scalar function in C∞c (B1) with
∫
B
 dx = 1. Then it is easy to
show that for each scalar  ∈ C∞c (B), the function  = −
(∫
B
 dx
)
 satisﬁes
 ∈ C∞c (B),
∫
B
 dx = 0 and ‖‖
W
−m−1,q′
0 (B)
C‖‖
W
−m−1,q′
0 (B)
.
Hence by virtue of a classical result due to Bogovskiˇi [1] (see also [6]), there exists a
linear operator B from C∞c (B) into C∞c (B)n such that
divB = −
(∫
B
 dx
)
 in B
and
‖B‖
W
−m,q′
0 (B)
C‖‖
W
−m−1,q′
0 (B)
for all  ∈ C∞c (B). Throughout the proof, we denote by C a generic positive constant
depending only on n,m, q and  and adopt the convention that W 0,q(B) = Lq(B) and
W
0,q ′
0 (B) = Lq
′
(B).
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Note that B can be extended uniquely to a bounded linear operator (denoted again
by) B : W−m−1,q ′0 (B) → W−m,q
′
0 (B) and
〈f,B〉  ‖f ‖Wm,q(B)‖B‖
W
−m,q′
0 (B)
 C‖f ‖Wm,q(B)‖‖
W
−m−1,q′
0 (B)
for all  ∈ W−m−1,q ′0 (B). Hence if we deﬁne p by
〈p,〉 = −〈f,B〉 for  ∈ W−m−1,q ′0 (B), (9)
then p is a bounded linear functional on W−m−1,q
′
0 (B), that is, p ∈ Wm+1,q(B). To
prove (8), let  be a given vector in C∞c (B). Then taking  = div, we have
divB = div− 
(∫
B
div dx
)
= div,
which implies that B− ∈ C∞c (B) is divergence-free. Hence it follows from (9) and
(7) that
−〈p, div〉 = −〈p,〉 = 〈f,B〉 = 〈f,〉.
This completes the proof of Lemma 7 for the case that m − 1. We next assume
that f ∈ Wm,q(B) satisﬁes (7) and m0. Then since f ∈ W−1,q(B) in particular and
Lemma 7 holds when m = −1, it follows that f = ∇p for some scalar p ∈ Lq(B). It
is obvious that p ∈ Wm+1,q(B). This proves Lemma 7 for the case that m0. 
The second lemma is of basic importance to derive estimates for the convective term
in (NS).
Lemma 9. If v ∈ Lnw(B) and w ∈ W 1,q(B) with 1 < q < n, then
v · w ∈ Lq(B) and ‖v · w‖Lq(B)C‖v‖Lnw(B)‖w‖W 1,q (B).
Hereafter C denotes a positive constant depending only on n and q.
Proof. Our proof is based on a basic theory of Lorenz spaces. Note that Lq(B) =
Lq,q(B) and Lnw(B) = Ln,∞(B). Hence it follows from Hölder inequality in Lorenz
spaces (see Proposition 2.1 in [10]) that
‖v · w‖Lq(B) = ‖v · w‖Lq,q (B)C‖v‖Ln,∞(B)‖w‖
L
nq
n−q ,q (B)
= C‖v‖Lnw(B)‖w‖L nqn−q ,q (B).
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The lemma is then a consequence of this inequality together with a sharper version of
Sobolev inequality in terms of Lorenz spaces:
‖w‖
L
nq
n−q ,q (B)
C‖w‖W 1,q (B). (10)
If w ∈ W 1,q0 (B), then (10) can be proved by a real interpolation technique similar to
the proof of Proposition 2.2 in [10] and the general case follows in a standard way
from this by applying an extension result on functions in W 1,q(B) to W 1,q0 (B4). 
Let us now consider the following boundary value problem for the perturbed Stokes
equations: ⎧⎨
⎩
−v + div(u ⊗ v) + ∇p = f in B,
div v = g in B,
v = 0 on B,
(11)
where u is a known divergence-free vector ﬁeld in Lnw(B). In view of Lemma 9, we
have ∫
B
|u ⊗ v : ∇| dxC‖v‖Lq(B)‖ |u||∇| ‖Lq′ (B)
C‖v‖Lq(B)‖u‖Lnw(B)‖‖W 2,q′ (B) (12)
whenever
v ∈ Lq(B),  ∈ W 2,q ′(B) and 1 < q ′ = q
q − 1 < n.
Hence if n
n−1 < q < ∞, then weak solutions in Lq(B) to problem (11) can be deﬁned
as follows.
Deﬁnition 10. A vector ﬁeld v ∈ Lq(B) with n
n−1 < q < ∞ is called a q-weak
solution or simply a weak solution to problem (11), provided that
−
∫
B
{v · + u ⊗ v : ∇} dx = 〈f,〉 (13)
and
−
∫
B
v · ∇ dx = 〈g,〉 (14)
for all  ∈ C∞(B) and  ∈ C∞(B) such that div = 0 in B and  = 0 on B. Here
f and g are sufﬁciently regular distributions so that the right-hand sides of (13) and
(14) are well-deﬁned.
The uniqueness of q-weak solutions to problem (11) can be proved under the as-
sumption that ‖u‖Lnw(B) is sufﬁciently small.
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Lemma 11. For each q ∈ ( n
n−1 ,∞), there exists a small positive number ε1 = ε1(n, q)
such that if u satisﬁes
‖u‖Lnw(B)ε1,
then q-weak solutions to problem (11) are unique.
Proof. We prove the lemma by an elementary duality argument. Let v be a weak
solution to (11) with f = 0 and g = 0 so that
∫
B
{v · + u ⊗ v : ∇} dx = 0 and
∫
B
v · ∇ dx = 0 (15)
for all  ∈ C∞(B) and  ∈ C∞(B) such that div = 0 in B and  = 0 on B.
Let w ∈ C∞(B) be ﬁxed. Then in view of a classical theory (see [6] for instance),
the Stokes problem
−+ ∇ = w, div = 0 in B and  = 0 on B
has a unique solution (,) such that
 ∈ C∞(B),  ∈ C∞(B) and ‖‖
W 2,q′ (B)C‖w‖Lq′ (B).
Hence by virtue of (15) and (12), we have
∫
B
v · w dx =
∫
B
v · (−+ ∇) dx =
∫
B
u ⊗ v : ∇ dx
 C‖v‖Lq(B)‖u‖Lnw(B)‖‖W 2,q′ (B)
 C1‖v‖Lq(B)‖u‖Lnw(B)‖w‖Lq′ (B).
Since w ∈ C∞(B) is arbitrary and C∞(B) is dense in Lq ′(B), it follows that
‖v‖Lq(B)C1‖u‖Lnw(B)‖v‖Lq(B).
Therefore, taking ε1 = 1/2C1, we conclude that if ‖u‖Lnw(B)ε1, then ‖v‖Lq(B) = 0.
This completes the proof of Lemma 11. 
We next prove the existence of weak solutions in W 1,q(B) and W 2,q(B).
Lemma 12. For each q ∈ (1, n), there exists a small positive constant ε2 = ε2(n, q)
such that if u satisﬁes
‖u‖Lnw(B)ε2,
H. Kim, H. Kozono / J. Differential Equations 220 (2006) 68–84 77
then for every
f ∈ W−1,q(B) and g ∈ Lq(B) with
∫
B
g dx = 0,
there exists a unique weak solution v in W 1,q0 (B) to problem (11).
Remark 13. This solution v is actually a nq/(n − q)-weak solution in the sense of
Deﬁnition 10 since W 1,q0 (B) ⊂ Lnq/(n−q)(B) and nn−1 < nqn−q < ∞.
Proof. By virtue of Lemma 9, we have
‖u ⊗ v‖Lq(B)C‖u‖Lnw(B)‖v‖W 1,q (B) for all v ∈ W 1,q(B).
Hence it follows from the classical theory of the Stokes equations (see [6]) that for
each v ∈ W 1,q0 (B), there exists a unique weak solution v = Lv ∈ W 1,q0 (B) to the
problem ⎧⎨
⎩
−v + ∇p = f − div(u ⊗ v) in B,
div v = g in B,
v = 0 on B,
which satisﬁes the estimate
‖v‖W 1,q (B)C
(‖f ‖W−1,q (B) + ‖g‖Lq(B) + ‖u ⊗ v‖Lq(B)) .
Moreover, the operator L on W 1,q0 (B) satisﬁes
‖Lv1 − Lv2‖W 1,q (B)  C‖u ⊗ (v1 − v2)‖Lq(B)
 C2‖u‖Lnw(B)‖v1 − v2‖W 1,q (B)
for all v1, v2 ∈ W 1,q0 (B). Therefore, taking ε2 = 1/(2C2), we conclude that if
‖u‖Lnw(B)ε2, then L is a contraction on W 1,q0 (B) and so has a unique ﬁxed point.
This proves Lemma 12. 
Lemma 14. If v ∈ W 1,q(B) and n
n−1 < q < ∞, then
∫
B
u ⊗ v : ∇ dx = −
∫
B
(u · ∇v) ·  dx (16)
for all  ∈ C∞c (B). Moreover, if v ∈ W 1,q0 (B), then identity (16) also holds for all
 ∈ C∞(B).
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Proof. By virtue of Lemma 9, we have∫
B
|u ⊗ v : ∇| dxC‖v‖Lq(B)‖u‖Lnw(B)‖‖W 2,q′ (B)
and ∫
B
|(u · ∇v) · | dxC‖v‖W 1,q (B)‖u‖Lnw(B)‖‖W 1,q′ (B),
where 1 < q ′ = q
q−1 < n. Hence both sides in (16) are well-deﬁned for all v ∈ W 1,q(B)
and  ∈ C∞(B). On the other hand, since u is divergence-free in B, it follows that if
v, ∈ C∞(B) and if v or  has a compact support in B, then
∫
B
u ⊗ v : ∇ dx =
∫
B
u · ∇(v · ) dx −
∫
B
(u · ∇v) ·  dx
= −
∫
B
(u · ∇v) ·  dx.
Therefore, using a standard density argument, we easily prove Lemma 14. 
Lemma 15. For each q ∈ (1, n), there exists a small positive constant ε3 = ε3(n, q)
such that if u satisﬁes
‖u‖Lnw(B)ε3,
then for every
f ∈ Lq(B) and g ∈ W 1,q(B) with
∫
B
g dx = 0,
there exists a unique weak solution v in W 1,q0 (B) ∩ W 2,q(B) to problem (11).
Proof. By virtue of Lemma 9, we have
‖u · ∇v‖Lq(B)C‖u‖Lnw(B)‖v‖W 2,q (B) for all v ∈ W 2,q(B).
Hence in view of the classical theory of the Stokes equations (see [6]), we deduce
that for each v ∈ W 1,q0 (B) ∩ W 2,q(B), there exists a unique solution v = L′v ∈
W
1,q
0 (B) ∩ W 2,q(B) to the problem
⎧⎨
⎩
−v + ∇p = f − u · ∇v in B,
div v = g in B,
v = 0 on B,
which satisﬁes the estimate
‖v‖W 2,q (B)C
(‖f ‖Lq(B) + ‖g‖W 1,q (B) + ‖u · ∇v‖Lq(B)) .
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Moreover, the operator L′ on W 1,q0 (B) ∩ W 2,q(B) satisﬁes
‖L′v1 − L′v2‖W 2,q (B)C‖u · ∇(v1 − v2)‖Lq(B)
C3‖u‖Lnw(B)‖v1 − v2‖W 2,q (B)
for all v1, v2 ∈ W 1,q0 (B) ∩ W 2,q(B). Therefore, taking ε3 = 1/(2C3), we conclude
that if ‖u‖Lnw(B)ε3, then L′ is a contraction and so has a unique ﬁxed point v in
W
1,q
0 (B) ∩ W 2,q(B). But, since v ∈ W 1,nq/(n−q)0 (B), it follows from Lemma 14 that
v is indeed a weak solution to (11) in the sense of Deﬁnition 10. This completes the
proof of Lemma 15. 
3. Proof of Theorem 4
Let us consider the perturbed Stokes equations in :
{−v + div(u ⊗ v) + ∇p = f in ,
div v = 0 in , (17)
where u is a known divergence-free vector ﬁeld in Lnw().
Using the lemmas in the previous section, we ﬁrst prove
Proposition 16. Assume that  = B3 and q ∈ (1, n). Then there exists a small positive
constant ε = ε(n, q) with the following property.
If u satisﬁes ‖u‖Lnw(B3)ε and if (v, p) ∈ Lnw(B3)×L1(B3) is a distribution solution
of (17) with f ∈ Lq(B3), then
v ∈ W 2,q(B1) and p ∈ W 1,q(B1).
Proof. It is easy to show that Lnw(B3) ⊂ Ln−(B3) for any  > 0: a proof may be
based on a well-known formula of the Ln−-norm in terms of distribution functions.
This fact together with Sobolev inequality yields
∇v − u ⊗ v ∈ W−1,n−(B3) + Ln2 (1− 2n− )(B3) ⊂ W−1,n−(B3)
for any  > 0 and so ∇p = f + div(∇v − u ⊗ v) ∈ W−2,q(B3) because 1 < q < n.
Hence by virtue of Remark 8, we deduce that p ∈ W−1,q(B3).
Let us choose a cut-off function  ∈ C∞c (B3) such that  = 1 in B2 and  = 0 in
B3 \B5/2. Then it is easy to show that v = v ∈ L2(B3)∩Lq(B3) is a 2-weak solution
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(in the sense of Deﬁnition 10) to the following problem:
⎧⎨
⎩
−v + div(u ⊗ v) + ∇p = f in B3,
div v = g in B3,
v = 0 on B3,
(18)
where
p = p ∈ W−1,q(B3), g = ∇ · v ∈ Lq(B3)
and
f = f + ∇ · (u ⊗ v − 2∇v + pI) − ()v ∈ W−1,q(B3).
We now assume that u satisﬁes
‖u‖Lnw(B3)ε2(n, q). (19)
Then by virtue of Lemma 12, there exists a unique solution w ∈ W 1,q0 (B3) to problem
(18). Note that
w ∈ L nqn−q (B3) and n
n − 1 <
nq
n − q < ∞.
Hence by virtue of Lemma 11, we deduce that
v = w ∈ W 1,q(B3) and so v ∈ W 1,q(B2),
provided that
‖u‖Lnw(B3)ε1(n, q1), where q1 = min
(
2,
nq
n − q
)
. (20)
Moreover, it follows from Lemma 9 and Remark 8 that
∇p = f + div(∇v − u ⊗ v) ∈ W−1,q(B2),
p ∈ Lq(B2), f ∈ Lq(B2) and g ∈ W 1,q(B2).
On the other hand, we observe that if we choose  ∈ C∞c (B3) so that  = 1 in B1
and  = 0 in B3 \ B3/2, then v = v ∈ W 1,q(B2) is a q1-weak solution to problem
(18) with B3 replaced by B2.
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Therefore, assuming in addition to (19) and (20) that
‖u‖Lnw(B3)ε3(n, q),
we conclude from Lemmas 15 and 11 that
v ∈ W 2,q(B2) and so v ∈ W 2,q(B1).
Using Lemma 14 and then Remark 8 again, we easily show that p ∈ W 1,q(B1). This
completes the proof of Proposition 16. 
By a simple scaling argument, we prove
Proposition 17. For each q ∈ (1, n), there exists a small positive constant ε = ε(n, q)
with the following property.
If u satisﬁes ‖u‖Lnw()ε and if (v, p) ∈ Lnw()×L1loc() is a distribution solution
of (17) with f ∈ Lqloc(), then
v ∈ W 2,qloc () and p ∈ W 1,qloc ().
Proof. For a ﬁxed open ball BR(x0) with B3R(x0) ⊂ , we deﬁne vR, uR, pR and fR
by the natural scaling
vR(x) = Rv(Rx + x0), uR(x) = Ru(Rx + x0),
pR(x) = R2(Rx + x0) and fR(x) = R3f (Rx + x0).
An easy calculation shows that
−vR + div(uR ⊗ vR) + ∇pR = fR, div vR = 0 in B3
and
‖uR‖Lnw(B3) = ‖u‖Lnw(B3R(x0))‖u‖Lnw().
Hence if u satisﬁes ‖u‖Lnw()ε, where ε = ε(n, q) is the same constant as in Proposi-
tion 16, then we deduce from Proposition 16 that vR ∈ W 2,q(B1) and pR ∈ W 1,q(B1),
which implies that
v ∈ W 2,q(BR(x0)) and p ∈ W 1,q(BR(x0)).
In view of a standard covering argument, we easily complete the proof of Proposi-
tion 17. 
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We are now ready to prove Theorem 4.
Proof of Theorem 4. In case that m = 0 and q ∈ (1, n), Theorem 4 follows immedi-
ately from Proposition 17. Assume next that m = 0, q ∈ [n,∞) and
‖u‖Lnw()ε(n, q2), where q2 =
2nq
n + 2q .
Then since 1 < 23nq2 < nq and f ∈ Lqloc() ⊂ Lq2loc(), it follows from Proposition
17 that u ∈ W 2,q2loc (). By virtue of Sobolev inequality, we deduce that
u ∈ W 1,2qloc () and so div(u ⊗ u) = u · ∇u ∈ Lqloc().
Therefore, in view of the interior regularity theory of the Stokes equations, we conclude
that u ∈ W 2,qloc () and p ∈ W 1,qloc (). This proves Theorem 4 for the case that m = 0.
The general case is proved by induction on m. Suppose that Theorem 4 was proved
for some m0, and that
f ∈ Wm+1,qloc () and q ∈ (1,∞) ∩ [n/4,∞).
We ﬁrst consider the case that q ∈ [n/4, n). In this case, Sobolev inequality yields
f ∈ Wm,q3loc () and q < q3 =
nq
n − q < ∞.
Hence assuming that
‖u‖Lnw()ε(n, q3), (21)
we deduce from the induction hypothesis that
u ∈ Wm+2,q3loc () and p ∈ Wm+1,q3loc ().
For a ﬁxed multi-index  with || = m + 1, let us denote
(u, p) = (Du,Dp) ∈ W 1,q3loc () × Lq3loc().
Then (u, p) satisﬁes
{−u + div(u ⊗ u) + ∇p = f in ,
div u = 0 in , (22)
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where
f = Df + div(u ⊗ Du) − Ddiv(u ⊗ u).
On the other hand, since qn/4, it follows from Sobolev inequality that
u ∈ Wm+2,
nq
n−q
loc () ⊂ Wm+1,2qloc ().
Hence using Lemma 14, we can easily show that f ∈ Lqloc(). In fact, if B is any
open ball with B ⊂  and  ∈ C∞c (B), then
〈f ,〉
=
∫
B
Df ·  dx −
∫
B
u ⊗ Du : ∇ dx + (−1)||
∫
B
u ⊗ u : ∇D dx
=
∫
B
Df ·  dx +
∫
B
(u · ∇Du) ·  dx − (−1)||
∫
B
(u · ∇u) · D dx
=
∫
B
Df ·  dx +
∫
B
(
u · ∇Du − D(u · ∇u) ) ·  dx

(‖Df ‖Lq(B) + ‖u · ∇Du − D(u · ∇u)‖Lq(B)) ‖‖Lq′ (B)
C
(
‖f ‖Wm+1,q (B) + ‖u‖2Wm+1,2q (B)
)
‖‖
Lq
′
(B)
.
This proves that f ∈ Lqloc(). Therefore, by virtue of Proposition 17, we conclude that
if u satisﬁes
‖u‖Lnw()ε(n, q)
in addition to (21), then (u, p) ∈ W 2,qloc () × W 1,qloc () and so
u ∈ Wm+3,qloc () and p ∈ Wm+2,qloc ().
It remains to consider the case that q ∈ [n,∞). But this case can be treated in the
same way as the previous case that m = 0 and q ∈ [n,∞). We have completed the
proof of Theorem 4. 
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