Let A be a (non-necessarily associative) finite-dimensional algebra over a field of characteristic zero. A quantitative estimate of the polynomial identities satisfied by A is achieved through the study of the asymptotics of the sequence of codimensions of A. It is well known that for such an algebra this sequence is exponentially bounded. Here we capture the exponential rate of growth of the sequence of codimensions for several classes of algebras including simple algebras with a special non-degenerate form, finite-dimensional Jordan or alternative algebras and many more. In all cases such rate of growth is integer and is explicitly related to the dimension of a subalgebra of A. One of the main tools of independent interest is the construction in the free non-associative algebra of multialternating polynomials satisfying special properties.
Introduction
The main purpose of this paper is to study the exponential rate of growth of the sequence of codimensions of a non-necessarely associative finite-dimensional algebra over a field of characteristic zero. Let F {X} be the free non-associative algebra over a field F on a countable set X and let A be an F -algebra. A polynomial of F {X} vanishing under every evaluation in A is called a polynomial identity of A and let Id( A) denote the T -ideal of polynomial identities satisfied by A. If P n is the space of multilinear polynomials in the indeterminates x 1 , . . . , x n , we denote by c n (A) = dim P n P n ∩Id(A) , n = 1, 2, . . . , the sequence of codimensions of A.
In general such sequence has overexponential growth and several methods have been developed in the years [2, 8, 15] in order to study its properties. So far the most significant results have been obtained when c n (A) is exponentially bounded, and in this setting a celebrated theorem of Regev [17] states that any associative algebra satisfying a non-trivial polynomial identity (PI-algebra) has sequence of codimensions exponentially bounded.
The class of non-associative algebras sharing such property is quite wide and includes the object of our study, that is, finite-dimensional algebras [1] . In case c n (A) is exponentially bounded, one can construct the bounded sequence In [7] it was proved that for any associative PI-algebra A the PI-exponent exp( A) exists and is an integer. In case of finite-dimensional Lie algebras, in [19] it was shown that the PI-exponent also exists and is an integer. The same conclusion was achieved in [9, 10] for the special simple Jordan algebras.
These results about the integrality of the PI-exponent are quite surprising since in [5] the authors constructed, for any real number α > 1, a non-associative algebra whose exponential rate of growth of the codimensions equals α.
In general in [3] it was proved that if A is a finite-dimensional algebra, dim A = d, then either c n (A) is polynomially bounded or c n (A) > 1 n 2 2 n 3d 2 for n large enough. Moreover, given any real numbers 1 < α < β < 2 there exists a finite-dimensional algebra B such that α < exp(B) < β. De- spite these results, the exponential rate of growth of the codimensions cannot be less than 2 for a wide class of algebras. In fact, if A is either an associative algebra [13] or a Lie algebra [14] or a finite-dimensional special Jordan algebra [9] , then the asymptotic inequality c n (A) < 2 n implies c n (A) f (n) for some polynomial f . The same phenomenon appears in case of two and three-dimensional non-associative algebras, but does not hold any more for five-dimensional algebras [4, 6] . The purpose of this paper is twofold. First we prove that for a wide class of simple algebras A which includes noncommutative Jordan algebras, exp( A) exists and equals dim A. On the other hand we determine finite-dimensional algebras, including Jordan and alternative algebras, for which exp( A) exists and is a non-negative integer.
Throughout F will be a field of characteristic zero. We shall often use other symbols like y, z, x j i for extra new indeterminates in F {X}. We shall use the left-normed notation on monomials i.e.,
Multialternating polynomials
Let A be an algebra over a field F and let End( A) be the algebra of endomorphisms of A. For a ∈ A we denote by R a and L a the right and left multiplication by a, respectively. Then we define M( A) to be the subalgebra of End( A) generated by the right and left multiplications by elements of A. M( A) is the multiplication algebra of A.
We remark that if A is a finite-dimensional central simple algebra over F then M( A) = End F A [16] .
In fact, considered as a module over the multiplication algebra M( A), A is an irreducible faithful module. Therefore, by the density theorem, M( A) is a dense subring of the ring of endomorphism of the module A considered as a vector space over its centralizer, which is F . In other words, M( A) is 
where E is the unit matrix of M d (F ) and λ ∈ F is a non-zero scalar. 
On the other hand
for any 1 j t and for anyx 1 
Since allx i ,ȳ j are products of left and right multiplications by e 1 , . . . , e d , the left-hand side of (3) can be viewed as an evaluation ϕ in A of some non-associative polynomial 
In order to simplify the notation, we shall often
Throughout we let α(x, y) ∈ M(F {X}) be a fixed linear combination of elements of the type T u T v , T uv , where T , T ∈ {R, L} and {u, v} = {x, y}. Moreover, in case A is a finite-dimensional algebra, we denote by x, y = tr(α(x, y)) the bilinear form determined by α, where tr is the usual trace. The following lemma generalizes [10, Lemma 3] . Proof. The proof is by induction of k. Suppose first that k = 1 and define
Then g is alternating on each set Y i , 1 i r and, by Lemma 2, is also alternating on 
and, since α 11 + · · · + α dd = tr(α(v,z)) = v,z , the lemma is proved in case k = 1. 
If we now apply to g the same arguments as in the case k = 1, we obtain a polynomial satisfying the conclusion of the lemma. 
satisfying the following conditions:
2) g k is not an identity of A; 3) the integer N does not depend on k. Suppose first that k = 1 and write Y = {y 1 , . . . , y m }. By Lemma 3 there exists a multilinear poly-
σ (1) , z
τ (1) , . . . , v
Then set
The polynomial g 1 is alternating on each of the sets {x 1 , . . .
Next we show that for any evaluation ϕ,
Now, by Lemma 3, for any evaluation ϕ : X → A we have
τ (d) .
We fix σ ∈ S m and compute the sum
Write simplyv (1) 
satisfying the conclusion of the theorem. Then we write
} and we apply to g k−1
Lemma 3 and the previous arguments. In this way we can construct the polynomial g k and, for any evaluation ϕ, we have
This completes the proof of the theorem. 2
Simple algebras and growth of the identities
In this section we restrict our attention to the multilinear identities of a finite-dimensional simple algebra A. Let Id( A) = { f ∈ F {X} | f ≡ 0 in A} be the T -ideal of polynomial identities of A and, for any n 1, define P n ⊆ F {X} to be the space of multilinear polynomials in the variables x 1 , . . . , x n . Then c n (A) = dim P n P n ∩Id(A) is the nth codimension of A and our aim is to study the sequence c n (A), n = 1, 2, . . . . Since A is finite-dimensional such sequence is exponentially bounded (see [1] ), and here we want to capture its exponential rate of growth by proving that exp( A) = lim n→∞ n √ c n (A) exists and equals dim A = d, for some classes of simple algebras.
It is well known that the symmetric group S n acts on P n : if σ ∈ S n and f (x 1 , . . . , (1) , . . . , x σ (n) ) (see [8, Chapter 2] ). Then it is easily seen that P n P n ∩Id(A) becomes an S n -module and we consider its decomposition into irreducible submodules. We refer the reader to [12] for a description of the representation theory of S n .
Here we recall how to construct an irreducible S n -module. Let λ n be a partition of n. Given a Young tableau T λ of shape λ n, let R T λ and C T λ denote the subgroups of S n stabilizing the rows and the columns of T λ , respectively. Then setR
that the element e T λ =R T λC T λ is an essential idempotent of the group algebra F S n , generating an irreducible S n -module corresponding to λ.
In the next theorem we prove the existence of the exponent exp( A) for some finite-dimensional algebras. m(a, a 1 , . . . , a r ), where a 1 , . . . , a r ∈ A.
We have proved that F S n e T λ h Id( A), for some Young tableau T λ of shape λ = ((2k + 1) d ).
Since there exists at least one of them, say m, which is not zero on A, we define
. , x d(2k+1)+r ).
Then h ∈ P n and, if T λ is the Young tableau of shape λ = ((2k + 1) d ) given above such that e T λ h / ∈ Id( A), we also have that e T λ h / ∈ Id( A). Decompose F S n = μ n I μ into the sum of minimal two-sided ideals I μ and let d μ = dim I μ be the dimension of an irreducible S n -module corresponding to μ. By We remark that in particular the above theorem is true for commutative Jordan algebras, for quasiassociative algebras, for flexible quadratic algebras which include octonions (see [18] ).
An upper bound for the PI-exponent
Throughout this section we shall assume that A is a finite-dimensional algebra over a field F of characteristic zero with a Wedderburn-Malcev type decomposition. That is, there exist simple unitary
where R = Rad A is the radical of A. We shall also assume that R is a strongly nilpotent ideal i.e., there exists an integer T 1 such that any product of elements of A containing at least T elements of R must be zero. 
Since A is a finite-dimensional algebra we can define the integer
We shall prove that under suitable hypotheses, the PI-exponent of A equals the integer d defined in (6) . We start with the following 
Lemma 4. Let d be the integer defined in (6). Then there exists an integer T such that any multilinear polynomial
f = f x 1 1 , . . . , x 1 d+1 , . . . , x T 1 , . . . , x T d+1 , y 1 , y 2 , . . .
}, 1 i T , is an identity of A.
Proof. Let T be the smallest integer such that any product of elements of A containing at least T elements of R is equal to zero.
Denote by Alt i the operator of alternation on the set {x , y 1 , y 2 , . . .) .
In fact, since m is multilinear, it is enough to check that First suppose that b 1 , . . . , b d+1 ∈ B 1 and let b 1 ∈ C i 1 , . . . , b d+1 ∈ then m(b 1 , . . . , b T (d+1) , b 1 , b 2 , . . .) = 0 by the definition of d. In case dim( then b 1 , . . . , b d+1 are linearly dependent over F and since the polynomial in (7) is alternating in the corresponding variables, we get that (8) still holds.
Note that the discussion of the previous paragraph applies to the sets
Hence we may assume that every set in (9) contains at least one b j ∈ B 0 . But in this case (8) holds since each monomial on the left-hand side of (8) 
Proof.
As we mentioned at the beginning of Section 3, P n /(P n ∩ Id( A)) is a left S n -module and we let χ n (A) be its character, called the nth cocharacter of A. Clearly degχ n (A) = c n (A). By complete reducibility we decompose χ n (A) into irreducible S n -characters (10) where χ λ is the irreducible S n -character associated to the partition λ and m λ 0 is the corresponding multiplicity. Clearly it is enough to prove the lemma for n T (d + 1).
Recall that, given a partition λ = (λ 1 , . . . , λ k ) n and a Young tableau T λ , then e T λ =R T λC T λ is a minimal essential idempotent of F S n . Moreover, for any multilinear polynomial f (x 1 , . . . , x n ) , the polynomialC T λ f (x 1 , . . . , x n ) is alternating on at least k indeterminates. It follows that m λ = 0 in (10) as soon as k > D = dim A. This says that the cocharacter χ n (A) lies in a strip of height D.
Consider the rectangular partition
where T is the integer determined in Lemma 4. Then by the above property and Lemma 4, m λ = 0 in (10) for any λ μ, i.e., λ i μ i , for all i.
But then, by [8, Lemma 6.2.4], we have that 
Therefore, by computing degrees in (10), from the above two upper bounds we get the desired conclusion of the lemma. 2
A lower bound for the PI-exponent
As in the previous section, here we shall assume that A is a finite-dimensional algebra with a Wedderburn-Malcev decomposition and strongly nilpotent radical. We shall also assume that in the The following remark is obvious. for some a 1 , . . . , a k+l ∈ B 1 , b 1 , . . . , b t ∈ B 0 , l 0, where a 1 , . . . , a k belong to distinct simple components C i 1 , . . . , C i k , respectively, and dim(
Lemma 6. Let d = d( A) be as in (6). Then there exist t 0 and a monomial
If a 1 , . . . , a n ∈ A are elements of an algebra A, we denote by p(a 1 , . . . , a n ) the set of all products a i 1 · · · a i n where i 1 , . . . , i n is a permutation of 1, . . . ,n, with all possible arrangements of brackets.
Lemma 7.
Let A be a finite-dimensional simple algebra with 1, dim A = t, and let a ∈ A be non-zero. Then A = span p(a, a 1 , . . . , a t−1 ) a 1 , . . . , a t−1 ∈ A . (11) Proof. For j 1 let
Since A is finite-dimensional, the chain (12) stabilizes, say A j = A j+1 . Then A j is an ideal containing a and, by the simplicity of A,
and j t − 1. In particular, A t−1 = A j = A. Finally, since A is an algebra with 1, A t−1 coincides with the right-hand side of (11). 2
In the next lemma we shall construct multialternating polynomials of arbitrarily large degree for finite-dimensional algebras satisfying our hypotheses. We shall do so by "gluing" the polynomials constructed in Theorem 1. Proof. Let M(a 1 , . . . , a r+l , b 1 , . . . , b t ) = 0 be a monomial with a 1 ∈ C 1 , . . . , a r ∈ C r and dim(C 1 ⊕ · · · ⊕ C r ) = d, as in Lemma 6. We rename the elements of M and we write
Recall that
Theorem 1, for any C i there exists a multialternating polynomial (13) be a polynomial of the free algebra such that 
Thus f is the desired polynomial and the proof is complete. 2
We remark that if we replace any of the polynomials g i in (13) with g i y N+1 then we obtain another multilinear non-identical polynomial f depending on 2kd alternating variables and on y 1 , . . . , y N+1 . A repeated application of this argument gives the following. We are now able to find a lower bound for c n (A). In fact we have the following. Since f / ∈ P n ∩ Id( A), there exists a partition λ = (λ 1 , . . . , λ p ) 2kd and a tableau T λ such that the polynomial e T λ f does not lie in P n ∩ Id( A).
We now apply to e T λ f the same argument as in the proof of Theorem 2: if λ 1 2k + 1 then e T λ f = 0 since f contains 2k alternating sets of variables and e T λ f is symmetric on a set of order λ 1 Next we want to apply the above results to Jordan algebras. In order to do so we need to prove the following.
Lemma 10. The radical Rad J of a finite-dimensional Jordan algebra J is strongly nilpotent.
Proof. Let M( J ) be the multiplication algebra of J and let R : J → M( J ), a → R a , be the canonical mapping of J into M( J ). It is well known (see [11] ) that for any a ∈ Rad J the image R a lies in Rad M( J ). Let n be the degree of nilpotency of RadM( J ). Then in M( J ) every associative word containing at least n elements of Rad M( J ), in particular of R(Rad J ), equals 0.
We claim that Rad J is strongly nilpotent of degree N = 2n + 1. In fact, let w be a non-associative word in J containing at least 2n + shows that W ∈ (Rad M( J )) n = 0, and this proves the claim. 2
We remark that the statement of Lemma 10 is evidently true for alternative algebras. In fact, in an alternative algebra A, for every ideal I of A and for every natural number n the power I n is again an ideal of A. Therefore, every nilpotent ideal of A is strongly nilpotent. At the light of the above, from Lemmas 5 and 9 we now immediately get the following. Proof. As we have already mentioned, an extension of the base field does not change the codimensions of an algebra. Hence we may assume F to be algebraically closed. The conclusion of the theorem is obvious for a nilpotent algebra. Hence assume A non-nilpotent and let d = d( A) be as in (6) . Then exp( A) = d as follows from Lemmas 5 and 9.
Notice that if d = 1 then the polynomial upper bound also follows from Lemma 5. 2
We remark that the absence of intermediate codimension growth (i.e., faster than any polynomial and slower than any exponential α n , α > 1) was proved in [3] for any finite-dimensional algebra, but for any real numbers 1 < β < α, there exists a finite-dimensional algebra B with β < exp(B) < α.
