Dynamical degrees of affine-triangular automorphisms of affine spaces by Blanc, Jérémy & van Santen, Immanuel
ar
X
iv
:1
91
2.
01
32
4v
1 
 [m
ath
.A
G]
  3
 D
ec
 20
19
DYNAMICAL DEGREES OF AFFINE-TRIANGULAR
AUTOMORPHISMS OF AFFINE SPACES
JÉRÉMY BLANC AND IMMANUEL VAN SANTEN
Abstract. We study the possible dynamical degrees of automorphisms of
the affine space An. In dimension n = 3, we determine all dynamical degrees
arising from the composition of an affine automorphism with a triangular one.
This generalises the easier case of shift-like automorphisms which can be stud-
ied in any dimension. We also prove that each weak Perron number is the
dynamical degree of an affine-triangular automorphism of the affine space An
for some n, and we give the best possible n for quadratic integers, which is
either 3 or 4.
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1. Introduction
1.1. Dynamical degrees of polynomial endomorphisms. In this text, we
work over an arbitrary field k. For each n ≥ 1, recall that an endomorphism
f ∈ End(An) of An = An
k
is given by
f : (x1, . . . , xn) 7→ (f1(x1, . . . , xn), . . . , fn(x1, . . . , xn))
where f1, . . . , fn ∈ k[x1, . . . , xn]. To simplify the notation, we often write f =
(f1, . . . , fn) and thus identify End(A
n) with (k[x1, . . . , xn])
n.
The degree of an endomorphism f = (f1, . . . , fn), denoted by deg(f), is defined
to be deg(f) = max(deg(f1), . . . , deg(fn)). The set End(A
n) of endomorphisms of
An is a monoid, for the composition law, and the subset of invertible elements is
the group Aut(An) of automorphisms of An.
The dynamics of endomorphisms of An, specially in the case of the ground field
k = C, was studied intensively in the last decades, see for instance [Sib99, Mae00,
Mae01a, Mae01b, Gue02, GS02, Gue04, Ued04, FJ11, JW12, Xie17, DL18]. In par-
ticular, the (first) dynamical degree of an automorphism f ∈ Aut(An) was studied.
For each dominant endomorphism f ∈ End(An), the dynamical degree is defined
as the real number
λ(f) = lim
r→∞
deg(f r)
1
r ∈ R≥1.
The fact that the limit exists is classical and follows from the fact that deg(f r+s) ≤
deg(f r) · deg(f s) for each r, s ≥ 1 (see Lemma 2.2.1).
1.2. Previous results on dynamical degrees of endomorphisms of An. Let
us recall what is known on the dynamical degrees of elements of End(An).
(1) The case where n = 1 is obvious: in this case we have λ(f) = deg(f), so
each dynamical degree is an integer, which is moreover equal to 1 in the case of
automorphisms.
(2) When n = 2, the case of automorphisms follows from the Jung-van der
Kulk Theorem [Jun42, vdK53]: every dynamical degree is an integer, as deg(f r) =
deg(f)r for each r, when f is taken to be cyclically reduced (this is explained in
Corollary 2.3.4 below, or in [Fur99, Proposition 3]). The set of all dynamical degrees
of quadratic endomorphisms of A2
C
is equal to {1,√2, (1 + √5)/2, 2} by [Gue04,
Theorem 2.1]. Moreover, the dynamical degree of every element of End(A2
C
) is a
quadratic integer, by [FJ07, Theorem A’].
(3) The case of dimension n ≥ 3 is open in general: there is for the moment
no hope to have a classification of all dynamical degrees, even when studying only
automorphisms.
The set of dynamical degrees of all automorphisms of A3
C
of degree 2 is equal to
{1,√2, (1 +√5)/2, 2} by [Mae01a, Theorem 3.1].
Apart from the above classification results, two natural families are also known:
the monomial endomorphisms and the shift-like automorphisms.
(A) A monomial endomorphism of An is an endomorphism of the form f =
(f1, . . . , fn), where each fi is a monomial. When we write fi = αix
mi,1
1 · · ·xmi,nn
with αi ∈ k∗ and mi,1, . . . ,mi,n ∈ N and assume that f is dominant, then the
dynamical degree of f is the spectral radius of the corresponding matrix M =
(mi,j)
n
i,j=1 ∈Matn(N). This classical result is proven again in Corollary 3.2.5 below.
The numbers arising this way are the weak Perron numbers (see §1.4 below).
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(B) For each n ≥ 1, a shift-like automorphism of An+1 is an automorphism of
the form (xn+1 + p(x1, . . . , xn), x1, . . . , xn) for some polynomial p ∈ k[x1, . . . , xn].
The dynamics of such automorphisms have been studied in various texts (see for
instance [BP98, Mae00, Mae01b, Ued04, BV18]). The dynamical degrees of shift-
like automorphisms are known, as the following result, due to Mattias Jonsson
(unpublished), shows:
Proposition 1.2.1. For each n ≥ 1 and each polynomial p ∈ k[x1, . . . , xn] of degree
≥ 2, let ep ∈ Aut(An+1) be the automorphism
ep = (xn+1 + p(x1, . . . , xn), x1, . . . , xn) ∈ Aut(An+1).
Let I ⊂ Nn be the finite subset of indices of the monomials of p. We get
λ(ep) = max
λ ∈ R
∣∣∣∣∣∣λn =
n∑
j=1
ijλ
n−j for some (i1, . . . , in) ∈ I

For a proof of this result, together with a generalisation, see §4.2. We then study
a wider class of automorphisms, that we call affine-triangular automorphisms.
1.3. Affine-triangular automorphisms of An. In this article, we study in de-
tails the dynamical degrees of endomorphisms of An, and give a method (described
in §1.5 below) to compute the dynamical degree of automorphisms, which does
not work in all cases, but in a new class of automorphisms, wider than the above
ones. We are particularly interested in the affine-triangular automorphisms, that
we define now. These are related to the somewhat classical definitions (even if
our definition of elementary is slightly more restrictive than what is used in the
literature):
Definition 1.3.1. An endomorphism f = (f1, . . . , fn) ∈ End(An) is said to be
• triangular if fi ∈ k[x1, . . . , xi] for each i ∈ {1, . . . , n},
• elementary if fi = xi for for each i ∈ {1, . . . , n− 1}.
• an affine automorphism if f ∈ Aut(An) and if deg(f) = 1,
• a permutation of the coordinates if {f1, . . . , fn} = {x1, . . . , xn},
• affine-triangular if f = α ◦ τ where α is an affine automorphism and τ is a
triangular endomorphism,
• affine-elementary if f = α ◦ e where α is an affine automorphism and e is an
elementary endomorphism,
• permutation-triangular if f = α◦τ where α is a permutation of the coordinates
and τ is a triangular endomorphism.
• permutation-elementary if f = α◦e where α is a permutation of the coordinates
and e is an elementary endomorphism.
For each n ≤ 4, if char(k) 6= 2, every automorphism of An of degree 2 is conju-
gate, by an affine automorphism, to an affine-triangular automorphism, see [MO91].
This result is false in dimension n = 5 [Sun14], as for example
f = (x1 + x2x4, x2 + x1x5 + x3x4, x3 − x2x5, x4, x5) ∈ Aut(A5)
shows: the Jacobian of the homogeneous part of degree 2 of an affine-triangular
automorphism of degree ≤ 2 contains a zero-column, but the Jacobian of the ho-
mogeneous part of degree 2 of f contains linearly independent columns (see also
[Sun14, Theorem 3.2]).
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There are quite a few automorphisms of A3 of degree 3 that are not conjugate,
by an affine automorphism, to affine-triangular automorphisms. More precisely,
when k is algebraically closed, then each automorphism of A3 = Spec(k[x, y, z])
of degree 3 is conjugate, by an affine automorphism, either to an affine-triangular
automorphism or to an automorphism of the form
(∗) α(x + yz + za(x, z), y + a(x, z) + r(z), z) ∈ Aut(A3)
where a ∈ k[x, z] \ k[z] is homogeneous of degree 2, r ∈ k[z] is of degree ≤ 3 and
α is an affine automorphism, see [BvS19, Theorem 3]. In fact, non of the auto-
morphisms in (∗) is conjugated, by an affine automorphism, to an affine-triangular
automorphism, see [BvS19, Proposition 3.9.4].
For k = C3 various (dynamical) properties of the affine-elementary automor-
phisms (x0 + x1 + x
q
0x
d
2, x0, αx2) ∈ Aut(A3) with α ∈ C, 0 < |α| ≤ 1, q ≥ 2, d ≥ 1
are studied in [DL18] and in particular their dynamical degree is computed, which
is equal to the integer q.
In dimension 3, we are able to compute all dynamical degrees of all affine-
triangular automorphisms. The method that we propose works for each affine-
triangular automorphism of A3, and we obtain in particular the following result
(whose proof will be given at the end of §4.3).
Theorem 1. For each field k and each integer d ≥ 2, the set of dynamical degrees
of all affine-triangular automorphisms of A3 of degree ≤ d is equal to{
a+
√
a2 + 4bc
2
∣∣∣∣∣ (a, b, c) ∈ N3, a+ b ≤ d, c ≤ d
}
\ {0}.
Moreover, for all a, b, c ∈ N such that λ = a+
√
a2+4bc
2 6= 0, the dynamical degree of
the automorphisms
(x3 + x
a
1x
b
2, x2 + x
c
1, x1) and (x3 + x
a
1x
bc
2 , x1, x2)
is equal to λ.
Theorem 1 shows in particular that the dynamical degree of every affine-triangular
automorphism of A3 is equal to the dynamical degree of a shift-like automorphism.
However, for each d ≥ 3 the set of dynamical degrees of all affine-triangular au-
tomorphisms of A3 of degree d strictly contains the set of dynamical degrees of
all shift-like automorphisms of A3 of degree d. Indeed, the latter set of dynamical
degrees consists of the numbers (a +
√
a2 + 4d− 4a)/2 where 0 ≤ a ≤ d and does
not contain (1+
√
1 + 4d)/2 , which is the dynamical degree of the affine-triangular
automorphism (x3 + x1x2, x2 + x
d
1, x1), see Corollary 4.3.7.
dynamical degrees of shift-like dynamical degrees of affine-triangular
d automorphisms of A3 of degree automorphisms of A3 of degree d
d not appearing in degree < d not appearing in degree < d
1 {1} {1}
2 {√2, 1+
√
5
2 , 2} {
√
2, 1+
√
5
2 , 2}
3 {√3, 1 +√2, 3} {√3, 1+
√
13
2 , 1 +
√
2,
√
6, 1+
√
17
2 , 1 +
√
3, 3}
4 { 1+
√
13
2 , 1 +
√
3, 3+
√
13
2 , 4}
{2√2, 1 +√5, 3+
√
13
2 ,
1+
√
33
2 , 2
√
3, 1+
√
37
2 ,
3+
√
17
2 , 1 +
√
7, 3+
√
21
2 , 4}
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Note that 2
√
2 and
√
3 appear as dynamical degrees of affine-triangular auto-
morphisms in degree 4 and 3, respectively (and not smaller), even if 2
√
2 < 3 and√
3 < 2. Similarly, for each prime p, the number
√
p is the dynamical degree of
a shift-like automorphism of degree p, but it is not the dynamical degree of an
affine-triangular automorphism of degree < p.
In dimension n ≥ 4, we are not able to compute all dynamical degrees of all
affine-triangular automorphisms, but can get some large families. The case of shift-
like automorphisms is covered by our method, and we retrieve a proof of the result
of Mattias Jonsson (Proposition 1.2.1), but we can also study wider classes. We give
the dynamical degrees of all permutation-elementary automorphisms (a family that
strictly includes the shift-like automorphisms) in §4.2 (especially Proposition 4.2.3)
and also give the dynamical degrees of other affine-triangular automorphisms. In
particular, we show that in any dimension n ≥ 4, there are affine-triangular auto-
morphisms of An whose dynamical degrees are not those of a shift-like automor-
phisms or more generally of a permutation-elementary automorphisms, contrary to
the case of dimension n ≤ 3. See §1.4 for more details.
1.4. Relation with algebraic integers: weak Perron numbers and Han-
delman numbers. Every dynamical degree of a polynomial endomorphism of An
that has been computed until now is the spectral radius of a square matrix with
non-negative integral coefficients and is thus a weak Perron number. Let us first
recall some terminology:
A Perron number (respectively weak Perron number) is a real number λ ≥ 1 that
is an algebraic integer such that all other Galois conjugates µ ∈ C satisfy |µ| < λ
(respectively |µ| ≤ λ). Another equivalent definition of a weak Perron number is
the following: these are real numbers λ > 0 such that λm is a Perron number
for some m ≥ 1 (the proof of the equivalence can be found for instance in [Sch97,
Lemma 4] or [Bru13, Theorem 2]). In some texts, Perron and weak Perron numbers
are assumed to be bigger than 1, excluding then λ = 1, but we will allow it here,
as for instance [Lin84, Bru13, Thu14] do. This allows to have the following nice
equivalence: a real number is a weak Perron number if and only if it is the spectral
radius of a square matrix with non-negative integral coefficients (see Theorem 3.2.4
below, which follows from [Lin84, Theorem 3, page 291]). Weak Perron numbers
arise in many dynamical systems.
As until now all known dynamical degrees of dominant endomorphisms of An
are weak Perron numbers, it is natural to ask the following question:
Question 1.4.1. Is every dynamical degree of any element of End(An) (respectively
Aut(An)) equal to a weak Perron number of degree ≤ n (respectively of degree
≤ n− 1)?
A positive statement is given by the following result (the proof will be given at
the end of §4.4):
Theorem 2. Each weak-Perron number λ is the dynamical degree of an affine-
triangular automorphism of An for some integer n.
If λ > 1 is an integer, the least n possible is 2.
If λ is a quadratic integer and its conjugate is negative, the least possible n is 3.
If λ is a quadratic integer and its conjugate is positive, the least possible n is 4.
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Note that dynamical degrees of shift-like automorphisms are special kinds of
weak Perron numbers. Indeed, they are positive real numbers that are roots
of a monic integral polynomial where all coefficients (except the first one) are
non-positive. These numbers are called Handelman numbers in [Bas97] (see es-
pecially [Bas97, Lemma 10]) and they have no other positive real Galois conjugates
(Lemma 4.4.2). This implies that Handelman numbers are weak Perron numbers
(see Corollary 4.4.3). Theorem 1 implies that the dynamical degree of an affine-
triangular automorphism of A3 is a Handelman number (and the same holds for
all automorphisms of A1 and A2), but for any n ≥ 4, there are affine-triangular
automorphisms of An whose dynamical degrees are not Handelman numbers. This
follows in particular from Theorem 2, applied to any weak Perron quadratic integer
with a positive conjugate, for instance to (3+
√
5)/2. We can also apply Theorem 2
to weak Perron numbers of arbitrary large degree.
1.5. Outline of the article. In the rest of this introduction, we describe the tech-
nique that we introduce in order to compute dynamical degrees of endomorphisms
of An and we give an outline of the whole article.
We will use degree functions associated to sequences of non-negative integers:
Definition 1.5.1. For each µ = (µ1, . . . , µn) ∈ (R≥0)n \ {0}, we define a degree
function
degµ : k[x1, . . . , xn]→ R≥0 ∪ {−∞}
by degµ(0) = −∞ and
degµ
 ∑
(a1,...,an)∈Nn
c(a1,...,an)︸ ︷︷ ︸
∈k
·xa11 xa22 · · ·xann
 = max { n∑
i=1
aiµi
∣∣∣∣∣ c(a1,...,an) 6= 0
}
.
We say that a polynomial p ∈ k[x1, . . . , xn] is µ-homogeneous of degree θ ∈ R
if p is a finite sum of monomials pi with degµ(pi) = θ for each i (where the zero
polynomial is µ-homogeneous of degree θ for each θ).
We can then write every element q ∈ k[x1, . . . , xn] \ {0} uniquely as
q =
∑
θ∈R≥0
qθ ,
where each qθ ∈ k[x1, . . . , xn] is µ-homogeneous of degree θ (and only finitely many
qθ are non-zero). We then say that qθ is the µ-homogeneous part of q of degree θ.
The µ-leading part of q is the µ-homogeneous part of q of degree degµ(q).
Definition 1.5.2. Let µ = (µ1, . . . , µn) ∈ (R≥0)n\{0}. For each f = (f1, . . . , fn) ∈
End(An) \ {0} we denote the µ-degree of f by
degµ(f) = inf{θ ∈ R≥0 | degµ(fi) ≤ θµi for each i ∈ {1, . . . , n}}
and we say that degµ(f) =∞ if the above set is empty.
We moreover say that f is µ-algebraically stable if degµ(f) <∞ and degµ(f r) =
degµ(f)
r for each r ≥ 1.
Remark 1.5.3. If µ = (1, . . . , 1), then degµ(f) = deg(f) is the standard degree and
the notion of being µ-algebraically stable is the standard notion of “algebraically
stable”, studied for instance in [GS02, Bis08, Bla16]. The fact of being algebraically
stable can be interpreted geometrically by looking at the behaviour of the endo-
morphism at infinity: [Bla16, Corollary 2.16].
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In order to compute the dynamical degree of an endomorphism f ∈ End(An),
the following endomorphism associated to f will be of great importance for us:
Definition 1.5.4. Let f = (f1, . . . , fn) ∈ End(An) be a dominant endomorphism,
let µ = (µ1, . . . , µn) ∈ (R≥0)n be such that degµ(f) = θ < ∞. We define the µ-
leading part of f to be the endomorphism g = (g1, . . . , gn) ∈ End(An), where gj ∈
k[x1, . . . , xn] is the µ-homogeneous part of fj of degree θµj for each j ∈ {1, . . . , n}.
The degree functions are studied in §2. Basic properties are given in §2.4, and
the relation with µ-homogeneous endomorphisms is given in §2.5 (we explain in
particular when degµ(f) = ∞ in Lemma 2.5.6). In §2.6, we explain how degree
functions allow us to give an estimate on the dynamical degrees, and sometimes to
compute it exactly. In particular, we prove the following result (at the end of §2.6).
Proposition A. Let f = (f1, . . . , fn) ∈ End(An) be a dominant endomorphism.
For each µ = (µ1, . . . , µn) ∈ (R>0)n such that θ = degµ(f) < ∞, the following
hold:
(1) The dynamical degree of f satisfies 1 ≤ λ(f) ≤ θ.
(2) Let g ∈ End(An) be the µ-leading part of f . If θ > 1, then
λ(f) = θ ⇔ f is µ-algebraically stable⇔ gr 6= 0 for each r ≥ 1.
Remark 1.5.5. Let µ = (1, . . . , 1). In this case, the µ-degree is the classical degree
and Proposition A(1) is the classical inequality λ(f) ≤ deg(f).
Remark 1.5.6. Proposition A is false when we apply it to µ ∈ (R≥0)n \ {0}. For
instance, if f = (x1, x
2
2), µ = (1, 0), then degµ(f) = 1 but 1 < λ(f) = 2.
To apply Proposition A to compute the dynamical degree, we need to find some
eigenvectors and eigenvalues. This is done here by looking at monomial maps
associated to endomorphisms in End(An). These behave quite well with respect to
degree functions (see Corollary 3.2.5).
Definition 1.5.7. Let f = (f1, . . . , fn) ∈ End(An) be an endomorphism such that
fi 6= 0 for each i. We will say that a square matrix M = (mi,j)ni,j=1 ∈ Matn(N) is
contained in f if for each i ∈ {1, . . . , n}, the coefficient of the monomial∏nj=1 xmi,jj
in fi is nonzero. The set of matrices that are contained in f is then finite and
non-empty.
The maximal eigenvalue of f is defined to be
θ = max { |ξ| ∈ R | ξ is an eigenvalue of a matrix that is contained in f } .
An element µ = (µ1, . . . , µn) ∈ (R≥0)n \ {0} is a maximal eigenvector of f if
degµ(fi) = θµi for each i ∈ {1, . . . , n}. In particular, we then get degµ(f) = θ <∞.
Remark 1.5.8. Let f ∈ End(An) be such that no component is zero and let µ ∈
(R≥0)n \ {0} be a maximal eigenvector of f . Then µ is an eigenvector of some
matrix that is contained in f to the maximal eigenvalue of f . This explains the
term “maximal eigenvector”.
It often happens that we cannot apply Proposition A to compute the dynamical
degree, but that we can do it by allowing µ to have some coordinates, but not all,
to be equal to zero. In fact, the following generalization of Proposition A is our
main tool to compute dynamical degrees:
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Proposition B. Let f = (f1, . . . , fn) ∈ End(An) be a dominant endomorphism
with maximal eigenvalue θ. Then the following holds:
(1) There exists a maximal eigenvector µ = (µ1, . . . , µn) ∈ (R≥0)n \ {0} of f .
(2) We have 1 ≤ λ(f) ≤ θ ≤ deg(f).
(3) For each maximal eigenvector µ of f , we have θ = degµ(f), and the following
hold:
(i) If f is µ-algebraically stable, then λ(f) = θ.
(ii) If λ(f) = θ, θ > 1 and µ ∈ (R>0)n, then f is µ-algebraically stable.
(iii) Let g ∈ End(An) be the µ-leading part of f . If θ > 1, then f
is µ-algebraically stable if and only if for each r ≥ 1 there is i ∈
{1, . . . , n} with µi > 0 and such that the i-th component of gr is
non-zero.
Remark 1.5.9. In Proposition B(1), there are examples with no possibility for µ to
be in (R>0)
n, as the examples f = (x1, x
2
2) ∈ End(A2) or f = (x1, x3, x2 + x23) ∈
Aut(A3) show. Hence, Proposition A cannot be directly applied in order to prove
Proposition B. However, if some coordinates of µ are zero, then a linear projection
is preserved (this follows from Lemma 2.5.6, see also Corollary 2.6.2). To prove
Proposition B, we will use Lemma 2.6.1, that is a version of Proposition A that
also works for µ ∈ (R≥0)n \ {0}.
Remark 1.5.10. The implication of Proposition B(3)(i) is not an equivalence, as we
show in Example 3.4.2 below.
The proof of Proposition B is given in Section 3. For each dominant endomor-
phism f ∈ End(An), Proposition B(1) gives the existence of a maximal eigenvector
µ. Moreover, Proposition B(3) shows that if f is µ-algebraically stable then λ(f) is
equal to the maximal eigenvalue θ of f . We will use this to compute the dynamical
degree of many endomorphisms of An.
The following result allows to compute all dynamical degrees of permutation-
elementary endomorphism of An, and generalises in particular Proposition 1.2.1.
Its proof is given in §4.2:
Proposition C. Let f ∈ Aut(An) be a permutation-elementary automorphism. If
the maximal eigenvalue θ of f is bigger than 1, there exists a maximal eigenvector
µ of f such that f is µ-algebraically stable. In particular, the dynamical degree λ(f)
is equal to the maximal eigenvalue θ of f , which is a Handelman number.
Proposition C is false if we replace “permutation-elementary” by “permutation-
triangular” (see Example 4.3.4 for examples in dimension 3). We can however obtain
the following result, which is proven in §4.3:
Proposition D. Every affine-triangular automorphism f ∈ Aut(A3) is conju-
gate to a permutation-triangular automorphism f ′ ∈ Aut(A3) such that deg(f ′) ≤
deg(f) and such that f ′ has the following property: either the maximal eigenvalue
θ of f ′ is equal to 1, or f ′ is µ-algebraically stable for each maximal eigenvector
µ. In particular, the dynamical degrees λ(f) and λ(f ′) are equal to the maximal
eigenvalue θ of f ′, which is a Handelman number.
The proof of Theorem 1 is given at the end of §4.3, directly after proving Propo-
sition D, as it follows almost directly from this result. We use these results in §4.4,
to prove Theorem 2.
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2. Inequalities associated to degree functions and the proof of
Proposition A
2.1. Notation. We denote by End(k[x1, . . . , xn]) the monoid of endomorphisms of
the k-algebra k[x1, . . . , xn]. Note that the map
Ψ: End(k[x1, . . . , xn]) → End(An)
h 7→ (h(x1), . . . , h(xn))
is an anti-isomorphism of monoids (this means that Ψ is a bijection that sends
the identity on the identity and satisfies Ψ(h1h2) = Ψ(h2)Ψ(h1) for all h1, h2 ∈
End(An)). For each f = (f1, . . . , fn) ∈ End(An), we denote the unique element
h ∈ End(k[x1, . . . , xn]) that satisfies f = Ψ(h) by h = f∗.
Moreover, for any f = (f1, . . . , fn) ∈ End(An) its classical degree deg(f) is the
maximum over the numbers deg(f1), . . . , deg(fn) and more generally for 1 ≤ i1 ≤
i2 ≤ . . . ≤ ik ≤ n we denote by degxi1 ,...,xik (f) the maximum over the numbers
degxi1 ,...,xik
(fi) where we see each fi as a polynomial in the variables xi1 , . . . , xik
with coefficients in the polynomial ring k[{xi | i 6= is for each s = 1, . . . , k }].
2.2. Existence of the dynamical degree. We recall the following folklore result,
which implies that the dynamical degree is well-defined.
Lemma 2.2.1. Let (ar)r≥1 be a sequence of real numbers in R≥1 such that ar+s ≤
ar · as for each r, s ≥ 1. Then, ((ar)1/r)r≥1 is a sequence that converges towards a
real number in R≥1.
Proof. We write, for each r ≥ 1, br = log(ar), and obtain a sequence (br)r≥1 of
non-negative integers such that br+s ≤ br + bs for all r, s ≥ 1. For each r ≥ 1, we
then write cr =
br
r and need to show that the sequence (cr)r≥1 converges towards
a non-negative real number. By Fekete’s subadditivity Lemma (see [Fek23, Satz II]
or [Ste97, Lemma 1.2.1]), the sequence (cr)r≥1 converges to infr≥1(cr) ≥ 0. 
Corollary 2.2.2. Let f ∈ End(An) be an endomorphism. For each integer m ∈
{0, . . . , n− 1}, the sequence
degxm+1,...,xn(f
r)1/r
converges to a real number µm ≥ 1. This gives in particular the dynamical degree
λ(f) = µ0, which satisfies λ(f
d) = λ(f)d for each d ≥ 1.
Proof. This follows from Lemma 2.2.1, as
degxm+1,...,xn(f
r+s) ≤ degxm+1,...,xn(f r) · degxm+1,...,xn(f s),
for all r, s ≥ 1. 
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2.3. Endomorphisms that preserve a linear projection. The following is an
algebraic analogue of the application of [DN11, Theorem 1.1] to endomorphisms of
An that preserve a linear projection:
Lemma 2.3.1. Let f ∈ End(An) be a dominant endomorphism. For each r ≥ 1,
we write
f r = ((f r)1, . . . , (f
r)n) .
Suppose that m ∈ {1, . . . , n− 1} exists, such that f1, . . . , fm ∈ k[x1, . . . , xm]. Then,
the dynamical degree of f is given by λ(f) = max{λ1, λ2}, where
λ1 = lim
r→∞
max{deg((f r)1), . . . , deg((f r)m)}1/r = λ((f1, . . . , fm))
λ2 = lim
r→∞
max{degxm+1,...,xn((f r)m+1), . . . , degxm+1,...,xn((f r)n)}1/r
= lim
r→∞
degxm+1,...,xn(f
r)1/r
are two limits which exist.
Proof. For each r ≥ 1, we write
ar = max{deg((f r)1), . . . , deg((f r)m)}
br = max{deg((f r)m+1), . . . , deg((f r)n)}
cr = max{degxm+1,...,xn((f r)m+1), . . . , degxm+1,...,xn((f r)n)}
= degxm+1,...,xn(f
r).
As br ≥ cr, we obtain for each r ≥ 1
deg(f r) = max{ar, br} ≥ max{ar, cr}.
It follows from Corollary 2.2.2 that the limits
λ1 = lim
r→∞
a1/rr , λ2 = limr→∞
c1/rr and λ(f) = limr→∞
deg(f r)1/r
exist (and all belong to R≥1). We obtain
λ(f) = lim
r→∞max{a
1/r
r , b
1/r
r } ≥ limr→∞max{a
1/r
r , c
1/r
r } = max {λ1, λ2} .
If λ1 = λ(f), then the estimate above implies λ1 ≥ λ2, so λ(f) = max{λ1, λ2}
as desired.
We may thus assume that λ(f) > λ1, which implies that limr→∞ b
1/r
r exists, and
is equal to λ(f). It remains to see that in this case λ(f) ≤ max{λ1, λ2}.
For all r, s ≥ 1 and each i ∈ {m+ 1, . . . , n}, the polynomial (f r+s)i is obtained
by replacing x1, . . . , xn with (f
r)1, . . . , (f
r)n in (f
s)i, so the degree of (f
r+s)i is at
most
degx1,...,xm((f
s)i) · deg((f r)1, . . . , (f r)m)
+ degxm+1,...,xn((f
s)i) · deg((f r)m+1, . . . , (f r)n) .
This gives br+s ≤ bs · ar + cs · br. When we choose then s = r, we obtain
b2r ≤ br · (ar + cr) .
As λ(f) = lim
r→∞ b
1/2r
2r , we have λ(f)
2 = lim
r→∞ b
1/r
2r . The above inequality gives
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λ(f)2 = lim
r→∞
b
1/r
2r
≤ lim
r→∞
b
1/r
r · lim sup
r→∞
(ar + cr)
1/r
≤ λ(f) · lim sup
r→∞
(2max{ar, cr})1/r
= λ(f) ·max{λ1, λ2},
so λ(f) ≤ max{λ1, λ2}. 
Corollary 2.3.2. Let n ≥ 1 and let f ∈ End(An) be a dominant endomorphism
such that f1, . . . , fn−1 ∈ k[x1, . . . , xn−1]. Then, the dynamical degree of f is given
by λ(f) = max{λ(g), degxn(fn)}, where g = (f1, . . . , fn−1) ∈ End(An−1).
Proof. As f is dominant, g is dominant as well. Hence, for each r ≥ 1, the n-th
coordinate (f r)n of f
r satisfies degxn((f
r)n) = degxn(fn)
r. The result then follows
from Lemma 2.3.1. 
Corollary 2.3.3. Let n ≥ 2 and let f ∈ Aut(An) be an automorphism such
that f1, . . . , fn−2 ∈ k[x1, . . . , xn−2] and such that the dynamical degree of g =
(f1, . . . , fn−2) ∈ Aut(An−2) is an integer. Then, the dynamical degree of f is
an integer.
Proof. By Lemma 2.3.1, one has λ(f) = max{λ(g), λ2}, where
λ2 = lim
r→∞
max{degxn−1,xn((f r)n−1), degxn−1,xn((f r)n)}1/r .
It remains to see that λ2 is an integer. As k[x1, . . . , xn−2, fn−1, fn] = k[x1, . . . , xn],
one has K[fn−1, fn] = K[xn−1, xn], where K = k(x1, . . . , xn−2). Hence, one can
see the automorphism (x1, . . . , xn) 7→ (x1, . . . , xn−1, fn−1, fn) of An as an auto-
morphism F ∈ AutK(A2) of A2 defined over K. For each i ≥ 0, the auto-
morphism g−i ◦ (x1, . . . , xn−1, fn−1, fn) ◦ gi of An can be seen as an element of
AutK(A
2) that we denote by F g
i
where we identify g with the automorphism
(f1, . . . , fn−2, xn−1, xn) ∈ Aut(An). This gives
max{degxn−1,xn((f r)n−1), degxn−1,xn((f r)n)} = deg(Gr)
where Gr = F
gr−1 ◦ · · · ◦ F g2 ◦ F g ◦ F ∈ AutK(A2), since Gr = g−r ◦ f r when we
consider Gr, g and f as automorphisms of A
n.
According to the Jung-van der Kulk Theorem [Jun42, vdK53], one can write
F = F1 ◦ · · · ◦ Fs where each Fi ∈ AutK(A2) is either triangular or affine. One can
moreover assume that two consecutive Fi are not both affine or both triangular (as
otherwise one may reduce the description), and get then deg(F ) =
∏s
i=1 deg(Fi)
(follows by looking at what happens at infinity or by [vdE00, Lemma 5.1.2]). We
prove that λ2 is an integer by induction on s. If s = 1, then F is either affine or
triangular; this implies that the set {deg(Gr) | r ≥ 1} is bounded, so λ2 = 1. If
s > 1 and F1, Fs are both affine or both triangular, we replace F with (F1)
g◦F◦F−11 .
This replacesGr = F
gr−1◦· · ·◦F g◦F with G˜r = (F1)gr ◦Gr◦F−11 . As deg((F1)g
r
) =
deg(F1) for each r ≥ 1, one has
1
deg(F1)2
deg(Gr) ≤ deg(G˜r) ≤ deg(Gr) · deg(F1)2 ,
so this replacement does not change the value of λ2. As this decreases the value
of s, we may assume that F1 and Fs are not both triangular or affine. Hence, for
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each r ≥ 1, Gr is a product of rs elements that are affine or triangular, with no
two consecutive in the same group. This gives deg(Gr) =
∏r−1
i=0
∏s
j=1 deg(F
gi
j ) =∏r−1
i=0
∏s
j=1 deg(Fj) = deg(F )
r. Hence, λ2 = deg(F ) is an integer. 
Corollary 2.3.4. The dynamical degree of any element of Aut(A2) is an integer.
Similarly, the dynamical degree of any element of Aut(A3) (respectively Aut(A4))
which preserves the set of fibres of a linear projection A3 → A2 or A3 → A1
(respectively A4 → A2) is an integer.
Proof. The fact that the dynamical degree of any element of Aut(A2) is an integer
follows from Corollary 2.3.3 applied to n = 2. If f ∈ Aut(A3) is an automorphism
that preserves the set of fibres of a linear projection A3 → A2 or A3 → A1, then
one may conjugate by an element of GL3 and obtain f = (f1, f2, f3) with either
f1 ∈ k[x1] or f1, f2 ∈ k[x1, x2]. The fact that λ(f) is an integer follows then
from Corollaries 2.3.3 and 2.3.2, respectively (in the second case, one uses the
fact that the dynamical degree of (f1, f2) ∈ Aut(A2) is an integer). Similarly, in
the case of an automorphism of A4 preserving a linear projection A4 → A2, one
restricts to the case f = (f1, . . . , f4) ∈ Aut(A4) with f1, f2 ∈ k[x1, x2], and applies
Corollary 2.3.3. 
2.4. Degree functions. We make the following remark on the degree functions
from Definition 1.5.1.
Remark 2.4.1. We fix µ = (µ1, . . . , µn) ∈ (R≥0)n \ {0} and get:
(1) degµ(α) = 0 for each α ∈ k∗.
(2) As explained in Definition 1.5.1, each polynomial p ∈ k[x1, . . . , xn] \ {0} can
be written uniquely as a finite sum
p =
∑
θ∈R≥0
pθ
where each pθ ∈ k[x1, . . . , xn] is µ-homogeneous of degree θ. We then obtain
degµ(p) = max{θ | pθ 6= 0}.
(3) If p1, p2 ∈ k[x1, . . . , xn] are µ-homogeneous of µ-degree θ1, θ2 respectively,
then p1 · p2 is µ-homogeneous of degree θ1+ θ2: this is clear when p1 or p2 is
zero and follows in general from the easy case where p1, p2 are monomials.
(4) If p, q ∈ k[x1, . . . , xn], then we have degµ(pq) = degµ(p) + degµ(q). The
inequality ≤ follows from the definition, and the actual equality follows by
looking at the product of the µ-leading parts of p and q.
(5) If p, q ∈ k[x1, . . . , xn], then we have degµ(p + q) ≤ max(degµ(p), degµ(q)),
with an equality if and only if the sum of the µ-leading parts of p and q is
not equal to zero, which holds in particular if degµ(p) 6= degµ(q).
(6) For µ = (1, . . . , 1), we obtain the standard degree function deg = deg(1,...,1).
(7) Let m ∈ {0, . . . , n − 1} and assume that µi = 0 for i ≤ m, but µi > 0 for
i > m. Then we have for each polynomial p ∈ k[x1, . . . , xn] \ {0}
µmin · degxm+1,...,xn(p) ≤ degµ(p) ≤ µmax · degxm+1,...,xn(p)
where µmin = minm+1≤i≤n µi and µmax = maxm+1≤i≤n µi. In particular,
for each dominant endomorphism f ∈ End(An) we have
lim
r→∞degxm+1,...,xn(f
r)
1
r = lim
r→∞ maxi∈{1,...,n}
degµ((f
r)∗(xi))
1
r
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Note that the left hand side is the dynamical degree λ(f) in case m = 0,
i.e. when µ ∈ (R>0)n.
2.5. Homogeneous endomorphisms.
Lemma 2.5.1. Let h ∈ End(k[x1, . . . , xn]), let µ = (µ1, . . . , µn) ∈ (R≥0)n \ {0}
and let θ ∈ R≥0. The following conditions are equivalent:
(1) The polynomial h(xi) is µ-homogeneous of degree θµi for each i ∈ {1, . . . , n}.
(2) For each µ-homogeneous polynomial p of degree ξ and each integer r ≥ 1,
the polynomial hr(p) is µ-homogeneous of degree θrξ.
Proof. The implication (2) ⇒ (1) is given by choosing p = xi for i = 1, . . . , n, so
we may assume (1) and prove (2). It suffices to prove (2) for r = 1, as the general
result follows by induction.
If p = 0, then h(p) = 0 is µ-homogeneous of any degree.
We then do the case where p is a monomial: we write p = ζxa11 x
a2
2 · · ·xann with
ζ ∈ k∗, a1, . . . , an ≥ 0, which is µ-homogeneous of degree degµ(p) =
∑n
i=1 aiµi.
We get h(p) = ζh(x1)
a1h(x2)
a2 · · ·h(xn)an . As h(xi) is µ-homogeneous of degree
θµi, the polynomial h(p) = ζh(x1)
a1h(x2)
a2 · · ·h(xn)an is µ-homogeneous of degree∑n
i=1 aiθµi = θ degµ(p) (Remark 2.4.1(3)).
We then do the general case of a µ-homogeneous polynomial p of degree ξ that
we write p = p1 + · · · + pm as a sum of monomials of degree ξ. Then, h(p) =
h(p1) + · · ·+ h(pm) is µ-homogeneous of degree θξ. 
Definition 2.5.2. Let µ = (µ1, . . . , µn) ∈ (R≥0)n \ {0} and let θ ∈ R≥0.
We say that h ∈ End(k[x1, . . . , xn]) is µ-homogeneous of degree θ if the conditions
of Lemma 2.5.1 are satisfied.
We say that an endomorphism f ∈ End(An) is µ-homogeneous of degree θ if
the corresponding endomorphism f∗ ∈ End(k[x1, . . . , xn]) is µ-homogeneous of
degree θ. When we write f = (f1, . . . , fn), this corresponds to ask that fi is
µ-homogeneous of degree θµi for i = 1, . . . , n.
Remark 2.5.3. As End(An) is naturally identified with k[x1, . . . , xn]
n, via f 7→
(f1, . . . , fn), it is also a k-vector space. The structure is compatible with the one
of End(k[x1, . . . , xn]), via the isomorphism Ψ of Notation 2.1.
Lemma 2.5.4. Let µ = (µ1, . . . , µn) ∈ (R≥0)n \ {0}. For each f = (f1, . . . , fn) ∈
End(An) and each θ ∈ R≥0, the following are equivalent:
(1) We can write f as a finite sum f =
∑
0≤ξ≤θ gξ, where each gξ ∈ End(An) is
µ-homogeneous of degree ξ.
(2) degµ(fi) ≤ θµi for each i ∈ {1, . . . , n}.
(3) degµ(f) ≤ θ.
Proof. The equivalence between (2) ⇔ (3) follows directly from the definition of
degµ(f) (Definition 1.5.2).
(1) ⇒ (2): For each i ∈ {1, . . . , n}, the polynomial fi is the sum of the i-th
components of the endomorphisms gξ. As each of these polynomials has degree
ξµi ≤ θµi, the polynomial fi is of degree degµ(fi) ≤ θµi.
(2) ⇒ (1): As in Remark 2.4.1(2), we write each fi, i ∈ {1, . . . , n} as fi =∑
0≤κ≤θµi pi,κ where each pi,κ is µ-homogeneous of degree κ.
We define g0 = (p1,0, . . . , pn,0) ∈ End(An), which is µ-homogeneous of degree 0.
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For each ξ ∈ R with 0 ≤ ξ ≤ θ, we define the i-th component (gξ)i of gξ as
follows: if µi = 0 and ξ > 0, then (gξ)i = 0 and otherwise, we choose (gξ)i = pi,ξµi .
By construction, gξ is µ-homogeneous of degree ξ.
Moreover, fi =
∑
0≤κ≤θµi pi,κ =
∑
0≤ξ≤θ(gξ)i for each i ∈ {1, . . . , n} with µi >
0. If µi = 0, then fi =
∑
0≤κ≤θµi pi,κ = pi,0 =
∑
0≤ξ≤θ(gξ)i. This yields f =∑
0≤ξ≤θ gξ. 
Example 2.5.5. We have deg(1,...,1)(f) = deg(f) and degµ(idAn) = 1 for each µ ∈
(R≥0)n \ {0}. However, deg(2,3,0)(x1, x2 + x21x3, x3) = 43 .
Lemma 2.5.6. Let µ = (µ1, . . . , µn) ∈ (R≥0)n \ {0}. For each f = (f1, . . . , fn) ∈
End(An), the following are equivalent:
(1) degµ(f) <∞.
(2) We can write f as a finite sum f =
∑
ξ∈R≥0 gξ, where each gξ ∈ End(An) is
µ-homogeneous of degree ξ.
(3) We can write f as a finite sum f =
∑
0≤ξ≤degµ(f) gξ, where each gξ ∈
End(An) is µ-homogeneous of degree ξ.
(4) For each i ∈ {1, . . . , n} such that µi = 0, the element fi is a polynomial in
the variables {xj | j ∈ {1, . . . , n}, µj = 0}.
(5) For each i ∈ {1, . . . , n} such that µi = 0, we have degµ(fi) ≤ 0.
(6) There exists θ ∈ R≥0 such that degµ(fi) ≤ θµi for each i ∈ {1, . . . , n}.
In particular, if µ ∈ (R>0)n then the above conditions hold.
Proof. The equivalence (1) ⇔ (6) follows directly from the definition of degµ(f)
(Definition 1.5.2).
(1) ⇒ (3) Since degµ(fi) ≤ degµ(f) · µi for each i ∈ {1, . . . , n} and since
degµ(f) <∞, we get (3) by Lemma 2.5.4.
(3)⇒ (2) is clear and (2)⇒ (6) follows again from Lemma 2.5.4.
(6)⇒ (5)⇔ (4): For each i ∈ {1, . . . , n} such that µi = 0, condition (6) implies
that degµ(fi) ≤ 0 (corresponding to (5)), which is equivalent to ask that fi is a
polynomial in the variables {xj | j ∈ {1, . . . , n}, µj = 0}.
(5)⇒ (6): It suffices to choose θ = max {degµ(fi)/µi ∣∣ µi > 0}. 
Remark 2.5.7. In the decomposition of Lemma 2.5.6(2) (or of Lemma 2.5.4(1)), the
i-th component of each gξ is unique, if µi > 0, but is not unique if µi = 0.
Lemma 2.5.8. Let f = (f1, . . . , fn) ∈ End(An) be a dominant endomorphism.
For each maximal eigenvector µ of f , the µ-leading part g ∈ End(An) of f has the
following properties:
(1) The maximal eigenvalue θ of f is such that degµ(g) = degµ(f) = θ;
(2) The µ-leading part of f is an endomorphism g = (g1, . . . , gn) ∈ End(An)
that satisfies gi 6∈ k for each i ∈ {1, . . . , n}.
Proof. As µ = (µ1, . . . , µn) ∈ (R≥0)n is a maximal eigenvector of f , we have
degµ(fi) = θµi for each i ∈ {1, . . . , n}, where θ is the maximal eigenvalue of f .
This gives degµ(f) = θ. Moreover, for each i ∈ {1, . . . , n}, the µ-homogeneous
part gi of fi of degree θµi is not constant, as the µ-degree of fi ∈ k[x1, . . . , xn] \ k
is θµi. In particular, we get degµ(gi) = degµ(fi) for each i ∈ {1, . . . , n}, whence
degµ(g) = degµ(f). 
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2.6. Inequalities obtained by iterations.
Lemma 2.6.1. Let f = (f1, . . . , fn) ∈ End(An) be a dominant endomorphism.
Suppose that µ = (µ1, . . . , µn) ∈ (R≥0)n and that θ = degµ(f) ∈ R≥0. Let g =
(g1, . . . , gn) ∈ End(An) be the µ-leading part of f . Then the following hold:
(1) We can write f as a finite sum f = g+
∑
0≤ξ<θ gξ, where each gξ ∈ End(An)
is µ-homogeneous of degree ξ.
(2) (gr)∗(xi) is the µ-homogeneous part of (f r)∗(xi) of degree θrµi for each
i ∈ {1, . . . , n} and each r ≥ 1.
(3) degµ(f
r) ≤ θr for each r ≥ 1 (i.e. degµ((f∗)r(xi)) ≤ θrµi for each i ∈
{1, . . . , n} and each r ≥ 1).
(4) We have
1 ≤ lim
r→∞ maxi∈{1,...,n}
degµ((f
∗)r(xi))1/r = lim
r→∞(degµ(f
r))1/r ≤ θ .
(5) If θ > 1, the following are equivalent:
(i) limr→∞(degµ(f
r))1/r = θ.
(ii) f is µ-algebraically stable.
(iii) For each r ≥ 1 there is i ∈ {1, . . . , n} with µi > 0 and (gr)∗(xi) 6= 0.
Proof. As degµ(f) = θ, we have degµ(fi) ≤ θµi for each i ∈ {1, . . . , n}. Moreover,
as f is dominant and µ 6= 0, there are i, j ∈ {1, . . . , n} such that µi > 0 and
degxi(fj) ≥ 1. This implies that degµ(fj) ≥ µi > 0 and thus
0 < degµ(f) = θ .
We now observe that degµ(f − g) < θ. Indeed, for each j ∈ {1, . . . , n}, the j-th
component gj of g is the µ-homogeneous part of fj of degree θµj ≥ degµ(fj). If
µj = 0, then fj = gj , and if µj > 0, then degµ(fj − gj) < θµj .
By Lemma 2.5.6, we can write f − g as a finite sum f − g =∑0≤ξ<θ gξ, where
each gξ ∈ End(An) is µ-homogeneous of degree ξ. This gives (1).
We now prove (2)-(3) by induction on r ≥ 1. For r = 1, (2) follows from the
definition of g, since g∗(xi) = gi and f∗(xi) = fi for each i ∈ {1, . . . , r}. Moreover,
(3) is given by hypothesis.
We now assume (2)-(3) for some integer r ≥ 1 and prove them for r+1. For each
i ∈ {1, . . . , r}, we write (f r)∗(xi) = (gr)∗(xi)+si, where (gr)∗(xi) is µ-homogeneous
of degree θrµi and degµ(si) < θ
rµi. This gives
(f r+1)∗(xi) = f∗((gr)∗(xi) + si)
(1)
= (gr+1)∗(xi) + g∗(si) +
∑
0≤ξ<θ
(gξ)
∗((gr)∗(xi) + si)
As g is µ-homogeneous of degree θ, the polynomial (gr+1)∗(xi) is µ-homogeneous
of degree θr+1µi (Lemma 2.5.1). As si is a sum of µ-homogeneous polynomials of
degree < θrµi and gξ is homogeneous of degree ξ < θ, we have
degµ(g
∗(si) +
∑
0≤ξ<θ
(gξ)
∗((gr)∗(xi) + si)) < θr+1µi
(by using Lemma 2.5.1 again). This provides (2)-(3) for r + 1.
We now prove (4). We choose i ∈ {1, . . . , n} such that µi = max{µ1, . . . , µn}, and
observe that for each r ≥ 1, there is j ∈ {1, . . . , n} such that degxi((f∗)r(xj)) > 0
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(as f is dominant), so degµ((f
∗)r(xj)) ≥ µi = max{µ1, . . . , µn} > 0. This implies
that
1 ≤ lim
r→∞
max
i∈{1,...,n}
degµ((f
∗)r(xi))1/r
(the limit exists by Remark 2.4.1(7)). Let us write I0 = {i ∈ {1, . . . , n} | µi = 0}.
For each i ∈ I0, we have degµ(fi) ≤ θµi = 0, so fi is a polynomial in the variables
{xj | j ∈ I0}. This implies that the same holds for (f r)∗(xi), for each integer r ≥ 1.
Hence, degµ((f
r)∗(xi)) = 0 for each i ∈ I0. Writing I>0 = {i ∈ {1, . . . , n} | µi > 0},
we get for each r ≥ 1,
degµ(f
r) = max{degµ((f∗)r(xi))/µi | i ∈ I>0} .
As degµ(f
r) ≤ θr (Assertion (3)), we obtain
lim
r→∞( maxi∈{1,...,n}
degµ((f
∗)r(xi)))1/r = lim
r→∞(degµ(f
r))1/r ≤ θ .
It remains to prove (5); for this, we assume that θ > 1. For each r ≥ 1,
Assertion (3) gives degµ(f
r) ≤ θr, or equivalently degµ((f∗)r(xi)) ≤ θrµi for each
i ∈ {1, . . . , n}. The equality degµ(f r) = θr holds if and only if there exists i ∈
{1, . . . , n} such that µi > 0 and degµ((f∗)r(xi)) = θrµi. Since (gr)∗(xi) is the
µ-homogeneous part of (f r)∗(xi) of degree θrµi (follows from (2)), this gives the
equivalence between (ii) and (iii). It remains then to prove (i)⇔ (iii).
“(iii) ⇒ (i)”: Suppose that for each r ≥ 1 there is i ∈ {1, . . . , n} such that
µi > 0 and (g
r)∗(xi) 6= 0. There is then j ∈ {1, . . . , n} and an infinite set I ⊂ N
such that µj > 0 and (g
r)∗(xj) 6= 0 for each r ∈ I. Assertion (2) implies that
degµ((f
r)∗(xj)) ≥ θrµj , for each r ∈ I, which implies that
lim
r→∞
( max
i∈{1,...,n}
degµ((f
∗)r(xi)))1/r ≥ θ .
This, together with (4), gives limr→∞(degµ(f
r))1/r = θ.
“(i)⇒ (iii )”: Conversely, suppose that there exists s ≥ 1 such that (gs)∗(xi) = 0
for each i ∈ {1, . . . , n} with µi > 0. For all such i we obtain degµ((f∗)s(xi)) < θsµi
(by (2) and (3)). As θ > 1, there exists then θ′ ∈ R with 1 < θ′ < θ such that
degµ((f
∗)s(xi)) ≤ θ′sµi
for each i ∈ {1, . . . , n}. Applying the inequality of (4) for f s, we obtain
lim
r→∞
( max
i∈{1,...,n}
degµ(((f
s)∗)r(xi)))1/r ≤ θ′s
which gives
lim
r→∞
( max
i∈{1,...,n}
degµ((f
∗)r(xi)))1/r ≤ θ′ < θ.

Now we can give a short proof of Proposition A.
Proof of Proposition A. Using Remark 2.4.1(7) we get
λ(f) = lim
r→∞ maxi∈{1,...,n}
degµ((f
∗)r(xi)))1/r .
By definition, g is the µ-leading part of f . Now, Lemma 2.6.1(4) implies that
1 ≤ λ(f) ≤ θ. If θ > 1, we moreover obtain
λ(f) = θ ⇔ degµ(f r) = θr for each r ≥ 1⇔ gr 6= 0 for each r ≥ 1
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(by Lemma 2.6.1(4) and Lemma 2.6.1(5)). 
Another consequence of Lemma 2.6.1 is the following result, that generalises
Proposition A to the case where some coordinates of µ are zero.
Corollary 2.6.2. Let f = (f1, . . . , fn) ∈ End(An) be a dominant endomorphism
and let µ = (µ1, . . . , µn) ∈ (R≥0)n be such that θ = degµ(f) < ∞, and assume
that m ∈ {0, . . . , n} exists, such that µi = 0 for i ∈ {1, . . . ,m} and µi > 0 for
i ∈ {m+1, . . . , n} (which can always be obtained by conjugating with a permutation).
Then, the following hold:
(1) For each i ∈ {1, . . . ,m}, we have fi ∈ k[x1, . . . , xm]. Hence, the element
fˆ = (f1, . . . , fm) belongs to End(A
m).
(2) If λ(fˆ) = θ, then λ(f) = θ.
(3) If λ(fˆ) < θ, then λ(f) = θ ⇔ f is µ-algebraically stable.
Proof. Assertion (1) follows from the fact that degµ(f) < ∞ and the choice of m
(Lemma 2.5.6(4)).
Lemma 2.3.1 then gives λ(f) = max{λ(fˆ), limr→∞ degxm+1,...,xn(f r)1/r}. By
using the equality limr→∞ degxm+1,...,xn(f
r)1/r = limr→∞ degµ(f
r)1/r (see Re-
mark 2.4.1(7) and Lemma 2.6.1(4)), we obtain
λ(f) = max{λ(fˆ), lim
r→∞
degµ(f
r)1/r}.
Moreover, Lemma 2.6.1(4) implies that limr→∞ degµ(f
r)1/r ≤ degµ(f) = θ. This
provides (2). To show (3), we assume that λ(fˆ) < θ and obtain λ(f) = θ ⇔
limr→∞ degµ(f
r)1/r = θ. This is equivalent to ask that f is µ-algebraically stable,
by Lemma 2.6.1(5) (note that 1 ≤ λ(fˆ ), since f and thus fˆ is dominant). 
We finish this section by the following simple observation:
Lemma 2.6.3. Let f ∈ End(An) be a dominant endomorphism. For each µ ∈
(R>0)
n such that θ = degµ(f) ∈ R>1 and each translation τ = (x1 + c1, . . . , xn +
cn) ∈ Aut(An) where c1, . . . , cn ∈ k, the following hold:
f is µ-algebraically stable⇔ τ ◦ f is µ-algebraically stable .
Proof. Denote by g the µ-leading part of f . As µ ∈ (R>0)n, no component of g con-
tains any constant. Hence, g is also the µ-leading part of τ ◦f . By Lemma 2.6.1(5),
f (respectively τ ◦ f) is µ-algebraically stable if and only if for each r ≥ 1 there is
i ∈ {1, . . . , n} such that (gr)∗(xi) 6= 0. 
3. Matrices associated to endomorphisms and the proof of
Proposition B
3.1. Spectral radii of N-uples of matrices. In the sequel, we fix the usual
Euclidean norm on Rn, and on n× n-matrices:
Definition 3.1.1. Let n ≥ 1.
(1) We endow Rn will the usual norm:
‖x‖ =
√√√√ n∑
i=1
x2i , for each x = (x1, . . . , xn) ∈ Rn.
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(2) This endows the ring Matn(R) of n× n-real matrices with the norm
‖M‖ = sup
{‖Mv‖
‖v‖
∣∣∣∣ v ∈ Rn \ {0}} , for each M ∈ Matn(R).
(3) The spectrum of M ∈Matn(R) is the finite subset σ(M) ⊂ C of eigenvalues
of M .
(4) The spectral radius of M ∈Matn(R) is defined by
ρ(M) = max
λ∈σ(M)
|λ|
and satisfies
ρ(M) = lim
n→∞‖M
n‖1/n .
If M = (mi,j)
n
i,j=1 and N = (ni,j)
n
i,j=1 are matrices in Matn(R) such that
for each (i, j) we have 0 ≤ mi,j ≤ ni,j , then ρ(M) ≤ ρ(N).
(5) We have a partial order on Rn given by
x ≤ y iff xi ≤ yi for all i = 1, . . . , n
where x = (x1, . . . , xn) and y = (y1, . . . , yn). Note that for 0 ≤ x ≤ y we
have ‖x‖ ≤ ‖y‖.
(6) For M ∈ Matn(R) we denote by χM the characteristic polynomial of M .
3.2. The Perron-Frobenius Theorem and its applications. The Perron-Frobe-
nius theory was first established for matrices with positive coefficients, then gener-
alised to irreducible matrices with non-negative coefficients and then to any matrices
with non-negative coefficients. There are three equivalent definitions of reducible
matrices (see [Gan59, Vol. 2, Chap. XIII, §1, Definitions 2,2’,2”]). Let us recall one
of them:
Definition 3.2.1. [Gan59, Vol. 2, Chap. XIII, §1, Definition 2’] For each n ≥ 1,
a matrix M ∈ Matn(R≥0) is called reducible if there is a permutation matrix
S ∈ GLn(Z) such that the matrix SMS−1 ∈Matn(R≥0) is block-triangular, i.e.
SMS−1 =
(
A 0
C D
)
where A,D are square matrices, and where the zero matrix has positive dimensions.
A matrix M ∈Matn(R≥0) is called irreducible if it is not reducible.
Lemma 3.2.2. [Gan59, Vol. 2, Chap. XIII, §4] For each reducible matrix M ∈
Matn(R≥0), there is a permutation matrix S ∈ GLn(Z) such that SMS−1 is a lower
triangular block-matrix 
A1,1 0 · · · 0
A2,1 A2,2
. . . 0
...
. . .
. . . 0
Am,1 · · · Am,m−1 Am,m

where A1,1, . . . , Am,m are irreducible matrices.
Theorem 3.2.3 (Perron-Frobenius Theorem). [Gan59, Vol. 2, Chap. XIII, §2
and §3, Theorems 2 and 3] For each M ∈ Matn(R≥0), there exists an eigenvector
v ∈ (R≥0)n \ {0} to the eigenvalue ρ(M). If M is moreover irreducible, we can
choose v in (R>0)
n.
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Theorem 3.2.4 (Theorem of Lind on weak-Perron numbers). For each λ ∈ R, the
following conditions are equivalent:
(1) λ is a weak Perron number;
(2) λ is the spectral radius of a non-zero square matrix with non-negative integral
coefficients;
(3) λ is the spectral radius of an irreducible square matrix with non-negative
integral coefficients;
Proof. The equivalence between (1) and (3) follows from [Lin84, Theorem 3, page
291], and the equivalence between (2) and (3) follows from Lemma 3.2.2. 
As a consequence of Corollary 2.6.2 and of the Perron-Frobenius theorem, we
obtain the following result (which is classical, see for instance [FW12, Lin12]):
Corollary 3.2.5. For each matrix M = (mi,j)
n
i,j=1 ∈ Matn(N) and for each
(α1, . . . , αn) ∈ (k∗)n, the monomial endomorphism
fM = (α1x
m1,1
1 · · ·xm1,nn , · · · , αnxmn,11 · · ·xmn,nn ) ∈ End(An)
is dominant if and only if det(M) 6= 0. In this case, the dynamical degree of fM is
equal to the spectral radius of M :
λ(fM ) = ρ(M) ∈ R≥1.
Proof. Note that the endomorphism fM ∈ End(An) restricts to an endomorphism
hM ∈ End((A1 \ {0})n).
If det(M) = 0, any non-zero element of the kernel of the transpose of M gives
rise to a non-constant element p in the Laurent polynomial ring k[x±1 , . . . , x
±
n ] such
that (hM )
∗(p) is constant, so hM and thus fM is not dominant. We then assume
that det(M) 6= 0. This implies that hM ∈ End((A1 \ {0})n) is surjective on k-
points and thus fM is dominant. In particular, λ(fM ) ≥ 1. Thus we only have
to show that λ(fM ) = ρ(M). By the Perron-Frobenius-Theorem (Theorem 3.2.3),
there exists an eigenvector µ ∈ (µ1, . . . , µn) ∈ (R≥0)n ofM to the eigenvalue ρ(M).
Since the spectral radius of M and the dynamical degree of fM do not change if we
conjugate M with a permutation matrix, we may assume that there is m < n such
that µ1 = . . . = µm = 0 and µi > 0 for each i ≥ m+ 1. Since (fM )r = fMr we get
for each r ≥ 1 and each i ∈ {1, . . . , n} that degµ(((fM )r)i) = (M rµ)i = ρ(M)rµi.
This implies that degµ((fM )
r) = ρ(M)r for each r ≥ 1. Thus fM is µ-algebraically
stable and degµ(fM ) = ρ(M) <∞. By Corollary 2.6.2(1), we may write
M =
(
Mˆ 0
∗ ∗
)
where Mˆ ∈ Matm(N) with det(Mˆ) 6= 0. By induction, the endomorphism fMˆ ∈
End(Am) satisfies λ(fMˆ ) = ρ(Mˆ) ≤ ρ(M). By Corollary 2.6.2(2),(3) we get then
λ(fM ) = degµ(fM ) = ρ(M). 
Corollary 3.2.6. For each endomorphism f ∈ End(An) and each matrix M ∈
Matn(N) that is contained in f , we have ρ(M) ≤ deg(f).
Proof. By the Perron-Frobenius-Theorem (Theorem 3.2.3), there exists an eigenvec-
tor µ = (µ1, . . . , µn) ∈ (R≥0)n ofM to the eigenvalue ρ(M). Hence,
∑n
j=1mi,jµj =
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ρ(M)µi for each i ∈ {1, . . . , n}. By choosing an integer r ∈ {1, . . . , n} such that
µr = max{µ1, . . . , µn}, we obtain
ρ(M)µr =
n∑
j=1
mr,jµj ≤ µr
n∑
j=1
mr,j.
The coefficient of the monomial
∏n
j=1 x
mr,j
j in fr is nonzero (asM is contained in f ,
see Definition 1.5.7). This monomial has degree
∑n
j=1mr,j , so deg(f) ≥
∑n
j=1mr,j.
As µr > 0, this gives ρ(M) ≤ deg(f). 
3.3. Sequences of matrices. To study endomorphisms of An, we will need to
consider finite sets of elements of Matn(R) that have the property that we can
exchange rows. In order to take the norm on such sets, we will have to see them
ordered, and thus see these in Matn(R)
N for some N ≥ 1.
Notation 3.3.1. Let n,N ≥ 1. We denote by M̂n,N ⊂ Matn(R)N the R-vector
subspace of N -tuples (M1, . . . ,MN) that have the following property:
For each i, j ∈ {1, . . . , N} and each l ∈ {1, . . . , n}, the replacement of the l-th row
of Si with the l-th row of Sj gives a matrix which lies in {S1, . . . , SN}.
We then denote by Mn,N ⊂ M̂n,N the subset that consists of the N -tuples
(M1, . . . ,MN ) where M1, . . . ,MN are N distinct matrices with non-negative coef-
ficients.
Remark 3.3.2. If f ∈ End(An) is an endomorphism, then there exists some integer
N ≥ 1 and some N -tuple (S1, . . . , SN ) ∈ Mn,N such that {S1, . . . , SN} is the set
of matrices that are contained in f (as in Definition 1.5.7).
The key ingredients of the proof are the following two lemmas.
Lemma 3.3.3. Let n,N ≥ 1. For each M = (M1, . . . ,MN ) ∈ Mn,N , there
exists a sequence (Dt)t∈N of elements Dt = (Dt,1, . . . , Dt,N ) ∈Mn,N that converges
towards M (with respect to the topology of Matn(R)
N that is given by the norm as
in Definition 3.1.1) and such that for each t ∈ N, there is no complex number which
is an eigenvalue of two elements of Dt,1, . . . , Dt,N .
Proof. For each i ∈ {1, . . . , n}, we denote by vi ⊂ Rn the finite set of i-th rows of
the matrices M1, . . . ,MN :
vi = {r ∈ Rn | r is the i-th row of one of the matrices M1, . . . ,MN}.
We then write vi = {ri,1, . . . , ri,si}, where si ≥ 1 is the cardinality of vi.
As all matricesM1, . . . ,MN are pairwise distinct and as one can “exchange rows”
(see Notation 3.3.1), we have N = s1 · · · · sn, and obtain a unique R-linear map
ϕ :
n∏
i=1
(Rn)si → M̂n,N
with the following properties:
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(1) For each k ∈ {1, . . . , N}, the composition of ϕ with the projection map
πk : Matn(R)
N → Matn(R) onto the k-th factor is of the form
πk ◦ ϕ :
∏n
i=1(R
n)si → Matn(R)
(vi,j)1≤i≤n,1≤j≤si 7→
v1,j1...
vn,jn

where ji ∈ {1, . . . , si} for each i ∈ {1, . . . , n}.
(2) (M1, . . . ,MN ) = ϕ((ri,j)1≤i≤n,1≤j≤si ).
Indeed, the possibilities for maps πk ◦ ϕ as in (1) are parametrised by the N pos-
sible choices of ji ∈ {1, . . . , si} for each i ∈ {1, . . . , n}, and by (2) the image of
(ri,j)1≤i≤n,1≤j≤si by the maps π1 ◦ ϕ, . . . , πN ◦ ϕ give the matrices M1, . . . ,MN ;
this gives the existence and the unicity of ϕ.
We now identify
∏n
i=1(R
n)si with the real locus X(R) of the affine space X =
An
∑
si .
For any two matrices A,B ∈ Matn(R), the resultant of the characteristic poly-
nomials χA and χB is denoted by r(A,B). Recall that r(A,B) = 0 if and only if A
and B have a common eigenvalue. Hence, for any distinct i, j ∈ {1, . . . , N}, the set
Zi,j =
{
x ∈
n∏
i=1
(Rn)si
∣∣∣∣∣ the matrices πi(ϕ(x)) and πj(ϕ(x))have a common eigenvalue
}
corresponds to the real points of X that satisfy one polynomial equation Pi,j ∈
R[X ]. We now prove that Pi,j 6= 0, or equivalently that Zi,j 6= X(R) =
∏n
i=1(R
n)si ,
by showing that πi(ϕ(x)) and πj(ϕ(x)) have no common eigenvalue for at least
one x ∈ X(R). Since the map πi ◦ ϕ :
∏n
i=1(R
n)si → Matn(R) corresponds to a
projection on a subset of coordinates, we can choose any matrix Ri ∈ Matn(R) and
find x ∈ X(R) such that πi(ϕ(x)) = Ri. Then, the image πj ◦ϕ((πi ◦ϕ)−1(Ri)) is a
subset of Matn(R) that has some rows fixed and some rows free. Since the matrices
M1, . . . ,MN are distinct, the linear maps π1 ◦ ϕ, . . . , πN ◦ ϕ are also distinct, so at
least one row of πj ◦ ϕ(x) is free.
If the first row is free, we simply choose x such that πi(ϕ(x)) and πj(ϕ(x)) are
the matrices
πi(ϕ(x)) =
(
0 1
In−1 0
)
, πj(ϕ(x)) =
(
0 0
In−1 0
)
which have characteristic polynomials xn − 1 and xn respectively. If the first row
is not free, another row is free and we simply choose conjugates of these matrices
by permutation matrices.
The product of all polynomial Pi,j with distinct i, j ∈ {1, . . . , n} gives a non-zero
polynomial P ∈ R[X ]. We can thus take a real affine linear map ℓ : A1 → X =
An
∑
si such that ℓ(0) = (ri,j)1≤i≤n,1≤j≤si , such that the coordinates of ℓ(R≥0) are
non-negative and such that the restriction of P to ℓ(R) is non-zero. We obtain that
P (ℓ( 1n )) 6= 0 for any sufficiently large positive integer n. It suffices then to fix a
sufficiently large c ≥ 1 and to define Dt = ϕ(ℓ( 1t+c)) for each integer t ≥ 0. 
Lemma 3.3.4. Let S = (S1, . . . , SN ) ∈Mn,N and let v ≥ 0 be an eigenvector of S1
to the eigenvalue λ ≥ 0. Suppose moreover that λ > ρ(Si) for each i ∈ {2, . . . , N}.
Then Siv ≤ λv for each i ∈ {1, . . . , N}.
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Proof. Assume for contradiction that there is i ∈ {2, . . . , N} such that Siv ≤ λv
does not hold. Since we may replace each row in Si with the corresponding row
from S1 and still get an element in {S1, . . . , SN}, we may assume that Siv ≥ λv ≥
0. As the coefficients of v and Si are non-negative, we obtain by induction that
(Si)
rv ≥ λrv ≥ 0 for each r ≥ 1. In particular,
‖(Si)r‖ ≥ ‖(Si)
rv‖
‖v‖ ≥ λ
r
and we obtain ρ(Si) = limr→∞‖(Si)r‖1/r ≥ λ. This contradicts the assumption
that λ > ρ(Si). 
3.4. Existence of maximal eigenvectors of endomorphisms of An.
Proposition 3.4.1. For each n,N ≥ 1 and each S = (S1, . . . , SN ) ∈ Mn,N , there
exists j ∈ {1, . . . , N} and an eigenvector v ∈ (R≥0)n \ {0} of Sj to the eigenvalue
λ = max{ρ(S1), . . . , ρ(SN )} such that for each i ∈ {1, . . . , N} we have
Siv ≤ Sjv = λv .
Proof. Let S = (S1, . . . , SN ) ∈ Mn,N . By Lemma 3.3.3, there exists a sequence
(Dt)t∈N of elements Dt = (Dt,1, . . . , Dt,N ) ∈ Mn,N that converges towards S and
such that for each t ∈ N, there is no complex number which is an eigenvalue of two
elements of Dt,1, . . . , Dt,N . In particular, ρ(Dt,i) 6= ρ(Dt,j) for distinct i, j by the
Perron-Frobenius-Theorem (Theorem 3.2.3).
By possibly replacing this sequence with a subsequence, we may assume that
there is a j ∈ {1, . . . , N} such that ρ(Dt,j) > ρ(Dt,i) for all i ∈ {1, . . . , N} \ {j}
and each t ∈ N. After exchanging the ordering of S1, . . . , SN , we may assume
that j = 1. For each i ∈ {1, . . . , N}, the sequence (Dt,i)t∈N converges towards
Si, so (ρ(Dt,i))t∈N converges towards ρ(Si) [Ost73, Theorem in Appendix A]. In
particular, ρ(S1) = λ = max{ρ(S1), . . . , ρ(Sn)}. By the Perron-Frobenius-Theorem
(Theorem 3.2.3), there is for each t ∈ N an eigenvector vt ≥ 0 of Dt,1 to the
eigenvalue ρ(Dt,1). Lemma 3.3.4 then gives for each i ∈ {1, . . . , N} and each t ∈ N
Dt,ivt ≤ ρ(Dt,1)vt .
Now, we may assume that ‖vt‖ = 1 for all t (after normalizing vt). Let
S
n−1 = {w ∈ Rn | ‖w‖ = 1 } .
Since Sn−1 is compact (with respect to the Euclidean topology), we may take a
subsequence and assume that (vt)t∈N converges to a v ≥ 0 in Sn−1. Thus we get
λv = ρ(S1)v = lim
t→∞
ρ(Dt,1)vt = lim
t→∞
Dt,1vt = S1v
and for each i ∈ {1, . . . , N}
Siv = lim
t→∞Dt,ivt ≤ limt→∞ ρ(Dt,1)vt = ρ(S1)v = λv .
This finishes the proof of the proposition. 
Proof of Proposition B. By Remark 3.3.2, there exists (S1, . . . , SN ) ∈ Mn,N such
that {S1, . . . , SN} is the set of matrices contained in f . By Proposition 3.4.1 there
exists j ∈ {1, . . . , N} and an eigenvector µ = (µ1, . . . , µn) ∈ (R≥0)n \ {0} of Sj
to the eigenvalue θ = max{ρ(S1), . . . , ρ(SN )} such that Siµ ≤ Sjµ = θµ for each
i ∈ {1, . . . , N}. We now prove that this implies that degµ(fl) = θµl for each
l ∈ {1, . . . , n}, which shows that µ = (µ1, . . . , µn) is a maximal eigenvector of f ,
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and thus proves (1). For each monomial m = χxr11 · · ·xrnn of fl with χ ∈ k∗ there
is a matrix Si with its l-th line equal to (r1 r2 · · · rn). The l-th component of
Siµ is equal to r1µ1 + · · ·+ rnµn = degµ(m). The inequality Siµ ≤ θµ then yields
degµ(m) ≤ θµl. As this holds for each monomial of fl, we obtain degµ(fl) ≤ θµl.
The equality follows from Sjµ = θµ, since the monomial m that corresponds to the
l-th row of Sj has µ-degree equal to θµl.
We now prove (2). The inequality 1 ≤ λ(f) follows from 1 ≤ deg(f r) for each
r, and θ ≤ deg(f) follows from Corollary 3.2.6, so we only need to prove λ(f) ≤ θ.
This is done by induction on n. If n = 1, then µ ∈ (R>0)1 and the statement follows
from Proposition A(1). Now, let n > 1. We may assume (after a permutation of
the coordinates) that µ1 ≤ µ2 ≤ . . . ≤ µn. Now, let m ∈ {0, . . . , n− 1} with µi = 0
for i ≤ m and µi > 0 for i > m. From Remark 2.4.1(7) we get
λ2 := lim
r→∞
degxm+1,...,xn(f
r)
1
r = lim
r→∞
max
i∈{1,...,n}
degµ((f
r)∗(xi))
1
r .
From Lemma 2.5.6 we get that for each i ∈ {1, . . . ,m}, the element fi is a
polynomial in the variables {x1, . . . , xm}. Thus we get from Lemma 2.3.1 that
λ(f) = max{λ1, λ2} where
λ1 = λ(fˆ) = lim
r→∞
deg(fˆ r)
1
r and fˆ := (f1, . . . , fm) ∈ End(Am) .
Since m ≤ n− 1, by induction hypothesis we have
λ1 ≤ θ1 := max
{
|ξ| ∈ R | ξ is an eigenvalue of a matrix that is contained in fˆ
}
.
Note that each eigenvalue of a matrix that is contained in fˆ is an eigenvalue of a
matrix that is contained in f . Thus we get θ1 ≤ θ. From Lemma 2.6.1(4), it follows
that λ2 ≤ θ. In summary we proved that λ(f) = max{λ1, λ2} ≤ θ, i.e. (2) holds
for n.
We now prove (3). We take a maximal eigenvector µ of f . As degµ(fi) = θµi
for each i ∈ {1, . . . , n}, we have degµ(f) = θ. If θ = 1, (i) follows from (2) and (ii)
is trivially true, so we may assume that θ > 1. If f is µ-algebraically stable, then
Lemma 2.6.1(5) gives λ2 = θ and thus λ(f) = θ, so (i) is proven. Conversely, if
µ ∈ (R>0)n and λ(f) = θ > 1, then f is µ-algebraically stable by Proposition A(2).
This achieves the proof of (ii). As θ = degµ(f) ∈ R≥0 (i.e. is not equal to +∞),
(iii) is a direct consequence of Lemma 2.6.1(5). 
We now give an example that shows that the implication of Proposition B(3)(i)
is not an equivalence.
Example 3.4.2. We consider the automorphism
f = (f1, f2, f3, f4) = ((x1)
2 + x2, x1, x3 + (x3 + x4)
2, x4 − (x3 + x4)2) ∈ Aut(A4) .
As deg(f) = 2, the maximal eigenvalue θ of f (see Definition 1.5.7) satisfies θ ≤ 2
(Corollary 3.2.6). Moreover, θ = 2, as the matrix
2 0 0 0
1 0 0 0
0 0 1 0
0 0 0 1

is contained in f . When we choose µ = (0, 0, 1, 1), we get degµ(f) = 2, and we see
that f is not µ-algebraically stable, as degµ(f
2) = 2 < 4. Moreover, degµ(fi) = 0
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for i ∈ {1, 2} and degµ(fi) = 2 for i ∈ {3, 4}. Thus µ is a maximal eigenvector
of f (see Definition 1.5.7). However, λ(f) = θ. Indeed, λ(f) ≤ deg(f) = 2, and
((x1)
2 + x2, x1) is algebraically stable for the standard degree, as its homogeneous
part of degree 2 is ((x1)
2, 0), which satisfies ((x1)
2, 0)r = ((x1)
2r , 0) for each r ≥ 1
(see Proposition A).
4. Explicit calculation of dynamical degrees of affine-triangular
automorphisms
In this section, we apply Proposition B to compute the dynamical degrees of
affine-triangular dominant endomorphisms of An. We prove Proposition 4.2.3,
which implies Propositions 1.2.1 and C.
Notation 4.0.1. We denote by TEnd(An) and TAut(An) (respectively EEnd(An)
and EAut(An)) the monoid and group of triangular (respectively elementary) en-
domorphisms and automorphisms of An. We denote by Aff(An) the group of affine
automorphisms of An and by Sym(An) ⊂ Aff(An) the group of permutations of the
coordinates.
4.1. From affine-triangular to permutation-triangular endomorphisms.
We can restrict ourselves to permutation-triangular endomorphisms, as the next
simple result shows.
Proposition 4.1.1. Each affine-triangular endomorphism of An is conjugate by
an element of Aff(An) to a permutation-triangular endomorphism.
Proof. We take α ∈ Aff(An) and τ ∈ TEnd(An) and show that we can conjugate
f = α ◦ τ to a permutation-triangular endomorphism by an element of Aff(An).
Let p = (p1, . . . , pn) ∈ An be the point such that α(p) = 0 and consider the
translation τp = (x1 + p1, . . . , xn + pn) ∈ Aff(An) ∩TAut(An). Then α′ = α ◦ τp ∈
Aff(An) fixes the origin (0, . . . , 0) ∈ An. We then replace α with α′ and τ with
τ−1p ◦τ , and may assume that α belongs to the subgroup GLn = GLn(k) ⊂ Aff(An)
of elements that fix the origin.
The group B = TAut(An) ∩ GLn is a Borel subgroup of GLn. It consists of all
lower triangular matrices. The so-called Bruhat decomposition of GLn:
GLn = B Sym(A
n)B
yields β, γ ∈ B and σ ∈ Sym(An) such that α = β ◦ σ ◦ γ. This gives
β−1 ◦ f ◦ β = β−1 ◦ α ◦ τ ◦ β = σ ◦ γ ◦ τ ◦ β
where γ ◦ τ ◦ β ∈ TEnd(An). This achieves the proof. 
4.2. Permutation-elementary automorphisms. We will need the following re-
sult to obtain Proposition 4.2.2 below.
Lemma 4.2.1. Let 0 ≤ m ≤ n, let fˆ = (f1, . . . , fm) ∈ Aut(Am) and let q ∈
k[x1, . . . , xn+1] \ {0}. For each r ≥ 1, every component of gr is non-zero where
g = (f1, . . . , fm, q, xm+1, . . . , xn) ∈ End(An+1) .
Proof. For each r ≥ 1, we write gr = ((gr)1, . . . , (gr)n+1). We want to prove that
(gr)i 6= 0 for each i ∈ {1, . . . , n+ 1}. This result is true by assumption when r = 1.
For each r ≥ 1 we have ((gr)1, . . . , (gr)m) = fˆ r, so no one of the components
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(gr)1, . . . , (g
r)m can be zero. Also, if q 6∈ k[x1, . . . , xn], i.e. if degxn+1(q) ≥ 1, then
g is dominant, so the result is true. Thus we assume that q ∈ k[x1, . . . , xn].
Suppose first that m = n, in which case g = (f1, . . . , fm, q). For each r ≥ 2, we
get gr = ((gr)1, . . . , (g
r)m, q((g
r−1)1, . . . , (gr−1)m)). As fˆ is dominant and q is not
the zero polynomial, every component of gr is not zero.
We then assume that n > m and prove the result by induction on n −m. As
(f1, . . . , fm) ∈ Aut(Am), we also have (f1, . . . , fm, xm+1, . . . , xn) ∈ Aut(An). There
is thus a polynomial h ∈ k[x1, . . . , xn] such that h(f1, . . . , fm, xm+1, . . . , xn) = q,
since q ∈ k[x1, . . . , xn]. We denote by φ : An →֒ An+1 the closed embedding that is
given by
(x1, . . . , xn) 7→ (x1, . . . , xm, h(x1, . . . , xn), xm+1, . . . , xn)
and we write τ = (f1, . . . , fm, h, xm+1, . . . , xn−1) ∈ End(An). We now prove that
g ◦ φ = φ ◦ τ :
g ◦ φ(x1, . . . , xn)
= (f1, . . . , fm, q(x1, . . . , xm, h, xm+1, . . . , xn−1), h, xm+1, . . . , xn−1)
= (f1, . . . , fm, h(f1, . . . , fm, h, xm+1, . . . , xn−1), h, xm+1, . . . , xn−1)
= φ ◦ τ(x1, . . . , xn).
Hence, gr ◦ φ = φ ◦ τr for each r ≥ 1. By induction, every component of τr is
non-zero, so every component of gr is non-zero, except maybe the (m+ 1)-th one.
But if the (m+1)-th component of gr were zero, then the (m+2)-th of gr+1 would
be zero, impossible as the (m+2)-th component of gr+1 ◦φ = φ ◦ τr+1 is not equal
to zero. 
Proposition 4.2.2. Let 0 ≤ m < n, let fˆ = (f1, . . . , fm) ∈ Aut(Am), ξ ∈ k∗ and
p ∈ k[x1, . . . , xn]. Then,
f = (f1, . . . , fm, ξxn+1 + p(x1, . . . , xn), xm+1, . . . , xn) ∈ Aut(An+1)
has the following properties:
(1) If degxm+1,...,xn(p) ≤ 1, then λ(f) = λ(fˆ).
(2) If degxm+1,...,xn(p) ≥ 2, denote by I ⊂ Nn the finite subset of indices of the
monomials of p, and define
θ = max
{
λ ∈ R
∣∣∣∣ λn−m =∑nj=m+1 ijλn−jfor some (i1, . . . , in) ∈ I
}
µ = (µ1, . . . , µn+1) = (0, . . . , 0, θ
n−m, θn−m−1, . . . , θ, 1) ,
i.e. µi = 0 for i ≤ m and µi = θn+1−i for i ≥ m+ 1. Then we have θ > 1,
degµ(fi) = θµi for each i (in particular degµ(f) = θ) and f is µ-algebraically
stable. If moreover λ(fˆ) ≤ θ, then λ(f) = θ.
Proof. Lemma 2.3.1 implies that λ(f) = max{λ(fˆ), limr→∞ degxm+1,...,xn+1(f r)1/r}.
If degxm+1,...,xn(p) ≤ 1, then λ(f) = λ(fˆ). Thus we may assume that degxm+1,...,xn(p) ≥
2. For each i = (i1, . . . , in) ∈ I, we set
pi =
n∑
j=m+1
ijx
n−j ∈ Z[x]
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and qi = x
n−m−pi ∈ Z[x]. Then θ is the biggest real root of one of the polynomials
in {qi | i ∈ I}. Note that qi is monic and of degree n−m > 0. As degxm+1,...,xn(p) ≥
2, there is i = (i1, . . . , in) ∈ I such that pi(1) ≥ 2. This implies that qi(1) =
1 − pi(1) < 0, so qi has a real root that is bigger than 1. This proves that θ > 1.
For each i ∈ I, we moreover have qi(θ) ≥ 0, since qi has no real root bigger than θ.
This gives θn−m ≥ pi(θ), with equality for at least one i ∈ I.
We now prove that degµ(fi) = θµi for each i ∈ {1, . . . , n + 1}: For each i ∈
{1, . . . ,m} we have degµ(fi) = 0 = θµi and for each i ∈ {m+2, . . . , n+1}, we have
degµ(fi) = degµ(xi−1) = µi−1 = θµi. We moreover have
degµ(fm+1) = max
{degµ(xn+1)} ∪

n∑
j=m+1
ijµj
∣∣∣ (i1, . . . , in) ∈ Nn


= max ({1} ∪ { θ · pi(θ) | (i1, . . . , in) ∈ Nn }) = θn−m+1 = θµm+1.
This gives in particular θ = degµ(f).
It remains to prove that f is µ-algebraically stable, i.e. that degµ(f
r) = θr for
each r ≥ 1; this will then give the result by Corollary 2.6.2.
By Lemma 2.6.1(5), this corresponds to ask that for each r ≥ 1, there exists
i ∈ {m+ 1, . . . , n} such that (gr)∗(xi) 6= 0, where g = (g1, . . . , gn+1) ∈ End(An+1)
is defined by choosing for gj the the µ-homogeneous part of fj of degree θµj . We
observe that
g = (f1, . . . , fm, gm+1, xm+1, . . . , xn)
where gm+1 ∈ k[x1, . . . , xn+1] \ {0}. The result then follows from Lemma 4.2.1 
The following result implies Proposition 1.2.1 and Proposition C:
Proposition 4.2.3. Let n ≥ 1 and let h ∈ End(An+1) be a permutation-elementary
automorphism.
(1) There is a permutation of the coordinates α ∈ Sym(An+1) such that
f = α ◦ h ◦ α−1 = (f1, . . . , fm, ξxn+1 + p(x1, . . . , xn), xm+1, . . . , xn),
where 0 ≤ m ≤ n, {x1, . . . , xm} = {f1, . . . , fm}, ξ ∈ k∗ and p ∈ k[x1, . . . , xn].
(2) For all α, f, p, ξ as in (1), denote by I ⊂ Nn the finite subset of indices of
the monomials of p.
(i) If m = n or if degxm+1,...,xn(p) ≤ 1, the maximal eigenvalue of h is
equal to 1 and λ(h) = 1.
(ii) If m < n and degxm+1,...,xn(p) ≥ 2, the maximal eigenvalue of h is
θ = max
{
λ ∈ R
∣∣∣∣ λn−m =∑nj=m+1 ijλn−jfor some (i1, . . . , in) ∈ I
}
> 1.
Moreover, there exists a maximal eigenvector µ′ ∈ (R≥0)n \ {0} of h
such that h is µ′-algebraically stable. In particular, λ(h) = θ.
Remark 4.2.4. In fact, the proof of Proposition 4.2.3 shows that the vector µ =
(0, . . . , 0, θn−m, . . . , θ, 1) ∈ (R≥0)n \ {0} is a maximal eigenvector of f = α ◦h ◦α−1
and thus we can choose µ′ = α−1(µ).
Proof. (1): We write h = σ ◦ τ where σ ∈ Sym(An+1) and τ ∈ EAut(An+1). We
choose α ∈ Sym(An+1) such that
α ◦ σ ◦ α−1 = (f1, . . . , fm, xn+1, xm+1, . . . , xn)
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where 0 ≤ m ≤ n and {x1, . . . , xm} = {f1, . . . , fm}. It suffices for this to choose
α in such a way that the orbit of xn+1 by σ is sent onto {xm+1, . . . , xn+1} (in the
right order). We may moreover assume that α∗(xn+1) = xn+1, which implies that
α ◦ τ ◦ α−1 = (x1, . . . , xn, ξxn+1 + p(x1, . . . , xn))
for some ξ ∈ k∗ and p ∈ k[x1, . . . , xn]. This implies that α ◦ h ◦ α−1 is equal to
(α ◦ σ ◦ α−1) ◦ (α ◦ τ ◦ α−1) = (f1, . . . , fm, ξxn+1 + p(x1, . . . , xn), xm+1, . . . , xn) .
Now that (1) is proven, we use it to show (2). If m = n, the maximal eigen-
value of f is equal to 1, so the same holds for h. Suppose then that m < n.
The maximal eigenvalue of f is the biggest real number that is an eigenvalue
of one of the matrices contained in f . Each such matrix is either contained in
(f1, . . . , fm, ξxn+1, xm+1, . . . , xn), but then has spectral radius equal to 1, or is
contained in (f1, . . . , fm,
∏n
j=1 x
ij
j , xm+1, . . . , xn) for some (i1, . . . , in) ∈ I. In this
latter case, the spectral radius is the one of the matrix
im+1 · · · in 0
1 · · · 0 0
...
. . .
...
...
0 · · · 1 0

and thus equal to the biggest real root of the polynomial xn−m−∑nj=m+1 ijxn−j . If
degxm+1,...,xn(p) ≤ 1, the maximal eigenvalue is again equal to 1, and if degxm+1,...,xn(p) ≥
2, we get the desired formula for the maximal eigenvalue θ of f . Proposition 4.2.2
implies then that θ > 1, that µ = (0, . . . , 0, θn−m, . . . , θ, 1) is a maximal eigenvec-
tor of f and that f is µ-algebraically stable. Hence, µ′ = α−1(µ) is a maximal
eigenvector of h and h is µ′-algebraically stable. 
Proof of Proposition 1.2.1. Apply Proposition 4.2.3 with m = 0 and ξ = 1. 
Proof of Proposition C. As the maximal eigenvalue θ of f is bigger than 1, Propo-
sition 4.2.3(2)(i) shows that m < n and that degxm+1,...,xn (p) ≥ 2. Then, Propo-
sition 4.2.3(2)(ii) gives the existence of a maximal eigenvector µ such that f is
µ-algebraically stable and proves that the dynamical degree λ(f) is equal to the
maximal eigenvalue θ of f (this latter fact also follows from Proposition B). More-
over, Proposition 4.2.3(2)(ii) shows that θ is the root of a monic integral polynomial
where all coefficients (except the first one) are non-positive, so it is a Handelman
number. 
4.3. Affine-triangular automorphisms of A3. In this section, we apply Propo-
sition B to affine-triangular automorphisms f ∈ Aut(A3) and prove Proposition D
and Theorem 1. By Proposition 4.1.1, we can reduce to the case of permutation-
triangular automorphisms. If the maximal eigenvalue θ of f is equal to 1, then
Proposition B gives λ(f) = θ. If θ > 1, there is a maximal eigenvector µ =
(µ1, . . . , µn) ∈ (R≥0)n \ {0} of f , and if f is µ-algebraically stable, we obtain
λ(f) = θ (Proposition B(3)). We will then study the cases where f is not µ-
algebraically stable. This implies that the µ-leading part g of f is such that one
component of gr is equal to zero for some r ≥ 1. The possibilities for such endo-
morphisms g are studied in Lemma 4.3.2 below.
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Lemma 4.3.1. Let n ≥ 1 and let f = (f1, . . . , fn) ∈ TEnd(An) be a triangular
endomorphism. Then, f is dominant if and only if degxi(fi) ≥ 1 for each i ∈
{1, . . . , n}.
Proof. We prove the lemma by induction on n. The case n = 1 follows from the fact
that an endomorphism of A1 is dominant if and only if it is non-constant. Suppose
now that n > 1 and write g = (f1, . . . , fn−1) ∈ End(An−1). If i ∈ {1, . . . , n− 1} is
such that degxi(fi) < 1, then g is not dominant (by induction), so f is not dominant.
We may thus assume that degxi(fi) ≥ 1 for each i ∈ {1, . . . , n− 1}, and thus that
g is dominant. If fn ∈ k[x1, . . . , xn−1], then f is not dominant, as it factorises
through the projection on the first n − 1 coordinates. It remains to assume that
degxn(fn) ≥ 1 and to prove that f is dominant. For this, we may assume that k is
algebraically closed. As g is dominant, for a general a = (a1, . . . , an) ∈ An, there
is b = (b1, . . . , bn−1) ∈ An−1 such that (a1, . . . , an−1) = g(b). As the polynomial
fn(b1, . . . , bn−1, x) is non-constant and as k is algebraically closed, we can then find
bn ∈ k such that f(b1, . . . , bn) = a. 
Lemma 4.3.2. Let g = (g1, g2, g3) = σ ◦ τ ∈ End(A3) where τ ∈ TEnd(A3) is a
triangular endomorphism, σ ∈ Sym(A3) is a permutation of the coordinates, where
no one of the gi is a constant and such that one of the components of g
r is a
constant for some r ≥ 2. Then, one of the following holds:
(1) g2, g3 ∈ k[x1], g1 ∈ k[x2, x3];
(2) g1, g3 ∈ k[x1], g2 ∈ k[x1, x3] \ k[x1];
(3) g1, g2 ∈ k[x1], g3 ∈ k[x1, x2] \ k[x1];
(4) g1, g2 ∈ k[x1, x2] \ k[x1], g3 ∈ k[x1].
Proof. Let us write τ = (τ1, τ2, τ3). Note that it is impossible to have gi ∈ k[x1] for
each i, or equivalently τi ∈ k[x1] for each i, as each component of gr is obtained by
composing dominant endomorphisms of A1 and is thus not constant. If two of the
gi belong to k[x1], then the third gj does not belong to k[x1], and also does not
involve the variable xj , so we get one of the cases (1)-(2)-(3).
It remains to assume that at most one of the gi belongs to k[x1]. As τ1 ∈ k[x1]\k,
we get that exactly one of the gi belongs to k[x1] and that τ2 ∈ k[x1, x2] \ k[x1].
As g is not dominant, neither is τ ; Lemma 4.3.1 then implies that τ3 ∈ k[x1, x2]. If
g3 ∈ k[x1], we get (4). Otherwise, we derive a contradiction: one of the polynomials
g1, g2 belongs to k[x1] and the other to k[x1, x2]\k[x1]. By Lemma 4.3.1, (g1, g2) is
a dominant endomorphism of A2. As g3 ∈ k[x1, x2] is non-constant, no component
of gr is constant for each r ≥ 1. 
Lemma 4.3.3. Let f = σ◦ν ∈ Aut(A3) be a permutation-triangular automorphism,
where σ ∈ Sym(A3) and ν ∈ TAut(A3). Suppose that the maximal eigenvalue θ of
f is bigger than 1 and let µ be a maximal eigenvector of f such that f is not
µ-algebraically stable. Then, one of the following cases holds:
(i) f = (ξ3x3 + p3(x1, x2), p1(x1), ξ2x2 + p2(x1)) where ξ2, ξ3 ∈ k∗, p1, p2 ∈
k[x1], p3 ∈ k[x1, x2], deg(p1) = 1, and deg(p2) = θ2 > 1. Moreover, there
exists s ∈ k[x2] such that the conjugation of f by (x1, x2, x3 + s(x2)) does
not increase the degree of p3 and (strictly) decreases the degree of p2.
(ii) f = (ξ2x2 + p2(x1), ξ3x3 + p3(x1, x2), p1(x1)) where ξ2, ξ3 ∈ k∗, p1, p2 ∈
k[x1], p3 ∈ k[x1, x2], deg(p1) = 1, and deg(p2) = θ > 1. Moreover,
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there exists s ∈ k[x1] such that the conjugation of f by (x1, x2+ s(x1), x3)
(strictly) decreases the degrees of p2 and p3.
Proof. Denote by g = (g1, g2, g3) the µ-leading part of f . As µ = (µ1, µ2, µ3) ∈
(R≥0)3\{0} is a maximal eigenvector of f , gi 6∈ k for each i ∈ {1, 2, 3} (Lemma 2.5.8).
Moreover, as f is not µ-algebraically stable, there is some r ≥ 1 such that (gr)∗(xi) =
0 for all i ∈ {1, 2, 3} with µi > 0 (Lemma 2.6.1(5)). We write g = σ ◦ τ where
τ = (τ1, τ2, τ3) ∈ TEnd(A3); Lemma 4.3.2 gives then four possibilities for g, that
we consider separately.
(2)-(3): Let us first observe that Case (2) (respectively (3)) of Lemma 4.3.2
does not occur. Indeed, otherwise the first and the last (respectively the first two)
components of gr belong to k[x1] \ k for each r ≥ 1, so µ = (0, µ2, 0) (respectively
µ = (0, 0, µ3)). This gives degµ(gi) = 0 for i = 1, 2, 3, as g1, g2, g3 belong to k[x1, x3]
(respectively k[x1, x2]), impossible as degµ(g) = degµ(f) = θ > 1 (Lemma 2.5.8).
(1): Suppose now that Case (1) of Lemma 4.3.2 occurs. The closure of the image
of g ∈ End(A3) is then equal to A1×Γ, where Γ ⊂ A2 is the curve that is the closure
of the image of A1 → A2, x1 7→ (g2(x1), g3(x1)). As the restriction of g to A1 × Γ
is not dominant, the restriction of g1 to Γ is a constant ζ ∈ k. Hence, g1 6∈ k[x2]
and g1 6∈ k[x3], and thus g1 = ξ3x3 + q(x2) for some ξ3 ∈ k∗ and q ∈ k[x2] \ k. As
g1 − ζ is zero on Γ, we obtain ξ3g3 + q(g2) = ζ. By definition (Definition 1.5.4), gi
is the µ-homogeneous part of fi of degree θµi, for each i ∈ {1, 2, 3}. This gives
θµ1 = µ3, θµ2 = deg(g2)µ1 and θµ3 = deg(g3)µ1 .
In particular, µ1, µ2, µ3 ∈ R>0 and deg(g3) = θ2 > 1. The only component of f
which belongs to k[x1] (and has degree 1) is then f2 (since deg(f3) ≥ deg(g3) > 1).
Therefore we get deg(f2) = deg(g2) = 1. We obtain, as in (i), that f is equal
to (ξ3x3 + p3(x1, x2), p1(x1), ξ2x2 + p2(x1)) where ξ2, ξ3 ∈ k∗, p1, p2 ∈ k[x1], p3 ∈
k[x1, x2], deg(p1) = 1, and deg(p2) ≥ deg(g3) = θ2 > 1. To see that deg(p2) =
deg(g3), we observe that if deg(p2) > deg(g3), then the matrix 0 0 11 0 0
deg(p2) 0 0

would be contained in f and has an eigenvalue equal to
√
deg(p2) > θ, impossible
as θ is the maximal eigenvalue of f . As g3 is µ-homogeneous and µ1 > 0, it only
consists of one monomial, so g3 is simply the leading monomial of p2. Similarly,
g2 is the leading monomial of p1 (which is of degree 1). To prove that we are
indeed in Case (i), we consider h = (x1, x2, x3 + ξ
−1
3 q(x2)) and calculate h ◦ f ◦
h−1 = (ξ3x3 − q(x2) + p3(x1, x2), p1(x1), ξ2x2 + p2(x1) + ξ−13 q(p1(x1))). As every
monomial of g1 = ξ3x3 + q(x2) is contained in f1 = ξ3x3 + p3(x1, x2), the degree of
p3(x1, x2)− q(x2) is smaller or equal to the one of p3(x1, x2). It remains to see that
deg(p2(x1)+ ξ
−1
3 q(p1(x1))) < deg(p2(x1)). As g3 and g2 are the leading monomials
of p2 and p1, respectively, and as ξ3g3 + q(g2) = ζ ∈ k it follows that the leading
monomials of p2(x1) and ξ
−1
3 q(p1(x1)) are the same. As deg(p2(x1)) = deg(g3) =
θ2 > 1, we get the desired inequality deg(p2(x1) + ξ
−1
3 q(p1(x1))) < deg(p2(x1)).
(4): It remains to consider Case (4) of Lemma 4.3.2. The endomorphism r ∈
End(A2) given by r : (x1, x2) 7→ (g1(x1, x2), g2(x1, x2)) is not dominant, so the
closure of its image is an irreducible curve Γ ⊂ A2. Moreover, as g3 is not constant
on this curve (because g3(g1(x1, x2)) is not constant), the restriction of r to Γ gives
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a non-dominant map Γ→ Γ, so gi(Γ) is constant, equal to ζi ∈ k, for i = 1, 2. The
only component of f which belongs to k[x1] (and is of degree 1) is f3, and one of the
two polynomials f1, f2, say fj, is of the form ξ2x2+p2(x1) for some ξ2 ∈ k∗ and some
p2 ∈ k[x1]. As gj ∈ k[x1, x2]\k[x1], we get gj = ξ2x2+q(x1) for some q ∈ k[x1], that
consists of some monomials of p2. Since gj− ζj = ξ2x2+ q(x1)− ζj is an irreducible
polynomial that is zero on Γ, the equation of Γ is given by ξ2x2+q(x1)−ζj . Hence,
ξ2g2 + q(g1) = ζj . We now show that j = 2 is impossible. Indeed, otherwise the
polynomial g2 would be equal to ξ2x2 + q(x1) and also to ξ
−1
2 (ζ2 − q(g1)) and thus
we would get deg(q) = 1 (as ξ2 6= 0), so both g1, g2 would be of degree 1. This is
impossible, as then θ > 1 cannot be the eigenvalue of a matrix that is contained
in g = (g1, g2, g3(x1)). We then obtain j = 1, which gives f1 = ξ2x2 + p2(x1),
g1 = ξ2x2 + q(x1) and g2 = ξ
−1
2 (ζ1 − q(g1)) = ξ−12 (ζ1 − q(ξ2x2 + q(x1))). As g
is the µ-leading part of f , the polynomial g2 is not constant (Lemma 2.5.8), so
deg(q) ≥ 1. Recall that gi is the µ-homogeneous part of fi of degree θµi, for each
i ∈ {1, 2, 3} (Definition 1.5.4) and thus we obtain
θµ1 = µ2, θµ2 = deg(q)µ2 and θµ3 = µ1 .
This proves that µ1, µ2, µ3 ∈ R>0, that deg(q) = θ > 1 and that µ = (θµ3, θ2µ3, µ3).
We write f = (ξ2x2+p2(x1), ξ3x3+p3(x1, x2), p1(x1)) where ξ1, ξ3 ∈ k∗, p1 ∈ k[x1],
p3 ∈ k[x1, x2], deg(p1) = 1 and deg(p2) ≥ deg(q) = θ > 1. We then observe that
deg(p2) = deg(q): otherwise the matrixdeg(p2) 0 00 0 1
1 0 0

would be contained in f and would have an eigenvalue equal to deg(p2) > θ,
impossible as θ is the maximal eigenvalue of f . As g1 = ξ2x2 + q(x1) is µ-
homogeneous of degree θµ1 and µ1 > 0, the polynomial q is a monomial of degree
θ and is thus the leading monomial of p2. In order to prove that we are indeed
in Case (ii), we consider h = (x1, x2 + ξ
−1
2 q(x1), x3) and calculate h ◦ f ◦ h−1 =
(ξ2x2 + p
′
2(x1), ξ3x3 + p
′
3(x1, x2), p1(x1)), where
p′2(x1) = p2(x1)− q(x1),
p′3(x1, x2) = p3(x1, x2 − ξ−12 q(x1)) + ξ−12 q(ξ2x2 + p′2(x1)) .
As q is the leading monomial of p2, this conjugation decreased the degree of p2,
i.e. deg p′2 < deg p2. It remains to see that deg p
′
3 < deg p3. To show this, we replace
µ by a multiple of itself (this is still a maximal eigenvector) and get µ = (1, θ, θ−1).
As g2 = ξ
−1
2 (ζ1−q(ξ2x2+q(x1))) is the µ-homogeneous part of f2 = ξ3x3+p3(x1, x2)
of degree θµ2 = θ
2, the polynomial ∆ = p3 − g2 ∈ k[x1, x2] is equal to
∆ =
θ−1∑
i=0
xi2∆i
where each ∆i ∈ k[x1] is such that deg(∆i) + iθ < θ2. In particular, the de-
gree of p3 = ∆ + g2 is equal to θ
2. It remains to show that deg(p′3) < θ
2.
Since deg(ξ−12 q(ξ2x2 + p
′
2(x1))) < θ
2, we only need to show that deg(p3(x1, x2 −
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ξ−12 q(x1))) < θ
2. This is given by
p3(x1, x2 − ξ−12 q(x1)) = ∆(x1, x2 − ξ−12 q(x1)) + g2(x1, x2 − ξ−12 q(x1)).
=
θ−1∑
i=0
(x2 − ξ−12 q(x1))i∆i + ξ−12 (ζ1 − q(ξ2x2))
and by the fact that deg(∆i) + iθ < θ
2 for each i. 
Example 4.3.4. We now give two distinct examples to show that Cases (i)-(ii) of
Lemma 4.3.3 indeed exist.
(i) Let n ≥ 2, and let f = (x3 − xn2 , x1, x2 + xn1 ) ∈ Aut(A3). Because of the
matrix contained in (x3, x1, x
n
1 ), the maximal eigenvalue satisfies θ ≥
√
n > 1
and as f2 = (x2, x3−xn2 , x1+(x3−xn2 )n) and f3 = (x1, x2, x3), the element
f is not µ-algebraically stable for each maximal eigenvector µ of f . It has
then to satisfy Case (i) of Lemma 4.3.3, so θ =
√
n.
(ii) Let n ≥ 2, and let f = (x2 − xn1 , x3 + (x2 − xn1 )n, x1) ∈ Aut(A3). Because
of the matrix contained in (−xn1 , x3, x1), the maximal eigenvalue satisfies
θ ≥ n > 1 and as f2 = (x3, x1 + xn3 , x2 − xn1 ) and f3 = (x1, x2, x3), the
element f is not µ-algebraically stable for each maximal eigenvector µ of f .
It has then to satisfy Case (ii) of Lemma 4.3.3, so θ = n.
We now give examples of permutation-triangular automorphisms of A3 which
are µ-algebraically stable. These will be useful in the proof of Theorem 1.
Lemma 4.3.5. For all a, b, c ∈ N such that λ = a+
√
a2+4bc
2 6= 0, the maximal
eigenvalue and the dynamical degree of the automorphisms
f = (xa1x
b
2 + x3, x2 + x
c
1, x1) and f
′ = (x3 + xa1x
bc
2 , x1, x2)
are equal to λ. Both automorphisms are µ-algebraic stable for each maximal eigen-
vector µ.
Proof. The matrices that are contained in f area b 0c 0 0
1 0 0
 ,
a b 00 1 0
1 0 0
 ,
0 0 1c 0 0
1 0 0
 and
0 0 10 1 0
1 0 0

whose characteristic polynomials are x(x2−ax− bc), x(x−a)(x− 1), x(x2− 1) and
(x + 1)(x2 − 1), respectively. The corresponding spectral radii are respectively λ,
a, 1 and 1. Hence, the maximal eigenvalue of f is λ.
Similarly, the matrices contained in f ′area bc 01 0 0
0 1 0
 and
0 0 11 0 0
0 1 0

whose characteristic polynomials are x(x2 − ax − bc) and x3 − 1. The maximal
eigenvalue of f ′ is then also λ.
As neither f nor f ′ satisfies any of the two Cases (i)-(ii) of Lemma 4.3.3, both
f and f ′ are µ-algebraically stable for each maximal eigenvector µ (of f and f ′,
respectively). This gives then λ(f) = λ(f ′) = λ (Proposition B) and achieves the
proof. 
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Lemma 4.3.6. The maximal eigenvalue θ of a permutation-triangular automor-
phism f ∈ Aut(A3) of degree d ≥ 1 is a non-zero number equal to (a+√a2 + 4bc)/2
for some (a, b, c) ∈ N3 where a+ b ≤ d, c ≤ d. It is thus a Handelman number that
is an algebraic integer of degree 1 or 2.
Proof. Each real number θ = a+
√
a2+4bc
2 6= 0, where (a, b, c) ∈ N3 is a root of the
polynomial P (x) = x2 − ax− bc, with a, bc ∈ N2 \ {0} so is a Handelman number.
If P is irreducible, then θ is an algebraic integer of degree 2, and otherwise it is an
integer. It remains to see that every maximal eigenvalue of f is of the desired form.
We write f = σ ◦ τ , where σ ∈ Sym(A3) and τ ∈ TAut(A3) is a triangular
automorphism, that we write as τ = (ν1x1 + ǫ1, ν2x2 + p(x1), ν3x3 + q(x1, x2))
where ν1, ν2, ν3 ∈ k∗, ǫ ∈ k, p ∈ k[x1] and q ∈ k[x1, x2]. The matrices contained in
τ are all of the formm 0 00 1 0
0 0 1
 ,
m 0 0k 0 0
0 0 1
 ,
m 0 00 1 0
i j 0
 ,
m 0 0k 0 0
i j 0

where m, k, i, j are non-negative integers and 0 ≤ m ≤ 1, k ≤ deg(p) ≤ d and
i + j ≤ deg(q) ≤ d. Since the spectral radius is order-preserving on real square
matrices with non-negative coefficients (see Definition 3.1.1(4)), we may always
assume that m = 1. The matrices contained in f are obtained from one of the
above four types by permuting the rows. Permuting the rows of the identity matrix
only gives a spectral radius equal to 1. In the second case, we conjugate by the
permutation of the last two. In any case, we obtain that θ is either equal to 1 or is
the spectral radius of a matrix σ′M , where σ′ is a permutation matrix and M is of
the form 1 0 00 1 0
k 0 0
 ,
1 0 00 1 0
i j 0
 ,
1 0 0k 0 0
i j 0

where k ≤ d and i+ j ≤ d. We obtain
σ′M =
m11 m12 0m21 m22 0
m31 m32 0

for some mij ∈ N, so θ is the spectral radius of the matrix(
m11 m12
m21 m22
)
.
This last matrix is one of the following:(
r 0
s 0
)
,
(
r 0
0 s
)
,
(
r 0
i j
)
,
(
i j
0 1
)(
i j
r 0
)
,
(
0 1
i j
)
, or
(
0 r
s 0
)
,
where r, s ∈ {1, i, j, k}. In the first four cases, θ is an integer in {1, . . . , d}, so has
the desired form, with a = θ, and b = c = 0. In the fifth case, the characteristic
polynomial is x2 − ix − jr. Choosing a = i, b = j and c = r we get θ = (a +√
a2 + 4bc)/2. In the sixth case, the characteristic polynomial is x2− jx− i. When
we choose a = j, b = i and c = 1, we get again θ = (a+
√
a2 + 4bc)/2. In the last
case, the characteristic polynomial is x2 − rs. We then choose a = 0, b = r and
c = s. 
We can now give the proof of Proposition D.
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Proof of Proposition D. We take an affine-triangular automorphism f ∈ Aut(A3).
By Proposition 4.1.1, there exists α ∈ Aff(A3) such that f ′ = αfα−1 is a permuta-
tion-triangular automorphism. We then have deg(f ′) = deg(f). Moreover, Propo-
sition B shows that there exists a maximal eigenvector of f . We denote by θ the
maximal eigenvalue of f ′. If θ = 1 or if f ′ is µ-algebraically stable for each maxi-
mal eigenvector µ, the dynamical degrees λ(f) and λ(f ′) are equal to the maximal
eigenvalue θ of f ′ (Proposition B), which is a Handelman number (Lemma 4.3.6)
so the result holds.
Suppose now that θ > 1 and that f ′ is not µ-algebraically stable for some
maximal eigenvector µ. Lemma 4.3.3 gives two possibilities for f ′:
f ′ = (ξ3x3 + p3(x1, x2), p1(x1), ξ2x2 + p2(x1)) or
f ′ = (ξ2x2 + p2(x1), ξ3x3 + p3(x1, x2), p1(x1))
where p1, p2 ∈ k[x1], p3 ∈ k[x1, x2], ξ2, ξ3 ∈ k∗, deg(p1) = 1 and deg(p2) > 1. In
both cases, Lemma 4.3.3 shows that one can replace f ′ by a conjugate, decrease
the degree of p2 and do not increase the degree of f
′. After finitely many steps, we
obtain the desired case where θ = 1 or f ′ is µ-algebraically stable for each maximal
eigenvector µ. Moreover, we still have deg(f ′) ≤ deg(f). 
Proof of Theorem 1. Let f ∈ Aut(A3) is an affine-triangular automorphism of A3
of degree d. Proposition D gives the existence of a permutation-triangular automor-
phism f ′ ∈ Aut(A3) such that deg(f ′) ≤ deg(f) and such that either the maximal
eigenvalue θ of f ′ is equal to 1, or θ > 1 and f ′ is µ-algebraically stable for each
maximal eigenvector µ. In the first case, the dynamical degree λ(f) is equal to
λ(f ′) = 1, by Proposition B(2). In the second case, we obtain λ(f) = λ(f ′) = θ,
by Proposition B(3). Moreover, Lemma 4.3.6 proves that θ = a+
√
a2+4bc
2 for some
a, b, c ∈ N with a+ b ≤ d, c ≤ d (and that θ 6= 0).
Conversely, for all a, b, c ∈ N such that θ = a+
√
a2+4bc
2 6= 0, the element θ is the
dynamical degree of (xa1x
b
2+x3, x2+x
c
1, x1) and (x3+x
a
1x
bc
2 , x1, x2) (Lemma 4.3.5),
and thus of a permutation-triangular automorphism of A3. This achieves the proof.

Corollary 4.3.7. For each d ≥ 3 the set of all dynamical degrees of shift-like
automorphisms of A3 of degree d does not contain λd = (1 +
√
1 + 4d)/2 and λd is
the dynamical degree of the affine-triangular automorphism (x3+x1x2, x2+x
d
1, x1).
Proof. From Proposition 1.2.1 it follows that the set of dynamical degrees of all
shift-like automorphisms of A3 of degree d is equal to{
a+
√
a2 + 4d− 4a
2
∣∣∣ 0 ≤ a ≤ d} .
From Theorem 1 it follows that (1 +
√
1 + 4d)/2 is the dynamical degree of the
affine-triangular automorphism (x3+x1x2, x2+x
d
1, x1). We only have to show that
there exists no d ≥ 3 and no a ∈ {0, . . . , d} such that
√
1 + 4d = (a− 1) +
√
a2 + 4d− 4a .
Indeed, if this would be the case, then 1+ 4d = (a− 1)2+2(a− 1)√a2 + 4d− 4a+
a2 + 4d− 4a, which yields
a(3− a) = (a− 1)
√
a2 + 4d− 4a .
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This implies that a ≤ 3 and a 6∈ {0, 1}, i.e. a = 2. However, in this case d = 2.

4.4. Automorphisms of affine spaces associated to weak-Perron numbers.
In this section, we construct some affine-triangular automorphisms associated to
weak-Perron numbers and prove Theorem 2.
Lemma 4.4.1. Let n ≥ 1 and let A = (ai,j)ni,j=1 ∈ Matn(N) be an irreducible
matrix with spectral radius ρ(A) > 1. The automorphism f ∈ Aut(A2n) given by(
xn+1 +
n∏
i=1
x
a1,i
i , xn+2 +
n∏
i=1
x
a2,i
i , . . . , x2n +
n∏
i=1
x
an,i
i , x1, . . . , xn
)
has dynamical degree λ(f) = ρ(A).
Proof. Let us write θ = ρ(A) and choose an eigenvector v = (v1, . . . , vn) ∈ (R>0)n
of A to the eigenvalue θ (which exists by Theorem 3.2.3). We then choose µ =
(θv1, . . . , θvn, v1, . . . , vn) ∈ (R>0)2n. The matrix
M =
(
A 0
In 0
)
∈ Mat2n(N)
is contained in f , its spectral radius is θ and µ is an eigenvector of M to the
eigenvalue θ. Writing f = (f1, . . . , f2n), we now prove that degµ(fj) = θµj for each
j ∈ {1, . . . , 2n}, and compute the µ-homogeneous part gj of fj of degree θµj :
(1) For each j ∈ {1, . . . , n}, we have degµ(xn+j) = vj and degµ(
∏n
i=1 x
aj,i
i ) =∑n
i=1 θaj,ivi = θ
2vj , so degµ(fj) = θ
2vj = θµj and gj =
∏n
i=1 x
aj,i
i .
(2) For each j ∈ {n+1, . . . , 2n} we have degµ(fj) = degµ(xj−n) = θvj−n = θµj
and gj = fj .
This implies that degµ(f) = θ. As the endomorphism g = (g1, . . . , g2n) ∈ End(A2n)
is monomial, it satisfies gr 6= 0 for each r ≥ 1 (and moreover each component of gr
is not zero). This implies that f is µ-algebraically stable and that λ(f) = θ (see
Proposition A). 
The next easy result is claimed without proof in the proof of [Bas97, Lemma 10]
and generalised to obtain a characterisation of Handelman numbers (see [Bas97,
Lemma 10]). It is probably known to all experts; we recall it here for self-con-
tainedness.
Lemma 4.4.2 (Basic property of Handelman numbers). Let n ≥ 1. For each
(a0, . . . , an−1) ∈ (R≥0)n \ {0}, the polynomial
xn −
n−1∑
i=0
aix
i ∈ R[x]
has a unique positive real root. In particular, a Handelman number has no other
positive real Galois conjugate.
Proof. For n = 1, there is only one root, so we may assume that n ≥ 2. Write
P (x) = xn −∑n−1i=0 aixi. After replacing P with P/xm for some m ≥ 0, we may
assume that a0 6= 0. In this case, P (0) = −a0 < 0, so P has a positive real root
α > 0, as P is monic of degree n > 0. We then write P = (x − α) · Q for some
polynomial Q = xn−1 +
∑n−2
i=0 bix
i, where b0, . . . , bn−2 ∈ R. It remains to prove
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that bi > 0 for each i ∈ {0, . . . , n− 2}. This will show that Q has no positive real
root, and will finish the proof.
As xn − ∑n−1i=0 aixi = (x − α) · (xn−1 + ∑n−2i=0 bixi), we have a0 = αb0 and
ai = αbi − bi−1 for i ∈ {1, . . . , n − 2}. The first equality yields b0 > 0, and the
second gives bi =
ai+bi−1
α , which is positive by induction. 
Corollary 4.4.3. Each Handelman number is a weak Perron number.
Proof. Let λ ∈ R>0 be a Handelman number. There exists (a0, . . . , an−1) ∈ Zn\{0}
such that λ is a root of P (x) = xn −∑n−1i=0 aixi ∈ Z[x]. By Lemma 4.4.2, all
roots of P , except λ, are either non-real or real and non-positive. Since P is the
characteristic polynomial of the matrix
A =

an−1 · · · a1 a0
1 · · · 0 0
...
. . .
...
...
0 · · · 1 0
 ∈Matn(R≥0) ,
it follows by the Perron-Frobenius-Theorem (Theorem 3.2.3) that the spectral ra-
dius of A is equal to λ. This implies that λ is a weak Perron number (Theo-
rem 3.2.4). 
Proposition 4.4.4. Let λ ∈ R be a weak Perron number that is a quadratic integer,
and let x2 − ax − b be its minimal polynomial, with a, b ∈ Z. We then have a ≥ 0
and the following hold:
(1) If b ≥ 0, then λ is the dynamical degree of the shift-like automorphism (x3+
xa1x
b
2, x1, x2) ∈ Aut(A3).
(2) If b < 0, then λ is not the dynamical degree of an affine-triangular automor-
phism of A3, but is the dynamical degree of the affine-triangular automor-
phism of A4 which is given by
(x3 + x
α
1 x2, x4 + x
α(a−α)+b
1 x
a−α
2 , x1, x2)
where α = ⌊a/2⌋.
Proof. Let us write x2−ax−b = (x−λ)(x−µ) for some µ ∈ R. Note that µ 6= λ, as
otherwise λ2 ∈ Z and 2λ ∈ Z would imply that λ ∈ Z, impossible as λ is a quadratic
integer. Since λ is a weak-Perron number, we have λ ≥ 1 and −λ ≤ µ < λ. In
particular, a = λ + µ ≥ 0. As x2 − ax − b is irreducible and has a real root by
assumption, the discriminant is a2 + 4b ≥ 1.
If b ≥ 0, Assertion (1) follows from Lemma 4.3.5 (and also from Proposi-
tion 4.2.3).
Suppose now that b < 0. As λµ = −b, this implies that µ > 0, so λ is not
a Handelman number (Lemma 4.4.2) and thus is not the dynamical degree of an
affine-triangular automorphism of A3 (Proposition D). It remains to show that
f = (x3 + x
α
1 x2, x4 + x
α(a−α)+b
1 x
a−α
2 , x1, x2) ∈ Aut(A4)
is an affine-triangular automorphism with dynamical degree λ(f) = ρ(A) = λ.
Firstly, we prove that f is an affine-triangular automorphism of A4 by showing
that the exponents are non-negative. As a ≥ 0, the numbers α = ⌊a/2⌋ and a− α
are non-negative integers, so we only need to see that α(a − α) + b ≥ 0. Since
a2 + 4b ≥ 1 we get in case a is even, that α(a − α) + b = α2 + b = (a2 + 4b)/4 > 0
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and in case a is odd, that α = (a−1)/2, so α(a−α)+b = ((a−1)/2)·((a+1)/2)+b =
(a2 + 4b− 1)/4 ≥ 0.
Secondly, the matrix
A =
(
α 1
α(a− α) + b a− α
)
∈Mat2(N)
has characteristic polynomial x2 − ax − b and thus spectral radius ρ(A) = λ. As
x2 − ax− b is irreducible by assumption, it follows that A is an irreducible matrix.
Moreover, as b ≤ −1 and as x2 − ax− b has a real root, we get a 6= 0, hence a ≥ 1.
Since a2 +4b ≥ 1, we get λ = (a+√a2 + 4b)/2 ≥ 1. Now, if λ = 1, then 1 ≤ a ≤ 2
and thus a2 + 4b ≤ 0 (as b ≤ −1), contradiction. Thus λ > 1 and we can apply
Lemma 4.4.1 and get that the dynamical degree of f is λ(f) = ρ(A) = λ. 
Proof of Theorem 2. Let λ ≥ 1 be a weak-Perron number. By Theorem 3.2.4, λ
is the spectral radius of an irreducible square matrix with non-negative integral
coefficients. Lemma 4.4.1 then shows that λ is the dynamical degree of an affine-
triangular automorphism of An for some integer n. We denote by n0 the least
possible such n.
If λ = 1, then n0 = 1, by taking the identity.
If λ > 1 is an integer, then n0 ≥ 2, as every automorphism of A1 is affine and
thus has dynamical degree 1. Moreover, n0 = 2 as f = (x
λ
1 + x2, x1) has dynamical
degree equal to λ (f is µ-algebraic stable for µ = (1, 0) and degµ(f) = λ).
If λ is not an integer, then n0 ≥ 3, as the dynamical degree of every automor-
phism of A2 is an integer (Corollary 2.3.4). If λ is a quadratic integer, the minimal
polynomial of λ is equal to x2− ax− b with a ≥ 0 and b ∈ Z (Proposition 4.4.4). If
the conjugate of λ is negative, we have b > 0, so n0 = 3 by Proposition 4.4.4(1). If
the conjugate of λ is positive, we have b < 0, so n0 = 4 by Proposition 4.4.4(2). 
To complement Theorem 2, we now give a family of examples of quadratic inte-
gers that do not arise as dynamical degrees of affine-triangular automorphisms of
Aut(A3) but which arise as dynamical degrees of some other automorphisms of A3.
Lemma 4.4.5. For all integers r, s, t ≥ 1, the dynamical degree of the automor-
phism
f = (y + xrzt, z, x+ zs(y + xrzt)) ∈ Aut(A3)
is the biggest root of x2 − ax + b ∈ R[x], with a = r + s + t, b = rs and satisfies
λ(f) > s + 1. In particular, if λ(f) is not an integer, it is not the dynamical
degree of an affine-triangular automorphism of A3, so f is not conjugate to an
affine-triangular automorphism of A3.
Proof. Let θ be the biggest root of P (x) = x2− ax+ b = (x− r)(x− s)− tx ∈ R[x]
As P (s+1) = (s+1− r)− t(s+1) = (s+1)(1− t)− r < 0, we find that θ > s+1.
In particular, µ = (θ − s, 1, θ) ∈ R≥1.
We compute degµ(x
rzs+t) = r(θ − s) + (s + t)θ = (r + s + t)θ − rs = θ2 and
degµ(x
rzt) = θ2 − sθ = θ(θ − s). This gives degµ(f) = θ, with µ-leading part
g = (xrzt, z, xrzs+t). Hence, λ(f) = θ by Proposition A.
If θ is not an integer, the other root of P (x) is positive, so θ is not the dynamical
degree of an affine-triangular automorphism of A3 (Theorem 2). This implies that
f is not conjugate to an affine-triangular automorphism of A3. 
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Example 4.4.6. We now apply Lemma 4.4.5 to small values of r, s, t, and find some
examples of automorphisms f = (y + xrzt, z, x + zs(y + xrzt)) ∈ Aut(A3) whose
dynamical degree λ(f) is not the one of an affine-triangular automorphism of A3.
We give below all examples of λ(f) ≤ 5 given by Lemma 4.4.5. Exchanging r and
s does not change the value of λ(f), so we will assume that r ≤ s ≤ 3.
r s t f λ(f)
1 1 1 (y + xz, z, x+ z(y + xz)) (3 +
√
5)/2
1 1 2 (y + xz2, z, x+ z(y + xz2)) 2 +
√
3
1 1 3 (y + xz3, z, x+ z(y + xz3)) (5 +
√
21)/2
1 2 1 (y + xz, z, x+ z2(y + xz)) 2 +
√
2
1 2 2 (y + xz2, z, x+ z2(y + xz2)) (5 +
√
17)/2
1 3 1 (y + xz, z, x+ z3(y + xz)) (5 +
√
13)/2
2 3 1 (y + x2z, z, x+ z3(y + x2z)) 3 +
√
3
Remark 4.4.7. Let λ be a weak-Perron number that is a quadratic integer.
By Theorem 2, λ is the dynamical degree of an affine-triangular automorphism
of A4 but is the dynamical degree of an affine-triangular automorphism of A3 if and
only if its conjugate λ′ is negative. If λ′ > 0, then one can ask if λ is the dynamical
degree of an automorphism of A3 (which would then necessarily be not conjugate
to an affine-triangular automorphism). Writing x2−ax+b the minimal polynomial
of λ, with a, b positive integers, Lemma 4.4.5 shows that this is indeed true if one
can write b = rs with r, s ≥ 1 and a > r + s. In particular, this holds if b ≤ 4,
as a2 − 4b > 0, so a > 2
√
b. If b = 5, then a ≥ 5 (as a > 2
√
b), and Lemma 4.4.5
applies as soon as a ≥ 6. The case where a = b = 5 corresponds to λ = (5+√5)/2,
which is then the “simplest” weak-Perron quadratic integer that is not covered by
Theorem 2 or Lemma 4.4.5.
According to Remark 4.4.7, the following question, which was in fact already
asked to us by Jean-Philippe Furter and Pierre-Marie Poloni, is then natural:
Question 4.4.8. Is (5 +
√
5)/2 the dynamical degree of an automorphism of A3?
References
[Bas97] Frédérique Bassino, Nonnegative companion matrices and star-height of N-rational se-
ries, Theoret. Comput. Sci. 180 (1997), no. 1-2, 61–80. 1.4, 4.4
[Bis08] Cinzia Bisi, On commuting polynomial automorphisms of Ck, k ≥ 3, Math. Z. 258
(2008), no. 4, 875–891. 1.5.3
[Bla16] Jérémy Blanc, Conjugacy classes of special automorphisms of the affine spaces, Algebra
Number Theory 10 (2016), no. 5, 939–967. 1.5.3
[BP98] Eric Bedford and Victoria Pambuccian, Dynamics of shift-like polynomial diffeomor-
phisms of CN , Conform. Geom. Dyn. 2 (1998), 45–55. (B)
[Bru13] Horst Brunotte, Algebraic properties of weak Perron numbers, Tatra Mt. Math. Publ.
56 (2013), 27–33. 1.4
[BV18] Sayani Bera and Kaushal Verma, Some aspects of shift-like automorphisms of Ck, Proc.
Indian Acad. Sci. Math. Sci. 128 (2018), no. 1, Art. 10, 48. (B)
[BvS19] Jérémy Blanc and Immanuel van Santen, Automorphisms of the affine 3-space of degree
3, in preparation, 2019. 1.3
[DL18] Julie Déserti and Martin Leguil, Dynamics of a family of polynomial automorphisms
of C3, a phase transition, J. Geom. Anal. 28 (2018), no. 1, 190–224. 1.1, 1.3
[DN11] Tien-Cuong Dinh and Viêt-Anh Nguyên, Comparison of dynamical degrees for semi-
conjugate meromorphic maps, Comment. Math. Helv. 86 (2011), no. 4, 817–840. 2.3
38 JÉRÉMY BLANC AND IMMANUEL VAN SANTEN
[Fek23] M. Fekete, Über die Verteilung der Wurzeln bei gewissen algebraischen Gleichungen
mit ganzzahligen Koeffizienten, Math. Z. 17 (1923), no. 1, 228–249. 2.2
[FJ07] Charles Favre and Mattias Jonsson, Eigenvaluations, Ann. Sci. École Norm. Sup. (4)
40 (2007), no. 2, 309–349. (2)
[FJ11] , Dynamical compactifications of C2, Ann. of Math. (2) 173 (2011), no. 1, 211–
248. 1.1
[Fur99] Jean-Philippe Furter, On the degree of iterates of automorphisms of the affine plane,
Manuscripta Math. 98 (1999), no. 2, 183–193. (2)
[FW12] Charles Favre and Elizabeth Wulcan, Degree growth of monomial maps and McMullen’s
polytope algebra, Indiana Univ. Math. J. 61 (2012), no. 2, 493–524. 3.2
[Gan59] F. R. Gantmacher, The theory of matrices. Vols. 1, 2, Translated by K. A. Hirsch,
Chelsea Publishing Co., New York, 1959. 3.2, 3.2.1, 3.2.2, 3.2.3
[GS02] Vincent Guedj and Nessim Sibony, Dynamics of polynomial automorphisms of Ck, Ark.
Mat. 40 (2002), no. 2, 207–243. 1.1, 1.5.3
[Gue02] Vincent Guedj, Dynamics of polynomial mappings of C2, Amer. J. Math. 124 (2002),
no. 1, 75–106. 1.1
[Gue04] , Dynamics of quadratic polynomial mappings of C2, Michigan Math. J. 52
(2004), no. 3, 627–648. 1.1, (2)
[Jun42] Heinrich W. E. Jung, Über ganze birationale Transformationen der Ebene, J. Reine
Angew. Math. 184 (1942), 161–174. (2), 2.3
[JW12] Mattias Jonsson and Elizabeth Wulcan, Canonical heights for plane polynomial maps
of small topological degree, Math. Res. Lett. 19 (2012), no. 6, 1207–1217. 1.1
[Lin84] D. A. Lind, The entropies of topological Markov shifts and a related class of algebraic
integers, Ergodic Theory Dynam. Systems 4 (1984), no. 2, 283–300. 1.4, 3.2
[Lin12] Jan-Li Lin, Pulling back cohomology classes and dynamical degrees of monomial maps,
Bull. Soc. Math. France 140 (2012), no. 4, 533–549 (2013). 3.2
[Mae00] Kazutoshi Maegawa, Three dimensional shift-like mappings of dynamical degree golden
ratio, Proceedings of the Second ISAAC Congress, Vol. 2 (Fukuoka, 1999), Int. Soc.
Anal. Appl. Comput., vol. 8, Kluwer Acad. Publ., Dordrecht, 2000, pp. 1057–1062. 1.1,
(B)
[Mae01a] , Classification of quadratic polynomial automorphisms of C3 from a dynamical
point of view, Indiana Univ. Math. J. 50 (2001), no. 2, 935–951. 1.1, (3)
[Mae01b] , Quadratic polynomial automorphisms of dynamical degree golden ratio of C3,
Ergodic Theory Dynam. Systems 21 (2001), no. 3, 823–832. 1.1, (B)
[MO91] Gary H. Meisters and Czesł aw Olech, Strong nilpotence holds in dimensions up to five
only, Linear and Multilinear Algebra 30 (1991), no. 4, 231–255. 1.3
[Ost73] A. M. Ostrowski, Solution of equations in Euclidean and Banach spaces, Academic
Press [A Subsidiary of Harcourt Brace Jovanovich, Publishers], New York-London, 1973,
Third edition of ıt Solution of equations and systems of equations, Pure and Applied
Mathematics, Vol. 9. 3.4
[Sch97] Andrzej Schinzel, A class of algebraic numbers, Tatra Mt. Math. Publ. 11 (1997), 35–42,
Number theory (Liptovský Ján, 1995). 1.4
[Sib99] Nessim Sibony, Dynamique des applications rationnelles de Pk, Dynamique et
géométrie complexes (Lyon, 1997), Panor. Synthèses, vol. 8, Soc. Math. France, Paris,
1999, pp. ix–x, xi–xii, 97–185. 1.1
[Ste97] J. Michael Steele, Probability theory and combinatorial optimization, CBMS-NSF Re-
gional Conference Series in Applied Mathematics, vol. 69, Society for Industrial and
Applied Mathematics (SIAM), Philadelphia, PA, 1997. 2.2
[Sun14] Xiaosong Sun, Classification of quadratic homogeneous automorphisms in dimension
five, Comm. Algebra 42 (2014), no. 7, 2821–2840. 1.3
[Thu14] William P. Thurston, Entropy in dimension one, Frontiers in complex dynamics, Prince-
ton Math. Ser., vol. 51, Princeton Univ. Press, Princeton, NJ, 2014, pp. 339–384. 1.4
[Ued04] Tetsuo Ueda, Fixed points of polynomial automorphisms of Cn, Complex analysis in
several variables—Memorial Conference of Kiyoshi Oka’s Centennial Birthday, Adv.
Stud. Pure Math., vol. 42, Math. Soc. Japan, Tokyo, 2004, pp. 319–324. 1.1, (B)
[vdE00] Arno van den Essen, Polynomial automorphisms and the Jacobian conjecture, Progress
in Mathematics, vol. 190, Birkhäuser Verlag, Basel, 2000. 2.3
AFFINE-TRIANGULAR AUTOMORPHISMS 39
[vdK53] W. van der Kulk, On polynomial rings in two variables, Nieuw Arch. Wiskunde (3) 1
(1953), 33–41. (2), 2.3
[Xie17] Junyi Xie, The dynamical Mordell-Lang conjecture for polynomial endomorphisms of
the affine plane, Astérisque (2017), no. 394, vi+110. 1.1
Jérémy Blanc, Universität Basel, Departement Mathematik und Informatik, Spiegel-
gasse 1, CH-4051 Basel, Switzerland
E-mail address: jeremy.blanc@unibas.ch
Immanuel van Santen, Universität Basel, Departement Mathematik und Informatik,
Spiegelgasse 1, CH-4051 Basel, Switzerland
E-mail address: immanuel.van.santen@math.ch
