Let N be the space of Gaussian distribution functions over R, regarded as a 2-dimensional statistical manifold parameterized by the mean µ and the deviation σ. In this paper we show that the tangent bundle of N , endowed with its natural Kähler structure, is the Siegel-Jacobi space appearing in the context of Number Theory and Jacobi forms. Geometrical aspects of the Siegel-Jacobi space are discussed in detail (completeness, curvature, group of holomorphic isometries, space of Kähler functions, relationship to the Jacobi group), and are related to the quantum formalism in its geometrical form, i.e., based on the Kähler structure of the complex projective space.
1 Motivation: the quantum formalism It was recently suggested that the quantum formalism might be "grounded on the Kähler geometry which naturally emerges from statistics" [Mol13] . What motivates this claim comes from the following facts (see also [Mol12a, Mol12b] ).
There exists a large class of statistical manifolds, called exponential families (see Definition 2.29 and 2.31), whose tangent bundles possess automatically a Kähler structure of information-theoretical origin (see Section 2.6). For example, the space B(n) of binomial distributions p(k) = n k q k (1 − q) n−k defined over {0, ..., n} forms a 1-dimensional exponential family parameterized by q ∈ (0, 1). Therefore, its tangent bundle is a Kähler manifold of real dimension 2, and one can show that it is locally isomorphic to the natural Kähler structure of the sphere S 2 multiplied by n. Another important example is the following. Take a finite set Ω := {x 1 , ..., x n } and consider the space P × n of nowhere vanishing probabilities p : Ω → R , p > 0 , n k=1 p(x k ) = 1 . This is a (n−1)-dimensional exponential family, and it can be shown (see [Mol12b] ) that T P × n is locally isomorphic to the complex projective space P(C n ) (see also [Mol13] for a refinement of this statement using the concept of "Kählerification").
Many authors have stressed the importance of Kähler geometry in relation to the quantum formalism [CL84, CMP90, Hes84, Hes85, Kib79, Spe12] . It is known that a quantum system, with Hilbert space C n , can be entirely described by means of the Kähler structure of P(C n ); this is the so-called geometrical formulation of quantum mechanics [AS99] . Therefore, by recovering the Kähler structure of P(C n ) from a purely statistical object like P × n , one may legitimately suspect that the quantum formalism has an information-theoretical origin, at least for finite-dimensional Hilbert spaces.
In [Mol13] , we pursued this line of thought and observed that, in finite dimension, all the ingredients of the geometrical formulation of quantum mechanics (quantum state space, observables, probabilistic interpretation, etc.) can be expressed in terms of the statistical structure of P × n (+ completion arguments). This is a crucial observation, for it allows to somewhat enlarge the geometrical formulation of quantum mechanics and gives new geometrical insight. For example, we characterized the so-called spin coherent states 1 in terms of the Veronese embedding S 2 ֒→ P(C n+1 ), simply by studying the derivative of the canonical injection B(n) ֒→ P × n+1 (see [BH01, Mol13] ). It is important to note that the above "statistical-Kähler" geometry is not related to quantum mechanics in the same way as symplectic manifolds are related to quantum mechanics via a quantization scheme (e.g. geometric quantization [Kos70, Sou97] ). In some sense, the above geometry is "quantum" right from the start due to its statistical origin. Let us illustrate this point by the following result (see Corollary 2.34). Let E be an exponential family (like B(n) or P × n ) defined over a measure space (Ω, dx), with canonical projection π : T E → E. Fix an arbitrary holomorphic isometry Φ of T E. In this situation, it can be shown that there exists a vector space A E of random variables X : Ω → R such that: (1) dim(A E ) = dim(E) + 1, and (2) functions of the form T E → R, p → Ω X(x)[(π • Φ)(p)](x)dx are automatically Kähler functions, that is, they preserve the Kähler structure of T E (see Definition 2.20). Kähler functions are important in relation to the geometrical formulation of quantum mechanics, for they play the role of observables (see [AS99] ). The geometrical formalism of quantum mechanics analysed in [Mol13] under the light of the above "Kähler decomposition" led naturally to the following definition: the spectrum of a Kähler function f : T E → R of the form Ω X(x)[(π • Φ)(p)](x)dx is Spec(f ) := Im(X), where Im(X) is the image of the random variable X ∈ A E . Using this definition, we described the spin of a particle passing through two consecutive Stern-Gerlach devices, without using physicists' standard approach based on the unitary representations of su(2).
It is on the basis of the above facts (together with others that are collected in [Mol12a, Mol12b, Mol13] ),
1 Spin coherent states are a particular case of what physicists call coherent states, historically discovered in 1926 by Schrödinger in relation to the quantum harmonic oscillator [Sch26] , and later on rediscovered by Glauber [Gla63] who used them to explain coherence phenomena in quantum optics (for example laser light can be thought of as an appropriate coherent state). Nowadays, the concept of coherent states has been generalized in various directions, leading to many non-equivalent definitions (see for example [AAGM95, CR12, KS85, Per86] ).
that we arrived at the conclusion that the quantum formalism might have an information-theoretical origin. Now there are two possibilities:
1. the quantum formalism has indeed an information-theoretical origin. In this case, the formalism should be rewritten and the role of the above statistical-Kähler geometry should be fully clarified. Recently, many authors have tried to derive (or "reconstruct") the quantum formalism from purely information-theoretical principles [DB11, CBH03, Gri04, CDP11, Goy08, Goy10, MM11, Rov96]. These attempts have their own merits and respective successes, but to our knowledge, no consensus has emerged yet.
2. Quantum mechanics cannot be derived from information-theoretical principles. In this case, one should still explain the relationship between the above definition of Spec(f ), which is a priori independent of representation theory, and the definition of the spectrum of an operator. It may well be that there is some (obscure) geometrical content hidden behind the main results of functional analysis that goes beyond the well-known correspondence between the space of Kähler functions of the complex projective space and the space of Hermitian operators (as described for example in [CMP90] , or Lemma 7.6 in [Mol13] ).
In any case, it is necessary to investigate the matter further and to study more examples.
In this paper, we investigate an example which for obvious reasons should be particularly important, namely the family N of Gaussian distribution functions
defined over R. Clearly, N is a 2-dimensional statistical manifold parameterized by the mean µ ∈ R and the deviation σ > 0, and it is well-known that it is an exponential family (see Definition 2.31 and (69)). Therefore T N is naturally a Kähler manifold of real dimension 4. The objective of this paper is to study the geometry of T N , having in mind quantum mechanics as discussed above. We distinguish two aspects: the intrinsic geometry of T N , coming from the fact that T N is a Kähler manifold by itself,
where H is a real linear combination of the following Hermitian operators acting on C ∞ (R, C) :
(I denotes the identity operator). The precise statement involves a unitary representation of the Lie algebra g J which is essentially the infinitesimal Schrödinger-Weil representation (see [BG08] ). Finally in Section 4.3, we discuss briefly the Schrödinger equation
where H is a linear combination of the above Hermitian operators. More precisely, given a Kähler function f on S J with Hamiltonian vector field X f , we observe that if α : I → S J is an integral curve of X f , then there exists a smooth map λ : I → C−{0} such that λ(t)Ψ α(t) satisfies the above Schrödinger equation for an appropriate H (see Corollary 4.9). From a physical point of view, the above operators are related to the free quantum particle, the quantum harmonic oscillator and the forced quantum harmonic hoscillator (see Remark 4.3).
Let us comment the above results. Clearly, the main observation of this paper is the connection between the space of Gaussian distributions, the Siegel-Jacobi space and the Jacobi group. Using the terminology introduced in [Mol13] , one may say that the Kählerification of the space of Gaussian distributions is the Siegel-Jacobi space.
As we already mentioned, the Siegel-Jacobi space and Jacobi group play an important role in the context of Number Theory, in relation to Jacobi forms [EZ85, BS98] . The latter are a mixture of modular forms and elliptic functions that generalize classical functions like the Jacobi theta function and the Fourier coefficients of the Siegel modular forms [ZS88] . Roughly, they are holomorphic functions f on H × C enjoying invariance properties that involve the Jacobi group G J (R), together with "good" Fourier expansions (see also Remark 3.2 for more details on the role of the Kähler-Berndt metric). In the context of physics, the Jacobi group, also known as the Schrödinger or Hagen group, is the symmetry group of the one-dimensional Schrödinger equation of a free quantum particle [Hag72, Nie73] . In the context of quantum optics, the Jacobi group is related to the so-called squeezed coherent states [Ber07, BG08, Ber08, Ber11, BG11, Ber14, Dod02, DF04, Siv00, ZFG90].
It is somehow surprising that with so little, the Gaussian distribution, one can arrive at important objects like the Siegel-Jacobi space and the Jacobi group, and discuss a fair amount of their quantum properties without any quantization scheme (especially in view of the intrinsic geometry). This reassures us and lends credence to the idea that the above statistical-Kähler geometry is one of the keys to understand the foundations of quantum physics.
There are however two important questions which are not discussed in this paper:
(1) what is the origin of the map T : S J → P(H), and (2) what are its equivariance properties? In [Mol13] we observed that the Veronese embedding S 2 ֒→ P(C n+1 ), which is a finite-dimensional analogue 2 of T , is essentially the derivative of the inclusion map B(n) ֒→ P × n+1 (neglecting completion issues, it is the derivative up to the actions of two discrete groups). In the case of T , such interpretation is not directly available for the following reason. Let D be the space of smooth density probability functions over R with respect to the Lebesgue measure. The space D can be thought of as an infinite-dimensional analogue of P × n , but contrary to the latter, its tangent bundle T D does not have a canonical Kähler structure that could be "compared" with that of P(L 2 (R)). Therefore, the derivative of the inclusion map N ֒→ D cannot be interpreted directly as a map T N → P(L 2 (R)). To overcome these difficulties, it is necessary to first get a clear idea of what should be the infinite dimensional generalization of the statistical-Kähler geometry discussed above; the papers [Fri91, KLMP13, Mod14, Mol12a] might be a good starting point in this respect. Regarding the second question, we observe that T exhibits properties that are usually shared by coherent states (compare for example Proposition 4.5 and Corollary 4.9 with [BS00, Per86, Raw77, Spe00]). Moreover, T is an infinite-dimensional analogue of the Veronese embedding, which is known to characterize spin coherent states [BH01, Mol13] . Therefore it is very likely that T itself is a coherent state in the sense of Perelomov [Per86] . To prove this, one should establish equivariance properties of the map T , probably by means of the Schrödinger-Weil representation [BS98] . It is interesting to note, in this respect, that Yang considered in [Yan09a, Yan09b] a map S J → L 2 (R) which is very similar to Ψ, and which enjoys such equivariance properties. It would be very interesting to relate Yang's work to the properties of T , and then make a comparison with the coherent-state approach of Berceanu [Ber07, BG08, BS00, Ber11, BG11, Ber14].
For the convenience of the reader, the paper starts with a rather detailed discussion on the relation between Kähler geometry and statistics (see Section 2). Some of these results are known (Proposition 2.5, Proposition 2.21, Corollary 2.27, Proposition 2.30, Proposition 2.32, Corollary 2.33), others are new (Propositions 2.15, 2.25, 2.26, 2.28), others still appear in different contexts and different guises (Propositions 2.10 and 2.12, Corollary 2.13). We shall present the subject in a uniform way by using the concept of dually flat structure, with which not all reader may be familiar 3 . The intrinsic and extrinsic geometry of T N are discussed in Section 3 and Section 4, respectively.
2 Dually flat structures and Kähler geometry 2.1 Dombrowski's construction Let M be a manifold endowed with an affine connection ∇. We denote by π : T M → M the canonical projection and by K the connector associated to ∇. Recall that K is the unique map T (T M ) → T M satisfying (see [Dom62, Lan99, Mic08] )
for all vector fields X, Y on M (here Y * X denotes the derivative of Y in the direction of X). Given u p ∈ T p M, the subspaces
are respectively called the space of horizontal tangent vectors and the space of vertical tangent vectors of T M at u p . They are both isomorphic to T p M in a natural way, and led to the following decomposition:
More generally, ∇ determines an isomorphism of vector bundles over M (see [Dom62, Lan99] ):
the isomorphism being
If there is no danger of confusion, we shall thus regard an element of T up (T M ) as a triple (u p , v p , w p ), where u p , v p , w p ∈ T p M. The second component v p is usually referred to as the horizontal component (with respect to ∇) and w p the vertical component. Let h be a Riemannian metric on M . Together with ∇, the couple (h, ∇) determines an almost Hermitian structure on T M via the following formulas:
where
Clearly, J 2 = −Id and g(J . , J . ) = g( . , . ), which means that (T M, g, J) is an almost Hermitian manifold, and one readily sees that g, J and ω are compatible, i.e., that ω = g J . , . . The 2-form ω is thus the fundamental 2-form of the almost Hermitian manifold (T M, g, J). This is Dombrowski's construction.
Remark 2.1. By construction, the map π : (T M, g) → (M, h) is a Riemannian submersion.
Remark 2.2. Let γ(t) be a smooth curve in T M. Regarding γ(t) as vector field V (t) along c(t) := (π•γ)(t), one has π * γ =ċ and Kγ = ∇ċV, whereγ andċ are the time derivatives of γ and c respectively, and where ∇ċV is the covariant derivative of V (t) along c(t). From this, it follows by inspection of Dombrowski's construction that
We now review the analytical properties of Dombrowski's construction. Let ∇ * be the unique connection on M satisfying
for all vector fields X, Y, Z on M. In the statistical literature, ∇ * is called the dual connection of ∇ with respect to h (and vice versa), and the triple (h, ∇, ∇ * ) is called a dualistic structure (see [AN00] ).
Definition 2.3. The dualistic structure (h, ∇, ∇ * ) is dually flat is both ∇ and ∇ * are flat, meaning that their torsions and curvature tensors are zero.
As the literature is not uniform, let us agree that the torsion T and the curvature tensor R of a connection ∇ are defined as
where X, Y, Z are vector fields on M.
Remark 2.4. Let R and R * be the curvature tensors of the dual connections ∇ and ∇ * respectively. Then,
for all vector fields X, Y, Z, W on M (see [AN00] ). In particular, R is identically zero if and only of R * is identically zero.
Recall that an almost Hermitian structure (g, J, ω) is Kähler when the following two analytical conditions are met: (1) J is integrable; (2) dω = 0.
Proposition 2.5. Let (h, ∇, ∇ * ) be a dualistic structure on M and (g, J, ω) the almost Hermitian structure on T M associated to (h, ∇) via Dombrowski's construction. Then,
Remark 2.6. Proposition 2.5 is an easy consequence of Remark 2.4 together with the following equivalence which is due to Dombrowski (see [Dom62, Mol13] ):
(here J is the almost complex structure associated to (h, ∇) via Dombrowski's construction).
Local formulas
Let (h, ∇, ∇ * ) be a dualistic structure on a manifold M. We denote by (g, J, ω) the almost Hermitian structure of T M associated to (h, ∇) via Dombrowski's construction. We also denote by π : T M → M the canonical projection and by K : T (T M ) → T M the connector associated to ∇.
Let x = (x 1 , ..., x n ) be system of coordinates on M. If dx i denotes the differential of x i (regarded as a local function on T M ), then (x 1 • π, ..., x n • π, dx 1 , ..., dx n ) forms a local coordinate system on T M. By repeating, we obtain coordinates on T (T M ), say (a i , b i , c i , d i ), i = 1, ..., n, where
and where π T M : T (T M ) → T M is the canonical projection. Observe that d i is not zero, for dx i is regarded as a local function on T M, not as a one form.
Let Γ k ij be the Christoffel symbols of ∇ in the coordinates (x 1 , ..., x n ), i.e.,
In the coordinates introduced above, one can check that
where Γ a is the bilinear map
is an affine coordinate system 4 with respect to ∇, then K reduces to the projection
Let us fix a coordinate system (y i ) on M , defined on the same neighborhood as (x i ).
Definition 2.7. The couple ((x i ), (y i )) is a pair of dual coordinate systems if :
is an affine coordinate system with respect to ∇ (resp. ∇ * ),
The system of coordinates (y i ) is called the dual coordinate system of (x i ), and vice versa.
Remark 2.8. If (x i ) is an affine coordinate system with respect to ∇, then one can find a coordinate system (y i ) dual to (x i ), i.e. such that (y i ) is affine with respect to ∇ * and such that h
Remark 2.9. If x = (x i ) and y = (y i ) are dual to each other, then the n × n matrices h ij := h( Throughout this paper, we shall write (x 1 , ..., x n ,ẋ 1 , ...,ẋ n ) = (x i ,ẋ i ) instead of (x i •π, dx i ) for simplicity. We shall also use the "hybrid" coordinate system (y 1 , ..., y n ,ẋ 1 , ...,ẋ n ) = (y i ,ẋ i ). Thus by definition,
Proposition 2.10. Let (h, ∇, ∇ * ) be a dually flat structure on a manifold M and let (g, J, ω) be the Kähler structure on T M associated to (h, ∇) via Dombrowski's construction. Let also (x i ) and (y i ) be two coordinate systems on M dual to each other. Then locally,
Proof of Proposition 2.10. (i) Follows from Dombrowski's construction (see (12)) taking into account:
(1) the explicit form of the isomorphism
From this together with the formula h ij h ij = I, one sees that the matrix representation of g in the coordinates (y,ẋ) is:
(the superscript "t" means that we take the transpose of the corresponding matrix). The matrix representations of J and g are obtained similarly. The proposition follows.
By inspection of (24) and (25), one sees that:
• If ∇ is flat (which means that J is integrable, see Remark 2.6), and if (x i ) is an affine coordinate system with respect to ∇, then
are holomorphic coordinates on the complex manifold (T M, J). To see this, compare (24) with, for example, the first chapter in [Mor07] .
• If (x i ) and (y i ) are dual to each other, than (y i ,ẋ i ) are symplectic coordinates on T M , that is, (y,ẋ) it is a Darboux chart for the symplectic manifold (T M, ω).
Remark 2.11. In the context of toric Kähler geometry, Abreu established formulas similar to (24) and (25) in order to get symplectic coordinates on toric manifolds (see [Abr03] ). Abreu doesn't use the language of dually flat manifolds; instead, he focuses on the so-called Guillemin potential and its associated Hessian metric, in a spirit close to [Shi07] .
Ricci curvature
Let N be a Kähler manifold with Kähler metric g. We denote by Ric the Ricci tensor of g:
where X, Y, Z are vector fields on N , and where R is the curvature tensor of g.
On the complexified tangent bundle T N C = T N ⊗ R C, we extend C-linearly every tensor, using the superscript "C" to distinguish the corresponding extensions (g C , Ric C , etc.). Regarding local computations and indices, Greek indices α, β, γ shall run over 1, ..., n while capital letters A, B, C, ... shall run over 1, ..., n,1, ...,n. Let (z 1 , ..., z n ) be a system of complex coordinates on N .
If x α and y α are respectively the real part and the imaginary part of z α (i.e. z α = x α + iy α ), then fiberwise, the vectors ∂ ∂z α := 1 2
form a basis for T N C . Let Ric C AB be the components of Ric C in this basis, i.e.,
As it is well-known, these components are elegantly expressed via the following formulas (see [KN96b, Mor07] ) :
where d is the determinant of the matrix g
. We now specialize to the case N = T M , assuming that g is the Kähler metric associated to a dually flat structure (h, ∇, ∇ * ) on a M via Dombrowski's construction. Fix an affine coordinate system (x 1 , ..., x n ) with respect to ∇, and denote by (x α ,ẋ α ) the corresponding coordinates on T M , as defined in the previous section. If z α := x α + iẋ α , then (z 1 , ..., z n ) is a system of complex coordinates on T M, and one can apply (32). One obtains
where d is the determinant of the matrix h αβ = h(
). The second formula in (33) is the local expression for the Ricci tensor in the basis {Z α , Zᾱ}. Returning to the coordinates (x,ẋ), a direct calculation using
shows the following result.
Proposition 2.12. Let (h, ∇, ∇ * ) be a dually flat structure on a manifold M and g the Kähler metric on T M associated to (h, ∇) via Dombrowski's construction. If x = (x 1 , ..., x n ) is an affine coordinate system on M, then in the coordinates (x,ẋ), the matrix representation of the Ricci tensor of g is
, where
and where d is the determinant of the matrix h αβ = h(
Recall that the scalar curvature is by definition the trace of the Ricci tensor.
Corollary 2.13. In the coordinates (x,ẋ), the scalar curvature of g is given by
where d is the determinant of the matrix h αβ , and where h αβ are the coefficients of the inverse matrix of h αβ .
Remark 2.14. Observe that the scalar curvature on T M can be written Scal = S •π, where S : M → R is a globally defined function whose local expression is given by the right hand side of (36) (see also [Shi07] ).
Completeness
Let (h, ∇, ∇ * ) be a dually flat structure on a manifold M. We denote by g the Riemannian metric on T M associated to (h, ∇) via Dombrowski's construction. The corresponding Riemannian distances on M and T M are respectively denoted by d and ρ.
Proposition 2.15. In this situation, we have:
The rest of this section is devoted to the proof of Proposition 2.15.
Proof. This is a direct consequence of the fact that π : (T M, g) → (M, h) is a Riemannian submersion (take horizontal geodesics in T M and project them on M ).
From now on we assume (M, d) complete. Let us fix a Cauchy sequence
In particular, if
, and there exists p ∈ M such that p n → p when n → ∞. Take an affine coordinate system x : U → R n around p. We denote by h eu the Euclidean metric pulled-back on U via the coordinate system x : U → R n . By restricting U if necessary, we can assume that there exists C > 0 such that (by local compactness) :
We also choose ε > 0 and N ∈ N such that:
Lemma 2.17. Let γ(t) be a piecewise smooth curve in T M joining v n and v m (n, m ≥ N ). If the length l(γ) of γ is less than 2 ε, then c(
Proof. By hypothesis, l(γ) < 2 ε, and since π is a Riemannian submersion, l(c) ≤ l(γ). Thus, l(c) < 2 ε. Therefore, c(t) is a curve in M whose extremities p n and p m lie in B(p, ε) and such that l(c) < 2 ε. Since B(p, 3 ε) is a normal ball, this implies c(t) ∈ B(p, 3 ε) for all t (otherwise we would have l(c) ≥ 2 ε by application of the Gauss Lemma). The lemma follows.
Let γ(t) be a curve in T M as in Lemma 2.17, with l(γ) < 2 ε. Since γ(t) ∈ π −1 (U ) for all t, one can represent γ in the coordinates (x i ,ẋ i ) :
If γ(t) is regarded as a vector field V (t) along the curve c(t) = (π • γ)(t), then (c 1 (t), ..., c n (t)) and (V 1 (t), ..., V n (t)) are just the local expressions for c(t) and V (t) in the coordinates (x i ). Observe also that the local expression for the covariant derivative ∇ċV is exactly (V 1 , ...,V n ) since (x i ) are affine coordinates.
Similarly, we denote byṽ n the local representation of v n in the coordinates (x i ,ẋ i ) (n ≥ N ). This defines a sequence (ṽ n ) n∈N in W ⊆ R 2n , where
and where B(p, ε) is the closure of B(p, ε) in M.
Lemma 2.18. (ṽ n ) n∈N is a Cauchy sequence in W with respect to the Euclidean distance.
Proof. Let γ(t) be a curve in T M joining v n and v m (n, m ≥ N ), whose length is less than 2 ε. If γ is smooth at t, then
Let l eu (γ) be the length ofγ with respect to the Euclidean metric and l(γ) the length of γ with respect to g. Taking into account (39), (42) as well as Remark 2.2, we see that l eu (γ) ≤ √ C l(γ), from which we get
Hence ṽ n −ṽ m ≤ √ C l(γ) for all curves γ joining v n and v m with l(γ) < 2ε. In particular, using a sequence (γ k ) k∈N of curves joining v n and v m and such that l(γ k ) → ρ(v n , v m ), we deduce that
Since (v n ) n∈N is a Cauchy sequence in (T M, ρ), we conclude that (ṽ n ) n∈N is a Cauchy sequence in W. The lemma follows.
Since W is complete (it is a closed subspace of the Euclidean space R 2n ), (ṽ n ) n∈N converges in W , and consequently, (v n ) n∈N converges in π −1 (U ) ⊆ T M. This achieves the proof of Proposition 2.15.
Remark 2.19. The above proof is inspired by a paper of Ebin where the following similar result is shown (see [Ebi70] ). Let M be a Hilbert manifold endowed with a Riemannian metric h and Levi-Civita connection ∇, not necessarily flat. Let also g be the Riemannian metric on T M associated to (h, ∇) via Dombrowski's construction. In this situation, if M is complete, then T M is complete.
Kähler functions
Let N be a Kähler manifold with Kähler structure (g, J, ω).
where X f is the Hamiltonian vector field associated to f (i.e. ω(X f , . ) = df (.)) and where L X f is the Lie derivative in the direction of X f .
Following [CMP90] , we shall denote by K (N ) the space of Kähler functions on N . When N has a finite number of connected components, then K (N ) is a finite dimensional 5 Lie algebra for the Poisson bracket {f, g} := ω(X f , X g ) .
Given a smooth function f : N → R, we denote by Hess(f ) the Riemannian Hessian of f with respect to g. If D denotes the Levi-Civita connection with respect to g, then by definition
where u, v ∈ T M , and where grad(f ) is the Riemannian gradient of f with respect to g, i.e. g(grad(f ), . ) = df (.). It can be shown that Hess(f ) is a symmetric tensor (see [dC92] ).
Proposition 2.21 ([CMP90]). A smooth function f : N → R is Kähler if and only if
for all vector fields X, Y on N.
We now specialize to the case N = T M , assuming that g is the Kähler metric associated to a dually flat structure (h, ∇, ∇ * ) on a M via Dombrowski's construction. We denote by π : T M → M the canonical projection.
Let x : U → R n be an affine coordinate system on M with associated coordinates (
and denote by (Γ g ) C AB the Christoffel symbols of g in the basis ξ 1 , ..., ξ n , ξ 1 , ..., ξ n ,
where A, B, C ∈ {1, ..., n, 1, ..., n}. We also denote by (Γ h ) k ij the Christoffel symbols of h in the coordinates (x 1 , ..., x n ).
Lemma 2.22. For i, j, k ∈ {1, ..., n}, we have:
Proof. By a direct calculation.
Remark 2.23. Similar formulas can be obtained in relation to the curvature. Indeed, if R g and R h are the curvature tensors of g and h respectively, then one can show that
and similar for (R g ) a ijk , (R g )ā ijk , etc. In particular, one can prove the Ricci curvature formula given in Proposition 2.12 without using the classical formulas (32) 6 .
6 To do this, one has to establish the following two formulas:
where d is the determinant of the matrix h ij = h(
). We caution that these two formulas are only valid for affine coordinate systems. For similar computations, see [Shi07] .
Lemma 2.24. Let f : T M → R be a smooth function. Then, on π −1 (U ),
Proof. By a direct calculation using Lemma 2.22 and the definition of Hess(f ).
Proposition 2.25. Let (h, ∇, ∇ * ) be a dually flat structure on a manifold M and let (g, J, ω) be the Kähler structure on T M associated to (h, ∇) via Dombrowski's construction. Let f : T M → R be a smooth function. Given an affine coordinate system x : U → R n on M , we have the following equivalence: f is Kähler on π −1 (U ) if and only if
for all i, j = 1, ..., n.
Proof. According to Proposition 2.21, f is Kähler if and only if Hess
is the matrix representation of Hess(f ) in the coordinates (x i ,ẋ i ), then this condition reads
that is, A = C and t B = −B. Writing explicitly these equations using Lemma 2.24 exactly yields (55). The proposition follows.
Using the complex coordinates (z 1 , ..., z n ) := (x 1 + iẋ 1 , ..., x n + iẋ n ), one can rewrite Proposition 2.25 more compactly, as follows.
Proposition 2.26. In the same situation as above,
(here
Recall that a vector field X on a manifold M is ∇-parallel with respect to a connection ∇ if ∇ Y X = 0 for all vector fields Y on M .
Corollary 2.27 ([Mol13])
. Let (h, ∇, ∇ * ) be a dually flat structure on a manifold M and let (g, J, ω) be the Kähler structure on T M associated to (h, ∇) via Dombrowski's construction. Let f : M → R be a smooth function. Then,
where grad(f ) is the Riemannian gradient of f with respect to h.
Proof. We use Einstein summation convention and the notation
The coefficients of the inverse matrix of h ij are denoted by h ij . Let f : M → R be a smooth function. In the affine coordinate system (x 1 , ..., x n ), we have:
where we have used the formula (Γ h ) Let (x i ) (resp. (y i )) be an affine coordinate system with respect to a flat connection ∇ (resp. ∇ * ) on a Riemannian manifold (M, h). Assume that (h, ∇, ∇ * ) is dually flat and that (x i ) and (y i ) are dual to each other (in particular T M is a Kähler manifold for the Kähler structure associated to (h, ∇) via Dombrowski's construction). Taking into account Remark 2.9, it is not difficult to see that grad(y i ) = ∂ ∂xi , and since ∂ ∂xi is obviously ∇-parallel, we deduce the following result. Proposition 2.28. In this situation, the function y i • π : π −1 (U ) → R is Kähler for all i = 1, ..., n.
Application: Information Geometry
Definition 2.29. A statistical manifold (or statistical model), is a couple (S, j), where S is a manifold and where j is an injective map from S to the space of all probability density functions p defined on a fixed measure space (Ω, dx) :
If ξ = (ξ 1 , ..., ξ n ) is a coordinate system on a statistical manifold S, then we shall indistinctly write p(x; ξ) or p ξ (x) for the probability density function determined by ξ.
Given a "reasonable" statistical manifold S , it is possible to define a metric h F and a family of connections ∇ (α) on S (α ∈ R) in the following way: for a chart ξ = (ξ 1 , ..., ξ n ) of S , define
where E p ξ denotes the mean, or expectation, with respect to the probability p ξ dx , and where ∂ i is a shorthand for ∂ ∂ξi . It can be shown that if the above expressions are defined and smooth for every chart of S (this is not always the case), then h F is a well defined metric on S called the Fisher metric, and that the Γ
Among the α-connections, the (±1)-connections are particularly important; the 1-connection is usually referred to as the exponential connection, also denoted ∇ (e) , while the (−1)-connection is referred to as the mixture connection, denoted ∇ (m) . In this paper, we will only consider statistical manifolds S for which the Fisher metric and α-connections are well defined.
) is a dualistic structure on S. In particular, ∇ (−α) is the dual connection of ∇ (α) .
We now introduce an important class of statistical manifolds.
Definition 2.31. An exponential family E on a measure space (Ω, dx) is a set of probability density functions p(x; θ) of the form
where C, F 1 , ..., F n are measurable functions on Ω , θ = (θ 1 , ..., θ n ) is a vector varying in an open subset Θ of R n and where ψ is a function defined on Θ .
In the above definition, it is assumed that the family {1, F 1 , ..., F n } is linearly independent, so that the map p(x, θ) → θ ∈ Θ becomes a bijection, hence defining a global chart of E . The parameters θ 1 , ..., θ n are called the natural or canonical parameters of the exponential family E .
Besides the natural parameters θ 1 , ..., θ n , an exponential family E possesses another particularly important parametrization which is given by the expectation or dual parameters η 1 , ..., η n :
It is not difficult, assuming ψ to be smooth, to show that η i (p θ ) = ∂ θi ψ . The map η = (η 1 , ..., η n ) is thus a global chart of E provided that (∂ θ1 ψ, ..., ∂ θn ψ) : Θ → R n is a diffeomorphism onto its image, condition that we will always assume.
Proposition 2.32 ([AN00])
. Let E be an exponential family such as in (63).
) is dually flat and θ = (θ 1 , ..., θ n ) is an affine coordinate system with respect to ∇ (e) while η = (η 1 , ..., η n ) is an affine coordinate system with respect to ∇ (m) . Moreover, the following relation holds :
that is, θ and η are mutually dual coordinate systems.
Corollary 2.33. The tangent bundle T E of an exponential family E is a Kähler manifold for the Kähler structure (g, J, ω) associated to (h F , ∇ (e) ) via Dombrowski's construction.
In the sequel, by the Kähler structure of T E , we shall implicitly refer to the Kähler structure of T E described in Corollary 2.33.
Corollary 2.34 ([Mol13])
. Let E be an exponential family defined over a measure space (Ω, dx) (as in Definition 2.31), and let A E be the real vector space generated by the random variables 1, F 1 , ..., F n : Ω → R. In this situation, if Φ : T E → T E is a holomorphic isometry and if X ∈ A E , then the function
is Kähler (here π : T E → E is the canonical projection).
Proof. Assume that X = λ 0 + λ 1 F 1 + ... + λ n F n , λ i ∈ R. Clearly, the above function is Kähler if and only if T E ∋ p → Ω X(x)π(p)(x)dx is Kähler, which is the case since it is a linear combination of Kähler functions. Indeed, taking into account the definition of the expectation parameters η i , one has
and since θ and η are affine coordinate systems dual to each other (see Proposition 2.32), it follows from Proposition 2.28 that η i • π is Kähler for all i = 1, ..., n. The corollary follows.
Gaussian distributions: intrinsic geometry
Let N be the set of all Gaussian distributions of mean µ and deviation σ over R, that is, N is the set of all p(x; µ, σ), where
It is a 2-dimensional statistical manifold parameterized by µ ∈ R and σ > 0, and since p(x; µ, σ) = exp F 1 (x)θ 1 + F 2 (x)θ 2 − ψ(θ) , where
it is also an exponential family (see Definition 2.31). Observe that θ 1 ∈ R and θ 2 < 0, and that the expectation parameters are (see [AN00] ):
We denote by h F , ∇ (e) and ∇ (m) the Fisher metric, exponential connection and mixture connection on N , respectively. According to Proposition 2.32, (h F , ∇ (e) , ∇ (m) ) is a dually flat structure, and consequently the almost Hermitian structure (g, J, ω) on T N associated to (h F , ∇ (e) ) via Dombrowski's construction is Kähler. In this section, we study the geometrical properties of T N , regarded as a Kähler manifold.
Preliminaries: Siegel-Jacobi space and Jacobi group
Let Heis(R) and SL(2, R) denote respectively the Heisenberg group and the special linear group of dimension 3. Recall that Heis(R) can be identified with R 2 × R endowed with the multiplication :
where Ω is the symplectic form on R 2 whose matrix representation in the canonical basis of R 2 is 0 1 −1 0 , i.e., Ω(X 1 , X 2 ) := λ 1 µ 2 − λ 2 µ 1 , where X 1 = (λ 1 , µ 1 ) and X 2 = (λ 2 , µ 2 ). Recall also that
(here Mat(n, R) denote the space of n × n real matrices), and that we have the identification SL(2, R) = Sp(2, R), where
Let Aut Heis(R) denote the group of automorphisms of Heis(R), that is, the group of diffeomorphisms of Heis(R) that are also homeomorphisms. Consider the following map
where M ∈ SL(2, R), (X, κ) ∈ Heis(R), and where XM has to be understood has the multiplication of a row vector with a 2 × 2 matrix. The fact that τ (M ) is an automorphism of Heis(R) is a simple consequence of the identity SL(2, R) = Sp(2, R), and clearly, τ is an anti-homomorphism of groups, i.e.,
. Therefore, one can form the semi-direct product SL(2, R) ⋉ Heis(R). By definition 7 , it is the Cartesian product SL(2, R) × Heis(R) endowed with the multiplication
where M 1 , M 2 ∈ SL(2, R) and (X 1 , κ 1 ), (X 2 , κ 2 ) ∈ Heis(R). Following [EZ85, BS98], we call SL(2, R) ⋉ Heis(R) the Jacobi group, and denote it by G J (R), that is,
We shall also consider the affine symplectic group,
which is by definition the semi-direct product of SL(2, R) with the abelian group R 2 relative to the following anti-homomorphism of groups:
where M ∈ SL(2, R) and X ∈ R 2 . By definition, the group multiplication on ASp(2, R)
, where M 1 , M 2 ∈ SL(2, R) and X 1 , X 2 ∈ R 2 . Beware that ASp(2, R) is not a subgroup of G J (R), but the latter is a central extension of the former for, there is a short exact sequence of Lie groups,
where i(κ) := 1 0 0 1 , 0, κ and π a b c d , X, κ := a b c d , X , and where obviously the image of i lies in the center of G J (R). Let H = {τ ∈ C | Im(τ ) > 0} denote the upper half-plane. We define a left action of the Jacobi group
where (τ, z) ∈ H × C. It it not an effective action, but by "forgetting" κ in the above formula, one obtains a left action of ASp(2, R) on H × C which is effective. In particular, one can regard ASp(2, R) as a subgroup of the group Diff(H × C) of diffeomorphisms of H × C. 
where τ = u + iv ∈ H and z = x + iy ∈ C.
Remark 3.2. The Kähler-Berndt metric is a Kähler metric with respect to the natural complex structure of H × C, invariant under the action of the Jacobi group G J (R) (see for example [Yan07, Yan10] and below). It was introduced independently by Kähler and Berndt in the 80's for the following reasons. Berndt was apparently looking for an invariant Riemannian metric on H × C whose Laplacian could be used to impose good analytical conditions (like being an eigenfunction) on complex functions defined on H × C, the objective being to define "Jacobi-like" functions [Ber84] ; this was just before Eichler and Zagier introduced and systematically studied Jacobi forms in their classic book [EZ85] . Kähler, on the other hand, was apparently motivated by totally different reasons related to physics (see [Käh86, Käh03] In a series of papers, Yang introduced the terminology "Siegel-Jacobi space" (or "Siegel-Jacobi disk") for the complex space H × C together with a choice of one of the Kähler metrics g A,B above (see [Yan00, Yan05, Yan07, Yan10, YYH
+ 13]). In this paper, we shall adopt the following definition.
Definition 3.4 (Siegel-Jacobi space S J ). The Siegel-Jacobi space is the Kähler manifold
In the sequel, we shall denote by g KB and ω KB the metric and simplectic form of S J , that is, g KB := 1 2 g 1,1 . From now on, we shall refer to this metric as the Kähler-Berndt metric.
Kähler structure
In this section, we return to the study of the Kähler structure (g, J, ω) of T N . We start by recalling the following result (see [AN00] ).
Proposition 3.5.
(i) In the natural coordinates θ = (θ 1 , θ 2 ), the Fisher metric reads:
(ii) in the coordinates (θ 1 , θ 2 ), the Christoffel symbols
(iii) (N , h F ) is a complete Riemannian manifold with constant sectional curvature − 1 2 . Proposition 3.6. As a Kähler manifold, T N is the Siegel-Jacobi space S J (see Definition 3.4), that is,
Proof. According to Proposition 2.32, (θ 1 , θ 2 ) are affine coordinates with respect to ∇ (e) . Consequently, one can apply Proposition 2.10 and conclude that in the coordinates (θ,θ) = (θ 1 , θ 2 ,θ 1 ,θ 2 ) the matrix representations of g, J, ω are:
where h F (θ) is given in (83), and where I is the 2×2 identity matrix (recall thatθ k is just the differential of θ k , regarded as a function T N → R). From a complex point of view, we know that (z 1 , z 2 ) := (θ 1 +iθ 1 , θ 2 + iθ 2 ) are global holomorphic coordinates on the complex manifold (T N , J) (see (28)). Consequently, one has an identification of complex manifolds T N ∼ = C × iH (observe that iH = {z ∈ C Real(z) < 0}). Let f be the map
Clearly, f is biholomorphic, and in the coordinates (θ,θ) on T N and (u, v, x, y) on H × C (see Definition 3.1), it reads f (θ,θ) = (θ 2 , −θ 2 , −θ 1 , θ 1 ). Now, using (87) together with the explicit description of g 1,1 given in Definition 3.1, a straightforward computation shows that f * g KB = g. The proposition follows.
Proposition 3.7. (T N , g ) is complete.
Proof. There are two ways to prove it. The first is to use Proposition 2.15 and the fact that (N , h F ) is complete (see Proposition 3.5). The second is to observe that the Siegel-Jacobi space S J is a homogeneous Riemannian manifold (see Remark 3.2 and Proposition 3.31).
Proposition 3.8. In the coordinates (θ,θ), the matrix representation of the Ricci tensor of g is
, where β(θ) = − 3 2 0 0 0
Proof. Follows from Proposition 2.12 and Proposition 3.5.
From Proposition 3.8, one easily deduces the following corollary.
Corollary 3.9.
(i) Ric(X, X) ≤ 0 for all X ∈ T (T N ).
(ii) (T N , g) is not Einstein 8 . In particular, the holomorphic sectional curvature 9 of T N is not constant.
(iii) The scalar curvature of (T N , g) is constant and equal to −6.
Remark 3.10. Since T N ∼ = S J , one has the analogues of Proposition 3.7, Proposition 3.8 and Corollary 3.9 for the Siegel-Jacobi space S J . 
The group of holomorphic isometries
Recall that the affine symplectic group ASp(2, R) acts effectively on the Siegel-Jacobi space S J ∼ = T N . Therefore, ASp(2, R) can be regarded as a subgroup of the group Diff(T N ) of diffeomorphisms of T N . Recall also that the group of holomorphic isometries of T N is the subgroup of Diff(T N ) whose elements satisfy ϕ * g = g and ϕ * J = Jϕ * .
Theorem 3.11. The group of holomorphic isometries of T N is the affine symplectic group ASp(2, R).
8 A Riemannian manifold is Einstein if its Ricci tensor is a scalar multiple of the metric at each point. See [Lee97] . 9 The holomorphic sectional curvature of a Kähler manifold (N, g, J, ω) is the function
, where R is the curvature tensor. It is well-known that if the holomorphic sectional curvature is constant, then N is Einstein. See for example [Bal06] .
As explained below, our proof relies on the resolution of the following system of partial differential equations
where u(x, y) is a smooth function defined on U := (x, y) ∈ R 2 x < 0 , and where ∆ = 
with f (x, y) = x. In geometrical optics, the Eikonal equation describes the wave fronts of light in an inhomogeneous medium with a variable index of refraction 1 f 2 (see for example [CH62, KO90] ). Mathematically, only a few explicit solutions are known (see [Bor06, Mos09] ).
Remark 3.13. Every solution of (90) is real analytic (since it is harmonic). In particular, if u, v are two solutions of (90) which coincide on an open subset of U , then they coincide on U (see [ABR01] ).
Let us fix a smooth solution u of (90) satisfying u(x, y) < 0 for all (x, y) ∈ U (this last condition will be justified below). Set
Lemma 3.14. If U 0 = U (i.e. ∂u ∂y ≡ 0 on U ), then there exists a ∈ R, a = 0, such that for all (x, y) ∈ U,
Let us now assume U 0 = U . This means that there exists p = (p 1 , p 2 ) ∈ U such that ∂u ∂y (p) = 0. Without loss of generality, we can assume ∂u ∂y (p) > 0 (the case < 0 is completely analog). Fix ε > 0 such that
On C, there exists a smooth function α : C → R which satisfies (see the first equation in (90)) x u ∂u ∂x = cos(α(x, y)) and
for all (x, y) ∈ C. By specifying the image of α, such a function is unique. We choose 0 < α < π.
Lemma 3.15. We have:
Proof. Observe that (95) can be rewritten
Taking the partial derivative with respect to y of the first equation and the partial derivative with respect to x of the second equation immediately yields the equality ∂ ∂y
which can be rewritten
On the other hand, the equation ∆u ≡ 0 together with (95) yields
which is equivalent to
Multiplying (99) by sin(α) (resp. cos(α)) and (101) by cos(α) (resp. sin(α)), then summing (resp. subtracting) exactly yields (96). The lemma follows.
Lemma 3.16. There exists b ∈ R such that on C,
(102)
Proof. According to Lemma 3.15, we have 1 sin(α)
where g and h are smooth functions of the variables y and x respectively. Thus,
from which we deduce the existence of a constant E ∈ R such that xh(x) = E and e g(y) − y = E for all
Taking into account the last equation in (103) (or (104)), we thus have
The lemma is now a simple consequence of (107) together with the following formulas: cos 2 arctan(r) = 1−r 2 1+r 2 and sin 2 arctan(r) = 2r 1+r 2 , r ∈ R.
Lemma 3.17. There exists a ∈ R, a = 0, and b ∈ R such that on U,
Proof. Since x u ∂u ∂y = sin(α), Lemma 3.16 implies that on C,
where f is a smooth function depending on the variable x ∈ ] p 1 − ε, p 1 + ε [. In order to find f , we differentiate the right hand side of the equivalence in (109) and use
x . We obtain
which leads to xf ′ (x) = 1, i.e., f (x) = ln(−x) (+ constant). Hence (108) holds on C. Using the fact that u is analytic (see Remark 3.13), it also holds on U. The lemma follows.
Collecting our results, we deduce the following Proposition 3.18. Let u be a solution of (90) satisfying u(x, y) < 0 for all (x, y) ∈ U . Then, u has the following form (two possibilities) :
Remark 3.19. A variant of Proposition 3.18 is as follows. Consider the system of partial differential equations
where u(x, y) is a smooth function defined on R 2 , and where λ ∈ R, λ = 0. If u is a smooth solution of (112), then there exist a, b, c ∈ R such that a 2 + b 2 = λ 2 , and such that for all (x, y) ∈ R 2 , u(x, y) = ax + by + c.
This can be shown using arguments similar to the ones we already used.
We now return to the group of holomorphic isometries of T N . Let ϕ : T N → T N be a diffeomorphism. In the coordinates (θ,θ), ϕ can be written
with ϕ 2 < 0, and its derivative can be decomposed into blocks of 2 × 2 real matrices:
The entries of the matrices A, B, C, D are denoted by a ij , b ij , c ij , d ij , respectively. Hence,
From a complex point of view, recall that (z 1 , z 2 ) = (θ 1 + iθ 1 , θ 2 + iθ 2 ) are global complex coordinates on T N . Therefore, T N ∼ = C × iH, and we have ϕ is holomorphic ⇔ ϕ 1 + iϕ 3 and ϕ 2 + iϕ 4 are holomorphic functions
. Equivalently, ϕ is holomorphic if and only if A = D and B = −C (CauchyRiemann equations).
Lemma 3.20. Assume that ϕ is holomorphic. In this situation, ϕ is an isometry if and only if ϕ 1 and ϕ 2 are solutions of the following system of partial differential equations:
Remark 3.21. Observe that h ij (ϕ) = h ij • ϕ only depends on ϕ 1 and ϕ 2 (see item (i) in Proposition 3.5).
Proof of Lemma 3.20. By hypothesis, ϕ is holomorphic, which means that A = D and B = −C. Consequently, the matrix representation of the equation
The first equation in (117) is an equality of symmetric matrices, and thus produces three equations which are after a direct calculation the first three equations of the lemma. The second equation in (117) is an equality of anti-symmetric matrices, thus it yields only one equation which is the last equation of the lemma, as a simple calculation shows. The lemma follows.
Instead of trying to solve directly the system of equations in Lemma 3.20, our strategy will be to use the fact that the Ricci tensor is a Riemannian invariant, that is, ϕ * Ric = Ric for every isometry ϕ.
Lemma 3.22. If ϕ is an isometry, then 
Proof. In the coordinates (θ,θ), we have (see Proposition 3.8):
Using the bloc decomposition of ϕ * given in (115), the equation ϕ * Ric = Ric reads
Taking into account the explicit form of β in (120), the first equation in (121) 
This implies a 21 = c 21 = 0 and (
2 which corresponds exactly to the first two equations of the proposition (see (118)). The other two equations are obtained similarly using the third equation in (121). The lemma follows.
Combining the Cauchy-Riemann equation
∂θ2 together with the second equation in (118) immediately yields the following lemma.
Lemma 3.23. If ϕ is a holomorphic isometry, then ϕ 2 is a solution of the system of partial differential equations (90). In particular, it has to be of the form (two possibilities):
From now on, we will assume that ϕ is a holomorphic isometry (in particular ϕ 2 is given by lemma 3.23).
For convenience, let us rewrite explicitly the system of equations in Lemma 3.20, taking into account Lemma 3.22 and Lemma 3.23.
Lemma 3.24. We have:
Since ϕ 2 doesn't depend on θ 1 andθ 1 , it follows from Remark 3.19 together with (123) that
where r, s, t are smooth functions depending on θ 2 ,θ 2 , and such that r(θ 2 ,θ 2 ) 
If ϕ 2 (θ 2 ,θ 2 ) = a 2 θ 2 , then the right hand side of (128) is zero. If ϕ 2 (θ 2 ,θ 2 ) = a 2 θ2
(θ2+b) 2 +(θ2) 2 , then the right hand side is
Proof. First observe that r and s are harmonic. Indeed, if ∆ = 
where A is the left hand side of (128). From this together with the harmonicity of r, s and ϕ 2 , one easily obtains (128).
Lemma 3.26. If ϕ 2 (θ 2 ,θ 2 ) = a 2 θ 2 , a = 0, then there exist b, c, d ∈ R and ε ∈ {+1, −1} such that
Moreover, every transformation of this form is a holomorphic isometry of T N .
Proof. Lemma 3.25 implies that ϕ 1 (θ,θ) = rθ 1 + sθ 1 + t(θ 2 ,θ 2 ), where r, s ∈ R are such that r 2 + s 2 = a 2 . Using (126), one easily obtains s = 0, r = ±a and ∂t ∂θ2 = 0. From (124), one also get t(θ 2 ) = b θ 2 for some constant b ∈ R. Hence ϕ 1 (θ,θ) = (±a)θ 1 + b θ 2 . The other components of ϕ are obtained using the Cauchy-Riemann equations. The lemma follows.
Remark 3.27. By changing the sign of a if necessary, one may assume εa = a in the above lemma.
Remark 3.28. Written in the complex coordinates (z 1 , z 2 ) ∈ C × iH, the transformation in (131) reads ϕ(z 1 , z 2 ) = (ǫa)z 1 + bz 2 + ic, (ǫa) 2 z 2 + id .
Let us now consider the case ϕ 2 (θ 2 ,θ 2 ) = a 2 θ2
(θ2+b) 2 +(θ2) 2 . In order to find ϕ 1 , we will use the following facts:
(1) the map −2 η 1 :
θ2 is a Kähler function (see Proposition 2.28, Proposition 2.32 and (70)), (2) the composition of a Kähler function with a holomorphic isometry is a Kähler function (obvious).
It follows from these two facts that Lemma 3.29. A function on T N of the form R(θ 2 ,θ 2 )θ 1 + S(θ 2 ,θ 2 )θ 1 + T (θ 2 ,θ 2 ), where R, S, T are smooth functions, is Kähler if and only if there exist C 1 , C 2 , C 3 ∈ R such that
Proof. Taking into account Proposition 2.25 together with Proposition 3.5, one obtains after a direct calculation that: R(θ 2 ,θ 2 )θ 1 + S(θ 2 ,θ 2 )θ 1 + T (θ 2 ,θ 2 ) is Kähler if and only if
Solving these equations exactly yields the lemma.
From Lemma 3.29, it follows that there exist C 1 , C 2 , C 3 ∈ R such that
Now, rewriting the equation r 2 + s 2 = ϕ 2 θ2 using (134) leads to an equality of two polynomials in θ 2 anḋ θ 2 :
from which we get a system of equations which is equivalent to
Since there is no constraints on the sign of a, we can assume C 2 = Having this in mind, we observe after a direct calculation that for (τ, z) ∈ H × C,
where ϕ 1 and ϕ 2 are defined in (139) and (140) respectively. From this it follows that f •ϕ•f −1 ∈ ASp(2, R) for all holomorphic isometries ϕ of T N , which shows that the group of holomorphic isometries of T N is included in ASp(2, R). The converse inclusion being obviously true (by inspection of (142) and (143)), the equality holds.
Let us now derive a few consequences. Consider the following subgroup of SL(2, R) :
Clearly, K is a 2-dimensional Lie group having two connected components (according to the sign of a). We denote by K 0 the connected component of K containing the identity. Since K 0 is a subgroup of SL(2, R), one can form the semi-direct product K 0 ⋉ R 2 ; it is naturally a subgroup of SL(2, R) ⋉ R 2 = ASp(2, R).
Proposition 3.31. In this situation,
(ii) The isotropy subgroups of o := (i, 0) ∈ H × C relative to the actions of G J (R), ASp(2, R) and K 0 ⋉ R 2 are isomorphic to SO(2) × R, SO(2) and {0}, respectively.
Therefore, T N is a homogeneous Kähler manifold and we have the identifications:
Corollary 3.32. T N itself is a Lie group (isomorphic to K 0 ⋉R 2 ) whose Kähler structure is left-invariant.
Let us now discuss the whole group of isometries of T N . To this end, we introduce the following group
Since SL ± (2, R) acts linearly on the right on R 2 , one has the semi-direct product SL
We define an action of SL ± (2, R) on H × C as follows:
wherez denotes the complex conjugate of z ∈ C. Since this action is effective, one can regard SL ± (2, R) ⋉ R 2 as a subgroup of Diff(H × C) ∼ = Diff(T N ).
Theorem 3.33. The group of isometries of T N (not necessarily holomorphic) is the semi-direct product
The proof of Theorem 3.33 is based on the following result which is due to Kulkarni (see [Kul74] ).
Proposition 3.34. Let N 1 and N 2 be two connected Kähler manifolds with corresponding holomorphic sectional curvature functions 10 H 1 and H 2 . Suppose that the real dimension of N 1 is greater than 4 and that there exists a diffeomorphism f : N 1 → N 2 such that f * H 2 = H 1 . Then either H 1 = H 2 = const. or f is a holomorphic or anti-holomorphic isometry.
Corollary 3.35 (of Proposition 3.34). Let N be a connected Kähler manifold whose holomorphic sectional curvature is not constant, and whose real dimension is greater than 4. Then every isometry of N is either holomorphic or anti-holomorphic.
Proof of Theorem 3.33. In terms of the variables (z 1 , z 2 ) ∈ C × iH, it not difficult to see that the map T N → T N , (z 1 , z 2 ) → (z 1 ,z 2 ) is an anti-holomorphic isometry of T N (this is actually a general feature of Dombrowski's construction). In terms of the variables (τ, z) = (−iz 2 , iz 1 ) ∈ H×C, this means that the map (τ, z) → (−τ , −z) is an anti-holomorphic isometry of H × C. Therefore, there is a 1-to-1 correspondence between the set of holomorphic isometries and the set of anti-holomorphic isometries of T N which is given by ϕ(τ, z) → ϕ(−τ , −z). From this, it is easy to see that (147) exhausts all the possible holomorphic and anti-holomorphic isometries of T N (and nothing else). But according to Corollary 3.35, this is already the whole isometry group of T N . The proposition follows.
Let us conclude this section with a discussion on the Lie group structure of the group of isometries of T N . To this end, we recall the following result which is due to Myers and Steenrod [MS39] (see also [Kob95] or [KN96a] for a modern proof). Let M be a manifold acted upon by a Lie group G with Lie algebra g. Given ξ ∈ g, the fundamental vector field ξ M is the vector field on M which is defined, for p ∈ M, by
where exp : g → G is the standard exponential map. Observe that fundamental vector fields only depend on the action of G 0 on M , where G 0 is the connected component of G containing the identity. If G acts via isometries on a Riemannian manifold M , then every fundamental vector field ξ M is a Killing vector field. We denote by i(M ) the space of Killing vector fields of a Riemannian manifold M ; it is a Lie algebra for the Lie bracket of vector fields.
Proposition 3.37 (Complement of Proposition 3.36). Let M be a connected Riemannian manifold with isometry group Isom(M ) and Lie algebra g. If M is complete, then the map φ : g → i(M ), ξ → ξ M is an anti-isomorphism of Lie algebras, that is, it is an isomorphism of vector spaces satisfying
for all ξ, η ∈ g. Φ(g, p) . Then the map G → Isom(M ), g → Φ g is an isomorphism of Lie groups (here Isom(M ) is endowed with the Lie group structure described in Proposition 3.36).
Proof. It is based on the following result: if (ϕ n ) n∈N is a sequence of isometries of M such that ϕ n (p) converges to ϕ(p) for all p ∈ M , where ϕ is a fixed isometry, then ϕ n converges to ϕ for the compact-open topology (see [KN96a] , Lemma 5, Chapter 1 and Theorem 3.10, Chapter 4). From this together with the continuity of Φ : G × M → M , one sees that G → Isom(M ), g → Φ g is a continuous and bijective homomorphism of topological groups. Since continuous homomorphisms of Lie groups are automatically smooth, the map g → Φ g is smooth. By the inverse function theorem, its inverse is also smooth. The lemma follows.
Combining Theorem 3.33, Proposition 3.37, Lemma 3.38 and the fact that (SL ± (2, R) ⋉ R 2 ) 0 = ASp(2, R), we obtain the following result.
Proposition 3.39. Let asp(2, R) be the Lie algebra of ASp(2, R). Then the map asp(2, R) → i(T N ), ξ → ξ T N , is an anti-isomorphism of Lie algebras.
Kähler functions and momentum map
Let g J , sl(2, R) and h denote respectively the Lie algebras of G J (R), SL(2, R) and Heis(R). We recall that sl(2, R) is the space of 2 × 2 real matrices of trace 0,
and that h can be identified with R 2 × R endowed with the Lie bracket
where ξ, η ∈ R 2 , r, s ∈ R and where Ω(ξ, η) = ξ 1 η 2 − ξ 2 η 1 . In the sequel, we shall use the following basis for sl(2, R),
and denote by {P, Q, R} the canonical basis of h ∼ = R 2 × R ∼ = R 3 ,
The Lie algebra g J of the Jacobi group G J (R) is the semi-direct product g J = sl(2, R) ⋉ h, that is, it is the Cartesian product sl(2, R) × h endowed with the Lie bracket
where A, B ∈ sl(2, R), ξ, η ∈ R 2 , r, s ∈ R, and where [A, B] = AB − BA is the usual commutator of matrices. By construction, sl(2, R) and h are Lie subalgebras of g J , therefore {F, G, H, P, Q, R, } can be regarded as a basis for g J . A direct calculation using (154) gives the following commutation relations (see also [BS98] ):
Let us now recall a few basic definitions related to Lie group actions (see [MR99] ). Let (M, ω) be a symplectic manifold acted upon by a Lie group G with Lie algebra g. Let g * be the dual of the Lie algebra g. A momentum map is a smooth map J : M → g * satisfying ξ M = X J ξ for all ξ ∈ g, where ξ M is the fundamental vector field of ξ and where J ξ is the function M → R defined by J ξ (p) := J(p)(ξ) (here X J ξ denotes the Hamiltonian vector field associated to J ξ ). Let us denote explicitly the action of G on M by Φ : G × M → M. Given g ∈ G, we also denote by Φ g the diffeomorphism M → M, p → Φ(g, p). In this situation, a momentum map is said to be equivariant if it satisfies
for all g ∈ G, where Ad * is the coadjoint representation
By application of Theorem 3.46, it suffices to show that J : S J → (g J ) * is injective, or equivalently, to show that given two points p, q ∈ S J ,
This can be seen using (159)-(161).
Remark 3.48. In [Mol13] , we defined the Kählerification of an exponential family E as the quotient
where (g, J) is the natural Kähler structure of T E, as described in Section 2.6. If Γ(E) is discrete and if its natural action on T E is free and proper, then E C is a Kähler manifold in a natural way. In the case E = N , it follows from (167) that Γ(N ) is trivial. Therefore, the Kählerification of N is the Siegel-Jacobi space S J , that is,
We now discuss the spectral theory of the Kähler functions of S J (in a sense to be discussed below). Let a be the abelian Lie subalgebra of g J generated by F, Q, R, i.e.,
In what follows, we shall identify a with the space P 2 (R) of polynomials in one variable of degree ≤ 2 with real coefficients, via the isomorphism
Thus, an arbitrary element of a ∼ = P 2 (R) can be written as k(x) = αx 2 + βx + γ, where α, β, γ ∈ R. We also introduce the following subgroup of G J (R):
The group B is a maximal closed, connected and solvable subgroup of G J (R), i.e., it is a Borel subgroup of G J (R) (see [BS98] ). For b = a b 0 a −1 , (λ, µ, κ) ∈ B and x ∈ R, the formula
defines a right action of B on R. Therefore, B also acts on the left on P 2 (R) via the formula
Lemma 3.49. 
where M ∈ SL(2, R), A ∈ sl(2, R), X, ξ ∈ R 2 and κ, r ∈ R.
(ii) For k(x) ∈ a and g ∈ G J (R), we have:
Ad(g) k(x) ∈ a ⇔ g ∈ B or k(x) is a constant polynomial.
In particular, Ad(b)a ⊆ a for all b ∈ B. Moreover, if k(x) is a constant polynomial, then Ad(g)k(x) = k(x) for all g ∈ G J (R).
(iii) For b ∈ B and k(x) ∈ a, we have:
(here Ad is the adjoint representation of G J (R)).
Proof. The first item follows from a direct calculation while (ii) and (iii) are easily obtained from the matrix representation of the restriction of Ad(M, X, κ) to a relative to the basis {F, Q, R} and {F, G, H, P, Q, R}. As a simple calculation shows, this matrix is:
Therefore, a Kähler function of the form J Ad(g)k(x) is simply the expectation of the polynomial k(x) = αx 2 + βx + γ with respect to the probability measure (π • Φ g −1 )(p) (x)dx, and its spectrum is the set of all possible expectations. 
As we already mentioned, J H doesn't have a spectrum in the sense of Definition 3.51.
Following [Mol13] , we want to associate to a Kähler function f = J Ad(g)k(x) and a point p ∈ S J , a probability measure P f,p on Spec(f ). To this end, recall that the subgroup B acts on the right on R as follows (see (172)) : Ψ g (x) := x · g = ax − (ii) If dx is regarded as the Riemannian volume form of the Euclidean metric on R, then,
where Ψ * g is the pull-back operator on differential forms, and where ε(g) = 1 if Ψ g is orientation preserving and −1 otherwise.
Proof. The first item can be easily obtained by remembering the various identifications and changes of variables me made:
• θ 1 = µ σ 2 , θ 2 = − 1 2σ 2 (see (69)),
• T N ∼ = C × iH by means of the complex coordinates z 1 = θ 1 + iθ 1 and z 2 = θ 2 + iθ 2 ,
• S J = H × C, and we have the identification C × iH ∼ = H × C via the map (z 1 , z 2 ) → (−iz 2 , iz 1 ),
• the action of B on H × C is explicitely given by . By comparing (193) with the exponential-family form of the Gaussian distribution in (69), one sees that Ψ(z 1 , z 2 ) is normalized, that is, Ψ(z 1 , z 2 ), Ψ(z 1 , z 2 ) = 1 for all (z 1 , z 2 ) ∈ C × iH. Therefore, Ψ can be regarded as a smooth map S J → B ⊆ H, and we have T (z 1 , z 2 ) = Ψ(z 1 , z 2 ) .
Proof of Proposition 4.1. Taking into account Footnote 14 together with the characterization of the FubiniStudy metric and symplectic form given above (in terms of the unit ball B ∈ H, see (189)), it suffices to show that Ψ * p A, Ψ * p B = 4 g KB (A, B) + iω KB (A, B) + S(A, B)
for all p ∈ S J and all A, B ∈ T p S J (in the above formula it is understood that T Ψ(p) H ∼ = H). We work in the coordinates (θ,θ). Take p = (θ 1 , θ 2 ,θ 1 ,θ 2 ) ∈ S J and choose A = (A 1 , A 2 , A 3 , A 4 ) and B = (B 1 , B 2 , B 3 , B 4 ) in T p S J . Using the notation 
we see that Ψ * p A = d dt 0 Ψ θ 1 + tA 1 , θ 2 + tA 2 ,θ 1 + tA 3 ,θ 2 + tA 4 = d dt 0 e 1 2 (z 1 + tX 1 )x + (z 2 + tX 2 )x 2 − ψ(θ + tA)
As a direct calculation shows, 
where p(x; θ) := e xθ 1 + x 2 θ 2 − ψ(θ) . To compute the above integral, we use the following well-known result (see [AN00] ) : if E is an exponential family whose elements can be written p(x; θ) = exp C(x) + n i=1 θ i F i (x) − ψ(θ) (as in Definition 2.31), then the components of the Fisher metric are (h F ) ij (θ) = E((F i − η i )(F j − η i )), where η i are the expectation parameters, and where the expectation is taking with respect to the probability determined by p(x; θ). In our case, F 1 (x) = x and F 2 (x) = x 2 , and thus, we easily see that for i, j ∈ {1, 2}, ∞ −∞ x i+j p(x; θ)dx = (h F ) ij + η i η j .
By separating the real and imaginary parts in (198), and taking into account (87), (199) together with the fact that η 1 (θ) = ∞ −∞ xp(x; θ)dx, one exactly finds (194). The proposition follows.
Schrödinger-Weil representation and quantum observables
Let End C ∞ (R, C) denotes the space of C-linear endomorphisms of C ∞ (R, C), and let Q : g J → End C ∞ (R, C) be the linear map
(I denotes the identity operator). In the above formulas, it is understood that −x 2 and x act by multiplication. Regarded as unbounded operators acting on L 2 (R) with appropriate domains, these operators are Hermitian.
Dynamics and the Schrödinger equation
Given L ∈ g J , we denote by X J L the Hamiltonian vector field of the Kähler function J L : S J → R with respect to the Kähler-Berndt symplectic form ω KB .
Proposition 4.8. There exists a smooth map κ : S J × g J → C, linear in the second entry, with the following property: if α : I → S J is an integral curve of the Hamiltonian vector field X J L , then ψ(t) := Ψ α(t) satisfies
where κ L (t) := κ(α(t), L) and where Ψ : S J → L 2 (R) is the map introduced in (193).
Proof. Given p = (θ,θ) = (η,θ) ∈ S J , we define a linear map g J → C as follows:
