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For any semisimple real Lie algebra gR, we classify the representations of gR
that have at least one nonzero vector on which the centralizer of a Cartan
subspace, also known as the centralizer of a maximal split torus, acts trivially.
In the process, we revisit the notion of g-standard Young tableaux, introduced
by Lakshmibai and studied by Littelmann, that provides a combinatorial
model for the characters of the irreducible representations of any classical
semisimple Lie algebra g. We construct a new version of these objects, which
differs from the old one for g = so(2r) and seems, in some sense, simpler and
more natural.
1 Introduction
1.1 Background and motivation
The present work is motivated by the following geometrical result, proved by the author
earlier. Recall that, for a semisimple real Lie group GR, the restricted Weyl group is the
group W := NGR(a)/ZGR(a), where a is the Cartan subspace (or maximal split torus)
of GR; the longest element of W is the unique element that maps all positive restricted
roots to negative restricted roots. Also let L denote the centralizer ZGR(a) (sometimes
also known as MA, where M is the centralizer of A in the maximal compact subgroup
of GR).
Theorem 1.1 ([Smi21]). Let GR be a semisimple real Lie group, ρ a representation
of GR on a finite-dimensional real vector space V . Assume that ρ satisfies the following
algebraic condition:
(*) the longest element w0 of the restricted Weyl groupW of GR acts (via ρ) nontrivially
on the subspace V L of vectors of V that are fixed by all elements of L.
∗The author is supported by the European Research Council (ERC) under the European Union Horizon
2020 research and innovation programme, grant 647133 (ICHAOS).
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Then the representation ρ has the following geometric property:
(**) The affine group GR ⋉ρ V contains a subgroup Γ that is free (of rank at least 2),
has linear part Zariski-dense in GR, and acts properly discontinuously on the affine
space corresponding to V .
Moreover, it is conjectured that the converse is true, i.e. that every representation
with the property (**) satisfies the condition (*). The author has found a partial
proof [Smi20b] of this converse.
Representations that have property (**) are called non-Milnor, since they provide
counterexamples to a conjecture by Milnor [Mil77]. A weaker version of this conjecture,
due to Auslander [Aus64], remains open to this day, and provides the main motivation to
a large body of work that includes, besides the author’s two papers cited above, [AMS02,
AMS11, AMS12, DGK21, Dru92, FG83, GT21, Mar83, Tom16] and many others. For
a concise statement of these two conjectures and a brief overview of this background,
see the introduction to [Smi21]. For a more detailed exposition, see the surveys [Abe01]
or [DDGS21].
This theorem naturally raises the problem of explicitly classifying the representations
that satisfy (*). In an earlier paper [LFS18], we did this in the special case where GR
is split: then (by definition) the Cartan subspace (or maximal split torus) a is also a
Cartan subalgebra (or maximal torus) of GR; hence its centralizer L coincides with the
Lie group A that it generates, and V L = V A is just the weight space in V corresponding
to the weight 0. So [LFS18] consisted in classifying the representations where w0 acts
nontrivially on this zero-weight space.
In the general case, a natural first step towards this problem consists in classifying
the representations for which at least the subspace V L itself is nontrivial. This latter
classification is the goal of the present paper.
1.2 Basic notations
We now introduce some notations necessary to formulate the main theorem, and used
throughout the paper. Most of them are standard; we have highlighted with asterisks
those that are neither universally accepted nor easily guessable from context, even for a
reader familiar with the theory of semisimple Lie algebras and their representations.
1. Let g be a semisimple complex Lie algebra, gR some real form of g (so that g =
(gR)
C).
2. We choose in gR a Cartan subspace aR (an abelian subalgebra of gR whose elements
are diagonalizable over R and which is maximal for these properties); we set a :=
(aR)
C.
3. We choose in g a Cartan subalgebra h (an abelian subalgebra of g whose elements
are diagonalizable and which is maximal for these properties) that contains a.
4. We denote by l(gR), or simply l when clear from context, the centralizer of a in g.
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5. Let ∆ be the set of roots of g in h∗. We shall identify h∗ with h via the Killing
form. We call h(R) the R-linear span of ∆; it is given by the formula h(R) = aR⊕itR,
where tR is the orthogonal complement of aR in h ∩ gR.
6. We choose on h(R) a lexicographical ordering that “puts aR first”, i.e. such that
every vector whose orthogonal projection onto aR is positive is itself positive. (This
condition is necessary to make Proposition 2.3 work.) We call ∆+ the set of roots
in ∆ that are positive with respect to this ordering, and we let Π = {α1, . . . , αr} be
the set of simple roots in ∆+. Let ̟1, . . . ,̟r be the corresponding fundamental
weights.
7.* We call P (resp. Q) the weight lattice (resp. root lattice), i.e. the abelian subgroup
of h∗ generated by ̟1, . . . ,̟r (resp. by ∆). Elements of P are called integral
weights.
8. We introduce the dominant Weyl chamber:
h+ :=
{
X ∈ h(R)
∣∣ ∀α ∈ Π, α(X) ≥ 0} .
9.* When g is simple, we call (e1, . . . , en) the vectors called (ε1, . . . , εn) in the ap-
pendix to [Bou68], which form a convenient basis of a vector space containing h∗(R).
Throughout the paper, we use the Bourbaki conventions [Bou68] for the numbering
of simple roots and their expressions in the coordinates ei.
10.* Given an integral weight λ ∈ P , we always denote λ1, . . . , λn its coordinates in this
last basis:
λ =:
n∑
i=1
λiei. (1.1)
11. In the sequel, all representations are supposed to be finite-dimensional and (except
for a brief discussion at the beginning of the next subsection) complex. Recall
([Kna96, Theorem 5.5] or [Hal15, Theorems 9.4 and 9.5]) that to every irreducible
representation of g, we may associate, in a bijective way, a vector λ ∈ P ∩ h+
called its highest weight. We denote by ρλ(g) the irreducible representation of g
with highest weight λ, and by Vλ(g) the space on which it acts. When clear from
context, we will shorten Vλ(g) to Vλ.
12. Given a representation V of g, we denote by V l := {v ∈ V | ∀l ∈ l, l · v = 0} the
l-invariant subspace of V .
13.* We denote by sp2·n(C), sp2·n(R) and sp2·(p, q) some Lie algebras that have rank n
(or p + q) and a standard representation of dimension 2n (or 2p + 2q). Some au-
thors, such as Bourbaki [Bou68], denote them respectively by sp2n(C), sp2n(R) and
sp(2p, 2q); while other authors, such as Knapp [Kna96], denote them respectively
by spn(C), spn(R), and sp(p, q)).
3
1.3 Statement of main result
Here is the main theorem of this paper. In the process of proving it, we develop some other
results that may be interesting on their own: we will describe these in Subsubsection 1.4.1.
This theorem solves the problem raised at the end of Subsection 1.1, after doing the
following reductions:
1. from representations of the Lie group GR to representations of its Lie algebra gR;
2. from real representations to complex representations;
3. from representations of gR to representations of its complexification g;
4. from arbitrary to irreducible representations;
5. from the case where gR is semisimple to the case where gR is simple.
These reductions rely on classical results of Lie theory and representation theory, and
happen without any surprises. See [Smi20a] for more details about the steps 1 and 3–5.
Main Theorem. Let gR be a simple real Lie algebra. Then the set
Ml-inv(gR) :=
{
λ ∈ P ∩ h+
∣∣∣ V l(gR)λ 6= 0}
is equal to the set MTable(gR), defined as follows:
(i) MTable is listed in Table 1 when the complexification g is a classical simple Lie
algebra;
(ii) MTable = {0} when g is an exceptional simple Lie algebra, and gR is its compact
real form;
(iii) MTable = Q ∩ h+ when g is an exceptional simple Lie algebra, and gR is any
noncompact real form;
(iv) MTable = Q ∩ h+ if g is not simple.
We recall (see e.g. [Kna96, Theorem 6.94]) that this last case occurs if and only if gR is
“already” complex, i.e. if it is obtained from some complex Lie algebra gC by restriction
of scalars; and in this case we have g = (gR)C ≃ gC ⊕ gC.
Remark 1.2. Note that, for algebras su(p, q), so(p, q) and sp2·(p, q), the behaviour is
qualitatively different depending on whether p lies in the lower or upper half of its range
(the whole range, given the assumption p ≤ q, goes from 0 to p+q2 ). Table 3 shows how
the condition for having V lλ 6= 0 simplifies in these two subcases.
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Table 1: Conditions for V lλ 6= 0 for real forms of classical simple Lie algebras. Here
we decompose λ =
∑n
i=1 λiei; when g is of type Br, Cr or Dr, we adopt the
additional convention that λi = 0 for all i > r. See also Table 2 for a reminder
of the (well-known) explicit equations for h+, P and Q in these coordinates.
g gR Parameter range λ ∈ MTable iff...
Ar
r≥1
su(p, r + 1− p) 0 ≤ p < r+12 λ ∈ Q ∩ h
+ and λr+1−2p ≥ 0 ≥ λ2p+1
su(p, p) p = r+12 (r odd) λ ∈ Q ∩ h
+
slr+1(R) λ ∈ Q ∩ h
+
slm(H) m =
r+1
2 (r odd) λ ∈ Q ∩ h
+ and
∑m+1
i=2 λi ≥ 0 ≥
∑2m−1
i=m λi
Br
r≥1
so(p, 2r + 1− p) 0 ≤ p ≤ r
{
λ ∈ Q ∩ h+, λ2p+1 = 0 and
if
∑r
i=1 λi ≡ 1 (mod 2), then λ2r−2p+1 > 0
Cr
r≥1
sp2·(1, 1) λ ∈ Q ∩ h
+ and λ2 ∈ 2Z
sp2·(p, r − p)
{
0 ≤ p ≤ r2
(p, r) 6= (1, 2)
λ ∈ Q ∩ h+ and λ4p+1 = 0
sp2·r(R) λ ∈ Q ∩ h
+
Dr
r≥3
so(p, 2r − p) 0 ≤ p ≤ r λ ∈ Q ∩ h+ and λ2p+1 = 0
so∗(6) λ ∈ Q ∩ h+ and |λ3| ≤ λ1 − λ2
so∗(2r) r ≥ 4 λ ∈ Q ∩ h+
Table 2: Dominance, integrality and radicality conditions for classical Lie algebras
g λ ∈ h+ iff... λ ∈ P iff... λ ∈ Q iff...
An−1
{
λ1 ≥ · · · ≥ λn∑n
i=1 λi = 0
∀i, j, λi − λj ∈ Z ∀i, λi ∈ Z
Bn λ1 ≥ · · · ≥ λn ≥ 0 ∀i, λi ∈ Z or ∀i, λi ∈ Z+ 12 ∀i, λi ∈ Z
Cn λ1 ≥ · · · ≥ λn ≥ 0 ∀i, λi ∈ Z ∀i, λi ∈ Z and
∑n
i=1 λi ∈ 2Z
Dn λ1 ≥ · · · ≥ λn−1 ≥ |λn| ∀i, λi ∈ Z or ∀i, λi ∈ Z+ 12 ∀i, λi ∈ Z and
∑n
i=1 λi ∈ 2Z
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Table 3: Necessary and sufficient condition on λ ∈ Q ∩ h+ to have V lλ 6= 0, for algebras
su(p, q), so(p, q) and sp2·(p, q) with p ≤ q. (This is just a reformulation of part
of Table 1.)
g p < p+q4 p ≥
p+q
4
su(p, q) λ2p+1 = λ2p+2 = · · · = λq−p = 0 λq−p ≥ 0 ≥ λ2p+1
a
so(p, q)
p+q odd
{
λ2p+1 = 0
b∑2p
i=1 λi ∈ 2Z
either λq−p > 0, or
∑q−p−1
i=1 λi ∈ 2Z
sp2·(p, q) λ4p+1 = 0 true for all λ ∈ Q ∩ h+c
so(p, q)
p+q even
λ2p+1 = 0 true for all λ ∈ Q ∩ h+
a This formula only makes sense for p < q. For q = p, we have V lλ 6= 0 for all λ ∈ Q∩h
+. Note
that for q = p+ 1, this condition reduces to λ1 ≥ 0 ≥ λn, which is also tautologically true.
b When p = p+q−1
4
(i.e. q = 3p + 1), we have r = 2p and the condition λ2p+1 = 0 becomes
tautologically true; only the parity condition remains.
c Except for sp2·(1, 1), where the condition is λ2 ∈ 2Z.
1.4 Strategy of the proof
We start by treating some trivial cases in Subsection 2.1. In Subsection 2.2, we make some
preliminary remarks about a class of subalgebras that includes l: the Levi subalgebras.
The first key idea, suggested to the author by E. B. Vinberg and presented in Subsec-
tion 2.3, is the following. By using the properties of the so-called Cartan product, we
prove (in three lines) that the set Ml-inv is closed under addition. For any given value
of gR, this reduces the problem to a finite number of computations.
Now in order to compute the dimension of V lλ given λ and l, we need so-called branching
rules, i.e. rules giving the decomposition into irreducible representations of the restriction
of Vλ from g to l. For exceptional Lie algebras, of which there are a finite number, we only
need (thanks to the previous paragraph) to do a finite number of computations; so all
we need is an algorithmic implementation of branching rules, which is readily available.
The case of exceptional Lie algebras is treated in Section 3.
For classical Lie algebras, since there are an infinite number of them, we need a con-
ceptual description of branching rules. Such descriptions do exist in the special case of
restrictions to Levi subalgebras. Note that the methods of this paper could probably be
adapted to obtain a generalization of the Main Theorem to all Levi subalgebras l of g,
not just those that come from some real form.
The easier case, treated in Section 4, is when gR has a complexification g of type Ar
(i.e. g = slr+1(C)). Then there is a classical theory (that we recall in Subsection 4.1)
that identifies, for every λ, the character of the representation Vλ(g) with the set of semi-
standard Young tableaux of shape λ. Then the irreducible components of the restriction
of Vλ(g) to a Levi subalgebra l ⊂ g are identified with an easily-described subset of these
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Young tableaux. This reduces the proof of the main theorem for real forms of Ar to a
problem of combinatorics, that we solve in Subsections 4.2 and 4.3.
1.4.1 Doubled Young tableaux
In order to treat the remaining classical algebras, we need a similar description of the
characters of representations of g, when g is of type Br, Cr or Dr. Such a description
has been found by Littelmann, Lakshmibai and Seshadri, although, as far as the author
knows, no proofs have been given so far. We provide these proofs, and also present a slight
improvement of their construction in the case Dr; these proofs, and this improvement,
may be of interest independently of the remainder of the paper.
More precisely, Littelmann found [Lit95] a description of the characters of representa-
tions (and a Levi branching rule) for an arbitrary semisimple Lie algebra g. His construc-
tion, that we recall in Subsection 5.1, starts with the data of some path π+ that connects
0 to the weight λ, and lies entirely within the dominant Weyl chamber h+. He then iden-
tifies the character of the representation Vλ with a certain finite set of paths Bpi+ (called
the Littelmann path model) obtained from π+ by iterating some finite set of operations;
and the irreducible components of the restriction of Vλ(g) to a Levi subalgebra l ⊂ g to
som easily-described subset of these paths.
We need however an even more explicit characterization of the path model, at least for
the algebras Br, Cr andDr. Such a characterization was hinted at by Lakshmibai [Lak86],
and developed more fully by Littelmann in the appendix to [Lit90] (although neither
of them provided proofs). They gave, for representations of classical Lie algebras, a
character formula involving Young tableaux on the alphabet {1, . . . , n, n, . . . , 1} satisfying
some additional properties. Although these results predate the introduction of the path
model, the set of these Young tableaux can be reinterpreted as the description of the
path model B
pi+
0,L
(λ) obtained from the starting path
π+0,L(λ) = x1̟1 ∗ · · · ∗ xr̟r, (1.2)
defined (see Definition 5.1) as the concatenation of r linear segments, each of them equal
to (a suitable translation of) the linear path going from 0 to xi̟i, where x1, . . . , xr
denote the coordinates of λ in the basis ̟1, . . . ,̟r.
However, we slightly modify this construction. After some preliminary work in Sub-
sections 5.2 to 5.4, we give (and prove) in Subsection 5.5 a description of the path model
Bpi+
0
(λ) obtained from the path
π+0 (λ) := (λ2 − λ1)c1 ∗ · · · ∗ (λr − λr−1)cr−1 ∗ |λr|c
sgn(λr)
r , (1.3)
where we set ck = e1 + · · · + ek for k = 1, . . . , r, c+r = cr and c
−
r = cr−1 − er. This
description also involves some Young tableaux on the alphabet {1, . . . , n, n, . . . , 1}, that
we call g-standard doubled Young tableaux : see Definition 5.23. (We chose this termi-
nology because every column is “split into two” in some sense: see Remark 5.24). This
reduces the proof of the main theorem for g of types Br, Cr and Dr to a problem of
combinatorics, which we solve in Section 6.
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When g is of type Br or Cr, or when g is of type Dr but we have xr−1 = xr = 0, then
the two starting paths π+0,L(λ) and π
+
0 (λ) actually coincide; and indeed, in this case our
“g-standard doubled Young tableaux” coincide (up to some cosmetic differences) with
the “G-standard Young tableaux” defined in the appendix of [Lit90].
However when g is of type Dr (and xr−1 > 0 or xr > 0), the two starting paths differ,
and so do the two notions of standard Young tableaux. Our notion is simpler: namely
the complicated condition (3) from [Lit90, A.3] is replaced by the much simpler condi-
tion (H2) from our Definition 5.23. The key result that makes this simplification possible
is Proposition 5.18, that allows us to circumvent the problem of the non-transitivity of
the “Bruhat order” on weights (see the remark preceding Definition 5.8.)
In the future, the author has some hope of extending this improved construction to
exceptional Lie algebras, by finding, for arbitrary g and λ, a starting path π+0 (λ) that
satisfies some sort of generalization of Proposition 5.18.
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2 Basic remarks
We start by establishing some basic properties of the set Ml-inv of integral weights λ
such that V lλ 6= 0, which will allow us to prove the Main Theorem in some easy cases and
lay the groundwork for the proof in the remaining cases.
2.1 Trivial cases
We start with some trivial remarks.
Proposition 2.1. Let λ ∈ P ∩ h+ be a dominant integral weight of g.
(i) If V lλ 6= 0, then necessarily λ ∈ Q.
(ii) If gR is split, quasi-split (i.e. l is abelian), or complex, then, conversely, V lλ 6= 0 for
all λ ∈ Q ∩ h+.
(iii) If gR is compact, then V lλ 6= 0 if and only if λ = 0.
This settles points (iv) and (ii) of the Main Theorem, as well as point (i) for the groups
slr+1(R) and sp2·r(R) (that are split) and su(p, p) (that is quasi-split).
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Proof.
(i) We always have a ⊂ h ⊂ l, hence
V lλ ⊂ V
h
λ = V
0
λ ,
where V 0λ denotes the zero-weight space of Vλ. The latter is nontrivial if and only if
0 is a weight of Vλ, which, by the well-known characterization of the set of weights
of a representation (see e.g. [Hal15, Theorem 10.1]), occurs if and only if λ ∈ Q.
(ii) We claim that in all three cases, we have l = h, so that the converse also holds.
If gR is split, then we actually have a = h = l. If gR is quasi-split, then l, being an
abelian subalgebra containing h, must be equal to h (by maximality of h).
Finally, if gR is “complex”, or more precisely obtained by restriction of scalars (from
C to R) from some simple complex Lie algebra gC, then gR is in fact also quasi-split.
Indeed, let J : gR → gR be the R-linear map corresponding to multiplication by i
in gC; it lifts to a C-linear map g → g that we shall also denote by J . Then it is
straightforward to check that h = a⊕ Ja. Now since J commutes with everything,
l is also the centralizer of h, so it must coincide with h.
(iii) If gR is compact, then obviously a = 0, l = g, and V lλ 6= 0 if and only if Vλ is the
trivial representation, i.e. if and only if λ = 0.
For the remainder of the paper, we assume that both the real Lie algebra gR
and its complexification g are simple.
2.2 Levi subalgebras
The goal of this introduction is to describe l in purely complex terms, so that we will
(almost) not need to care about gR any more.
Definition 2.2. Let Θ ⊂ Π be a set of simple roots. We define the Levi subalgebra of
type Θ in g to be
l(Θ) := h⊕
⊕
α∈∆∩〈Θ〉
gα,
where 〈Θ〉 denotes the linear span of Θ.
In other terms, l(Θ) is a reductive Lie algebra whose Cartan subalgebra coincides
with h, and whose root system is the subsystem of ∆ generated by Θ. Now the following
result is straightforward (and well-known).
Proposition 2.3. For every real form gR of g, define Θ(gR) := Π ∩ a⊥. Then the
subalgebra l corresponding to gR is a Levi subalgebra of g, of type Θ(gR):
l(gR) = l(Θ(gR)).
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Proof. It easly to see that
l(gR) = h⊕
⊕
α∈∆∩a⊥
gα.
The proposition then follows, provided that ∆+∩ a⊥ is a system of positive roots for the
root system ∆ ∩ a⊥. This works because of the way we have chosen the lexicographic
order on h(R) (see item 6 in Subsection 1.2).
Later we will obtain a purely combinatorial criterion for deciding whether V l(Θ)λ = 0
that depends only on the data of Θ (Corollaries 4.9 and 5.31). So the only information
about gR that will matter to us is the data of the set Θ(gR).
This set Θ(gR) can be read off the Satake diagram of gR (see [OV90], Chapter 5, §4, 3o
for a definition): it is precisely the set of blackened nodes (called Π0 in [OV90]). A table
of the Satake diagrams of all the simple real Lie algebras is given in [OV90], Reference
Chapter, Table 9.
2.3 Additivity property
We finish this section by proving Proposition 2.5, which will considerably simplify our
task for proving that Ml-inv ⊃ MTable. Indeed it will now suffice to check that Ml-inv
contains a basis of the monoid MTable, which, for any given group, is only a finite
computation.
Let G be a simply-connected complex Lie group with Lie algebra g and N a maximal
unipotent subgroup of G. Let C[G/N ] denote the space of regular functions on the
variety G/N . Pointwise multiplication of functions is G-equivariant and makes C[G/N ]
into a C-algebra without zero divisors (because the variety G/N is irreducible).
Theorem 2.4 ([PV94, (3.20)–(3.21)]). Each finite-dimensional irreducible representation
of G (or equivalently of its Lie algebra g) occurs exactly once as a direct summand of the
representation C[G/N ]. The C-algebra C[G/N ] is graded by the highest weight λ, in the
sense that the product of a vector in Vλ by a vector in Vµ lies in Vλ+µ (where Vλ stands
here for the subrepresentation of C[G/N ] with highest weight λ).
For given λ and µ, we call Cartan product the induced bilinear map ⊙ : Vλ×Vµ → Vλ+µ.
Given u ∈ Vλ and v ∈ Vµ, this defines u⊙v ∈ Vλ+µ as the projection of u⊗v ∈ Vλ⊗Vµ =
Vλ+µ ⊕ . . . . Since C[G/N ] has no zero divisor, u⊙ v 6= 0 whenever u 6= 0 and v 6= 0. We
deduce the following.
Proposition 2.5. The set Ml-inv is a submonoid of the additive monoid Q ∩ h+, i.e. is
closed under addition.
Proof. Let λ1 and λ2 be two elements of this set. Choose any two nonzero vectors u1
and u2 in V lλ1 and V
l
λ2
respectively. Then the vector u1 ⊙ u2 is in Vλ1+λ2 , is invariant
by l, and is still nonzero.
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3 Exceptional Lie algebras
We are now ready to prove the Main Theorem for all exceptional simple real Lie algebras.
Proposition 2.1 (iii) takes care of the compact real forms of E6, E7, E8, F4 and G2.
Proposition 2.1 (ii) takes care of their split real forms, namely EI, EV , EV III, FI
and G; and of the quasi-split real form EII.
For the remaining noncompact real forms of exceptional simple Lie algebras, Proposi-
tion 2.5 together with Proposition 2.1 (i) show that it suffices to verify that V lλ 6= 0 for
all λ ∈ Q∩h+ that are primitive (i.e. not expressible as the sum of two nonzero elements
of Q ∩ h+).
The (finite) list of primitive elements of Q ∩ h+ for each exceptionnal simple g can
easily be deduced from the equations defining Q in the basis (̟1, . . . ,̟r), which are
listed for example in Table A.1 in the appendix to [LFS18] (see the latest arXiv version,
as the journal version was published without the appendix). For each of these weights λ,
we computed the dimension of V lλ, or in other terms the multiplicity of the trivial repre-
sentation in the restriction of Vλ to l, using branching rules implemented in the software
LiE [vLCL00]. The results are listed in Table 4. (Note that we saved ourselves some
work by taking advantage of the outer automorphism of E6.) We observe that all these
dimensions are indeed nonzero.
4 Type Ar
We now prove the Main Theorem for g = sln(C), which has rank r = n − 1; for the
duration of this section, n is some integer larger than or equal to 2.
We will start, in Subsection 4.1, by establishing some notations and terminology about
Young tableaux. We will then treat the case gR = su(p, q) in Subsection 4.2, and the
case gR = slm(H) in Subsection 4.3. (For the real form gR = sln(R), which is split, the
Main Theorem follows from Proposition 2.1.(ii).) We will put the pieces together in the
brief subsection 4.4.
4.1 Young tableaux: notations and definitions
We start by establishing the conventions (Definition 4.1) and notations (Definition 4.2)
for the basic manipulation of Young tableaux and diagrams. They will also serve us in
the Section 5.
Definition 4.1. Let n ≥ 0. A Young diagram of order n is a top- and left-aligned
Young diagram with at most n rows. The shape of a Young diagram P is the n-tuple
(#1P, . . . ,#nP), where #iP stands for the length of the i-th row of P (see also the next
definition); we will often identify the diagram with this tuple.
Let P,Q be two Young diagrams. We say that Q is contained in P, denoted by Q ⊂ P,
if we have #iQ ≤ #iP for all i. If this is the case, we define the skew diagram P/Q to
be the diagram comprising all the boxes that are in P but not in Q.
11
Table 4: Dimensions of V lλ for primitive λ ∈ Q ∩ h
+, in real forms of exceptional simple
Lie algebras that are neither compact, nor split, nor quasi-split.
g
Coordinates of λ
in (̟i) basis
Coordinates of λ
in (ei) basis
dimVλ dimV
l(EIII)
λ dimV
l(EIV )
λ
E6
(0, 0, 0, 0, 0, 3) (0, 0, 0, 0, 3,−1,−1, 1) 3 003 2 1
(3, 0, 0, 0, 0, 0) (0, 0, 0, 0, 0,−2,−2, 2) same as above
(0, 0, 0, 0, 1, 1) (0, 0, 0, 1, 2,−1,−1, 1) 5 824 8 2
(1, 0, 1, 0, 0, 0)
(
−12 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,−
3
2 ,−
3
2 ,
3
2
)
same as above
(0, 0, 0, 0, 3, 0) (0, 0, 0, 3, 3,−2,−2, 2) 1 559 376 25 1
(0, 0, 3, 0, 0, 0)
(
−32 ,
3
2 ,
3
2 ,
3
2 ,
3
2 ,−
5
2 ,−
5
2 ,
5
2
)
same as above
(0, 0, 0, 1, 0, 0) (0, 0, 1, 1, 1,−1,−1, 1) 2 925 8 2
(0, 0, 1, 0, 0, 2)
(
−12 ,
1
2 ,
1
2 ,
1
2 ,
5
2 ,−
3
2 ,−
3
2 ,
3
2
)
78 975 20 3
(2, 0, 0, 0, 1, 0) (0, 0, 0, 1, 1,−2,−2, 2) same as above
(0, 0, 1, 0, 1, 0)
(
−12 ,
1
2 ,
1
2 ,
3
2 ,
3
2 ,−
3
2 ,−
3
2 ,
3
2
)
70 070 25 3
(0, 0, 2, 0, 0, 1) (−1, 1, 1, 1, 2,−2,−2, 2) 600 600 41 3
(1, 0, 0, 0, 2, 0) (0, 0, 0, 2, 2,−2,−2, 2) same as above
(0, 1, 0, 0, 0, 0)
(
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,−
1
2 ,−
1
2 ,
1
2
)
78 3 2
(1, 0, 0, 0, 0, 1) (0, 0, 0, 0, 1,−1,−1, 1) 650 6 3
dimV
l(EV I)
λ dimV
l(EV II)
λ
E7
(0, 0, 0, 0, 0, 0, 2) (0, 0, 0, 0, 0, 2,−1, 1) 1 463 8 4
(0, 0, 0, 0, 0, 1, 0) (0, 0, 0, 0, 1, 1,−1, 1) 1 539 12 6
(0, 0, 0, 0, 1, 0, 1) (0, 0, 0, 1, 1, 2,−2, 2) 980 343 360 48
(0, 0, 0, 0, 2, 0, 0) (0, 0, 0, 2, 2, 2,−3, 3) 109 120 648 4 900 155
(0, 0, 0, 1, 0, 0, 0) (0, 0, 1, 1, 1, 1,−2, 2) 365 750 200 30
(0, 0, 1, 0, 0, 0, 0)
(
−12 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,−
3
2 ,
3
2
)
8 645 26 9
(0, 1, 0, 0, 0, 0, 1)
(
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
3
2 ,−
3
2 ,
3
2
)
40 755 60 16
(0, 1, 0, 0, 1, 0, 0)
(
1
2 ,
1
2 ,
1
2 ,
3
2 ,
3
2 ,
3
2 ,−
5
2 ,
5
2
)
11 316 305 1 553 103
(0, 2, 0, 0, 0, 0, 0) (1, 1, 1, 1, 1, 1,−2, 2) 253 935 111 15
(1, 0, 0, 0, 0, 0, 0) (0, 0, 0, 0, 0, 0,−1, 1) 133 4 3
dimV
l(EIX)
λ
E8
(0, 0, 0, 0, 0, 0, 0, 1) (0, 0, 0, 0, 0, 0, 1, 1) 248 4
(0, 0, 0, 0, 0, 0, 1, 0) (0, 0, 0, 0, 0, 1, 1, 2) 30 380 26
(0, 0, 0, 0, 0, 1, 0, 0) (0, 0, 0, 0, 1, 1, 1, 3) 2 450 240 188
(0, 0, 0, 0, 1, 0, 0, 0) (0, 0, 0, 1, 1, 1, 1, 4) 146 325 270 1 383
(0, 0, 0, 1, 0, 0, 0, 0) (0, 0, 1, 1, 1, 1, 1, 5) 6 899 079 264 10 488
(0, 0, 1, 0, 0, 0, 0, 0)
(
−12 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
7
2
)
6 696 000 276
(0, 1, 0, 0, 0, 0, 0, 0)
(
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
5
2
)
147 250 43
(1, 0, 0, 0, 0, 0, 0, 0) (0, 0, 0, 0, 0, 0, 0, 2) 3 875 10
dimV
l(FII)
λ
F4
(0, 0, 0, 1) (1, 0, 0, 0) 26 1
(0, 0, 1, 0)
(
3
2 ,
1
2 ,
1
2 ,
1
2
)
273 1
(0, 1, 0, 0) (2, 1, 1, 0) 1 274 1
(1, 0, 0, 0) (1, 1, 0, 0) 52 1
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Fix some ordered set A. A Young tableau on the alphabet A, denoted for example
by T , is a Young diagram P in which each box is filled with an element of A; we then
say that T is an A-filling of P. We define similarly a skew tableau on the alphabet A. For
n ≥ 0, a Young tableau of order n is a {1, . . . , n}-filling of a Young diagram of order n.
We say that a Young tableau, or skew tableau, is semistandard if the values written
in its boxes form a strictly increasing sequence along each column (from top to bottom),
and a nondecreasing sequence along each row (from left to right).
Definition 4.2. If P is any diagram or tableau, we introduce the following notations
(see Figure 5 for an illustration):
• For i ∈ N, we denote by iP the i-th row of P (from the top).
• For j ∈ N, we denote by jP the j-th column of P (from the left).
• For I ⊂ N, we denote by
I
P (resp. IP) the subtableau or subdiagram comprising
all the rows (resp. columns) of P indexed by I.
• We denote by #P the total number of boxes in P.
If T is any tableau on the alphabet A, we introduce the following notations:
• For s ∈ A (resp. S ∈ A), we denote by s T (resp. S T ) the subtableau of T
comprising only the boxes containing the symbol s (resp. symbols from S).
• We denote by T the underlying diagram of T , i.e. the diagram obtained by erasing
all the symbols from all the boxes.
These notations can of course be combined ad libitum. For example, #
[1,x]
[p, q]
[1,y]
T stands
for the total number of occurrences of symbols lying between p and q in the top left
x-by-y rectangle of T . We also convene that ijT stands (by slight notation abuse) for the
symbol that fills the (i, j)-th box of T .
The following simple (and well-known) trick provides a useful point of view for studying
semistandard Young tableaux. Define the thickness of a skew diagram P/Q as the largest
height of one of its columns:
thickness(P/Q) := max
j
#j (P/Q) = max
j
(
#jP −#jQ
)
. (4.1)
Proposition 4.3 (Horizontal strip decomposition). The set of semistandard Young
tableaux of order n with underlying diagram P is in bijection with the set of nested
sequences of Young diagrams
∅ = P0 ⊂ P1 ⊂ · · · ⊂ Pn = P
with the property that, for each s = 1, . . . , n, the skew diagram Ps/Ps−1 is a horizontal
strip, i.e. has thickness at most 1.
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T =
4T
↓
1 1 2 2 2 4
2 3 3 3 ←− 2T
4
5
. T = = (6, 4, 1, 1, 0);
4
2T = 3; #T = 6 + 4 + 1 + 1 = 12.
2 T = 2 2 2
2
; # 2 T = 4;
Figure 5: Example of a semistandard Young tableau T . It has some order n ≥ 5; the
shape of its underlying diagram T is given under the assumption that n = 5.
The 2-d row of the tableau T is 2T = 2 3 3 3 , and its 4-th column is
4T = 2
3
.
Proof. Given a semistandard Young tableau T , we associate to it the sequence whose
s-th term is the diagram comprising the boxes of T filled with symbols not exceeding s,
i.e. formally we set Ps :=  [1, s] T .
Conversely, given a sequence with the required properties, we associate to it the
tableau T obtained by filling, for each s = 1, . . . , n, all the boxes that appear in the
skew tableau Ps/Ps−1 with the symbol s.
It is then straightforward to check that these two maps are well-defined and are recip-
rocal bijections.
It is well-known that Young tableaux of order n are closely related with irreducible
representations of g = sln(C): see Proposition 4.5 below. More specifically, we can
describe the branching rule from sln(C) to a Levi subalgebra in terms of Young tableaux;
this is the content of Proposition 4.6 below. In order to state these two propositions, we
need a few more definitions.
Definition 4.4 (Passing from diagrams and tableaux to weights, in type Ar.). Note that
these definitions are only valid for this section. In Section 5, when g will be of type Br,
Cr or Dr, we will need to slightly modify them: see Definition 5.25.
(i) Let P = (#1P, . . . ,#nP) be a Young diagram of order n. We define its offset a(P)
as its average row length:
a(P) :=
1
n
#P =
1
n
n∑
i=1
#iP, (4.2)
and its sln-shape λ as the orthogonal projection of the vector
∑
#iPei onto the
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Cartan subspace h of sln(C): in other terms, λ =
∑
λiei with
∀i = 1, . . . , n, λi := #iP − a(P). (4.3)
We observe (compare Table 2) that this λ is always an element of P ∩ h+. Given
some λ ∈ P ∩ h+, the reduced Young diagram of sln-shape λ is the one whose n-th
row has length 0, or equivalently whose offset is equal to −λn.
(ii) We define the total weight ν(T ) of a Young tableau or skew tableau T as
ν(T ) :=
∑
i,j
ν
(
j
i
T
)
, (4.4)
where, for all s = 1, . . . , n, we define ν(s) as the orthogonal projection of es onto h:
ν(s) := es −
1
n
n∑
i=1
ei. (4.5)
(iii) Given a linear form α ∈ h∗, we say that a Young tableau T is α-dominant (resp.
α-codominant) if, whenever we cut T between two columns, the total weight of the
right part (resp. of the left part) has nonnegative (resp. nonpositive) image by α.
In other terms:
T is α-dominant :⇐⇒ ∀j ≥ 0, α
(
ν
(
[j+1,N ]T
))
≥ 0;
T is α-codominant :⇐⇒ ∀j ≥ 0, α
(
ν
(
[1,j]T
))
≤ 0,
where N = #1T is the width of T .
In this paper, we will usually consider tableaux of total weight 0, for which these
two properties are obviously equivalent. Dominance is the most natural property
in general, but we will find it more convenient to use codominance.
For a subset Θ ⊂ Π, we say that T is Θ-(co)dominant if it is α-(co)dominant for
all α ∈ Θ.
We then have the following classical character formula. It is given only for general
context; we will not use it directly in the sequel. Recall that the character of a represen-
tation V is the formal sum
char(V ) :=
∑
µ∈h∗
(dimV µ) eµ, (4.6)
where V µ stands for the weight space in V corresponding to the weight µ.
Proposition 4.5 (Character formula with Young tableaux). Let λ ∈ P ∩ h+ be a domi-
nant integral weight of g = sln(C). Then the character of the representation with highest
weight λ is given by:
char(Vλ) =
∑
T
eν(T ),
where T runs over all reduced semistandard Young tableaux of order n and of sln-shape λ.
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For a proof, see e.g. [FH91], Proposition 15.15 together with the discussion that follows
its proof.
We also have the following (closely related) classical branching rule, on which we will
rely in the sequel.
Proposition 4.6 (Branching rule with Young tableaux). Let Θ ⊂ Π be a set of simple
roots of g = sln(C), and let λ ∈ P ∩ h+ be a dominant integral weight. Then we have
Vλ(g)|l(Θ) =
⊕
T
Vν(T )(l(Θ)),
where T runs over all reduced Θ-dominant semistandard Young tableaux of order n and
of sln-shape λ.
This is stated in this form in [Lit90, Theorem 2.2.(b)], and can be deduced from
Littelmann’s more general branching rule ([Lit95, Restriction Rule], restated here as
Proposition 5.5) by using the sln-analog of Proposition 5.27 (that links Littelmann paths
with Young tableaux). It was however certainly known before Littelmann; see [Mac79].
Now of course V lλ is obtained by selecting, in this decomposition, the summands iso-
morphic to the trivial representation, i.e. such that ν(T ) = 0. So we obtain a criterion
for the nontriviality of V lλ, namely Corollary 4.9 below. We will however start by in-
troducing one more definition and a couple of remarks, so as to state this criterion in a
purely combinatorial way.
Definition 4.7. We say that a Young tableau or skew tableau T on an alphabet A is
balanced (with respect to A) if each symbol from A occurs the same number of times:
∀s ∈ A, # s T =
1
#A
#T . (4.7)
Clearly a Young tableau T of order n is then balanced if and only if it has total weight 0.
Moreover, by construction its total number of boxes is then na, where a is the offset of
the diagram underlying T ; so T is balanced if and only if each symbol occurs exactly a
times:
∀s = 1, . . . , n, # s T = a. (4.8)
In particular all balanced Young tableaux have integer offset.
Remark 4.8.
(i) Note that any semistandard Young tableau T of order n is obtained from a reduced
Young tableau with the same sln-shape by prepending some number of columns of
height n, and then there is no choice but to fill each of these columns with all the
symbols from 1 to n in order. These columns have in particular zero total weight,
so that they are “invisible” when computing total weight or checking dominance.
This explains why we no longer require P to be reduced in Corollary 4.9.
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(ii) Every simple root α ∈ Π is of the form α = αi = ei−ei+1, for some i = 1, . . . , n−1.
Then T is αi-codominant if and only if, for any j, there are at least as many symbols
i+ 1 as symbols i among the first j columns of T :
∀j ≥ 0, #
[1,j]
i+ 1 T ≥ #
[1,j]
i T . (4.9)
Corollary 4.9. Let Θ ⊂ Π be a set of simple roots of g = sln(C). Let λ ∈ P ∩ h+ be a
dominant integral weight, and let P be any Young diagram with sln-shape λ.
Then V l(Θ)λ 6= 0 if and only if P admits a Θ-codominant balanced semistandard {1, . . . , n}-
filling.
Thus we have reduced the proof of the Main Theorem for g = sln(C) to a purely
combinatorial problem. We will now classify the diagrams that admit such a filling, first
for Θ = Θ(su(p, q)) and then for Θ = Θ(slm(H)).
4.2 The case gR = su(p, n− p)
For the duration of this subsection, we fix some p ≤ n2 , and we assume that gR =
su(p, n − p).
Let us then describe Θ(gR). We introduce, for the whole remaining duration of the
paper, the following notation shortcuts
Π[x,y] := {αx, αx+1, . . . , αy} ⊂ Π = Π[1,r]; (4.10)
Πodd := {αi ∈ Π | i is odd} , (4.11)
with the convention Π[x,x−1] = ∅ for all x. (Recall that r represents the rank of g; in this
section, we have g = sln(C) so r = n− 1.) From [OV90], Reference Chapter, Table 9, we
then get
Θ(su(p, n− p)) =
{
Π[p+1, n−p−1] if p < n2 ;
∅ if p = n2 .
We can in fact reduce ourselves to considering sets Θ of the form Π[1,k−1] (see the
final proof in Subsection 4.4 for details). In remains to prove the following combinatorial
result, which is the goal of this subsection.
Proposition 4.10. Let P be a Young diagram of order n, and let k ∈ {1, . . . , n}. Then
P has a Π[1,k−1]-codominant balanced semistandard {1, . . . , n}-filling if and only if the
offset a of P is integer, and satisfies the inequalities
#kP ≥ a ≥ #n−k+1P. (4.12)
The proof relies on the following “divide-and-conquer” strategy, which is a straightfor-
ward application of the “horizontal strip decomposition” trick (Proposition 4.3). It will
also be useful in the next subsection.
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Lemma 4.11. Let Θ ⊂ Π, and suppose that k ∈ {1, . . . , n − 1} is such that αk =
ek−ek+1 6∈ Θ. Then a Young diagram P admits a Θ-codominant, balanced, semistandard
{1, . . . , n}-filling if and only if there exists a diagram Q ⊂ P such that:
• the Young diagram Q admits a (Θ ∩ Π[1,k−1])-codominant, balanced, semistandard
{1, . . . , k}-filling;
• the skew diagram P/Q admits a (Θ ∩Π[k+1,n−1])-codominant, balanced, semistan-
dard {k + 1, . . . , n}-filling;
• the offset of Q (as a diagram of order k) coincides with the offset of P, i.e.
#Q =
k
n
#P.
In our case, Θ∩Π[1,k−1] is the whole set Π[1,k−1] and Θ∩Π[k+1,n−1] is empty. It remains
to characterize Young diagrams Q and skew diagrams P/Q having these properties; this
is respectively the object of the following two lemmas.
Lemma 4.12. For k ≥ 0 and a ≥ 0, define the tableau Rak that is shaped like a rectangle
with k rows of length a, with, for each s = 1, . . . , k, the s-th row filled with the symbol s.
Let k ≥ 1. Then the only Π[1,k−1]-codominant balanced semistandard Young tableaux
of order k are the rectangles Rak, for all (integer) offsets a ≥ 0.
Note that, in the light of Corollary 4.9, this is equivalent to the (trivial) statement that
V gλ (g) 6= 0 if and only if λ = 0 (for g = slk(C)). We nevertheless give the combinatorial
proof.
Proof. We prove this by induction on k. For k = 1, this is obvious. Now assume this is
true for all values k′ < k, and let T be a tableau satisfying these properties. Let a be its
offset, so that each symbol occurs exactly a times.
The tableau [1, k − 1] T is a Young tableau of order k − 1, is still balanced, and is
Π[1,k−2]-codominant; so by the induction hypothesis, it must be equal to Rak−1. This
implies that the tableau [1,a]T (obtained by truncating T after the a-th column) contains
exactly a times the symbol k − 1. In order to be αk−1-codominant, it must also contain
at least a times the symbol k. This can only happen if the k-th row of [1,a]T has length
at least a, and is filled with the symbol k. This forces [1,a]T = Rak, hence T = R
a
k as
well.
Lemma 4.13. Let m ≥ 0, and let P/Q be a skew diagram. Then it admits a balanced
semistandard {1, . . . ,m}-filling if and only if it has thickness at most m and its number
of boxes is divisible by m.
Proof. The “only if” part is obvious. Conversely, let P/Q be a skew diagram of thickness
at most m and containing ma boxes, for some integer a ≥ 0. By Proposition 4.3, it
suffices to find a Young diagram P ′ with the following properties:
(i) Q ⊂ P ′ ⊂ P;
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(ii) P/P ′ contains exactly a boxes, and has thickness at most 1;
(iii) P ′/Q contains exactly (m− 1)a boxes, and has thickness at most m− 1.
We may then conclude by induction on m, filling all boxes of P ′/Q with the symbols
from 1 to m − 1 in a balanced and semistandard way, and filling the remaining boxes,
namely P/P ′, with the symbol m.
Denote by X (resp. Y ) the set of indices j such that the height of the j-th column of
the skew diagram P/Q is exactly m (resp. is nonzero). By the pigeonhole principle, we
then have
#X ≤ a ≤ #Y.
We now define P ′ by specifying its column heights #jP ′:
• whenever j is in X or is among the largest (a − #X) values in Y \ X, we set
#jP ′ := #jP − 1;
• whenever j is among the remaining values in Y \X or outside of Y , we set #jP ′ :=
#jP.
By case distinction, it is straightforward to verify that these column heights do indeed
define a valid Young diagram, i.e. that they form a nonincreasing sequence. As for the
properties (i) through (iii) above, P ′ then satisfies them by construction.
We are now ready to prove the proposition.
Proof of Proposition 4.10. Let P be any Young diagram with sln-shape λ, and let a be
its offset. Plugging Lemmas 4.12 and 4.13 into Lemma 4.11, we now see that the P has
a filling with the required properties if and only if a is integer and:{
the rectangular diagram Rak is contained in P;
the skew diagram P/Rak has thickness at most n− k.
(4.13)
It remains to check that the condition (4.13) is equivalent to the inequalites (4.12),
namely #kP ≥ a ≥ #n−k+1P. Indeed we have, on the one hand:
Rak ⊂ P ⇐⇒ #
aP ≥ k ⇐⇒ #kP ≥ a,
and on the other hand:
∀j, #jP −#jRak ≤ n− k ⇐⇒ ∀j > a, #
jP ≤ n− k
⇐⇒ #a+1P ≤ n− k
⇐⇒ #n−k+1P ≤ a.
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4.3 The case slm(H)
Fix some m ≥ 1. For the duration of this subsection, we assume that n = 2m and that
gR = slm(H).
From [OV90], Reference Chapter, Table 9, we then get
Θ(slm(H)) = Πodd = {e1 − e2, e3 − e4, . . . , e2m−1 − e2m}.
The Main Theorem for this gR then follows, by Corollary 4.9 (see the final proof in
Subsection 4.4 for details), from the following combinatorial result. This subsection is
dedicated to proving it.
Proposition 4.14. Let P be a Young diagram of order n. Then it admits a Πodd-
codominant balanced semistandard {1, . . . , n}-filling if and only if its offset a is integer,
and it satisfies the inequalities

−p1 +
m+1∑
i=2
pi −
2m∑
i=m+2
pi ≥ 0
−
m−1∑
i=1
pi +
2m−1∑
i=m
pi − p2m ≤ 0,
(4.14.m)
with the notation shortcut pi := #iP.
The proof, like the proof of Proposition 4.10, relies on Lemma 4.11. However now
the situation is more complex: while for Θ = Π[1,k−1] we had a single “cutting point”
(namely k), here we will “cut” at all the even indices at the same time. More rigorously,
we will use 2m − 2 as the cutting point, and then proceed by induction on m. Overall,
the proof is much more technical than in the previous subsection.
The proof relies on two big lemmas:
• Subsubsection 4.3.1 is dedicated to proving Lemma 4.16, which, roughly, gives a
condition for the existence of a suitable filling of the “bottom” skew tableau, namely
{2m− 1, 2m} T .
• Subsubsection 4.3.2 is dedicated to proving Lemma 4.18, which, roughly, deduces
the result from the induction hypothesis and from this characterization.
For a more detailed explanation of how these lemmas fit together, see the schematic
given in the final proof (Subsubsetion 4.3.3).
4.3.1 Skew tableaux of thickness 2
We now give the criterion for the existence of an α2m−1-codominant balanced semistan-
dard {2m− 1, 2m}-filling of a skew tableau. Clearly we lose no generality by considering
the alphabet {1, 2} instead. In order to give this criterion, we first need a definition.
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1 1 1
2
1 1 2
1 2 2
1 1 2 2
2 2
b1 = 2
b2 = 0
b3 = 3
b4 = 2
b5 = 1
b6 = 0
Figure 6: Example of a skew diagram of thickness 2, with all bridges shaded and the
bridge lengths bi written (see Definition 4.15). This diagram is also given with
a {1, 2}-filling that satisfies Lemma 4.16.
Definition 4.15. Let P be a Young diagram of order n, and let Q be a Young diagram
contained in P. The bridge at height i in P/Q is the rectangle formed by all columns j
such that #jQ = i−1 and #jP = i (see Figure 6). For each i = 1, . . . , n, we then denote
by bi the length of the bridge at height i.
Lemma 4.16. Let P be a Young diagram of order n, and let Q be a Young diagram
contained in P. Then the skew diagram P/Q admits an α1-codominant balanced semis-
tandard {1, 2}-filling if and only if:
(i) its total number of boxes #P/Q is even;
(ii) it has thickness at most 2;
(iii) if we count the total number of boxes in all the bridges, no single bridge contains a
majority of them:
∀i = 1, . . . , n, bi ≤
1
2
n∑
j=1
bj . (4.15)
Proof. Let T be any {1, 2}-filling of the skew-tableau P/Q. First of all, note that this
filling is semistandard if and only if it satisfies the following properties:
• No columns of height more than 2 exist (this is condition (ii)).
• Each column of height 2 is filled with the symbols 1 and 2 in that order.
• For every i, there exists a number ci such that
0 ≤ ci ≤ bi, (4.16)
with the i-th bridge of T having the first ci boxes filled with 1 and the last bi − ci
boxes filled with 2.
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Assume now that T is semistandard. Recall that α1-codominance (resp. balancedness)
of T means that the difference#
[1,j]
2 T −#
[1,j]
1 T between the number of 2’s and the number
of 1’s in the first j columns is nonnegative for every j = 1, . . . ,#1P (resp. is zero for
j = #1P). Clearly columns of heights 0 and 2 make no contribution to this difference, so
it suffices to focus on the bridges. Within the bridge at height i, this difference attains
its minimum at the ci-th column. Hence a semistandard filling T is α1-codominant if
and only if it satisfies
∀i = 1, . . . , n,
i∑
j=1
cj ≤
1
2

ci + i−1∑
j=1
bj

 . (4.17)
and balanced if and only if it satisfies
n∑
i=1
ci =
1
2
n∑
i=1
bi. (4.18)
Finally, observe that, when condition (ii) holds, the total number of boxes in P/Q has
the same parity as the sum
∑n
i=1 bi: indeed, the difference between these two numbers
simply counts all the boxes in columns of height 2.
The conclusion now follows from the following lemma.
Lemma 4.17. Given a tuple of integers (b1, . . . , bn), there exists of a tuple of integers
(c1, . . . , cn) satisfying conditions (4.16), (4.17) and (4.18) if and only if the bi have even
sum and satisfy the system (4.15).
Proof. Suppose first that such a tuple (c1, . . . , cn) exists. Then (4.18) directly implies
that
∑n
i=1 bi is even. Furthermore, subtracting (4.17) from (4.18), we obtain, for all
i = 1, . . . , n:
n∑
j=i+1
cj ≥
1
2

c′i + n∑
j=i+1
bj

 ,
where, for all i, we set c′i := bi − ci. Subtracting both sides from twice the right-hand
side, we see that the tuple (c′1, . . . , c
′
n) then satisfies a condition similar to (4.17), but
with the order of the bridges reversed:
∀i = 1, . . . , n,
n∑
j=i
c′j ≤
1
2

c′i + n∑
j=i+1
bj

 . (4.19)
Finally, by adding together (4.17) and (4.19), we obtain, for all i = 1, . . . , n:
 i−1∑
j=1
cj

+ bi +

 n∑
j=i+1
c′j

 ≤ 1
2
n∑
j=1
bj . (4.20)
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Since the left-hand side is not less than bi (the other terms are all nonnegative), (4.15)
follows.
Conversely, suppose that the tuple (b1, . . . , bn) has an even sum, that we shall denote
by b, and satisfies the system (4.15). Then consider the tuple (c1, . . . , cn) defined as
follows:
ci :=


0 if
∑i
j=1 bj ≤
1
2b;
bi if
∑i−1
j=1 bj ≥
1
2b;
1
2b−
∑n
j=i+1 bj if
∑i−1
j=1 bj <
1
2b <
∑i
j=1 bj .
(4.21)
Informally, this corresponds to filling with 2’s the leftmost 12b of all the boxes contained
in bridges, and with 1’s the rightmost 12b of them; and then, if the cut-off point happens
to be inside a bridge (which would break row-standardness), we swap the 1’s and the
2’s within that bridge (see Figure 6 for an example). Clearly this tuple satisfies (4.16)
and (4.18). Moreover:
• for all i such that
∑i
j=1 bj ≤
1
2b, clearly (c1, . . . , cn) satisfies the condition (4.17);
• for all i such that
∑i−1
j=1 bj ≥
1
2b, clearly (c1, . . . , cn) satisfies the condition (4.19),
which (given (4.16) and (4.18)) is equivalent to (4.17);
• for the index i such that
∑i−1
j=1 bj <
1
2b <
∑i
j=1 bj (if it exists), the condition (4.15)
implies the condition (4.20), since all the additional terms on the left-hand side van-
ish. Now (4.20), being the sum of the two equivalent inequalities (4.17) and (4.19),
is equivalent to both.
4.3.2 The induction step
This subsubsection is dedicated to proving the following result, which, when combined
with Lemma 4.16 from the previous subsubsection, provides the induction step for the
proof of Proposition 4.14. More precisely, it provides the equivalence (D) in the outline
given in the final proof (Subsubsection 4.3.3).
In this whole subsubsection, we assume that m is an integer greater or equal than 2,
and n = 2m.
Lemma 4.18. Let P be a Young diagram of order n = 2m ≥ 4. Then P satisfies the
inequalities (4.14.m) and has integer offset (i.e. #P is divisible by n) if and only if there
exists a Young diagram Q of order n− 2 with the following properties:
(i) Q satsifies the system (4.14.m− 1), i.e. the system (4.14.m) withm replaced by m−
1, which is explicitly:

−q1 +
m∑
i=2
qi −
2m−2∑
i=m+1
qi ≥ 0
−
m−2∑
i=1
qi +
2m−3∑
i=m−1
qi − q2m−2 ≤ 0,
(4.14.m− 1)
with the notation shortcut qi := #iQ;
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(ii) the difference #P −#Q is even;
(iii) Q ⊂ P, and the skew diagram P/Q has thickness at most 2;
(iv) no bridge in P/Q contains more boxes than all the remaining bridges combined;
(v) #Q = n−2
n
#P.
The proof will require some preliminary work. Proving the “if” part will simply be
a matter of rewriting the conditions on P and Q as a system of inequalities, and then
suitably combining some well-chosen inequalities from this system. The main difficulty
lies in proving the “only if” part. Very roughly, the idea is to find such a Q for a few
basic values of P, and then take advantage of additivity. However it will not quite work
like this; a slight adaptation will be needed. We will present a more detailed outline after
introducing a few basic definitions and notations.
Definition 4.19. An element of a commutative monoid is primitive if it is not the sum
of two nonzero elements of the monoid. Clearly, a subset of a monoid is a generating set
if and only if it contains all the nonzero primitive elements. The set of nonzero primitive
elements is called the basis of the monoid.
Definition 4.20. For each integer x ≥ 0, we denote by M (x) the monoid of all the
Young diagrams of order x, with the addition operation defined by adding the numbers
of boxes row-wise:
∀i = 1, . . . , x, #i(P +Q) := #iP +#iQ. (4.22)
When x = n, we will usually omit the index, i.e. we set M := M (n). We denote by M(4.14)
the submonoid of M determined by the system of linear inequalities (4.14.m). For each
integer k > 0, we denote by Mk|# the submonoid of diagrams whose number of boxes
divisible by k:
Mk|# := {P ∈ M | #P ∈ kZ} . (4.23)
For each i = 0, . . . , n, we define Ci ∈ M to be the diagram consisting of a single column
of height i. Thus C0 = 0 is the empty diagram, and (C1, . . . , Cn) is a basis of the additive
monoid M . (Note that the sln-shape of Ci is precisely ̟i for i = 1, . . . , n−1, and is zero
for i = n.)
In this terminology, in order to prove the “only if” part of Lemma 4.18, we need
to construct, for every diagram P lying in the monoid M(4.14) ∩ Mn|#, a diagram Q
such that the pair (P,Q) satisfies the conditions (i) through (v). We shall soon see (in
Lemma 4.21, combined with the remark that follows it) that the set of such pairs is closed
under addition; so it “suffices” to construct such diagrams Q for the primitive elements P
of the monoid M(4.14) ∩Mn|#.
Unfortunately, the basis of the monoid M(4.14) ∩ Mn|# admits no simple description
(for general n). To bypass this difficulty, we extend our field of consideration to the
(larger) monoid M(4.14) ∩M2|#, whose basis, on the contrary, can be readily described.
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The price to pay is that condition (v) becomes impossible to satisfy: it could force Q to
have a non-integer number of boxes.
We solve this difficulty by replacing the equation (v) by a pair of inequalities: we
construct, for every such P, two different diagrams Q±, that satisfy conditions (i)
through (iv), but whose (integer, and even) numbers of boxes bound n−2
n
#P from above
and from below. This is the content of Lemma 4.22 below.
Lemma 4.21. The set of pairs (P,Q) satisfying the conditions (i) through (iv) is a
submonoid of M (n) ⊕M (n−2).
Note that this is (obviously) also true for the condition (v); the discussion preceding
this lemma explains why we did not include it.
Proof. Condition (ii) is obviously stabe under addition. So is condition (i), as it is a
system of (homogeneous) linear inequalities, i.e. a system of the form
∀i ∈ I, φi(P,Q) ≥ 0, (4.24)
where (φi)i∈I is some family of linear forms, i.e. linear maps from M (n) ⊕M (n−2) to R.
Condition (iii) is also of this form: indeed, it is equivalent to the system of inequalities
∀i = 1, . . . , n− 2, pi ≥ qi ≥ pi+2,
which can also be put into form (4.24).
The slightly nontrivial part is the additivity of condition (iv). Let us show that it can,
in fact, also be put into form (4.24). Indeed, it is given by the formula (4.15), that we
may also rewrite as
∀i = 1, . . . , n − 1,
n−1∑
j=1
(−1)δij bj ≥ 0, (4.25)
where δij is the Kronecker delta symbol. We replaced here n by n − 1, because the
condition that Q has order n − 2 forces bn = 0. Furthermore, by using the identity
#iP ≥ j ⇐⇒ #
jP ≥ i (or just by gazing long enough at Figure 6), we can see that the
i-th bridge length bi is given by the formula
∀i = 1, . . . , n− 1, bi = min(qi−1, pi)−max(qi, pi+1), (4.26)
with the convention that q0 = +∞ and qn−1 = −∞.
Plugging (4.26) into (4.25), and rearranging the sum so as to group the terms involving
the same row-lengths of P and Q, we see that condition (iv) is equivalent to
∀i = 1, . . . , n− 1, (4.27)
(−1)δi1p1 +
n−1∑
j=1
(
−(−1)δi,j−1 max(qj−1, pj) +
+(−1)δij min(qj−1, pj)
)
− (−1)δi,n−1pn ≥ 0.
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Using the identities max(x, y) + min(x, y) = x+ y and max(x, y) −min(x, y) = |x − y|,
we can once again rephrase condition (iv) as
∀i = 1, . . . , n− 1, (4.28)(
n∑
j=1
j 6= i,i+1
Tj
)
− Tˆi + Tˆi+1 ≥ 0, (4.28.i)
where we set:
T1 := p1 and Tˆ1 := p1;
∀j = 2, . . . , n− 1, Tj := −|qj−1 − pj| and Tˆj := qj−1 + pj ;
Tn := −pn and Tˆn := pn.
Each of these inequalities (4.28.i) is a priori nonlinear, of the form
φ0(P,Q) −
N∑
j=1
|φj(P,Q)| ≥ 0,
where φ0, φ1, . . . , φN are some linear forms (depending on i). But any such inequality
can be rewritten as a system of 2N linear inequalities: indeed it is equivalent to
∀(σ1, . . . , σN ) ∈ {±1}
N , φ0(P,Q) −
N∑
j=1
σjφj(P,Q) ≥ 0. (4.29)
Lemma 4.22. Let B′ be the basis of the monoid M(4.14) ∩M2|#. Then for each Young
diagram P ∈ B′, there exist two Young diagrams Q+(P) and Q−(P) of order n− 2 with
the following properties:
• Both pairs (P,Q+) and (P,Q−) satisfy conditions (i) through (iv) from Lemma 4.18.
• The total number of boxes in Q− is the largest even number not exceeding n−2
n
#P,
and symmetrically for Q+: {
#Q− = 2
⌊
1
2
n−2
n
#P
⌋
;
#Q+ = 2
⌈
1
2
n−2
n
#P
⌉
.
(4.30)
Proof. Let P be an element of M , and let x1, . . . , xn be its coordinates in the basis
(C1, . . . , Cn) introduced in Definition 4.20. Then the inequalities (4.14.m) can be rewritten
in terms of the xi as 

n−1∑
i=1
min(i− 2, n− i)xi ≥ 0;
n−1∑
i=1
min(i, n− i− 2)xi ≥ 0
(4.31.m)
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(recall that n = 2m). For example, (4.31.4) is{
−x1 + x3 + 2x4 + 3x5 + 2x6 + x7 ≥ 0
x1 + 2x2 + 3x3 + 2x4 + x5 − x7 ≥ 0.
(4.31.4)
It is then easy to see that the basis B of the monoid M(4.14) is equal to
B =
{
Ci
∣∣∣ 2 ≤ i ≤ n− 2} ∪ {Cn} ∪
∪
{
Ci + aC1
∣∣∣ 0 < a ≤ min(i− 2, n− i)}∪
∪
{
Ci + aCn−1
∣∣∣ 0 < a ≤ min(i, n− i− 2)} . (4.32)
Now consider a diagram P ∈ M(4.14) ∩M2|#. Its decomposition as a sum of elements
of B will then involve an even number of odd-sized diagrams (where by “size” we mean
the number of boxes). Denoting by Beven (resp. Bodd) the subset of B comprising the
diagrams of even (resp. odd) size, we obtain that the set
Beven ∪
(
Bodd + Bodd
)
(where the “+” sign denotes the Minkowski, or elementwise, sum) generates the monoid
M(4.14) ∩M2|#.
It remains to eliminate the non-primitive elements. Clearly all elements of Beven, being
already primitive in M(4.14), are still primitive in M(4.14) ∩ M2|#. Now let P be some
element of
(
Bodd +Bodd
)
, i.e. a sum of two elements of Bodd. Then necessarily it is of
the form
P = Ci + Cj + aC1 + bCn−1
where a, b ≥ 0, and i and j satisfy 2 ≤ i ≤ j ≤ n − 2. We claim that, if either a or b is
nonzero, then this element is not primitive. Indeed:
• Suppose that a > 0 and b > 0. Then we have, possibly up to exchanging i and j:
Ci + aC1 ∈ Bodd and Cj + bCn−1 ∈ Bodd.
From this, we deduce that, in the decomposition
P =
(
Ci + (a− 1)C1
)
+
(
Cj + (b− 1)Cn−1
)
+
(
C1 + Cn−1
)
,
all three terms are still in B (using the fact that n ≥ 4), but have even number of
boxes; i.e. they are in Beven. So P is not primitive.
• Suppose that a > 0 and b = 0. Then necessarily the decomposition of P as a sum
of two elements of Bodd is of the form
P =
(
Ci + aiC1
)
+
(
Cj + ajC1
)
.
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In particular this means that both of the sums ai + i and aj + j are odd. On the
other hand, from the assumption ai + aj = a > 0 we get that at least one of ai or
aj must be positive.
Exchanging if necessary i and j, assume that ai > 0. Then we can rewrite P as
P =
(
Ci + (ai − 1)C1
)
+
(
Cj + (aj + 1)C1
)
.
In this new decomposition, clearly both summands have even number of boxes; let
us justify that they are both still in B. For the first summand, this is obvious. As
for the second summand, it suffices to see that, since min(j − 2, n− j) always has
the same parity as j but aj has opposite parity, the inequality aj ≤ min(j−2, n−j)
is in fact necessarily strict. We conclude that P is not primitive.
• The case a = 0 and b > 0 is analogous.
On the other hand, it is easy to see that the remaining elements of
(
Bodd + Bodd
)
are
primitive. It follows that
B
′ = Beven ∪ {Ci + Cj | 2 ≤ i ≤ j ≤ n− 2 with i, j odd} . (4.33)
We now define, for each element P ∈ B′, two diagrams Q−(P) and Q+(P) as given in
Table 7. It remains only to check that, for each P, both Q−(P) and Q+(P) satisfy all
of the required properties.
• Checking that Q− and Q+ have the correct number of boxes, i.e. that they sat-
isfy (4.30), is an immediate computation. In particular #Q− and #Q+ are even;
by assumption, so is #P; this yields condition (ii).
• The fact that both Q− and Q+ are well-defined and of order n − 2 (i.e. that all
the terms Ck that comprise them satisfy 0 ≤ k ≤ 2m− 2), that they are contained
in P, and that the skew diagrams P/Q− and P/Q+ have thickness at most 2
(condition (iii)) is apparent by inspection.
• We also notice that all of these skew diagrams have either no bridges at all, or
exactly 2 bridges of length 1. In particular they satisfy condition (iv).
• Finally, for condition (i) i.e. (4.14.m− 1), it is helpful to rewrite it as (4.31.m− 1):
explicitly, for a diagram Q =
∑n−2
i=1 yiCi, the system (4.14.m− 1) is equivalent to

n−3∑
i=1
min(i− 2, n− i− 2)yi ≥ 0;
n−3∑
i=1
min(i, n− i− 4)yi ≥ 0.
(4.31.m− 1)
Checking this for all the diagrams Q± is somewhat tedious, but straightforward.
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Table 7: Table listing the Young diagrams Q−(P) and Q+(P) claimed to exist in
Lemma 4.22, for each primitive diagram P lying in the monoid M(4.14) ∩M2|#.
P Parameter range Subrange Q−(P) Q+(P)
Ci
{
2 ≤ i ≤ 2m
i even
i < 2m as below Ci
i = 2m Ci−2
Ci + aC1
{
0 < a ≤ min(i− 2, 2m− i)
i+ a even
a < 2m− i as below Ci + aC1
a = 2m− i Ci−1 + (a− 1)C1
aC2m−1 + Ci
{
0 < a ≤ min(i, 2m− 2− i)
i+ a even
a = i C2m−2 + (a− 1)C2m−3 + Ci−1
a < i aC2m−3 + Ci−2 as above
Cj + Ci
{
2 ≤ i < j ≤ 2m− 2
i, j odd
i+ j < 2m as below Cj + Ci
i+ j = 2m Cj−1 + Ci−1
i+ j > 2m Cj−2 + Ci−2 as above
2Ci
{
2 ≤ i ≤ 2m− 2
i odd
i < m as below 2Ci
i = m Ci + Ci−2
i > m 2Ci−2 as above
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We are now ready to conclude this subsubsection.
Proof of Lemma 4.18.
• Assume first that a diagram Q satisfying conditions (i) through (v) exists.
Then condition (ii) combined with (v) implies that #P is divisible by n.
Now consider condition (iv): we have seen that it is equivalent to the system of
inequalities (4.28). Consider specifically (4.28.1), i.e. the first inequality of that
system:
−p1 + q1 + p2 −
n−2∑
i=2
|qi − pi+1| − pn ≥ 0.
We may then expand this into a system of the form (4.29). That system contains
among others the inequality
−p1 + q1 + p2 +
m∑
i=2
(−qi + pi+1) +
2m−2∑
i=m+1
(qi − pi+1)− p2m ≥ 0,
that we may rewrite as
− p1 +
m+1∑
i=2
pi −
2m∑
i=m+2
pi ≥ −q1 +
m∑
i=2
qi −
2m−2∑
i=m+1
qi; (4.34)
and the first part of (4.14.m) becomes a consequence of the first part of (4.14.m− 1).
Similarly, by using the inequality (4.28.n − 1), we deduce the second part of (4.14.m)
from the second part of (4.14.m− 1).
• Conversely, let P be a Young diagram satisfying the assumptions, i.e. let P be in
M(4.14) ∩ Mn|#, which (since n is even) is a submonoid of M(4.14) ∩ M2|#. As
announced, we take advantage of additivity by decomposing it as
P =
N∑
l=1
Pl,
with each Pl lying in the basis B′ of the latter monoid. We then set, for each
k = 0, . . . , N :
Qk :=
k∑
l=1
Q−(Pl) +
N∑
l=k+1
Q+(Pl), (4.35)
where Q±(Pl) are the diagrams constructed in Lemma 4.22. By construction of
these diagrams and by Lemma 4.21, it follows that each of the pairs (P,Qk) satisfies
conditions (i) through (iv). On the other hand, also by construction, the numbers
#Q0, #Q1, . . . ,#QN
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are all even, form a nondecreasing sequence with consecutive terms differing by at
most 2, and satisfy
#Q0 ≤
n− 2
n
#P ≤ #QN .
This implies that for a suitable choice of k, we have
#Qk =
n− 2
n
#P
as required.
4.3.3 The case slm(H): conclusion
It remains to put everything together.
Proof of Proposition 4.14. As announced, we proceed by induction on m.
For m = 1, we have Θ = {α1} = Π, and (4.14.m) reduces to the condition p1 = p2.
The result is then a particular case of Lemma 4.12 (for k = 2).
Assume now that m ≥ 2, and that the result is true for m − 1. Let P be a Young
diagram of order 2m. The result for P then follows by combining the lemmas proved so
far, along the following outline:
∃Q of ord. 2m− 2,
∃Q of ord. 2m− 2,
Q has Θm−1-cbsf
(B)
⇐⇒

#Q ∈ (2m− 2)Z −→ redundant
P has Θm-cbsf
(A)
⇐⇒
Q ⊢ (4.14.m− 1)


(D)
⇐⇒
{
#P ∈ 2mZ
P ⊢ (4.14.m)
Q ⊂ P
P/Q has Θ1-cbsf
}
(C)
⇐⇒


#P/Q ∈ 2Z
∀j, 0 ≤ #jP −#jQ ≤ 2
∀i, bi ≤
1
2
∑
i bi

#Q = m−1
m
#P #Q = m−1
m
#P
Here “has Θm-cbsf” is shorthand for “has a {α1, α3, . . . , α2m−1}-codominant balanced
semistandard {1, 2, . . . , 2m}-filling”, and the symbol ⊢ is taken to mean “satisfies”. Nat-
urally, bi here stands for the length of the i-th bridge (see Definition 4.15) of the skew-
diagram P/Q. The ingredients of the proof are then as follows:
• equivalence (A) is the (obvious) “divide-and-conquer” Lemma 4.11, applied to k =
2m− 2;
• equivalence (B) is the induction hypothesis;
• equivalence (C) is Lemma 4.16 (the main result of Subsubsection 4.3.1);
• equivalence (D) is Lemma 4.18 (the main result of Subsubsection 4.3.2).
Also the condition “#Q ∈ (2m−2)Z” is marked as redundant, as it follows from #P/Q ∈
2Z together with #Q = m−1
m
#P.
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4.4 The case g = Ar: conclusion
We are now ready to complete the proof of the Main Theorem when g is of type Ar,
where r = n − 1 is some positive integer. Almost all of the substantial work has been
done in the previous subsections; it just remains to put the pieces together.
Proof of Main Theorem for g of type Ar≥1.
• For the real form gR = sln(R) which is split, the Main Theorem follows from
Proposition 2.1.(ii), as we have already noted in the introduction to this section.
Note that the same argument goes for gR = su(p, n−p) when n = 2p or n = 2p+1:
indeed, we then have Θ(gR) = ∅, which is easily seen to be equivalent to gR being
quasi-split. But these cases are also covered in the next point.
• For gR = su(p, n − p) with arbitrary p, the result follows from Proposition 4.10,
applied to k = n− 2p if p < n2 or k = 1 otherwise. Indeed, given the formula (4.3)
linking λi and #iP, we see that:
– P has integer offset if and only if its sln-shape λ has integer coordinates λi
(in the basis (e1, . . . , en)), which is equivalent (see Table 2) to λ ∈ Q;
– λ satisfies the inequalities listed in the appropriate line of Table 1 if and only
if P satisfies the inequalities (4.12), for the given value of k.
On the other hand, the condition V lλ 6= 0 can be translated via Corollary 4.9.
It remains to explain how we pass from the set Θ(gR) to the set Π[1,k−1]. If p =
n
2 ,
then both sets are empty, hence equal. Otherwise, we have Θ(gR) = Π[p+1, n−p−1]
and Π[1,k−1] = Π[1, n−2p−1]; and these two sets are mapped to each other by
a certain element of the Weyl group (which acts by permutation of the indices
1, . . . , n). Hence the corresponding Levi subalgebras, say l1, l2, are conjugate in
GR = SU(p, n− p), so that the two spaces V
l1,2
λ have the same dimension.
• For gR = slm(H), the result follows from Proposition 4.14. Indeed, the condition
V lλ 6= 0 has simply been translated via Corollary 4.9. Moreover, as in the previous
point, we have a ∈ Z ⇐⇒ λ ∈ Q. Finally, the inequalities (4.14.m) are simply
a homogeneous version of the inequalities appearing in the line gR = slm(H) of
Table 1: we substituted λi = pi − a, and then expanded the a terms in terms of
the pi (instead of passing a to the right-hand side, as we did for su(p, n− p)).
5 Types Br, Cr and Dr: the setup
The goal of this section is to obtain Corollary 5.31, which is a purely combinatorial
characterization of the weights λ such that V lλ 6= 0 in the case when g is of type Br, Cr
or Dr, analogous to Corollary 4.9 from the previous section. It will allow us, in the next
section, to actually classify these weights λ.
This criterion relies on so-called “g-standard doubled Young tableaux”, which play in
types B, C and D the same role as ordinary semistandard Young tableaux in type A.
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More generally, these tableaux lead to a combinatorial character formula (Proposition 5.30)
in types B, C and D, analogous to Proposition 4.5 in type A, which may be of indepent
interest. In types B and C, this character formula already appears (without proof) in
[Lit90, Appendix A.2]. In type D, a similar formula appears (also without proof) in
[Lit90, Appendix A.3], but our formula constitutes a slight improvement, as discussed in
the introduction (Subsubsection 1.4.1).
All of this work is based on the Littelmann path model (that gives a character formula
for any semisimple Lie algebra g), whose construction we briefly recall in Subsection 5.1.
In Subsection 5.2, we explain how to describe the path model based on a long starting
path in terms of the path models based on its segments, using the Bruhat order. This
part is also essentially due to Littelmann.
Starting from this point, we specialize to the case where g is of type B, C or D. In
Subsection 5.3, we present a characterization of the Bruhat order in terms of Young
tableaux, given some (reasonable) assumptions. This simple characterization is the key
point that allows us to simplify the definition of the “doubled Young tableaux” in type D.
In Subsection 5.4, we describe the path model on a “short” starting path of the form
e1+ . . .+ ek−1± ek, in terms of so-called “admissible pairs” (a notion due to Lakshmibai-
Seshadri and Littelmann); and we give an explicit combinatorial description of these
admissible pairs.
Finally, in Subsection 5.5, we define a g-standard doubled Young tableau, and give the
announced character formula and Levi branching rule in terms of these tableaux.
5.1 The Littelmann path model
In this subsection, we briefly recall Littelmann’s path technique, that provides a character
formula for representations of an arbitrary semisimple Lie algebra g (Proposition 5.3), as
well as a branching rule from g to any Levi subalgebra (Proposition 5.5).
Definition 5.1 ([Lit95]). Let P be the set of continuous piecewise-linear paths in h(R)
starting at 0, i.e. maps π : [0, 1]→ h(R) such that π(0) = 0, considered up to reparametriza-
tion (by any increasing homeomorphism [0, 1] → [0, 1]). We denote by P+ the subset
of P formed by paths lying entirely within the Weyl chamber h+.
For all ν ∈ h(R), we identify ν with the linear path
ν : [0, 1] // h(R)
t ✤ // tν;
and, given two paths π, ρ ∈ P, we define the concatenated path π ∗ ρ by
π ∗ ρ : [0, 1] // h(R)
t ✤ //
{
π(2t) for t ≤ 12 ;
π(1) + ρ(2t− 1) for t ≥ 12 .
For every simple root α ∈ Π, Littelmann introduces two functions eα and fα from
P ⊔ {0} to itself; we refer to [Lit95, Section 1] for their definition. Here 0 denotes a
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special element, that can be considered as the zero of the free Z-module generated by P;
it is not to be confused with the constant zero path, about which we will never need to
talk.
Definition 5.2 ([Lit95]). For every π ∈ P, we define the path model corresponding to π
as the smallest subset Bpi ⊂ P containing π and such that Bpi ⊔ {0} is closed under all
the operators eα and fα, for all simple roots α ∈ Π.
Proposition 5.3 ([Lit95], Character Formula). Let λ ∈ P ∩ h+ be a dominant integral
weight of g. Choose any starting path π+ ∈ P+ having endpoint π+(1) = λ. Then the
endpoints of the paths in Bpi+ describe the character of the representation with highest
weight λ:
char(Vλ) =
∑
pi∈B
pi+
epi(1).
For every set Θ ⊂ Π of simple roots, let us define the “Θ-dominant Weyl chamber”
hΘ,+ :=
{
X ∈ h(R)
∣∣ ∀α ∈ Θ, α(X) ≥ 0} , (5.1)
which is just the dominant Weyl chamber of the reductive algebra l(Θ). Then we have:
Proposition 5.4 ([Lit95], Restriction Rule). Let λ and π+ be as before, and let Θ ⊂ Π
be some set of simple roots. Then the subset BΘ
pi+
of Bpi+ formed by paths lying entirely
within hΘ,+ parametrizes the decomposition of the restriction of the representation Vλ(g)
to l(Θ) into irreducibles, in the following way:
Vλ(g)|l(Θ) =
⊕
pi∈BΘ
pi+
Vpi(1)(l(Θ)).
As a corollary, this allows us to compute the dimension of V l(Θ)λ , which is just the
multiplicity of the trivial representation of l(Θ) in that decomposition:
Corollary 5.5. Let λ, π+ and Θ be as before. Then we have
dimV
l(Θ)
λ = #
{
π ∈ BΘpi+
∣∣ π(1) = 0} .
5.2 The Bruhat order
In this subsection, we give a partial characterization (essentially due to Littelmann) of
the path model Bpi+ , given some fairly natural assumptions on the starting path π+
(Proposition 5.11). These assumptions are in particular satisfied by all starting paths of
the form
π+ = ν+1 ∗ · · · ∗ ν
+
N (5.2)
where each ν+i is a dominant integral weight; both Littelmann’s (1.2) and our (1.3) choice
of a starting path for g of types Br, Cr and Dr follow this pattern. For such paths π+,
we shall then decompose this result into two subresults.
• The first part (Corollary 5.12) is a characterization of the path model Bpi+ in terms
of the path models Bν+i corresponding to its segments.
• The second part (Corollary 5.20) will be given only later, in subsection 5.4. It
consists of a description of each of these path models Bν+i , assuming that ν
+
i is
“small enough”.
The main tool for this characterization is the so-called Bruhat order, whose definition
we now recall.
Definition 5.6. The Bruhat order B is the partial order onW defined as the transitive
closure of the relations
{w  sαw | w ∈W, α ∈ ∆ such that ℓ(w) < ℓ(sαw)} ,
where ℓ(w) stands for the length of w as a word on the generators {sα | α ∈ Π}.
The following classical characterization (see e.g. Proposition 3.2.14.(4) in [ČS09]) of
such pairs (α,w) is useful to have in mind:
Lemma 5.7. For all w ∈ W and α ∈ ∆+, we have ℓ(sαw) > ℓ(w) if and only if
α ∈ w∆+, or equivalently if and only if
∀X ∈ h+, α(wX) ≥ 0. (5.3)
We now use the Bruhat order to define the notion of a “Bruhat-nondecreasing” tuple
of elements on h(R). Note however that such a tuple can not, in general, be thought of as
a sequence that is nondecreasing for some partial order on h(R): indeed, the relationship
of forming a Bruhat-nondecreasing pair is not transitive (see Example 5.9).
Definition 5.8. Let ν1, . . . , νN ∈ h(R) be some weights. We say that the tuple (ν1, . . . , νN )
is Bruhat-nondecreasing (once again, this is not a transitive relation, see Example 5.9) if
there exist some elements wi ∈W such that:
• for every i = 1, . . . , N , the weight νi lies in the Weyl chamber wih+;
• we have w1 B . . . B wN .
We say that a path π is Bruhat-nonincreasing if the segments (νN , . . . , ν1) of its subdi-
vision π = ν1 ∗ · · · ∗ νN into linear segments form a Bruhat-nondecreasing tuple.
(The order inversion between tuples and paths is explained by the order inversion that
we will see in Definition 5.25, more precisely in (5.20).)
Example 5.9. For g = so6(C), take ν1 = 12(−e1 − e2 + e3), ν2 =
1
2(e1 − e2 + e3) and
ν3 = e1. Then:
• the pair (ν1, ν2) is Bruhat-nondecreasing: take for example w1 = w2 = w with
w : (e1, e2, e3) 7→ (e3,−e2,−e1);
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• the pair (ν2, ν3) is Bruhat-nondecreasing: take for example w2 = w3 = w′ with
w′ : (e1, e2, e3) 7→ (e1, e3, e2);
• the pair (ν1, ν3), and a fortiori the triple (ν1, ν2, ν3), is not Bruhat-nondecreasing.
We will be easily able to check this once we obtain Proposition 5.18.
We also need one final short definition.
Definition 5.10. Let π be a path, π = ν1 ∗ · · · ∗ νN its subdivision into linear segments.
We define the multishape of π to be the path π+ = ν+1 ∗ · · · ∗ ν
+
N , where, for each i, ν
+
i
is the unique dominant element of the Weyl orbit of νi:
{ν+i } := Wνi ∩ h
+.
Here is now the announced result.
Proposition 5.11. Let ν+1 , . . . , ν
+
N be some dominant weights such that the path π
+ =
ν+1 ∗ · · · ∗ ν
+
N is a locally integral concatenation (see [Lit97, Definition 5.3]). Then a path
π lies in Bpi+ if and only if it is a locally integral concatenation and has multishape π
+.
Proof. By Proposition 5.9 in [Lit97], local integrality is preserved by the root operators.
The multishape is obviously invariant by the root operators. Denoting by Bˆpi+ the set
of locally integral concatenations with multishape π+, it then follows from Lemma 6.11
in [Lit97] that
Bˆpi+ =
⋃
pi∈Bˆ
pi+
∩P+
Bpi.
It remains to check that the only path with multishape π+ that is a locally integral
concatenation and lies entirely within h+ is π+ itself. Indeed, let π be such a path;
replacing if necessary (ν+1 , . . . , ν
+
N ) by a finer subdivision (whose concatenation then
remains locally integral), we may assume that π is of the form
π = w1ν
+
1 ∗ · · · ∗ wNν
+
N ,
with w1 B · · · B wN . It is then easy to verify, by induction on k (and using
Lemma 5.7), that we have wkν+l = ν
+
l for all k, l such that k ≥ l.
And here, as announced, is the interpretation of this result as a “divide-and-conquer”
strategy.
Corollary 5.12. Let ν+1 , . . . , ν
+
N ∈ P ∩ h
+ be some dominant integral weights, and let
π+ = ν+1 ∗ · · · ∗ ν
+
N . Then a path π lies in Bpi+ if and only if it is Bruhat-nonincreasing
and of the form π = π1 ∗ · · · ∗ πN , with πk ∈ Bν+
k
for each k.
Proof. The “only if” part is an immediate consequence of the previous proposition (Pro-
position 5.11) and of the combination of Lemma 6.12 and Theorem 6.13 from [Lit97].
For the “if” part, we only need to remark that if each of the paths π1, . . . , πN is a weakly
locally integral concatenation and ends at an integral weight, then their concatenation
is automatically weakly locally integral. Here by “weakly locally integral concatenation”
we mean a path that satisfies all of the conditions from Definition 5.3 in [Lit97], except
possibly Bruhat-nonincreasingness.
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5.3 The Young order
For the remainder of the paper, we assume that g is either of type Br for
some r ≥ 1, or of type Cr for some r ≥ 1, or of type Dr for some r ≥ 3.
In this setting, we have n = r, so we drop the notation n.
For these values of g, we will consider Littelmann paths whose segments lie (up to a
very occasional 12 factor) in the set
X := {−1, 0, 1}r \ {0} (5.4)
of vectors with integer coordinates (in the basis (e1, . . . , er)) that have ‖·‖∞-norm 1. We
will encode these vectors as “strongly-standard” columns (i.e. Young tableaux of width 1)
on a certain alphabet: this is the object of Definitions 5.13, 5.14 and 5.15.
We then introduce (Definition 5.16) a “Young order” on the set C of such columns, with
an additional parity condition when g is of type Dr. This leads us to the central result of
this subsection: Proposition 5.18, which says that, for a sequence of elements of X whose
Weyl orbits are ordered in some natural way, being Bruhat-nondecreasing is equivalent
to being nondecreasing for the Young order (or Young order with parity). In other terms,
this assumption on the ordering of the Weyl orbits gets rid of the nontransitivity issues
outlined in Example 5.9.
Definition 5.13 (The alphabet). We introduce the alphabet
Ar := {1, . . . , r, r, . . . , 1};
we also set A :=
⋃
r∈NAr = N ∪ N. We adopt the convention s = s, and we define an
absolute value function | · | : A → N and a sign function sgn : A → {±1} by identifying
s with −s.
We introduce on Ar two very similar orders:
• the total order A given by
1 ≺ · · · ≺ r ≺ r ≺ · · · ≺ 1; (5.5)
• the not quite total order ′A given by
1 ≺′ · · · ≺′ r − 1 ≺′ r, r ≺′ r − 1 ≺′ · · · ≺′ 1, (5.6)
i.e. r and r are both larger than r − 1 and both smaller than r − 1 for this order,
but neither is larger than the other.
The order that we shall use will depend on g: more precisely, we set
gA:=
{
A if g is of type Br or Cr;
′A if g is of type Dr.
However the total order A will occasionally be useful even in type Dr (see Remark 5.17).
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Definition 5.14 (Strongly standard columns). Let C be a column (i.e. a Young tableau
of width 1) filled with this alphabet. We say that C is strongly standard if, for each s, it
contains at most one of the symbols s and s, and the symbols read from top to bottom
form a strictly increasing sequence for the order ≺A (or equivalently for the order ≺′A):
∀i < i′,
{
iC 6= i′C;
iC ≺A i′C.
We denote by C the set of all strongly standard columns.
Definition 5.15 (Identification of columns and weights). We define the weight of a
strongly standard column C to be the vector
ν(C) :=
#C∑
i=1
ν
(
iC
)
, (5.7)
with the function ν defined on Ar by
∀s = 1, . . . , r,
{
ν(s) := es;
ν(s) := −es.
(5.8)
This map ν then induces a bijection between C and the set X introduced in (5.4), that
we shall henceforth identify with C .
We now introduce an order on the set C of strongly standard columns. In types Br and
Cr, we use the “Young order”, which simply encodes the notion of a semistandard Young
tableau (a Young tableau is semistandard if and only if its columns form a nondecreasing
sequence for this order); in type Dr, we use the Young order with an additional parity
condition.
Definition 5.16. We endow the set C (and, using the identification ν, also the set X )
with an order gY , that once again depends on g: we set
gY :=
{
Y if g is of type Br or Cr,
′Y if g is of type Dr;
it remains to explain what Y and ′Y are.
1. We define the Young order Y by saying that C Y C′ if and only if the two
columns set next to each other form a semistandard Young tableau for the orderA.
Formally:
C Y C
′ :⇐⇒
{
#C ≥ #C′;
∀i = 1, . . . ,#C′,
i
C A iC
′.
(5.9)
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2. We define the Young order with parity ′Y by saying that C 
′
Y C
′ if and only if
the two columns set next to each other form a semistandard Young tableau for the
order ′A, and this tableau satisfies the following additional condition: whenever
it contains a rectangle of width 2 and height k that contains only symbols with
absolute value greater than r − k, the total number of symbols in that rectangle
that are in N (i.e. are without bars) must be even:
if ∃i0, k with 1 ≤ i0 ≤ i0 + k − 1 ≤ #C′ such that{∣∣∣i0C
∣∣∣ , . . . , ∣∣∣i0+k−1C
∣∣∣} = {∣∣∣i0C′
∣∣∣ , . . . , ∣∣∣i0+k−1C′
∣∣∣} = {r − k + 1, . . . , r}, (5.10)
then # N C ≡ # N C′ (mod 2).
One easily checks that this relation is transitive.
Remark 5.17. Note that the case k = 1 of the condition (5.10) tells us that in a tableau
whose columns form a ′Y -nondecreasing sequence, r and r can never occur next to
each other. So such a tableau will in particular be semistandard, not only for the partial
order ′A, but also for the total order A; and, for that matter, also for the total order 
′′
A
in which r and r are swapped:
1 ≺′′ · · · ≺′′ r − 1 ≺′′ r ≺′′ r ≺′′ r − 1 ≺′′ · · · ≺′′ 1. (5.11)
Finally, as announced, we explain how the Young order (in types Br and Cr) or the
Young order with parity (in type Dr) is related to the Bruhat order. The remainder of
this subsection is dedicated to proving the following proposition.
Proposition 5.18. Let C1, . . . , CN ∈ C , and let νi := ν(Ci) be the corresponding weights.
Then:
(i) for g of type Br or Cr, the sequence (C1, . . . , CN ) is Young-nondecreasing if and
only if: {
(ν1, . . . , νN ) is Bruhat-nondecreasing;
‖ν1‖
2 ≥ · · · ≥ ‖νN‖
2.
(ii) for g of type Dr, the sequence (C1, . . . , CN ) is Young-nondecreasing with parity if
and only if: 

(ν1, . . . , νN ) is Bruhat-nondecreasing;
‖ν1‖
2 ≥ · · · ≥ ‖νN‖
2;
all νi such that ‖νi‖2 = r lie in the same W -orbit.
In order to prove this proposition, we need some preliminary work. Recall that a
partially ordered set (X,) can be characterized by its Hasse diagram, i.e. the oriented
graph whose vertices are the elements of X, with two vertices x, y connected by an edge
if and only if y “covers” x, i.e.
x  y and {z | x  z  y} = {x, y}.
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We then have the following description of the Hasse diagram of the order gY , for both
g = Br or Cr and g = Dr.
Lemma 5.19. Let C, C′ be two strongly standard columns. Then the pair (C, C′) is an
edge of the Hasse diagram for gY if and only if it has one of the following forms:
• C and C′ have the same height, and differ in only one box:
(C, C′) =

 s , t

 (5.12a)
with s ≺gA t and such that for every symbol x satisfying s ≺
g
A x ≺
g
A t, the value x
is contained in some box of C (and of C′).
• C and C′ have the same height, and differ in only two boxes:
(C, C′) =


s
t
,
t
s

 (5.12b)
with s and t such that (s, t) is an edge of the Hasse diagram for the order gA.
• C′ is equal to C with the last box removed:
(C, C′) =
(
s
,
)
(5.12c)
with s a maximal element (for the order gA) among the symbols that do not occur
in C′.
We omit the proof, which is a somewhat tedious but elementary exercise in combina-
torics.
Before proving Proposition 5.18, we also need to decompose the W -invariant set X
into W -orbits, which is equivalent to describing the set X+ := X ∩ h+, as we have
X =
⋃
v∈X+ Wv. Setting, for all k = 1, . . . , r,
ck :=
k∑
i=1
ei; c
+
r := cr; c
−
r := cr−1 − er, (5.13)
we have
X+ =
{
{c1, . . . , cr} if g is of type Br or Cr;
{c1, . . . , cr−1, c
+
r , c
−
r } if g is of type Dr.
(5.14)
This set is almost totally ordered by the restriction of the order gY , except in type Dr
where c+r and c
−
r are incomparable. More precisely, we have:
∀v, v′ ∈ X+, v gY v
′ :⇐⇒ v = v′ or ‖v‖2 > ‖v′‖2. (5.15)
We are now ready for the proof.
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Proof of Proposition 5.18.
• The “if” part is now equivalent to proving that the application map
π : W × X+ // X
(w, v) ✤ // wv
is order-preserving, where W × X+ is endowed with the product order B × 
g
Y
and X is endowed with the order gY . This further reduces to proving the two
identities:
∀(w, v) ∈W × X+, ∀α ∈ ∆+, ℓ(w) < ℓ(sαw) =⇒ wv 
g
Y sαwv; (5.16)
∀w ∈W, ∀k = 1, . . . , r − 1, wc±k+1 
g
Y wck. (5.17)
The first identity easily follows from the characterization (5.3); and the second
identity is straightforward.
• Conversely, assume now that the sequence (ν1, . . . , νN ) is nondecreasing for the
order gY . Then clearly the Young ordering ensures that the heights of the columns
‖νi‖
2 = #Ci form a nonincreasing sequence, and (in type Dr) the parity condition
ensures that all the columns of height r lie in the same Weyl orbit. It remains to
prove that the sequence (ν1, . . . , νN ) is Bruhat-nondecreasing.
This can be proved by exhibiting a section
ξ : X →W,
i.e. a map such that every vector ν ∈ X lies in the Weyl chamber ξ(ν)h+, which is
also order-preserving.
We construct ξ as follows. Let ν ∈ X , and let C be the corresponding strongly
standard column; let k = #C = ‖ν‖2. We define ξ(ν) as the unique element of W
whose action on {±e1, . . . ,±er}, that we identify with Ar as usual, satisfies:
– for all i ≤ k (except possibly i = r if g is of type Dr), we have ξ(ν) · i = iC;
– |ξ(ν) · (k + 1)| < |ξ(ν) · (k + 2)| < · · · < |ξ(ν) · r|;
– for all i > k (except possibly i = r if g is of typeDr), we have sgn(ξ(ν)·i) = −1.
It is then straightforward to verify that ξ is indeed a section. As for the fact that it
is order-preserving, it suffices to check it on the edges of the Hasse diagram, which
we have described in Lemma 5.19. Let (C, C′) be such a pair. We then easily check
that:
– If (C, C′) is of the form (5.12a) or (5.12b), then we have
ξ(C′) = sα ◦ ξ(C) with α = es − et, (5.18)
with the obvious convention es := −es if s ∈ N. By the characterization (5.3),
we then immediately get that ξ(C) B ξ(C′) as desired.
– If (C, C′) is of the form (5.12c), then we simply have ξ(C′) = ξ(C).
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5.4 Admissible pairs
We now give a reformulation of Proposition 5.11 when applied to “short” starting paths:
this is Corollary 5.20 (in its notations, “short” means that k is small). We then further
specify it to starting paths that lie in the set X+ introduced (5.14) in the previous section.
Corollary 5.20. Let ν+ ∈ P ∩h+ be a dominant integral weight, and consider the integer
k := maxα∈∆ |〈ν
+, α∨〉| (recall the notation α∨ := 2α‖α‖). Then:
(i) If k = 1 (i.e. ν+ is minuscule), then Bν+ is just the W -orbit of ν
+.
(ii) If k ≤ 2, then Bν+ is the set of paths π of the form
π = (12ν1) ∗ (
1
2ν2)
with ν1, ν2 two elements of the W -orbit of ν+ that form an admissible pair, in
the sense of [Lit90] (definition given in Remark 3.4, and originally due to [LS86,
Definition 2.4]).
Note that this result is actually true for arbitrary g; and similar statements can be
obtained for k ≤ 3 (using the notion of an “admissible quadruple”, see [Lit90, Defini-
tion 3.4]), k ≤ 4 (leading to some notion of “admissible sextuple”) and higher values of k.
But we go back to our assumption that g is of type Br, Cr or Dr, for which these cases
do not occur.
More specifically, we now consider the case where ν+ lies in the set X+: clearly, all
of its elements satisfy k ≤ 2. In order to characterize the path model for these starting
paths, it remains to give an explicit combinatorial characterization of admissible pairs
(in terms of strongly standard columns). This is the subject of the following proposition,
whose proof is the main goal of this subsection.
Proposition 5.21. Let C and C′ be two strongly standard columns. Let 0 ≤ a1 < b1 <
. . . < ak < bk ≤ r be integers such that
{∣∣∣iC∣∣∣ ∣∣∣ i = 1, . . . ,#C} =
k⋃
i=1
{ai + 1, ai + 2, . . . , bi}; (5.19)
and, for every i, let xi denote the number of symbols in C whose absolute value lies in
the interval {ai + 1, . . . , bi} and that have sign +1. Define similarly integers a′1 < b
′
1 <
. . . < a′k′ < b
′
k′ and x
′
i for C
′.
Then the pair of weights (ν(C), ν(C′)) is admissible if and only if all of the following
conditions are satisfied:
(A1) C gY C
′;
(A2) #C = #C′;
(A3) k = k′ and, for all i = 1, . . . , k, ai = a′i and bi = b
′
i;
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(A4) for all i = 1, . . . , k, the integers xi and x′i satisfy the following condition:

no restriction if bi = r and g is of type Br;
xi ≡ x
′
i (mod 2) if bi = r and g is of type Dr;
xi = x
′
i otherwise.
Remark 5.22. An important particular case of this proposition is the case of two columns
of height r. For a column C of height r, we necessarily have k = 1, (a1, b1) = (0, r), and
x1 = # N C. Now consider a pair (C, C′) of columns of height r, and let us addition-
ally assume that they satisfy the condition (A1). Then conditions (A2) and (A3) are
automatically true; as for condition (A4):
• if g is of type Br, it is also automatically true.
• if g is of type Dr, it reduces to # N C ≡ # N C′ (mod 2), which is a consequence of
the parity condition (5.10).
• if g is of type Cr, it reduces to # N C = # N C′, which together with (A1) forces
C = C′.
To summarize, in types Br and Dr, any pair of columns of height r that satisfies (A1) is
admissible; whereas in type Cr, the only admissible pairs of columns of height r are of
the form (C, C).
Proof. Unpacking the definition (and taking into account Lemma 5.7), we see that ν(C)
and ν(C′) form an admissible pair if and only if one can pass from C′ to C by a series of
steps of the form sα for some α ∈ Π, where:
• An operation of the form sei−ei+1 (for 1 ≤ i ≤ r − 1) is admissible only if both
of the symbols i and i+ 1 occur somewhere; it then replaces them by i + 1 and i
respectively.
• The operation ser−1+er is admissible only if both of the symbols r − 1 and r occur
somewhere; it then replaces them by r and r − 1 respectively.
• The operation ser is admissible only if the symbol r occurs somewhere; it then
replaces it by r.
• The operation s2er is never admissible.
Clearly each of these operations satisfies the conditions (A1) through (A4), which are
transitive; this proves the “only if” part.
Conversely, suppose that a pair of columns (C, C′) satisfies these four conditions. Let
us then find a path going from C′ to C in the Hasse diagram of the order gY . Using
Lemma 5.19 and the description (5.18), we then easily check that each step of this path
is an admissible operation (as described above).
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5.5 Doubled Young tableaux
We are now ready to define a g-standard doubled Young tableau, and to show (Proposi-
tion 5.27) that these tableaux describe the path model with starting path π+0 (λ) as given
in (1.3). This yields the announced character formula (Proposition 5.30). We also give a
combinatorial characterization (Corollary 5.31) of representations Vλ satisfying V
l(Θ)
λ 6= 0
for any Levi subalgebra l(Θ) (where Θ ⊂ Π), accompanied by a slightly modified version
of this result (Corollary 5.33) that exploits the outer automorphism of Dr, and will save
us some work in the next section.
As we already mentionedin the introduction (Subsubsection 1.4.1), the following object
is similar to the object defined in the appendix of [Lit90], but is not identical: in type Dr,
we replace the complicated condition (3) by the simpler condition (H2).
Definition 5.23. A g-standard doubled Young tableau is a Young tableau T on the
alphabet Ar with the following properties:
(H1) All columns of T are strongly standard:
∀j = 1, . . . ,#1T ,
jT ∈ C .
(H2) The sequence formed by the columns of T is Young-nondecreasing if g is of type
Br or Cr, Young-nondecreasing with parity if g is of type Dr:
∀j = 2, . . . ,#1T ,
j−1T gY
jT .
(H3) The columns form admissible pairs when grouped two by two starting from the
right, i.e. for all j such that 1 < j ≤ #1T and j ≡ #1T (mod 2), the pair
(jT , j−1T ) is admissible.
In order to verify (H3), in practice, it suffices to check that every such pair satisfies con-
ditions (A3) (which implies (A2)) and (A4) from Proposition 5.21, since condition (A1)
is already covered by (H2). Note that the two columns are taken here “in the wrong
order”, because the order of the columns in the Young tableau is backwards compared to
the direction of the corresponding path (see (5.20) below).
Remark 5.24. It is possible to extend this definition, and all the work done in the pre-
vious two subsections, also to the case where g = Ar, so that Proposition 5.27 (suitably
modified) remains true. However in this case, it turns out that two columns form an
admissible pair only if they are equal (essentially because all the fundamental weights
of Ar are minuscule). So an Ar-standard doubled Young tableau is just an ordinary
semistandard Young tableau, with every column repeated twice. We would then recover
the character formula of Proposition 4.5 as a particular case of Proposition 5.30.
Definition 5.25 (Passing from doubled diagrams and tableaux to weights, in types Br,
Cr and Dr). Given a g-standard doubled Young tableau T , we define:
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(i) the corresponding path
π(T ) :=
(
1
2ν(
NT )
)
∗ · · · ∗
(
1
2ν(
1T )
)
(5.20)
(where N = #1T ), whose segments are the weights corresponding to the columns
of T scaled by 12 and taken in the reverse order.
(ii) the total weight of T as
ν(T ) := π(T )(1) =
1
2
#1T∑
j=1
ν(jT ) =
1
2
∑
i,j
ν(j
i
T ). (5.21)
Note that, in comparison with Definition 4.4.(ii), there is an extra factor 12 : in fact,
it is reasonable to think of doubled Young tableaux as having columns “of width 12 ”.
We say that T is null if ν(T ) = 0.
(iii) the sign ǫ of T as follows:
• If g is of type Br or Cr, we adopt the convention that ǫ is always equal to +1.
• If g is of type Dr and #rT > 0, we take ǫ = (−1)x, where x is the number
of symbols with bars in any column of height r. (Note that the parity condi-
tion (5.10), whose prerequisite is automatically satisfied with (i0, k) = (1, r)
for columns of height r, ensures that ǫ does not depend on the choice of the
column).
• If g is of type Dr but #rT = 0, we adopt the convention that ǫ = 0.
(iv) for α ∈ Π or Θ ⊂ Π, we define α-(co)dominance and Θ-(co)dominance for dou-
bled Young tableaux in the same way as for ordinary Young tableaux (see Defini-
tion 4.4.(iii)). The factor 12 does not change anything here, as this definition only
involves signs of total weights. Clearly a doubled Young tableau T is Θ-dominant if
and only if the path π(T ) lies entirely within the Θ-dominant Weyl chamber hΘ,+,
as defined in (5.1).
Remark 5.26. We can of course rephrase this last property in purely Young-tableau-
theoretic terms. For example for α = ei−ei+1, a doubled Young tableau is α-codominant
if and only if it satisfies
∀j ≥ 0, #
[1,j]
i T +
[1,j]
i+ 1 T ≥ #
[1,j]
i+ 1 T +
[1,j]
i T (5.22)
(compare this with (4.9)), and similar formulas exist for α = er, 2er or er−1 + er.
Finally, we introduce a correspondence Ψ between the set P ∩ h+ of dominant integral
weights λ and the set M (r) of Young diagrams of height r. It is given by the formula
(#1Ψ(λ), . . . ,#rΨ(λ)) := (2λ1, . . . , 2λr−1, 2|λr|), (5.23)
where, as usual, we decompose λ =
∑r
i=1 λiei.
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Proposition 5.27. Let λ ∈ P ∩ h+ be a dominant integral weight of g. Then the set of
paths π(T ), where T runs over all g-standard doubled Young tableaux of shape Ψ(λ) with
the same sign as λr, is equal to the path model Bpi+
0
(λ).
Recall (1.3) that the starting path π+0 (λ) we are using here is defined as
π+0 (λ) := (λ2 − λ1)c1 ∗ · · · ∗ (λr − λr−1)cr−1 ∗ |λr|c
sgn(λr)
r .
Proof. Let T be any doubled Young tableau, π(T ) the corresponding path. Our goal is
to apply Corollary 5.12. Note that:
• It is straightforward to check that T has shape Ψ(λ) and sign sgn(λr) if and only
if π(T ) has multishape π+0 (λ).
• Assuming that this is the case, it follows from Proposition 5.18 that the columns
of T form a nondecreasing sequence for the order gY if and only if the path π(T )
is Bruhat-nonincreasing.
On the other hand, from the integrality of λ, it follows that all the coefficients in the
decomposition (1.3) are integer, except possibly |λr| which can be half-integer when g
is of type Br or Dr. So let us decompose π+0 (λ) into a concatenation that first in-
volves ⌊λ1⌋ segments chosen among elements of the set X+ = X ∩ h+ (recall (5.14)) and
then possibly ends with a segment equal to 12c
±
r ; and then apply Corollary 5.12 to this
decomposition.
We now conclude by Corollary 5.20. Indeed, we have already remarked that all weights
ν ∈ X+ satisfy maxα∈∆ |〈ν, α∨〉| ≤ 2; as for the weights 12cr (if g is of type Br) and
1
2c
±
r
(if g is of type Dr), they are minuscule.
Remark 5.28. 1. If g is of type Br or Dr, then the way we have cut the subpath |λr|c±r
into segments is somewhat arbitrary: we could have just as well decomposed it into
any other combination of segments 12c
±
r and c
±
r , or, for that matter, exclusively
into segments 12c
±
r . We could have used any of these decompositions to write an
alternative definition of a g-standard doubled Young tableau. But all of these
definitions would have been equivalent, thanks to Remark 5.22: indeed, for pairs
of columns of height r (no matter the parity), the condition (H3) automatically
follows from the first two conditions.
2. If g is of type Cr, then the weight cr is in fact minuscule. This is also consistent
with Remark 5.22: in type Cr, two columns of height r form an admissible pair if
and only if they coincide.
Remark 5.29. From the characterization of P given in Table 2, one can easily see that
every g-standard doubled Young tableau T is in fact of shape Ψ(λ) for some integral
weight λ ∈ P ∩ h+. In particular its weight ν(T ) is then one of the weights of the
representation Vλ, hence the difference λ− ν(T ) lies in the root lattice Q.
If the tableau T is null (which will always be the case in the sequel), this condition
reduces to λ ∈ Q, which implies (we refer once again to Table 2) that all the λi are
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integer. Hence all the row lengths of T are even; and in condition (H3), the admissible
pairs form a partition of all columns of T , without any unpaired column.
By combining this with the Littelmann character formula (Proposition 5.3), we obtain
the following, purely combinatorial character formula.
Proposition 5.30 (Character formula with Br, Cr,Dr-standard doubled Young tableaux).
Let λ ∈ P ∩ h+ be a dominant integral weight of g. Then the character of the represen-
tation with highest weight λ is given by:
char(Vλ) =
∑
T
eν(T ),
where T runs over all g-standard doubled Young tableaux of shape Ψ(λ) that have the
same sign as λr.
This is of course very similar to Proposition 4.5; keep in mind, though, that the
definition of ν(T ) has now slightly changed (5.21).
We can also combine this with Corollary 5.5 to obtain a purely combinatorial charac-
terization of representations having l-invariant vectors:
Corollary 5.31. Let λ ∈ P ∩ h+ and Θ ⊂ Π. Then V l(Θ)λ 6= 0 if and only if there exists
a doubled Young tableau T satisfying the following seven conditions:
(H1) through (H3) as in Definition 5.23, i.e. the tableau T is g-standard.
(H4) The tableau is null: ν(T ) = 0.
(H5) The tableau has shape Ψ(λ) = (2λ1, . . . , 2λr−1, 2|λr|).
(H6) The tableau has the same sign as λr (if g is of type Dr).
(H7) The tableau is Θ-codominant (recall that, for null tableaux, codominance is equiva-
lent to dominance).
We end this section with an additional small simplification: we can in fact get rid of
condition (H6). Indeed, when we will study the properties satisfied by such tableaux, we
will simply make no use of this property. When we will try to construct such tableaux, we
will get around having to check this condition by way of the following (obvious) remark.
Let σ denote the outer automorphism of Dr: it acts on h by
σ(ei) =
{
ei if i < r;
−er if i = r,
and correspondingly on Ar by exchanging r and r.
Remark 5.32. The set of Dr-standard doubled Young tableaux is invariant by σ. If T is
such a tableau, then:
• σ(T ) has the same shape, but opposite sign compared to T ;
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• σ(T ) is null if and only if T is null;
• for all α ∈ Π, σ(T ) is α-(co)dominant if and only if T is σ(α)-(co)dominant.
This gives us the following variation on the “if” part of Corollary 5.31, with condi-
tion (H6) gone, at the expense of replacing Θ by a slightly larger set.
Corollary 5.33. Let λ ∈ P ∩ h+ and Θ ⊂ Π. Suppose that there exists a doubled Young
tableau T satisfying the conditions:
(H1) through (H5) as in Corollary 5.31.
(H7’) The tableau T is (Θ∪σ(Θ))-codominant (with the convention σ = Id if g is of type
Br or Cr).
Then we have both V l(Θ)λ 6= 0 and V
l(Θ)
σλ 6= 0.
6 Types Br, Cr and Dr: the proof
In this section, we prove the Main Theorem, i.e. the equality Ml-inv = MTable, for g of
types Br (r ≥ 1), Cr (r ≥ 1) and Dr (r ≥ 3). Thanks to the work done in the previous
section, it suffices, in order to do this, to prove the following two things:
• that every doubled Young tableau T that satisfies conditions (H1)–(H5) and (H7)
above has a shape that satisfies the conditions from Table 1;
• that every doubled Young diagram whose shape satisfies these conditions admits a
filling that satisfies conditions (H1)–(H5) and (H7’) above.
In Subsection 6.1 we accomplish the first task. In subsection 6.2, we accomplish the
second task for diagrams corresponding to primitive elements ofMTable; and we conclude
by additivity.
6.1 The inclusion Ml-inv ⊂MTable
Let gR be some real form of g = Br, Cr or Dr, and let λ be a dominant integral weight
such that the doubled Young diagram Ψ(λ) admits a Θ(gR)-codominant null g-standard
filling. We must prove that λ satisfies the corresponding condition from Table 1.
From [OV90], Reference Chapter, Table 9, we obtain the values of the sets Θ(gR) for
all such real forms gR; for quicker reference, we have reproduced them here in Table 8.
Note that each of these sets contains the “tail” Π[x+1,r] (for some value of x) of the
Dynkin diagram. It turns out that the other simple roots contained in Θ(gR) will not
matter (except for two low-rank cases, that we treat by using exceptional isomorphisms).
The bulk of this subsection is thus devoted to establishing a few inequalities (Propo-
sition 6.1 and Corollary 6.2) satisfied by Π[x+1,r]-codominant null g-standard doubled
Young tableaux. At the end of this subsection, we put the pieces together.
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Table 8: Values of Θ(gR) for all real forms of simple Lie algebras of types Br, Cr and Dr.
The (hopefully transparent) notations Π[x,y] and Πodd are defined in (4.10)
and (4.11).
g gR Parameter range Θ(gR)
Br
r≥1
so(p, 2r + 1− p) 0 ≤ p ≤ r Π[p+1,r]
Cr
r≥1
sp2·(p, r − p) 0 ≤ p ≤
r
2 Πodd ∪Π[2p+1,r]
sp2·r(R) ∅
Dr
r≥3
so(p, 2r − p)
{
0 ≤ p ≤ r
p 6= r − 1
Π[p+1,r]
so(r − 1, r + 1) ∅
so∗(2r) Πodd \ {αr}
Proposition 6.1. Suppose that g is of type Br, Cr or Dr; let T be any g-standard
doubled Young tableau. Let h := #1T be the height of T , and let t := maxi,j
∣∣∣jiT ∣∣∣ be the
largest number such that either t or t appears somewhere in T ; these numbers satisfy
h ≤ t. (6.1)
Moreover, for every integer x satisfying 0 ≤ x ≤ r, we have the following inequalities.
(i) If T is Π[x+1,r]-codominant and null, then we have:
h ≥ 2(t− x). (6.2)
(ii) If moreover the (automatically integer) number 12#T is odd, then necessarily g is
of type Br, t = r, and the inequality (6.2) becomes strict, i.e.
h ≥ 2(r − x) + 1. (6.3)
By rearranging (6.2) as t ≤ h2 + x and combining it with (6.1), we also obtain the
following consequence.
Corollary 6.2. Under the same assumptions on g and x, every Π[x+1,r]-codominant,
null, g-standard doubled Young tableau T has height at most 2x.
The proof of Proposition 6.1 relies on the following lemma; in order to formulate it,
we first need to introduce a notation.
Definition 6.3. Given a Young tableau T and a symbol s, we define the numbers
mincolT (s) := min
{
j
∣∣∣ ∃i, jiT = s}
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and
maxcolT (s) := max
{
j
∣∣∣ ∃i, jiT = s} ,
with the usual conventions min ∅ = +∞ and max ∅ = −∞.
Lemma 6.4. Let g, x and T be as in Proposition 6.1. Then the inequalities
≤ mincolT (s+ 1) (6.4a.s)
mincolT (s)

 ≤ mincolT (s+ 1) (6.4b.s)
≤ mincolT (s) (6.4c.s)
and
maxcolT (s) ≤ (6.5a.s)
maxcolT (s+ 1) ≤

maxcolT (s). (6.5b.s)
maxcolT (s+ 1) ≤ (6.5c.s)
hold for every s such that x < s ≤ r − 1D, where we set
1D :=
{
0 if g = Br or Cr;
1 if g = Dr.
The proof of this lemma relies on the following obvious remark.
Remark 6.5. In a null Θ-codominant g-standard doubled Young tableau T , the following
statements hold for each α ∈ Θ:
(i) the first column of T with a nonzero total α-height has negative total α-height;
(ii) the last column of T with a nonzero total α-height has positive total α-height,
where we define the α-height of a column C as the number 〈ν(C), α∨〉.
Proof of Lemma 6.4. We start by proving the inequalities (6.4.s), for all s within the
given bounds. Assume that T contains at least one of the symbols s, s + 1, s+ 1 or s
(otherwise the inequalities are vacuously true), and let j be the index of the first column
where one of these four symbols occurs. Then the inequalities (6.4.s) are equivalent to
the statement that the j-th column of T contains the symbol s.
We shall prove it by descending induction on s.
• Let us first prove it for s = r − 1D. We distinguish two cases:
– Assume first that g is of type Br or Cr, so that s = r, and αr is equal to
(possibly the double of) er. In particular the symbols r + 1 and r + 1 do not
occur anywhere in T , and we may ignore them. By Remark 6.5.(i) applied
to αr, it then follows that the j-th column of T contains r, as required.
– Assume now that g is of type Dr, so that s = r − 1. Both αr−1 = er−1 − er
and αr = er−1 + er lie in Π[x+1,r]; by applying Remark 6.5.(i) to these two
roots, we respectively obtain that:
50
∗ the j-th column must contain either r − 1 or r;
∗ the j-th column must contain either r − 1 or r.
However the j-th column is strongly standard: it cannot contain r and r
simultaneously. Hence it contains r − 1 as required.
• Now let s be such that x < s < r − 1D, and assume that the three inequalities
(6.4.s + 1) are true. Since s < r − 1D, we have αs = es − es+1; so Remark 6.5.(i)
tells us that the j-th column contains either s+ 1 or s. If it contained s+ 1, then
(6.4c.s + 1) would force it to also contain s+ 1, which is a contradiction; so it has
to contain s as required.
Similarly, the inequalities (6.5.s) are equivalent to the statement that the last column
of T that contains one of the symbols s, s+1, s+ 1 or s must contain the symbol s; and
we can similarly prove them by descending induction on s, using now Remark 6.5.(ii).
We are now ready to prove Proposition 6.1.
Proof of Proposition 6.1. First of all, the inequality (6.1) immediately follows from the
fact that the symbols occurring in the first column of T , which has height h, must have
pairwise distinct absolute values.
(i) Assume now that T is Π[x+1,r]-codominant and null. Clearly (6.2) holds if t ≤ x;
so assume that t > x. We introduce the numbers
∀s = x+ 1, . . . , t,
{
js := mincolT (s);
js := maxcolT (s).
(6.6)
Since T is null, in fact, both t and t must appear somewhere in T . Now we apply
Lemma 6.4: from the inequalities (6.4a.s) for s running from x + 1 to t − 1, it
follows that
jx+1 ≤ · · · ≤ jt−1 ≤ jt < +∞; (6.7)
and from the inequalities (6.5c.s) for s running from x+ 1 to t− 1, it follows that
−∞ < jt ≤ jt−1 ≤ · · · ≤ jx+1. (6.8)
In particular, for each s = x + 1, . . . , t, the value js (resp. js) is finite, i.e. is the
index of an actual column of T that contains the symbol s (resp. s). So let is
(resp. is) denote the (unique) index such that
js
is
T = s (resp. jsisT = s), for every
such s.
We will now establish some inequalities concerning the numbers is: either (6.9)
or (6.10), depending on the order between jt and jt.
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• Assume first that t ≤ r − 1D. Then we have:
jt = mincolT (t)
≤ mincolT (t) by (6.4c.t)
≤ maxcolT (t) since t actually occurs in T
= jt,
so that we can combine (6.7) and (6.8) into
jx+1 ≤ · · · ≤ jt ≤ jt ≤ · · · ≤ jx+1.
Now whenever we have two pairs of indexes (i, j) and (i′, j′) such that j ≤ j′
but j
i
T ≻A
j′
i′
T , we must necessarily have i > i′ (else this would contradict
A-semistandardness of T , which holds by assumption when g is of type Br
or Cr and by Remark 5.17 when g is of type Dr). We conclude that
ix+1 > · · · > it > it > · · · > ix+1 (6.9)
as desired.
• Assume now that t > r − 1D, which means that g is of type Dr and t = r.
If we still have jr ≤ jr, then the same proof works, and (6.9) still holds. So
assume that jr ≤ jr; we then have
jx+1 ≤ · · · ≤ jr−1 ≤ jr ≤ jr ≤ jr−1 ≤ · · · ≤ jx+1
(using now (6.5b.r − 1) and (6.4b.r − 1) in addition to the chains of inequal-
ities (6.7) and (6.8)). We then claim that we have
ix+1 > · · · > ir−1 > ir > ir > ir−1 > · · · > ix+1. (6.10)
Indeed, all of the inequalities except for the middle one once again follow
from the semistandardness of T ; and the inequality ir > ir follows from the
semistandardness of T for the alternative order ′′A, as given in Remark 5.17.
No matter which one of (6.9) or (6.10) is true, we obtain that the integers is are
all distinct. Since there are 2(t− x) of them, and (being row numbers) they all lie
between 1 and h, the inequality (6.2) follows.
(ii) Assume now that additionally 12#T is odd.
• Since T is null, we have # N T = # N T , and (recall Remark 5.29) the width
#1T = 2λ1 of T is even. Hence
1
2
#T = # N T
=
2λ1∑
j=1
#
j
N T
=
λ1∑
j′=1
(
#
2j′−1
N T +#
2j′
N T
)
,
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so this last sum is odd. This means that there exists at least one index, let us
call it j′0, such that
#
2j′0−1
N T 6≡ #
2j′0
N T (mod 2). (6.11)
Now by assumption, we know that the (2j′0 − 1, 2j
′
0)-th pair of columns is
admissible; in particular it satisfies condition (A4) from Proposition 5.21.
Observe that, in the notations of that proposition, we have
# N C =
k∑
i=1
xi
for every strongly standard column C. It follows that the inequality (6.11) can
only happen if g is of type Br and both of the relevant columns have bi = r for
some i, i.e. both of them contain a symbol with absolute value r. In particular
this means that t = r.
• It remains to prove (6.3). If x = r, then we only need to prove that h ≥ 1
i.e. that T is nonempty, which is obviously true (formally we can use (6.11)
to say that h ≥ #2j
′
0
−1T ≥ #
2j′0−1
N T > #
2j′0
N T ≥ 0). So assume that x < r,
which also means that x < t, so that the inequalities (6.7), (6.8) and (6.9)
from part (i) still hold.
We have already observed that both the 2j′0 − 1-th column and the 2j
′
0-th
column contain either r or r; in other terms
jr ≤ 2j
′
0 − 1 < 2j
′
0 ≤ jr.
Now consider the function j 7→ #
j
N T . Since T is a semistandard Young
tableau, this function is nonincreasing; hence we have
#
jr
N T ≥ #
2j′0−1
N T > #
2j′0
N T ≥ #
jr
N T (6.12)
(the middle inequality is strict because of (6.11)). On the other hand, by
construction, we know that jr
ir
T (resp. jr
ir
T ) is equal to r (resp. to r), which,
for the order A, is the last symbol without a bar (resp. the first symbol with
a bar). Hence we have, by column-standardness:

ir = #
jr
N T + 1;
ir = #
jr
N T .
(6.13)
Plugging these identities into (6.12), we obtain
ir > ir − 1 > ir. (6.14)
This allows us to insert an extra step in the middle of the chain of inequali-
ties (6.9) (remember that t = r), and thus to improve (6.2) to (6.3).
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Proof that Ml-inv ⊂MTable for g of types Br≥1, Cr≥1 or Dr≥3. Let λ ∈ Ml-inv ⊂ P ∩
h+. Then by Proposition 2.1 (i), we get that λ ∈ Q. For gR = sp2·r(R) (for any rank r)
and gR = so∗(2r) with r ≥ 4, this is all there is to check.
In the remaining cases, Corollary 5.31 tells us that the doubled Young diagram Ψ(λ)
admits a Θ(gR)-codominant null g-standard filling, with Θ(gR) given in Table 8. To
satisfy Table 1, we need to check the following conditions.
• The condition λ2p+1 = 0, or equivalently #1Ψ(λ) ≤ 2p, for gR = so(p, q), no matter
the parity of p+ q. When q 6= p+ 2, we have Θ(gR) = Π[p+1,r] and this condition
follows from Corollary 6.2. For gR = so(p, p + 2), this condition is tautologically
true, since 2p+ 1 = 2r − 1 > r.
• The condition λ4p+1 = 0, or equivalently #1Ψ(λ) ≤ 4p, for gR = sp2·(p, q) (a real
form of Cp+q). We then have Θ(gR) ⊃ Π[2p+1,r], and similarly this follows from
Corollary 6.2. (Note that for sp2·(1, 1) this condition still holds, but was omitted
from Table 1 since it is trivial.)
• The inequality λ2r−2p+1 > 0, or equivalently #1Ψ(λ) ≥ 2r − 2p + 1, if the sum∑r
i=1 λi =
1
2#Ψ(λ) is odd, for gR = so(p, q) with p + q odd. This is given by
Proposition 6.1 (ii).
• The congruence λ1 ∈ 2Z for gR = sp2·(1, 1). We prove this by noting that this
algebra is isomorphic to so(1, 4), which we have just treated. (It is also fairly easy
to find a direct combinatorial proof for this.)
• The inequality |λ3| ≤ λ1 − λ2 for gR = so∗(6). We prove this by noting that this
algebra is isomorphic to su(1, 3), which we have already treated in Section 4. (A
direct combinatorial proof probably also exists, but seems fairly tedious on first
approach.)
6.2 The inclusion MTable ⊂Ml-inv
In this subsection, we prove that, conversely, all elements λ ∈ MTable satisfy V lλ 6= 0.
We rely for this on Proposition 2.5, that reduces the problem to the basis of the monoid
MTable (which, in contrast to the Ar case, can be easily described). For each λ lying in
this basis, thanks to the work done in Section 5, our goal is to construct a doubled Young
tableau of shape Ψ(λ) satisfying conditions (H1)–(H5) and (H7’) from Corollary 5.33.
We start by presenting (Definition 6.6) nine infinite families of doubled Young tableaux,
and checking their properties (Proposition 6.7). All the required doubled Young tableaux
will then be picked from this pool, sometimes with the symbols all shifted by some
constant x. This “shift” operation will be rigorously defined in Definition 6.8.
Definition 6.6. We introduce the doubled Young tableaux TK and T ′K (of shape 2CK),
TK,L and T ′K,L (of shape 2CK + 2CL), SK,K and S
′
K,K (of shape 4CK) for some values of
the parameters K and L, as given in Figure 9.
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Figure 9: Doubled Young tableaux introduced in Definition 6.6. Here it is understood
that each block of the form
x
y
is filled with consecutive symbols from x to y
in increasing order, so that it has height y − x + 1. Of course we keep this
convention even if y = x − 1, so that
x
x− 1
represents the zero-height block
(and not the block x
x− 1
with height 2). Similarly, each block of the form
y
x
is filled with symbols from y to x in increasing ≺ order, which corresponds to
the decreasing order of their absolute values. (Boxes containing symbols with
bars are shaded for better legibility.) Also note that in these pictures, whenever
two boxes seem to be at the same height, they actually are at the same height,
regardless of the values of k and l.
1 k + 2
2k + 1
k + 1 k + 1
2k + 1
k + 2 1
Fig. 9.1: T2k+1,
for k ≥ 0.
1 k + 1
k 2k
2k k
k + 1 1
Fig. 9.2: T2k,
for k ≥ 1.
1 k
k + 2
k − 1
k + 1 2k
2k k + 1
k − 1
k + 2
k 1
Fig. 9.3: T ′
2k,
for k ≥ 2.
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1 k − l + 1 k + 2 k + 2
k + l + 1 k + l + 1
k + 1 k + 1 k + 1
k + l + 2
k + 1 2k + 1
2k + 1 k + l + 1
k + 2
k − l
k − l + 1 k − l + 1
k + 2 1
Fig. 9.4: T2k+1,2l+1,
for k ≥ l ≥ 0.
1 k − l + 1 k + 3 k + 3
k + l + 1 k + l + 1
k k + 2 k + 2
k + 1 k + 1 k + 1
k + 2 k k
k + l + 2
k + 2 2k + 1
2k + 1 k + l + 1
k + 3
k − l
k − l + 1 k − l + 1
k + 3 1
Fig. 9.5: T ′
2k+1,2l+1,
for k ≥ l > 0.
1 k − l + 1 k + 2 k + 2
k + l + 1 k + l + 1
k + 1 k + 1 k + 1
k + l + 2
2k
k + 1 k + l + 1
2k
k + 2
k − l
k − l + 1 k − l + 1
k + 2 1
Fig. 9.7: T2k,2l+1,
for k > l ≥ 0.
1 k + 1 k + 2 k + 2
k
k + 2 2k + 1
2k + 1 k
k + 3
k + 1 1
Fig. 9.6: T ′
2k+1,1,
for k ≥ 1.
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1 1 k + 1 k + 2
k 2k 2k + 1
k + 1 2k + 1 2k + 1 k + 1
2k + 1 k
2k
k + 2 k + 1 1 1
Fig. 9.8: S2k+1,2k+1,
for k ≥ 1.
1 1 2k − 1 2k + 1
2k + 1 2k
2k 2k − 1
2k − 2 2k − 2
2k − 2 2k − 2
2k − 1 2k
2k 2k + 1
2k + 1 2k − 1 1 1
Fig. 9.9: S ′
2k+1,2k+1,
for k ≥ 2.
Table 10: Properties of the tableaux introduced in Figure 9.
Tableau T T is g-standard for g = . . .
T is α-codominant for
all α except...
T2k+1 B2k+1 ek+1 − ek+2 or ek+1
T2k Br, Cr, Dr for r ≥ 2k ek − ek+1
T ′2k for k 6= 1 Cr, Dr for r ≥ 2k
{
ek−1 − ek;
ek+1 − ek+2
T2k+1,2l+1
Br, Cr, Dr for r ≥ 2k + 1,
except D2k+1 if l = k
{
ek+1 − ek+2 or ek+1 or 2ek+1;
e2 + e3 if k = 1, l = 0
T ′2k+1,2l+1 for l 6= 0
Cr, Dr for r ≥ 2k + 1,
except D2k+1 if l = k
{
ek+2 − ek+3 or 2ek+2;
e4 + e5 if k = 2, l = 1
T ′2k+1,1 for k 6= 0 Cr, Dr for r ≥ 2k + 1


ek − ek+1;
ek+2 − ek+3 or 2ek+2;
e2 + e3;
e4 + e5
T2k,2l+1 B2k ek+1 − ek+2 or ek+1
S2k+1,2k+1 for k 6= 0 D2k+1


ek − ek+1;
ek+1 − ek+2;
e2 + e3
S ′2k+1,2k+1 for k 6= 0, 1 D2k+1
{
e2k−2 − e2k−1;
e2k − e2k+1 and e2k + e2k+1
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Proposition 6.7. Let T be any Young tableau from this list, and let g be any of the Lie
algebras listed in the second column of Table 10. Then T is a g-standard doubled Young
tableau, is null, and is α-codominant for all simple roots α of g that do not belong to the
list given in the third column of Table 10.
Beware that the value of r is now allowed to vary, while the tableaux are fixed.
Proof. Observe that all of these tableaux T happen to satisfy the following condition:
(*) Each column of T is filled with symbols with consecutive absolute values, i.e. k = 1
in the notations of Proposition 5.21.
Also recall (Definition 5.23) that g-standardness involves the three conditions (H1) (strong
semistandardness of columns), (H2) (that the columns form a gY -nondecreasing se-
quence) and (H3) (that some pairs of consecutive columns are admissible).
• Strong semistandardness of columns (H1), and the fact that these tableaux are all
null, are completely straightforward to check.
• Condition (H2) can be seen as encompassing two properties. First of all, we can
check that these tableaux are all A-semistandard. This is fairly tedious, but
straightforward.
• When g = Br or Cr, this is all; but when g = Dr, condition (H2) also involves
the parity condition (5.10). Given the property (*), this parity condition can be
rephrased as follows: whenever we have, for some j,
b1
(
jT
)
= b1
(
j+1T
)
= r, (6.15)
(where b1, as per the notations of Proposition 5.21, stands for the largest absolute
value of a symbol in the column), we need to have
#
j
N T ≡ #
j+1
N T (mod 2). (6.16)
We observe moreover that b1 never exceeds the height of the column, which is at
most K (i.e. 2k or 2k + 1); so the parity condition is vacuously true for r > K.
When r = K, the prerequisite (6.15) is satisfied:
– For the first two columns only in the tableaux T2k, T ′2k and T
′
2k+1,1, and for all
columns in the tableaux S2k+1,2k+1 and S ′2k+1,2k+1. Condition (6.16) is then
easily checked.
– For the first two columns only in the tableaux T2k+1,2l+1 and T ′2k+1,2l+1, as long
as k > l (and condition (6.16) is then easily checked). However when k = l,
the prerequisite (6.15) becomes satisfied also for the last two columns; but
condition (6.16) fails between the 2nd and the 3rd column. This is the reason
why we have to explicitly exclude these cases (and introduce the tableaux S
and S ′ to replace them).
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• Condition (H3) reduces, by Proposition 5.21, to checking the four properties (A1)
through (A4) for the first and last pair of columns. In fact, condition (A1) is
already part of (H2); condition (A2) is immediate by inspection; as for conditions
(A3) and (A4), they become immediate by inspection once we take into account
property (*).
• Finally, verification of α-codominance for all α except the listed exceptional values
is very tedious, but straightforward.
Definition 6.8. Given a doubled Young tableau T and an integer x ≥ 0, we define
the shifted tableau x+ T to be the tableau with the same shape, with every symbol s
replaced by s+ x and every symbol s replaced by s+ x. Thus, formally, it is given by:
∀i, j,


∣∣∣∣∣
j
x+
i
T
∣∣∣∣∣ := x+
∣∣∣jiT ∣∣∣ ;
sgn
(
j
x+
i
T
)
:= sgn
(
j
i
T
)
.
The following statement is then obvious:
Lemma 6.9. Keeping the same setup, let us also fix some integer r; and let g = Br
(resp. Cr, Dr) and g′ = Br+x (resp. Cr+x, Dr+x). For all s within the appropriate
bounds, we denote by αs (resp. α′s) the s-th simple root of g (resp. of g
′) in the usual
Bourbaki ordering. Then:
(i) x+ T is g′-standard if and only if T is g-standard.
(ii) x+ T is null if and only if T is null.
(iii) For s < x, x+ T is always α′s-codominant.
(iv) For s = x, x+ T is always α′x-codominant, as soon as T is semistandard for the
A order.
(v) For s > x, x+ T is α′s-codominant if and only if T is αs−x-codominant.
Proof that MTable ⊂Ml-inv for g of types Br≥1, Cr≥1 or Dr≥3. By Proposition 2.5, it suf-
fices to prove that, for every λ lying in the basis of the monoid MTable, we have V lλ 6= 0.
By Corollary 5.33, it suffices to find, for every such λ, a (Θ ∪ σΘ)-codominant null
g-standard filling of the doubled Young diagram Ψ(λ).
For most values of gR, this is done in Table 11. First of all, it is straightforward to
verify that, for each of the gR mentioned in that table, the image of the basis of the
monoid MTable by the map Ψ is as listed in the second and third column. (Recall from
Definition 4.20 that Ci denotes the Young diagram comprising a single column of height i:
thus we have, for every i,
2Ci = Ψ(c
±
i ),
where c±i is as defined in (5.13)).
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Table 11: Images by Ψ of the primitive elements of MTable for most real Lie algebras of
types Br, Cr and Dr, and their (Θ ∪ σΘ)-codominant null g-standard fillings.
The symbol "△" stands for symmetric difference.
gR Ψ(λ) Parameter range Subrange T Syndrome
so
(p
,2
r
+
1
−
p
)
0
≤
p
≤
r
Θ
=
Π
[p
+
1
,r
],
σ
=
Id 2C2k
{
1 ≤ k ≤ p
2k ≤ r
T2k αk
2(C2k+1 + C2l+1)
{
0 ≤ l ≤ k < p
2k + 1 ≤ r
T2k+1,2l+1 αk+1
2C2k+1 r − p ≤ k ≤
r−1
2
r − 2k − 1+ T2k+1 αr−k
2(C2k + C2l+1) 0 ≤ l < r − p < k ≤
r
2
r − 2k+ T2k,2l+1 αr−k+1
sp
2
·(
p
,r
−
p
)
r
≥
3
,
0
≤
p
≤
r 2
Θ
=
Π
o
d
d
∪
Π
[2
p
+
1
,r
],
σ
=
Id
2C2k
{
1 ≤ k ≤ 2p
2k ≤ r
k even T2k αk
k > 1 odd T ′2k αk−1, αk+1
k = 1 1+ T2 α2
2(C2k+1 + C2l+1)
{
0 ≤ l ≤ k < 2p
2k + 1 ≤ r
k odd T2k+1,2l+1 αk+1
k even, l > 0 T ′2k+1,2l+1 αk+2
k > 0 even, l = 0 T ′2k+1,1 αk, αk+2
k = l = 0 1+ T1,1 α2
so
(p
,2
r
−
p
)
r
≥
3
,
0
≤
p
≤
r
Θ
=
σ
Θ
⊂
Π
[p
+
1
,r
]
2C2k
{
1 ≤ k ≤ p
2k ≤ r
T2k αk
2(C2k+1 + C2l+1)
{
0 ≤ l ≤ k < p
2k + 1 ≤ r
2l + 1 < r T2k+1,2l+1
{
αk+1
αr for T3,1 if r = 3
2l + 1 = 2k + 1 = r S2k+1,2k+1
{
αk, αk+1
αr if r= 3
so
∗
(2
r)
r
≥
4
Θ
∪
σ
Θ
=
Π
o
d
d
△
{α
r
} 2C2k 1 ≤ k ≤
r
2
k even T2k αk
k > 1 odd T ′2k αk−1, αk+1
k = 1 1+ T2 α2
2(C2k+1 + C2l+1) 0 ≤ l ≤ k ≤
r−1
2
k odd, 2l + 1 < r T2k+1,2l+1 αk+1
k > 0 even, 1 < 2l + 1 < r T ′2k+1,2l+1
{
αk+2
αr for T ′5,3 if r = 5
k > 0 even, l = 0 T ′2k+1,1
{
αk, αk+2
αr for T ′5,1 if r = 5
k = l = 0 1+ T1,1 α2
2l + 1 = 2k + 1 = r S ′2k+1,2k+1 α2k−2, α2k, α2k+1
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Moreover, for every such diagram Ψ(λ), we deduce as a particular case of Proposi-
tion 6.6, possibly using Lemma 6.9 when a shift is involved, that its filling T listed in
the fifth column has the following properties.
• T is null and g-standard. This can be checked by a simple lookup in Table 10, and
applying a shift as needed.
• The set of simple roots α ∈ Π(g) for which T is not codominant — let us call it the
syndrome of T — is as listed in the sixth column. Indeed the syndrome is obtained
by taking the list given in the third column of Table 10, shifting it if needed, and
intersecting it with Π(g).
• This syndrome is disjoint from (Θ ∪ σΘ), whose value we have reminded in the
first column. This usually easily follows from the inequalities and parity conditions
on k. It is maybe worth explaining why the root αr = α3, which sometimes occurs
in the syndrome of T when gR = so(p, q) with p + q = 6, never lies in Θ ∪ σΘ.
Indeed this happens only when T has height 2k + 1 = 3; since we always have
k < p, this means that p = 2 or 3. But in both cases, we actually have Θ = ∅ (in
other terms gR is quasi-split).
It remains to take care of the remaining values of gR. Specifically:
• The algebras gR = sp2·(p, r − p) with 1 ≤ r ≤ 2. There are only three of them.
For the compact real forms sp2·(1) and sp2·(2), we have MTable = {0} and the
statement is trivial.
For sp2·(1, 1), we have Θ = {α1} (and σ is by convention the identity), and we
easily check that the basis of MTable maps by Ψ to {4C1, 4C2}. The respective
fillings 2 2 2 2 (also known as 1+ T1,1) and
1 1 2 2
2 2 1 1
of these two diagrams are
then both g-standard, null, and have syndrome {α2}. (Alternatively, we may of
course simply invoke the exceptional isomoprhism sp2·(1, 1) ≃ so(1, 4), like we did
in the previous section.)
• The algebras sp2·r(R) are split, so we conclude by Proposition 2.1 (ii). (Alterna-
tively, we can of course use the same doubled Young tableaux as for sp2·(p, r − p)
for any p ≥ r4 .)
• For gR = so∗(6), we have Θ = σΘ = {α1}, and we easily check that the basis of
MTable maps by Ψ to {4C1, 2C2, 2C3 + 2C1}. In fact this almost follows the general
pattern for so∗(2r) with r ≥ 4, with only 4C3 missing (which corresponds to the last
line in Table 11). The respective fillings 1+ T1,1, 1+ T2 and T3,1 of these tableaux
are then g-standard, null, and have respective syndromes {α2}, {α2} and {α2, α3},
all disjoint from Θ and from σΘ. (Alternatively, we may of course simply invoke the
exceptional isomorphism so∗(6) ≃ su(1, 3), like we did in the previous section.)
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