We consider the clustering problem in a case where the distances of elements are metric and both the number of attributes and the number of the clusters are large. Genetic algorithm approach gives in this environment high quality clusterings at the cost of long running time. Three new efficient crossover techniques are introduced. The hybridization of genetic algorithm and k-means algorithm is discussed.
Introduction
Clustering is a combinatorial problem where the aim is to partition a given set of data objects into a certain number of clusters [1, 2] . In this paper we concentrate on large scale data where the number of data objects (N), the number of constructed clusters (M), and the number of attributes (K) are relatively high. Standard clustering algorithms work well for very small data sets but often perform much worse when applied to large scale clustering problems. On the other hand, it is expected that a method that works well for large scale data would also work well for problems of smaller scale.
Clustering includes the following three subproblems: (1) the selection of the cost function, (2) the decision of the number of classes used in the clustering, and (3) the choice of the clustering algorithm. We consider only the last subproblem and assume that the number of classes (clusters) is fixed beforehand. In some application (such as vector quantization [3] ) the question is merely about resource allocation, i.e. how many classes can be afforded. The data set itself may not contain clearly separate clusters but the aim is to partition the data into a given amount of clusters so that the cost function is minimized.
Many of the clustering algorithms can be generalized to the case where the number of classes must also be solved. For example, the clustering algorithm can be repeatedly applied for the data using all reasonable number of clusters. The clustering best fitting the data is then chosen according to any suitable criterion. The decision is typically made by the researcher of the application area but analytical methods have also been considered. For example, by minimizing the stochastic complexity [4] one can determine the clustering for which the entropy of the intracluster diversity and the clustering structure is minimal.
Due to the high number of data objects we use a metric distance function instead of a distance matrix to approximate the distances between the objects. The attributes of the objects are assumed to be numerical and of the same scale. The objects can thus be considered as points in a K-dimensional Euclidean space. The aim of the clustering in the present work is to minimize the intracluster diversity (distortion).
Optimization methods are applicable to the clustering problem [5] . A common property of these methods is that they consider several possible solutions and generate a new solution (or a set of solutions) at each step on the basis of the current one.
In a genetic algorithm (GA) [6] we use a model of the natural selection in real life. The idea is the following. An initial population of solutions called individuals is (randomly) generated. The algorithm creates new generations of the population by genetic operations, such as reproduction, crossover and mutation. The next generation consists of the possible survivors (i.e. the best individuals of the previous generation) and of the new individuals obtained from the previous population by the genetic operations.
Genetic algorithms have been considered previously for the clustering problem in vector quantization by Delport and Koschorreck [7] , and by Pan, McInnes and Jack [8] . Vector quantization was applied to DCT-transformed images in [7] , and to speech coding in [8] . Scheunders [9] studied genetic algorithms for the scalar quantization of gray-scale images, Murthy and Chowdhury [10] for the general clustering problem. These studies concentrate on special applications [7, 8, 9] , or the algorithms have been applied to very small scale data sets [10] only, and there is no guarantee that the methods work for large scale problems in different application domain. In addition, the parameters of the proposed methods should be studied in more detail.
In this paper we present a systematic study on genetic algorithms for the clustering problem. In the design of the algorithms, the key questions are:
The efficiency of the GA is highly dependent on the coding of the individuals. In our case a natural representation of a solution is a pair (partitioning table, cluster centroids). The partitioning table describes for each data object the index of the cluster where it belongs. The cluster centroids are representative objects of the clusters and their attributes are found by averaging the corresponding attributes among the objects in the particular cluster.
Three methods for selecting individuals for crossover are considered: a probabilitybased method and two elitist variants. In the first one, a candidate solution is chosen to crossover with a probability that is a function of its distortion. In the latter two variants only the best solutions are accepted while the rest are dropped.
For the crossover phase, we discuss several problem oriented methods. These include two previously reported (random crossover [7, 10] and centroid distance [8, 9] ) and three new techniques (pairwise crossover, largest partitions and pairwise nearest neighbor). It turns out that, due to the nature of the data, none of the studied methods is efficient when used alone but the resulting solutions must be improved by applying few steps of the conventional k-means clustering algorithm [11] . In this hybrid method, new solutions are first created by crossover and then fine-tuned by the k-means algorithm. In fact, all previously reported GA methods [7] [8] [9] [10] include the use of k-means in a form or another.
The rest of the paper is organized as follows. In Section 2 we discuss the clustering problem, the applications and data sets of the problem area. Essential features of the GA-solution are outlined in Section 3. Results of the experiments are reported in Section 4. A comparison to other clustering algorithms is made. Finally, conclusions are drawn in Section 5.
Clustering problem and applications
Let us consider the following six data sets: Bridge, Bridge-2, Miss America, House, Lates mariae, and SS2, see Fig. 1 . Due to our vector quantization and image compression background, the first four data sets originate from this context. We consider these data sets merely as test cases of the clustering problem.
In vector quantization, the aim is to map the input data objects (vectors) into a representative subset of the vectors, called codevectors. This subset is referred as a codebook and it can be constructed using any clustering algorithm. In data compression applications, reduction in storage space is achieved by storing the index of the nearest codevector instead of each original data vector. More details on the vector quantization and image compression applications can be found in [3, 12, 13] .
Bridge consists of 4´4 spatial pixel blocks sampled from the gray-scale image (8 bits per pixel). Each pixel corresponds to a single attribute having a value in the range [0, 255] . The data set is very sparse and no clear cluster boundaries can be found. Bridge-2 has the blocks of Bridge after a BTC-like quantization into two values according to the average pixel value of the block [14] . The attributes of this data set are binary values (0/1) which makes it an important special case for the clustering. According to our experiments, most of the existing methods do not apply very well for this kind of data.
The third data set (Miss America) has been obtained by subtracting two subsequent image frames of the original video image sequence, and then constructing 4´4 spatial pixel blocks from the residuals. Only the first two frames have been used. The application of this kind of data is found in video image compression [15] . The data set is similar to the first set except that the data objects are presumably more clustered due to the motion compensation (subtraction of subsequent frames).
The fourth data set (House) consists of the RGB color tuples from the corresponding color image. This data could be applied for palette generation in color image quantization [16, 17] . The data objects have only three attributes (red, green and blue color values) but there are a high number of samples (65536). The data space consists of a sparse collection of data objects spread into a wide area, but there are also some clearly isolated and more compact clusters.
The fifth data set (Lates mariae) records 215 data samples from pelagic fishes on Lake Tanganyika. The data originates from a research of biology, where the occurrence of 52 different DNA fragments were tested from each fish sample (using RAPD analysis) and a binary decision was obtained whether the fragment was present or absent. This data has applications in studies of genetic variations among the species [18] . From the clustering point of view the set is an example of data with binary attributes. Due to only a moderate number of samples (215), the data set is an easy case for the clustering, compared to the first four sets.
The sixth data set is the standard clustering test problem SS2 of [2] , pp. 103-104. The data sets contain 89 postal zones in Bavaria (Germany) and their attributes are the number of self-employed people, civil servants, clerks and manual workers in these areas. The dimensions of this set are rather small in comparison to the other sets. However, it is a commonly used data set and serves here as an example of a typical small scale clustering problem.
The data sets and their properties are summarized in Table 1 . In the experiments made here, we will fix the number of clusters to 256 for the image data sets, 8 for the DNA data set, and 7 for the SS2 data set.
Lates mariae (52´215) Figure 1 . Sources for the first five data sets. In the clustering problem we are given a set
, for and
Here C i stands for the number of objects in C and the summation is over the objects X which belong to the cluster C .
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Assuming that the data objects are points of an Euclidean space, the distance between two objects X i ( ) and X j ( ) can be defined by:
where and stand for the k'th attribute of the objects. Let be a mapping which gives the closest centroid in solution P for a sample
The problem is to determine a clustering for which .
When we use (1) as the distance measure we assume that the attributes in the data set are numerical and have the same scale. This is the case for our first five data sets, but we note that it does not hold for the sixth set. In this case the attributes are scaled in order to have similar value ranges. Formula (2) measures the distortion of a solution by the mean square distance of the data objects and their cluster centroids. Again, this is only one of possible distortion measures.
Genetic algorithm
The general structure of GA is shown in Fig. 2 . Each individual of the population stands for a clustering of the data. An individual is initially created by selecting M random data objects as cluster representatives and by mapping all the other data objects to their nearest representative, according to (1) . In each iteration, a predefined number (S B ) of best solutions will survive to the next generation. The rest of the population is replaced by new solutions generated in the crossover phase. We will discuss the different design alternatives of the algorithm in the following subsections. 
Representation of a solution
A solution to the clustering problem can be expressed by the pair (partitioning table, cluster centroids). These two depend on each other so that if one of them has been given, the optimal choice of the other one can be uniquely constructed. This is formalized in the following two optimality conditions [3] :
· Nearest neighbor condition: For a given set of cluster centroids, any data object can be optimally classified by assigning it to the cluster whose centroid is closest to the data object in respect to the distance function.
· Centroid condition: For a given partition, the optimal cluster representative, that is the one minimizing the distortion, is the centroid of the cluster members.
It is therefore sufficient to determine only the partitioning or the cluster centroids to define a solution. This implies two alternative approaches to the clustering problem:
In the centroid-based variant, the sets of centroids are the individuals of the population, and they are the objects of genetic operations. Each solution is represented by an M-length array of K-dimensional vectors (see Fig. 3 ). The elementary unit is therefore a single centroid. This is a natural way to describe the problem in the context of vector quantization. In this context the set of centroids stands for a codebook of the application and the partitions are of secondary importance. The partitioning table, however, is needed when evaluating the distortion values of the solutions and it is calculated using the nearest neighbor condition.
In the partitioning-based variant the partitionings are the individuals of the population. Each partitioning is expressed as an array of N integers from the range [1. .M] defining cluster membership of each data object. The elementary unit (gene) is a single membership value. The centroids are calculated using the centroid condition. The partitioning-based variant is commonly used in the traditional clustering algorithms because the aim is to cluster the data with no regard to the representatives of the clusters.
Two methods reported in the literature apply the centroid-based approach [8, 9] and the other two methods apply the partitioning-based approach [7, 10] . From the genetic algorithm's point of view, the difference between the two variants lies in the realization of the crossover and mutation phases. The problem of the partitioning-based representation is that the clusters become non-convex (in the sense that objects from different parts of the data space may belong to the same cluster) if a simple random crossover method is applied, as proposed in [7, 10] . The convexity of the solutions can be restored by applying the k-means algorithm (see Section 3.5), but then the resulting cluster centroids tend to move towards to the centroid of the data set. This moves the solutions systematically to the same direction, which slows down the search. It is therefore more effective to operate with the cluster centroids than with the partitioning table. Furthermore, all practical experiments have indicated that the PB-variant is inferior to the CB-variant. We will therefore limit our discussion to the CB-variant in the rest of the paper. 
Selection methods
Selection method defines the way a new generation is constructed from the current one. It consists of the following three parts:
· Determining the S B survivors. · Selecting the crossing set of S C solutions. · Selecting the pairs for crossover from the crossing set.
We study the following selection methods:
The first method is a probability based variant. In this variant, only the best solution survives (S B =1) and the crossing set consists of all the solutions (S C =S). For the crossover, S-1 random pairs are chosen by the roulette wheel selection. The weighting function [7] for solution P is
and the probability that the ith solution is selected to crossover is p w
where P j , j S = 1K , are the solutions of the current population.
In the first elitist variant S B best individuals survive. They also compose the crossover set, i.e. S C =S B . All the solutions in the crossover set are crossed with each other so that the crossover phase produces S C ×(S C -1)/2 new solutions. The population size is thus S = S C ×(S C +1)/2. Here we use S C =9 resulting in the population size of S=45.
In the second elitist variant only the best solution survives (S B =1). Except for the number of the survivors, the algorithm is the same as the first variant; the S C best solutions are crossed with each other giving a population size of S = 1 + S C ×(S C -1)/2. Here we use S C =10 which gives a population size of S=46. Note that we can select the desired population size by dropping out a proper number of solutions.
Crossover algorithms
The object of the crossover operation is to create a new (and hopefully better) solution from the two selected parent solutions (denoted here by A and B). In the CB-variants the cluster centroids are the elementary units of the individuals. The crossover can thus be considered as the process of selecting M cluster centroids from the two parent solutions. Next we recall two existing crossover methods (random crossover, centroid distance) and introduce three new methods (pairwise crossover, largest partitions, pairwise nearest neighbor).
Random crossover:
Random multipoint crossover is performed by picking M/2 randomly chosen cluster centroids from each of the two parents in turn. Duplicate centroids are rejected and replaced by repeated picks. This is an extremely simple and quite efficient method, because there is (in the unsorted case) no correlation between neighboring genes to be taken advantage of. The method works in a similar way to the random single point crossover methods of the PB-based variants [7, 10] but it avoids the non-convexity problem of the PB approach.
Centroid distance [8, 9]:
If the clusters are sorted by some criterion, single point crossover may be advantageous. In [8] , the clusters were sorted according to their distances from the centroid of the entire data set. In a sense, the clusters are divided into two subsets. The first subset (central clusters) consists of the clusters that are close to the centroid of the data set, and the second subset (remote clusters) consists of the clusters that are far from the data set centroid. A new solution is created by taking the central clusters from solution A and the remote clusters from solution B. Note that only the cluster centroids are taken, the data objects are partitioned using the nearest neighbor condition. The changeover point can be anything between 1 and M; we use the halfpoint (M/2) in our implementation. A simplified version of the same idea was considered in [9] for scalar quantization of images (K=1).
Pairwise crossover:
It is desired that the new individual should inherit different genes from the two parents. The sorting of the clusters by the centroid distance is an attempt of this kind but the idea can be developed even further. The clusters between the two solutions can be paired by searching the "nearest" cluster (in the solution B) for every cluster in the solution A. Crossover is then performed by taking one cluster centroid (by random choice) from each pair of clusters. In this way we try to avoid selecting similar cluster centroids from both parent solutions. The pairing is done in a greedy manner by taking for each cluster in A the nearest available cluster in B. A cluster that has been paired cannot be chosen again, thus the last cluster in A is paired with the only one left in B. This algorithm does not give the optimal pairing (2-assignment) but it is a reasonably good heuristic for the crossover purpose.
Largest partitions:
In the largest partitions algorithm the M cluster centroids are picked by a greedy heuristic based on the assumption that the larger clusters are more important than the smaller ones. This is a reasonable heuristic rule since our aim is to minimize the intracluster diversity. The cluster centroids should thus be assigned to a large concentration of data objects.
Each cluster in the solutions A and B is assigned with a number, cluster size, indicating how many data objects belong to it. In each phase, we pick the centroid of the largest cluster. Assume that cluster i was chosen from A. The cluster centroid C i is removed from A to avoid its reselection. For the same reason we update the cluster sizes of B by removing the effect of those data objects in B that were assigned to the chosen cluster i in A.
Pairwise nearest neighbor:
An alternative strategy is to consider the crossover phase as a special case of the clustering problem. In fact, if we combine the cluster centroids A and B, their union can be treated as a data set of 2M data objects. Now our aim is to generate M clusters from this data set. This can be done by any existing clustering algorithm. Here we consider the use of pairwise nearest neighbor (PNN) [19] . It is a variant of the so-called agglomerative nesting algorithm and was originally proposed for vector quantization.
The PNN algorithm starts by initializing a clustering of size 2M where each data object is considered as its own cluster. Two clusters are combined at each step of the algorithm. The clusters to be combined are the ones that increase the value of the distortion function least. This step is iterated M times, after which the number of the clusters has decreased to M.
Mutations
Each cluster centroid is replaced by a randomly chosen data object with a probability p. This operation is performed before the partitioning phase. We fix this probability to p = 0.01, which has given good results in our experiments.
Fine-tuning by the k-means algorithm
One can try to improve the algorithm by applying a few steps of the k-means algorithm for each new solution [3, 11] . The crossover operation first generates a rough estimate of the solution which is then fine-tuned by the k-means algorithm. This modification allows faster convergence of the solution than pure genetic algorithm.
Our implementation of the k-means algorithm is the following. The initial solution is iteratively modified by applying the two optimality conditions (of Section 3.1) in turn. In the first stage the centroids are fixed and the clusters are recalculated using the nearest neighbor condition. In the second stage the clusters are fixed and new centroids are calculated. The optimality conditions guarantee that the new solution is always at least as good as the original one.
Test results
The performance of the genetic algorithm is illustrated in Fig. 4 as a function of the number of generations for Bridge and Bridge-2. The inclusion of the k-means algorithm is essential; even the worst candidate in each generation is better than any of the candidates without k-means. The drawback of the hybridization is that the running time considerably grows as the number of k-means steps increases. Fortunately, it is not necessary to perform the k-means algorithm to its convergence but only a couple of steps (two in the present work) suffice. The results are similar for the other data sets not shown in Fig. 4. The performance of the different crossover methods is illustrated in Fig. 5 as a function of the number of generations. The pairwise crossover and the PNN method outperform the centroid distance and random crossover methods. Of the tested methods the PNN algorithm is the best choice. It gives the best clustering with the fewest number of iterations. Only for binary data, the pairwise crossover method obtains slightly better results in the long run.
The performance of the different selection and crossover methods is summarized in Table 2 . The selection method seems to have a smaller effect on the overall performance. In most cases the elitist variants are better than the roulette wheel selection. However, for the best crossover method (PNN algorithm) the roulette wheel selection is a slightly better choice.
The above observations demonstrate two important properties of genetic algorithms for large scale clustering problems. A successful implementation of GA should direct the search efficiently but it should also retain enough genetic variation in the population. The first property is clearly more important because all ideas based on it (inclusion of k-means, PNN crossover, elitist selection) gave good results. Their combination, however, reduces the genetic variation so that the algorithm converges too quickly. Thus, the best results were reached only for the binary data sets. In the best variant, we therefore use the roulette wheel selection to compensate the loss of the genetic variation.
Among the other parameters, the amount of mutations had only a small effect on the performance. Another interesting but less important question is whether extra computing resources should be used to increase the generation size or the number of iteration rounds. Additional tests have shown that the number of iteration rounds has a slight edge over the generation size but the difference is small and the quality of the best clustering depends mainly on the total number of candidate solutions tested.
The best variant of GA is next compared to other existing clustering algorithms. Simulated annealing algorithm (SA) is implemented here as proposed in [20] . The method is basically the same as the k-means algorithm but random noise is added to the cluster centroids after each step. A logarithmic temperature schedule decreases the temperature by 1 % after each iteration step.
The results for k-means, PNN, SA and GA are summarized in Table 3 . We observe that GA clearly outperforms the other algorithms used in comparison. SA can match the GA results only for the two smallest test sets, and if the method is repeated several times, as shown in Table 4 . The statistics show also that GA is relatively independent on the initialization whereas the results of k-means have much higher variation. According to the Student's t-test (independent samples with no assumptions on the equality of the variances) the difference between the GA results and the k-means/SA results are significant (with risk of wrong decision p<0.05) except for SA and GA results for Bridge.
It was proposed in [10] that the initial population would be constructed as the output of S independent runs of the k-means algorithm. However, this approach had in our tests no benefits compared to the present approach where k-means is applied in each generation. Only moderate improvement is achieved if k-means was applied to the initial population only. Furthermore, if k-means iterations are already integrated in each iteration, random initialization can be used as well. For a more detailed discussion of various hybridizations of GA and k-means, see [21] .
The drawback of GA is its high running time. For Bridge the running times (min:sec) of the algorithms (k-means, SA, PNN, GA) were 0:38, 13:03, 67:00 and 880:00 respectively. Higher quality clusterings are thus obtained at the cost of larger running time. Table 3 . Performance comparison of various algorithms. In GA, the roulette wheel selection method and the PNN crossover with two steps of the k-means algorithm were applied. The k-means and SA results are averages from 100 test runs; GA results from 5 test runs. Table 4 . Statistics (min, max, and standard deviation) of the test runs, see Table 3 for parameter settings. 
Conclusions
GA solutions for large scale clustering problems were studied. The implementation of a GA-based clustering algorithm is quite simple and straightforward. However, problem specific modifications were needed because of the nature of the data. New candidate solutions are created in the crossover but they are too arbitrary to give a reasonable solution to the problem. Thus, the candidate solutions must be fine-tuned by a small number of steps of the k-means algorithm.
The main parameters of GA for the clustering problems studied here are the inclusion of k-means steps, and the crossover technique. The mutation probability and the choice of selection method seem to be of minor importance. The centroid-based representation for the solution was applied. The results were promising for this configuration of GA. The results of GA (when measured by the intracluster diversity) were better than those of k-means and PNN. For non-binary data sets SA gave competitive results to GA with less computing efforts, but for binary data sets GA is still superior. The major drawback of GA is the high running time, which may in some cases prohibit the use of the algorithm.
