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COMPARISON OF f-VECTORS OF RANDOM POLYTOPES TO THE
GAUSSIAN DISTRIBUTION
SANG DU AND MARK SYVUK
Abstract. Choose n random, independent points in Rd according to a fixed distribution.
The convex hull of these points is a random polytope. In some cases, central limit theorems
have been proven for the components of f -vectors of random polytopes constructed in this
and similar ways. In this paper, we provide numerical evidence that the components of
the f -vectors of random polytopes generated according to five different distributions are
approximately jointly Gaussian for large n.
1. Introduction
Phenomena in high dimensions have been the subject of many studies. In particular, one
may be interested in studying higher dimensional geometric objects called polytopes. A
polytope P ∈ Rd is a bounded subset of Rd formed by taking the intersection of finitely many
halfspaces. The f -vector of a polytope P is a vector f = (f0, f1..., fd−1) such that fi is the
number of i-dimensional faces of P . In particular, f0 is the number of vertices of P and fd−1
is the number of (d− 1)-dimensional faces, known as facets.
There are some known results on the distribution of the f -vector of types of random
polytopes. Previous work has found that individual components of the f -vectors are ap-
proximately Gaussian when the polytopes are generated according to various distributions.
In particular, Ba´ra´ny and Vu [3] proved that if a polytope is taken as the convex hull of
independent and identically distributed (i.i.d.) points according to the standard Gaussian
distribution, then the volume and individual components of the f -vector of that polytope
satisfy a central limit theorem; that is, converge to a Gaussian distribution as the number
of i.i.d. random points tends to infinity. Ba´ra´ny and Reitzner [2] proved central limit theo-
rems for the volume and components of the f -vector of a so-called Poisson random polytope;
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that is, the convex hull of the intersection of an arbitrary volume 1 convex body K with a
Poisson process χ. Following earlier work of Reitzner [4], Vu [5] proved that the volume and
components of the f -vector of a random polytope drawn from points inside a smooth convex
set also satisfy central limit theorems.
In this paper, we consider the joint distributions of the f -vectors of random polytopes.
The method used in this paper for constructing a random polytope is taking the convex hull
of a set of i.i.d. random points generated from a fixed distribution. Our conjecture is the
following:
1.1. Conjecture. Let N be a positive integer. Let XN = {X1, ..., Xn} be a collection of
random points Xi ∈ R
d, which are independent and identically distributed according to a
fixed distribution. Letting PN ∈ R
d be the convex hull of XN , under mild assumptions on the
distribution of the Xi, the joint distribution of the f -vector satisifes a central limit theorem.
1.2. Results. In the five underlying distributions of the random points considered, numer-
ical evidence supports the conjecture. The metric used to compare the closeness of the
distribution of the f -vectors with the Gaussian distribution is based on the Kolmogorov dis-
tance, DK . For now one may think of DK as a tool that measures the distance between two
distributions and that 0 ≤ DK ≤ 1. If DK is a small value then the two distributions are con-
sidered to be close to each other. The values of DK presented in the table are for comparison
to the appropriate Gaussian distribution; details are discussed in section 3. Here, d is the di-
mension, n is the number of random points, and N is the sample size or number of f -vectors.
Table 1. Uniform Distribution in Cube
d n N DK
5 64000 25000 0.008995
6 64000 25000 0.007590
7 8000 25000 0.007133
8 1000 3125 0.02613
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Table 2. Uniform Distribution in ℓ1 Ball
d n N DK
5 64000 25000 0.009971
6 64000 25000 0.01075
7 4000 25000 0.01113
8 1000 2000 0.03003
Table 3. Uniform Distribution in ℓ2 Ball
d n N DK
5 64000 25000 0.008495
6 64000 25000 0.007873
7 2000 25000 0.01182
8 1000 940 0.04573
Table 4. Standard Gaussian Distribution
d n N DK
5 64000 25000 0.01197
6 64000 25000 0.01125
7 64000 25000 0.009252
8 32000 1000 0.01530
Table 5. Uniform Distribution in Hemisphere
d n N DK
5 64000 25000 0.006166
6 4000 25000 0.008827
7 500 12500 0.02883
Since DK is a metric that takes on values in the interval [0,1], a value with order of magnitude
10−3 as the Kolmogorov distance should be considered a rather small value.
Figure 1 contains histograms of individual components of 64,000 f -vectors computed from
the convex hull of 25,000 i.i.d. random points uniformly distributed in the 5-dimensional
cube. After standardizing the f -vectors to have sample mean zero and identity sample
covariance, the resulting data lie in R2. As further illustration, the 2-dimensional data of the
standardized f -vector is plotted in R3.
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Figure 1. Histograms of components of f -vectors in R5. Data came from
25,000 f -vectors computed from random polytopes generated by 64,000 i.i.d.
uniformly distributed points in the 5-dimensional cube.
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Figure 2. Standardized f -vectors in R5. Data came from 25,000 f -vectors
computed from random polytopes generated by 64,000 i.i.d. uniformly dis-
tributed points in the 5-dimensional cube.
2. Background
It was mentioned in the introduction that one way to construct a random polytope is
to take the convex hull of random points. One way to generate random points is to let
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{Xi}
n
i=1 be a collection of points generated independently according to a fixed distribution.
Five distributions used to generate random points were considered and the random polytope
studied was the convex hull of the {Xi}
n
i=1. The underlying distributions considered are the
following:
(1) Uniform in the Cube. DefineBd∞ := {x ∈ R
d : ||x||∞ ≤ 1} where ||x||∞ := max
1≤i≤d
|xi|. A
random point X ∈ Bd∞ is constructed by picking each component of X independently
according to the uniform distribution in the interval [0,1]. The resulting random point
X is uniformly distributed in Bd∞.
(2) Uniform in the Euclidean Ball. Define Bd2 in the ℓ2 norm as B
d
2 := {x ∈ R
d : ||x||2 ≤
1} where ||x||2 :=
(
d∑
i=1
|xi|
2
) 1
2
. To generate a random point X ∈ Rd such that
X is uniformly distributed in Bd2 , first generate a point Z = (Z1, ..., Zd+2) that is
distributed according to the standard d+ 2 dimensional Gaussian distribution. This
is done by picking each component of Z independently according to the standard
univariate normal distribution. Let X = (Z1,...,Zd)
||Z||2
, where ||Z||2 =
(
d+2∑
i=1
|Zi|
2
) 1
2
. Then
it is classical that X is uniformly distributed in Bd2 . See [1] for a proof.
(3) Uniform in the ℓ1 ball. Define B
d
1 in the ℓ1 norm as B
d
1 := {x ∈ R
d : ||x||1 ≤ 1} where
||x||1 :=
d∑
i=1
|xi|. Let Z = (Z1, ..., Zd+1) where the components of Z are generated
independently according to the distribution with the density function f(x) = 1
2
e−|x|.
Let X = (Z1,...,Zd)
||Z||1
, where ||Z||1 =
d+1∑
i=1
|Zi|; it is proven in [1] that X is uniformly
distributed in Bd1 .
(4) The Standard Normal distribution. Let X ∈ Rd be a random vector and generate
each components of X independently according to the standard normal distribution.
Then X ∈ Rd is distributed as a standard normal random vector.
(5) Uniform in the Hemisphere. Similar to (2), but take the absolute value of the first
component of the random point X in (2). Note that unlike the underlying convex
bodies in (1)-(3), this body is neither smooth nor a polytope.
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3. Computation and Analysis of f -vectors
The software MATLAB and QHULL were used to carry out the following simulations and
computations. One realization of the f -vector is computed by first fixing the dimension d,
generating n i.i.d. points {X i}ni=1 from one of the fixed probability distributions described
above, taking the convex hull of these points to construct a random polytope P , and com-
puting the f -vector of the random polytope. Assuming the random polytope is simplicial,
that is, each of its facets has exactly d vertices, the f -vector of the polytope can be directly
computed from the facets. Let e1, ...em ⊂ R
d be the m facets of P , where ei,j is the jth vertex
of the ith facet, for 1 ≤ i ≤ m, 1 ≤ j ≤ d. By the definition of f , fd−1 = m. Since fd−2 is
the number of (d − 2)-dimensional faces of P , fd−2 is found by counting all intersections of
size (d− 1) between pairs of facets ei and ej , for i 6= j. Since each (d− 2)-dimensional face
is the intersection of exactly two facets, this accounts for all (d − 2)-dimensional faces. For
example, 3-dimensional faces (x1, x2, x3) and (x1, x2, x4), where each xi is a vertex for that
face, have intersection (x1, x2) which is of size 2 so it must be an edge, but (x1, x2, x3) and
(x1, x4, x5) have intersection (x1) which is of size 1 so it is not an edge. Let g1, ..., gk ∈ R
d−1
be these distinct intersections of size (d − 2); clearly fd−2 = k. By keeping track of all the
intersections of size (d−1), we obtain a list of all (d−2)-dimensional faces of P . We can then
repeat this process with those faces. Continuing inductively in this manner, the remaining
components of f can be determined.
Note that the convex hull of points in general can be non-simplicial (a facet may have
more than d vertices), and so the above algorithm for constructing the f -vector from the
facets is not valid for all polytopes. However, the probability of a non-simplicial convex hull
arising from the distributions of points considered in this paper is 0.
A collection of N realizations of f -vectors was obtained, and the data were then stan-
dardized and compared to the standard Gaussian distribution. The following demonstrates
the computations of standardizing the f -vectors. Let fk be the kth f -vector; then fki is
the ith component of the kth f -vector. Define the sample mean f¯ of the f -vectors as f¯ =
6
(f¯0, f¯1, ..., f¯d−1) where f¯j =
1
N
N∑
k=1
fkj . Given the sample data {f
k}Nk=1, the sample covariance
matrix S = [sij]
d
i,j=1 is a d-by-d matrix with entries given by sij =
1
N−1
N∑
k=1
(fki − f¯i)(f
k
j − f¯j).
To standardize to identity sample covariance, first diagonalize the sample covariance S =
UDUT , where D is a diagonal matrix of eigenvalues and U is an orthogonal matrix where
the columns of U are the eigenvectors. Moreover, the eigenvalues of D can be assumed to
be in decreasing order, λ1 ≥ λ2 ≥ ...λd. Note that the components of the f -vectors have
some dependence on each other. For polygons, the components of the f -vector obey f0 = f1.
For convex polyhedra in R3, the components of the f -vector satisfy f0 − f1 + f2 = 2, known
as Euler’s relation. In higher dimensions, linear dependence between the components of the
f -vector causes the covariance matrix of the f -vector to be singular. These type of linear de-
pendencies are known as Dehn-Sommerville equations for simplicial polytopes [6]. A singular
covariance matrix leads to zero eigenvalues in the diagonalization of the covariance matrix.
In practice, the distinction between non-zero eigenvalues and approximately zero eigenvalues
of the sample covariance matrix was easy to identify. In such case, let the eigenvalues of
the sample covariance matrix that are close to zero be eliminated to ensure that D−
1
2 is
well-defined. So define a new matrix D∗ =


λ1 · · · 0
...
. . .
...
0 · · · λp

 where D
∗ is a p-by-p matrix with
the eigenvalues of matrix D that are close to zero eliminated. Also define a new matrix
U∗ =


| |
u1 · · · up
| |

 where the eigenvector ui corresponds to the λi eigenvalue. Then let
fˆk = (D∗)−
1
2 (U∗)T f˜k, where f˜k is the kth re-centered f -vector. Then {fˆk}Nk=1 ⊆ R
p is now a
standardized data set with mean 0 and identity sample covariance.
After standardization, one can now compare the standardized f -vectors to the standard
Gaussian distribution, in terms of the Kolmogorov distance. The Kolmogorov distance be-
tween two random variables X, Y is defined to be dK := supt∈R |P[X ≤ t] − P[Y ≤ t]|.
Observe that since the standardized data are conjectured to be approximately Gaussian,
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any linear combination of their components should also be close to Gaussian. This moti-
vates the following numerical test.
Fix M , and let {ai}
M
i=1 ⊆ S
p−1 be M independent samples of uniformly chosen points on
the sphere in Rp. For each ai, compute the Kolmogorov distance
diK := sup
t∈R
|FN,i(t)− Φ(t)|
where FN,i(t) is the empirical cumulative distribution function of the data projected onto
the direction ai; that is,
FN,i(t) :=
1
N
#{
〈
ai, fˆ
k
〉
≤ t},
and Φ(t) is the cumulative distribution function of the standard normal distribution. Finally,
define a measure DK of the distance from the data to Gaussian by
DK := sup
1≤i≤M
diK .
The values presented in the tables in Section 1 are obtained using M = 100, 000.
3.1. Acknowledgements. The authors would like to thank advisor Elizabeth Meckes for
her guidance and mentoring on the subject along with her help in editing this paper. This
work was supported by NSF grants DMS-0905776 and DMS-0852898.
References
[1] Franck Barthe, Olivier Guedon, Shahar Mendelson and Assaf Naor. A Probabilistic Approach to the
Geometry of the ℓnp -Ball. The Annals of Probability, 33(2):480-513, 2005.
[2] Imre Ba´ra´ny and Matthias Reitzner. Poisson polytopes. The Annals of Probability, 38(4):1507-1531, 2010.
[3] Imre Ba´ra´ny and Van Vu. Central limit theorems for Gaussian polytopes. The Annals of Probability,
35(4):1593-1621, 2007.
[4] Matthias Reitzner. Central limit theorems for random polytopes. Probability Theory Related Fields, 133
(4): 483-507, 2005.
[5] Van Vu. Central limit theorems for random polytopes in a smooth convex set. Advances in Mathematics,
207:221-243, 2006.
8
[6] Margaret M. Bayer and Car W. Lee. Combinatorial aspects of convex polytopes. Handbook of Convex
Geometry, 485-534, 1993.
9
