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Abstract
Graph orientation is a well-studied area of graph theory. A proper orientation of a
graph G = (V,E) is an orientationD of E(G) such that for every two adjacent vertices
v and u, d−
D
(v) 6= d−
D
(u) where d−
D
(v) is the number of edges with head v in D. The
proper orientation number of G is defined as −→χ (G) = min
D∈Γ
max
v∈V (G)
d−
D
(v) where Γ is
the set of proper orientations of G. We have χ(G) − 1 ≤ −→χ (G) ≤ ∆(G). We show
that, it is NP-complete to decide whether −→χ (G) = 2, for a given planar graph G.
Also, we prove that there is a polynomial time algorithm for determining the proper
orientation number of 3-regular graphs. In sharp contrast, we will prove that this
problem is NP-hard for 4-regular graphs.
Key words: Proper orientation; Vertex coloring; NP-completeness; Planar 3-SAT
(type 2); Graph orientation; Polynomial algorithms.
1 Introduction
Graph orientation is a well-studied area of graph theory, that provides a connection be-
tween directed and undirected graphs [17]. There are several problems concerned with
orienting the edges of an undirected graph in order to minimize some measures in the
resulting directed graph, for instance see [9, 12]. On the other hand, there are many ways
to color the vertices of graphs properly. A proper vertex coloring of a digraph D is defined,
simply a vertex coloring of its underlying graph G. The chromatic number of a digraph
∗E-mail addresses: arash ahadi@mehr.sharif.edu, ali dehghan16@aut.ac.ir.
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provides interesting information about its subdigraphs. For instance, a theorem of Gallai
proves that digraphs with high chromatic number always have long directed paths [13].
Venkateswaran [21] initiated the study of the problem of orienting the edges of a given
simple graph so that the maximum indegree of vertices is minimized. Afterwards, Asahiro
et al. in [4] generalized this problem for weighted graphs. It was proved that, this problem
can be solved in polynomial-time if all the edge weights are identical [4, 19, 21], but it
is NP-hard in general [4]. Furthermore, the problem can be solved in polynomial-time
if the input graph is a tree, but for planar bipartite graphs it is NP-hard [4]. For more
information about the recent results about this problem see [3].
On the other hand, in 2004 Karon´ski,  Luczak and Thomason initiated the study of
proper labeling [16]. They introduced an edge-labeling which is additive vertex-coloring
that means for every edge uv, the sum of labels of the edges incident to u is different
from the sum of labels of the edges incident to v [16]. Also, it is conjectured that three
labels {1, 2, 3} are sufficient for every connected graph, except K2 (1, 2, 3-Conjecture,
see [16]). This labeling have been studied extensively by several authors, for instance
see [1, 2, 5, 11, 15]. Afterwards, Borowiecki et al. consider the directed version of this
problem. Let D be a simple directed graph and suppose that each edge of D is assigned
an integer label. For a vertex v of D, let q+(v) and q−(v) be the sum of labels lying
on the arcs outgoing form v and incoming to v, respectively. Let q(v) = q+(v) − q−(v).
Borowiecki et al. proved that there is always a labeling from {1, 2}, such that q(v) is a
proper coloring of D [7], see also [18].
Furthermore, Borowiecki et al. consider another version of above problems and they
show that every undirected graph G can be oriented so that adjacent vertices have different
in-degrees [7]. In this work, we consider the problem of orienting the edges of an undirected
graph such that adjacent vertices have different in-degrees and the maximum indegree of
vertices is minimized in the resulting directed graph.
The proper orientations of G which are orientations D of G such that for every two
adjacent vertices v and u, d−D(v) 6= d
−
D(u). The proper orientation number of G is defined
as −→χ (G) = min
D∈Γ
max
v∈V (G)
d−D(v), where Γ is the set of proper orientations of G.
The proper orientation number is well-defined and every proper orientation of graph
introduces a proper vertex coloring for its vertices. Thus, χ(G)−1 ≤ −→χ (G). On the other
hand −→χ (G) ≤ ∆(G). Consequently,
χ(G)− 1 ≤ −→χ (G) ≤ ∆(G). (1)
In this work, we focus on regular graphs and planar graphs. We show that there is
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a polynomial-time algorithm for determining the proper orientation number of 3-regular
graphs. But it is NP-complete to decide whether the proper orientation number of a given
4-regular graph is 3 or 4.
Theorem 1 Determining the proper orientation number of a given 4-regular graph is NP-
hard; but there is a polynomial-time algorithm to determine the proper orientation number
for 3-regular graphs.
It is easy to see that −→χ (G) = 1 if and only if every connected component of G is a
star. But for −→χ (G) = 2, we have the following:
Theorem 2 It is NP-complete to decide −→χ (G) = 2, for a given planar graph G.
In this paper we consider simple graphs and we refer to [6] for standard notation
and concepts. For a graph G, we use n and m to denote its numbers of vertices and
edges, respectively. Also, for every v ∈ V (G), d(v) and NG(v) denote the degree of v
and the neighbor set of v, respectively. A spanning subgraph of a graph G is a subgraph
whose vertex set is V (G). We say that a set of vertices are independent if there is no
edge between these vertices. The independence number, α(G) of a graph G is the size of a
largest independent set of G. Also a clique of a graph is a set of mutually adjacent vertices.
We denote the maximum degree of a graph G by ∆(G). A directed graph G is an ordered
pair (V (G), E(G)) consisting of a set V (G) of vertices and a set E(G) of edges, with an
incidence function D that associates with each edge of G an ordered pair of vertices of
G. If e = uv is an edge and G(e) = u → v, then e is from u to v. The vertex u is the
tail of e, and the vertex v its head. Note that every orientation D of a graph, introduced
a digraph. The indegree d−D(v) of a vertex v in D is the number of edges with head v
of v. For k ∈ N, a proper vertex k-coloring of G is a function c : V (G) −→ {1, . . . , k},
such that if u, v ∈ V (G) are adjacent, then c(u) and c(v) are different. The smallest
integer k such that G has a proper vertex k-coloring is called the chromatic number of G
and denoted by χ(G). .Similarly, for k ∈ N, a proper edge k-coloring of G is a function
c : E(G) −→ {1, . . . , k}, such that if e, e′ ∈ E(G) share a common endpoint, then c(e)
and c(e′) are different. The smallest integer k such that G has a proper edge k-coloring is
called the edge chromatic number of G and denoted by χ′(G). By Vizing’s theorem [22],
the edge chromatic number of a graph G is equal to either ∆(G) or ∆(G) + 1. Those
graphs G for which χ′(G) = ∆(G) are said to belong to Class 1, and the others to Class
2. For a graph G = (V,E), the line graph G is denoted by L(G), is a graph with the set
of vertices E(G) and two vertices of L(G) are adjacent if and only if their corresponding
edges share a common endpoint in G. For simplicity and with a slight abuse of notation,
we also denote by D the digraph resulting from an orientation D of the graph G.
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2 Regular graphs
Let G be an r-regular graph and suppose thatD is a proper orientation ofG with maximum
indegree −→χ (G). We have −→χ (G) > 1n
∑
v∈V (G) d
−
D(v) =
rn/2
n . So we have the following
simple observation about regular graphs.
Observation 1 For every r-regular graph G with r 6= 0, −→χ (G) ≥ ⌈ r+12 ⌉.
Here, we present a lemma about (2k + 1)-regular graphs, then we use it to prove
Theorem 1.
Lemma 1 For every (2k + 1)-regular graph G, k ∈ N,
(i) −→χ (L(G)) = 3k if and only if G belongs to Class 1.
(ii) −→χ (G) = k + 1 if and only if χ(G) = 2.
Proof (i) First, let G be a (2k +1)-regular graph belonging to Class 1. G has a proper
edge coloring c, such that c : E(G) → {1, . . . , 2k+1}. Let {e1, . . . , em} be the set of edges
of G and V (L(G)) = E(G). Now, we present a proper orientation for L(G) with maximum
indegree 3k. For every edge eiej ∈ E(L(G)), such that c(ej)−c(ei) > k, orient eiej from ei
to ej . Also for every two numbers p, q ∈ {1, . . . , 2k +1}, such that |p− q| ≤ k, let Hp,q be
the induced subgraph on the vertices c−1(p) ∪ c−1(q) in L(G). Since G is a regular graph
that belonging to Class 1, Hp,q is a spanning 2-regular subgraph of L(G). Therefore every
component of Hp,q is an even cycle. Orient each of these cycles to obtain a directed cycle.
We denote the resulting orientation byD. We claim that D is a proper orientation of L(G),
with maximum indegree 3k. Since c is a proper edge coloring of G, it is sufficient to prove
that for every vertex ei ∈ V (L(G)), we have d
−
D(ei) = c(ei) + (k − 1). Let e be a vertex
of L(G). First suppose that c(e) < k. For every number i, i ∈ {1, . . . , 2k + 1} \ {c(e)},
the vertex e, has exactly two neighbors e
′
i and e
′′
i , with c(e
′
i) = c(e
′′
i ) = i in L(G). In D
for every i 6= c(e), 1 ≤ i ≤ c(e) + k, e has exactly one incoming edge from the set {e
′
i, e
′′
i }.
Also for every i, c(e) + k < i ≤ 2k + 1, e doesn’t have any incoming edge from the set
{e
′
i, e
′′
i }. Therefore d
−
D(ei) = c(ei) + k − 1. For every edge e with the property c(e) ≥ k,
by a similar argument, we have d−D(ei) = c(ei) + k − 1. Consequently
−→χ (L(G)) ≤ 3k (in
the following we see that if −→χ (L(G)) ≤ 3k, then −→χ (L(G)) = 3k).
On the other hand, suppose that G is a (2k + 1)-regular graph and −→χ (L(G)) ≤ 3k.
Let f be a proper orientation of L(G) with the maximum indegree at most 3k. Let u be
an arbitrary vertex of G and NG(u) = {w1, . . . , w2k+1}. Since f is a proper orientation of
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L(G) and {uw1, . . . , uw2k+1} is a clique in L(G), so d
−
f (uw1), . . . , d
−
f (uw2k+1) are distinct
numbers. Consequently
2k+1∑
i=1
d−f (uwi) ≤ (3k) + (3k − 1) + · · ·+ (3k − (2k)) = 2k(2k + 1),
∑
v∈V (G)
∑
vw∈E(G)
d−f (vw) ≤ 2k(2k + 1)n.
On the other hand, by counting the number of edges in two ways, we have:
∑
v∈V (G)
∑
vw∈E(G)
d−f (vw) = 2
( ∑
e∈V (L(G))
d−f (e)
)
= 2|E(L(G))| = 2k(2k + 1)n.
Thus, for every v ∈ V (G) we have:
∑
vw∈E(G)
d−f (wv) = 2k(2k + 1).
It means that for every v ∈ V (G), {d−f (wv)|vw ∈ E(G)} = {k, k+1, . . . , 3k}. Therefore
−→χ (L(G)) = 3k and also the function d−f is a proper edge coloring of G with 2k+1 colors.
It means that G belongs to Class 1.
(ii) First suppose that −→χ (G) = k + 1 through a proper orientation D. For every i,
denote the number of vertices v ∈ V (G) with the indegree i, by ni. We have:
∑k+1
i=0 ni = n
and
∑k+1
i=0 i · ni = m =
2k+1
2 n. So nk+1 ≥ m − kn =
n
2 . The set of vertices v with
d−D(v) = k + 1, forms an independent set. Obviously every regular graph with α(G) ≥
n
2 ,
is bipartite. Thus, χ(G) = 2.
Next, let G[X,Y ] be a bipartite (2k + 1)-regular graph. By Observation 1, −→χ (G) ≥
k + 1. By Ko˝nig’s theorem [23], G has a decomposition into 2k + 1 perfect matchings.
Orient the edges of k + 1 perfect matchings from X to Y , and other edges from Y to X.
It is easy to see that this is a proper orientation with maximum indegree k + 1. 
Corollary 1 For every 3-regular graph G, other than K4,
−→χ (G) = χ(G).
Proof of Theorem 1. Clearly, the problem is in NP. It was shown that it is NP-hard
to determine the edge chromatic number of a cubic graph [14]. By Lemma 1, for every
cubic graph G, −→χ (L(G)) = 3, if and only if G belongs to Class 1. So determining the
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proper orientation number of a 4-regular graph is NP-hard. For the second part of the
theorem, let G be a 3-regular graph, other than K4, by Brooks’ Theorem [8] χ(G) ≤ 3.
There is a polynomial-time algorithm for determining whether a given graph G has a
chromatic number at most 2. So by Corollary 1, there is a polynomial-time algorithm for
determining the proper orientation number of a given 3-regular graph.

It was shown that it is NP-hard to determine the edge chromatic number of an r-
regular graph for any r ≥ 3 [20]. So by Lemma 1 we have:
Corollary 2 For any r ≥ 1, the following problem is NP-hard: ”Given a 4r-regular graph
G, determine −→χ (G)”.
Here, we presents a simple (2 − 2r+2)-approximation algorithm for finding a proper
orientation with the minimum of maximum indegree between the proper orientations of
G, for an r-regular graph G. It is sufficient to start with a vertex v of maximum degree
and for every edge e = vu, simply orient e from u to v and next in G′ = G\{v} repeat the
above procedure. By Observation 1 we have −→χ ≥ ⌈ r+12 ⌉, so the previous greedy algorithm
is a θ-approximation algorithm, where
θ = 2− 2r+2 ≥
r
⌈ r+1
2
⌉
.
3 Planar graphs
Let Φ be a 3-SAT formula with clauses C = {c1, · · · , ck} and variables X = {x1, · · · , xn}.
Let G(Φ) be a graph with the vertices C ∪X ∪ (¬X), where ¬X = {¬x1, · · · ,¬xn}, such
that for each clause cj = y ∨ z ∨ w, cj is adjacent to y, z and w, also every xi ∈ X is
adjacent to ¬xi. Φ is called planar 3-SAT(type 2) formula if G(Φ) is a planar graph. It
was shown that the problem of satisfiability of planar 3-SAT(type 2) is NP-complete [10].
In order to prove Theorem 2, we reduce the following problem to our problem.
Problem: Satisfiability of planar 3-SAT(type 2).
Input: A 3-SAT(type 2) formula Φ.
Question: Is there a truth assignment for Φ that satisfies all the clauses?
Proof of Theorem 2. Consider an instance of planar 3-SAT(type 2) Φ with variables
X = {x1, · · · , xn} and clauses C = {c1, · · · , ck}. We transform this into a planar graph
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Ĝ(Φ) such that −→χ (Ĝ(Φ)) = 2 if and only if Φ is satisfiable. We use two auxiliary graphs
H(xi) and T (cj) which are shown in Figure 1. We construct the planar graph Ĝ(Φ) from
G(Φ), for every xi ∈ X replace the subgraph on ¬xi and xi by H(xi), also replace every
clause cj of C by T (cj). Furthermore, for every clause cj with the literals x, y, z add the
edges xc1j , yc
2
j and zc
3
j . Call the resulting graph Ĝ(Φ). Clearly
−→χ (Ĝ(Φ)) ≥ 2.
x ┐x
x x
x c j
s
s
s
s
s
ss
s
s
s
s s
i i
i
i
H(x )i T(c )j
1
2 3
4
5
6
7
8
9 10
11
12
i
1
2
3
j
j
j
j
j
j
j
j
j
j
j
j
Figure 1: The two auxiliary graphs H(xi) and T (cj)
First suppose that −→χ (Ĝ(Φ)) = 2 and D is a proper orientation of Ĝ(Φ) with maxi-
mum indegree 2. For each variables xi, the subgraph on x
1
i , x
2
i and x
3
i is a triangle, so
{d−D(x
1
i ), d
−
D(x
2
i ), d
−
D(x
3
i )} = {0, 1, 2}. Therefore the edges xix
1
i and (¬xi)x
1
i were oriented
from x1i to xi and ¬xi. Consequently {d
−
D(xi), d
−
D(¬xi)} = {1, 2}. Let xi and cj be ar-
bitrary variable and clause such that xi or ¬xi is used in cj . Since for every variable xi,
{d−D(xi), d
−
D(¬xi)} = {1, 2}, therefore for every edge e between H(xi) and T (cj), e was
oriented from H(xi) to T (cj). So we have the following.
Fact 1. For every edge e = vis
t
j, (vi ∈ {xi,¬xi}, s
t
j ∈ {s
1
j , s
2
j , s
3
j}), we have d
−
D(s
t
j) =
3− d−D(vi). ♦
Therefore, for every t, 1 ≤ t ≤ 3, two cases can be considered: d−D(s
t
j) = 1 or d
−
D(s
t
j) =
2.
• If d−D(s
t
j) = 1, then s
t
js
t+3
j was oriented form s
t
j to s
t+3
j and so d
−
D(s
t+3
j ) = 2.
• If d−D(s
t
j) = 2, then s
t
js
t+3
j was oriented form s
t+3
j to s
t
j and so d
−
D(s
t+3
j ) ∈ {0, 1}.
Let Γ : X → {True, False} be a function such that if d−D(xi) = 1, then Γ(xi) = True
and if d−D(xi) = 2, then Γ(xi) = False. We show that Γ is a satisfying assignment for Φ.
By Fact 1, it is enough to show that for every clause cj , there exists a s
t
j ∈ {s
1
j , s
2
j , s
3
j} such
that d−D(s
t
j) = 2. To the contrary suppose that d
−
D(s
1
j) = d
−
D(s
2
j ) = d
−
D(s
3
j ) = 1, so, we have
d−D(s
4
j) = d
−
D(s
5
j) = d
−
D(s
6
j ) = 2. Since D is a proper orientation, {d
−
D(s
7
j ), d
−
D(s
8
j)} = {0, 1},
so the edges s7js
4
j and s
8
js
5
j were oriented from s
7
j to s
4
j and s
8
j to s
5
j , respectively. Similarly,
{d−D(s
11
j ), d
−
D(s
12
j )} = {0, 1} and the edge s
12
j s
4
j was oriented from s
12
j to s
4
j . It means
7
d−D(s
4
j) = 3, but this is a contradiction. So Γ is a satisfying assignment for Φ.
Next, suppose that Φ is satisfiable with the satisfying assignment Γ. We present a
proper orientation D with maximum indegree 2. Let xi and cj be arbitrary variable and
clause such that xi or ¬xi is used in cj . For every edge e = vis
t
j, (vi ∈ {xi,¬xi}, s
t
j ∈
{s1j , s
2
j , s
3
j}), orient e from vi to s
t
j. For every 1 ≤ i ≤ n, for each edge e that is adjacent
to x1i , orient e from x
1
i to the other end of e and orient x
2
ix
3
i from x
2
i to x
3
i . Also if
Γ(xi) = True, orient xi¬xi from xi to ¬xi, otherwise orient xi¬xi from ¬xi to xi.
In order to orient the other edges, since Φ is satisfied by Γ and by attention to the
orientations of the edges xi¬xi (1 ≤ i ≤ n), for every clause cj , at least one of its literals
has indegree 1, therefore at least one of s1j ,s
2
j ,s
3
j has indegree 2. With no loss of generality,
three cases can be considered, the suitable orientations for these three cases are presented
in Figure 2. This completes the proof.

2 2
2
2
1
2
2
1
1
Figure 2: The suitable orientations for three possible cases
Finding the optimal upper bound for −→χ (G) seems to be an interesting intriguing
problem. We state the following question for planar graphs.
Problem 1. Find the minimum number k such that for every planar graph G, −→χ (G) ≤ k.
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