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In this work, we revisit our recent iterative machine learning (ML) – molecular dynamics (MD) technique
“Reweighted autoencoded variational Bayes for enhanced sampling (RAVE)” (Ribeiro, Bravo, Wang, Tiwary,
J. Chem. Phys. 149 072301 (2018) and Wang, Ribeiro, Tiwary, Nature Commun. 10 3573 (2019)) and
analyze as well as formalize some of its approximations. These including: (a) the choice of a predictive
time-delay, or how far into the future should the ML try to predict the state of a given system output from
MD, and (b) for short time-delays, how much of an error is made in approximating the biased propagator
for the dynamics as the unbiased propagator. We demonstrate through a master equation framework as to
why the exact choice of time-delay is irrelevant as long as a small non-zero value is adopted. We also derive a
correction to reweight the biased propagator, and somewhat to our dissatisfaction but also to our reassurance,
find that it barely makes a difference to the intuitive picture we had previously derived and used.
I. INTRODUCTION
We recently proposed a mixed machine learning (ML) –
molecular dynamics (MD) scheme that by systematically
iterating between rounds of ML and MD, makes it possi-
ble to explore configuration space of complex molecules
in an enhanced manner, yet efficiently obtain equilibrium
estimates of thermodynamic and kinetic observables.
The method and its subsequent variants are collectively
named “Reweighted Autoencoded Variational Bayes for
Enhanced Sampling (RAVE)”.1–4 The first central idea
in RAVE is that ML or more specifically deep learning,
used here in a form akin to the deep variational infor-
mation bottleneck framework5, can aid in recovering the
important low-dimensional features of a given MD tra-
jectory. These features are collectively called the “past–
future information bottleneck” (PIB). Per construction,
the PIB is the minimally complex yet at the same time
maximally predictive representation of the trajectory’s
evolution slightly ahead in future. RAVE considers the
PIB as a computationally tractable proxy for the reac-
tion coordinate (RC) that is ubiquitous in theoretical and
computational chemistry, yet hard to calculate. The sec-
ond central idea is that the probability distribution of the
PIB can be used as an importance function (or bias) in
the next round of MD based sampling, encouraging the
MD to explore regions of the configuration space which
would have otherwise been rarely visited. This improved
exploration, appropriately reweighted, in turn leads to
a better estimate of the PIB and its probability distri-
bution, which then amounts to a better sampling bias
for further systematic and enhanced exploration. Thus,
solving the equations of motion of the system generates
data which when used in a learning algorithm identifies
efficient ways to speed-up the dynamics, which in turn
generates more data for improved learning, and so on.
This iterative algorithm is terminated when the PIB and
the associated bias do not change with further rounds,
and their use is sufficient for back-and-forth transitions
between various metastable states. Such a static bias is
then used in routine MD simulations which run orders
of magnitude faster than unbiased MD, yet, through the
use of reweighting they allow obtaining equilibrium prob-
ability and kinetic rates even from biased trajectories.
This protocol was demonstrated to be useful and accu-
rate through various applications.1–3
In this work, we take a closer look at the underly-
ing formulation of RAVE with respect to crucial aspects
which were introduced in our past work using intuitive
arguments. Here we put these aspects on a rigorous
footing, identifying their shortcomings and when applica-
ble introducing simple corrections. These are as follows.
RAVE3 involves learning the PIB through optimization
of an objective function, detailed in Sec. II A, that min-
imizes model complexity while still maximizing predic-
tive power. Firstly, a key parameter in constructing the
RAVE objective function is the so-called predictive time-
delay ∆t, or how far into the future should the algorithm
try to predict. In Ref.3 we had shown through numer-
ical benchmarks that the precise choice of ∆t did not
matter, as long as ∆t > 0 and was kept small. That is,
the predicted PIB changed but rapidly plateaued with
increase in ∆t. Here, by using a Master Equation based
formulation of the system’s dynamics, we demonstrate
rigorously why such a dependence on ∆t is a direct and
simple consequence of Markovianity along the learnt low-
dimensional representation. In fact, the absence of a
plateau in how the PIB depends on ∆t can even be con-
sidered a tell-tale sign of incorrect results from RAVE.
Secondly, at the initial stage of RAVE, when the input
trajectory is unbiased, the RAVE objective function can
be computed exactly by sampling over the input trajec-
tory. However, after the first iteration once the PIB is
learnt and used to perform a round of biased MD, it be-
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2comes tricky to calculate the objective function exactly
through sampling. Here as well Ref.3 introduced an in-
tuitive approximation, namely that at short timescales
the propagator of the system along the putative PIB is
invariant between biased and unbiased dynamics. Nat-
urally this statement is exactly true as ∆t 7→ 0, but its
fate for ∆t > 0 is not at all obvious. Here, again by
taking recourse in a Master equation formalism, we de-
rive a framework for using biased sampling to estimate
a reweighted, unbiased propagator needed in RAVE that
is valid for small ∆t > 0. We show how it reduces to the
original expression in limiting cases, and how to compute
it. We also demonstrate through numerical examples
when such a correction might matter and when it might
not. We thus believe this work presents a useful the-
oretical investigation into the underpinnings of RAVE,
so the community can use it with greater confidence for
the simulation of complex molecules plagued with rare
events.
II. THEORY
A. Summarizing RAVE
RAVE is proposed as a framework which iterates be-
tween constructing the the reaction coordinate (RC)
through the use of deep learning, and performing biased
MD making use of this RC and its associated thermody-
namic/kinetic information learnt in deep learning. The
central idea in RAVE is to interpret the RC as a predic-
tive information bottleneck (PIB), which means that it
should be a minimally complex but maximally predictive
representation of the high-dimensional trajectory. Math-
ematically, finding the PIB can be formulated as maxi-
mizing the the objective function:
L ≡ I(χ,X∆t)− γI(X,χ) (1)
Here χ is the low-dimensional PIB, X and X∆t are high-
dimensional basis functions or order parameters that
characterize the state of the system at two instances of
time separated by a time delay ∆t, and I(X,Y) denotes
the mutual information between any two random vari-
ables X and Y. As reducing the mutual information
between X and χ will limit the ability of our model to
predict X∆t, there is a competition between compressing
information and predicting the future. This competition
is controlled through a model complexity parameter γ,
which determines the trade-off between compression of
the information from X and the ability to predict X∆t.
Maximizing L is equivalent to maximizing I(χ,X∆t)
and minimizing I(X,χ) simultaneously. By minimizing
I(X,χ), we find a mapping P (χ|X) which gives a repre-
sentation χ carrying as little information about the past
X as possible. Given P (χ|X) and P (X,X∆t), the map-
ping P (X∆t|χ) can be determined either exactly through
Bayes’ theorem, or more practically but approximately
by variational inference.3 P (X∆t|χ) can be used to cal-
culate I(X∆t,χ). The mappings P (χ|X) and P (X∆t|χ)
can be stochastic which helps with avoiding overfitting
among other benefits, and are generally refered to as en-
coder and decoder mappings respectively.
In a recent work3, we developed a protocol for learn-
ing such a PIB wherein we proposed the use of an inter-
pretable linear encoder P (χ|X), and a stochastic deep
neural network decoder P (X∆t|χ). In principle, we can
also use a non-linear encoder but a linear encoder gives
us a directly physically interpretable PIB, while avoid-
ing optimization issues inherent in non-linear functions.
Furthermore, given the limited complexity that a linear
encoder can achieve, we set in Eq.1 the hyper-parameter
γ = 0. If we define the PIB χ =
∑
i wiXi, the values
of wi reflect the relative importance of order parameters
Xi. Running estimate of the free energy along χ is used
to construct a biasing potential to perform biased MD
simulation. If this PIB is indeed the RC i.e. it captures
relevant slow modes and any missing modes are either
fast or irrelevant, this biased simulation should lead to
increased sampling. Such an improved sampling can then
be re-fed to the encoder-decoder architecture for learn-
ing an improved PIB or RC. The iteration can then be
continued until ergodic sampling is achieved.
B. Dependence of PIB on ∆t
Maximizing the mutual information I(χ,X∆t) in Eq.
1 forces the learnt linear PIB or RC χ to be as predictive
as possible of the high probability aspects of the feature
space X∆t. In addition, introducing a slight time delay
in RAVE i.e. setting ∆t > 0 emphasizes the contribu-
tion of not just high probability aspects of the data, but
specifically of high probability aspects that persist with
time. As demonstrated for related work on time-lagged
autoencoders6, this amounts to learning slowly decorre-
lating aspects of the feature space X.
Two questions immediately arise after introducing
such a non-zero time delay ∆t. First, what precise value
of ∆t should we adopt when constructing the objective
function? Second, how to approximate unbiased esti-
mates of P (X∆t|X) from a biased MD trajectory which
provides us Pbiased(X∆t|X)? The second question arises
because access to unbiased estimates of P (X∆t|X) is crit-
ical to calculating the objective function L in Eq. 1.
In this work we answer, with relative rigor, both the
questions above. For the first question, we demonstrate
that given markovianity in the higher dimensional space
X, the markovianity of the PIB follows quite naturally.
In other words, there exists a range of non-zero time-
delay ∆t values using which the PIB is independent
of the exact choice of ∆t. Thus any small enough ∆t
can be used to construct the PIB. For the second ques-
tion, we propose a new objective function which cor-
rects for the influence of bias on the short-time prop-
agator P (X∆t|χ), and test it on model systems. Re-
3assuringly we find that the effect of the correction de-
rived here is minimal, and our intuitive approximation of
Pbiased(X∆t|χ) ≈ Punbiased(X∆t|χ) made in Ref. 3 was
not a bad one.
In Ref.3, we showed that estimating the PIB, or min-
imizing the objective function L in Eq. 1 is the same
as maximizing the cross entropy L′ between Pθ(X∆t,χ)
and Pθ(X∆t|χ):
L′ = −
∫
Pθ(X∆t,χ) lnPθ(X∆t|χ)dX∆tdχ (2)
where θ indicates the parameters of neural network. To
understand how this objective function L′ depends on
the predictive time delay ∆t, we need to analyze the ∆t-
dependence of Pθ(X∆t|χ) and Pθ(X∆t,χ). To do so we
start with a master equation framework for the propa-
gator in the high-dimensional space X, where we assume
markovianity holds true:
P (X2, t+ ∆t|X1, t) = δ(X2 −X1)[1− a(X1, t)∆t]
+Wt(X2|X1)∆t+O[(∆t)2] (3)
Here Wt(X2|X1) is the transition probability per unit
time from X1 to X2 at time t, and a(X1, t) =∫
Wt(X2|X1)dX2.
At this point we make two assumptions: (a) the distri-
bution is stationary so P (X2, t+∆t|X1, t) can be denoted
as P (X∆t|X), and (b) ∆t is small enough so higher order
terms in Eq. 3 can be ignored giving:
P (X∆t|X) = δ(X∆t −X)[1− a(X)∆t] +W (X∆t|X)∆t
(4)
In addition, as a direct consequence of the markovian-
ity assumption in X space, the following property must
hold true for the models we discuss5,7:
P (X∆t|χ,X) = P (X∆t|X) (5)
This property reflects that X contains all the informa-
tion needed to predict X∆t, and in addition using knowl-
edge of χ can not improve the quality of prediction. With
this additional assumption and the use of Eq. 4, we have:
P (X∆t,χ) =
∫
P (χ,X)P (X∆t|χ,X) dX
= P (χ,X∆t)[1− a(X∆t)∆t]
+ ∆t
∫
P (χ,X)W (X∆t|X)dX (6)
By rearranging Eq. 6, we can express P (X∆t,χ) in
terms of W (X∆t|X) and P (χ,X):
P (X∆t,χ) =
∫
P (χ,X)W (X∆t|X)dX
a(X∆t)
=
∫
P (χ,X)W (X∆t|X)dX∫
W (X∆t′ |X∆t)dX∆t′ (7)
In Eq. 7 both the numerator and denominator have
any dependence on the predictive time-delay ∆t only
through the transition probability per unit time W ,
which in turn per construction does not depend on ∆t.
As such, P (X∆t, χ) does not depend on ∆t. As a direct
consequence of this, the PIB estimated by maximizing L′
in Eq. 2 as well should not depend on the choice of ∆t,
as long as ∆t is small enough that the Master Equation
formalism of Eq. 4 is valid.
C. Correcting the propagator and the information
bottleneck when using biased trajectory
So far the formalism assumes we have access to various
unbiased estimates needed in order to maximize L′ in
Eq. 2. However, the whole framework in RAVE is based
on iterations between machine learning and progressively
biased MD, we need to be able to construct PIB from
biased trajectories as well. We now address the question
of how to do so, and develop a corrected form of Eq. 2
for this purpose. In our previous work,3 we worked with
biased trajectories by making the assumption:
Pbiased(X
n+k|χn) ≈ Punbiased(Xn+k|χn) (8)
which led to the following L′:
L′ =
{
N∑
n=1
eβV
n
}−1 M∑
n=1
eβV
n
lnQ(Xn+k|χn) (9)
Here ∆t equals the time elapsed in k MD steps and
Q(Xn+k|χn) is the probabilistic mapping given by the
approximate decoder to approximate the real posterior
probability P (Xn+k|χn). eβV n is a reweighting factor
to correct for the bias in stationary probability density
estimate. The need for an approximate decoder arises
from the principle of variational inference wherein L′ is
bounded from above by L and will reach maximum only
when Q(Xn+k|χn) = P (Xn+k|χn). This guarantees that
maximizing L′ will also force the approximate decoder
be as close to the real posterior probability as possible.
Thus in the limit that the neural network decoder is flex-
ible enough to approximate the real decoder exactly, op-
timizing L and L′ will give the same encoder. As such
we can assume the decoder is exact when deriving the
correction for the propagator.
Eq. 9 as introduced in Ref. 3 corrects for only one of
the two biased aspects of the trajectory: (i) it reweights
out the effect of the bias on the sampling probability at
any given moment of time, (ii) it however ignores the
effect of bias on the short-term dynamical evolution of
the system as it assumes Eq. 8. Note that in the limit
∆t → 0, Eq. 8 becomes exact. But as ∆t increases,
Pbiased(X|χ) gradually deviates from Punbiased(X|χ) due
to the existence of bias.
To correct for the bias in Pbiased(X|χ), we first con-
sider the relationship of transition probability between
4biased and unbiased MD. By discretizing the Smolu-
chowski equation along X, the transition probability can
be written as8,9:
W (X∆t|X) = D(X∆t) +D(X)
2||X∆t −X||2 exp{−
β[U(X∆t)− U(X)]
2
}
(10)
where U(X) is the equilibrium, unbiased free energy. In
biased MD with bias V (χ(X)) applied as a function of a
putative RC χ, the underlying free energy gets replaced
by U(X) + V (χ(X)). Note that the bias is function of
RC χ which itself is a well-defined function of basis func-
tions or order parameters X that depend on atomic co-
ordinates, so the biasing force added on atoms is contin-
uously differentiable. Assuming that the diffusivity itself
stays unchanged due to the addition of bias (a common
assumption in dynamical reweighting algorithms such as
Ref. 10), we can then write down a relation between the
biased and unbiased transition probabilities in terms of
the bias:
Wb(X∆t|X) =
√
eβV (χ(X))
eβV (χ(X∆t))
Wu(X∆t|X) (11)
where the subscripts u and b denote unbiased and biased
measurements respectively. Eqs. 4 and 11 together pro-
vide the relationship between Pb(X∆t|χ) and Pu(X∆t|χ):
Pb(X∆t|X) =
√
eβV (χ(X))
eβV (χ(X∆t))
Pu(X∆t|X) if X∆t 6= X
Pb(X∆t|X) = 1−
∫
X′∆t 6=X∆t
Pb(X
′
∆t|X)dX′∆t if X∆t = X
(12)
Finally, we write down the bias-corrected expression
for the objective function L′ :
L′ = c
N
N∑
n=1
eβV
n
lnQ(Xn|χn)
− c
N
N∑
n=1
eβ
V n+k+V n
2 lnQ(Xn|χn)
+
c
N
N∑
n=1
eβ
V n+k+V n
2 lnQ(Xn+k|χn) (13)
where c is an irrelevant constant independent of the neu-
ral network parameters.
The last term in Eq. 13 is similar to Eq. 9, which only
considers the correction for sampling points and not their
dynamical propagation. The summation of the first two
terms can be interpreted as the correction for the prop-
agator. To gain some intuition into these, let’s consider
the effect of the biasing potential on the dynamics. It
pushes the system from high bias region to low bias re-
gion, thereby spuriously increasing the conditional prob-
ability for being found in low bias region, given that ear-
lier the system was in high bias region. We thus want to
(a) (b)
(c) (d)
(e) (f)
FIG. 1: Free energy profile along each degree of
freedom of the model system ((a), (c) and (e)
respectively) and the corresponding trajectories from
Langevin dynamics ((b), ((d)) and (f) respectively). In
(b) the sum of underlying and bias potentials are
indicated with a dashed line.
reweight out this effect and only learn from the dynam-
ics induced by the original potential, which is what Eq.
13 achieves. If the trajectory goes from a state Xn with
higher bias V n to a state Xn+k with lower bias V n+k,
the summation of the first two terms in Eq. 13 will be
positive. Note that in Eq. 13 the first two terms together
in this regime encourage the decoder to generate features
close to Xn while the third term favors the decoder to
generate features closer to Xn+k. This will negate the
spurious enhancement of probability of Xn+k due to the
biasing profile. Similar argument applies for the case
V n+k > V n. We conclude this section by highlighting
that is a rough approximation valid for short ∆t, and it
can not completely correct the effect of bias on dynamics.
In the following examples we will discuss the advantages
and limitations of this new formula, and also analyze how
valid was the intuitive approximation Eq. 8 made in Ref.
3.
5III. RESULTS
We now demonstrate the nature and effect of the cor-
rections derived in the previous section through a simple
illustrative numerical example with exact results pertain-
ing to the true reaction coordinate and its free energy.
More specifically, we generated an unbiased trajectory on
a model system and apply RAVE iterations to it. This
system is simple enough that we could generate a long
enough unbiased trajectory with sufficient sampling of
different metastable states. RAVE calculations on this
perfect unbiased trajectory serve as our benchmark. In
parallel, we add a biasing potential along the relevant
slow mode of the system to generate a biased trajectory.
Both of these trajectories are then subjected to different
treatments as proposed in Sec. II, and as explained in
the remainder of this section, in order to judge how much
of a difference our corrections really make.
A. System set-up
The model system in this work has three degrees of
freedom and a governing potential energy U given by:
U(x, y, z) = 6(x2− 1) + 0.0375[(y− z)2− 8]2 + 45(y+ z)2
(14)
Fig. 1 shows the free energy profile along each de-
gree of freedom and the corresponding trajectory from
evolving Langevin dynamics11 with an integration time
step of 0.01 units at temperature kBT = 1. In agree-
ment with the significantly higher energy barrier along
x, the transitions along x happen much less frequently
and it represents accurately the dominant slow mode in
this system.
In this work we want to focus on the difference between
optimizing Eq. 9 and Eq. 13. As such we perform the
biased MD by using the slow mode x as the reaction co-
ordinate and constructing the bias potential on the basis
of its analytical free energy. The bias potential was con-
structed with a maximum bias of 3kT . The sum of the
potential energy of the system and the bias potential is
shown as a dashed line in Fig. 1 (a).
B. RAVE set-up
The input to RAVE comprised the three-dimensional
time-series of {x, y, z} as obtained from Langevin dynam-
ics. Whitening procedure from Ref.12 was used to reduce
artifacts from high variance. The RC or PIB was learnt
as a linear combination of {x, y, z}, thus characterized by
corresponding three weights. Due to the possible non-
convex and inherent stochastic nature of the optimiza-
tion, there is no guarantee that a single training run gives
us the most optimal RC. Indeed, here we trained 16 neu-
ral networks with randomly initialized weights, and found
significant run to run variation in the output weights for
{x, y, z}. Out of the 16 choices we selected the run that
gave the smallest loss function. In practice we believe
such a high number of trial runs is not needed, and a
smaller number might very well be sufficient.
C. Calculated RC under different time-delays and
approximation schemes
We use the unbiased and the biased trajectories as in-
put in RAVE with different values of the predictive time-
delay ∆t. Fig. 2 shows the weights of x,y and z in the
RC as obtained for these different set-ups. For the long
well-sampled unbiased trajectory, we use Eq. 9 setting
V n = 0 (Fig. 2 (a)). This serves as a benchmark. For
the biased trajectory as well, we first use Eq. 9 setting
V n = 0 (Fig. 2 (b)). This illustrates the effect of biasing
on the different modes. Next, for the biased trajectory,
we use Eq. 9 taking the bias into account for reweighting
the stationary probability, but not the propagator (Fig.
2 (c)). Finally, we use the biased trajectory correcting
for the effect of bias on the stationary density as well as
the propagator by making use of Eq. 13 (Fig. 2 (d)).
The RAVE solution for unbiased trajectory shown in
Fig. 2 (a) assigns the highest weight to x, which is in
agreement with our expectation that x is the slowest
mode. The weights for y and z always have different signs
as they are anticorrelated according to potential energy
U in Eq. 14. Here we just want to compare their rela-
tive importance so only the absolute values of the weights
are shown all throughout Fig. 2. Fig. 2 (b) shows re-
sults after treating the biased trajectory without taking
the bias into account i.e. through the use of Eq. 9 with
V n = 0. Due to biasing along x and subsequent enhance-
ment in fluctuations in this direction, now all 3 modes x,
y and z are comparable in their timescales, and with-
out any reweighting RAVE assigns equal weights to the
three degrees of freedom. This illustrates why reweight-
ing out effects of bias is crucial in RAVE, and arguably
in general when using inputs from biased simulations as
training data in machine learning. In Figs. 2 (c) and
(d) we use Eq. 9 and Eq. 13 respectively to correct for
the effect of bias on the stationary probability and both
stationary probability/propagator. Both Eqs. 9 and Eq.
13 in Figs. 2 (c) and (d) respectively give a remarkably
similar profile to that obtained from the long benchmark
unbiased simulation used as input in RAVE. Thus, at
least for this model system, it appears that our intuitive
approximation of Eq. 8 made in Ref. 3 was reasonable.
It does however appear that using the correction Eq. 13
developed in this work leads to a more robust solution
across different predictive time delays.
6(a)
(b)
(c)
(d)
FIG. 2: Reaction coordinates learned by RAVE as
functions of predictive time delay. (a) RC learned from
an unbiased trajectory using Eq. 9 setting V n = 0. (b)
RC learned from a biased trajectory using Eq. 9 with
V n = 0. (c) RC learned from a biased trajectory with
Eq. 9 taking the bias V n = into account for reweighting
the stationary probability, but not the propagator. (d)
RC learned from a biased trajectory correcting for the
effect of bias on the stationary density as well as the
propagator by making use of Eq. 13.
IV. CONCLUSION
In this work, we have revisited our recent iterative
machine learning–molecular dynamics method RAVE1–3.
Specifically, we first discuss the role of predictive time
delay in RAVE demonstrating why its specific value
is not relevant as long as a small non-zero value is
taken. Secondly, we introduced a correction for the
objective function in RAVE that corrects the effect of
biasing potential on the dynamical propagator of the
system. Our work is grounded in the master equation
framework for the dynamics of the system in the true
high-dimensional space. We prove that the RC learned
from RAVE should not depend on the choice of time
delay, as long as time delay is small enough that the
Master Equation formalism of Eq. 4 is valid. This
explains why in our previous work, the RC converged
quickly as a function of predictive time delay3. Also, by
introducing the correction for the transition probability
in biased MD, we derive a new objective function, which
not only reweights the static distribution as we did in
our previous work, but also gives a better estimation of
the transition probabilities. We find that apart from
reducing the number of outlier solutions, our correction
does not significantly improve upon the intuitive ap-
proximation introduced in Ref. 3. It remains to be seen
if this holds true in more complex systems, but given
that our correction Eq. 13 involves no computational
overhead relative to Ref. 3, we recommend its use as
a default. In future work we will construct even more
accurate approximations13 to account for the effect of
bias on transition probabilities, as well as apply this
framework to different practical applications.
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