This paper attempts a resolution of the Fisher e¤ect puzzle in terms of statistical inference.
Introduction
A vast literature is devoted to the size of the response of nominal interest rates to changes in expected in ‡ation, broadly known as the Fisher e¤ect. 1 The monetary neutrality implications for di¤erent Fisher e¤ect values underlie this long-standing interest in the topic. More speci…cally, long-run superneutrality of money is associated with a coe¢ cient relating interest rates to expected in ‡ation equal to one, while a value below unity implies substantial long-run non-neutralities.
In this vein, the stationarity of the ex-ante real interest rate has some important implications. As suggested by the standard consumption asset pricing model, real interest rates should follow the pattern of consumption growth, which is clearly a stationary variable. Moreover, the neoclassical growth theory based on dynamic optimisation for a representative economic agent implies that the real rate should be constant in the steady state, being proportional to the representative consumer's rate of time preference. Unfortunately there is no consensus among economists about the true size of the Fisher e¤ect as several problems plague the empirical estimates. Darby (1975) introduced the e¤ect of taxes on the size of the Fisher e¤ect. He argued that nominal interest rates should increase by more than the increase in expected in ‡ation to compensate debt holders for a lower after-tax return since interest income is usually taxed as ordinary income. In this case, we should obtain a Fisher e¤ect estimate greater than one. A second problem is the generally unobserved nature of the expected in ‡ation rate. When actual realised in‡ation is used to proxy expected in ‡ation an errors-in-variables bias is introduced on the estimate of the Fisher e¤ect. Another issue involves the time series properties of the data under consideration when estimating a relationship like the Fisher e¤ect. The only case that standard least squares techniques are valid is when the series are second-order stationary. In the event of integrated variables, the only way to establish a theoretical Fisher relationship is via cointegration techniques. Finally, even when applying the appropriate cointegration methods, severe problems may arise associated with the implementation 1 See e.g. Cooray (2003) and the references therein.
of cointegration, such as the low power of cointegration tests or the performance of the various estimators in small samples.
In this study, we focus on the empirical examination of the long-run Fisher e¤ect (i.e. that interest rates and in ‡ation move one-to-one in the long-run) for 15 OECD countries. Our motivation stems from empirical evidence of time-varying dynamics in the data generating process (DGP) of both interest rates and in ‡ation rates. Our main objective is to investigate whether the empirical failure of the Fisher e¤ect (reported in many previous studies) is linked to the likely distorted small-sample performance of the cointegration estimators under time-varying dynamics. We, therefore, introduce a timevarying coe¢ cient DGP for the relationship between the innovations of interest rates and in ‡ation rates, while we assume that the cointegrating relationship is time-invariant.
Then, by means of Monte Carlo simulations, we show that these time-varying dynamics a¤ect the behaviour of all the cointegration estimators considered in this study causing signi…cant size distortions when testing the Fisher e¤ect. Our …ndings also suggest that among the estimators under scrutiny, the Augmented Autoregressive Distributed Lag (AADL) estimator (Pesaran and Shin, 1999) appears to be the most robust estimator to time-varying dynamics, closely followed by the Fully Modi…ed Least Squares (FMLS)
estimator (Phillips and Hansen, 1990) . The investigation of the behaviour of the cointegration estimators in the presence of time-varying coe¢ cients in the DGP is of great interest for researchers since many …nancial time series, such as spot and forward exchange rates, short and long term interest rates are often analysed in a cointegration framework while displaying a considerable degree of time heterogeneity. Previous attempts to introduce time-varying dynamics in the analysis of cointegrated variables include Bierens and Martins (2010) and Koop et al. (2011) . Both studies develop a Vector Error Correction Model (VECM) which allows the cointegration relationship to evolve over time. 2 Our approach di¤ers from the approach followed by the two aforementioned studies since the coe¢ cient of the cointegration equation is time invariant under our DGP, while the timevarying dynamics are introduced in the process of the cointegrating error and the error that drives the regressor (a detailed description of our DGP is given in Subsection 3.1). 
where e t is a white noise process, orthogonal to e t (m): If we further assume that the process followed by the real interest rate is a white noise process with a mean equal to r;
we are able to test for the Fisher e¤ect in the context of the following regression:
The null hypothesis to be tested can take the form:
Fisher hypothesis holds , (i) t is I(0) and (ii) = 1:
The …rst of these conditions, i.e. the condition that i t (m) and t (m) are cointegrated processes is supported by the bulk of empirical evidence in the literature. On the other hand, when dealing with the second condition, estimates of appear to be signi…cantly di¤erent from unity, leading to the Fisher e¤ect puzzle.
Brief literature review
Thus far the empirical evidence has not been supportive of the Fisher relationship. Numerous studies have found that the slope coe¢ cient in a regression of in ‡ation against nominal rates is signi…cantly di¤erent from one, at least over certain periods. Mishkin (1992) was one of the …rst to suggest that due to the apparent non-stationarity of nominal interest rates and in ‡ation a possible source of the low Fisher e¤ect estimates is the spurious regression problem discussed by Granger and Newbold (1974) . He correctly pointed out that the Fisher relation should be treated within the context of a cointegrated system, as in Engle and Granger (1987 
Motivation
Asymptotic optimality of the common single-equation cointegration estimators is contingent upon certain conditions imposed on the cointegration error and the error that drives the regressor. These conditions ensure the applicability of the Functional Central Limit Theorem (FCLT), thus allowing for asymptotics of integrated processes to be derived. 3 In the context of the triangular DGP, put forward by Phillips (1988) , the vector of the cointegrating error and the error that drives the regressor is usually modelled as a VAR (1) The discussion, so far, has shown that a constant coe¢ cient parameterisation of the error generating mechanism is likely to be unrealistic. In this context, we put forward a wide class of processes, i.e. the VAR(1) model with AR(1) coe¢ cients, which allow for more general heterogeneity properties in the data similar to those encountered in empirical applications. Interestingly, these DGPs are likely to satisfy the conditions for the applicability of the FCLT and consequently they are quite appealing to the applied researcher. We also examine the behaviour of various cointegration estimators in the presence of time-varying coe¢ cients in the DGP, while in the empirical part of the study we base our statistical tests on empirical (simulated) critical values instead of asymptotic ones.
Econometric methodology
In this section, we …rst describe a DGP for the relationship between interest rates and in ‡ation rates that allows for time-varying dynamics in the error generating process.
We also provide some theoretical results on the presence of nuisance parameters in the distribution of the OLS estimator in the context of the DGP under consideration. Finally, we examine the behaviour of various cointegration estimators in terms of their ability to provide correct statistical inference in the context of our DGP.
The data generating process
We consider the following bivariate DGP for the I(1) vector z t = [y t ; x t ] > :
We further assume that u t = [u 1t ; u 2t ] > is an I(0) process generated as follows:
where M is a diagonal 2x2 parameter matrix and P t is a diagonal 2x2 time-varying matrix. Speci…cally, 
and 0 
Moreover, we allow P t to follow a Vector Autoregressive (VAR) process of order 1, i.e.
where is a diagonal 2x2 constant parameter matrix: 
It is easy to see that under this speci…cation, the cointegration error and the error that drives the regressor follow the following two univariate processes: Appendix A1 provides the stationarity condition for u 1t and u 2t based on the results of Weiss (1985) .
The aforementioned DGP assumes that u t follows a VAR(1) model with AR(1) coe¢ -cients (henceforth, we refer to such a process as a VAR(1)-AR(1) process). In our analysis we also consider a second DGP that assumes that u t follows a VAR(1) process with Random Coe¢ cients (we call this a VAR(1)-RC process). This case is naturally a subset of the previous one. By setting = 0; P t is a mean zero process with E [P t P t ] = C: It is easy to show that the elements of the matrix C can be obtained from those of the matrix 34 for a diagonal matrix P t : In deriving the necessary and su¢ cient conditions for the stationarity and stability of this process, we further assume that P t is independent of " t :
Analytically, the generating mechanism for the VAR(1)-RC case is given by the following equations: 
After some algebra, we show that the stationarity of the VAR(1)-RC model is ensured by the following condition.
Proposition 1The vector u t = [u 1t ; u 2t ] > that follows a VAR(1)-RC process given by equations (9) and (10) Proof. See Appendix A2.
Next, we relate the parameters of the DGPs introduced so far to the nuisance parameters that are present in the distribution of the OLS estimator.
Nuisance parameters
The presence of nuisance parameters in the distribution of the OLS estimator renders standard asymptotic theory useless in the case of cointegration. The reason for the presence of these non-standard asymptotics is that when the elements of u t are contemporaneously and/or temporally correlated, the following two types of second-order asymptotic e¤ects are present in the limiting distribution of the OLS estimator (see Phillips and Loretan, 1991): (i) The nuisance parameter ! 12 =! 22 that describes the "long-run correlation"
e¤ect, due to non-diagonality of the long run covariance matrix = [! ij ] ; i; j = 1; 2 and
(ii) The nuisance parameter 21 = P 1 k=0 E(u 20 u 1k ) (of the one-sided covariance matrix, ) that describes the "endogeneity" e¤ect. However, the design of our DGPs rules out any feedbacks from the cointegration error to the error that drives the regressor or from the regressor to the error that drives the cointegration error. In this case, both nuisance parameters have the same source, namely the contemporaneous correlation between u 1t and u 2t .
We now derive the relevant nuisance parameters for the VAR(1)-RC process given by equations (9) and (10): To keep the analysis clear, the derivation of the variance matrices is given in Appendix B. We end up with the following formulas: The variance-covariance matrix V of u t is given by
and the long-run covariance matrix is given by We observe that both nuisance parameters are increasing functions of 11 and 12 . On the other hand, the persistence of the error that drives the regressor (mainly controlled by 22 ) drives the nuisance parameters to the opposite direction, i.e. as 22 increases,
decreases while 21 increases. What is really interesting in this case is that the e¤ect of the random coe¢ cients does not amplify the magnitude of the nuisance parameters.
Speci…cally, as 44 increases, the "long-run correlation"e¤ect decreases, due to increased variation in the error that drives the regressor.
Similar results for the general case of a VAR(1)-AR(1) process are not easy to derive, due to the algebraic intractability of the process.
Monte Carlo simulations
It is our intention to investigate, by means of Monte Carlo simulations, the …nite sample An increase in the value of 44 that controls the "random-coe¢ cient" e¤ect (together with 33 ) causes, in general, minor improvements to the behaviour of the estimators. This is illustrated by the comparison of DGP4 to either DGP1 or DGP6.
In summary, the …ndings of our …rst Monte Carlo experiment suggest that all the estimators under scrutiny su¤er from size distortions when the DGP corresponds to a VAR(1)-RC process. The size distortions are higher for small sample sizes and are an increasing function of the persistence of the cointegration error and, to a lesser degree, of the contemporaneous correlation between u 1t and u 2t . AADL appears to be the best performing estimator followed by the two versions of FMLS. On the other hand, OLS and DOLS are the estimators with the worst behaviour in the context of our DGPs, since they su¤er from signi…cant size distortions.
[INSERT TABLE 2 ABOUT HERE]
Our second experiment focuses on the case of a VAR(1)-AR(1) process. We consider four di¤erent DGPs (DGP7 to DGP10). The results, reported in Table 2 along with the results for DGP1 that serves as a benchmark, can be summarised as follows:
Switching from a VAR(1)-RC process to a VAR(1)-AR(1) process increases the size distortions of all the estimators examined in our analysis (see DGP1 and DGP7). Interestingly, in some cases (e.g. OLS, DOLS and CCR(a)) the increase in the size distortions are slightly larger for large samples.
In all cases, the size distortions decrease as the sample size increases. AADL remains the best performing estimator, closely followed by FMLS and CCR. On the other hand, OLS and DOLS have the largest size distortions among the estimators under scrutiny. shows that the behaviour of the estimators is not a¤ected by the value of 22 .
Empirical analysis
In this section, we employ 15 OECD countries to examine whether the 
Data
We use annual data for long-term interest rates and in ‡ation rates available at the website of Professor Michael D. Bordo. 5 The use of a long annual historical dataset stems from our need to increase the power of our testing methodology. We use the IFS database to extend the sample period to 2009 for all the variables. However, the start date di¤ers among countries due to data availability. Speci…cally, the sample starts in (i) 1881 
Estimation results
Some preliminary results con…rm the widely held view that interest rates and in ‡ation rates are I(1) processes and cointegrated. As a result, the …rst condition for the Fisher hypothesis to hold is satis…ed. In this mode, we focus on testing the second hypothesis, namely that the slope coe¢ cient is insigni…cantly di¤erent from one. Before proceeding to the estimation of the slope coe¢ cient, , we …rst establish its time-invariancy property on the basis of tests for stability in cointegrating regressions (Hansen, 1992) . More in detail, we employ three tests, namely the L c , MeanF and SupF tests, which test the null hypothesis that the cointegrating vector is time-invariant (constant). To save space, we provide a brief description of the tests along with our results in Appendix C. Our …ndings (see Table C1 , Appendix C) point to stability of the cointegrating relationship justifying our modelling approach. To this end, we proceed with the estimation of the slope coe¢ cient. Speci…cally, we employ the nine estimators considered in this study to estimate the slope coe¢ cient, , in a regression of in ‡ation against nominal rates. Table   3 
[INSERT TABLE 4 ABOUT HERE]
We now turn to the empirical investigation of the Fisher hypothesis. We, therefore, test the null hypothesis that equals unity (against the alternative hypothesis that di¤ers from unity) for all countries under scrutiny based on the nine di¤erent estimators considered in the analysis. The t-statistics for the null hypothesis of = 1 are reported in Table 4 rates and in ‡ation rates has time-varying coe¢ cients (as illustrated in Figure 1 ). In such cases, the results of the Monte Carlo experiment presented in Section 3 reveal that the estimators considered in this analysis su¤er from signi…cant size distortions. Therefore, the utilisation of asymptotic critical values seems problematic and can lead to false conclusions. We try to overcome these issues by repeating the analysis based on simulated critical values that take into account both the small sample size and the time-varying dynamics in the Fisher equation.
In order to generate the simulated critical values, we …rst need to choose the proper DGP to describe the relationship between the interest rate and the in ‡ation of each country. We consider three alternative models, that is the VAR(1)-AR(1) and VAR(1)-RC models described in Section 3 and a simple VAR(1) model with constant coe¢ cients. Given the selected model for each country, we now calculate the simulated critical values for each estimator for proper statistical inference when testing the Fisher hypothesis. 7 Next, we test the null hypothesis that equals unity. The results, presented in Table 4 where an asterisk indicates the rejection of the null hypothesis based on simulated critical values, generate a totally di¤erent picture compared to the ones that are based on asymptotic critical values. The results now provide strong evidence supporting the validity of the Fisher hypothesis. To be more speci…c, all the estimators lead to the same conclusion that = 1 in almost al cases. OLS is the only exception since it still suggests rejection of 6 The constant coe¢ cient VAR(1) model is a simpli…ed version of VAR(1)-RC where 11;t and 22;t do not enter in the model of u t . Speci…cally, u t = M u t 1 + " t where M is a diagonal 2x2 matrix and " t N IID(0; 12 ). 7 The results are not reported for brevity but are available from the authors upon request. 
Conclusions
This study examines the Fisher hypothesis (i.e. that interest rates and in ‡ation move one-to-one in the long-run) for 15 OECD countries. Our motivation stems from empirical evidence that the error generating process of both interest rates and in ‡ation rates Consider the process u t = [u 1t ; u 2t ] > given by equations (4)- (8) . According to Weiss (1985) , the stability condition for u 1t and u 2t is (dropping the subscripts) R + S 2 (1) 1;
while q equals 33 and 44 for the case of u 1t and u 2t respectively.
In general, stability does not imply stationarity. However, implicit in the derivation of the stability condition by Weiss is the existence of a …nite mean and the condition itself is built on the requirement of a …nite variance, which associated with an identical distribution for the errors " t provide us with a su¢ cient second-order stationarity condition, albeit a strong one. Proof to proposition 1: The starting point for the derivation of the stationarity conditions for our parameter space is the following theorem by Nicholls and Quinn (1982):
8 Given that M is diagonal, its eigenvalues are less than unity in modulus () j 11 j < 1 and j 22 j < 1:
Theorem: A unique F t -measurable stationary solution fu t g exists to (9) The …rst condition reduces to j 11 j < 1 and j 22 j < 1 given the diagonality of M in our setup. Next, we derive matrix H and then the conditions that ensure that it is positive de…nite.
As stated in the theorem matrix H is given by vecH = (I CA) 1 vec 12 ; with C being equal to ac 11 12 ) < 0 =) bd 2 12 ac 11 12 < 0 which holds for any parameter con…gurations subject to the constraints set earlier: 11 The covariance matrix V of u t is given by vecV = AvecH; so V = 11 Since j 12 j < 11 , j 12 j < 22 =) (4) to (6) , namely the conditional or contemporaneous covariance matrix, the unconditional covariance matrix and the long-run covariance matrix. In what follows, we derive these variances for the VAR(1)-RC case.
Conditional/contemporaneous covariance matrix:
Unconditional covariance matrix ( V ):
Long-run covariance matrix ( ):
The long-run covariance matrix can be decomposed into three matrices: the unconditional covariance matrix V; and two temporal matrices and 0 ; i.e. = V + + 0 ;
For s = 1; we have E(u t u
For s = 2; we have E(u t u
So reduces to = M V + M 2 V + ::: + M T 1 V and given that all the eigenvalues of M are less than unity in modulus, we have:
as T tends to in…nity).
In a similar mode,
Adding up the three terms we have
With some algebra, we relate the parameters of our DGP to the nuisance parameters, ! 12 =! 22 that describes the "long-run correlation" e¤ect, due to non-diagonality of the long run covariance matrix = [! ij ] ; i; j = 1; 2 and 21 = P 1 k=0 E(u 20 u 1k ) that describes the "endogeneity"e¤ect. Speci…cally, we have: Hansen, 1992) . A p-value of 0:20 suggests signi…cance at > 0:20 level.
Overall, our …ndings suggest that the cointegrating relationship between in ‡ation and interest rates is stable. More speci…cally, on the grounds of the L c test and a 5% signi…cance level, we cannot reject the null of stability for all the countries at hand.
Similarly, the MeanF test points to stability of the cointegrating relationship for the majority of the countries with the exception of Italy, Portugal and Switzerland. Turning 12 The tests are built in the context of fully modi…ed estimation of the cointegrated regression. To save space, we do not give details on the formulation of the tests. The interested reader is referred to Hansen (1992) . 13 Alternative speci…cations with respect to the choice of kernel, bandwidth and prewhitening yielded qualitatively similar results. We thank Prof. Hansen for making the codes available at http://www.ssc.wisc.edu/~bhansen/progs/progs.htm.
to the SupF test, our results point to weaker evidence with repect to stability of the cointegration vector as the null is rejected for …ve countries, namely Denmark, France, Italy, Portugal and Switzerland. A word of caution is in order here; rejection of the null does not imply that the particular alternative that a test is designed to detect holds as there are many possibilities behind this outcome. Taking this into account and our stability test results, we conjecture that our choice to model the cointegrating relationship as stable and allow for time-varying dynamics in the error generating process is justi…ed by our long-run dataset. Regression (CCR) is closely related to FMLS, but instead employs stationary transformations of the data to obtain least squares estimates to remove the long run dependence between the cointegrating equation and stochastic regressors innovations. As in FMLS, the …rst step in CCR is to obtain estimates of the innovations u t and corresponding consistent estimates of the long-run covariance matrices and . Similarly to FMLS, we consider the "prewhitened" version of CCR and employ the Quadratic Spectral kernel, while we apply either the Newey-West or the Andrews procedure for bandwidth selection.
Johansen' s Maximum Likelihood (JOH):
Apart from various single-equation estimators, we also consider the system-based maximum likelihood estimator of ; suggested by Johansen (1988 Johansen ( , 1991 . The order of the JOH estimator corresponds to the lag-order of the Vector Autoregressive model on which this estimator is based. An important difference of this estimator from the other cointegration estimators considered in this study is that it has been developed and proved to be asymptotically optimal in the context of a Gaussian Vector Autoregression which accommodates a rather narrow class of DGPs.
Augmented Autoregressive Distributed Lag (AADL(q,r,s)): This estimator is based on the following ADL(q,r) model (see Pesaran and Shin, 1999) :
The parameter of interest is equal to the long-run multiplier of y t with respect to x t .
A direct estimate of the parameter of interest along with its standard error may be 
Estimates of the coe¢ cients and their standard errors can be obtained by using the Instrumental Variables (IV) estimator, with the original matrix of regressors being the instrumental variables (see Wickens and Breusch, 1988) . This means that the ADL estimator of is very easy to apply since it involves only IV estimation techniques. The
Augmented ADL estimator is an extension of the ADL estimator where leads of the regressor are added to the equation. Speci…cally, the AADL estimator of is calculated based on the following equation:
a h x t+h + t AADL is required when there is Granger causality running from the cointegrating error to the error that drives the regressor. In such a case, augmentation of the ADL model by the leads of the regressor restores super-exogeneity and removes the second order asymptotic biases, thus rendering the AADL estimator asymptotically e¢ cient.
