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Maddox (2017) argues that respondents’ talk and gesture during an assessment inform researchers
how a response product has evolved. Indeed, how a task is performed represents key information for
psychological and educational assessment. In an ancient example: Gideon was required by the Lord
to select those men who lap the water with their tongues, but not those who kneel down to drink
(Judges 7:5 New International Version).
In cognitive ability testing, process data can be defined as empirical information about the
cognitive (as well as meta-cognitive, motivational, and affective) states and related behavior that
mediate the effect of the measured construct(s) on the task product (i.e., item score). Thus,
operationally, process data can be regarded as the empirical data reflecting the course of working
on a test item. Recently, process data has increasingly gained attention in cognitive ability testing
given the digitalization of measurement and the possibility of exploiting log file data. Other sources
of process data are, for instance, concurrent think aloud protocols, screen capturing, eye tracking,
facial expression, video-recorded behavior, and physiological sensor data (Azevedo, 2015).
As shown by Maddox for large-scale assessments, even talk and gesture can be regarded as useful
process data. In this case, the process data is not only video-recorded but also observed by the
interviewer in situ; the interviewer interactively uses it to influence the test-taking process and to
reduce construct-irrelevant variance. Thus, like product data (e.g., scores), process data is used to
draw inferences. We argue in the following that the interpretation and use of process data and
derived indicators require validation, just as product data do (Kane, 2013). This theoretical back-
ground, including some examples about log file data, sets the ground for our comments on
Maddox’s use of “talk and gesture as process data.”
Using and interpreting process data
Process data may be used to address substantial research questions, for instance, to learn about
individual solution behavior and related cognitive processes (Greiff, Niepel, Scherer, & Martin, 2016;
Molenaar, 2015). Measurement can be enhanced by using process data as evidence for process-
oriented constructs, such as speed (Klein Entink, Fox, & Van Der Linden, 2009), for the detection of
disengaged or aberrant response behavior (Kong, Wise, & Bhola, 2007; Van Der Linden & Guo,
2008), or for the validation of score interpretations (Borsboom, Mellenbergh, & Van Heerden, 2004;
Kane & Mislevy, 2017).
Maddox considers talk and gesture as process data for formative use in the PIAAC interview
situation. This is an interesting and novel extension in that the interviewer observes the respondent
taking the test (e.g., verbal utterances), makes inferences based on these observations (e.g., feelings of
failure), and derives adaptive interventions (e.g., face-saving support). This way, the interviewer
contributes to reducing the confounding construct-irrelevant sources of variance for the test score.
This is not in contradiction with standardized testing; rather, the interviewer represents a commu-
nicative and adaptive component of the measurement (Suchman & Jordan, 1990). However, this
approach gives rise to the crucial question of whether interviewers are prepared to draw these
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inferences in a valid and consistent way, particularly in cross-cultural assessments. If interviewers
interact differently in the same situations, interviewer effects will contaminate the measure. For
example, as shown by Ackermann-Piek and Massing (2014), PIAAC interviewers in Germany
behaved differently than expected in many respects (e.g., how additional information was provided
to the respondent on request). Furthermore, does Maddox’s study imply that group assessments
(e.g., PISA) are not trustworthy given the lack of individual supervision? It seems that high data
quality can be obtained from computer-based assessments by a well-developed–user interface
tailored to the respondents’ needs. In this respect, Maddox gives some hints for potential improve-
ment in the case of PIAAC, which we take up in our outlook.
Eliciting process data and synthesizing it to process indicators
Process data is quite often regarded as collateral information. However, for being able to make the
desired inferences, researchers need to plan thoroughly what kind of process data should be collected
and what the temporal and spatial resolution should be (Kroehne, Roelke, Kuger, Goldhammer, &
Klieme, 2016; Oranje, Gorin, Jia, & Kerr, 2017). Following the evidence-centered design approach
(Mislevy, Almond, & Lukas, 2003), the intended inferences primarily determine the empirical
evidence to be elicited. Thus, depending on the claims about the latent process (e.g., strategy use,
test-taking engagement), observable evidence for the targeted construct needs to be identified (e.g.,
selection, sequence, and duration of behavioral steps), and finally, situations and tasks that evoke the
desired behavior need to be designed.
Table 1 shows two examples for the chain of inferences: from process data to behavior during the
assessment to the latent (e.g., cognitive or motivational) process. For Example 1, the task design
would only require observing response times by item. A suitable task design for Example 2 would be
a web environment including tools for highlighting and annotating text. Thus, it is necessary to
design a task that elicits the desired behavior during task completion and to design a system that
records all required events, including time information.
By combining process data, process indicators are derived that reflect the behavior during the
assessment with respect to the targeted latent cognitive process. In Example 1, this indicator could
represent whether the response time was below a threshold; in Example 2, this could be a measure of
semantic transitions between different web pages.
The process data in the PIAAC interview, as described by Maddox, is entirely different. There are
no mechanisms to systematically evoke talk or gesture. Instead, the interviewer serves as support and
primarily responds to body language and verbal utterances to address the respondent’s questions and
problems. Here, process data is collateral information; that is, in a given situation (e.g., the
respondent did not fully get the instruction), process data may or may not be available for adapting
the interview process, depending on respondent characteristics among others (e.g., extraversion).
Thus, one needs to design the interview in a way that respondents communicate their questions and
problems related to the assessment comparably. In other words, the observed behavior of respon-
dents is comparable if, and only if, it was evoked in the same manner.
Table 1. Illustration of the chain of inferences from log file data to a latent process.
Level of Inference
(1) Latent Process (2) Empirical Behavior (3) Process Data
Example A
Rushing Through the
Test
Test-taking disengagement Responding to an item quickly
(i.e., below response time
threshold)
Log file data (i.e., click events of next-
item button and time stamps)
Example B
Thoroughly Comparing
Information
Contrasting information in
reading multiple
documents
Switching back and forth and
(re)reading related
information presented across
web sites
Log file data (i.e., navigation events,
highlighted text, or typed
annotations)
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Validating the interpretation of process indicators
Inferring latent (e.g., cognitive) processes from process indicators needs to be justifiable. Similarly to
the validation of test-score interpretation (AERA, APA, NCME, & Joint Committee on Standards for
Educational Psychological Testing, 2014; Kane, 2013), both theoretical and empirical evidence is
needed to make the link from the process indicator to the latent process well-founded. Regarding
Example 1, one may wonder whether a response time falling below a certain threshold would allow
one to conclude that the respondent shows no test-taking engagement.
How can the intended interpretation of a process indicator be challenged? This requires the
falsification of hypotheses as proposed, for instance, by theories of cognitive processing. Failed
falsifications would provide evidence for the intended interpretation. Evidence for supporting a
claim such as “indicator Y measures the latent process X” can be collected using correlational and
experimental approaches. Thus, the claim may be justifiable if Y is correlated with Z (e.g., an external
criterion obtained from video data) or if Y is affected by an experimental manipulation as expected.
For instance, one can assume the rate of correct responses to be around chance level for item
completions that are classified as disengaged (Goldhammer, Martens, & Lüdtke, 2017; Lee & Jia,
2014). An experimental strategy could be based on the assumption that high-stakes testing causes a
lower rate of disengaged completions than a low-stakes condition. The validity of the interpretation
of the indicator would be supported if the accuracy of disengaged completions were only at chance
level and if the indicator were able to reveal the assumed difference between testing conditions.
In principal, the talk and gesture used as process data by Maddox also face the problem of a clear
interpretation. Thus, evidence is needed that interviewers are able to draw the correct inference
about latent processes, such as fatigue. However, talk is certainly less ambiguous information than
the response time or navigation behavior that is extracted from log file data. From this perspective,
talk and gesture could serve as external criteria to validate, for instance, the interpretation of
response time as an indicator of engagement. This would be a fruitful combination of small-scale
qualitative and large-scale quantitative studies.
Looking ahead: Suggestions for the large scale
While Maddox demonstrates the usefulness of talk and gesture for small-scale studies, consideration
needs to be given on how this information could be harvested on a large scale. When Maddox asks,
“Can a computer do that?” (p. 14), we are bold and answer, “Yes, to some extent.” If the task is to
react appropriately and in a standardized manner to the verbal utterance and facial expression of a
respondent, modern technologies could do the job.
Several indicators could be engineered from video and audio streams. Audio recordings would be
transformed into text by automatic speech recognition. This is challenging, but most problems
induced by the setting―such as multi-party dialogue or noise―are or are about to be solved
(Huang, Baker, & Reddy, 2014; Traum & Rickel, 2002). With talk transcribed to text, natural
language processing techniques, centering around discourse processes, could be utilized. For exam-
ple, the semantics of a verbal exchange could be classified by latent semantic analysis (Deerwester,
Dumais, Furnas, Landauer, & Harshman, 1990), or response cries in combination with a facial
expression would reveal a lot about the respondent’s affective state.
With the video information, facial expressions of the test person could be automatically classified
by the Facial Action Coding System (Ekman & Rosenberg, 1997), similarly to how the system is used
in the intelligent tutoring system AutoTutor (D’Mello & Graesser, 2013). This way, frustration,
engagement, or fatigue could be identified (Grafsgaard, Wiggins, Boyer, Wiebe, & Lester, 2013; Gu &
Ji, 2004).
With smart ideas on how to exploit the additional information, large-scale assessment could
benefit significantly from the approach proposed by Maddox. Coming back to this section’s opening,
virtual embodied conversational agents acting as test administrators could draw on the features
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described here and, thus, appropriately adapt the testing situation in a manner that is still standar-
dized. Obviously, the scenario described here involves an expensive development, and its limitations
and implications for intervening with the assessment would need to be investigated. However, the
attempt seems worth the effort.
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