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ON THE MATRIX EQUATION XB = BY
MAHMOUD BENKHALIFA
Abstract. Let G be a finite group of order n. In this paper we use rational
homotopy theory to define a matrix BG = [bij ], where bij ∈ {0, 1}, such that
G is isomorphic to a certain subgroup of GL(n
2
+n+4
2
,Q)×GL(n,Q) formed by
matrices (X = [cij], Y = [aij ]), where aij , cij ∈ {0, 1}, satisfying the matrix
equation XBG = BGY . Moreover we prove that the matrix BG can be used
to classify, up to isomorphism, the finite groups. Namely we show that two
finite groups G and G′ are isomorphic if and only if BG = BG′ .
1. Introduction
Let Γ∗ be a graded commutative Q-algebra of finite dimension and let
aut(Γp) =
{
fp : Γp → Γp, where f∗ is an automorphism of graded commutative algebras
}
.
For any fp ∈ aut(Γp), let Afp ∈ GL(m,Q) be the matrix associated to fp with
respect to a fixed basis of Γp, where m = dimΓp. Let us denote by
S(Γp) =
{
Afp ∈ GL(m,Q) , where f
p ∈ aut(Γp)
}
Definition 1.1. Given a graded commutative Q-algebra Γ∗ of finite dimension and
a matrix B ∈Mm×n(Q), where m = dimΓp, we define the set
GB =
{
(Afp , C) ∈ S(Γ
p)×GL(n,Q) such that AfpB = BC
}
(1)
Notice that GB is a group and that will be proved in section 2 in Proposition 2.1.
In this paper we study the set of the solutions of the matrix equation XB = BY
for a given graded commutative Q-algebra Γ∗ of finite dimension and a given matrix
B ∈Mm×n(Q), where the unknowns (X,Y ) ∈ GB .
More precisely, let G be a finite group of order n, we use the framework of rational
homotopy theory [9] used for studying the group of self-homotopy equivalences of
a simply connected CW-complex [1, 2, 4, 5, 6] and the slight author’s modification,
developed [3], of the remarkable theorem of Costoya-Viruel [8] asserting that Every
finite group is the group of self homotopy equivalences of an elliptic space, to
construct a free graded commutative Q-algebra Γ∗G of finite dimension and a unique
matrix BG = [bij ] of order (
n2+n+4
2 )×n, where the entries bij ∈ {0, 1}, and to prove
the following main result of this paper.
Theorem 1. Let G be a finite group of order n. There exist a graded commutative
Q-algebra Γ∗G of finite dimension and a unique matrix BG = [bij ], where bij ∈ {0, 1},
of order (n
2+n+4
2 )× n such that GBG
∼= G.
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Consequently we obtain
Corollary 2. Two finite groups G and G′ are isomorphic if and only if BG = BG′ .
A matrix B of order (n
2+n+4
2 )×n is said to be realizable if there exists a certain
group G of order n such that B = BG.
Corollary 3. The number of the realizable matrices B of order (n
2+n+4
2 ) × n is
equal to number of the groups of order n.
2. The main result
Let B ∈Mm×n(Q) and let GB the set defined in (1).
Proposition 2.1. GB is a subgroup of GL(m,Q)×GL(n,Q).
Proof. First let (Afp , C), (Af ′p , C
′) ∈ S(Γp)×GL(n,Q). By definition the matrices
Afp and Af ′p are associated respectively to the linear maps f
p, f ′p : Γp → Γp,
where f∗, f ′∗ : Γ∗ → Γ∗ are two automorphisms of graded commutative algebras.
Moreover
AfpB = BC and Af ′pB = BC
′
therefore
AfpAf ′pB = AfpBC
′ = BCC′
it follows that
(AfpAf ′p , CC
′) ∈ S(Γp)×GL(n,Q)
Observe that we have
Afp◦f ′p = AfpAf ′p .
Next let (Afp , C) ∈ S(Γ
p)×GL(n,Q). As AfpB = BC and Afp , C are invertible, we
deduce that BC−1 = (Afp)
−1B implying that ((Afp)
−1, C−1) ∈ S(Γp)×GL(n,Q).
Notice that A−1fp = A(fp)−1 . 
Remark 2.2. Let fp ∈ aut(Γp). Since Γ∗ is a graded commutative algebra, the
vector space Γp might be spanned by generators on the form
γi1γi2 . . . γik , γij ∈ Γ
|γij |.
Here |.| denotes the degree of the elements in the graded algebra Γ∗. In that case it
is worth noting that, since f∗ is an automorphism of graded commutative algebras,
the matrix Afp associated to f
p is determined by the formula
fp(γi1γi2 . . . γik) = f
|γi1 |(γi1)f
|γi1 |(γi2) . . . f
|γi1 |(γik)
where
f
|γij | : Γ|γij | → Γ|γij | and |γi1 |+ |γi2 |+ · · ·+ |γik | = p
Theorem 2.3. Let G be a finite group of order n. There exist a graded commutative
Q-algebra Γ∗G of finite dimension and a unique matrix BG ∈Mm×n(Q) such that
GBG
∼= G
where m = dimΓ120G .
Remark 2.4. The graded commutative Q-algebra Γ∗G is defined based on the previ-
ous work of the author in [3] and from this work we can establish thatm = dimΓ120G .
3Proof. Let G = {g1, g2, · · · , gn} be a finite group of order n and let Sn the sym-
metric group. By Cayley’s theorem there is a monomorphism
Ψ : G→ Sn , gj 7→ σj : gk −→ gjgk , 1 ≤ k ≤ n (2)
For 2 ≤ j ≤ n, write σj =
(
1 2 · · · n
j σj(2) · · · σj(n)
)
and let:
σ2 =
(
1 2 σ2(2) . . . , σ
κ2
2 (2)
)(
i1σ2(i1) . . . σ
κi1
2 (i1)
)
. . .
(
ik σ2(ik) . . . σ
κik
2 (ik)
)
(3)
the decomposition of σ2 into a product of cycles.
Recall that in [3] we constructed a free commutative cochain Q-algebra(
Λ(x1, x2, y1, y2, y3, {zj, wj}gi∈G), ∂
)
where the degrees of the elements in this graded algebra are
|x1| = 8 , |x2| = 10 , |wj | = 40
and where the differential is given by:
∂(x1) = ∂(x2) = ∂(wj) = 0 , ∂(y1) = x
3
1x2, ∂(y2) = x
2
1x
2
2, ∂(y3) = x1x
3
2 (4)
∂(zj) = w
3
j + wjwσj+1(1)x
4
2 +
k∑
τ=1
wjwσj+1(iτ )x
4
2 + y1y2x
4
1x
2
2 − y1y3x
5
1x2 + y2y3x
6
1 + x
15
1 , 1 ≤ j ≤ n− 1
∂(zn) = w
3
n + wnw1x
4
2 +
k∑
τ=1
wnwiτ x
4
2 + y1y2x
4
1x
2
2 − y1y3x
5
1x2 + y2y3x
6
1 + x
15
1
and we proved that
E(Λ(x1, x2, y1, y2, y3, {zj, wj}gi∈G)
∼= G
where E(Λ(x1, x2, y1, y2, y3, {zj, wj}1≤j≤n) denotes the group of self homotopy cochain
equivalences of Λ(x1, x2, y1, y2, y3, {zj, wj}gi∈G).
Define the graded commutative Q-algebra Γ∗G by setting
Γ∗G = H
∗
(
Λ(x1, x2, y1, y2, y3, {wj}gi∈G), ∂
)
Here H∗
(
Λ(x1, x2, y1, y2, y3, {wj}gi∈G), ∂
)
is the cohomology graded commutative
Q-algebra of
(
Λ(x1, x2, y1, y2, y3, {zj, wj}gi∈G, ∂
)
.
Now let V 119 = Q{z1, . . . , zn} be the vector space spanned by the set {z1, . . . , zn}.
Recall that |zi| = 119 for every 1 ≤ i ≤ n. In ([3], Proposition 3.9), it is shown that
E(Λ(x1, x2, y1, y2, y3, {zj, wj}gi∈G)
∼= D11940 ,
where D11940 is the subgroup of aut(V
119) × E(ΛV ≤40) consisting of the couples
(ξ, [α]) making the following diagram commutes:
V 119 ✲ V 119
b b
❄ ❄
ξ
H120(α)Γ120G = H
120
(
Λ(x1, x2, y1, y2, y3, {wj}gi∈G
)
✲ Γ120G = H
120
(
Λ(x1, x2, y1, y2, y3, {wj}gi∈G
)
(5)
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where the linear map b is defined by
b(zi) = ∂̂(zi) , 1 ≤ j ≤ n (6)
Here ∂̂(zi) denotes the cohomology class of the cycle ∂(zi) inH
120
(
Λ(x1, x2, y1, y2, y3, {wj}gi∈G
)
.
Moreover, it is shown that if (ξ, [α]) ∈ D11940 , then there exists a unique permutation
σs =
(
1 2 · · · n
s σs(2) · · · σs(n)
)
(7)
such that
ξ(zj) = zσs(j) , α(wj) = wσ(j) , α = id , on x1, x2, y1, y2, y3. (8)
Thus, there is an isomorphism
Ψ : D11940 → G defined by Ψ((ξ, [α])) = gs, (9)
where the element gs corresponds to the permutation σs, given in (7), via Cayley’s
theorem.
Consequently, using (8), the matrices associated to the linear maps ξ and H120(α),
given in the diagram (5) and corresponding to the element (ξ, [α]) ∈ D11940 , can be
written, respectively, as
Cgs = σsIn , Ags =
σsIn 0 00 A˜gs 0
0 0 I2
 ,
where
σsIn =
[
ci,j
]
1≤i,j≤(k+1)n
, ci,j =
{
1, if i = σs(j)
0, otherwise
,
and where
A˜gs =
[
an+i,n+j
]
1≤i,j≤(k+1)n
, an+i,n+j =
{
1, if i = σs(j)
0, otherwise
.
Here σs is the permutation corresponds to gs via Cayley’s theorem.
According to theorem 2.11 in [3], the couples (Cgs , Ags), 1 ≤ s ≤ n, are the only
pairs satisfying the equation AgsBG = BGCgs implying that GBG
∼= G.
As the following set of generators
Σ =
{
w31 ; w
3
2 ; · · · ; w
3
n ; wjwj+1x
4
2 , 1 ≤ j ≤ n−1 ; y1y2x
4
1x
2
2−y1y3x
5
1x2+y2y3x
6
1 ; x
15
1
}
is linearly independent in Γ120G = H
120
(
Λ(x1, x2, y1, y2, y3, {wj}i∈G
)
, it follows that
Σ can be chosen, according the formulas (4) and (6), as a basis for the vector space
b(V 119) ⊆ Γ120G .
Thus, the matrix BG of order (
n2+n+4
2 ) × n which is associated to the linear map
b defined in (6) with respects to the basis is Σ is
BG =
InM
D
 where D = [1 1 . . . 1
1 1 . . . 1
]
,
5where the matrix M =
[
mij
]
, which is of order n(n−1)2 × n, is defined by
mij =
{
1, if i ∈ {σj+1(1), σj+1(i1), . . . , σj+1(ik)},
0, otherwise.
As a result, to the group G we assigned the matrix BG. Notice that BG is unique.

Theorem 2.5. Two finite groups G and G′ are isomorphic if and only if BG = BG′ .
Proof. If BG = BG′ , then according to definition 1.1 we deduce that
EBG = EBG′
Now using theorem 2.3 it follows that G ∼= G′. 
Example 2.6. If G = Z4, then the model associated to Z4 is(
Λ(x1, x2, y1, y2, y3, w1, w2, w3, w4, z1, z2, z3, z4), ∂
)
where |x1| = 8, |x2| = 10, |wj | = 40, and where the differential is given by:
∂(x1) = ∂(x2) = ∂(wj) = 0 , ∂(y1) = x
3
1x2 , ∂(y2) = x
2
1x
2
2 , ∂(y3) = x1x
3
2
∂(z1) = w
3
1 + w1w2x
4
2 + y1y2x
4
1x
2
2 − y1y3x
5
1x2 + y2y3x
6
1 + x
15
1
∂(z2) = w
3
2 + w2w3x
4
2 + y1y2x
4
1x
2
2 − y1y3x
5
1x2 + y2y3x
6
1 + x
15
1
∂(z3) = w
3
3 + w3w4x
4
2 + y1y2x
4
1x
2
2 − y1y3x
5
1x2 + y2y3x
6
1 + x
15
1
∂(z4) = w
4
2 + w4w1x
4
2 + y1y2x
4
1x
2
2 − y1y3x
5
1x2 + y2y3x
6
1 + x
15
1
The matrixBZ4 and the group GBZ4 =
{
(I4, I10), (Ag(1234) , Cg(1234) ), (Ag(13)(24) , Cg(13)(24) ), (Ag(1432) , Cg(1432) )
}
are given by
BZ4 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
0 0 0 0
0 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
1 1 1 1
1 1 1 1

, Cg(1234) =

0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
 , Cg(13)(24) =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 , Cg(1432) =

0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 1

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and where A(1234), Ag(13)(24) , Ag(1432) are the following matrices respectively.

0 0 0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1

,

0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1

,

0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1

Example 2.7. If G = V, the Klein four-group, then the model associated to V is
(
Λ(x1, x2, y1, y2, y3, w1, w2, w3, w4, z1, z2, z3, z4), ∂
)
where |x1| = 8, |x2| = 10, |wj | = 40, and where the differential is given by:
∂(x1) = ∂(x2) = ∂(wj) = 0 , ∂(y1) = x
3
1x2 , ∂(y2) = x
2
1x
2
2 , ∂(y3) = x1x
3
2
∂(z1) = w
3
1 + w1w2x
4
2 + w1w4x
4
2 + y1y2x
4
1x
2
2 − y1y3x
5
1x2 + y2y3x
6
1 + x
15
1
∂(z2) = w
3
2 + w2w3x
4
2 + w2w1x
4
1 + y1y2x
4
1x
2
2 − y1y3x
5
1x2 + y2y3x
6
1 + x
15
1
∂(z3) = w
3
3 + w3w4x
4
2 + w3w2x
4
2 + y1y2x
4
1x
2
2 − y1y3x
5
1x2 + y2y3x
6
1 + x
15
1
∂(z4) = w
3
4 + w4w1x
4
2 + w4w3x
4
2 + y1y2x
4
1x
2
2 − y1y3x
5
1x2 + y2y3x
6
1 + x
15
1
The matrix BV and the group
GBV =
{
(I4, I14), (Ag(12)(34) , Cg(12)(34) ), (Ag(13)(24) , Cg(13)(24) ), (Ag(14)(23) , Cg(14)(23) )
}
are given by
BV =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1 1 0 0
0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 1
0 0 1 0
1 1 1 1
1 1 1 1

, Cg(12)(34) =

0 1 0 0
1 0 0 1
0 0 0 0
0 0 1 0
 , Cg(13)(24) =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 , Cg(14)(23) =

0 0 0 0
0 0 1 0
0 1 0 0
1 0 0 1

7A(12)(34) =

0 1 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1

, Ag(13)(24) =

0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1

Ag(14)(23) =

0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1

Example 2.8. It is well known that, up to isomorphism, they are 5 groups of order
8 which are
• The dihedral group D4
• The Quaternion group group Q
• The cyclic group Z8
• The group Z2 × Z4
• The group Z2 × Z2 × Z2
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For instance the associated matrices for D4 and Q are
BD4 =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 1 0 0 0 0 1 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 1
0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1

, BQ =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1

A fundamental problem in group theory is to classify, up to isomorphism, all the
groups G of order n.
Given a matrix B of order (n
2+n+4
2 ) × n. We say that B is realizable if there
exists a finite group G of order n such that
B = BG
From theorem 2.5 we derive
9Corollary 2.9. The number of the realizable matrices B of order (n
2+n+4
2 )× n is
equal to number of the groups of order n.
Thus a natural question raised from corollary 2.9 is the following
Question 2.10. Let n ∈ N. How many realizable matrices B of order (n
2+n+4
2 )×n
are there?
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