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Abstract
The use of hand gestures can be the most intuitive human-machine interaction medium.
The early approaches for hand gesture recognition used device-based methods. These
methods use mechanical or optical sensors attached to a glove or markers, which hinders
the natural human-machine communication. On the other hand, vision-based methods are
not restrictive and allow for a more spontaneous communication without the need of an
intermediary between human and machine. Therefore, vision gesture recognition has been
a popular area of research for the past thirty years.
Hand gesture recognition finds its application in many areas, particularly the automo-
tive industry where advanced automotive human-machine interface (HMI) designers are
using gesture recognition to improve driver and vehicle safety. However, technology ad-
vances go beyond active/passive safety and into convenience and comfort. In this context,
one of America’s big three automakers has partnered with the Centre of Pattern Analysis
and Machine Intelligence (CPAMI) at the University of Waterloo to investigate expanding
their product segment through machine learning to provide an increased driver convenience
and comfort with the particular application of hand gesture recognition for autonomous
car parking.
In this thesis, we leverage the state-of-the-art deep learning and optimization techniques
to develop a vision-based multiview dynamic hand gesture recognizer for self-parking sys-
tem. We propose a 3DCNN gesture model architecture that we train on a publicly available
hand gesture database. We apply transfer learning methods to fine-tune the pre-trained
gesture model on a custom made data, which significantly improved the proposed system
performance in real world environment. We adapt the architecture of the end-to-end so-
lution to expand the state of the art video classifier from a single image as input (fed by
monocular camera) to a multiview 360 feed, offered by a six cameras module. Finally, we
optimize the proposed solution to work on a limited resources embedded platform (Nvidia
Jetson TX2) that is used by automakers for vehicle based features, without sacrificing the
accuracy robustness and real time functionality of the system.
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Nowadays, the most natural and intuitive means of communication for human-machine
interaction is voice thanks to the recent advances in the areas of automatic speech recog-
nition and natural language processing. However, humans are a visual species by nature,
which means that the most human-to-human communication we use is gesture which can be
manifested in our regular voluntary gestures and in our subconscious body language which
conveys most of the meaning of what we say while communicating with other humans.
1.1 Background
Gesture is a communication channel in the field of Human Machine Interface (HMI) that
has many recent advancements: the hand gesture can be used to reinforce speech in a
noisy environment or to communicate with a computer. Furthermore, it can also be used
in virtual or augmented reality applications (e.g. manipulate objects, replace mouse).
The use of hand gestures can be the most natural and intuitive human-machine in-
teraction medium. The early approaches for hand gesture recognition used device-based
methods. These methods rely on optical or mechanical sensors attached to a glove or
markers that transform hand motions to electrical signals to determine posture. Using
these methods, one can acquire different information namely angles, joints of the hand ...,
etc. However, these methods require that the person is wearing a device that can be bulky
and heavy, which hinders the natural interaction.
Vision-based methods, contrarily, are less restrictive and allow for a more natural com-
munication without the need of an intermediary between human and machine. Therefore,
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vision gesture recognition has been a popular area of research for the past thirty years and,
thanks to the success achieved in the field of artificial intelligence (cognitive computing,
deep learning and multi-modal gesture recognition), several gesture recognition applica-
tions have been developed: sign language recognition[26, 80], Virtual Reality (a totally
immersive experience that transports the user into a three-dimensional universe created
by a computer program, and this, drawing as much as possible from reality) where the
user uses his hands to interact with virtual objects and trigger actions[91], augmented
reality (the physical world is augmented with virtual information, for example by back-
projection)[68], multi-modal human-machine interaction (combining speech and gesture
recognition)[85], biometry (personal recognition using hand shape and texture)[44], just to
name a few.
Similar to voice recognition technology, gesture recognition is seeing its early days of
real life application in the automotive industry. Choosing a car as an early adoption host for
a new human-machine interaction technology is ideal. As the vehicle presents a controlled
environment with a subset of possible interactions to test with. This makes the automotive
industry a perfect test bed for testing gesture recognition in real life.
1.2 Context
As stated in a new report published in 2019 by Global Market Insights, Inc, the automotive
gesture recognition market is estimated to reach the size of USD 13.6 billion by 2024 [37].
As modern cars continue to offer more and more functionalities that require a growing
number of commands, the options to control those features present important flaws when it
comes to driver vehicle interaction as they usually require visual attention of the user. The
application of gesture recognition to advanced driver assistance systems allows the driver
to use hand gestures to control various features of the car (e.g. infotainment system), thus
reduces distracted driving risks and improves driving safety.
However, advances in technology are not limited to driving safety. Many recent innova-
tions focus on offering more passenger convenience and comfort. Furthermore, automated
driving is nowadays a hot topic in the car business with automakers competing to be the
first to bring a self-driving car to the market. In this context, one of America’s big three
automakers has partnered with the Centre of Pattern Analysis and Machine Intelligence
(CPAMI) at the University of Waterloo to investigate expanding their product segment
through deep learning to provide an increased driver convenience and comfort with the
particular application of hand gesture recognition for driver-less auto parking. This is
an open-ended request that enables this thesis to explore a broad range of deep learning
2
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techniques and allowed the goals to best suit the applicability of deep learning techniques
in embedded environments for gesture recognition. We denote this automotive partner as
"the automaker" for the remainder of the thesis.
1.3 Problem Statement
Data released by Mercedes and BMW in 2015 show that while vehicle sizes have increased
by up to 25 percent over the last 40 years, in many cases, the number of garages and
parking spaces have remained constant [89]. In modern society, there is an ever-increasing
number of vehicles, and this led to increasing difficulty to find large-enough spaces in busy
parking lots. Parking can be a stressful endeavor, with the challenge of maneuvering into
and out of a parking spot. Hence, drivers are in need of novel ways to park their cars
without being behind the wheel. Being on the outside of the vehicle, the driver has a much
better view of the hazards surrounding his car, hence he can park in tighter spots and
it helps him avoid situations, such as illustrated in Fig.1.1, where his vehicle is boxed in
which might cause a paint damage while trying to exit the car, or even putting the driver
in embarrassing situation (e.g. exits through the trunk).
Figure 1.1: Driver squeezing himself out of his car parked in a small parking space
Several automakers have tackled this problem in late 2016 and have developed some
solutions that only few of them are currently in production. The proposed systems make use
of a mobile application on a smart phone to automatically park a car without a driver[88],
a button on the vehicle display key to activates the remote-controlled parking feature or a
smart watch [36] that recognizes a configurable wave gesture and transmit it to the vehicle
over wireless connection to trigger the parking action.
3
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All of the above mentioned solutions are device dependant (remote key, smart phone,
smart watch). This represents a major drawback of these systems because of the disad-
vantages that come along with the usage of an additional hardware. In fact, any dis-
functioning of the device (e.g. damage caused by water, low battery) or unfavorable con-
ditions (e.g. rain or snowy weather) will render the self-parking feature unusable. Addi-
tionally, even though the above mentioned systems use a very common human-machine
interaction medium (e.g. touch screen), it still presents an inconvenience to users as it
requires an intermediary medium between them and the car.
To overcome the above mentioned weaknesses of the existent solutions, the automaker
would like to, through this thesis work, investigate the potential of deep leaning techniques
in developing a multiview vision-based system for real life vehicle self-parking.
1.4 Thesis Contributions
The main goal of this thesis is to develop an effective approach of a deep learning based
framework for multiview dynamic hand gesture classification. In the context of this work,
we partnered with the automaker to investigate the application of the latest advances in
deep learning methods along with the state of the art techniques for gesture classification
and develop a multiview hand gesture recognition prototype with the subject of vehicle
self-parking in mind. Throughout the execution of this thesis work, many contributions
were made. The following lists the most important ones:
- Expand the application of gesture recognition in the automotive sector from static to
dynamic hand gesture recognition. We refer to static gesture recognition by classify-
ing the posture or the form specific to the hand. While dynamic gesture recognition
classifies a trajectory of the hand or a succession of postures of the hand subject to
identification.
- Leverage a publicly available hand gesture videos dataset (20BN-JESTER) [84] to
provision sufficient training and testing data that is required for a robust dynamic
hand gesture classifier for real life applications.
- Use data augmentation techniques and transfer learning 1 to augment the publicly
available dataset that represents a lab environment application with custom made




- Identify, based on the use case at hand, the most appropriate deep learning archi-
tecture for the dynamic hand gesture recognition application. As concluded by the
literature, the most suitable algorithms for video classification are 3D Convolutional
Neural Networks (as it supports the third dimension i.e. time) and Long-term Recur-
rent Neural Networks as it is the most applied in sequential image data classification.
- Adapt the architecture of the end-to-end solution to expand the state of the art video
classifier from a single image as input (fed by monocular camera) to a multiview 360
feed, offered by a six cameras system.
- Optimize the proposed end-to-end solution to work on a limited resources embedded
platform that is used by automakers for vehicle based features, without sacrificing
the accuracy and robustness of the system.
1.5 Thesis Outline
The remainder of this report is divided into five chapters. In the second chapter, we present
a detailed description of the major approaches used for developing hand gesture recogni-
tion systems. Moreover, we will review the literature to identify the different applications
of gesture recognition in general and then specifically in the automotive sector. We will
end the second chapter with a review of existent vehicle self-parking solutions and their
respective limitations that this thesis is addressing. Along the way, we outline the theo-
retical background on Deep Neural Networks (DNN) image and video classification tools
that this work makes use of in chapter 3. Following the presentation of the background
material, the proposed approach for dynamic hand gesture recognition and its evaluation
against a state of the art method is then presented in chapter 4. Finally, this report will
wrap up with a real-time system implementation of our proposed Multiview hand gesture
recognition framework, and a chapter summarizing our conclusions that are connected to
our initial analysis of the problem and our objectives of the thesis project.
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Chapter 2
Literature Review and Applications of
Gesture Recognition
2.1 Introduction
Gesture recognition is also called contact-less technology. Gestures describe body move-
ments as a silent communication of language, conveying people’s thoughts, emotions, and
pedagogical information. The recognition of gestures can come from the movement of dif-
ferent parts of the body, but usually refers to the movement of the face and hands. Hand
gesture recognition can be seen as a sub-problem of the very important video classifica-
tion domain, in particular because of its related applications. In fact, many applications
in audio and video processing, in multimedia indexing, in form recognition, in language
processing, as well as in other areas such as biology or finance involve data in the form
of sequences (i.e. an ordered sequence of information that can be numbers, symbols, or
vectors). In this chapter, we present an elaborated review of various approaches found in
the literature to resolve the problem of hand gesture recognition and their limitations and
shortcomings. Also, we highlight the different applications of hand gesture recognition.
Finally we conclude with a review of the existent vehicle self-parking solutions which led
us to propose a better solution for the said problem.
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2.2 Taxonomy
Before undertaking the overview of gesture recognition approaches, it is necessary to first,
clarify what a gesture is. In reality, the meaning attributed to the word gesture (or action)
varies according to the context of usage. Several definitions have been proposed whose main
distinction lies in their level of semantic abstraction. In this manuscript, we particularly
remember the distinction proposed in [58, 9] which defines the action according to two
approaches, functional and phenomenological. On one hand, the functional approach refers
to the functions that an action can execute in specific situations, which corresponds to the
semantics of the action. On the other hand, the phenomenological approach is based on
kinematic criteria, spatial and frequency that describe the movement associated with this
action. The goal of a gesture recognition approach is to match the kinematics from an
action to its semantics. Indeed, a recognition approach fills the so-called semantic gap
that represents the difference in conceptual level between the machine, which operates on
kinematic data (raw data), and the user who understands the meaning of an action. Such
an approach therefore proposes a high level interpretation (the class of the action, the
intention of the action) corresponding to the low level data from capture systems. Such
recognition systems have a crucial role in several areas of application focused on humans,
including video analysis [27], monitoring [38], robotics [18], human-machine interaction
[78], augmented reality [25], assistance to the elderly [60], smart homes [8] and education
[56].
2.3 Various Approaches in the Literature for Hand Ges-
ture Recognition
2.3.1 Sensor-based Recognition
The early gesture recognition systems made use of electronic gloves equipped with sensors
that provide the hand position and the angles of finger joints. A 3-D hand motion tracking
as well as gesture recognition system was developed by Ji-Hwan Kim et al. which makes
use of a data glove (KHU-1). The latter consists of one controller, one Bluetooth 3 tri-
axis accelerometer sensors. [40]. The main limitation of the aforementioned approach is
that these gloves are expensive and bulky, as well as requires a full hardware toolkit and
less flexible in nature. Hence the growing interest in computer vision methods. Indeed,
with technical progress and the appearance of cheap cameras, it is now possible to develop
gesture recognition systems based on computer vision, operating in real time.
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Figure 2.1: The KHU-1 data glove
2.3.2 Vision Based Approach: Probabilistic Models
Vision-based hand gesture recognition can be seen as a multi-class classification problem
that can be modeled in a probabilistic way i.e. by defining a number of random variables,
and looking for the best performance of these variables, according to a certain criterion.
This is usually done via the maximization (or minimization, based on the use case) of a
global objective function, which associates a probability or an energy with each output of all
the variables. In practice, the estimation of these probabilities (so-called joint probabilities)
remains very complex or not feasible in the absence of any constraints. This is due in
particular to the fact that, without constraints, the random variables concerned can all be
interdependent, both directly and conditionally. A solution to this problem then consists
in imposing constraints on these conditional dependencies, in allowing certain variables
to be conditionally independent (and not directly) from other variables, which makes it
possible to factorize the joint probability (mentioned previously) into a product of factors,
each involving a weak number of variables. Probabilistic graphical models are a family
of models that present a practical solution to manage these conditional dependencies.
They allow in effect to model them simply as a graph, in which the vertices represent the
variables. Several probabilistic graphical models have been proposed, some of which are
adapted to the processing of sequential data. The example best known in this category
are the Hidden Markov Models(HMM), Conditional Random Fields (CRF) and Support
Vector Machine (SVM). In this section, we present these methods with a focus on their
application to the gesture recognition problem.
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2.3.2.1 Hidden Markov Models (HMM)
Hidden Markov Models are among the most commonly used statistical techniques for dy-
namic hand gesture recognition, in particular because of their success in speech recognition
problems and handwriting. The theoretical background of HMMs date back to the mid-
1960s with the work of Baum et al.[4]. But these models became only more popular in the
1980s with the work of Bahl et al.[3], Poritz et al.[63] and especially those of Rabiner et
al.[65] on speech recognition. Without going into details, HMMs can be seen as a statistical
Markov model in which the system being modeled is assumed to be a Markov process with
unobserved (i.e. hidden) states. An HMM models a state machine in which each state
has a certain probability of transition to each of the other states. Each transition gener-
ates an observation, the observation follows a probability law associated with the current
state. Let qt the state of the system and yt the output at the moment t. The probability
P(yt|qt) of each state depends only on the current state qt. The transition between two
states P(qt|qt-1) depends only on the previous state. This relationship is illustrated in Fig.
2.2. Training Hidden Markov Models can be achieved using the Expectation-Maximization
(EM) algorithm [19].
Figure 2.2: Example of three states HMM from left to right with dependencies between
the output y and the hidden state q of the model
HMMs were successfully used in a considerable number of publications dealing with the
recognition of human movements.
In 1998, Starner and Pentland [80] used a HMM to recognize real-time phrases expressed
in ASL (American Sign Language). The basic data comes from 2D videos. Ellipses encom-
passing the shape of the hands are extracted at each "frame". A vocabulary comprising 6
pronouns, 9 verbs, 20 verbs and 5 adjectives has been defined, each word corresponds to a
state. The Viterbi algorithm finds the most probable word sequence from of a sequence of
observations.
Sylvain Calinon and Aude Billard [10] have exploited HMM in 2004 to learn several
types of movements then make them recognized and imitated by a robot. The implemented
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system, shown in Fig.2.3, has been tested and validated in simulation and on a humanoid
robot.
Figure 2.3: Demonstration (left column) and reproduction (right column) by a robot of
drawing the three stylized alphabet letters A, B and C [10]
Other studies that used HMMs for gesture recognition were presented by Mitra and
Acharya in their survey published in 2007 [54]. Further research studies introduced using
Conditional Random Fields (CRF) which allowed to avoid the independence assumption
between observations, and non-local dependencies between state and observations[87].
2.3.2.2 Conditional Random Fields (CRF)
Conditional Random Fields (CRF) presented in 2001 by Lafferty et al. [45] opened new
doors for sequence analysis. Until then, Hidden Markov Model ( HMM) was the most used
for this type of analysis and different approaches in different fields have been proposed:
detection, segmentation, classification ...etc. As for HMMs, CRFs have also been used
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to segment images. In its original definition, a CRF is a stochastic model that models
the dependencies between a set of discrete observations made on a sequence (originally, a
sequence of words) and a set of labels (Morphosyntactic Analysis). Conditional Random
Fields or variants of CRFs were used for video classification problem in many works, these
include the work of Lafferty et al. [45], Mendoza and Perez de la Blanca [52], Sminchisescu
et al. [77], Wang and Suter [86]. The details of these works are available in the elaborated
survey published by Poppe [62].
2.3.2.3 Support Vector Machine (SVM)
SVM belongs to the class of linear classifiers (which use a linear separation of data), and
has its own method of finding the boundary (also called hyperplane) between different
classes. The goal of an SVM is to find the linear hyperplane that separates the data and
maximize the distance between the two classes. In the following diagram, we determine a
hyperplane that separates the two sets of points:
Figure 2.4: SVM classification: the vectors with the continuous line are the support
vectors
Unlike binary classification, hand gesture recognition is a multi-class classification prob-
lem. Hence, the combination of multiple binary SVMs in a Classifier Tournament structure
as illustrated in Fig.2.5 is required.
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(a) Typical SVM model (b) Minimum Enclosing Ball MEB-SVM
Figure 2.5: Illustration of the typical SVM versus MEB-SVM model used for hand
gestures classification, image source: [61]
The MEB-SVM (Minimum Enclosing Ball-SVM) outperformed other algorithms and
proved efficient when implemented on the large scale data classification by [70]. Support
Vector Machines (SVMs) have successfully been used in other works on recognizing hu-
man actions whether "by constructing video representations in terms of local space-time
features and integrate such representations with SVM classification schemes for recogni-
tion" [46]. Or using a Support Vector Machine classifier on an existing spatio-temporal
feature descriptor [12]. Also, Support Vector Machines were used in conjunction with 3D
CNN which "was used to extract spatial and temporal features from adjacent video frames.
Then, use the SVM to classify each instance based on previously extracted features" [47].
2.4 Applications of Hand Gesture Recognition
With the rapid development of computer technology, the interactive application between
mechanical equipment and humans has grown exponentially. From technology initially
limited to speech recognition and control, it has evolved into the recognition of gestures.
More and more electronic products have increased gesture patterns, such as mobile phones
and drones. In this section we present an overview of some of the main applications of
gesture recognition in the literature.
2.4.1 Human-Computer Interaction (HCI)
Gestures can replace a traditional keyboard or a click on a mouse to control your own
computer. This can make the interaction between people and machines smarter and more
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natural, and directly apply the experience people have in their daily lives. Various research
studies have been published in the area of human-computer interaction.
Aashni Haria [29] in 2017 proposed a robust hand gesture recognition system that
translates human gestures into action such as launching applications like PowerPoint and
shuffle through the slides or opening a browser and navigate to a website.
Figure 2.6: Hand gesture based system for computer control. (a) Gesture ’V’ to launch
VLC player (b) Gesture ’3’ to launch the browser[29]
2.4.2 Sign Language Recognition
Sign language is the main means of expression for deaf people, but for those who have
not received sign language training, it is not easy to understand this language. The appli-
cation of gesture recognition technology to sign language knowledge will greatly enhance
communication between deaf people and ordinary people. Recently, there has been an
increased interest in research work related to recognizing the alphabet and interpreting the
Sign language words and phrases automatically. Recently, numerous research studies have
been done around the interpretation of sign language [1, 74, 66].
Sign language commercialized solutions New applications facing real-world scenar-
ios, although ambitious, are still experimental or in the beginning of development. They
either face technical issues (recognition effectiveness) or logistical challenges (sensors con-
gestion). There is currently a solution in the US market called MotionSavvy1 which makes
the use of a tablet with a leap motion controller. It performs both text-to-speech recog-
nition and signs-to-words translation. Another commercial solution based on the Kinect
1 www.motionsavvy.com, accessed: 01/20/2019
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sensor: SignAll2. The development of more advanced solutions and devices dedicated to
the assistance of deaf people or hearing-impaired is getting more interest currently and
conferences such as m-enabling3 are now dedicated to this topic.
Figure 2.7: Commercial solutions for vision based gesture recognition of sign languages
2.4.3 Augmented Reality
The concept of Augmented Reality is to coalesce the virtual world into the real world. Aug-
mented reality leaves the user in the real world where the actions can be virtual. Currently,
the areas of use of augmented reality are numerous. There has been an increase recently
in research towards using hand gestures for interaction in the field of Augmented Real-
ity (AR), "this include gesture-based interaction via finger tracking for mobile augmented
reality"[35], or using 2D drawing annotations for augmented reality remote collaboration
where users can draw 2D annotations that are then exchanged over the network in AR
[21].
2.4.4 Virtual Reality
Virtual Reality (VR) is a system that gives the human the ability to interact with a virtual
environment, a synthesized model generated by the computer that seems realistic. Vir-
tual reality involves interactions across multiple sensory channels such as vision, touch and
smell. Among the Virtual Reality (VR) devices that work on a PC, we can name HTC Vive
and Oculus Rift, both named devices rely on a hand-held remote that tracks accurately
positional hand data using button presses rather than gestures to interact with the virtual
environment. Thus, the interest in using the natural hand gestures (e.g. camera-based
method) as primary input in future VR systems is evolving. Vision based methods are
2 www.signall.us, accessed: 01/20/2019
3 www.m-enabling.com, accessed: 01/20/2019
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therefore able to track the posture of individual fingers without encumbering users’ hands
with hand-held remote devices[16]. The hand gesture-manipulated virtual reality environ-
ment system presented in [16] uses hand gesture for navigation control and manipulation
of 3D objects in a virtual world such is illustrated in Fig.2.8.
Figure 2.8: Hand gesture interface for a Virtual Environment
In this work, the user is able to move easily. His movements are controlled by the
location of his hand in space. The segmentation of the hand is based on the skin color.
2.4.5 Applications of Hand Gesture Recognition in Automotive
Sector
As stated in a new report published in 2019 by Global Market Insights, Inc, the automotive
gesture recognition market is estimated to reach the size of USD 13.6 billion by 2024 [37].
The application of gesture recognition to advanced driver assistance systems can improve
driving safety to some degree. The driver can use gestures to control various functions of the
car or to modify various parameters of the car, hence pay more attention to reducing road
accidents. Many research works were successfully published in this area, among others
"a vision-based system that employs a combined RGB and depth descriptor to classify
hand gestures for automotive interfaces" developed by Ohn-Bar [59]. A recent survey on
hand gesture recognition in automotive human-machine interaction using depth cameras
published late 2018 presents a thorough review of machine learning approaches to hand
gesture recognition applied to human-machine interaction for automotive interfaces. At
CES 2014 in Las Vegas, SoftKinetic, the Belgian company (acquired by Sony4 in 2015)
4 https://www.sony-depthsensing.com/Default.aspx
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and Freescale (acquired by NXP Semiconductors5) unveiled their depth sensing and car
gesture recognition solution. A simple camera posed and connected to the dashboard can
directly recognize a wide range of gestures of the user. This solution, developed to work
with most 3D cameras on the market, recognizes both finger and hand movements as well
as wider body movements to control automotive infotainment systems in more intuitive
and less distracting way. The solution developed could thus be used in many applications,
such as changing the radio station with a snap of a finger, opening a door without a key,
check changing traffic conditions (e.g. check for congestion, accident report, etc) or setting
a destination on his GPS.
Figure 2.9: Car infotainment gesture control: SoftKinetic technology built in BMW car.
The technology allows the driver to control the infotainment system with hand gestures.
2.5 Driver-less Vehicle Parking Systems
The automotive industry is now looking for the future of the driver-less parking systems.
As part of our literature review, we will cover in the following subsections the device-based
solutions for vehicles self-parking already offered by some automakers. We will highlight
afterwards the drawbacks and disadvantages of these systems that drove our automaker
partner’s motivation to explore better approaches.
2.5.1 Remote-controlled Solutions
The Remote Control Parking assistance system is a system which lets the cars do their
parking.The car parks itself by moving forward or in reverse directions in tight parking
5 https://www.nxp.com/
16
Chapter 2. Literature Review and Applications of Gesture Recognition
space or in garage. The self-parking system can be activated using a button on the vehicle’s
remote key from outside the car and is monitored by the parking assistant and surround
view sensors, also known as Park Distance Control. Fig. 2.10 shows the remote control
parking system function of the 7-series sedan of BMW.
Figure 2.10: BMW 7-series remote-controlled driver-less self-parking system
2.5.2 Smartphone Controlled Solutions
Automakers of electric car like Tesla and Nissan have developed a smartphone controlled
self-parking solution for their latest models. For example, in late 2016, the Japanese car
manufacturer, Nissan, developed a prototype of a mobile app that allows users of the
LEAF electric model to park their vehicles automatically using the app without being
behind the wheel. Getting into the parking spot is fully automatic using installed sensors
and cameras.[88].
2.5.3 Smartwatch-controlled Solutions
At the 2016 Consumer Electronic Show (CES), BMW presented its smartwatch-controlled
gesture control parking feature deployed into the BMW i3 car model. The function is
triggered by a configurable wave gesture that is recognized by the smart watch and trans-
mitted to the vehicle over wireless connection. The transmitted hand gesture gives the
vehicle the signal to initiate the parking operation. [36]. A full video demonstration of the
system can be seen here: https://goo.gl/ArWQxp.
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Figure 2.11: BMW i3 self-parking system: the vehicle recognizes gestures transmitted
from an smart watch, and drives into and out of a parking space fully automatically. Image
source: https://goo.gl/CyeKJd
2.5.4 Drawbacks of Device-based Solutions
Although the device-based solutions for vehicle driver-less parking systems we covered in
the previous subsections seem promising and are already available in the market for end
users, these systems, whether the remote-based or smartwatch-controlled, represents the
following disadvantages:
- Device dependant: the presented solutions require an additional hardware to be fully
functional. For the case of remote-controlled system like the BMW 7-series one,
a smart key fob is required. On the other hand, a smart watch is also needed to
trigger the self-parking system in the BMW i3. Therefore, any damage to the device
(e.g. damage caused by water, low battery) or unfavorable conditions (e.g. rain or
snowy weather) will render the feature unusable. In this context, several systems
were developed to offer drivers with device-less solutions for some of the other car
features (e.g. facial recognition for car unlock using Apple FaceID6).
- User experience/convenience: Even though the above mentioned systems use a very
common human-machine interaction medium (touch screen), it still presents an in-
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2.6 Summary
In this chapter we elaborated a literature review of the research studies and approaches
published in the area of dynamic hand gesture recognition. We covered the early sensor-
based systems that uses data gloves, we highlighted then the vision based approaches that
rely on both probabilistic models or deep learning techniques (will be presented in chapter
3). Furthermore, we looked at the applications of hand gesture recognition, including, but
not limited to, human-computer interaction, sign language recognition, virtual reality and
applications in the automotive sector, namely car infotainment gesture control. Finally,
we studied the available solutions for driver-less vehicle parking, mainly developed by the
German auto maker BMW, and discussed the disadvantages of these systems.
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Deep Learning in Computer Vision
3.1 Introduction
This thesis will only consider the use of vision based methods to solve the problem of
dynamic hand gesture recognition. Therefore, the theoretical background presented in
this chapter will focus only on the computer vision techniques. In general, deep learning
techniques and in particular Convolutional Neural Networks (CNNs) have been the state
of the art for image classification problems during the recent years . In this thesis we used
a variant of CNNs called 3D CNN to solve the problem of video classification, particularly
dynamic hand gesture recognition. Also, we evaluated alternative approach using Long-
term Recurrent Convolutional Network (LRCN). The following sections in this chapter will
go through the theoretical concepts behind the deep learning methods used in this thesis
to solve the said problem.
3.2 Deep Learning Concepts
3.2.1 Artificial Neural Networks (ANNs)
Originally inspired by observations in neuroscience on the functioning of the brain, this
type of model has existed for almost sixty years, with the invention of Perceptron [71].
Its initial formulation included important limitations [53], such as the impossibility of
solving nonlinear problems. It was therefore put aside until the invention of multi-layered
artificial neural networks and back-propagation [73]. The latter are still sensitive to the
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problem of local minima, they were again relegated to the background with the discovery of
Support Vector Machines (SVMs) by [17], which can be used to solve nonlinear problems,
using convex optimization. With deep learning [31, 64, 6] the Artificial Neural Networks
were once again experiencing a boom. We will present the model in detail, starting from
observations in neuroscience to highlight the important simplifications of neural networks
used in machine learning with regard to their biological counterparts.
3.2.1.1 The Biological Neuron
The main computing unit of the nervous system, the neuron, is made of three parts: the
dentritic tree, the soma and the axon; an illustration is presented in Fig. 3.1. At rest,
the interior of the neuron is polarized relative to outside. This is due to a set of pumps
controlling the concentrations of different ions, between the inside and the outside of the
neuron. Synapses are the junction points between the axon and the dendrites of two
neurons, a message is transmitted in the form of chemical compounds: neurotransmitters.
Figure 3.1: Schema of a biological neuron, source: https://goo.gl/bRgF9E
When these bind to postsynaptic receptors, ion channels open or close on the membrane
and postsynaptic currents appear. These currents are then integrated in a complex and
nonlinear way [42] in the dendritic tree. The potential of the soma will change and, if it
exceeds a certain threshold, a potential action will be initiated and propagated through
the axon, this will release neurotransmitters to the synapses to which it is connected.
The mechanisms for creating and propagating the action potential are explained by the
Hodgkin-Huxley model [33] based on a set of nonlinear differential equations.
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3.2.1.2 Artificial Neural Network
The functioning of biological neurons is very complex, a faithful modeling requires monop-
olizing important computational resources. However, it is possible to define an efficient
model inspired by biological neurons by admitting the following (false) hypotheses:
- The integration of postsynaptic currents is an affine transformation.
- The information of phase of the potentials of actions does not influence on the inte-
gration postsynaptic currents.
- The neuron response function can be assimilated to a function of our choice g(x).
- All neurons can be formalized in the same way.
The output value of a neuron according to its inputs (X = [x1, ..., xn]) therefore becomes;
with w = [w1, ..., wn] the weights vector associated with each input and b the bias, or




(wi × xi) + b) (3.1)
Activation functions generally used are: Sigmoid and Hyperbolic Tangent [50] defined








= 2× sigmoid(2x)− 1 (3.3)
A Feed-forward Neural Network, illustrated in Fig. 3.2, is one of the most common neural
network architectures. The input data, for instance an image, is fed to the network through
multiple fully connected hidden layers. The algorithm forward-propagate the data until
the output layer.
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Figure 3.2: Typical multi-layer perceptron network
3.2.2 Learning Modes
Machine Learning algorithms can be grouped according to their learning mode. This
categorization depends on the nature of the data included in the training set D. The
choice of a learning mode influences the type of tasks that can be performed and the way
the algorithm processes the data. There are several learning modes. For the sake of brevity,
only those useful for understanding this document will be discussed: supervised learning
(section 3.2.2.1) and unsupervised learning (section 3.2.2.2).
3.2.2.1 Supervised Learning
Supervised learning is considered the most intuitive form of learning. This means that the
expected answer is observed in the training data. In a formal way, the training dataset D
is composed of examples z = (x, y) with x represents the "input" part, the data that the
algorithm is allowed to use to make a prediction, and y the "label" part (i.e. the correct
value for the prediction). For example, if the task is to determine the sex of a person from
of an identity photo, x would be the photo and y be "man" or "woman" (assuming these
are the only two possibilities). In such a case where the possible values of the label y are
not interpreted as numbers, we are talking about a classification task. If, on the other
hand, the goal was to predict the age of the person rather than his sex, which would be
a number then we would speak about a regression problem. Fig. 3.3 illustrates these two
situations.
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Figure 3.3: Typical examples of supervised learning: Classification (left) to predict sex,
and regression (right) to predict age, photos to the extremities of the x axis are example
training data points for which the label is known, while the middle photo is the one for
which we want get a prediction.
The algorithm is trained on a training dataset of the form D = z1, ..., zn, with zi =
(xi, yi). Many algorithms assume that these examples are taken independently and iden-
tically distributed (i.i.d.) from a distribution P, zi ∼ P (X, Y ) (where the exact form of
P is not known in advance). According to the task we’re trying to solve, a supervised
learning algorithm prediction is generally an attempt to approximate one of the following
three quantities:
- P (y|x): in our classification example (find sex), it would be to predict the probability
p that a photo is a photo of a man (the probability that it is the picture of a woman
then being 1− p). For the regression example (finding age), the prediction would be
a probability density over the interval [0,+ 8].
- argmaxyP (y|x): in our classification example, it would be a binary prediction of the
most likely sex ("man" or "woman"). In our regression example, it would be the
most likely age.
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3.2.2.2 Unsupervised Learning
During unsupervised learning, the algorithm never observes the expected response. This
learning mode does not require the data to be labeled. Without target, the algorithm must
himself discover the latent structure of the data from the observations he receives. Formally,
the training set D is only composed of non-labeled data examples x ∈ Rn. The advantage
of unsupervised learning is the availability of unlabeled data. Indeed, there is an immense
quantity and it is constantly growing. Moreover, it is not expensive to acquire them since
they do not require any labeling. On the other hand, it is more difficult to directly evaluate
the performance of these algorithms since there is no single solution compared to what is
expected from the algorithm when presented with a training set. Unsupervised learning
is used, among other things, for clustering problems, feature extraction and dimensional-
ity reduction. Among the unsupervised algorithms are sparse coding, auto-encoders [5],
Restricted Boltzmann machines (RBM) [30], Principal Component Analysis (PCA) and
Independent Component Analysis (ICA) [57].
3.2.3 Optimization
The learning process of a model consists of updating its parameters so that he becomes
better at accomplishing the desired task. Mathematically, this corresponds to the problem
of optimization:
argminL(θ,D) (3.4)
where we look for the parameters θ minimizing the loss function L(θ,D) on the training
set D. To solve this problem of optimization, first order optimization algorithms are
generally used. These are techniques that only require the information of the first derivative
of L(θ,D) (i.e. the gradient ∇θL(θ,D)). Despite their best convergence rate, higher order
optimization algorithms are impractical because of the expensive calculation of higher order
derivatives. Generally, the gradient descent algorithm or one of its variants is used (section
3.2.3.1).
3.2.3.1 Gradient Descent
The performance metric used by a machine learning model is called an "objective function".
The lower the value, the better the model performs. Gradient descent is a technique used to
minimize an objective function J(θ) by modifying the value of the parameters θ of a model,
to which we pass a training set D, allowing it to learn from examples. The gradient ∂J(θ)
∂θ
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of the objective function relative to the parameters is used to apply a modification to the
parameters θ. Fig. 3.4 is a simplified representation in one dimension of J(θ) which varies
according to the value of the parameter θ. The orange arrow in the same figure represents
the direction of the gradient for a given point (specific θ value). Since the gradient is a
vector indicating the direction of the steepest slope, just subtract it from the parameters
θ to move to the nearest local minimum. The learning rate η, that is multiplied by the
gradient to determine the size of the step made in the opposite direction of the gradient.
The process is repeated to approach the minimum each time. There are three gradient
descent variants that differ in the amount of data used to estimate the gradient of the
objective function. The first is Stochastic Gradient Descent (SGD) and uses only one
example at a time. The second variant is the gradient descent by "Mini-Batch", which
uses a small group of examples to calculate the gradient. Finally, the gradient descent by
"Batch" is the variant that uses the complete set D to do its calculation. In this work we
used SGD which is more efficient for large scale problems, such as video classification, than
batch training because parameter updates are more frequent [41].
Figure 3.4: Direction of the gradient ∂J(θ)
∂θ
. The x axis represents the θ parameter and
the y axis represents the objective function to be minimized
3.2.3.2 Regularization
One of the major problems faced while training a machine learning model with large number
of hyper-parameters, is that model can adjusts too much to the training data but does not
respond well to the problem we want to solve. This is a phenomenon that is encountered
in all classification problems is known as "overfitting". What happens in a situation of
overfitting is that the network have learned to recognize almost perfectly the training
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data, in every detail (including defects, especially noise), but will not be able to generalize
in a relevant way for unseen data. In order to prevent the overfitting when training an
Artificial Neural Network (ANN), several methods of regularizing model parameters can
be applied during training to reduce error generalization without affecting the training loss
[49]. Among the most common regularization methods, that we used in this work, Early
Stopping and Dropout which we cover in details in chapter 4 when presenting our gesture
model training and parameters tuning.
3.3 Deep Networks for Video Classification
Deep Learning has many applications. It is this technology that is used for facial recog-
nition of Facebook for example, to automatically identify your friends on photos. It is
also this technology that allows Face ID facial recognition of Apple’s iPhoneX to improve
over time. As previously explained, machine learning is also the central technology of
image recognition. To translate oral conversations in real time, software such as Skype
or Google Translate also rely on machine learning. It is also thanks to this technology
that the Google DeepMind, the division of Google dedicated to artificial intelligence, is
continuously improving its products and services. In the present state-of-the-art for image
classification tasks, deep convolutional neural networks have been successfully applied to
multiple recognition challenges. In this context, Karpathy et al. observed the best results
for large scale video classification when combining CNNs trained with two separate streams
of the original and spatially cropped video frames [39]. On the other hand, Recurrent neu-
ral network and long short-term memory have also achieved great success in processing
sequential multimedia data and yielded the state-of-the-art results when applied in digital
signal processing, video processing, and speech recognition problems. Reported experi-
mental results on different video classification tasks show significant improvements when
using hybrid networks that combines recurrent neural network (RNN) and convolutional
neural networks. In this thesis, we proposed a variant of 3D CNN model for dynamic
hand gesture recognition and evaluated it against a state of the art’s hybrid model LRCN
(CNN+LSTM), thus in the following sections we will present these two deep networks and
their variants used in our work.
3.3.1 Convolutional Neural Network (CNN)
Convolutional Neural Networks (shortened to CNNs) have been introduced for the first
time by Fukushima [23], he derived a hierarchical neural network architecture introduced
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in Hubel’s research work [48]. Lecun [50] has then generalized to successfully classify the
handwritten digits using LeNet-5 network shown in Fig. 3.5. Ciresan [15] used convolu-
tional neural networks for image recognition and realized state of the art performance on
multiple image databases (e.g. MNIST, CIFAR10 and ImageNet).
Figure 3.5: LeNet-5: A CNN network for handwritten digits recognition [50].
Convolutional neural networks are composed of two distinct parts. The input is an
image provided in the form of a matrix of pixels. For a grayscale intensity image, it’s a 2D
matrix. The color is represented by a third dimension to represent the fundamental colors
(RGB). The first part of a CNN is the actual convolutive part, it functions as a feature
extractor from images. An image is passed through a succession of filters, or convolution
kernels, creating new images called convolution maps. In the end, the convolution maps
are concatenated into a single feature vector to pass through fully connected layers [93].
The different parts of a CNN are illustrated in Fig. 3.6.
Figure 3.6: Different layers of a convolution neural network
Three types of layers are usually used to form a convolutional network: Convolution
layer(s), pooling layer(s) and fully connected layer(s) which are often used as the network
output.
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3.3.1.1 Convolution Layers
The convolutional layers constitute the core of CNN. When presented with a new image,
the CNN does not know exactly if the features will be present in the image and where they
could be, so it seeks to find them in the whole image and in any position. By calculating
in the whole image if a feature is present, we perform what’s called filtering.
3.3.1.2 Pooling Layers
The pooling layer is a sub-sampling operation typically applied after a convolutional layer.
In particular, the most popular types of pooling are max (each pooling operation selects
the maximum value of the surface) and average pooling (each pooling operation selects
the average value of the surface). Pooling is a method to take a large image and reduce
its size while preserving the most important information it contains. Fig. 3.7 shows an
example max pooling operation on a 2 × 2 window. In the end, a pooling layer is simply
Figure 3.7: Max Pooling[22]
a pooling process on an image or collection of images. The output will have the same
number of images but each image will have a lower number of pixels. This will reduce
the computational burden. For example, by transforming an 8-megapixel image into a
2-megapixel image, which will make it much easier for the rest of the operations to be
performed later.
3.3.1.3 Fully Connected Layers
The fully connected layer (FC) is applied to a pre-flattened input where each input is
connected to all the neurons. Fully connected layers are typically present at the end of
CNN architectures and can be used to optimize objectives such as class scores.
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3.3.1.4 Activation Function: Rectified Linear Units (ReLU)
An important element in the whole process is the Rectified Linear Unit or ReLU. The
mathematics behind this concept are fairly simple once again: every time there is a neg-
ative value in a pixel, it is replaced by a 0. Thus, the CNN is allowed to stay healthy
(mathematically speaking) by preventing values learned to stay trapped around 0 or ex-
plode to infinity. It is a fundamental tool without which the CNN would not really produce
the state of the art results we know today. The ReLU is the following max function
f(x) = max(0, x)
with input x (e.g. matrix from a convolved image). This operation is called an activation
function and considered the most popular activation function for deep neural networks. As
Figure 3.8: ReLU activation function
shown by the example in Fig. 3.8, the result of a ReLU layer is the same size as the input,
with just all the negative values removed.
3.3.2 3D Convolutional Neural Networks for Video Classification
As an extension to 2D Convolution Neural Networks (CNNs) presented in section 3.3.1,
which exploit spatial (width and height) features, 3D CNNs operates on features represent-
ing both spatial dimensions within a frame and the temporal dimension across frames. 3D
CNN was recently intensively applied in video analysis and research works have reported
good performance results.
The convolution kernel in 3D CNN is a cube that representing local spatial region in
adjacent frames. Let take a kernel with size 2x2x2x1, then the dot product considers
receptive field of 2x2 in two consecutive frames (Fig. 3.9) [82]. Mathematically, the 3D
convolution formula is as follow:
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where:
Figure 3.9: Sample 3D convolution operation[82]
3D CNN were used successfully in few research works related to video classification.
Huang and al proposed a novel 3D convolutional neural network (CNN), which extracts
discriminative spatial-temporal features from raw video stream, to tack the problem of
Sign Language Recognition (SLR) [34]. Also, Molchanov and al from NVIDIA, achieved a
correct classification rate of 77.5% on the VIVA challenge dataset using 3D Convolutional
Neural Networks for Hand Gesture Recognition [55].
3.3.3 Recurrent Neural Networks (RNN)
The recurrent neural networks (RNNs) allow the processing of sequential data, a sequence
of entries x0...xm. Indeed at the time t they calculate their output according to the input
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xt but also the state of the hidden layer at the previous time. So they evolve an internal
state that acts as a short-term memory - and that allows to take into account the temporal
dependencies that the entries show.
3.3.3.1 Vanilla RNNs
The simplest RNNs are described as follows:
— n, k, p ∈ N




— h−1 ∈ Rk
Then the dynamics of the associated RNN is defined as:
ht = σ(Wxt +Whht−1) yt = Oht
With ht ∈ Rk, the state of the hidden layer and yt ∈ Rp the state of the output layer.
In practice we often take h−1 = 0. We can visualize these RNNs in the form of the graph
illustrated in Fig. 3.10:
Figure 3.10: RNN with n = 4, k = 5 and p = 1
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Theoretically these RNNs form a very powerful model [76], however in practice it is
difficult to train them and reach their theoretical power. One of the reasons is presented
in [7]: gradient descent adapted to RNNs (Backpropagation Through Time) encounters
numerical computation difficulties also known as Vanishing and exploding gradient. This
phenomenon is particularly problematic for the classification of videos (contrary to the
classification of each image), since the network must wait until the end of the sequence
before attributing it a label, and therefore, if the "short term memory" is negligible in front
of the size of the sequence, the update of the weights during learning by back propagation
will only take into account the first moments. It is to overcome these problems that Long
Short-Term Memory (LSTM) model was introduced in 1997 [32].
3.3.3.2 Long Short-Term Memory (LSTM)
LSTMs are a special kind of RNN, capable of learning long-term dependencies. They were
first introduced in 1997 by Hochreiter [32]. Intuitively, an LSTM can be seen as a neuron
having, in addition to external connections, a recurrent self-connected connection with a
fixed weight of 1. This allows to save successive states of the neuron from one iteration to
another. In this thesis, the LSTM architecture used was proposed by Gers and al in [24]
(Fig. 3.11).
Figure 3.11: Example of an LSTM neuron: architecture proposed in [24]
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3.4 Summary
In this chapter we presented the general background theory for deep learning approaches
used to solve computer vision tasks, particularly gesture recognition. First, we went over
2D CNN architecture and then covered its extension to solve video classification problems,
3D CNN (e.g. [55, 34]). Furthermore, we highlighted the details of the Recurrent Neural
Network architecture, specifically, Long Short-Term Memory (LSTM) variation, which rep-
resents a main component of the LRCN classifier model discussed along with our proposed
gesture classifier in the next chapter.
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Proposed Deep Learning Based
Multiclass Hand Gesture Classifier
4.1 Introduction
Hand gesture recognition can be treated as a multiclass classification problem that maps
an input video sequence to one of the three classes our model has learned: C1 = Swiping
Hand Left (Park In), C2 = Swiping Hand Down (Park Out) and C3 = Doing Other Things.
The experimental results presented in this chapter will serve to evaluate the performance
of the proposed gesture model, and to compare it with the state of the art method applied
to this thesis’s use case. In this chapter, we present the machine learning methodology
we followed in order to build the different components of our end-to-end multiview hand
gesture recognition self-parking system. First, the deep neural network architecture and
training process are presented. Then, the different experiments leading to the tuning of
the hand-gesture classification network are described. Finally, the different test scenarios
conducted while assessing the classifier as well as their corresponding results are reported.
4.2 Training Dataset for Dynamic Hand Gestures
Training deep models requires a big volume of quality data and labeling data can be costly
and error prone. Although the network architecture can strongly influence the performance
of an AI system, the amount of training data has the biggest impact on performance. Fig.
4.1 (a modified version of a famous slide from Andrew Ng.[2]) shows that the quality gap
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in AI products is defined by the amount of data. In order to evaluate several variations of
Figure 4.1: Deep learning vs classical machine learning
the gesture network model architectures and their performances, various experiments were
conducted in this thesis using the 20BN-JESTER dataset.
4.2.1 20BN-JESTER Dataset
The 20BN-JESTER dataset consists of a large collection of densely-labeled video sequences
taken by a static camera (webcam or laptop camera) that show humans performing pre-
defined hand gestures. This dataset was collected thanks to a large number of crowd
workers and made available by the German company TwentyBN[84] as free of charge for
academic research. In this database, we find a total of 148 092 video sequences. The data
was provided as a big archive containing directories numbered from 1 to 148 092. Each
folder corresponds to one video clip (single gesture) and contains JPEG images that were
extracted at 12 fps having a height of 100px and variable widths. The length of sequences
differs from one sequence to another (from 27 to 48 frames per video). The dataset groups
together 27 classes that represent the different hand gestures, namely: Swiping Hand Left,
Swiping Hand Down, Rolling Hand Forward, Doing Other Things, No Gestures, etc...
In each class, the hand gesture is performed by participants that represent a generalized
distribution of different gender, age, skin color, and with different speeds. The latter,
makes this dataset one of the largest data collections available to build a robust deep
learning-based gesture classifiers.
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Figure 4.2: The 20BN-JESTER: a dynamic hand gesture dataset
4.2.2 Our Choice of Hand Gestures
It is then necessary to consider an appropriate subset of gestures related to our application.
For this thesis, the goal is to recognize three dynamic hand gestures for parking in and
parking out actions as well as other gestures (including no gesture). The two gestures that
we want to recognize are: Swiping Hand Left (Park In trigger action) and Swiping Hand
Down (Park Out trigger action). We considered these two gestures because they are among
the most used in human-human interaction and will be perfectly adapted to a natural man-
car interaction. Furthermore, among other possible gestures available from 20BN-Jester
dataset, the high neural discriminability (i.e. decodability) between the two chosen gestures
contributed in giving us the best model performance during our experiments. Figure 4.3,
4.4 and 4.5 show respectively a sample of each of these gestures.
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Figure 4.3: Sample "Swiping Hand Left" hand gesture from 20BN-Jester dataset
Figure 4.4: Sample "Swiping Hand Down" hand gesture from 20BN-Jester dataset
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Figure 4.5: Sample from 20BN-Jester dataset showing a person performing a random
hand gesture (Doing Other Things class)
4.2.3 Data Preprocessing
Due to the fact that video sequences from 20BN-JESTER dataset have different length
(variable number of frames), the first step in our data preparation phase is to sub-sample
every video down to 30 frames. So a 31-frames video and a 45-frames video will both
be reduced to 30 frames, with the 45-frames video essentially being fast-forwarded. The
decision to fix the sequence length to 30 was made after the inspection of the 20BN-
JESTER dataset which is mostly composed of videos with a length that varies from 27 to
46 frames. Also, a data cleaning step was performed to limit samples to only videos having
a duration greater than the sequence lengths, therefore discarding all shorter videos (e.g.
28 frames).
4.2.3.1 Data Splitting
For the context of our work, our model is trained to classify three gestures: Park In
(Swiping Hand Left), Park Out (Swiping Hand Down) and Doing Other Things (which
covers other possible gestures including no gesture). For that purpose, we used 20BN-
JESTER dataset to extract a subset of data containing all videos for the aforementioned
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three classes. As discussed in section 4.3.2.2, we divided our dataset into 3 subsets: training
(Dtrain), validation (Dvalid) and evaluation (Deval) , the latter two being generally smaller
than the first. It is through the ratio (Training: 75%, Validation: 12.5%, Testing: 12.5%)
that we can ensure the capacity of the model to generalize well and avoid overfitting. As
illustrated in table 4.1, our training data set consists of 2601 video sequences for the Park In
gesture (Swiping Hand Left), 2641 videos for the Park Out gesture (Swiping Hand Down)
and 8601 videos for "Doing Other Things". The latter class has more than 3 time the
number of video sequence to represent real life scenarios, as most gestures do not belong
to the first two classes.
Training Data
Gesture Class Number of Videos
Park In (Swiping Hand Left) 2601
Park Out (Swiping Hand Down) 2641
Doing Other Things (including No Gesture) 8601
Table 4.1: Number of videos in the training dataset for different gesture classes
Validation Data
Gesture Class Number of Videos
Park In (Swiping Hand Left) 437
Park Out (Swiping Hand Down) 428
Doing Other Things (including No Gesture) 2438
Table 4.2: Number of videos in the validation dataset for different gesture classes
Evaluation / Testing Data
Gesture Class Number of Videos
Park In (Swiping Hand Left) 430
Park Out (Swiping Hand Down) 430
Doing Other Things (including No Gesture) 2437
Table 4.3: Number of videos in the evaluation dataset for different gesture classes
There are many machine learning methods in the literature that work well on temporal
classification tasks as encountered in our dynamic hand gestures classifier. After a review
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of many of these methods and reported results, we limited our experiments to the fol-
lowing learning algorithms: 3D Convolutional Neural Networks and Long-term Recurrent
Convolutional Networks.
4.3 Dynamic Hand Gesture Recognition with 3D CNN
Using supervised convolutional neural network (CNN) models on image recognition tasks
has achieved a dramatic progress. Also, a number of extensions have been proposed
to tackle the challenging video recognition problem. Based on the work done by Pavlo
Molchanov and al [55] on hand gesture recognition using 3D Convolutional Neural Net-
works, we trained and fine tuned a variant of 3D CNN classifier which we present in this
section.
4.3.1 Network Architecture
Three types of layers are usually used to form a convolutional network as detailed in
the third chapter. A 2D CNN is composed of convolution layer(s), Pooling layer(s) and
finally fully connected Layer(s). The fully connected layer(s) are often used as the network
output. Usually, a convolution layer is followed by an activation function and then a
pooling layer, this sequence can be repeated several times up to the fully connected layer
to form a convolution network that is often denoted under the CONVNET notation. It is
also common to use more than one fully connected layer before the output of the network.
On the other hand, 3D CNN applies a third dimensional filter to the dataset and the filter
moves 3-directions (x, y, z) to learn the low-level feature representations. Their output
shape is a 3-dimensional volume space such as cube.
Our model will therefore consists of eight convolution layers, five max-pooling layers,
two fully connected layers (FC) and finally a softmax output layer. Fig. 4.6 shows the
final 3D CNN architecture of our gesture model for classifying 3 different types of dynamic
hand gestures.
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Figure 4.6: Our final model architecture: 3D ConvNet network for dynamic hand gesture
recognition
To determine the optimal architecture and parameters of our gesture model (number
of convolution layers, number of neurons per layer, number of max-pooling layers, etc.),
many models with different configurations have been trained on the dataset presented in
4.2.1. The results obtained from those experiments have helped us determine the best
model architecture that produced the highest performance for our use case.
One of the drawbacks of DNN is the difficulty to select the network hyper-parameters
which makes the network tuning one of the major phases in a connectionist modeling
based machine learning application. In the following sections, we highlight the multiple
techniques followed to tune the 3D CNN gesture neural network.
4.3.2 Deep Neural Network Tuning
4.3.2.1 Dropout Selection
Dropout is a regularization technique for neural networks proposed by Srivastava, et al. in
their 2014 paper [79] consisting of randomly dropping units along with their connections
from the neural network architecture during the training phase. Hence, avoiding overfitting.
Dropout is mainly applied to connected layers and requires a parameter to know the number
of units to be eliminated at each iteration which is often expressed as the rate of units to be
conserved. For example, a rate of 10% will eliminate 90% of connections. This technique
indicates dropping out hidden and visible units of a neural network, which results in deleting
them from the network along with the outgoing and incoming connections as demonstrated
in Fig. 4.7. In Keras, dropout is simply implemented by randomly selecting nodes to be
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dropped-out with a given probability (e.g. 50%). For our 3D CNN model training, a
dropout of 50% was used between the two dense fully connected layers after convolutional
and pooling layers.
Figure 4.7: Dropout neural net model. Left: NN with 2 hidden layers. Right: A thinned
NN after applying dropout to the network on the left
4.3.2.2 Early stopping
When training a learner with an iterative method, such as gradient descent, early stopping
consists of a regularization technique that involves stopping the training of the neural net-
work when the minimal validation error is achieved (or in other words validation accuracy
starts to decrease). Thus, preventing the generalization performance from degrading and
falling into overfitting. The basic idea is illustrated in the Fig. 4.8 below.
We denote by D our training dataset, by Dtrain the subset from D used for training
the algorithm, by Dvalid the set of examples that are not in D used for validation. The
whole Dvalid must also be different from the test set, which cannot be used in the training
procedure since it serves to simulate the application of the model on new entries.
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Figure 4.8: Profiles for training and cross-validation errors
We use the validation set to determine when to stop the optimization by monitoring
the progress of the calculated error on Dvalid and stopping the optimization when the
error starts to increase. In our project, and after experimenting with various values, early
stopping method was used with a patience set to 5, which represents the number of epochs
before the validation loss stops improving. The following code listing illustrates the Keras
implementation details:
1 keras . c a l l b a c k s . Ear lyStopping ( monitor=’ va l_los s ’ ,
2 min_delta=0,
3 pat i ence=5,
4 verbose=0, mode=’ auto ’ )
4.3.2.3 Optimization Parameters
In the context of our work, we used Adam (adaptive momentum estimation) optimization
algorithm, an extension to stochastic gradient descent (SGD), that has been recently fur-
ther adopted by researchers in deep learning applications on computer vision and natural
language processing (NLP). Tow parameters are required for Adam optimizer: adaptive
learning rate and decay.
Adaptive Learning Rate Learning rate is a hyper-parameter that controls the step
ratio while adjusting the weights of our network with respect to the loss gradient. We
denote α as the learning rate. The following formula shows the relationship:
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If α is too small, gradient descent can be slow. If α is too large, gradient descent can
overshoot and miss the global minima. It may fail to converge, or even diverge. In our
algorithm, we chose the value of the learning rate as 1e−5 which gave us the best model
performance after running many experiments with various values.
Learning Rate Decay One of the things that might help speeding up the learning
algorithm, is to slowly reduce the learning rate overtime. This allows to adjust the learning
rate using which is called learning rate decay. Common learning rate decays include time-
based decay, step decay and exponential decay. The following formula illustrates how the
learning rate α is updated as the number of epochs is progress:
α =
1
1 + decayRate ∗ epochNrα0 (4.2)
Whereas the learning rate decay does help speeding up training, during our experiments,
we noticed that its importance in terms of the hyper-parameters to be tuned is lower than
the learning rate α which has a huge impact on the model performance if well tuned. The
final decay value used in our training algorithm was 1e−6.
4.3.3 Model Training
The purpose of our classification is to decide whether a video contains one of the two
relevant gestures for our use case: Swiping Hand Left (Parking in) or Swiping Hand Down
(Parking out). To resolve this problem, training the classifier was performed using a
subset of labeled RGB images from 20BN-Jester dataset as previously detailed in section
4.2. For the implementation of the training algorithm, we used Keras, an open source
neural network library written in Python and TensorFlow as backend. Table 4.4 shows
the specifications of the hardware used for our implementations and experiments. The
Property Specification
Processor Intel Core i5-6600 CPU @ 3.50 GHz
Graphical Processing Unit (GPU) NVIDIA GeForce GTX 1070/PCIe/SSE2
Memory 16 GB
Operating System Ubuntu 16.04.5 LTS
Table 4.4: Hardware specification used the implementation, training and testing of our
gesture recognition classifiers
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input to the 3D CNN network is 30 frames from the training dataset of a given dynamic
hand gesture reshaped to (176x100x3) size. We used the back-propagation algorithm to
adjust the networks weights and ReLu as the activation function, with a batch size of 6
(experimented with higher values of batch size to speedup training but rapidly hit the
memory limit). Also, a dropout of 0.5 was used between the two fully connected layers
which helped avoid overfitting. We compute the validation error (aka. loss) after each epoch
with an early stopping patience value set to 5, to stop the training once the validation error
stops decreasing for 5 consecutive epochs. Training our classifier took ∼11 hours and went
through a total of 10 epochs. Fig. 4.9 and Fig. 4.10 show the loss and accuracy curves for
validation and training when the network is being trained. We based our interpretation of
these results on the following definitions:
- Underfitting: Refers to a model that can neither model the training data nor gen-
eralize to new data. In this case, training and validation losses are both high and
accuracy is low.
- Overfitting: An overfit model is one where the loss on the training set is low and
continues to decrease, whereas the validation loss decreases to a point and then begins
to increase at the same time where accuracy begins to degrade.
- Good fit: A good fit model has a good accuracy on both training and validation
sets. This can be diagnosed from the loss curve where the train and validation losses
decrease and stabilize around the same point.
- Unknown adjustment: The validation loss in this case continues to decrease until it
reaches a low value, but at the same time that of the training continues to increase
to higher levels.
Our trained 3D CNN gesture classifier is considered as a good fit model based on the
obtained loss/accuracy curves. We can see that our model did not experience a blatant
case of overfitting. Validation loss reached its lowest value of 0.074 at the 5th epoch where
the validation accuracy was at 0.977. Whereas, training loss continued decreasing to reach
a minimum of 0.039 at the 10th epoch with a training accuracy of 0.989.
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Figure 4.9: Training and validation loss v.s. training epochs (3D CNN)
Figure 4.10: Training and validation accuracy v.s. training epochs (3D CNN)
4.4 Dynamic Hand Gesture Recognition with LRCN
This model proposed by Jeff Donahue in 2016 represents a Long-term Recurrent Convolu-
tional Network (LRCN) which combines a deep hierarchical visual feature extractor (such
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as a CNN) with an LSTM model that can learn to recognize and synthesize temporal dy-
namics for tasks involving sequential data, visual, linguistic, or otherwise[20]. The reported
state-of-the art results in this paper on three vision problems (activity recognition, image
description and video description) made Long-term Recurrent Convolutional Network one
of the approaches we considered to solve our problem of dynamic hand gesture recognition.
The steps of the LRCN model training are detailed in the following sections.
4.4.1 Model Architecture
CNNs have been proved powerful in image related tasks like computer vision, image classi-
fication, object detection etc. LSTMs are used in modelling tasks related to sequence-based
predictions. LSTMs are widely used in NLP related tasks like machine translation, sen-
tence classification and generation. LRCN, also known as CNN-LSTM model was specifi-
cally designed for sequence prediction problems with spatial inputs, like images or videos.
As shown in Fig. 4.11, we trained an LRCN network on the same gesture dataset used
for training our 3D CNN model by feeding 30 input frames representing one hand gesture
to a feature extractor layer (CNN) and combine it with LSTMs to support the sequence
prediction. Donahue et al.[20] reported state-of-the-art classification accuracy on human
action recognition task by feeding sampled frames from the video sequences containing the
human action to the LRCN. In this thesis, we adapted the LRCN model to our specefic
problem of dynamic hand gesture classification and used the obtained results during our
comparative analysis with the proposed 3D CNN classifier.
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Figure 4.11: Long-term Recurrent Convolutional Network (LRCN) architecture
4.4.2 Model Training
The training of the LRCN classifier was performed using the same computer specifications
(GPU, RAM, etc,) used for training the 3D CNN classifier and on the same training/-
validation dataset. We used the Adam optimizer with a learning rate of 1e−5, decay of
1e−6 and applied a dropout of 0.5 before the LSTM layer for dimensionality reduction.
The total duration of the training using a batch size of 6 was ∼36 hours which is more
than 3 times longer than the training duration of the 3D CNN classifier due the much
slower training speed of LSTMs [13]. It went through a total of 37 epochs before the model
started to converge. We examined the training and validation loss curves, shown in Fig.
4.12 and Fig.4.13, when the network is being trained and we observed that the validation
loss stopped decreasing after the 23rd epoch to reach a minimum of 0.248 at the 32nd epoch
and then started increasing again until the early stopping mechanism triggered to stop
the training 5 epochs later. In comparison with the 3D CNN classifier training, where a
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much lower validation loss of 0.074 was reached in much shorter amount of time. At the
same time, validation accuracy reached a maximum of 0.927 at the 36th epoch compared
to 0.977 for 3D CNN. Based on the LRCN training data analysis, the obtained model can
be considered as a good fit model since no remarkable overfitting symptoms are observed.
Figure 4.12: Training and validation loss v.s. training epochs (LRCN)
Figure 4.13: Training and validation accuracy v.s. training epochs (LRCN)
It’s still difficult at this stage to draw conclusions about the model that allows the best
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performance on our task of dynamic hand gesture recognition. Therefore, in the following
section, we will present our evaluation results of both models tested on our evaluation
dataset.
4.5 Experimental Results And Discussion
This section is devoted to the presentation of the experimental results relating to the two
models introduced in section 4.3 and 4.4, namely the 3D CNN model and the LRCN model.
As mentioned earlier, one of the most important motivations behind the introduction of
these two models is their generalisation capacity in comparison with other approaches in
literature. The experiments therefore were carried out on dynamic hand gesture recognition
task using our evaluation dataset presented in table 4.3. In addition, the experimental
results presented in this section will also serve to evaluate the performances of the two
model, and to compare the proposed 3D CNN model to the state of the art on the issue
studied.
4.5.1 Evaluation Metrics
In order to evaluate the performance of the different learning algorithms, multiple evalua-
tion metrics are proposed in literature. The empirical evaluation of algorithms is a question
that occupies several researchers. Most of the measures we used in our work focus on the
ability of classifiers to correctly identify the observations of each class. If we denote by TP
the number of true positives, by TN the number of true negatives, by FP the number of
false positives and by FN the number of false negatives, then the evaluation metrics used
in our work are defined like the following:
Accuracy The accuracy represents the good classification rate of the model (i.e. in an
image classification problem, the model accuracy is the ratio of the number of images
correctly classified on the total number of testing images.). In our work, we would like to
identify the ability of our developed model to distinguish between the different classes (e.g.




TP + TN + FP + FN
(4.3)
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Precision Precision is calculated as the ratio of number of correct classifications on the





Recall It represents the ratio of number of correct classifications on the total number of





F1 Score The F1 score is the harmonic average of the precision and recall:
F1 = 2× Precision×Recall
Precision+Recall
(4.6)
4.5.2 Comparisons and Analysis
Table 4.5 shows the performance of two different classifiers on each class. The results shows
that the 3D CNN classifier is dominating LRCN on the three classes (Swiping Hand Left,
Swiping Hand Down and Doing Other Things). The performance of the two classifiers is
similar on the average precision, especially for the Swiping Hand Left and Swiping Hand
Down classes, than that on recall and F1-measure. Furthermore, the table also shows that
while the LRCN classifier achieved a high precision for Swiping Hand Left and Swiping
Hand Down classes that is comparable to that of the 3D CNN, we notice on the other hand
a relatively poor recall on the same two classes; which means the LRCN system classifies
more samples into Doing Other Things, hence the high recall value for the latter class and
poor precision. Now going back to our use case in this project: a gesture recognition self-
parking system, both metrics, precision and recall, are important; we would like to achieve
a high precision on the Swiping Hand Left (Park In) and Swiping Hand Down (Park Out)
classes, but most importantly a high recall value to give a better user experience to the
driver using the system while avoiding cases where the driver need to repeat the hand
gesture many times to trigger the parking action.
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Class LRCN 3D CNN (ours)Precision Recall F1-Measure Precision Recall F1-Measure
Swiping Hand Left (Park In) 0.96 0.83 0.89 0.99 0.93 0.96
Swiping Hand Down (Park Out) 0.94 0.80 0.86 0.99 0.93 0.96
Doing Other Things 0.73 0.94 0.82 0.88 0.99 0.93
Average 0.88 0.85 0.86 0.95 0.95 0.95
Table 4.5: Per class performance comparison between LRCN and 3D CNN
The confusion matrices on the validation set can be seen below in Fig. 4.14, the overall
accuracy of the LRCN classifier is 0.8544 whereas that of our 3D CNN classifier is at
0.9502. The confusion matrix for LRCN shows clearly that many samples of Swiping
Hand Left and Swiping Hand Down are classified as Doing Other Things, hence the poor
recall noticed earlier. As expected, the LRCN model performed poorer that 3D CNN. The
proposed explanation is that the position of the hand in each of the 30 frames will differ
from sample to sample, which leads to feeding the LSTM with different positions of the
hand in the respective indexes of the 30 frames. This could confuse the LSTM which is
reflected in the the number of false negatives.
(a) LRCN gesture classifier (b) 3D CNN Gesture Classifier (ours)
Figure 4.14: Confusion Matrices for both LRCN and 3D CNN Hand Gesture Classifiers
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4.5.3 Transfer Learning and Final Model Fine-tuning
Among the most common challenges faced when applying machine learning to solve a
specific problem, is that training data can be slightly different from the real-world data
faced by the algorithm. Hence, the performance of the end-to-end system once faced with
real data may not be at the desired level. We noticed that the trained 3D CNN classifier
did not perform well when tested live. Two main factors had a major impact on the
performance of our system:
- Driver To Camera Distance: The closer the driver is to the multiview camera, the
higher is the accuracy of the system. A camera distance within a range of [60cm,
110cm] produced the best performance. Whereas, in the real-world scenario, the car
driver would have a distance of at least 2 meters from the car to trigger the auto
parking.
- Height of the Multiview Camera System: We noticed also during our end-to-end
testing of the system that the camera system needs to be at a certain height (slightly
lower than the user) in order to achieve the best system performance and accuracy.
Once we place the multiview camera at the same level or slightly higher than the
user, gesture detection accuracy starts to degrade.
The previous observations can be explained by the nature of the 20BN-Jester dataset we
used to train our gesture model. In fact, most of the video samples in 20BN-Jester dataset
are taken using a laptop or desktop computer webcam placed at a relatively close distance
(50 to 100cm) and slightly lower level from the user. Hence, the sensitivity of our end model
to those factors. In order to overcome these limitations, enhance the system performance
and end user experience, we fine-tuned our model using transfer learning techniques. The
following section would describe the contingency steps that were taken to overcome the
aforementioned challenges.
4.5.3.1 Transfer Learning: Dataset Augmentation
A dataset containing generalized gesture videos that are relevant to our use case of au-
tonomous parking was not available. Therefore, we collected a second dataset in our
lab and used data augmentation techniques to generate more data samples. The created
dataset consists of a reasonable amount of videos (220 sequences) where many subjects
performed the Swiping Hand Left and Swiping Hand Down gestures at variable distance
from the camera system and at different setup heights. On the background of the user, we
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placed a green screen that enabled us to use the Chroma Keying technique (a.k.a. green
screen keying, used for decades in film studios by placing human characters in otherworldly
situations without them having to leave the studio) to create new videos using parking lot
backgrounds, reflecting the real-world scenario of parking situations, and various other
backgrounds for data augmentation purpose. Fig. 4.15 shows the process we followed to
generate the new dataset using Chroma Keying.
Figure 4.15: Data generation using Chroma Keying
4.5.3.2 Fine-tuning Algorithm
The early layers of the 3D CNN network already trained with the 20BN-Jester large dataset
can extract generic features, so we used methods that further tunes a pre-trained model.
Given the relatively small dataset (220 videos) compared to the 20BN-Jester dataset, we did
only fine-tune the last layer of our 3D CNN which enhanced significantly the classification
performance. The evaluation metric for live tests was empirical and based on the automaker
satisfaction of the performance. After the dataset augmentation, the automaker reported
a twice as good performance.
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4.6 Summary
In this chapter, we have presented a dynamic hand gesture recognition approach by im-
plementing a variant of 3D convolutional neural network which achieved a classification
accuracy of 95.02%. The experiments were carried out on an evaluation subset of the 20BN-
Jester data set [84]. We also compared our model and evaluated its performance against
the state of the art method for visual recognition and description, Long-term Recurrent
Convolutional Network (LRCN). We found that the latter is significantly slower to train
and also under-performed our 3D CNN model for the dynamic hand gesture recognition
task. Finally, due to the not satisfying performance of the gesture classifier once tested
under real-world conditions representing the use case of this thesis, namely dynamic hand
gesture recognition for car self-parking, we fine-tuned our final pre-trained model using a




An End-to-End Mutliview Gesture
Recognition Operating in Real-time
5.1 Introduction
One of the main parts of our thesis is the implementation and deployment of an end-to-end
system for dynamic hand gesture recognition. The prototype presented in this chapter was
shared with partnering automotive manufacturer and received a very positive feedback.
In this chapter, we will present our proposed embedded multiview vision based gesture
recognizer for autonomous parking system. We will cover the high level system architecture,
hardware choice as well as system implementation and deployment details.
5.2 System Architecture
In this section we present the architectural design and implementation of a car vision-based
self-parking system using deep learning methods to detect and classify driver gestures
captured by a Multiview 360-Degree camera system. We describe the overall design of the
proposed system as well as study the hardware and software frameworks used to build our
solution.
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Figure 5.1: Proposed multiview hand gesture recognition system overview
5.2.1 Video Hardware Choice
For capturing 360 degree video frames, many hardware solutions exists on the market,
and our choice was the HexCamera (e-CAM30_HEXCUTX2) from e-con systems1 which
consists of a multiple camera solution for NVIDIA Jeson TX1/TX2 developer kit. The
setup consists of six cameras with 3.4MP each and an adaptor board to interface with the
J22 connector on the Jetson. The camera can stream 720p(HD) and 1080p (Full HD) at
30fps in uncompressed YUV422 Format. The camera system is presented in Fig. 5.2.
1 https://www.e-consystems.com/multiple-csi-cameras-for-nvidia-jetson-tx2.asp, accessed: 01/29/2019
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Figure 5.2: e-CAM30_HEXCUTX2 - Six synchronized full HD cameras for NVIDIA
Jetson TX1/TX2
5.2.2 Person Detection and Frames Extraction Module
This module is the first core component of our end-to-end system. As mentioned in the
previous section, the output of the multiview camera is a six frames stream representing
360 degree view. One of the main challenges, is to adapt the output of the multiview
camera to the hand gesture recognition module presented in the previous chapter. The
3DCNN gesture recognition module was trained on video frames of size 176x100 where
every video consists of one single subject performing the hand gesture. Given that the
multiview camera output may contain multiple subjects in crowded environments (e.g.
parking lot), the first step the person detection and frames extraction module performs, is
the detection of all subjects present in the six frames video input. This module detects all
the persons present in the 360 camera view feed, calculates the bounding box coordinates
and finally crops over every 30 frames (required input length for the 3DCNN gesture
recognition module) and saves separate image files for every subject. Once this step is
complete, the resulted frames are passed to the 3DCNN network to perform the hand
gesture recognition. It’s important to note that the authentication of the car’s owner is
out of the scope of this thesis, which means any subject performing one of the two gestures
(Swiping Hand Left and Swiping Hand Right) would trigger the parking operation.
The person detection module uses an underlying object detection library. In this thesis,
we evaluated two object detection tools that were released recently using the convolutional
59
Chapter 5. An End-to-End Mutliview Gesture Recognition Operating in Real-time
neural networks: Faster R-CNN and YOLO. We chose these tools because YOLO allows
to get the best results on VOC20072 data and VOC20123 and Faster R-CNN is one of the
most used CNN methods so far. In the next section we will highlight our evaluation details
as well as the choice of the object detection library used in our final system.
5.2.2.1 Faster R-CNN
The first classifier tested for person detection is the algorithm created by S.Ren et al [69]
which relies on a detection made entirely with convolutional neural networks (Fig. 5.3):
- A first convolutional neural network takes as input any image of any size and outputs
regions where the objects to be detected might be.
- the second network takes as input the regions proposed by the first network and
decides whether they contain the object to be detected.
Figure 5.3: Faster R-CNN network for object detection[69]).
2http://host.robots.ox.ac.uk/pascal/VOC/voc2007/, last accessed: 02/20/2019
3http://host.robots.ox.ac.uk/pascal/VOC/voc2012/, last accessed: 02/20/2019
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5.2.2.2 YOLO: You-Only-Look-Once
The second considered classifier, and finally selected, is the algorithm developed by J.Redmon
et al. in 2016 [67]. Shorthand for You-Only-Look-Once,YOLO is a neural network capable
of detecting what is in an image its location, in a single forward pass of the image through
the network, which was a shortcoming of previous methods. It gives the bounding boxes
around the detected objects, and it can detect multiple objects at a time that was invented
with the purpose of being able to perform real-time inference. This algorithm is based on
two steps that are applied to images of predefined size when learning (Fig. 5.4):
- Object detection using a convolution neural network (CNN).
- A bounding box on the image where the predicted class of the object if it exists (in
our case a person or nothing).
The network first divides the input image into a grid (13 by 13 cells are used in this thesis).
Each cell is responsible for predicting a fixed amount of bounding boxes (5 bounding boxes
per cell is used in this thesis). Along with every bounding box prediction, each box is
associated with a confidence score prediction and a class prediction. The confidence score
is a value of how certain the network is that the predicted bounding box encloses an object
of any kind.
Figure 5.4: Real-time object detection with YOLO: the algorithm models detection as
a regression problem. It divides the image into an even grid and simultaneously predicts
bounding boxes, confidence in those boxes and class probabilities [67]
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5.2.2.3 Comparison of Both Techniques
One of the main differences between YOLO and Faster R-CNN is the computation time,
YOLO allows to have a detection of 37 frames per second for an image of 445x445x3 while
Faster R-CNN allows you to have only 5 frames per second. Moreover, on the VOC2012
and VOC2007 data sets, YOLO seems to give better results. For our final implementation,
YOLO v3, the latest version which is extremely fast and accurate, was used in conjunction
with the underlying meaty part of the network: Darknet (a framework to train neural
networks, it is open source and written in C/CUDA and serves as the basis for YOLO).
For the purpose of our use case, we limited the object detection in YOLO v3 to only one
class: Person.
5.2.2.4 Person Detection Workflow on Multiview Frames
Our six cameras video system is streaming a live video feed in the format shown in Fig.
5.5. It consists of the concatenation of six frames covering a 360 degree view.
Figure 5.5: Sample output of the e-con hexcam six camera video output
Figure 5.6: Example of YOLO v3 real-time person detection and bounding boxes calcu-
lation
The implemented algorithm continuously captures 30 frames (expected sequence length
by the 3DCNN gesture recognition network) at 12FPS and passes them to the YOLO based
person detector. The latter, only looks at the first frame of the 30 frames input and detects
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all the persons present, calculates the bounding boxes (example shown in Fig. 5.6) and
finally crops all of the 30 frames based on the respective boxes coordinates. The cropped
videos are then saved in memory (Numpy array) to be passed one at a time to the gesture
recognition module. An example of the cropped videos is shown in Fig. 5.7
Figure 5.7: Sample cropped persons images: Left image shows a detected person per-
forming the "Swiping Hand Left" gesture (used as Park IN trigger). Right image shows a
detected person not performing any hand gesture. Both outputs consist of 30 frames each
and are both passed to the 3DCNN gesture recognition network.
5.2.3 Gesture Recognition Module
The hand gesture recognition module represents the second core component of our end-
to-end system after the person detection module. It encompasses mainly our 3DCNN
dynamic hand gesture classifier detailed in the previous chapter. Once the persons detection
and cropping step is complete and the output frames (such illustrated in Fig. 5.7) are
extracted, we resize them to match the dimensions of the expected input video by the
3DCNN classifier, in our case with height x width x frames equal to 176 x 100 x 30. Then,
we pass every input (consisting of 30 frames) to the hand gesture recognition network for
classification. The output of this module can be one of the three classes: Swiping Hand
Left (Park IN), Swiping Hand Down (Park OUT) or Doing Other Things (ignored by the
system). Once one of the relevant classes (Park IN or Park OUT) is detected, the algorithm
drops the rest of the input cropped videos and trigger the corresponding parking action.
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5.3 Implementation
We highlight in this section the implementation details of our real-time system, challenges
faced during deployment of the live inference software on the embedded platform and how
we overcame them.
5.3.1 Tools and Languages
The implementation of the different modules described in section 5.2 as well as the real-
time prototype makes use of several programming technologies that are illustrated in Fig.
5.8.
Figure 5.8: Technologies used to implement the different components of the real-time
multiview gesture recognition prototype
Keras is an open source Python library (MIT license) developed by a Google engineer,
François Chollet (author of "Deep Learning with Python" book [14]). Keras was developed
to facilitate development and experimentation with deep neural network models. We used
Keras and Python3 to implement the training and fine tuning algorithms of our gesture
classifier. It allowed us to implement complex architectures like 3DCNN or LRCN in a rea-
sonable amount of time. We used the GPU version of Tensorflow v1.6 as a backend. Several
other libraries and frameworks were used for video streaming and processing(OpenCV3),
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for data manipulation(NumPy) and package manager and environment management sys-
tem (Conda). The real-time end-to-end system runs on NVIDIA Jetson TX2 board using
TensorRTv1.6, CUDA8 Toolkit and CUDNNv6.
5.3.2 Deployment on an Embedded Platform
The person detection framework was able to operate real-time together with dynamic hand
gesture recognition classifier on an NVIDIA Jetson TX2 board. The live inference software
was implemented to run on the Jetson platform using the GPU-accelerated version of
Tensorflow framework. One of the first challenging steps was the installation of the e-
con hexcam six cameras system described in 5.2.1 on the Jetson TX2 board, including
setting up the drivers which were only compatible with an older version of L4T r27v1.0
(the operating system of the NVIDIA Jetson board). A lot of effort was required to run
that hardware with a newer version of CUDA and CUDNN libraries required by the person
detection and gesture recognition modules.
Once the six cameras system was installed and functional, the next challenge was
running both the person detection module, which includes loading the Darknet model
(object detection network) and YOLOv3 network configuration, and our 3DCNN hand
gesture recognition model. Due to the limited available RAM on the Jetson board (8GB),
we faced many issues running the end-to-end system where the GPU was running out of
memory while loading the 3DCNN model (1.1GB) into memory. To overcome these issues,
the following optimization techniques were applied:
- Optimize model saving: Keras offers different model saving methods. The most
common method, which we used during our initial test, is model.save(). This
method saves the architecture of the model allowing to re-create it, the weights of
the model, as well as the training configuration (loss, optimizer) and the state of
the optimizer. This resulted in a heavy model of 1.1GB. To significantly reduce the
memory footprint of the 3DCNN model, we used model.to_json() to make a JSON
string of the architecture and save it, and model.save_weights() to make a separate
file containing the weights. The resulted files were considerably smaller at 379.2MB,
that’s about a third the size of the full model.save() result.
- Use Half-precision floating-point format (a.k.a FP16): This consists of setting the
format to 16-bit to represent the network weights, as opposed to the standard 32-bit
floating point, or FP32. This allowed us to reduce the memory by cutting the size of
our tensors in half without sacrificing the accuracy for the model.
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- Tune Tensorflow GPU configuration: TensorFlow maps by default almost all of the
GPU memory to the process. One way to optimize memory allocation, is to limit
the percentage of the overall amount of memory Tensorflow process can allocate. In
our case, we set that limit to 25%, which reduced significantly the initial memory
allocation requirements. In Tensorflow, this could be achieved by:
1 # se t t en so r f l ow gpu opt ions
2 gpu_options = t f . GPUOptions ( per_process_gpu_memory_fraction=0.25)
5.3.3 Prototype Overview
This thesis’s use case is a multiview hand gesture recognition system for autonomous car
parking, therefore, we mounted the Jetson TX2 board on a tripod at a height comparable
to a mid-size car roof height (∼180cm) as shown in Fig. 5.9. Mounting our system on a
vehicle was out of the scope of this project. Hence, we created an animated web application
that our demo application triggers via HTTP requests based on the output of the inference
program.
Figure 5.9: A snapshot of the experimental results from a live demo
The processing time for the end-to-end inference (person detection + hand gesture
classification) was on average ∼2 seconds. The main portion of that latency is coming
from the person detection and cropping part. The gesture recognition took less than 1
second during our tests.
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5.4 Summary
In this chapter, we have successfully implemented the proposed Multiview gesture recogni-
tion framework onto an embedded platform using Nvidia Jetson TX2 Developer Kit. We
achieved a run time of 2 seconds on 16 frames/s. We presented the implementation details
of the different components of our final prototype and the challenges faced, mainly due to
resources limitations (e.g. RAM) on the embedded platform and how we overcame them.
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Conclusion and Future Work
This chapter provides a summary of this thesis, and includes a review of the proposed
system and a highlight of the main results and conclusions. Future improvements of this
work are given in section 6.2.
6.1 Conclusion
In this thesis, we propose a vision-based multiview dynamic hand gesture recognition sys-
tem and its application to vehicle self-parking. We study existent self-parking systems and
we present their user experience shortcomings, mainly their dependency to an interme-
diary device. In an effort to develop the next generation of vehicle self-parking feature,
we partner with one of America’s big three automakers to prototype a robust end-to-end
system that operates in real world environment.
Our main motivation for this thesis was to eliminate the intermediate medium between
the car and the driver to offer a friendly user interface for the self-park feature. To achieve
the aforementioned attribute, we solely rely on a vision-based gesture recognition solution.
The most comprehensive available database to train a dynamic hand gesture recognition
classifier is "20BN-Jester"[84]. For simplicity, the developed feature has two commands,
represented by two hand gestures "swiping hand left" and "swiping hand down". Hence,
we filter the comprehensive "20BN-Jester" dataset to only two classes with an additional
"doing other things" class, which is represented by a randomly selected non-command hand
gestures.
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As a first step to recognizing the hand gesture, the solution requires a person detection
algorithm at the front of the pipeline. We research multiple alternatives and select the
best performing model, in this case, YOLO.
YOLO, paired with a six-camera based sensor offers a pre-processing module that de-
tects and identifies all instances of "persons" in the 360 view of the vehicle. Each of the
identified objects (person present within the vehicle field of view), is then processed by
a 3DCNN classifier. The latter is a multi-class classification, which maps the first hand
gesture (swiping hand left) to the part-in command and the second hand gesture (swiping
hand down) to the park-out command. A third class (garbage model) is necessary to cap-
ture any gesture that doesn’t fall in the aforementioned buckets. We achieve an accuracy
of 95.02% with the selected 3DCNN, while alternatives such as LRCN, performed at a
maximum accuracy of 85.44%.
The reported results were based on experiments ran in a lab environment. Once tested
in a real world setting, we noticed a significant drop in accuracy, due to the varying
distance and height of the user with respect to the camera. This is expected, as all of the
training dataset consists of laptop/webcam collected videos which implies a limited range
of distance and height of the person performing the gesture.
To overcome this limitation of our training data, we decide to leverage transfer learning
and collect custom made data that would generalize our model on different backgrounds,
distances and heights of the classified subject.
This end-to-end solution is developed as the vehicle for a host. Hence, multiple opti-
mization techniques are applied to ensure the resulting model would operate in real-time
on an embedded platform (NVIDIA Jetson TX2): less that 2 sec of processing for one hand
gesture command, which is considered as a successful real-time implementation.
6.2 Future Work
Future work addresses some of the shortcomings of the proposed solution and how it can
be expanded to cover more use cases.
In order to overcome the limitation of training data with regard to varying distances
and heights, one approach is to add a pre-processing step that uses the body skeleton
to locate the hand and then zoom in/out the camera or the 3D object according to how
far the subject performing the hand gesture is. This would enhance the gesture classifier
robustness while rendering the data augmentation step an additional enhancement.
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The LRCN classifier performs poorly on the training dataset due to the different hand
position in each of the 30 frames from sample to sample, which leads to feeding the LSTM
with different positions of the hand in the respective indexes of the 30 frames. We suggest
to normalize the full hand gesture over the 30 frames instead of normalizing the sequence
(video). This would require an additional module to detect the start and end of the gesture
in the video sequence.
As the vehicle for a host, a cost-effective alternative to our embedded gesture recognizer
can make use of cloud deployed centralized gesture classifier. In this case, the vehicle would
make an online prediction request, assuming that the car is internet-connected.
The next step towards a market-ready solution, is the deployment of our system on a
vehicle. Using technologies like Bluetooth proximity and key fob smartphone app, a future
optimization can reduce the person detection overhead, especially in crowded environments,
by orienting the camera focus towards the car owner’s direction. Hence, significantly
reducing the input size of the gesture classifier.
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