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Abstract
Many models for sparse regression typically assume that the covariates are known
completely, and without noise. Particularly in high-dimensional applications, this
is often not the case. This paper develops efficient OMP-like algorithms to deal
with precisely this setting. Our algorithms are as efficient as OMP, and improve
on the best-known results for missing and noisy data in regression, both in the
high-dimensional setting where we seek to recover a sparse vector from only a
few measurements, and in the classical low-dimensional setting where we recover
an unstructured regressor. In the high-dimensional setting, our support-recovery
algorithm requires no knowledge of even the statistics of the noise. Along the way,
we also obtain improved performance guarantees for OMP for the standard sparse
regression problem with Gaussian noise.
1 Introduction
Sparse Linear Regression, also popularly known as compressed sensing, deals with the problem of
recovering a sparse vector from linear projections. These projections typically represent a physical
measurement process, and as such, are often subject to noisy, missing or corrupted data. Standard
algorithms, including popular approaches such as `1-penalized regression, known as LASSO, are
not equipped to deal with incomplete or noisy measurements. Not surprisingly, blindly running
such algorithms on corrupted data gives solutions of significantly compromised quality, and indeed,
we provide some computational results corroborating precisely this natural expectation.
Recently, attention has turned to large-scale settings, where the data sets can be very large, and high-
dimensional. Significantly, data collection in these settings can be even further prone to missing,
noisy or corrupted data. In the high-dimensional setting, in particular, problems of prediction and
inference critically hinge on correct identification of a low-dimensional structure – sparsity, in the
regression setting. Thus, algorithms that provably provide correct subset recovery are important, in
addition to providing guarantees on `2-error. Finally, the push towards large-scale learning calls for
stable, simple and computationally efficient algorithms.
This paper focuses on precisely this problem. We present simple algorithms, no more complicated
than the fastest algorithms run on clean (meaning, no additional noise, and no missing variables)
covariates, whose statistical performance is as good as or better than any method known to us for
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noisy regression in the high dimensional setting, and in the low-dimensional setting. Indeed, the
two main settings we consider are the regime where we have more observations than dimensions,
but the signal (the regressor) exhibits no special structure such as sparsity (the “classical” or “low-
dimensional” regime), and then the high-dimensional setting where dimensionality far outnumbers
the number of measurements, but the signal is sparse (the standard compressed sensing setup). We
describe our setting and assumptions in detail below, as well as provide a brief summary of recent
work done in this area.
In the high-dimensional setting, our algorithm is a greedy (OMP-like) algorithm. We provide condi-
tions under which this algorithm is guaranteed (with high probability) to identify the correct support
of the regressor. Interestingly, our support recovery algorithm requires no knowledge of the statis-
tics of the corruption, in contrast with all other work we are aware of. Once the support has been
identified, the problem reduces to one from the classical regime, since in the typical high dimen-
sional scaling for compressed sensing, we have sparsity k and n = k log p samples. This reduction
to the low-dimensional setting turns out to be critical for both computational complexity, as well
as stability and statistical performance. The central challenge in regression with noisy or otherwise
corrupted covariates, X , is in estimating the covariance matrix X>X . This is exacerbated in the
high-dimensional setting, where natural estimates may not even be positive semidefinite. In our
setting, on the other hand, we estimate the support without requiring use of the covariance estimate,
and hence avoid computational issues of non-convexity by moving directly to the low-dimensional
setting.
Related Work
The problem of regression with noisy or missing covariates, in the high-dimensional regime, has
recently attracted some attention, and several authors have considered this problem and made im-
portant contributions. Stadler and Buhlmann [13] developed an EM algorithm to cope with miss-
ing data. While effective in practical examples, there does not seem to be a proof guaranteeing
global convergence. Recent work has considered adapting existing approaches for sparse regression
with good theoretical properties to handle noisy/missing data. The work by Rosenbaum and Tsy-
bakov [11, 12] is among the first to obtain theoretical guarantees. They propose using a modified
version of the Dantzig selector (they called it the MU selector) as follows. Letting y = Xβ+e, and
Z = X + W denote the noisy version of the covariates (we define the setup precisely, below), the
standard Dantzig selector would minimize ‖β‖1 subject to the condition ‖Z>(y−Zβ)‖∞ ≤ τ . In-
stead, they solve ‖Z>(y−Zβ)+E[W>W ]β‖∞ ≤ µ‖β‖1 +τ , thereby adjusting for the (expected)
effect of the noise, W . Loh and Wainwright [8] pursue a related approach, where they modify Lasso
rather than the Dantzig selector. Rather than minimize ‖Zβ − y‖22 + λ‖β‖1, they instead mini-
mize a similarly adjusted objective: β>(Z>Z −E[W>W ])β − 2β>Z>y + ‖y‖22 + λ‖β‖1. In this
sense, their work is related to work by Xu and You [16] who consider a similar estimator but for
noisy-regression in the low-dimensional setting. The modified Dantzig selector can be computed by
solving a convex program. The modified Lasso formulation becomes non-convex. Interestingly, Loh
and Wainwright show that the projected gradient descent algorithm finds a possibly local optimum
that nevertheless has strong performance guarantees.
These methods obtain similar `2-performance bounds, and recent work [9] shows they are minimax
optimal. Significantly, they both rely on knowledge of the covariance matrix E[W>W ] of the noise
on the covariates.1 As our simulations demonstrate, this dependence seems critical: if the variance
of the noise is either over- or under-estimated, the performance of the algorithms, even for support
recovery, deteriorate considerably. The simple variant of the Orthogonal Matching Pursuit (OMP)
algorithm we analyze requires no such knowledge for support recovery. Moreover, if E[W>W ] is
available, our algorithm has `2-performance matching that in [12, 8].
Computationally, the methods mentioned above are more demanding than the simplest greedy meth-
ods that have proven theoretically and empirically successful in the clean-covariate case, i.e., when
we have noiseless access to all the covariates. OMP [14, 15, 3] is one of the greedy methods that
have proven remarkably effective. These methods, however, have not been extended to the noisy or
missing covariates case. Moreover, to the best of our knowledge, even the clean covariate case of
1The earlier work [11] does not require that, but it does not guarantee support recovery, and its `2 error
bounds are weaker than the more recent approaches in [12, 8] that use E[W>W ].
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sparse regression does not have a complete analysis for OMP under the noisy setting where mea-
surements (response variables) are received with additive Gaussian noise. Many papers (e.g., [4] or
even more recent papers, e.g., [7]) consider deterministic (`2- or `∞-bounded) noise, and then obtain
results for Gaussian noise as a corollary; however these results seem to be weaker than required. The
work in [5] considers the high-SNR case, so it is not clear that one can make use of the results there.
Contributions
The present work develops a greedy OMP-like algorithm for the noisy case with noise: the setting
where the measurements we receive have additive Gaussian noise, and moreover the version of
the covariate (or sensing) matrix we get to see, has either additive noise or random erasures. Our
algorithm is as efficient as standard OMP algorithms, and in the case of independent columns, our
results are at least as good or better than any results available by any method known to us. While
we conjecture that our results can be extended to the setting where the columns are not independent,
and the sparsity is not known explicitly, we do not pursue this here. Specifically, the contributions
of this paper are as follows:
1. Low-dimensional regime: For the case where the number of measurements, n, exceeds the
dimensionality of the regressor, k, we design simple estimators for both the case of noisy
covariates, and missing covariates. Our estimators are based on either knowledge of the
statistics of the covariate noise, knowledge of the statistics of the covariate distribution, or
knowledge of an Instrumental Variable correlated with the covariates. For both the case of
missing and noisy data, we provide finite sample performance guarantees that are as far as
we know, the best available.2 In the case of Instrumental Variables, we are not aware of any
rigorous non-asymptotic results.
Finally, we note that our results for the low-dimensional setting require no assumptions on
the independence of columns of the covariate matrix.
2. High-dimensional regime: Next, we consider the standard high-dimensional scaling, when
the regressor is k-sparse, but of dimension p, where p greatly outnumbers the available
measurements, n. We develop an iterative OMP-like algorithm. We give conditions for ex-
act support recovery in the missing and noisy covariate setting, and provide `2 error bounds
for the regressor. For the case of independent columns, our results improve on past results,
to the best of our knowledge, both in terms of computational speed and performance. Inter-
estingly, in the noisy X setting, our support recovery algorithm requires no knowledge of
the statistics of the noise; thus, our results imply that we have distributionally-robust sup-
port recovery. As far as we know (see also our simulations in Section 6) other algorithms
require some knowledge of the corruption statistics for support recovery.
3. In simulations, the advantage of our algorithm seems more pronounced, both in terms of
speed, and in terms of statistical performance. Moreover, while we provide no analysis
for the case of correlated columns of the covariate matrix, our simulations indicate that the
impediment is in the analysis, as the results for our algorithm seem very promising.
4. Finally, as a corollary to our results above, setting the covariate-noise-level to zero, we
obtain bounds on the performance of OMP in the standard setting, with additive Gaussian
measurement noise. Our bounds are better than bounds obtained by specializing determin-
istic results (for, e.g., `2-bounded noise as in [4]) and ignoring Gaussianity; meanwhile,
while similar to the results in [1], there seem to be gaps in their proof that we do not quite
see how to fill.
Paper Outline
The outline of the paper is as follows. We first consider the low-dimensional or classical statistical
setting in Section 3. Here, the number of samples exceeds the dimensionality of the regressor.
While important in its own right, this is critical for an OMP-based approach to sparse regression,
since once the greedy approach has determined the (sparse) support set, the resulting problem is
indeed a low-dimensional regression problem. Section 4 introduces the high-dimensional setting,
2Xu and You [16] have shown asymptotic performance guarantees for some of the estimators we use, but
have no finite sample results.
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and our OMP-like algorithm. Here we state the main results for this regime. Section 5 contains the
proofs of our main results. Section 6 illustrates the performance and advantages of our algorithm
empirically, and compares performance to other methods.
2 Problem Setup
The main focus of this paper is on the high-dimensional setting. However, an important intermedi-
ate point is the consideration of the low-dimensional regime, since once the support of the sparse
regressor has been identified, estimating those non-zero coefficients amounts to a low-dimensional
problem. We thus define the setup in both settings.
We denote our unknown regressor (or signal) as β∗. In the low-dimensional setting, we have β∗ ∈
Rk, where as in the high dimensional setting, β∗ ∈ Rp is an unknown k-sparse vector. For i =
1, . . . , n, we obtain measurement yi ∈ R according to the linear model
yi = 〈xi, β∗〉+ ei, i = 1, . . . , n.
Here, xi is the covariate vector of appropriate dimension (xi ∈ Rk for the low-dimensional case,
and in Rp in the high dimensional case), and ei ∈ R is additive error.
The standard setting assumes that each covariate vector xi is known directly, and exactly. Instead,
here we assume we only observe a vector zi ∈ Rk (orRp) which is linked to xi via some distribution.
We focus on two cases:
1. Covariates with additive noise: We observe zi = xi + wi, where wi ∈ Rk (or Rp) is the
noise.
2. Covariates with missing data: We consider the case where the entries of xi are observed
independently with probability 1 − ρ, and missing with probability ρ. In particular, we
assume the following model:
(zi)j =
{
(xi)j w.p. (1− ρ)
0 w.p. ρ
, ∀i, j.
Thus, in matrix notation, we have
y = Xβ∗ + e,
and we get to see: (y, Z), where Z = X+W in the noisy case, and Z is the entry-erased version of
X in the missing data case. Thus, given {zi} and {yi}, we seek to estimate the unknown vector β∗.
A task of particular importance in the high-dimensional setting is to estimate the support of β∗. We
use xi, zi and wi to denote the ith row of X , Z and W , respectively, and Xi, Zi and Wi to denote
the ith column.
In this paper, we consider the case where both the covariate matrix X and the noise W and e are
sub-Gaussian. We give the basic definitions here, as these are used throughout.
Definition 1. Sub-Gaussian Variable: A zero-mean variable v is sub-Gaussian with parameter σv >
0 if for all λ ∈ R,
E[exp(λv)] ≤ exp(σ2vλ2/2).
Definition 2. Sub-Gaussian Matrix: A zero-mean matrix V is called sub-Gaussian with parameter
( 1nΣ,
1
nσ
2) if both of the following are satisfied:
1. Each row v>i ∈ Rp of V is sampled independently and has E
[
viv
>
i
]
= 1nΣ.
3
2. For any unit vector u ∈ Rp, u>vi is a sub-Gaussian random variable with parameter at
most 1√
n
σ.
Note that the second parameter 1nσ
2 is an upper bound.
In Section 3, we need only a general sub-Gaussian assumption in order to guarantee our results.
Thus we define:
3The 1
n
factor is used to simplify subsequent notation; no generality is lost.
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Definition 3. Sub-Gaussian Design Model: We assume X , W and e are sub-Gaussian with param-
eters ( 1nΣx,
1
n ), (
1
nΣw,
1
nσ
2
w) and (
1
nσ
2, 1nσ
2
e), respectively. We assume they are independent of
each other.
For our analytical results in the high-dimensional setting, we currently require independence across
entries for X , W and e. Thus we define:
Definition 4. Independent Sub-Gaussian Design Model: We assume X , W and e have zero-mean,
independent and sub-Gaussian entries. The entries of X , W , and e have parameter 1n ,
1
nσ
2
w and
1
nσ
2
e , respectively.
Finally, we discuss our notation. In this paper, for the simplicity of exposition of the results but also
of the analysis, we disregard constants that do not scale with k, n or p or any relevant variance σ2.
Thus, for example, writing n & f(k, p, σ) means n & cf(k, p, σ) for a positive universal constant c
that does not scale with k, n, p, or σ.
The results we present in the sequel all hold with high probability (w.h.p.). By this, we mean with
probability at least 1− C1p−C2 , for positive constants C1, C2 independent of n, p, k and σ (i.e., all
relevant variance quantities).
3 The Low-Dimensional Problem
We first consider the low-dimensional version of the problem where β∗ ∈ Rk, with k  n. As noted
above, in the high-dimensional sparse-regression setting, once we know the support of β∗, this is
precisely the resulting problem. When k  n, the problem is strongly convex, and in the clean-
covariate setting where we know X exactly and completely, the solution is given by the standard
least-square estimator:
βˆ = (X>X)−1X>y = arg min
β
β>(X>X)β − 2y>Xβ. (1)
In this setting, well-known results establish, among other measures of closeness to β∗, the following:
Theorem 5 ([10]). Suppose that (according to the sub-Gaussian design model defined above) X is
sub-Gaussian with parameters ( 1nΣx,
1
n ), and the noise vector e is sub-Gaussian with parameters
( 1nσ
2, 1nσ
2
e). Moreover, suppose that n & k log pλ2min(Σx) . Then with high probability, the estimator above
satisfies:
‖βˆ − β∗‖2 . σe
λmin(Σx)
√
k log p
n
.
The challenge in our setting is that we know only Z (a noisy or partially deleted version of X),
and hence cannot solve for βˆ. Some knowledge of X or of the nature of the corruption (W in the
case of additive noise) is required in order to proceed. For the case of additive noise, we consider
three models for a priori knowledge of X or of the noise. For the case of partially missing data, we
assume we know the erasure probability (easy to check directly). For additive noise, the models we
use are as follows.
1. Noise Covariance: in this case, we assume we either know or somehow can estimate the
noise covariance, Σw = E
[
W>W
]
. We note that this is a typical assumption, e.g., [8, 16].
We also give results for when we can only conservatively estimate Σw. We are unaware of
other such results. We discuss this further below.
2. Covariate Covariance: in this case, we assume that we either know or somehow can es-
timate the covariance of the true covariates, Σx = E
[
X>X
]
. This assumption does not
seem to be as common as the previous one, although it seems equally plausible to have an
estimate of E
[
X>X
]
as of E
[
W>W
]
.
3. Instrumental Variables: in this setting, we assume there are variables U ∈ Rn×m with
m ≥ k, whose rows are correlated with the rows of X , but independent of W and e, and
that the realization of U is known or can be estimated. Instrumental variables are common
in the econometrics literature [6, 2], and are often used whenX is not available. To the best
of our knowledge, no rigorous non-asymptotic results are available when one has a noisy
or partially erased version of the covariate matrix X .
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We note in this section, our results require no assumptions on the independence of the columns of
X , W , or, therefore, of Z; that is, we assume we operate under the sub-Gaussian design model. As
we discuss in more detail in Section 4, our subset selection algorithm is iterative, and empirically
works well for correlated or independent columns, although currently our analytical results (perfor-
mance guarantees) do require this independence assumption, and hence the guarantees hold for the
independent sub-Gaussian model.
Let us generically denote by Σˆ the estimator for X>X , and by γˆ our estimate for X>y. The pair
(Σˆ, γˆ) depends on the assumption of what is known, i.e., according to the three possibilities outlined
above. Thus, in place of βˆ = (X>X)−1X>y given in (1), our proposed estimator for βˆ naturally
becomes:
βˆ = (Σˆ)−1γˆ = arg min
β
β>(Σˆ)β − 2γˆ>β,
where we require Σˆ to be positive semidefinite. For this estimator, we have the following simple but
general result.
Theorem 6. Suppose the following strong convexity condition holds:
λmin
(
Σˆ
)
≥ λ > 0.
Then the estimation error satisfies∥∥∥βˆ − β∗∥∥∥
2
. 1
λ
∥∥∥γˆ − Σˆβ∗∥∥∥
2
.
Proof. Let ∆ = βˆ − β∗. By optimality of βˆ, we have (β∗ + ∆)>(Σˆ)(β∗ + ∆)− 2γˆ>(β∗ + ∆) ≤
β∗>(Σˆ)β − 2γˆ>β∗. Rearranging terms gives ∆>Σˆ∆ ≤ 2(γˆ> − β∗>Σˆ)∆. Under the strong
convexity assumption, the l.h.s. is lower-bounded by λ ‖∆‖22. The r.h.s. is upper-bounded by
2
∥∥∥γˆ − Σˆβ∗∥∥∥
2
‖∆‖2 thanks to Cauchy-Schwarz. The result then follows.
This result is simple and generic. We specialize this bound to the case of additive noise, and missing
variables, and in particular, in the case of additive noise we specialize it according to each estimator
we form depending on the information available (as discussed above).
3.1 Additive Noise
As outlined above, we have three different approaches for obtaining information on X>X , and
hence three different estimators, depending on what information we have available. Given this
information, the resulting estimator is quite natural. We list these here, and subsequently provide
the results obtained by specializing the main theorem above.
1. If Σw is known, we use Σˆ = Z>Z − Σw, γˆ = Z>y. We note that this estimator has been
previously studied in [16], but their analysis is asymptotic. Here we give finite-sample
bounds.
2. If Σx is known, we use Σˆ = Σx, γˆ = Z>y. This is simple, and as our results show, in
certain regimes its performance improves that of Z>Z − Σw. While simple and natural,
we were not able to find previous analysis with performance guarantees.
3. An Instrumental Variable (IV) U ∈ Rn×m (m ≥ k) is a matrix whose rows are correlated
with the corresponding rows of X but independent of W . If such an IV is known, we
use Σˆ = Z>UU>Z, γˆ = Z>UU>y. While the use of instrumental variables is popu-
lar in the economics literature, we are unaware of previous analysis with non-asymptotic
performance guarantees.
Remark 7. While assuming knowledge of Σw is common, and indeed a central focus of this paper,
in some applications it may only be reasonable to assume knowledge of an upper bound on the
noise covariance. That is, we may only be able to obtain some estimate Σw such that Σw  Σw.
Our algorithms and analysis carry over in this case, providing a somewhat weaker (as expected)
guarantee for `2 error.
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The results we present hold with high probability, where recall that by with high probability (w.h.p.)
we mean with probability at least 1−C1p−C2 , for positive constants C1, C2 independent of n, p, k
and σ. While in the reduction from the high-dimensional setting, the parameter p has a natural inter-
pretation as the original number of covariates (i.e., the dimension of β∗), here it is just a parameter
that indexes the guarantees, trading off between accuracy and reliability.
Corollary 8 (Knowledge of Σw). Suppose n & (1+σ
2
w)
2
λ2min(Σx)
k log p for p ≥ k. Then, w.h.p., the
estimator built using Σˆ = Z>Z − Σw and γˆ = Z>y, satisfies∥∥∥βˆ − β∗∥∥∥
2
.
(
σw + σ
2
w
) ‖β∗‖2 + σe√1 + σ2w
λmin(Σx)
√
k log p
n
.
Remark 9. Note that when σw = 0, the bound reduces to the standard bound for the least-squares
estimator; in particular, it implies exact recovery when σw = σe = 0. Also, compared to existing
results in [16, 8], our bound makes clear the dependence on ‖β∗‖2. This is important and intuitive
since W is multiplied by β∗.
Remark 10. If we only have an upper bound, Σw  Σw, then using the same analysis one can show:
∥∥∥βˆ − β∗∥∥∥
2
.
[(
σw + σ
2
w
) ‖β∗‖2 + σe√1 + σ2w]√k log pn + λmax(Σw − Σw)‖β∗‖2
λmin(Σx)− λmax(Σw − Σw)
.
with high probability as long as the denominator is positive. Note that, as one might expect, the
result is not consistent. Nevertheless, it allows us to quantify precisely the value of better estimation
of the noise covariance.
Corollary 11 (Knowledge of Σx). Suppose n & log p. Then, w.h.p., the estimator built using
Σˆ = Σx and γˆ = Z>y, satisfies∥∥∥βˆ − β∗∥∥∥
2
. (1 + σw) ‖β
∗‖2 + σe
√
1 + σ2w
λmin(Σx)
√
k log p
n
.
Remark 12. (1) We only require n & log p (the case where we use Σw for our estimator requires the
much more restrictive n & (1 + σ2w)2k log p). The reason for this, is that here we don’t estimate Σˆ
from data, and hence do not require Ω(k log p) samples in order to control λmin(Σˆ) by λmin(Σx),
as is required in the previous result. (2) The bound is linear, rather than quadratic, in σw (when σw
is large), but it does not vanish when σw and σe are zero.
Remark 13. The projected gradient method in Loh and Wainwright [8] can be modified to use Σx as
the covariance estimator, and when we extend their algorithm in the natural way, a similar analysis
yields the same error bound.
Suppose Σx = I . Comparing the above bounds:
Knowledge of Σw:
∥∥∥βˆ − β∗∥∥∥
2
.
[(
σw + σ
2
w
) ‖β∗‖2 + σe√1 + σ2w]
√
k log p
n
.
Knowledge of Σx:
∥∥∥βˆ − β∗∥∥∥
2
.
[
(1 + σw) ‖β∗‖2 + σe
√
1 + σ2w
]√k log p
n
,
we see that the only difference is σ2w vs. 1. The σ
2
w term arises from (W
>W − Σw) while the
1-term comes from (X>X −Σx). The first bound is better when σ2w < 1, and the other way around
when σ2w > 1. This suggests the following strategy: if we somehow know (or can estimate) both the
variance of X and W , then we should use the first estimator if σ2w < 1, otherwise use the second
estimator. This gap in performance according to different regimes is in fact present, as confirmed in
our simulations in Section 6.
For the final result in this section, we use the following standard notation: For a matrix A, we let
σi(A) be the i-th singular value, so, e.g., σ1(A) = σmax(A).
Corollary 14 (Instrumental Variables). Suppose the Instrumental Variable U ∈ Rn×m is zero-
mean sub-Gaussian with parameter ( 1nΣU ,
1
nσ
2
u), and E
[
U>X
]
= ΣUX . Let σ1 = σ1(ΣUX)
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and σk = σk(ΣUX). If n & max
{
1,
σ2u(1+σ
2
w)
(m/k)σ2k
}
k log p, then w.h.p. the estimator built using
Σˆ = Z>UU>Z, and γˆ = Z>UU>y, satisfies∥∥∥βˆ − β∗∥∥∥
2
.
√
σ2w ‖β∗‖2 + σ2e
σ1σu
σ2k
√
k/m
√
k log p
n
.
Remark 15. Consider the term√
σ2w ‖β∗‖2 + σ2e
σ1σu
σ2k
√
k/m
=
√
σ2w ‖β∗‖2 + σ2e
(σ1/σu)
√
k
m
· 1
(σk/σ1)
2 .
The first factor can be interpreted as 1/SNR, and the second is a measure of the correlation between
X and U (i.e., the strength of the Instrumental Variable).
3.2 Missing Data
As we do for noisy data, in the missing data setting we consider the sub-Gaussian Design model,
so that X is sub-Gaussian with possibly dependent columns. We assume that each entry of the
covariate matrix X is missing independently of all other entries, with probability ρ. Again, the key
is in designing an estimator for X>X . We consider the natural choice, given our erasure model: We
use Σˆ = (Z>Z)M and γˆ = 1(1−ρ)Z>y, where Mij = 11−ρ if i = j or 1(1−ρ)2 otherwise; here 
denotes element-wise product.
Corollary 16 (Missing Data). Suppose n & 1
(1−ρ)4λ2min(Σx)
k log p. Then, w.h.p. our estimator
satisfies ∥∥∥βˆ − β∗∥∥∥
2
.
(
1
(1− ρ)2 ‖β
∗‖2 +
1
1− ρσe
)
1
λmin(Σx)
√
k log p
n
.
Remark 17. Note that as with the previous results, the dependence on ‖β∗‖2 is given explicitly.
4 The High-Dimensional Problem and Orthogonal Matching Pursuit
We now move to the high-dimensional setting. Given the results of the previous section, the main
challenge that remains in the high-dimensional setting is to understand precisely when we can re-
cover the correct support of β∗. With this accomplished, we can immediately apply the results of
the low-dimensional setting. It is this which spares us from having to compute an estimate of X>X
in the high-dimensional setting, thus allowing us to avoid issues with non-convex optimization.
The main contribution in this section is showing that our simple approach enjoys, as far as we know,
the best known support recovery guarantees in the noisy and missing variable setting.
Our algorithm is iterative, and we would expect, as our experimental results in Section 6 corroborate,
that it performs well despite correlation in the columns ofX andW . However, the line of analysis we
develop in order to prove our performance guarantees, seems to require this independence. Hence,
the results in this section all assume the Independent sub-Gaussian design model, i.e., the entries of
X and W are assumed independent of each other and everything else.
Interestingly, this section shows that estimating the support of β∗, can be done without using knowl-
edge of Σw, Σx, or an instrumental variable, but instead using Z directly. A critical advantage to
this approach is that while we pay a price in `2 errors for not having an accurate estimate of Σw (as
in the remark of the previous section), our support recovery is distributionally robust, in the sense
that our algorithm does not need to know Σw or Σx in order to recover the support (our guaran-
tees, of course, are in terms of these quantities). Indeed, we use Z directly for deciding on the next
element to add to the support set. We note that this is not that surprising, given that the error is as-
sumed to be unbiased (in particular, in dependent of X and β∗) and standard OMP adds the element
corresponding to largest correlation. Somewhat surprisingly, we also use Z directly to estimate the
residual, rather than use the estimators of the previous section. The advantage is that this allows
distributionally-robust (i.e., distributionally oblivious) support recovery. Without this approach, we
would have to control the propagation of the additional error obtained from conservative estimates
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of the noise. It seems that other algorithms in this space, e.g., [8] require knowledge of Σw. We
test the distributional robustness (i.e., the effect of not knowing the correct Σw) in our simulations
results in Section 6, where our results show that support recovery in [8] deteriorates if Σw is under-
or over-estimated.
We consider the following modified OMP algorithm (Algorithm 1). Note that the support recovery
step is identical to OMP, where as in the final step recovering βˆ is done using the estimators of the
previous section. Given a matrix Y , we use YI to denote the sub matrix with the columns of Y
with indices in I , and YI,I the square submatrix of Y with row and column indices in I . We note
that unlike some of the latest results on OMP, we do not deal with stopping rules here, but instead
simply assume we know the sparsity (or an upper bound of it). We believe that this can be relaxed
by adapting the by-now standard stopping rules, although we do not pursue it here.
Algorithm 1 mod-OMP
Input: Z,y,k
Initialize I = φ, Ic = {1, 2, . . . , p}, r = 0.
For j = 1 : k
Compute corrected inner products hi = Z>i r, for i ∈
Ic.
Let i∗ = arg maxi∈Ic |hi|.
Set I = I ∪ {i∗}.
Update residual r = y − ZI(Z>I ZI)−1Z>I y.
End
Set βˆ as:
βˆI = Σˆ
−1
I,I γˆI .
βˆIc = 0,
where (ΣˆI,I , γˆI) are computed according to knowledge of
Σx, Σw or U.
Output βˆ.
4.1 Guarantees for Additive Noise
Theorem 18. Under the Independent sub-Gaussian Design model and Additive Noise model, mod-
OMP identifies the correct support of β∗ with high probability, provided n & (1 + σ2w)2k log p and
the non-zero entries of β∗ is greater than
16 (σw ‖β∗‖2 + σe)
√
log p
n
.
Remark 19. (1) If k is an upper bound of the actual sparsity, then mod-OMP identifies a size-
k superset of the support of β∗. (2) Considering the clean-covariate case, σw = 0, we obtain
results that seem to be stronger (better) than previous results for OMP with Gaussian noise and
clean covariates. The work in [1] obtains a similar condition on the non-zeros of β∗, however, their
proof seems to implicitly require an independence between the residual columns and the noise vector
which does not hold, and hence we are unable to complete the argument.4
Once mod-OMP identifies the correct support, the problem reduces to a low-dimensional one, which
is exactly what we discuss in the previous section. Thus, applying our low-dimensional results, we
have the following bounds on `2 error, complementing the above results on support recovery.
Corollary 20. Consider the Independent sub-Gaussian model and Additive Noise
model. If n & (1 + σ2w)2k log p and the non-zero entries of β∗ are greater than
4More specifically, in [1], the proof of Theorem 8 applies the results of their Lemma 3 to bound ‖X>(I −
XI(X
>
I XI)
−1X>i )e)‖∞. As far as we can tell, however, Lemma 3 applies only to ‖X>e‖∞ thanks to
independence, which need not hold for the case in question.
9
(σw ‖β∗‖2 + σe)
√
1 + σ2w
√
k log p
n , then with high probability, the output of mod-OMP with
estimator built from (Σˆ, γˆ), satisfies:
1. (Knowledge of Σw):
∥∥∥βˆ − β∗∥∥∥
2
.
[(
σw + σ
2
w
) ‖β∗‖2 + σe√1 + σ2w]√k log pn .
2. (Knowledge of Σx):
∥∥∥βˆ − β∗∥∥∥
2
.
[
(1 + σw) ‖β∗‖2 + σe
√
1 + σ2w
]√
k log p
n .
3. (Instrumental Variables):
∥∥∥βˆ − β∗∥∥∥
2
. (σw ‖β∗‖2 + σe) σ1σ2k
√
k/m
√
k log p
n .
4.2 Guarantees for Missing Data
We provide a support-recovery result analogous to Theorem 18 above.
Theorem 21. Under the Independent sub-Gaussian Design model and missing data model, mod-
OMP identifies the correct support of β∗ provided n & 1(1−ρ)4 k log p and the non-zero entries of β∗
are greater than
16
1− ρ (‖β
∗‖2 + σe)
√
log p
n
.
Remark 22. There is an unsatisfactory element to this bound, as it does not recover the clean-
covariate results as ρ → 0. Since the algorithm reduces to the standard OMP algorithm, this is a
short falling of the analysis. At issue is a weakness in the concentration inequalities when ρ is small.
We note that the leading optimization-based bounds for performance under missing data, given in
[8], seem to face the same problem.
We can combine the above theorem with Corollary 16 to obtain a bound on the `2 error.
Corollary 23. Consider the Independent sub-Gaussian model and Missing Data model. If n &
1
(1−ρ)4 k log p and the non-zero entries of β
∗ are greater than 161−ρ (‖β∗‖2 + σe)
√
log p
n , then using
our estimator for missing data, the output of mod-OMP satisfies∥∥∥βˆ − β∗∥∥∥
2
.
(
1
(1− ρ)2 ‖β
∗‖2 +
1
1− ρσe
)√
k log p
n
.
5 Proofs
We prove all the results in this section. We make continued use of a few technical lemmas on
concentration results. We provide the statement of these lemmas here, but postpone the proofs to the
Appendix.
5.1 Supporting Concentration Results
Lemma 24. [8, Lemma 14] Suppose Y ∈ Rn×k is a zero mean sub-Gaussian matrix with parameter
( 1nΣ,
1
nσ
2). If n & log p ≥ log k, then
P
(∥∥Y >Y − Σ∥∥∞ ≥ c0σ2
√
log p
n
)
≤ c1 exp (−c2 log p) .
Lemma 25. Suppose X ∈ Rn×k, Y ∈ Rn×m are zero-mean sub-Gaussian matrices with parame-
ters ( 1nΣx,
1
nσ
2
x),
(
1
nΣy,
1
nσ
2
y
)
. Then for any fixed vectors v1, v2, we have
P
(∣∣v>1 (Y >X − E [Y >X])v2∣∣ ≥ t ‖v1‖ ‖v2‖) ≤ 3 exp(−cnmin{ t2σ2xσ2y , tσxσy
})
.
In particular, if n & log p ≥ logm ∨ log k, we have w.h.p.∣∣v>1 (Y >X − E [Y >X])v2∣∣ ≤ σxσy ‖v1‖ ‖v2‖√ log pn .
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Setting v1 to be the ith standard basis vector, and using a union bound over i = 1, . . . ,m, we have
w.h.p. ∥∥(Y >X − E [Y >X]) v∥∥∞ ≤ σxσy ‖v‖
√
log p
n
.
As a simple corollary of this lemma, we get the following.
Corollary 26. If X ∈ Rn×k is a zero-mean sub-Gaussian matrix with parameter ( 1nΣ2xI, 1nσ2x),
and v is a fixed vector in Rn, then for any  ≥ 1, we have
P
(∥∥X>v∥∥
2
>
√
(1 + )k
n
σx ‖v‖2
)
≤ 3 exp (−ck) .
Lemma 27. If X ∈ Rn×k, Y ∈ Rn×m are zero mean sub-Gaussian matrices with parameter
( 1nΣx,
1
nσ
2
x),(
1
nΣy,
1
nσ
2
y), then
P
(
sup
v1∈Rm,v2∈Rk,‖v1‖=‖v2‖=1
∣∣v>1 (Y >X − E [Y >X])v2∣∣ ≥ t
)
≤ 2 exp
(
−cnmin( t
2
σ2xσ
2
y
,
t
σxσy
) + 6(k +m)
)
.
In particular, for each λ > 0, if n & max
{
σ2xσ
2
y
λ2 , 1
}
(k +m) log p, then w.h.p.
sup
v1∈Rm,v2∈Rk
∣∣v>1 (Y >X − E [Y >X])v2∣∣ ≤ 154λ ‖v1‖ ‖v2‖ .
5.2 Proof of Corollary 8
Proof. Substituting Z = X +W into the definition of γˆ and Σˆ, we obtain∥∥∥γˆ − Σˆβ∗∥∥∥
∞
=
∥∥−X>Wβ∗ + Z>e− (W>W − Σw)β∗∥∥∞
≤ ∥∥X>Wβ∗∥∥∞ + ∥∥Z>e∥∥∞ + ∥∥(W>W − Σw)β∗∥∥∞
Using Lemma 25, we have w.h.p.∥∥X>Wβ∗∥∥∞ ≤ σw ‖β‖2
√
log p
n∥∥Z>e∥∥∞ ≤ σe√1 + σ2w
√
log p
n∥∥(W>W − Σw)β∗∥∥∞ ≤ σ2w ‖β‖2
√
log p
n
.
It follows that∥∥∥γˆ − Σˆβ∗∥∥∥
2
≤
√
k
∥∥∥γˆ − Σˆβ∗∥∥∥
∞
≤
[(
σw + σ
2
w
) ‖β∗‖2 + σe√1 + σ2w]
√
k log p
n
.
On the other hand, observe that Z is sub-Gaussian with parameter ( 1nΣx +
1
nΣw,
1
n (1 + σ
2
w)).
When n & (1+σ
2
w)
2k log p
λ2min(Σx)
, by Lemma 27 with λ = λmin(Σx), we have λ1
(
Z>Z − (Σx + Σw)
) ≤
1
54λmin(Σx) w.h.p. It follows that
λmin
(
Σˆ
)
= inf
‖v‖=1
v>Σˆv = inf
‖v‖=1
v>
(
Σx + Z
>Z − (Σx + Σw)
)
v
≥ λmin(Σx)− λ1
(
Z>Z − (Σx + Σw)
)
≥ 1
2
λmin(Σx).
The proposition then follows by applying Theorem 6.
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5.3 Proof of Corollary 11
Proof. In this case, we have∥∥∥γˆ − Σˆβ∗∥∥∥
∞
=
∥∥(X>X − Σx)β∗ +W>Xβ∗ + Z>e∥∥∞
≤ ∥∥W>Xβ∗∥∥∞ + ∥∥Z>e∥∥∞ + ∥∥(X>X − Σx)β∗∥∥∞
By Lemma 25, we have w.h.p.
∥∥W>Xβ∗∥∥∞ ≤ σw ‖β‖2
√
log p
n∥∥Z>e∥∥∞ ≤ σe√1 + σ2w
√
log p
n∥∥(X>X − Σx)β∗∥∥∞ ≤ ‖β∗‖2
√
log p
n
.
So
∥∥∥γˆ − Σˆβ∗∥∥∥
2
≤ √k
∥∥∥γˆ − Σˆβ∗∥∥∥
∞
.
[
(1 + σw) ‖β∗‖2 + σe
√
1 + σ2w
]√
k log p
n . On the other
hand, by assumption λmin(Σˆ) = λmin(Σx). The proposition then follows by applying Theorem
6.
5.4 Proof of Corollary 14
Proof. First observe that
λmin(Σˆ) = λmin((X +W )
>UU>(X +W ))
= σ2k(U
>X + U>W )
= σ2k(E
[
U>X
]
+ (U>X − E [U>X]) + U>W )
≥ [σk − σ1(U>X − E [U>X])− σ1(U>W )]2 .
By Lemma 27 with λ = σk, we have σ1(U>W ) ≤ 14σk and σ1(U>X − E
[
U>X
]
) ≤ 14σk under
our assumption, so λmin(Σˆ) ≥ 14σ2k. On the other hand,∥∥∥Σˆβ∗ − γˆ∥∥∥
2
=
∥∥∥(X +W )>UU>(Wβ∗ − e)∥∥∥
2
≤ ∥∥X>UU>(Wβ∗ + e)∥∥
2
+
∥∥W>UU>(Wβ∗ + e)∥∥
2
.
We bound each term.
1. By Lemma 27 with λ = σ1, we have σ1(U>X) ≤ 32σ1. Each entry of Wβ∗ + e is i.i.d.
zero-mean sub-Gaussian with variance bounded by σ2w ‖β∗‖2 + σ2e . Hence by Lemma
25,
∥∥U>(Wβ∗ + e)∥∥
2
≤ √m ∥∥U>(Wβ∗ + e)∥∥∞ ≤ σu√σ2w ‖β∗‖2 + σ2e√m log pn . It
follows that
∥∥∥(U>X)> U>(Wβ∗ + e)∥∥∥
2
≤ 2
√
σ2w ‖β∗‖2 + σ2e
√
σ2uσ
2
1m log p
n .
2. By Lemma 27 with λ = σ1, we have
∥∥W>U∥∥
op
≤ σ1 under the assumption, so the second
term is bounded by σw ‖β∗‖
√
σ2uσ
2
1m log p
n .
The result follows from applying Theorem 6.
5.5 Proof of Corollary 16
Proof. Let Σz = E
[
Z>Z
]
; we have (Σz)ij = (1−ρ)(Σx)ij for i = j and (Σz)ij = (1−ρ)2(Σx)ij
for i 6= j. Note that the observed matrix Z is sub-Gaussian with parameter ( 1nΣz, 1n ), which follows
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from the sub-Gaussianity of X (c.f. [8]). We set ∆z = Z>Z − Σz . By Lemma 24, we know
maxi |(∆z)ii| ≤ 14 (1− ρ)2λmin(Σx) w.h.p. When this happens, for each unit norm v, we have
v>(∆z M)v =
∑
i,j
vivj(∆z)ij
1
(1− ρ)2 +
∑
i
v2i (∆z)ii
(
1
1− ρ −
1
(1− ρ)2
)
≤ 1
(1− ρ)2 v
>∆zv + ‖v‖2 ρ
(1− ρ)2 maxi |(∆z)ii|
≤ 1
(1− ρ)2 v
>∆zv +
ρ
4
λmin(Σx).
By Lemma 27 with λ = 14 (1−ρ)2λmin(Σx), we obtain maxv:‖v‖=1 v>∆zv ≤ 14 (1−ρ)2λmin(Σx),
so v>(∆z M)v ≤ 14 (1 + ρ)λmin(Σx). Because Σˆ = (Σz +Z>Z −Σz)M = Σx + ∆z M ,
it follows that λmin(Σˆ) ≥ λmin(Σx)− λ1 (∆z M) ≥ 12λmin(Σx).
On the other hand, observe that
∥∥∥γˆ − Σˆβ∗∥∥∥
∞
≤ ‖γˆ − Σxβ∗‖∞ +
∥∥∥(Σˆ− Σx)β∗∥∥∥∞
≤
∥∥∥∥ 11− ρZ>Xβ∗ − Σxβ∗
∥∥∥∥
∞
+
∥∥∥∥ 11− ρZ>e
∥∥∥∥
∞
+
∥∥∥(Σˆ− Σx)β∗∥∥∥∞ .
By Lemma 25, w.h.p. the first term is bounded by 11−ρ ‖β∗‖
√
log p
n , and the second term is bounded
by 11−ρσe
√
log p
n . The magnitude of the i-th term of (Σˆ− Σx)β∗ is∣∣((Z>Z − E [Z>Z])i− Mi−)β∗∣∣ = ∣∣(Z>Z − E [Z>Z])i−(M>i−  β∗)∣∣
≤ ∥∥(Z>Z − E [Z>Z])(M>i−  β∗)∥∥∞ .
Note that we use Mi− to denote the ith row of the matrix M .
Thus, by Lemma 25 and union bound over i, we have∥∥∥(Σˆ− Σx)β∗∥∥∥∞ ≤ maxi=1,...n∥∥(Z>Z − E [Z>Z])(M>i−  β∗)∥∥∞
≤
√
log p
n
max
i
∥∥M>i−  β∗∥∥2
≤ 1
(1− ρ)2 ‖β
∗‖∞
√
log p
n
.
Combining pieces, we have∥∥∥γˆ − Σˆβ∗∥∥∥
2
≤
√
k
∥∥∥γˆ − Σˆβ∗∥∥∥
∞
≤
(
1
(1− ρ)2 ‖β
∗‖2 +
1
1− ρσe
)√
k log p
n
.
The corollary follows by applying Theorem 6.
5.6 Proof of Theorem 18
We use induction. The inductive assumption is that the previous steps identify a subset I of the true
support I∗ = supp(β∗). Let Ir = I∗ − I be the remaining true support that is yet to be identified.
We need to prove that at the current step, mod-OMP picks an index in Ir, i.e., ‖hIr‖∞ > |hi| for all
i ∈ (I∗)c.
We use a decoupling argument similar to [15]: consider the oracle which runs mod-OMP over only
the true support I∗. Then our mod-OMP identifies I∗ if and only if it identifies it in the same order
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as the oracle. Therefore we can assume I to be independent of Xi and Wi for all i ∈ (I∗)c. Note
that I may still depend on XI∗ , WI∗ , and e.
Define PI , ZI(Z>I ZI)−1Z>I . We have
‖hIr‖∞
=
∥∥Z>Irr∥∥∞
=
∥∥Z>Ir (I − PI)(XI∗βI∗ + e)∥∥∞
=
∥∥Z>Ir (I − PI)(ZI∗β∗I∗ −WI∗β∗I∗ + e)∥∥∞
=
∥∥Z>Ir (I − PI)(ZIrβ∗Ir −WI∗β∗I∗ + e)∥∥∞
(a)
=
∥∥X>Ir (I − PI)XIrβ∗Ir +W>Ir (I − PI)XIrβ∗Ir − Z>Ir (I − PI)W>I βI + Z>Ir (I − PI)e∥∥∞
≥ 1√
k − i
(∥∥X>Ir (I − PI)XIrβ∗Ir∥∥2−∥∥W>Ir (I − PI)XIrβ∗Ir∥∥2−∥∥Z>Ir (I − PI)(WIβI − e)∥∥2) ,(2)
where (a) follows from substituting Z = X +W . For the first term, we have the following lemma.
Lemma 28. Under the assumptions of Theorem 18, w.h.p. ∀I1 ⊆ I∗, Ic1 , I∗ − I1,
λmin
(
X>Ic1 (I − PI1)XIc1
)
≥ 1
2
,
λmax
(
W>Ic1 (I − PI1)XIc1
)
≤ 1
8
.
Proof. By Lemma 27 and a union bound, we have w.h.p. ∀I1 ⊆ I∗, λmin
(
X>Ic1XIc1
)
≥ 12 . On the
other hand, fixing I1 ⊆ I∗, we have∥∥∥X>Ic1PI1XIc1∥∥∥op = ∥∥∥X>Ic1ZI1 (Z>I1ZI1)−1 Z>I1XIc1∥∥∥op
≤ σ21
(
X>Ic1ZI1
)
/σmin
(
Z>I1ZI1
)
.
Again by Lemma 27, σmin
(
Z>I1ZI1
) ≥ 12 (1 + σ2w) with probability at least
1 − exp
(
cn 1(1+σ2w)2
+ 12k
)
, and σ21
(
X>Ic1ZI1
)
≤ 18 with probability at least
1 − exp
(
cn 1(1+σ2w)
+ 12k
)
. So a union bound over all I1 yields w.h.p. ∀I1 ⊆ I∗,∥∥∥X>Ic1PI1XIc1∥∥∥op ≤ 14 . It follows that
λmin
(
X>Ic1 (I − PI1)XIc1
)
≥ λmin
(
X>Ic1XIc1
)
−
∥∥∥X>Ic1PI1XIc1∥∥∥op ≥ 14 .
Similarly, by Lemma 27 and the union bound, we have w.h.p. ∀I1 ⊆ I∗,
∥∥∥W>Ic1XIc1∥∥∥op ≤ 116 and∥∥∥W>Ic1PI1XIc1∥∥∥op ≤ 116 , hence λmax (W>Ic1 (I − PI1)XIc1) ≤ ∥∥∥W>Ic1XIc1∥∥∥op + ∥∥∥W>Ic1PI1XIc1∥∥∥op ≤
1
8 .
Therefore, the first term in (2) is lower bounded by 14
∥∥β∗Ir∥∥2, and the second term is upper bounded
by 18
∥∥β∗Ir∥∥2.
Now consider the third term in 2. By Lemma 27 and a union bound, we have w.h.p. σ1 (WI1) ≤ 32σw
for all I1. Lemma 25 gives ‖e‖2 ≤ 32σe. It follows that ‖(I − PI1)(WI1βI1 − e)‖2 ≤ σ1(I −
PZI1 )
(
σ1 (WI1)
∥∥β∗I1∥∥2 + ‖e‖2) ≤ 32 (σw ∥∥β∗I1∥∥2 + σe). Set vI1 = (I − PI)(WIβI − e). Be-
cause ZIc1 and vI1 are independent, Corollary 26 gives
∥∥∥Z>Ic1vI1∥∥∥2 ≤
√
(1+)(k−i)(1+σ2w)
n ‖vI1‖2
14
with probability at least 1 − 3 exp (ck2). Using a union bound over all I1, we conclude that the
third term is bounded w.h.p. by 4
√
(1+σ2w)(k−i) log p
n
(
σw ‖β∗I ‖2 + σe
)
.
Combining the above bounds, we have
‖hIr‖∞ ≥
1√
k − i
[
1
4
∥∥β∗Ir∥∥2 − 18 ∥∥β∗Ir∥∥2 − 4
√
(1 + σ2w)(k − i) log p
n
(σw ‖β∗I ‖2 + σe)
]
,
which is greater than 1
8
√
k−i
∥∥β∗Ir∥∥2 if all the non-zero entries of β∗ are greater than
16 (σw ‖β∗‖2 + σe)
√
(1+σ2w) log p
n .
On the other hand, by similar argument as above we have ‖(I − PI)(ZIrβIr −WI∗βI∗ + e)‖2 ≤
3
2
(∥∥β∗Ir∥∥2 + σw ‖β∗I ‖2 + σe). Note that for each i ∈ I∗c, Zi is independent of ZI , XI∗ and e.
Applying Corollary 26 gives w.h.p.
|hi| =
∣∣Z>i (I − PI)(XI∗βI∗ + e)∣∣
=
∣∣Z>i (I − PI)(ZIrβIr −WI∗βI∗ + e)∣∣
≤ 4
√
(1 + σ2w) log p
n
(∥∥β∗Ir∥∥2 + σw ‖β∗I ‖2 + σe) ,
which is smaller than 1
8
√
k−i
∥∥β∗Ir∥∥2 provided n & (1 + σ2w)2k log p, and the nonzeros of β∗ are
greater than 4 (σw ‖β∗‖2 + σe)
√
(1+σ2w) log p
n . Using a union bound shows this holds for all i ∈ I∗c.
We conclude that ‖hIr‖∞ > |hi| for all i ∈ I∗c w.h.p. This completes the proof.
5.7 Proof of Theorem 21
Proof. Note that the entries of Z are i.i.d. sub-Gaussian random variables with parameter
√
1
n .
Similarly to the proof of Theorem 18, we use induction, the decoupling argument, and the same
notation. Therefore, it suffices to show ‖hIr‖∞ ≥ |hi| for all i ∈ (I∗)c.
We have
‖hIr‖∞ =
∥∥Z>Ir (I − PI)(XI∗βI∗ + e)∥∥∞
≥ 1√
k − i
∥∥Z>Ir (I − PI) (XIrβ∗Ir + (XI − ZI)β∗I + e)∥∥2
≥ 1√
k − i
(∥∥Z>Ir (I − PI)XIrβ∗Ir∥∥2 + ∥∥Z>Ir (I − PI)(XI − ZI)β∗I∥∥2 − ∥∥Z>Ir (I − PI)e∥∥2)
Consider the first term. We have λmin(Z>IrXIr ) ≥ 12 (1 − ρ) by Lemma 27. We also have
λmin(Z
>
I ZI) ≥ 12 (1− ρ), σ1(Z>IrZI) ≤ 18 (1− ρ)2, σ1(Z>I XIr ) ≤ 18 (1− ρ)2 by the same lemma.
It follows that λ1(Z>IrPIXIr ) = λ1(Z>IrZI(Z>I ZI)−1Z>I XIr ) ≤ σ21(Z>I ZIr )/λmin(Z>I ZI) ≤
1
4 (1− ρ)3. We conclude that λmin(Z>Ir (I −PI)ZIr ) ≥ λmin(Z>I ZI)−λ1(Z>IrPIZIr ) ≥ 14 (1− ρ).
So the first term is at least 1−ρ
4
√
k−i
∥∥β∗Ir∥∥2.
For the second term, we apply Lemma 27 to obtain that w.h.p., σ1(XI − ZI) ≤ 2. It follows that
‖(I − PI)(XI − ZI)βI‖2 ≤ 2 ‖βI‖2 .
By Corollary 26 and a union bound, we obtain
∥∥Z>Ir (I − PI)(XI − ZI)β∗I∥∥2 ≤ 2 ‖βI‖2
√
(k − i) log p
n
,
which is smaller than 1−ρ8 (1− ρ)
∥∥β∗Ir∥∥2 if the non-zeros are bigger than 161−ρ ‖βI‖2√ log pn .
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Consider the third term. In the proof of Theorem 18 we have shown that ‖e‖2 ≤ σe, so
‖(I − PI)e‖2 ≤ σe. w.h.p. By Corollary 26 and a union bound, it follows that
∥∥Z>Ir (I − PI)e∥∥2 ≤√
(k−i) log p
n σe, which is smaller than
1−ρ
16
∥∥β∗Ir∥∥2 if non-zeros are bigger than 161−ρσe√ log pn .
Combining the above bounds, we conclude that ‖hIr‖∞ ≥ 1−ρ8√k−i‖βIr‖2 if all the non-zero entries
of β∗ is greater than 161−ρ (‖β∗‖2 + σe)
√
log p
n .
We now consider |hi| for i ∈ (I∗)c. We have
‖(I − PI)(XI∗βI∗ + e)‖2 ≤ ‖XI∗βI∗ + e‖2
≤ 3
2
‖β∗‖2 + σe.
So by independence of Zi and XI∗ and Corollary 26, we obtain
|hi| =
∣∣Z>i (I − PI)(XI∗βI∗ + e)∣∣
≤
√
log p
n
(
3
2
‖β∗‖2 + σe),
which is smaller than 1−ρ
8
√
k−i
∥∥β∗Ir∥∥2 if all the non-zeros of β∗ are bigger than 161−ρ (‖β∗‖2 +
σe)
√
log p
n .
6 Numerical Simulations
In this section we provide numerical simulations that corroborate the theoretical results presented
above, as well as shed further light on the performance of mod-OMP for noisy and missing data.
Our results illustrate, in particular, several key points. First, in both the low-dimensional and high-
dimensional settings, empirical results demonstrate that the scaling promised in the corollaries to
Theorem 6 and Theorem 18 is correct. We demonstrate this by rescaling the error of our experi-
ments, normalizing by the predicted contribution to the error of n, k and p, in order to highlight the
dependence on σw. Our experiments show a clear alignment of the actual results along the predicted
results. The results of this section also show the different regimes of efficacy of our different estima-
tors for the noisy-covariate setting. Finally, we also compare to [8], and demonstrate that in addition
to faster running time, we seem to obtain better empirical results in terms of recovery errors.
We present the low-dimensional results first, and then the high-dimensional results.
6.1 The Low-Dimensional Case
We report some simulation results on our low-dimensional results from Section 3. These results
are also relevant to the high-dimension setting, as our OMP algorithm reduces a high-dimensional
problem to a low-dimensional one once it identifies the correct support. Note that each of our bounds
in Corollary 8 to Corollary 16 scales with log pn , which is to be expected. Therefore, we focus on
verifying the scaling with the other parameters such as k, σw, ρ and ‖β∗‖.
We first look at the case with additive noise. We fix n = 3200, σe = 0, Σx = I and Σw = σ2wI ,
and sample all matrices from a Gaussian distribution. k and σw take values in 2, 3, . . . , 7 and [0, 2],
respectively. For each k, we generate the true β∗ as a random ±1 vector; note that ‖β∗‖ = √k,
which also scales with k. Figure 1 (a) shows the `2 recovery error under different k and σw using
the estimator built from knowledge of Σw, where one can see the quadratic dependence on σw.
Corollary 8 predicts that, with fixed n, the error scales proportional to (σw + σ2w)‖β∗‖
√
k log p =
(σw + σ
2
w)k
√
log p; in particular, if we plot the error versus the control parameter (σw + σ2w)k, all
curves should roughly become straight lines through the origin and align with each other. Indeed,
this is precisely what we see; the results, representing results averaged over 100 trials, are plotted in
Figure 1 (b).
Similarly, we performed simulations for the estimators built from knowledge of Σx and from Instru-
mental Variables. In the latter case, the Instrumental Variable is generated by U = XΓ + E, where
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(a) (b)
Figure 1: `2 recovery error of the Σw-estimator for additive noise versus (a) the noise magnitude
σw and (b) the control parameter (σw + σ2w)k. As predicted by Corollary 8, all curves in (b) are
roughly straight lines and align. Each point is an average over 200 trials.
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Figure 2: (a) `2 recovery error of the Σx-estimator for additive noise versus the control parameter
(1 +σw)k. (b) `2 recovery error of the IV-estimator versus the control parameter σwk. As predicted
by Corollary 11 and 14, all curves are roughly straight lines and align. Each point is an average over
100 trials.
Γ ∈ Rk×m with m = 2k and the entries of Γ and E being i.i.d. standard Gaussian variables; in
this case we have σ1(ΣUX) ≈ σk(ΣUX) = Θ(
√
m) and σu =
√
k. Corollaries 11 and 14 predict
that the `2 errors are proportional to the control parameters (1 + σw)k and σwk. respectively. These
predictions again match well our simulation results shown in Figure 2 (a) and (b).
In addition, we compare the performance of the estimators built from Σw and Σx. Figure 3 shows
their recovery error under different σw with k = 7. The results match the theory, and in particular
show that the scaling depends as predicted on σw: The Σw-estimator performs better for small σw,
and in particular, delivers exact recovery when σw = 0; the Σx-estimator is more favorable for large
σw due to its linear dependence on σw (versus quadratic), but the error does not go to zero when
σw → 0. The crossover occurs roughly at σw = 1.
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Figure 3: Comparison between recovery errors of the Σw- and Σx-estimators for additive noise.
Each point is an average over 100 trials.
0 0.2 0.4 0.6 0.8
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
ρ
L 2
 
n
o
rm
 e
rr
o
r
 
 
k=2
k=3
k=4
k=5
k=6
k=7
0 5 10 15 20
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
Conrol Parameter
L 2
 
n
o
rm
 e
rr
o
r
 
 
k=2
k=3
k=4
k=5
k=6
k=7
(a) (b)
Figure 4: `2 recovery error for missing noise versus (a) the erasure probability ρ and (b) the control
parameter ρ
√
k. Each point is an average over 200 trials.
Finally, we turn to the case with missing data. We perform simulations with parameters n = 2000,
k ∈ {2, . . . , 7}, ρ ∈ [0, 0.8], and β∗ generated in the same way as above (so that ‖β∗‖ = k). With
n fixed, Corollary 16 guarantees that the recovery error is bounded by O( k(1−ρ)2 ). The simulation
results in Figure 4 seem to outperform this bound, as the error goes to zero when ρ → 0. If we
plot the error versus the control parameter k
√
ρ
1−ρ , then the curves become roughly straight lines and
align. It would be interesting in the future to tighten our bound to match this scaling.
6.2 The High-Dimensional Case
In this subsection, we study the performance of our mod-OMP algorithm for the high-dimensional
setting, and compare with the projected gradient method in [8]. We first consider the additive noise
case and use the following settings: p = 450, n = 400, σe = 0,Σx = I , Σw = σ2wI , k ∈{2, . . . , 7}, and σw ∈ [0, 1]. We compare mod-OMP using the Σw-estimator and the projected
gradient method using the corresponding Σˆ and γˆ. Figure 5 (a) plots the `2 errors. One observes
that OMP outperforms the projected gradient method in all cases.
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Figure 5: Comparison of the `2 recovery error of mod-OMP and the projected gradient method
under knowledge of (a) Σw, (b) Σx, and (c) an Instrumental Variable. The error is plotted against
the control parameter (a) (σw + σ2w)k, (b) (1 + σw)k, and (c) σwk. Circles correspond to the
projected gradient method and dots to mod-OMP. As claimed, mod-OMP performs better in all
cases considered. Each point is an average over 200 trials.
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Figure 6: Support recovery error for the projected gradient algorithm when Σw is not precisely
known. Figure (a) shows the results when we use σw = σtruew /2, and (b) shows the results for
σw = σ
true
w × 2. We note that our approach (which does not require knowledge of Σw) has excellent
recovery throughout this range. Each point is an average over 20 trials.
We want to point out that mod-OMP enjoys more favorable running time in our experiments, al-
though we do not perform a formal comparison since this depends on the particular implementation
of both methods. As is clear from the description of the algorithm, mod-OMP has exactly the same
running time as standard OMP.
We also consider mod-OMP with the Σx- and IV-based estimators. Although not discussed in [8],
it is natural to consider the corresponding variants of the projected gradient method which use the
Σˆ and γˆ from knowledge of Σx or IVs (c.f. (13) in [8]). We plot the recovery errors for our two
estimators in Figure 5 (b) and (c), and again observe better performance of mod-OMP than the
projected gradient method.
We further consider robustness of the projected gradient method to over- or under-estimating σw,
for support recovery. For very low noise, the performance is unaffected; however, it quickly deteri-
orates as the noise level grows. The two graphs in Figure 6 show this deterioration; in contrast, our
estimator has excellent support recovery throughout this range.
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Figure 7: Comparison of the `2 recovery error of mod-OMP and the projected gradient method for
missing data. The error is plotted against the control parameter k
√
ρ
(1−ρ) . (a) Independent columns of
X , and (b) Correlated columns. Dots correspond to mod-OMP and circles to the projected gradient
method. Our results show that mod-OMP performs better in all cases considered. Each point is an
average over 50 trials.
We next study the case with missing data with the following setting: p = 750, n = 500, σe =
0,Σx = I , k ∈ {2, . . . , 7}}, and ρ ∈ [0, 0.5]. The results are displayed in Figure 7 (a), in which
mod-OMP shows better performance.
Finally, although we only consider X with independent columns in this paper, we believe that this
restriction can be removed. For now, we corroborate this claim via simulation. Figure 7 (b) shows
the results under the following choice of covariance matrix of X:
(Σx)ij =
{
1 i = j
0.2 i 6= j.
Again, mod-OMP dominates the projected gradient method in terms of empirical performance.
Appendices
A Proof of Supporting Concentration Results
In this section, we provide the proofs to the concentration results for sub-Gaussian random variables
that we make extensive use of in Section 5. We repeat the statements of the results below for
convenience.
Lemma 25. Suppose X ∈ Rn×k, Y ∈ Rn×m are zero-mean sub-Gaussian matrices with parame-
ters ( 1nΣx,
1
nσ
2
x),
(
1
nΣy,
1
nσ
2
y
)
. Then for any fixed vector v1,v2, we have
P
(∣∣v>1 (Y >X − E [Y >X])v2∣∣ ≥ t ‖v1‖ ‖v2‖) ≤ 3 exp(−cnmin{ t2σ2xσ2y , tσxσy
})
.
In particular, if n & log p ≥ logm, log k, we have w.h.p.∣∣v>1 (Y >X − E [Y >X])v2∣∣ ≤ σxσy ‖v1‖ ‖v2‖√ log pn .
Setting v1 to be the ith standard basis vector, and using a union bound over i = 1, . . . ,m, we have
w.h.p. ∥∥(Y >X − E [Y >X]) v∥∥∞ ≤ σxσy ‖v‖
√
log p
n
.
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Proof. Rescaling as necessary, we assume σx = σy = 1 and ‖v1‖ = ‖v2‖ =
1. Define Φ(x) = ‖x‖2 − E
(
‖x‖2
)
. Then
∣∣v>1 (Y >X − E [Y >X])v2∣∣ =
1
2 |Φ(Xv2 + Y v1)− Φ(Xv2)− Φ(Y v1)|. Note that Xv2 + Y v1 = [X,Y ][v>2 ,v>1 ]>, where
X ′ = [X,Y ] is zero-mean sub-Gaussian with parameter ( 1nE
[
X ′>X ′
]
, 1n ). Applying (70) in [8]
to each of the three terms gives ∣∣v>1 (Y >X − E [Y >X])v2∣∣ ≥ t,
with probability at most exp
(−cnmin{t2, t}).
Corollary 26. If X ∈ Rn×k is a zero-mean sub-Gaussian matrix with parameter ( 1nσ2xI, 1nσ2x), and
v is a fixed vector in Rn, then for any  ≥ 1, we have
P
(∥∥X>v∥∥
2
>
√
(1 + )k
n
σx ‖v‖2
)
≤ 3 exp (−ck)
Proof. By assmption, X> is zero-mean sub-Gaussian with parameter ( 1k
k
nσ
2
xI,
1
k
k
nσ
2
x) Note that
have
∥∥X>v∥∥2
2
≤ ∣∣v>(XX> − knσ2xI)v∣∣ + knσ2x ‖v‖22. Applying the last lemma with t = knσ2x,
 ≥ 1 to the first term, we obtain
P
(
k
∣∣∣∣v>(XX> − knσ2xI)v
∣∣∣∣ > knσ2x ‖v‖2
)
≤ 3 exp (−ckmin{2, }) = 3 exp (−ck) .
The corollary follows.
Lemma 27. If X ∈ Rn×k, Y ∈ Rn×m are zero mean sub-Gaussian matrices with parameter
( 1nΣx,
1
nσ
2
x),(
1
nΣy,
1
nσ
2
y), then
P
(
sup
v1∈Rm,v2∈Rk,‖v1‖=‖v2‖=1
∣∣v>1 (Y >X − E [Y >X])v2∣∣ ≥ t
)
≤ 2 exp
(
−cnmin( t
2
σ2xσ
2
y
,
t
σxσy
) + 6(k +m)
)
.
In particular, for each λ > 0, if n & max
{
σ2xσ
2
y
λ2 , 1
}
(k +m) log p, then w.h.p.
sup
v1∈Rm,v2∈Rk
∣∣v>1 (Y >X − E [Y >X])v2∣∣ ≤ 154λ ‖v1‖ ‖v2‖
Proof. Rescaling as necessary, we assume σx = σy = 1. Let A1, be a 1/3-cover of v1 = {v ∈
Rm, ‖v‖ ≤ 1}; it is known that |A1| ≤ 92m, and for each v, there is a u(v) ∈ A1 such that
‖∆(v)‖ , ‖v − u(v)‖ ≤ 13 . Similarly we can find a 1/3-cover A2 of v2 = {v ∈ Rk, ‖v‖ ≤ 1}
with |A2| ≤ 92k. Defining Φ(v1,v2) = v>1
(
Y >X − E [Y >X])v2, then
sup
v1∈v1,v2∈v2
|Φ(v1,v2)| ≤ max
u1∈A1,u2∈A2
|Φ(u1, u2)|+ sup
v1∈v1,v2∈v2
|Φ(∆(v1), u(v2))|
+ sup
v1∈v1,v2∈v2
|Φ(u(v1),∆(v2))|+ sup
v1∈v1,v2∈v2
|Φ(∆(v1),∆(v2))| .
Becaue 3∆(v1), u(v1) ∈ v1, and 3∆(v2), u(v2) ∈ v2, it follows that
sup
v1∈v1,v2∈v2
|Φ(v1,v2)| ≤ max
u1,u2∈A
|Φ(u1, u2)|+
(
1
3
+
1
3
+
1
9
)
sup
v1∈v1,v2∈v2
|Φ(v1,v2)| ,
hence supv1∈v1,v2∈v2 |Φ(v1,v2)| ≤ 92 maxu1,u2∈A |Φ(u1, u2)| . Using the last lemma and a union
bound, we obtain
P
(
9
2
max
u1,u2∈A
|Φ(u1, u2)| ≥ t
)
≤ 92k+2m·exp (−cnmin{t2, t}) ≤ exp (−cnmin{t2, t}+ 6(k +m)) .
21
References
[1] T. T. Cai and L. Wang. Orthogonal matching pursuit for sparse signal recovery with noise.
Information Theory, IEEE Transactions on, 57(7):4680–4688, 2011.
[2] R. J. Carroll. Measurement error in nonlinear models: a modern perspective, volume 105.
CRC Press, 2006.
[3] M. A. Davenport and M. B. Wakin. Analysis of orthogonal matching pursuit using the re-
stricted isometry property. Information Theory, IEEE Transactions on, 56(9):4395–4401,
2010.
[4] D. L. Donoho, M. Elad, and V. N. Temlyakov. Stable recovery of sparse overcomplete repre-
sentations in the presence of noise. Information Theory, IEEE Transactions on, 52(1):6–18,
2006.
[5] A. K. Fletcher and S. Rangan. Orthogonal matching pursuit from noisy measurements: A new
analysis. In Proceedings of NIPS, 2009.
[6] W. A. Fuller. Measurement error models. Wiley Series in Probability and Mathematical Statis-
tics, New York: Wiley, 1987, 1, 1987.
[7] P. Jain, A. Tewari, and I. S. Dhillon. Orthogonal matching pursuit with replacement. In
Proceedings of NIPS, 2011.
[8] P. L. Loh and M. J. Wainwright. High-dimensional regression with noisy and missing data:
Provable guarantees with non-convexity. Arxiv preprint arXiv:1109.3714, 2011.
[9] P. L. Loh and M. J. Wainwright. Corrupted and missing predictors: Minimax bounds for
high-dimensional linear regression. In IEEE International Symposium on Information Theory
(ISIT), pages 2601–2605, 2012.
[10] N. Meinshausen and B. Yu. Lasso-type recovery of sparse representations for high-dimensional
data. The Annals of Statistics, 37(1):246–270, 2009.
[11] M. Rosenbaum and A. B. Tsybakov. Sparse recovery under matrix uncertainty. The Annals of
Statistics, 38(5):2620–2651, 2010.
[12] M. Rosenbaum and A. B. Tsybakov. Improved matrix uncertainty selector. arXiv preprint
arXiv:1112.4413, 2011.
[13] N. Städler and P. Bühlmann. Missing values: sparse inverse covariance estimation and an
extension to sparse regression. Statistics and Computing, pages 1–17, 2010.
[14] J. A. Tropp. Greed is good: Algorithmic results for sparse approximation. Information Theory,
IEEE Transactions on, 50(10):2231–2242, 2004.
[15] J. A. Tropp and A. C. Gilbert. Signal recovery from random measurements via orthogonal
matching pursuit. Information Theory, IEEE Transactions on, 53(12):4655–4666, 2007.
[16] Q. Xu and J. You. Covariate selection for linear errors-in-variables regression models. Com-
munications in Statistics - Theory and Methods, 36(2):375–386, 2007.
22
