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At this time, the Standard Model of particle physics represents our best understanding
of physics at the smallest scales. A fundamental axiom of this theory is the universality
of the couplings between the different lepton generations and the gauge bosons. This
principle is known as Lepton Flavour Universality and can be tested by comparing the
decay widths of (semi-)leptonic processes that differ only in lepton flavour. Such a
comparison of the decay widths of W± bosons to taus and muons can be quantified by
R(τ/µ) = Br(W± → τν)/Br(W± → µν). A measurement of R(τ/µ) is presented in
this thesis. The measurement uses W± bosons produced in tt̄ decays with a dileptonic
decay mode. The measurement is based on 139 fb−1 of pp collision data recorded with
the ATLAS detector at the Large Hadron Collider (LHC) at
√
s = 13 TeV. In this
analysis, muons originating from W± bosons and those originating via an intermediate
tau are distinguished by the lifetime of the tau, using the transverse impact parameter
of the muons, as well as differences in the transverse momenta spectra of the muons.
The observed best-fit value of R(τ/µ) is 0.992± 0.013[±0.007(stat)± 0.011(syst)] and is
therefore in agreement with the hypothesis of universal lepton couplings, as postulated
in the Standard Model. This is the most precise measurement of R(τ/µ), surpassing
the previous LEP measurement by a factor 2. This result is consistent with the LEP
measurement at the level of 2.7 standard deviations.
Such results would not be possible without the continued performance of the ATLAS
detector. Primary vertices represent the locations of proton-proton collisions – the ulti-
mate origins of all reconstructed objects used in physics analyses. They are therefore key
to understanding the full kinematics of an interaction. However, increasing luminosity
poses a challenge for primary vertex reconstruction in ATLAS. The recently finished
Run-2 observed a rate of 60 or more proton-proton collisions per beam crossing, and an
even higher vertex density is expected in future. As such, ATLAS has developed new
tools: a Gaussian track density seed finder and an adaptive multi-vertex finder. The
seed finder locates the position of candidate vertices using an analytic model of the track
density along the beam axis, and the vertex finder applies a global approach to vertex
finding and fitting that allows charged tracks to be assigned to their optimal vertex can-
didates. This thesis presents studies of the optimisation and exploitation of these tools
for the vertex densities expected in the upcoming Run-3 and beyond.
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Introduction
We are living in a golden age of experimental particle physics. Through international
cooperation, we are able to generate and analyse data at a rate that would have been
inconceivable to the great minds who first opened this field of research. The Standard
Model of particle physics is well validated by this experimental data, including the
discovery of the Higgs boson by ATLAS [17] and CMS [18] in 2012, the top quark in
1995 at Fermilab [19, 20] and the W± [21, 22] and Z0 [23, 24] bosons in 1983 at CERN.
Whilst the Standard Model is well supported by all this data, it is not considered to be a
complete description of the universe. The Standard Model does not provide candidates
for a dark matter particle, nor does it describe gravity. It does not fully explain the
observed matter-anti-matter asymmetry in the universe, nor does it justify the tiny
masses of neutrinos. As such, searches for “new physics”, that is to say physics not
described in the Standard Model, are well motivated.
One such avenue of investigation is Lepton Flavour Universality. This is the assumption
of the Standard Model that, in the massless limit, the vector gauge bosons couple equally
to the three generations of leptons. They have individual couplings to the Higgs boson
as indicated by their different masses.
Lepton Flavour Universality is an interesting line of research, since the theory does not
require this to be the case. An observation that any of the three leptons generations
experience individual couplings would therefore be new physics. Equally, confirmation
of universal couplings raises the question, why?
Lepton Flavour Universality can be tested in leptonic and semileptonic processes that
differ only in lepton flavour by comparing their decay widths. The most precise mea-
surements of Lepton Flavour Universality in W± boson decays are the combined LEP
measurements. These results show that the relative coupling of electrons and muons are
the same (within the experimental uncertainty), in agreement with the Standard Model
assumption. However, the relative coupling of taus to each of the light leptons showed
tension with the Standard Model expectations. In particular, the test of universality
between taus and muons is in agreement with the Standard Model at the level of 2.7
standard deviations. Furthermore, many recent tests of Lepton Flavour Universality
from b-factory experiments also show tension with the Standard Model expectations.
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Thus further tests of Lepton Flavour Universality are well motivated. Between 2015 to
2018, the ATLAS experiment amassed a dataset of pp collisions that includes over 100
million top quark pairs. Almost all of these top quarks decay to a bottom quark and a
W± boson. By comparing the relative rates of the decays of W± bosons to taus and to
muons, a precise test of Lepton Flavour Universality can be made.
This thesis will present a direct measurement of Lepton Flavour Universality using W±
bosons produced in top-quark decays. The analysis is performed using 139 fb−1 of pp
collision data collected between 2015-2018 by the ATLAS detector at the Large Hadron
Collider (LHC). The thesis proceeds as follows: chapter 1 gives an overview of the
relevant theory, before describing the current state of Lepton Flavour Universality mea-
surements, then describing the relevant top quark production and decay results. Chapter
2 describes the LHC and the ATLAS detector, which together comprise experimental
setup. Chapter 3 describes the work undertaken in improving primary vertex reconstruc-
tion software for the increasing luminosity in the ATLAS detector. Chapter 4 describes




This section covers the relevant theory to understand Lepton Flavour Universality and
describes how it has been experimentally tested thus far. Section 1.1 provides a very
brief overview of the Standard Model, followed by section 1.2, which describes the theory
of weak charged current interactions in more detail. Section 1.3 covers the current status
of Lepton Flavour Universality experimental tests. Section 1.4 provides a brief overview
of the strong interaction. Finally, section 1.5 describes the production and decays of top
quarks, an abundant source of on-shell W± bosons.
1.1 The Standard Model of particle physics
The Standard Model of particle physics (SM) describes the fundamental particles and
their interactions. It incorporates electromagnetism, the weak interaction and the strong
interaction, but not gravity. It embodies our current best understanding of particle
physics. In the Standard Model, the particle physics phenomena observed in experiments
are described using quantum field theory.
The Standard Model describes two classes of fundamental particles, shown in Figure 1.1.
The first are fermions, which are matter particles. The second are the bosons, which
are subdivided into the force-carrying vector bosons and the scalar Higgs boson. The
Standard Model describes how particle states change and how particles interact. It
has proven to be a very successful model since its inception, both at describing the
phenomena recorded in experimental data as well as being able to predict previously
unseen phenomena. For every particle there is an antiparticle partner, though some
particles are their own antiparticle. Antiparticles have the opposite electric charge to
their particle counterparts, as well as some other quantum numbers such as colour, but
appear identical in all other respects. For this reason it can be assumed in this section
that the descriptions are general to both matter and antimatter, unless explicitly stated
otherwise.
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Figure 1.1: The fundamental matter particles. The fermions are shown on the left, with the quarks on
top and leptons below. The gauge and Higgs bosons are shown on right. Outlines connect the gauge
bosons with the particles they couple to. This image is taken from Wikipedia, and is public domain.
As shown in Figure 1.1, the Standard Model describes six quarks: up, down, charm,
strange, top and bottom. The “up-type” quarks are the up quark, charm quark and
top quark (which is sometimes called “truth” quark), whilst the “down-type” quarks are
the down quark, the strange quark and the bottom quark (which is sometimes called
“beauty” quark). The quarks are the only fermions to interact via the strong interaction,
and they also interact via the weak interaction and electromagnetism. Due to colour
confinement in the strong interaction they are never seen independently, only in bound
states of two or more quarks [25]. These bound states are called hadrons. A hadron with
an even number of quarks (usually a quark-antiquark pair) is known as a meson, whilst
a hadron made up of an odd number of quarks (usually three) is known as a baryon.
The up-type quarks have a fractional electric charge of +2/3 whilst the down-type quarks
have a fractional electric charge of −1/3. In spite of the fractional charges of quarks, or
rather because of them, hadrons always have integer electric charge. Heavier quarks
decay principally via charged current weak interactions. Since this necessitates a change
in electric charge of ±1 this implies that “up-type” quarks decay to “down-type” and
vice-versa. Flavour changing neutral currents are highly suppressed in the Standard
Model [26]. The top-quark is the heaviest quark. Due to the high mass of the top quark
it is very unstable and decays before it can hadronise, with a lifetime of just 5×10−25 s.
It almost always decays to a bottom quark and W± boson. Due to its high mass, the
W± bosons are produced “on-shell” which makes top-quark decays a useful probe for
weak charged current analyses.
The other family of fermions are the leptons. These are divided into the charged leptons
and neutrinos. The charged leptons are the electron, muon and tau. The neutrinos are
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named according to the charged lepton they produce in charged current interactions. As
their name suggests, the charged leptons interact via electromagnetism and the weak
interaction, whilst neutrinos interact exclusively via the weak interaction. In individual
interactions lepton number is preserved both overall and by generation. Oscillation
between the three neutrino flavours has been observed in free neutrinos, which violates
generational lepton number but not overall lepton number. In the Standard Model, the
weak interaction is assumed to couple equally to each generation of charged lepton in
the massless limit. This is known as Lepton Flavour Universality and is discussed in
more depth in Section 1.3.
The fundamental interactions are communicated via the vector bosons. The vector
bosons of the strong interaction are gluons. These are massless (and electrically neutral)
spin-1 particles. Whilst it is often convenient to refer to just one gluon, there are in
fact eight independent types of gluon in QCD. Their name comes from the fact they
“glue” the quarks together. The photon is also a massless, electrically neutral spin-1
particle. Photons communicate electromagnetism. Unlike gluons there is thought to
be only one type of photon. The weak interaction is communicated via three vector
bosons: the electrically charged W+ and W− which are one another’s antiparticle, and
the electrically neutral Z0. The W± and Z0 bosons, in contrast to gluons and photons,
have mass. This mass arises from symmetry breaking. Due to their large mass, on-
shell weak bosons are observed in high energy collisions and decay very quickly. The
Higgs boson communicates the scalar Higgs field, which is responsible for the electroweak
symmetry breaking resulting in bosons with mass. The Higgs boson was discovered in
2012 at the LHC by ATLAS [17] and CMS [18].
As previously mentioned, the Standard Model has proven to be a very successful model at
describing observed phenomena, as well as successfully predicting phenomena. However,
it is not considered complete – there are some considerable absences. These include
gravity – is there a quantum theory of this interaction communicated by a vector boson
(the graviton) [27]? There is also the question of dark matter and dark energy [28]. There
is an abundance of evidence demonstrating that dark matter exists (see, for example,
[29]) but it is not known if or how it interacts with SM matter. The observed matter-anti-
matter asymmetry, resulting in a matter dominated universe, is as-yet an open question.
Requiring CP-violation to a greater extent than what is observed in the quark sector,
ongoing and future long-baseline neutrino oscillation experiments hope to determine the
extent to which CP-violation is observed in the lepton sector.
1.2 The weak interaction
The weak interaction is one of the fundamental interactions. It is the only one of the
fundamental interactions confirmed to interact with all of the fermions. Mediating the
weak interaction are three bosons: the neutral Z0 boson, and the charged W+ and







Figure 1.2: Lowest-order Feynman diagram of top quark decaying to a bottom quark and a W− boson,
with the W− boson decaying to leptons. Here ` = e, µ, τ .
(CC) interactions involve a W± boson. The substance of the physics analysis work in this
thesis has a focus on the production of W± bosons in top quark decays, and subsequent
decays of W± bosons into taus and muons. Therefore, a brief introduction to such weak
interactions is required.
1.2.1 Structure of weak interactions of leptons
At low energies, charged leptons interact through either the electromagnetic or weak
interactions, whilst at energies above 246 GeV, the so-called unification energy, they
interact via the unified electroweak interaction. The electromagnetic interaction is well
described by QED, as is the strong interaction by QCD. However, since the W± and Z0
bosons of the weak interaction have mass, they require a different formulation to that of
the photon or gluons. For brevity, only the charged current interaction will be described
here.
A lowest order, charged current top-quark decay with a semileptonic final state is shown






where gW is the weak coupling constant, and γµ and γ5 are gamma matrices.
This is a vector minus axial vector (V − A) of the form γµ − γµγ5. If either the vector
or axial vector component were zero, the weak interaction would conserve parity. It
is observed that this is not the case [30]. As a result of this form, only left-handed
chiral particle states and right-handed antiparticle states participate in the charged
current interaction. In the limit E  m, chiral and helicity states are the same. The
weak interaction coupling constant gW is assumed to be the same for all generations of
leptons. This is known as Lepton Flavour Universality, and is discussed in in more detail
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where q is the 4-momentum of the W± boson, mW is the W± boson mass, and gµν is
the metric tensor.
1.2.2 Structure of weak interactions of quarks
The Cabbibo hypothesis is that the weak interaction of quarks have the same strength
as the leptons, but the weak interaction eigenstates of quarks differ from their mass
(flavour) eigenstates. The weak interaction eigenstates and mass eigenstates are related
















The weak charged current vertices involving quarks are then given by:
−igW√
2












where, for example, b is a bottom-quark spinor and t̄ is the adjoint spinor for a top-quark.
The charge conjugate expression is
−igW√
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where, for example, b̄ = b†γ0 is the adjoint spinor for a bottom quark and t is the spinor
for a top quark.
The relative strength of a given quark-quark weak interaction is defined by the rele-
vant element of the CKM matrix. For example, the weak charged current interaction









The CKM matrix is analogous to the PMNS matrix for the weak interaction of leptons
which describes neutrino flavour mixing, also known as neutrino oscillations. The CKM
























where sij = sinφij and cij = cosφij .
Whilst the structure of the weak interactions of quarks is the same as that of leptons,
the phenomenology is very different. Due to colour confinement, free quarks do not
propagate, but instead hadronise on a length scale of 10−15 m [25]. Thus the final states
of the weak interactions of quarks have to be described in terms of hadrons. It is the
flavour eigenstates of the quarks that comprise the observable quantities in hadronic
weak interactions. This means that the nine individual elements of the CKM matrix are









0.97446± 0.0001 0.22452± 0.00044 0.00365± 0.00012
0.22438± 0.00044 0.97359+0.00010−0.00011 0.04214± 0.00076
0.00896+0.00024−0.00023 0.04133± 0.00074 0.999105± 0.000032
 .
(1.5)
The off diagonal elements of the CKM matrix are very small. This implies that the
rotation angles between the quark flavour and weak interaction eigenstates are also
small. This smallness leads to a near diagonal form.
The CKM matrix contains a CP-violating phase δ′, which leads to a slight matter-anti-
matter asymmetry. This was first observed in neutral kaon decays in 1964 by Cronin
and Fitch [33] for which they were awarded a Nobel Prize in Physics in 1980.
In the SM, the branching fractions of leptonic W± decays are dependent on the six
matrix elements |Vqq′ | of the CKM matrix excluding the top quark elements (q 6= t).











where αs(M2W) is the strong coupling constant and fermion mass effects are negligible.
8
1.3 Lepton Flavour Universality
Lepton Flavour Universality (LFU) is the name given to the assumption that, in the
massless limit, the coupling strength of the SM lepton doublets to the W± boson is
equal across the three generations. As described in Ref. [34], LFU is a consequence of
the accidental flavour symmetry of the Standard Model Lagrangian. In the limit where
the (small) lepton Yukawa couplings are neglected
LSM = Lgauge(Aa, ψi) + LHiggs(H,Aa, ψi),
there are three identical replica of the basic fermion family
[ψ = QL, uR, dR, LL, eR]
in the gauge sector, which means there is huge flavour degeneracy. There is no reason
to assume this holds beyond the Standard Model. However, the principle of LFU has
been verified with high precision in many measurements (see, for example, Ref. [11]).
For this reason it is assumed a “sacred principle”, with no deep reason behind it. No
strong results from the third generation of quarks had been made before the b-factory
results described below.
An analogy for why LFU has been observed at low energies (if it does not hold at high
energies) is the following: if physicists could only probe atoms with long wavelength
photons, it could be assumed that positrons and protons have identical properties except
for their masses. This is the same argument used to infer LFU. The three families seem to
be identical except for their mass. The SM quantum numbers could be an accidental low-
energy property. The particles could well have different properties at higher energies, as
indicated by their different masses. All flavour symmetries could well be only accidental
low-energy properties, like isospin or SU(3) in QCD.
The assumption of Lepton Flavour Universality in charged current interactions can be
probed by comparing the measured decay widths of leptonic or semileptonic decays
that differ only by lepton flavour. These measurements can be performed at both low
momentum transfers (with virtual or “off-shell” W± bosons) and high momentum (with
real or “on-shell” W± bosons). The measured quantities have the form g`/g`′ with `
and `′ being the three lepton generations. The current status of these measurements are
shown in table 1.1 and described in the following sections. Whilst not described in detail
here, it is also worth mentioning that LFU has been verified using the charged-current
interactions of electron neutrinos and muon neutrinos, for example in the CHARM
experiment [35].
1.3.1 Low momentum transfer Lepton Flavour Universality measure-
ments
The three |g`/g`′ | quantities have been measured at low momentum transfer as follows:
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Γτ→µ/Γτ→e Γπ→µ/Γπ→e ΓK→µ/ΓK→e ΓK→πµ/ΓK→πe ΓW→µ/ΓW→e
|gµ/ge| 1.0018 (14) 1.0021 (16) 0.9978 (20) 1.0010 (25) 0.996 (10)
Γτ→e/Γµ→e Γτ→π/Γπ→µ Γτ→K/ΓK→µ ΓW→τ/ΓW→µ
|gτ/gµ| 1.0011 (15) 0.9962 (27) 0.9858 (70) 1.034 (13)
Γτ→µ/Γµ→e ΓW→τ/ΓW→e
|gτ/ge| 1.0030 (15) 1.031 (13)
Table 1.1: Previous experimental constraints on the universality of the couplings of leptons to the W±
boson measured at various different momentum transfer [11]. Constraints from measurements of tau
decays and light meson decays are measured to much higher precision than those using W± boson
decays, and show good agreement with the Standard Model assumption of universal lepton couplings.
• |gµ/ge|:
– The ratio of partial widths of leptonic tau decays, R(τ→µ/e),
– The ratio of partial widths of leptonic pseudoscalar meson decays R(Mps→µ/e),
where Mps is a pseudoscalar meson [π,K],
– In the semileptonic decays of K → π`ν (K`3), where the ratio is extracted
by calculating the Cabbibo mixing angle of the first two generations, |Vus|, in
both K → πeν and K → πµν then taking the ratio.
• |gτ/gµ|:
– The Br(τ → µ)/ττ relation described below,
– The ratio of partial widths of tau to pseudoscalar meson, pseudoscalar meson
to muon, Γ(τ →Mps)/Γ(Mps → µ).
• |gτ/ge|:
– The Br(τ → e)/ττ relation described below.
Many of these processes are sensitive to new physics that would be indicated by Lepton
Flavour non-Universality (LFnU). In the following text these measurements are described
in two categories: measurements in tau decays and measurements in light hadron decays.
Tau decays have one or two leptonic weak interaction vertices meaning they are useful
probes for LFU measurements. The following will demonstrate how LFU measurements
can be made in tau and muon decays, following the procedure described in Ref. [36]. To
begin, first consider a muon decay µ− → e−ν̄eνµ, which is an example of a process with
an off-shell W± that contains two leptonic weak interaction vertices (see Figure 1.3).







Figure 1.3: Lowest-order Feynman diagram of a muon decay. The muon decays to a muon neutrino and



















Figure 1.4: Lowest-order Feynman diagrams of a tau decay. The tau decays to a tau neutrino and virtual
W−, which subsequently decays to either light leptons or light quarks.
vertices, the muon decay rate can be written as:












where the mass of the electron is neglected. Taus can decay into electrons, muons or
light mesons. The LO Feynman diagrams for these decays are shown in Figure 1.4.
Mirroring equation (1.6), the tau to electron decay rate can be written as:

















The branching ratio of a process is simply the partial width divided by the total width.
This means the τ− → e−νeντ branching ratio is related to the τ lifetime as
Br(τ− → e−νeντ ) =
Γ(τ− → e−νeντ )
Γ = Γ(τ
− → e−νeντ )× ττ . (1.8)
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Then an expression for the tau lifetime can be found by substituting equation (1.7) into










Br(τ− → e−νeντ ). (1.9)










Br(τ− → e−νeντ ), (1.10)
thus the relative weak interaction coupling strength of tau and muons, |gτ/gµ|, at low-
momentum transfer can be determined from five experimental observables:
1. The muon mass
2. The muon lifetime
3. The tau mass
4. The tau lifetime
5. The tau to electron branching ratio.
|gτ/ge| can be calculated by using the tau to muon branching ratio in place of the tau
to electron one. |ge/gµ| can be measured from the ratio of the tau to electron and tau
to muon branching ratios.
The measurements of LFU in light pseudoscalar meson decays are of comparable pre-
cision to the tau decay measurements described above. The following section describes
these measurements using the same outline as Ref. [11]. The measurement for light
















where δRMps→e/µ are the known radiative corrections. The V − A structure of the
charged current weak interaction helicity suppresses the leptonic decay rate in the Stan-
dard Model. This is why pions favour decays to muons over decays to electrons. This
feature also makes these measurements sensitive to new physics. The radiative correc-
tions include a summation of leading QED logarithms αn logn(mµ/me) and a systematic
two-loop calculation of O(e2p4) effects within Chiral perturbation theory. Measurements
in K → πeν and K → πµν are not helicity suppressed. Known differences between the
muon and electron arise from isospin and phase space. To obtain the value for |gµ/ge| in
these decays, the values for the Cabibbo mixing angle Vus are determined in both decays









Figure 1.5: Feynman diagram of a Standard Model B0, consisting of d and b̄ quarks, decaying to K∗0,
which consists of d and S̄ quarks, as well as a dimuon pair.
The other set of light hadronic measurements are from the decays of τ− → ντM−ps and
















(1 + δRτ/Mps), (1.12)
where δRτ/Mps are the known radiative corrections, and the hadronic matrix elements
cancel out.
1.3.2 Measurements of Lepton Flavour Universality in b-hadrons
In recent years, measurements from b-factory experiments have shown tension with the
Standard Model, in so-called flavour anomalies that are possible observations of Lepton
Flavour non-Universality. There are two key sets of measurements: RK(∗) and RD(∗) .





As presented in Ref. [37], an angular analysis measuring the ratio of branching ratios of
B0 → K∗0`+`− has been performed in two regions of the dilepton invariant mass, q2,





−0.07(stat)± 0.03(syst) for 0.045 < q2 < 0.11 GeV2/c4,
0.69+0.11−0.07(stat)± 0.05(syst) for 1.1 < q2 < 6.0 GeV2/c4.
These results are compatible with the Standard Model expectations of unity (within an
uncertainty of O(10−3) [38] at the level of 2.1-2.3 and 2.4-2.5 standard deviations in the
two q2 regions respectively.The B+ → K+`+`− measurement has been performed in the
higher region only [39], and measures the ratio to be
RK = 0.745+0.090−0.074(stat)± 0.036(syst),
13
Experiment RD∗ RD Citation
BaBar 0.332± 0.024± 0.018 0.440± 0.058± 0.042 [40] [41]
BELLE 0.293± 0.038± 0.015 0.375± 0.064± 0.026 [42]
LHCb 0.336± 0.027± 0.030 - [43]
BELLE 0.270± 0.035+0.028−0.025 - [44] [45]
LHCb 0.280± 0.018± 0.029 - [46] [47]
BELLE 0.283± 0.018± 0.014 0.307± 0.037± 0.016 [48]
Average 0.295± 0.011± 0.008 0.340± 0.027± 0.013
Table 1.2: Table of RD(∗) results, as described in Ref. [5]. The average Standard Model predictions
are RD = 0.299 ± 0.003, and RD∗ = 0.258 ± 0.005 [5]. Comparing with the bottom row of the table,
agreement with the Standard Model is at the level of 1.4σ and 2.5σ respectively. When taken together,
including correlations, the RD(∗) results agree with the Standard Model at the level of 3.08σ.
which is compatible with the Standard Model within 2.6 standard deviations.
These processes are electroweak penguin decays, meaning their leading-order amplitudes
proceed at loop level (see Figure 1.5), therefore they are very sensitive to contributions
from new physics. The tension with SM is seen in both invariant mass regions. There are
large theoretical uncertainties on the branching ratio of O(30%), however these largely
cancel in the ratio of the observables. The SM predicts the ratio to be unity within an
uncertainty O(10−3).
The second set of measurements measure the ratios of branching ratios in B → D(∗)`ν:
RD(∗) =
Br(B → D(∗)τ−ντ )
Br(B → D(∗)`−ν`)
, ` = e, µ. (1.14)
These measurements proceed at tree-level, therefore the new physics effects must be
apparent at the electroweak scale O(1 TeV). The various results along with the average
result are shown in Table 1.2 and Figure 1.6. When considering the combined fit of the
averages of RD and RD∗ , the SM predictions are exceeded by 3.08 standard deviations [5].
The RK(∗) and RD(∗) measurements represent the first measurements of LFU using the
third generation of quarks. Their tension with the SM indicates potential Lepton Flavour
non-Universality, hence they are described as flavour anomalies. These flavour anoma-
lies point unambiguously to low energy scales for new physics (NP). They appear in a
consistent and correlated way in various observables, most of which can be computed to
high precision within the SM. This motivates further measurements of LFU in the third
generation of quarks.
In addition to these flavour anomalies is the recent test of LFU in Υ(3S) meson decays
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Figure 1.6: HFLAV R(D(∗)) averages [5]. The average of the Standard Model predictions are RD =
0.299 ± 0.003, and RD∗ = 0.258 ± 0.005 [5]. When taken together, including correlations, the RD(∗)






The precision measurement is based on a 28 fb−1 data sample collected at 10.355 GeV
collected with the BaBar detector at the SLAC PEP-II electron-positron collider. The
ratio is measured to be RΥ(3S) = 0.966±0.008(stat)±0.014(syst) [49]. This in agreement
with the Standard Model prediction of 0.9948 at the level of 1.8 standard deviations.
1.3.3 High momentum transfer Lepton Flavour Universality measure-
ments
So far, the most precise tests of Lepton Flavour Universality between taus and muons in
high-momentum transfer processes come from the LEP averages [50]. In these averages
there is an excess in the branching fraction of W± to tau compared to the light leptons.
ATLAS has also previously tested Lepton Flavour Universality between the light leptons
to high precision [51].
The PDG averages [32] of the ratio of branching ratios are as follows:
Br(W → µν̄µ)/Br(W → eν̄e) = 0.996± 0.008 (1.15)
Br(W → τ ν̄τ )/Br(W → eν̄e) = 1.043± 0.024 (1.16)
Br(W → τ ν̄τ )/Br(W → µν̄µ) = 1.070± 0.026. (1.17)
Therefore, comparing electrons and muons, agreement is seen with the SM prediction
of unity within the experimental uncertainty. However, comparing taus and electrons,
agreement with the SM prediction of unity is at the level of 1.8 standard deviations, and
comparing taus and muons, agreement with the SM prediction of unity is at the level of
2.7 standard deviations.
LFU is, with few exceptions, well constrained at both at low momentum transfer and be-
tween the first two generations of leptons. At high momentum transfer and between taus
and light leptons the picture is less clear, thus further measurements are well motivated.
One source of on-shell W± bosons are those produced in top decays. Flavour changing
neutral currents (FCNC) are heavily suppressed in the SM so top quarks decay almost
exclusively via charged current, resulting in a bottom quark and W± boson. By mea-
suring the leptonic branching fractions of the W± boson and taking their ratio, a test
of LFU can be made.
1.4 The strong interaction
This section provides a very brief and qualitative overview of the relevant QCD for
understanding pp collisions in ATLAS. Some more detail is provided in the description
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of pp event simulations in Section 2.11.
The strong interaction is described by Quantum Chromodynamics (QCD) [52–54]. QCD
is a non-abelian gauge theory, with symmetry group SU(3). It provides a description of
colour-charged particles. Colour is the QCD analogue of electric charge in QED. There
are three colours: red (r), blue (b), and green (g), with corresponding anti-colours.
Gluons (g) are the vector gauge bosons that communicate the strong force. Gluons can
be thought of as carrying both colour and anti-colour, meaning they come in eight colour
configurations. Carrying colour means that gluons can self-interact. The strong coupling
constant, αS , is not actually constant, but rather it is highly dependent on the energy
scale. The behaviour of αS can be summarised as follows:
• It increases for large distances between colour-charged objects and is smaller for
short distances.
• It becomes smaller for increasing energy scales, whilst it increases for smaller energy
scales.
It is these features that give rise to confinement and asymptotic freedom, two key prop-
erties of QCD. These are described below.





where Q is the energy scale, nf is the number of quark flavours with masses above the
energy scale and ΛQCD is the QCD cut-off energy. ΛQCD is determined experimentally.
At energies higher than the cut-off (∼ 200 MeV), the denominator decreases the coupling
constant. This causes asymptotic freedom, and is the domain in which a perturbative
treatment of QCD can be used. When Q2 is approaching the cut-off, the strong coupling
constant grows quickly, and the perturbative approach cannot be used.
At large distances, the coupling constant becomes so large that additional colour-charged
particles are produced through vacuum fluctuations, such that the system reaches a
lower-energy state. This is known as the hypothesis of confinement, the phenomenon
which results in the non-observation of free gluons and quarks. Instead it is the bound
states of quarks – mesons and baryons – that are the experimental observables. This leads
to, for example, parton showers that form jets. However, at very short distances, the
coupling constant is very small, and colour-charged particles can be considered asymp-






















Figure 1.7: LO Feynman diagrams for top quark pair-production through (a), (b), (c) gluon-gluon fusion
and (d) quark-antiquark annihilation.
1.5 Top quark production and decay
Top quarks have large mass and are highly unstable. They are produced in high energy
collisions. They were first discovered at the Tevatron in the CDF and DØ experiments
[19,20]. The high mass and short lifetime of top quarks make them interesting objects of
study for new physics searches, as well as validation of the Standard Model. Since they
decay before hadronising, they allow analysis of “bare-quark” behaviour. This section
covers some of the production and decay modes of top quarks.
1.5.1 Production
The LHC operates with a centre-of-mass energy that is high enough to produce top
quarks, which have a mass of mt = 172.9 ± 0.4 GeV [32]. There are two categories of
top-quark production: pair production and single-top production, both of which have
several distinct channels.
Top-quark pair production tends to occur via strong interactions. A high energy gluon
is created before decaying to a top-antitop pair. Fusion of two gluons (gg fusion) is also
possible. They can also occur via intermediate photon or Z0-boson [55]. The production
cross-section for tt̄ is dependent on the top mass and the centre-of-mass-squared energy
s. Leading order Feynman diagrams for tt̄ pair-production are shown in Figure 1.7.
The total inclusive tt̄ production cross-section in proton-proton collisions, σtt̄, has been
measured at
√
s = 13 TeV at ATLAS [56] and CMS [57] using dileptonic final states,
and extrapolating from the fiducial cross section to the full phase space. Predictions
are available at next-to-next-to-leading-order (NNLO) accuracy in the strong coupling
constant αS , including resummation of next-to-next-to-leading logarithmic (NNLL) soft
gluon terms [58–63]. At
√
s = 13 TeV and assuming a fixed top mass of 172.5 GeV,
the NNLO+NNLL prediction is 832± 35+20−29 pb as calculated using the Top++2.0 pro-
gramme [64]. The measured value by ATLAS, using 31.6 fb−1 of data [56], is






















Figure 1.8: LO Feynman diagrams for single-top production, showing (a) s-channel, (b) t-channel and
(c) Wt-channel.
s-channel
σt (pb) σt̄ (pb) total (pb)
7.07± 0.13+0.24−0.22 4.10± 0.05+0.14−0.16 11.17± 0.18± 0.38
t-channel
σt (pb) σt̄ (pb) total (pb)
136+3−1 ± 1.1 82+2−1 ± 2 218+5−2 ± 5
Wt-channel
σW−t (pb) σW−t+W+ t̄ (pb)
35.20± 0.9+1.6−1.7 70.40± 1.8+3.2−3.4
Table 1.3: Comparison of predicted single top production cross sections in pp collisions at
√
s = 13 TeV.
The theory predictions are at approximate next-to-next-to-leading-order (aNNLO) and assume a fixed
top quark mass mt = 173.3 GeV, as described in Ref. [12].
and by CMS, using 35.9 fb−1 [57], is
σtt̄ = 803± 2(stat)± 25(syst)± 20(lumi) pb.
Thus there is good agreement between predicted and measured values.
Single top production occurs via the weak interaction. The three main channels, shown
in Figure 1.8, are s, t and Wt. In the s-channel (Figure 1.8a), an intermediate W±
boson decays into a top and an antibottom. In the t-channel (Figure 1.8b), a bottom
quark produces a top quark via a charged current interaction. In the Wt-channel, a W±
boson is produced in association with a top quark. The frequency of these production
processes is directly proportional to the |Vtb|2 component of the CKM matrix.
The theory predictions for single top production cross sections in pp collisions at
√
s =
13 TeV assuming a fixed top mass mt = 173.3 GeV are shown in Table 1.3. The dominant
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channel for single top production is the t-channel, accounting for about 73% of the total
single top cross section, followed by the Wt-channel, accounting for about 23% of the
total, with s-channel being the rarest process, accounting for less than 4% of the total.
The predicted pair production cross section described above is nearly three times the
total combined single top production cross section, and nearly four times the dominant
t-channel cross section, thus pair production is by far the dominant source of top quark
production. The inclusive t-channel t and t̄ production cross sections have been measured
at
√
s = 13 TeV at ATLAS using 3.2 fb−1 of data [65] to be
σ(tq) = 156± 5(stat.)± 27(syst.)± 3(lumi.) pb
σ(t̄q) = 91± 4(stat.)± 18(syst.)± 2(lumi.) pb
and at CMS using 35.9 fb−1 of data [66] to be
σ(tq) = 130± 1(stat)± 19(syst) pb
σ(t̄q) = 77± 1(stat)± 12(syst) pb
showing agreement with Standard Model predictions. The inclusive Wt-channel pro-
duction cross sections have been measured at ATLAS using 3.2 fb−1 of data [67] to
be
σWt = 94± 10(stat.)+28−22(syst.)± 2(lumi.) pb,
and at CMS using 35.9 fb−1 of data [68] to be
σWt = 63.1± 1.8(stat)± 6.4(syst)± 2.1(lumi) pb.
Searches for s-channel single top production have been performed at
√
s = 8 TeV at
ATLAS with an observed signal significance of 3.2 standard deviations. Previously,
s-channel single top production has been observed at the Tevatron [69].
1.5.2 Decay
The high mass of the top quark means it is extremely short lived. It has a lifetime of just
5 × 10−25 s. The top quark has only been observed decaying via charged current weak
interaction, producing a W± boson and a b quark. The ratio Γ(Wb)/Γ(Wq(q = b, s, d))
is equal to |Vtb|2, and has the average measured value 0.957± 0.034 [32].
As shown in Table 1.4 the final state of a top decay is dependent on the W± decay. Thus
the top decay final state can be either semileptonic or fully hadronic, with hadronic final
states favoured. Since pair-production is the dominant top quark production mecha-
nism, and the top and antitop are independent of one another, the final state for tt̄
is a combination of two of these decay modes. In cases where both W± bosons decay
leptonically, the final state charged leptons will have opposite electric charge.
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t decay mode Fraction (Γi/Γ)
t→ eνeb (11.10± 0.30)%
t→ µνµb (11.40± 0.20)%
t→ τντ b (11.1± 0.9)%
t→ qq̄b (66.5± 1.4)%
Table 1.4: t decay final state branching fractions, as described in Ref. [13]. Decays to hadrons dominate,
occurring approximately two-thirds of the time. Decays to leptons occur approximately one-third of the
time, with roughly equal fractions of electrons, muons and taus.
More exotic decays are possible in the Standard Model, such as flavour-changing-neutral-
currents involving a Z0 boson, photon or gluon. However these processes proceed at
loop-level and are therefore highly suppressed. Predictions are of the order 10−12 (for
t→ gc) or smaller [70].
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1.6 Summary of chapter 1
This section has covered the theory relevant to LFU and an overview of the current
experimental landscape. The experimental results from b-factory experiments indicate
hints of new physics through tests of LFU. The combined direct test of LFU at LEP
does not conclusively agree nor disagree with the Standard Model prediction. Thus
further research is well motivated. If the central value of the LEP result is replicable, a
precision of at least 1-2% is required to give an unambiguous discovery of new physics.
Such precision is now possible using the data collected by ATLAS. In Run-2, ATLAS
collected 139 fb−1 of pp collision data at
√
s = 13 TeV. Within this dataset are over 100
million top-anti-top-pairs which, as shown in this chapter, decay almost exclusively via
the weak charged current interaction. By using these W± bosons to measure the ratio
of branching fractions Br(W → τν)/Br(W → µν), a precise test of LFU can be made.
The following chapters will cover the ATLAS detector in detail, and describe an analysis




ATLAS [7] is one of the two general purpose detectors at the Large Hadron Collider
(LHC) at CERN, the Organisation for Nuclear Research. The purpose of the LHC is to
accelerate protons to high energies, before colliding them in detectors such as ATLAS,
where the resulting particles can be identified and their kinematic properties measured.
This in turn allows analysis of Standard Model measurements and tests of new physics.
This section briefly explains the key details of the LHC before describing the ATLAS
detector and its various subdetectors.
2.1 Large Hadron Collider (LHC)
The LHC [71–73] is a circular proton collider with a circumference of 26.7 km. At the
time of writing, it is both the highest energy particle accelerator and the largest machine
in the world. It is housed in a tunnel that is up to 175 m deep, and runs under the Franco-
Swiss border near Geneva, Switzerland. The tunnel was originally constructed to house
the Large Electron Positron Collider (LEP), which had a centre-of-mass energy of up
to 209 GeV. By colliding protons instead of electrons and positrons, the LHC has a
significantly larger design peak centre-of-mass energy of
√
s = 14 TeV.
The LHC is built to collide beams of protons, with additional special runs of heavy
ions. The focus throughout this section will be on the collision of protons, with these
being the focus of this thesis. The protons enter the LHC through an injection chain
comprising several smaller accelerators that successively increase their energy. This is
shown in Figure 2.1. The protons are produced by ionising hydrogen gas. They are
initially accelerated to 50 MeV using the linear accelerator (Linac2 up to Run-2, Linac4
from Run-3 [74]) from which they enter the Proton Synchrotron Booster (PSB). They are
accelerated to 1.4 GeV before entering the Proton Synchrotron (PS), which accelerates
them to 26 GeV. The penultimate link in the chain is the Super Proton Synchrotron
which accelerates them to 450 GeV before they enter the final ring, the LHC, which is
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Figure 2.1: The LHC accelerator complex [6] including the Linac-4 replacement of Linac-2. Protons are
accelerated through the complex starting in the Linac and moving through the chain before entering the
LHC.
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designed to accelerate two beams of protons up to 7 TeV in opposite directions. So far
the LHC has operated with a maximum beam energy of 6.5 TeV, or
√
s = 13 TeV.
Since both proton beams have the same charge, they must be accelerated in separate but
parallel pipes1. The pressure in the pipes is maintained at ∼10−13 atm, hence they are
considered ultra-high vacuums. The collider is arranged into eight arc and eight straight
sections. These include four interaction points, as well as collimation, radio frequency
(RF) cavity and beam dump systems, amongst others. The protons are accelerated by
passing through eight RF cavities per beam. The particle trajectories are maintained
by a large number of superconducting magnets. It is not possible to have two separate
magnet systems in the tunnel, which has an internal diameter of 3.7 m. There are several
different types of magnets, including the 8 T dipole magnets that are used to bend the
beams on the circuit. Quadrupole, sextupole, octupole and decapole magnets are used
to control the beam optics. The magnets are cooled to 1.9 K using liquid helium. The
beamlines cross in four intersection points where the main experiments are located.
The particle flux in the beam is not continuous. The protons travel in bunches. Each
bunch contains up to 1011 protons. The bunch spacing is 25 ns. These bunches are
collided at a rate of 40 MHz.
There are four collision points along the LHC, around which the experiments are located:
ATLAS [7] is a general purpose experiment. It has sensitivity to final state objects
and topologies of Standard Model electroweak interactions.
CMS [75] is a general purpose detector, with a single magnetic field provided by a
superconducting solenoid. It has a similar acceptance and resolution as well as
similar physics goals to ATLAS. Physics measurements are expected to be com-
patible between ATLAS and CMS to ensure reproducibility.
LHCb [76] is a single arm forward spectrometer. Design considerations include a focus
on particle identification and vertex resolution. With this it has good sensitivity
to flavour physics including b-meson decays, mixing and the formation of (possible
exotic) bound states. Key goals include constraining the CKM matrix parameters
and unitary triangles in which new physics can be observed.
ALICE [77] is a general purpose detector with a focus on QCD interactions at high
energy densities. A key physics focus is the formation of quark-gluon plasma. It
has a focus on heavy ion collisions which produce around 8,000 charged particles
per event.
1This stands in contrast to particle-anti-particle colliders such as LEP and Tevatron which can ac-
celerate both beams in the same pipe.
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2.2 ATLAS overview
The ATLAS detector is a multipurpose detector at the LHC in CERN. It is located in
an underground cavern at Point-1 (P1) along the LHC beamline. The ATLAS control
centre is located above ground in the same location. It is cylindrical in shape, with a
length of 46 m and a diameter of 25 m. It weighs some 7000 tons. It is comprised of
multiple systems:
• The Inner Detector (ID): tracks charged particles produced by pp collisions. The
ID is comprised of the following subdetectors:
– Pixel detector (PXT),
– Transition radiation tracker (TRT),
– Semiconductor tracker (SCT).
• Calorimetry: measures the energy of electrons, photons and hadrons produced in
pp collisions. The calorimetry system is comprised of the following subdetectors:
– Electromagnetic calorimeter (ECal),
– Hadronic calorimeter (HCal),
– Forward calorimeter (FCal).
• Muon spectrometers (MS): measures muon hits and trajectories.
• Trigger and Data Acquisition System (TDAQ): reduces data collection to a man-
ageable rate by deciding which events to save.
• Magnet systems: bends the trajectories of charged particles to measure charge and
momentum in the ID and MS.
These subdetectors are arranged symmetrically around the interaction point, meaning
that the ATLAS detector covers almost the entire solid angle.
A schematic of the ATLAS detector is found in Figure 2.2. The following section de-
scribes each subdetector in detail.
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Figure 2.2: Schematic of the ATLAS detector [7]. The various subdetectors are arranged symmetrically
around the collision point in the centre, beginning with the Inner Detector (pixel detector, silicon tracker
and transition radiation tracker), the Calorimetry system (ECal, HCal and FCal) and the muon spec-
trometers. Toroid magnets are used to bend the trajectories of charged particles to allow their charges
and momenta to be determined.
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2.3 Coordinate system
With ATLAS being comprised of several systems, which are themselves comprised of
subdetectors, a common coordinate system must be used throughout the detector. The
ATLAS experiment uses a right-handed coordinate system. The origin is at the nominal
interaction point (IP) in the centre of the detector such that (x, y, z) = (0, 0, 0). The
z-axis points is parallel to the beamline. The x-axis points from the interaction point
(IP) to the centre of the LHC ring, and the y-axis points upwards to the sky. The x-y
plane describes a plane transverse to the beam direction. ATLAS can also be described
using cylindrical coordinates (θ, φ, z). The azimuthal angle, φ, covers the range [−π, π]
and the polar angle, θ, covers the range [0, π]. Pseudorapidity is defined as






which is often used as a measure for the polar angle in place of θ. This is due to the
fact that separation in η between two massless particles is an invariant quantity under
a boost in the z-direction. A pseudorapidity η = 0 corresponds to an angle of 90◦ and
η =∞ corresponds to the direction of the beamline. Angular distances in the transverse




Other common quantities include:
• pT, the magnitude of the momentum in the transverse plane.
• d0, the transverse impact parameter. This is usually defined as the closest approach
of a track with respect to the beamspot in the transverse plane, though it can also
be defined with respect to the primary pp interaction.
• z0, the longitudinal impact parameter. This is defined as the closest approach of
a track with respect to the primary pp interaction in the longitudinal plane.
• EmissT , the missing transverse energy.
2.4 Inner Detector
The Inner Detector (ID) is located closest to the interaction point. A schematic is shown
in Figure 2.3. It has the highest granularity in ATLAS, necessitated by the frequency
of collisions and density of particles around the interaction point. It measures tracks
of charged particles in the region |η| < 2.5. Measurements from the ID allow for the
reconstruction of pp interaction vertices (also called primary vertices). A central solenoid
magnet maintains a 2 T magnetic field inside the ID, which curves the trajectories of
the tracks. This allows measurements of charge using the direction of curvature and of
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Figure 2.3: The ATLAS Inner Detector [7]. The pixel detector is found the in region closest to the
beamline, and is surrounded by the silicon tracker and the transition radiation tracker.
momentum using the radius of the curvature. The ID has a lower resolution for higher
pT tracks. The ID is comprised of three trackers. There are two precision trackers: the
innermost pixel detector (PIX) and the semiconductor tracker (SCT), as well as the
outermost transition radiation tracker (TRT).
2.4.1 Pixel Detector
The pixel detector is the innermost tracker of the ID. It has the highest granularity. It
sits at a distance of 33.25 to 122.5 mm from the beamline. It is comprised of a cylindrical
barrel in the most central region, with two endcaps. The barrel consists of four layers and
the endcaps consist of three disks. The pixel detector covers a solid angle in |η| < 2.5.
It is composed of silicon detectors of size 50× 400 µm2. It has some 80 million readout
channels. Silicon is a semiconductor, meaning its properties can be modified by doping.
The pixels in the pixel detector have a p-doped region and an n-doped region. This
generates a depletion zone between the two regions, producing similar behaviour to a
diode.
The innermost layer of the pixel detector is the Insertable B-Layer (IBL) [78]. This is
a relatively new component installed for Run-2. The IBL aims to ensure tracking ro-
bustness in the event of module failures in the adjacent layer (the B-Layer), to mitigate
effects of increasing luminosity beyond the designed peak, to improve tracking precision
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(especially for vertexing and b-tagging), as well as further radiation damage consider-
ations. It allows for precise determination of primary pp interaction vertices and the
impact parameters z0 and d0. The pixel size of the IBL is 50 × 250 µm2. This small
size is required to guarantee a low hit occupancy, allowing the reconstruction of the
trajectories of the many particles close to the interaction point, as well as the displaced
vertices from, for example, b-mesons.
2.4.2 Semiconductor Tracker
The Semiconductor Tracker (SCT) lies around the pixel detector at a distance of 299 to
514 mm from the beamline in the barrel region. It is composed of silicon microstrips,
as opposed to the pixels of the PIX. The SCT is composed of four layers in the barrel
region, with two endcaps each composed of nine disks. 768 strips join together with a
pitch of 80 µm to form modules that are 6.36× 6.4 cm2. These layers are used to build
12.8 cm strips by joining two back-to-back. They are joined at an angle of 40 mrad such
that they are tilted. This allows for measurements in R–φ and z directions. The SCT
modules have a surface area of about 61 m2 and some 6.36 million readout channels.
Each track crosses eight strip layers (four space points) in the SCT.
2.4.3 Transition radiation tracker
The Transition Radiation Tracker (TRT) is the outermost part of the ID. It is located
around the SCT at a distance of 554 to 1082 mm in the barrel region. It is composed of
gas-filled polypropylene straw drift tubes each of which has a 4 mm diameter. The TRT
is therefore a gaseous detector. In the barrel region, the TRT has 73 straw planes that
are arranged parallel to the beamline, forming a wheel. It has some 351,000 readout
channels, and covers the region |η| 6 2. It averages some 36 hits per track, which is
large compared to the precision trackers.
The gaseous mixture in the tubes is primarily xenon-based, however, channels that are
affected by irreparable gas leaks now use a much cheaper argon-based mixture [79]. The
anodes inside the tubes are tungsten wires. Tungsten allows for measurement of electrons
produced through ionisation. When a charged particle moves in the material between
the tubes, photons are produced. When a charged particle crosses the TRT straws, the
active gas mixture is ionised and electrons are liberated. The straw wall is kept at high
negative voltage such that these primary electrons are accelerated towards the central
anode, liberating more electrons as they go. This produces a detectable signal.
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Figure 2.4: The ATLAS Calorimetry System [7]. The ECal is located around the Inner Detector. The




The calorimetry system is chiefly comprised of the electromagnetic calorimeter (ECal)
and the hadronic calorimeter (HCal), as well as the forward calorimeters (FCal). A
schematic is shown in Figure 2.4. The ECal is located around the ID, and the HCal
is located around the ECal. The FCal is located in the forward region and allows the
calorimetry system pseudorapidity coverage to extend up to |η| = 4.9. The system uses
a variety of techniques suited to the widely varying physics and radiation requirements
over the large η range. The aim of calorimetry is to measure the energy of particles
by inducing particle showers in a high density material. Electromagnetic showers are
caused by bremsstrahlung and pair production. There are several processes for hadronic
showers. Both the ECal and HCal are sampling calorimeters, meaning they have al-
ternating layers of active detector material and absorber material. The absorber layers
absorb energy from the original particle, whose energy is then measured in the active
medium. Incoming particles should deposit all energy inside the calorimeters. The ECal
is designed to identify electrons and photons. Hadrons should pass through the ECal
and into the HCal. The shower properties are used to identify the incoming particles.
The calorimetry system covers a pseudorapidity range |η| < 4.9 and extends up to 2.5 m
in radius. The individual calorimeters overlap to provide full coverage.
For electromagnetic calorimetry, radiation length, X0 is defined as the length after
which the energy of a relativistic electron would be reduced by a factor 1/e due to
bremsstrahlung. For hadronic calorimetry, the radiation length λ is defined as the mean
free path of the particle before undergoing inelastic scattering.
2.5.1 Electromagnetic calorimeter
The Electromagnetic calorimeter (ECal) is a sampling calorimeter. Lead is used as the
absorber medium to induce showers, and liquid argon (LAr) is used as the detector
medium to detect them. Showers are usually produced by bremsstrahlung and pair
production. The ECal provides measurement in |η| < 3.2, with the barrel covering
|η| < 1.475 and the endcaps covering 1.375 < |η| < 3.2. The lead absorber plates
and kapton2 electrodes have an accordion shape to ensure full coverage in φ. There are
three different sections of the ECal, with differing granularity depending on radial depth.
Good energy resolution is ensured over the range of coverage by varying the amount of
absorber material as a function of |η|. The layers have the following properties:
Layer 1: 4.4 X0, 0.003× 0.0245 in ∆η ×∆φ
Layer 2: 16 X0, 0.025× 0.0245 in ∆η ×∆φ
Layer 3: 2 X0, 0.05× 0.0245 in ∆η ×∆φ.
2A polyimide film stable across a very wide range of temperatures.
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This means the ECal totals around 22 X0 in the barrel and 24 X0 in the endcaps. The
ECal is segmented in three sections in depth over the region devoted to precision physics
|η| < 2.5. This is where ID measurements are available. Here, an accurate position
measurement is obtained by finely segmenting the first layer in η.
The strip layer is the first, fine layer of the ECal. It allows for resolution of showers
of photons from neutral hadron decays, which are important for suppressing hadronic
signatures in photon reconstruction. Most energy is deposited in the second layer of the
ECal. The third layer is to correct for leakage into the HCal. There is a presampler
installed in front of the ECal in the region |η| < 1.8. It consists of a thin layer of
LAr. It corrects for energy losses of photons and electrons upstream of the ECal from
interactions with ID material.
2.5.2 Hadronic calorimeter
Hadronic showers develop differently compared to electronic showers. The hadronic
calorimeter (HCal) measures energy deposits of hadrons. Hadrons usually deposit only
a small amount of energy in the ECal. The main purpose of the HCal is to perform jet
and EmissT measurements. The central region of the HCal has a coarser granularity of
0.1 × 0.1 in ∆η × ∆φ in the central region. This is enough for jet reconstruction and
EmissT measurements. The barrel of the HCal is divided into a central barrel for |η| < 1.0
and two extended barrels for 0.8 < |η| < 1.7, which provides space for electronics and
service pipes. The barrel of the HCal is composed of alternating steel absorber layers
and scintillating tile layers in the region |η| < 1.7. The scintillating tiles are the detector
medium and emit a flash of light when struck by radiation. Wavelength shifting fibres
are used in combination with photomultiplier tubes to read out the signal from the
scintillators. Both sections have three layers. The barrel has a total thickness of 9.2 λ
at η = 0, including the ECal material (the tile calorimeter has a thickness of ∼ 7.4 λ).
The endcap wheels of the HCal are composed of LAr as the active material with copper
absorbers. This is because the forward region sees increased radiation. The endcaps
each consist of four sampling layers and cover the region 1.5 < |η| < 3.2. The endcaps
are around 12 λ long.
2.5.3 Forward calorimeter
The forward calorimeter (FCal) is in the region closest to the beamline, covering 3.1 <
|η| < 4.9. It provides measurements of energy deposits of photons, electrons and hadrons.
The FCal needs to be able to cope with high radiation in the forward region. It is about
9.5 λ long. It is required to ensure the calorimetry system provides full coverage. It is
composed of three modules using LAr as the active material. The first module provides
measurements of electromagnetically interacting particles and uses copper absorbers.
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Calorimeter Resolution
Electromagnetic σE/E = 10%/
√
E ⊕ 0.7%






E ⊕ 3.5% (FCal1)
σE/E = 94%/
√
E ⊕ 7.5% (FCal2 and FCal3)
Table 2.1: The energy resolutions of the different calorimetry components as described in Refs. [14–16].
The energy resolution is characterised by σE/E = a/
√
E⊕ b, where a is the stochastic term and b is the
constant term.
The other modules are optimised for measurements of hadrons and use tungsten ab-
sorbers.
2.5.4 Energy resolutions
The energy resolutions of the different calorimeter components are shown in Table 2.1.
The different calorimeter components have a range of energy resolutions suited to their
physics and radiation requirements.
2.6 Muon spectrometer
The muon spectrometer (MS) is the outermost part of the ATLAS detector. A schematic
is shown in Figure 2.5. It serves two purposes. First and foremost, it measures tracks
of muons. The MS is also a key component of the trigger system described in Sec-
tion 2.7. Superconducting toroid magnets generate a magnetic field which bends the
muons’ trajectories such that momentum and charge can be measured. Muons are mini-
mum ionising particles, meaning they interact little with the detector material and do not
form showers in the calorimeters. The muon spectrometer is covers a range of |η| < 2.7.
In the barrel, the muon chambers are arranged cylindrically around the calorimetry sys-
tem. The endcaps consist of large wheels that are orthogonal to the beamline. It has a
radius of between 4.25 to 11 m from the beamline. It is the largest part of ATLAS. The
magnets have a bending power of between 2-8 Tm. It is composed of precision muon
tracking chambers and trigger chambers.
2.6.1 Precision muon tracking chambers
The precision muon tracking chambers are composed of Monitored Drift Tubes (MDTs)
in the region |η| < 2.7, except for the innermost layer in the forward region 2.0 < |η| <
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Figure 2.5: The ATLAS Muon System [7]. The components are arranged into large wheels covering the
forward regions, as well as being arranged around the barrel. The muon detectors are placed around the
outside of the detector as muons usually pass through the calorimeters.
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2.7, where Cathode-Strip Chambers (CSCs) are used. MDTs consist of three to eight
layers of drift tubes with a diameter of 30 mm. They are filled with Ar and CO2 gas
at a pressure of 3 bar. Ionising particles produce free electrons that are collected at the
wires with a voltage of about 3000 V.
Tracking chambers in the forward region are exposed to high particle fluxes. This is
why CSCs are used here – they have good time resolution and a higher granularity than
MDTs. CSCs contain multi-wire proportional chambers filled with a gas mixture of Ar
along with quenching agents CO2 and CF4. They contain planes of cathodes that are
segmented into strips, and anode wires that are perpendicular to the cathodes. Muons
ionise the gas, which produces avalanches of electrons that are collected at the anode
wires. Positively charged gas ions induce charge at the cathodes. Due to the orthogonal
layout of anodes and cathodes, a measurement of two coordinates is obtained for each
traversing particle.
In order to produce a high precision muon trajectory, an optical alignment system is used
to combine the MDT and CSC measurements. This system determines the positions of
the MDTs and CSCs with respect to each other. Information from this alignment is used
to apply corrections during offline reconstruction.
2.6.2 Trigger chambers
The trigger chambers are a specific part of the muon spectrometer system that provides
fast tracking information. Resistive Plate Chambers (RPCs) are used in the barrel
region covering |η| < 1.05. Thin gap chambers (TGCs) are used in the endcap region
1.05 < |η| < 2.4.
RPCs are a sandwich of two parallel resistive plates with an electric field of 4.5 kV/mm
and a tetrafluoroethane-based (C2H2F4) gas mixture in between. Ionisation produces
electrons that are accelerated towards the anode, producing electron avalanches en route.
They have a fast response time of 60 µm and a 1 cm spatial resolution.
TGCs function in the same way as multi-wire proportional chambers. These provide
good time resolution and high rate capability. They use a highly quenching gas mixture
of CO2 and n-pentane (C5H12). They have a response time of around 5 ns.
2.7 Trigger and data acquisition
The trigger and data acquisition system (TDAQ) is used to manage data collection.
The amount of data produced within the ATLAS detector is far higher than the amount
that can be read out or stored. In Run-2, ATLAS had a bunch crossing every 25 ns,
corresponding to an event rate of 40 MHz [8]. This is equivalent to around 40 TB/s.




























































Figure 2.6: A flowchart showing the ATLAS TDAQ system [8]. Events that satisfy the hardware (L1)
trigger requirements move onto the software-based High Level Trigger. Only events that pass both
triggers are recorded and saved to disk.
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that they can be permanently stored. The rest are rejected. TDAQ uses simplified
reconstruction algorithms in order to select interesting events rapidly. Using the full
offline reconstruction would take too long. To achieve the reduction in event rate, a two-
level trigger system is used: the hardware-based Level 1 (L1) trigger and the software-
based High Level Trigger (HLT).
The hardware-based L1 trigger rejects events based on information provided by the
calorimeters and MS. The initial event rate of around 40 MHz is reduced to around
100 kHz by the L1 trigger in around 2.5 µs. After events have passed the L1 trigger,
they are processed by the HLT using more detailed information that is not available at
L1. This includes finer-granularity calorimeter information, precision MS measurements
and ID tracking information. Depending on what is required, the HLT can reconstruct
for the full detector, or in regions of interest defined by the L1 trigger.
2.8 Software
ATLAS uses a multi-tiered computing system to manage the vast amounts of data and
CPU activity that arise from event reconstruction and analysis [80]. This is spread across
the globe in the form of the Worldwide LHC Computing Grid (WLCG). From HLT to
a published histogram the data moves through this system, entering from the event
filter farm. This is located near ATLAS and is responsible for assembling experiment
data into a stream to the Tier-0 centre. Tier-0 refers to the CERN data centre. It is
responsible for the safekeeping of raw (RAW) experiment data, and performs the first
pass at reconstructing raw data into a useable format. Tier-0 then distributes the raw
data and reconstructed outputs to Tier-1 sites, in the form of Event Summary Data
(ESD) and Analysis Object Data (AOD) files. Tier-1 sites are distributed around the
world. These are responsible for additional reconstructions of raw data and producing
new ESD and AOD files. Tier-2 centres are responsible for event simulation, in the
same ESD and AOD format as real data. They are also responsible for physics analyses.
Tier-3 is for physics analyses.
The Athena framework [81] is an enhanced version of the Gaudi framework [82]. Gaudi
was originally developed by LHCb, but now a joint LHCb-ATLAS venture. All levels of
data processing from the HLT to event simulation and reconstruction take place within
the Athena framework. Key design principles in Athena are the separation between data
and algorithms, as well as clear separation between transient and persistent data. Athena
uses an Event Data Model (EDM) to ensure separation between data and algorithms.
All physics objects are encapsulated in the EDM.
2.8.1 Object reconstruction
Physics objects that are reconstructed in ATLAS include:
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Tracks are representations of the charged particle trajectories through the ID. Starting
out as space-points called “hits” they are reconstructed in a multi-stage and itera-
tive process with a Kalman Filter and Global χ2 fitter [83]. Tracks form the input
for vertex finding.
Vertices come in two types: primary and secondary. Primary vertices are the interac-
tion points in the pp collisions. Secondary vertices are the points where particles
produced in the primary pp interaction decay into secondary particles. Vertex re-
construction takes a full set of reconstructed tracks as input and returns a set of
reconstructed vertices. The primary vertex is usually selected as the one with the
highest ∑ p2T [84].
Electrons are reconstructed from clusters in the ECal. They are matched with tracks
from the ID and refit using a Gaussian Sum Filter [85].
Photons If no track is matched to an ECal cluster, the cluster is identified as an
unconverted photon [85].
Muons are reconstructed using output from the muon spectrometer. Muon chamber
hits are combined to ID track segments, which are then fitted together to determine
the muon trajectory [86].
Jets are reconstructed from localised clusters in the HCal. The energy deposits in the
calorimeter are reconstructed using the anti-kt algorithm [87].
Transverse missing energy (EmissT ) quantifies the momentum imbalance in the trans-
verse plane. It is computed as the negative vector sum of the transverse momen-
tum of all calibrated jets, leptons and photons produced in the hard scatter, with
a correction for any reconstructed tracks not matched to any calibrated objects
applied [88].
The event data model (EDM) used in ATLAS Run-2 is based on the xAOD format [89].
In short, this format is an AOD that is directly readable from the ROOT software frame-
work. The entire dataset collected by ATLAS is very large. As such, physics analysis
and combined performance groups define derivations of the xAOD, called derived-xAOD
or DxAOD. These are smaller subsets of the full xAOD collection, that can be repli-
cated to more grid-sites and allow users to run analyses much more quickly. These may
remove whole events based on pre-set criteria, thin the remaining events by removing
non-required objects and slim the objects by removing non-required variables from the
objects. Derivations can also be augmented – if using alternative setups to the standard
ATLAS reconstruction chain, new objects can be added, and existing objects can be
decorated with new variables.
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2.8.2 Detector simulation
A key part of ATLAS results are tests of the hypothesis that the observed results agree or
disagree with those predicted by the Standard Model (or any new physics model). This
requires that pp collisions are fully simulated and reconstructed in the same software
framework as the real data, resulting in a format identical to the output of the ATLAS
data acquisition system. This section gives an overview of how this is achieved.
The ATLAS simulation programme [90] is integrated into Athena, and uses the Geant4
toolkit. The simulation of events generally runs in a three step chain:
1. Generation of the pp interaction and immediate decays (described in more detail
in Section 2.11).
2. Simulation of the detector and physics interactions.
3. Digitisation of the energy deposits in the sensitive regions of the (emulated) de-
tector into voltages and currents for comparison to the readout of the ATLAS
detector.
The simulated data can be presented in any of the formats used in Athena chain, allowing
simulated data to run through the same reconstruction software as real data. The
generated information (“truth”), including the histories and origin of decayed particles,
can be stored if needed. The reconstruction can then be assessed by comparing against
the “truth” information. The ATLAS detector geometry is built from databases of
physical construction and conditions data.
Simulation is very resource intensive, sometimes so-called “fast” simulations are used
to generate the necessary statistics for an analysis in a reasonable time frame. These
methods sacrifice some accuracy for speed. This is done, for example, by using a simpli-
fied geometry of the detector. Another approach involves bypassing the CPU intensive
pattern recognition stage for track reconstruction by using MC generator based trajec-
tory building [91]. In the analysis described in Chapter 4, fast simulations are used to
estimate systematics from the choice of MC generator, where it would have been too
resource intensive to produce full simulations for all generator configurations.
2.9 Luminosity
The pp collisions in ATLAS are stochastic processes, and the interaction probability
comes in the form of a cross-section, σ. The number of pp collisions occurring per unit
time, dN/dt, is then
dN
dt = Lσ, (2.1)
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where L is the instantaneous luminosity, a proportionality factor that encapsulates the





where frev is the beam revolution frequency, nb is the number of bunches colliding per
second, N1 and N2 are the number of protons in the two bunches, and Σx and Σy are




• εxy is the transverse beam emittance, an indication of the quality of the beam due
to the bunch preparation all the way back to the start of the injection chain. If
a particle beam has low εxy, then the particles have nearly the same momentum
and are confined within a small distance. It is more common to give a value of
the normalised transverse beam emittance, εn = εxyγrβr, where γr and βr are
the relativistic gamma and beta factors. The design value for the collision point
in ATLAS is εn = 3.75 µm, and for typical pp collisions in Run-3 it had values
ranging between 1.9 and 2.4 µm [92].
• β∗ is the amplitude function at the interaction point, defined as the distance at
which the beam is twice the width as at the interaction point. It has units of
length. A low β∗ means that beam is narrower and squeezed, whilst a high β∗
means the beam is wide and straight. The design value for the collision point in
ATLAS is 0.55 m, and for typical pp collisions in Run-2 it had values ranging from
0.3 to 0.8 m [92].
• F is the geometric reduction factor, which depends on the bunch length and cross-
ing angle.
The instantaneous luminosity, L, is the delivered instantaneous luminosity over a given




Comparing equations (2.2) and (2.1), it can be seen that the units of L are inverse area,
and at the LHC and ATLAS they are given in fb−1. The integrated luminosity for the
analysis described in Chapter 4 is 139 fb−1, which represents the dataset accumulated
over Run-2 between 2015 and the end of 2018.
The number of pp collisions in a given bunch crossing is distributed according to Poisson
statistics, meaning that there are many pp collisions in a single stored event. Typically
it is the pp interaction with the highest Σp2T that is of interest for analysis. The other
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pp interactions are a background, referred to as pile-up. The amount of pile-up depends
on the luminosity. If the pile-up occurs in the same bunch-crossing then it is known as
in-time pile-up, whereas if it results from interactions with surrounding pp bunches then
it is known as out-of-time pile-up. In-time pile-up results from a small bunch crossing
(i.e. a more focussed beam), and out-of-time pile-up results from small bunch spacing.
The luminosity delivered to ATLAS is measured by two systems in the forward re-
gion. These are LUCID-2 (LUminosity measurement using Cerenkov Integrating Detec-
tor) [93], located at ±17 m from the interaction point, and ALFA (Absolute Luminosity
for ATLAS) [94], located at ±240 m from the interaction point. LUCID detects inelastic
pp scattering in the forward direction, and acts as the main online relative-luminosity
monitor for ATLAS. ALFA consists of scintillating fibre trackers located in Roman pots3
which are designed to approach as close as 1 mm to the beam. During Run-2, ATLAS
recorded a pp dataset with a total integrated luminosity of 139 fb−1±1.7% [95], measured
using the LUCID-2 detector [93].
2.10 Increasing pileup
The ATLAS detector was designed to operate with a constant instantaneous luminosity
of L = 1.0× 1034 cm−2s−1, 14 TeV centre-of-mass energy, a bunch spacing of 25 ns and
and average pile-up of 23 proton-proton interactions [7]. During Run-2, the LHC and
ATLAS far exceeded the design parameters, running in 2018 with a peak luminosity of
L = 1.9×1034 cm−2s−1 and a peak (average) pile-up of 55 (36) [95]. In spite of the much
higher pile-up, ATLAS has performed adequately for physics analyses. This luminosity
is being pushed up even further. In Run-3, expected to start in 2021 and end in 2023,
ATLAS is expected to receive a luminosity of up to around L = 3 × 1034 cm−2s−1.
Run-3 will act as a stepping stone to the High-Luminosity LHC (HL-LHC) [96]. HL-
LHC will maximally exploit the LHC infrastructure and requires significant upgrades.
It is expected to start running in 2026, and will have a peak (ultimate) luminosity of
L = 5× 1034 cm−2s−1 (L = 7.5× 1034 cm−2s−1) and an average 〈µ〉 = 140 (200).
The increased luminosity and pile-up, as well as the increased data rate and accumulated
radiation damage will require significant hardware and software upgrades after Run-
3. Even for Run-3, Phase-I hardware upgrades and significant software upgrades are
underway to cope with the new challenges presented by the harsh new conditions. One
such area, presented in the next chapter, is primary vertex reconstruction software, which
is particularly impacted by pile-up contamination.
The analysis described in Chapter 4 is impacted the modelling of pile-up, with an uncer-
tainty estimated by reweighting the simulated events to change the amount of pile-up.
3A “Roman pot” (proton-on-target) is the name of the technique and hardware used to localise the
trajectories of protons in a beam.
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This is due to the fact that different pile-up conditions have different effects on the muon
pT modelling.
2.11 Event simulation
This section provides a brief outline of how Monte Carlo simulations of pp interactions
are performed.
The simulation of pp interactions in ATLAS occurs in several stages, with the different
steps corresponding to different stages of calculations of the interaction. These can be
summarised as:
1. Hard scatter interaction;
2. Parton showering;
3. Hadronisation;
4. Decays of unstable hadrons;
5. Underlying event;
6. Detector simulation;
These different stages are illustrated in Figure 2.7. These different stages and calculations
are usually handled by different algorithms. Protons are composite particles – they are
composed of partons: quarks and gluons. It is the interaction between the partons
of colliding protons that are observed in ATLAS. The properties of the partons are
described by parton distribution functions (PDFs). These are functions of the fraction
of longitudinal momentum carried by a parton, x, and the momentum of the parent
proton, Q – i.e. f(x,Q2). They are defined as the probability density for finding a
particle with a certain longitudinal momentum fraction x at resolution scale Q2. Due to
the fact that partons are not observed as free particles due to colour confinement, PDFs
cannot be calculated by perturbative QCD and must be taken from data. Top quarks
and other heavy particles can be produced when the momentum transfer between two
colliding partons is large compared to the QCD scale, and are therefore often referred
to as “hard scatter” interactions. A majority of parton interactions do not produce
particles of interest in ATLAS, since they have much lower momentum transfers. Such
interactions are therefore referred to as “soft”. The cross sections of hard scatter events
are significantly lower than for soft interactions. As such, MC samples of hard scatter
events are generated by defining specific initial and final state particles. The modelling
of pile-up pp collisions does not include a hard scatter, only soft interactions. Such
interactions are known as “minimum-bias” interactions.
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Figure 2.7: A diagram of a Higgs boson produced in association with tt̄, as produced by an event
generator. As shown in Ref. [9]. The hard scatter interaction is indicated by the large red circle, and the
decays of the tt̄ and Higgs boson are indicated by the small red circles. Additional hard QCD radiation
is produced (indicated by red lines) and a secondary interaction takes place (purple), before the final-
state partons hadronise (indicated by light green) and hadrons decay (indicated by dark green). QED
radiation can occur at any stage (yellow).
Hard scatter interaction
MC event generators calculate the relevant transition matrix elements that describe the
transition between the specified initial and final state particles in order to simulate the
desired hard scatter process. The transition probability is the squared amplitude of
the matrix element. The initial state particles are described by the PDFs – they can
be either valence quarks, sea quarks or gluons. At the energy scales considered in pp
collisions in ATLAS, the colliding partons in hard scatter interactions can be considered
asymptotically free, meaning that the they can be considered as quasi-free particles and
their interactions are well described by perturbative QCD. The PDFs are not described
by perturbative QCD and must be taken from data. The cross section of a process is
calculated by integrating the probability density function, which is given by the transition
matrix element and the PDFs, over the full phase space. This integral is approximated
by a random sampling of the phase space using MC methods. The transition matrix
calculation is performed at a fixed-order in perturbation theory, e.g. leading order (LO),
next-to-leading order (NLO) or next-to-next-to-leading order (NNLO). Bottom quarks
are significantly heavier than the proton and require special treatment in the calculation.
There are two ways in which b-quarks can be included in the initial state particles. The
first is the four-flavour scheme (4FS), where the b-quarks are assumed to come from gluon
splitting and not from the proton. The second is the five-flavour scheme (5FS), which
assumes that there is a bottom quark contribution from the proton. Examples of different
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generators include Powheg [97], MadGraph5 aMC@NLO [98] and Sherpa [9].
Parton showering
The initial state particles are able to radiate gluons, which in turn can radiate further
gluons or quark-anti-quark pairs. Any colour-charged particles produced in hard scatter
may also produce QCD radiation, creating cascades of partons. The basic principle of
a parton shower algorithm, then, is to approximate in a probabilistic way the higher
order corrections to the hard scatter. It is not feasible to calculate these directly, hence
an approximation is used with the dominant contributions included in each order. The
dominant contributions are associated with soft and collinear parton splittings, mean-
ing the showering algorithms describe the decrease of momentum transfer scale of the
partons, before hadronisation processes become relevant. Electrically charged particles
may also produce QED radiation at any stage and this is treated by similar showering
algorithms.
Shower algorithms are normally inaccurate for hard, wide angle emissions (such as addi-
tional well-resolved jets), due to the fact they are they use a combination of small-angle
(collinear) and soft approximations. One technique to overcome this is Matrix Ele-
ment + Parton Shower (ME+PS) matching, which uses tree-level matrix elements for
hard, large-angle emissions. It was first formulated in the Catani-Krauss-Kuhn-Webber
(CKKW) paper [99]. Another method of calculating jet cross sections includes the use
of Catani-Seymour dipoles [100]. The NLO generators can be improved in such a way
that the production of associated jets achieves NLO accuracy using, for example, the
MEPS@NLO [101] method.
Hadronisation
As the parton showers evolve, the momentum decreases to the hadronisation scale. At
this scale, the partons can no longer be treated as quasi-free particles, and their con-
finement must be considered. Hadronisation refers to the process by which the set of
coloured partons produced by the showering algorithms are turned into a set of “primary
hadrons”, which may subsequently decay further. These processes cannot be determined
from first principles and must be modelled instead. The most common techniques in-
clude the string model and cluster hadronisation model. The modelling of the parton
shower, hadronisation and underlying event are usually handled by a single showering
program, using parameter sets that are tuned to data. These parameter sets are referred
to as “tunes”. Examples of different showering and hadronisation programmes include
Pythia [102,103] and Herwig [104,105].
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Decays of unstable hadrons
The decays of the set of primary hadrons calculated in the hadronisation stage must also
be simulated. These are usually not stable on the timescales considered in ATLAS, and
their decays are modelled by specific algorithms. These algorithms use measurements
of hadron decays and theoretical calculations of the decay amplitudes to simulate the
decays to either “secondary hadrons” or stable particles. The decays of b- and c- hadrons
is particularly important for the physics considered in ATLAS, and these are performed
by EvtGen [106].
Underlying event
Any additional activity beyond the hard scatter process, the initial state radiation ac-
tivity and final state radiation activity is referred to as the “underlying event” (UE).
It is believed that the dominant contribution to the UE comes from additional colour
exchanges between the colliding hadronic states.
The UE is only defined in the context of a hard scatter interaction, unlike minimum bias
interactions which do not require a hard scatter process.
Detector simulation
The simulated events are passed into the simulation software chain described in Sec-
tion 2.8.2, and the detector responses to the simulated pp interactions are emulated.
These simulations pass through the same reconstruction chain as real data. Unlike real
data, all of the information about simulated events, including the entire history of final
state particles, can be saved. This is known as MC truth information. This is a vital
tool in many analyses.
2.12 Summary of chapter 2
This chapter has given a brief overview the LHC and ATLAS detector, the amazing ma-
chines used to generate an enormous dataset of pp collisions. In addition, an overview of
pp event simulation is provided. These are described here to provide a better understand-
ing of the content in the following chapters. Within this dataset are many top-quark
pairs with dileptonic final states, which form the basis of the test of Lepton Flavour
Universality in Section 4. But first, in the next chapter, a study of improvements to
primary vertex reconstruction is presented.
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3
Improvements to primary vertex reconstruction
in ATLAS
3.1 Introduction
A primary vertex is the interaction point of a pp collision. Vertex reconstruction takes
a set of reconstructed tracks as input and returns a set of reconstructed vertices. Pri-
mary vertices are the ultimate origins of all the reconstructed objects used in physics
analyses. Therefore, accurate and efficient vertex reconstruction is required in order to
fully and accurately reconstruct the kinematic properties of an interaction. As described
in Section 2.9, when bunches of protons collide, there is a Poisson-distributed number
of pp collisions. This means that when an event satisfies the trigger requirements, a
number of pile-up events are recorded in addition to the interaction of interest. Usually,
the interaction of interest has the highest Σp2T. This is why it is also known as the
“hard-scatter” (HS). The hard-scatter vertex (HSV) and its reaction products must be
isolated from the pile-up that occurs simultaneously nearby.
The increasing luminosity and average pile-up (µ) pose new challenges for ATLAS. This
includes degrading vertex reconstruction performance. In the course of Run-2, AT-
LAS saw more than 60 inelastic pp collisions per bunch crossing, and with the planned
increases to luminosity, Run-3 is expected to see even more. Figure 3.1 shows particle
tracks of pT > 100 MeV for a Z → µµ candidate event with a pile-up of µ = 65, recorded
in 2017. This high track multiplicity is a good illustration of the challenges facing vertex
reconstruction in ATLAS. Thus, new and better primary vertex reconstruction tools are
required. Starting in Run-3, ATLAS will begin using the adaptive multi-vertex finder
(AMVF) [107, 108] and Gaussian density seed finder (GSF) [1]. These tools have been
tuned to achieve sizeable improvements in vertex reconstruction efficiency and other
performance metrics in the new pile-up conditions.
This chapter describes the strategy, optimisation and preliminary performance of this
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Figure 3.1: A display of Z → µµ candidate event from pp collisions recorded by ATLAS with LHC stable
beams at a collision energy of 13 TeV. The Z boson candidate is reconstructed in a beam crossing with
a pile-up of µ = 65. Tracks with pT < 100 MeV are shown, with the two muon tracks highlighted in
yellow. The large number of pile-up create a more challenging environment for reconstructing the hard
scatter vertex. ATLAS Experiment ©2020 CERN.
new reconstruction strategy, with a focus on improvements in vertex finding efficiency,
purity and spatial resolution in expected Run-3 pile-up conditions. The bulk of this work
has been published in the form of a public note (see Ref. [1]) and conference proceedings
(see Ref. [2]).
Section 3.2 describes the simulated data samples, as well as the truth matching criteria
and vertex classifications used in the studies for this chapter. Section 3.3 gives an
overview of the Adaptive Vertex fitting technique. Section 3.4 describes the Run-2
primary vertex reconstruction strategy, for comparison. Sections 3.5, 3.6 and 3.7 describe
the development of the GSF and AMVF for high pile-up conditions. Section 3.8 shows
the results of this optimisation. The author’s research and findings are detailed in
Sections 3.7.1 and 3.8.
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3.2 Simulated data samples and truth matching criteria
3.2.1 Monte Carlo generated samples
The studies in this chapter use Monte Carlo (MC) generated samples. These were gen-
erated at a centre-of-mass energy of
√
s = 13 TeV. Each MC event contains a single HS
event, overlaid with a Poisson-distributed number of random inelastic pp interactions
(pile-up). Two very different types of HS interaction were studied separately: top-quark
pairs (denoted as tt̄ in the rest of this chapter) and Higgs bosons produced via Vector
Boson Fusion (VBF) and decaying to undetected particles (VBF H → 4ν in the rest
of this chapter). These two processes were chosen as they are representative of high-
and low-multiplicity HS vertices respectively. tt̄ decays are described in Section 1.5.2,
where it is noted that they are characterised by a number of high pT jets and/or lep-
tons. VBF H → 4ν is characterised by two energetic jets spaced widely in η, with
O(100) GeV missing transverse momentum. Both of the samples are produced with an
average number of interactions per bunch crossing 〈µ〉=60.
The tt̄ pairs were generated using Powheg [97,109] interfaced to Pythia6 [102] with the
Perugia 2012 tune [110]. The Powheg hdamp factor (a model parameter that controls
the matching between matrix element and the parton shower and effectively regulates
the high pT radiation) was set equal to the top mass. The tt̄ pairs were generated
with a lepton filter, requiring at least one lepton in the final state. The VBF H → 4ν
interactions were generated using Powheg interfaced to Pythia8 with the AZNLO
tune [111] and the CT10 parameterisation [112] of the parton density functions. All of
the overlaid pile-up collisions were simulated using the soft QCD processes of Pythia8
with the A3 [113] set of tuned parameters and the NNPDF2.3LO parton density function
set.
All generated events are processed with the ATLAS detector simulation framework, de-
scribed in Section 2.8.2. After full detector simulation, the MC events are reconstructed
and analysed using the same software and format as real data would be.
3.2.2 Truth matching and vertex classification
The benefit of using simulated events to tune vertex reconstruction software is that it
is possible to quantify performance by comparing the reconstructed vertices and their
associated tracks against the true simulated interactions. The truth matching procedure
is similar to that described in Ref. [114]. The reconstructed tracks are associated to
truth particles according to the correspondence of simulated hits in the Inner Detector
(see section 2.4). The tracks are all matched back to the primary generated interaction
using the stored truth particle histories. This means that tracks produced in secondary
decays are also traced back to a HS or pile-up interaction. Reconstructed tracks that do
not have conclusive matching information are classified as “fake”. Tracks that are not
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associated to any truth particle are ignored, since without any information they cannot
be classified1. This means that each reconstructed track receives one of the following
classifications:
• A track matched to the hard-scatter interaction.
• A track matched to a pile-up interaction.
• An unmatched track. These tracks may be random combinations of detector hits
that are incorrectly identified as charged particle trajectories.
These track classifications, along with their fit weights (as described later in sections 3.4
and 3.6) and pT are used to classify the vertices. This is done by normalising the sum
of the weights assigned to all contributing tracks to unity. The fractional weights of the
individual tracks are calculated. The vertices then receive a classification based on this
weight as follows:
CLEAN: at least 70% of the total track weight in the reconstructed vertex originates
from a single simulated pp interaction.
MERGED: less than 70% of the total track weight in the reconstructed vertex origi-
nates from a single simulated pp interaction. This means that two or more simu-
lated interactions contribute significantly to the accumulated track weight.
SPLIT: a single simulated pp interaction contributes the largest track weight to two
or more reconstructed vertices. The reconstruction with the largest track Σp2T
is classified as either CLEAN or MERGED, whilst the other(s) are classified as
SPLIT.
FAKE: fake tracks contribute more weight to the reconstructed vertex than any simu-
lated pp interaction.
As noted in Ref. [114], this classification scheme was designed to study the effects of
vertex splitting and merging, and the influence of these effects on the primary vertex
efficiency and resolution. The studies described in this section use the same classification
scheme for consistency.
The quality of the reconstructed HS vertex is also used to classify the event as a whole:
CLEAN/MATCHED: the event contains a CLEAN reconstructed vertex originating
from the true HS interaction, and the HS interaction does not contribute more
than 50% of the accumulated track weight to any other vertex.
LOWPU (low pile-up): the event contains a MERGED vertex with at least 50% of
the accumulated track weight coming from the simulated HS interaction.
HIGHPU (high pile-up): the event contains a MERGED vertex with its main con-
tribution coming from a simulated pile-up interaction, and in which the simulated
1This was agreed after discussion with the ATLAS tracking group.
50
HS interaction contributes between 1% to 50% of the accumulated track weight.
PUREPU (pure pile-up): the event does not contain any vertex with at least 1%
accumulated track weight from the HS interaction.
3.3 Adaptive vertex fitting
This section outlines the adaptive vertex fitting technique as described in Ref. [115].
Vertex fitting is the process of computing the position and covariance matrix of a vertex
given a set of reconstructed tracks. In ATLAS, this proceeds using implementations of
a Kalman filter. The Kalman filter is a least-squares estimator. The vertex is fitted by
minimising the sum of the standardised distances (χ = d/σ(d)) of the associated tracks
to the vertex position v:
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A first order Taylor expansion is used to approximate the distance di by an affine function
of v:
di(v) ≈ ci + aTi v. (3.4)
Doing this means that equation (3.3) becomes a linear equation for v̂ that can be solved
explicitly with the Kalman filter.
In an ideal setting, only tracks belonging to the vertex of interest would be associated to
it for the fit. In practice, due to pile-up and detector effects, mis-associated tracks and
tracks with mis-measured errors are usually included in the fit. Least-squares estimators
are sensitive to these effects. To ensure a robust vertex fit, a weight can be calculated







i.e. the influence of each track is reduced by a weight ωi.
The adaptive vertex fitter implements equation (3.5) with the weights calculated by the
adaptive estimator:
ω(χ2, T ) = 1
1 + e− 12 (χ2cut−χ2)/T
, (3.6)
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Figure 3.2: The adaptive weights (ω) calculated as a function of standardised distance (χ) for three dif-
ferent temperatures. At high temperatures, the weights have little dependence on χ. As the temperature
is lowered, the function becomes more sensitive to χ.
where χ2cut represents a cutoff point, nominally set at 9 (corresponding to 3σ). T cor-
responds to “temperature” – a user defined set of variables to control the sensitivity of
the vertex fit to track-to-vertex compatibility. The weights are calculated for an initial
vertex position, and the vertex is estimated using these weights. This procedure is re-
peated until convergence. The temperature T is used to apply a deterministic annealing
approach to avoid local minima. The estimation of the vertex position begins at a user-
defined initial temperature Tinitial > 1, and is lowered in a well-defined sequence that
converges to 1. The iteration is stopped when either the temperature is equal to 1, or if
the vertex candidate position does not change by more than 1 µm. Figure 3.2 shows ω
as a function of χ for three different temperatures.
3.4 Vertex reconstruction in ATLAS Run-2
Prior to the upcoming Run-3, ATLAS used the “Iterative Vertex Finder” (IVF) to
reconstruct primary vertices. This was designed for a much lower multiplicity than is
expected in Run-3 and beyond [114]. This section summarises the IVF procedure [114]
for comparison.
3.4.1 Procedure
Primary vertex reconstruction takes a set of reconstructed tracks as input. This also
includes the transverse and longitudinal impact parameters of the tracks, d0 and z0
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Figure 3.3: A single MC event analysed by three different primary vertex seed finders. The bottom plot
indicates the locations of the pp interactions along the beamline as generated in MC, along with the
number of tracks passing quality cuts. The top three plots show the track density estimators computed
using the different seed finders. The approximate locations of the primary vertices, including pile-up
interactions, are indicated by local maxima. The FSMW mode finder (labelled “Mode Finder”) was used
by ATLAS during Run-1 and Run-2. The medical imaging and Gaussian methods were both studied
to improve high luminosities, with the Gaussian seed finder (labelled “Gaussian smoother”) to be used
from Run-3 onwards. As shown in Ref. [1].
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respectively, as well as their associated uncertainties σ(d0) and σ(z0). These impact pa-
rameters are measured as the closest approach of the track with respect to the beamspot,
which is the luminous region of the detector. In addition, the vertex reconstruction is
constrained to the location and size of the beamspot [116].
The IVF reconstructs vertices one at a time in an iterative procedure involving four
steps:
Seed-finding: A vertex seed is the most likely position of a new primary vertex. This
is determined using tracks not yet assigned to any vertex candidate. The IVF
uses a “Fraction of Sample Mode with Weights” (FSMW) [117] mode-finder. This
estimates the point of maximum track density along the beam axis by recursively
scanning a weighted histogram of z0 (see Figure 3.3).
Track to seed assignment: After a vertex seed is found, tracks are assigned to it
according to their impact parameter significance. Tracks are selected for fitting if
they are not assigned to any previously fitted vertex and if their closest approach
to the seed is within 12 ·
√
σ2(d0) + σ2(z0). This combination of seed and assigned
tracks is then referred to as a vertex candidate.
Fitting: The helical parameters of the tracks in the vertex candidate are linearised
at the seed position using an adaptive Kalman filter [115, 118]. During the fit,
the transverse position is constrained by the beamspot, whilst the longitudinal
position is left unconstrained. Outlying tracks are progressively de-weighted using
a deterministic annealing schedule and the weight calculated using the adaptive
estimator:
ω(χ2, T ) = 1
1 + e− 12 (χ2cut−χ2)/T
. (3.7)
During annealing, the temperature, T , is decremented in stages, which increases
the sensitivity of the track weights to χ2, the square of the standardised distance to
the vertex position. This dependence is shown in Figure 3.2. In the final stage of
the annealing process, T = 1. At this point, compatible tracks should have weights
close to unity, and incompatible outliers will have weights close to zero. This is
achieved by setting χ2cut = 9 such that compatible tracks are within three standard
deviations. The set of temperatures is defined as T = [64.0, 16.0, 4.0, 2.0, 1.5, 1.0].
Acceptance/rejection: The fitted vertex candidate is accepted if the number of de-
grees of freedom2 (accounting for the final track weights) is greater than three and
at least two tracks used in the fit have weights greater than 0.01. If it does not
meet these requirements, then all tracks used in the fit are removed from the pool
used to find new vertex seeds. If the fitted vertex candidate is accepted, associated
tracks with a fit weight greater than 0.01 or an impact parameter significance less
than 7σ (including both the track and fitted vertex errors) are removed from the
pool used to find new vertex seeds. Tracks that fail both compatibility cuts are
2An individual track contributes two degrees of freedom to the vertex fit.
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no longer associated to the fitted vertex, and remain in the pool to find new ver-
tex seeds. This ensures that the pool of tracks to find new vertex seeds is always
reduced in each iteration, whether the fitted vertex candidate is accepted or not.
The iterative procedure terminates when:
• less than two tracks remain in the pool to find new vertex seeds, or
• less than two tracks satisfy the seed proximity requirement for fitting, or
• the maximum number of allowed reconstructed vertices is reached (a failsafe to
handle data quality issues).
3.5 Gaussian Density Seed Finder (GSF)
Seed finding is necessarily the first step in the vertex reconstruction process. It is an
estimate of the most likely point of a vertex that is used as the starting point in the
vertex fit. Therefore, it is unlikely that any vertex not found by the seed finder will be
reconstructed.
The GSF was developed by ATLAS for Run-3 with higher levels of pile-up in mind [1].
Design considerations included:
• One-dimensional finding.
• To incorporate individual track measurement errors.
• To be CPU-efficient, including allowing calculations to be cached.
3.5.1 Gaussian density function
The Gaussian density seed finder finds the approximate location of pp interactions by
analysing the track density along the beamline. The tracks are modelled as correlated
radial and longitudinal Gaussian probability distributions, P (r, z) centred at (z0, d0)3
and normalised to one. Their shapes are characterised by the covariance matrix Σ of
the corresponding helical parameters:
Σ =
 σ2(d0) σ(d0, z0)
σ(d0, z0) σ2(z0)

3Where z0 is the closest approach of the track in the longitudinal direction, d0 is the closest approach
in the transverse direction.
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The density of a single track can then be evaluated at any longitudinal position z along
the beamline. The seed finding density is defined as ρ(z) = P (0, z) where







































The global maximum of W (z) can be interpreted as the most likely position of a vertex,
i.e. the seed position. The density W (z) is a sum of known analytic functions, meaning
the first and second derivatives of W (z) at any point can be calculated at the same
time as W (z). The search for the peak can be sped up by exploiting the fact that the
maximum must lie near a track. Therefore W (z) and its derivatives are evaluated at the
value of z0 for each track in the seed finding pool. The sign of the second derivative is
used to determine whether a track is located near a maximum. If the sign is negative,
indicating the track lies near a local maximum, the z step to that maximum (W ′(z) = 0)




whereas the z step of a locally Gaussian distribution is described by:
∆z = W (z)W
′(z)
W ′2(z)−W ′′(z)W (z) .
The Gaussian approximation is used by default, since it gives better convergence. After
the first step is computed, the procedure is repeated one time, using the adjusted trial
position. This is to refine the position of the local maximum. Further repetitions are
deemed unnecessary. If the second step produces a higher maximum than the first, the
global maximum position and height are updated.
Multi-seed finding is possible with this technique, though there has been no need to
implement it yet. Both the IVF and the AMVF reduce the seed pool as they find
new vertices, which allows the GSF to seed low-multiplicity vertices, once the high-
multiplicity ones have been removed from the seed pool. An example of the performance
of the GSF is shown in Figure 3.3.
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3.5.3 Peak width
One of the benefits of using an analytic function to find vertex seeds in place of a mode
finder is that more information can be provided to the vertex finder. The Gaussian
density functions allow an accurate estimate of the Gaussian width of the seed to be
calculated. If it is assumed that the local shape of W (z) at the global maximum zmax is






As will be described in Section 3.7, this estimate is key to allowing multi-vertex fitting
in high pile-up conditions by constraining the vertex fit to the approximate position of
the seed.
3.6 Adaptive Multi-Vertex Finder (AMVF)
The AMVF is based on the same adaptive estimator as described in Section 3.4.1,
however it is extended to allow tracks to have weight in the fit of multiple nearby
vertices. With the deterministic annealing schedule, the weights generally evolve such
that they are only left with a non-negligible weight to a single compatible vertex. During
the fit, when tracks have weights to multiple vertices, the vertex candidates “compete”
for tracks by adjusting their positions. The technique was originally developed pre-
data-taking in ATLAS, however it has never been used in production. More recently, it
was recommissioned for studies of the Phase-II Pixel Detector (ITk) upgrade, where it
showed considerable promise [119].
3.6.1 Procedure
The procedure of vertex finding with the AMVF has an identical outline to that of the
IVF (see Section 3.4.1), though there are significant differences in individual steps to
accommodate multi-vertex finding. The AVMF proceeds as follows:
Seed Finding: Tracks not yet assigned to any vertex candidate are used as input to
the GSF (see section 3.5) to estimate the most likely position of a primary vertex.
Track to seed assignment: After a seed is found, the set of nearby tracks to fit is
chosen. This has a very different implementation in the AMVF compared to the
IVF. Whereas the IVF only assigns tracks not yet compatible to a previously
fitted vertex, the AMVF uses all tracks (that pass the quality selection), including
tracks compatible to previously fitted vertices. This means that each track may,
and probably will, be assigned to multiple vertices. The track assignment criteria
and tuning are described in detail in Section 3.7.
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Fitting: The linearised helical parameters of the assigned tracks are used in a weighted
adaptive Kalman filter. The transverse and longitudinal positions are constrained
in the fit by the beamspot and the seed width respectively. One key difference be-
tween the IVF and AMVF is that the AMVF performs a global fit where required.
If a new vertex to be fitted shares a track with a previously fitted vertex, then all
linked vertices are refitted simultaneously. The track weight ωi to each vertex i is
calculated with the multi-vertex implementation of the adaptive estimator:









j/T + e− 12χ20/T
(3.9)
where T is the annealing temperature and χ2 is the standardised distance squared.
The original set of temperatures used was defined as T = [64.0, 16.0, 4.0, 2.0, 1.5, 1.0].
The dependence of the weight on χ for three different temperatures is shown in Fig-
ure 3.2. The annealing takes place in six steps, with the weights recalculated each
time. The total weight for a track across all assigned vertices is normalised to one.
For the sole purposes of this normalisation, tracks are also given a notional three
standard deviation (corresponding to χ20 = 9) compatibility with “unassigned”.
Acceptance/rejection: The fitted vertex candidate is accepted if it satisfies three
criteria:
1. It must have at least two compatible tracks from the pool of tracks not com-
patible to any previously fitted vertex. This ensures that a new vertex cannot
be formed entirely from tracks compatible with some previous vertex. Track
compatibility is defined as a χ22 probability greater than 10−4.
2. The position of the fitted vertex candidate must not be within 3σ of any
previously fitted vertex, based on the calculated fit errors of both vertices.
3. The weighted average of track weights in the fit (∑ω2/∑ω) must be greater
than two thirds.
If the fitted vertex candidate is accepted, all compatible tracks are removed from
the pool of tracks not yet compatible to any vertex. If the vertex candidate is
rejected, only the most compatible track is removed from the pool of tracks not
yet compatible to any vertex. Thus, the pool of tracks to find vertex seeds is always
reduced in each iteration, ensuring that vertex finding is guaranteed to terminate
at some point.
The AMVF terminates when:
• fewer than two tracks remain in the pool of tracks not yet compatible to any vertex,
or
• the seed finder is unable to return a seed, or
• the maximum number of allowed iterations is reached.
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Figure 3.4: The primary vertex candidate reconstruction and selection efficiency for (a) tt̄ and
(b) VBF H → 4ν as a function of local pile-up density in events with 〈µ〉 = 200. Results use ana-
logue clustering and pixel sizes of 50 × 50µm2 or 25 × 100µm2 for the ITk layout. The primary vertex
is selected as the vertex with the highest Σp2T of associated tracks [10].
3.7 Multi-vertex fitting in high pile-up conditions
The AVMF was originally recommissioned for the Phase-II pixel tracker upgrade (ITk)
[119]. With a simple tuning, it was found to offer better HS reconstruction compared to
the IVF. Figure 3.4 shows an example of the expected HS selection efficiency using the
AMVF for two different ITk geometries with the tight track assignment criteria [10] at
〈µ〉 = 200, compared to the Run-2 performance [114].
Preliminary studies showed that both the CPU performance and vertex reconstruction
performance of the AMVF depended strongly on the track assignment criteria. Whilst
one should expect loosening the track assignment criteria to degrade CPU performance,
this also unexpectedly degraded vertex finding efficiency. However, the multi-vertex
fitting aspect of the AMVF is intended to handle cases where tracks are assigned to
multiple vertices. In fact, if not concerned about CPU time, a looser track assignment
ought to improve performance by fitting globally where required. When the track as-
signment criteria are much tighter, the multi-vertex fitting of the AVMF is strongly
suppressed, since it makes it unlikely that vertex candidates will share tracks. This is
not desirable, since multi-vertex fitting has the potential to be more resistant to pile-up
than single vertex fitting. This section describes the investigation, understanding and
correction of this problem, along with optimisation of the track assignment and other
parameters of the AMVF for data-taking around 〈µ〉 = 60.
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(b) ∆z = 3 mm
Figure 3.5: A comparison of the reconstructed vertex classification for the AMVF with difference track
acceptance windows ∆z, as a function of µ. It is seen that decreasing the track association window can
increase the number of CLEAN and MERGED vertices, but also sees many more SPLIT vertices. The
combined number of CLEAN and MERGED vertices is lower for the larger track association window on
the right.
3.7.1 Vertex candidate migration
The original track assignment of the AMVF was very simple. Tracks would be assigned
to a vertex seed if they were within a longitudinal window of ∆z = ±5 mm. Since the
AMVF fits vertices globally where required, a loose window therefore ought to improve
reconstruction efficiency and accuracy, since vertex-dense regions will be fit as a whole
rather than one-by-one. When the vertices are fit together, the optimal track assign-
ment is decided by the fitter via the annealing procedure with the adaptive estimator
(see equation (3.9)). If the multi-vertex fitting aspect is working as intended, the only
drawback to a loose track assignment would be the added computational time. The
more vertices linked through shared tracks, the more vertices get refitted. Surprisingly,
large efficiency improvements were seen when tightening the track selection criteria to
0.5-1 mm. In effect, the multi-vertex finder was performing better when multi-vertex
fitting was reduced. Valid vertex seeds, which ought to result in a reconstructed vertex,
were somehow being lost at higher ∆z. Figure 3.5 shows the AMVF performance in tt̄
as a function of µ for two values of ∆z. At lower values of ∆z, more vertices are recon-
structed, but many more interactions are split, with their tracks being divided between
multiple reconstructed vertices.
In order to investigate how the AMVF behaved for vertex seeds with overlapping ∆z,
the initial and final fit positions (zi and zf , respectively) were compared to their nearest
neighbour’s position on either or both sides (z+ and/or z−). A simple ratio was used to






Values of R near to 0 indicate that the position of the fitted vertex candidate is near to its
seed position, whereas values near 1 indicate the position of the fitted vertex candidate
has moved to one of its neighbours. As shown in Figure 3.6a, if a new vertex candidate
lay within the track assignment window of an existing vertex, the multi-vertex fit would
favour the higher track multiplicity vertex for both vertices, thus the lower multiplicity
vertex would “migrate” into the other vertex. The frequency of this migration increased
sharply as the ∆z window was increased and the overlapping windows became more
frequent. Such vertex candidate migration is not the intended behaviour of a multi-
vertex finder.
The cause of this behaviour was revealed by careful examination of the fitter’s logic. The
annealing process begins by assigning nearly all tracks equal weights. For illustration,
consider a true vertex A, with 40 tracks, and nearby vertex B, with 20 tracks. If the
two vertices are separated by a distance less than the ∆z window, then both fits will
include all 60 tracks. Since the multi-vertex fit begins with all tracks having nearly equal
weights to both vertices, both fits will prefer the location of the larger 40-track vertex.
Furthermore, when using a large ∆z window, this behaviour will occur even if none of
the tracks from vertex A are compatible with vertex B and vice versa.
Several approaches were taken to mitigate this issue:
Significance-based track assignment: The fix-width acceptance window has the draw-
back of treating both well-measured and poorly-measured tracks the same. This





However, this approach alone does not stop poorly measured tracks from being
assigned to large numbers of distant vertices. Therefore a loose absolute ∆z cut is
retained as a cut off.
Annealing schedule: Another way to reduce vertex candidate migration is to make
the initial track weights more dependent on χ2. This was studied by introduc-
ing a changeable “annealing temperature power” (ATP) parameter. Each of the
six temperatures in the annealing schedule is raised to the ATP, meaning that
ATP values less than one result in lower annealing temperatures, giving a greater
sensitivity of weights to χ2 in each stage except the last (in which T = 1). As
an example, setting ATP = 0.5 would change the default temperatures from
T = [64.0, 16.0, 4.0, 2.0, 1.5, 1.0] to Tnew = [8.0, 4.0, 2.0, 1.41, 1.22, 1.0]. Figure 3.2
shows the dependence of the weight on χ for T = 64, T = 8 and T = 1 as a
comparison.
Longitudinal constraint: An (x, y) constraint from the beam spot has always been
used in the vertex fit. A z constraint can be easily added to this, since the con-
straint is simply the initial Kalman filter state vector and its covariance. The GSF
provides the required width, equation (3.8), of each seed. This therefore adjusts
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Figure 3.6: Vertex migration metric (a) before and (b) after introduction of a track assignment cut
on impact parameter significance (s), stiffer annealing temperature power (ATP), and a longitudinal
constraint. After fixing this issue, the vertex finder reconstructs 15% more vertices compared to the
previous default, and does not suffer from multiple reconstructed vertices at the exact same location.
Due to the “finding-through-fitting” approach, different numbers of vertex candidates will be found in
the two scenarios.
the strength of the constraint according to the quality of the tracks used to form
the seeds. Seeds resulting from well-measured tracks will have a narrow constraint,
whilst seeds resulting from poorly measured tracks will have a wider constraint.
All of these changes were successful at reducing the unwanted behaviour to some extent,
but it was the longitudinal constraint that fully eliminated the migration issue. This is
shown in Figure 3.6b, with the optimised significance cut (s < 5), stiffened annealing
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Figure 3.7: Comparison of the (a) IVF and (b) AMVF logic. The overall process is broadly similar
between the two finders, however the individual steps differ in the AMVF to accommodate multi vertex
fitting.
3.8 Performance
This section compares the vertex reconstruction quality, efficiency, spatial resolution and
track association for the previous (IVF) and the new (AMVF) primary vertex reconstruc-
tion strategies, using the simulated tt̄ and VBF H → 4ν data described in Section 3.2.
These studies use samples with 〈µ〉 = 60, but to make the results more generalised,
a local pile-up density parameter is sometimes used. This is defined as the number
of generated interactions within a symmetrical ±2 mm longitudinal window of a given
vertex (usually the hard-scatter). The vertex and event classifications as described in
Section 3.2.2 are used to quantify the ability of the vertex finders to reconstruct and
isolate individual pp interactions, and the HS interaction specifically.
3.8.1 Merge probability
Much of the performance improvements with the AMVF come from a reduced tendency
to merge nearby vertices. The longitudinal separation for nearby reconstructed vertices
is shown in Figure 3.8. At low values of ∆z, individual vertices cannot be separated and
are reconstructed as a single vertex. This is indicated by a steep decrease around ∆z
which appears as a trough in the distribution. A narrower trough is therefore indicative
of improved performance. The study uses simulated tt̄ events, however the generation of
pile-up vertices is largely independent of the signal process, so this can be considered as
general to all processes. The longitudinal separation highlights the superior ability of the
AMVF to resolve vertices within a millimetre of each other. The depletion in the region
around ∆z = 0 mm for both vertex finders is due to merging. The AMVF being able to
better resolve vertices separated by smaller distances results in fewer merged vertices.
The IVF sees a small excess at ∆z = 0 mm due to split vertices being reconstructed
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Figure 3.8: Distribution of the longitudinal separation between pairs of nearby reconstructed primary
vertices in simulated tt̄ events, for the IVF and AMVF. The AMVF is better able to resolve nearby
vertices, as indicated by the smaller distance between reconstructed vertices. This can be seen as a
narrower trough in the distribution.
at the same position as another vertex, which is generally prevented by the AMVF’s
acceptance/rejection criteria described in Section 3.6.1.
3.8.2 Hard-scatter vertex quality
Figure 3.9 compares the quality of HS vertex reconstruction and matching for the IVF
and AMVF at 〈µ〉 = 60, showing the fraction of events in each classification. This
is indicative of the amount of contamination in the reconstructed hard scatter vertex.
Ideal performance would be indicated by 100% events reconstructed as CLEAN. The
AMVF performs better, with a 5% higher fraction of events reconstructed as CLEAN/-
MATCHED compared to the IVF. This corresponds to lower fractions of pile-up con-
taminated events.
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Figure 3.9: Fraction of events in each HS vertex reconstruction classification, for the IVF and AMVF.
A higher fraction of CLEAN events are reconstructed with the AMVF, which indicates superior perfor-
mance.
3.8.3 Hard-scatter efficiency
The HS reconstruction efficiency is defined as the fraction of events in which the HS
vertex is both reconstructed and classified as either CLEAN/MATCHED, LOWPU or
HIGHPU, which follows the method described in Ref. [114]. Figure 3.10 shows that for
tt̄ the AMVF is able to perform with a higher efficiency than the IVF, which already has
a high efficiency. It also shows that for the more challenging VBF H → 4ν, the AMVF
is able to recover about half the inefficiency seen with the IVF. The largest gains are
seen in regions of highest vertex density, and the efficiency of the AMVF sees a reduced
pile-up density dependency.
The HS selection efficiency is defined as the fraction of events in which the reconstructed
vertex with the highest Σp2T contains the largest total track weight from generated
HS tracks. Figure 3.11 compares the selection efficiency as a function of local pile-up
density for tt̄ and VBF H → 4ν. The AMVF provides higher efficiency for both tt̄ and
VBF H → 4ν, eliminating pile-up density dependence.
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Figure 3.10: Comparison of IVF and AMVF HS vertex reconstruction efficiency as a function of local
pile-up density, for (a) tt̄ and (b) VBF H → 4ν. The two signal processes use different scales on the
y-axis. The reconstruction efficiency is the fraction of events where the generated HS interaction is
successfully reconstructed (classified as CLEAN/MATCHED, LOWPU or HIGHPU). The AMVF sees a
higher reconstruction efficiency and reduced pile-up dependence in both cases. The efficiency gains are
particularly prominent at high pile-up densities in for VBF H → 4ν, with around 50% of lost efficiency
recovered.
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(b) VBF H → 4ν
Figure 3.11: Comparison of IVF and AMVF HS vertex selection efficiency as a function of local pile-up
density, for (a) tt̄ and (b). The two signal processes use different scales on the y-axis. The selection
efficiency is the fraction of events where the reconstructed vertex with highest Σp2T contains the largest
total track weight from the generated HS tracks. The AMVF significantly reduces the pile-up dependency.
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3.8.4 Hard-scatter spatial resolution
Figures 3.12 and 3.13 show the radial (transverse) and longitudinal spatial resolutions for
AMVF and IVF in tt̄ and VBF H → 4ν. The resolution is calculated as the difference
between the true and reconstructed vertex position in the MC simulation. The radial
resolution is already well constrained by the beamspot, so little improvement is expected,
though some is seen at the sub-micron level. In the z direction, the AMVF achieves 20%
(10%) better resolution for tt̄ (VBF H → 4ν).
3.8.5 Hard-scatter track efficiency and purity
Figure 3.14 shows the number of compatible (χ2 6 9) reconstructed tracks from the
true HS interaction that have been correctly assigned to the identified HS vertex during
the vertex fit, as a function of η. The AMVF and IVF have identical efficiency for
tt̄ in the central region (|η| < 1.25), while the AMVF correctly assigns 2% more HS
tracks in VBF H → 4ν. In the forward region (large |η|), the IVF has a tendency to
assign poorly-measured tracks to the first vertex to which they are compatible (usually
the high-multiplicity HS). This is in contrast to the AMVF, which assigns them to the
vertex they are most compatible with. As a result, the AMVF is less efficient in the
forward region where tracking errors are larger. Figure 3.15 shows the amount of HS
contamination from incorrectly associated pile-up tracks, as a function of |η|. For both tt̄
and VBF H → 4ν, the AMVF reduces pile-up contamination by 25-70% over the entire
range of |η|.
3.8.6 Pile-up vertex quality
Figure 3.16 shows a comparison of the average number of reconstructed vertices according
to their quality classification, for the IVF and AMVF at 〈µ〉 = 60. The AMVF is able to
reconstruct more CLEAN and MERGED vertices, but includes an average of one SPLIT
vertex per event as well.
3.8.7 Pile-up vertex efficiency
Figure 3.17 shows a comparison of the average number of reconstructed vertices as a
function of µ, for both the IVF and AMVF. The study uses simulated tt̄ events, however
since these are mostly pile-up vertices it can be considered as general to all processes. The
upper dashed line shows the (unachievable) maximum limit of 100% efficiency, while the
lower dashed line shows the theoretical maximum achievable efficiency, as calculated with
the available reconstructed tracks after the quality selections. The number of vertices
classed as CLEAN, MERGED, SPLIT and FAKE as reconstructed by the AMVF is also
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shown. The AMVF is able to recover 35-50% of the reconstructable vertices that the
IVF is unable to find at high µ.
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(b) VBF H → 4ν
Figure 3.12: Comparison of IVF and AMVF HS vertex radial resolution as a function of local pile-
up density for (a) tt̄ and (b), obtained from the difference between the generator-level information
and reconstructed primary vertex position in MC simulation. The scale is different for the two signal
processes. The AMVF sees improved performance with reduced pile-up dependency compared to the
IVF.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2























          tAMVF, t





0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2































(b) VBF H → 4ν
Figure 3.13: Comparison of IVF and AMVF HS vertex longitudinal resolution as a function of local
pile-up density for (a) tt̄ and (b) VBF H → 4ν, obtained from the difference between the generator-level
information and reconstructed primary vertex position in MC simulation. The scale is different compared
with Figure 3.12 due to the fact that the transverse resolution is narrowly constrained by the beamspot.
The scale is also different for the two signal processes. The AMVF sees improved performance with
reduced pile-up dependency compared to the IVF.
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(b) VBF H → 4ν
Figure 3.14: Comparison of IVF and AMVF HS track efficiency as a function of |η| for (a) tt̄ and (b)
VBF H → 4ν samples. Each plot shows the number of correctly associated compatible reconstructed
tracks per |η| bin originating from the generated HS vertex. The AMVF shows a higher efficiency by
a few percent for VBF H → 4ν across almost the entire |η| range, and equal performance in tt̄ up to


























































































(b) VBF H → 4ν
Figure 3.15: Comparison of IVF and AMVF HS track contamination as a function of |η| for (a) tt̄ and
(b) VBF H → 4ν samples. Each plot shows the number of compatible reconstructed tracks per |η| bin
originating from pile-up interactions that are incorrectly associated with the HS vertex. The AMVF sees
reduced impurity across the entire |η| range, especially in the forward regions.
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Figure 3.16: The number of reconstructed vertices with each quality classification, for the AMVF and
AMVF at 〈µ〉 = 60. The AMVF demonstrates improved performance by reconstructing more CLEAN
and MERGED vertices compared to the IVF. It also reconstructs around one more SPLIT vertex per
event.
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 = 13 TeVs
Figure 3.17: The average number of vertex reconstructed as a function of the number of pp interactions
per bunch crossing (µ), in simulated tt̄ events. For reference, the upper dashed line corresponds to
perfect reconstruction efficiency, whilst the lower dashed line gives a more realistic idea of the maximum
possible efficiency given the reconstructed tracks available to the vertex finder. Error bars on the data
points are statistical uncertainties. The filled circles show the classification of AMVF vertices as CLEAN,
MERGED, SPLIT and FAKE.
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3.9 Summary of chapter 3
The Gaussian seed finder and the adaptive multi-vertex finder presented in this chapter
are able to outperform the previous ATLAS vertex reconstruction strategy with respect
to physics performance. This is especially true in high pile-up environments, where
the improvement is required to maintain performance in ATLAS Run-3 and beyond.
This includes the recovery of 35-40% of both the pile-up vertex and VBF H → 4ν HS
reconstruction efficiencies near 〈µ〉 = 60.
Future areas of study for this vertex reconstruction strategy include further ways to make
use of the analytic seed-finding model, as well as diagnosing and eliminating remaining
sources of inefficiency in the vertex finder. Computational efficiency did not yet form
part of these studies, however this can be a focus in future. The project described in this
section was defined by the qualification task. It did not include, for example, looking




Test of Lepton Flavour Universality in top quark
decays in ATLAS
4.1 Introduction
As described in chapter 1, a direct test of Lepton Flavour Universality (LFU) by com-
paring the decay rates of W± bosons to taus and muons is well motivated. This can be
directly tested by measuring
R(τ/µ) = Br(W → τντ )/Br(W → µνµ) (4.1)
using the high number of tt̄ pairs produced by the LHC in ATLAS. Assuming top quarks
decay exclusively via charged current interactions as t → W±b, this leads to a very
large sample of W± boson pairs to analyse. The leptonic decays of tt̄ pairs can then be
analysed using a tag and probe approach, using one lepton to identify the event (tag) and
the other to perform the measurement (probe). The taus can be identified via decays
to muons. The significant lifetime of the taus mean they travel some distance from
the primary vertex and beamline, which typically results in a larger transverse impact
parameter, |dµ0 |1, and lower transverse momentum, p
µ
T
2, compared to muons produced
via W → µνµ. By using single lepton triggers on the tag lepton, it is possible to have
a large, unbiased sample of probe muons that can have very low pµT. This results in two
final state channels, according to the tag and probe combinations: e-µ and µ-µ. Using
these two channels, the measured value of R(τ/µ) can be extracted using a 2-D profile
likelihood fit in |dµ0 | and p
µ
T comparing data to Monte Carlo. The main backgrounds for
this analysis are Z0(→ µµ) + (b-)jets in the µ-µ channel and, for both channels, non-
prompt muons produced by decays other than W → `ν` (` = τ, µ) (typically b- and c-
meson decays). Throughout this section, muons produced in the primary top decay are
1Defined as the closest approach of track to the beamline, introduced in Section 2.3.
2The magnitude of the momentum in the transverse plane, introduced in Section 2.3.
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generally labelled as µprompt, muons produced via intermediate tau are labelled µτ(→µ)
and background muons produced in hadron decays are labelled µhad,
This chapter proceeds as follows: Section 4.2 gives details of the ATLAS Run-2 pp
collision dataset and Section 4.3 describes the Monte Carlo simulated samples used in
this analysis. Section 4.4 describes the event selection and MC calibration used in this
analysis. Section 4.5 describes a study into optimising the event selection to reduce
backgrounds. Sections 4.6 and 4.7 describe the data-driven background scale factor
calculations. Section 4.8 describes the fit procedure and implementation of systematic
uncertainties. Section 4.10 describes the results and finally Section 4.11 gives a summary
of the conclusions. The author’s main research and findings are detailed in Sections 4.5,
4.6 (excluding 4.6.6) and 4.7.
The results of this analysis have been accepted by Nature Physics as of 30/3/21 (see
Ref. [3]). Figures that include the “ATLAS” label are taken from this publication.
Figures without the ATLAS label in Sections 4.5, 4.6 (excluding 4.6.6) and 4.7 (and
their associated appendices) are the author’s own work. Figures without the “ATLAS”
label in other sections are produced by the author’s analysis colleagues, and included
here for clarity and illustration. A summary of the analysis has also been published in
proceedings from the Beauty 2020 conference [4].
4.2 Data sample
The analysis is performed using the data sample of pp collisions at
√
s = 13 TeV, collected
by ATLAS between 2015-2018 (Run-2).
The analysis is performed on a derivation3 of the large ATLAS dataset, specifically for
top quark studies. The particular derivation is for standard top analyses with decay
modes that include at least one lepton. These contain at least one electron or muon
with pT > 20 GeV for data collected in 2015 and with pT > 25 GeV for data collected in
2016, 2017, 2018. They contain all other objects and variables required for analysing top
quark decays. This analysis applies further selection criteria as described in Section 4.4.
4.3 Monte Carlo simulated samples
4.3.1 Overview of MC samples used
MC generated samples were used to develop the analysis, to compare to data and to
evaluate the signal and background efficiencies. The full list of MC samples used can
be found in Table 4.1, with more ATLAS-specific details provided in Appendix A. Both
3An overview of derivations is given in Section 2.8.1.
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Process Generator Order of σ calculation Showering Tune
Signal processes
tt̄ Powheg NNLO+NNLL Pythia8 A14
Wt Powheg (5FS) NLO+NNLL Pythia8 A14
tt̄+ V MadGraph5 aMC@NLO NLO Pythia8 A14
Background processes
single top s & t Powheg (5FS) NLO+NNLL Pythia8 A14
Z+jets Sherpa NNLO Sherpa Sherpa
W+jets Sherpa NNLO Sherpa Sherpa
V V Sherpa NNLO Sherpa Sherpa
tt̄ samples for estimating modelling uncertainties (fast-sim)
tt̄ Powheg NNLO+NNLL Pythia8 A14
tt̄ MadGraph5 aMC@NLO NLO Pythia8 A14
tt̄ Powheg NNLO+NNLL Herwig H7UE
tt̄ Powheg NNLO+NNLL Pythia8-hdamp A14
Table 4.1: The different Monte Carlo samples used in the analysis, including the generator used, the
order of the cross section calculation, the showering programme and tune.
tt̄ and Wt, the main signal samples, are processed using the full ATLAS simulation
programme described in Section 2.8. Some of the samples used for systematic uncertainty
studies do not use the full simulation framework, and are instead processed using the
reduced but faster AtlFast2 simulation programme. All events had additional minimum
bias events generated with Pythia8 to simulate pile-up. The MC generated samples are
reconstructed using the same algorithms as the data. They are reweighted with several
scale factors to reproduce what is measured in data. The amount of pile-up in MC
events is reweighted to produce the average number of interactions per bunch crossing
in 2015+2016, and the actual number of interactions per bunch crossing in 2017 and
2018, as observed in data. The samples were reweighted with scale factors of order unity
to reproduce the electron and muon reconstruction efficiencies, as well as the b-tagging
efficiencies measured in data.
The data and simulation samples are analysed using the AnalysisTop-21.2.99 software
package. A bespoke software package named ttau was used to analyse the ntuples
produced by AnalysisTop.
4.3.2 Signal processes
This analysis uses tt̄ and Wt dileptonic final states, with decays t → Wq, W → `ν
treated as signal. The processes include on-shell W± bosons that decay leptonically –
either to τ or light leptons – such that they directly contribute to R(τ/µ). The event
selection produces an extremely pure sample of tt̄ events, with some single top Wt events.
76
Normally in dileptonic tt̄ studies, Wt would be treated as a background. However, since
the parameter of interest is sensitive to W → `ν decays, it is treated as a signal in this
analysis. Additionally, there are a small number of events from tt̄ events produced with
either a W±, Z0 or `+`− produced through Z0/γ interference, which is referred to as
tt̄+ V .
tt̄:
The MC simulated tt̄ events use the PowhegBox [97, 109,120,121] v2 generator. This
provides matrix elements at next-to-leading order (NLO) with the NNPDF3.0NLO
[122] parton distribution function. The Powheg hdamp factor (a model parameter
that controls the matching between matrix element and the parton shower and effec-
tively regulates the high pT radiation) was set to 1.5mtop [123]. The default scale√
m2top + p2T is used for the functional form of the renormalisation and factorisation
scale. MadSpin [124, 125] is used to simulate top quark decays at LO whilst pre-
serving spin correlations. For the parton shower and hadronisation, events are inter-
faced with Pythia8.230 [103] using the A14 set of tuned parameters [126] and the
NNPDF2.3LO [122] PDF set. The EvtGenv1.6.0 programme [106] is used to simulate
the decays of bottom and charm hadrons.
As described in Section 1.5.1, a higher order cross section prediction is available. This
is used to correct the NLO tt̄ inclusive cross section. It is calculated at next-to-next-to-
leading-order (NNLO) accuracy in the strong coupling constant αS , including resumma-
tion of next-to-next-to-leading logarithmic (NNLL) soft gluon terms [58–63]. For pp col-
lisions at
√
s = 13 TeV and assuming a fixed top mass of 172.5 GeV, the NNLO+NNLL
prediction is 832±51 pb as calculated using the Top++2.0 programme [64]. This cross-
section prediction has uncertainties due to the PDF and αs. These are calculated using
the PDF4LHC prescription [127] with the MSTW2008 68% CL NNLLO [128,129], CT10
NNLO [130,131] and NNPDF2.3 5f FFN [132] PDF sets. These uncertainties are added
in quadrature to the scale uncertainty.
In each event, either the top or anti-top particle pT is reweighted to match the NNLO
in QCD and NLO in αEW differential prediction [133]. This is done to improve the
data/MC agreement.
In order to assess the uncertainty due to the choice of generator, several additional tt̄
samples are generated. These are detailed in Appendix A.
The dilepton sample is used in all cases with the exception of non-prompt background
studies, where the non-all-hadronic sample is used. This ensures no overlap between
samples and maximal exploitation of the available MC statistics.
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Single top Wt:
The simulated single-top Wt events use the PowhegBox [97, 109, 120, 121] v2 gener-
ator. This provides matrix elements at NLO in αs in the five-flavour scheme with the
NNPDF3.0NLO [122] PDF set. The default scale
√
m2top + p2T is used for the functional
form of the renormalisation and factorisation scale. When generating Wt at NLO there
is some overlap with tt̄. The diagram removal scheme [134] is used to handle this inter-
ference [123], removing all NLO diagrams that overlap with double resonant tt̄ from the
calculation of the Wt amplitude. MadSpin [124,125] is used to simulate top quark de-
cays at LO whilst preserving spin correlations. For the parton shower and hadronisation,
events are interfaced with Pythia8.230 [103] using the A14 set of tuned parameters [126]
and the NNPDF2.3LO [122] PDF set. The EvtGenv1.6.0 programme [106] is used to
simulate the decays of bottom and charm hadrons.
A higher order cross section prediction is available and it is used to correct the NLO
inclusive cross-section. It is calculated at NLO in QCD with NNLL soft gluon correc-
tions [135, 136]. For pp collisions at
√
s = 13 TeV and assuming a fixed top mass of
172.5 GeV, the NLO+NNLL prediction is 71.7±3.8 pb. This prediction has uncertainty
due to the PDF which is calculated using the MSTW2008 90% CL [128, 129] NNLO
PDF set. It is added in quadrature to the scale uncertainty.
In order to assess the uncertainty due to the choice of generator, several additional Wt
samples are generated. These are detailed in Appendix A.
tt̄+V:
The simulated tt̄ + V events use the MadGraph5 aMC@NLOv2.3.3 [98] generator.
This provides matrix elements at NLO with the NNPDF3.0NLO [122] PDF set. For the
parton shower and hadronisation, events are interfaced with Pythia8.230 [103] using
the A14 set of tuned parameters [126] and the NNPDF2.3LO [122] PDF set.
4.3.3 Background processes
There are two main groups of background processes in this analysis. The first consists
of high pT processes that produce two prompt leptons, while the second consists of non-
prompt events where the probe muon comes from the decays of b-, c- or light hadrons.
The first is a background for W± → µν while the second is a background for W± →
τν → µνν.
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tt̄ and single top Wt:
Whilst these are both signal processes, they are also the main contribution to events
where only one of the leptons comes from W± → `ν decay. The other non-prompt muon
is then a background for W± → τν → `νν. The simulation of these events is described
above. For the background studies, the non-all-hadronic tt̄ samples and inclusive Wt
samples are used.
Single top s and t:
The simulated s and t channel single top events are generated with the PowhegBox [97,
109,120,121] v2 generator, using the same settings as described for single top Wt.
Z+jets:
The simulated QCD Z+jets events use the Sherpa v2.2 [9] generator. This provides
matrix elements at NNLO with the NNPDF3.0NNLO [122] PDF set and uses a dedicated
set of tuned parton-shower parameters developed by the Sherpa authors for this version.
Additional hard parton emissions [137] are matched to a parton shower based on Catani-
Seymour dipoles [100].
These simulated events use the ME+PS matching [138] for different jet multiplicities
which are then merged into an inclusive sample using an improved CKKW matching
procedure [99,139]. This is extended to NLO accuracy using the MEPS@NLO prescrip-
tion [101]. The particular samples used in this analysis are NLO accurate for up to two
additional partons and LO accurate for up to four additional parton emissions. The
sample uses a virtual QCD correction for matrix elements at NLO which is provided by
the OpenLoops library [140,141].
W+jets:
The simulated W+jets events use the Sherpa v2.2.1 generator, using the same settings
as described for Z+ jets.
Fully leptonic dibosons:
The simulated fully leptonic diboson (with additional jets) events use the Sherpa v2.2 [9]
generator. This provides matrix elements at NNLO with the NNPDF3.0NNLO [122]
PDF set and uses a dedicated set of tuned parton-shower parameters developed by the
Sherpa authors for this version. Additional hard parton emissions [137] are matched to
a parton shower based on Catani-Seymour dipoles [100].
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These simulated events use the ME+PS matching [138] for different jet multiplicities
which are then merged into an inclusive sample using an improved CKKW matching
procedure [99,139]. This is extended to NLO accuracy using the MEPS@NLO prescrip-
tion [101]. The particular samples used in this analysis are NLO accurate for up to one
additional parton and LO accurate for up to three additional parton emissions. The
sample uses a virtual QCD correction for matrix elements at NLO which is provided by
the OpenLoops library [140,141]. The correction is calculated in the Gµ scheme, which
ensures optimal description of pure EW interactions at the EW scale.
Semileptonic dibosons:
The simulated semileptonic diboson events use the Sherpa v2.2 [9] generator, with the
same configuration as for fully leptonic dibosons.
4.3.4 Monte Carlo weighting
Monte Carlo events are reweighted in various variables to match observations in data.
These weights are of the order of unity. Each MC event has an overall weight applied.
This is calculated from the following:
• Weight produced by the MC generators.
• The pile-up reweighting. The amount of pile-up in MC events is reweighted to
produce the average number of interactions per bunch crossing in 2015+2016, and
the actual number of interactions per bunch crossing in 2017 and 2018, as observed
in data.
• (Tag and probe) lepton scale factors (reconstruction, identification, isolation, track-
to-vertex-association). The individual scale factors are combined into one scale
factor for this analysis.
• Single (tag) lepton trigger scale factor. This is the ratio of measured and simulated
trigger efficiencies. It used to correct simulated samples to match the efficiencies
observed in data.
• B-tagging scale factor. This is derived from comparisons between simulation and
data. It is used to correct the b-tagging response and related uncertainties in
simulation.
• Scale factor correcting the distribution of the Jet-Vertex-Tagger (JVT) variable [142].
This variable is used to identify and reject jets from pile-up interactions.
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4.4 Event selection, object definition and calibration
This section documents the object definitions, event selection criteria and calibration
used in this analysis. First this section details the different object definitions used in
this analysis. Next the selection criteria using these objects is described for both of the




Hadronic jets are reconstructed from energy deposits in the calorimeter cells (topoclus-
ters) [143] at the electromagnetic energy scale using the anti-kt algorithm [144]. This
is done using a radius parameter of 0.4. The jets are calibrated to the energy scale of
identical jets reconstructed from stable simulated (so-called “truth”) particles, excluding
muons and neutrinos, using the same algorithm [145]. A jet vertex tagger [142] is applied
to suppress pile-up for jets with 25 < pjetT < 60 GeV and |η| < 2.4. Reconstructed jets
with pjetT > 25 GeV and |η| < 2.5 are used in this analysis.
Top quarks are expected to almost always decay to bottom quarks and W± bosons.
The bottom quarks are identified by tagging reconstructed hadronic jets as containing
b-hadrons. This is done using the MV2c10 b-tagging algorithm [146,147] is used with a
70% efficiency working point.
Muons
Muons are reconstructed using a combination of data from the Muon Spectrometer and
Inner Detector. Hits in muon chambers are combined with Inner Detector track seg-
ments, which are fitted together to determine muon trajectories [148]. Three categories
of muons are defined for this analysis: baseline, tag and probe.
Baseline muons are required to pass the ‘medium’ quality criteria, be strictly isolated
from surrounding activity and satisfy pµT > 5 GeV. The strict isolation is achieved
through two requirements. First, within a cone of size ∆R = 0.34 around the muon,
the sum of the pT of other tracks must be below 6% of the muon pµT. Second, within
a cone of size ∆R = 0.2 around the muon, the sum of pT calculated from calorimeter
energy deposits must be below 6% of the muon pµT. This isolation level is provided by the
Muon Combined Performance group, and is known as FCTight (FixedCutTight) [86].
Tag and probe muons must meet the baseline requirements with additional requirements.
Baseline muons are used for 3rd lepton vetoes.
4Where ∆R ≡
√
∆η2 + ∆φ2 is the angular separation, as described in Section 2.3.
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Tag muons must satisfy the baseline requirements. They must be trigger matched. Their
additional kinematic requirements ensure they are above trigger thresholds. The pµT is
required to either be greater than 27.3 GeV, or pµT > 1.05·threshold [GeV], where
threshold is the Level-1 trigger threshold, whichever is larger. The trigger details are
provided below. The pseudorapidity is required to be |η| < 2.5. Tag muons must have
|z0 sin θ| < 0.3 mm, where θ is the polar angle of the track and z0 is the longitudinal dis-
tance to the primary vertex, and |dµ0 | < 0.5 mm. These requirements reduce background
from pile-up, cosmic muons and poorly reconstructed muons.
Probe muons must satisfy the baseline requirements. Unlike tag muons, probe do not
need to be trigger matched. Therefore an unbiased sample over a wide pµT spectrum
can be obtained by applying loose kinematic requirements. These are pµT > 5 GeV and
|η| < 2.5. Probe muons must have |z0 sin θ| < 0.3 mm, where θ is the polar angle of the
track and z0 is the longitudinal distance to the primary vertex, and |dµ0 | < 0.5 mm. These
requirements reduce background from pile-up, cosmic muons and poorly reconstructed
muons. In order to reduce background from muons produced in the decays-in-flight of
pions and kaons, the momentum balance significance5 (MBS) must be less than two.
Electrons
Electrons are reconstructed from clusters in the ECal that are matched with tracks from
the Inner Detector and refitted using a Gaussian Sum Filter. Two categories of electron
are defined for this analysis: baseline and tag.
Baseline electrons are required to pass the ‘tight’ log-likelihood (TightLH) criteria, be
strictly isolated from surrounding activity and satisfy peT > 5 GeV. The isolation criteria
are designed to give an efficiency of 90% at peT = 25 GeV and 99% at peT = 60 GeV,
uniform in η, using the so-called Gradient working point [85]. Baseline electrons are
used for 3rd lepton vetoes.
Tag electrons must satisfy the baseline requirements. They must be trigger matched.
Their additional kinematic requirements ensure they are above trigger thresholds. The
peT is required to be greater than 27 GeV, or peT+threshold [GeV] where threshold
is the Level-1 trigger threshold, whichever is larger. The trigger details are provided
below. The pseudorapidity is required to be |η| < 2.47, with electrons in the crack
region 1.37 < |η| < 1.52 excluded. Tag electrons must have |z0 sin θ| < 0.3 mm, where
θ is the polar angle of the track and z0 is the longitudinal distance to the primary
vertex, and |de0| < 0.5 mm. These requirements reduce pile-up and poorly reconstructed
electrons.
5Momentum balance significance (MBS) is the difference in measured momentum of a muon between




An overlap procedure is employed in order to avoid cases where the detector response
to a single physical object is reconstructed as two separate-final state objects. This
stops lepton signals in the calorimeter from being reconstructed as hadronic jets. The
procedure is as described in Ref. [149].
EmissT
This physics object is not used in this analysis. Using this parameter as a selection cri-
terion would bias the selection of tops decaying to taus, therefore biasing the parameter
of interest R(τ/µ).
Electron and muon triggers
Single high pT electron or muons are used to trigger the events. The tag electron or
muon in each event must be matched to the trigger lepton.
For 2016-2018, tag muons use the either the HLT mu26 ivarmedium or HLT mu50 high-
level triggers. Both of these are seeded by the 20 GeV level-1 trigger (L1 MU20). The
HLT mu26 ivarmedium single-muon trigger selects isolated muons with a threshold of
pT > 26 GeV. The HLT mu50 single-muon trigger has no isolation requirements and se-
lects muons with a threshold of pT > 50 GeV. Full details are provided in [150]. For 2015,
tag muons use the HLT mu20 iloose or HLT mu50 high-level triggers. HLT mu20 iloose
is seeded by the 15 GeV level-1 trigger (L1MU15) and selects single loosely isolated
muons with a threshold of pT > 20 GeV. HLT mu50 is seeded by the 20 GeV level-1 trig-
ger (L1 MU20) and selects single muons with a threshold of pT > 50 GeV. Full details
of the 2015 triggers are provided in Ref. [8].
For 2016-2018, tag electrons use either the HLT e26 lhtight nod0 ivarloose, HLT e60-
lhmedium nod0 or HLT e140 lhloose nod0 high-level triggers. All of these are seeded
by the 22 GeV single electron level-1 trigger (L1 EM22VHI), which has isolation re-
quirements for pT < 50 GeV. The HLT e26 lhtight nod0 ivarloose single-electron trigger
selects isolated electrons with a threshold of pT > 26 GeV. The HLT e60 lhmedium nod0
and HLT e140 lhloose nod0 single-electron triggers select non-isolated electrons with pT
thresholds of 60 GeV and 140 GeV respectively. Full details are provided in Ref. [151].
For 2015, tag electrons use the HLT e24 lhmedium, HLT e60 lhmedium, or HLT e120-
lhloose high-level triggers. These triggers are seeded by the 20 GeV level-1 trigger
(L1 EM20VH) and select electrons without isolation requirements, at pT thresholds of




This section details the selection criteria for this analysis. Different selections are applied
to define a signal region, used to extract R(τ/µ), calibration regions, used to determine
calibration (described in Section 4.4.4), and control regions, used to determine back-
ground scale factors (described later in Sections 4.6 and 4.7).
The principal goal of the signal region criteria are to obtain a pure sample of dileptonic
tt̄ events. The key requirements are exactly two leptons of opposite charge, and at least
two b-tagged jets. One lepton must satisfy tag and the other probe criteria. The b-tagged
jets must have pjetT > 25 GeV.
This analysis selects events with either one electron and one muon (e-µ channel), or two
muons (µ-µ channel). Events must be triggered by the tag electron in the e-µ channel or
the tag muon in the µ-µ channel. This ensures that there is no trigger bias on the probe
muons used to determine the parameter of interest. In the µ-µ channel, both muons can
satisfy tag and probe criteria. In this case, both muons are used as probe muons. This
eliminates any bias in the pµT distribution of the probe muons.
In order to reduce background from Drell-Yan Z0(→ µµ) + (b-)jets, events with dimuon
mass in the range 85 < M(µµ) < 95 GeV are excluded in the µ-µ channel. Finally, low
mass hadronic resonances are excluded in both channels by requiring the dilepton mass
M(``) < 15 GeV.
This selection results in a high-purity tt̄ (and Wt) sample. There are small backgrounds
where the probe muon originates either from non-prompt hadron decays and prompt
(non-top) decays. Applying the event selection to the MC samples described in Sec-
tion 4.3 shows these backgrounds constitute less than 5% of events in the e-µ sample
and less than 15% of events in the µ-µ sample. The larger background component of
the µ-µ sample is due to Drell-Yan dimuon production.
4.4.3 Definition of |dµ0 |
d0 definition
The transverse impact parameter of the probe muons is one of the two essential pa-
rameters of this analysis. This is measured as the closest approach of the track to the
beamline in the transverse plane, which is standard in ATLAS. Defining it relative to
the beamline as opposed to the primary vertex ensures that the resolution of |d0| is in-
dependent of the transverse resolution of the vertex, which is dependent on the physics
process (this can be seen in Section 3.8.4, Figure 3.12). This in turn allows the |dµ0 |
calibration methods in Section 4.4.4.
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Data taking period: α
2015 data +0.00422(±0.000014) mm
2016 data A, B +0.00343(±0.000011) mm
2016 data C −0.00335(±0.0000003) mm
Table 4.2: Charge-independent shifts applied to d0 in different data taking periods.
|dµ0 | alignment bias
The Inner Detector tracking group is responsible for ensuring that the detector is fully
aligned in data [152]. Corrections to alignment can be made by reprocessing the data.
Sometimes, even after reprocessing there are residual imperfections in alignment. Such
imperfections may result in charge-dependent or charge-independent biases in the d0
distribution. The average d0 as a function of Run Number is shown in Figure 4.1.
This figure shows that there are significant biases in 2015 and 2016 data that require
correction. The correction is applied simply as a charge-independent shift in the value
of d0:
d′0 = d0 + α (4.2)
where α is determined as the mean value of a Gaussian fit of the d0 distribution. The
values of α for the different data-taking periods are shown in Table 4.2. Corrections
are only applied to 2015 and 2016 data, since correcting the sub-micron level biases will
have little-to-no impact when the resolution is O(10 µm). Checks were performed to
ensure the corrections can be applied independently of pT, η and φ. Improved data/MC
agreement is seen in the d0 resolution after applying the correction. The correction is
applied as a first step in all the following studies and throughout this analysis.
The bias in 2015-2016 was introduced by a change in the underlying geometry description
of the ATLAS inner detector and a mis-configuration of the beamspot constraint. These
biases are to be corrected in future data reprocessing campaigns [152].
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Figure 4.1: The average d0 of probe muons in the Z → µµ selection, as a function of RunNumber, for (a)
2015, (b) 2016, (d) 2017, (d) 2018 data. Significant biases are seen in 2015 and 2016 data that require
correction.
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4.4.4 |dµ0 | calibration
The fit to extract R(τ/µ) is sensitive to differences between MC and data in the probe
muon |dµ0 | distributions. The expected |d
µ
0 | distributions of prompt muons in MC are
therefore calibrated using data, to remove any disagreement. This calibration is per-
formed using a Z0 → µµ calibration region. In both t→ bW±(→ µν) and Z0 → µµ, the
muons come from the primary interaction point, therefore their |dµ0 | distributions are
expected to be identical to the first approximation. The η and pµT dependent |d
µ
0 | distri-
butions are extracted in this region and applied as templates to the µprompt component
of the tt̄ signal region.
The Z0 → µµ calibration region is defined by modifying the nominal event selection in
two ways. First, hadronic jet requirements are dropped and, second, the invariant mass
is required to be in the Z0 peak region 85 < M(µµ) < 100 GeV. Removing the hadronic
jets requirement maximises statistics whilst keeping the |dµ0 | distribution consistent with
tt̄. The selection results in a Z0 → µµ sample of approximately 94 million prompt muons
with 99.9% purity (as estimated in simulation). Thus the systematic uncertainties from
the modelling of background processes are negligible.
The |dµ0 | distributions are dependent on the kinematic variables η and p
µ
T. In order to
account for this dependence, the |dµ0 | distributions are determined separately in several
kinematic bins of the η and pµT of the probe muon in data. This is done in 11 p
µ
T bins and
3 η bins for a total of 33 bins. The bin boundaries in η are (0, 0.8, 1.5, 2.5) and in pµT
are (5, 10, 15, 20, 25, 30, 40, 50, 65, 100, 250, >250) GeV. The calibration region event
selection yields a sample with sufficient statistics in all bins. In each kinematic bin:
• The expected contributions of muons with significant lifetimes (as estimated in
simulation) are subtracted. These processes include t→ bW±(→ τ(µνν)ν), Z0(→
ττ) + (b-)jets and muons from hadron decays.
• The resulting distribution is normalised to unity.
• The normalised |dµ0 | distributions are scaled to the expected number of prompt
events in the signal region.
The |dµ0 | templates are then obtained by summing over all bins. This can be expressed
simply as:










where ij denotes a given kinematic bin, F prij (|d
µ
0 |) is the normalised |d
µ
0 | distribution in
the calibration region in each bin, rprij is the fraction of prompt events in the signal region
in each bin, and F pr(|dµ0 |) is the resulting template. Templates are derived separately
across years of data taking to account for differences in the beam conditions and Inner
Detector alignment.
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(a) Before applying |dµ0 | templates
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(b) After applying |dµ0 | templates
Figure 4.2: Data/MC agreement in the signal region, inclusive in pµT, (a) before and (b) after applying
the estimated |dµ0 | templates for prompt muons, in the e-µ channel. By applying the the templates,
the agreement between observation and prediction is seen to improve. The bias corrections described
in Section 4.4.3 are applied in both (a) and (b) as a first step, such that the effect of this particular
correction is not compared in this figure.
The |dµ0 | templates are applied to the µprompt component in the fit used to extract
R(τ/µ). The impact of the corrections are shown in Figures 4.2 and 4.3. An uncertainty
is applied due to the fact the templates are derived in a Z0 → µµ calibration region,
but applied to a tt̄ final state, which have very different track environments. This is
described in Section 4.9.1.
|dµ0 | resolution
The Inner Detector |dµ0 | resolution can be determined from the |d
µ
0 | distribution of the
probe muons. The fit to extract R(τ/µ) is affected by differences in the |dµ0 | resolution
between MC and data, in processes with significant |dµ0 |. Corrections are applied to
the |dµ0 | distributions of muons coming from τ and hadron decays to correct for the
differences in |dµ0 | resolution.
The corrections are determined using the same Z0 → µµ calibration region described
above, as well as the same kinematic bins. The core of the resolution can be approximated
by a Gaussian curve. This is done by fitting a Gaussian curve in each kinematic bin
in the range 0 < |dµ0 | < 0.02 mm. In the tail region |d
µ
0 | > 0.02 mm, the distribution
is less well described by a Gaussian, so it is excluded from the fit. An example of
the distribution in one kinematic bin is shown in Figure 4.4. As can be seen in the
figure, extrapolating the Gaussian over the full range of |dµ0 | describes almost all tracks.
Across all kinematic bins, the difference is around 2% less using the Gaussian description
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(a) Before |dµ0 | corrections
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(b) After |dµ0 | corrections
Figure 4.3: Data/MC agreement in the signal region, inclusive in pµT, (a) before and (b) after applying
|dµ0 | corrections to prompt muons, in the µ-µ channel. By applying the the templates, the agreement
between observation and prediction is seen to improve. The bias corrections described in Section 4.4.3
are applied in both (a) and (b) as a first step, such that the effect of this particular correction is not
compared in this figure.
compared to observed data. Furthermore, the calculated corrections are of the order 1%.
Therefore the Gaussian approximation is sufficient here. The calculations are described
below.
In data, the |dµ0 | resolution is not constant across years. It is wider in 2015+2016 and
narrower in 2018. This is due to the narrowing of the beamspot in the transverse plane.
This is not seen in MC, where all years show the same resolution. This results in better
resolution in data than in MC in many of the kinematic bins. The difference in resolution
must be accounted for in the templates used in the fit to extract R(τ/µ).
The templates are determined in each kinematic bin as follows:
• The value of the shift is calculated as follows:
– In each MC event, the |dµ0 | of the probe muon is randomly smeared by a




– The difference between the resulting smeared (denoted by superscript “sm”)
and non-smeared (denoted by superscript “ns”) |dµ0 | distributions is computed
as
δij = f smij − fnsij .
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Figure 4.4: The |dµ0 | distribution of probe muons in the kinematic bin with 25 < p
µ
T < 30 GeV and
|η| < 0.8 in the 2017 sample. The black dots show the data points, whilst the curve shows the Gaussian
fit with mean fixed at zero in range |dµ0 | 6 0.02. The dashed curve is the extrapolation of the fitted curve
beyond the fit range. The Gaussian approximation describes the distribution very well in the region
|dµ0 | 6 0.02. Beyond this range a difference of few percent is observed.
– In order to avoid random fluctuations, the procedure is repeated 10,000 times
and the average value of δij is used in the following steps.
• If the resolution is wider in data than MC such that σ2i (data) > σ2i (MC), the
correction is added to the non-smeared distribution, which is just equal to the
average smeared distribution:
F τij = fnsij + δij = f smij .
• If the resolution is narrower in data MC such that σ2i (data) < σ2i (MC), the cor-
rection is subtracted from the non-smeared distribution:
F τij = fnsij − δij .
• By applying the correction in this way, it is assumed that the variations in the
|dµ0 | distribution are symmetric with respect to the change of sign of σij(data) −
σij(MC).
• The F τij distributions are normalised to unity.
• The resulting |dµ0 | distributions are scaled to the expected number of events in that
kinematic bin.
Once the corrections have been applied in each kinematic bin, the templates are obtained
by summing over all bins, such that











where rτij is the fraction of µτ(→µ) events in the kinematic bin ij of the signal region.
The same method is also applied to smear the resolution of the µhad background. The
templates are applied to the µτ(→µ) and µhad components in the fit to extract R(τ/µ).
This method produces relatively small corrections however they improve the data/MC
agreement. A cross check is performed in a control region with a Z0 → ττ selection
applied. Good agreement data/MC agreement is seen with all the |dµ0 | templates applied,
across all values of pµT and |d
µ
0 |.
An uncertainty on the templates is applied to account for the differences between MC
and data. This is simply half the correction, symmetrised. This is described in more
detail in Section 4.9.1.
4.5 Selection optimisation
Whilst the signal tt̄ (+ single top Wt) sample is quite pure, there is still a significant
background contribution from hadron decays. This background requires scaling (de-
scribed in the next chapter), and the associated scale factors contribute to the overall
uncertainty on R(τ/µ). Therefore, studies were performed with the goal of reducing
the backgrounds but having little effect on signal, in order to improve the precision of
R(τ/µ). This was done by searching many discrimination variables for suitable cuts.
These studies considered only the µτ(→µ) contribution as signal, since the µprompt con-
tribution is not statistically limited, relatively speaking. In addition, the fit to extract
R(τ/µ) is configured to have regions with different µτ(→µ) and µprompt contributions.
Therefore, where µprompt contributions occur in the same phase space as µτ(→µ) it can
also be considered a background. These studies are described in this chapter.
4.5.1 Discrimination variables considered
Several different variables are used to look at the activity near the probe leptons to
discriminate between signal and background muons. These are:
• ∆R(`, jet): The distance between the 4-vectors of the probe muon and nearest jet
of any flavour.
• ∆R(`, b-jet): The distance between the 4-vectors of the probe muon and nearest
b-jet
• z0 sin θ: The distance of closest approach in the r-z plane.
• η: pseudorapidity, as described in Section 2.3. Defined as





























































Figure 4.5: Distributions of (a) MBS and (b) ptcone40 for µhad and µτ(→µ), normalised to unity. The
differences in these distributions can be used to better discriminate signal from background.
• Momentum balance significance (MBS): The significance of the difference in mo-
mentum between the ID and MS standalone measurements, with respect to the
uncertainty on energy lost in the calorimeter system. This is defined as (pID −
pMS − Eloss)/σ(Eloss), where pID and pMS are the momentum as measured in the
Inner Detector and Muon Spectrometer respectively, Eloss is the energy lost in the
calorimeter system and σ(Elos) is the uncertainty on Eloss.
The following variables are provided in three cone sizes: ∆R = 0.2, 0.3 and 0.4 around
the object of interest:
• etcone: the transverse energy calculated from the calorimeter cells in the given
cone.
• ptcone: the sum of transverse momenta of the tracks in the given cone.
• ptvarcone: uses cone size of min(10[GeV]/pT[GeV],∆R).
• topoetcone: the sum of transverse energy of the topoclusters in the given cone.
4.5.2 Method
This section describes the method used to search for improved cuts. First, the distri-
butions of the discriminating variables (D(var)) were plotted for the µhad background
and µτ(→µ) signal, as shown in Figure 4.5. In order to search for improved cuts, the
reduction in yield as a function of nominal yield was computed. For distributions that
are asymmetrical but centred around 0, the reduction in yield as a fraction of nominal
yield is estimated for “greater than” cuts using
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Figure 4.6: Distributions of the estimated signal loss and background reductions in (a) MBS and (b)
ptcone40 for µhad and µτ(→µ). This suggests additional cuts will have very different effects on the
background and signal yields. For example, MBS< 2 could reduce the background by ∼10% whilst only






, var < 0,
whilst the reduction in yield as a fraction of nominal yield is estimated for “less than”
cuts using simply ∫max
cut D(var)∫max
min D(var)
, var > 0.
The study was performed using MC simulated data, using only the non-all-hadronic tt̄
sample (see Section 4.3), which is the dominant source of muons from hadron decays.
The study was performed using only the 2017 MC simulated data, which is representative
of the whole dataset.
The loss of signal and reduction of background were calculated at 100 evenly-spaced cut
values using this method. The comparisons for all variables considered are shown in
Section 4.5.4. The two most promising variables were found to be MBS and ptcone40,
which corresponds to ptcone with ∆R = 0.4. The other track isolation variables showed
similarly shaped separation as ptcone40 but they were not as powerful. The z0 sin θ
variable was able to further reduce pile-up contributions, however these contributions
are extremely small to begin with, meaning it is not worthwhile tightening the cut.
The ∆R variables showed some discrimination due to the fact that muons coming from
hadron decays are nearer jets. However, their discrimination is not as powerful as the
track isolation variables, so they were not tested in the profile-likelihood fit to extract
R(τ/µ).
After promising cuts had been identified from these plots, they were applied sequen-
tially. The nominal event selection was applied with the new requirements of MBS < 2,
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Origin Default MBS < 2 MBS < 2, ptcone40 < 3000 MeV
µhad 1183.86 1062.88 (−10.2%) 890.824 (−24.7%)
µprompt 159709 158748 (−0.60%) 146849 (−8.05%)
µτ(→µ) 18927.3 18539 (−2.05%) 17525.3 (−7.4%)
Prompt other 29.583 29.282 (−10.2%) 26.8156 (−9.35%)
Charge mis-ID 2.04261 2.04261 (−0%) 1.92547 (−5.73%)
Table 4.3: Reduction in background and signal after applying new selection cuts. The cut on MBS is
seen to reduce the µhad background without significant impact on signal.
and MBS < 2, ptcone40 < 3 GeV. The reduction in background and signal with these
additional requirements (compared to the nominal selection) is shown in Table 4.3.
Applying these additional selection criteria was shown to have a large impact on the
number of muons from hadron decays without significant impact on the µτ(→µ) contri-
bution. Additional cuts that could reduce the number of muons from hadron decays,
without affecting signal, include a very loose cut on η (e.g. |η| < 2.2) and etcone20 (e.g.
etcone20< 10 GeV).
4.5.3 Summary
A cut requiring MBS< 2 was shown to produce a small improvement on the overall
precision of R(τ/µ), and specifically reduced the number of background muons coming
from pion and kaon decays, by 40% and 50% respectively. This is due to the fact that
when a pion or kaon decays outside the Inner Detector, it is possible that the Inner
Detector track is matched to a lower-momentum Muon Spectrometer track produced by
the resulting muon, resulting in a larger MBS. As such, this cut is retained for the event
selection for the analysis. Whilst ptcone40 and etcone20 were actively considered, cutting
on these parameters would require recalibration of the muon scale factors. Therefore it
was decided not to use these to modify the event selection at this time.
4.5.4 Distribution and effect of cut comparisons
This section shows all plots from the study. As described above, the plots come in two
flavours. The first shows the difference between the shape of the distributions for muons
from hadron decays background and µτ(→µ) signal (here labelled t → τ → µ), whilst
the second shows the reduction in background and loss in signal for 100 evenly-spaced
cut values. Due to the tight isolation requirements already applied to the probe muons,
several of the distributions of discrimination variables show little difference between
µτ(→µ) and µhad. The ranges of the plots were selected to be consistent between variables
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of the same type (e.g. same ranges for all etcone distributions), and to have the same
scales for both the distributions and the effect of cuts plots. The y-axis scales are chosen
to prevent any clipping, and to avoid switching back and forth between logarithmic
scales.
The figures are organised according to the discrimination variables. Figures 4.13 and
4.16 are also shown in the above section for illustration, and included here again for
completeness. The discrimination variables shown are:
• ∆R(`, jet): The distance between the 4-vectors of the probe lepton and nearest jet
of any flavour. Shown in Figure 4.7.
• ∆R(`, b-jet): The distance between the 4-vectors of the probe lepton and nearest
b-jet. Shown in Figure 4.8.
• z0 sin θ: The distance of closest approach in the r-z plane. Shown in Figure 4.21.
• η: pseudorapidity, as described in Section 2.3. Defined as






Shown in Figure 4.9.
• Momentum balance significance (MBS): The significance of the difference in mo-
mentum between the ID and MS standalone measurements, with respect to the
uncertainty on energy lost in the calorimeter system. Shown in Figure 4.13.
The following variables are provided in three cone sizes: ∆R = 0.2, 0.3 and 0.4 around
the object of interest:
• etcone: the transverse energy calculated from the calorimeter cells in the given
cone. Shown in Figures 4.10, 4.11 and 4.12 for each of the cone sizes respectively.
• ptcone: the sum of transverse momenta of the tracks in the given cone. Shown in
Figures 4.14, 4.15 and 4.16 for each of the cone sizes respectively.
• ptvarcone: uses cone size of min(10[GeV]/pT[GeV],∆R). Shown in Figures 4.17
and 4.18 for cone sizes of ∆R = 0.2 and 0.4 respectively.
• topoetcone: the sum of transverse energy of the topoclusters in the given cone.
Shown in Figures 4.19 and 4.20 for cone sizes of ∆R = 0.3 and 0.4 respectively.
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Figure 4.7: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the reduction
in background and loss in signal for the variable ∆R(`, jet). The distributions are very similar in both
cases such that this variable was not considered for further study.



























































Figure 4.8: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the reduction
in background and loss in signal for the variable ∆R(`, b−jet). The distributions are very similar in both
cases such that this variable was not considered for further study.
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Figure 4.9: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the reduction
in background and loss in signal for the variable η. The main differences are in the tails of the distribu-
tions. A loose cut of around η < 2.2 could remove around 10% of background with around a signal loss
of less than 5%.
































































Figure 4.10: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the reduction
in background and loss in signal for the variable etcone20. There is little discriminating power around
etcone20= 0, however there is a clearer difference in the positive tails of the distributions.
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Figure 4.11: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the reduction
in background and loss in signal for the variable etcone30. The distributions are very similar in both
cases such that this variable was not considered for further study.




































































Figure 4.12: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the reduction
in background and loss in signal for the variable etcone40. The distributions are very similar in both
cases such that this variable was not considered for further study.
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Figure 4.13: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the reduction
in background and loss in signal for the variable momentum balance significance. As mentioned in the
previous section, the distributions are quite different between signal and background, with µhad having
a larger tail. A cut of around MBS< 2 was implemented, which reduces background by around 10%,
with only around a 2% loss of signal.




























































Figure 4.14: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the reduction
in background and loss in signal for the variable ptcone20. The distributions are very similar in both
cases such that this variable was not considered for further study.
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Figure 4.15: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the reduction
in background and loss in signal for the variable ptcone30. The distributions are very similar in both
cases such that this variable was not considered for further study.































































Figure 4.16: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the reduction
in background and loss in signal for the variable ptcone40. The tails of this distribution are quite different
between µhad and µτ(→µ), a feature which could be used to reduce background whilst maintaining signal.
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Figure 4.17: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the reduction
in background and loss in signal for the variable ptvarcone20. The distributions are very similar in both
cases such that this variable was not considered for further study.



























































Figure 4.18: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the re-
duction in background and loss in signal for the variable ptvarcone40. The tails of this distribution are
quite different between µhad and µτ(→µ), a feature which could be used to reduce background whilst
maintaining signal.
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Figure 4.19: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the reduction
in background and loss in signal for the variable topoetcone30. The distributions are very similar in both
cases such that this variable was not considered for further study.



























































Figure 4.20: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the reduction
in background and loss in signal for the variable topoetcone40. The distributions are very similar in both
cases such that this variable was not considered for further study.
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Figure 4.21: (a) the difference in shape between µτ(→µ) signal and µhad background and (b) the reduction
in background and loss in signal for the variable z0 sin θ. The distributions are very similar in both cases
such that this variable was not considered for further study.
4.6 Muons from hadron decays background scale factors
Probe muons with significant displacement that come from a source other than t →
bW±(→ τ(µνν)ν) are a primary background to this analysis. The majority of these
muons are produced in heavy flavour (b- and c-)hadron decays, and more rarely by the
decays-in-flight of pions and kaons. There are also very minor contributions from other
Standard Model processes. These background muons are labelled as µhad throughout
this section. The significant displacement of these muons populates the tails of the |dµ0 |
distributions in the region particularly sensitive to the fraction of muons produced via
intermediate tau (µτ(→µ)), making them the most important background at high |dµ0 |.
The estimated contributions of this background are corrected using data. Making use
of a control region for each channel, scale factors are calculated that can be applied
in the full profile-likelihood fit to extract R(τ/µ) as nuisance parameters. This section
describes the calculation of these scale factors.
4.6.1 Control regions
The nominal event selection produces a sample of tt̄ events with a dileptonic final state,
with the two leptons being of opposite charge. Estimating the scale factors of muons
from hadron decays makes use of the fact that these are dominant in a dileptonic tt̄
final state where both leptons are of the same charge, at a similar rate to the signal
region but with much lower µprompt and µτ(→µ) contributions. Therefore, a sample of
same-sign events can be used as a control region to determine the scale factors for the
opposite-sign sample. The scale factors are calculated individually for e-µ and µ-µ, such
that there is a same-sign control region for each channel. The same-sign control regions
103





 5-10 GeVµ-µ  10-20 GeVµ-µ  20-250 GeVµ-µ
Opposite Sign
Simulation
-1=13 TeV, 139 fbs
Figure 4.22: Proportions of probe muons in the opposite-sign signal region that are from hadron decays,
from intermediate tau decays, prompt, or charge-flipped. The largest contributions from µhad are in the
lowest pT bins, where they are a significant background to the µτ(→µ) signal.





 5-10 GeVµ-µ  10-20 GeVµ-µ  20-250 GeVµ-µ
Same Sign
Simulation
-1=13 TeV, 139 fbs
Figure 4.23: Proportions of probe muons in the same-sign control region that are from hadron decays,
from intermediate tau decays, prompt, or charge-flipped. The µhad contributions dominate the same-sign
region in all but the highest pT bin. At higher pT there are prompt contributions arising from tt̄ + V .






























































































































































































































































-1=13 TeV, 139 fbs
 channelµ in e
(had.)
µ probeorigin of 
Figure 4.24: Sources of muons from hadron decays for same-sign (SS) and opposite-sign (OS) e-µ events.
The dominant contributions are seen to come from the decays of charmed and bottom hadrons. There is
a difference in the contributions in the same-sign and opposite-sign regions. The larger charmed meson
contribution in the opposite-sign region arises from a W± decaying to cs̄, as muons produced in the
c decay will have opposite charge to the tag lepton. Little difference is seen between the e-µ and µ-µ





























































































































































































































































-1=13 TeV, 139 fbs
 channelµµ in 
(had.)
µ probeorigin of 
Figure 4.25: Sources of muons from hadron decays for same-sign (SS) and opposite-sign (OS) µ-µ events.
The dominant contributions are seen to come from the decays of charmed and bottom hadrons. There is
a difference in the contributions in the same-sign and opposite-sign regions. The larger charmed meson
contribution in the opposite-sign region arises from a W± decaying to cs̄, as muons produced in the
c decay will have opposite charge to the tag lepton. Little difference is seen between the e-µ and µ-µ
channels, which can be seen by comparing with Figure 4.24.
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produce high purity samples of muons from hadron decays. The proportions of signal
and background muons in the signal and control regions are shown in Figures 4.22 and
4.23.
The composition of probe muons from different sources of hadron decays are shown in
Figures 4.24 and 4.25. These plots show that probe muons produced via heavy flavour
decays dominate, with a higher rate of probe muons produced via charmed meson de-
cays in the opposite-sign signal region compared to the same-sign control region. This
difference is understood, since W±-bosons decay to cs̄ around 30% of the time [32]. The
leptons that are produced in the decay chain of the c-mesons will have the opposite
charge to the lepton from the other W±-boson produced in the initial tt̄ decay, therefore
contributing in the opposite-sign selection. The other primary source of muons from
hadron decays come from the b and b̄ produced in all top quark decays (including any
charmed hadrons produced in their decay chains). These contribute equally to the back-
ground in same-sign and opposite-sign events. It is expected that the contributions will
be the same in both channels, since the probe muon is independent of the tag lepton,
and this is observed in the figures.
4.6.2 Method
The normalisation scale factors are determined using a data-driven method in each of
the e-µ and µ-µ same-sign control regions. The extrapolation from same-sign control
region to opposite-sign signal region is estimated using MC simulated data. In both of
the control regions, at high pµT and low |d
µ
0 |, there are background contributions from
tt̄ + V , and in the e-µ same-sign region there is a background contribution at high pµT
from charge misidentification of the electron. The pµT > 30 GeV region is dominated
by these muons though it is still a small number of events. Before the scale factors are
calculated, the background contributions are separately scaled according to the number
of probe muons with pµT > 30 GeV.




where Nµhad,OSdata is the estimated total number of µhad events in the signal region in data,









where NSSdata is the observed number of same-sign µhad events in data, N
µhad,SS
MC is the is
the number of same-sign events in simulation, and Nprompt,SS,scaledMC is the scaled number















These calculations are performed separately for e-µ and µ-µ. The calculated values and
their inputs are shown in Tables 4.4 and 4.5.
4.6.3 Systematic Uncertainties
The scale factors have systematic uncertainties due to the size of the same-sign dataset,
due to the choice of MC generators used and due to the uncertainty in the subtraction
of other processes in the same-sign control region. These systematic uncertainties are
not calculated on a year-by-year basis, instead they use the full dataset.
The uncertainty due to the choice of MC generator is estimated by using a range of tt̄
Monte Carlo configurations and comparing the total estimated number of muons from
hadron decays using equation (4.3). Eight different configurations are compared against
Powheg+Pythia8-AF2 (ATLAS fast 2). These configurations are the following:
• Powheg+Herwig uses the Herwig v7.04 [104,105], H7UE tune [105], MMHT2014LO
PDF set [153], which is an alternative generator to Pythia8. This varies the par-
ton shower and hadronisation model.
• Powheg+Pythia8-hdamp is the configuration wherein the Powheg hdamp pa-
rameter is varied from 1.5mtop to 3mtop, which varies the resummation scale.
• Final State Radiation up/down (FSR up/down) varies the renormalisation scale
for QCD emission in the FSR up (down) by a factor of 2 (0.5), to vary the FSR
tuning.
• Initial State Radiation up/down (ISR up/down) uses the up or down variation of
the A14 eigen-tune variation [126] of the strong coupling constant (αs), to vary
the ISR tuning.
• µR,F up/down (muRF up/down) varies the factorisation and renormalisation scales
up (down) by a factor of 2 (0.5), in order to simulate changes to the amount of
parton radiation and potential missing higher-order corrections.
The alternate configurations are all generated using the faster ATLAS fast 2 detector
simulation programme (see Section 2.8.2), so Powheg+Pythia8-AF2 is used for com-
parison to avoid folding in the differences between the different simulation types. The
comparison of the estimated µhad yields in data is shown in Table 4.7. The systematic
uncertainty due to top modelling for each channel is taken from the largest difference
as a percentage. The tables showing all input and output values can be found in Ap-
pendix C.1.
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The differences in OS/SS ratios between the Powheg+Pythia8-AF2 and Powheg+
Herwig configurations for each of the different µhad sources is shown in Figures 4.26
and 4.27. Very good agreement is shown in the dominant contributions from b- and
c-hadrons. A small number of sources of µhad have different opposite-sign to same-
sign ratios in the different generators. However the differences are at most 30% and
these are seen in components that contribute only a very small amount (at most a 5%,
as shown in Figures 4.24 and 4.25) to the overall yield of µhad so are not a cause for
concern. Therefore there is no additional uncertainty estimated to account for differences
in composition between the two configurations. The effect of any differences should be
covered by the generator uncertainty for the scale factors, and in by the parton shower
and hadronisation uncertainty for the µhad templates.
The systematic uncertainty due to the subtraction of other processes in the same-sign
control region is estimated by using a number of different pµT cuts and comparing the
scale factors against the nominal scale factor. Four different pµT cuts are used in total:
pµT < 20 GeV, p
µ
T < 30 GeV (nominal), p
µ
T < 40 GeV, and p
µ
T < 50 GeV. The scale factors
are recalculated for each different pµT cut, and the estimated number of µhad events in
data is compared against the nominal estimate. The comparison of the estimated µhad
yield in data is shown in Table 4.8. The systematic uncertainty due to the pT cut for
each channel is taken from the largest difference as a percentage. The tables showing all
input values can be found in Appendix C.2.
Uncertainties on the µhad templates, including top modelling and PDF uncertainties,





























































































































































































































































































































Figure 4.26: OS/SS for each muons from hadron decays background lepton source for e-µ channel for





























































































































































































































































































































Figure 4.27: OS/SS for each muons from hadron decays background lepton source for µ-µ channel for




The normalisation scale factors for the muons from hadron decays background are found
to be 1.39 (1.37) in the e-µ (µ-µ) channel. The values used to calculate these are
summarised in Tables 4.4 and 4.5.
The uncertainties in the e-µ (µ-µ) control region normalisation are 4% (4%) due to the
size of the same-sign dataset; 8% (3%) due to the choice of MC generators used; and
1.0% (1.3%) due to the uncertainty in the subtraction of the other processes in the same-
sign control region. These are summarised in Table 4.6. The estimates of the number
of OS µhad events in data as calculated with the different tt̄ modelling configurations is
shown in Table 4.7, and as calculated with the different pT cuts is shown in Table 4.8.
tag-probe e-µ µ-µ
NSS,promptMC 776.77± 8.41 284.15± 2.80
N
SS,pµT>30GeV
data 666.00± 25.81 309.00± 17.58
N
SS,µhadpµT>30GeV
MC 21.38± 1.67 25.26± 1.88
N
SS,prompt,pµT>30GeV
MC 489.57± 6.71 171.77± 2.06
S 1.32± 0.06 1.65± 0.10
Nprompt,SS,scaledMC 1022.79± 44.75 469.37± 30.14
Table 4.4: Values used for estimation of prompt scale factor, with the resulting scale factor and scaled
number of events.
tag-probe e-µ µ-µ
NSSdata 2699.00± 51.95 2134.00± 46.20
NSS,µhadMC 1207.47± 16.39 1217.88± 15.21
NOS,µhadMC 1767.67± 17.67 1736.61± 16.83
Nprompt,SS,scaledMC 1022.79± 44.75 469.37± 30.14
R 1.39± 0.06 1.37± 0.05
NOS,µhaddata 2453.87± 108.57 2373.64± 87.14
Table 4.5: Values used for estimation of the muons from hadron decays background scale factors, along
with the calculated scale factors and scaled number of events.
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Choice of MC generator Background Subtraction Statistical
e-µ 7.66% 0.96% 4.32%
µ-µ 3.02% 1.32% 3.65%
Table 4.6: Summary of the uncertainties on the normalisation scale factors in the two channels.
111
Configuration NOS,µhaddata ∆ %
e-µ
Powheg+Pythia8 (full-sim) 2453.87± 108.57 n/a n/a
Powheg+Pythia8 (fast-sim) 2546.37± 112.71 n/a n/a
Powheg+Herwig 2643.60± 117.67 −97.22 −3.82%
Powheg+Pythia-hdamp 2502.31± 108.56 44.06 1.73%
FSR up 2616.18± 120.98 −69.80 −2.74%
FSR down 2351.33± 121.22 195.04 7.66%
ISR up 2542.12± 112.58 4.25 0.17%
ISR down 2547.72± 113.47 −1.35 −0.05%
µR,F up 2535.33± 113.23 11.04 0.43%
µR,F down 2541.78± 113.81 4.59 0.18%
µ-µ
Powheg+Pythia8 (full-sim) 2373.64± 87.14 n/a n/a
Powheg+Pythia8 (fast-sim) 2460.66± 91.01 n/a n/a
Powheg+Herwig 2535.72± 94.67 −75.06 −3.05%
Powheg+Pythia-hdamp 2460.46± 90.88 0.20 0.01%
FSR up 2526.98± 97.53 −66.32 −2.70%
FSR down 2396.82± 101.56 63.84 2.59%
ISR up 2442.14± 90.43 18.52 0.75%
ISR down 2473.10± 91.91 −12.44 −0.51%
µR,F up 2469.2± 91.25 −8.55 −0.35%
µR,F down 2444.06± 91.14 16.60 0.67%
Table 4.7: Comparisons of the estimated number of µhad events using each of the different configurations.
The values are compared against the nominal configuration (Powheg+Pythia8) using the ATLAS
Fast-2 (AF2) detector simulation. The nominal configuration using the full ATLAS simulation is also
included for reference. The largest differences are seen with FSR down in the e-µ channel and with
Powheg+Herwig for the µ-µ channel.
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pT cut NOS,µhaddata ∆ %
e-µ
pT > 20 GeV 2476.20± 105.58 −22.32 −0.91%
pT > 30 GeV (nominal) 2453.87± 108.57 0 0%
pT > 40 GeV 2445.24± 113.04 8.63 0.35%
pT > 50 GeV 2477.33± 119.27 −23.46 −0.96%
µ-µ
pT > 20 GeV 2346.96± 86.14 26.68 1.12%
pT > 30 GeV (nominal) 2373.64± 87.14 0 0%
pT > 40 GeV 2370.81± 89.44 2.83 0.12%
pT > 50 GeV 2404.99± 92.22 −31.34 −1.32%
Table 4.8: Comparisons of the estimated number of µhad events using each of the different pT cuts,
for each of the e-µ and µ-µ channels. The values are compared against the nominal configuration
(pT > 30 GeV). The largest differences are seen with pT > 50 GeV in both the e-µ and µ-µ channels.
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4.6.5 Cross-checks
In order to prove the validity of this method, a number of cross checks are performed.
Firstly, the |dµ0 | and p
µ
T distributions of muons from hadron decays are compared in
same-sign events in data. These distributions are estimated in data by subtracting the
estimated (using MC simulated data) contributions coming from µτ(→µ) and prompt
backgrounds, with the prompt backgrounds scaled using equation (4.5). The distribu-
tions are then normalised to unity. A systematic uncertainty due to the choice of MC
generator is applied for these cross-checks. This is estimated in each bin of each his-
togram as the spread of the generators, and this is added in quadrature to the statistical
uncertainty. These comparisons are shown in Figures 4.28, 4.29 and 4.30. Good agree-
ment is seen in the shape of the distribution, giving confidence that the two variables
of interest, pµT and |d
µ
0 | are well modelled by the simulation. This justifies the use of a
scale factor calculated from data, whilst taking the shape in pµT and |d
µ
0 | in simulation.
Figures 4.31 and 4.32 show the |dµ0 | and p
µ
T distributions in the same-sign control region
after the fit to extract R(τ/µ) has been performed, in each of the e-µ and µ-µ channels.
Whilst it is worth noting that the background normalisation scale factors are used as
inputs to the fit (see Section 4.8), the data and MC distributions agree well.
Additionally, the scale factors are calculated for each year of data-taking, as well as sepa-
rately depending on the charge of the probe muon. Figure 4.33 compares the background
scale factors for the muons from hadron decays background in each of the data-taking
periods against the nominal value. Figure 4.34 compares the background scale factors
for the muons from hadron decays background calculated separately according to the
charge of the probe muon, against the inclusive value.
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Figure 4.28: Comparison of distributions of (a) |dµ0 | and (b) p
µ
T in same-sign e-µ and µ-µ events in data
and simulation for the full dataset. The |dµ0 | distributions are not normalised to the bin widths. The
systematic uncertainty in each bin of this histogram is calculated as half the difference between the
highest and lowest MC generator. The χ2 test is performed after adding this systematic uncertainty in
quadrature with the statistical uncertainty. The results of the χ2 test are shown in the legend. This
systematic is applied only to these same-sign distributions for this comparison.
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Figure 4.29: Comparison of distributions of |dµ0 | in same-sign (a) e-µ and (b) µ-µ events in data and
simulation for the full dataset. The distributions are not normalised to the bin widths. The systematic
uncertainty in each bin of this histogram is calculated as half the difference between the highest and
lowest MC generator. The χ2 test is performed after adding this systematic uncertainty in quadrature
with the statistical uncertainty. The results of the χ2 test are shown in the legend. This systematic is
applied only to these same-sign distributions for this comparison.
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Figure 4.30: Comparison of distributions of pµT in same-sign (a) e-µ and (b) µ-µ events in data and
simulation for the full dataset. The systematic uncertainty in each bin of this histogram is calculated
as half the difference between the highest and lowest MC generator. The χ2 test is performed after
adding this systematic uncertainty in quadrature with the statistical uncertainty. The results of the χ2
test are shown in the legend. This systematic is applied only to these same-sign distributions for this
comparison.




















































































Figure 4.31: The probe muon (a) |dµ0 | and (a) p
µ
T distributions in the e-µ channel same-sign µ(hadron
decay) control region, post fit. The calculated µhad scale factor has been applied. The bottom panel
shows the data/MC ratio. The blue bands indicate the systematic uncertainties with the constraints from
the analysis fit of the signal region data applied. Good agreement is seen between data and prediction,
which gives confidence in the method used to calculate the scale factors.
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Figure 4.32: The probe muon (a) |dµ0 | and (a) p
µ
T distributions in the µ-µ channel same-sign µ(hadron
decay) control region, post fit. The calculated µhad scale factor has been applied. The bottom panel
shows the data/MC ratio. The blue bands indicate the systematic uncertainties with the constraints from
the analysis fit of the signal region data applied. Good agreement is seen between data and prediction,

























Figure 4.33: The muon from hadron decays background scale factors calculated in the different data-
taking periods, compared against the inclusive value. Only statistical uncertainties are shown. The




























Figure 4.34: The muon from hadron decays background scale factors calculated exclusively in charge,
compared against the inclusive value. Only statistical uncertainties are shown. The values obtained for
both charges agree well within uncertainties.
4.6.6 Additional cross-check
An additional cross-check was performed in a sub-region of the signal region (i.e. opposite-
sign) with a high proportion of muons from hadron decays. Cutting on the ptcone40
variable is able to produce a relatively pure sample of muons from hadron decays within
the signal region. Good agreement is seen by applying the normalisation scale factors.
This is shown in Figure 4.35.
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(a) e− µ channel, ptcone40> 1 GeV (b) µ− µ channel, ptcone40> 1 GeV
(c) e− µ channel, ptcone40> 2 GeV (d) µ− µ channel, ptcone40> 2 GeV
Figure 4.35: The distribution of |dµ0 | for a region enriched with muons from hadron decays (here labelled
tt(fake). For the ptcone40> 1 GeV (ptcone40> 1 GeV ) region, a scaling of 25% (30%) is applied to
to other muon sources. This is to account for mis-modelling due to stray tracks and pile-up. Good
agreement is seen after the muons from hadron decays scale factors have been applied.
119
4.7 Z background scale factors
The Drell-Yan process [154] is the production of a virtual Z0 boson or photon in hadron
collisions, occurring when a quark of one hadron annihilates with the anti-quark of
another. The dileptonic decays of these Z0 bosons are another primary background of
this analysis. They populate the low |dµ0 | region, where they occupy the same phase space
as t → bW±(→ µν) in the µ-µ channel. The estimated contributions from this process
are corrected using data. Making use of a control region, a scale factor is calculated that
can be applied in the full profile-likelihood fit to extract R(τ/µ) as a nuisance parameter.
This section describes the calculation of this scale factor.
4.7.1 Control Regions
In the nominal selection, resonant Z0(→ µµ) + (b-)jets events are removed by excluding
events with dilepton invariant mass in the range 85 < m(µµ) < 95 GeV. However, the Z0
resonance line-shape is well known, and can be used to compare data and MC. As such,
a control region is defined by dropping this invariant mass requirement, whilst keeping
all other selection criteria the same. This produces a sample with a clear resonant m(µµ)
spectrum. This control region has different criteria compared to the Z0 → µµ calibration
region used in Section 4.4.4, most notably the (b-)jet requirements.
The study is performed using the full dataset and signal and background MC sample.
This is to ensure that the shape of the invariant mass distribution is fully compatible
between data and MC.
4.7.2 Method
A χ2-fit is performed across the invariant mass distribution in the Z0-peak region. The fit
is performed separately for both data and MC over the range 50 < m(µµ) < 140 GeV. A
Voigt profile [155] (a convolution of a Breit-Wigner and a Gaussian) is used for the Z0 →
µµ resonance and a third-order Chebychev polynomial is used for all other processes.
The Breit-Wigner component of the Voigt profile describes the Z0 → µµ resonance, and
the Gaussian component describes the detector resolution. The Chebychev polynomial
provides a smooth background to the resonant part of the m(µµ) spectrum.
The fit is configured using the RooFit toolkit for data modelling [156]. This provides a
Voigt profile with the following parameters:
• Decay width (ΓZ0)
• Central value of the peak corresponding to both the Z0 mass and Gaussian mean
of the resolution
• Gaussian width (σ)
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Parameter Starting value
NV and NC 1.
All Chebychev coefficients 0
The central value of the peak 90 GeV
The Gaussian width (σ) 5 GeV
Z0 decay width ΓZ0 ΓZ0 = 2.4952 GeV
Table 4.9: The parameters and their starting values used in the fit. All parameters apart from the Z0
decay width are free-floating in the fit.
The Chebychev polynomial is provided with four coefficients. Both functions take the
invariant mass (m(µµ)) as input. The Voigt profile (V (m)) and Chebychev polynomial
(C(m)) are combined as a composite model probability density function (p.d.f.) (M(m))
as:
M(m) = NV V (m) +NCC(m)
where NV and NC refer to the number of events in the Voigt profile and the Chebychev
polynomial respectively. During a χ2-fit, the probability density of the composite model
is scaled by the number of events in the data or MC sample to obtain the fit function.
The χ2-fit is performed with all parameters free-floating, except for the Z0 decay width.
These parameters and their starting values are shown in Figure 4.9. The Z0 boson decay
width is fixed to a value corresponding to the PDG average [32]. The fit begins with only
NV and NC free-floating, with the other free parameters released iteratively and the fit
re-performed after each iteration. The fitted distributions are shown in Figure 4.36.
The scale factor is then simply the ratio of the number of events in the Voigt profile in










The systematic uncertainty on RZ0 due to the choice of fitting function is estimated by
varying the fitting function. This systematic uncertainty is not calculated on a year-
by-year basis, instead they use the full dataset. Three combinations of Voigt profiles
and Crystal ball functions were investigated: Single Crystal Ball, Double Voigt, Crystal
Ball + Voigt. The largest difference between alternative fitting configuration and the
nominal is taken as the systematic uncertainty.
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(b) Simulation
Figure 4.36: The invariant mass distribution in the Z0 → µµ control region used to extract the Z0(→
µµ) + (b-)jets scale factor, in (a) data and (b) simulation. The solid line represents the sum of the
fitted Voigt profile and 3rd-order Chebychev polynomial, whilst the dashed line represents the 3rd-order
Chebychev polynomial only.
For the Double Voigt and Crystal Ball + Voigt, a composite p.d.f. is made with two
Voigt profiles and a Crystal Ball and Voigt profile respectively. The fits are configured
in the same way as the nominal fit, with a 3rd-order Chebychev polynomial describing
all processes other than the Z0 resonance. The parameters are progressively freed and
the fit repeated as this happens.
A comparison of the resulting RZ0 obtained using the different configurations is shown
in Table 4.10.
4.7.4 Results
The normalisation scale factor obtained is
RZ0 = 1.3602± 0.0111(stat)± 0.0102(syst).
It is not concerning that the ratio is significantly away from unity, since the rate of Z0
with additional heavy flavour jets is being measured, where the cross-section is not well
known (though this scale factor should not be considered a cross-section measurement).
A similar deviation is observed in the ATLAS Z0(→ µµ) + b-jets measurement [157]
when accounting for the different jet momenta (see, for example, the red curve Figure 8
of Ref. [157]). The largest difference in RZ0 in the different fitting configurations was
with the double Voigt fit, hence this is applied as the systematic uncertainty.
The scale factor is also applied to the Z0(→ ττ) + (b-)jets background, though with an
uncertainty of 5%. This has very little impact on the uncertainty of R(τ/µ), such that
the analysis is not sensitive to the Z0(→ ττ) + (b-)jets cross-section.
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Figure 4.37: The invariant mass distribution in the Z0 → µµ control region used to extract the Z0(→
µµ) + (b-)jets normalisation, with the calculated scale factor applied. The bottom panel shows the
data/MC comparison. The blue bands indicate the systematic uncertainties with the constraints from
the analysis fit of the signal region data applied. Good agreement is seen between data and prediction
which gives confidence in the method used to calculate the scale factor.
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Configuration RZ0 |Difference|
Single Voigt (nominal) 1.3602± 0.0111(stat) 0
Single Crystal Ball 1.3585± 0.0153(stat) 0.0017
Double Voigt 1.3704± 0.0232(stat) 0.0102
Voigt + Crystal Ball 1.3523± 0.0535(stat) 0.0079
Table 4.10: The Z0(→ µµ) + (b-)jets scale factors obtained using different fitting configurations. The
largest differences are at the percent level which gives confidence in the fitting procedure. The largest
difference compared to the nominal is seen with the double Voigt configuration, where the absolute
difference is 0.00102. This is then the estimated systematic uncertainty on RZ0 .
4.7.5 Cross-checks
This result is primarily validated in two ways. Firstly, the same method is applied to
extract the Z0(→ ee) + (b-)jets scale factor. The fitted invariant mass distribution is
shown in Figure 4.38. The scale factor obtained is
R
(e)
Z0 = 1.3074± 0.0137(stat)± 0.00106(syst).
This is around 2σ away from the muon result. Secondly, data-MC agreement is assessed
after the fit has been performed. This is shown in Figure 4.37. The agreement is shown
to be very good.
A comparison of the resulting RZ0 obtained using the different configurations is shown
in 4.10. This is used to estimate the systematic uncertainty due to choice of fitting
function.
The result is additionally validated individually in each year of data-taking, and sepa-
rately based on the charge of the probe muon. Figure 4.40 compares the Z0(→ µµ) +
(b-)jets background scale factor in each of the data-taking periods against the nominal
value. Figure 4.39 compares the background scale factor for the Z0(→ µµ) + (b-)jets
background separately according to the charge of the probe muon, against the inclusive
value.
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Figure 4.38: The invariant mass distribution in the Z0(→ ee) + (b-)jets control region used to extract
the Z0(→ ee) + (b-)jets scale factor, in (a) data and (b) simulation. The solid line represents the sum
of the fitted Voigt profile and 3rd-order Chebychev polynomial, whilst the dashed line represents the
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Figure 4.39: The Z0(→ µµ) + (b-)jets background scale factors calculated exclusively in charge. Only
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Figure 4.40: The Z0(→ µµ) + (b-)jets background scale factors calculated in the different data-taking
periods, compared against the inclusive value. Only statistical uncertainties are shown. Good agreement
is seen for 2015+16 and 2017, though in 2018 the value is higher.
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4.8 Fit procedure
In this analysis, the parameter of interest, R(τ/µ), is extracted using a profile likelihood
fit. ATLAS’s TRExFitter package is used for this.
4.8.1 Profile likelihood fitting
A profile likelihood fit is a statistically meaningful way of including systematic uncer-
tainties in a maximum likelihood fit. A global likelihood function is constructed that
includes all bins and fit parameters used in the measurement. The configuration of the
fit is such that a negative-log-likelihood minimisation is performed with several unknown
parameters, the parameter of interest (R(τ/µ)) and systematic uncertainties included
as nuisance parameters θ. The likelihood function is defined in the standard way for a
binned likelihood fit. Each bin in each measurement region is described by a Poisson
distribution, and the likelihood function is simply the product across all bins, with a
probability density function for systematics:







G(θ0j |θj) is a Gaussian prior that requires continuous interpolation between variations
and nominal templates.
The fit is set up with two floating parameters: k(tt̄) and the parameter of interest
R(τ/µ). k(tt̄) is the ratio of the normalisation of both the µprompt and µτ(→µ) components
of the tt̄ and Wt processes to the total predicted events (using the theoretical cross
sections). R(τ/µ) only affects the µτ(→µ) components. It therefore controls the relative
contributions of the µprompt and µτ(→µ) templates – it is the ratio of the two.
The normalisation scale factor for the muons from hadron decays background is not a
free floating parameter, rather it is treated as a nuisance parameter. It has a nominal
value and 1σ uncertainty as derived in Section 4.6.
The normalisation scale factor for the Z0(→ µµ) + (b-)jets background is not a free
floating parameter, rather it is treated as a nuisance parameter. It has a nominal value
and 1σ uncertainty as derived in Section 4.7.
The other backgrounds are much smaller, so do not require data-driven normalisation
scale factors. They are instead normalised to their higher order cross-section and treated
as nuisance parameters with 1σ uncertainties given by the uncertainties on these higher
order cross sections.
Additional sources of uncertainty arising from shape and acceptance effects are also
treated as nuisance parameters in the fit.
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4.8.2 Fit configuration
The fit uses three pµT bins: p
µ
T = 5-10 GeV, p
µ
T = 10-20 GeV and p
µ
T = 20-250 GeV. Each
pµT bin is divided into eight |d
µ
0 | bins, with boundaries |d
µ
0 | = [0, 0.01, 0.02, 0.03, 0.04, 0.06,
0.09, 0.15, 0.5] mm. There are two channels (e-µ and µ-µ), therefore the 2-D fit has
3× 8× 2 = 48 bins in total.
The three pµT regions were selected to have significantly different compositions of µprompt,
µτ(→µ) and µhad. The low and middle pµT bins are most sensitive to the µτ(→µ) component
whilst the highest bin is most sensitive to the µprompt component. The lowest bin has
the highest background contribution from muons from hadron decays, whilst the highest
bin has almost none.
The eight |dµ0 | bins were also optimised to have varying compositions, but also to ensure
it is easy to get good convergence in the fit. Finer binning could improve sensitivity to
R(τ/µ), however it can overcomplicate the fit and make it harder to get good conver-
gence.
4.8.3 Blinding procedure
The analysis was developed blind to the central value of parameter of interest R(τ/µ).
The uncertainty on R(τ/µ) was not blinded. The analysis procedure, including all inputs
to the fit such as the calibration and background normalisation scale factors, were all
finalised before R(τ/µ) was unblinded. The fit was developed using Asimov data before
being finalised using real data but keeping R(τ/µ) blinded.
After unblinding, the fit result was validated by performing the fit in separate regions:
separately in each of the e-µ and µ-µ channels, in the charge of the probe muon, and in
the data taking period. This ensures that the result is robust.
4.9 Systematic Uncertainties
This section describes the systematic uncertainties with the largest impact on R(τ/µ).
Many of the systematic uncertainties are correlated between the µτ(→µ) and µprompt
templates. This means that they mostly cancel in the calculation of R(τ/µ). These
include uncertainties due to jet reconstruction, flavour tagging and trigger efficiencies.
The remaining uncertainties are due to the transverse impact parameter calibration,
background scale factors, modelling and reconstruction. The ones with significant impact
are described below.
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4.9.1 Transverse impact parameter calibration uncertainties
The templates for prompt muons include the calibrated |dµ0 | distributions, described
in Section 4.4.4. There is an uncertainty on these templates due to the fact they are
derived using a Z0 → µµ calibration region, but the measurement uses the tt̄ signal
region. This means that there are differences in the hadronic environment around the
probe muons used for the calibration and measurement respectively. The full shape
information might not be fully encapsulated in the templates due to coarse binning in
pµT and η. This means that small biases are present in the template distributions. The
size of the bias can be estimated from the full difference between the |dµ0 | templates
from Z0 and tt̄ in simulation. The uncertainty is then split into a “core” component
corresponding to the region |dµ0 | < 0.05 mm, and a “tail” component corresponding to
the region |dµ0 | > 0.05 mm. This prevents the data from over constraining the uncertainty
using the full |dµ0 | distribution.
The templates for non-prompt (µτ(→µ) and µhad) muons include the calibrated resolution,
described in Section 4.4.4. This method is not statistically limited. The differences
between data and MC are understood to arise from the beamspot size at high pµT, as well
as material, alignment and modelling at low pµT. An uncertainty is applied as half the full
correction symmetrised. This is around five times the size of the statistical uncertainty of
the correction and is therefore considered highly conservative. This uncertainty has little
impact on R(τ/µ), therefore a less conservative uncertainty is not currently motivated.
The uncertainty on the |dµ0 | calibration for prompt muons accounts for around has a
large impact on R(τ/µ) (around 35% of the total, excluding correlations), whilst the
uncertainty on the |dµ0 | resolution calibration for non-prompt muons has less impact
(around 16% of the total, excluding correlations).
4.9.2 Background scale factor uncertainties
There are systematic uncertainties due to the calculation of the background scale factors.
The estimation of these uncertainties are described for muons from hadron decays in
Section 4.6.3 and for Z0(→ µµ)+(b-)jets in Section 4.7.3. The Z0(→ µµ)+(b-)jets scale
factor is also applied to the Z0(→ ττ) + (b-)jets background, with a 5% uncertainty.
The uncertainty due to the muons from hadron decays background scale factors has
more impact on R(τ/µ) than the uncertainty due to the Z0(→ µµ)+(b-)jets scale factor.
This is mainly due to the fact that the µhad background dominates at larger |dµ0 | values,
occupying the same phase space as the µτ(→µ) contribution. The Z0(→ µµ) + (b-)jets
background, however, dominates at lower values of |dµ0 |, in the same phase space as the
very large µprompt contribution.
There are also differences due to the methods used to calculate the scale factors. The
control region used to calculate Z0(→ µµ) + (b-)jets scale factor has high statistics and
the resonance peak in the invariant mass distribution is well described by a Voigt profile.
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Uncertainty Variation
Initial- and final-state radiation A14 eigen-tune variations [126] of the strong
coupling constant (αs)
Missing higher-order QCD correc-
tions
Factorisation and renormalisation up or
down by a factor of 2 (multiplied or divided)
Resummation scale uncertainty Powheg hdamp parameter varied from 1.5
to 3 mtop
Parton shower and hadronisation
model
Herwig v7.04 [104, 105], H7UE tune [105],
MMHT2014LO PDF set [153]
Top pT spectrum Symmetrised effect of removing the NNLO
in QCD NLO in EW in top pT reweighting.
Table 4.11: Different generator configurations used to estimate systematic uncertainties due to modelling.
Therefore, the number of events in the peak can be precisely determined. The muons
from hadron decays background scale factors are dependent on the tt̄ modelling and have
fewer statistics, meaning there is a greater uncertainty on the number and distribution
of events used to calculate the scale factors.
The muons from hadron decays scale factor uncertainty has a large impact on R(τ/µ)
(around 26% of the total, excluding correlations) and the Z0(→ µµ)+(b-)jets scale factor
uncertainties have less impact (around 8%, excluding correlations).
4.9.3 Modelling uncertainties
Uncertainties due to modelling of MC simulated samples are derived. The most signifi-
cant of these are due to the tt̄ modelling, which affect both signal (µprompt and µτ(→µ))
and background (µhad) contributions. The combined yields of the signal contributions
are allowed to float in the fit, but the pµT and |d
µ
0 | distributions depend on the generator
setup, meaning different generators lead to different yields in each bin of the templates
for µprompt and µτ(→µ) contributions. The templates for muons from hadron decays also
have an uncertainty due to changes in the muon pµT modelling, and relative fractions of
muon from different sources. These in turn affect the |dµ0 | distribution. In all of these
cases, the uncertainties are estimated using several different generator variations. These
are described in Table 4.11. The effects on both of the signal contributions are consid-
ered correlated, but the effects on muons from hadron decays are treated separately. The
parton shower and hadronisation uncertainty is separated into four nuisance parameters
in the fit, corresponding to low, medium and high probe-muon pµT, with the high p
µ
T split
into normalisation and shape components.
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As mentioned in Section 4.3.2, the tt̄ MC samples are reweighted to NNLO in QCD
and NLO in EW in pT of one of the top quarks, in order to improve modelling of the
lepton pT spectrum. The systematic uncertainty due to this method is estimated as
the symmetrised difference between applying and not applying the correction. This
uncertainty has little impact on R(τ/µ).
Other background processes not mentioned in this section are normalised to their higher
order cross-section and treated as nuisance parameters with 1σ uncertainties given by
the uncertainties on these higher order cross sections.
The uncertainty due to the choice of parton distribution function (PDF) is estimated by
following the recommendation procedure. The measurement is repeated with 30 different
variations of PDF which are defined by the PDF4LHC15 set [127], and the quadrature
sum of R(τ/µ) is determined for the different PDFs. The resulting variation of R(τ/µ)
is 0.04%.
The tt̄ modelling uncertainties have a very large impact R(τ/µ). The parton shower
variations are the dominant modelling uncertainties (around 33% of total, excluding
correlations).
4.9.4 Instrumentation uncertainties
The measurement of R(τ/µ) using tau to muon decays relies on precise muon iden-
tification and reconstruction. This means that the uncertainties on muon efficiency
corrections have significant impact on R(τ/µ). The corrections are applied as pT de-
pendent scale factors that correct MC to data. This means that they affect µprompt
and µτ(→µ) components differently, which has an effect on the measurement of R(τ/µ).
The muon efficiencies are determined in dimuon (Z0 → µµ and J/ψ → µµ) data and
MC using a tag and probe method [86]. The pT dependent scale factors are applied to
MC to account for differences in efficiency between data and MC. The uncertainty on
these scale factors are included in the analysis. The uncertainty on muon isolation has
the third-highest impact R(τ/µ) (around 30% of total, excluding correlations) and the
uncertainty on low pT muon identification scale factors has the fourth-highest impact
(around 28% of total, excluding correlations).
The uncertainties due to pile-up modelling also have an impact on R(τ/µ). These are
estimated by reweighting MC samples to change the amount of pile-up. The impact on
R(τ/µ) is mostly due to the residual effect on pT modelling. The impact on R(τ/µ) due
to pile-up modelling is around 16% of total, excluding correlations.
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Figure 4.41: Pre-fit |dµ0 | distributions for data and MC. The background scale factors have already
been applied. The bottom panel shows the ratio of the data to the expectation, with the blue bands
representing the uncertainty. The tt̄ normalisation uncertainty is not included as this is a free-floating
parameter in the fit. Data and prediction are seen to agree within the uncertainties.
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Figure 4.42: Post-fit |dµ0 | distributions for data and MC. The bottom panel shows the ratio of the data to
the expectation, with the blue bands representing the uncertainty. After the fit, the agreement between
prediction and data is seen to improve.
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4.10 Results
Figures 4.41 and 4.42 show the pre- and post-fit |dµ0 | distributions respectively, in the six
signal regions for data and MC. The separation between the µprompt, µτ(→µ) and µhad
components can be clearly seen in the different pµT regions. The µprompt contributions
dominate at low values of |dµ0 | whilst the µτ(→µ) contributions dominate at high |d
µ
0 |.
There are also significant contributions from muons from hadron decays at high |dµ0 |,
however these mainly contribute only at low pµT. The pre-fit distributions already show
good agreement between data and MC, and this is improved after the fit.
The quality of the fit of expected distributions in MC to observed distributions in data
can be quantified with a goodness of fit metric. Here, this is defined as twice the negative
log-likelihood relative to a fit performed assuming the pre-fit expectation per degree of
freedom. Averaged across all bins, this has a value of 1.11, which corresponds to a p-value
of 0.29.
Biasing of the result was minimised by following the blinding procedure described in
Section 4.8. The robustness of the result was ensured by checking that the extracted
value of R(τ/µ) is consistent across different sub-regions of the signal region. The
different sub-regions are the channel (e-µ or µ-µ), the different kinematic bins, different
data-taking periods and the charge of the probe muon. In the cases of the different
channels, data-taking periods and charge of the probe muon, the background scale factors
are calculated for these specific sub-regions. The comparisons to the nominal result are
shown in Section 4.10.1.
The total systematic uncertainty on R(τ/µ) is 0.0109. This includes the uncertainty
on the branching ratio Br(τ → µνν). The statistical uncertainty arising from the size
of the dataset is 0.007. A categorised breakdown of the different contributions to the
total uncertainty is shown in Table 4.12. The leading impacts come from imperfect
knowledge of the tail of the |dµ0 | distributions, the parton shower and hadronisation
model uncertainty and the muon selection uncertainties. This is shown in Figure 4.43.
The best-fit observed value of the parameter of interest, R(τ/µ), is:
R(τ/µ) = 0.992± 0.013[±0.007(stat)± 0.011(syst)],
which is the most precise measurement of this parameter to date. This result is in very
good agreement with the Standard Model assumption of equal couplings for different
lepton flavours and provides good evidence for the hypothesis of Lepton Flavour Uni-
versality. The result is shown in comparison to the previous LEP result in Figure 4.44.
The present result differs from the LEP result, which had shown some tension with the
Standard Model expectation, with agreement at the level of 2.7 standard deviations.
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Source Impact on R(τ/µ) Impact as %
Prompt |dµ0 | templates 0.0038 35%
µ(prompt) and µ(τ→µ) parton shower variations 0.0036 33%
Muon isolation efficiency 0.0033 30%
Muon identification and reconstruction 0.0030 28%
µ(had.) normalisation 0.0028 26%
tt̄ scale and matching variations 0.0027 25%
Top pT spectrum variation 0.0026 24%
µ(had.) parton shower variations 0.0021 19%
Monte Carlo statistics 0.0018 17%
Pile-up 0.0017 16%
µ(τ→µ) and µ(τ→µ) |dµ0 | shape 0.0017 16%
Other detector systematic uncertainties 0.0016 15%
Z0(→ µµ) + (b-)jets normalisation 0.009 8%
Other sources 0.0004 4%
Br(τ → µντνµ) 0.0023 21%
Total systematic uncertainty 0.0109 –
Data statistics 0.0072 n/a
Total 0.013 –
Table 4.12: A list of the different sources of uncertainty. The impact as a percentage is calculated as
the impact as a fraction of the total systematic uncertainty, which will sum to more than 100% due to
correlations.
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Figure 4.43: The ranked impacts of the different systematic uncertainties on the parameter of interest,
R(τ/µ).
135





 = 13 TeV, 139 fbs
LEP (Phys.Rept. 532 119)




Figure 4.44: Measured value of R(τ/µ), shown in comparison to the previous LEP result. The result
obtained in this analysis shows good agreement with the Standard Model assumption of unity.
4.10.1 Cross checks
The robustness of the result was ensured by calculating R(τ/µ) independently in several
sub-regions of the signal region. Figure 4.45 shows the values of R(τ/µ) calculated in
each of the data-taking periods. Figure 4.46 shows the values of R(τ/µ) when the profile
likelihood fit is performed independently for negative and positive probe muons. The
values of R(τ/µ) calculated individually in the two channels is shown in Figure 4.47.











Figure 4.45: The nominal result (bottom) compared with the independent fits using only data from
2015+2016, 2017 and 2018 respectively. Good agreement is seen for the values obtained in each of the
data-taking periods.
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Figure 4.46: The nominal result (bottom) compared with the independent fits using only negatively
(top) and positively (bottom) charged probe muons. The theory uncertainties are computed using the
charge-inclusive sample, and the |dµ0 | templates are also formed inclusive of charge. Good agreement is
seen.













Figure 4.47: The nominal result (bottom) compared with the independent fits using only the µ-µ channel
(top) and e-µ channel (middle). A single fit is performed using the same correlation model as the nominal
fit, but using two parameters of interest for R(τ/µ), one for each of the e-µ and µ-µ channels. Good
agreement is seen between both channels.
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4.11 Conclusions
The conclusions are split into two sections. The first presents the conclusions of the
analysis as a whole, and the second more specifically reiterates the conclusions of the
author’s research and findings.
4.11.1 Conclusions of the analysis as a whole
Lepton Flavour Universality refers to the Standard Model assumption of universal lepton
couplings to the vector bosons. This is a notable feature of the Standard Model, since
leptons could also experience individual couplings. It is tested by comparing the decay
rates of (semi-)leptonic processes that differ only in lepton flavour. A measurement
deviating from this identity would be unambiguous evidence of new physics.
A measurement of
R(τ/µ) = Br(W± → τν)/Br(W± → µν)
has been presented here. The measurement was performed in the dileptonic decay modes
of tt̄ events, from a dataset corresponding to an integrated luminosity of 139 fb−1 of pp
collision data recorded with the ATLAS detector at the LHC. This analysis provides the
most precise measurement of R(τ/µ) to date, which tests the fundamental assumption
of the universality of the couplings of taus and muons to the W± boson in the Standard
Model.
The best-fit observed value of R(τ/µ) is:
R(τ/µ) = 0.992± 0.013[±0.007(stat)± 0.011(syst)].
This agrees well with the Standard Model prediction.
This result reaches an unprecedented precision, surpassing the previous LEP result by
a factor of two. It also sheds new light the long-standing 2.7σ deviation observed by
LEP described in Section 1.3.3. This is notable due to the fact that such precision mea-
surements have long been considered impossible in the complex environment of hadron
collisions. This result is complementary and timely in the context of the recent ob-
servations of possible non-universal lepton couplings in b-hadron decays, such as those
described in Section 1.3.2. The result is shown in comparison to previous tests of Lepton
Flavour Universality using W± boson decays in Figure 4.48.
The previous LEP result showed some tension with the Standard Model assumption of
universal couplings of taus and muons to W± bosons, whilst the result of this analysis
does not. The previous LEP result is derived from the calculation of the total W±-pair
production cross section measurement using the full LEP dataset which comprises many
different centre of mass energies, using many more channels (including hadronic tau
decays), as well as using event selections from four different experiments. Furthermore,
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Figure 4.48: Measured value of R(τ/µ), shown in comparison to previous tests of Lepton Flavour Uni-
versality using W± boson decays. The precision of the measured values has improved over time.
it is much more statistically limited. Taking all this into account, understanding why the
two results differ in agreement with the Standard Model assumption is purely speculative.
In the first instance, it could be a statistical fluctuation. A difference to expectation with
a significance of 2.7σ would correspond to a probability of slightly less than 1% for such
an occurrence. Alternatively, it might not be impossible that hadronic reconstruction
uncertainties are underestimated.
Possibilities for future study include the test of LFU between taus and electrons. This
was not included in this round of the analysis due to the fact that electrons require a
different treatment compared to muons. For example, new |de0| calibrations would be
required. Additionally, electrons are much more susceptible to misidentified charge.
This means that the method for deriving the non-prompt background scale factors
would either require modification or an entirely new method would be used. Includ-
ing electrons would also allow for the combined test of taus against both light leptons
(2Br(W± → τν)/(Br(W± → µν) + Br(W± → eν))). Another possibility for further
study would be changing the event selection to include events with one b-tagged jet,
which would increase sensitivity. This region sees increased background contributions
(see, for example, Ref. [56]), so constraining these backgrounds would be particularly
important here.
As described in Section 2.10, ATLAS is preparing for Run-3 and, later, the High Lu-
minosity LHC (HL-LHC). This analysis would benefit from the additional statistics in
Run-3, with improvements to the Muon Spectrometer ensuring good muon identifica-
tion and reconstruction in spite of the higher event rate [158]. The planned ITk for
HL-LHC may impact the resolution of low pT muon tracks, since the innermost layer
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of the proposed ITk will be slightly further away than the existing IBL, however the
resolution of higher pT tracks will be improved due to larger longitudinal pixel size to
be used in the ITk [10]. Other than this, tracking performance should either be similar
or improved compared to what has been seen in Run-2, in spite of the massive pile-up,
with the benefit of significantly higher statistics.
4.11.2 Conclusions of the author’s research and findings
Selection optimisation
The selection optimisation described in Section 4.5 resulted in modification of the selec-
tion criteria to exclude probe muons with momentum balance significance greater than
two. This was to constrain muons produced in the decays in flight of pions and kaons
by around 40% and 50% respectively. This was decided after it was shown that the cut
improved the expected precision on R(τ/µ) by a small amount.
Given more time, a more elaborate study could be performed. This could include more
parameters useful in discriminating low pT signal and background muons, in particular
those described in Ref. [159]. These parameters could be used in a multi-variate analy-
sis that also includes standard discrimination variables in order to identify background
muons, for example. A similar, but separate, study could be performed for probe elec-
trons if these are included in the analysis. The studies could be performed in different
bins according to the number of b-tagged jets should the 1-b-tag region be included.
Muons from hadron decays scale factors
The calculation of the muons from hadron decays background scale factors described in
Section 4.6 resulted in scale factors of 1.39 ± 4.32%(stat) ± 7.66%(gen) ± 0.96% (back-
ground subtraction) and 1.37± 3.65%(stat)± 3.02%(gen)± 1.32% (background subtrac-
tion) for e-µ and µ-µ respectively. It is not concerning that these scale factors deviate
significantly from one. This is due to the fact that the topology of the muons from heavy
flavour decays that pass the tight isolation criteria applied here is somewhat complicated,
and as such hard to simulate. Therefore a scale factor far from one is not unexpected.
The difference in size of the generator uncertainty can be attributed to the fact that
the e-µ channel includes a contribution from electrons with misidentified charge. This is
not modelled consistently across different generator configurations. The uncertainty on
these scale factors have a relatively large impact on the measured value of R(τ/µ) (26%
of total, excluding correlations). This could be improved by reducing the background
contributions in the signal region, as per the selection optimisation studies described
above.
This method would require some modification if pursuing some of the potential future
analysis goals described in the above section. In the case of including probe electrons
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in the analysis, this method would have to be modified to include charge misidentified
probe electrons, which occur at a much higher rate compared to muons. The 1-b-tag
jet regions include higher background contributions. Therefore, the method could be
modified to calculate scale factors in different bins according to the number of b-tagged
jets.
Z background scale factors
The calculation of the Z0(→ µµ)+(b-)jets scale factor described in Section 4.7 resulted in
a scale factor of 1.3602±0.0111(stat)±0.0102(syst). The scale factor is significantly larger
than one, however this is not concerning. This is due to the overall yield of Z0(→ µµ) +
(b-)jets. A similar discrepancy has been observed in Ref. [157]. The uncertainty on this
scale factor does not have significant impact on R(τ/µ). Whilst the Z0(→ µµ) + (b-)jets
background is statistically larger than the muons from hadron decays background, the
former dominates at low |dµ0 |, in the same phase space as the numerous prompt muons.
Muons from hadron decays dominate at low pµT and high |d
µ
0 |, in the same phase space
as muons from tau decays.
The Z0(→ ee) + (b-)jets scale factor is already calculated alongside the Z0(→ µµ) +
(b-)jets scale factor, where it provides a valuable cross-check. Therefore, the method
would not need to be modified to include probe electrons. The scale factors could be
calculated in different bins according to the number of b-tagged jets, should the 1-b-tag




This section provides a summary of the thesis with a focus on the author’s research and
findings. This is divided into two parts: first, a summary of improvements to vertex
reconstruction in ATLAS, second, a summary of the test of Lepton Flavour Universality
using leptonic tau decays in top quark decays.
The ATLAS detector at the LHC was described in Chapter 2. Both the collider and
detector are formidable pieces of equipment forged through international collaboration.
Without the great teamwork that has built the LHC and ATLAS, as well as the software
framework to analyse the impressive dataset, the author’s contributions described in
this thesis would not be possible. The author has contributed to this effort by making
improvements to the primary vertex reconstruction strategy used in ATLAS. This is
described in Chapter 3. The main focus of this work was the Adaptive Multi-Vertex
Finder (AMVF), with some additional focus on the Gaussian density seed finder. The
author’s research and findings worked on optimising the AMVF and seed finder setup,
including identifying and fixing issues in the logic of the vertex fitting strategy. This
involved modification of the simulated annealing setup, introduction of a significance-
based track assignment cut, as well as a variable longitudinal constraint for the vertex
fit. Performance gains were observed in almost all physics metrics used to quantify
performance, which are especially significant at the high pile-up densities expected in
Run-3 and beyond.
As introduced in Chapter 1, Lepton Flavor Universality (LFU) refers to the Standard
Model assumption of universal lepton couplings to the vector gauge bosons. This is a
notable feature of the Standard Model, since the different generations of leptons could ex-
perience individual, or non-universal, couplings. The assumption is experimentally veri-
fied to high precision across a wide range of momentum transfer, in both neutral current
(involving a Z0 boson) and charged current (involving aW± boson) interactions. The no-
table exceptions include the previous LEP averages of Br(W± → `ν) (` = τ, µ, ν), where
tau-muon (tau-light-lepton) universality was in agreement with the Standard Model at
the 2.7σ (2.6σ) level, as well as the recent so-called “flavour anomalies” seen in b-factory
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experiments. These tests of LFU neither conclusively agree nor disagree with the Stan-
dard Model prediction and are therefore possible hints of new physics. LFU could be an
accidental low-energy effect, with the different generations of leptons exhibiting different
properties at higher energies, as indicated by their different masses. Thus, further study
is well motivated.
If the central value of the LEP result were reproduced, it would need a measurement
with a precision of less than two percent to confirm that it points to new physics. As
demonstrated in Chapter 4, such a measurement has been possible in ATLAS, using the
W± bosons produced in the numerous tt̄ decays recorded there. The ratio of branching
ratios
R(τ/µ) = Br(W± → τν)/Br(W± → µν)
was measured in order to test the assumption of Lepton Flavour Universality between
taus and muons. The measurement was performed in dileptonic decay modes of tt̄ events,
using a dataset corresponding to 139 fb−1 of pp collision data recorded with the ATLAS
detector at the LHC during Run-2.
The author contributed to this result with his own research and findings. The conclusions
of these contributions are summarised in more detail in Section 4.11.2. This includes
the event selection optimisation described in Section 4.5. Here, the author investigated
improving discrimination between signal and background by modifying the event selec-
tion with additional cuts on discrimination variables. This resulted in the inclusion of a
cut requiring the Momentum Balance Significance to be less than two. This cut reduces
the number of muons from hadron decays produced in the decays-in-flight of pions and
kaons by 40% and 50% respectively.
Another contribution is the calculation of background scale factors. The first set of these
is described in Section 4.6, which scale the muons from hadron decays background. The
calculation of these scale factors make use of a same-sign signal region in each of the e-µ
and µ-µ channels. These control regions contain a relatively pure sample of muons from
hadron decays, at a similar rate as observed in the signal region. Systematic uncertain-
ties on these method were estimated by varying the MC generator configurations, by
modifying the pµT cut used in the prompt-background subtraction, and from the statis-
tical size of the MC dataset. The robustness of the method was demonstrated through
numerous cross-checks. The calculation of the scale factor for the Z0(→ µµ) + (b-)jets
background is described in Section 4.7. This makes use of a Z0(→ µµ) + (b-)jets control
region, which has the same selection criteria as the signal region but with the Z0 veto
cuts dropped. The scale factors are calculated by fitting a Voigt profile to the Z0 reso-
nance in the invariant mass distribution in both MC and data. The number of events in
the Z0 peak are extracted and used to scale the contributions in MC to what is observed
in data. Systematics are estimated by using alternate functions to fit the Z0 peak and
comparing the difference in the central value of the scale factor.
The result of the analysis as a whole, the best-fit observed value of R(τ/µ), is:
R(τ/µ) = 0.992± 0.013[±0.007(stat)± 0.011(syst)].
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which agrees well with the Standard Model prediction of unity. This result reaches an
unprecedented precision, which is notable being produced by a hadron collider.
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List of Monte Carlo Samples
A comprehensive list of the MC samples used in this analysis is shown in Tables A.1
and A.2. The tables list the simulation type with “FS” referring to “full simulation”
and “AF” referring to “ATLAS fast” simulation. In all cases the samples come from the
MC16 MC production campaign. The samples use the relevant sub-campaigns for the
data-taking period, with MC16a for the 2015+2016 sample, MC16d for 2017 sample and
MC16e for 2018 sample. The ATLAS metadata interface p-tags are specified.
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Table A.1: Top MC Samples
Sample DSID p-tag Simulation
tt̄ (non all-hadronic) Powheg + Pythia8 410470 3832 FS
tt̄ (di-leptons) Powheg + Pythia8 410472 3832 FS
tt̄ (non all-hadronic) Powheg + Pythia8 410470 3832 AF
tt̄ aMC@NLO 410464, 410465 3832 AF
tt̄ Powheg + Herwig 410457, 410458 3832 AF
tt̄ Powheg + Pythia8 hdamp 410480, 410482 3832 AF
tt̄+W aMC@NLO 410155 3832 FS
tt̄+ Z(νν) aMC@NLO 410156 3832 FS
tt̄+ Z(qq̄) aMC@NLO 410157 3832 FS
tt̄+ ll̄ aMC@NLO 410218–410220 3832 FS
Wt inclusive Powheg + Pythia8 410646,410647 3832 FS
Wt di-leptons Powheg + Pythia8 410648,410649 3832 FS
Wt di-leptons Powheg + Pythia8 410648,410649 3832 AF
Wt di-leptons Powheg + Herwig 411038,411039 3832 AF
Wt di-leptons aMC@NLO 412003 3832 AF
Wt inclusive Powheg + Pythia8 - DS 410654,410655 3832 FS
Wt di-leptons Powheg + Pythia8 - DS 410656,410656 3832 FS
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Table A.2: Background MC Samples
Sample DSID p-tag Simulation
W + jets Sherpa 364156 – 364197 3629 FS
l+l− + jets Sherpa 364100 – 364141 3629 FS
l+l− + jets (low mass) Sherpa 364198 – 364215 3629 FS
ZZ → qq̄ll̄ Sherpa 363356 3629 FS
WZ → qq̄ll̄ Sherpa 363358 3629 FS
WW → qq̄lν Sherpa 363359,363360 3629 FS
ZW → qq̄lν Sherpa 363489 3629 FS
V V → 4 l Sherpa 364250 3629 FS
V V → 3 l + ν Sherpa 364253 3629 FS
V V → 2 l + νν Sherpa 364254 3629 FS
Single t, s-channel Powheg + Pythia8 410644,410645 3832 FS
Single t, t-channel Powheg + Pythia8 410658,410659 3832 FS
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Appendix B
Background scale factor cross checks
The robustness of the best-fit observed value of R(τ/µ) is ensured by performing the
profile likelihood fit in separate sub-regions of the signal region (separated according
to data-taking period, charge of the probe muon and e-µ and µ-µ channels). In each
case, the background scale factors (described in Sections 4.6 and 4.7) are calculated for
the specific sub-region. The estimation of the systematic uncertainties on these values
are not recalculated, with the nominal values deemed representative. This appendix
contains the values used for estimated background scale factors, as well as the calculated
scale factors, for the muons from hadron decays and Z0(→ µµ) + (b-)jets backgrounds.
The comparison plots of both the scale factors and R(τ/µ) in the separate sub-regions
compared to the nominal value are shown in the main text. The appendix begins with
the separate data-taking periods, then the separate charges and finally the separate
(e-µ,µ-µ) channels.
B.1 Separate data taking periods
B.1.1 2015+2016 samples only
The background scale factors were calculated for the 2015 and 2016 sample only. Ta-
ble B.1 shows the values used for estimation of prompt scale factor, with the resulting
scale factor and scaled number of events, Table B.2 shows the values used for estimation
of the muons from hadron decays background scale factors, along with the calculated
scale factors and scaled number of events, and Table B.3 shows the fitted numbers of




NSS,promptMC 199.63± 4.15 73.82± 1.35
N
SS,pµT>30GeV
data 183.00± 13.53 73.00± 8.54
N
SS,µhad,pµT>30GeV
MC 5.17± 0.81 5.36± 0.80
N
SS,prompt,pµT>30GeV
MC 128.41± 3.40 46.44± 1.01
S 1.44± 0.12 1.54± 0.20
Nprompt,SS,scaledMC 286.53± 23.86 113.97± 14.82
Table B.1: Values used for estimation of prompt scale factor, with the resulting scale factor and scaled
number of events, for the 2015 and 2016 sample.
tag-probe e-µ µ-µ
NSSdata 702.00± 26.50 671.00± 23.90
Nµhad,SSMC 312.07± 9.07 325.52± 8.16
Nµhad,OSMC 466.84± 8.68 469.23± 8.04
Nprompt,SS,scaledMC 286.53± 23.86 113.97± 14.82
R 1.33± 0.12 1.40± 0.09
Nµhad,OSdata 621.53± 57.49 658.80± 45.20
Table B.2: Values used for estimation of the muons from hadron decays background scale factors, along
with the calculated scale factors and scaled number of events, for the 2015 and 2016 sample.
Sample Ratio Relative Uncertainty NZ (data) NZ (simulation)
Z0 → ee 1.3079± 0.0258 1.98% 9472± 154 7242± 81
Z0 → µµ 1.3208± 0.0210 1.59% 15268± 197 11560± 107
Table B.3: Fitted numbers of Z0(→ ee) + (b-)jets and Z0(→ µµ) + (b-)jets in data and simulation, along
with their respective ratios for the 2015 and 2016 sample.
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B.1.2 2017 samples only
The background scale factors were calculated for the 2017 sample only. Table B.4 shows
the values used for estimation of prompt scale factor, with the resulting scale factor and
scaled number of events, Table B.5 shows the values used for estimation of the muons
from hadron decays background scale factors, along with the calculated scale factors and
scaled number of events, and Table B.6 shows the fitted numbers of Z0(→ ee) + (b-)jets
and Z0(→ µµ) + (b-)jets in data and simulation, along with their respective data/MC
ratios.
tag-probe e-µ µ-µ
NSS,promptMC 252.91± 4.92 89.59± 1.60
N
SS,pµT>30GeV
data 230.00± 15.17 106.00± 10.30
N
SS,µhad,pµT>30GeV
MC 8.06± 1.05 8.11± 1.08
N
SS,prompt,pµT>30GeV
MC 161.04± 3.97 54.17± 1.08
S 1.38± 0.10 1.81± 0.19
Nprompt,SS,scaledMC 348.56± 26.26 161.90± 17.70
Table B.4: Values used for estimation of prompt scale factor, with the resulting scale factor and scaled
number of events, for the 2017 sample.
tag-probe e-µ µ-µ
NSSdata 879.00± 29.65 689.00± 26.25
Nµhad,SSMC 392.39± 9.22 388.11± 9.10
Nµhad,OSMC 582.05± 11.45 540.33± 10.28
Nprompt,SS,scaledMC 348.56± 26.26 161.90± 17.70
R 1.35± 0.11 1.36± 0.09
Nµhad,OSdata 786.83± 63.50 733.84± 49.33
Table B.5: Values used for estimation of the muons from hadron decays background scale factors, along
with the calculated scale factors and scaled number of events, for the 2017 sample.
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Sample Ratio Relative Uncertainty NZ (data) NZ (simulation)
Z0 → ee 1.3348± 0.0249 1.87% 11163± 168 8363± 92
Z0 → µµ 1.3231± 0.0201 1.52% 17772± 214 13432± 124
Table B.6: Fitted numbers of Z0(→ ee) + (b-)jets and Z0(→ µµ) + (b-)jets in data and simulation, along
with their respective ratios for 2017 sample.
B.1.3 2018 samples only
The background scale factors were calculated for the 2018 sample only. Table B.7 shows
the values used for estimation of prompt scale factor, with the resulting scale factor and
scaled number of events, Table B.8 shows the values used for estimation of the muons
from hadron decays background scale factors, along with the calculated scale factors and
scaled number of events, and Table B.9 shows the fitted numbers of Z0(→ ee) + (b-)jets
and Z0(→ µµ) + (b-)jets in data and simulation, along with their respective data/MC
ratios.
tag-probe e-µ µ-µ
NSS,promptMC 324.23± 5.41 120.75± 1.86
N
SS,pµT>30GeV
data 253.00± 15.91 130.00± 11.40
N
SS,µhad,pµT>30GeV
MC 8.15± 1.02 11.80± 1.32
N
SS,prompt,pµT>30GeV
MC 204.63± 4.32 73.79± 1.42
S 1.20± 0.08 1.60± 0.16
Nprompt,SS,scaledMC 387.96± 27.33 193.42± 19.38
Table B.7: Values used for estimation of prompt scale factor, with the resulting scale factor and scaled
number of events, for the 2018 sample.
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tag-probe e-µ µ-µ
NSSdata 1118.00± 33.44 874.00± 29.56
Nµhad,SSMC 503.01± 10.07 504.25± 9.06
Nµhad,OSMC 718.77± 10.29 727.05± 10.63
Nprompt,SS,scaledMC 387.96± 27.33 193.42± 19.38
R 1.45± 0.09 1.35± 0.07
Nµhad,OSdata 1043.18± 66.83 981.29± 55.81
Table B.8: Values used for estimation of the muons from hadron decays background scale factors, along
with the calculated scale factors and scaled number of events, for the 2018 sample.
Sample Ratio Relative Uncertainty NZ (data) NZ (simulation)
Z0 → ee 1.2837± 0.0210 1.64% 14458± 191 11283± 108
Z0 → µµ 1.4200± 0.0210 1.21% 23474± 247 16532± 97
Table B.9: Fitted numbers of Z0(→ ee) + (b-)jets and Z0(→ µµ) + (b-)jets in data and simulation, along
with their respective ratios for 2018 sample.
B.2 Separate electric charge
B.2.1 Positive probe muons only
The background scale factors were calculated using only positive probe muons. Ta-
ble B.10 shows the values used for estimation of prompt scale factor, with the resulting
scale factor and scaled number of events, Table B.11 shows the values used for estimation
of the muons from hadron decays background scale factors, along with the calculated
scale factors and scaled number of events, and Table B.12 shows the fitted numbers of




NSS,promptMC 421.91± 6.03 169.11± 2.05
N
SS,pµT>30GeV
data 386.00± 19.65 200.00± 14.14
N
SS,µhad,pµT>30GeV
MC 9.20± 1.09 12.61± 1.36
N
SS,prompt,pµT>30GeV
MC 268.61± 4.84 102.35± 1.50
S 1.40± 0.08 1.83± 0.14
Nprompt,SS,scaledMC 591.86± 33.77 309.62± 24.20
Table B.10: Values used for estimation of prompt scale factor, with the resulting scale factor and scaled
number of events, using only positive probe muons.
tag-probe e-µ µ-µ
NSSdata 1395.00± 37.35 1126.00± 33.56
Nµhad,SSMC 609.06± 11.48 627.27± 12.05
Nµhad,OSMC 877.17± 12.39 866.13± 11.91
Nprompt,SS,scaledMC 591.86± 33.77 309.62± 24.20
R 1.32± 0.09 1.30± 0.07
Nµhad,OSdata 1156.86± 77.47 1127.25± 63.03
Table B.11: Values used for estimation of the muons from hadron decays background scale factors, along
with the calculated scale factors and scaled number of events, using only positive probe muons.
Sample Ratio Relative Uncertainty NZ (data) NZ (simulation)
Z0 → ee 1.3050± 0.0194 1.48% 17505± 211 13413± 116
Z0 → µµ 1.3416± 0.0156 1.16% 27916± 267 20808± 135
Table B.12: Fitted numbers of Z0(→ ee) + (b-)jets and Z0(→ µµ) + (b-)jets in data and simulation,
along with their respective ratios using only positive probe muons.
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B.2.2 Negative probe muons only
The background scale factors were calculated using only negative probe muons. Ta-
ble B.13 shows the values used for estimation of prompt scale factor, with the resulting
scale factor and scaled number of events, Table B.14 shows the values used for estimation
of the muons from hadron decays background scale factors, along with the calculated
scale factors and scaled number of events, and Table B.15 shows the fitted numbers of
Z0(→ ee) + (b-)jets and Z0(→ µµ) + (b-)jets in data and simulation, along with their
respective data/MC ratios.
tag-probe e-µ µ-µ
NSS,promptMC 354.86± 5.87 115.04± 1.90
N
SS,pµT>30GeV
data 280.00± 16.73 109.00± 10.44
N
SS,µhad,pµT>30GeV
MC 12.18± 1.27 12.65± 1.30
N
SS,prompt,pµT>30GeV
MC 220.96± 4.65 69.42± 1.41
S 1.21± 0.08 1.39± 0.15
Nprompt,SS,scaledMC 430.12± 29.30 159.66± 17.93
Table B.13: Values used for estimation of prompt scale factor, with the resulting scale factor and scaled
number of events, using only negative probe muons.
tag-probe e-µ µ-µ
NSSdata 1304.00± 36.11 1008.00± 31.75
Nµhad,SSMC 598.41± 11.70 590.61± 9.29
Nµhad,OSMC 890.50± 12.60 870.48± 11.90
Nprompt,SS,scaledMC 591.86± 33.77 309.62± 24.20
R 1.46± 0.08 1.44± 0.07
Nµhad,OSdata 1300.42± 75.99 1250.33± 59.72
Table B.14: Values used for estimation of the muons from hadron decays background scale factors, along
with the calculated scale factors and scaled number of events, for only negative probe muons.
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Sample Ratio Relative Uncertainty NZ (data) NZ (simulation)
Z0 → ee 1.3105± 0.0193 1.47% 17595± 210 13427± 116
Z0 → µµ 1.3793± 0.0159 1.16% 28601± 272 20736± 135
Table B.15: Fitted numbers of Z0(→ ee) + (b-)jets and Z0(→ µµ) + (b-)jets in data and simulation,
along with their respective ratios using only negative probe muons.
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Appendix C
Background scale factor systematic uncertainty
estimations
As described in Section 4.6, the scale factors for muons from hadron decays have sys-
tematic uncertainties due to top quark modelling and the prompt-background subtrac-
tion. In order to estimate these uncertainties, the scale factors were recalculated using
different configurations and compared to the nominal configuration. This appendix con-
tains the input values and calculated values with each of the different configurations.
Appendix C.1 contains these values for different top modelling configurations, and Ap-
pendix C.2 contains these values for the different prompt-background subtraction con-
figurations.
C.1 Uncertainty due to top modelling
This appendix contains the input values and calculated values for the different top mod-
elling configurations. Since some of the alternative configurations are generated using a
faster simulation programme, the fast simulation version of the nominal configuration is
used for comparison. This avoids folding in differences between the different simulation
programmes into the comparison. A comparison of the fast simulation and full simula-
tion nominal configuration (Powheg+Pythia8) is shown in Tables C.1 and C.2 for the
e-µ channel and µ-µ channel respectively. The following configurations were compared
against the nominal:
• Powheg+Herwig uses the Herwig v7.04 [104,105], H7UE tune [105], MMHT2014LO
PDF set [153], which is an alternative generator to Pythia8. This varies the par-
ton shower and hadronisation model. This comparison is shown in Tables C.3 and
C.4 for the e-µ channel and µ-µ channel respectively.
• Powheg+Pythia8-hdamp is the configuration wherein the Powheg hdamp pa-
rameter is varied from 1.5mtop to 3mtop, which varies the resummation scale. This
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comparison is shown in Tables C.5 and C.6 for the e-µ channel and µ-µ channel
respectively.
• Final State Radiation down (FSR down) varies the renormalisation scale for QCD
emission in the FSR by a factor of 0.5, to vary the FSR tuning. This comparison
is shown in Tables C.7 and C.8 for the e-µ channel and µ-µ channel respectively.
• Final State Radiation up (FSR up) varies the renormalisation scale for QCD emis-
sion in the FSR by a factor of 2.0, to vary the FSR tuning. This comparison is
shown in Tables C.9 and C.10 for the e-µ channel and µ-µ channel respectively.
• Initial State Radiation down (ISR down) uses the down variation of the A14 eigen-
tune variation [126] of the strong coupling constant (αs), to vary the ISR tuning.
This comparison is shown in Tables C.11 and C.12 for the e-µ channel and µ-µ
channel respectively.
• Initial State Radiation up (ISR up) uses the up variation of the A14 eigen-tune
variation [126] of the strong coupling constant (αs), to vary the ISR tuning. This
comparison is shown in Tables C.13 and C.14 for the e-µ channel and µ-µ channel
respectively.
• µR,F down (muRF down) varies the factorisation and renormalisation scales down
by a factor of 0.5, in order to simulate changes to the amount of parton radia-
tion and potential missing higher-order corrections. This comparison is shown in
Tables C.15 and C.16 for the e-µ channel and µ-µ channel respectively.
• µR,F up (muRF up) varies the factorisation and renormalisation scales up by a
factor of 2, in order to simulate changes to the amount of parton radiation and
potential missing higher-order corrections. This comparison shown in Tables C.17
and C.18 for the e-µ channel and µ-µ channel respectively.
The largest difference in the e-µ channel is seen with the FSR down configuration,
and the difference is 7.66%. In the µ-µ channel the largest difference is seen with the
Powheg+Herwig configuration, and the difference is 3.05%. It is not concerning that
the largest differences are seen in different configurations, since the e-µ channel has
contributions due to charge misidentified tag electrons, which are harder to model.
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eµ Nominal-fast-sim Nominal-full-sim difference
Nprompt,SSMC 728.92± 8.09 776.77± 8.41 -47.85(-6.56%)
[NSSdata]pµT>30 GeV 666.00± 25.81 666.00± 25.81 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 19.09± 1.61 21.38± 1.67 -2.29(-12.01%)
[NSS,promptMC ]pµT>30 GeV 463.91± 6.49 489.57± 6.71 -25.66(-5.53%)
S 1.39± 0.06 1.32± 0.06 0.08(5.58%)
NSS,prompt,scaledMC 1016.47± 44.50 1022.79± 44.75 -6.32(-0.62%)
NSSdata 2699.00± 51.95 2699.00± 51.95 0.00(0.00%)
NSS,µhadMC 1146.42± 16.27 1207.47± 16.39 -61.05(-5.33%)
NOS,µhadMC 1735.01± 17.79 1767.67± 17.67 -32.66(-1.88%)
R 1.47± 0.06 1.39± 0.06 0.08(5.41%)
NOS,µhaddata 2546.37± 112.71 2453.87± 108.57 92.50(3.63%)
Table C.1: Comparison of inputs and calculated values for the the muons from hadron decays background
scale factor between nominal-fast-sim and PP8 Full Sim in the e-µ channel.
µµ Nominal-fast-sim Nominal-full-sim difference
Nprompt,SSMC 282.59± 2.77 284.15± 2.80 -1.57(-0.55%)
[NSSdata]pµT>30 GeV 309.00± 17.58 309.00± 17.58 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 24.05± 1.85 25.26± 1.88 -1.21(-5.05%)
[NSS,promptMC ]pµT>30 GeV 169.63± 2.03 171.77± 2.06 -2.15(-1.27%)
S 1.68± 0.11 1.65± 0.10 0.03(1.67%)
NSS,prompt,scaledMC 474.71± 30.35 469.37± 30.14 5.34(1.13%)
NSSdata 2134.00± 46.20 2134.00± 46.20 0.00(0.00%)
NSS,µhadMC 1159.51± 14.87 1217.88± 15.21 -58.37(-5.03%)
NOS,µhadMC 1719.51± 16.67 1736.61± 16.83 -17.10(-0.99%)
R 1.43± 0.05 1.37± 0.05 0.06(4.49%)
NOS,µhaddata 2460.66± 91.01 2373.64± 87.14 87.02(3.54%)
Table C.2: Comparison of inputs and calculated values for the the muons from hadron decays background
scale factor between nominal-fast-sim and PP8 Full Sim in the µ-µ channel.
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eµ Nominal-fast-sim Powheg+Herwig difference
Nprompt,SSMC 728.92± 8.09 674.39± 5.04 54.54(7.48%)
[NSSdata]pµT>30 GeV 666.00± 25.81 666.00± 25.81 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 19.09± 1.61 13.86± 1.39 5.23(27.38%)
[NSS,promptMC ]pµT>30 GeV 463.91± 6.49 429.39± 4.02 34.53(7.44%)
S 1.39± 0.06 1.52± 0.06 -0.12(-8.91%)
NSS,prompt,scaledMC 1016.47± 44.50 1024.24± 42.41 -7.77(-0.76%)
NSSdata 2699.00± 51.95 2699.00± 51.95 0.00(0.00%)
NSS,µhadMC 1146.42± 16.27 962.06± 15.39 184.36(16.08%)
NOS,µhadMC 1735.01± 17.79 1518.60± 16.78 216.40(12.47%)
R 1.47± 0.06 1.74± 0.08 -0.27(-18.61%)
NOS,µhaddata 2546.37± 112.71 2643.60± 117.67 -97.22(-3.82%)
Table C.3: Comparison of inputs and calculated values for the the muons from hadron decays background
scale factor between nominal-fast-sim and Powheg+Herwig in the e-µ channel.
µµ Nominal-fast-sim Powheg+Herwig difference
Nprompt,SSMC 282.59± 2.77 276.60± 2.31 5.99(2.12%)
[NSSdata]pµT>30 GeV 309.00± 17.58 309.00± 17.58 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 24.05± 1.85 15.13± 1.46 8.92(37.09%)
[NSS,promptMC ]pµT>30 GeV 169.63± 2.03 171.68± 1.81 -2.06(-1.21%)
S 1.68± 0.11 1.71± 0.10 -0.03(-1.89%)
NSS,prompt,scaledMC 474.71± 30.35 473.46± 29.12 1.25(0.26%)
NSSdata 2134.00± 46.20 2134.00± 46.20 0.00(0.00%)
NSS,µhadMC 1159.51± 14.87 981.31± 13.99 178.20(15.37%)
NOS,µhadMC 1719.51± 16.67 1498.50± 15.67 221.01(12.85%)
R 1.43± 0.05 1.69± 0.06 -0.26(-18.25%)
NOS,µhaddata 2460.66± 91.01 2535.72± 94.67 -75.06(-3.05%)
Table C.4: Comparison of inputs and calculated values for the the muons from hadron decays background
scale factor between nominal-fast-sim and Powheg+Herwig in the µ-µ channel.
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eµ Nominal-fast-sim Powheg+Pythia8-hdamp difference
Nprompt,SSMC 728.92± 8.09 721.69± 5.31 7.23(0.99%)
[NSSdata]pµT>30 GeV 666.00± 25.81 666.00± 25.81 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 19.09± 1.61 21.28± 1.63 -2.20(-11.51%)
[NSS,promptMC ]pµT>30 GeV 463.91± 6.49 456.58± 4.18 7.33(1.58%)
S 1.39± 0.06 1.41± 0.06 -0.02(-1.26%)
NSS,prompt,scaledMC 1016.47± 44.50 1019.07± 42.59 -2.60(-0.26%)
NSSdata 2699.00± 51.95 2699.00± 51.95 0.00(0.00%)
NSS,µhadMC 1146.42± 16.27 1167.57± 15.89 -21.16(-1.85%)
NOS,µhadMC 1735.01± 17.79 1739.14± 17.22 -4.13(-0.24%)
R 1.47± 0.06 1.44± 0.06 0.03(1.96%)
NOS,µhaddata 2546.37± 112.71 2502.31± 108.56 44.06(1.73%)
Table C.5: Comparison of inputs and calculated values for the the muons from hadron decays background
scale factor between nominal-fast-sim and PP8rad in the e-µ channel.
µµ Nominal-fast-sim Powheg+Pythia8-hdamp difference
Nprompt,SSMC 282.59± 2.77 281.16± 2.62 1.43(0.50%)
[NSSdata]pµT>30 GeV 309.00± 17.58 309.00± 17.58 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 24.05± 1.85 19.93± 1.59 4.11(17.11%)
[NSS,promptMC ]pµT>30 GeV 169.63± 2.03 167.87± 1.90 1.76(1.04%)
S 1.68± 0.11 1.72± 0.11 -0.04(-2.51%)
NSS,prompt,scaledMC 474.71± 30.35 484.15± 30.40 -9.44(-1.99%)
NSSdata 2134.00± 46.20 2134.00± 46.20 0.00(0.00%)
NSS,µhadMC 1159.51± 14.87 1161.48± 14.40 -1.97(-0.17%)
NOS,µhadMC 1719.51± 16.67 1732.13± 16.17 -12.62(-0.73%)
R 1.43± 0.05 1.42± 0.05 0.01(0.74%)
NOS,µhaddata 2460.66± 91.01 2460.46± 90.88 0.20(0.01%)
Table C.6: Comparison of inputs and calculated values for the the muons from hadron decays background
scale factor between nominal-fast-sim and PP8rad in the µ-µ channel.
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eµ Nominal-fast-sim FSR down difference
Nprompt,SSMC 728.92± 8.09 708.70± 13.63 20.23(2.77%)
[NSSdata]pµT>30 GeV 666.00± 25.81 666.00± 25.81 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 19.09± 1.61 15.44± 2.05 3.65(19.11%)
[NSS,promptMC ]pµT>30 GeV 463.91± 6.49 446.69± 10.77 17.22(3.71%)
S 1.39± 0.06 1.46± 0.07 -0.06(-4.44%)
NSS,prompt,scaledMC 1016.47± 44.50 1032.14± 51.96 -15.67(-1.54%)
NSSdata 2699.00± 51.95 2699.00± 51.95 0.00(0.00%)
NSS,µhadMC 1146.42± 16.27 1128.69± 23.84 17.72(1.55%)
NOS,µhadMC 1735.01± 17.79 1592.18± 26.10 142.83(8.23%)
R 1.47± 0.06 1.48± 0.07 -0.01(-0.62%)
NOS,µhaddata 2546.37± 112.71 2351.33± 121.22 195.04(7.66%)
Table C.7: Comparison of inputs and calculated values for the the muons from hadron decays background
scale factor between nominal-fast-sim and FSR down in the e-µ channel.
µµ Nominal-fast-sim FSR down difference
Nprompt,SSMC 282.59± 2.77 275.52± 3.84 7.07(2.50%)
[NSSdata]pµT>30 GeV 309.00± 17.58 309.00± 17.58 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 24.05± 1.85 18.62± 2.85 5.43(22.57%)
[NSS,promptMC ]pµT>30 GeV 169.63± 2.03 164.92± 2.80 4.71(2.78%)
S 1.68± 0.11 1.76± 0.11 -0.08(-4.81%)
NSS,prompt,scaledMC 474.71± 30.35 485.13± 31.61 -10.41(-2.19%)
NSSdata 2134.00± 46.20 2134.00± 46.20 0.00(0.00%)
NSS,µhadMC 1159.51± 14.87 1123.04± 22.23 36.47(3.15%)
NOS,µhadMC 1719.51± 16.67 1632.46± 25.88 87.05(5.06%)
R 1.43± 0.05 1.47± 0.06 -0.04(-2.60%)
NOS,µhaddata 2460.66± 91.01 2396.82± 101.56 63.84(2.59%)
Table C.8: Comparison of inputs and calculated values for the the muons from hadron decays background
scale factor between nominal-fast-sim and FSR down in the µ-µ channel.
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eµ Nominal-fast-sim FSR up difference
Nprompt,SSMC 728.92± 8.09 750.64± 10.43 -21.71(-2.98%)
[NSSdata]pµT>30 GeV 666.00± 25.81 666.00± 25.81 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 19.09± 1.61 20.67± 2.40 -1.58(-8.30%)
[NSS,promptMC ]pµT>30 GeV 463.91± 6.49 479.13± 8.25 -15.22(-3.28%)
S 1.39± 0.06 1.35± 0.06 0.05(3.41%)
NSS,prompt,scaledMC 1016.47± 44.50 1011.01± 46.36 5.45(0.54%)
NSSdata 2699.00± 51.95 2699.00± 51.95 0.00(0.00%)
NSS,µhadMC 1146.42± 16.27 1108.56± 18.66 37.86(3.30%)
NOS,µhadMC 1735.01± 17.79 1718.13± 21.29 16.87(0.97%)
R 1.47± 0.06 1.52± 0.07 -0.06(-3.75%)
NOS,µhaddata 2546.37± 112.71 2616.18± 120.98 -69.80(-2.74%)
Table C.9: Comparison of inputs and calculated values for the the muons from hadron decays background
scale factor between nominal-fast-sim and FSR up in the e-µ channel.
µµ Nominal-fast-sim FSR up difference
Nprompt,SSMC 282.59± 2.77 288.71± 3.79 -6.13(-2.17%)
[NSSdata]pµT>30 GeV 309.00± 17.58 309.00± 17.58 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 24.05± 1.85 28.40± 2.75 -4.35(-18.10%)
[NSS,promptMC ]pµT>30 GeV 169.63± 2.03 174.00± 2.87 -4.38(-2.58%)
S 1.68± 0.11 1.61± 0.11 0.07(4.00%)
NSS,prompt,scaledMC 474.71± 30.35 465.58± 31.11 9.13(1.92%)
NSSdata 2134.00± 46.20 2134.00± 46.20 0.00(0.00%)
NSS,µhadMC 1159.51± 14.87 1128.22± 17.37 31.29(2.70%)
NOS,µhadMC 1719.51± 16.67 1708.80± 20.10 10.71(0.62%)
R 1.43± 0.05 1.48± 0.05 -0.05(-3.34%)
NOS,µhaddata 2460.66± 91.01 2526.98± 97.53 -66.32(-2.70%)
Table C.10: Comparison of inputs and calculated values for the the muons from hadron decays back-
ground scale factor between nominal-fast-sim and FSR up in the µ-µ channel.
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eµ Nominal-fast-sim ISR down difference
Nprompt,SSMC 728.92± 8.09 735.99± 8.38 -7.07(-0.97%)
[NSSdata]pµT>30 GeV 666.00± 25.81 666.00± 25.81 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 19.09± 1.61 19.19± 1.64 -0.10(-0.53%)
[NSS,promptMC ]pµT>30 GeV 463.91± 6.49 466.98± 6.69 -3.07(-0.66%)
S 1.39± 0.06 1.39± 0.06 0.01(0.67%)
NSS,prompt,scaledMC 1016.47± 44.50 1019.42± 44.82 -2.95(-0.29%)
NSSdata 2699.00± 51.95 2699.00± 51.95 0.00(0.00%)
NSS,µhadMC 1146.42± 16.27 1143.53± 16.43 2.88(0.25%)
NOS,µhadMC 1735.01± 17.79 1734.60± 18.05 0.40(0.02%)
R 1.47± 0.06 1.47± 0.06 -0.00(-0.08%)
NOS,µhaddata 2546.37± 112.71 2547.72± 113.47 -1.35(-0.05%)
Table C.11: Comparison of inputs and calculated values for the the muons from hadron decays back-
ground scale factor between nominal-fast-sim and ISR down in the e-µ channel.
µµ Nominal-fast-sim ISR down difference
Nprompt,SSMC 282.59± 2.77 281.84± 2.77 0.75(0.26%)
[NSSdata]pµT>30 GeV 309.00± 17.58 309.00± 17.58 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 24.05± 1.85 23.74± 1.86 0.31(1.29%)
[NSS,promptMC ]pµT>30 GeV 169.63± 2.03 168.63± 1.99 0.99(0.58%)
S 1.68± 0.11 1.69± 0.11 -0.01(-0.70%)
NSS,prompt,scaledMC 474.71± 30.35 476.77± 30.44 -2.05(-0.43%)
NSSdata 2134.00± 46.20 2134.00± 46.20 0.00(0.00%)
NSS,µhadMC 1159.51± 14.87 1148.50± 14.97 11.01(0.95%)
NOS,µhadMC 1719.51± 16.67 1713.91± 16.89 5.60(0.33%)
R 1.43± 0.05 1.44± 0.05 -0.01(-0.83%)
NOS,µhaddata 2460.66± 91.01 2473.10± 91.91 -12.44(-0.51%)
Table C.12: Comparison of inputs and calculated values for the the muons from hadron decays back-
ground scale factor between nominal-fast-sim and ISR down in the µ-µ channel.
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eµ Nominal-fast-sim ISR up difference
Nprompt,SSMC 728.92± 8.09 739.63± 8.51 -10.71(-1.47%)
[NSSdata]pµT>30 GeV 666.00± 25.81 666.00± 25.81 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 19.09± 1.61 19.41± 1.69 -0.32(-1.69%)
[NSS,promptMC ]pµT>30 GeV 463.91± 6.49 472.60± 6.86 -8.68(-1.87%)
S 1.39± 0.06 1.37± 0.06 0.03(1.89%)
NSS,prompt,scaledMC 1016.47± 44.50 1011.94± 44.60 4.52(0.44%)
NSSdata 2699.00± 51.95 2699.00± 51.95 0.00(0.00%)
NSS,µhadMC 1146.42± 16.27 1170.19± 16.75 -23.77(-2.07%)
NOS,µhadMC 1735.01± 17.79 1763.29± 18.41 -28.28(-1.63%)
R 1.47± 0.06 1.44± 0.06 0.03(1.77%)
NOS,µhaddata 2546.37± 112.71 2542.12± 112.58 4.25(0.17%)
Table C.13: Comparison of inputs and calculated values for the the muons from hadron decays back-
ground scale factor between nominal-fast-sim and ISR up in the e-µ channel.
µµ Nominal-fast-sim ISR up difference
Nprompt,SSMC 282.59± 2.77 284.10± 2.90 -1.52(-0.54%)
[NSSdata]pµT>30 GeV 309.00± 17.58 309.00± 17.58 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 24.05± 1.85 24.85± 1.97 -0.80(-3.33%)
[NSS,promptMC ]pµT>30 GeV 169.63± 2.03 171.15± 2.18 -1.52(-0.90%)
S 1.68± 0.11 1.66± 0.11 0.02(1.17%)
NSS,prompt,scaledMC 474.71± 30.35 471.69± 30.36 3.02(0.64%)
NSSdata 2134.00± 46.20 2134.00± 46.20 0.00(0.00%)
NSS,µhadMC 1159.51± 14.87 1188.29± 15.39 -28.78(-2.48%)
NOS,µhadMC 1719.51± 16.67 1745.75± 17.26 -26.24(-1.53%)
R 1.43± 0.05 1.40± 0.05 0.03(2.24%)
NOS,µhaddata 2460.66± 91.01 2442.14± 90.43 18.52(0.75%)
Table C.14: Comparison of inputs and calculated values for the the muons from hadron decays back-
ground scale factor between nominal-fast-sim and ISR up in the µ-µ channel.
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eµ Nominal-fast-sim µR,F down difference
Nprompt,SSMC 728.92± 8.09 677.69± 7.27 51.23(7.03%)
[NSSdata]pµT>30 GeV 666.00± 25.81 666.00± 25.81 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 19.09± 1.61 17.06± 1.44 2.02(10.61%)
[NSS,promptMC ]pµT>30 GeV 463.91± 6.49 430.62± 5.83 33.29(7.18%)
S 1.39± 0.06 1.51± 0.06 -0.11(-8.07%)
NSS,prompt,scaledMC 1016.47± 44.50 1021.27± 44.34 -4.80(-0.47%)
NSSdata 2699.00± 51.95 2699.00± 51.95 0.00(0.00%)
NSS,µhadMC 1146.42± 16.27 1029.91± 15.35 116.51(10.16%)
NOS,µhadMC 1735.01± 17.79 1560.33± 17.48 174.68(10.07%)
R 1.47± 0.06 1.63± 0.07 -0.16(-10.99%)
NOS,µhaddata 2546.37± 112.71 2541.78± 113.81 4.59(0.18%)
Table C.15: Comparison of inputs and calculated values for the the muons from hadron decays back-
ground scale factor between nominal-fast-sim and µR,F down in the e-µ channel.
µµ Nominal-fast-sim µR,F down difference
Nprompt,SSMC 282.59± 2.77 277.75± 2.55 4.83(1.71%)
[NSSdata]pµT>30 GeV 309.00± 17.58 309.00± 17.58 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 24.05± 1.85 21.17± 1.65 2.88(11.97%)
[NSS,promptMC ]pµT>30 GeV 169.63± 2.03 167.06± 1.86 2.57(1.51%)
S 1.68± 0.11 1.72± 0.11 -0.04(-2.56%)
NSS,prompt,scaledMC 474.71± 30.35 478.54± 30.16 -3.83(-0.81%)
NSSdata 2134.00± 46.20 2134.00± 46.20 0.00(0.00%)
NSS,µhadMC 1159.51± 14.87 1040.04± 13.92 119.47(10.30%)
NOS,µhadMC 1719.51± 16.67 1535.48± 15.42 184.03(10.70%)
R 1.43± 0.05 1.59± 0.06 -0.16(-11.23%)
NOS,µhaddata 2460.66± 91.01 2444.06± 91.14 16.60(0.67%)
Table C.16: Comparison of inputs and calculated values for the the muons from hadron decays back-
ground scale factor between nominal-fast-sim and µR,F down in the µ-µ channel.
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eµ Nominal-fast-sim µR,F up difference
Nprompt,SSMC 728.92± 8.09 801.08± 9.65 -72.15(-9.90%)
[NSSdata]pµT>30 GeV 666.00± 25.81 666.00± 25.81 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 19.09± 1.61 21.84± 1.88 -2.75(-14.41%)
[NSS,promptMC ]pµT>30 GeV 463.91± 6.49 509.98± 7.70 -46.06(-9.93%)
S 1.39± 0.06 1.26± 0.05 0.13(9.42%)
NSS,prompt,scaledMC 1016.47± 44.50 1011.86± 45.10 4.61(0.45%)
NSSdata 2699.00± 51.95 2699.00± 51.95 0.00(0.00%)
NSS,µhadMC 1146.42± 16.27 1292.32± 17.76 -145.91(-12.73%)
NOS,µhadMC 1735.01± 17.79 1942.02± 23.22 -207.02(-11.93%)
R 1.47± 0.06 1.31± 0.06 0.16(11.05%)
NOS,µhaddata 2546.37± 112.71 2535.33± 113.23 11.04(0.43%)
Table C.17: Comparison of inputs and calculated values for the the muons from hadron decays back-
ground scale factor between nominal-fast-sim and µR,F up in the e-µ channel.
µµ Nominal-fast-sim µR,F up difference
Nprompt,SSMC 282.59± 2.77 288.22± 3.12 -5.63(-1.99%)
[NSSdata]pµT>30 GeV 309.00± 17.58 309.00± 17.58 0.00(0.00%)
[NSS,µhadMC ]pµT>30 GeV 24.05± 1.85 27.65± 2.17 -3.60(-14.98%)
[NSS,promptMC ]pµT>30 GeV 169.63± 2.03 172.67± 2.28 -3.05(-1.80%)
S 1.68± 0.11 1.63± 0.10 0.05(3.01%)
NSS,prompt,scaledMC 474.71± 30.35 469.62± 30.63 5.09(1.07%)
NSSdata 2134.00± 46.20 2134.00± 46.20 0.00(0.00%)
NSS,µhadMC 1159.51± 14.87 1303.81± 16.54 -144.30(-12.45%)
NOS,µhadMC 1719.51± 16.67 1934.29± 18.93 -214.78(-12.49%)
R 1.43± 0.05 1.28± 0.05 0.15(10.79%)
NOS,µhaddata 2460.66± 91.01 2469.21± 91.25 -8.55(-0.35%)
Table C.18: Comparison of inputs and calculated values for the the muons from hadron decays back-
ground scale factor between nominal-fast-sim and µR,F up in the µ-µ channel.
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C.2 Uncertainty due to prompt-background subtraction
The systematic uncertainty due to the modelling of the prompt subtraction (eq. (4.5)),
as well as the value of the cut, was estimated by repeating the study at four different
cut values: pµT < 20 GeV (Table C.19 (C.20) for e-µ (µ-µ)), p
µ
T < 30 GeV (nominal),
pµT < 40 GeV (Table C.21 (C.22) for e-µ (µ-µ)) and p
µ
T < 50GeV (Table C.23 (C.24) for
e-µ (µ-µ)). The estimated rate of muons from hadron decays in data, NOS,µhaddata , varied
by at most |0.96%| (|1.32%|) in the e-µ (µ-µ) channel, when using a cut of pµT < 50 GeV,
as opposed to the nominal cut of pµT > 30 GeV for the scaling of the prompt background
subtraction. This is therefore the estimated uncertainty due to value of the pµT cut using
this approach.
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eµ pµT > 30GeV p
µ
T > 20GeV difference
Nprompt,SSMC 776.77± 8.41 776.77± 8.41 0.00(0.00%)
[NSSdata]pµT>pµT GeV 666.00± 25.81 818.00± 28.60 -152.00(-22.82%)
[NSS,µhadMC ]pµT>pµT GeV 21.38± 1.67 48.47± 2.54 -27.09(-126.74%)
[NSS,promptMC ]pµT>pµT GeV 489.57± 6.71 593.28± 7.39 -103.71(-21.18%)
S 1.32± 0.06 1.30± 0.05 0.02(1.49%)
NSS,prompt,scaledMC 1022.79± 44.75 1007.54± 41.11 15.25(1.49%)
NSSdata 2699.00± 51.95 2699.00± 51.95 0.00(0.00%)
NSS,µhadMC 1207.47± 16.39 1207.47± 16.39 0.00(0.00%)
NOS,µhadMC 1767.67± 17.67 1767.67± 17.67 0.00(0.00%)
R 1.39± 0.06 1.40± 0.06 -0.01(-0.91%)
NOS,µhaddata 2453.87± 108.57 2476.20± 105.58 -22.32(-0.91%)
Table C.19: Comparison of values used in the estimation of the µhad scale factor for pµT cuts of 30 GeV
and 20 GeV, for the e-µ channel.
µµ pµT > 30GeV p
µ
T > 20GeV difference
Nprompt,SSMC 284.15± 2.80 284.15± 2.80 0.00(0.00%)
[NSSdata]pµT>pµT GeV 309.00± 17.58 406.00± 20.15 -97.00(-31.39%)
[NSS,µhadMC ]pµT>pµT GeV 25.26± 1.88 52.19± 2.67 -26.93(-106.62%)
[NSS,promptMC ]pµT>pµT GeV 171.77± 2.06 205.98± 2.25 -34.21(-19.91%)
S 1.65± 0.10 1.72± 0.10 -0.07(-3.99%)
NSS,prompt,scaledMC 469.37± 30.14 488.08± 28.94 -18.71(-3.99%)
NSSdata 2134.00± 46.20 2134.00± 46.20 0.00(0.00%)
NSS,µhadMC 1217.88± 15.21 1217.88± 15.21 0.00(0.00%)
NOS,µhadMC 1736.61± 16.83 1736.61± 16.83 0.00(0.00%)
R 1.37± 0.05 1.35± 0.05 0.02(1.12%)
NOS,µhaddata 2373.64± 87.14 2346.96± 86.14 26.68(1.12%)
Table C.20: Comparison of values used in the estimation of the µhad scale factor for pµT cuts of 30 GeV
and 20 GeV, for the µ-µ channel.
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eµ pµT > 30GeV p
µ
T > 40GeV difference
Nprompt,SSMC 776.77± 8.41 776.77± 8.41 0.00(0.00%)
[NSSdata]pµT>pµT GeV 666.00± 25.81 529.00± 23.00 137.00(20.57%)
[NSS,µhadMC ]pµT>pµT GeV 21.38± 1.67 11.90± 1.25 9.48(44.35%)
[NSS,promptMC ]pµT>pµT GeV 489.57± 6.71 390.47± 5.97 99.10(20.24%)
S 1.32± 0.06 1.32± 0.06 -0.01(-0.58%)
NSS,prompt,scaledMC 1022.79± 44.75 1028.69± 49.71 -5.90(-0.58%)
NSSdata 2699.00± 51.95 2699.00± 51.95 0.00(0.00%)
NSS,µhadMC 1207.47± 16.39 1207.47± 16.39 0.00(0.00%)
NOS,µhadMC 1767.67± 17.67 1767.67± 17.67 0.00(0.00%)
R 1.39± 0.06 1.38± 0.06 0.00(0.35%)
NOS,µhaddata 2453.87± 108.57 2445.24± 113.04 8.63(0.35%)
Table C.21: Comparison of values used in the estimation of the µhad scale factor for pµT cuts of 30 GeV
and 40 GeV, for the e-µ channel.
µµ pµT > 30GeV p
µ
T > 40GeV difference
Nprompt,SSMC 284.15± 2.80 284.15± 2.80 0.00(0.00%)
[NSSdata]pµT>pµT GeV 309.00± 17.58 239.00± 15.46 70.00(22.65%)
[NSS,µhadMC ]pµT>pµT GeV 25.26± 1.88 13.44± 1.37 11.82(46.79%)
[NSS,promptMC ]pµT>pµT GeV 171.77± 2.06 135.98± 1.73 35.80(20.84%)
S 1.65± 0.10 1.66± 0.12 -0.01(-0.42%)
NSS,prompt,scaledMC 469.37± 30.14 471.36± 33.31 -1.99(-0.42%)
NSSdata 2134.00± 46.20 2134.00± 46.20 0.00(0.00%)
NSS,µhadMC 1217.88± 15.21 1217.88± 15.21 0.00(0.00%)
NOS,µhadMC 1736.61± 16.83 1736.61± 16.83 0.00(0.00%)
R 1.37± 0.05 1.37± 0.05 0.00(0.12%)
NOS,µhaddata 2373.64± 87.14 2370.81± 89.44 2.83(0.12%)
Table C.22: Comparison of values used in the estimation of the µhad scale factor for pµT cuts of 30 GeV
and 40 GeV, for the µ-µ channel.
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eµ pµT > 30GeV p
µ
T > 50GeV difference
Nprompt,SSMC 776.77± 8.41 776.77± 8.41 0.00(0.00%)
[NSSdata]pµT>pµT GeV 666.00± 25.81 390.00± 19.75 276.00(41.44%)
[NSS,µhadMC ]pµT>pµT GeV 21.38± 1.67 6.50± 0.91 14.88(69.60%)
[NSS,promptMC ]pµT>pµT GeV 489.57± 6.71 295.89± 5.20 193.67(39.56%)
S 1.32± 0.06 1.30± 0.07 0.02(1.57%)
NSS,prompt,scaledMC 1022.79± 44.75 1006.76± 55.90 16.03(1.57%)
NSSdata 2699.00± 51.95 2699.00± 51.95 0.00(0.00%)
NSS,µhadMC 1207.47± 16.39 1207.47± 16.39 0.00(0.00%)
NOS,µhadMC 1767.67± 17.67 1767.67± 17.67 0.00(0.00%)
R 1.39± 0.06 1.40± 0.07 -0.01(-0.96%)
NOS,µhaddata 2453.87± 108.57 2477.33± 119.27 -23.46(-0.96%)
Table C.23: Comparison of values used in the estimation of the µhad scale factor for pµT cuts of 30 GeV
and 50 GeV, for the e-µ channel.
µµ pµT > 30GeV p
µ
T > 50GeV difference
Nprompt,SSMC 284.15± 2.80 284.15± 2.80 0.00(0.00%)
[NSSdata]pµT>pµT GeV 309.00± 17.58 176.00± 13.27 133.00(43.04%)
[NSS,µhadMC ]pµT>pµT GeV 25.26± 1.88 9.29± 1.17 15.97(63.23%)
[NSS,promptMC ]pµT>pµT GeV 171.77± 2.06 105.89± 1.51 65.89(38.36%)
S 1.65± 0.10 1.57± 0.13 0.08(4.68%)
NSS,prompt,scaledMC 469.37± 30.14 447.39± 36.57 21.98(4.68%)
NSSdata 2134.00± 46.20 2134.00± 46.20 0.00(0.00%)
NSS,µhadMC 1217.88± 15.21 1217.88± 15.21 0.00(0.00%)
NOS,µhadMC 1736.61± 16.83 1736.61± 16.83 0.00(0.00%)
R 1.37± 0.05 1.38± 0.05 -0.02(-1.32%)
NOS,µhaddata 2373.64± 87.14 2404.99± 92.22 -31.34(-1.32%)
Table C.24: Comparison of values used in the estimation of the µhad scale factor for pµT cuts of 30 GeV
and 50 GeV, for the µ-µ channel.
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