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Abstract. We investigate the two well-known ground states of rings of N classical
magnetic dipoles that are given by clockwise or anti-clockwise spin orientations tangent
to the circle encompassing the dipole ring. In particular, we formulate a rigorous proof
of the ground state property of the states in question. The problem can be reduced
to the determination of the lowest eigenvalue of a 3N × 3N matrix J. We show that
all eigenvalues of J can be analytically calculated and, at least for N = 3, . . . , 8, the
lowest one can be directly determined. The main part of the paper is devoted to the
completion of the proof for N ≥ 9 based on various estimates and case distinctions. We
also discuss the question to what extent computer-algebraic results should be allowed
to contribute to a mathematical proof.
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1. Introduction
The ground state(s) of a spin system are important since they determine its behavior and
properties at low temperatures. Although at low temperatures quantum fluctuations
are prominent yet the classical ground state(s) may contain valuable information. These
classical ground states can be calculated by numerical or analytical methods for a
number of special cases but a general theory does not exist despite a few attempts
towards general results as, e. g. , [1] or [2]. In this paper we consider a special class of
anisotropic systems, namely classical magnetic dipoles located at the vertices of a regular
N−polygon interacting via their magnetic fields, in short: dipole rings. There exists an
overwhelming numerical evidence that the ground states of dipole rings are given by the
two clockwise or anti-clockwise spin orientations tangent to the circle encompassing the
dipole ring, see Figure 1. These states, denoted by ±t, are consequently assumed to be
the ground states in a couple of publications, e. g. , [3] – [7]. Nevertheless, a rigorous
proof of this fact seems not to exist. The motivation to publish such a proof is not to
dispel remaining doubts about the ground state property of ±t but rather to illustrate
the problems that may occur even in analytically solvable cases and to provide methods
to cope with these problems.
In section 2 we shortly provide the basic definitions for magnetic dipole rings. For
more details the reader is referred to [7] and [8]. The proof of the ground state property
of the two tangential states ±t requires a large number of mostly elementary steps that
are, however, intricately intertwined. In order to help the reader to keep track of the
structure of the proof it will be in order to sketch the main ideas without going into
details.
The Hamiltonian of the dipole ring is a bilinear function of the 3N spin components
sµ,i and hence can be represented by a real, symmetric 3N × 3N matrix J such that
the energy E has the form of an “expectation value” E = 〈s|J|s〉. It turns out that
in our case J can be completely diagonalized due to the CN− symmetry of the dipole
ring. In particular, there exists an eigenvector t of J that can be identified with the
conjectured tangential ground state of the dipole ring. It “only” remains to show that
the corresponding eigenvalue 〈t|J|t〉〈t|t〉 is the lowest eigenvalue jmin(N) of J for all N ≥ 3.
In this way we have reduced the ground state problem to a matrix problem in close
analogy to the Luttinger-Tisza approach [1]. The matrix in question is even diagonalized
in closed form and hence the problem should be tractable.
Actually, the ground state problem could be solved along these lines of thought
for any given N provided that it could be treated by hand or by computer-algebraic
software. We have done this in section 3 for N = 3, . . . , 8. The challenging problem is
rather to prove jmin(N) =
〈t|J|t〉
〈t|t〉 for all N . It can be further reduced to the problem
whether the determinant of a 2×2 matrixK(ν) is strictly positive, where ν = 1, . . . , N−1
is a certain discrete parameter (number of the finite Fourier coefficient or wave number).
However, the matrix entries are not explicitly given numbers but sums of approximately
N trigonometric functions and hence the positivity of the determinant is not obvious.
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As for many other problems it seems to be a good strategy to look at special
cases. As noted above, the special case of small N is well understood. What about the
special case of N −→ ∞ ? This leads to the strategy of evaluating the mentioned sums
asymptotically, i. e. , in the leading order w. r. t. N . The next step, see section 4, would
then be to replace the asymptotic reasoning by strict inequalities and thus to obtain
a proof of the ground state property of ±t that is valid for, say, N ≥ N∗. Here we
encounter the next complication: Already the asymptotic reasoning, and the more the
formulation of rigorous estimates heavily depends on case distinctions. To explain this
we remark that the above-mentioned determinant can be written as a double sum of the
form detK(ν) =
∑N−1
λ,µ=1 k
(ν)
λ,µ. An obvious attempt to control the sign of the determinant
is to split the terms k
(ν)
λ,µ into two parts, say, k
(ν)
λ,µ = P(ν)λ,µ+N (ν)λ,µ : The first part P(ν)λ,µ will
be strictly positive whereas the second part N (ν)λ,µ may be positive or negative, depending
on the parameters.
One is then looking for a lower bound BL of the sum of the positive parts and an
upper bound BU of the absolute value of the sum of the possibly negative parts and tries
to show BL > BU which is sufficient to complete the proof. Unfortunately, the form of
the splitting depends on λ, more precisely, whether 1 ≤ λ ≤ N/4 orN/4 ≤ λ ≤ N/2 (the
other domains of λ being reduced to the former ones by means of symmetry arguments).
Moreover, the form of the bounds BL and BU , restricted to partial sums, depends on
λ, µ and ν and we are led to a variety of case distinctions, see table 2. Especially, the
domain of the parameter ν has to be divided into three parts. One reason is that, in
the case of 1 ≤ λ, µ ≤ N/4, the lower bound of the positive terms BL is of order O(N4).
Without any restriction of ν we could only show that BU = O(N
4) which would not be
sufficient even for an asymptotic proof. Only with the restriction ν ≤ ε√N we could
achieve the result BU = O(N
3(logN)2) which entails BL > BU for N ≥ N∗. In a similar
way we found it necessary to introduce the further sub-division ε
√
N < ν < δN and
δN ≤ ν ≤ N
2
in order to obtain reasonable bounds. Here the three real parameters ε, δ
and N∗ are first considered as variables and only after all bounds have been established,
have to be chosen in an optimal way to obtain an N∗ as small as possible. Some
estimates crucially depend on the assumption N ≥ 9; hence we introduce the variable
N0 that is used in order to make some equations more transparent but has nevertheless
the constant value N0 = 9. Our final aim is to show N∗ = N0 but we must not assume
this from the outset. One intermediate attempt gave an N∗ = 9.04 . . . which is slightly
above the desirable value of N∗ = 9. Hence we had to improve the bounds BU by using
the explicit result
∑N−1
λ=1 csc
2 piλ
N
= N
2−1
3
that can be found, e. g. , in [9], thereby partly
abolishing the former case distinction. After this move the choice ε = 26
53
, δ = 8
41
was
happily consistent with N∗ = 9 and I stopped improving estimates. However, the latter
result was at first only obtained by numerical means.
Here we face a subtle problem connected with the question to what extent a
mathematical proof is allowed to be based on computer-algebraic means. It is clear
that the present proof practically would not be possible without such means. But
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the crucial question is which means can be tolerated without vitiating the standard of
a mathematical proof. I will adopt the position that computer-algebraic means are
admissible as long as they could be replaced by paper-and-pencil operations albeit
long and arduous ones. This needs some clarification. Any computer program can,
in principle, be simulated by a suitable Turing machine and hence by paper-and-pencil
operations. Thus the above definition of “admissible computer-algebraic means” only
makes sense if it is not understood to be applicable “in principle” but rather “in
practice”, even though this introduces some vagueness into the definition.
For example, the simplifications leading from (23) to the results of table 1 have
been performed using the computer-algebra software MATHEMATICA and not been
checked by hand. But this appears to be a harmless use of computer software since
it is completely clear what the equivalent paper-and-pencil operations would be and
that they could be performed in a reasonable time. On the other hand, the claim that
BL > BU for N ≥ 9 is a statement about infinitely many real numbers and cannot
be justified by an inspection of a numerically produced graph. The latter cannot be
considered as a proof but at most as a strong numerical evidence. Otherwise already
the statement detK(ν) > 0 for all N ≥ 3 and all 1 ≤ ν ≤ N − 1 could be “proven” by
inspection of a graph and the whole proof presented in this paper would be pointless.
Given this restriction of the use of computer-algebraic means in a mathematical
proof, how should we then complete the present proof? I will explain the chosen strategy
for the situation given in Figure 5. We replaced the condition BL > BU by the equivalent
one N−4BL > N−4BU and plotted the two functions of N for 0 ≤ N ≤ 20. It is evident
that there is an intersection at N = NB = 8.15728 . . . and that N
−4BL > N−4BU for
N > NB, but this will not suffice for the proof. What we can prove is that N
−4BL
is an increasing (linear) function of N and that N−4BU is decreasing with the limits
1
18
(9 ζ(3) + 2) > 0 for N −→ ∞ and ∞ for N −→ 0. (By an increasing function I
always mean a strictly monotonically increasing one throughout this paper, analogously
for decreasing functions.) The graphs of both functions hence intersect at a unique
point with N = NB and N
−4BL > N−4BU for N > NB. For our purposes we need the
stronger result that NB < 9 and this will be obtained by means of MATHEMATICA.
This use of computer-algebraic software is now legitimate since it only involves the
approximate evaluation of two elementary functions for two arguments, say, N = 5
and N = 9. The rationale for allowing computer-algebraic means here is that the
approximate evaluation of elementary functions could be done by hand and would yield
the same results and only require more time. One might object that the possibility of
errors in applying the computer-algebraic software or even in the software itself cannot
be excluded but this is beside the point since even an alleged traditional mathematical
proof may contain errors.
The remaining part of the proof follows these guidelines.
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2. Rings of interacting magnetic dipoles
We consider systems of N classical point-like dipoles. The normalized dipole moments
are described by unit vectors sν , ν = 0, . . . , N − 1. Each dipole moment performs a
precession about the momentary magnetic field vector that results as a sum over all
magnetic fields produced by the other dipoles. The N dipoles are fixed at the positions
of the vertices of a regular N− polygon
rν =

 cos
2piν
N
sin 2piν
N
0

 , ν = 0, . . . , N − 1 . (1)
For the sake of simplicity, the length of the vectors rν is chosen as 1, but it can be scaled
arbitrarily. The dimensionless energy of the dipole system is
H =
∑
µ, ν = 0, . . . N − 1
µ 6= ν
1
|rµ − rν |3 sν · (sµ − 3 sµ · eµν eµν) , (2)
see [10] (6.35) and [8]. Here eµν denotes the unit vector pointing from the ν-th dipole
to the µ-th one:
eµν ≡ rµ − rν|rµ − rν | . (3)
By definition, the ground states of the system are spin configurations that minimize
the energy (2). Numerical studies suggest that there are exactly two ground states,
namely
tν =

 − sin
2piν
N
cos 2piν
N
0

 , ν = 0, . . . , N − 1 , (4)
and −tν , ν = 0, . . . , N −1, see figure 1 for an illustration. The present paper is devoted
to the proof of this fact.
3. Ground states of the dipole ring
Obviously, the Hamiltonian (2) is bilinear in the components sµi of the moment vectors
sµ and hence can be written in the form
H =
N−1∑
µ=0
N−1∑
ν=0
3∑
i,j=1
Jµνijsµisνj (5)
≡
∑
α,β
Jαβsαsβ , (6)
where we have introduced multi-indices α = (µ, i) , β = (ν, j) that run through a finite
set of size 3N . Let jmin be the lowest eigenvalue of the symmetric matrix J. Then, by
the Rayleigh-Ritz variation principle, H ≥∑α jmins2α = Njmin, but the minimal energy
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Figure 1. Illustration of one of the two ground states ±t of the N = 10 dipole ring.
E0 need not be equal to Njmin in general. We will prove that there exists a certain
eigenvalue jα of J such that the corresponding eigenvector can be identified with the
state t, see (4). Hence t is a ground state if jα = jmin since in this case the lower bound
N jmin of the energy is assumed by the spin configuration t.
To detail the above remarks it is convenient to introduce new cartesian coordinates
(ξ, η, ζ) ≡ (ξ0, . . . , ξN−1, η0, . . . , ηN−1, ζ0, . . . , ζN−1) for the moment vectors sµ that are
better adapted to the CN -symmetry of the problem:
ξµ = rµ · sµ, ηµ = tµ · sµ, , ζµ = e · sµ, µ = 0, . . . , N − 1 , (7)
where e ≡ (0, 0, 1)⊤. In the following we will express the energy H in terms of the
new coordinates (7), where the transformed matrix will again be denoted by J without
danger of confusion. To this end we consider the part of the energy that is linear in s0:
H0 ≡
∑
µ6=0
1
|r0 − rµ|3 (s0 · sµ − 3 s0 · e0µ sµ · e0µ) . (8)
Ground states of dipole rings 7
For the intermediate steps of the calculation we set c ≡ cos 2piµ
N
and s ≡ sin 2piµ
N
. After
elementary transformations we obtain
r0 − rµ =

 1− c−s
0

 , (9)
|r0 − rµ|2 = (1− c)2 + s2 = 2(1− c) = 4 sin2 piµ
N
, (10)
1
|r0 − rµ|3
=
1
8
csc3
piµ
N
, (11)
s0 · sµ = ξ0ξµ c− ξ0ηµ s+ η0ξµ s+ η0ηµc + ζ0ζµ , (12)
−3 s0 · e0µ sµ · e0µ = 3
2
[ξ0ξµ (1− c) + ξ0ηµ s− η0ξµ s− η0ηµ(1 + c)] , (13)
s0 · sµ − 3 s0 · e0µ sµ · e0µ = 1
2
[ξ0ξµ (3− c) + ξ0ηµ s− η0ξµ s− η0ηµ(3 + c) + ζ0ζµ] .
(14)
From these equations one can read off the first, the N + 1-th and the 2N + 1-th row
(and the analogous columns) of the matrix J. The other rows can be obtained by cyclic
permutations of (0, 1, 2, . . . , N − 1). More precisely, the matrix J assumes the form
J =

 A C 0−C B 0
0 0 D

 , (15)
where A,B,C,D denote N × N sub-matrices that are so-called circulants, see [11]. A
circulant is an N × N -matrix that commutes with the cyclic permutation matrix of
(0, 1, 2, . . . , N − 1). As an example we display the sub-matrix A for N = 4:
A =


0 3
8
√
2
1
8
3
8
√
2
3
8
√
2
0 3
8
√
2
1
8
1
8
3
8
√
2
0 3
8
√
2
3
8
√
2
1
8
3
8
√
2
0

 . (16)
One notes that A has constant secondary diagonals even if these are periodically
extended. The eigenvectors b(µ) of a circulant form the Fourier basis, i. e. , are of
the form
b(µ)ν =
1√
N
exp
(
2pi i µ ν
N
)
, µ, ν = 0, . . . , N − 1 , (17)
and the eigenvalues are the Fourier transform (times
√
N) of the circulant’s first row,
see [11].
A,B and D are symmetric, whereas C is anti-symmetric. The matrices A,B,C,D
pairwise commute since they have the Fourier basis (17) as a common system of
eigenvectors. Since they are circulants it suffices to give the entries of the first row
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of the respective matrices. These values can be read off from (11) and (14):
A0,µ =
{
0 : µ = 0 ,
1
32
(
3− cos (2piµ
N
))
csc3
(
piµ
N
)
: µ = 1, . . . , N − 1, (18)
B0,µ =
{
0 : µ = 0 ,
− 1
32
(
3 + cos
(
2piµ
N
))
csc3
(
piµ
N
)
: µ = 1, . . . , N − 1, (19)
C0,µ =
{
0 : µ = 0 ,
1
32
sin
(
2piµ
N
)
csc3
(
piµ
N
)
: µ = 1, . . . , N − 1, (20)
D0,µ =
{
0 : µ = 0 ,
1
16
csc3
(
piµ
N
)
: µ = 1, . . . , N − 1, (21)
We note that, except a vanishing diagonal, A and D have only positive entries and
B has only negative ones. The row sum of C vanishes since C is an anti-symmetric
circulant. Moreover, the eigenvalues of C are purely imaginary since it is also anti-
Hermitian. (From this it follows again that the row sum, which is a real eigenvalue of
C, must vanish.) Let
J (µ) =

 a
(µ)
i c(µ) 0
−i c(µ) b(µ) 0
0 0 d(µ)

 (22)
be the 3 × 3 matrix where a(µ), b(µ), i c(µ), d(µ) are the eigenvalues of the corresponding
sub-matrices A,B,C,D of J and µ = 0, . . . , N − 1. Further let j(µ)i , i = 1, 2, 3 be the
eigenvalues of J (µ) with eigenvectors u
(µ)
i . Then the general eigenvector of J has the
form (u
(µ)
i,1 b
(µ), u
(µ)
i,2 b
(µ), u
(µ)
i,3 b
(µ))⊤ corresponding to the eigenvalue j(µ)i .
In this way we have, in principle, diagonalized the matrix J. In particular, its
eigenvalues corresponding to µ = 0 can be determined explicitely. The Fourier basis
vector b(0) is the vector with constant entries 1√
N
. The eigenvalues a(0), b(0), i c(0), d(0)
considered above are the constant row sums of A,B,C,D, where c(0) = 0, since C has
vanishing row sums. It follows that J (0) = diag (a(0), b(0), d(0)). Obviously, b(0) is the
lowest eigenvalue of J (0) since b(0) < 0 but a(0) > 0 and d(0) > 0. The corresponding
eigenvector of J is (0,b(0), 0)⊤. It is, up to normalization, identical with the conjectured
ground state t according to (4). To prove that t is actually a ground state it would
suffice to show that b(0) is the lowest eigenvalue of J since then the equality sign in
E0 ≥ Njmin would be assumed.
Recall that
b(0) =
N−1∑
µ=0
B0,µ
(19)
= − 1
32
N−1∑
µ=1
(
3 + cos
2piµ
N
)
csc3
piµ
N
(23)
= − 1
16
N−1∑
µ=1
(
1 + cos2
piµ
N
)
csc3
piµ
N
. (24)
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Figure 2. Eigenvalues of the matrix J, see (15) and (18)–(21), for N = 3, . . . , 8. The
lowest eigenvalue jmin = b
(0) corresponding to the ground state energy E0 = N jmin
can be analytically calculated, see table 1.
Table 1. Table of the analytical form of jmin = b
(0) for N = 3, . . . , 8.
N jmin numerical value
3 − 5
12
√
3
−0.240563
4 1
16
(−1− 6√2) −0.59283
5 − 1
20
√
425 + 58
√
5 −1.17759
6 −29
16
− 5
12
√
3
−2.05306
7 (25) −3.27741
8 1
16
(
−1− 6√2− 4
√
274 + 17
√
2
)
−4.9088
For small N there exists an even simpler analytical form of b(0), see table 1, except for
N = 7, where we could only simplify (24) to
b(0) =
1
8
(
−2 csc3 pi
7
+ csc
pi
7
− 2 sec3 pi
14
− 2 sec3 3pi
14
+ sec
pi
14
+ sec
3pi
14
)
.(25)
Obviously, not only b(0) but all eigenvalues of J can be calculated in closed form for,
say, N = 3, . . . , 8. Hence the claim that jmin = b
(0) can be confirmed for these cases by
numerical evaluation of given expressions involving only elementary functions.
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4. Confirmation of the ground states for N ≥ 9
In this section we will prove the ground state property of t for sufficiently large N , more
precisely, for
N ≥ N0 ≡ 9 . (26)
This result is the more plausible since in the limit N −→∞ the dipole ring approaches
the infinite chain that has, up to a sign, a unique ground state where all spins are aligned
parallel or anti-parallel w. r. t. the chain direction [7]. This ground state minimizes the
energy of every single pair interaction and is hence unfrustrated.
First we argue that
b(0) < d(ν) for all ν = 0, . . . , N − 1 . (27)
Recall that d(ν) can be written as
d(ν) =
N−1∑
µ=1
1
16
csc3
(piµ
N
)
exp
(
2piiνµ
N
)
(28)
=
N−1∑
µ=1
1
16
csc3
(piµ
N
)
cos
(
2piνµ
N
)
, (29)
and hence
|d(ν)| ≤
N−1∑
µ=1
1
16
csc3
(piµ
N
)
= d(0) , (30)
where the = sign only applies for ν = 0. Alternatively, we could have invoked the
theorem of Perron (1907) in the form [12] in order to show (30). Now we use the fact
that D0,ν < |B0,ν | for all ν = 0, . . . , N − 1 and hence d(0) < |b(0)|. Together with (30)
this implies |d(ν)| < |b(0)| and further b(0) < d(ν) since b(0) < 0.
Similarly one also proves
b(0) < b(ν) for all ν = 0, . . . , N − 1 . (31)
Now we can restrict ourselves to the 2 × 2 submatrix
(
a(ν) i c(ν)
−i c(ν) b(ν)
)
of J (ν). We
subtract b(0) in the diagonal and obtain the matrix
K(ν) ≡
(
a(ν) − b(0) i c(ν)
−i c(ν) b(ν) − b(0)
)
. (32)
The ground state property now follows ifK(ν) is positive-definite, i. e. if both eigenvalues
of K(ν) are strictly positive for all ν = 0, . . . , N − 1. By virtue of Sylvester’s criterion
(positivity of all principal minors) and the positivity of K
(ν)
22 , see (31), it remains to
show that
detK(ν) = (a(ν) − b(0))(b(ν) − b(0))− (c(ν))2 > 0 . (33)
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After some elementary transformations we write detK(ν) as a double sum of the form
detK(ν) =
N−1∑
λ,µ=1
k
(ν)
λµ
≡
N−1∑
λ,µ=1
csc3
2piλ
N
csc3
2piµ
N
[(
3 + cos
2piµ
N
)
(
1− cos 2piµν
N
)(
cos
2piλ
N
(
1− cos 2piλν
N
)
+ 3
(
cos
2piλν
N
+ 1
))
− sin 2piλ
N
sin
2piµ
N
sin
2piλν
N
sin
2piµν
N
]
, (34)
ignoring the irrelevant global factor
(
1
32
)2
. It turns out that some terms in the double
sum (34) are positive and some terms are negative. We have to show that the posi-
tive terms dominate the sum. To this end we will find some lower bound BL of the
sum over all positive terms and some upper bound BU of the absolute value of the sum
of all negative terms and will show BL−BU > 0 for sufficiently large N , i. e. for N ≥ N∗.
The terms k
(ν)
λ,µ of the double sum (34) possess the reflection symmetry k
(ν)
N−λ,µ =
k
(ν)
λ,µ = k
(ν)
λ,N−µ. We will utilize this and restrict the summation to the domain
1 ≤ λ, µ ≤ N/2 which yields 1/4 of the total sum. If N is even we accordingly would
have to split the terms with λ = N/2 or µ = N/2 into two equal parts belonging to
the different partial sums. The total factor of 4 will be ignored. Note that for the cases
BNs and CNs considered below it is more convenient to sum over the whole domain
and hence a factor 1/4 is introduced for compensation.
The various estimates depend on the values of the parameter ν (wave number)
and of the summation indices λ and µ. This entails a considerable number of case
distinctions that are displayed in Table 2. Due to the symmetry
k
(N−ν)
λµ = k
(ν)
λµ (35)
we may restrict ourselves to 1 ≤ ν ≤ N
2
. The constants ε and δ occurring in Table 2 are
chosen as
ε =
26
53
= 0.490566 . . . , (36)
δ =
8
41
= 0.195122 . . . . (37)
The term k
(ν)
λµ in (34) can be split into two parts such that the first one is always
positive and only the second one may be negative. This splitting depends on the sign
of cos 2piλ
N
, hence on λ. More precisely, we define
Case 1 (1 ≤ λ ≤ N
4
or N
4
≤ λ ≤ 3N
4
):
k
(ν)
λµ =
(
P(ν)λµ +N (ν)λµ
)
csc3
piλ
N
csc3
piµ
N
, (38)
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Table 2. Table of case distinctions. The letters P, N, N1, N2 refer to the splitting of
k
(ν)
λµ according to (38) – (44). The values of ε and δ are given in (36) and (37).
A B C
1 ≤ ν ≤ νA ≡ ε
√
N νA < ν < νB ≡ δN νB ≤ ν ≤ N2
1 2
1 ≤ λ ≤ N
4
N
4
≤ λ ≤ N
2
α β
1 ≤ µ ≤ N
4
or N
4
≤ µ ≤ N
2
P N, N1, N2
P(ν)λµ N (ν)i,λµ
P(ν)λµ =
(
3 + cos
2piµ
N
)[
cos
2piλ
N
(
1− cos 2piλν
N
)
+ 3
(
1 + cos
2piλν
N
)]
(
1− cos 2piµν
N
)
, (39)
N (ν)λµ = − sin
2piλ
N
sin
2piµ
N
sin
2piλν
N
sin
2piµν
N
. (40)
Case 2 (N
4
≤ λ ≤ 3N
4
):
k
(ν)
λµ =
(
P(ν)λµ +N (ν)1,λµ +N (ν)2,λµ
)
csc3
piλ
N
csc3
piµ
N
, (41)
P(ν)λµ = 3
(
3 + cos
2piµ
N
)(
1 + cos
2piλν
N
)(
1− cos 2piµν
N
)
, (42)
N (ν)1,λµ =
(
3 + cos
2piµ
N
)
cos
2piλ
N
(
1− cos 2piλν
N
)(
1− cos 2piµν
N
)
, (43)
N (ν)2,λµ = − sin
2piλ
N
sin
2piµ
N
sin
2piλν
N
sin
2piµν
N
. (44)
As indicated by the letters P (positive) and N (possibly negative) it is easily shown
that P(ν)λµ ≥ 0 whereas the sign of N (ν)λµ or N (ν)i,λµ depends on λ, µ, ν. Note that csc piλN and
csc piµ
N
are always positive since 0 < λ, µ < N .
In the following we calculate the various estimates depending on the case distinc-
tions according to Table 2. The notation will be self-explaining; e. g. , case A1αP means
that we investigate the contribution from the positive terms in the double sum (34) cor-
responding to the summation over λ = 1, . . . , N
4
and µ = 1, . . . , N
4
where 1 ≤ ν ≤ ε√N
is assumed.
A few words about the summation limits are in order. If N is odd then, e. g. , the
notation
∑N/2
λ=N/4 . . . means that the sum has to be performed over all integers in the
interval (N/4, N/2). If N is even we have already mentioned the convention to split
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Figure 3. Typical form of the function f(x), see (46). We chose N = 5 in order to
have a marked local minimum at x = pi/2.
the term with λ = N/2 into two equal parts. If, moreover, 4 divides N the term with
λ = N/4 has to be assigned not to the sum
∑N/2
λ=N/4 . . . but to
∑N/4
λ=1 . . . such that the
number of terms in each partial sum never exceeds N/4. This convention simplifies the
formulation of estimates like (102).
Case A1αP
We consider the corresponding part of
∑
λµ k
(ν)
λµ denoted by KA1αP . Since all terms
of the sum are positive we obtain a lower bound by restricting the sum to the two terms
with λ = µ = 1 and λ = 1, µ = 2:
KA1αP ≡
N/4∑
λ=1
N/4∑
µ=1
P(ν)λµ csc3
piλ
N
csc3
piµ
N
> P(ν)11 csc6
pi
N
+P(ν)12 csc3
pi
N
csc3
2pi
N
.(45)
Let us begin with the first term at the r. h. s. of (45) corresponding to λ = µ = 1.
We have to find a lower bound of P(ν)11 . With the abbreviations c ≡ cos 2piN and x ≡ pi νN
we obtain from (39), after some simplifications:
P(ν)11 = 4(3 + c)
(
3 + (c− 3) sin2 x) sin2 x ≡ f(x) . (46)
The real function f(x) considered for arguments x ∈ [0, pi] satisfies f(pi/2 − x) =
f(pi/2 + x) and has two maxima at x = x1,2 and a local minimum at x = pi/2 with
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height f1 = 4(3 + c)c, see Figure 3. This follows from
d f(x)
dx
= 8(c+3) sin(x) cos(x)
(
2(c− 3) sin2(x) + 3) = 24(c+3)x+O (x3) .(47)
Hence d f(x)
dx
> 0 for sufficiently small values of x > 0. The derivative (47) vanishes for
x = 0, pi/2, pi and for
sin2 x =
3
2(3− c) . (48)
This equation has two solutions x1,2 such that 0 < x1 < pi/2 < x2 < pi which yields two
maxima of height
f2 = f(x1,2) =
54
3− c − 9 . (49)
The form of the graph of f(x) given in Figure 3 is typical since always f2 > f1 due to
f2 − f1 = (3− 2c)
2(c+ 3)
3− c > 0 . (50)
Hence f is not increasing for the whole interval x ∈ [0, pi/2] but only for x ∈ [0, x1].
Define x0 ≡ piN , xA ≡ piε√N and xB ≡ δpi such that 1 ≤ ν ≤ νA is equivalent to
x0 ≤ x ≤ xA and xA ≤ ν ≤ νB to xA ≤ x ≤ xB. We note that x0 < xA for
N > ε−2 = 4.15533 . . . and xA < xB for N > ε
2
δ2
= 6.32095 . . .. Anticipating the
analogous problem of finding a lower bound of P(ν)11 in the cases B and C we prove a
stronger statement than needed for the present case:
Lemma 1 (i) f(xB) < f(pi/2).
(ii) If x0 ≤ x ≤ xA then f(x0) ≤ f(x).
(iii) If xA ≤ x ≤ xB then f(xA) ≤ f(x).
(iv) If xB ≤ x ≤ pi2 then f(xB) ≤ f(x).
Proof: (i) The real function N 7→ c
3−c , c ≡ cos 2piN is increasing for N > 2. Let
z ≡ sin2(δpi) = 0.330992 . . . then c
3−c = z has the unique solutionN = N1 =
2pi
arccos( 3z
z+1)
=
8.62247 . . .. Hence for all integer values of N ≥ N0 = 9 we have
z <
c
3− c , (51)
0 < c− (3− c)z and z − 1 < 0 , (52)
0 > (z − 1)(c− (3− c)z) = z(3 + (c− 3)z)− c , (53)
c > z(3 + (c− 3)z) , (54)
f(pi/2) = 4(3 + c)c > 4(3 + c)z(3 + (c− 3)z) = f(xB) , (55)
which proves (i).
(iv) Let xm be the unique solution of f(xm) = f(pi/2) with 0 < xm < pi/2, see Figure
3. Obviously, xm < x1. By (i) we have xB < xm. Now consider an arbitrary x with
xB ≤ x ≤ pi2 . If x ≤ xm then x < x1 and the claim follows from the increase of f(x) in
the interval [0, x1]. If x > xm then f(x) ≥ f(pi/2) > f(xB), the last inequality following
from (i). Hence also in this case the claim holds.
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(iii) Since x ≤ xB < x1 the claim follows from the increase of f(x) in the interval [0, x1].
(ii) This follows analogously since x ≤ xA < x1. 
In the following we will use the elementary inequalities
| sinx| < x and hence | csc x| > 1
x
for x > 0 . (56)
For a lower bound of the sin function we will also use
sin pix > 2
√
2x and csc pix <
1
2
√
2x
for 0 < x <
1
4
. (57)
Now we can apply lemma 1 (ii) and conclude
P(ν)11 = f(x) ≥ f(x0) = 4
(
3 + cos
2pi
N
)(
3 +
(
cos
2pi
N
− 3
)
sin2
pi
N
)
sin2
pi
N
(58)
≥ 4
(
3 + cos
2pi
N0
)(
3 +
(
cos
2pi
N0
− 3
)
sin2
pi
N0
)
sin2
pi
N
. (59)
P(ν)11 csc6
pi
N
≥ 4
(
3 + cos
2pi
N0
)(
3 +
(
cos
2pi
N0
− 3
)
sin2
pi
N0
)
csc4
pi
N
(60)
(56)
> 4
(
3 + cos
2pi
N0
)(
3 +
(
cos
2pi
N0
− 3
)
sin2
pi
N0
)
N4
pi4
(61)
≡ BA1αP1 . (62)
For the inequality (59) we have used the increase of the functions N 7→ cos 2pi
N
and
N 7→ − sin2 pi
N
for N > 2.
We proceed with the second term at the r. h. s. of (45) corresponding to λ = 1 and
µ = 2. After some simplifications we conclude, again setting x = piν
N
, c = cos 2pi
N
, and
c2 = cos
4pi
N
:
P(ν)12 = 4 (3 + c2)
(
3 + (c− 3) sin2 x) sin2 2x ≡ g(x) . (63)
A typical graph of the function g(x) is displayed in Figure 4. In order to investigate its
first maximum we calculate the derivative and its expansion at x = 0:
d g(x)
dx
= 32(c2 + 3) sin 2x
(
c sin2 x(3 cos 2x+ 1) + (9 cos 2x− 3) cos2 x)
(64)
= 12 x+O(x3) . (65)
d g(x)
dx
is hence positive for sufficiently small values of x > 0. To find its first zero x3 > 0
we introduce the new variable y = sin2(x) and obtain
d g(x)
dx
= 64(c2 + 3)
√
(1− y)y (3(3− c)y2 + 2(c− 6)y + 3) . (66)
The last bracket in (66) has a unique zero y3 with 0 < y3 < 1 of the form
y3 =
√
c2 − 3c+ 9 + c− 6
3(c− 3) . (67)
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Figure 4. Typical form of the function g(x), see (63) with N = 5.
The coordinates x3,4 of the two maxima of g(x) are the two solutions of the equation
sin2 x =
√
c2 − 3c+ 9 + c− 6
3(c− 3) (68)
in the interval [0, pi] such that 0 < x3 < pi/2 < x4 < pi.
We want to show the following
Lemma 2 x3 is a increasing function of N .
Proof: Since the functions N 7→ c = cos 2pi
N
and y3 7→ x3 = arcsin√y3 are obviously
increasing for N > 2 it remains to show that c 7→ y3 =
√
c2−3c+9+c−6
3(c−3) is increasing. This
follows from
4(c2 − 3c+ 9)− (3 + c)2 = 3(−3 + c)2 > 0 , (69)
4(c2 − 3c+ 9) > (3 + c)2 , (70)
2
√
c2 − 3c+ 9 > 3 + c , (71)
−3− c+ 2√c2 − 3c+ 9 > 0 , (72)
−3− c+ 2√c2 − 3c+ 9
2(−3 + c)2√c2 − 3c+ 9 > 0 , (73)
and
d
dc
√
c2 − 3c+ 9 + c− 6
3(c− 3) =
−3− c+ 2√c2 − 3c+ 9
2(−3 + c)2√c2 − 3c+ 9 , (74)
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thereby completing the proof of lemma 2. 
Recall that the cases A and B are characterized by the inequalities 1 ≤ ν ≤
νA = ε
√
N and νA < ν < νB = δN . As above we rewrite these inequalities as
x0 =
pi
N
≤ x ≤ xA = pi ε√N and xA < x < xB = δpi. In order to find a lower bound
for P(ν)12 we have to establish the inequality xA ≤ x3(N). Anticipating the analogous
problem in the case B1αP we will instead show xB ≤ x3(N), which implies the first
inequality since xA < xB for N >
ε2
δ2
= 6.32095 . . .. In view of lemma 2 it suffices to
show xB ≤ x3(N0) = x3(9) since N0 ≤ N implies x3(N0) ≤ x3(N). The claim then
follows from
δ =
8
41
= 0.195122 . . . <
1
pi
x3(9) (75)
=
1
pi
arcsin


√√√√6− cos (2pi9 )−√9 + (−3 + cos (2pi9 )) cos (2pi9 )
3
(
3− cos (2pi
9
))

 (76)
= 0.195737 . . . . (77)
Summarizing, we have shown
x0 ≤ x ≤ xA implies g(x) ≥ g(x0) , (78)
and hence
P(ν)1,2 = g(x) ≥ g(x0) (79)
= sin2
2pi
N
(
8 cos
2pi
N
− cos 4pi
N
+ 5
)(
cos
4pi
N
+ 3
)
(80)
≥ sin2 2pi
N
(
8 cos
2pi
N0
− cos 4pi
N0
+ 5
)(
cos
4pi
N0
+ 3
)
. (81)
The last inequality uses the monotonic increase of the function N 7→(
8 cos 2pi
N
− cos 4pi
N
+ 5
) (
cos 4pi
N
+ 3
)
. For the last bracket this is obvious; for the first
bracket it follows from
(
8 cos 2pi
N
− cos 4pi
N
+ 5
)
= 6 + 8c − 2c2 and d
dc
(6 + 8c− 2c2) =
8− 4c > 0 for |c| < 1. Further, using
sin2
2pi
N
= 4 sin2
pi
N
cos2
pi
N
≥ 4 sin2 pi
N
cos2
pi
N0
(82)
we obtain from (81):
P(ν)1,2 csc3
pi
N
csc3
2pi
N
(83)
≥ 4 cos2 pi
N0
(
8 cos
2pi
N0
− cos 4pi
N0
+ 5
)(
cos
4pi
N0
+ 3
)
csc
pi
N
csc3
2pi
N
(84)
(56)
> 4 cos2
pi
N0
(
8 cos
2pi
N0
− cos 4pi
N0
+ 5
)(
cos
4pi
N0
+ 3
)
N
pi
N3
(2pi)3
(85)
=
1
2pi4
cos2
pi
N0
(
8 cos
2pi
N0
− cos 4pi
N0
+ 5
)(
cos
4pi
N0
+ 3
)
N4 (86)
≡ BA1αP2 . (87)
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Summarizing the equations (45), (62) and (87), we have established the lower bound
KA1αP > BA1αP1 +BA1αP2 ≡ BA1αP . (88)
Note that both terms BA1αP1 and BA1αP2 are of order O(N
4). This completes the case
A1αP.
Case A1αN
Recall that we are looking for an upper bound of the absolute value of the
contribution of all (possibly) negative terms in the double sum (34). For the present
case the partial sum of these terms is
KA1αN ≡
N/4∑
λ=1
N/4∑
µ=1
N (ν)λµ csc3
piλ
N
csc3
piµ
N
(89)
(40)
= −
∑
λµ
sin
2piλ
N
sin
2piµ
N
sin
2piλν
N
sin
2piµν
N
csc3
piλ
N
csc3
piµ
N
(90)
= −
∑
λµ
(
2 sin
piλ
N
cos
piλ
N
)(
2 sin
piµ
N
cos
piµ
N
)
sin
2piλν
N
sin
2piµν
N
csc3
piλ
N
csc3
piµ
N
(91)
= − 4
∑
λµ
cos
piλ
N
cos
piµ
N
sin
2piλν
N
sin
2piµν
N
csc2
piλ
N
csc2
piµ
N
. (92)
Applying the triangle inequality to the sum (92) we obtain
|KA1αN | ≤ 4
∑
λµ
∣∣∣∣sin 2piλνN sin 2piµνN
∣∣∣∣ csc2 piλN csc2 piµN (93)
(56)
< 4
∑
λµ
4pi2 λµ ν2
N2
csc2
piλ
N
csc2
piµ
N
(94)
(57)
< 4
∑
λµ
4pi2 λµ ν2
N2
N2
8λ2
N2
8µ2
(95)
=
pi2
4
N2 ν2

N/4∑
λ=1
1
λ



N/4∑
µ=1
1
µ

 (96)
<
pi2
4
N3ε2
(
log
N
4
+ γ +
2
N
)2
(97)
≤ pi
2
4
N3ε2
(
log
N
4
+ γ +
2
N0
)2
≡ BA1αN . (98)
The inequality in (97) deserves some explanation. First, we used ν ≤ ε√N according
to the definition of case A in table 2. Secondly, if 4 divides N the sums in (96) are the
harmonic numbers HN/4 and the upper bound involving log
N
4
+ γ + 2
N
is a standard
result, see [13] pp. 73–75, where γ = 0.5772 . . . denotes Euler’s constant. If 4 does not
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divide N , the sums in (96) run only up to ⌊N
4
⌋ and (97) follows from the monotonic
increase of the function x 7→ log x+ 1
2x
for x > 1
2
.
The upper bound (98) is of order O(N3(logN)2) which is close to the order O(N4)
of the lower bound in the case A1αP but strictly less, as it must be for the present proof
strategy. Note that without the restriction to ν ≤ ε√N we would not have achieved
this result which explains the introduction of the case distinction according to the cases
A and B.
Case A1βN
We consider
KA1βN ≡
N/4∑
λ=1
N/2∑
µ=N/4
N (ν)λµ csc3
piλ
N
csc3
piµ
N
. (99)
The calculations are analogous to the case A1αN except that we now use the
estimate
csc3
piµ
N
< 2
√
2 , (100)
that holds since sin x >
√
2
2
for pi
4
< x < 3pi
4
. It follows that
|KA1βN | < 4
√
2
∑
λµ
∣∣∣∣sin 2piλνN
∣∣∣∣ csc2 piλN (101)
(56)(57)
≤ 4
√
2
N
4
N/4∑
λ=1
2piλν
N
N2
8λ2
(102)
=
√
2pi
4
N2 ν
N/4∑
λ=1
1
λ
(103)
<
√
2piε
4
N3/2
(
log
N
4
+ γ +
2
N0
)
≡ BA1βN . (104)
In the inequality (102) we have used the fact that the number of terms in the sum∑N/2
µ=N/4 . . . does not exceed N/4 due to our convention concerning summation limits.
Case A2αN
We consider the terms according to (43) and (44) separately.
|KA2αN1| ≤
N/2∑
λ=N/4
N/4∑
µ=1
∣∣∣N (ν)1,λµ∣∣∣ csc3 piλN csc3 piµN (105)
=
∑
λµ
∣∣∣∣
(
3 + cos
2piµ
N
)
cos
2piλ
N
(
1− cos 2piλν
N
)∣∣∣∣
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1− cos 2piµν
N
)
csc3
piλ
N
csc3
piµ
N
(106)
(100)
≤
∑
λµ
8 · 2 sin2 piµν
N
2
√
2 csc3
piµ
N
(107)
(56)(57)
≤ 32
√
2
N
4
N/4∑
µ=1
pi2µ2ν2
N2
N3
(2
√
2µ)3
(108)
=
pi2
2
N2 ν2
N/4∑
µ=1
1
µ
(109)
≤ pi
2ε2
2
N3
(
log
N
4
+ γ +
2
N0
)
≡ BA2αN1 . (110)
In the inequality (107) we have used the obvious bound
∣∣(3 + cos 2piµ
N
)
cos 2piλ
N
(
1− cos 2piλν
N
)∣∣ ≤
4 · 1 · 2 = 8.
|KA2αN2| ≤
N/2∑
λ=N/4
N/4∑
µ=1
∣∣∣N (ν)2,λµ∣∣∣ csc3 piλN csc3 piµN (111)
=
∑
λµ
∣∣∣∣sin 2piλN sin 2piµN sin 2piλνN sin 2piµνN
∣∣∣∣
csc3
piλ
N
csc3
piµ
N
(112)
(100)
≤
∑
λµ
(
2 sin
piµ
N
cos
piµ
N
) ∣∣∣∣sin 2piµνN
∣∣∣∣ 2√2 csc3 piµN (113)
(56)
≤ 4
√
2
N
4
N/4∑
µ=1
2piµν
N
csc2
piµ
N
(114)
(57)
≤ 2
√
2pi ν
N/4∑
µ=1
µ
N2
8µ2
(115)
<
√
2piε
4
N5/2
(
log
N
4
+ γ +
2
N0
)
≡ BA2αN1 . (116)
Case A2βN
We obtain
|KA2βN | ≤
N/2∑
λ=N/4
N/2∑
µ=N/4
∣∣∣N (ν)1,λµ +N (ν)2,λµ∣∣∣ csc3 piλN csc3 piµN (117)
=
∑
λµ
∣∣∣∣
(
3 + cos
2piµ
N
)
cos
2piλ
N
(
1− cos 2piλν
N
)
(
1− cos 2piµν
N
)
− sin 2piλ
N
sin
2piµ
N
sin
2piλν
N
sin
2piµν
N
∣∣∣∣
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csc3
piλ
N
csc3
piµ
N
(118)
(100)
≤ 13 ·
(
N
4
)2 (√
2
)6
=
13
2
N2 ≡ BA2βN1 . (119)
In the inequality (119) we have used that for N/4 ≤ µ ≤ N/2 we have cos 2piµ
N
≤ 0 and
hence the terms |. . .| can be bounded by 3 · 1 · 2 · 2 + 1 = 13.
Now we turn to the case B defined by ε
√
N < ν < δN .
Case B1αP
The calculations are similar to the case A1αP.
KB1αP ≡
N/4∑
λ=1
N/4∑
µ=1
P(ν)λµ csc3
piλ
N
csc3
piµ
N
> P(ν)11 csc6
pi
N
+P(ν)12 csc3
pi
N
csc3
2pi
N
.(120)
Let us begin with the first term at the r. h. s. of (120) corresponding to λ = µ = 1.
Here we can rely on the result of lemma 2 (iii) in order to find a lower bound of P(ν)11 :
P(ν)11 = f(x) ≥ f(xA) (121)
= 4
(
3 + cos
2pi
N
)(
3 +
(
cos
2pi
N
− 3
)
sin2
piε√
N
)
sin2
piε√
N
(122)
≥ 4
(
3 + cos
2pi
N0
)(
3 +
(
cos
2pi
N0
− 3
)
sin2
piε√
N0
)
sin2
piε√
N
(123)
(57)
≥ 4
(
3 + cos
2pi
N0
)(
3 +
(
cos
2pi
N0
− 3
)
sin2
piε√
N0
)
8ε2
N
, (124)
where we have used N > 16ε2 = 3.85048 . . . and hence ε√
N
= x < 1
4
in order to apply
(57) in the last inequality (124). Further we conclude
P(ν)11 csc6
pi
N
(56)
>
32ε2
pi6
N5
(
3 + cos
2pi
N0
)(
3 +
(
cos
2pi
N0
− 3
)
sin2
piε√
N0
)
≡ BB1αP1 .(125)
We proceed with the second term at the r. h. s. of (120) corresponding to
λ = 1, µ = 2. According to the results derived in the case A1αP we conclude
P(ν)12 = g(x) ≥ g(xA) (126)
= 24
(
3 + cos
4pi
N
)(
3 +
(
cos
2pi
N
− 3
)
sin2
piε√
N
)
cos2
piε√
N
sin2
piε√
N
(127)
≥ 24
(
3 + cos
4pi
N0
)(
3 +
(
cos
2pi
N0
− 3
)
sin2
piε√
N0
)
cos2
piε√
N0
sin2
piε√
N
(128)
(57)
> 27
(
3 + cos
4pi
N0
)(
3 +
(
cos
2pi
N0
− 3
)
sin2
piε√
N0
)
cos2
piε√
N0
ε2
N
.(129)
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Hence
P(ν)12 csc3
pi
N
csc3
2pi
N
(56)
>
16ε2
pi6
N5
(
3 + cos
4pi
N0
)(
3 +
(
cos
2pi
N0
− 3
)
sin2
piε√
N0
)
cos2
piε√
N0
(130)
≡ BB1αP2 . (131)
Summarizing the equations (120), (125) and (131), we have established the lower
bound
KB1αP > BB1αP1 +BB1αP2 ≡ BB1αP . (132)
Next we consider terms of the double sum (34) that are possibly negative. Since
we need not make any assumption about the range of ν the results are valid for both
cases, B and C. It turns out that the part of N (ν)λµ that contains only sin− terms can be
treated separately without making the case distinctions due to 1, 2 and α, β. We will
call this the case BNs.
Case BNs=CNs
We will extend the summations to the whole domain 1 ≤ λ ≤ N − 1 and
1 ≤ µ ≤ N − 1 and accordingly introduce a factor 1
4
in order to comply with our
convention explained above.
KBNs ≡ 1
4
N−1∑
λ=1
N−1∑
µ=1
N (ν)2,λµ csc3
piλ
N
csc3
piµ
N
(133)
(40)
= − 1
4
∑
λµ
sin
2piλ
N
sin
2piµ
N
sin
2piλν
N
sin
2piµν
N
csc3
piλ
N
csc3
piµ
N
(134)
= − 1
4
∑
λµ
(
2 sin
piλ
N
cos
piλ
N
)(
2 sin
piµ
N
cos
piµ
N
)
sin
2piλν
N
sin
2piµν
N
csc3
piλ
N
csc3
piµ
N
(135)
= −
∑
λµ
cos
piλ
N
cos
piµ
N
sin
2piλν
N
sin
2piµν
N
csc2
piλ
N
csc2
piµ
N
. (136)
Hence
|KBNs| ≤
∑
λµ
csc2
piλ
N
csc2
piµ
N
(137)
=
(
N2 − 1
3
)2
≡ BBNs ≡ BCNs . (138)
For equation (138) we have used [9], (24.1.2).
Case B2αN = C2αN
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We consider only the terms according to (43) since the other terms are already
included in the case BNs=CNs.
KB2αN1 ≡
N/2∑
λ=N/4
N/4∑
µ=1
N (ν)1,λµ csc3
piλ
N
csc3
piµ
N
, (139)
|KB2αN1| ≤
∑
λµ
∣∣∣N (ν)1,λµ∣∣∣ csc3 piλN csc3 piµN (140)
=
∑
λµ
∣∣∣∣
(
3 + cos
2piµ
N
)
cos
2piλ
N
(
1− cos 2piλν
N
)∣∣∣∣∣∣∣∣1− cos 2piµνN
∣∣∣∣ csc3 piλN csc3 piµN (141)
(100)
≤ 16 · 2
√
2
N
4
N/4∑
µ=1
csc3
piµ
N
(142)
(57)
< 8
√
2N
∞∑
µ=1
(
N
2
√
2µ
)3
(143)
=
1
2
N4ζ(3) ≡ BB2αN1 ≡ BC2αN1 . (144)
Case B2βN = C2βN
KB2βN ≡
N/2∑
λ=N/4
N/2∑
µ=N/4
N (ν)1,λµ csc3
piλ
N
csc3
piµ
N
, (145)
|KB2βN | ≤
∑
λµ
∣∣∣N (ν)1,λµ∣∣∣ csc3 piλN csc3 piµN (146)
=
∑
λµ
∣∣∣∣
(
3 + cos
2piµ
N
)
cos
2piλ
N
(
1− cos 2piλν
N
)(
1− cos 2piµν
N
)∣∣∣∣
csc3
piλ
N
csc3
piµ
N
(147)
(100)
≤ 12 ·
(
2
√
2
)2 (N
4
)2
= 6N2 ≡ BB2βN ≡ BC2βN . (148)
In the inequality (148) we have used that for N/4 ≤ µ ≤ N/2 we have cos 2piµ
N
≤ 0 and
hence the term |. . .| can be bounded by 3 · 1 · 2 · 2 = 12.
Now we consider the positive terms of the double sum (34) in the case C defined
by δN ≤ ν ≤ N
2
and .
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Table 3. Table of the leading order w. r. t. N of the bounds for the various cases
according to table 2.
Case Order . . .
A1αP N4
A1αN N3(logN)2 A1βN N3/2 logN A2αN N5/2 logN A2βN N2
B1αP N5
BNs N4 B2αN N4 B2βN N2
C1αP N6
CNs N4 C2αN N4 C2βN N2
Case C1αP
The calculations are similar to the case A1αP except that we only consider one
term of the double sum (34) as a lower bound.
KC1αP ≡
N/4∑
λ=1
N/4∑
µ=1
P(ν)λµ csc3
piλ
N
csc3
piµ
N
> P(ν)11 csc6
pi
N
. (149)
Again we utilize the result of lemma 2 (iv) in order to find a lower bound of P(ν)11 :
P(ν)11 = f(x) ≥ f(xB) (150)
= 4
(
3 + cos
2pi
N
)(
3 +
(
cos
2pi
N
− 3
)
sin2 δpi
)
sin2 δpi (151)
≥ 4
(
3 + cos
2pi
N0
)(
3 +
(
cos
2pi
N0
− 3
)
sin2 δpi
)
sin2 δpi . (152)
Hence we conclude
P(ν)11 csc6
pi
N
(56)
>
4
pi6
N6
(
3 + cos
2pi
N0
)(
3 +
(
cos
2pi
N0
− 3
)
sin2 δpi
)
sin2 δpi ≡ BC1αP .(153)
The complete results are displayed in table 3 as far as the leading order w. r. t. N
is concerned. We note that for each case, A, B or C, the leading order (of the lower
bound) of the positive terms is larger than the leading order (of the upper bound of the
absolute value) of the possibly negative terms. This implies that detK(ν) > 0 for all
ν = 1, . . .N − 1 and sufficiently large N . Hence the following holds:
Theorem 1 There exists an N∗ such that for all N ≥ N∗ the state ±t, see (2), is a
ground state of the dipole ring of length N .
In the remainder of this section we will show that the number N∗ in theorem 1 can be
chosen as N∗ = 9 which is compatible with the assumption N ≥ N0 = 9 we have made
from the outset, see (26). We begin with the cases B and C that turn out to be simpler
than the case A.
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Figure 5. Intersection of the scaled bounds N−4B1αP (blue graph) and N
−4BNB
(red graph) at NB = 8.15728 . . . .
Case B
After inserting (36), (37) and N0 = 9 we divide the lower bound of the positive
terms (132) by N4 and obtain
N−4BB1αP =
10816
2809 pi6
N
(
6 + 2 cos
2pi
9
+
(
3 + sin
pi
18
)
cos2
26pi
159
)
(
3 + sin2
26pi
159
(
cos
2pi
9
− 3
))
= 0.0979486 . . .N . (154)
This is an increasing linear function of N . On the other hand, the upper bound of the
absolute value of the possibly negative terms is evaluated as follows:
N−4BNB ≡ N−4 (BBNs +BB2αN1 +BB2βN ) (155)
=
1
18
(
2
N4
+
104
N2
+ 9ζ(3) + 2
)
. (156)
This is a decreasing function of N > 0 with the limits 1
18
(9 ζ(3) + 2) = 0.71214 . . . for
N −→∞ and∞ for N −→ 0. The graphs of both functions (154) and (156) hence inter-
sect at a unique point with NB = 8.15728 . . ., see Figure 5. Hence for N ≥ N∗ = 9 > NB
we have BB1αP > BNB and the state ±t, see (2), is a ground state of the dipole ring of
length N .
Case C
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Figure 6. Intersection of the scaled bounds N−5BC1αP (blue graph) and N
−5BNC
(red graph) at NC = 8.24568 . . . .
After inserting (36), (37) and N0 = 9 we divide the lower bound (153) of the positive
terms by N5 and obtain
N−5BC1αP =
4
pi6
N sin2
8pi
41
(
3 + cos
2pi
9
)(
3 + sin2
8pi
41
(
cos
2pi
9
− 3
))
(157)
= 0.0117242 . . .N . (158)
This is an increasing linear function of N . On the other hand, the upper bound of the
absolute value of the possibly negative terms is evaluated as follows:
N−5BNC ≡ N−5 (BCNs +BC2αN1 +BC2βN) (159)
=
1
9N5
+
52
9N3
+
9ζ(3) + 2
18N
. (160)
This is a decreasing function ofN > 0 with the limits 0 forN −→∞ and∞ forN −→ 0.
The graphs of both functions (157) and (160) hence intersect at a unique point with
NC = 8.24568 . . ., see Figure 6. Hence for N ≥ N∗ = 9 > NC we have BC1αP > BNC
and the state ±t, see (2), is a ground state of the dipole ring of length N .
Case A
After inserting (36), (37) and N0 = 9 we divide the lower bound (88) of the positive
terms by N4 and obtain the constant function
S0 ≡ N−4BA1αP =
825 + 176 sin
(
pi
18
)− 10 cos (pi
9
)
+ 1260 cos
(
2pi
9
)
32pi4
(161)
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Figure 7. Intersection of the scaled bounds S0 = N
−4BA1αP (red graph) and
h(N) = N−4BNA (blue graph) at NA = 6.64846 . . . .
= 0.581113 . . . . (162)
On the other hand, the scaled upper bound of the absolute value of the sum of the
possibly negative terms is evaluated as follows:
N−4BNA ≡ N−4 (BA1αN +BA1βN +BA2αN +BA2βN) (163)
= SB1 + SB2 + SB3 + SB4 , where (164)
SB1 ≡ 13
2N2
, (165)
SB2 ≡
13pi
(
9 log
(
N
4
)
+ 9γ + 2
)
477
√
2N5/2
, (166)
SB3 ≡
13pi
(
9 log
(
N
4
)
+ 9γ + 2
)
477
√
2N3/2
, (167)
SB4 ≡
169pi2
(
9 log
(
N
4
)
+ 9γ + 2
) (
9 log
(
N
4
)
+ 9γ + 20
)
227529N
. (168)
Consider the real function N 7→ h(N) ≡ N−4BNA defined for N > 0. We want to show
that
Lemma 3 h is a decreasing function for N ≥ 9.
Proof: It is obvious that all terms SBi, i = 1, 2, 3, 4 are positive for N > 4 and
vanish for N −→ ∞. Hence for i = 2, 3, 4 the largest zero Ni of the derivative ddNSBi
represents a local maximum (or a saddle point) and N 7→ SBi is decreasing for N > Ni.
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For N 7→ SB1 the decrease is obvious. It is a straightforward task to calculate the
zeroes Ni and we will only give the results:
N2 = 4e
8
45
−γ = 2.68279 . . . , (169)
N3 = 4e
4
9
−γ = 3.50266 . . . , (170)
N4 = 4e
− 2
9
+
√
2−γ = 7.39697 . . . . (171)
This completes the proof since all Ni < 9, i = 2, 3, 4, and h(N) is a sum of four decreas-
ing functions for N ≥ 7.39697 . . . . 
We calculate the value h(9) = 0.499948 . . . < S0, see (162). Hence, according to
lemma 3, S0 > h(N) for N ≥ N∗ = 9. Numerical calculations show that there is a zero
of h(N)−S0 at NA = 6.64846 . . ., see Figure 7, and hence even S0 > h(N) for N > NA,
but this result will not be used in the proof.
This completes the proof that ±t is a ground state for N ≥ 9. Together with the
analytical results for N = 3, . . . , 8, see section 3, the main result of this paper is hence
proven. By the present method we cannot exclude the existence of other ground states
beside ±t assuming the same ground state energy E0 but this seems to be extremely
unlikely.
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