Abstract. Let K be a field and q ∈ K, q = 0, 1. Let Hn(q, Q) be an ArikiKoike algebra, where the cyclotomic parameter Q = (Q 1 , Q 2 , · · · , Qr) ∈ K r with r ≥ 2, Q i = q a i , a i ∈ Z. For a weight one block B of Hn(q, Q), we prove in this paper that rad B = I, where I is the nilpotent ideal constructed for a symmetric cellular algebra in [Radicals of symmetric cellular algebras, Colloq. Math. 133 (2013) 67-83].
Introduction
Ariki-Koike algebras are cyclotomic Hecke algebras of type G(r, 1, n). They were introduced by Ariki and Koike in [1] , and independently by Broué and Malle in [4] , which include usual Hecke algebras of type A n−1 and B n . The cyclotomic Hecke algebras are central to the conjectures of Broué, Malle and Michel [3] . In [8] , Graham and Lehrer introduced cellular algebras and proved that the Ariki-Koike algebras are cellular. We refer the reader to [8, 19, 20] for more examples of cellular algebras. Furthermore, Malle and Mathas [18] proved that the Ariki-Koike algebras over any ring containing inverses of the parameters are symmetric.
In [10] , Li studied the radicals of symmetric cellular algebras by constructing a nilpotent ideal I. Along this way, Li [11] studied the radical of the group algebra of a symmetric group and proved that for A = Z p S n with p a prime and S n a symmetric group, if n < 2p, then rad A = I. In fact, the condition n < 2p implies that the weight of all blocks of A is less than two. This leads us to studying the radicals of blocks of small weights of symmetric cellular algebras. Our target this time is the weight one blocks of symmetric Ariki-Koike algebras. This aim becomes possible depending on the work of Hu and Mathas [9] . They gave a graded cellular basis for the symmetric Ariki-Koike algebra H n (q, Q), which is compatible with the block decomposition. They also proved that each block of H n (q, Q) is a symmetric cellular algebra. The main result of this paper is that for a weight one block B of H n (q, Q), we have rad B = I, where I is a nilpotent ideal constructed in [10] .
associative symmetric bilinear form f on A. Define a K-linear map τ : A → K by τ (a) = f (a, 1). We call τ a symmetrizing trace.
2.1. Symmetric cellular algebras. We refer the reader to [8] for the definitions of cellular algebras and cell modules. Let A be a cellular K-algebra with a cellular basis {C λ S,T | λ ∈ Λ, S, T ∈ M (λ)}. It is easy to check that
where Φ(T, U ) ∈ K depends only on T and U . Define
The radical of the bilinear form is defined to be
Define L λ to be W (λ)/ rad λ. If λ ∈ Λ 0 , then rad λ = rad W (λ). Furthermore, fix an order on M (λ) and define the Gram matrix
Now let A be a finite dimensional symmetric cellular K-algebra and τ a symmetrizing trace. Denote the dual basis by [10] that for arbitrary elements S, T, U, V ∈ M (λ),
where Ψ(T, U ) ∈ R depends only on T and U . Consequently, we also have Gram matrices G ′ (λ) defined by the dual basis. Furthermore, for any λ ∈ Λ, define
where
where E is the identity matrix. Moreover, For arbitrary λ ∈ Λ and S ∈ M (λ), we have
for all a ∈ A, then the dual basis is cellular too. The corresponding cell modules will be denoted by W D (λ).
Let A be a finite dimensional symmetric cellular algebra. Li defined some subsets of Λ in [10] as follows.
. Then the following lemma is clear and we omit the proof here.
Lemma 2.1. Let A be a finite dimensional symmetric cellular algebra with a cellular basis {C λ S,T | λ ∈ Λ, S, T ∈ M (λ)}. Let B be a block of A, which is also a symmetric cellular algebra with a basis {C
2.2. Ariki-Koike algebras. Let 1 = q ∈ K * . Define the quantum characteristic of q to be the integer e which is minimal such that 1 + q + · · · + q e−1 = 0. If no such e exists, we set e = 0. Suppose that
ai , a i ∈ Z. The Ariki-Koike algebra H n (q, Q) with parameters q and Q is the unital associative K-algebra with generators T 0 , T 1 , · · · , T n−1 subject to the following relations:
In order to describe the cellular structure of H n (q, Q), Let us first recall some combinatorics. Let n be a positive integer. A partition λ of n is a non-increasing sequence of non-negative integers λ = (λ 1 , · · · , λ s ) such that s i=1 λ i = n and we write |λ| = n. The diagram of a partition λ is the set of nodes
are the components of λ. Denote the set of multipartitions of n by P Λ n . Then for λ, µ ∈ P Λ n , we say λ ☎ µ if
A λ-tableau t is called standard if the entries increase along each row and down each column in each component.
The first cellular basis of H n (q, Q) was given by Graham and Lehrer in [8] using Kazhdan-Lusztig basis of H(S n ), the Hecke algebra of S n . In [5] , Dipper, James and Mathas constructed another cellular basis (DJM basis), which is similar to the basis of H(S n ) introduced by Murphy [17] . Then one has cell (Specht) modules W (λ), where λ are multipartitions. Moreover, Ariki [2] proved that if λ is a Kleshchev multipartition, then L(λ), the top of W (λ) is simple, and {L(λ) | λ Kleshchev} provide a complete set of simple H n (q, Q)-modules up to isomorphism. Note that the cellularity of H ensures that every cell (Specht) module lies in one block and we abuse notation to say that a multipartition λ lies in a block B if W (λ) lies in B.
In [9] , Hu and Mathas introduced graded cellular algebras and proved the following results. 
n , s, t ∈ Std(λ)} is a graded cellular basis of H β . In particular, H β is a graded symmetric cellular algebra with homogeneous trace form τ β of degree −2def β. Remark 2.3. For λ ∈ P Λ n , denote the graded cell (Specht) module by S λ . Hu and Mathas [9] pointed out that the ungraded module S λ coincides with the cell module determined by the DJM basis.
Radicals of weight one blocks
Let us deal with some combinatorics first. Let λ be a partition of n. The conjugate of λ is defined to be a partition λ ′ = (λ Let λ be an r-partition and let Q be the cyclotomic parameters. For (i, j, k) ∈ [λ], define the residue of the node (i, j, k) to be res (i, j, k) = q j−i Q k and define c f (λ) to be the number of nodes in [λ] of residue f . Then Fayers [6] gave the following definition of the weight of an r-partition.
Definition 3.2. [6, (2.1)] Let λ be an r-partition of n. The weight of λ is defined to be the integer
Remark 3.3. Note that two multipartitions λ and µ lie in the same block if and only if c f (λ) = c f (µ) for all f ∈ K [8, 15] . Then Definition 3.2 implies that if λ and µ lie in the same block, then w(λ) = w(µ). So the weight of a block B is defined to be the weight of any multipartition in B. Moreover, if λ lies in a block H β , then w(λ) = defβ (see [9] for details).
It is helpful to point out that in general w(λ) = w(λ ′ ). Let us give an example here.
Example 3.4. Let n = 12, r = 3 and e = 6. Assume that Q 1 = 1, Q 2 = q and Q 3 = q 3 . Take a multipartition λ = ((3, 1), (2, 1), (3, 2) ). Then by direct computations w(λ) = 4 and w(λ ′ ) = 3.
Recall that a partition λ is called an e-core if none e-rim hook of [λ] can be unwrapped. A multipartition λ is called an e-multicore if each component of λ is an e-core. We next prove that if λ is a multicore, the equality w(λ) = w(λ ′ ) holds. Firstly, we prove a lemma as follows.
It is easy to check that res(i, j, k) res(j, i, 3 − k) = Q 1 Q 2 . This implies that for s = 1, 2 if (i, j, k) is a node of residue Q s in λ, then Θ(i, j, k) is a node of residue
On the other hand, for arbitrary 0 = f ∈ K, using the bijection Θ again, we have c f (λ) = c q a 1 +a 2 f −1 (λ ′ ) and c qf (λ) = c q a 1 +a 2 −1 f −1 (λ ′ ).
Define a map η on K * by η(f ) = q a1+a2−1 f −1 . Clearly, η is a bijection and
This gives that
and then the lemma follows from Definition 3.2.
Remark 3.6. As far as we know, the bijection Θ is first used by Fayers in [7] .
Lemma 3.7. Let λ be an e-multicore. Then w(λ) = w(λ ′ ).
Proof. Note that the conjugate of an e-core is still an e-core. Hence λ ′ is an emulticore too. Then
We complete the proof. Proof. Since w(λ) = 1, it follows from [6, Corollary 3.4] that λ is a multicore. Hence w(λ ′ ) = w(λ) = 1 by Lemma 3.7.
Before we study the radical of weight one blocks of H n (q, Q), let us recall a general result on radicals of symmetric cellular algebras given by Li in [11] .
Lemma 3.9. [11, Lemma 3.1] Let A be a symmetric cellular algebra. Suppose that
Then rad A = I.
From now on, we investigate the Ariki-Koike algebra H n (q, Q) using the graded cellular basis ψ λ st . According to Remark 2.3, the results obtained in [6] on Specht modules still hold for S λ . For convenience, we denote the cell modules by W (λ). Fayers [6] studied decomposition numbers of weight one blocks of H n (q, Q). His result is a useful tool for characterizing the subset Λ 2 . 
We have from Lemma 3.10 that λ s is not Kleshchev and thus λ s ∈ Λ B 3 . Now let us prove W (λ s ) is simple. Note that the dual basis of HM basis is also cellular with respect to the opposite order on P Proof. Let λ be an arbitrary weight one r-partition in block B. Since w(λ) = 1, by Corollary 3.8, w(λ ′ ) = 1. Therefore, λ ′ is in a weight one block, which will be denoted by B ′ . By Lemma 3.10, we assume that the r-partitions in B are λ 1 ⊳ · · · ⊳ λ s . And Lemma 3.11 gives that λ 1 ∈ Λ B 4 and λ s ∈ Λ B 3 . On the other hand, we have from Lemmas 3.1 and 3.10 that the r-partitions in
Letting λ run over all of the weight one r-partitions, the lemma follows.
The proof of the next lemma is similar to that of [11, Theorem 3.5] . For the convenience of readers, we write it out here. Lemma 3.13.
Proof. For a multipartition λ of weight one, we first fix some notations. Denote dim K rad λ by Ö λ and denote dim K L λ by Ð λ . Let B be a weight one block and let Combining Lemma 3.12 with Lemma 3.13, we get that rad B = I B , where I B is the nilpotent ideal constructed by using the graded cellular basis. It is well known that the radical of an algebra is equal to the direct sum of the radicals of blocks of the algebra. Then we have proven the main result of this paper.
Theorem 3.14. Let B be a weight one block. Then rad B = I B .
