In Section 4 two nonlinear heat equations with memory are written as (E) and Liapunov function arguments yield a priori bounds on fixed points of the homotopy h. A similar Liapunov function also shows that h is compact through a Sobolev space argument using Rellich's lemma. Part of the novelty of this section is that the Liapunov functions need not have the standard upper and lower bounds; the a priori bound is derived mainly from the derivative of the Liapunov function. Moreover, although a Liapunov function is used on a functional differential equation, it does not utilize a Razumikhin technique. The argument does not yield a dissipative structure of the type discussed by Hale [10] in the search for periodic solutions as we show in Theorem 4. Obviously, these requirements induce strong conditions on C, f, and F . Briefly, they ask that φ ∈ X implies that t −∞ C(t, s)φ(s)ds + f(φ(t)) + F (t) ∈ B
and is Hölder continuous in t for t > 0.
3. The theory of Granas. The following definitions and results are from Granas [7] .
Let Y be a convex subset of linear topological space, A ⊂ X ⊂ Y , and A closed in X. The space Y is at least Hausdorff.
DEF. (i) A continuous map φ : X → Y is compact if φ(X) is compact.
(ii) h λ : h(λ, ·) : X → Y is a compact homotopy if h is a homotopy and if for each λ ∈ [0, 1], h|λ × X def = h λ is compact.
(iii) φ : X → Y is admissible with respect to A if φ is compact and φ|A is fixed point free. Let M A (X, Y ) denote the class of admissible maps with respect to A.
(iv) φ ∈ M A (X, Y ) is inessential if there exists ψ ∈ M A (X, Y ) such that φ|A = ψ|A and ψ is without fixed points on X. Otherwise, φ ∈ M A (X, Y ) is essential. (vi) F * denotes the class of topological spaces which have the fixed point property for compact maps.
THEOREM G1 (Granas) . Let Y be a connected space belonging to F * , let X ⊂ Y be closed, and let A = ∂X. If φ : X → Y is a constant map (φ(x) = p for all x ∈ X) and p ∈ X\A, then φ is essential.
THEOREM G2 (Granas) . Let A =Ā ⊂ X ⊂ Y and f ∈ M A (X, Y ) an admissible function. Then the following are equivalent:
(a) f : X → Y is inessential.
(b) f ∼ g in M A (X, Y ) where g : X → Y is without fixed points.
The theory of Granas is applied in the following way:
(i) An a priori bound B 1 is found for all possible T -periodic solutions of (E λ ).
(ii) A convex subset Y of a Banach space of T -periodic functions is found and a set X ⊂ {φ ∈ Y : |φ| ≤ B 1 } is constructed with the property that h : X → Y is a compact mapping.
(iii) In Theorem G1 we take φ = h 0 so that h 0 : X → 0 ∈ X\A, where A = ∂X;
thus, h 0 is essential.
(iv) By Theorem G2, taking f = h 0 and g = h 1 , if h 1 is without fixed points, then h 0 is inessential, a contradiction.
Obviously, much care is needed in the construction of Y and X so that h is a compact mapping. Precise details are given in the proof of Theorem 1.
The theory of Granas has been applied to finite dimensional problems in
show that periodic solutions exist and in ( [5] , [8] , [9] ) to show that solutions of boundary value problems exist. Periodic solutions of infinite dimensional problems have been recently studied by DaPrato [3] , DaPrato and Lunardi [4] , Hale [10] , and Lunardi [12] using different methods.
The survey book of Hale [10] describes in much detail research with dissipative systems. Periodic solutions are found when solutions are, essentially, uniformly bounded and uniformly ultimately bounded. By contrast, the Granas theory establishes the existence of periodic solutions, with the help of Liapunov functions, even when there are unbounded solutions (cf.
[1] and our Theorem 4). In our examples, the Liapunov functions only operate on bounded solutions.
4. Periodic solutions. For λ ∈ [0, 1], consider the equation
where (2) u(t, 0) = u(t, 1) = 0,
2 for a smooth function φ on [0,1] and by using Friedrich's theorem, extend A to a self-adjoint, densely defined operator
The norm on
The abstract version of (1) is
Note that in (3), we consider
We assume that
The following result is probably known and easy to prove. (i) there exists B 1 > 0 such that if u(t) is a T -periodic solution of (3), then
) and is Hölder continuous;
Then (3) has a T -periodic solution for λ = 1.
PROOF. First, we set up the spaces for the Granas theory. By definition of the operator A, we refer to Henry [11; pp. 21, 26] and find c > 0, a > 0 with
For the B 1 > 0 given in (i), by (iii) there exists a constant C * > 0 such that
where E =
and if φ is a fixed point of h, then φ satisfies (3).
PROOF. Let J (t) = h(λ, φ)(t),
and By (8) and (9),
Thus, if φ is a fixed point of h, then the right-hand-side of h is differentiable and, hence, the left-hand-side is also; this means that φ satisfies (3).
To see that h(λ, φ) ∈ Y , let 0 ≤ t 2 < t 1 ≤ T and φ ∈ X; then
by (6) . Also
by (6). Thus,
and so h(λ, φ) ∈ Y.
LEMMA 3. The homotopy h(λ, φ) is compact.
PROOF. We first show that there is an α > 0 such that
where J φ = h(λ, φ) and J ψ = h(λ, ψ). By Lemma 2 it follows that
There then exist µ, γ > 0 such that
Since V (t) is T -periodic, there exists α > 0 such that (10) holds. Incidentally, this shows that h(λ, φ) is continuous in φ for fixed λ. Since h(λ, φ) is uniformly continuous in λ for fixed φ, it follows that h is jointly continuous in (λ, φ).
Let {φ n } be a sequence in X; we will show that there is a subsequence {φ n k } such that sup
This means that {J φ n k } is a Cauchy sequence in W , a Banach space, and so h is a compact mapping.
Let {t n } be the sequence of all rationals in [0, T ]. Since {φ n (t 1 )} is bounded in X ⊂ H 1 (0, 1), by Rellich's lemma, there is a subsequence {φ n,1 (t 1 )} converging in H 0 (0, 1). Next, the sequence {φ n,1 (t 2 )} has a convergent subsequence {φ n,2 (t 2 )} converging in H 0 (0, 1). In the k-th step we extract a convergent subsequence {φ n,k (t k )}. Write 
Using this in the above result, we get
Thus,
This means that
where β is defined in (iv) for α = B 1 , so {J ψ n } is a Cauchy sequence in W . Also, Y is closed in W and so the limit function is in Y . This proves Lemma 3.
Now we are ready to complete the proof of Theorem 1. The sets X and Y are defined by (7) . Define
Now Y is a convex subset of a Banach space which is an F * space. Also, X is closed in Y and for A defined above, A = ∂X in the topological space Y.
Referring to Granas' Theorem G1, we take φ = h 0 so that h 0 : X → 0 ∈ X\ A implies that h 0 is essential. Thus, in Granas' Theorem G2 we take f = h 0 and g = h 1 . If h 1 is without fixed points, then h 0 is inessential, a contradiction. Hence, h 1 has a fixed point in Y which satisfies (3) by Lemma 2. This completes the proof. EXAMPLE 1. Consider the equation
where
(this is not independent of (13));
We rewrite (11) as an abstract equation
where (17)
for a bounded function u. PROOF. Let u(t, x) be a T -periodic solution of (11) and define
Integration by parts and use of (12) yield 1 0
x dx so that by (13) we have
Now, find δ > 0 so small that k + δ 2 π 2 < π 2 . We then have
Using the facts that
Next, define
and obtain
From (12) we have u t (t, 0) = u t (t, 1) = 0 so that
and hence
As u and V 2 are T -periodic we have
By (14)(b) and the fact that |F (t)| is bounded, there is a β 2 > 0 with
In the same way we consider V 1 and find that
Hence, there is an M > 0 with
Now, let V (t) = V 1 (t) + V 2 (t) and use (i) and (ii) to obtain
for some positive constants α, β, γ. Now u and u x are continuous, so by (iii) there is a
Thus, by Sobolev's inequality
We write this as
This means that (vi)
Hence, if t 1 ≤ t ≤ t 1 + T we have
From (13) we have
and use V (t) ≤ c 3 to write
Case 2. Suppose |u| > 1.
From (ix) we have
This yields 1 2
Hence, there is a B 1 > 0 with
This completes the proof.
We remark that when B is of convolution type then (14) 
Note that
Combining (19), (20), (21), there is an α ∈ (0, 1] and a constant k 2 depending on |φ| f W such that
This proves Lemma 5. 
For φ, ψ ∈ X we have
Thus (iv) of Theorem 1 holds. This completes the proof.
THEOREM 2. Suppose that (13), (14) , (15) hold. Then (16) has a T -periodic solution for λ = 1.
We note that by Lemmas 4, 5, 6 all conditions of Theorem 1 are satisfied for C defined by (17).
EXAMPLE 2. We now consider the scalar equation 
for some α ∈ (0, 1] and PROOF. Let u(t, x) be a T -periodic solution of (22) and define Integration of the last term by parts yields Next, define
Call the last term −Γ(t) and obtain By (28), there is a t 1 ∈ [0, T ] with
This completes the proof of Lemma 7.
Suppose that (30) f ∈ C 1 , F is Lipschitz. Thus, we write (a) for each D > 0, there is a K > 0 such that |t|, |s| ≤ D implies that
Let R(t, s) be the unique solution of We note that there is an M > 0 with
s).
To see (a), we have from (31) that
For any a < t we have Consider t ≥ a for which y(s) ≤ y(t) for a ≤ s ≤ t. Then
Letting a → −∞ and recalling that
claimed. Now we prove (b). We have 
Note that R(T + t, T + t) = 1, so R(t + T, s + T ) is also the solution of (31). By uniqueness we have R(t + T, s + T ) = R(t, s). This proves (b).
Let u(t) ∈ W be given and consider the integral equation in W
LEMMA 8. Suppose that (24), (25) hold. Then
is a T -periodic solution of (33), u ∈ W .
PROOF. We need only show that (34) satisfies (33). Since u(t) ∈ W and (32)(b) holds, then
Next, we show that
We have
Consider the following equation in W (35)
where u(t, 0) = u(t, 1) = 0 and (32) and B 1 is given in Lemma 7) and (22) has a T -periodic solution.
PROOF. Since u satisfies u(t) = u(t) − t −∞ R s (t, s)u(s)ds, according to Lemma 8 we have that u(t) is a T -periodic solution of (33):
Now we show that u(t) is a T -periodic solution of (22). In fact,
Thus, u is a T -periodic solution of (22). By Lemma 7, it follows that
This proves Lemma 9. 
For t 1 > t 2 and t 1 , t 2 ∈ [0, T ], we have
(where M is defined in (32)) so that there is an M 2 > 0 with
From (25), we have
Note that from (41)
where M is defined in (32). Then there is an M 4 > 0 depending on |ϕ| f W such that
As before, we denote by (∂/∂ 1 )B(t, s) the derivative of B with respect to the first argument of B. Then
where α 1 = min{α, γ} and M 5 is a positive constant depending on |ϕ| f W . In (30) for
Using (41) we have
Combining (43), (44), (45), there is a β ∈ (0, 1] and a constant K 2 depending on |ϕ| f W such that
This completes the proof of Lemma 10. PROOF. By (30)(a), for any ϕ ∈ W there is a k 3 > 0 depending on |ϕ| f W such that
For ϕ, ψ ∈ X we have
Thus, (iv) of Theorem 1 holds and the proof is complete. PROOF. By Lemmas 9, 10, 11, we know that (35) has a T -periodic solution for λ = 1. From Lemma 9 it follows that (22) has a T -periodic solution for λ = 1.
We now show that the methods of establishing boundedness in this paper do not establish dissipativeness; in fact, the conditions can be satisfied and there are still unbounded solutions.
EXAMPLE 3. Consider the scalar equation
with u(t, 0) = u(t, 1) = 0, F (t + T ) = F (t) for some T > 0. Also, let F be differentiable. THEOREM 4. There is an M > 0 such that any T -periodic solution of (46) satisfies
Moreover, if (46) has a T -periodic solution, then it has unbounded solutions.
LEMMA 12. Let ϕ be a continuous T -periodic function and a > 0. Then
and
Since V (t) is a T -periodic function, we have V (T ) = V (0) so that
as required. Now, to prove Theorem 4 define
Use the fact that V 3 is T -periodic and integrate (49) to obtain
By Lemma 12 it follows that
Thus, there is a C 1 > 0 such that
From (48) we have
Then for each t ∈ [t 1 , t 1 + T ] we have
Using (50) we see that for each t ∈ [t 1 , t 1 + T ] we have
Then for all t ∈ [t 2 , t 2 + T ] we have
by (51). Thus, for all t ∈ [0, T ] we have
From (48) we write
Then for all t ∈ [t 3 , t 3 + T ] we have
Using (50) and boundedness of F, F we obtain
u xx (τ, x)dx dτ ≤ C 3 for some C 3 > 0.
Thus, Multiplying by u(t, x) and integrating from 0 to 1 with respect to x and from 0 to T with respect to t we obtain Now, let ϕ λ (t, x) be a T -periodic solution of (46). Consider u(t, x) = (sin πx)e t + ϕ λ (t, x). Clearly, u(t, 0) = u(t, 1). Let ψ(t, x) = (sin πx)e t so that ψ t = (sin πx)e Therefore, u(t, x) is a solution of (1), but unbounded.
Finally, note that if F (t) = 4/π 2 , then ϕ λ (t, x) = λ(x 2 − x) is a periodic solution of (46).
REMARK. When B(t, s) = F (t) = 0, equation (11) 2. Burton, T. A., Eloe, P. W., and Islam, M. N., Nonlinear integrodifferential equations and a priori bounds on periodic solutions, submitted.
