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Hot pixel classification of single-photon
avalanche diode detector arrays using
a log-normal statistical distribution
P.W.R. Connolly✉, X. Ren, R.K. Henderson and G.S. BullerELECTCMOS single-photon avalanche diode (SPAD) detector arrays are
commonly used in low-light imaging applications, and are known
to suffer from certain defects which cause ‘hot pixels’. These are
detectors which exhibit a signiﬁcantly larger than average dark count
rate, adding noise to the data. Typically, data from these detectors
are removed by post-processing or the detectors can, in some cases,
be switched off prior to measurement. Users must deﬁne and identify
these hot pixels, however there exists no consistent methodology of
doing so. The authors present a self-consistent method of deﬁning
a hot pixel by ﬁtting a log-normal distribution to a histogrammed
dark-count map of the array. The approach has proven a robust
method of classifying hot pixels in a number of different detector
arrays, providing a threshold based on statistical analysis rather than
human intuition. This deﬁnition provides a reliable and standardised
ﬁgure of merit, facilitating a more accurate comparison between
different single-photon detector arrays.Introduction: The ﬁeld of single-photon detection and imaging is a
rapidly expanding area of research, with single-photon avalanche
diode (SPAD) arrays becoming increasingly more widely used in
areas such as ﬂuorescence-lifetime imaging microscopy [1], 2D
imaging [2], depth proﬁling [3, 4] and time-of-ﬂight imaging [5]. As
these detector arrays become more prevalent, methods of characteris-
ation must be consistent across all formats of detector. A common
defect in SPAD detector arrays is the occurrence of what is typically
described as a ‘hot pixel’: one whose dark count rate (DCR) is signiﬁ-
cantly higher than the average of the array, and will present as a bright
spot in any single-photon greyscale or intensity image [6–8], as shown
in Fig. 1. The behaviour of these hot pixels has been shown to be largely
attributable to mid-bandgap traps, causing the activation energy of the
pixel to reduce substantially and therefore resulting in a lower break-
down voltage [9]. With a common bias across the detector array, this
lower breakdown voltage results in much higher DCR in these particular
pixels.
a b
Fig. 1 Intensity recording of a polystyrene human head taken with a
256× 256 Si-SPAD array
a Intensity image affected by hot pixels
b Hot pixels have been identiﬁed and removed using our algorithm and ﬁlled in
using a 3× 3 median ﬁlter
While hot pixels may still contain useful data, in many applications
it is often more practical to simply discard the pixel in question and
reconstruct its content using information from the surrounding pixels.
Due to optical cross-talk, a hot pixel may also affect surrounding
pixels via photon emission from the hot pixel being absorbed by
one of its neighbours, increasing the noise in these pixels [7, 10].
For these reasons it is critical to identify hot pixels which can either
be removed in post-processing the image data or switched off prior to
the measurement, where permitted by the device.
Hot pixel identiﬁcation: There are different methods of identifying hot
pixels, though generally one of two approaches is used to set a threshold,
above which a pixel is considered ‘hot’. Firstly, the threshold may be set
as a simple multiple of the median value, i.e. F ×M, whereM is the
median value of the DCR and the factor chosen for F is user deﬁned.
As such, the factor chosen can vary drastically, with values used fromRONICS LETTERS 5th September 2019 Vol.as little as F = 2.5 [11] to as much as F = 100 [12]. This variation
in F is due, in part, to the median value not necessarily being correlated
to the width of the DCR distribution. Hence, a higher median DCR will
require a lower multiplicativeF factor. Alternatively, some authors have
chosen to set an arbitrary threshold value to exclude the noisiest pixels
[13, 14].
To exclude the same pixels each time, this threshold will need to be
changed depending upon ambient temperature and bias voltage, as both
will affect the DCR distribution. Neither of these approaches can be
consistently applied with the same parameters to either multiple detec-
tors, or multiple measurements using an individual detector under
changing environmental or operating conditions. In order to devise a
self-consistent methodology of deﬁning and identifying hot pixels
regardless of detector type, size of array, temperature or bias voltage,
we examine the generation mechanisms of dark counts and the origin
of hot pixels.
Dark counts occur primarily due to either thermal emission of
electrons or band-to-band tunnelling, however afterpulsing and crosstalk
will also contribute to DCR [9, 15]. The relative contribution of each
mechanism varies greatly from chip to chip, and depends on the
composite materials in use, the operating temperature, breakdown
voltage, excess bias, doping concentrations, number of impurities and
thickness of the depletion zone [15]. Therefore, the DCRs of individual
SPAD detectors cannot be predicted by simple analytical formulae.
Variation in the DCRs of similar pixels across an array are primarily
affected by inhomogeneities in the pixels occurring during the manufac-
turing process. These inhomogeneities may include variations in doping
concentrations, as well as differences in the number and nature of
impurities and defects in the bulk material that can cause afterpulsing
[9]. These variations may reasonably be assumed to occur randomly,
and as such, the statistical deviation in DCR over an array can also be
considered random. Mathematically, a given random variable would
follow a Gaussian, or normal distribution, however the nature of dark
count emission enforces a constraint that values cannot be negative
and are generally close to zero. This results in an asymmetrical,
positively skewed distribution. The case is therefore most accurately
represented by a log-normal, or Galton distribution, which is
applicable to random, positive variables which have a few very large
values [16].
The log-normal distribution has previously been used to describe
random variation in physical systems affected by statistically indepen-
dent variables, including the effects of atmospheric turbulence on
the distribution of detected single-photon events [17, 18], and
photo-emission from gamma ray bursts [19, 20]. To deﬁne a hot pixel
therefore, we propose ﬁtting a log-normal probability density function
(pdf), deﬁned by (1), to the dark count data, x, of an array, the logarithm
of which will therefore form a Gaussian distribution. This underlying
Gaussian distribution can be described by its arithmetic mean,
m - from which the log-normal distribution’s geometric mean is
obtained by em - and standard deviation, s, such that the interval
m− 3s m+ 3s contains 99.7% of the total Gaussian distribution.
Using the three-sigma result therefore translates to an upper threshold
of em+3s on the log-normally distributed data.
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With appropriate values taken for m and s, this pdf may therefore be
used to describe the DCR distribution of any given detector array.
Accordingly, setting the three-sigma analytical limit will include the
vast majority of pixels which fall within the predicted log-normal distri-
bution, while excluding those pixels whose behaviour exceeds these
bounds, which we may now deﬁne as ‘hot’.
Results: The log-normal probability density function (1) is ﬁtted to the
histogram of dark counts per pixel. Values for m and s are determined
using a maximum likelihood estimation approach, whereby m and s2 are
estimated as the mean and variance, respectively, of the natural
logarithm of data. To ensure an appropriate ﬁt, the distribution is
applied to data , 5×M, however this does not set 5×M as the
limit of the distribution, which may continue beyond this value.
In order to evaluate the effectiveness of the approach a cumulative
dark count plot is used, where the aggregate counts are plotted versus
the percentage of detectors in the array when arranged from the
lowest to highest DCR. A successful outcome is achieved if the55 No. 18 pp. 1004–1006
three-sigma threshold occurs just before the cumulative dark count plot
transitions from a shallow to steep gradient, indicating the point at which
the dark count values of the pixels begin to rapidly increase. We suc-
cessfully tested this method on eighteen CMOS SPAD arrays, of
seven different varieties of detector array design from multiple manufac-
turers. In this Letter, we present the results of this technique applied to
three different array types. Results are presented for an MF32 chip [21],
a 32× 32 Si CMOS SPAD array (Fig. 2a); the QuantiCam [22],
a 192× 128 Si CMOS SPAD array (Fig. 2b); and a 512× 512 Si
CMOS SPAD array [12] (Fig. 2c). In all three cases, this log-normal
ﬁtting approach applies the threshold immediately prior to the point
at which the cumulative dark count distribution transitions to a higher
gradient - the ideal point above which to classify a pixel as ‘hot’.
dark count distribution
200
150
100
n
u
m
be
r o
f p
ixe
ls
n
u
m
be
r o
f p
ixe
ls
n
u
m
be
r o
f p
ixe
ls
50
0
0
500
1000
1500
2000
2500
3000
3500
200 400 600
counts
800 1000
108
106
104
cumulative counts
co
u
n
ts
102
100
0
a
b
c
20 40 60
number of pixels, %
80 100
2000
0
0.5
1.0
1.5
2.0
2.5 ×10
4
50 100 150 200 250 300
400 600
counts
counts
800 1000
cumulative dark count histogram
data
lognormal fit
statistical cut-off
statistical cut-off
108
106
104
cumulative counts
co
u
n
ts
102
100
0 20 40 60
number of pixels, %
80 100
statistical cut-off
108
1010
106
104
cumulative counts
co
u
n
ts
102
100
0 20 40 60
number of pixels, %
80 100
statistical cut-off
data
lognormal fit
statistical cut-off
data
lognormal fit
statistical cut-off
Fig. 2 Dark count distributions (left) and cumulative dark count histograms
(right) for
a MF32, a 32× 32 SPAD array
b Quanticam, a 192× 128 SPAD array
c 256× 472 pixels from a 512× 512 SPAD array [12]
This technique, having been applied to four further SPAD detector
arrays of different formats and fabrication methods, has covered a
variety of well implant approaches, and CMOS technologies from
0.13 to 0.35 mm. This results in a wide range of DCR and hot pixel
characteristics being examined, with similar results being observed in
all cases.
Discussion and conclusion: We propose a statistical approach to
deﬁning and identifying hot pixels in a SPAD detector array through
the ﬁtting of a log-normal distribution and a threshold of three standard
deviations from the mean of the underlying Gaussian distribution.
This method is shown to be a robust approach to classifying hot
pixels when applied to a variety of different chips of varying format,
behaviour and fabrication technologies. Previous approaches consider
each device on a case-by-case basis and rely on the judgement of theELECTRONICS LETTERS 5th Suser to classify a hot pixel. This results in a lack of consistency and
therefore relevance in using this ﬁgure of merit. This simple, adaptive
approach may be applied without alteration to all arrays using a
purely statistical methodology and requiring no user input. This
algorithm could be used in varying environments, allowing a dynamic
re-conﬁguration of the hot pixel mask to optimise imaging performance
under a variety of conditions.
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