There is an enormous amount of audio-visual content available on-line in the form of talks and presentations. The prospective users of the content face difficulties in finding the right content for them. However, automatic detection of interesting (engaging vs. non-engaging) content can help users to find the videos according to their preferences. It can also be helpful for a recommendation and personalised video segmentation system. This paper presents a study of engagement based on TED talks (1338 videos) which are rated by on-line viewers (users). It proposes novel models to predict the user's (on-line viewers) engagement using high-level visual features (camera angles), the audience's laughter and applause, and the presenter's speech expressions. The results show that these features contribute towards the prediction of user engagement in these talks. However, finding the engaging speech expressions can also help a system in making summaries of TED Talks (video summarization) and creating feedback to presenters about their speech expressions during talks.
Introduction
In terms of multimodality, videos are one of the most versatile forms of content which people consume on a regular basis. Take YouTube as an example: over a billion hours of video content are watched daily 1 . Because of the amount of video content available, it is becoming increasingly difficult for users to find desired content. A recent study reports that an average American would spend more than a year over a lifetime looking for something to watch on TV 2 . One criterion for filtering content is how engaging the video is. Hence, we believe that a model to detect user perceptions of engaging vs. non-engaging videos would be beneficial for any number of applications, including video recommendation and video search. The set of videos available to viewers is very diverse, and each kind of video engages users differently or to put it differently, users watch different types of videos for various reasons, i.e. engagement with content is context dependent [1] .
Here we focus on one video genre which is video presentations such as TED talks. To distinguish between engaging versus non-engaging TED talks, we first need to define the meaning of user engagement within the context of TED talks and how to quantify it. In the literature, the quality of user (human) experience with a system is called user engagement [2, 3] and a six-factor based matrix is proposed by OBrien et al. [4] for user engagement. In terms of video content, researchers have described user engagement with video content in a variety of ways, e.g. duration for which a user watches a video [5, 6] and subjective evaluation of user engagement through questionnaires [7, 8] . It can be seen that there is not much agreement in measuring engagement due to its highly context dependent nature. For this study, we describe engagement using the elaborate feedback system (described in detail in section 3).
In this paper, we propose a novel approach to detect user engagement with TED talks. The proposed approach is based on the hypothesis that multimodal features can be extracted automatically from TED videos and be correlated to user engagement criterion for a variety of interesting applications. The experimental results discussed in this paper are an extension of the experiment reported by Salim et al. [21] , in which we extracted high-level features such as close up and distant shots of the speaker, and the number of instances of laughter and applause in the video. That previous study worked only on a full video; i.e., it could not identify which segments within the video were more engaging compared to others. In the present study, in addition to the high-level feature set of Salim et al. [21] , we are also using spoken expressions of the presenter. We first extracted segments of TED talks using speech segmentation using Lium Toolkit [10] . Clustering was performed on the resulting dataset of segments. After clustering the dataset, classification test using LDA and statistical analysis was performed to identify the relationship between the clusters and user engagement.
The experimentation shows promising results (A-weighted F-score for engagement detection and Kruskal-Wallis test for speech expressions evaluation) in terms of:
• Identifying engaging vs non-engaging TED talks.
• Within a TED talk, we are able to identify speech segments which contributed towards that engagement. In terms of contribution, this paper proposes the following • A classification model based on multimodal features to identify engagement in TED talks.
• A method to identify segments within a talk that are more engaging than others. The proposed system architecture is depicted in the Figure 1 , where the user (a presenter, potential viewer or a video summarization tool) obtains feedback about a talk. The feedback is in the form of video segments (engaging and non-engaging parts of talk) and the predicted label. As the audio-visual information are correlated, we also provide users visual information during a speech segment. Figure 1 : System Architecture.
ratings [11] . A major difference between his study and our work is that the TED user ratings on which the former study is based were considerably simpler i.e. viewers could simply 'like' or 'dislike' a particular TED talk. We deploy a more comprehensive rating system (detailed in section 3 [14] . A significant amount of research is currently being conducted within the field of video summarization. In video summarization, importance is mostly attributed to visual features [7, 15] . However, multimodal features are also receiving considerable attention due to the added value they bring in terms of identifying important chunks. An example of comprehensive multimodal feature extraction is the work of Evangelopoulos et al. who take advantage of all three visual, audio and linguistic modalities to create video summaries [16] . Other interesting examples of multimodal feature extraction are work of Dong et al. [17] and Haesen et al. [8] . Extracting all these multimodal features and indexing them would make videos more searchable and would also help correlate videos with user feedback, and thereby user engagement. In terms of assessing the quality of a presentation, there have been many studies which focus on the analysis of speech utterances and body gestures [18, 19] . The Multimodal Learning Analytics (MLA) dataset contains student presentations graded by teachers in terms of body language, self-confidence, loudness level, eye contact and content [20] . While presentation rating in the educational context is a well-researched area, the factors affecting presentation ratings by ordinary viewers and listener have hardly been investigated.
In our work, TED talk data and user feedback provide us with the opportunity to evaluate the presentation from a viewer's perspective, not a teacher's perspective. In previous work, TED talk data and ratings were used to detect the engagement level using low-level acoustic features and some high-level visual features (camera shots durations and angle, the numbers of laughter and applause) [9, 21, 22] . However, those approaches are not able to generate feedback for presenters. Although it is found that high-level features are correlated with user ratings, this is based on the assumption that the professional camera operators focus on facial expressions and body language using those camera angles. We ultimately aim to develop a system that will support our objective of personalised and contextually aware video slices. The video summarization literature is worth investigating to this end. Although the objective of this study is not to create video summaries, the process of creating a video summary involves similar steps to those we needed for this study. This study, in addition to detecting user engagement with a presentation, provides us with a basis to evaluate the emotions and speech expressions of presenters. We assume that different expression styles engage the audience differently, which can be used to detect engagement level of a talk and helps us in summarization of a talk/video by identifying engaging segments.
Data Set
The TED website reports what percentage of viewers rated the video as "Informative", "Unconvincing" etc. However, relying on a rating given by a single user is not sufficient as different viewers may perceive a video differently, and may not rate the same video consistently across the different categories provided. Most of the ratings shown in Table 1 are positive, and we can see that the positive ratings have a higher average count and percentage than negative and neutral ratings. The minimum average count and percentage for a positive rating ("Funny") are 106 and 4.73% respectively, and the maximum average count and percentage for negative rating ("Unconvincing") are 51 and 3.73% respectively. Therefore, if only the ratings of an individual video were considered, it would seem like all the videos engage the viewers mainly positively. We did not see a video to which a negative rating word got the highest count by the viewers. So to deduce which video is found to be "Obnoxious" or "Longwinded" by viewers, some kind of normalisation is required. To do that we used the following definitions: for a video to be considered "Beautiful" or "Persuasive" etc. it must have a rating count more than average rating count for that particular rating word. With this, TED talks were categorised as "Beautiful and not Beautiful", "Inspiring and not Inspiring", "Persuasive and not Persuasive", and so on, giving two classes for classification for each of the 14 rating words. The details of user rating distribution (Yes, No) for videos is depicted in Figure 2 .
Data Pre-Processing and Feature Extraction
Speech segmentation is performed on all the audio files of TED videos using the Lium toolkit [10] . The duration of chunks is between a few seconds to 20 seconds maximum. As a result, we have 120,382 chunks of audio from 1338 videos for experimentation (clustering). Acoustic feature extraction is performed using openSMILE toolkit [23] . The feature set is extracted using the openEAR configuration file. This set is also used for emotion and speech expression recognition [24] and consists of low-level descriptors as well as statistical functionals applied to these descriptors. We also performed a correlation test between duration of each audio chunk and its features, selecting those features which are less correlated with chunk duration (R < 0.2). As a result, we have 387 features in total for clustering. The feature set was further centred with mean value 0 and standard deviation 1.
Visual features are extracted using HAAR cascades [25] , from the OpenCV library [26] . We calculated the time duration (seconds) of close up (detected face size ≥ 20% of frame) and distance shots along with the duration (seconds) of a person not on screen (no face detected). We consider the number of instances of laughter and applause by Ted audiences as paralinguistic features. Theses features are extracted from the subtitles of Ted talks using a python script. 
Statistical Analysis
First, we employed SOM (Self Organised Map) to cluster the speech segments into 10 clusters. The motivation behind using clusters size of 10 for SOM is to separate the 6+1 universal spoken expressions (happiness, sadness, fear, surprise, disgust, anger and neutral) and any other non-speech segments (music, applause, laughter). Results of clustering are shown in Figure  3a and 3b. Then we calculated the number of speech segments in each cluster for every video and then divided it by the total number of speech segments within a video. Later, to analyse the significance of speech expressions, we used Kruskal-Wallis test and null hypothesis in the following manner:
H: The number of speech expressions in each group (e.g. beautiful and not beautiful) has the same mean value.
The Kruskal-Wallis test rejects the null hypothesis (p < 0.05) for many clusters (speech segments). For example, speech segments in clusters number 1,2,4,5,7 and 8 have a significant difference in their mean values for beautiful-YES and beautiful-NO. Speech segments from cluster number 1,4,5,7 and 8 have higher mean for beautiful-YES than beautiful-NO. Hence we can say that the speech segments in these clusters (that also represents speech expression) are engaging. The cluster number 2 have higher mean for beautiful-No than beautiful-YES, hence we can say that the speech segments in these clusters are nonengaging. The details for all engagement ratings are depicted in Table 2 . 
Engagement Detection
Based on the statistical analysis results, we conclude that most of the speech expressions are statistically different for engaging and non-engaging speech segments. So models for an automatic engagement detection system are trained. We have performed three experiments using three different feature set for classification as described below: Experiment One: we used high-level visual and paralinguistic features (camera angles, laughter, applause) extracted from video and subtitles.
Experiment Two: we used the speech expressions features. However, we increase the features set by also considering the duration of speech segments in each cluster along with the number of speech segments in each cluster. We extracted the speech expressions features with different cluster sizes (10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60) : this helped us find the best cluster size for engagement detection.
Experiment Three: we fused the previous two experiments' feature sets.
Classification Methods
The classification is performed using Linear Discrimination Analysis (LDA) in 10-fold cross-validation setting. This classifier is employed in MATLAB 3 using the statistics and machine learning toolbox. LDA works by assuming that the feature sets of the classes to be discerned are drawn from different Gaussian distributions and adopting a pseudo-linear discriminant analysis (i.e. using the pseudo-inverse of the covariance matrix [27] ).
Results and Discussion
The duration and number of speech segments in each cluster are used as a feature vector in detecting engagement, as defined earlier.
The results are depicted in Table 3 . All engagement levels are detected using the proposed feature vector above the blind guess baseline (50% A-weighted F-score (harmonic mean)). The results show that the visual and paralinguistic features (Vis+Para) extracted from video and subtitles provide better results than speech expressions (SE: clusters) features for 7 out of 14 user ratings. The fusion of speech expression and visual+para features (Fusion: clusters) improve results for 11 out of 14 user rating. In [22] we evaluated the relationship between high-level features (camera angles, pitch, laughter and applause) and user ratings. It only showed that high-level features are statistically different for user rating. This current study, however, not only analyses the relationship between speech expressions and user rating but it also proposes a system to detect the engagement with a novel combination of speech expressions and high-level features. The proposed system also generates feedback for the presenter or viewers in the form of video segments. The clustered video segments can potentially be used as training material for presenters to advise about using certain speech expressions for a particular type of engagement with viewers. For example in Table 2 it shows that clusters 3 and 7 have significant p-value with Longwinded. It may be used to guide a presenter to avoid speech expression of cluster 3 and utilisation of speech expression in cluster 7 to make sure that their presentations do not become Longwinded. Similarly, from a viewers perspective, it is a recommender system that can predict the engaging talks using multi-modal features. It can guide a potential viewer to avoid segments that have a higher number of speech segments in that cluster. From the Figure 3a , we can also see that the cluster 3 and 2 have a lesser distance between them than cluster number 3 and 7. Due to that lesser distance, the probability of sounding similar can be high for both clusters and the cluster number 2 instances may also be named as engaging one.
The clustering approach may also support in video summarization and segmentation e.g. summarising all the Inspiring parts of a video etc.
Conclusion and Future Work
The proposed approach demonstrates that characteristics of speech can be used to detect the engagement level of a talk. It is also a step forward towards generating feedback in the form of video chunks for presenters so that they will know the parts of videos which are engaging or not. However, the results are preliminary at this moment, and a detailed perception test with humans is needed for either all the clusters or the most significant clusters for positive and negative ratings to differentiate the engaging versus non-engaging speech expression. Possible future work following from this study include finding the relationship of gestures and facial expression with the engagement level of a talk. Another possible line of future work is to perform audio or video summarization based on the current study, and run perception tests to evaluate the outcomes.
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