Introduction
Increasing investors' interest in emerging markets has motivated a spate of research aimed at understanding the return and risk characteristics of stock prices in these markets. Particularly, investors have been keen on identifying any signals of informational inefficiency that could be potentially exploited to make large economic gains. Whilst previous studies have shown that emerging markets are complex and their behaviour is influenced by a number of factors, research on individual emerging markets is considered valuable since it does contribute in furthering our understanding of the factors driving returns and volatility in these fast developing markets (Erb et al., 1997; Poshakwale, 2001) . Stock indexes are frequently used in testing for the market efficiency and performance of emerging markets particularly in cases where there is a high market concentration (see, Buguk et al., 2003) . Higgins (1988) suggests that examination of the relationship between stock market indexes provides useful information in predicting future economic performance. Further there is evidence that the rejection of weak form market efficiency could be explained by the high correlation amongst the dominant sector indexes (Arbeláez et al., 2001) . Amongst others, Ratner (1996) uses nine major equity indices in examining the market efficiency of the Madrid Stock Exchange and confirms that index returns significantly depart from the random walk and their distribution deviate from normality.
Previous research using index data in the Greek stock markets seem to confirm that the Athens Stock Exchange (ASE, henceforth) is informationally inefficient. For example, Kavussanos and Dockery (2001) using multivariate generalizations and seemingly unrelated regressions, confirm that the ASE is informationally inefficient, implying that past stock prices contain information for predicting future price movements. Siourounis (2002) employ GARCH type models and tests for their validity in the Athens Stock Exchange Market. He finds that returns are correlated and current volatility is positively correlated with past volatility confirming that the weak form of efficient market hypothesis does not hold in the ASE. Niarchos and Alexakis (2003) , test the market efficiency in the ASE by investigating for the stock price patterns. They find that specific price patterns exist and that trading rules based on these price patterns can be profitably exploited compared to a passive buy and hold strategy. More recently, Panagiotidis (2005) rejects the random walk hypothesis for the three different FTSE/ASE indices after the introduction of Euro.
Athens Stock Exchange has 18 sector indices, yet only six sectors namely, Banking, Industrial, Construction, Insurance, Investment and Holding account for more than 63% of the total market capitalization. We believe that understanding the behaviour and interaction amongst these six main indexes will significantly contribute in understanding the role of major sectors of the Greek economy in shaping the behaviour and efficiency of the Athens Stock Exchange. Furthermore, an investigation of the short and long run relationships amongst the major sectoral indexes will be highly useful to individual and institutional investors who are keen on diversifying their portfolios by investing in the emerging Greek stock market.
The main purpose of this paper is to provide empirical evidence on the short term and long term relationships amongst the major stock indexes of the Athens Stock Exchange. To the best our knowledge this is the first study that examines the short and long run interactions among stock indexes in the ASE. The findings of this research will help in answering a number of interesting issues such as: do these indexes behave in similar ways? Do they influence each other in the short and the long run? What is the direction of causality and is this causality consistent over time?
Our findings suggest that even though the sector indexes do not show a consistent and strong long-term relationship, the banking sector seems to have a strong influence on the returns and volatility of other sectors at least in the short-run. The variance decomposition analysis confirms that although the variance of returns for most sectors is largely influenced by their own innovations, banking sector is able to explain 25% of variance of construction and the insurance sectors and around 15% of the variance of industrial, investment and holding sectors. The leading role of the banking sector implies that changes in the banking sector index could be potentially used in predicting short term movements in other sector indexes confirming that the ASE is not weak form efficient.
The rest of the paper is organised as follows. The next section describes the data and the methodology. Section 3 reports the results of empirical tests and the last section concludes.
Data and Methodology
There are 18 sector indexes in the Athens Stock Exchange. For a sector index to be created, it must include at least five companies unless the total average market capitalisation of the sector is at least equal to 3% of the market value of the ASE in which case a sector index may contain only 3 listed companies. The analytical process comprises four steps. The first step involves determining the order of integration. For this purpose, the unit root testing procedure suggested by Zivot and Andrews (1992) is used because as already seen in figure 1 ; the time series exhibits a clear structural break.
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The second step involves examining the long run relationships using the VAR analysis proposed by Johansen (1988) and Johansen and Juselius (1990) . We follow Johansen-Juselius (JJ) because their approach is considered superior to the regression-based approach suggested by Engle and Granger in 1987 (Cheung and Lai, 1993) . 4 Another reason for using the JJ approach is that it utilizes the maximum likelihood estimates and allows testing and estimation of more than one cointegrating vector in the multivariate system without requiring a specific variable to be normalised. This way, the JJ tests overcome the problem of carrying over the errors from the first step into the second step commonly encountered in Engle and Granger's (1987) approach to cointegration. Further, JJ method is independent of the choice of the endogenous variable within a vector autoregression (VAR) framework which enables testing for various structural hypotheses involving restricted versions of cointegrating vectors and speed of adjustment parameters using likelihood ratio tests.
The analysis begins by specifying the vector autoregression model. Following Johansen (1988) and Johansen and Juselius (1990) , the VAR representation is written as follows:
where The VAR system can be rewritten as the Vector Error Correction Model (VECM) as follows:
where
The first term in equation (3) captures the short-run effects whereas the second term captures the long-run equilibrium relationship. Since our objective is to investigate the long-run relationship, we will focus on the elements of matrix . If vector Y contains m variables, matrix  will be of order m x m, with a maximum possible rank of m (or full rank). Equation (3), except for the Y t-k term, is in the form of the traditional VAR with first difference. The  term determines whether the system of equations is cointegrated, i.e., whether a long-run equilibrium relationship exists. The feature to note is that the rank of matrix  is equal to the number of independent cointegrating vectors. If rank of matrix  = 0, the matrix is null, i.e., all the elements in this matrix are zero, which implies no cointegration or in other words lack of a long-run equilibrium relationship and the error correction mechanism, Y t-k , therefore, does not exist. In determining the rank of matrix  (number of cointegrating vectors), we calculate the characteristic roots or eigenvalues, i ˆof . Johansen (1988) and Johansen and Juselius (1990) propose trace ( trace ) and maximum eigenvalue ( max ) test statistics to establish whether the characteristics roots are significantly different from zero. The computed values of  trace and  max statistics are evaluated using the critical values provided by Osterwarld-Lenum (1992) and the optimal system lag length is determined by using the Schwarz Bayesian Criterion (SBC).
If there is no cointegration or long-term relationship between the indexes then the short-term relationship is examined using the Granger causality between the endogenous variables in the following way:
where R y,t and R x,t are the returns of index y and x at time t accordingly.
In the above regressions we examine whether the coefficients γ i and ζ i are equal to zero using a standard F test. If γ i, and ζ i coefficients are different from zero then we conclude that there is a bi-directional causality between and R y,t and R x,t . Alternatively, if both coefficients are found to be equal to zero, then we are able to conclude that there is no causality. Finally, in equation (4) R y,t Granger causes R x,t if γ i =0 for i=1,2,…n. Similarly, in (5) causality implies that R x,t Granger causes R y,t , provided that ζ i  0 for i=1,2,…n.
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The short run dynamics are examined by using the variance decomposition analysis. The variance decomposition traces the relative importance of each random innovation in affecting the variables in the system. Specifically, the forecast-errors provide information about the proportion of the movements caused by own shocks vis a vis shocks in other variables. Since the ordering of variables in the VAR model has a significant impact in variance decomposition results, we follow the order invariant generalised variance decomposition analysis (see, Pesaran and Shin, 1998) . Also in contrast to the traditional impulse response analysis (Koop, 1996) , the generalised approach does not require orthogonalisation of shocks.
The generalised variance decomposition is widely used in studying long and short run linkages across sector indexes (see for example, Wang, Kutan, and Yang, 2005) . show that the null hypothesis of unit root cannot be rejected for any of the indexes in the level form. However, we are able to reject the null hypothesis for the first differenced series for all six sectors at the 1% level of significance confirming that all six sectors indexes are integrated to the order one, I (1). Results of Johansen's cointegration tests for the full sample and two sub-periods are given in Table 3 . Column 1 shows fifteen different models employed in examining the long-run relationships and columns 2 and 3 provide the Trace and Maximum Since most sectors do not show consistent and strong evidence of a long-run relationship, we examine whether they are related at least in the short-run by using the Granger's causality tests. The results in Table 4 for the full as well as the two sub-periods show that there is unidirectional causality running from Banking to Construction, Insurance, Investment and Holding sectors. This clearly indicates that the banking sector appears to be the most dominant and influential sector in the Greek economy in spite of some evidence of bi-6 Given that the Banking and Constructions indexes are cointegrated, we use an Error-correction Model (ECM).
Empirical Findings
The results of the ECM (not reported here but available on request) show that for the whole sample as well as the two sub-periods, lagged as well as unlagged innovations in returns from banking index could be potentially used in forecasting returns from the Construction index thus confirming the leading role of the banking sector in the ASE.
directional causality between Construction and Investment sectors and unidirectional causality between Holding and the Investment sectors. Overall though, the F-statistics are significant for only 11 out of 30 combinations which suggest that there is no consistent evidence of bidirectional causality or short-run relationship amongst the sector indexes.
Further analysis of the index returns using the variance decomposition analysis for periods ranging from one, one to five, one to ten, and one to fifteen days presented in Table 5 suggests that for most sector indexes, the forecast variance seems to be most influenced by the innovations in the past variance. The variance decomposition analysis results for the whole sample period (denoted I) as well as the two sub-periods (II and III respectively) further confirm this finding. Specifically, on the first day (short run), for period I, the banking index explains 100% of its forecast error variance by innovations in its own variance. After fifteen days (long run) 99.5 % of the variation is explained by own innovations while changes in Industrial, Construction, Insurance, Investment, and Holding sectors only explain 0.9%, 1.1%, 0.8%, 0.2%, 0.6% of the variance in the banking sector respectively. However, the variance decomposition analysis results for other sectors, though largely similar to the banking sector, suggest that innovations in the variance of returns in the banking sector is able to explain, on average, 25% innovations in the variance of Construction and the Insurance sector. The variance innovations in banking sector returns also seem to influence variance of Industrial, Investment and the Holding sector returns. This is consistent with the evidence of short-term unidirectional causality flowing from the banking sector to the other sectors reported in Table   4 .
The leading role of the banking sector in the ASE could be explained by its significance in the 
Conclusions
This paper investigates short and long term relationships amongst the six main indexes of the Athens Stock Exchange with an aim to examine whether the ASE is informationally efficient. 
