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Abstract 
Consistency of the least squares estimator fl of the autoregressive parameter vector is 
established ina pth order autoregression model Y, = [11 Yt -  1 + "'" + f lpYt-p + ~,, when all the 
roots of the characteristic polynomial ~(~) = ¢P - fll~ p- 1 . . . . .  /~p lie outside the unit circle 
and {e,} is an arbitrary collection of independent random variables satisfying a uniform 
integrability of log+(letl) and a condition in terms of the concentration functions. For i.i.d. 
errors, a limiting distribution result for fl is obtained under the finiteness of E log+(letl). The 
asymptotics for bootstrapping the sampling distribution of fl is also considered under the same 
moment condition and is shown to match (in probability) the limiting distribution of ft. Thus, 
for the explosive case, the bootstrap rinciple works with the usual choice of the resample size 
even if the error distribution is heavy tailed. Furthermore, we show that the error in the 
bootstrap approximation (as measured by the Kolmogorov distance) goes to zero, almost 
surely, ifEle, I < oo. 
Partially explosive models, where the characteristic polynomial • has some roots inside and 
some roots outside the unit circle are also considered. For such models, the Kolmogorov 
distance between the true sampling distribution of]~ and its bootstrap approximation is shown 
to converge to zero when EE, 2 < oc. 
Keywords: Explosive; Partially explosive; Non-stationary; Autoregression; Bootstrap; Heavy 
tailed distribution 
1. Introduction 
Consider a pth order autoregressive process { Yt} defined successively by 
Yt= f i l Y t - l  + ... + f lpYt-p + ~t, t >~ p + l, (1.1) 
where {et} is a sequence of random variables independent of the starting values 
Y1 . . . . .  Y~. Typically, e,'s are taken to be independent and identically distributed 
(i.i.d.). 
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The least squares estimators ~of the parameter vector/~ = (B~ . . . .  , j~p)' based on 
Y1, ..., Yn is given by 
= (X ;Xn) -  1X; (Yp+I  . . . . .  Y~)', (1.2) 
where 
X;  = ( r .  . . . . .  r . _ l )  
and 
(1.3) 
Yj = (Yj  . . . . .  Y j -p+l ) '  for j  1> p. (1.4) 
The case p = 1 is illustrative of the complexity involved in a unified study of the 
limiting behavior of ~. In this case, denote/I by / /and so on. The limiting distribution 
of/~ is very different in the three cases I/~[ < 1, I/~1 = I, and I/~1 > 1, known as the 
stationary case, the critical case, and the explosive case, respectively. The results for 
I/~1~< 1 can be divided further based on whether the error distribution possesses 
a finite variance or not. See, e.g., Anderson (1959) for the finite variance case and Davis 
and Resnick (1986), Davis, Knight and Liu (1992) for the heavy tailed case, when 
I/~1 < 1. Asymptotic distributions of the least squares and related estimators for 
I/~1 = 1 have been obtained, among others, by White (1958), Anderson (1959), Rao 
(1978), Chan and Wei (1988) for the finite variance case, and by Knight (1989), Chan 
and Tran (1989) and Phillips (1990) in the heavy tailed case. See Chan and Wei (1987), 
Chan (1990) and Jeganathan (1991) for results in the so called "nearly nonstationary" 
case. 
The first part (Sections 2-4) of this paper is concerned with the purely explosive 
case, i.e., when all the roots of the characteristic polynomial 
• (Z)  = Z '  - ~ lZ  p -  1 . . . . .  /~p (1.5) 
lie outside the unit circle. Note that for p = 1, it corresponds to I/~1 > 1. White (1958) 
considered the special case of normally distributed errors in which case the limiting 
distribution of/~ turns out to be Cauchy. Under the assumption of finite error 
variance, Anderson (1959) obtained the limit law of/~ in the explosive case. For p = 1, 
the limiting random variable was expressed as a ratio of two independent random 
variables. Jeganathan (1988) studied certain strong convergence of the least squares 
estimator. Recently, Koul and Pflug (1990) observed that, even with heavy tailed 
errors, the same limit law for /~ as in Anderson (1959) obtains in the first order 
explosive autoregression. 
In this paper, we first show that i~ - ~ = o(q~n), for some 0 < q~ = ~(~) < 1 for 
independent errors satisfying a uniform integrability of log +(l e, I) and a condition in 
terms of the concentration function. For this, we follow the approach of Lai and Wei 
(1983) who established consistency for the case of martingale difference rrors. 
Next, we establish the limit law of i~ for i.i.d, nondegenerate errors satisfying 
Elog+( let l )  < oe. Koul and Pflug (1990) used the same logarithmic moment condi- 
tion for the first order autoregression but assumed that the errors are absolutely 
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continuous. The distribution convergence r sult extends to the case when one has 
a sequence of autoregressive processes. These results are presented in Sections 2and 3. 
In Section 4, we consider the asymptotic behavior of the standard bootstrap for Ag in 
the explosive case. By an application of the limit theorem for sequence of autoregres- 
sive processes in Section 3, we are able to show that the limit of the bootstrap 
distribution matches with that of ~, in probability, without any additional moment 
assumption. Earlier, such a result was obtained by Basawa et al. (1989) for the first 
order model with finite error variance which was crucial for their proof. The bootstrap 
validity result under such a weak moment assumption is rather interesting and is not 
likely to hold (when the bootstrap resample size equals the original sample size) if the 
characteristics polynomial (1.5) has any root inside or on the unit circle. The error in 
the bootstrap approximation asmeasured by the Kolmogorov distance is shown to go 
to zero, almost surely, provided Elet[ < ~. 
In Section 5, we consider partially explosive autoregressive models when the 
characteristic polynomial admits roots both inside and outside the unit circle. We 
show that even in the partially explosive case the standard bootstrap offers asymp- 
totically valid approximation when Ee~ < ~.  
Some simulation results are reported in Section 6. 
2. Limit theory for the least squares estimator 
Throughout this section, let {Yt} satisfy the model (1.1) and Y1 . . . . .  Yp, 
ep+ 1, ep+2, ... are independent random variables. Assume that all the roots of the 
characteristic polynomial q~ defined in (1.5) lie outside the unit circle {Z:I Z[ = 1 }. In 
addition, suppose , satisfy the following conditions: 
(C.1) Y~t~p+l P(letl > r') < ~ for all r > 1. 
(C.2) For each t, there exists 0 ~< ~/t such that 
sup Q(et, rh) < 1, 
t>~p+ 1 
where for a random variable e, Q(e, .) denotes its concentration function 
Q(e,2) = supP(x <<, ~ <~ x + 2). 
x 
Note that for the case of i.i.d, et, condition (C.1) is equivalent to 
E log+([ ep+ll) < 0% where log + (x) = max(log(x), 0), for x > 0. In the case of pos- 
sibly non-i.i.d, errors, condition (C.1) holds if, e.g., supt E[log + (I et [)]1 +~ < oo, for 
some 0t > 0. In the case of i.i.d, et, condition (C.2) holds iff et has a nondegenerate 
distribution. 
Let 
01  21, 
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and 
~,=(~,,0 . . . . .  0) forn~> 1. (2.2) 
Define the p × p random matrices 
U. = ~ B-%t+p (2.3) 
t= l  
and 
n p 
V, = ~ B-~"-'+l)~,+p. (2.4) 
t= l  
Let for a x = (xl . . . . .  Xp)' in ~P, fix II denote its Euclidean norm; also for a p × p 
matrix A, let fl AII denote its operator norm, i.e., II A PI = sup~lxll = l II Zx II, and for 
1 ~ i,j <~ p, let A ") and A "'j) be the ith row and the (i,j)th element of A, respectively. 
Lemma 2.1. Under (C.1), {U,} is Cauchy in probability. 
Proof. By (2.5) of Lai and Wei (1983), there exists 0 < ~b < 1 and C1 < ~ and that 
Pl B-"  II ~< Ca4 ~" for all n >/1. The proof follows by standard arguments using this and 
the condition (C2). [] 
By Lemma 2.1, U, converges in probability. Therefore, it converges almost surely by 
a theorem of Levy (see, e.g., Chung, 1974, Theorem 5.3.4), et being independent. Let 
U = ~ B-%,+p. (2.5) 
t= l  
For p = 1, see Koul and Pflug (1990) for a proof of the a.s. convergence of ~/~-'e,+ 
using the Borel-Cantelli emma (which will work even for non-i.i.d, errors). Also, see 
Yohai and Maronna (1977). 
Next, we prove that x'U ~1) has a continuous distribution under (C.2) for each 
x ~ ~P - {0}. In the i.i.d, case, it follows from Proposition 2.1 of Davis and Rosenblatt 
(1991). Below we state and prove the following generalization of Proposition 2.1 of 
Davis and Rosenblatt (1991). 
Lemma 2.2. Let {et } be a collection of independent random variables satisfying condi- 
tion (C.2). Suppose {~kt} be a sequence of real numbers converging to zero such that the 
infinite series 
S= ~. ~b,¢, (2.6) 
t=p+l  
converges almost surely, and ~9t ~ 0 for infinitely many t. Then S has a continuous 
distribution. 
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Proof. Let 6 -- supt,>p+ z Q(et, rh). Without loss of generality, let r/t ~< 1, for all t, and 
also qJ, 4:0 for all t. Choosing )~i = 2(n)= minp+l~,~.+p (]O, lr/t), for 1 ~<i~< n in 
Theorem III.4 of Petrov (1975) we get, for some constant C, 
Q(,=~+ ~ 4,,e,, ;4n)) 
~0,  as n~ ~,  
since, for each p + 1 ~< t
~<Q 0,et, 2(n) <~c {1-Q(O,e,,2(n))} 
k.t=p+ 1 Lt=p+ 1 
<~p+n, 
2(n)/]~,]) <<, Q(e,,rl,) <~ 6. [] 
Let Z,  = Yp + U~, ~, for n/> 1, where ¥p and U, are as in (1.4) and (2.3), respectively. 
Then, almost surely,{Z,} is Cauchy by Lemma 2,1 and Levy's theorem mentioned 
earlier and converges to 
Z= Yp + U (~) = ¥p + ~ B te,+p. (2.7) 
t= l  
Lemma 2.3. I f (C1)  and (C.2) hold then 
(i) B-"X~X,(B-") '  converges almost surely to 
F = ~ B- i (ZZ  ')(B-') '  
i=p+ 1 
which is positive definite with probability one, 
(ii) 11B "X,](e,+~ .... ,e,)' - V.Z IL ~0,  a.s. 
where V. is defined in (2.4). 
(2.8) 
Proof. (i) convergence of Z,  to Z is established in (2.7). Moreover for any 
x e ~P - {0}, by taking ~, = x'(B-t) (1) we get by (2.7) of Lai and Wei (1983) that 
qJ~ ~ 0 for infinitely many t. Therefore, by Lemma 2.2 we get that x'U (1) has 
a continuous distribution. Since x'Yp is independent of x' U (1), this implies that x'Z 
has a continuous distribution. The rest of the proof for part (i) will be exactly as in Lai 
and Wei (1983, Theorem 2). 
(ii) It is easy to check that 
n p 
]IB-nX',(Sp+I . . . . .  ~n)'-- VnZ[I ~ ~ Cl~)n-t+l[et+p[ NZt -1 -  ZN, (2 .9 )  
t= l  
where 0 < 4) < 1 and C~ < ~ are such that I[B-" II ~< C~qS" for all n >/ 1. The proof 
now ends by an application of (C.1) which yields that for each r > 1, I~:n[ ~< rn, 
eventually, almost surely. [] 
Theorem 2.1. Suppose conditions (C.1) and (C.2) hold. Then, as n -* oo, 
- I~ = o(6") 
almost surely for some 0 < ~ = $(fl) < 1. 
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Proof. It is easy to check that 
- ~ = (B')-n(B')n(X~,Xn) - 'BnB-nX' (ep+I  . . . . .  en). (2.10) 
By Lemma 2.3(i), (B ' )n(x~xn)- IBn- -+F -1, almost surely. Let 0 < ~ <q~< 1 and 
C1 < ~,  be such that IP B-" II, II (B')-" II ~< Cl~b", for all n ~> 1 (cf. (2.5) of Lai and Wei 
(1983)). Then II(B')-nlr llVnll = o(q~"), a.s., because, by condition (C.1) and the 
Borel-Cantelli lemma, ]et+pl ~< rt+p, for r = q~b -1. The proof is now complete by 
Lemma 2.3(ii). [] 
Theorem 2.2. Suppose et's are i.i.d, with E(log + (1 ep + 11 ) < ~ and ep + 1 is nondegener- 
ate. Then 
(B') n (fl - fl) ~ F -  x VZ, 
where Z and F are defined in (2.7) and (2.8), respectively. Also, V and Z are independent 
and V has the same distribution as B -PU in (2.5). 
Proof. Clearly Un ~ U. Also, V, d_ B-PUn_p, for each n, e~'s being i.i.d. Therefore 
11, d V with V d_ B-PU" The independence of Z and V in the limit follows from the 
independence of Zin/2 | and V* = ~[~/2]+ 1 B-In-t+ 1)et+p, for each n, together with 
Z --  Zln/2 ] = Op(1) (2.11) 
and 
Vn - V* - op(1). (2.12) 
Note that (2.11) and (2.12) were justified in Anderson (1959) via L 2 convergence. In 
the present setup, relation (2.11) holds because {Zn} is Cauchy in probability and 
(2.12) holds because Vn - V* d_d= Un -- Un-tn/2], e, being i.i.d, and that {/-1,} is Cauchy 
in probability. 
The conclusion of the theorem now follows easily from Lemma 2.3 and the 
representation (2.10). [] 
Specializing to the case p = 1 we get the following. 
Corollary 2.1. Consider an AR(1) model Yt = flY~-i + et, with Ifll > l, where et are 
i.i.d, nondegenerate and, with E log+( le l l )  < ~.  The least squares estimator fl of  
fl satisfies 
fln(/~ __ fl) a f12(f12 __ 1) V ,  
where V and Z are as in Theorem 2.2 with p = 1. 
Proof. For p = 1, F = fl-a (1 - fl-2)-XZ2. [] 
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3. Limit theorem of a sequence of explosive AR(p) processes 
The limit distribution of ~ as obtained in Theorem 2.2 may not be suitable for 
statistical inference since the form of the limiting random variable in extremely 
complicated and it also involves the autoregressive parameter. Nevertheless, uch 
a result is useful, among other things, for the verification of the validity of the 
bootstrap rinciple of Efron (1979) in the present situation. It is well known by now 
that the bootstrap rinciple can be adapted to the time series context. See the next 
section for a detailed account. It is particularly relevant here since the alternative 
offered by the asymptotic theory is not very suitable for making statistical inference 
about the autoregressive parameter. It turns out that to study the behavior of the 
bootstrap version of~ we need to consider a setup when the parameters ofthe process 
change with the sample size. Similar investigation for the 1.s.e. was carried out earlier 
when the limiting time series has all characteristic roots inside or on the unit circle. 
(See, e.g., Chan and Wei, 1987; Chan, 1990; Jeganathan, 1991). Here we consider the 
case when the limiting time series is explosive. 
Consider for each n ~> 1, an AR(p) process 
L(n) =/~(n)  L ,(n) + -.. +/~p(n) L ,(n) + ~,(n), t /> p + 1, (3.1) 
where {e,(n); t ~> p + 1} are i.i.d, and are independent of {Yl(n),..., Yp(n)}. Also 
consider a limiting AR(p) process as given by (1.1) where all the roots of the 
characteristic polynomial q~(Z) = Z p - [31Z p- ~ . . . . .  Bp lie outside the unit circle. 
Let ~(n) be the 1.s.e of #(n) = (/~1 (n), ...,//p(n))' based on Y1 (n),.. . ,  Yp(n), as given by 
(1.2) (with Yt,.-.,  Yp replaced by Y~(n),.. . ,  Yp(n)). Suppose F, V and Z be as in 
Theorem 2.2 all corresponding to the limiting AR(p) process. 
Theorem 3.1. Suppose e,'s are i.i.d, with E(log+ lep+ l l )  < ~.  Suppose, as n ~ oo, 
(i) #(n)~#,  (ii) Yl(n) . . . . .  Yp(n)) ~ (Y~ . . . . .  Yp), 
(iii) ~;p+l(n) d ev+l, and (iv) E(log + [ep+l(n)l)--*E(log + lep+l[). Then letting 
LI~_ ~ 0J 
we get 
[B'(n)]" (ig(n) - (•(n)) & F -x  VZ, 
where F, V, Z are as in Theorem 2.2. 
(3.3) 
Proof. By (i) and (iv) and that E(log + Iep+, ]) < oo, there exists no such that for all 
n >/no, E(log + le~+t(n)l)< go and all the roots of the characteristic polynomial 
corresponding to { Yt(n) }, 
• . ( z )  = zp  - /~ l (n )  z p-1 . . . . .  /~p(n) (3.4) 
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satisfy rZ[ > 1 + 6o, for some 6o > 0. In the remainder of the proof we will restrict our 
attention only to such n's. 
By virtue of assumptions (iii) and (iv) of the theorem, {log + l ep+ l(n)l: n >~ no} is 
uniformly integrable. Since for each n, {et(n): t t> p + 1} are i.i.d, this means that for 
any r > 1, 
P - - -  > i (3.5) l imsupsupP  suplei(n)l > r i ~< l imsupsup log lei(n)l 
ra~c~ n \ i>~m m ~  i=m logr 
<~limsupsupEf l°g+!e~+-l(n)f  ) 
. . . .  ~ log r m + (3.6) 
= 0 by the uniform integrability of {log + lep+~(n)l }. (3.7) 
Let U(n), Z(n) and F(n) be as in (2.5), (2.7) and (2.8) with Yt's replaced by Yt(n)'s. 
Since fl(n) ~ fl, there exists 0 < q < 1 and C < ~ such that 
II [B(n)]-" rl -%< Cr/" for all n >~ no. 
Using this and (3.7) we get 
lim sup P( IJ U,,(n) - U(n)Jl > 6) = 0 for 6 > 0, (3.8) 
n l~3 n~>n0 
where 
Um(n) = ~ [B(n)]-'e,+p(n). (3.9) 
t= l  
Also, a slight modification of the proof of (3.8) gives 
lim sup P( IP Zm(n) - Z(n)II > 6~") = 0 (3.10) 
for any 6 > 0 and r /< ~ < 1, where 
Z,,(n) = Yp(n) + [ U,,(n)] ~'J. (3.11) 
Therefore, going through the proof of Lemma 2.3 we get 
[-B(n)] -" X~(n) X,(n) [B(n)'] -" - F(n) ~ 0 (3.12) 
and 
[B(n)] "X'(n) (ep+ 1 (n),..., e,(n))' - V,(n) Z(n) ~ O, 
where 
F(n) = 
and 
as n~ ~,  (3.13) 
~" [B(n)] -/(Z(n)Z'(n)) [B'(n)] - i  (3.14) 
i=p+ 1 
[B(n)] -~"-'+ 1)e,+p(n). 
n-p  
t= l  
(3.15) 
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Since 
[B'(n)]" (l~(n) - fl(n)) = [B'(n)]" (X',(n) X.(n))- I [B(n)]" X~(n) (ep+ l (n) ..... e.(n))', 
(3.16) 
the proof ends by (3.12) and (3.13) provided we show that 
(Z(n), V,(n)) ~ (Z, V). (3.17) 
To prove (3.17) note that for fixed N, 
N N 
[B(n)]-t e,+p(n) ~ ~ B-re,+, (3.18) 
t= l  t= l  
by (i) and (iv) together with the i.i.d, assumption. Similarly, 
N N 
Zu(n) = Yp(n) + ~ [B(n)] 'e,+p(n) & ZN = Yp + ~ B-'et+p. (3.19) 
i=1  t= l  
Clearly, by (3.10), (3.19) and (2.7) we get Z(n) ~ Z. 
Since V.(n) a= [B(n)] PU,_p(n), it follows in the same way that V.(n) ~ V, with 
V & B- p U from (3.8), (3.18) and that Us ~ U. The joint convergence follows from an 
independence argument similar to the one in the proof of Theorem 2.2. [] 
4. Bootstrap approximation 
In recent years, several authors have considered bootstrap approximation to the 
sampling distribution of parameter estimates of a linear time series. Efron's (1979) 
bootstrap idea can be adapted here by resampling from the (centered) residuals (see, 
e.g., Chatterjee, 1985; Bose, 1988, 1990; Basawa et al., 1989; Kreiss and Franke, 1992, 
etc.). Paparoditis and Streitberg (1991) have an interesting application of bootstrap to 
the problem of order identification i ARMA models. 
All the earlier papers considered models with finite variance rror, and with the 
exception of Basawa et al. (1989), were concerned with a stationary (or asymptotically 
stationary) time series model. Here we show that for an explosive autoregression 
model, a version of the standard bootstrap works even if the error distribution is 
possibly heavy tailed. This appears to be a special feature of the explosive case. The 
invalidity of Efron's bootstrap with the usual resample size for i.i.d, sample mean in 
the case of a heavy tailed distribution is well known (see, e.g., Athreya, 1987). Similar 
invalidities with the use of standard bootstrap are expected when the error distribu- 
tion is heavy tailed if the characteristics polynomial of the process as given in (1.5) has 
a root on or inside the unit circle and this includes the stationary case. 
We now describe the bootstrap rocedure to be used in the context of explosive 
autoregression. Since the model is not asymptotically stationary the initial values 
Y1,..., Yp are important. If they are considered to be random then the bootstrap 
analogues Y* .. . . .  Y* need to be generated form the same joint distribution. Thus, if 
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we want to approximate he sampling distribution given Y1 .. . . .  Yp, then simply take 
(Y~' .... , Y*) = (Y1,..-, lip)- Next Y*+ 1,..., Y* are generated iteratively by 
Y,*=f l lY ,*- I  + "'" +~pY,*_p+e*,  t - -p+ 1 . . . . .  n, (4.1) 
where fl = (/~ .. . . .  /~p) is the 1.s.c. of p based on the original data Y1 .... , Y., and 
e*+~ ... . .  e* are generated via simple random sampling with replacement from the 
- .. * .... e* are i.i.d. residuals e, = Yt - /~1Yt -1  ' - -  flpYt-p, P q- 1 <~ t <~ n; i.e., ep+l, 
with distribution ft, = the empirical distribution function of ep+ ~ ... .  ,e,. Note that 
unlike Basawa et al. (1989) and other papers we do not mean correct the residuals 
because I~,l may not even have a finite mean. However, it does not hurt to resample 
from the centered residuals provided et has zero mean. Let/~* be the bootstrap version 
of fl, 
~* = (X* 'X* )  -~ ,~*,,,,* ~,. ~ p+~ ... . .  Y*)', (4.2) 
where X* is as given by (1.3) with Y's replaced by Y*'s. 
Our main result in this section is that the Kolmogorov distance between the true 
sampling distribution of/~ and its bootstrap approximation converges to zero as the 
sample size n grows. Let 
A I = sup [ P{(B')" (fl - / / )  ~< x} - P{(/~')" (fl* - fl) ~< x [ Y1,..., Y.} l, 
xe R p 
A2 = sup lP{( f l -  B) ~<x} - P{(fl* - fl) ~<xlY,,...,I1,}I, 
x~ ~P 
and 
A3 = sup I P{(B')" (fl - p) ~< x} - P {((/~*)')" (fl* - fl) ~< x I Yx ... . .  Y.} [, 
x6 R p 
where/t and/~* are as in (2.1) with//replaced by ~ and I~*, respectively. 
Theorem 4.1. Let {Yt} satisfy (1.1) where {e,} is a sequence of i.i.d, nonde9enerate 
random variables independent of Y1 . . . . .  Yp and E log +(lep + 11 ) < ~.  Suppose that all 
the roots of the characteristic polynomial • 9iven by (1.5) lie outside the unit circle {Z: 
I Z I = 1 }. As n ~ ~,  A i ~ O, 1 <~ i <~ 3. The probability convergence can be replaced by 
almost sure conver9ence if E l ep+ 11 < ~.  
Remark 4.1. Basawa et al. (1989) established almost sure convergence of the boot- 
strap approximation i a first order explosive autoregression model under finite 
second moment of the error distribution. Theorem 4.1 shows that, in the purely 
explosive case, a.s. convergence obtains just under finite EI e I. Furthermore, ven for 
heavy tailed error distributions atisfying a mild logarithmic moment condition, 
bootstrap isvalid "in probability". Kreiss and Franke (1992) established "in probabil- 
ity" convergence for the bootstrap approximation i  a stationary ARMA model with 
finite error variance. In the next section we establish almost sure validity of bootstrap 
for the partially explosive autoregressive model which contains the stationary 
autoregression asa special case. 
We prove the following lemma first. 
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Lemma 4.1. Under the assumptions of Theorem 2.2, the limitin9 random variable 
L = F - i  VZ has a continuous distribution function. 
Proof. Since V and Z are independent, i  is enough to prove that, for almost all values 
of Z, x 'VZ (given Z) has a continuous distribution for each x e ~P - {0}. By definition 
of V and Lemma 2.2, it will follow provided, for almost of Z, x'B- iZ # 0, for infinitely 
many i. But, by (2.12) in Lai and Wei (1983), almost surely, the vectors 
Z, BZ .. . . .  BP-~Z are linearly independent. Therefore, for every t >t 1, the vectors 
B- 'Z  .. . . .  B ~'-P+~Z are linearly independent and hence at least one of 
x'B-~' -~Z, j  =0, 1 .... ,p -1 ,  is nonzero. Since t is arbitrary, it completes the 
proof. [] 
Proof of Theorem 4.1. Let us first consider the case when E lep+ 1 I < OO. We are going 
to show that, almost surely, the bootstrap rocess { Y* } satisfies the hypotheses of 
Theorem 3.1. Since by Theorem 2.1,/ /~ #, a.s., (i) of Theorem 3.1 holds. Next (ii) holds 
trivially because by construction, ( Y * .... , y , )  d= (Yi . . . . .  Yv). To check (iii), note that 
by the Glivenko-Cantelli theorem, sup, IF,(t) - F(t)l ~ 0, a.s., where Fn is the empiri- 
cal cdf of ev+i .... ,e. and F is the cdf of ~p+l. Recall that under the bootstrap 
distribution E*+~ ~ F,, the empirical cdf of the residuals ep+ ~,..., e,. Now 
(n - -p )  -1 ~ ]ei--F,i] ~(n - -P )  -1 ~ I ( /~- -~) '~/ - l [  
i=p+ 1 i=p+ 1 
<~ (n--P) -111(fl--~) ' B" [I II B-tn-i)II jlB-iy~_lll. 
i=p+l 
(4.3) 
But I IB-"Y,-I II a.~ iin_tp+l)ZiL" Thus, by Lemma 2.3, (2.10), and (4.3), 
(n-p)  a ~ l e i -e i l~0 ,  a.s., (4.4) 
p+l 
provided we show 
n-i l l  V, II ~0,  a.s. (4.5) 
Now 
n-illV. 
n p 
<~n-'C, Z q~"-'+il~,+pl, 
t=l 
where0<q~<l  and Ca< ~,  
Since Elet+p < oo, (4.5) now follows from Theorem 1 of Chow and Lai (1973). 
Next, by standard arguments (cf. Datta, 1992) it follows from the convergence ofF, 
and (4.4) that, almost surely, F, -~ F, weakly; i.e., 
e*+ 1 ~ ev+ l, almost surely. (4.6) 
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Finally, to check (iv) of Theorem 3.1 use the elementary inequality 
Ilog+(a) - log+ (b)l ~< Ja - bl, for a,b >>. 0, to get 
IE*(log+(le~+xJ))-(n-P) -1 ~ log+(Je, I )~(n -p)  1 ~ let-e,] . (4.7)  
/=p+l  t=p+l  
(Here E* denotes the expectation on e*+ a.) But, by SLLN, 
(n -p ) -  1 ZT=p+ 1 l°g + (I e, I) ~ E(log + (I ep+ 11 ), a.s. Thus (iv) holds almost surely by 
(4.7) and (4.4). 
Consequently, we get by Theorem 3.1, that 
(/~,), (fl, _ fl) d F -  1 VZ, almost surely, (4.8) 
which, along with Theorem 2.2, proves the convergence of A 1. 
It is easy to see that, almost surely, 
II (B')" (/~')-" - I II ~ (Constant) ~b" fl (B')" (/~ - fl)II, (4.9) 
for n sufficiently large where 0 < ~b < 1. Arguing the same way as to prove (4.4) we see 
from (4.9) that 
(B')" (/3')-" ~ I, a.s., as n --* oo, (4.10) 
since q~" fl V, II-~ 0, almost surely. Thus, from (4.8) and (4.10), we get 
(B')" (~* -- fl) a F -1 VZ,  (4.11) 
almost surely. Since, by Lemma 4.1, the limiting random variable F-1VZ has a con- 
tinuous distribution function G, say, we get by Polya's theorem that 
sup I P{(B')" (.8" - /~)  ~< tJ Y1 .... , Y.} - G(t)l 
t ~ R p 
= sup IP{(~* -/~) ~ t[ Y, ..... Y.} - G((B')"t)I 
tE  R p 
0, a.s., as n ~ oo. (4.12) 
Similarly, from Theorem 2.2, 
sup lP{( f l -  fl) ~< t} - G((B')"t)I ~0, as n ~ @. 
te  R p 
(4.13) 
The convergence ofA 2 now follows from (4.12) and (4.13) by the triangle inequality. A3 
can be handled similarly. 
Next, consider the case when we only know the finiteness of E(log+(I ep+,J)). On 
this basis, we need not have n- l l lV.  If .... ,0. However, by Theorem 2.2, 
n- x II (~ -/~)'  B" II --' 0, in probability and hence (n - p)- 1 ~+,  lei - ell ~ 0, in prob- 
ability (cf. (4.4)). Thus, the proof will follow by the same arguments as before applied 
to subsequences. [] 
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5. Partially explosive case 
We now consider an autoregressive model when some of the roots of the character- 
istic polynomials • may lie inside the unit circle. As shown in Datta (1992), even for 
p = 1, the standard bootstrap approximation (with the usual resample size) has 
a random limit when J i l l= 1. Therefore, models having a unit root will not be 
entertained here. We show that in the partially explosive case, a standard bootstrap 
approximation is asymptotically valid provided the error distribution is not heavy 
tailed. A more precise statement of this result is given in Theorem 5.2. 
Let { Yt } be a pth order autoregressive process as given by (1.1). Assume et's are i.i.d. 
with E(ep+ x)= O, E(e2+ 1)= a 26 (0, ~:). Let for some 1 ~< k ~< p, exactly k roots of 
lie inside and the remaining s = p - k roots lie outside the unit circle. Note that if 
k = p then the model is stationary. The notations here are developed for the nontrivial 
case k < p. However, everything can be interpreted in the obvious way for the case 
k : p. Let 1~11 ~< "'" ~< ]~k] < 1 < I~k+~l ~ "" ~< [~pl, where gl, ... ,~p are p roots of 
the characteristic polynomial q~ defined in (1.5). Then, as shown in Lai and Wei (1983) 
(also see Jeganathan, 1988), there exists a nonsingular matrix M such that 
<) MY.= S. 
with S. = (S., ..., S,_~+ ~)', W. = (W. , . . . ,  W. k + ~)', S = p -- k, where { W. } is an 
asymptotically stationary AR(k) process and {S.} is a purely explosive AR(s) process, 
both with the same error sequence {~.} as in the original AR(p) process. Let 
N = [ l~f  (, 01, (5.2) 
where ~ is the parameter vector of the explosive process {S.}. Using (4.4) and (4.5) of 
Lai and Wei (1983) and Lemma 15 of Jeganathan (1988) we get the following 
approximation (which is essentially Theorem 16(i) of the later paper). 
Proposition 5.1. Let D, = diag (x//nlk, N"). Then, as n -~ co, 
n--1 --1 n--1 
D.(M- ')' (fl - fl) - ' i=p & O. 
/ .  1 \ 1 . -1  
tu't"( 2 s,s;) 
\ i=p / i=p 
Now, by the results in the stationary case (cf. Anderson, 1971), 
1 n- I  n -1  
Wiei+~ ~ Nk(O, a2Z) and n -1 ~ WiW[ ~ S, 
N~ i=p i=p 
where Z is positive definite, and hence 
L,, = x//n WiW'~ ~] Wiei+ 1 ~ Nk(O, a 2 Z- '). 
\ i=p  i=p 
(5.3) 
(5.4/ 
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Also, by Lemma 2.3 and the arguments used in the proof of Theorem 2.2, we get 
L2n = (N') n SiSi ~ Si~i+l d.~ p 1 VZ, (5.5) 
\ i=p i=p 
where 
2 = Sp + ~ N-t~t+p, (5.6) 
t=l 
F-= N -{v-s} ~ N-~(22 ' ) (N- ' )  ', (5.7) 
i=p+l 
9 ~ ~ N- 'at  (5.8) 
t=p+l 
and is independent of ~. 
Moreover, as shown in Jeganathan (1988), Lln and L2n are asymptotically indepen- 
dent. Consequently, one gets the following. 
Corollary 5.1. As  n ~ oo, 
On(m-l), (~_  ~) d_~ FLI~, 
[L2J 
where L1 and L 2 are independent 
L1 "~ Sk(O, a2Z -1) and L 2 ,.~ ff- l~z~. 
(5.9) 
In order to study the bootstrap asymptotics we need an array version of the above 
result. Consider a sequence of AR(p) processes as in (3.1) and a limiting AR(p) process 
as in (I.1). Assume that all the processes are partially explosive as introduced in the 
beginning of this section. Also, let for each n, E(%+l(n)) = 0, E(e2+ l(n)) = a 2. 
Let d, denote the Mellow metric of order r >i. 1 defined as 
dr(X, Y) = inf(E [[ X - Y ][ r)l/r, where X and Y take values in some Euclidean space. 
Here the infimum is taken over all pairs of random elements (X, Y) defined on 
a common probability space such that )~ ~ X, and Y d y. Convergence with 
respect o the dr metric will be denoted by ~.  It is well known that X, % X iff 
X, % X and EIIXnII'--,EIIXII ' . 
Theorem 5.1. Suppose t' s are i.i.d, with E(ev+ 1) = 0 and E(e 2+ 1) = a 2 ~ (0, ~). Assume 
(i) fl(n) ~ ~, (ii) ( Y1 (n) .... , Yp(n)) % (Y i .... , Yv) and (iii) ep + 1 (n) % e v + 1. Then 
O.(n} [m'(n)] -1 ($(n)- ,{n)) [Li] ,  (5.1o) 
I_L2J 
where L1 and L2 are exactly as in Corollary 5.1 and On(n), M'(n) corresponds to the 
process { Yt(n)}. 
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Proof. Since fl(n) ~ fl, we may assume without loss of generality that k, = k and 
s, = s, for all n. Here k, and s, denote the orders of the stationary part and the 
explosive part, respectively, ofthe process { Ydn)}. First we need to prove an analogue 
of (5.3). 
It can be seen by direct calculation that 
sup sup E ][ Wi(rl ) ][2 : M < 
n p<~i<~n - 1 
because of assumptions (i)-(iii). Also, by similar calculations as in Anderson (1959) 
and using assumption (i)-(iii), we get 
sup sup Ell[N'(n)- I - is i l l2= K < ~.  
n p<~i~.-I 
By similar arguments as in the proof of Theorem 3.1, sup. supj~> 1 II [N'(n)] -~ H z ~< (~qj 
for some 0 < C < m and 0 < r/< 1. Therefore, 
E ,~1 Wi(n) [S~(n)]' IN(n)]" KM " 
Consequently (cf. (5.3)), 
D.(n) (M'(n)) - l (~(n) - ~(n)) - 
asn~ ~. 
W~(n) W/(n) Y~ wi(n)~+ ,(n) 
i i=p 
(N'(n))" Si(n)S;(n) ~ Si(n)13i+ 1(?1) 
i i=p 
~0,  as n~ ~.  (5.11) 
Now by Theorem 3.1 applied to {Sdn)} we get 
LE.(n) = (N'(n))" Si(rt)S[(n ) 2 Si(n)ei+ l(r/) & L2. 
i i=p 
It follows that 
(5.12) 
rl ) d~ Wi(n) Wi(n)', -1 W,W;. • ~ 0 
i=p n i 
(5.13a) 
and 
n l ) n t | 
dl Wi(n)a,+~(n), ~, Wie,+~ ~0,  (5.13b) 
i=p - '~  i=p 
as n ~ ~.  See Datta (1993) for details. Because of (5.13), L2.(n) has the same 
distributional limit as L2,; i.e., L2.(n) ~ L2. 
The joint convergence ofL~. and Lz, will follow from the independence arguments 
given in the proof of Theorem 16 of Jeganathan (1988) when applied to the sequence of 
processes {Sdn), Wdn)}. Analogues of (51) and (52) of the above paper for the 
processes {S,(n)} can be established by (3.10). Also (l/,¢/n) .-1 ~i=p Wi(n)~i+ l(n) can be 
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handled by similar arguments as in the above paper since 
sup. supl~i<~nE(11Wi(n) [I 2 <~ 0(3, sup. a 2 < oo and sup. ~(n) < 1. This completes the 
proof of the theorem. [] 
We are now in a position to establish the asymptotic validity of bootstrap for 
approximating the sampling distribution of the parameter estimates of a partially 
explosive AR(p) process. Since E(ev+l)= 0, we resample e*+l,... ,e* via simple 
random sampling with replacement from the centered residuals F= e l -F ,  
n i = p + 1, ... ,n, with i = (n - p)- 1 ~p+ 1 el. The rest of the procedure is the same as 
described in Section 4. The following result will be needed in the proof of the 
asymptotic validity. It is available in the literature for the stationary case. 
Lemma 5.1. As n -~ 
d2(el, e.*) ~ O, almost surely. 
Proof. We first show that 
(n -- p) 1 ~ (ei -- ei) 2 --* O, a.s. (5.14) 
p+l  
Clearly, left-hand side of (5.14) equals 
i=p+l  i=p+l  S i -1  
I1(~- ~)' M-  X D~, II 2 (n - p)-i 
x Wi-1 + ][N-"Si-1 II 2 • 
i=p+l  
(5.15) 
Now, by ergodicity of the process {Wt}, n- 1 y~+ 1 IP IV/_ 1 rl 2 
denotes expectation w.r.t, the stationary distribution. As in 
Theorem 4.1, ~+ 1 II N-"Si_ 1 II 2 is bounded, almost 
(n - p)- 1 II (~ - #)'M lD~ H 2 ~ 0, a.s., provided 
n-1  C1 n p 
1 E ~V//~i+l .... ' 0 and 1 HV. II ~< ~ ~,.-,+1~, .... , 0, 
?1 i= p t= 1 
where t~l < ov and 0 < y < 1. The first convergence follows from SLLN for uniform- 
ly integrable martingales, ince E(ev+ 1)= 0. The second convergence follows from 
Theorem 1 of Chow and Lai (1973) since E(~2+ 1) < 0o. Thus (5.14) follows from (5.15). 
Next, 
E0 II We II 2, where Eo 
the proof of 
surely. Also, 
(n -P )  -1 ~ [~' , - -~, l<~2~/(n-P)  -1
p+l  
~. le i -e i l  2 + I (n-p)  -1 ~ ei]~O, a.s. 
p+l  p+l  
(5.16) 
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and hence 
~' ~ ~,, a.s .  
Finally, 
E*( (~* f )  = (n - p) 1 
(5.17) 
e{ - (g)2 = (n - p)-I ~ e2 _ (e7)2 + o(1), a.s., 
p+l  p+l  
by (5.15) and (5.16), which converges to Ee 2, almost surely. The conclusion of the 
lemma follows from this and (5.17). [] 
Theorem 5.2. Suppose {Yt} is a partially explosive AR(p) process with i.i.d, e~'s and 
E(ep+ 1) = 0, E(e2+ 1) = a 2 ~ (0, ~). Let ~ and ~* be given by (1.2) and (4.2) respectively, 
where, given Y1 . . . . .  Y,, the r.* are i.i.d. ~ F, the empirical distribution of Yt = et - & 
1 ~< t ~< n. Then, as n ~ oc, 
sup IP{(~-  ~) ~x} - P{(~* - ~) ~<xl Y, , . . . ,  Y,)}[ ~0,  a.s. 
xER p 
Proof. We are going to apply Theorem 5.1 to the bootstrap distribution, along almost 
all sample paths. It follows from Theorem 1 of Lai and Wei (1983) that condition (i) of 
Theorem 5.1 is satisfied, almost surely. Condition (ii) is trivially satisfied by choice of 
( Y~' ..... Yr*). Also by Lemma 5,1, (iii) holds, almost surely. Hence by Theorem 5.1, 
P{/),[-!17/'3-1 (~. _/~) ~< xl Y1,..., Y,)} --* P(L <~ x), x ~ ~v, (5.18) 
where L- - (L1,  L2). Arguing as before the estimated matrices /). and /~ can be 
replaced by D. and M, respectively. Since L has a continuous distribution (see Lemma 
4.1), the proof ends as before by the triangle inequality and (5.9). [] 
It is possible to state and prove the convergence for the normalized and the 
studentized versions (cf. Theorem 4.1) in the same way. 
Remark 5.1. We would like to clarify the differences between our bootstrap results 
and the results due to Kreiss and Franke ([KF], hereafter), following a suggestion by 
the associate ditor and a referee. Whereas both papers deal with the consistency of 
bootstrap for approximating the distribution of the parameter estimates in linear time 
series models, there are some important differences which are listed below. 
(i) [KF] only considered stationary ARMA models; i.e., all the roots of the 
characteristic polynomial associated with the autoregressive part lie inside the unit 
circle. On the other hand, we allow for nonstationary autoregressive models since 
a number s ( >~ 0) of the roots may lie outside the unit circle. 
(ii) In this paper, we restrict our attention to the least squares estimator (l.s.e.), 
whereas [KF] considered more general M-estimators. However, it should be noted 
that for more general M-estimators, they have proved the validity of bootstrap when 
applied to the quantity F,- 1 ~, (see the notation of their paper for a full explanation) 
which is only an approximation to xfn(0M -- 0), 0M being an M-estimator of 0, the 
302 S. Datta/Stochastic Processes and their Applications 57 (1995) 285-304 
.............. -............... T " ' " " - . . . . . . .  
-... 
. . . .  
O 
q~ 
" - - . .  
--.... 
-.... 
....... --'- ............ -'-" 
.~.'~ ~f~ 
Fig. 1. Frequency plot of 1000 realizations of( i l l  - i l l ,  ~2 - -  f12) based on samples of size n = 100 from 
Yt = - 0.5 Yt- 1 -~- 0.5Yt-2 "~ et, with double xponential error. 
vector of parameters of an ARMA. This is not meant as a criticism of their result, but 
it seems to be worthwhile (and more natural) to investigate the consistency of the 
(conditional) distribution of x//-n(/9~- 0u) as a bootstrap approximation to the 
distribution of x//-n(0u - 0), which is what a practitioner is likely to use. In the above, 
0* carries the obvious meaning. 
(iii) Our Theorem 5.2 applies to a stationary autoregression (which corresponds to 
s = 0) as well and yields that the error in bootstrap approximation (measured in sup 
norm) for the 1.s.e. converges to zero, almost surely. The conclusion in [KF]  is that the 
above quantity converges to zero in probability. 
(iv) In the case of a purely explosive autoregression we are able to establish the 
validity of bootstrap even for heavy tailed error distribution having only a logarithmic 
moment• The [KF]  paper only deals with error distribution satisfying Ee 4 < oo. 
6.  S imulat ion  resu l t s  
We now present some simulation results which support he finding of Theorem 5.2. 
We consider the partially explosive AR(2) model Yt = - 0.5Yt-1 + 0.5Yt-2 + et, 
where the e,'s are generated from a double exponential distribution (which has 
a heavier tail than the normal). Note that Theorem 5.2 applies to this model. We 
generate N = 1000 samples of size n = 100 each from this model and compute the 1.s.e. 
fl = (ill, f12) in each case. The bivariate histogram (frequency plot) of these 1000 
replications of (fl - / I )  is given in Fig. 1. Next, we generate 1000 bootstrap values of 
(fl* - fl) from the last sample. The frequency plot of these values is reported in Fig. 2, 
which is fairly close to Fig. 1. Bootstrap lots from some other samples were drawn 
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Fig. 2. Frequency plot of 1000 realizations of (/~* -/~1,/~* -/~2) based on a sample of size n : 100 from 
Y, = - 0.5Yt 1 + 0.5Y, 2 + et, with double exponential error. 
and they were similar. We also tried Cauchy errors in this model (for which the 
theorem does not apply). The shape of the frequency plots (not shown here) for the 
original and the bootstrap values were quite different suggesting the failure of 
bootstrap in this case, as expected. All the plots are done using the S-PLUS routines. 
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