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Abstract
In Denmark, the electric power system is undergoing a major change with
the integration of renewable energy sources such as wind and solar to meet
the target of 100% renewables based energy system. Due to electrification of
the heating and transport sectors, heat pumps and electric vehicles will be
present in huge numbers in future power distribution systems. The future
distribution grid operation scenarios may include highly fluctuating wind
and solar generation, simultaneous charging of huge number of electric ve-
hicles and long duration operation of many heat pumps during periods of
high heating requirements. In case of lack of coordination among the above-
mentioned distributed energy resources (DERs), network congestion may oc-
cur in the form of overloading of network assets and violations of limits of
voltages and currents.
This thesis attempts to address the challenges of distribution system operator
(DSOs) in the operation of future distribution grids such as network conges-
tion and optimum utilization of flexibility from DERs. The problems due to
high penetration of solar PV on a low-voltage distribution network opera-
tion are studied. This thesis explores solutions that consider DSOs interac-
tions with expected future market mechanisms and improved coordination
with the transmission system operator (TSO) for exchange of ancillary ser-
vices. Influence of the network topology and variations in power generation
from DGs on the network power losses are assessed. Impact of connection
of DGs on the short circuit level and changes in fault current contribution
are analyzed and their effects on the functioning of the protection system are
studied.
In this thesis, a hierarchical distributed control framework is proposed for
aggregated power control of medium and low-voltage distribution networks.
The proposed hierarchical control consists of medium and low voltage ag-
gregated controllers at top and middle levels respectively and controllers of
DERs at the bottom level of the hierarchy. Day-ahead and intraday markets
are interfaced with the proposed hierarchical control. Predictive control algo-
iii
rithms in a centralized and distributed fashion are proposed for controlling
low-voltage DERs. A novel linear power flow method is proposed which is
shown to be more accurate in estimation of network voltages compared to the
state of art. The proposed predictive control solves a constrained linear opti-
mization problem that includes proposed linear model of the power network
and linear state-space models of DERs.
For utilizing flexibility from DERs, various methods including volt/var con-
trol and demand response control are proposed in this thesis. These methods
are used for applications such as autonomous voltage regulation, peak shav-
ing, maximum accommodation of PV power, minimization of network power
losses and network congestion management. A novel network reconfigura-
tion scheme is proposed in this thesis that extends the linear programming
developed for hierarchical control into a mixed-integer linear programming.
A simple adaptive protection scheme is proposed to prevent protection blind-
ing and false-tripping issues due to connection of DGs in a medium-voltage
network. An improved interface among DSOs and the TSO is proposed
which includes pre-qualification check by the DSO regarding utilization of
DGs at distribution networks by the TSO for secondary frequency regulation.
Simulation studies are conducted using models of Cigre benchmark net-
works and modified versions of Danish distribution networks in DigSilent
Power factory and Matlab/Simulink software to numerically validate the
above-proposed methods. Simulation studies are done in a real-time digi-
tal simulator for analyzing the impact of connection of DG on a small-scale
medium-voltage distribution network for various fault scenarios.
Resumé
I Danmark gennemgår det elektriske energisystem en større ændring med
integrationen af vedvarende energikilder som vind og sol for at nå målet om
et 100% vedvarende energisystem. På grund af elektrificering af varme- og
transportsektorerne, vil varmepumper og elektriske køretøjer være til stede i
stort antal i fremtidens elnet. De fremtidige scenarier for drift af distribution-
snettet kan omfatte stærkt svingende vind og solproduktion samtidig med
opladning af et stort antal elektriske køretøjer og langvarig drift af mange
varmepumper i perioder med stort behov for opvarmning. I tilfælde af man-
gel på koordinering blandt de ovennævnte distribuerede energiressourcer
(DER), kan elnettet bryde sammen pga. overbelastning af komponenterne i
nettet eller via overskridelse af grænser for spændinger og strømme.
Denne afhandling forsøger at tackle udfordringerne hos distributions net-
selskaberne (DSO) i forhold til driften af det fremtidige distributionsnet, så-
som nedbrud af elnettet, optimal udnyttelse af fleksibilitet fra DER, opti-
mal netkonfiguration og adaptiv relæbeskyttelse. Problemer under driften
af lavspændingsnettet på grund af høj anvendelse af solceller undersøges.
Denne afhandling finder løsninger, der anvender DSO interaktion med for-
ventede fremtidige markedsmekanismer og forbedret koordinering med de
system ansvarlige (TSO) for udveksling af serviceydelser. Indflydelse af net-
topologi og variationer i produktion fra DER i forhold til tab i nettet vur-
deres. Påvirkning ved tilslutning af DER på kortslutningsniveauet og fe-
jlstrøm analyseres, og deres virkninger på beskyttelsessystemets funktion
undersøges.
I denne afhandling opsættes et hierarkisk distribueret kontrolsystem til
styring af den aggregerede effekt i mellem- og lavspændingsnet. Det fores-
låede hierarkiske kontrolsystem består af aggregerede styringer for mellem-
og lavspænding på henholdsvis øverste og mellemliggende niveau og
styringer til DER på nederste niveau af hierarkiet. Spot- og balancemarked
giver input til det foreslåede hierarkiske kontrolsystem. Centraliserede og
distribuerede forudsigelsesalgoritmer er opsat til styring af lavspændings
v
DER. Der er opstillet en ny lineær metode til analyse af effektoverførslen,
som viser sig at være mere nøjagtig ved estimering af netspændinger sam-
menlignet med den kendte teknik. Den foreslåede prædikative kontrol løser
et afgrænset lineært optimeringsproblem, der inkluderer den foreslåede
lineære model af elsystemet og lineære tilstandsmodeller af DER.
For at udnytte fleksibilitet fra DER foreslås forskellige metoder inklusive
spænding/reaktiv effekt styring og belastningsstyring i denne afhandling.
Disse metoder bruges til applikationer såsom autonom spændingsreguler-
ing, udglatning af spidslaster, maksimal tilslutning af solceller, minimering
af nettab og modvirkning af netsammenbrud. En ny metode til netkonfigu-
ration foreslås i denne afhandling, der udvider den lineære programmering,
der er udviklet til det hierarkiske kontrolsystem, til en mixed-integer lineær
programmering. En simpel adaptiv relæbeskyttelsesmetode foreslås for at
forhindre at relæerne ikke kobler forkert, enten ved at de kobler hvor de ikke
skal, eller ikke kobler når de skal, når der tilsluttes DER i mellemspænd-
ingsnettet. Der foreslås input til en forbedret grænseflade imellem DSO og
TSO, som inkluderer prækvalifikationstjek fra DSO ved anvendelse af DER
på distributionsnettet til sekundær frekvensregulering af TSO.
Simuleringer udføres ved hjælp af modeller som Cigre benchmark-nettet
og modificerede versioner af danske distributionsnet i DigSilent Power Fac-
tory programmet og Matlab/Simulink-software til numerisk validering af de
ovenfor foreslåede metoder. Simuleringer udføres endvidere i en realtids
digital simulator til analyse af påvirkningen af tilslutning af DER på et lille
mellemspændingsnet under forskellige fejlscenarier.
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Chapter 1
Introduction
1.1 Background and Motivation
The Danish government has setup an ambition plan on February 2011 to
cover all the energy needs of the country including electricity, heat, indus-
try and transport through 100% renewable energy by 2050 to secure future
energy supply and combat climate change [1]. Milestones planned for this
energy policy are provided in Fig. 1.1. To meet this target, the Danish electric
power system is undergoing a phenomenal change over the past few decades
with the addition of renewable power technologies of distributed nature such
as wind, solar, bio-gas and bio-mass based power generation [2]. Among
these renewable power sources (RES), the wind power generation alone has
met 43.4% of Denmark’s annual electricity consumption in 2017 [3]. The
RES are decentralized in nature and are mostly connected to medium-voltage
(MV) and low-voltage (LV) distribution networks. Due to electrification of the
heating and transport sectors, new types of active loads such as heat pumps
and electric vehicles (EVs) with chargeable battery energy storage systems
(BESS) are increasingly connected to LV networks. The current initiatives
in Denmark that will enable to reach the goal of a fully RES based energy
system can be found in [4].
In this thesis, the terms network and grid are used interchangeably to denote
a system intended to dispatch electric power. Unless otherwise explicitly
mentioned, the term grid or network represents an electric power distribution
system. The term distributed energy resource (DER) is used to collectively rep-
resent small-scale renewable sources such as micro-CHP and roof-top solar
with battery storage, and active loads such as electric vehicles (EVs) and heat
3
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2020
50% of the electricity
consumption
from wind power
2030
Coal and oil to
be phased out
from power plants
2035
Electricity and
heat demand to
be met by RES
2050
All energy supply
including electricity,
heat, industry
and transport to
be met by RES
Fig. 1.1: Planned milestones of the Danish government’s energy policy [1].
pumps (HP) which have the capability to offer flexibility to the electricity
grid [5]. The term distributed generation (DG) is used to represent DERs such
as wind and CHP plants that are connected to medium-voltage networks.
In order to utilize the flexibility from DERs for harnessing the time-varying
power generation from RES especially wind power, the Danish ministry of
climate, energy and building has proposed a strategy for smart energy system
and smart electricity grid on February 2013 [6]. The main idea of the smart
grid strategy described in [6] is to manage the flexible electrical loads for
providing flexible power consumption through remotely read smart meters
on hourly basis, variable electricity tariff, and wholesale and retail electricity
markets. In this context, it is important to look at the present status and the
future directions related to the operation of Danish distribution grids, which
are described as follows.
1.1.1 Present Status of Distribution Grid Management
In this section, the present status of distribution grid management from the
perspective of Denmark is provided.
Electricity Network of Denmark
The electricity network of Denmark consists of two asynchronously oper-
ated areas namely, Jutland-Funen (DK1), and Zealand and Bornholm (DK2),
which are connected together, and to neighboring countries through long
distance high-voltage ac or dc transmission lines. DK1 is the western part
of Denmark connected synchronously to continental Europe, while DK2 is
eastern part of Denmark connected with Nordic countries: Sweden, Norway
and Finland [7]. The transmission system of both areas are operated by the
Danish TSO Energinet. In DK1, Syd Energi A/S and Eniig A/S are the main
DSOs operating the distribution systems from voltage levels 60 kV to 0.4 kV.
4
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Syd Energi operates the distribution networks at southern part of Denmark
and Eniig is responsible for central and north Jutland areas.
Monitoring and Control of Distribution Grids
At present, the DSOs of Denmark are not actively monitoring the LV and
MV grids. Though the smart meters present at customer locations of LV
networks are capable of measuring all the network variables, only energy
consumption details are measured on hourly basis and are used for billing
purpose only. At MV networks, measurements are available only at 60/15 kV
or 60/10 kV substations. Few measurements available at critical MV nodes
are used for analysis/diagnostics purposes and not for real-time control of
the distribution network.
In addition, the DSOs have limited/no automation at distribution networks.
Transformers at MV/LV substations do not have online tap changers and the
taps are changed manually, while those at 60/10 kV or 60/20 KV substations
are remote controlled. DERs at MV and LV networks are not utilized for
flexibility by the DSOs though there may be a need in near future. The current
regulations are preventing the DSOs to provide incentives to the customers
for time shifting their loads, although some work is in progress to bring new
market mechanisms for flexibility trading [8]. As of today, the flexibility from
DERs are not used for addressing the operational challenges of the DSOs.
Due to presence of large amount of wind, solar and CHP plants, reverse
power flows are experienced at distribution networks of DK1 managed by
Syd Energi and Eniig. Reverse power flows may interfere with the protection
system and lead to false tripping, if there are no preventive measures taken
[9]. An excess reverse power flow may cause over-voltages at some nodes. As
per the current regulations, PV inverters are required to disconnect from the
grid, if the voltages at the nodes to which they are connected are more than
a specified limit, to alleviate the overvoltage problem. Another aspect is the
network reconfiguration, which is at present can be made only by manual
intervention.
Interactions among the DSOs and the TSO
At present, the interactions among the DSOs and the TSO are limited. The
TSO is solely responsible for balancing the power generation and demand at
each time instant and the DSOs play no role. However, in future, the DSOs
could potentially contribute to power balancing, in coordination with the
TSO, by utilizing flexibility from millions of small-scale DERs in the distribu-
tion networks. The TSO is utilizing ancillary services for frequency regulation
from large-scale DERs only at MV networks as of today, and DSOs can also
be involved in this activity in future for better network asset utilization.
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Fig. 1.2: Practical use of flexibility from EVs to balance power from wind generators in Bornholm
[11]
A case study in Denmark to utilize flexibility
In Denmark, few large-scale experimental studies are being performed to
demonstrate the smart grid concept of using flexibility for maximizing the
renewable power absorption by the grid. Let us consider one such case study
done on Bornholm island, Denmark and reported in [10] as follows. Born-
holm is connected to Sweden by a sea-cable, which normally provides the
balancing power to manage the fluctuating renewable power generation in
the island. In case of failure of this connection, Bornholm power system has
to be operated in islanded mode mostly with renewable energy sources. Dur-
ing such a cable disconnection due to maintenance work, EVs in Bornholm
with smart charging capabilities were utilized as micro-power sources to bal-
ance the power generation from wind plants. A snapshot of power flows in
Bornholm during islanded mode is shown in Fig. 1.2. Flexibility from EVs
were used for primary frequency regulation while the biomass plants, whose
startup time is about 15 min, provided secondary frequency regulation. This
example shows the interests of the grid stakeholders in Denmark to utilize
the flexibility from DERs for managing the grid with high penetration of
renewable energy sources.
The future directions in management of active distribution grids are ex-
plained as follows.
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1.1.2 Future Perspectives in Distribution Grid Management
In order to be prepared to operate a 100% RES based power system, from
the perspective of the Danish grid operators (the TSO and the DSOs), the
following aspects are to be considered [4].
• Upgrade of electricity grid infrastructure
Due to increasing penetration of the RES, network congestion may oc-
cur, for example, during high wind and sunny periods. Overload-
ing of transformers and under-voltages may occur if power intensive
loads such as EVs are charged at large numbers in the same time pe-
riod. The corresponding network may be reinforced with additional
cabling and/or transformers. Upgrade of the network is generally
very expensive which may be avoided or postponed by other means
such as demand response control [12], volt/var control [13], network
reconfiguration [14] and power curtailment of the RES [15]. How-
ever, such methods may require a two-way communication platform,
local measurements, wide area monitoring system, remote-controlled
switches/circuit breakers, on-load tap changers and an advanced dis-
tribution management systems (ADMS) [16].
• Supportive market mechanisms
High penetration of RES brings new challenges in the electricity
markets which are interlinked with the power system operation in
a deregulated environment. In Denmark, the prevailing electricity
market framework supports integration of high capacity RES whose
owners can bid in the day-ahead market called Elspot, intraday
market called Elbas, both managed by NordPool [17] and in the
regulating power market operated by the TSO for ancillary services.
The existing market structure described above is not compatible to
activate flexibility from customers who owns DERs as the electricity
price is fixed and there is no mechanism for them to sell their flexible
power consumption. A new market may be introduced for trading of
flexibility, which should be coordinated with the existing markets. The
Danish energy association recommends three stages of development
of such a market in which, stage 1 involves only bilateral contracts
between the grid operators and the DER owners, stage 2 being a simple
market place wherein, the grid operators and the DER owners can
buy/sell their flexibility products and stage 3 involves definition of a
formal market for establishment of uniform flexibility services [5].
• Synergies among multi-energy systems
The concept of smart energy system not only include electricity networks,
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but also its integrated operation with other energy sectors such as heat-
ing, cooling, and transportation and energy storage systems. A smart
energy system enables identification of synergies among the many en-
ergy systems to achieve an optimal solution for each individual en-
ergy sector and for the overall energy system [18]. The electricity net-
work can be hugely benefited from a smart energy system to handle
the variable power generation from RES by means of technologies such
as power to gas (P2G), power to heat (P2H) and power to transport
(P2T) [19]. The above-mentioned technologies can be employed to bal-
ance the electric power generation from RES and demand in the elec-
tricity grid utilizing the energy storage facilities and inherent flexibility
in the operation of other energy sectors [20].
In line with Denmark’s ambition for a smooth green energy transition with
less investment in the electricity grid infrastructure, this thesis work pro-
poses novel control strategies for achieving a flexible electricity distribution
grid. The proposed strategies also addresses the challenges regarding collec-
tion and processing of data from DERs, expected future market mechanisms
and integrated energy systems. It will be shown in the subsequent Sections
and Chapter 3 that usage of the proposed control algorithms indeed avoid
or postpone reinforcement of distribution grids. It will be also shown that
the works reported in this thesis pave the way to reach the ultimate goal of
achieving a smooth and cost-effective operation of the Danish power system
with high amounts of RES.
Let us first consider a typical layout of the modern power system shown in
Fig. 1.3. It consists of active power generators and loads at various voltage
levels not only at transmission networks but also located at trans-regional,
regional and local distribution networks. A research question that naturally
arises here is how to manipulate these active resources at different voltage
levels for optimal power flows in the distribution networks.
Let us look at the power generation and consumption details of Denmark col-
lected from [21] on a typical winter week (Jan 14-18, 2019) shown in Fig. 1.4.
As seen in Fig. 1.4, power generation from wind is high on some days to
cover the entire power demand of Denmark causing negative spot prices.
Due to strong interconnections with neighboring countries, Denmark is able
to manage high penetration of RES by exporting/importing power. However,
in future, power from RES including wind is required to be utilized for elec-
trification of transport and heating systems at distribution levels. Utilization
of fluctuating power from RES for a green transition will be a challenge for
the DSOs.
8
1.1. Background and Motivation
Network Level 1
Transmission Networks
400 kV, 150 kV, 132 kV Biomass Coal power
Off-shore 
wind
Electricity import and export
Network Level 2
Trans-regional 
Distribution Networks
60 kV
Network Level 3
Network Level 4
Regional Distribution 
Networks
20 kV, 10 kV
Local Distribution 
Networks
0.4 kV
Combined Heat and
Power plant
Large-scale 
industryWind farm
Solar farm Wind farm Energy storage Industry
Micro-wind 
turbine
Roof-top 
solar
Electric 
vehicle
Heat 
pump
Residential
loads
HV/MV transformer
Primary distribution 
transformer
Secondary distribution 
transformer
Fig. 1.3: Layout of modern power system with active elements across different voltage levels.
1.1.3 Motivations
Keeping in mind of the above described background, the main motivations
of this thesis are
• To invent control technologies that can help the DSOs to maximize the
utilization of power generated by RES for electrification of transport
and heating systems.
• To achieve a coordination between the TSO and electricity markets for
overall benefits as well as optimized operation of the power system.
• To maximize the grid assets utilization and prevention or delay of costly
grid reinforcements.
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Fig. 1.4: Power generation and consumption profile in DK1 (West Denmark) [21].
This chapter is organized as follows. The main three operational challenges
faced by the DSOs in an active distribution network management are ex-
plained in the next section. In Section 1.3, the state of the art of the dis-
tribution system control is presented followed by three hypotheses made in
Section 1.4 to overcome the major challenges of the DSOs. Objectives of this
thesis work are defined in Section 1.5 followed by assumptions and limita-
tions in the next sections. This Chapter concludes with an overview of the
contributions made in this thesis.
1.2 Challenges of the DSOs
In this section, the three major challenges in MV and LV networks with high
amount of RES and active loads are explained. The key challenge is to utilize
the flexibility from DERs as and when required by the grid operators with
minimum automation and at less cost.
Challenge 1. Grid Congestion Management
Network congestion in the form of over-voltages at some nodes, over-currents
in some branches and overloading of network assets such as transformers
may occur due to the following.
• High penetration of DERs.
• Lack of proper coordination between the TSO and the DSOs while the
TSO utilizes ancillary services from DERs at distribution networks.
The details of the above two reasons are presented as follows.
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Network congestion due to high penetration of DERs
Renewable energy sources (RES) such as wind and solar produce electric
power based on the weather conditions (wind speed and solar irradiation re-
spectively). If the penetration of RES is high, network congestion in the form
of over-voltages may occur during their peak power generation. There are
certain class of loads such as heat pumps and electric vehicles whose power
consumption is high at certain time period. For example, electric vehicles
may be charged during evenings creating a peak demand. Due to increase
in the penetration of the above-mentioned loads, the grid could experience
congestion in the form of under-voltages at some nodes and over-currents at
some branches. It is to be noted that the above-mentioned loads have flex-
ibility in power consumption subjected to their availability and satisfactory
quality of service to the owners.
Dansk Energi, which is an interest group for energy companies in Denmark,
conducted a detailed survey about the impact of small-scale residential PV
generation on the voltages of LV networks. Results of that survey reported
in [22] show that feeders will experience over-voltages if PV capacity is more
than 0.7 kW per user in all feeders. As there are plans to integrate more PVs
in LV networks, it is important for the DSOs to ensure proper control mea-
sures to avoid voltage violations. At present, the PV inverters are instructed
to cut-off from the grid if the measured voltage is above some threshold.
Though this simple technique could avoid over-voltages, renewable power
from PV is lost and it impedes the addition of more PVs in the same area.
At present, the DSOs have no monitoring devices at the LV networks and
monitoring is done at few locations on the MV networks such as the primary
distribution substation (60/20 kV and 60/10 kV) and few secondary distri-
bution substations (20/0.4 kV and 10/0.4 kV). Hence the challenges are to
monitor the network congestion as well as adopting proper control measures
to mitigate them.
Network congestion due to lack of proper TSO-DSO interface
In Denmark, the TSO owns and operate the ancillary services market in
which DERs (wind power plants) connected to distribution grids bid to pro-
vide primary and secondary frequency regulation services. Once the bids
of DERs are approved by the TSO for providing ancillary services, it is the
responsibility of the DERs to maintain the required capacity available to pro-
vide frequency up/down regulation at any time. The primary frequency
regulation by DERs is automatic based on the measured frequency and is not
discussed in this thesis. DERs provide secondary frequency regulation based
on the active power setpoints dispatched by the TSO. The present TSO-DSO
interface does not allow the DSOs to cross-check and take preventive actions
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if the response of DERs causes congestion in distribution networks. This is
an important challenge too and it requires modification in the way the TSO
and the DSOs interact today and introduction of mechanisms for the DSOs
to be proactive.
Apart from preventing or relieving network congestion, a systematic way of
managing power consumption is also required to accelerate RES penetration,
which is addressed in the challenge below.
Challenge 2. Optimized Operation of Distribution Grids
The term optimized operation here means the ability of the distribution man-
agement system (DMS) to deliver power to the customers within the network
operational constraints at minimum operating costs by controlling the power
outputs of DERs located at various nodes.
The above statements should be understood in the context of an optimal power
flow problem with the below formulation. An objective function can be formu-
lated to minimize the costs incurred in network power losses, costs for buy-
ing flexible power consumption from DERs etc. The above objective function
will be subjected to the operating constraints of the network which is mod-
eled by steady-state power flow equations. In addition, the constraints of
DERs will also be taken into account, which are represented by dynamic
models including their state, input and output constraints. The challenge
here is to solve such an optimal power flow (OPF) problem by an advanced
distribution management system (ADMS) at every time-step for computing
the power setpoints of the DERs that minimizes the total costs of network
operation.
The prerequisite for optimized grid operation is to have required monitoring
of the grids. The DSOs need to install remote terminal units (RTU) or phasor
measurement units (PMU) [23] for monitoring of MV distribution grids. At
LV grids, the DSOs can utilize the smart meter measurements obtained from
customers’ locations for monitoring and diagnostics. The challenge of ensur-
ing good monitoring of the grids based on the critical measurements is not
addressed in this thesis. It is assumed in this thesis that the network states
(node voltage phasors), load and generation forecasting with reasonable ac-
curacy are readily available for the control modules to manipulate the power
outputs of the DERs.
As mentioned in Section 1.1, flexibility in power consumption will be the
most important factor for active management of the future power system.
The challenge here is to design a suitable control framework that can utilize
the feedback of the network states and predicted information of the network
power generation and load for issuing proper commands to the controllable
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resources.
However, the power demand from inflexible loads has to be met at each
time instant and power from RES is uncertain based on weather conditions,
the DSOs have the opportunity to control the power outputs of the DERs
depending on the available flexibility.
Challenge 3. Resilient Operation of Grids
Due to dynamic nature of the DG and active loads, the DSOs face the chal-
lenge of making the grid resilient, by which it is meant that the DSOs can
overcome the adverse effects of the power variations from active elements
during the network operation.
Intermittent power generation from DG such as wind and solar may cause
significant changes in network branch power flows. The total power losses of
the network may increase if the network is operated with a fixed configura-
tion. In such networks, automatic network reconfiguration is a valuable and
cheap tool to minimize the network power losses [24]. Network reconfigu-
ration can also be applied for other applications such as load balancing [14],
network congestion management and improving the hosting capacity of the
networks with high amount of RES [25]. Challenge of the DSOs is to study,
analyze and adopt a suitable reconfiguration scheme, which will be cost-
beneficial.
Connection of DG may change the fault current levels significantly in the
distribution grids. If the protection settings of the relays are fixed, the relays
may malfunction and cause security concerns [9]. Challenge of the DSOs, in
this context, is to implement an adaptive protection scheme [26] by which a
group of relay settings may be calculated offline for various expected fault
conditions and DG power generation scenarios and the relevant settings can
be communicated to the relays based on the present network conditions.
1.3 State of the Art
In this section, only the key articles available in the literature related to the
above three challenges are explained. In Chapter 3, a comprehensive state of
the art for each contribution of this thesis is provided.
A survey was conducted in [27] involving 36 distribution system operators
(DSOs) across geographical regions of North and South America, and east
and west Europe including Denmark. The results of the survey show that
most of the MV and LV distribution grids are poorly observable and control-
lable, due to lack of monitoring and automation facilities. The above results
13
Chapter 1. Introduction
are consistent with the practices of the DSOs in DK1. An overview of inte-
gration issues of RES in distribution networks is provided in [28]. In [29], a
three-level hierarchical control is proposed for network congestion manage-
ment in distribution networks by controlling the on-load tap changing trans-
former at HV/MV substation and the RES at the LV networks. However, to
accommodate more renewable energy and more DERs without under/over-
voltages and overloading of lines, it is important to utilize the flexibility in
power consumption. Demand response control proposed in [30], utilizes only
EVs for energy management. Short-term flexibility can be obtained from heat
pumps as discussed in [31, 32]. BESS, which are installed for storing energy
from PV systems, can be utilized for grid voltage support, peak shaving and
energy management [33]. Congestion in distribution grids are preventable
by day-ahead scheduling of the generators and the loads using the forecasts
information [34]. During real-time operation, the grid congestion can be re-
lieved by re-configuring the grid topology and by utilizing the flexibility in
the power generation and active loads [25].
The DSOs can optimize the operation of distribution grids by using a predic-
tive control algorithm [32], [35], [36], [37], [38] by utilizing DERs as control
assets. A multi-objective optimization problem can be formulated and solved
to meet the objectives of both the DSOs as well as the DER owners resulting
in a cost-effective operation of the distribution grids [39], [40], [41].
A survey is reported in [42] about the coordination between the DSOs and the
transmission system operators (TSOs) in many European countries including
Denmark. It shows that the information exchange among the DSOs and the
TSOs is not automated and based on the operational requirements. Guide-
lines for the operation of future active distribution networks with advanced
TSO-DSO interactions are provided in [43], [42], [44]. Involvement of DSOs
in the provision of ancillary services is emphasized in [45]. The roles of elec-
tricity markets for obtaining flexibility from RES are illustrated in [46]. The
involvement of markets in demand response control by price signals instead
of direct load control is explained in [47]. A real-time market architecture for
activating flexibility in a time-frame of 5 minutes through electricity prices is
developed in [48].
Adaptive protection schemes, which update the relay settings based on the
operating conditions of a distribution network with DG, are proposed in [49],
[26], [50], [51]. All these methods involve offline calculation of relay settings
for various operating scenarios and the most relevant settings are communi-
cated to the relays from the control center as and when required. Network
reconfiguration based on a simple analytical approach is developed in [14].
Convex optimization based reconfiguration methods and their comparisons
are done in [52].
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As seen from the above discussions, the literature is vast in the area of control
and optimization of distribution grids. The objective of this work is to de-
velop a hierarchical distributed control framework that employs algorithms,
which have less computational burden but at the same time cost-effective,
minimum communication requirements, accurate and robust enough to pro-
vide feasible solutions even under uncertain operation of distribution grids.
1.4 Hypotheses
In this thesis, the following three hypothesis are formulated in such a way to
address the above-mentioned three challenges of the DSOs.
Hypothesis 1. A hierarchical control framework can enable the DSOs for active
management of the distribution grids with reduced operating costs by optimal uti-
lization of flexibility from the DERs.
Hierarchical control structure is already being successfully used in the control
of power transmission networks for many years. For example, the TSOs
performs frequency regulation using three levels of hierarchy on a temporal
basis namely primary, secondary and tertiary frequency regulations. Similar
to that approach, in this work, a hierarchical control framework with three
control levels is proposed for active distribution system management. In
active distribution network management, a three-level hierarchical control,
the top level being the aggregated MV network control on hourly basis, the
middle level for aggregated LV network in a time frame of 10 min and the
bottom level to address control of each flexible device in real-time can be
envisioned to address most of the operational challenges. This hypothesis
states that a hierarchical control framework can be formulated to enable the
DSOs to address the three challenges mentioned in the previous sections.
Hypothesis 2. By adapting the grid topology and the relay settings to the varying
power generation from the DG, both the network power losses and the risk of mal-
operation of the protection system of a MV network can be minimized.
This hypothesis states that by introducing new schemes such as network
reconfiguration and adaptive protection, MV networks can be made resilient
to varying power generation from DG such as wind and power. The total
active power losses of a MV distribution grid depends on the impedance
and power flows in its branches. Power generation from DG could cause
large variations in branch power flows which in-turn may result in network
congestion and/or increase in total active power losses. By rerouting the
power flows, both of the above-mentioned problems can be addressed.
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The presence of DG and its varying power generation may cause big changes
in the fault current levels of the MV networks. In this case, a fixed pro-
tective relay settings may not work as intended for different scenarios such
as connection/disconnection of DG and varying power generation. Hence,
it is hypothesized that an adaptive protective scheme can fix this problem,
wherein the relay settings are updated according to the operating conditions
of the DG.
Hypothesis 3. Improved interface of the DSOs with the TSO and the market play-
ers along with proper monitoring and control measures are required to foresee the
grid congestion and alleviate them.
In this hypothesis, the need and benefits of the interactions of the ADMS with
its external partners such as the TSO and the electricity market are stated. The
existing and the expected future market mechanisms can enable the DSOs to
purchase flexibility at a competitive price. Advanced interface to the TSO
with bidirectional communications and information exchange can benefit the
DSOs to take preventive measures while ancillary services are provided to
the TSO by the DERs at the distribution networks.
1.5 Objectives
From the state of the art, it is clear that from Denmark’s perspective, the
DSOs are required to improve the monitoring and control of the distribution
grids during day-ahead planning and real-time operation. Following are the
major objectives of this thesis
• To find control solutions that address the operational challenges of the
DSOs in active distribution network management.
• To develop innovative methods for utilizing flexibility from DERs
through demand response.
• To develop a novel grid control architecture for active interactions with
the TSO and participation in the electricity markets for economic oper-
ation of the distribution grids.
The desired control functions to be developed to achieve the above objec-
tives are listed in top-down fashion in Fig. 1.5. As seen in Fig. 1.5, host-
ing capacity improvement and reliable power delivery are the most impor-
tant objectives to reach the overall objective of flexible power distribution.
Demand side management, which includes BESS control and flexible load
control, are the required control functions to be developed for active power
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Fig. 1.5: Desired functions of an advanced distribution management system in an active distri-
bution network [C1].
management. Volt/var control is to be developed for reactive power manage-
ment. Both active and reactive power management are required for hosting
capacity improvement. Adaptive protection functions and automatic network
reconfiguration schemes are to be developed for fault location identification
and system restoration (FLISR) which enables reliable power delivery to end
customers.
1.6 Methodology
The following methodologies are applied to meet the above objectives in this
thesis.
1. Predictive control algorithm for control of DERs that uses power gen-
eration and load forecasts and estimated states to compute the control
inputs to the devices for the current time-step and for a future predic-
tion horizon.
2. Alternating direction method of multipliers (ADMM) algorithm for
solving a centralized convex optimization problem in a distributed
manner.
3. Convex optimization algorithms such as linear programming, quadratic
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programming, second-order cone programming and semidefinite pro-
gramming for solving the optimal power flow problem.
4. Voltage sensitivity analysis to compute the droop settings of volt/var
control of the PV inverters in a LV network.
5. A simple adaptive protection algorithm and its validation in a real-time
digital simulator.
1.7 Assumptions
Following are the major technical assumptions in this work.
A1) Availability of distribution state-estimation and forecasting algorithms.
It is assumed that distribution state-estimation (DSE) and gener-
ation/load forecasting algorithms provide inputs (node voltage
magnitudes and hourly forecasted values) with reasonable accuracy
(less than 1% for DSE and 2% for forecasting algorithm) to the proposed
hierarchical control algorithm.
A2) Availability of automation and communication infrastructure.
It is assumed that automation infrastructure such as remote controlled
circuit breakers/switches, RTUs, SCADA, smart EV chargers, smart
heat pump controllers etc., will be present in future distribution net-
works.
A3) Existence of electricity markets and possibility of having an interface
with the TSO in future.
It is assumed that relevant market mechanisms, commercial aggregators
etc., and implementing an advanced interface with the TSO will be a
reality in future distribution networks.
1.8 Limitations
The overall limitations of the work reported in this thesis are provided be-
low. Limitations which are specific to each contribution are described in the
individual sections in Chapter 3.
• Impact of the communication delays and failures, cyber-attacks, mal-
functioning of network controllers, erratic behavior of DER controllers
etc., are not addressed.
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• Only linear models of DERs and continuous range of power levels in
their operation are considered.
• This thesis deals only with balanced three-phase ac distribution net-
works of radial topology.
• Power quality aspects of the distribution system operation such as volt-
age flicker, voltage dips, current harmonics etc., are not considered.
• Interactions of other energy systems such as gas and heating systems
with the electricity network are not considered.
• Online tap changing function of distribution transformer is not con-
sidered in voltage regulation, though it may be easily modeled in the
proposed optimization framework.
1.9 Overview of the Contributions
In the following, an overview of the main contributions of this thesis is pro-
vided. The contributions are divided into four main categories. The first
category Hierarchical control framework for ADMS consists of three papers (Pa-
pers C1, J1 and J2) in relation to Hypothesis 1. The second category Utiliza-
tion of DERs for flexibility consists of three papers (Papers C2, C3 and C4 )
that addresses Hypothesis 1 and Paper C5 that addresses Hypothesis 3. The
third category Grid reconfiguration and adaptive protection attempts to prove
Hypothesis 2. It is to be noted that there are no publications made for this
contribution and the details of this contribution can be found in Section 3.3
of Chapter 3. Finally, the fourth category is Advanced interface between the TSO
and DSOs consists of one paper (Paper C6) and validates Hypothesis 3.
Each paper is associated with a small introduction to give an overview of
the contributions of this work. A much more detailed summary of the actual
content of the contributions is presented in Chapter 3. Finally, the actual
papers associated with the four categories are presented in full in the Part II
of the thesis.
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Paper C1
Title : Multi-level control framework for enhanced flexibility of
active distribution network
Authors : N. Karthikeyan, B. R. Pokhrel, J. R. Pillai, and B. Bak-
Jensen
Published in : Proceedings of the IEEE PES Innovative Smart Grid Tech-
nologies North America 2017, Washington DC, USA, 2017.
Paper C1 presents a three-level control framework for management of active
distribution networks. The work reported in this paper is a precursor for
development of a hierarchical control framework as per Hypothesis 1. This
paper provides a state-of-the-art overview of control challenges of the DSOs
and a hierarchical control framework to overcome those challenges.
Paper J1
Title : Predictive control of flexible resources for demand re-
sponse in active distribution networks
Authors : N. Karthikeyan, J. R. Pillai, B. Bak-Jensen, and J. W.
Simpson-Porco
Published in : IEEE Transactions on Power Systems, vol. 34, no. 4, pp.
2957-2969, 2019.
Paper J1 presents a centralized predictive control for aggregated LV network
control which is part of a three-level hierarchical control framework men-
tioned in Hypothesis 1.
Paper J2
Title : Hierarchical predictive control for demand response of
DERs in distribution grids
Authors : N. Karthikeyan, J. R. Pillai, B. Bak-Jensen, and J. W.
Simpson-Porco
To be submitted to : IEEE Transactions on Power Systems.
Paper [J2] is under preparation and its draft is not attached in Part II of this
thesis. The basic ideas and expected outcomes of Paper [J2] are provided
in Section 2.6 of Chapter 2 wherein a generic distributed predictive control
algorithm and its formulation for the control of DERs are provided, and in
Section 3.1 of Chapter 3, where a case study regarding distributed predictive
control of BESS is provided.
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Paper C2
Title : Coordinated voltage control of distributed PV inverters
for voltage regulation in low-voltage distribution net-
works
Authors : N. Karthikeyan, B. R. Pokhrel, J. R. Pillai, and B. Bak-
Jensen
Published in : Proceedings of the IEEE PES Innovative Smart Grid Tech-
nologies Europe 2017, Turin, Italy, 2017.
Paper C2 presents a fully decentralized method for volt/var control by PV
inverters at different nodes in a LV network. This paper addresses the Chal-
lenge 1 by an autonomous response from PV inverters for reactive power
provision and active power curtailment based on the measured node volt-
ages.
Paper C3
Title : Demand response in low-voltage distribution networks
with high PV penetration
Authors : N. Karthikeyan, B. R. Pokhrel, J. R. Pillai, B. Bak-Jensen,
and K. H. B. Frederiksen
Published in : Proceedings of the Universities Power Engineering Conf.
2017, Crete, Greece, 2017.
Paper C3 presents a method for planning the hourly flexibility required on
the following day to prevent network congestion, specifically over-voltages in
a LV network with high PV penetration. In this paper, the day-ahead market
price signals of Nord Pool [17] are used as weighting factors for deciding the
optimal demand response. This paper treats the effect of market price signals
as per Hypothesis 3 on the utilization of flexibility.
Paper C4
Title : Utilization of battery storage for flexible power manage-
ment in active distribution networks
Authors : N. Karthikeyan, B. R. Pokhrel, J. R. Pillai, and B. Bak-
Jensen
Published in : Proceedings of the IEEE PES General Meeting, 2018, Port-
land, OR, USA, 2018.
Paper C4 presents a method based on model predictive control technique
to utilize BESS for maximum self-absorption of the PV power addressing
Hypothesis 1.
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Paper C5
Title : Coordinated control with improved observability for net-
work congestion management in medium-voltage distri-
bution grid
Authors : N. Karthikeyan, B. R. Pokhrel, J. R. Pillai, B. Bak-Jensen,
A. Jensen, T. Helth, J. Andreasen, and K. H. B. Frederiksen
Published in : Proceedings of the Cigre session 2018, Paris, France, 2018.
Paper C5 presents the idea of coordinated control aided by information from
state estimation and forecasting algorithms and price signals from day-ahead
and intraday markets as claimed by Hypothesis 1.
Paper C6
Title : Advanced TSO-DSO interface for provision of ancillary
services by DER in distribution networks
Authors : N. Karthikeyan, B. R. Pokhrel, J. R. Pillai, B. Bak-Jensen,
A. Jensen, T. Helth, J. Andreasen, and K. H. B. Frederiksen
Published in : Proceedings of the Cigre symposium 2019, Aalborg, Den-
mark, 2019.
Paper C6 presents the advancements to be made in the interface between the
TSO and the DSOs to prevent network congestion which may arise due to
ancillary services by DERs connected to distribution networks. The analysis
and results reported this paper proves the Hypothesis 3.
In Chapter 2, a mathematical model of the grid, derivation of linear power
flow equations, formulation of optimization problems for centralized predic-
tive control, distributed predictive control and network reconfiguration are
presented. Chapter 3 summarizes the four categories of contributions of this
thesis.
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Mathematical Modeling
This chapter presents the details of mathematical modeling and optimization
methods which are required for solving many of the challenges discussed in
Chapter 1 and Chapter 3. Objectives of the mathematical modeling in the next
section followed by derivation of linear power flow model and formulation
of optimization algorithms in the subsequent sections.
2.1 Objectives of Mathematical Modeling
In the mathematical modeling, our main objective is to derive linear power
flow equations for balanced three-phase ac distribution networks of radial
topology. The linear power flow equations are used to calculate network volt-
age magnitudes and to estimate branch power losses and power flows from
node active and reactive power injections. Aim is to derive a linear power
flow method, whose co-efficient matrices can be updated at each time-step
with the latest network voltage measurements/estimations. It is proposed to
have the following characteristics in the linear power flow equations.
• Proposed method needs only measured/estimated voltage magnitudes
and not the voltage phase-angles to update the coefficient matrices at
each time-step. It is to be noted that, accurate estimation of node volt-
age magnitudes are relatively easy than estimating voltage phasors. By
eliminating the need for estimating the voltage phase-angles, the accu-
racy of linear coefficient matrices could be improved and their values
may hold good for an extended range of network operating point.
• Errors in branch active and reactive flows can be brought within a speci-
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fied tolerance. This can be achieved by piece-wise linear approximation
of quadratic branch power losses. By increasing the number of parti-
tions involved in approximating branch power losses, more accuracy in
the estimation of power flows can be achieved.
By formulating a linear power flow method with the above-desired character-
istics, the following can be achieved. Proposed linear power flow equations
can be used for many applications. In this thesis, it is utilized in three algo-
rithms namely, centralized predictive control, distributed predictive control,
and network reconfiguration. In all the three algorithms, the proposed linear
power flow equations represents the model of distribution network in linear
form. Both centralized and distributed predictive control of DERs solve a
multi-period optimal power flow problem while the network reconfiguration
algorithm solves an optimal power flow problem for just one time-step.
The objective is to formulate linear programming (LP) based optimization
problems for centralized and distributed predictive control, and network re-
configuration algorithms because of the following merits.
• In general, LP has good algorithmic maturity and has less computa-
tional cost compared to other optimization techniques such as second-
order cone programming (SOCP) and semidefinite programming (SDP)
[53], [54].
• LP with integer variables called mixed-integer linear programming
(MILP) is very much attractive for network reconfiguration problem.
Though MILP is a NP-hard problem, it can be solved much effectively
as of toady, compared to MISOCP and MISDP algorithms [52], [53].
• Decomposition of LP is possible with techniques such as alternating-
direction method of multipliers (ADMM). The convergence of a dis-
tributed optimization problem based on ADMM can be improved by
properly choosing the tuning parameter (ρ) [55], [56], [57]. This charac-
teristic is very useful for distributed predictive control of DERs and is
also an important reason to use LP in this thesis.
2.2 Notation
The following notations are used in the mathematical models developed in
this thesis.
Matrices and vectors are represented using bold font; (·)T denotes ma-
trix/vector transpose; |·| denotes the magnitude of a variable, or absolute
value of each element of a vector; ¯(·) denotes a complex phasor; Re(·) and
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Im(·) denote the real and imaginary parts of a complex number respectively;
j :=
√
−1 denotes the unit imaginary number; (·)∗ denotes complex conju-
gate and arg(·) denotes the phase of a complex number or the argument of
a function. The vectors 1 and 0 denote a column vector of all ones and zeros
respectively and their length is dependent on the context it is used.
2.3 Modeling of Distribution Network
The distribution network modeling presented here is based on [J1]. Only bal-
anced three-phase networks of radial topology are considered in this thesis.
Such a network can be represented as an oriented acyclic graph: G := (N0,L).
The vertices of the tree, denoted by the set N0 := {0} ∪ N , represents N + 1
network buses which consist of a set of N buses denoted as N := {1, . . . , N}
and the slack bus, which represents the secondary side of the LV distribution
transformer, is denoted as 0. The edges of the tree represented by the set
L ⊂ N0 ×N0 denotes the network branches with arbitrary numbering and
are oriented outwards from the slack bus [58].
It is to be noted that unlike transmission lines, the resistances in distribu-
tion networks are not negligible [59]. The impedance of each network branch
(i, j) ∈ L is denoted as zij = rij + jxij, where rij and xij are the branch resis-
tance and reactance respectively in pu. The branch admittance is calculated
from its reciprocal given by yij = 1/zij. The shunt admittances at each node
are neglected. Let Rdb = diag(rij)(i,j)∈L and Xdb = diag(xij)(i,j)∈L be the diag-
onal matrices with branch resistance and reactance values respectively. Let us
define the bus admittance matrix of the above network of size C(N+1)×(N+1)
as
Yij =
{
∑k∈N0 yik ∀i = j
−yij ∀i 6= j
(2.1)
Let v̄n, īn ∈ C denote the phasors for the bus-to-ground voltage and current
injected at each bus n ∈ N0 whose magnitudes (|v̄n| ,
∣∣īn∣∣) are denoted as
vn and in respectively. The slack bus voltage is taken as reference, due to
which, arg(v̄0) = 0 and v̄0 = v0. The complex bus-to-ground voltages and
currents injected at the N non-slack buses are v̄ := [v̄1, · · · , v̄N ]T ∈ CN and
ī :=
[
ī1, · · · , īN
]T ∈ CN . Let the vectors p ∈ RN and q ∈ RN contain the val-
ues of net active power and reactive power demand (load minus generation)
at each bus n ∈ N . Let us define a vector vs := [v0, · · · , v0]T ∈ RN and a
diagonal matrix V̄d = diag(v̄).
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2.4 Modeling of Network Power Flows
The exact nonlinear ac power flow equations are presented first, followed by
the derivation of a linear form of ac power flow equations.
AC Power Flow Equations [60]
Apparent power at node j is given by
s̄j = v̄j ī∗j (2.2)
The current at each node j according to Kirchoff’s current law and using the
definition of bus admittance matrix can be written as
īj = ∑
k∈N0
v̄kYjk (2.3)
The ac power flow equations which represent nodal power injections can be
written from (2.2) and (2.3) as [60]
pj = ∑
k∈N0
|v̄j||v̄k||Yjk| cos (δj − δk − θjk) j ∈ N0 (2.4a)
qj = ∑
k∈N0
|v̄j||v̄k||Yjk| sin (δj − δk − θjk) j ∈ N0 (2.4b)
where, θjk = arg(Yjk) and δj = arg(v̄j). The above 2(N + 1) ac power flow
equations are nonlinear. If we assume the power injections at all nodes n ∈ N
are known, and considering the transformer secondary side to be the slack
bus (v̄0 = 1∠0), then the problem is to find the voltage phasors v̄ by taking
partial derivatives and rearranging (2.4). Numerical methods such as Gauss-
Seidel or Newton-Raphson method may be employed to solve the resulting
nonlinear system of equations [60].
Linear Power Flow Equations
As the purpose of this thesis is to develop a predictive control algorithm
based on linear programming, deriving a linear model of ac power flow equa-
tions is necessary.
In radial LV distribution networks, the R/X ratio is typically around 2.0 and
the following assumptions may be valid [59].
A1) The angle of bus voltage phasors are negligible.
A2) The linear version of power flow equations holds good for each time-
step.
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Linear Approximation of Bus Voltages [J1]
The branch currents īb ∈ CN×1 can be computed from the node currents ī
(with the convention of negative current injection) as follows
īb = Mr ī (2.5)
where, Mr ∈ RN×N is the bus injection to branch current matrix with binary
values in which the column belongs to the slack bus current is removed [61].
The above matrix is the inverse of the reduced bus incidence matrix as the
bus current injections are considered negative. The branch voltage drops
can be computed using Ohm’s law from the bus current injections as v̄b =
(Rdb + jXdb)īb. The bus voltage phasors v̄ = vs −MTr v̄b can be expressed in
terms of branch currents as
vs = v̄ + MTr (Rdb + jXdb)īb (2.6)
From the branch currents and impedance, the complex power losses of the
branches are
s̄l = (Rdb + jXdb)
(
diag(īb)ī
∗
b
)
(2.7)
Let us assume that voltage magnitudes of the N buses are measured at each
sample time, denoted as vm = [vm1, · · · , vmN ]T and collected in the diagonal
matrix Vdm = diag(vm). Equation (2.5) can be expressed in terms of the bus
active and reactive powers with the following approximation.
īb ≈MrV−1dm(p + jq)
∗ (2.8)
where, the bus current injections are calculated as ī ≈ V−1dm(p+ jq)
∗. The real
part of the expression in (2.6) is
Re(∆v̄) =
[
−MTr Rdb MTr Xdb
] [ Re(īb)
Im(īb)
]
(2.9)
where, ∆v̄ = v̄− v̄s. Using (2.8), the above expression can be approximated
in terms of bus active and reactive powers as below.
Re(∆v̄) ≈ −MTr RdbMrV−1dmp−M
T
r XdbMrV
−1
dmq (2.10)
After applying the first approximation (Re{v̄} ≈ v), (2.10) becomes
v ≈ −MTr RdbMrV−1dmp−M
T
r XdbMrV
−1
dmq + vs (2.11)
The above expression for bus voltage magnitudes is linear (as the matrices
Bvp and Bvq are constants at each sample time) with respect to the bus active
and reactive powers.
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Piece-wise Linear Approximation of Branch Power Losses [J1]
Substituting the approximated expression of branch currents (2.8) in that of
branch power losses (2.7) and expanding the terms, we obtain
pl ≈ Rdbdiag(Mrvp)Mrvp︸ ︷︷ ︸
plp
+ Rdbdiag(Mrvq)Mrvq︸ ︷︷ ︸
plq
(2.12)
ql ≈ Xdbdiag(Mrvp)Mrvp︸ ︷︷ ︸
qlp
+ Xdbdiag(Mrvq)Mrvq︸ ︷︷ ︸
qlq
(2.13)
where, Mrv = MrV−1dm. In (2.12), the active power losses pl ∈ R
N×1
+ are
separated into two parts (plp and plq) such that pl = plp + plq. Similarly, the
branch reactive power losses are also expressed as ql = qlp + qlq.
It is to be noted that the individual branch power loss approximations in
(2.12) and (2.13) are quadratic with respect to either p or q. In order to
linearize these expressions, piece-wise linear functions can be constructed
for a short range of branch current magnitude ib such that the approximated
power losses bound the true losses from above by a small amount [62]. Let
us consider the following approximation plp1 ≈ Bp1p + dp1 for the range
ib ∈ [0, Ib1] and plp1 ≈ −Bp1p + dp1 for the range ib ∈ [−Ib1, 0] where, Bp1 ∈
RN×N and dp1 ∈ RN are constants at each sample time, such that plp1 ∈
RN×1+ is linear with respect to p. Similar terms can be derived for the whole
range of ib as follows. Let the set K0 := K ∪ {0} where K := {1, · · · , K}
contains the K partitions of the branch current as IK0 = {Ib0, · · · , IbK} ∈ R+,
which are calculated as follows
Ibk =
k
K
Ib max k ∈ K0 , (2.14)
where, Ib max is the maximum branch current magnitude. Let us define the
following K diagonal matrices with branch resistances (Bpk,k∈K) and reac-
tances (Bqk,k∈K) as follows.
Bpk =
(
Ib(k−1) + Ibk
)
RdbMrV
−1
dm k ∈ K (2.15a)
Bqk =
(
Ib(k−1) + Ibk
)
XdbMrV
−1
dm k ∈ K (2.15b)
Let us also define the column vectors given below.
dpk = −Rdb1Ib(k−1) Ibk k ∈ K (2.16a)
dqk = −Xdb1Ib(k−1) Ibk k ∈ K (2.16b)
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From the above diagonal matrices and column vectors, let us define a linear
function fpk(x) = Bpkx + dpk. Using the above function, the approximate
branch active power losses due to bus active power (plp) can be calculated
from the below expression.
plpi ≈ max
(
max
k∈K
(eTi fpk(−p)), maxk∈K
(eTi fpk(p))
)
(2.17a)
where, i ∈ N and ei denotes a unit vector in RN whose ith element is 1 and
rest are 0. The approximate branch active power losses due to bus reactive
powers (plq) are given by
plqi ≈ max(max
k∈K
(eTi fpk(−q)), maxk∈K
(eTi fpk(q))) (2.17b)
Similar expressions can be written for the branch reactive power losses using
the piece-wise linear function fqk(x) = Bqkx + dqk as given below.
qlpi ≈ max(max
k∈K
(eTi fqk(−p)), maxk∈K
(eTi fqk(p))) (2.18a)
qlqi ≈ max(max
k∈K
(eTi fqk(−q)), maxk∈K
(eTi fqk(q))) (2.18b)
The above piece-wise linear approximations of branch power losses can be
expressed as inequalities in a linear programming problem and the expres-
sions can be seen in equations from (2.19d) to (2.19g) in the next section.
2.5 Centralized Predictive Control of DERs
In this section, formulation of a linear centralized model predictive control
method for LV DERs is presented. Detailed description can be found in
[J1]. Let C f ∈ RN×F be a binary matrix which maps the DERs to the LV
bus to which they are connected. Let us define a variable κ =
{
1, · · · , Np
}
where, Np is the prediction horizon. In this work, the control horizon (Nc) is
considered to be equal to the prediction horizon, i.e., Nc = Np. Assuming a
10 min time-step, and a prediction horizon of 4 hours, the value of Np = 24.
The power setpoints of the DERs are obtained by solving an optimization
problem [J1] provided in (2.19). The objective function in (2.19a) consists
of three parts namely, minimizing the costs of deviations of aggregated LV
network power from its reference, minimizing the costs of active and reactive
power losses and minimizing the cost of power consumption by DERs.
min
u
J =
Nc
∑
κ=1
cκps
∣∣∣pκsre f − pκs ∣∣∣+ cκpl1T(pκlp + pκlq)
+ cκql1
T(qκlp + q
κ
lq) + c
κT
p f
∣∣∣pκf ∣∣∣+ cκTq f ∣∣∣qκf ∣∣∣
(2.19a)
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subject to
Power balance equation:
pκs + 1
T(C f p
κ
f − p
κ
d)− 1
T(pκlp + p
κ
lq) = 0 (2.19b)
Linear expression for node voltages as functions of nodal power expressions
from (2.11) is written as
vκ = vκs + Bvp(C f p
κ
f − p
κ
d) + Bvq(C f q
κ
f − q
κ
d) (2.19c)
The relation between branch power losses and nodal power injections are
expressed as inequalities based on (2.17) and (2.18) as follows.
Bpk(C f p
κ
f − p
κ
d)− dpk ≤ p
κ
lp k ∈ K (2.19d)
Bpk(C f q
κ
f − q
κ
d)− dpk ≤ p
κ
lq k ∈ K (2.19e)
Bqk(C f p f − pκd)− dqk ≤ q
κ
lp k ∈ K (2.19f)
Bqk(C f q
κ
f − q
κ
d)− dqk ≤ q
κ
lq k ∈ K (2.19g)
States of DERs:
xκ+1f = Φ f x
κ
f + Γ f p
κ
f f ∈ F (2.19h)
Bounds of states of DERs:
x f min ≤ x f ≤ x f max (2.19i)
Bounds of branch currents:
− ib,max ≤ Bmpκ ≤ ib,max (2.19j)
Bounds of node voltages:
vmin ≤ vκ ≤ vmax (2.19k)
where, the decision variables are represented by the vector u =[
v ps plp plq qlp qlq p f q f
]T. The states of DERs are bounded
using the constraint (2.19i) to ensure the quality of service to the DER
owners. The network voltage limits are specified in the constraint (2.19k) to
ensure the voltage quality of supply. The branch current limits are specified
by the box constraints in (2.19j) where, Bm = kmMrV−1dm and km is a scaling
factor based on the static or dynamic ratings of the feeder.
The costs of each term in the objective function (2.19) may vary at each step-
time depending on the market decisions. The variable cps is the penalty
cost for deviating the aggregated power setpoint; cpl and cql are the costs of
active and reactive power losses of LV network; the vector cq f contains the
cost of reactive power provision from each DER. The cost cps is the price for
regulating power imbalances [63], the cost cpl is the hourly electricity price
signals [64]. The cost, cq f can be calculated from electricity price and power
loss of the BESS [65].
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2.6 Distributed Predictive Control of DERs
The centralized predictive control algorithm formulated in (2.19) has the fol-
lowing disadvantages.
• If the optimization algorithm (2.19) has to be applied for larger distribu-
tion systems with high number of DERs, the computational effort will
be high, as the size of the optimization variables will be huge [41], [66].
• States of all DERs have to be communicated to the central predictive
control which will increase the communication overhead. It may cause
concerns regarding protecting the data privacy of the DER owners.
Distributed optimization techniques such as alternating-direction method of
multipliers (ADMM) [67] can be used to decompose the above centralized
optimization problem as follows. The approach to decompose the optimiza-
tion algorithm (2.19) in this thesis is similar to the ones available in [68], [69]
and [66]. The problem in (2.19) is proposed to be solved in a distributed man-
ner by the network controllers (MVNC and LVNC) and the DER controllers
and the role of a coordinator is done by the network controller. The next sec-
tions describe the proposed optimization problems to be solved by the above
mentioned entities.
2.6.1 Optimization Problem of the Network Controllers
The changes that are made in the centralized optimization algorithm (2.19)
are introducing auxiliary variables in the vectors (p̃ f and q̃ f ) of each size
RF×Nc and removal of constraints related to states and outputs of DERs. The
states of DERs are not known to network controllers in distributed predictive
control and hence they are not enforced. The variables p̃ f and q̃ f are the
expected power consumption calculated by the network controller from each
DER on the present and future time-steps.
min
p̃κf ,q̃
κ
f
Ju = ∑
κ∈Nc
cκps p
κ
se + c
κ
pl1
T
N(p
κ
lp + p
κ
lq)
+ cκql1
T
N(q
κ
lp + q
κ
lq)
(2.20a)
subject to the following constraints in which κ ∈ Nc.
± pκse ≤ pκsre f − p
κ
s (2.20b)
pκs + 1
T(C f p̃
κ
f − p
κ
d)− 1
T(pκlp + p
κ
lq) = 0 (2.20c)
vκ = vκs + Bvp(C f p̃
κ
f − p
κ
d) + Bvq(C f q
κ
f − q
κ
d) (2.20d)
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Bpk(C f p̃
κ
f − p
κ
d)− dpk ≤ p
κ
lp k ∈ K (2.20e)
Bpk(C f q̃
κ
f − q
κ
d)− dpk ≤ p
κ
lq k ∈ K (2.20f)
Bqk(C f p̃ f − pκd)− dqk ≤ q
κ
lp k ∈ K (2.20g)
Bqk(C f q̃
κ
f − q
κ
d)− dqk ≤ q
κ
lq k ∈ K (2.20h)
− ib,max ≤ Bmpκ ≤ ib,max (2.20i)
vmin ≤ vκ ≤ vmax (2.20j)
p̃ f min ≤ p̃κf ≤ p̃ f max (2.20k)
− q̃ f ,max ≤ q̃κf ≤ q̃ f ,max (2.20l)
2.6.2 Optimization Problem of DERs
The models of DERs such as BESS and heat pumps can be found in [J1]
and they are not presented in this thesis. It is proposed that the DERs solve
the below optimization problem to find their individual power consumption
at the present and future time instants, i.e., over the prediction horizon Np
(Note: Np = Nc in this formulation).
Each DER k ∈ F solves the below optimization problem to compute p f k and
q f k of each size Nc.
min
p f k ,q f k
J f = ∑
κ∈Nc
cκp f k p
κ
f k + c
κ
q f kq
κ
f ka (2.21a)
subject to the following constraints
xκ+1f k = Φ f kx
κ
f k + Γ f p
κ
f k κ ∈ Nc (2.21b)
yκf k = C f kx
κ
f k κ ∈ Nc (2.21c)
x f k min ≤ xκf k ≤ x f k max κ ∈ Nc (2.21d)
p f k min ≤ pκf k ≤ p f k max κ ∈ Nc (2.21e)
− q f k,max ≤ qκf k ≤ q f k,max κ ∈ Nc (2.21f)
± qκf k ≤ q
κ
f ka κ ∈ Nc (2.21g)
The network controller receives p f k and q f k from all DERs (k ∈ F ), and it
can be stacked into vectors p f and q f of each size F× Nc.
In the next subsection, the procedure for solving the optimization problem in
a distributed manner is explained.
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2.6.3 ADMM based Decomposition
Let x =
[
p̃ f q̃ f
]T from the results of network controller’s optimization
problem and z =
[
p f q f
]T from the results of DER controller’s optimiza-
tion problem and they are of size 2F× Nc.
The distributed optimization problem is written as [67]
min
x∈X ,z∈Z
Ju(x) + J f (z) (2.22a)
subject to
x− z = 0 (2.22b)
where, X and Z are the feasible sets for the vectors x and z respectively. The
augmented Lagrangian for the above optimization problem can be written as
Lρ := Ju(x) + J f (z) + yT(x− z) +
ρ
2
‖x− z‖22 (2.23)
where, the vector y contains the Lagrange multipliers and the variable ρ is the
tuning parameter of ADMM. The tuning parameter (ρ) has a big impact on
the convergence rate of the ADMM algorithm and the procedure for choos-
ing it can be found in the references given in [55]. The ADMM algorithm
iteratively minimizes Lρ as follows
xk+1 := argmin
x
Lρ(x, zk, yk) (2.24a)
zk+1 := argmin
z
Lρ(xk+1, z, yk) (2.24b)
yk+1 := yk + ρ(xk+1 − zk+1) (2.24c)
It is to be noted that the function Lρ is decomposable because the variables
x and z are independent. The variables xk+1 and zk+1 can be independently
computed by the network controllers and DERs. The previous iteration val-
ues of z and y are used by the network controllers to compute xk+1. The
latest value of xk i.e., xk+1 and the old value of y i.e., yk are used by the
DERs to compute zk+1. It is to be noted that each DER f solves its own opti-
mization independently of other DERs using the corresponding values (p̃k+1f
and q̃k+1f ) from the vector x
k+1 and the corresponding Lagrange multipliers
from yk and it computes and sends its optimal values (pk+1f and q
k+1
f ) to the
network controller. As network controller acts as the coordinator, it receives
xk+1 and zk+1, computes yk+1 and communicates it to all DERs so that those
values can be used in the next iteration. The iterations mentioned in (2.24)
are continued until the results converge within a specified tolerance.
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2.7 MILP based Network Reconfiguration
The proposed network reconfiguration scheme is based on an extended
version of linear optimization method described in Section 2.5 and [70].
Here, the status of switches are represented as binary variables resulting in
a mixed-integer linear program (MILP). The proposed MILP optimization
problem solves the network reconfiguration problem based on the inputs
from state-estimation block (node voltage magnitudes, node active and
reactive powers) to determine the status of switches that will result in
minimum power loss without any network congestion.
Compared to the linear predictive control algorithm formulated in (2.19), the
MILP is solved to find the status of switches for the next time-step only
(Np = 1). Unlike in (2.19), the matrix Mr is not a constant binary matrix but
it is composed of binary variables to represent switch status. Let us consider
M number of additional branches in the network that have switches to enable
alternate network configurations. Then the size of Mr will be (N + M)× N.
Let the diagonal matrices Rdbs and Xdbs of size (N + M)× (N + M) contain
the resistance and reactance of all the branches of the network (including the
ones which are in open position). A binary matrix Mr0 of size (N + M)× N
is defined to find the voltage drops in the normal as well as the additional
branches that are in open position due to their switch status in off condition.
By modifying (2.10), we can calculate ∆v as follows.
∆v =
[
RdbsMr0V
−1
dm XdbsMr0V
−1
dm
] [p
q
]
(2.25)
Explanation about defining the above matrices are provided in the simple 5
bus MV network example below.
The objective of the proposed MILP is to minimize the active power losses of
the network as provided below. The inputs (known values) to this optimiza-
tion problem are the estimated voltages (vm) and node active and reactive
powers (vectors p and q) from state-estimation algorithm.
min
s
J = ∑(1Tplp + 1Tplq) (2.26a)
where, the decision variable s is a binary vector containing the status of all
switches. The constraints of the above optimization problem are provided
below.
The power balance equations in the MV network, which states that summa-
tion of all power generation and loads equals the summation of all power
losses in the network are written as follows.
1Tpl = ps − 1Tp (2.26b)
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1Tql = qs − 1Tq (2.26c)
The expression for voltage approximation which is linear with respect to
nodal power injections is provided below.
v = vs −MTr ∆v (2.26d)
In the above equation, the unknown variables are v and the binary variables
in Mr. The active and reactive power losses in the lines are calculated from
the nodal power injections as shown below.
plp ≥ Bpkp− dpk (2.26e)
plq ≥ Bpkq− dpk (2.26f)
qlp ≥ Bqkp− dqk (2.26g)
qlq ≥ Bqkq− dqk (2.26h)
where, Bpk, Bqk are calculated using the matrix Mr and the values of vm and
dpk , dqk are constant vectors. The limits of the branch currents are specified
in the below box constraints.
− ib,max ≤ Bmp ≤ ib,max (2.26i)
The limits of the voltages are specified by the following box constraints.
vmin ≤ v ≤ vmax (2.26j)
The next section shows a small example to illustrate the formulation of the
matrices Mr and Mr0 in the proposed MILP.
An Example of MILP Formulation
Let us consider a 5-bus MV network shown in Fig. 2.1. There are two switches
in the branches M12 and M34 which are normally closed and two switches
in the branches M02 and M04 which are normally open. The reconfiguration
problem is to find status of all the four switches such that the total branch
active power losses are minimized and the branch voltages and currents are
within limits.
Let us first write the relationship between branch currents and node currents
(currents leaving the node are positive) for all the branches as follows.
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MV network
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Fig. 2.1: A small MV network to illustrate formulation of MILP based reconfiguration.

ib1
ib2
ib3
ib4
ib5
ib6
ib7

=

1 s1 s1 s1s3 s1s3
0 s1 s1 s1s3 s1s3
0 0 1 s3 s3
0 0 0 s3 s3
0 0 0 0 1
0 s2 s2 s2s3 s2s3
0 0 0 s4 s4


i1
i2
i3
i4
i5
 (2.27)
As the above relationship between the branch current vector ib and the node
current vector i (with the convention of negative current injection) is nonlin-
ear, it is represented in linear relationship by introducing new variables as
follows.
Mr =

1 s1 s1 s13 s13
0 s1 s1 s13 s13
0 0 1 s3 s3
0 0 0 s3 s3
0 0 0 0 1
0 s2 s2 s23 s23
0 0 0 s4 s4

(2.28)
The auxiliary variables (s13 and s23) in Mr which represent the multiplication
of two binary variables (say, si and sj) can be written by imposing the below
inequalities.
sij ≤ si (2.29a)
sij ≤ sj (2.29b)
sij ≥ si + sj − 1 (2.29c)
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It is to be noted from the above expressions that sij = 1 if and only if si = 1
and sj = 1, and it is 0 otherwise. In the above example, the decision variables
are s =
[
s1 s2 s3 s4
]T, value of M = 2 and size of Mr is 7× 5. The matrix
Mr0 is obtained from Mr and setting the relevant switches to be 1, so that
this matrix can be used to calculate the expected currents in all the (N + M)
branches and the corresponding expected voltage drops using (2.25).
Mr0 =

1 1 1 1 1
0 1 1 1 1
0 0 1 1 1
0 0 0 1 1
0 0 0 0 1
0 1 1 1 1
0 0 0 1 1

(2.30)
Remark 2.7.1:
The expression for Mr0 is found easily and it correctly expresses the expected
branch currents in all branches for this small network, but for large networks
with many switches in series/parallel combinations, finding the matrix Mr0
will not be straightforward. However, large networks with complex connec-
tion of switches are not considered in this work and it is part of our future
work.
2.8 Conclusion
In this chapter, mathematical modeling of radial distribution networks and
their power flow equations are derived both in exact form and its linear ver-
sion. The linear power flow equations hold good for small changes in the
network power flows and their coefficient matrices have to be updated at
each time-step based on the new operating point of the network. A central-
ized predictive control method using linear programming that uses the linear
power equations and linear models of DERs is formulated. The same formu-
lation is also used for distributed predicted control method and its modified
version with binary variables for switches are used for network reconfigura-
tion problem.
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Summary of Contributions
In this chapter, a summary of the contributions of this thesis in four different
categories are provided. Category 1 regarding hierarchical control frame-
work for active distribution management system (ADMS) is provided in Sec-
tion 3.1, category 2 about utilization of DERs for flexibility is provided in Sec-
tion 3.2, category 3 which explains about grid reconfiguration and adaptive
protection is given in Section 3.3 and finally the fourth category concerning
advanced interface between the TSO and the DSOs is provided in Section 3.4.
3.1 Hierarchical Control Framework for ADMS
A power distribution typically consists of hundreds of nodes with thousands
of flexible, inflexible loads, and renewable energy sources such as solar, wind
and CHP plants. The primary objective of a DSO with respect to distribu-
tion grid control is to ensure supply voltages within an allowable range in all
the nodes. Secondary objectives may include minimization of feeder power
losses and maximum utilization of network assets including transformers
with on-load tap changers (OLTC). Automated solutions are preferable to
manage the grid for fast and reliable control. Three types of control architec-
ture namely central, distributed and decentralized control are applicable for
controlling the grid. Comparison of these three types are provided below.
• Centralized control is complex and cannot effectively handle a complex
and ever expanding system with many DERs and an advanced interface
to the TSO. Dispersed location of DERs across the distribution grids
at different voltage levels (medium and low-voltage networks) makes
it difficult for the DSOs to implement a centralized control solution.
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The required communication protocols, speed and accuracy may not
be affordable by the DSO. The supporting automation infrastructure
required are high and needs huge investment in the infrastructure [71],
[72].
• Decentralized control may not provide an overall optimum solution.
The cross couplings and interactions among the isolated control loops
may be difficult to avoid and pose a threat to the stable operation of the
grid [73], [74].
• Distributed control of an active distribution system can make the coor-
dination easier and reliable. The requirements to the automation and
communication systems can be minimized and the existing infrastruc-
ture can be used for efficient operation of the grid [29], [75], [76], [77].
Application of a hierarchical control concept to power distribution systems
is addressed in the literature see e.g., [29], [75], [76] and [69]. As discussed
in [75], a hierarchical control structure will enable the DSOs to pursue mul-
tiple objectives in the grid management by utilizing the network assets ef-
fectively. In [29], a hierarchical control method with three control levels is
proposed to manage the network congestion caused by high amount of re-
newables. However in [29], the main objective is only the network congestion
management and other control objectives are not addressed. In [76], three
levels of control based on multi-agent technique is proposed for small-scale
power networks with DERs working as grid connected microgrids. But the
market mechanisms to purchase flexibility services and involvement of other
actors in network operation are not considered in [76].
The electricity grid is rapidly changing with new types of active loads and
more renewables (solar PV and wind power). To cope with the changing gen-
eration and consumption patterns, the DSO has to face unprecedented chal-
lenges such as over-voltages, increase in peak load due to power-intensive,
and short-duration loads such as EVs etc.
Flexibility services are required by the DSOs in future to manage the
network from controllable (dispatchable) generation, adjustable power
consumption and reactive power provision [29], [78], [79]. The flexible
resources that can provide the above mentioned flexibility are small-
scale industrial/commercial customers and residential customers with
DERs [78], [80], [81].
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Proposed Hierarchical Control of Active Distribution Network
In this thesis, a three-level hierarchical control framework is proposed to ad-
dress the challenges of active network management described in Chapter 1.
In the proposed multi-level control framework, the DSO plays the role of a
central authority as well as a coordinator/aggregator of DERs at MV and
LV networks and activates their flexibility for optimizing the network opera-
tion. The proposed control framework can be integrated to existing electricity
markets including day-ahead and intraday markets. Functioning of the pro-
posed multi-level control depends on the information from state-estimation
and forecasting algorithms.
 Network power loss 
minimization
Control functions
Autonomous voltage 
control
Network congestion 
management
Aggregated power 
setpoint tracking
Aggregated MV 
network control 
Aggregated LV 
network control
Individual
DER 
control
Hierarchical 
control objectives
(Hourly)
(10 min)
(Real-time)
Level 1
Level 2
Level 3
(a) (b)
Fig. 3.1: Proposed hierarchical control (a) objectives and (b) control functions.
While defining the objectives of the proposed control, the interests of Danish
DSOs and their relevant practices are taken into account by considering study
scenarios related to Denmark, and using Danish power distribution systems
for simulation studies. Objectives of employing hierarchical control to active
distribution system management include the following.
• Minimization of the costs of automation and communication infrastruc-
ture by novel control methods and effective utilization of existing net-
work assets.
• Improved control of the LV and MV distribution networks by integrat-
ing advanced monitoring techniques such as dynamic state estimation
and generation and load forecasting algorithms.
The hierarchical control objectives and the available control functions to the
DSOs are shown in Fig. 3.1.
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The functions of each control level are provided in Table 3.1.
Table 3.1: Control levels and their functions
Control level Controller Functions
Level 3 control MVNC Day-ahead scheduling of flexible consumption
and communication of the same to MV DERs
and LVNCs based on day-ahead market. Ac-
tivation of additional flexibility on the oper-
ational day on hourly basis through intraday
market, if required.
Level 2 control LVNC For demand response control of LV DERs ei-
ther by a centralized or a distributed predictive
control method.
Level 1 control LV DERs Receive setpoints from level 2 control every 10
min for control of each DER. If under/over-
voltages are experienced during operation, the
setpoints from level 2 control are disregarded
and the power consumption of DERs are modi-
fied autonomously to bring the voltages within
limits.
MV DERs Receive hourly power consumption schedule
from MVNC and operate each MV DER to fol-
low the power schedule.
The schematic diagram of the proposed hierarchical control is shown in
Fig. 3.2. In order to have a coherent control mechanism, the controls at the
different levels should work in coordination [75]. The level 1 control is the
fastest and can react to local network voltage violations in a fraction of a sec-
ond. The level 2 control works for aggregated control of LV networks on 10
min basis. The level 3 control is involved in the aggregated control of MV
networks and works on hourly basis. The algorithms of day-ahead planning,
aggregated MV network control (level 3 control) and aggregated LV network
control (level 2 control) are provided below.
3.1.1 Level 3 Control
The below algorithm is executed at 12:00 of every day for day-ahead schedul-
ing of flexibility. The term flex-offer [82] is the flexibility offer submitted by LV
and MV DERs and LVNCs (aggregated flex-offers from individual flex-offers
of LV DERs) which contain information about their nominal hourly power
consumption p f and the range [p f min p f max] at which it can be manipulated.
A simple example would be an EV with a charging plan (using a 10 kW
three-phase charger) at 6 pm of a day may provide its flex-offer as 10 kWh
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Fig. 3.2: Schematic diagram of proposed hierarchical control of an active distribution network
[C1] (The dotted red lines show the aggregated powers (ps and p0) being managed by level 2
and 3 controllers respectively).
and its flexibility range as 0 to 10 kWh, if it wishes to fully charge and is also
willing to partially charge or completely avoid charging in that hour based
on LVNC’s request.
Remark 3.1.1:
The distributed optimization algorithm formulated in (2.20) is used by both
level 3 and level 2 controllers. In level 2 control, optimization problem of
LV DERs includes their dynamic state-space equations. However, in level 3
control, the distributed optimization problem of MV DERs and LVNCs does
not include the equations (2.21b) and (2.21c). Thus, the iterations done to
find flexibility by level 3 control is more straightforward than level 2 control.
Hence, in this thesis, the simulation results for distributed optimization are
provided only for level 2 control. Simulation of the all three levels of control
together for a typical day operation of distribution network is left as a future
activity.
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Algorithm 1 Day-ahead Scheduling of Flexibility
1: LV DERs submit flex offers for the next day to respective LVNCs. LVNCs
aggregate the flex offers from LV DERs.
2: MV DERs prepare their flex offers for the next day.
3: MV DERs and LVNCs submit their flex offers to MVNC.
4: MVNC aggregates flex offers from MV DERs and LVNCs.
5: MVNC estimates aggregated MV load profile for the next day.
6: MVNC bids in the day-ahead market with hourly consumption profile
for the next day.
7: In the day-ahead market, the bids are approved.
8: MVNC gets the values of aggregated power (ps0re f ) for each hour to be
tracked on the next day.
The below algorithm is executed by MVNC every hour during operation.
Algorithm 2 Aggregated MV Network Control (Level 3 Control)
1: MVNC receives the updated power schedule for the next hour from in-
traday market (p0re f = ps0re f + p
a
0re f ). If there is no adjustment in the
scheduled power i.e., pa0re f = 0, then the aggregated power reference
planned during day-ahead scheduling is tracked.
2: MVNC solves a distributed optimization problem formulated in (2.20)
with MV DERs and LVNCs to find the power consumption of each MV
DER and LVNC such that its total operating cost in (2.20a) is minimized.
3: Each MV DER controller receives hourly power setpoint to follow and it
should provide the requested flexibility.
4: Each LVNC should manage its own LV DERs to track the received power
setpoints .
The proposed objectives of level 3 and level 2 control are minimization of
costs of the errors in tracking the aggregated power reference, and minimiza-
tion of the costs of branch active and reactive power losses.
3.1.2 Level 2 Control
The below algorithm is executed by LVNC every 10 min during operation.
The logic behind having a smaller time-step (10 min) for LVNC is as follows.
Unlike a medium-voltage network, the power variations in a low-voltage net-
work may be higher due to high concentration of flexible resources, inflexible
loads and residential solar PV. The forecasts of LV aggregated power (ps) may
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Algorithm 3 Aggregated LV Network Control (Level 2 Control)
1: Each LVNC tries to provide the hourly flexibility committed to MVNC
by activating flexibility from LV DERs in a time frame of 10 min.
2: Each LVNC solves either a centralized optimization problem formulated
in (2.19) or a distributed optimization problem formulated in (2.20) to
find how much flexibility is required from each LV DER every 10 min so
that its operating costs in (2.20a) are minimized.
3: Each LV DER is operated by its own controller and it should provide the
requested flexibility.
not be as accurate as the MV aggregated power (p0). It may be difficult to
avoid network congestion (for example under/over voltages) in a LV network
if the flexibility of LV DERs is scheduled and activated for 1 hour instead of
a shorter time frame.
There is lot of uncertainty in the LV network operation as seen in the above
statements, hence it is proposed to operate the LVNC once in 10 min, so
that feedback about the network is obtained at each time step from state-
estimation algorithm (states of DERs are also obtained in case of centralized
predictive control) to find new power setpoints for the LV DERs.
3.1.3 Level 1 Control
In this thesis, the level 1 controllers, which are the individual controllers of
MV and LV DERs including CHP plants, EVs, heat pumps and BESS, are
assumed to be smart, capable of communicating with level 2 control (LVNC),
and are able to operate the respective equipment in an ideal manner.
In a centralized predictive control setup, level 1 controllers receive power
setpoints from LVNC every 10 min interval and operate the device to follow
those power setpoints as well as ensuring the quality of service and device
operational constraints. In a distributed predictive control setup, each level 1
controller solve the optimization problem in (2.21).
Level 1 control can work autonomously to alleviate network congestion such
as under and over voltages which may occur due to unexpected power vari-
ations within the 10 min time frame of LVNC [30]. In such conditions, power
setpoints communicated from the LVNC will be neglected and the level 1
control directly controls the active and reactive power consumption from the
respective DER to help remove the congestion.
The next section discusses the centralized predictive control of LV DERs by
LVNC followed by its distributed version.
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3.1.4 Centralized Predictive Control of LV DERs
In this section, a multi-objective predictive control method is discussed for
utilizing the aggregated flexibility from DERs at LV distribution networks.
The motivation for employing a predictive control method is to make use
of network states provided by state estimation and predictions of the future
network power flows provided by forecasting algorithm and perform direct
control of LV DERs at every time-step.
The schematic diagram of the proposed predictive control of LV DERs is
shown in Fig. 3.3. It consists of four layers and their detailed description
can be found in [J1]. As seen in Fig. 3.3, the proposed centralized predictive
control needs the states of LV DERs and network voltage magnitudes to com-
pute the power setpoints for each LV DER. It requires lot of communication
overhead to communicate states of all DERs to a centralized controller. It also
involves privacy issues of the DER owners. A distributed predictive control
is an alternative control method, which does not need states of LV DERs to
control them.
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Fig. 3.3: Layout of the model predictive control method of DERs at LV networks [J1].
Comparison of Proposed Linear Power Flow with State of the Art [J1]
Let us consider the 4-bus LV network shown in Fig. 3.4. Let the impedance of
first branch which represents the transformer impedance be Z12 = 0.0117 +
j0.0327 pu and other branch impedances be 0.0102 + j0.0085 pu . Assuming
the power injections at nodes 1 to 4 be −0.215 − j0.09 pu. The error in
substation reactive power (Qs) is 16.2% in methods proposed in [83] and [38],
while in the proposed method it is less than 0.5%. The error in substation
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Fig. 3.4: Small LV network for illustration [J1].
Table 3.2: Summary of Comparison of Linear Power Flow Methods [J1]
Method V4 [pu] Ps [pu] Qs [pu]
Newton-Raphson 0.909 0.9108 0.4295
LinDistFlow [83] 0.9182 0.86 0.36
LPF [38] 0.9108 0.9128 0.36
Proposed LPF 0.9108 0.9128 0.4314
active power is about 5% in [83], while in [38] and the proposed method it is
less than 0.1%. From the above results, it can be seen that the proposed LPF
is more accurate in the estimation of network power flows.
Proposed Centralized Predictive Control of LV DERs [J1]
The procedure to solve the proposed centralized predictive control method is
stated below.
Algorithm 4 Proposed centralized predictive control algorithm [J1]
1: Get the state vectors vm and x f 0 from the observer blocks.
2: Calculate the linear coefficient matrices and vectors Bvp, Bvq, Bpk,k∈K,
Bqk,k∈K used in (2.19) with the new measurements vm.
3: Solve the optimization problem defined in (2.19) for the prediction hori-
zon Np.
4: From the optimal solution u, send only the power setpoints p?f and q
?
f for
the next time-step to the local controllers of the DERs. Go to step 1.
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In the following subsection, few simulation cases done for numerical valida-
tion of the proposed predictive control of two types of DERs namely BESS
and heating systems at LV networks are presented.
Simulation Studies [J1]
In this simulation studies, a modified form of LV radial network at Askov,
Denmark with residential customers is used and its schematic diagram is
shown in Fig. 3.5(a). The ratings of the solar PV, BESS and heat pumps
at each bus are provided in Fig. 3.5(b). Fig. 3.6 shows the plot of solar
Grid
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Fig. 3.5: LV distribution network considered for the simulation studies: (a) schematic diagram,
(b) ratings of the PV, BESS and HP [J1].
irradiance on a typical sunny day of summer and winter in Denmark and a
residential load profile with very less demand during peak PV power (worst-
case scenario).
Two simulation cases are presented in this section, which were done to val-
idate the efficacy of the proposed predictive control on the conditions of a
typical summer day in Denmark. These simulations were done with a time-
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Fig. 3.6: Plot of profiles during winter and summer: (a) solar irradiance measured on a clear sky
day, (b) typical ambient temperature (c) hourly load profile of a residential house and (d) typical
hourly price signals of regulating power market (RPM) for down regulation and day-ahead
market (DAM) [J1].
step of 10 minutes, a prediction and control horizon of 4 hours and for a
period of 24 hours.
Case 1: Without Proposed Predictive Control of BESS on a Summer Day
This simulation case is done to study the BESS operation without the pro-
posed control method and the BESS charging starts as soon as sun shines.
The plot showing the state of charge of the BESS, bus voltages and trans-
former active power (ps) are shown in Fig. 3.7. The bus voltages at the end
nodes are above the limit of 1.1 pu and the peak transformer loading is close
to 100% during peak PV power.
Case 2: With Proposed Predictive Control of BESS on a Summer Day
In this case, the proposed control method is used. Compared to Case 1, all
the bus voltages are maintained within the limit of 1.1 pu as seen in Fig. 3.8.
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Fig. 3.7: Plot of case 1: Without proposed predicted control on a typical summer day: (a) State
of charge of the BESS, (b) bus voltages at the far end nodes of the network, and (c) aggregated
power flow at the MV/LV transformer [J1].
Additional simulation cases which are done with BESS and HP for a typical
winter day can be found in [J1]. To summarize, the predictive control method
proposed for the aggregated low-voltage network control can effectively uti-
lize the DERs such as BESS and HP for economic operation of the network
based on the electricity prices, forecasts of generation and load and system
states.
In the next subsection, a distributed control method to solve the above op-
timization problem with minimum exchange of system information among
the controllers is discussed.
3.1.5 Distributed Predictive Control of LV DERs
In this section, a simple example to illustrate distributed predictive control
of LV DERs, and its comparison with the centralized method are discussed.
Let us consider a 7-bus LV network with typical impedance values, load and
generation profiles taken from the network shown in Fig. 3.5. In this network,
4 battery storage systems of identical rating are considered to be connected
to nodes 2, 4, 5 and 7. The basic linear model of BESS given in (3.4) is used in
this study. A hypothetical power reference signal for aggregated LV network
power reference is assumed to maximize the PV power absorption by the
50
3.2. Utilization of DERs for Flexibility
0 4 8 12 16 20 24
(a) Time [hr]
0
0.5
1
SO
C
[p
u]
R2
R5
R7
R10
R13
R17
0 4 8 12 16 20 24
(b) Time [hr]
0.9
1
1.1
V
ol
ta
ge
[p
u]
R7
R13
R17
0 4 8 12 16 20 24
(c) Time [hr]
-200
-100
0
100
Ps
[k
W
] psref
p
s
0 4 8 12 16 20 24
(d) Time [hr]
-10
0
10
B
E
SS
 R
17
[k
W
/k
V
A
R
]
Pbs
Qbs
Fig. 3.8: Plot of case 2: With proposed predicted control on a typical summer day: (a) State
of charge of the BESS, (b) bus voltages at the far end nodes of the network, (c) tracking of
aggregated power power flow at the MV/LV transformer, and (d) active and reactive power
setpoints computed by the proposed control for BESS at the node R17 [J1].
grid. The centralized predictive control problem formulated in (2.19) and its
distributed version provided in (2.20) were done with a prediction horizon
of 4 hours, and the results are plotted in Fig. 3.9. From the Fig. 3.9, it is seen
that the node voltage profile and tracking of aggregated reference power are
almost identical in both the simulations.
Remark 3.1.2:
The hierarchical control discussed in this section enables coordination across
low and medium voltage networks, uses the data from state estimation, fore-
casting algorithms and provide interface to the electricity markets.
3.2 Utilization of DERs for Flexibility
Flexibility from DERs are required for multiple purposes such as network
congestion management and minimization of power losses of the network. In
this section, four different categories of utilization of flexibility are provided
as follows.
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Fig. 3.9: Comparison of centralized and distributed predictive control of BESS.
3.2.1 Real-time Flexibility using Volt/var Control
The aggregated medium-voltage and low-voltage controllers described in
Section 3.1 operate in a time frame of 1 hour and 10 min respectively. How-
ever, power consumption from loads and generation from RES may vary
largely within seconds which may cause network voltage violations. To mit-
igate network under/over voltages, it is essential to have some local control
which senses the voltages locally and adjusts either the reactive power or the
active power generation/consumption based on predetermined droop set-
tings [40], [84]. The local control works autonomously and does not need any
inputs from upper-level controllers [85], [86]. In case of failure of operation
of MVNC and/or LVNC, these local controllers can take over the network
operation automatically and control the network states without violations.
In this section, a droop control method, which utilizes PV inverters to pro-
vide real-time flexibility for over-voltage mitigation, is presented. The same
method can be applied for DERs such as EVs, heat pumps and BESS with
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suitable modifications. The plot of droop in reactive power with respect to
node voltage magnitude is presented in Fig. 3.10 (a) and the droop for cur-
tailment of active power generation from PV inverters with respect to node
voltage magnitude is presented in Fig. 3.10 (b). From (2.4), the following ex-
qmax
vb vq0
0
vp vq
0
pq
vp
p(v)q(v)
(a) (b)
pp
Fig. 3.10: (a) volt/var droop control - q(v), (b) active power curtailment droop control - p(v)
[C2].
pression to calculate changes in voltage angles and magnitudes with respect
to nodal active and reactive power injections can be written.[
∆δ
∆v
]
=
[
∂δ
∂p
∂δ
∂q
∂v
∂p
∂v
∂q
]
︸ ︷︷ ︸
S
[
∆p
∆q
]
(3.1)
The co-efficients of the sensitivity matrix S ∈ R2N×2N in (3.1) determine the
effect of modifying node power injections on the node voltages [87]. As-
suming PV inverters are present at all nodes n ∈ N , the procedure to cal-
culate the voltage bands vbj, vqj and vpj at each node j ∈ N is given in
[C2] from which the following droop settings mqj = qj max/(vqj − vbj) and
mpj = (pqj − ppj)/(vpj − vqj) can be calculated. It is to be noted that qj max
is the maximum/rated reactive power of the PV inverter at node j and pqj is
the available active power before curtailment. In the proposed method, the
reactive power output from each PV inverter is calculated from the expres-
sion below. Note that generator convention is followed here, which means a
positive value indicates reactive power being absorbed by the PV inverter.
qj =

0 vj < vbj
mqj(vj − vbj) vbj ≤ vj ≤ vqj
qj max vj > vpj
(3.2)
The active power output from each PV inverter j ∈ N is calculated from
pj =

pqj vj < vqj
pqj −mpj(vj − vqj) vqj ≤ vj ≤ vpj
ppj vj > vpj
(3.3)
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The conventional volt/var droop control [86] uses the same voltage bands
for all the PV inverters (vb, vq and vp have the same values for all the nodes)
resulting in differences in active/reactive power contribution to the voltage
regulation. The PV inverters at the far end node will have to provide more
reactive power than the ones close to the substation. This is demonstrated
through simulation studies done in [C2] on a modified Cigre LV benchmark
network and is shown in Fig. 3.11a. With the proposed method, there is a fair
sharing of reactive power provision as seen in Fig. 3.11b.
(a)
(b)
Fig. 3.11: Plot of reactive power provision from PV inverter (a) conventional method (b) proposed
method [C2].
Remark 3.2.1:
It is assumed in the simulation studies shown in Fig. 3.11 that the PV ratings
are identical in all the nodes and the PV output powers from all PV inverters
are same. In reality, this is not true and in case of different PV ratings, the
power factor of each PV inverter during operation will be identical. In such a
condition, though the amount of reactive powers contributed by PV inverters
will not be same, fair sharing of contribution from PV inverters to voltage
regulation is ensured.
3.2.2 Computation of Optimum Flexibility
In Paper [C3], an algorithm to compute optimum flexibility in a low-voltage
network to accommodate maximum PV power is proposed. The flowchart of
the proposed algorithm is provided in Fig. 3.12.
Four cases were simulated on the model of a modified 25 bus LV network
of Lind, Denmark. Please refer to Paper [C3] for the details of the simulated
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Get forecasts of net power at 
each node for next 24 hours
Start
yes
Any 
congestions?
End
Solve load flow and estimate line 
currents, node voltages and 
transformer loading 
Compute optimal power 
consumption (pf ) of DERs at each 
hour using proposed method
no
Send power consumption (pf ) 
request to DERs
Fig. 3.12: Flowchart to manage network congestion in a LV network by optimum flexibility [C3].
network. A comparison plot of all the four cases with respect to the PV power
absorption by the grid is shown in Fig. 3.13. Here, the variable α indicates
a weighting factor in the objective function of the proposed optimization
problem in Paper [C3], that decides how much weightage is given to demand
response (DR) than the power curtailment from PV. From Fig. 3.13, it can be
seen that maximum PV power is absorbed by the grid in the Case 3 (DR with
α = 1). The purpose of including the market price through the weighting
factor α is to motivate demand response from customers and to accommodate
more renewable power generation. The numerical results of the above cases
are summarized in Table 3.3.
Remark 3.2.2:
From the results in Table 3.3, it is observed that demand response is helpful to
accommodate more PV power in a low-voltage network. The energy savings
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Fig. 3.13: Plot of comparison of absorbed PV power in all simulation cases [C3].
Table 3.3: Summary of Simulations on Optimum Demand Response [C3]
Case Peak PV power DR power PV energy
volt peak peak absorbed
[pu] [kW] [kW] [kWh]
Case 1: No control 1.14 195 0 1226.5
Case 2: PV power cur-
tailment
1.08 112 0 761.5
Case 3: DR with α = 1 1.08 185 100 1195.8
Case 4: DR with vary-
ing α
1.08 162 50 1050.9
obtained by activating demand response can be used to make payments to
the customers who participated in demand response.
3.2.3 Flexibility from BESS for Peak-shaving
In [C4], utilization of a BESS located at far end node of the network for
peak power shaving [36] of a low-voltage distribution network is studied in
which the battery is charged during high PV power in-feed, and discharged
at peak demand period and help to maintain the node voltages within lim-
its. Fig. 3.14 shows the schematic diagram of the proposed battery storage
control. The inputs to the proposed BESS control are explained as follows.
The costs cp1 and cp2 are the cost weighting factors on the power regulation
and power loss respectively, cb1, cb2 and cb3 are the cost factors of the bat-
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cb2,cb3)
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storage
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Fig. 3.14: Schematic diagram of the proposed battery storage control [C4].
tery [88], [89]. The variable SOCre f is the desired state of charge of the BESS
which is fixed over time [88] and measurements provided from LV network
are the node voltages.
A basic linear battery model [35] is used and its discrete version is given
below.
SOC(κ + 1) = SOC(κ)− ηbsTs
Ebs
pbs(κ) (3.4)
where, SOC is the state of charge of the battery, ηbs is the battery efficiency for
both charging and discharging, pbs is the battery output power, whose pos-
itive value indicates battery discharging and negative value indicates charg-
ing, Ts is the step time, κ is the discrete time instant, Ebs is the rated capacity
of the battery.
The proposed control solves a quadratic programming problem explained
in [C4] to compute the active and reactive power setpoints of the BESS at
each time-step (10 min). Plots of the simulation studies done on a Danish
distribution network at Askov, Denmark are shown in Fig. 3.15.
Summary of the simulation studies is provided in Table 3.4. As seen from Ta-
Table 3.4: Summary of Simulation Results of Proposed BESS Control [C4]
Case Maximum Peak power Net energy
voltage [pu] reduction [%] loss [kWh]
Case 1: Without BESS
and no control
1.107 0 85.54 (6.30%)
Case 2: Peak shaving
and minimum loss
1.086 20 78.52 (5.98%)
Case 3: Peak shaving,
minimum loss and min-
imum variation in SOC
1.092 15 81.49 (6.08%)
ble 3.4, in the Cases 2 and 3, the node voltages are maintained within limits
(1.1 pu). Though the peak power reduction is lesser in Case 3 compared to
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Fig. 3.15: Plot of siumlation results (a) without BESS and no control, (b) with proposed BESS
control for peak shaving and minimum network power loss but without considering battery
degradation, (c) with proposed BESS control for peak shaving, minimum network power loss
and minimum battery degradation, and (d) aggregated net power flow at the secondary side of
LV transformer in cases 1, 2 and 3 [C4].
Case 2, the variation in SOC is less which may lead to less battery degrada-
tion.
Remark 3.2.3:
From the above simulation studies with BESS, it is understood that by having
a BESS in the distribution network, the network controllability is improved
and its benefits being peak shaving, prevention of node voltage violations
and minimization of network power losses.
3.2.4 Flexibility for Network Congestion Management
In Paper [C5], two algorithms for distribution network congestion manage-
ment namely congestion management - planning (CMP) and congestion man-
agement - operation (CMO) are proposed for day-ahead planning and real-
time network operation respectively. Both the algorithms work based on a
predictive control algorithm using second-order cone programming (SOCP)
based relaxation of the original nonlinear ac power flow. The proposed al-
gorithms are interfaced with the monitoring modules (distribution state es-
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timation and forecasting algorithms) and electricity markets (day-ahead and
intraday markets) and they calculate the optimum demand response from
DERs. The proposed algorithms for congestion management are tested in a
simulation model of a modified Danish 10 kV MV distribution grid of Lind,
Denmark which is a 25 bus MV network, with a 6 bus LV network connected
to MV bus number 22. Please refer to Paper [C5] for the detailed explanation
and their summary are provided below.
Congestion Management - Planning
This algorithm works on a day-ahead basis and calculates the optimum flex-
ibility to be procured by the DSO from the day-ahead market. At beginning
of each day, the DSO receives day-ahead forecasts of aggregated generation
and loads at each MV bus. DSO runs the proposed SOCP based optimization
algorithm to check for network congestion during each hour of next day. If
network congestion are expected, the required flexibility is computed during
the above analysis, and the DSO approves the required bids submitted by
DERs. The final consumption schedule is communicated to all the individ-
ual DERs by the market. An example simulation study is shown in Fig. 3.16
in which it can be seen that the overloading of branches which could occur
based on the forecasted information is prevented by procuring the required
flexibility from DERs.
Fig. 3.16: Plot of branch loading without and with procured flexibility from the day-ahead
market to be activated by demand response (DR) [C5].
Congestion Management - Operation
This algorithm works close to real-time with a time-step of 10 min. This algo-
rithm along with a distribution state estimation algorithm, detects network
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congestion and calculates aggregated setpoints for DERs at each MV bus,
and are communicated to the respective DER controllers. For LV networks
connected to MV buses, it is assumed that there is an aggregated controller
at those MV buses which is responsible for calculation of individual power
setpoints to each DER in that LV network. In Fig. 3.17, a simulation result
is shown in which activation of flexibility in real-time mitigated the under-
voltage phenomenon as the proposed CMO algorithm is active.
Fig. 3.17: Plot of node voltages of LV network at MV bus M22 (a) without flexibility (b) with
flexibility [C5].
Remark 3.2.4:
From the above discussions regarding utilization of flexibility, it is evident
that a hierarchical control framework proposed in Section 3.1 is helpful for
coodination among DERs located at different voltage levels and the time
frame at which they operate.
3.3 Network Reconfiguration and Adaptive Protec-
tion
In this section, a network reconfiguration scheme is proposed for network
loss minimization, followed by an adaptive protection scheme for preventing
malfunction of the protective relays due to connection/disconnection of DG
for a medium-voltage distribution network.
3.3.1 Reconfiguration Scheme for MV Networks
A reliable and economical delivery of power in an ADN can be improved if
a suitable reconfiguration scheme is employed. The reconfiguration of a net-
work involves closing and opening of sectionalizing switches such that the
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objective of optimum network operation is achieved without compromising
on the quality and reliability of power delivery. The objectives of network
reconfiguration could be network power loss minimization, load balancing
or a combination of both. As the renewable power sources in an ADN pro-
duce power based on weather conditions, reconfiguring a network may be
necessary to manage the network congestions along with other economic ob-
jectives. The need for network reconfiguration schemes [14], [24], [25] in an
ADN are
• Network power loss reduction – Due to time-varying generation pro-
file of DER, a fixed configuration of network may cause more net-
work power loss. Reconfiguring the network can potentially reduce
the branch power losses.
• Load balancing – Based on the location and power generation of the
DER, the line power flows at some branches may be congested and
exceed the thermal limits. By rerouting the power flows, the loading of
each branch may be leveled.
In this work, the discussions of network reconfiguration are limited to normal
operation though the proposed methods can be applied for contingency and
emergency situation of the network.
Proposed Network Reconfiguration Scheme
The proposed network reconfiguration scheme is based on the mixed-integer
linear programming problem defined in (2.26).
Simulation Studies
In this work, the original 53-bus 60/10 kV MV Lind network is modified to
a 25-bus network as shown in Fig. 3.18 and it is used for simulation stud-
ies. This network has five switches and DERs such as solar and wind power
plants are also present in the network. At first the proposed optimization
problem for network reconfiguration (2.26) is compared with load flow in
DigSilent Power factory based on Newton-Raphson method for a fixed con-
figuration of the network.
Errors in Linear Approximation of Power Flows
Let us consider the following network configuration shown in Table 3.5. In
this configuration, a peak load condition is considered which could cause
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60/10 kV
13 MVA
MV network
M1
M3
M5
M6
M4
M2
M9
Legend
Uncontrollable load
Solar PV
M0
M7
M8
M10
M15
M11
M12
M13
M14
M16
M17
M18
M19
M20
M21
M22
M23
M24
M25
s(4,25)
s(10,14)
s(14,22)
s(7,11)
s(0,1)
Wind
1.2 MW
0.8 MW
0.6 MW
2 MW
1.5 MW
1.5 MW
0.4 MW
0.1 MW
0.1 MW
0.2 MW
0.6 MW
0.8 MW
2 MW
Fig. 3.18: Schematic of simplified MV distribution network of Lind, Denmark.
under-voltages in some nodes of the feeder. It is to be noted that this type
of load condition is fictitious and does not occur in the real network but it is
considered here to study the performance of the reconfiguration algorithm.
The loads are increased arbitrarily until the network voltages fall below 0.9
pu. A simulation is conducted with the base configuration of the network
provided in Table 3.6 to calculate the active and reactive power losses and
node voltage magnitudes using the proposed liner power flow equations in
Section 2.4. The estimated values are shown in Table 3.6. The results show
that the network voltages are less than the allowed limit of 0.9 pu in some
nodes. These values are compared with that of the results from Newton-
Raphson (NR) method using DigSilent Power factory and the comparison
results are shown in Table 3.7.
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Table 3.5: Base network configuration
Switch Status Switch Status
S(0, 1) 1 S(7, 11) 1
S(4, 25) 0 S(14, 22) 0
S(10, 14) 0
Table 3.6: Estimated values using linear power equations
Total active power losses Total reactive power loss Voltages
[kW] [kVAR] within limits?
849.9 838.19 No
Vn7 to Vn14 are
less than 0.9 pu.
The errors in the estimation of substation powers are less than 1% and the
maximum voltage error at node 16 is less than 0.1%, compared to the NR
method which gives the true values.
Table 3.7: Comparison of results of linear power equations with NR method
Error in calculation of Error in calculation of Error in calculation
MV substation active MV substation reactive of voltage at
power (Ps) [%] power (Qs) [%] node 14 (Vn14) [%]
0.85 0.35 0.054
MILP based Network Reconfiguration
As shown in the simulation results above, the network voltages are below the
limits. The best configuration of the network is found using the proposed
MILP formulated in (2.26) and the results are given in the Table 3.8. It was
also observed that all the node voltages after reconfiguration were within
limits.
Table 3.8: Network configuration found by MILP
Switch Status Switch Status
S(0, 1) 1 S(7, 11) 0
S(4, 25) 0 S(14, 22) 1
S(10, 14) 0
Comparison of network power losses before and after reconfiguration using
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MILP is presented in Table 3.9. As seen in Table 3.9, power losses in the
Table 3.9: Summary of Simulation Results
Case Active
power at
Reactive power
at
Total active
MV substa-
tion (Ps)
MV substation
(Qs)
power losses
(Pl)
[MW] [MVAR] [kW]
Base case before re-
configuration
12.55 6.12 847.25
After reconfigura-
tion using MILP
12.42 6.02 706.18
network is reduced from 6.75% to 5.68%. As observed from the above sim-
ulation results, the proposed MILP method can estimate the network power
flows and switch status with reasonable accuracy.
Remark 3.3.1:
From the above study, it is learned that, network power losses can be mini-
mize and network congestion can be managed by employing network recon-
figuration schemes.
3.3.2 Adaptive Settings for Over-current Relays
In MV distribution networks, the amount of distributed generation (DG) from
wind, solar and CHP power plants being integrated is expected to increase
steadily. Protection systems with static settings may malfunction due to con-
nection/disconnection of DG or if there is a change in the network topol-
ogy [28]. The traditional overcurrent relay based protection system with fixed
settings is not adequate to address the above problem. A solution is to make
the protection system adaptive taking into account the changes in network
topology and connection/disconnection of DG.
In this thesis, a simple adaptive protection algorithm is proposed to cope
with the above-mentioned changes in the distribution network. The protec-
tion challenges in an islanded network is not addressed in this work. Only
radial MV networks are considered as in Denmark, the distribution system
are often operated in radial topology although it could be operated in ring
configurations [9]. The characteristics of DGs are plays a key role in the
design of an adaptive protection algorithm as discussed below.
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Characteristics of DGs
The short circuit current contribution of DGs differs from the conventional
centralized large generation resources in the following ways [9].
• The short circuit contributions from DGs may originate from different
directions as they are present at various parts of the network.
• The DGs may be synchronous or asynchronous machines, and power
electronic converters based DGs are common nowadays. The magni-
tude of the short circuit current of inverter based DGs is usually limited
to values slightly higher than its nominal current. The short circuit ca-
pacity of grids is dependent on the type of DGs present in the network.
• Rotating machine based DGs behave like a voltage source under short
circuit conditions. However, the time characteristic of the short circuit
current is dependent on the control scheme of the inverters.
In this work, only rotating machine based DGs are considered, as they are
more problematic compared to inverter based DGs in terms of blinding of
the protection and false tripping of the network [28].
Blinding of Protection
Let us consider a bolted three-phase fault occurring at the bus 2 of a three-bus
network as shown in Fig. 3.19 and analyze the fault current without and with
DG connection. Let us assume the network is balanced, and bus voltages are
at rated values (1.0 pu) under normal load condition of the network. Due
to symmetrical fault at bus 2, the network fault currents can be analyzed on
per-phase basis [60]. Both the grid and the DG contribute to the fault current
flowing from bus 1 (I1 f = Ig f + Is f ). The fault current contribution from
the grid depends on the grid, DG, and line impedances and the following
reasoning is valid [51].
• The more the size of DG, lesser will be the fault current contribution
from the grid.
• For fault locations closer to the bus 2, lesser will be the fault current
contribution from the grid.
The above described scenarios may lead to poor fault current detection by the
relay R1. It is even possible that the short-circuit stays undetected because
the grid contribution to the short-circuit current never reaches the pickup
current of the feeder protection relay R1. This mechanism is called blinding
of protection and is also known as protection under-reach. Integrating a
small size DG into a comparatively “strong” distribution grid composed of
65
Chapter 3. Summary of Contributions
Bus 2Bus 1
MV 
Bus
DG
Load1 Load2
HV 
grid Is,f
Ig,f
I1,f Z12Zs
Zg
R1 R2
R3
Fig. 3.19: Schematic of MV network to explain protection blinding.
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Fig. 3.20: Schematic of MV grid to illustrate false tripping.
cable feeders of a moderate length does not normally lead to blinding of
protection. A simple solution to prevent protection blinding is to reduce the
pickup current setting of R1 when DG is connected to Bus 1 so that R1 will
detect the fault and trips the faulty section of the feeder.
False Tripping
False tripping, also known as sympathetic tripping, may occur when a DG
contributes to faults in an adjacent feeder connected to the same substation.
The DG contribution to the fault current may exceed the pickup level of the
overcurrent protection in its feeder and the time coordination between relays
in the two feeders may be incorrect. Due to the above reasons, the relay in
the healthy feeder may trip before the fault is cleared by relays in the faulty
feeder [9], [50].
False tripping can be illustrated in a faulted three-bus MV network shown in
Fig. 3.20. Let us assume a three-phase fault at bus 3. The DG at bus 2 also
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contributes to the fault current along with the grid (I2 f = Ig f + Is f ). In case
Ig f exceeds the pickup current setting of relay R3 and the time dial setting of
R3 is less than the relay R2, then R3 will trip before R2, causing a false trip
at the healthy feeder. By implementing directional overcurrent relays, false
tripping can be avoided, but it may be more expensive for DSOs. A simple
solution would be to change the relay settings for proper coordination among
relays in adjacent feeders [49].
Adaptive Protection
In this work, a communication assisted centralized protection scheme is as-
sumed for online update of relays. A centralized controller in the control
centre of the DSO can update the relay settings during major changes in grid
topologies such as network reconfiguration or connection/disconnection of
DGs. Each overcurrent relay has two types of settings namely the primary
and backup protection setting. The calculation of these settings are described
below.
Settings of Primary Protection
The primary protection is the protection offered by each relay to a particular
zone of the distribution network before other relays in the vicinity respond to
faults occurring in that zone. In order to have a proper coordination among
the relays, the setting must be larger than the fault current (I f |l=lp ) occurring
at the end of its primary protection zone (at the distance lp ). As we know
that a three-phase fault produces the maximum fault current, the relay setting
is selected as given below.
Ip = Kp I f |l=lp
tp = 0
(3.5)
where, Kp > 1 is the reliability coefficient. It is to be noted that the operating
time in (3.5) is set to zero, so that the relay trips instantaneously once the
fault current is detected within its primary protection zone.
Settings of Backup Protection
To provide backup protection for a selected zone, the backup protection set-
ting of the relay must be lesser than the phase-phase fault current occurring
at the end of the line as given below.
Ib =
I f |l=lb
Kb
(3.6)
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The time-delay of the backup protection setting can be calculated based on
the time-overcurrent characteristics of the relay as explained below.
Time-overcurrent Characteristics of Relay
The inverse-time characteristic curves of overcurrent relays can be selected
conforming to IEC/IEEE Standards [90] as below
ti, f = TDi

A(
I f ,i
Ip,i
)B
− 1
+ C
 (3.7)
where, A, B, C are constants depending on the relay characteristics (for ex-
ample, standard inverse), TDi and Ipu,i are the time-dial and pickup current
settings and I f ,i is the fault current in secondary amperes measured by the
ith overcurrent relay.
Calculation of Pickup Current
Let us assume that the load current (Il) is known at the point where the relay
is connected. If DGs are present in the network, it is important to consider
only the stabilized load current value. Then the value of pickup current (Ip)
is given by [50]
Ip = Kp Il (3.8)
where, the constant Kp is the plug multiplier which is normally set to 1.5
and can be changed depending on the network operating conditions. If there
is change in the network configuration which results in a different load cur-
rent, equation (3.8) can be used to calculate the new pickup current settings,
thereby making the protection adaptive.
Calculation of Time-dial Setting
Due to change in network configuration or connection/disconnection of DGs,
the time-dial setting can be updated as [50]
TDnew = TD
(A + C(MB − 1))(MBnew − 1)
(A + C(MBnew − 1))(MB − 1)
(3.9)
where, M =
I f
Ip is the ratio between fault and pickup currents. The changes
in network configuration can result in a new load current magnitude which
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can be used to update the pickup current as per equation (3.8) and the new
time-dial setting can be calculated as per equation (3.9).
Simulation Studies of Adaptive Protection
In this work, the simulation studies are conducted using DigSilent Power fac-
tory software on a simplified 60/10 kV MV network of Lind area, Denmark.
The network is shown in Fig. 3.21. At the bus M4, a set of asynchronous gen-
erator of 3 units of 2 MVA belonging to wind turbine generator is connected.
The line parameters are provided in Table 3.10.
Grid
60/10 kV
13 MVA MV network
M1
M3
M5
M6
M4
M2
Legend
Uncontrollable load
Solar PV
T1
T2
M7
M8
M9
M10
WTG
REL34
3x2 MVA
CHP
Fault
Fault
REL12 REL17
2x1.5 MVA
Fig. 3.21: Schematic of simplified 60/10 kV MV network, Lind.
Case 1: Illustration of Protection Blinding
To illustrate the protection blinding phenomenon, let us consider the MV
network shown in Fig. 3.21. Let us apply a balanced three-phase fault on the
bus M6.
Fault Detection Without DG
This simulation is done without the connection of DG at bus M4. The pickup
current setting of relay REL34 is 2.9 sec.A, and the fault at bus M5 is detected
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Table 3.10: (a) Line Parameters and (b) Parameters of DG
Line Resistance  
(Ω ) 
Reactance 
(Ω ) 
 VKH-M1 0.570 0.397 
M1_2 0.018 0.012 
M2_3 0.274 0.093 
M3_4 0.021 0.007 
M4_5 0.191 0.065 
M5_6 0.029 0.010 
VKH-M7 0.446 0.152 
M7_8 0.334 0.114 
M8_9 0.172 0.058 
M9_10 0.108 0.037 
   
 
 
 
 
                      (a)                                                                                                (b) 
 
Parameters  CHP WTG 
Generator type  Synchronous Asynchronous 
Rated Power  1.5 MW 2 MW 
Number of units   2 3 
Rated voltage  10 kV 10 kV 
Stator resistance  0.0132 p.u. 0.018 p.u. 
Stator reactance  0.04 p.u. 0.015 p.u. 
d-axis synchronous reactance  2.78 p.u. - 
d-axis transient reactance  0.24 p.u. - 
d-axis sub-transient reactance  0.17 p.u. - 
q-axis synchronous reactance  2.05 p.u. - 
q-axis sub-transient reactance  0.21 p.u. - 
d-axis transient time constant  0.29 s - 
d-axis sub-transient time 
constant 
0.03 s - 
q-axis sub-transient time 
constant 
0.03 sec - 
Inertia time constant  0.54 sec 0.38 sec 
Magnetizing reactance  - 4.42 p.u. 
Rotor resistance  - 0.0108 p.u. 
Rotor reactance  - 0.128 p.u. 
by the relay REL34 as shown in Fig. 3.22.
Fig. 3.22: Detection of fault without DG
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Protection Blinding With DG
The same simulation is repeated with DG connected at bus M4. As the relay
setting is same, the fault is not detected as shown in Fig. 3.23. The reason is
that the fault current seen by REL34 is now reduced as seen in Fig. 3.23 due
to fault current contribution from the DG. As a result, for the fault at M5, the
REL34 is blinded. The solution to this problem is to adaptively change the
settings of REL34 based on (3.8) and (3.9). Summary of the adaptive relay
settings without and with DG is provided in Table 3.11. The close-in fault
currents (CI) and far-bus fault currents (FB) for faults at bus M4 seen by the
relay REL34 are calculated from simulations.
Fig. 3.23: Protection blinding of REL34 with DG
Table 3.11: Summary of Relay Settings
Case Fault current Fault current Ip TDS
CI L45 FB L34
[kA] [kA] [sec.A] [pu]
Without DG 3.1 2.85 2.9 0.21
With DG 4.1 2.5 2.6 0.2
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Fault Detection With DG
A set of asynchronous generator of 3 units of 2 MVA belonging to wind
turbine generator is connected at the bus M4 for this simulation case. The
settings of REL34 is changed to 2.9 sec.A from 2.6 sec.A, and with the new
setting, the fault at M5 is detected properly as shown in Fig. 3.24.
Fig. 3.24: Fault detection with DG due to change in setting
Case 2: Illustration of False Tripping
Let us consider the MV network shown in Fig. 3.21. Let us apply a three-
phase balanced fault at bus M1. The following two simulation cases are done
without and with adaptive protection settings.
Simulation Without Adaptive Relay Settings
The relay settings of REL12 and REL17 are set such that they detect faults
instantaneously at their vicinity according to equation (3.8). These values are
calculated without considering the presence of DG at Bus 7 and the pickup
currents are set to 1.2 sec.A in both the relays. Due to this fact, for faults at
feeder T2-M1, the relay REL17 may also pickup causing tripping of line L17
falsely. This is illustrated through the simulation plot in Fig. 3.25, where it
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can be seen that the relay REL17 in healthy feeder got tripped instead of the
relay REL12.
Fig. 3.25: Plot of false tripping of REL17.
Simulation with Updated Settings of Relays
In this simulation case, the relay settings are calculated considering the pres-
ence of DG at bus M7 and the relay settings are updated as per (3.8) and (3.9)
for proper distinguishable of fault at bus M1 and the pickup current settings
are increased for REL12 and REL17 from 1.2 to 1.5 sec.A. In this case, for
faults at feeder T2-M1, only REL12 will trip. The simulation is repeated and
now the false tripping is avoided as seen in the plots in Fig. 3.26, where it is
shown that the relay REL12 in the faulty feeder got tripped.
Remark 3.3.2:
The above simulation studies show that adaptive protection settings of the
relays will help in proper detection of faults when there is significant change
in power flows and short circuit levels in the network due to change in DG
power production. In this work, the adaptive settings are demonstrated for
protection blinding and false tripping problems in the network.
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Fig. 3.26: Elimination of false-tripping due to corrected relay settings
Validation of Adaptive Protection in RTDS Simulator
The adaptive protection algorithm discussed above is further validated in
a real-time digital simulator (RTDS R©) from RTDS technologies. The same
10-bus distribution network modeled in Power factory simulations shown in
Fig. 3.21 is modelled in RSCAD, a proprietary software from RTDS technolo-
gies. The relays, DG and their control are modeled using relevant modules
in the RSCAD software and it is shown in left side of Fig. 3.27. The right
side of this figure shows the different settings and fault control which can be
manipulated during run-time.
For brevity, only the simulation result of validating the solution of protection
blinding is shown in Fig. 3.28 which was performed with similar conditions
of the simulations done in Power factory. From Fig. 3.28, it can be seen
that the fault current magnitudes (2.6 kA), tripping time (0.1 s) and voltage
profile are closely matching with the Power factory simulations of the same
case shown in Fig. 3.24.
The RSCAD models developed in this work will be useful to conduct
hardware-in-loop simulations in near future, by using an ABB relay of model
REF615 instead of a software relay.
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Fig. 3.28: Plot of prevention of protection blinding due to updated relay settings.
3.4 Advanced TSO-DSO Interface
In this section, an advanced TSO-DSO Interface (ATDi) proposed in the Paper
[C6] is summarized as follows.
3.4.1 Role of DSOs in Ancillary Services Provision by DGs
DGs connected at distribution networks can provide ancillary services in-
cluding frequency and voltage regulation to the TSOs [91]. The roles and re-
sponsibilities of the grid operators and DGs regarding ancillary services from
European perspective are described in [42]. At present, DSOs are only re-
sponsible for distribution network congestion management and voltage reg-
ulation [44]. In Denmark, as stated in Chapter 1, DSOs and the TSO do not
interact unless there is a requirement, although the TSO is able to utilize an-
cillary services by DGs at distribution networks. Proper interface between the
TSO and DSOs is required to prevent undesired network congestion, which
may occur due to provision of ancillary services by DGs. In [27], a survey
done across different geographical regions including Europe also stresses the
importance of interactions among TSOs and DSOs. A study presented in [43]
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by CIGRE C6.25/B5 Joint Working Group (WG) provides guidelines about
the roles of TSOs in utilizing ancillary services from DGs. The present day
TSO-DSO interface can be improved by improving automation and commu-
nication infrastructure [45].
In this work, an advanced TSO-DSO interface is proposed which involves
the DSO for pre-qualifying the power dispatch from the TSO for secondary
frequency regulation. For pre-qualification check, an optimal power flow
method (called OPFQ) [45], which is based on semidefinite programming
(SDP) [92] is proposed in this work. The proposed OPFQ calculates the reac-
tive power setpoints of DGs to prevent network congestion, if it could occur
according to the original power dispatch plan from the TSO. If the OPFQ
problem is feasible, which means reactive power dispatch to DGS can pre-
vent network congestion, if any, then the ancillary service request of the TSO
is approved. If it is not the case, then a request to revise the active power dis-
patch is sent to the TSO. In this work, SDP method is chosen as this relaxation
provides a global optimum solution [92].
From Denmark’s Perspective
Secondary frequency regulation is one of the ancillary services required by
the Danish TSO in DK1 and DK2 [93]. The secondary frequency regulation is
activated by the TSO during major system disturbances if primary frequency
regulation is not sufficient and its activation time is 15 min in DK1 and 5
min in DK2 [93]. It is to be noted that a ramp of the requested power is
allowed and it is to be achieved in full within the time mentioned above.
In this work, DGs of category C as per the regulations [94] and [95], which
are in the range 1.5 MW to 25 MW are considered for providing secondary
frequency regulation.
Advanced TSO-DSO Interface
As discussed above, a strong interaction between TSO-DSO at different pe-
riods is necessary for sustainable and optimal utilization of the grid assets.
Present and proposed configurations of the TSO-DSO interface concerning
the utilization of ancillary services are shown in Figure 3.29.
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Fig. 3.29: Interaction of the TSO and DSO for secondary frequency regulation in (a) present
scenario, and (b) proposed ATDi [C6].
The signal flow in the proposed ATDi is shown in Figure 3.29 (b), and it can
be seen that the DSO is involved in the utilization of ancillary services from
DGs.
In Table 3.12, a summary of the roles of each player is provided.
Table 3.12: Summary of the roles in the proposed ATDi [C6]
Player Roles in the proposed ATDi
Market A common market is proposed for ancillary services called an-
cillary services market, operated by the TSO, for resources con-
nected at both transmission and distribution levels.
TSO Responsible for the operation of transmission network and pro-
curement of ancillary services. The constraints of the distribu-
tion network are not taken into account. The TSO is not aware
whether activation of ancillary services cause network conges-
tion in the distribution networks.
DSO Not involved in the procurement and activation process of ancil-
lary services by the TSO. However, the DSO runs OPFQ to check
whether the utilization of DG for ancillary services by the TSO
causes network congestion. If yes, OPFQ tries to solve it by cal-
culating reactive power dispatch of DG or else feedback is given
to the TSO to modify the power dispatch of the DG.
DGs Participate in the ancillary service market either individually de-
pending on the power rating or as a group coordinated by an ag-
gregator to provide secondary frequency regulation to the TSO.
Receive active power dispatch from the TSO and reactive power
setpoints from the DSO.
78
3.4. Advanced TSO-DSO Interface
Utilization of Ancillary Services from DGs by the TSO
Based on the discussions about the proposed ATDi above, its schematic dia-
gram is provided in Figure 3.30. As shown in Figure 3.30, the DSO computes
reactive power regulation signal using the proposed OPFQ and send it to the
DGs. The formulation of the proposed OPFQ is shortly explained below and
its details can be found in [C6].
TSO
DSO
Congestion
management
TSO Trading system
Frequency regulation
HV
MV
Wind power
Customers
Customers
CHP
LV
HV/MV
Transformer
Solar PV
Transmission 
grid
MV/LV
Transformer
Ancillary Services Market
Primary distribution
Secondary distribution
Transmission
DG/       
DG aggregators
Bids
P regulation signal 
to DGs
Q regulation signal to 
DGs
ADMS
Proposed 
OPFQ
LV DERs
Status of DGs
Fig. 3.30: Schematic diagram of the proposed ATDi from the context of DK1 region, Denmark
(the lines and a box with thick red color are the proposed additions) [C6].
Semidefinite Programming based OPF [C6]
The OPFQ based on SDP finds the minimum absolute value of reactive power
required from DGs to maintain the network voltages within limits and its de-
tails can be found in [C6]. The SDP expresses the network variables (node
voltages and node active and reactive powers) as vectors/matrices. The SDP
formulation uses matrix properties such as positive semi-definite for convex
relaxations of the ac nonlinear power equations [92]. DSO can solve the pro-
posed OPFQ to compute reactive power setpoints of DGs to maintain the
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network voltages within limits. The flowchart shown in Figure 3.31 explains
the above-described process.
Ancillary
services
market
Bids
Dispatching
program
update
Request
verification
(Load flow)
Tech. const.
satisfied
Does OPFQ
solve it?
Direct call
for Q dis-
patchment
DER
Stop
TSO’s
request
rejected
no
yes
no
yes
TSO
DSO
Fig. 3.31: Flowchart for involvement of the DSO for ancillary services provision (aFFR) by DGs
[45], [C6].
3.4.2 Simulation Studies
In this work, the modified 60/20 kV MV distribution network of Støvring
area described in [91] and [96] is used for simulation studies. Figure 3.32
shows the modified MV network with wind, solar and CHP plants and its
parameters can be found in [96]. The power profile of CHP plant with a
time-step of 15 min is obtained based on data from Skagen district heating
website Energy Web. Wind power profile is obtained from [97], and that of
PV is obtained on a clear sky day in Denmark, both with a time-step of 15
min. The OPFQ problem is solved using Matlab based toolbox YALMIP with
the solver MOSEK.
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Fig. 3.32: Modified MV network of Støvring in North Jutland, Denmark [91], [C6].
Case 1: Without Proposed TSO-DSO Interface
In this simulation case, a hypothetical power response from DGs (CHP, solar
and wind power plants) as shown in Figure 3.33(a) with respect to ancillary
service request from the TSO is considered. The DGs are assumed to be
operating at unity power factor. The 60/20 kV transformer tap setting is
assumed to be 0.935 pu at the secondary side. The voltage which would
be experienced during ancillary services from DGs, are depicted at Figure
3.33(b). As the DSO is not aware of the ancillary services by DGs, the node
voltages are above the limit of 1.1 pu.
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Fig. 3.33: Case 1: Without proposed TSO-DSO interface: (a) active powers of CHP, solar and
wind power plants in response to an hypothetical TSO’s request for freqeuncy up-regulation
within the time period marked in vertical red color lines (solid and dashed lines show the power
profile with and without ancillary services), and (b) voltages at MV nodes [C6].
Case 2: With Proposed TSO-DSO Interface
In this simulation case, it is assumed that the TSO communicates the expected
active power response from DGs for ancillary services to the DSO. The DSO
executes the proposed OPFQ to find the reactive power setpoints of the DGs
as shown in Figure 3.34(b) that could prevent network congestion. When the
DGs are operated with updated reactive power setpoints from the DSO, the
node voltages are maintained within the limit of 1.1 pu as seen in Figure
3.34(a).
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Fig. 3.34: Case 2: With proposed TSO-DSO interface: (a) voltages at MV nodes (b) reactive
powers dispatched by the DSO to CHP, solar and wind power plants [C6].
Remark 3.4.1:
From the above simulation results, it is clear that, DSOs should be aware of
the ancillary services provided by DGs at distribution networks and if they
are involved in the pre-qualification process during the power dispatch from
the TSO to the DGs, network congestion may be prevented.
3.5 Conclusions
In this chapter, a summary of the four contributions of this thesis is pro-
vided. The category 1 regarding hierarchical control dealt with the network
controllers (level 3 and 2 controllers) and DER controller (level 1 control).
The predictive algorithm based on linear programming proposed in central-
ized or distributed manner can be employed for both network controllers.
An extension of the above linear programming to an MILP algorithm can
be used for network reconfiguration problem. Utilization of flexibility from
DERs in real-time from PVs, in day-ahead planning and operation phases
for network congestion management are discussed with simulation results.
A simple protection algorithm to calculate relay settings was presented. Fi-
nally, an advanced TSO-DSO interface for ancillary services by DERs and
prevention of network congestion is also discussed in this chapter.
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Conclusion
To conclude, a hierarchical distributed control framework for management
of an active distribution network is proposed in this thesis. The top and
middle level controllers of the proposed control hierarchy are part of an ad-
vanced distribution management system (ADMS) of the distribution system
operator to manage medium and low-voltage networks respectively. The bot-
tom level controllers are individual controllers of DERs owned by customers.
Simulation studies on models of Danish distribution networks prove that the
proposed framework can manage the network congestion and make the net-
work operation cost-effective. A network reconfiguration algorithm proposed
in this thesis based on mixed-integer linear programming can find a suitable
topology of the network that minimizes the network power losses and en-
sures that the nodes voltages and branch current are within limits. A simple
adaptive protection algorithm that changes the settings of over-current relays
is developed to address the protection blinding and false tripping problems
in a medium-voltage distribution network due to connection of DGs.
In the following sections, a conclusion on the proposed hypotheses is pro-
vided followed by an overall conclusion, perspectives and future research
directions of this work.
4.1 Conclusion on the Proposed Hypotheses
Regarding Hypothesis 1, which stated that a hierarchical control could re-
duce operating costs of a distribution network, the following conclusions can
be drawn. At first, the conclusions with respect to the category of Hierarchical
control framework for ADMS are discussed as follows. From Paper [C1], which
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is based on a state of the art review of control methods of future active dis-
tribution networks, it can be concluded that a hierarchical control framework
is useful to (i) increase the penetration of DERs, (ii) maximize the utilization
of network assets, and (iii) enhance the operational resilience of the network
by means of automatic network reconfiguration and adaptive protection. In
Paper [J1], it is shown through simulation studies that an aggregated low-
voltage network control (LVNC) can manage the network in a cost effective
way by direct control of DERs. It is proven that the proposed LVNC, which
is the middle level control of the proposed control hierarchy, can dispatch
active and reactive setpoints to heat pumps and BESS once in 10 min by
solving a predictive control algorithm based on linear programming. A lin-
ear power flow method developed in Paper [J1] which is used to represent
the model of the distribution network in the proposed control algorithm is
shown to be more accurate than few methods available in the literature. The
Section 3.1 has treated the hierarchical control framework envisioned in Hy-
pothesis 1 in-depth and discusses the operation of all the three control levels.
In Section 3.1, it is also shown by comparison that a distributed predictive
algorithm can solve the predictive control algorithm developed in Paper [J1]
for control of BESS in low-voltage network by employing a decomposition
technique based on alternating-direction method of multipliers method.
From the second category of contribution Utilization of DERs for flexibility, in
relation to Hypothesis 1, the following concluding remarks can be made. In
Paper [C2], the simulation results show that flexibility from PV inverters in
the form of reactive power provision by volt/var droop control can provide
better voltage regulation in a fair manner. The results reported in Paper [C3]
show that operating costs of the network can be reduced by calculating the
optimal demand response required for the next day. From the results pre-
sented in Paper [C4], it can be concluded that by utilizing flexibility from
BESS, power losses of the network can be reduced which results in cost sav-
ings taking into account of the battery degradation.
In connection to Hypothesis 2 which talked about adaptive grid topology and
adaptive relay settings as solutions for network loss minimization and pre-
vention of protection system mal-operation respectively, the following con-
clusions are made. Two contributions namely network reconfiguration and
adaptive protection are reported in this thesis. From the studies on network
reconfiguration on a modified medium-voltage network of Lind, Denmark, it
is shown that the total network power loss can be decreased from 6.75% to
5.68%. Apart from reducing the network power losses, the network reconfig-
uration algorithm is also able to find the right configuration of the network
in which the network voltages and branch currents are within the limits. A
simple adaptive protection algorithm developed in this thesis is able to pre-
vent two potential problems namely protection blinding and false tripping
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with regard to the connection of DG in a medium-voltage grid. Simulation
studies done on a real-time digital simulator and the testing and validation of
the proposed adaptive protection algorithm done in DigSilent Power factory
supports the above mentioned statement.
Hypothesis 3 claimed that network congestion can be managed by improved
interface among the grid stakeholders and improved network observability
and controllability. Papers [C5] and [C6] are made on the basis of Hypoth-
esis 3, from which the following conclusions are derived. It is to be noted
that Paper [C5] deals with the need for proper monitoring and control mea-
sures in coordination with electricity markets to foresee and prevent grid
congestion and Paper [C6] illustrates the importance of improved TSO-DSO
interface aspects of Hypothesis 3. Paper [C5] concludes that network conges-
tion can be managed in two stages as follows. The first stage is a day-ahead
planning stage, in which flexibility can be procured in advance for the next
day from the day-ahead market and the second stage being the operation
phase, in which additional flexibility can be procured from intraday market
if required to remove network congestion. Simulation studies reported in
Paper [C5] show that overloading of branch currents of a MV network can
be prevented in the planning stage itself and unexpected over-voltages in a
LV network can be alleviated by the network control in the operating stage
based on the information from the network monitoring algorithm. In Paper
[C6], the simulation studies on a simple MV network of Støvring, Denmark
demonstrate that, involving DSOs in the secondary frequency regulation can
prevent voltage violations in the distribution network. It is shown that, if the
TSO shares with the DSO about the active power dispatch to the DERs, then
the DSO can perform a pre-qualification check and take appropriate action to
prevent network congestion, if any, during utilization of DERs for secondary
frequency regulation.
4.2 Overall Conclusion
In this section, the overall conclusion of this thesis is provided. It is evi-
dent from the analysis reported in this thesis that network congestion will
be prevalent in future Danish distribution networks with high penetration of
DERs. It is discussed that without proper coordination between the TSO and
DSOs, network congestion may occur in distribution networks while DERs
are utilized by the TSO for ancillary services. It is shown that without proper
control measures that optimizes the utilization of network assets, DSOs may
not be able to maintain the quality of service to the customers and they may
have to opt for costly network upgrades. It is illustrated that operating the
network with a fixed topology may result in more power losses and volt-
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age violations at some nodes depending on the location and power outputs
from DERs. The analysis regarding connection and disconnection of DGs in
medium-voltage grids shows that short-circuit capacity and fault current lev-
els may be significantly different. As a result, fixed protective relay settings
may cause mal-operation of the protection system.
Keeping in mind of the above analysis, this thesis concludes that in future,
improving the monitoring and control of distribution networks is of utmost
importance for DSOs. Observability of the distribution networks may be
enhanced by identifying and setting-up data collection from critical network
nodes. Controllability of the network may be improved by automating the tap
changing of low-voltage distribution transformers and switching of circuit
breakers, and implementing demand response. Once the network observabil-
ity and controllability are ensured to the required level, managing network
congestion may be feasible by means of cost-effective solutions. The recom-
mended solutions for network congestion management in order of preference
are volt/var control, network reconfiguration and demand response. Assum-
ing market mechanisms are revised suitably in future, participation of DSOs
in electricity markets to buy flexibility is recommended to increase competi-
tion and mutual cost benefits for DSOs and customers. A hierarchical control
architecture is preferable for aggregated control of flexible resources at differ-
ent voltage levels and geographical locations. Distributed predictive control
is the recommended for large-scale implementation of demand response of
DERs as it is promising in terms of scalability, minimizes the communication
burden and respects the data privacy of the customers. An assessment of the
impact of DGs on protection system is essential for adaptive configuration
of relay settings than can prevent its malfunctioning. Increased coordina-
tion among DSOs and the TSO is recommended which may pave the way
for exchanging ancillary services without creating operational problems in
networks.
4.3 Perspectives
In this section, few perspectives about the research carried out in this the-
sis are discussed. For practical success of hierarchical distributed control of
distribution grids, the following conditions are important. Communication
and automation infrastructure should be present connecting utility with cus-
tomers. The necessity and commercial value of flexibility are important for
the grid stakeholders to implement the proposed method. The customers
should be motivated and empowered to participate in demand response pro-
gram, thereby they can achieve economic gains and contribute to green en-
ergy transition. At present, small-scale DERs are not allowed to participate
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in electricity markets to sell their flexibility. However, in future, new elec-
tricity markets such as integrated flexibility market may be introduced in
Denmark, in which DSOs, the TSO and DERs (either individually or through
a commercial aggregator) can participate to buy and sell flexibility services.
Market availability of suitable control technologies are also important so that
the DSOs can purchase and implement them as turn-key solutions for a sta-
ble and optimal operation of distribution grids. As of today, PV inverters
in Denmark are operated at unity power factor. By appropriate revisions of
Danish grid codes, PV inverters could be obliged to provide reactive power
support using volt/var control proposed in this thesis. It is possible to im-
plement network reconfiguration in Danish distribution grids for power loss
minimization by automating the control of switches. False tripping is not a
concern in Danish medium-voltage grids due to the design of protection sys-
tem, however, protection blinding could happen if large DGs are connected
to MV nodes. Study of the impact of connection of DGs and the need for
adaptive relay settings have to be assessed on case by case basis.
4.4 Future Research Directions
In this section, some of the future research directions that may extend or
improve the work presented in this thesis are provided. At first, possible
future extensions of this thesis work are listed below.
• An incentive based demand response scheme may be developed
wherein; the distribution system operator calculates a global incentive
price signal and broadcasts it to the customers to actualize flexibility.
• Methods to utilize flexibility from DERs and active loads that have dis-
crete or binary levels of output power may be explored. In addition,
utilization of the on-load tap-changing operation of the transformers in
distribution network voltage control may be considered.
• Comparison of the proposed reconfiguration scheme with state of the
art methods for large-scale distribution networks with many control-
lable switches for reconfiguration may be performed to study the mer-
its/demerits of the proposed scheme.
• Hardware-in-loop simulations may be carried out with a suitable pro-
tective relay such as REF615 of ABB make to validate the proposed
adaptive protection scheme in a real-time digital simulator.
• Advanced TSO-DSO interface proposed in this thesis for secondary fre-
quency regulation may be extended for other ancillary services such as
voltage regulation.
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In the following, future research directions either to improve or to solve from
different perspectives are discussed. Models of the distribution network,
DERs and their parameters are assumed to be deterministic. This assump-
tion enables us to apply a deterministic optimization technique to solve the
optimal power flow problem formulated in this thesis. However, there are
lot of uncertainty in the above mentioned models and parameters as well as
in the behavior of customers, electricity prices, and the power outputs from
wind and solar plants are stochastic.
• A future research activity could be employing a stochastic optimiza-
tion or a distributed robust optimization technique to solve the optimal
power flow problem.
• Game theory and mean field control methods can be explored as an
alternative to the distributed predictive control technique proposed in
this thesis.
• McCormick envelopes based quadratic programming algorithm may
be studied and applied for finding the settings of relays considering
various fault scenarios, short-circuit levels, network configurations and
connection status of DGs.
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