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ABSTRACT

Author: Zhang, Le. Ph.D.
Institution: Purdue University
Degree Received: May 2018
Title: Object-Oriented User Interface Customization Framework: Customizing Complex
User Interfaces to Improve Usability and User performance.
Major Professor: Vincent G. Duffy.
The objective of this research is to use four individual studies to validate the
Object-Oriented User Interface Customization (OOUIC) framework for solving three
challenges of implementing User Interface (UI) customization in Complex Information
System (CIS) and improving usability and user performance of complex UI. The first
challenge is that adaptive UI, which tailors a UI to be relevant to a user role, has
difficulties in identifying numerous users’ complex requirements and simplifying UIs for
them. The second challenge is that adaptive UI cannot satisfy every individual’s unique
needs. The third challenge is that adaptable UI, which allows a user to adjust UI objects
to meet his or her needs, has a low acceptance rate, especially when the UI is complex.
To solve these challenges, the OOUIC framework applies User-Centered Design (UCD)
to develop adaptive UI, implements interactive adaptable UI to motivate users to
customize UI, combines adaptive UI and adaptable UI to satisfy each individual’s needs,
and relies on Artificial Intelligence (AI) to support users to use adaptable UI. This
framework is an iterative process to ensure usability and user performance of CIS.
The first study used Use Case Analysis (UCA) to develop adaptive UIs for CIS
and justified that adaptive UIs had less complexity than original UIs of CIS. Thus, the
first study proved that the first challenge could be solved by UCD methods. The second
study compared drag-and-drop method with click method on editing UI objects in

xx
complex UI and proved that drag-and-drop could trigger users’ intention to accept
adaptable UI. This study indicated that the third challenge could be concurred by using
interactive adaptable UI. The third study investigated adaptive UI, adaptable UI, and
combination UI of these two customization techniques and demonstrated that
combination UI improved usability and user performance of complex UI and adaptive UI.
The fourth experiment used interruption as a factor to validate that adaptive UI, adaptable
UI, and combination UI could still improve user performance when an interruption
occurred, and they could minimize adverse effects of interruption. Thus, combining
adaptive UI and adaptable UI could solve the second challenge and improve usability and
user performance of complex UI.
These studies validated the efficacy of OOUIC framework for solving three
challenges of implementing UI customization in CIS and improving usability and user
performance of complex UI. The findings of this research may serve as references for
designers to apply UI customization in CIS to simplify complex UI and trigger users'
intention to tailor the UI, which will subsequently satisfy user needs and increase
usability and user performance of CIS.

1

1. INTRODUCTION

Increasing computational speed enables single-functional computer software
applications to get together to become multi-functional Complex Information System
(CIS). This evolution causes User Interface (UI) of CIS to have numerous objects to
assist users in completing complicated tasks. However, only several functionalities are
commonly used by an individual to complete his or her regular tasks, and useless features
can cause the user to have low efficiency and a high error rate since the user has
increased options (Bawden & Robinson, 2009; Donaldson, Corrigan, & Kohn, 2000;
Goodwin, 1987; Müsseler, Meinecke, & Döbler, 1996). Thus, CIS’s complex UIs need to
be simplified to facilitate a particular user to complete specific tasks. UI customization
supports designers and users to tailor complex UI to satisfy specific needs and improve
usability and user performance of CIS (Raneburger, 2010).
UI customization techniques include adaptive UI and adaptable UI. Adaptive UI
is initiated by designers or Artificial Intelligence (AI) to tailor a UI for a group of users
(Fan & Poole, 2006). The advantage of adaptive UI is that users spend less time and
effort on UI customization, and they are more likely to accept the customized UI
(Findlater & McGrenere, 2007). However, as users do not directly contribute to UI
customization, adaptive UI is hard to satisfy every individual’s unique needs (Findlater &
McGrenere, 2004; Partarakis, Antona, Zidianakis, & Stephanidis, 2016). In addition,
identifying numerous users’ complex requirements and developing adaptive UIs for them
are challenges for designers (Courage & Baxter, 2005).
Adaptable UI allows users to edit UI objects to build a UI that can satisfy their
requirements to complete specific tasks (Rivera, 2005). The advantage of adaptable UI is
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that it allows users to design UI and fulfill their unique needs. However, customizing
complex UI is a difficult task, and users might not have enough knowledge and
experience to use adaptable UI. Thus, many users are reluctant to accept adaptable UI
(Jiao & Tseng, 2004; Kramer, Noronha, & Vergo, 2000; Mackay, 1991; Mcgrenere,
Baecker, & Booth, 2002). Overcoming challenges of using adaptive UI and adaptable in
CIS has become an interesting research topic.
This research proposes the Object-Oriented User Interface Customization
(OOUIC) framework to address these challenges and improve usability and user
performance of complex UI. The OOUIC framework suggests implementing UserCentered Design (UCD) to identify complex requirements and design adaptive UIs for
each user role (Johnson, Johnson, & Zhang, 2005; Kramer et al., 2000). This framework
proposes to use the interactive adaptable UI, which is a technique that mimics human-tool
interactions in real life to develop human-computer interactions, to motivate users to edit
objects in the UI (Raneburger, 2010; Stuerzlinger, Chapuis, Phillips, & Roussel, 2006).
The OOUIC framework combines adaptive UI and adaptable UI to exploit adaptive UI’s
advantages to simplify complex UIs and encourage users to apply adaptable UI to satisfy
their needs (Akiki, Bandara, & Yu, 2014; Al-Omar & Rigas, 2009). This framework also
suggests relying on AI to support users to customize adaptable UI and transfer UI
customizations between different CISs (Barbar & Ismail, 2013; Bunt, Conati, &
McGrenere, 2007; Gomaa & Saleh, 2006). The objective of this research is to use four
individual studies to validate the OOUIC framework for solving UI customization’
challenges and improving usability and user performance of complex UI.

3
The structure of this paper is organized into the following chapters. Chapter 1
states the objective of this research. Chapter 2 provides the literature review. Chapter 3
proposes the OOUIC framework. Chapter 4 demonstrates the research structure. Chapters
5 through 8 illustrate details of four individual studies to validate the efficacy of OOUIC
framework. Chapter 9 concludes final remarks related to this research.

4

2. LITERATURE REVIEW

This chapter identifies issues in CIS (Section 2.1) and complex UI (Section 2.2)
and suggests applying UI customization to solve these issues. However, three challenges
are recognized in implementing UI customization in CIS (Section 2.3). To overcome
those challenges, User-Centered Design (Section 2.4), interactive adaptable UI (Section
2.5), and the combination of adaptive UI and adaptable UI (Section 2.6) are reviewed.
Finally, interruption (Section 2.7) is identified as a factor to evaluate adaptive UI,
adaptable UI, and the combination of these two techniques.

Complex Information System (CIS)
From 1986 to 2007, world's information storage grew from 2.6 exabytes to 295
exabytes, information transmission raised from 432 exabytes to 1.9 zettabytes, and
information computational speed shifted from 3.0 × 108 Million Instructions Per Second
(MIPS) to 6.4 × 1012 MIPS (Hilbert & López, 2011). The information evolution provides
advantages for computer-based information systems to support large organizations and
corporations to collect, distribute, and manage different sets of information (Ives &
Learmonth, 1984). Many information systems integrate multiple technologies to
streamline business processes across various functional departments and become
complex systems (Po-An Hsieh & Wang, 2007). CIS is an information system that
involves collaborations in a comprehensive environment to use multiple technologies to
deal with intricate information contexts in various domains (M. Albers & Still, 2010). It
is composed of heterogeneous entities (systems, humans, information, and environments
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elements) which interact with each other to create various levels of structures and
organizations (Bihanic & Polacsek, 2012).
CIS has been developed and implemented in large organizations to ensure the
right information can be delivered to the right person at the right time. For example,
Enterprise Resource Planning (ERP) system provides integrated software modules and
unified databases to collect, store, manage and interpret data from many business
activities (O’Leary, 2000). In 2004, organizations invested $ 26.7 billion in the
development of ERP systems (Kawamoto, 2004). Product Lifecycle Management (PLM)
system relies on many computer-aided technologies to manage product data throughout a
product’s lifecycle (Stark, 2015). The revenues of PLM software reached to $17.8 billion
in 2016 (Stevkovska, 2017). Health systems organize people, institutions, and resources
to deliver health care services to meet the health needs of target populations (World
Health Organization, 2000). Department of Defense (DoD) relies on CIS to control
missions, facilitate communications, and integrate different systems (Spaulding, Gibson,
Schreurs, Linsenbardt, & DeSimone, 2011). CIS has been implemented in education to
develop mobile learning systems and digital library systems (Andronico et al., 2003;
Hasselbring, 2000). Large corporations rely on CIS to facilitate collaborations between
multiple stakeholders to manage different sets of information (G. B. Davis & Olson,
1984). Even though CIS assists large organizations in managing a significant amount of
information, its complexities result in limitations of using the system (Babaian, Lucas, &
Topi, 2004).
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2.1.1

Complexities of CIS
M. Albers & Still (2010) indicated five complex aspects of the CIS (Figure 2.1).

They are complex users, complex goals, complex information, complex technologies, and
complex environments.

Figure 2.1 Five complex aspects of the CIS (M. Albers & Still, 2010).

As CIS is designed for large organizations, its users are organization members
who may have different ages, expertise, education levels, and cultures (Zeidler, Lutteroth,
& Weber, 2013). In Human Factor and Ergonomics domain, a good design should
consider human elements, including human behaviors, demographic data, psychological
factors, and sociological factors (ISO DIS, 2016; Lehto & Landry, 2012). Thus, various
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human elements need to be considered in the design of CIS to satisfy complex users’
needs. For instance, age of a digital library system’s users may have a wide range, users
might use different languages, and different users might use different keywords to search
a book; digital library system should be designed to satisfy different ages, languages, and
user habits (Frias-Martinez, Chen, MacRedie, & Liu, 2007). CIS provides various
functionalities to enable complex users to use the system; however, the increased
functionalities enhance the complexity of CIS (Mourouzis, Leonidis, Foukarakis, Antona,
& Maglaveras, 2011).
A user goal is a symbolic structure that defines a state of affairs to be achieved
and determines a set of possible methods by which it may be accomplished (Card, Moran,
& Newell, 1980). CIS assists users in completing multiple goals, and a user’s goal can
dynamically change based on user role, task, and environment (Dardenne, Lamsweerde,
& Fickas, 1993). For example, a doctor’s goals of using a medication system can be to
view a patient’s medication history, to input information for the patient, and to select
medicines for the patient (Martínez-Alcalá, Muñoz, & Monguet-Fierro, 2013). GOMS
(Goals, Operators, Methods, and Selections) model indicates that goal structure is
associated with system structure (Card et al., 1980). CIS needs to provide corresponding
functions, information, and technologies to enable users to achieve complex goals. Thus,
the complexity of CIS is increased (Kieras & Polson, 1985).
Information includes knowledge and data. Knowledge represents the
understanding of things in real life and concepts of phenomena. It has multiple formats,
e.g., text, picture, video, audio, simulation, and virtual reality (Buckland, 1991). Data,
which is associated with scientific research, is a set of variables measured and collected
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by organizations or individuals to analyze a phenomenon (Fox, 1994). CIS users need to
interact with various data formats; for example, in PLM system, product data includes
two-dimensional (2D) drawings, three-dimensional (3D) models, bill of materials
(BOMs), workflow charts, and assembly data (Li, Peine, & Ramani, 2008). As different
information requires different ways to be presented and analyzed, multiple functions and
applications are included in CIS to handle the dynamically changed information
(Caldwell & Mocko, 2008).
Complex technology refers to software applications that are implemented in CIS
(Mirel, 2004). CIS includes multiple applications to support users to generate, manage,
and analyze different kinds of information and to achieve different goals. For instance,
PLM system integrates Product Data Management (PDM), Computer-Aided Design
(CAD), Computer-Aided Engineering (CAE), and Computer-Aided Manufacturing
(CAM) applications to manage various product data (M. Rouse, 2013). Complex
technologies are associated with complex goals and complex information. Integrating
multiple technologies into one platform makes CIS become a complex severer (M. J.
Albers, 2004).
The environment of CIS is defined as the surrounding conditions in which a user
is operating the system (Amabile & Gryskiewicz, 1989; Dieli, 1989). The environment
can be a quiet office, moving transportation, a busy plant, or a comfortable café. Software
platform should also be considered as an environment variable as it can change based on
the environment. For example, a user can work on a desktop in an office, employ a touch
screen in a plant, use a laptop on a train, or apply a smartphone in a café (Magal-Royo,
Jorda-Albiñana, & Lozano-Suaza, 2013). CIS can provide multiple versions to be used by
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users on different platforms and environments. In addition, complex environments can
have distractions, interruptions, and pauses to reduce users’ effectiveness, efficiency, and
satisfaction (M. Albers & Still, 2010). Complex environments externally affect usability
and user performance of CIS.
To satisfy complex users’ requirements and goals, CIS integrates various
technologies and information into its UI to enable users to use the system in multiple
environments. However, these complexities result in many issues.
2.1.2

Issues of CIS
Complexities of CIS cause users to have difficulties in using the system. First,

users have challenges to learn a CIS since it can have multiple technologies, and each
technology requires users to have specific training (Caldwell & Mocko, 2008). For
example, training an engineer to use a CAD application can cost $ 20,000 and six
months, and a user needs to learn PDM, CAD, CAE, and CAM applications in PLM
system (Duvall & Bartholomew, 2007; Lambeck & Groh, 2013; M. Rouse, 2013).
On the other hand, CIS provides numerous commands and information for users;
they overwhelm users and cause usability issues, such as operational errors, bad
decisions, and increased task time (Allanic et al., 2014; Maranzana, Segonds, Lesage, &
Nelson, 2012; Topi, Lucas, & Babaian, 2005). As UI is the only bridge between users and
CIS; complexities of CIS work on its UIs and reduce usability and user performance
(Heymann & Degani, 2007; Juristo, Moreno, & Sanchez-Segura, 2007; Stephanidis &
Savidis, 2001). To facilitate users to learn CIS and complete their tasks, CIS’s complex
UIs need to be simplified (Zahabi, Kaber, & Swangnetr, 2015).
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Complex User Interface (UI)
UI consists of a set of text-based and graphical display commands to allow users
to operate a machine and receive information from a computer (Laurel & Mountford,
1990). CIS has the complex UI since five complex aspects of CIS require its UI to
include numerous UI objects and information contexts to assist users in completing
various tasks (Akiki et al., 2014; Cerny & Donahoo, 2015; Hockey, Wastell, & Sauer,
1998). Complex users and complex technologies require CIS’s UIs to include multiple
approaches for different users to access different applications. Thus, the number of UI
objects can increase several-fold (Booth, 2014; Mourouzis et al., 2011). Complex
information and complex goals cause that information contexts in CIS’s UIs to increase
in a geometric ratio (Bawden & Robinson, 2009). The complex environment can have
distractions, interruptions, and pauses to increase the workload on using complex UI
(Cerny & Donahoo, 2015).
The UI complexity is associated with users' view of information displays and
understandability of the UI; it represents by having a great number of UI objects, a
confused UI layout, and various information contexts and presentations (Coskun &
Grabowski, 2003). A UI object is an object used by Graphical User Interface (GUI) to
offer a consistent visual language to represent information and functions of a UI. UI
objects can be buttons, checkboxes, dropdown lists, radio buttons, text fields, sliders,
search fields, tabs, message boxes, notifications, progress bar, and tooltips (Cooper,
Reimann, Cronin, & Noessel, 2014). UI complexity can cause usability issues, including
dissatisfaction, fatigue, stress, impaired performance, resistance to the system, difficulty
learning, counter-intuitive layout, increased task time, and operational errors (Comber &
Maltby, 1997; Coskun & Grabowski, 2005; Lu & Wan, 2007; Mariño, Domínguez,
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Otero, & Merino, 2008; MÜsseler, 1994). Simplifying complex UI is essential for
improving usability and user performance (Zahabi et al., 2015).
2.2.1

Usability Issues of Complex UI
Usability is “effectiveness, efficiency, and satisfaction with which a specified set

of users can achieve a specified set of tasks in a particular environment (ISO DIS,
2009).” Nielsen (1994a) defined five usability components (Figure 2.2): 1) learnability
defines that a system should be easy to learn, and users should be able to start working on
the system quickly; 2) efficiency requires a system to allow users to use it efficiently and
provide high productivity; 3) memorability means that a user does not need to re-learn a
system to use it after a period of not having worked on the system; 4) few errors prevent
users from making catastrophic errors and common errors, and the errors should be easy
to recover; 5) satisfaction makes users have a subjectively satisfied and pleasant
experience when using a system. Usability issue is a problem that causes a design cannot
satisfy one or some of these usability components.
Complex UI provides numerous UI objects for users to access multiple
functionalities; however, excessive UI objects can have adverse effects. Rouse (1993)
and Gross (1964) found that increasing the number of UI objects causes users to have
substantial mental workload and make poor decisions. Allanic (2014) and Müsseler
(1996) indicated that having additional UI objects in complex UI results in long task time
and a high error rate. Ivanov (2012) pointed out that having many UI objects increases
task complexity and task time.
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Figure 2.2 Connections between system acceptability factors and five usability
components (Nielsen, 1994a).

Complex UI can have an unorganized layout that causes inefficient behaviors,
operational errors, bad decisions, difficult operations, dissatisfaction, fatigue, stress,
impaired performance, and resistance to the system (Coskun & Grabowski, 2005;
DeLone & McLean, 1992; Donaldson et al., 2000; Mariño et al., 2008). A good UI layout
should group same type UI objects and give a meaning to each group to help users access
UI objects. However, in CIS, a menu can have multiple layers. For examples, a toolbar
might have various icons, and a window can include many dialogues. Users have
difficulty in identifying these groups, and organizing these UI objects becomes a
challenge for designers (Lu & Wan, 2007).
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Complex UI can have weak learnability (Lambeck & Groh, 2013). It consists of
the UI objects from multiple applications, and each application is a sophisticated
technology that requires users to have professional training (Caldwell & Mocko, 2008).
Duvall (2007) indicated that training an engineer to use a CAD application or equivalent
can cost $20,000 and six months. Many institutions provide courses and training for
CAD, CAM, CAE, PDM, and ERP (A. Albers, Geier, Maier, & Jäger, 2012; Dankwort,
Weidlich, Guenther, & Blaurock, 2004; Ye, Peng, Chen, & Cai, 2004). Learning each
technology is a complicated process, not to mention studying multiple applications at the
same time. Paetzold (2016) indicated that many users do not have enough knowledge to
use the CIS. Training novice users to use complex UI can be a more critical challenge.
Complex UI can lack the aesthetic since its UI objects come from different
technologies and have inharmonious appearances (Michailidou, Harper, & Bechhofer,
2008; Reinecke et al., 2013; Tuch, Bargas-Avila, Opwis, & Wilhelm, 2009). Based on
Kansei engineering (Nagamachi, 1989), the aesthetic of a UI affects users’ emotion and
perceived usability (Norman, 2004; Qu, 2015). Lack of aesthetic causes users to refuse to
use a system and turn to use another more attractive system (Lindgaard & Dudek, 2003).
Less aesthetic UI also increases workload, reduces pleasure, and decreases attention
(Berlyne, 1997; Butler, 1996; Marcus & Gould, 2000).
Previous literature concluded that complex UI has numerous UI objects,
unorganized layout, poor learnability, and unappealing appearance. The definition of
usability indicates that a good UI design should provide effectiveness, efficiency, and
satisfaction for specific users to interact with a particular software in a specified context
of use to achieve goals (Juristo et al., 2007). Thus, reorganizing complex UI for a
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particular user to complete his or her tasks could be the solution to improve the usability
of complex UI, and UI customization has the potential to achieve this mission (M. Albers
& Still, 2010; Vicente, 2002).

UI Customization
UI can be classified as general UI, optional UI, or customized UI (Myers,
Hudson, & Pausch, 2000). General UI provides UI objects that are required by most of
the users to enable them to complete tasks. Developing general UI for CIS needs to
include numerous UI objects and can increase UI complexity (Stephanidis, 1997).
Optional UI separates users by features and develops several UIs to fulfill each feature; it
satisfies edge users’ requirements (Mourouzis et al., 2011). For example, a digital library
system provides multi-language UIs for users from different countries to use. Users can
select one of optional UIs that fit their needs the most to complete their tasks. Customized
UI fully understands every individual’s needs and tailors the UI for each user by
removing useless UI objects and organizing commonly used UI objects to easily
accessible locations (Schneider-Hufschmidt, Malinowski, & Kuhme, 1993). Customized
UI belongs to the user and satisfies the user’s unique requirements.
UI customization is a technique which adapts a UI's layout and interaction to suit
a user’s needs and allows the user to alter the UI; it can be implicit or explicit (Artail,
2004; Blom, 2000; Leonidis, Antona, & Stephanidis, 2012; Schneider-Hufschmidt et al.,
1993; Sundar & Marathe, 2010; Weld et al., 2003). Implicit UI customization is also
referred as personalization; it is defined as tailoring the UI to increase its relevance to an
individual or a category of individuals (Fan & Poole, 2006). Adaptive UI is the implicit
customization technique that relies on designers and/or AI to customize the UI for a user

15
role (Greenberg & Witten, 1985). Explicit UI customization is the capability of enabling
users to edit the UI to meet their requirements on specific tasks, and adaptable UI is the
explicit customization technique that allows users to customize the UI for themselves
(Fischer, 1993; Rivera, 2005).
2.3.1

Adaptive UI
Adaptive UI learns users’ needs and behaviors and autonomously adjusts its UI

objects and layout to fit a group of users for completing their tasks (Fan & Poole, 2006).
Adaptive UI is developed by designers or AI, and users passively participate in the design
of adaptive UI by providing their requirements and operational data to designers and/or
AI (Greenberg & Witten, 1985). The advantage of adaptive UI is users spend less time
and effort in the design process, and they are more willing to accept this technology (K.
Gajos, Czerwinski, Tan, & Weld, 2006).
Previous studies identified adaptive UI's advantages by comparing it with static
UI and complex UI. Mitchell & Shneiderman (1989) assessed user performance and
preference of an adaptive UI and a static UI and found that users had better performance
in the static UI, and the static UI was preferred to the adaptive UI. However, Gong &
Salvendy (1995) later found that adaptive UI produced significantly better performance
than static UI. Höök (1998) investigated user performance on an adaptive UI and a
complex UI and found that users had fewer actions in the adaptive UI, and the adaptive
UI minimized users' cognitive load. In addition, Gajos, Czerwinski, Tan, & Weld (2006)
investigated the effect of costs of adaptive UI on user performance. They found that the
adaptive UI which had the lowest cost could best improve user performance and
satisfaction. This finding suggested that when users spend less effort to customize a UI,
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they are more likely to be satisfied with the UI. Adaptive UI has been implemented in
various applications and CISs to reduce UI complexity (Mitchell & Shneiderman, 1989;
Peissner, Häbe, Janssen, & Sellner, 2012; Ringbauer, Peissner, & Gemou, 2007).
Bihler & Mügge (2007) suggested using adaptive UI in cross-application context
to merge UI objects from independent applications into one UI to facilitate users to
perform concurrent tasks. Demeure, Calvary, & Coninx (2008) and Thomas (1993)
developed adaptive UIs to adapt to different tasks. K. Z. Gajos, Weld, & Wobbrock
(2010) proposed an adaptive UI which could adapt to a user's devices, tasks, preferences,
and abilities and ease the user to access the system. Ghédira, Maret, Fayn, & Rubel
(2002) used an adaptive UI to customize the data presentation to meet users' preferences
and practices. Marco Blumendorf, Sebastian Feuerstack (2012) proposed an approach to
develop adaptive UIs for a varying set of devices. Reinecke & Bernstein (2011) found
that the UI which adapted to user cultural preferences increased user experience and
proposed to design culturally adaptive UI to automatically generate the customized UI
that can correspond to cultural preference. Akiki et al. (2014) reviewed adaptive UI
related articles and concluded that adaptive UI was improved by empowering end-users
to participate in the UI customization process, preserving designers' input on the UI, and
developing support tools to help users to customize UIs. PLM system provides
lightweight versions for different users to easily access the system, ERP system
implements adaptive UI to simplify its complex UIs, and digital library system uses
adaptive UI to automatically provide UI objects for users to achieve their tasks on
different devices (Ding, Ball, Matthews, McMahon, & Patel, 2007; Leonidis et al., 2012;
Liu & Xu, 2001; Singh & Wesson, 2009).
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Designers manually collect user requirements and customize adaptive UI based on
requirements; however, gathering numerous users’ complex requirements is difficult and
time-consuming. Customizing UIs for every CIS user cannot be achieved by designers
since CIS has numerous users (Abras, Maloney-Krichmar, & Preece, 2004; Courage &
Baxter, 2005). Thus, the first challenge of using adaptive UI to customize complex UI is
to overcome the difficulty in collecting complex requirements and developing adaptive
UIs to satisfy those requirements (Rohleder & Sciences, 2005). Designers can select
several featured users, who can represent users that have the same features, to collect
their requirements and design adaptive UI for a group of users. This solution saves the
time to collect requirements and ensures majority users' needs are satisfied (Van Velsen,
Van Der Geest, Klaassen, & Steehouder, 2008). However, the second challenge raises,
which is that an individual's unique requirements cannot be revealed in the adaptive UI
that is developed for a user role (Findlater & McGrenere, 2004).
AI relies on machine learning technologies to automatically learn a user's
preferences by analyzing the user's operational data. It is an automatic process and needs
no effort and time from designers and users to customize the UI. However, it requires a
large number of users' operational data to train the machine learning model. The accuracy
of AI depends on dataset size and advance of machine learning algorithms (Tsandilas &
Schraefel, 2005). AI technologies are limited by these two factors so that the
implementation of AI in adaptive UI is still restricted (Feigh, Dorneich, & Hayes, 2012;
Langley, 1997; Partarakis et al., 2016). Designers and AI both focus on a user role but
fail to identify and satisfy an individual's specific needs.
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Adaptive UI provides a convenient way for users to customize complex UI but
has difficulty in satisfying an individual's specific needs. In addition, collecting CIS
users’ complex requirements is a challenge. Adaptable UI satisfies every user’s needs by
offering them opportunities to customize the UI (Kramer et al., 2000). UCD provides
methods to categorize users by their’ roles and goals to collect user requirements and
develop adaptive UI for each user role (Abras et al., 2004). Adaptable UI and UCD
present potentials to overcome the challenges of implementing adaptive UI in CIS. These
two solutions are reviewed in Section 2.3.2 and Section 2.4.
2.3.2

Adaptable UI
Adaptable UI allows users to actively customize the UI; it enables users to adjust

UI objects and layout to rebuild a UI for them to easily complete tasks (Rivera, 2005).
The advantage of adaptable UI is that users are in control of the UI customization process
and each individual's needs can be satisfied (Leonidis et al., 2012; Treiblmaier,
Madlberger, Knotzer, & Pollach, 2004). Ikea effect indicates that a product’s value can
be increased as a customer invests labors into the product (Norton, Mochon, & Ariely,
2012). Adaptable UI involves users into the customization process to make them value
their work. Hui & See (2015) found that users’ sense of control over the UI improves
their Perceived Ease of Use (PEOU). Using a UI developed by themselves, users can
easily find required UI objects to complete a task (Reinecke & Bernstein, 2011).
Previous studies compared adaptable UI with adaptive UI and other UI designs to
identify the advantages of adaptable UI. Alpert, Karat, Karat, Brodie, & Vergo (2003)
studied perceived values of an adaptive UI and an adaptable UI in e-commerce systems
and found that users are desired to have full control of the UI customization. Findlater &
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McGrenere (2004) compared efficiencies of a static UI, an adaptive UI, and an adaptable
UI. The finding was that the static UI and the adaptable UI had better performance and
received more user preferences than the adaptive UI. Bailey, Scerbo, Freeman, Mikulka,
& Scott (2006) compared the workload of an adaptive UI and an adaptable UI and
indicated that users had better performance in the adaptable UI than in the adaptive UI.
Sundar & Marathe (2010) compared users’ attitude of an adaptive UI and an adaptable UI
and found that power users preferred the adaptable UI to the adaptive UI while nonpower users preferred the adaptive UI to the adaptable UI.
Adaptable UI has been applied in many applications to ensure users have a
satisfied UI. Trigg, Moran, & Halasz (1987) developed NoteCards system to enable users
to modify its underlying conceptual model, parametrize its behaviors, integrate it with
other facilities, and tailor its UI. Lai, Malone, & Yu (1988) applied adaptable UI to help
users to create their own cooperative work applications. MacLean, Carter, Lövstrand, &
Moran (1990) developed a system to support tailoring UIs and to help users evolve a
tailoring culture. Mcgrenere, Baecker, & Booth (2002) developed adaptable UI for
Microsoft Word 2000 to allow users to save desired features in the UI. Kalyanaraman &
Sundar (2006) implemented adaptable UI to allow users to design web applications and
have desired media messages.
Even though adaptable UI has the advantage of satisfying users’ specific needs,
users are reluctant to operate adaptable UI (Mcgrenere et al., 2002). Users need to act as
designers to consider how to customize the UI and use functions of adaptable UI to
manipulate UI objects. However, adaptable UI is not an easy technique for many users;
computer beginners do not know how to customize a UI, novice users do not know which

20
UI objects are frequently used, and the aged are not willing to make changes (Bunt,
Conati, & McGrenere, 2004; Hudson, 1994; Kramer et al., 2000; Oppermann, 1994a; B.
Park, Song, Kim, Park, & Jang, 2007). Thus, motivating users to accept adaptable UI to
customize complex UI has become a challenge (Mackay, 1991). Interactive adaptable UI
provides intuitive ways to facilitate user to customize UIs, and adaptive UI can provide
recommendations to support users to edit UIs. These two solutions are reviewed in
Section 2.5 and Section 2.6.

User-Centered Design (UCD)
Nielsen (1994a) suggested that a product’s usefulness is based on its utility and
usability (Figure 2.2). Software engineers ensure the utility of a product, and designers
develop the UI for users to implement this utility and to have good usability (Mayhew,
1999). A product that does not fulfill its utility is a failure, and a product that fails to
provide decent usability is also a defective product. UCD places users at the center of the
design to allow them to influence the product’s utility and usability and gives extensive
attention to users’ needs in each stage of the design to ensure the usefulness of product
(Abras et al., 2004; Williams, 2009).
Implementing UCD requires designers to identify users, involve users in the
design process, and design for users. UCD provides methods for defining users, including
affinity diagrams, persona, and scenario. These methods help designers categorize CIS
users by their roles and goals (Cooper et al., 2014). Focus group, context inquiry, and Use
Case Analysis (UCA) rely on a small number of users to efficiently collect user
requirements (Jeng, 2005; Kantner, Sova, & Rosenbaum, 2003). Nielsen (1994b)
identified that five users are enough to reveal 77-85% user requirements. Kuniavsky
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(2003) recommended having eight to twelve people in a focus group. Beyer & Holtzblatt
(1997) suggested classifying users by their goals and conduct a contextual inquiry with
five to six individuals from each user role. UCD also provides design principles, such as
heuristic design principles, to guide designers to convert user requirements into designs
(Nielsen, 1995). The usability testing helps designers identify a product’s usability issues
and improve the product’s usability (Rubin & Chisnell, 2008).
Previous studies applied UCD to develop and evaluate adaptive UI. Johnson,
Johnson, & Zhang (2005) provided a ten-step UCD guideline to redesign UIs and
improve user satisfaction. Kramer et al. (2000) presented a six-step UCD framework to
develop adaptive UI by determining target user, learning user tasks, understanding
desirable set of processes, building user object models, defining the UI design, and
measuring users' understanding of the UI value. Van Velsen et al. (2008) reviewed UCD
evaluation methods for adaptive UI and found that questionnaires can assess the general
use, interviews can obtain user intention, data log analysis can inform user behaviors,
focus groups can establish rationale behind user behavior and the intention to use, thinkaloud protocols can provide feedback to user behaviors, and expert reviews can assess
accessibility issues. Gena (2006) provided a literature review of UCD evaluation methods
for adaptive UI and concluded that UCD evaluation methods needed to reach a more
rigorous level in subject sampling, statistical analysis, and experiment settings.
Previous literature identified that UCD is essential to identify usability issues in
adaptive UI and to add value to adaptive UI. However, the research assessing UCD for
developing adaptive UI has not been found. Thus, the first research question of this paper
is: Can UCD effectively develop adaptive UI to reduce the complexity of complex UI?
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Interactive Adaptable UI
Interactive techniques copy real life human-tool interactions into human-computer
interactions to encourage users to interact with UI objects (Blasius, 2012; Raneburger,
2010; Stuerzlinger et al., 2006). The interactive techniques include using voice to give
commands to objects in an auditory UI (M. H. Cohen, Giangola, & Balogh, 2004;
Winberg & Hellstrom, 2003), using fingers to move icons in tablets and smart-phones (Q.
Gao & Sun, 2015), and using gestures to manipulate objects in the virtual reality (Hughes
& Lewis, 2005; Kar, Vu, Nehme, & Hedge, 2015). In 1984, the Apple Macintosh
invented the drag-and-drop method (Scott & Neil, 2009). It mimics the way a human
grabs an item and puts the item to another location to develop a way for computer users
to use a cursor to drag a UI object and drop the UI object to a different location (Blasius,
2012; Wagner, Curran, & O’Brien, 1995). This technology provides an interactive way
for users to edit UI objects from multiple dimensions, such as moving, adding, deleting,
and resizing (Sanctorum & Signer, 2017). It has been implemented in many technologies
(Bergman, Shoudt, Castelli, Li, & Knapp, 1999; Collomb & Hascoët, 2008; Kobayashi &
Igarashi, 2007; Y. Y. Lee, Chen, & Johnson, 2013; Shih, Huang, Liao, Shih, & Chiang,
2010; Shneiderman & Kang, 2003).
Drag-and-drop has been compared with non-interactive methods, such as clicking
and typing. Click is a straightforward method to control UI objects (Sutter & Ziefle,
2004). In the click method, a UI object provides several options for users to click to
complete the editing, such as adding, deleting, and resizing. The advantage of click is that
it is straightforward to use, and its disadvantage is that its options are restricted. As dragand-drop and click are the most common cursor tasks, researchers have compared them in
different designs to reveal designs' advantages and disadvantages. They have been used
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to evaluate different cursor controls, such as mouse, touch-screen, trackball, touch-pad,
and joy-stick (Collomb, Hascoët, Baudisch, & Lee, 2005; Q. Gao & Sun, 2015; Kar et al.,
2015; Sutter & Ziefle, 2004; Zuehlke, 2002; Zühlke & Krauss, 1998). Previous research
studied children's preferences of these two methods and provided design principles for
designing children's technologies (Agudo, Sánchez, & Rico, 2010; Barendregt & Bekker,
2011; Chiasson & Gutwin, 2005; K. Inkpen, Booth, & Klawe, 1996; K. M. Inkpen,
2001).
Mackenzie & Buxton (1991) compared drag-and-drop with click on manipulating
UI objects in a simple task and found that click was faster and had fewer errors than dragand-drop. The drag-and-drop task was to move an object between two target locations,
while click task was to click two objects between the two target locations. Gillan,
Holdenl, Ada, Rudisill, & Mageei (1990) found that users move the cursor to the closest
edge of UI object when they were using click but move the cursor to the center of UI
object when they were using drag-and-drop. Based on Fitts’ Law (Fitts, 1954), the
moving distance in drag-and-drop is longer than click. Sutter & Ziefle (2004)
investigated the effect of moving distance, moving direction, and object size on drag-anddrop tasks and click tasks. He found that long moving distance and small target size can
maximize the movement time. He also concluded that drag-and-drop tasks were more
challenging to complete than click tasks. Heift (2003) compared drag-and-drop with click
in a word ordering task. In the click task, participants selected the sentence with the right
word order from four choices. In the drag-and-drop task, participants dragged a word and
dropped it to the right location in the same sentence. The result was that drag-and-drop
had fewer errors than click. Schwartz & Plass (2014) studied the time spent on learning
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drag-and-drop and click to complete a simple task (clicking a button to paint a fence or
dragging a brush to paint a fence). He found that drag-and-drop provided a better learning
experience than click. Treatments in these experiments did not require participants to
manipulate more than two UI objects. They all compared drag-and-drop with click on
simple tasks. Some studies concluded that click is easier to use than drag-and-drop, but
other studies believed that drag-and-drop has better usability than click. However, these
conclusions might not be valid when using two methods in complex UI.
There was limited research assessing the performance of drag-and-drop and click
on complex UI. Inkpen et al. (1996; 2001) analyzed children's performance of learning
two types of interactions, drag-and-drop and point-and-click, to solve complex puzzle
games. These studies indicated that point-and-click was preferred by children. However,
point-and-click is also an interactive method that allows users to use a single click to pick
a UI object and use another single click to drop the UI object. The difference between
point-and-click and drag-and-drop is that drag-and-drop requires users to hold the left
mouse button while moving a UI object, but point-and-click allows users to release the
button. This finding could not support the difference between interactive methods and
non-interactive methods. Zühlke & Krauss (2002; 1999) investigated different cursor
control methods by using them to complete a complex task. The task involved selecting a
pull-down menu, clicking some buttons, selecting some windows, clicking a box,
dragging a rectangular object, selecting text, and tracking a curve. However, drag-anddrop tasks and click tasks were not comparable in these studies.
According to the literature review, there was not a conclusion that which one is
better, drag-and-drop or click. In addition, no research comparing drag-and-drop with
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click on complex UI has been found. Interactive adaptable UI presents the potential to
improve usability and user performance of customization tasks; however, a study is
required to validate the acceptance of interactive adaptable UI in complex UI. Thus, the
second research question is: Can interactive adaptable UI motivate users to accept the
adaptable UI technique to customize complex UI?

Combination of Adaptive UI and Adaptable UI.
Adaptive UI and adaptable UI both have advantages and disadvantages. Users are
passive in the development of adaptive UI so that they do not need to commit a lot of
time and effort to customize the UI (K. Gajos et al., 2006). However, their limited
contributions restrict them to receive a UI that can satisfy their unique needs (Partarakis
et al., 2016). Adaptable UI enables users to actively customize the UI; it ensures users
have high satisfaction with the customized UI since users are more likely to be satisfied
with their designs (Leonidis et al., 2012; Norton et al., 2012). The disadvantage of
adaptable UI is that customizing a UI is not a simple task, especially when the UI is
complex (Kramer et al., 2000). A technique that can ensure users' satisfaction and reduce
UI customizations' difficulty is needed (Findlater & McGrenere, 2004; Mackay, 1991;
Mcgrenere et al., 2002).
Previous research proposed to combine adaptive UI and adaptable UI to improve
UI customization. Oppermann (1994b) indicated that users’ adaptations were supported
by adaptive suggestions to show the rationale of UI customizations and the way to
perform them. Bunt, Conati, & McGrenere (2007) developed a mixed-initiative
framework to provide customization suggestions for users to customize adaptable UI.
They suggested that adaptive UI technique can be added to adaptable UI to improve the
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effectiveness of UI customization. On the basis of the mixed-initiative framework,
Alotaibi (2013) proposed the semi-adaptive UI to combine adaptive UI and adaptable UI
to provide hints and tutorials for users to understand the customization process. Semiadaptive UI offers users the ability to control and change the proposed adaptation while
providing feedback to override adaptation suggestions. J. Park & Han (2011) proposed
the complementary UI, which applies adaptive UI technique to highlight the most
frequently used UI objects to facilitate users to customize adaptable UI. These studies all
suggested using adaptive UI to provide suggestions for users to use adaptable UI. K AlOmar & Rigas (2009) mentioned another way (adaptive/adaptable UI) to combine
adaptive UI and adaptable UI, which uses adaptive UI to simplify complex UI, so that
eases users to customize adaptable UI.
The previous research compared adaptive UI, adaptable UI, and the combination
of these two techniques. Bunt et al. (2004) compared a mixed-initiative UI with a purely
adaptable UI and found that users preferred the mixed-initiative UI to purely adaptable
UI. J. Park, Han, Park, & Cho (2007) examined the effectiveness of two adaptive UIs and
an adaptable UI and found that the adaptable UI has the best results regarding user
performance and satisfaction. They suspected that the barrier for users to accept
adaptable UI is that there is not a recommendation system to support users to customize
the UI. Latter, J. Park & Han (2011) compared a complementary UI with adaptive UI and
adaptable UI and found that providing system supports to adaptable UI increased users’
perception and efficiency of customizing the UI and reduced the customization time. K
Al-Omar & Rigas (2009) investigated the usability, task time, and task errors of five
different menu designs, including an adaptive highlight UIs, a mixed-initiative menu, an
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adaptive split menu, an adaptable menu, and an adaptive/adaptable menu. The adaptive
split menu had fewer errors and a higher success rate than other UIs for the first time of
use. However, the adaptive/adaptable UI had better efficiency than all other UIs for the
second time of use. Alotaibi (2013) evaluated and ranked three forms of UIs in terms of
user acceptance: an adaptive UI, an adaptable UI, and a semi-adaptive UI. This research
found that the semi-adaptive UI ranked first for user acceptance, the adaptable UI ranked
second, and the adaptive UI ranked third.
Previous studies identified that adaptive UI, adaptable UI, and the combination of
these two techniques all have the potential to improve user performance and satisfaction.
However, the combination form suggested by most of the studies was that using adaptive
UI as a recommendation system to support users to use adaptable UI. Only one research
considered relying on adaptive UI to simplify complex UI and support the use of
adaptable UI. This dissertation further validates the second combination form. The third
research question is: Can the combination UI, which uses adaptive UI as a simplified UI
to assist using adaptable UI, have better usability and user performance than complex UI,
purely adaptive UI, and purely adaptable UI?

Interruption
Complex environments of CIS can cause interruptions, distractions, and pauses
(M. Albers & Still, 2010). Interruption is an externally generated, randomly occurred, and
discrete event that breaks the continuity of the primary task and requires immediate
attention; it can be a human action, a voice, a light, a vibration, and a UI object
(Coraggio, 1990). For example, in complex UI, an error dialog, an instant message, and a
task assignment can be interruptions (D. C. McFarlane, 1997). Adverse effects of
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interruption include decreasing memorability, reducing efficiency, raising task time,
increasing error rate, and making bad decisions (Czerwinski, Cutrell, & Horvitz, 2000a;
Nagata, 2003; Speier, Valacich, & Vessey, 1999).
Interruption discontinues primary tasks and requires a recovery time for users to
return to the primary task from the interruption (Horvitz, Cutrell, & Czerwinski, 2001).
Working on primary task and interruption at the same time increases user workload and
causes errors and inappropriate decisions (R. E. Wood, 1986). Interruption’s adverse
effects can be enhanced in complex UI since users need to interact with a large number of
UI objects and have increased workload (Gross, 1967). Adaptive UI can simplify
complex UI to reduce user workload, and adaptable UI allows users to customize
complex UI to be familiar with the UI (Polaschek, Zeppelzauer, Kryvinska, & Strauss,
2012; Zahabi et al., 2015). Thus, combining these two techniques could reduce
interruption' adverse effects.
Ergonomists have used interruption as a factor to evaluate the performance of
different systems. Kreifeldt & McCarthy (1981) used interruptions to identify a suitable
UI design for calculators. Gillie & Broadbent (1989) studied interruption effects on
different computer games to identify the best game design. Ne Eyrolle & Cellier (2000)
assessed interruption effects on creation, regularization, and modification tasks to
determine the best way to improve task performance. Speier et al. (2003) investigated
effects of interruption on decision making in different information-presentation models to
define the best model. Interruption has the potential to be used as a factor to assess UI
customization techniques.
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K Al-Omar & Rigas (2009) identified advantages of the combination UI (uses
adaptive UI as a simplified UI to assist using adaptable UI) over purely adaptive UI and
purely adaptable UI. However, no research using interruption as a factor to examine
adaptive UI, adaptable UI, and combination UI has been found. The fourth study question
is: When an interruption occurs, can adaptive UI, adaptable UI, and combination UI still
improve the user performance of complex UI?

Summary
CIS is essential for large organizations and corporations to manage their
complicated information; however, its complexities and complex UIs limit users’
efficiency in completing tasks in the system. UI customization techniques have the
potential to simplify complex UIs and improve usability and user performance of CIS.
Challenges of implementing UI customization in CIS are: 1) hard to collect numerous
users’ complex requirements and develop adaptive UIs for a large number of users; 2)
adaptive UI that is developed for a user role cannot satisfy an individual’s specific needs;
3) users are reluctant to use adaptable UI. This chapter identifies several solutions. UCD
methods could effectively collect complex requirements and develop adaptive UI.
Interactive adaptable UI could motivate users to customize the UI. The combination of
adaptive UI and adaptable UI could exploit both techniques’ advantages to cover each
other’s disadvantages. To validate these solutions, this paper proposes four research
questions:
1. Can UCD effectively develop adaptive UI to reduce the complexity of complex
UI?
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2. Can interactive adaptable UI motivate users to accept the adaptable UI
technique to customize complex UI?
3. Can the combination UI, which uses adaptive UI as a simplified UI to assist
using adaptable UI, have better usability and user performance than complex UI, purely
adaptive UI, and purely adaptable UI?
4. When an interruption occurs, can adaptive UI, adaptable UI, and combination
UI still improve the user performance of complex UI?
The OOUIC framework is proposed in Chapter 3 to overcome these challenges,
and the research structure is illustrated in Chapter 4 to describe relationships between
OOUIC framework, four research questions, and four individual studies.
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3. OBJECT-ORIENTED USER INTERFACE CUSTOMIZATION
(OOUIC) FRAMEWORK

Chapter 2 identified that UCD, interactive adaptable UI, and the combination of
adaptive UI and adaptable UI could potentially solve three challenges of implementing
UI customization in CIS. On the basis of Object-Oriented User Interface (Section 3.1)
and previous UI customization frameworks (Section 3.2), this chapter proposes ObjectOriented User Interface Customization framework (Section 3.3) as a holistic approach to
customize complex UI.

Object-Oriented User Interface (OOUI)
Object-Oriented User Interface (OOUI) is a software UI where a user explicitly
interacts with objects that represent entities in the domain that the application is
concerned with (Rumbaugh, Blaha, Premerlani, Eddy, & Lorenzen, 1991). OOUI is
equated to GUI as they both allow users to interact with UI by using graphical icons and
visual indicators, and they are contradictory to text-based UIs (Marcus, 1995). However,
merely using the visible paraphernalia of GUI (windows, icons, and buttons) does not
necessarily make a UI object-oriented.
OOUI is based on Object-Oriented Programming (OOP), which is a software
programming model that compartmentalizes data into objects (data fields) and describes
object contents and behaviors through the declaration of classes (methods) (van
Harmelen, 1995). Object-Oriented (OO) is a computer science concept that refers to a
programming language, system or software methodology that is built on the concepts of
logical objects (Rumbaugh et al., 1991). In Human-Computer Interaction (HCI), OO is to
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use objects to model things in application domains; it helps users to understand and
control the domains (Alepis & Virvou, 2014; Lozano, Gonzalez, & Ramos, 2000). A
domain object is an object that is used by users in their domain to conduct tasks, such as a
sketch icon representing the 2D drawing function in CAD software. Users can easily
construct conceptual models to use domain objects to accomplish tasks and goals. OO
works through creation, utilization, and manipulation of reusable objects to achieve a
specific task, process or objective; it has reusability, refactoring, extensibility,
maintainability, and effectiveness.
UI object represents a real-world counterpart, and its behaviors are easy for users
to recognize and understand. Features of UI object include: 1) reusable; 2) following
user’s conceptual model; 3) and providing graphic displays and visual hints (Zhou &
Kubitz, 1992). Its reusability dramatically reduces the development time and avoid the
repetitive work. UI objects are intuitive to use since they follow users’ behaviors and
conceptual model (Blackler, Popovic, & Mahar, 2005). For example, when typing words
into an input box, words appear from left to right since users read from left to right. UI
objects provide graphic displays and visual hints to guide users (Mahadevan, 2009). For
example, input box provides a cursor to indicate users to insert words here.
Collins (1995) defined that in OOUI: 1) users perceive and act on UI objects; 2)
UI objects are classified based on how they behave; 3) all UI objects fit the representation
of what users are trying to do. Designers study users' behaviors and provide appropriate
domain objects onto the computer displays so that users can perceive and act on them. UI
objects are classified and grouped by their functionalities. Thus, users can recognize and
use similar UI objects. For example, in CAD software, the icon of “extrude”, “hole”, and
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“edge blend” are grouped since they are all 3D modeling functions. Representations of UI
objects should fit users’ conceptual models to be intuitive for users to use and meets their
expectation. For example, in Windows desktop, users perceive the folder icon as a
directory to the computer’s file system; they interact with the icon by “moving” folder to
different locations, “opening” folder to view items, and “throwing” folder to recycle bin.
OOUI has been used for UI management system development (Su, Qun, & Ya,
1993), automatic software development (Lozano et al., 2000), mobile UI development
(Alepis & Virvou, 2014), database UI development (Dzafic, Sofo, Halilovic, Lecek, &
Music, 2013), and control system UI development (Fidan, Merrick, Ruff, & Derby,
1995). The advantage of OOUI in UI development is that UI objects are reusable to
develop similar applications. Designers who are not familiar with the programming
language can directly reuse UI objects without coding the underlining functions of
objects. The implementation of OOUI in UI customization could facilitate designers,
users, and AI to interact with UI objects in adaptive UI and adaptable UI.

Previous UI Customization Frameworks
Previous research developed design frameworks for UI customizations. Lu (2007)
proposed the model-driven UI development to conduct UI customization. Bihanic (2012)
provided the modular UI object to facilitate designers to develop adaptive UI for complex
UI. Khaddam (2015) simplified the adaptation of model-based UI by enhancing the
transformation from one UI model to another. Gomaa (2006) described the feature-driven
UI object development to allow users to select UI features during a dynamic UI
customization. Raneburger (2010) developed interactive model-driven UI development to
facilitate users’ control and decision making in adaptable UI. Leonidis et al. (2012)
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suggested providing UI parameters in the adaptable UI to achieve UI adaptation at
runtime. This section provides details of four UI customization frameworks and takes
their advantages to develop the OOUIC framework.
3.2.1

Object-Oriented Analysis (OOA) Framework
UCA is efficient in identifying user requirements in complex settings (J. Lee &

Xue, 1999). Lin proposed the Object-Oriented Analysis (OOA) framework to implement
UCA in UI customization to understand relationships between user goals and UI objects
(Lin, 2007, 2009; Lin & Lee, 2004). The framework suggests that user goals are
associated with their desired system behaviors and environments. Based on relationships
between user goals, desired behaviors, and environments, UCA can develop UI objects to
support these relationships. The advantage of OOA framework is that it makes the UI
configuration easy to be understood, maintained, and reused.
Figure 3.1 illustrates the OOA framework; it applies use case diagrams to classify
actors by user roles or particular users and their execution platforms and group them into
client units. After defining actors (client units), next step is to identify use cases and
trigger events for each use case. The use case is a series of steps that narratively describe
interactions between an actor, a system, and a specific goal. The trigger event enacts
users to accomplish a specific use case. One client unit can have multiple trigger events
and various use cases. The framework requires a toolkit to build user role profile and user
role functions based on every user role’s characteristics, trigger events, and use cases.
The user role profile includes characteristics of the user role, and user role functions are
the desired functions for achieving all use cases of a user role. For a specific user, the
user’s characteristics and desired functions will be used to generate customization profile
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and customization functions. These profiles and functions are stored in use case bank.
When a trigger event occurs, the toolkit judges the use case (user’s role and platform).
Based on the use case bank, the toolkit finds the mapping between profile and functions
and builds adaptive UI with the UI objects that are required for a user role or a specific
user to achieve the functions.

Figure 3.1 The OOA model: Use case diagrams identify a user/user role’s requirements
and desired functions under a certain execution environment to achieve particular goals
(modified based on Lin’s use case diagram (Lin, 2007)).

The OOA framework applies UCA to identify user requirements and develop
adaptive UIs for users to achieve a particular goal. It provides a solution to solve the
challenge of collecting complex requirements in CIS.
3.2.2

Semi-Automatic User Interface Customization (SAUIC) Framework
The automatic UI customization increases efficiency and consistency for

developing variants of a UI but has usability issues (Voelter & Groher, 2007). The purely
manual UI customization, which can ensure the usability, is slow and expensive
(Rohleder & Sciences, 2005). To avoid this dilemma, Pleuss proposed the SemiAutomatic User Interface Customization (SAUIC) Framework (Pleuss, Botterweck, &
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Dhungana, 2010; Pleuss, Hauptmann, Dhungana, & Botterweck, 2012; Pleuss, Wollny, &
Botterweck, 2013). It is based on Software Product Line (SPL) and Model-Based User
Interface Development (MBUID) (Clements & Northrop, 2002; Szekely, 1996). The
purpose of SPL is to enable the product line development of similar software (Clements
& Northrop, 2002). It relies on a series of UI templates of one system type to achieve
mass production. On the other hand, MBUID supports the model-based development of
UIs for multiple contexts of use (Szekely, 1996). It suggests developing the derivation of
a UI from a set of UI models by considering UI characteristics, such as users, platforms,
and environments. By merging automatic UI customization and purely manual UI
customization, the SAUIC framework inherits their efficiency and usability.
In Figure 3.2, the SAUIC framework introduces the concept of abstract UI and
concrete UI. Abstract UI is the minimum UI unit which includes the most basic UI
objects to achieve a task; one UI can have multiple abstract UI templates. Concrete UI is
the integration of all required abstract UIs; it can be regarded as a preview of the final UI,
which is the UI for users. Designers can identify desired abstract UIs to build the UI
configuration for the software, and this is the manual part of SAUIC framework. The
reason is that designers can make more accurate decisions than the system. Designers can
manually adjust UI layout and widget styles to create the concrete UI for a user role, a
platform, and an environment. The automatic section of SAUIC framework is that the
system (AI) can automatically convert the concrete UI to the final UI. In addition, the
system can automatically connect the backend (software functions) to the frontend (UI) to
save development time.
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Figure 3.2 The SAUIC framework: Designers manually select abstract UIs and develop
concrete UI, the system automatically converts concrete UI to the final UI (modified
based on Pleuss’s model-driven development model (Pleuss et al., 2013)).

The SAUIC framework requires designers to ensure the usability of the
customized UIs and uses MBUID and SPL to improve the efficiency of the development
of the final UI. This framework presents a solution to improve usability and efficiency for
developing adaptive UI in CIS.
3.2.3

Heuristic User Interface Design (HUID) Framework
The Heuristic User Interface Design (HUID) framework applies adaptive UI and

adaptable UI in UI design phase and relies on AI to automatically customize UIs in UI
usage phase (S. H. Feng, 2010; S. Feng, Liu, & Wan, 2006; S. Feng, Wan, Hou, & Li,
2006). The HUID framework proposes the User Interface Design Pattern (UIDP) to
facilitate users to use adaptable UI and uses the User Interface Knowledge Base (UIKD)
to store users’ preferences for AI to develop adaptive UI. The advantage of HUID
framework is that the UIDP combines adaptive UI and adaptable UI to induce users and
developers to customize the UI, and the UIKD supports AI to automatically adjust the UI
to satisfy user requirements.
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In Figure 3.3, the HUID framework requires the interaction model to identify
relationships between tasks and UI objects. Parameters of the interaction model include
tasks, objects, behaviors, and rules. Tasks specify desired tasks for achieving user goals,
objects are UI objects and users that participate in the tasks, behaviors are required
operations in the tasks, and rules speculate constraints of the interaction. The interaction
model connects with UIDP; parameters of UIDP are interaction operation, behaviors,
relations, and presentations. Interaction operation is the interaction between users and UI
objects, behaviors are operations for a UI object to achieve the tasks, relations are the
relationships between UI objects, and presentations are the way to present UI objects.
Both interaction model and UIDP contribute to the UI template; UI template includes
structure and parameters of UI objects, such as locations, sizes, and styles that are
customized by the users. Users and designers can manually select desired UI objects from
UIDP and adjust their structures and parameters on UI template. User profiles and
customization history (selected UI objects and adjusted UI structures and parameters) are
stored in UIKD. Based on UIKD, AI can identify users’ preferences to automatically
develop adaptive UI.
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Figure 3.3 The HUID framework: Users and designers develop adaptable UIs by
selecting UI objects from the UIDP and adjusting UI structure and parameters, AI
develops adaptive UIs by using data from the UIKD (modified based on Feng’s model (S.
Feng, Wan, et al., 2006)).

The HUID framework provides an intuitive way to induce users and designers to
use adaptable UI, and AI uses the data from UIKD to automatically generate adaptive UI.
This framework provides a way to integrate adaptive UI, adaptable UI, and AI.
3.2.4

User-Centered User Interface Customization (UCUIC) Framework
Wu (2010) developed the User-Centered User Interface Customization (UCUIC)

framework to extend UI customizations to multiple vendor UIs. Switching software and
upgrading software are common in an organization. However, customizing every
software’s UIs is time-consuming. The UCUIC framework ensures the maintainability of
UI customization by introducing the MyUI concept and enabling UI customizations to be
automatically transferred to new software.
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Figure 3.4 illustrates the details of UCUIC framework. The framework builds a
mapping layer to connect the UI provided by vendors (V-UI) and the UI customized by
users (MyUI). Whenever a new V-UI comes in, it can reuse MyUI to achieve the
automatic transformation of UI customizations. The model allows every user to choose
desired UI objects from one or more V-UIs to customize MyUI. MyUI is generated by a
toolkit, which allows users to keep customizing MyUI and records the users’ operations
in a database. The toolkit can conduct dynamic changes to MyUI based on a user’s
operational data. Users can review their data in the database and make manual
adjustments to MyUI. The UCUIC framework saves the mappings between users and
MyUI to enable the toolkit to execute a user’s UI customizations to new V-UI.

Figure 3.4 The UCUIC framework: Users customize MyUI, the customization
information is stored and automatically apply to new V-UIs (modified based on Wu’s
user interface customization model (Wu et al., 2010)).

The advantages of UCUIC framework are that MyUI that can adapt itself to fit the
dynamically changing technology and it ensures the maintainability of customized UI.
This framework takes advantage of adaptive UI to adopt complex environments of CIS.
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Four Layers of the OOUIC Framework
Taking advantages of OOUI and previous UI customization frameworks, this
dissertation proposes the OOUIC framework as a holistic approach to customize UIs in
CIS to improve its usability and user performance. The literature review identifies three
challenges of implementing UI customization in CIS (see Section 2.8). This framework
implements UCD methods to identify users’ complex requirements and develop adaptive
UI for each user role to simplify complex UI. The OOUIC framework combines adaptive
UI and adaptable UI to utilize the adaptive UI’s advantage to motivate users to customize
the UI and the adaptable UI’s advantage to satisfy each user’s unique needs. This
framework relies on interactive adaptable UI to encourage users to accept adaptable UI
techniques and customize the UI. The OOUIC framework also suggests relying on AI to
provide suggestions for users to customize adaptable UI and automatically transfer UI
customizations to different software. The expectation is that the OOUIC framework can:
1) simplify a complex UI; 2) motivate users to accept adaptable UI techniques; 3) and
improve usability and user performance of CIS.
The OOUIC framework is illustrated in Figure 3.5. It can be decomposed into
four layers: User-Centered Design (UCD) layer, Designer Manual Customization (DMC)
layer, User Manual Customization (UMC) layer, and Automatic Customization (AC)
layer. UCD layer applies UCD methods to identify required UI objects for each user role.
It provides essential information for designers to develop adaptive UI in the DMC layer.
UMC layer provides interactive adaptable UI to trigger users to customize the UI and
satisfy their needs. All UI customizations are recorded and delivered to AI in the AC
layer to develop adaptive UIs when users switch to new software. This framework is an
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iterative process to ensure UI customizations are dynamically updated with user roles,
user preferences, and software in CIS.

Figure 3.5 The OOUIC framework; UCD layer collects user requirements, DMC layer
converts user requirements into adaptive UI, UMC layer utilizes adaptable UI to satisfy
user needs, and AC layer automatically generates adaptive UI and provides suggestions
to users. The framework is an iterative process.
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3.3.1

User-Centered Design (UCD) Layer
UCD layer is the first layer since it is essential for designers to develop adaptive

UI in the second layer. However, UCD layer does not limit designers to implement UCD
methods in other layers. In DMC layer, designers should apply UCD methods to develop
adaptive UIs; in AC layer, adaptive UI can be evaluated and improved by UCD methods;
In UMC layer, users are placed in the center of the design since they are the designers of
adaptable UI. UCD methods act the backbone of the OOUIC framework to ensure the
right UI objects can be given to the right user in the right task.
The purpose of UCD layer is to identify users’ goals, tasks, and required UI
objects. The information can be collected by UCD methods, including interview, focus
group, questionnaire, log data, think-aloud protocol, and UCA (Collins, 1995; Gallant,
Irizarry, & Kreps, 2007; Goh et al., 2013; Jacobson, 1993; Kvale, 1983; Maguire &
Bevan, 2002; Van Velsen et al., 2008). Among these methods, Lin (2007) and Lee (1999)
suggested that UCA is efficient for collecting user requirements in complex settings since
it identifies users by their goals and classifies users to collect their requirements. UCA is
used to illustrate this layer. However, other UCD methods can also be implemented in
this layer based on the complexity of the user requirements. Another advantage of UCA
is that it can transfer user requirements into diagrams to assist designers to identify
required UI objects (Cooper et al., 2014). Figure 3.6 shows use case diagrams, task
diagrams, and function models.
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Figure 3.6 Use case diagram, task diagram, and function model of the UCD layer.
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Use case diagrams determine a user role’s goals. The example in Figure 3.6
illustrates that in PLM system, an engineer’s goals can include creating a product part,
searching a part, and editing a part. Each goal has corresponding tasks in the task
diagrams. The task diagrams illustrate detailed steps to achieve goals in use case
diagrams. Figure 3.6 shows desired steps to achieve a searching task. Vertical arrows
connect a top-level step to its sub-steps; for example, the sub-steps of selecting search
options can be choosing search by ID or choosing search by name. Horizontal arrows
connect the same level steps in sequence; for example, the three sub-steps of searching
follow the sequence of selecting search options, inputting keywords, and executing
search function. Every step of task diagrams should have a corresponding UI object in
function models. Function models illustrate desired UI objects for achieving the tasks.
Mappings between use case diagrams, task diagrams, and function models assist
designers in understanding desired UI objects for a user role to achieve a goal. These
diagrams are stored in the use case bank for designers to develop adaptive UIs.
The last step of UCD layer is to develop reusable and adaptable interactive UI
objects. An example of the interactive UI object is the icon in Window desktop, which
can be manipulated by the drag-and-drop method. An interactive UI object should be
derived from the UI object in the original UI. Function models show required UI objects
in the original UI. Interactive UI objects and original UI objects should have the similar
visual displays. The purpose of having interactive UI objects is to facilitate designers to
develop adaptive UIs for different user roles and to encourage users to customize
adaptable UI. Interactive UI objects support interactive adaptable UI in the UMC layer.
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3.3.2

Designer Manual Customization (DMC) Layer
DMC layer is placed in the front of UMC layer to simplify complex UI for users

to use adaptable UI. In the OOUIC framework, the designer is the only role who has the
design knowledge. Thus, designers are responsible for performing UCD methods to
identify user requirements, analyze user needs, and design adaptive UIs for users. With
the information that is gathered in UCD layer, designers can make appropriate decisions
and deliver the decent usability to adaptive UI.
DMC layer allows designers to develop adaptive UIs for user roles or a particular
user by eliminating useless UI objects and organizing the most frequently used UI objects
to easily accessible locations. The first step is to retrieve users’ information from the use
case bank to understand a user role’s desired UI objects. The second step is to remove
unrequired UI objects from the UI. After removing many UI objects from complex UI,
the UI layout can become unorganized. The third step is to let designers apply their
expertise to reorganize UI objects. Designers should apply usability design principles and
analyze user requirements to improve the usability of adaptive UI. Based on Pleuss’s
SAUIC model (Pleuss et al., 2010), this layer is designed as a semi-automatic process.
Once UI objects and UI layout have been defined for a user role, the system can
automatically apply them to all users who are in the same role. This process is based on
the assumption that users in the same role need to achieve same goals and require same
UI objects (Sandhu, 1998). This automatic process ensures the efficiency of UI
customization.
DMC layer has three advantages: 1) designers convert user requirements into
adaptive UI and ensure the usability of the UI; 2) users do not need to spend time and
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effort to develop adaptive UI and are willing to accept the UI; 3) adaptive UI simplifies
the original UI and ease users to customize the UI in UMC layer.
3.3.3

User Manual Customization (UMC) Layer
UMC layer ensures an individual’s unique needs are satisfied since users can

explicitly customize the UI in this layer. It implements adaptable UI to allow users to
adjust UI objects' appearance, location, size, shape, and color to meet their needs to
achieve specific tasks. It increases users’ satisfaction and makes users feel that they are in
control of the system.
This layer provides interactive adaptable UI for users to customize the UI.
Interactive UI objects provide visual hints to intuit users to complete the editing. For
example, when pointing to a movable UI object, the cursor will change to a “grab” icon,
indicating that the user can drag-and-drop the UI object. As the challenge of adaptable UI
is to encourage users to customize the UI, the meaningful visual hints and intuitive
interactions are important motivations. With interactive adaptable UI, such as drag-anddrop, users can adjust a UI object’s location, size, and appearance.
However, users are not UI experts, constraints and automatic alignment should be
provided to keep the cleanness of UI layout. For example, Figure 3.7 has two groups of
UI objects; all UI objects must stay within the groups, and all alignment points are fixed.
When users move a UI object within a group, such as switching positions of UI object G
and L, all UI objects automatically align with each other. When users adjust the location
of an entire group, such as switching two groups, two groups automatically align to the
horizontal alignment point. When users adjust the size of a UI object, such as enlarging
the size of UI object A, edges of UI object A automatically align to the edges of UI
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objects B and C. When users remove UI objects, such as removing UI object D, E, and F
from the group 1, the size of group 1 automatically adjusts to fit UI objects.

Figure 3.7 Users can interactively adjust locations, sizes, and appearance of UI objects.

3.3.4

Automatic Customization (AC) Layer
AC layer relies on AI to apply machine learning technologies to learn the user’s

preferences and automatically develop adaptive UI for users. As user requirements and
goals can change dynamically, AC layer is important for developing a dynamic adaptive
UI. It identifies frequently used UI objects by learning user behaviors and provide
suggestions for users to customize adaptable UI. The UCUIC framework indicates that
the frequently changing software in CIS requires AI to extend UI customizations to
multiple software’s UIs (Wu et al., 2010). Thus, another meaning of AC layer is to ensure
UI customizations can be extended to new software or updated software.
Figure 3.8 shows that AI relies on user profile (job role, skill level, work
experience, age, and gender) and UI object parameters (location, size, appearance, and
used frequency) to train the machine learning models to predict the user’s preferred UI
objects (Langley, 1997, 1999). Similar users might have similar reliance and preference
on UI objects; learning these patterns, AI provides required UI objects to let users enjoy
the UI without concerning which objects they need to choose. UI object parameters
should be recorded in the database, including location, size, appearance, and used
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frequency (Cooper et al., 2014). Location helps AI understand the UI objects that are
preferred by the users; for example, users tend to place their frequently used UI objects to
the top-left corner. Size also reveals the desired UI object; UI object that has a larger size
is the preferred UI object since users can easily identify and select a large UI object.
Appearance indicates that if a UI object is required by a user or not. Used frequency can
directly reveal how often a user uses a UI object.

Figure 3.8 Machine learning technology uses user profiles and UI objects parameters to
learn UI object preferences.

Machine learning technologies rely on users’ data to make the prediction; more
data comes with better prediction outcomes. Thus, AC layer is the last layer of the
OOUIC framework so that AI can use the data from the first three layers. However, AC
layer is not the end of the OOUIC framework. Bunt, Conati, & McGrenere (2007) states
that using adaptive UI to provide recommendations can facilitate users to customize
adaptable UI. AC layer could route back to the UMC layer to provide the guidance for
users to use adaptable UI. If learning previous UI customizations is not sufficient for AI
to develop adaptive UI for the new software, the UI can be delivered to designers in the
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DMC layer to manually update the adaptive UI. Thus, the OOUIC framework is a UI
customization cycle that iterates UCD, DMC, UMC, and AC layers to ensure the success
of UI customization in CIS.
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4. RESEARCH STRUCTURE

This chapter proposes four sets of hypotheses and illustrates their relationships
with the OOUIC framework, four research questions, and four individual studies (Section
4.1). In addition, stimuli (Section 4.2), apparatus (Section 4.3), and participation
population (Section 4.4) that were used in four individual studies are provided in this
chapter.

Hypotheses
The OOUIC framework was proposed in Chapter 3 as a holistic approach to solve
three challenges of implementing UI customization in CIS and improve usability and user
performance of complex UI. Three challenges are: 1) hard to collect numerous users’
complex requirements and develop adaptive UIs for complex users; 2) adaptive UI that is
developed for a user role cannot satisfy an individual’s specific needs; 3) users are
reluctant to use adaptable UI. To validate the efficacy of the OOUIC framework, four
research questions were identified in Chapter 2, they are:
1. Can UCD effectively develop adaptive UI to reduce the complexity of
complex UI?
2. Can interactive adaptable UI motivate users to accept the adaptable UI
technique to customize complex UI?
3. Can the combination UI, which uses adaptive UI as a simplified UI to assist
using adaptable UI, have better usability and user performance than complex UI, purely
adaptive UI, and purely adaptable UI?
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4. When an interruption occurs, can adaptive UI, adaptable UI, and combination
UI still improve the user performance of complex UI?
This research converts these research questions into four sets of hypotheses and
proposes four individual studies to test them. Figure 4.1 illustrates the structure of this
research. To overcome the first challenge, UCD layer uses UCD methods, such as UCA,
to collect complex requirements. Based on these requirements, designers can develop
adaptive UI in DMC layer to simplify complex UI. The first research question indicates if
the OOUIC framework could solve the first challenge. Study 1 proposed a hypothesis to
answer the first research question:

Hypothesis 1: The adaptive UIs developed by UCA can have less UI complexity
than the original UIs of PLM systems.

Figure 4.1 Research structure: Study 1 assesses the OOUIC framework for solving the
first challenge, Study 2 investigates the OOUIC framework for solving the third
challenge, and Study 3 and 4 validate the OOUIC framework for solving the second
challenge and improving the usability and user performance of complex UI.

53
To solve the third challenge, UMC layer utilizes interactive adaptable UI to
motivate users to customize the UI. Study 2 was conducted to answer the second research
question and prove that the OOUIC framework can solve the third challenge. Study 2 has
two hypotheses:

Hypothesis 2.1: Users receive higher Perceived Usefulness (PU) and Perceived
Ease of Use (PEOU) by using the drag-and-drop method than by using the click method
to complete complex customization tasks.
Hypothesis 2.2: Users spend less time to complete complex customization tasks by
using the drag-and-drop method than by using the click method.

For the second challenge, UMC layer implements adaptable UI to ensure a user
can explicitly customize the UI to satisfy his or her needs. DMC layer, AC layer, and
UMC layer combine adaptive UI and adaptable UI to improve usability and user
performance of complex UI. The third research question justifies that if the OOUIC
framework can solve the second challenge and improve usability and user performance of
complex UI. The third research question was answered in Study 3 by validating three
hypotheses:

Hypothesis 3.1: Adaptive UI, adaptable UI, and combination UI can provide
better perceived usability to users than complex UI.
Hypothesis 3.2: Adaptive UI, adaptable UI, and combination UI can have less
task time than complex UI.
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Hypothesis 3.2: Adaptive UI, adaptable UI, and combination UI can have more
fixation count on Area of Interest (AOI) than complex UI.

The fourth research question considers interruption as a factor to further validate
the OOUIC framework for improving usability and user performance of complex UI. The
fourth research question was answered in Study 4 by testing three hypotheses:

Hypothesis 4.1: Adaptive UI, adaptable UI, and combination UI have less task
time than complex UI when an interruption occurs.
Hypothesis 4.2: Adaptive UI, adaptable UI, and combination UI have more
fixation count on AOI than complex UI when an interruption occurs.
Hypothesis 4.3: Adaptive UI, adaptable UI, and combination UI have less
recovery time than complex UI.

Stimuli
PLM system is a system that manages product data throughout a product's
lifecycle (Stark, 2015). Product lifecycle has multiple phases, including idea, design,
production, distribution, usage, repair, disposal, and recycle (Asiedy & Gu, 1998). Every
phase involves different user roles, such as designers, engineers, suppliers, and customers
(Partarakis, Doulgeraki, Leonidis, Antona, & Stephanidis, 2009). These users need to
work on various product data, including 2D drawings, 3D models, bill of materials, and
engineering changes. To enable users to manage various data, PLM system implements
multiple applications, including CAD, CAE, CAM, and PDM (Cao & Folan, 2012). PLM
system is CIS since it is developed for large companies’ employees to use multiple

55
technologies to manage a large set of information (J. Gao, Aziz, Maropoulos, & Cheung,
2003). PLM system’s UIs have been criticized for having many usability issues,
including numerous UI objects, counter-intuitive layout, lousy learnability, and lowefficiency (Allanic et al., 2014; Ding et al., 2007; Hamade, Ammouri, & Artail, 2012;
Hamade, Artail, & Jaber, 2007; Maranzana et al., 2012). Previous studies suggested
implementing adaptive UI and adaptable UI to improve PLM system UIs' usability
(Ristic & Ali, 2011; Rosén, 2006). Thus, PLM system UIs were used as the stimuli in
four individual studies to validate the OOUIC framework.
Common tasks in PLM system include searching a product part, creating a
product part, assigning a workflow to a user, and completing a workflow (Liu & Xu,
2001; Philpotts, 1996). In Study 1, “advanced search” UI, “create” UI, and “assign
workflow” UI was used as scenarios to perform UCA. In Study 2 to 4, “advanced search”
UI (Figure 4.2), “create” UI (Figure 4.3), and “sign-off” UI (Figure 4.4) were applied as
the stimuli. “Advanced search” UI allows users to search keywords in multiple categories
to narrow down to specific search results. In “create” UI, users can provide essential
information to create a product item. In “sign-off” UI, users can approve or reject a
product. These UIs were developed by using TypeScript 2.3.3 in Visual Studio Code
1.17.1.
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Figure 4.2 “Advanced search” UI.

Figure 4.3 “Create” UI.
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Figure 4.4 “Sign-off” UI.

This section also introduces a study that was conducted with two companies to
understand the limitations of PLM systems in the industry (Section 4.2.1), and a
bibliometric analysis which studied the usability research in PLM domain (Section 4.2.2).
These two sub-sections emphasis the importance of implementing UI customization in
PLM system to improve its usability and use performance.
4.2.1

Industry Requirements for Improving PLM Systems: An Interview Study
Data Curation Profile (Witt, Carlson, Brandt, & Cragin, 2009) was adopted to

interview two manufacturing companies to identify the barriers of managing information
in PLM system (Zhang, Witt, & Hartman, 2018). This working paper found that
companies implemented more than 500 types of PLM applications to manage their
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product data between different business units, suppliers, and customers. There were
multiple versions of an application in the companies. Sharing and managing information
between different PLM applications is a challenge. Companies required a customized UI
to interact with different PLM systems.
Another finding was that in these companies, over 70% engineers had less than
five-year work experience, and some other users had no engineering background. These
employees did not have enough knowledge to use PLM system; however, their jobs
required them to learn the system and to use it to manage complex information. They
needed an intuitive UI to ease the learning process and improve the efficiency of using
PLM system.
Both companies complained the high customization cost of their PLM systems.
They required systems to fit their organizational structure, and they needed software
vendors to perform the customization. Every year, they paid much money to software
vendors to do the maintenance and upgrading. However, PLM software customizers did
not have programming skills and UI design skills at the same time (Kasik, Buxton, &
Ferguson, 2005). Thus, customized systems had various usability issues. Companies
required a systematic and inexpensive solution to customize their PLM systems.
In conclusion, companies want to customize their PLM systems to fit their
organization structure and ease their employees to use the systems; however, current
customizations are expensive and cause poor usability. Thus, effective UI customization
methodology for the PLM system is required.
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4.2.2

Academic Requirements for Improving PLM systems: A Bibliometric
Analysis
A bibliometric analysis (Fahimnia, Sarkis, & Davarzani, 2015) was conducted in

Scopus database (Falagas, Pitsouni, Malietzis, & Pappas, 2008) to identify UI research
opportunities in PLM domain. Keywords for searching papers in the PLM domain were
“product lifecycle management”, “product data management”, “enterprise resource
planning”, “customer relationship management”, “supply chain management”, and
“manufacturing execution systems”. “Usability” and “adaptation” were searched within
PLM papers to narrow down the results. The final results had 612 papers.
Figure 4.5 shows that the number of PLM usability papers presented an increasing
trend in the last two decades (1997-2016) and the publication number became stable
since 2008 (constantly had 40 to 50 papers per year). A similar search was performed in
CIS domain, and 6002 papers were found. Figure 4.6 shows the trend in these papers, and
they had a trend similar to Figure 4.5. The increasing number suggested that usability and
UI research became important in PLM domain and CIS domain since the twenty-first
century.
Most of the found studies were in computer science (325 papers) and engineering
(195 papers). Table 4.1 shows six most popular journals and conferences. Four of them
were computer science sources, one was ergonomics journal, and one was engineering
journal. Studies of PLM system had shifted from engineering to computer science
domain, indicating that researchers’ interests switched from implementing PLM systems
to designing PLM systems.
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Figure 4.5 The number of published paper related to PLM and usability from 1995 to
2016.
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Figure 4.6 The number of published paper related to CIS and usability from 1995 to
2016.
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Table 4.1 The most contributing sources and the number of published articles.
Journals or conferences

Papers

Lecture Notes in Computer Science Including Subseries, Artificial
32
Intelligence, and Bioinformatics
Lecture Notes in Business Information Processing

15

International Journal of Production Economics

7

IFIP Advances in Information and Communication Technology

5

International Journal of Production Research

5

Jisuanji Jicheng Zhizao Xitong Computer Integrated Manufacturing
5
Systems CIMS

Table 4.2 shows authors who have the most publications. Most of them are from
computer science. Babaian, Ivanov, Lambeck, and Mariño’s papers were used in Chapter
2 to identify usability issues in CIS. Thus, authors who had the most publications in PLM
research also had strong influences in CIS research. However, comparing to the total
number of studies in PLM domain (6400), usability and UI adaptation related studies
were less than 10%, and many of them focused on product’s usability but not PLM
system’s usability. Usability and UI adaptation research of the PLM system needs further
investments.
Usability and UI adaptation research becomes popular in PLM domain, especially
in computer science research. However, studies about usability and UI adaptation of the
PLM system are still limited. Thus, this research filled this gap by investigating UI
customization for improving the usability of PLM UIs.
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Table 4.2 The most contributing authors and the number of published articles.
Authors

No

Authors

No

Babaian, T.

16

Mariño, P.

5

Lucas, W. (coauthor with Babaian)

16

Merino, M. (coauthor with Mariño)

5

Topi, H. (coauthor with Babaian)

10

Otero, S. (coauthor with Mariño)

5

Domínguez, M.A. (coauthor with
Ivanov, D.

7

Mariño)

4

Sokolov, B. (coauthor with Ivanov)

7

Ho, C.F.

4

Xu, J. (coauthor with Babaian)

6

Packowski, J.

4

Lambeck, C.

5

Romano, N.C.

4

Apparatus
Eye tracking is a technology to measure an individual’s eye movements for
researchers to understand where a person is looking at a given time and the sequence of
the eyes from one place to another (Jacob & Karn, 2003; Poole & Ball, 2006). It can
measure fixation count, fixation per Area of Interest (AOI), fixation duration, time to the
first fixation on target, gaze plot, and heat map. The gaze plot and fixation count show
where the attention was given to. A fixation is when a participant’s eyes stare at one
position on the screen over the minimum fixation duration. The default minimum fixation
duration of Tobii TX300 Eye Tracker is 300 ms. The time to transfer from interruption to
primary task (recovery time) can reveal the effect of interruption (Jacob & Karn, 2003).
Tobii TX300 Eye Tracker (Figure 4.7) was the apparatus in Studies 3 and 4. Tobii
TX300 Eye Tracker has 300 Hz sampling rate to receive high precision and accuracy. Its
robust tracking and compensation for large head movements enable researchers to study
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the oculomotor functions and human behavior by measuring eye movements, such as
saccades and fixations. It offers maximum flexibility and software options for
experimenters to set up numerous stimuli. The eye-tracker was provided by Purdue
University Discovery Learning Research Center.

Figure 4.7 Tobii TX300 Eye Tracker.
Pilot Study and Population Estimates
A pilot study was conducted with three human subjects to estimate the participant
population for this research. In the pilot study, participants used Siemens Teamcenter (the
complex UI) and Siemens Active Workspace (the adaptive UI) to search a product part,
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to create a product part, to assign a workflow to a user, and to complete a sign-off task.
The task time, fixation count, and User Experience Questionnaire (UEQ) were measured.
Cohen’s effect size was calculated by Equation 4.1, where � is the effect size, �� is the
mean difference between two PLM systems, �� is the standard deviation (J. Cohen,
1992).
Equation 4.1: � =

&'
('

The total task time had MD = 383.33, SD = 170.58, d = 2.25. The fixation count
had MD = 47.67, SD = 75.53, d = .63. The UEQ data had MD = 1.35, SD = 2.80, d = .48.
Cohen (1992) suggested that when no better information is available, a rule of thumb is
that .10 is a small effect, .25 is a medium effect, and .40 is a large effect. The results of
pilot study indicated that the task time, questionnaire data, and eye-tracking data all had
effect size larger than .40. This research used .05 as the significance criterion (� = .05)
to avoid Type I error (mistakenly rejecting the null hypothesis) and used .90 as power
(� = .10) to prevent Type II error (failure to reject the null hypothesis). Using above
effect size, significance value, and power, the required sample size for paired sample ttest was 68. The required sample size for each level of one-factor four-level analysis of
variance (ANOVA) was 24. The required sample size for each level of the two-by-four
ANOVA was 12. Thus, 96 participants were recruited in Studies 2 to 4 to ensure having
statistically meaningful results.
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5. STUDY 1: SIMPLIFYING COMPLEX USER INTERFACES BY
USING USER-CENTERED DESIGN

Introduction
CIS has been implemented in different domains to facilitate organizations to
manage a broad set of information (Andronico et al., 2003; Hasselbring, 2000; O’Leary,
2000; Spaulding et al., 2011). Even though CIS is a powerful system for managing
complex information of large corporations, users face many difficulties to use CIS. First,
learning CIS is severe; CIS has multiple applications, learning each application is a long
process, and learning multiple applications can require a lot of cost and time (Duvall &
Bartholomew, 2007; Lambeck & Groh, 2013). Second, using complex UIs to complete
tasks in CIS is difficult; CIS has numerous commands for users to use, and these
commands overwhelm users and cause usability issues, including increased task time,
operational errors, and poor decisions (Allanic et al., 2014; Maranzana et al., 2012; Topi
et al., 2005). As UI is the bridge between CIS and its users, simplifying CIS’s complex
UIs can facilitate users to learn CIS and complete their tasks (Cerny & Donahoo, 2015;
Zahabi et al., 2015).
Adaptive UI can simplify a UI for users to efficiently complete their tasks (Fan &
Poole, 2006). As CIS has various users, efficiently collecting complex users’
requirements has become a challenge for applying adaptive UI in CIS (Courage &
Baxter, 2005; Rohleder & Sciences, 2005). UCD provides methods to facilitate designers
to collect a group of users’ requirements (Abras et al., 2004). The OOUIC framework
implements UCD and adaptive UI to simplify complex UI (Zhang, Qu, Chao, & Duffy,
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2017). This study applied UCA as the UCD method to collect a user role’s requirements
for using two PLM systems and to develop adaptive UIs to simplify the original UIs of
PLM systems. This study validated the OOUIC framework by comparing complexity of
adaptive UIs and original UIs of two PLM systems.

Hypotheses
Section 2.4 identified that UCD could effectively identify users, collect user
requirements, and convert user requirements into designs. UCA is a UCD method that
can identify user goals and categorize complex user requirements by the goals (J. Lee &
Xue, 1999; Regnell, Kimbler, & Wesslen, 1995). UCA eliminates the complexity of user
requirements by focusing on one user role’s needs at a time. To validate that UCA can
develop adaptive UI to simplify complex UI, this study used UCA to develop six
adaptive UIs and compared their complexity with the original UIs. Parush et al. (1998),
Fu et al. (2007), and Alemerien & Magel (2014) suggested that alignment, grouping, size,
density, and balance are five metrics to evaluate the UI complexity. Miyoshi & Murata
(2001) justified that these metrics have a significant influence on the complexity and the
usability of the UI. These metrics have been applied to measure the complexity of web
pages, GUI screens, and mobile devices (Eid, Giakoumidis, & El Saddik, 2016; Fu et al.,
2007; Parush et al., 1998). This research used alignment, grouping, size, density, and
balance as UI complexity metrics to compare adaptive UIs and original UIs of two PLM
systems. The hypothesis of this study was:

Hypothesis 1: The adaptive UIs developed by UCA can have less UI complexity
than the original UIs of PLM systems.
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Methods
5.3.1

Use Case Analysis (UCA)
UCA has been implemented in system engineering, software engineering,

requirement engineering, and requirement analysis to identify user goals and user
requirements for system developments (Díaz, López, & Fons, 2001; Jacobson, 1993; M.
Wood & DeLoach, 2000; Zeidler et al., 2013). However, no research applying UCA to
develop adaptive UI has been found. Thus, this study fills this gap by implementing UCA
to develop adaptive UIs for PLM systems.
Hunt (1999) explained four steps to implement UCA. The first step is to identify
primary users by asking questions about use cases. The second step is to generate use
case diagrams that explain the interaction between actors and systems or sub-systems.
Third, the descriptions of use cases should be provided along with use case diagrams. The
fourth step is to specify the UI between actors and the system. The UI should include
functions and information to satisfy actors to achieve their tasks. Based on these steps,
this study identified six use cases and interviewed ten PLM users to develop use case
diagrams and descriptions to develop adaptive UI for each use case.
5.3.2

Participants
This experiment complied with the American Psychological Association Code of

Ethics and was approved by the Institutional Review Board at Purdue University. Ten
interviews were conducted in two companies in the United States. For confidentiality,
these two companies were coded as Company A and Company B. Each company
recommended five participants to the experimenters; those participants received a
recruitment letter and an information sheet from the experimenters (see Appendix A).
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They decided to participate in this experiment voluntarily. Participation or
nonparticipation did not affect their employment.
Company A’s five participants were design engineers; they worked in this
industry at least 5 years (M = 13.6, SD = 5.68), worked in this company at least 5 years
(M = 11.6, SD = 6.45), and used PLM system at least 5 years (M = 12.6, SD = 5.50).
Two participants believed their PLM knowledge levels were very high, one participant
thought his PLM knowledge level was somewhat high, and two participants said their
levels were medium. Company B’s five participants were design engineers; they worked
in this industry at least 6 years (M = 12.2, SD = 8.58), worked at in this company least 3
years (M = 9.0, SD = 10.17), and used PLM system at least 6 years (M = 8.0, SD = 2.35).
Three participants believed their PLM knowledge levels were very high, one participant
thought his PLM knowledge level was somewhat high, and one participant said his level
was medium. These participants’ work experience and PLM experience indicated that
they all had enough knowledge to describe the use cases.
5.3.3

Use Cases
Before the interview, experimenters pre-visited two companies to collect

information about their PLM systems. These companies had design engineers who use
their PLM systems every day, and three PLM tasks were commonly used by this job role.
The three tasks were “advanced search”, “create”, and “assigning workflow”, they were
used as use cases in this study. The goal of “advanced search” was to find a particular
part in the database, the goal of “create” was to generate a new part, and the goal of
“assign workflow” was to assign tasks to one or more users.
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Interviews were conducted to collect information about these use cases. Interview
questions included three sections. The first section included seven questions to ask
participants to provide information about their work experience and PLM experience.
The second section had seven questions to ask information about their roles and tasks in
their PLM system. The last section provided three scenarios to let participants describe
the steps to complete three use cases. Screenshots of “advanced search” UI, “create” UI,
and “assigning workflow” UI were included in these scenarios to help participants
describe UI objects in each use case. The screenshots for Company A and Company B
were different since they used different PLM systems. For confidentiality, names of two
PLM systems were coded as System A and System B, and UI objects in these UIs were
represented by rectangle symbols and numerical codes. Figure 5.1 to Figure 5.6 show the
coded screenshots. Appendix B is the interview question sheet (not including the
screenshots).
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Figure 5.1 “Advanced search” UI of System A.
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Figure 5.2 “Create” UI of System A.
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Figure 5.3 “Assign workflow” UI of System A.

Figure 5.4 “Advanced search” UI of System B.
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Figure 5.5 “Create” UI of System B.

Figure 5.6 “Assign workflow” UI of System B.
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5.3.4

Procedure
Interviews were conducted in conference rooms of two companies. Each

participant and experimenters sat inside a quiet conference room, and the experimenters
showed the information sheet to the participant and explained purpose and processes of
the interview. The interview began after the information sheet. Each interview lasted no
more than 60 min. The participant provided verbal answers to all questions, following
guidance from the experimenters. Clarification and additional information might be asked
as needed. Interviews were recorded by a voice recording device and transcribed.
Recordings were used for memory purposes only, and they were destroyed after
transcriptions.
5.3.5

Deductive Content Analysis
This study used deductive content analysis to analyze the transcripts. The

deductive content analysis is useful for testing hypotheses; it requires a pre-defined
categorization matrix to code the data (Catanzaro, 1988; Elo et al., 2014; Elo & Kyngäs,
2008). In this study, each UI object can be classified into four categories: required,
default, useless, and not discussed. UI objects that were mentioned by participants to
achieve their goals belonged to the required category. UI objects that were needed to be
filled out but can be set as a default and did not need to be changed belonged to the
default category. UI objects that were never used by participants belonged to the useless
category. UI objects that were not mentioned by participants belonged to the not
discussed category. The categorization matrix of “advanced search” UI of system A is
shown in Table 5.1. Categorization matrixes of other UIs followed the same format. The
interview data were coded by using Nvivo Pro 11, and the codes were used to develop
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categorization matrix for each UI and each participant. The data were analyzed by two
experimenters, and kappa statistic was used to assess the agreement coefficient (J. Cohen,
1960; Viera & Garrett, 2005).
Table 5.1 The categorization matrix of “advanced search” UI of system A. Categorization
matrixes of other UIs followed the same format.
Categories

Required

Default

Useless

Not discussed

UI object 1
UI object 2
UI object 3
UI object 4
UI object 5
UI object 6
UI object 7
UI object 8
UI object 9
UI object 10
UI object 11
UI object 12
UI object 13

The categorization matrixes were used to develop use case diagrams and
descriptions. Use case diagrams and descriptions identified required UI objects, default
UI objects, and useless UI objects. Adaptive UIs were developed by eliminating useless
UI objects and organizing required UI objects and default UI objects. Required UI objects
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and default UI objects were separated into two groups. Required UI objects were placed
in easily accessible locations, such as top or left-hand-side of the UI. Default UI objects
were placed to bottom or right-hand-side of the UI. Adaptive UIs’ complexity and
original UI’s complexity was compared to validate Hypothesis 1.
5.3.6

Measures
Parush et al. (1998), Fu et al. (2007), and Alemerien & Magel (2014) introduced

objective metrics to measure UI complexity in the early design phase. The complexity
metrics include five measures: alignment (Section 5.3.6.1), grouping (Section 5.3.6.2),
size (Section 5.3.6.3), density (Section 5.3.6.4), and balance (Section 5.3.6.5).
5.3.6.1 Alignment
UI uses vertical and horizontal alignment points to align UI objects. The smaller
number of alignment points, the less complexity of the UI (Parush et al., 1998). The
equation for Alignment-Complexity (AC) is:
Equation 5.1: �� =

2
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In Equation 5.1, �; and �; are numbers of vertical alignment points and horizontal
alignment points of UI objects i, respectively. �; is 1 if the UI object i’s vertical
alignment point is not counted before and 0 if the vertical alignment point is already
counted. �; is calculated in the same way, and n is the number of total UI objects.
5.3.6.2 Grouping
Grouping is to group UI objects with similar functions or information by spatial
proximity, background color, or frame around them. The grouping complexity measures
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the degree of UI objects seemed to belong together and appeared visually as one piece
(Fu et al., 2007). The equation for Grouping-Complexity (GC) is:
Equation 5.2: �� =
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In Equation 5.2, �I9JKLIMNO is the number of ungrouped UI objects, �P is the
number of different UI object types in group j, �JKLIMQ is the number of groups, and n is
the number of total UI objects.
5.3.6.3 Size
Size complexity considers different sizes of the same type UI objects. UI objects
can be grouped by types, e.g., button, radio button, checkbox, label, hyperlink, text, and
picture. Different sizes should be calculated within each type of UI object so that the
complexity does not increase significantly when different types of UI objects appear in
different sizes (Fu et al., 2007). For example, the label and text are expected to have
different sizes. The equation for Size-Complexity (SC) is:
Equation 5.3: �� =

2TUBCG
S45

2S
R45 9R

9

In Equation 5.3, �V is the number of different sizes of UI objects of type l, �V is 1
if the UI object size is not counted before and 0 if the UI object size is already counted.
�W is the number of UI objects of type l, �XYMNQ is the number of different UI object types,
and n is the number of total UI objects.

78
5.3.6.4 Density
UI density is the ratio of UI objects’ size to the total screen size. It can be broken
down into local density and global density. The local density is the ratio of grouped UI
objects’ size to the grouped area. The global density is the ratio of ungrouped UI objects’
size to the ungrouped area (Tullis, 1988). This study only considers the overall density.
The equation for Density-Complexity (DC) is:
2
345 (3

Equation 5.4: �� =

(

In Equation 5.4, �; is the size of UI object i, S is the total screen size, and n is the
number of UI objects.
5.3.6.5 Balance
The balance metric was proposed by Alemerien & Magel (2014) to measure the
balance of four quadrants of the screen. The screen can be divided into four quadrants by
a vertical line and a horizontal line across its center point. The equation for BalanceComplexity (BC) is:
Equation 5.5: �� = 1 − (0.5×
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In Equation 5.5, �f is the overall UI object size of a quadrant which has the
smaller UI object size than �g , �g is the overall UI object size of a quadrant which has the
larger UI object size than �f , the ratio of �f to �g is always between 0 and 1. Since there
are four quadrants, they can have six pair ratios. �f is the overall UI object number of a
quadrant which has the smaller UI object number than �g , �g is the overall UI object
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number of a quadrant which has the larger UI object number than �f , the ratio of �f and
�g is always between 0 to 1. They also have six pair ratios. The UI object number and UI
object size of each quadrant can be calculated by summing them up. If a UI object
appears in more than one quadrant, it belongs to the quadrant which owns its largest size.
If two quadrants have the same size of a UI object, each quadrant has 0.5 UI object.
5.3.6.6 Overall Complexity
The overall complexity is calculated by taking the weighted average of five
measures. According to Alemerien & Magel (2014), the weight of alignment, grouping,
size, density, and balance are �i = 0.21, �k = 0.22, �( = 0.18, �' = 0.20, �m =
0.19, respectively. The equation for overall Complexity (C) is:
Equation 5.6: � =

op ×iq6or ×kq6os ×(q6ot ×'q6ou ×mq
op 6or 6os 6ot 6ou

Results
5.4.1

Kappa Statistic
In this study, ten transcripts were coded independently by two experimenters. The

final coding scheme consisted of 544 codes; those codes were categorized as required,
default, useless, or not discussed. Table 5.2 is the final Kappa table. The kappa value was
0.73. Everitt (1996) indicated that kappa value between 0.41 and 0.60 are regarded as
moderate, values between 0.60 and 0.80 are satisfactory to solid agreements, and values
above 0.80 are perfect agreements. Hruschka et al. (2004) mentioned 0.7 is an acceptable
cutoff for kappa values. Mchugh (2012) suggested that kappa values between 0.6 and 0.8
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were regarded as moderate agreement, and 35-63% data could be reliable in this range.
Thus, the 0.73 kappa value supported the internal validity of the content analysis.
Table 5.2 The final kappa table. Kappa value was 0.73, supporting the internal validity of
the content analysis.
Coder 2

Row

Required

Default Useless

Not discussed

marginal

Required

85

24

1

14

124

Default

6

54

4

3

67

Useless

11

10

145

15

181

Not discussed

8

7

6

151

172

110

95

156

183

544

Coder 1

Column marginal

5.4.2

Use Case Diagrams and Descriptions
Results of the content analysis were used to develop use case diagrams and

descriptions. Using “advanced search” use case as an example, Figure 5.7 is the use case
diagram, and the descriptions of this use case were:
•

The main actor is the design engineer.

•

The main task is to search a product part.

•

The actor needs the keywords of the product part.

•

The actor will input keywords in UI objects 1, 2, and 3. The actor might
input keywords in UI object 12 but most of the time uses the default value
of UI object 12. The actor does not use other UI objects.

•

The actor wishes to be informed the product part by the system.
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Figure 5.7 The use case diagram of “advanced search” UI of System A.

Based on use case diagrams and descriptions, required UI objects, default UI
objects, and useless UI objects were identified for each use case. Table 5.3 shows that
System A’s “advanced search” UI had three required UI objects, one default UI object,
and nine useless UI objects. System A’s “create” UI had three required UI objects, three
default UI objects, and the six useless UI objects. System A’s “assign workflow” UI had
six required UI objects, three default UI objects, and fifteen useless UI objects. System
B’s “advanced search” UI had four required UI objects, two default UI objects, and
twelve useless UI objects. System B’s “create” UI had five required UI objects, six
default UI objects, and the six useless UI objects. System B’s “assign workflow” UI had
ten required UI objects, ten default UI objects, and five useless UI objects.
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Table 5.3 The result of content analysis identified required UI objects, default UI objects,
and useless UI objects for six UIs.

“Advanced

Required

Default

Useless

1, 2, 3

12

4, 5, 6, 7, 8, 9, 10,

search”

11, 13

“Create”

2, 3, 7

4, 5, 10

1, 6, 8, 9, 11, 12

“Assign

2, 10, 13, 17, 18,

1, 3, 8

4, 5, 6, 7, 9, 11,

Workflow”

23

System A
12, 14, 15, 16, 19,
20, 21, 22, 24
“Advanced

1, 2, 3, 14

16, 17

search”
“Create”

4, 5, 6, 7, 8, 9, 10,
11, 12, 13, 15, 18

1, 2, 4, 5, 12

9, 13, 14, 15, 16,

3, 6, 7, 8, 10, 11

System B
17
“Assign

5, 10, 12, 14, 19,

1, 2, 3, 4, 6, 7, 9,

Workflow”

20, 21, 22, 23, 25

11, 16, 17

8, 13, 15, 18, 24
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5.4.4

Adaptive UIs
Adaptive UIs were developed for each use case. Figure 5.8 through Figure 5.13

illustrate all adaptive UIs.

Figure 5.8 The adaptive UI of “advanced search” UI of System A. Three required UI
objects were grouped and placed to the top of the UI, and one default UI object was
placed to the bottom of the UI.
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Figure 5.9 The adaptive UI of “create” UI of System A. Three required UI objects were
grouped and placed to the top of the UI, and three default UI objects were grouped and
placed to the bottom of the UI.
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Figure 5.10 The adaptive UI of “assign workflow” UI of System A. Six required UI
objects were grouped and placed to the top of the UI, and three default UI objects were
grouped and placed to the bottom of the UI.

Figure 5.11 The adaptive UI of “advanced search” UI of System B. Four required UI
objects were grouped and placed to the top-right corner of the UI, and two default UI
objects were placed to the bottom and the right-hand-side of the UI.
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Figure 5.12 The adaptive UI of “create” UI of System B. Five required UI objects were
grouped and placed to the top of the UI, and six default UI objects were grouped and
placed to the bottom of the UI.

Figure 5.13 The adaptive UI of “assign workflow” UI of System B. Ten required UI
objects were grouped and placed to the left-hand-side of the UI, and ten default UI
objects were grouped and placed to the right-hand-side of the UI.
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5.4.5

UI Complexity
Table 5.4 is the UI complexity metrics. The adaptive UI of System A’s “advanced

search” UI had less GC, DC, and BC than the original UI but more AC and SC than the
original UI. The adaptive UI of System A’s “create” UI had less SC and DC than the
original UI but more BC than the original UI; their AC and GC were the same. The
adaptive UI of System A’s “assign workflow” UI had less AC, DC, and BC than the
original UI but more GC and SC than the original UI. The System B’s all adaptive UIs
had less AC, GC, DC, and BC than the original UIs but more SC than the original UIs.
Table 5.4 The UI complexity table shows values of five complexity metrics and the total
complexity of each adaptive UI and each original UI.
UI

System Use case

A

AC

GC

SC

DC

BC

C

"Advanced search"

0.54

0.54

0.23

0.36

0.57

0.45

"Create"

0.58

0.50

0.67

0.54

0.62

0.58

"Assign workflow"

0.71

0.75

0.88

0.58

0.31

0.65

"Advanced search"

0.69

0.78

0.89

0.69

0.55

0.72

"Create"

0.88

0.76

0.82

0.48

0.44

0.68

"Assign workflow"

0.66

0.64

0.76

0.53

0.61

0.64

"Advanced search"

0.63

0.50

0.50

0.11

0.00

0.35

"Create"

0.58

0.50

0.50

0.05

0.68

0.46

"Assign workflow"

0.44

0.89

0.89

0.49

0.18

0.58

"Advanced search"

0.58

0.50

1.00

0.29

0.39

0.55

"Create"

0.55

0.55

1.00

0.33

0.49

0.57

"Assign workflow"

0.40

0.40

0.95

0.43

0.57

0.54

Original
B

A
Adaptive
B
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Figure 5.14 shows that all adaptive UIs had less overall complexity than original
UIs. The overall complexity of six UIs was analyzed by a paired sample t-test. The result
was MD = 0.11, t (5) = 8.26, p < .001, indicating a significant difference between original
UIs (M = 0.62, SD = 0.09) and adaptive UIs (M = 0.51, SD = 0.09). As the mean of
differences was 0.11, and the standard deviation was 0.033, using 6 as the sample size,
and 0.05 as the significance level, the power of two-sided paired sample t-test was
calculated to be 0.99. The power and the significance level were enough to avoid the type
I and type II errors (J. Cohen, 1992). Hypothesis 1 was supported by these results.

Figure 5.14 UI complexity between original UIs and adaptive UIs. All adaptive UIs had
less complexity than the original UIs.
Discussion
Hypothesis 1 was supported since all adaptive UIs’ overall complexity was less
than original UIs’ overall complexity, and the result of paired sample t-test was
significant (MD = 0.11, t (5) = 8.26, p < .001). The first research question can be
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answered as that UCD methods can be used to assist designers to develop adaptive UI
and reduce the complexity of complex UI. Designers can consider using UCA and other
UCD methods to develop adaptive UI to simplify complex UI.
This study applied the deductive content analysis to analyze interview transcripts.
The advantage of content analysis is that it can analyze qualitative data by classifying
interview contents into meaningful categories (Elo & Kyngäs, 2008). The deductive
content analysis requires researchers to pre-define categories (Hardey & Mulhall, 2013).
As the purpose of UCA is to understand required UI objects for a particular user role to
achieve a particular goal, user role, goal, and UI objects are all well-defined. To
understand the importance of UI objects for achieving the goal, this study categorized UI
objects into required UI objects (must be used to achieve the goal), default UI objects
(always use the default setting but could be used when necessary), and useless UI objects
(never used). As some UI objects might not be discussed in every interview, there was
another category for not discussed UI objects. However, in practical application,
designers can use more detailed categories to classify UI objects. For example, UI objects
can also be categorized by the using frequency. The categorization can be used to
eliminate useless UI objects and organize the rest of UI objects by their importance.
Limitations of the UI complexity metrics were identified in this study. In System
A, all UI objects in “advanced search” UI and “create” UI were vertically placed (see
Figure 5.1 and Figure 5.2), and these UI objects all had the same vertical alignment point
but different horizontal alignment points. In this case, �; in Equation 5.1 equaled to n,
and �; equaled to 1. When n became larger, the AC was more closed to 0.5; however, if n
became smaller, the AC was more closed to 1. Thus, the more UI objects, the smaller
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AC. When all UI objects are vertically or horizontally placed in the UI, this equation
violated the fact that the more UI objects, the more complexity. Other UI complexity
metrics also have been found having the similar limitation (Fu et al., 2007; Parush et al.,
1998). UI objects in other UIs were vertically and horizontally placed, and those UIs’
adaptive UIs had less AC than their original UIs.
When calculating the DC, the window size of a use case’s adaptive UI and its
original UI were set to the same value to ensure that UI object size was the only variable.
Thus, the DC became smaller when there were fewer UI objects. However, in practical
application, the window size could change based on the number of UI object; the fewer
UI objects, the smaller window size, and vice versa (Cooper et al., 2014). In this
situation, removing UI objects might not receive a smaller DC since DC is the ratio of all
UI objects’ size to the window’s size, and if both sizes become larger or smaller at the
same time, the change of CD cannot be decided to become larger or smaller. Thus,
Equation 5.4 is not applicable when the window can automatically change to fit UI
objects. This limitation was also presented in other UI complexity metrics (Fu et al.,
2007; Parush et al., 1998).
By calculating the UI complexity metrics, this study identified some design
recommendations that can be used to reduce UI complexity. First, the same type of UI
objects should have the same size. UI complexity measures showed that only System A
“create” UI’s adaptive UI had less SC than its original UI, other adaptive UIs all had
more SC than original UIs. The reason was that most of the same size UI objects were
categorized as useless UI objects and removed in adaptive UIs. In Equation 5.3, SC
becomes larger if there are more different sizes UI objects. As many same size UI objects
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were removed, adaptive UIs had more SC than original UIs. Weinschenk (2011)
indicated that designers could use size as the pattern to group UI object to ease users to
recognize them. Thus, after removing useless UI objects, designers should adjust sizes of
the rest of UI objects to make the same type UI objects have the same size.
Second, designers should reduce unnecessary blank areas of the UI. After
removing useless UI objects, adaptive UIs could have large areas of blanks. If balancing
UI objects in four quadrants, blank areas can cause an unappealing UI layout.
Weinschenk (2011) pointed out that blank space is less relevant to users’ tasks. To ensure
the aesthetic of the UI, designers can minimize the window size to reduce blank areas or
enlarge UI objects to utilize blank areas.
Third, UI objects can be aligned to the center when all UI objects are horizontally
or vertically placed. If a UI’s objects were all vertically placed and their centers aligned
with the window’s center, the BC of this UI was 0, such as the adaptive UI of system A’s
“advanced search” UI. Simbulan (2007) indicated that center alignment works best when
dealing with a few UI objects. Thus, designers can align all UI objects’ centers with the
center of the UI when they design a UI that only has vertically or horizontally placed UI
objects.

Conclusion
This study validated the OOUIC framework by using UCA to develop adaptive
UIs for two PLM systems and verifying that the adaptive UIs had less complexity than
the original UIs. The first research question was answered by this study that UCD
methods can assist designers to develop adaptive UI for reducing the complexity of
complex UI. Some recommendations can be concluded from this study. When the
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purpose is to identify the importance of UI objects, the deductive content analysis can be
used to analyze interview data and categorize UI objects. In practical application, other
than removing useless UI objects and grouping UI objects by their importance, designers
can adjust the same type UI objects’ sizes to the same size to reduce size complexity.
They can also adjust the window size and/or UI object sizes to eliminate additional blank
areas of the UI.
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6. STUDY 2: IMPLEMENTING INTERACTIVE ADAPTABLE UI
TO CUSTOMIZE COMPLEX UI: COMPARING DRAG-ANDDROP WITH CLICK

Introduction
CIS integrates multiple applications into a single mechanism to achieve various
tasks (M. Albers & Still, 2010). For example, PLM system has CAD application to allow
users to build 3D models and provide PDM application to enable users to communicate
with other users and manage multiple products (Stark, 2015). A straightforward UI,
which only contains a few options, can no longer achieve complicated tasks in CIS. CIS’s
complex UI allows users to access multiple applications, and its quality decides the merit
of CIS (Heymann & Degani, 2007; Juristo et al., 2007; Stephanidis & Savidis, 2001).
However, complex UI that always has a large number of UI objects can overwhelm users
(Akiki et al., 2014; Cerny & Donahoo, 2015; Hockey et al., 1998).
Reducing UI complexity is essential for improving complex UI's usability (Zahabi
et al., 2015). Adaptable UI enables users to edit UI objects' appearance, location, size,
shape, and color to meet their preferences for using the UI to achieve specific tasks
(Rivera, 2005). It becomes the key to reduce the complexity (M. Albers & Still, 2010;
Merritt & Ilgen, 2008; Vicente, 2002). As users are more likely to be satisfied with their
work, adaptable UI ensures users receive decent perceived usability (Hui & See, 2015;
Norton et al., 2012). Users can customize the UI by removing rarely used objects, placing
commonly used objects to easily accessible locations, changing UI objects to comfortable
sizes, and modifying UI objects' shape and icon, which each improves UI efficiencies
(Jiao, Tseng, Duffy, & Lin, 1998; Jiao & Tseng, 2004). Despite the fact that adaptable UI
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has advantages in improving usability and performance of a UI, not all users are willing
to customize the UI since it is a time-consuming and strenuous task, especially when the
UI is complex (Findlater & McGrenere, 2004; Kramer et al., 2000).
The OOUIC framework suggests that interactive adaptable UI can encourage
users to customize complex UIs (Raneburger, 2010). F. D. Davis (1989) proposed
Technology Acceptance Model (TAM) and indicated that decent perceived ease of use
(PEOU) and perceived usefulness (PU) could trigger users' intention to accept
technologies (Figure 6.1). Based on TAM, this chapter compared PEOU, PU, and task
time of the drag-and-drop method with the click method to validate the OOUIC
framework and answer the second research question.

Figure 6.1 Technology Acceptance Model.
Hypotheses
TAM suggests that when a new technology is introduced to users, users' intention
of acceptance depends on PU and PEOU, where PU is “the degree to which a person
believes that using a particular system would enhance job performance”, and PEOU is
“the degree to which a person believes that using a particular system would be free from
effort” (F. D. Davis, 1989). Based on Nielsen’s usability model (Nielsen, 1994a), PEOU
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is regarded as one dimension of the usability, and the usability decides the PU of a
system (see Figure 2.2). This experiment relied on Usefulness, Satisfaction, and Ease-ofuse (USE) questionnaire (Lund, 2001) to measure PEOU and PU. Even though previous
studies compared the usability of drag-and-drop and click, they all focused on simple
tasks, which asked users to manipulate no more than two UI objects. However, the
OOUIC framework focus on customizing the complex UI, which requires users to edit
plenty of UI objects. Thus, this study compared drag-and-drop with click on complex
customization tasks. The first hypothesis of this study was:

Hypothesis 2.1: Users receive higher PU and PEOU by using the drag-and-drop
method than by using the click method to complete complex customization tasks.

Previous studies had various conclusions about the performance of drag-and-drop
and click. Mackenzie & Buxton (1991), Gillan et al. (1990), and Tullis & Stetson (2004)
found that click had fewer errors and less task time than drag-and-drop, but Heift (2003)
and Schwartz & Plass (2014) proved that drag-and-drop led to better user performance
than click did. These different results might be caused by different stages of the
improvement of drag-and-drop. Mackenzie, Gillan, and Tullis's research was conducted
early after the invention of drag-and-drop, where this technology is immature. Heift and
Schwartz's research were decades after the development of drag-and-drop, where the
technology had been dramatically developed. However, their conclusions all based on
user performance on simple tasks. In contrast, this study used complex customization
tasks as stimuli. The second hypothesis of this study was:
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Hypothesis 2.2: Users spend less time to complete complex customization tasks by
using the drag-and-drop method than by using the click method.

Methods
6.3.1

Participants
One hundred and five participants were recruited in this study, and nine of them

were removed from the dataset since they did not finish all tasks. The remaining 96
participants were all senior undergraduate students from Purdue University. Among
them, 92 students (95.83%) had at least one year experience of using CAD software, 29
students (30.21%) had at least one year experience of using PLM software, 84 students
(87.5%) were from Engineering School, 12 students (12.5%) were from Technology
School, 29 students (30.21%) were female, and 67 students (69.79%) were male. This
experiment complied with the American Psychological Association Code of Ethics and
was approved by the Institutional Review Board at Purdue University. Informed consent
was obtained from each participant (Appendix C).
6.3.2

Stimuli
Participants needed to perform three tasks on three common PLM UIs (see

Section 4.2). They were “advanced search” UI (Figure 4.2), “create” UI (Figure 4.3), and
“sign-off” UI (Figure 4.4). “Advanced search” UI allows users to search keywords in
multiple categories to narrow down to specific search results. In “create” UI, users can
provide essential information to create a product. In “sign-off” UI, users can approve or
reject a product.
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To customize the UI, participants clicked “Edit” button to be directed to the edit
mode. In the drag-and-drop edit mode (Figure 6.2), participants kept the left mouse
button down to drag a UI object and released the left mouse button to drop it. They
dragged a UI object from the left table to the right table to remove it or dragged a UI
object from the right table to the left table to add it. Participants dragged a UI object
within a table to change its location. When a UI object was placed in a new location, a
shadow of the UI object appeared on the new location so that participants could make
sure it went to the correct location. In the click edit mode (Figure 6.3), participants single
clicked left mouse button on a UI object in the left table to remove it or single clicked a
UI object in the right table to add it. To change the location, participants removed all UI
objects and then added them back by following the right sequence.

Figure 6.2 User interface of the drag-and-drop edit mode.

Figure 6.3 User interface of the click edit mode.
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Participants completed three UI customization tasks by using two edit methods.
To ensure the complexity of these tasks, this experiment required users to manage over
five UI objects and achieve two purposes in each task. The first purpose was to remove
UI objects, and the second purpose was to change locations of UI objects. In Task 1,
participants removed two objects from “advanced search” UI and changed locations of
four UI objects. In Task 2, participants removed two UI objects from “create” UI and
changed locations of four UI objects. In Task 3, participants removed two UI objects
from “sign-off” UI and changed locations of three UI objects. Task 2 was the most
difficult task, Task 1 was moderate, and Task 3 was the easiest one. In each task,
participants experienced a scenario told them that “you are using this UI to complete a
“search/create/sign-off” task, there are some UI objects you are going to use to complete
the “search/create/sign-off” task. However, you are not going to use UI object A and UI
object B in this task, the most frequently used UI object is UI object C, following by UI
object D, UI object E, and UI object F. Please edit the UI to build a UI that fit your
preference the most”. The task type (search/create/sign-off) and UI object names (UI
object A, etc.) changed based on the UI type, for example, in Task 1, the task was
“search” task and the UI object A was “name”. Hints were provided when the participant
was doing the task to remind them the scenario they were facing.
This study was a within-subject experiment since all participants used both dragand-drop and click to complete three tasks. Two trials were provided to treat the order of
using these two methods as a blocking effect. In Trial 1, participants first used click to
finish three tasks and then used drag-and-drop to redo three tasks. In Trial 2, the sequence
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was reversed. The design of experiment was consulted with and approved by Purdue
Statistical Consulting Service (SCS).
6.3.3

Procedure
In the experiment, each participant signed a consent form at the beginning (see

Appendix C). After the consent form, the participant completed a survey to provide
demographic information and experience of PLM system. After the survey, the
participant was instructed to use the drag-and-drop method and the click method to edit
“advanced search” UI, “create” UI, and “sign-off” UI. After the instruction, the
participant performed three editing tasks by using one method. After finishing all three
tasks by using the first method, the participant filled the USE questionnaire (Appendix
D). After completing the questionnaire, the participant repeated the three tasks by using
another method and then filled the USE questionnaire for the second method. Forty-eight
participants were given Trial 1, and the remaining 48 participants experimented Trial 2.
The screen was recorded to measure time spent on each task.
6.3.4

Measures
Total time spent and the time spent on each task were measured by reviewing

screen records. USE questionnaires were filled by every participant to evaluate PU and
PEOU of drag-and-drop and click. All questions are in seven points Likert-Scale.
6.3.5

Data Analysis
The analysis was conducted in R 3.4.2. Trial 1 and Trial 2 were evenly given to

96 participants. Effects of baseline factors (gender and major) were found insignificant
between two trials (Table 6.1). Thus, effects of trials, gender, and major were excluded
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from the analysis. Only the effects of drag-and-drop and click were analyzed. As this
experiment is a one-factor, two-level, within-subject design, a paired sample t-test was
adopted to compare PU, PEOU, and task time of drag-and-drop and click. Using 0.4 as
the effect size, 96 as the sample size, and 0.05 as the significance level, the power of
paired sample t-test was calculated to be 0.97. The power and the significance level were
appropriate to avoid the type I and type II error (J. Cohen, 1992).
Table 6.1 Comparison of baseline factors. Gender and major were found insignificant
between two trials.
Variables

Trial 1 (N=48) Trial 2 (N=48) P

Engineering 40 (83.33%)

44 (91.67%)

Major

.222
Technology

8 (16.67%)

4 (8.33%)

Female

12 (25.00%)

17 (35.42%)

Gender

.271
Male

36 (75.00%)

31 (64.58%)

Results
6.4.1

PEOU and PU
Table 6.2 provides results of the paired sample t-test (see summary data in

Appendix E). There was a significant difference in PEOU for click (M = 3.86, SD = 1.26)
and drag-and-drop (M = 6.02, SD = .55); PEOU of drag-and-drop was 2.16 higher than
the PEOU of click (MD = -2.16, t (95) = -16.71, p < .001). PU was significantly different
between click (M = 3.91, SD = 1.22) and drag-and-drop (M = 6.03, SD = .57); PU of
drag-and-drop was 2.12 higher than the PU of click (MD = -2.12, t (95) = -15.63, p
< .001). Figure 6.4 shows the difference of PU and PEOU between two methods; drag-
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and-drop had higher PU and PEOU than click. Thus, Hypothesis 2.1 was supported by
these results.
Table 6.2 Results of paired sample t-test. Significant results are bold.
Variables

MD

CI

t

df

p

PEOU

-2.16 [-2.42, -1.91] -16.71 95 < .000 ***

PU

-2.12 [-2.39, -1.85] -15.63 95 < .000 ***

Total time (s)

5.82

[1.17, 10.47]

2.49

95 .015 *

Time on Task 1 (s) 2.65

[.52, 4.78]

2.47

95 .015 *

Time on Task 2 (s) 3.07

[.16, 5.99]

2.10

95 .039 *

Time on Task 3 (s) .10

[-1.06, 1.26]

.17

95 .868

Note: Significant levels < .001 '***', .001 '**', 0.01 '*', .05 '.', .1 ' '

Figure 6.4 Bar chart provides means and standard deviations of PEOU and PU between
two methods. Drag-and-drop had higher PU and PEOU than click.

102
6.4.2

Time Spent
Table 6.2 illustrates a significant difference in the total time spent for click (M =

79.47, SD = 20.88) and drag-and-drop (M = 73.65, SD = 15.03); the total time spent on
drag-and-drop was 5.82 s less than the total time spent on click (MD = 5.82, t (95) = 2.49,
p = .015). Figure 6.5 shows that the total time spent and the time spent on each task of
drag-and-drop were all less than click. Hypothesis 2.2 was supported by these results.
Table 6.2 also shows that the time spent on Task 1 was significantly different
between click (M = 27.95, SD = 9.44) and drag-and-drop (M = 25.30, SD = 9.18); MD =
2.65, t (95) = 2.47, p = .015. The time spent on Task 2 was significantly different
between click (M = 31.47, SD = 9.57) and drag-and-drop (M = 28.39, SD = 9.81); MD =
3.07, t (95) = 2.10, p = .039. In Task 3, the time spent difference was insignificant
between click (M = 20.05, SD = 6.92) and drag-and-drop (M = 19.95, SD = 4.54); MD
= .10, t (95) = .17, p = .868.

Figure 6.5 Bar chart provides means and standard deviations of time spent between two
methods. The time spent on drag-and-drop were all less than click
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Discussion
On average, PEOU of drag-and-drop was 2.16 (t (95) = -16.71, p < .001}) higher
than the PEOU of click, and PU of the drag-and-drop was 2.12 (t (95) = -15.63, p < .001)
higher than the PU of click. Both results were significant. Thus, Hypothesis 2.1 was
supported, indicating that using drag-and-drop provided higher PU and PEOU than using
click to complete complex customization tasks. The average total time spent on drag-anddrop was 5.82 s (t (95) = 2.49, p = .015) less than the average total time spent on click.
Thus, Hypothesis 2.2 was supported; the time spent on complex customization tasks by
using drag-and-drop is less than by using click. The experiment results can lead to a
conclusion that interactive adaptable UI has better perceived usability and user
performance than non-interactive adaptable UI for customizing complex UI.
Previous studies compared drag-and-drop with click in simple tasks (Gillan et al.,
1990; Heift, 2003; Mackenzie & Buxton, 1991; Schwartz & Plass, 2014; Sutter & Ziefle,
2004); however, this study compared these two methods on complex UI. The finding that
the user performance of drag-and-drop is better than the user performance of click
extends the findings of the most recent research (Heift, 2003; Schwartz & Plass, 2014).
Many interactive methods were developed and improved in recent years (Bates &
Istance, 2003; Carreira, Ting, Csobanka, & Gonçalves, 2017; M. H. Cohen et al., 2004;
Q. Gao & Sun, 2015; Y. Y. Lee et al., 2013; Qu, Zhang, Chao, & Duffy, 2016; Shih et
al., 2010; Winberg & Hellstrom, 2003). As drag-and-drop and other interactive
technologies become more mature, users present a high interest to use these technologies
and become satisfied with them (Agudo et al., 2010; Barendregt & Bekker, 2011;
Shneiderman & Kang, 2003). They facilitate various users to access UIs and raise users'
interests to accept new technologies. Based on TAM, decent PEOU and PU provided by
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the drag-and-drop can trigger users to accept adaptable UI in CIS. The experiment results
can lead to an answer to the second research question that interactive adaptable UI is
more likely to be accepted by users. As computer software applications have become
more complicated (Akiki et al., 2014; Hockey et al., 1998; Zahabi et al., 2015), software
designers should apply drag-and-drop and other interactive methods as the adaptable UI
technique in CIS to motivate users to customize UIs.
The time spent can be broken down into each task. On average, the time spent on
Task 1 was 2.65 s (t (95) = 2.47, p = .015) less by using drag-and-drop than by using
click, and the time spent on Task 2 was 3.07 s (t (95) = 2.10, p = .039) less by using dragand-drop than by using click. However, the difference of time spent between these two
methods was insignificant in Task 3. The insignificant result in Task 3 did not influence
the significant difference of the total time spent. However, further investigating of this
insignificant result is required. It could be caused by two reasons: First, Task 3 was the
easiest task, it contained five UI objects, while Tasks 1 and 2 all had six UI objects.
Second, Task 3 was the last task in a trial. After two tasks, participants might get used to
the customization tasks. The difficulty of Task 3 was reduced as participants became
familiar with the tasks. Previous studies, which compared drag-and-drop with click on
simple tasks, found that click had better performance than drag-and-drop (Gillan et al.,
1990; Mackenzie & Buxton, 1991; Tullis & Kodimer, 1992). Thus, the difficulty of task
3 might not be hard enough to cause a difference. The UI complexity can lead to poor
user performance (Coskun & Grabowski, 2005; Ziefle, 2002). As the difficulties of Task
1, Task 2, and Task 3 were medium, hard, and easy, a conclusion was made that the
harder task, the more time can be saved by the drag-and-drop method. This finding leads
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to a new study topic. Can the task difficulty affect user performance on different UI
customization methods? Even though task difficulties are different in this experiment, the
difference is not enough to answer this question. Further experiments are required.
In this study, many participants suggested that combining drag-and-drop and click
could ease them to complete editing tasks since they thought click was efficient for
deleting UI object, and drag-and-drop was effective for moving UI objects. However, this
study observed that in Tasks 1 and 2, many participants mistakenly used click in the dragand-drop tasks or used drag-and-drop in the click tasks. Combining both methods could
lead to operational errors, especially when the task is complex (Allanic et al., 2014;
Müsseler et al., 1996). However, no mistakes occurred in Task 3. Thus, the combination
of click and drag-and-drop can be implemented in moderate tasks. These findings can
serve as recommendations to implement the adaptable UI, which is that implementing
interactive adaptable UI in complex tasks, using non-interactive adaptable UI in simple
tasks, and combining them in moderate tasks.
This experiment had three limitations. First, only complex tasks were used as
stimuli. The experiment cannot evaluate the effect of the task complexity on user
performance. Multiple UI complexity levels should be included in future studies to assess
the task difficulty’s effect. Second, only senior undergraduate students participated in this
experiment. This sample could only support the findings in young users. Children and the
aged might experience difficulty in using interactive technologies (Pariente-Martinez,
Gonzalez-Rodriguez, Fernandez-Lanvin, & De Andres-Suarez, 2016; B. Park et al., 2007;
Smith, Sharit, & Czaja, 1999). Studying the usability and performance of interactive
adaptable UI between different-age users can further test its adaptability. Third, most of

106
the participants had experience with PLM system. As different skill levels can influence
users' willingness to customize a UI, the skill level can be a factor to be investigated in
future studies (Hudson, 1994; Kalyuga, Chandler, & Sweller, 1998; Rogers, Fisk,
McLaughlin, & Pak, 2005).

Conclusion
This study investigated the interactive adaptable UI for customizing complex UI
and found that drag-and-drop has better usability and user performance than click. The
decent PEOU and PU of drag-and-drop, as well as other interactive methods, can
motivate users to accept adaptable UI techniques in CIS. The findings of this chapter
support the OOUIC framework and the second research question; interactive adaptable
UI can motivate users to accept the adaptable UI technique to customize complex UI. The
task difficulty might have an impact on the performance of interactive adaptable UI.
When the UI becomes more complex, interactive adaptable UI can provide better
performance than non-interactive adaptable UI.
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7. STUDY 3: INVESTIGATING THE COMBINATION OF
ADAPTIVE UI AND ADAPTABLE UI FOR IMPROVING
USABILITY AND USER PERFORMANCE

Introduction
CIS, which integrates many multi-functional computer software applications to
satisfy different users' requirements, causes adverse effects on users' experience and
performance (M. Albers & Still, 2010; Ivanov et al., 2012). CIS’s complex UI includes
numerous UI objects and overwhelms users (Cerny & Donahoo, 2015). The UI
complexity causes usability issues, including difficulty learning, counter-intuitive layout,
increased task time, and operational errors (Coskun & Grabowski, 2005; Lu & Wan,
2007; MÜsseler, 1994). UI customization has become a practical solution to simplify a
complex UI and improve its usability and user performance (Vicente, 2002; Zahabi et al.,
2015).
Adaptive UI autonomously collects and analyzes user requirements and tailors the
UI to accommodate user needs (Fan & Poole, 2006). On the other hand, adaptable UI
provides users opportunities to adjust the UI to meet their needs for achieving specified
tasks (Rivera, 2005). Both methods have advantages and disadvantages: Users are
passive in the development of adaptive UI so that they do not need to commit a lot of
time and effort to customize the UI. However, their limited contributions restrict them to
receive a UI that can satisfy their unique needs (Partarakis et al., 2016). Adaptable UI
enables users to actively customize the UI; it ensures users have high satisfaction with the
customized UI since users are more likely to be satisfied with their designs (Hui & See,
2015). The disadvantage of adaptable UI is that customizing a UI is not a simple task,
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especially when the UI is complex (Kramer et al., 2000). A technique that can ensure
users' satisfaction and reduce UI customizations' difficulty is required (Findlater &
McGrenere, 2004; Mcgrenere et al., 2002).
The OOUIC framework suggests combining adaptive UI and adaptable UI to
exploit their advantages to cover each other’s disadvantages (Jiao & Tseng, 2004; Pleuss
et al., 2010). First, adaptive UI reduces the UI complexity to minimize the difficulty to
use adaptable UI and encourage users to customize the UI. Second, adaptable UI enables
users to customize the simplified UI to satisfy their needs. The objective of this chapter is
to validate the OOUIC framework and answer the third research question by assessing
the combination of adaptive UI and adaptable UI for improving usability and user
performance of complex UI.

Hypotheses
Adaptive UI autonomously removes useless UI objects from complex UI to
improve users' satisfaction (Höök, 1998). Users have decent perceived usability on
adaptable UI since they value the UI that is customized by themselves (Leonidis et al.,
2012; Norton et al., 2012). The combination of these two techniques can lead to decent
usability since it enables users to customize a simplified UI (Oppermann, 1994b). The
first hypothesis of this study was:

Hypothesis 3.1: Adaptive UI, adaptable UI, and combination UI can provide
better perceived usability to users than complex UI.
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Users can spend less time to complete tasks in adaptive UI since it has fewer UI
objects than complex UI (K. Gajos et al., 2006). Users are familiar with adaptable UI
since they dominate the customization process. Thus, they tend to have better
performance on adaptable UI (Reinecke & Bernstein, 2011). The OOUIC framework
proposes to combine both techniques to utilize their advantages to improve user
performance (Jiao et al., 1998; Jiao & Tseng, 2004). The second hypothesis was:

Hypothesis 3.2: Adaptive UI, adaptable UI, and combination UI can have less
task time than complex UI.

Adaptive UI removes useless UI objects from complex UI to ensure desired UI
objects can receive more attention (Höök, 1998). Users are familiar with adaptable UI so
that they can easily track desired UI objects (Reinecke & Bernstein, 2011). Combining
both techniques can come out a UI that only contains desired UI objects; it enables users
to directly capture the desired UI objects (J. Davis, Tierney, & Chang, 2005). Previous
research proposed to use eye-tracking metrics to measure usability and user performance
of a UI (Goldberg & Wichansky, 2003; Qu, Guo, & Duffy, 2017; Qu et al., 2016). Eyetracking is a technology to measure an individual’s eye movements to understand where
the person is looking at a given time and the sequence of the eyes from one place to
another place (Jacob & Karn, 2003; Poole & Ball, 2006). Eye-tracking technology can
record fixation count on an AOI to reveal where a user's attention is given to (Sharma &
Dubey, 2014). Fixation is an individual’s eyes stare at one position on the screen over the
minimum fixation duration. The third hypothesis of this study was:
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Hypothesis 3.3: Adaptive UI, adaptable UI, and combination UI can have more
fixation count on AOI than complex UI.

Methods
7.3.1

Participants
This experiment recruited 105 students from Purdue University. Tobii Pro TX 300

Eye-Tracker was used to collect the data (see Section 4.3). Nine students' eye-tracking
data had fewer than 50% recorded rate, which means over 50% of their eye-tracking data
was not recorded by the eye-tracker. Thus, they were excluded from this experiment.
Finally, 96 participants’ data were kept, they all had over 90% recorded rate. They were
all senior undergraduate students. Among them, 92 participants (95.83%) had at least one
year experience with CAD software, and 27 participants (28.13%) had used PLM
software for at least one year. There were 85 students (88.54%) from Engineering School
and 11 students (11.46%) from Technology School. Thirty participants (31.25%) were
female, and 66 participants (68.75%) were male. This study complied with the American
Psychological Association Code of Ethics and was approved by the Institutional Review
Board at Purdue University. Informed consent was obtained from each participant
(Appendix C).
7.3.2

Stimuli
Participants needed to perform three tasks on three common PLM UIs (see

Section 4.2). In Task 1, participants entered three keywords in three search categories of
“advanced search” UI to search a particular item (Figure 4.2). In Task 2, participants
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entered three pieces of information into three categories of “create” UI to create an item
(Figure 4.3). In Task 3, participants selected “approve” from a drop-down menu and then
entered comments in “sign-off” UI (Figure 4.4). Hints were provided to the participants
to illustrate which keywords should be input in which categories.
Every task had four kinds of UI (Table 7.1). UI 1 was the complex UI and had the
largest number of UI objects. Its “advanced search” UI had nine UI objects, “create” UI
had eight UI objects, and “sign-off” UI had five UI objects. UI 2 was the adaptive UI that
reduced partial useless UI objects from the complex UI. Its “advanced search” UI had
five UI objects, “create” UI had five UI objects, and “sign-off” UI had three UI objects.
UI 3 was the adaptable UI; before conducting tasks, participants first edited the UI
objects on UI 3 to keep only the UI objects that were required to complete the tasks. The
original UI 3 was the same as UI 1. After editing, its “advanced search” UI had three UI
objects, “create” UI had three UI objects, and “sign-off” UI had two UI objects. UI 4 was
the combination UI that combined adaptive UI and adaptable UI. Its original UI was the
same as UI 2; before conducting the tasks, participants reduced the number of UI objects
to three in “advanced search” UI, three in “create” UI, and two in “sign-off” UI.
Table 7.1 The number of UI objects in each UI.
UIs

“Advanced search” UI “Create” UI “Sign-off” UI

UI 1 (complex UI)

9 UI objects

8 UI objects

5 UI objects

UI 2 (adaptive UI)

5 UI objects

5 UI objects

3 UI objects

UI 3 (adaptable UI)

3 UI objects

3 UI objects

2 UI objects

UI 4 (combination UI)

3 UI objects

3 UI objects

2 UI objects
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Every participant finished three tasks on three kinds of UI. UI 3 and UI 4 had the
same design after editing. To avoid the correlation between these two types of UI, each
participant only completed tasks on one of them. To remove the effect of the sequence of
using UIs, this experiment used six trials (Table 7.2). The first three trials had UI 1, UI 2,
and UI 3. The sequence of using UIs in the first three trials followed a Latin square
design (Cochran & Cox, 1950). The second 3 trials had UI 1, UI 2, and UI 4. Their
sequence also followed a Latin square design. Six trials were evenly given to 96
participants. The design of this experiment was consulted with and approved by Purdue
SCS.
Table 7.2 Six trials in the experiment. Sequences of using UIs in trials 1 to 3 and trials 4
to 6 follow the Latin square design.
Trials

7.3.3

First UI Second UI Third UI

Trial 1 UI 1

UI 2

UI 3

Trial 2 UI 3

UI 1

UI 2

Trial 3 UI 2

UI 3

UI 1

Trial 4 UI 1

UI 2

UI 4

Trial 5 UI 4

UI 1

UI 2

Trial 6 UI 2

UI 4

UI 1

Procedure
Before the experiment, each participant signed a consent form (Appendix C).

After the consent form, participants sat in front a monitor with a Tobii Pro TX 300 EyeTracker on it. Participants adjusted their seat and their distance to the monitor to make
sure the eye-tracker sensed their eye movements. Then, they completed a calibration task
to ensure the eye-tracker captured their eye movements. After the calibration, participants
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completed a survey, asking them to provide the demographic information. After the
survey, they were instructed to use each kind of UI to do the three tasks. After the
instruction, they were given a trial. After the three tasks in one kind of UI, participants
filled out a USE questionnaire to evaluate that UI, and then they repeated the tasks and
the questionnaires for other two UIs in that trial. The eye tracker recorded participants’
monitor screens and eye movements.
7.3.4

Measures
This experiment measured the perceived usability by using USE questionnaire

(Lund, 2001). It included 30 questions to evaluate usefulness, ease of use, easy to learn,
and satisfaction of a UI (Appendix D). All questions were in seven points Likert-Scale.
The perceived usability was calculated by using the average score. The task time was
measured by reviewing monitor screens that were captured by the eye-tracker. The
fixation count on AOI was measured by the eye-tracker. A fixation was when a
participant’s eyes stare at one position on the screen over 300 ms. Three-hundred ms was
the default minimum fixation duration of Tobii Pro TX 300 Eye-Tracker. The AOI was
the required UI objects in each task. To standardize the fixation count, the percentage of
fixation count was calculated by dividing the fixation count on AOI by the total fixation
count.
7.3.5

Data Analysis
A repeated one-way ANOVA was conducted on the main effect of one

independent variable (UI) on perceived usability, time spent, and fixation count on AOI.
The UI included four levels; they were the complex UI (UI 1), the adaptive UI (UI 2), the
adaptable UI (UI 3), and the combination UI (UI 4) mentioned in Section 7.3.2. The

114
participant was a random effect. The analysis was conducted in R 3.4.2. Using 0.4 as the
effect size, 48 as the sample size (only half participants used UI 3 and UI 4, half
participant population was used as the sample size), and 0.05 as the significance level, the
power of repeated one-way ANOVA was calculated to be 0.95. The power and the
significance level were appropriate to avoid type I and type II error (J. Cohen, 1992). The
underlying mathematical model can be expressed regarding the parameters of a linear
model as Equation 7.1.
Equation 7.1: �;PVW = � + �; + �P + �V + �W + �;PVW
Where �;PVW was dependent variables (usability, time spent, fixation count on
AOI), � was overall mean, �; was the UI (complex UI, adaptive UI, adaptable UI, and
combination UI), �P was the sequence (first UI, second UI, third UI), �V was the trial
(trial 1, trial 2, trial 3, trial 4, trial 5, trial 6), �W was the participant, and �;PVW was the error
term. Sequence and trial were the blocking effect, and the participant was the random
effect.

Results
7.4.1

Perceived Usability
Figure 7.1 shows that adaptable UI and combination UI had the highest and the

second highest usability score, respectively (see summary data in Appendix F). In Table
7.3, ANOVA result of the perceived usability was that the UI effect yielded an F value of
F (3, 182) = 12.41, p < .001, indicating significant differences between complex UI (M =
5.08, SD = 0.88), adaptive UI (M = 5.35, SD = 0.77), adaptable UI (M = 5.66, SD =
0.72), and combination UI (M = 5.60, SD = 0.75). Tukey post-hoc analysis (Table 7.4)
indicated that adaptive UI (Z (185) = 2.91, p = .021), adaptable UI (Z (185) = 5.46, p
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< .001), and combination UI (Z (185) = 3.48, p = .004) statistically had more usability
than complex UI. Hypothesis 3.1 was supported by these results. In addition, adaptable
UI's perceived usability was significantly higher than adaptive UI (Z (185) = 3.28, p
= .007).
Table 7.3 ANOVA table of perceived usability. Significant results are bold.
Hypotheses

SS

df

MS

F

p

UI

15.30

3

5.10

12.41

< .001 ***

Sequence

0.10

2

0.05

0.12

.942

Trial

2.02

5

0.40

0.98

.291

Note: Significant levels < .001 '***', .001 '**', .01 '*', .05 '.', .1 ' '

Figure 7.1 The bar chart provides means and standard deviations of usability scores.
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Table 7.4 Tukey post-hoc analysis on perceived usability. Significant results are bold.
Hypotheses

Estimate

SE

z

p

UI 2 - UI 1 = 0

0.27

0.09

2.91

.021 *

UI 3 - UI 1 = 0

0.68

0.12

5.46

< .001 ***

UI 4 - UI 1 = 0

0.42

0.12

3.48

.004 **

UI 3 - UI 2 = 0

0.41

0.12

3.27

.007 **

UI 4 - UI 2 = 0

0.15

0.12

1.26

.589

UI 4 - UI 3 = 0

-0.25

0.16

-1.57

.398

Note: Significant levels < .001 '***', .001 '**', .01 '*', .05 '.', .1 ' '

7.4.2

Task Time
Figure 7.2 shows that combination UI had the least task time. In ANOVA analysis

(Table 7.5), the F value of the UI effect on the task time was F (3, 182) = 64.97, p < .001.
The task time had significant differences between complex UI (M = 53.16, SD = 12.52),
adaptive UI (M = 46.06, SD = 10.81), adaptable UI (M = 36.72, SD = 10.44), and
combination UI (M = 33.56, SD = 7.64). Tukey post-hoc analysis (Table 7.6) identified
that adaptive UI (Z (185) = -5.43, < .001), adaptable UI (Z (185) = -9.00, p < .001), and
combination UI (Z (185) = -11.74, p < .001) statistically had less task time than complex
UI. Hypothesis 3.2 was supported. Combination UI's task time was statistically less than
adaptive UI (Z (185) = -7.60, p < .001). Adaptable UI's task time was statistically less
than adaptive UI (Z (185) = -4.92, p < .001). However, the task time difference was not
significant between combination UI and adaptable UI (Z (185) = -1.96, p = .207).
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Table 7.5 ANOVA table of task time. Significant results are bold.
Hypotheses

SS

df

MS

F

p

UI

16427.8

3

5475.9

64.97

< .001 ***

Sequence

73.5

2

36.8

0.44

.176

Trial

184.8

5

37.0

0.44

.719

Note: Significant levels < .001 '***', .001 '**', .01 '*', .05 '.', .1 ' '

Figure 7.2 The bar chart provides means and standard deviations of the task time.
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Table 7.6 Tukey post-hoc analysis on time spent. Significant results are bold.
Hypotheses

Estimate

SE

z

p

UI 2 - UI 1 = 0

-7.21

1.33

-5.43

< .001 ***

UI 3 - UI 1 = 0

-15.94

1.77

-9.00

< .001 ***

UI 4 - UI 1 = 0

-20.44

1.74

-11.74

< .001 ***

UI 3 - UI 2 = 0

-8.73

1.77

-4.92

< .001 ***

UI 4 - UI 2 = 0

-13.23

1.74

-7.60

< .001 ***

UI 4 - UI 3 = 0

-4.50

2.30

-1.96

.207

Note: Significant levels < .001 '***', .001 '**', .01 '*', .05 '.', .1 ' '

7.4.3

Fixation Count on AOI
Figure 7.3 shows that combination UI had the largest percentage of fixation count

on AOI. In Table 7.7, the UI effect on the fixation count yielded an F value of F (3, 182)
= 38.61, p < .001. There were significant differences between complex UI (M = 23.17%,
SD = 7.90%), adaptive UI (M = 26.48%, SD = 8.44%), adaptable UI (M = 30.15%, SD =
10.36%), and combination UI (M = 32.44%, SD = 8.92%). Tukey post-hoc analysis
(Table 7.8) of the percentage of the fixation count on the AOI presented that adaptive UI
(Z (185) = 4.39, p < .001), adaptable UI (Z (185) = 7.35, p < .001), and combination UI
(Z (185) = 8.77, p < .001) statistically had more fixation count than complex UI.
Hypothesis 3.3 was supported by the results. Combination UI statistically had more
fixation count than adaptive UI (Z (185) = 5.43, p < .001) but had no significant
difference with adaptable UI (Z (185) = 0.99, p = .757). Adaptable UI statistically had
more fixation count than adaptive UI (Z (185) = 4.06, p < .001).
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Table 7.7 ANOVA table of the percentage of fixation count on AOI. Significant results
are bold.
Hypotheses

SS

df

MS

F

p

UI

3177.3

3

1059.11

38.61

< .001 ***

Sequence

88.8

2

44.38

1.62

0.533

Trial

241.8

5

48.35

1.76

0.181

Note: Significant levels < .001 '***', .001 '**', .01 '*', .05 '.', .1 ' '

Figure 7.3 The bar chart provides means and standard deviations of fixation count.
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Table 7.8 Tukey post-hoc analysis of the percentage of fixation count on AOI. Significant
results are bold.
Hypotheses

Estimate

SE

z

p

UI 2 - UI 1 = 0

3.32%

0.76%

4.39

< .001 ***

UI 3 - UI 1 = 0

7.43%

1.01%

7.35

< .001 ***

UI 4 - UI 1 = 0

8.72%

0.99%

8.77

< .001 ***

UI 3 - UI 2 = 0

4.10%

1.01%

4.06

< .001 ***

UI 4 - UI 2 = 0

5.40%

0.99%

5.43

< .001 ***

UI 4 - UI 3 = 0

1.29%

1.31%

0.99

.757

Note: Significant levels < .001 '***', .001 '**', .01 '*', .05 '.', .1 ' '

Discussion
The underlying mathematical model of one-way ANOVA was a linear regression
model. In the model, the usability score of complex UI was 5.20, adaptive UI improved it
to 5.47 (Z (185) = 2.91, p = .019), adaptable UI improved it to 5.88 (Z (185) = 5.46, p
< .001), and combination UI improved it to 5.62 (Z (185) = 3.48, p < .001). They all
significantly improved complex UI's usability. Thus, Hypothesis 3.1 was supported that
adaptive UI, adaptable UI, and combination UI all have better perceived usability than
complex UI. The linear regression model of the task time indicated that the task time of
complex UI was 53.17 s, adaptive UI reduced it to 45.96 s (Z (185) = -5.43, p < .001),
adaptable UI reduced it to 37.23 s (Z (185) = -9.00, p < .001), and combination UI
reduced it to 32.73 s (Z (185) = -11.74, p < .001). All UIs had significant less task time
than complex UI. Hypothesis 3.2 was supported, adaptive UI, adaptable UI, and
combination UI reduce the task time of complex UI. The linear regression model of
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fixation count on AOI showed that complex UI had 20.57% fixation count on AOI,
adaptive UI increased it to 23.89% (Z (185) = 4.39, p < .001), adaptable UI increased it to
28.00% (Z (185) = 7.35, p < .001), and combination UI increased it to 29.29% (Z (185) =
8.77, p < .001). Thus, Hypothesis 3.3 was supported, indicating that adaptive UI,
adaptable UI, and combination UI attract more user attention on the desired UI objects
than complex UI.
The OOUIC framework suggests that combining adaptive UI and adaptable UI
can simplify UI customization and motivate users to customize the UI to satisfy their
unique needs. As combination UI had better user performance and usability than purely
adaptive UI, the OOUIC framework was validated for solving the second challenge of
implementing UI customization in CIS. Previous research also suggested combining
these two techniques; however, their combination form was that using adaptive UI as a
recommendation system to support users to use adaptable UI (Alotaibi, 2013; Bunt et al.,
2007; Oppermann, 1994b; J. Park & Han, 2011). Different from previous research, this
study used adaptive UI to simplify complex UI to support the use of adaptable UI. The
findings of this study extend K Al-Omar & Rigas’s (2009) findings and further identify
the difference between adaptive UI, adaptable UI, and combination UI.
This study had four statistically significant results. First, purely adaptive UI and
purely adaptable UI improved usability and user performance of complex UI. These
findings are aligned with previous research (Bailey et al., 2006; Findlater & McGrenere,
2004; K. Gajos et al., 2006; Höök, 1998).
Second, combination UI had the best user performance among four types of UIs.
This finding is aligned with K Al-Omar & Rigas’s (2009) research. This finding supports
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the third research question that combination UI can have better user performance than
complex UI, purely adaptive UI, and purely adaptable UI.
Third, adaptable UI’s three dependent variables all statistically had better results
than adaptive UI, indicating that adaptable UI is better than adaptive UI in improving
usability and user performance. This finding is also aligned with previous research
(Alpert et al., 2003; Bailey et al., 2006; Sundar & Marathe, 2010). Adaptable UI can
improve adaptive UI by satisfying each user's specific needs, thus supporting that the
adaptable UI’s advantage can solve the second challenge of implementing UI
customization in CIS.
Fourth, combination UI’s task time was statistically less than adaptive UI, and its
fixation count on AOI was statistically higher than adaptive UI. This finding also
supports the OOUIC framework for solving the second challenge; users can satisfy their
specific needs by using adaptable UI, thus covering adaptive UI's disadvantage.
This study had two insignificant results. First, the perceived usability of
combination UI had no difference with the usability of adaptive UI and adaptable UI.
Using this result, the answer to the third research question is that combination UI does
not provide better usability than purely adaptive UI and purely adaptable UI. This
insignificant result could be caused by the two limitations of this study. First, adaptable
UI and combination UI were between-subject variables. The participants who rated the
adaptable UI did not rate the combination UI, and vice versa. Half of the participants who
rated the adaptive UI did not rate the adaptable UI, and another half did not rate the
combination UI. Using subjective measures to compare between-subject variables could
have bias results (McDermott, 2011). For instance, one participant might have a larger
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threshold and give seven to the best UI, but another participant might have a smaller
threshold and give five to the best UI. Thus, previous research indicated that using five
points Likert-Scale instead of seven points to minimize the difference between different
participants’ thresholds (Albert & Tullis, 2013). A within-subject experiment should be
conducted to compare the perceived usability between adaptable UI and combination UI.
Another limitation is that the final UIs of adaptable UI and combination UI were the
same. The only difference between them was the customization process. The UI object
numbers of adaptable UI's three tasks were reduced from nine to three, eight to three, and
five to two. The UI object numbers of combination UI's three tasks were reduced from
five to three, five to three, and three to two. As participants spent less effort to customize
combination UI than adaptable UI, they might not value the combination UI as much as
they value the adaptable UI. Because users put more value on the product that they have
invested labors (Norton et al., 2012).
The second insignificant result was that the task time and the fixation count on
AOI of combination UI had no difference with adaptable UI. This insignificant result was
also caused by the two types of UIs had the same final UI. As participants completing
tasks in their final UIs, objective measures could have the similar results. Future studies
can assess the effect of UI object numbers on different UI customization techniques for
improving usability and user performance of complex UI.
The participants were all senior undergraduate students who had experience with
the PLM system. However, previous research found that users' age, skill level, and social
factors can influence their acceptance of UI customization (Hudson, 1994; Kramer et al.,
2000; B. Park et al., 2007). Future studies can consider the effects of age, skill level, and
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other social factors on the performance of adaptive UI, adaptable UI, and combination
UI.

Conclusion
In conclusion, this study validates that the OOUIC framework can solve the
second challenges of implementing UI customization in CIS since adaptable UI and
combination UI had better usability and user performance than adaptive UI. This study
also answers the third research question that combination UI can improve usability and
user performance of complex UI and adaptive UI but have no difference with adaptable
UI. Designers can consider simplifying the complex UI to encourage users to customize
the UI and satisfy their own needs.
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8. STUDY 4: ASSESSING THE COMBINATION OF ADAPTIVE UI
AND ADAPTABLE UI WHEN INTERRUPTION OCCURS

Introduction
CIS includes many applications in its UI to satisfy different users’ requirements.
However, it causes that an individual has to identify desired UI objects from a complex
UI (which has numerous UI objects) to complete tasks. A friendly UI should only provide
frequently used UI objects to a user; adaptive UI and adaptable UI help designers satisfy
this requirement (M. Albers & Still, 2010; Vicente, 2002). The OOUIC framework
suggests combining both techniques to simplify the complex UI and satisfy every user's
unique needs (Zhang et al., 2017).
In Human Factor domain, interruption is a critical factor that can impact on user
performance (Czerwinski et al., 2000a; Nagata, 2003; Speier et al., 1999). Interruption is
an event that influences a user to complete a primary task and requires immediate
attention (Coraggio, 1990). CIS can have interruptions, distractions, and pauses (M.
Albers & Still, 2010). Users have heavy workload when they are completing tasks in a
complex UI since they need to interact with numerous UI objects, and interruption can
further increase the workload by introducing more tasks and distractions to users.
Interruption causes users to have low-efficiency, mistakes, and bad decisions (Mcgrenere
et al., 2002; R. E. Wood, 1986). Ergonomists investigated the effects of interruption on
the user performance to evaluate systems (Gillie & Broadbent, 1989; Kreifeldt &
McCarthy, 1981; B. C. Lee & Duffy, 2015; Ne Eyrolle & Cellier, 2000; Speier et al.,
2003). Previous research suggested that designers can use UI customization to reduce
user workload by eliminating useless UI objects and deferring interruptions (Polaschek et
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al., 2012; Sili, Gira, Müllner-Rieder, & Mayer, 2015; Zahabi et al., 2015). The purpose of
this study was to answer the fourth research question by assessing the user performance
on adaptive UI, adaptable UI, and combination UI when an interruption occurs.

Hypotheses
Interruption can increase user workload and task time in complex UI (Czerwinski
et al., 2000a; Czerwinski, Cutrell, & Horvitz, 2000b). Adaptive UI and adaptable UI can
reduce UI complexity and task time, thus diminishing adverse effects of interruption (K.
Gajos et al., 2006; Reinecke & Bernstein, 2011). The OOUIC framework combines
adaptive UI and adaptable UI to minimize task time (Jiao & Tseng, 2004). The first
hypothesis of this experiment was:

Hypothesis 4.1: Adaptive UI, adaptable UI, and combination UI have less task
time than complex UI when the interruption occurs.

Interruption can distract users’ attention and cause difficulty in identifying desired
UI objects in complex UI (Czerwinski et al., 2000a). As adaptive UI and adaptable UI
can reduce the complexity of a UI, they both ensure desired UI objects can receive more
attention (Findlater & McGrenere, 2007, 2010). This experiment used fixation count on
AOI to evaluate participants’ attention on required UI objects (Goldberg & Wichansky,
2003; Qu, Guo, et al., 2017; Qu, Zhang, Chao, & Duffy, 2017). The second hypothesis
was:
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Hypothesis 4.2: Adaptive UI, adaptable UI, and combination UI have more
fixation count on AOI than complex UI when the interruption occurs.

When a user's attention is given to an interruption, the user needs recovery time to
recover from the interruption to the primary task (Horvitz et al., 2001). Adaptive UI
simplifies complex UI to help users quickly recover from the interruption, and adaptable
UI involves users in the UI customization process to improve their memorability and
reduce the recovery time (Bailey et al., 2006; Reinecke & Bernstein, 2011). The last
hypothesis of this study was:

Hypothesis 4.3: Adaptive UI, adaptable UI, and combination UI have less
recovery time than complex UI.

Methods
8.3.1

Participants
This experiment used the same 105 participants in Section 7.3.1. Ninety-six

participants’ data were kept since their eye-tracking data had over 90% recognition rate.
They were all senior students; 27 participants (28.13%) had at least one year experience
with the PLM software; 92 participants (95.83%) had used the CAD software for at least
one year; 85 students (88.54%) were from the engineering school; 11 students (11.46%)
were from the technology school; 30 participants (31.25%) were female; and 66
participants (68.75%) were male. This study complied with the American Psychological
Association Code of Ethics and was approved by the Institutional Review Board at
Purdue University. Informed consent was obtained from each participant (Appendix C).
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8.3.2

Stimuli
Instant message is a typical interruption in CIS; it is a system message which

alarms users that an event needs immediate attention and requires users to spend 5-10 s to
review and 30-60 s to accomplish the associated tasks (Czerwinski et al., 2000b; D.
McFarlane & Latorella, 2002). Handling an instant message increases user workload and
influences users’ short-term memory, thus affecting the user performance on primary
tasks (Czerwinski et al., 2000a; Horvitz et al., 2001). This research used an instant
message as the interruption to investigate the user performance of different UIs when the
interruption occurred.
The experiment used two PLM UIs as stimuli; they were “create” UI and “signoff” UI (Liu & Xu, 2001; Philpotts, 1996). “Create” task was illustrated in Section 4.2
(Figure 4.3), participants input three pieces of information into three categories (such as
“name”, “ID”, and “type”) to create an item. “Sign-off” UI was the simplified version of
the “sign-off” UI in Section 4.2; it only contained two required UI objects. In “sign-off”
task (Figure 8.1), participants selected “approve” from a drop-down menu and entered
comments into an input box. Hints were provided during each task to remind participants
input information and input categories. “Sign-off” task required participants to spend 510 s to review and 30-60 s to accomplish, thus it was treated as the interruption task (D.
McFarlane & Latorella, 2002).
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Figure 8.1 The interface of “sign-off” task.

Participants used four types of UIs to complete “create” task. UI 1 was the
complex UI; it had eight UI objects, and three of these UI objects were required for
“create” task. UI 2 was the adaptive UI, which reduced the number of UI objects to five.
Three of these five UI objects were required for completing “create” task. UI 3 was the
adaptable UI; it originally had eight UI objects (same as UI 1), and participants edited UI
objects to keep only three UI objects that were required for “create” task. UI 4 was the
combination UI that combined adaptive UI and adaptable UI; its original UI was the same
as UI 2, and participants reduced UI objects to three required UI objects.
The experiment provided six trials to avoid the influence of the sequence of using
UIs. The design of these trials was the same as six trials in Section 7.3.2 (Table 7.2). The
first three trials had UI 1, UI 2, and UI 3, and their sequences followed the Latin square
design (Cochran & Cox, 1950). The second three trials all had UI 1, UI 2, and UI 4, and
their sequence also followed the Latin square design. As UI 3 and UI 4 had the same
number of UI objects after editing, to avoid the correlation between them, each
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participant only used one of them. Six trials were equally distributed among the 96
participants.
In each UI, participants completed “create” task and “sign-off” task twice (Figure
8.2). In one scenario, both “create” task and “sign-off” task were primary tasks;
participants completed two tasks sequentially. In another scenario, “sign-off” task
became the interruption. Participants began with “create” task. After they input
information into the first category, “sign-off” task interrupted “create” task. After
participants finished the interruption, they went back to the primary task to input
information to second and third categories. “Sign-off” task randomly became the
interruption in first scenario or second scenario. The design of this experiment was
consulted with and approved by Purdue SCS.

Figure 8.2 Two scenarios: In one scenario, “sign-off” task was one of primary tasks. In
another scenario, “sign-off” task was the interruption.
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8.3.3

Procedure
Every participant signed a consent form at the beginning of the experiment. After

the consent form, participants sat in front a monitor with a Tobii Pro TX 300 Eye-Tracker
on it and then adjusted the distance to the eye-tracker to make sure it sensed their eye
movements. They completed a calibration task to make sure the eye-tracker can identify
their eye movements. After the calibration task, participants filled a survey to provide
their demographic information. After the survey, participants were instructed to learn
how to do the “sign-off” task and the “create” task in four types of UIs. After the
instruction, they were given a trial and completed tasks in three UIs as the sequence of
the given trial. The eye tracker recorded their monitor screens and eye movements. After
finishing all tasks, participants signed off the human subject log and exited the
experiment.
8.3.4

Measures
This experiment measured task time by reviewing captured monitor screens. The

recovery time, which was the time spent after a participant completed the interrupted task
till the participant identified the desired UI object in the primary task, was measured by
reviewing captured monitor screens. The recovery time represented how easy a user can
recover from the interruption to the primary task (Jacob & Karn, 2003). The fixation
count on AOI was measured by Tobii Pro TX 300 Eye-Tracker. The AOI was areas of
required UI objects in each UI. The percentage of fixation count on AOI was calculated
to standardize the fixation count. The percentage was calculated by dividing the fixation
count on AOI by the total fixation count. The higher percentage, the more attention was
given to required UI objects (Sharma & Dubey, 2014).
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8.3.5

Data Analysis
Repeated two-way ANOVA was conducted on the influence of two independent

variables (UI and interruption) on the time spent and fixation count. The UI consisted of
four levels (UI 1, UI 2, UI 3, and UI 4), and the interruption included two levels
(uninterrupted and interrupted). Using 0.4 as the effect size, 48 as the sample size (only
half participants used UI 3 and UI 4, half participant population was used as the sample
size), and 0.05 as the significance level, the power of repeated two-way ANOVA was
calculated to be 0.92. The power and the significance level were enough to avoid type I
and type II errors (J. Cohen, 1992). The underlying mathematical model was expressed as
Equation 8.1.
Equation 8.1: �;PVW{ = � + �; + �P + (��);P + �V + �W + �{ + �;PVW{

Where �;PVW{ was dependent variables (task time and fixation count), � was
overall mean, �; is the UI (UI 1, UI 2, UI 3, and UI 4), �P is the interruption
(uninterrupted and interrupted), ��;P was the interaction effect of the UI and the
interruption, �V was the sequence (first UI, second UI, third UI), �W was the trial (trial 1,
trial 2, trial 3, trial 4, trial 5, trial 6), �{ was the participant, and �;PVX was the error term.
Sequence and trial were the blocking effect, and the participant was the random effect.
The recovery time was analyzed by a repeated one-way ANOVA of using UI (UI
1, UI 2, UI 3, and UI 4) as the independent variable. The underlying mathematical model
was the same as Equation 7.1. Using 0.4 as the effect size, 48 as the sample size, and 0.05
as the significance level, the power of repeated one-way ANOVA was calculated to be
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0.95. The type I and type II errors were prevented. The analysis was conducted in R
3.4.2.

Results
8.4.1

Task Time
All main effects were statistically significant on task time (Table 8.1). The main

effect for UI yielded an F value of F (3, 466) = 12.02, p < .001, indicating a significant
difference between UI 1 (M = 31.83, SD = 14.03), UI 2 (M = 27.85, SD = 10.68), UI 3
(M = 26.56, SD = 11.46), and UI 4 (M = 24.89, SD = 10.34). The F value of the main
effect for interruption was F (1, 466) = 47.01, p < .001. There was a significant difference
between uninterrupted (M = 25.36, SD = 7.95) and interrupted (M = 31.57, SD = 14.72).
The interaction between UI and interruption was insignificant (F (3, 466) = 2.19, p
= .088). All summary data are in Appendix G.
Table 8.1 ANOVA table of time spent. Significant results are bold.
Hypotheses

SS

df

MS

F

p

UI

4254.8

3

1418.3

12.02

< .001 ***

Interruption

5547.4

1

5547.4

47.01

< .001 ***

Interaction

775.9

3

258.6

2.19

0.088

Sequence

224.1

2

112.1

0.95

0.263

Trial

979.2

5

195.8

1.66

0.070

Note: Significant levels < .001 '***', .001 '**', .01 '*', .05 '.', .1 ' '

Tukey post-hoc analysis (Table 8.2) identified that when “sign-off” task was
treated as one of the primary tasks, the task time of UI 2 was significantly less than task
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time of UI 1 (Z (469) = -2.71, p = .035), the task time of UI 3 was significantly less than
task time of UI 1 (Z (469) = -3.32, p = .005), and the task time of UI 4 was significantly
less than the task time of UI 1 (Z (469) = -5.46, p < .001) and UI 2 (Z (469) = -3.32, p
= .005). Statistically, only UI 4 had less task time than UI 1 (Z (469) = -2.68, p = .038)
when “sign-off” task was treated as the interruption. Thus, Hypothesis 4.1 was not
supported by the statistical analysis. Figure 8.3 shows that the task time of UI 4 was the
shortest, and the task time of UI 1 was the longest, no matter the “sign-off” task was
treated as the primary task or the interruption.
Table 8.2 Tukey post-hoc analysis on time spent. Significant results are bold.
Interruption

Hypotheses

Estimate

SE

z

p

UI 2 - UI 1 = 0

-4.26

1.57

-2.71

.035 *

UI 3 - UI 1 = 0

-6.70

2.02

-3.32

.005 **

UI 4 - UI 1 = 0

-10.84

1.99

-5.46

< .001 ***

UI 3 - UI 2 = 0

-2.44

2.02

-1.21

.620

UI 4 - UI 2 = 0

-6.59

1.98

-3.32

.005 **

UI 4 - UI 3 = 0

-4.14

2.48

-1.67

.341

UI 2 - UI 1 = 0

-3.68

1.57

-2.35

.090

UI 3 - UI 1 = 0

-1.91

2.02

-0.95

.779

UI 4 - UI 1 = 0

-5.32

1.99

-2.68

.038 *

UI 3 - UI 2 = 0

1.77

2.02

0.88

.817

UI 4 - UI 2 = 0

-1.64

1.98

-0.82

.843

UI 4 - UI 3 = 0

-3.40

2.48

-1.37

.517

Uninterrupted

Interrupted

Note: Significant levels < .001 '***', .001 '**', .01 '*', .05 '.', .1 ' '
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Figure 8.3 The bar chart of means and standard deviations of the task time.
8.4.2

Fixation Count on AOI
Two-way ANOVA showed that all main effects and the interaction effect were

statistically significant on fixation count on AOI (Table 8.3). The F value of the main
effect for UI was F (3, 466) = 11.37, p < .001, indicating a significant difference between
UI 1 (M = 20.61%, SD = 11.69%), UI 2 (M = 23.61%, SD = 13.52%), UI 3 (M =
23.65%, SD = 13.09%), and UI 4 (M = 26.63%, SD = 12.57%). The main effect for
interruption yielded an F value of F (1, 466) = 9.61, p = .002. There was a significant
difference between uninterrupted (M = 22.14%, SD = 12.00%) and interrupted (M =
24.11%, SD = 13.58%). The interaction effect was significant (F (3, 466) = 4.35, p
= .005).
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Table 8.3 ANOVA table of the percentage of fixation count on AOI. Significant results
are bold.
Hypotheses

SS

df

MS

F

p

UI

1985.06

3

661.69

11.37

< .001 ***

Interruption

559.43

1

559.43

9.61

.002 ***

Interaction

759.35

3

253.12

4.35

.005 **

Sequence

196.39

2

98.19

1.69

.354

Trial

571.07

5

114.21

1.96

.111

Note: Significant levels < .001 '***', .001 '**', .01 '*', .05 '.', .1 ' '

Tukey post-hoc analysis (Table 8.4) identified that when “sign-off” task was the
interruption, the fixation count of UI 2 was significantly higher than the fixation count of
UI 1 (Z (469) = 4.58, p < .001), the fixation count of UI 3 was significantly higher than
the fixation count of UI 1 (Z (469) = 4.97, p < .001), and the fixation count of UI 4 was
significantly higher than the fixation count of UI 1 (Z (469) = 5.08, p < .001). Figure 8.4
shows that UI 4 had the highest fixation count and UI 1 had the lowest fixation count, no
matter “sign-off” task was the primary task or the interruption. Hypothesis 4.2 was
supported by these results.
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Table 8.4 Tukey post-hoc analysis of the percentage of fixation count on AOI. Significant
results are bold.
Interruption

Hypotheses

Estimate

SE

z

p

UI 2 - UI 1 = 0

0.81%

1.10%

0.73

.884

UI 3 - UI 1 = 0

1.11%

1.42%

0.79

.862

UI 4 - UI 1 = 0

2.60%

1.40%

1.86

.245

UI 3 - UI 2 = 0

0.30%

1.42%

0.22

.997

UI 4 - UI 2 = 0

1.79%

1.40%

1.29

.572

UI 4 - UI 3 = 0

1.49%

1.74%

0.86

.828

UI 2 - UI 1 = 0

5.05%

1.10%

4.58

< .001 ***

UI 3 - UI 1 = 0

7.04%

1.42%

4.97

< .001 ***

UI 4 - UI 1 = 0

7.09%

1.40%

5.08

< .001 ***

UI 3 - UI 2 = 0

2.00 %

1.42%

1.41

.494

UI 4 - UI 2 = 0

2.05%

1.40%

1.47

.457

UI 4 - UI 3 = 0

0.05%

1.74%

0.03

.999

Uninterrupted

Interrupted

Note: Significant levels < .001 '***', .001 '**', .01 '*', .05 '.', .1 ' '
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Figure 8.4 The bar chart of means and standard deviations of the percentage of fixation
count on AOI.
8.4.3

Recovery Time
One-way ANOVA showed that the main effect of UI was statistically significant

on recovery time; it yielded an F value of F (3, 182) = 32.93, p < .001 (Table 8.5).
Sequence had a significant confounding effect on recovery time F (2, 182) = 3.64, p
= .010, when the UI was in the second place, the recovery time was significantly less than
when the UI was in the first place (Z (185) = 3.00, p = .009). Tukey post-hoc analysis
(Table 8.6) indicated that UI 2 had significantly less recovery time than UI 1 (Z (185) = 5.90, p < .001), UI 3 had significantly less recovery time than UI 1 (Z (185) = -6.14, p
< .001), and UI 4 had significantly less recovery time than UI 1 (Z (185) = -8.53, p
< .001) and UI 2 (Z (185) = -4.03, p = .002). Figure 8.5 shows that UI 4 had the least
recovery time, UI 3 had the second least recovery time, UI 2 had the third least recovery
time, and UI 1 had the highest recovery time. Hypothesis 4.3 was supported.
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Table 8.5 ANOVA table of recovery time. Significant results are bold.
Hypotheses

SS

df

MS

F

p

UI

235.84

3

78.61

32.93

< .001 ***

Sequence

17.41

2

8.70

3.64

0.010 *

Trial

4.48

5

0.90

0.38

0.611

Note: Significant levels < .001 '***', .001 '**', .01 '*', .05 '.', .1 ' '

Table 8.6 Tukey post-hoc analysis of recovery time. Significant results are bold.
Hypotheses

Estimate

SE

z

p

UI 2 - UI 1 = 0

-1.32

0.22

-5.91

< .001 ***

UI 3 - UI 1 = 0

-1.83

0.30

-6.14

< .001 ***

UI 4 - UI 1 = 0

-2.50

0.29

-8.53

< .001 ***

UI 3 - UI 2 = 0

-0.51

0.30

-1.71

.324

UI 4 - UI 2 = 0

-1.18

0.29

-4.03

< .001 ***

UI 4 - UI 3 = 0

-0.67

0.39

-1.73

.309

Note: Significant levels < .001 '***', .001 '**', .01 '*', .05 '.', .1 ' '
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Figure 8.5 The bar chart of means and standard deviations of recovery time.
Discussion
The regression model of task time (Table 8.2) presented that when there was an
interruption, the task time of complex UI was reduced 3.68 s by adaptive UI (Z (185) = 2.35, p = .090), 1.91 s by adaptable UI (Z (185) = -0.95, p = .779), and 5.32 s by
combination UI (Z (185) = -2.68, p = .038). However, only combination UI can
significantly reduce task time when an interruption occurred; task time was not reduced
by adaptive UI and adaptable UI (Hypothesis 4.1 was not supported). However, when
there was no interruption, adaptive UI significantly reduced the task time of complex UI
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(Z (185) = -2.71, p = .035), adaptable UI significantly reduced the task time of complex
UI (Z (185) = -3.32, p = .005), and combination UI significantly reduced the task time of
complex UI (Z (185) = -5.46, p < .001) and adaptive UI (Z (185) = -3.32, p = .005).
These findings were similar to previous research (Findlater & McGrenere, 2004; J. Park
et al., 2007). These findings also supported that combining adaptive UI and adaptable UI
can improve the user performance of complex UI. Another finding in task time is that the
task time of complex UI (M = 29.69, SD = 8.76) when there was no interruption had no
difference with the task time of adaptive UI (M = 31.10, SD = 13.55), adaptable UI (M =
30.29, SD = 13.25), and combination UI (M = 29.80, SD = 11.84) when there was an
interruption. Thus, even though these customized UIs did not reduce complex UI’s task
time when an interruption occurred, they removed adverse effects of interruption on the
task time of complex UI.
The regression model of fixation count on AOI (Table 8.4) showed that when an
interruption occurred, complex UI's fixation count on AOI was improved 5.05% by
adaptive UI (Z (469) = 4.58, p < .001), 7.04% by adaptable UI (Z (469) = 4.97, p < .001),
and 7.09% by combination UI (Z (469) = 5.08, p < .001). Adaptive UI, adaptable UI, and
combination UI significantly attracted more users' attention than complex UI when there
was an interruption (Hypothesis 4.2 was supported).
Table 8.6 shows that adaptive UI significantly reduced 1.32 s recovery time of
complex UI (Z (185) = -5.92, p < .001), adaptable UI reduced 1.83 s (Z (185) = -6.14, p
< .001), and combination UI reduced 2.50 s (Z (185) = -8.53, p < .001). In addition,
combination UI significantly reduced 1.18 s recovery time of adaptive UI (Z (185) = -
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4.03, p < .001). Adaptive UI, adaptable UI, and combination UI can help users quickly
recover from the interruption to the primary task (Hypothesis 4.3 was supported).
Based on these results, the fourth research question could have multiple answers.
When an interruption occurs, users can put more attention to desired UI objects and
spend less time to recover from the interruption in three customized UIs than complex
UI, but they have to spend the same time to complete tasks in four types of UIs. Task
time can be divided into four sections, “create” task time, “sign-off” task time, recovery
time, and pause time. Pause time was the time after an interruption occurred until the
participant responded to the interruption. Many participants were observed took a long
pause the first time they experienced the interruption. They mistook “sign-off” task as a
system error and spent a long time to figure out that it was an interruption task. Pause
time might affect the task time and cause the insignificant result. However, in the real
situation, users should be able to distinguish an instant message and a system error. To
reduce this effect, future study should notify participants that there will be an instant
message to interrupt tasks. Overall, the answer to the fourth research question could be
that adaptive UI, adaptable UI, and combination UI improve the user performance of
complex UI even when the interruption occurs.
This experiment used the instant message as the interruption to assess UI
customization techniques for improving the user performance of complex UI. However,
the instant message might not be able to justify the same result for other types of
interruptions. B. C. Lee & Duffy (2015) indicated that interruptions' adverse effects are
different by task types and interruption frequency. A high interruption frequency can
bring unfavorable effects on user performance (Gupta, Li, & Sharda, 2013). Based on
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human performance models (Rasmussen, 1983), interruption effects are stronger on skillbased tasks since rule-based and knowledge-based tasks are resilient to attention
deprivation. Thus, interruption task types and interruption frequency are two factors that
should be included in future studies to examine UI customization techniques for
improving user performance.

Conclusion
This research used interruption as a factor to evaluate adaptive UI, adaptable UI,
and combination UI for improving user performance. The results of this study lead to an
answer to the fourth research question that when an interruption occurs, adaptive UI,
adaptable UI, and combination UI can improve the user performance of complex UI, but
the task time of complex UI cannot be reduced by these UI customization techniques.
Designers can implement these UI customization techniques to reduce adverse effects of
interruption and attract users’ attention to primary tasks. Different task types and
interruption frequencies can be included in future studies to further evaluate these UI
customization techniques.
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9. FINAL REMARKS

CIS has been implemented in large organizations and corporations to facilitate
various user roles to manage numerous information in complex environments. However,
CIS integrates multiple technologies into a complex UI and has usability issues, such as
numerous UI objects, unorganized UI layout, poor learnability, and unappealing
appearance. Those issues cause users to have many operational errors, low satisfaction,
bad efficiency, and poor decisions. UI customization can tailor complex UI for a user to
complete specific tasks and improve usability and user performance. However,
implementing UI customization in CIS faces three challenges in: 1) identifying numerous
users’ complex requirements and developing adaptive UIs for numerous users (Abras et
al., 2004; Courage & Baxter, 2005); 2) satisfying an individual’s unique needs in
adaptive UI that is developed for a group of users (Findlater & McGrenere, 2004;
Partarakis et al., 2016); 3) motivating users to use adaptable UI to customize complex UIs
(Jiao & Tseng, 2004; Kramer et al., 2000; Mackay, 1991; Mcgrenere et al., 2002).
This paper reviews previous frameworks and practices of UI customization and
propose the OOUIC framework to achieve UI customization in CIS. The objective of this
dissertation is to validate the efficacy of OOUIC framework for overcoming three
challenges and improving usability and user performance of complex UI. Four research
questions were proposed, they are:
1. Can UCD effectively develop adaptive UI to reduce the complexity of complex
UI?
2. Can interactive adaptable UI motivate users to accept the adaptable UI
technique to customize complex UI?
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3. Can the combination UI have better usability and user performance than
complex UI, purely adaptive UI, and purely adaptable UI?
4. When an interruption occurs, can adaptive UI, adaptable UI, and combination
UI still improve user performance of complex UI?
Four individual studies were conducted to answer these research questions and
proved the validity of OOUIC framework.

Theoretical Implications
This thesis proposes the OOUIC framework to integrate UCD, interactive
adaptable UI, the combination of adaptive UI and adaptable UI, and automatic adaptive
UI to solve three challenges of implementing UI customization in CIS.
CIS has numerous users who may have different roles and goals. Identifying their
requirements requires a systematic solution. UCD methods, such as UCA, are effective in
identifying complex requirements (Jeng, 2005; Kantner et al., 2003; J. Lee & Xue, 1999;
Lin & Lee, 2004; Regnell et al., 1995). UCA classifies users by their roles and identifies
relationships between their goals and UI objects. Use case diagrams and descriptions
determine which UI objects are not required to achieve a particular goal and the
importance of required UI objects (Hunt, 1999). By eliminating not required UI objects
and organizing required UI objects by their importance, the UI can be simplified for the
user role.
Interactive adaptable UI mimics human-tool interactions in real life to develop
human-computer interactions for users to manipulate UI objects (Blasius, 2012;
Raneburger, 2010; Stuerzlinger et al., 2006; Wagner et al., 1995). This technique
provides an interaction that follows users’ subconsciousness of using a tool in their lives;
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it is intuitive and has decent PU and PEOU (Heift, 2003; Raneburger, 2010; Schwartz &
Plass, 2014). Based on TAM (F. D. Davis, 1989), interactive adaptable UI’s respectable
PU and PEOU can motivate users to accept adaptable UI techniques.
Developing adaptive UI for each user in CIS is hard to be achieved since CIS has
numerous users. Thus, designers and AI commonly develop adaptive UI for a group of
users (Findlater & McGrenere, 2004; Partarakis et al., 2016). Adaptable UI can ensure an
individual’s needs are satisfied by allowing the user to explicitly customize the UI.
Combining adaptive UI and adaptable UI can use adaptive UI’s advantages, which
include simplifying the UI complexity and providing recommendations for UI
customizations, to encourage users to utilize adaptable UI (Al-Omar & Rigas, 2009; Bunt
et al., 2007; J. Park & Han, 2011). When users one step further tailor adaptable UI to
satisfy their unique needs, the limitation of adaptive UI can be overcome.
To validate that the OOUIC framework can solve the first challenge, Study 1
implemented UCA to develop adaptive UIs for six UIs of two PLM systems. The data
were collected by ten interviews, and interview transcripts were analyzed by the
deductive content analysis through categorizing UI objects as required, default, and
useless. Adaptive UIs were developed by removing useless UI objects, grouping required
UI objects and placing them to easily accessible locations, and grouping default UI
objects and placing them to bottom or right-hand-side of the UI. Alemerien’s UI
complexity metrics were adopted to measure the complexity of adaptive UIs and original
UIs. All adaptive UIs had less overall complexity than original UIs, and the paired
sample t-test showed that their complexity was significantly different. Study 1 supported
Hypothesis 1 and gave a positive answer to the first research question; it suggested that
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designers can implement UCD methods to collect complex requirements and to develop
adaptive UI to simplify complex UI.
Second, Study 2 verified that the OOUIC framework could solve the third
challenge by using interactive adaptable UI to motivate users to accept adaptable UI.
Drag-and-drop that represented the interactive adaptable UI was compared with click,
which was the non-interactive adaptable UI technique, to edit UI objects in complex UIs.
PU and PEOU of drag-and-drop were statistically higher than click, indicating that users
are more likely to accept interactive adaptable UI. The total task time of drag-and-drop
was statistically less than click, which means that users have better performance in
interactive adaptable UI. Thus, the second research question is true that interactive
adaptable UI can be implemented in CIS to motivate users to customize the UI.
Third, Study 3 proved that the OOUIC framework could solve the second
challenge and improve usability and user performance of complex UI. Complex UI,
adaptive UI, adaptable UI, and combination UI were compared with each other.
Combination UI had less task time and better user attention than adaptive UI, indicating
that combination UI can improve adaptive UI’s user performance by allowing users to
satisfy their specific needs. In addition, adaptive UI, adaptable UI, and combination UI
were all proved to have better perceived usability, less task time, and better user attention
than complex UI. Combination UI had the least task time, attracted the most user
attention, and provided the second highest perceived usability. The third research
question is answered by this study; combination UI has better usability and user
performance than complex UI and purely adaptive UI but has similar usability and user
performance with purely adaptable UI.
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Fourth, Study 4 further validated the efficacy of OOUIC framework for
improving user performance by considering interruption as a factor. User performance of
four UIs was compared when “sign-off” task was used as a primary task or an
interruption. When there was an interruption, eye-tracking data showed that adaptive UI,
adaptable UI, and combination UI had better user performance than complex UI, and
combination UI had the best performance. Thus, the answer to the fourth research
question is that adaptive UI, adaptable UI, and combination UI can improve user
performance of complex UI even when an interruption occurs.

Practical Implications
The findings of this research can be concluded as five recommendations for
designers to apply UI customization in CIS. Based on UI complexity metrics, Study 1
found two recommendations for developing adaptive UI. Study 2 compared drag-anddrop and click and identified the situations to implement each method. The results of
Study 3 and 4 indicated the advantages of using UI customization in complex UI.
Recommendation 1: The protocol of Study 1 can be used as a tool to simplify
complex UIs in enterprises. Study 1 validated the efficacy of this tool by simplifying
PLM systems for specific job roles in two companies. The tool includes seven questions
asking information about users’ work experience and PLM experience, seven questions
asking information about users’ roles and tasks, and scenarios asking information about
the importance of UI objects (see Appendix B). Companies can customize these
questions; for example, they can only ask what the user role is and provide scenarios to
identify important UI objects for this role. The answers to these questions can be
analyzed by deductive content analysis to categorize UI objects. This study used four
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categories (required, default, useless, not discussed). In practical application, companies
can customize these categories, such as using required and non-required to quickly
identify needed UI objects. This study suggested summarizing coded data to develop use
case diagrams and descriptions. They provide a visual result to help companies
understand who is the user, what is the goal, which UI objects are needed to achieve the
goal. Based on this information, companies can simplify UIs for each user role. The basic
rule is removing not required UI objects and organizing required UI objects by their
importance. However, designers can apply UCD guidelines to improve the layout if
possible. Next two recommendations can be used as guidelines for organizing UI layout.
Recommendation 2: When developing adaptive UI, designers can make the same
type UI objects to the same size. Study 1 found that other than removing useless UI
objects and organizing required UI objects by their importance, designers should also
adjust the size of UI objects to reduce size complexity. Many same size UI objects were
redundant and were removed from original UIs, and the rest UI objects had different sizes
and caused increased size complexity on adaptive UIs. Based on Equation 5.3, adjusting
the same type UI objects’ sizes to the same size can reduce size complexity.
Recommendation 3: When developing adaptive UI, designers can adjust sizes of
UI objects or the window size to prevent large blank areas in the UI. In Study 1, when
useless UI objects were removed, adaptive UIs could have large blank areas. Based on
Equation 5.5, designers need to balance the number and the sizes of UI objects in four
quadrants of the UI to keep the balance complexity low. However, equally placing a few
UI objects in four quadrants can break the aesthetic of the UI. Designers can minimize
the window size or enlarge UI objects to eliminate blank areas of the UI.
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Recommendation 4: Implementing interactive adaptable UI in complex systems,
non-interactive adaptable UI in simple systems, and the combination of these two
techniques in moderate systems. Study 2 found that when participants edited five UI
objects in Task 3, drag-and-drop and click had no difference. However, when they edited
six UI objects in Tasks 1 and 2, drag-and-drop was significantly better than click.
Previous research found that click had better performance than drag-and-drop in simple
tasks (Mackenzie & Buxton, 1991; Sutter & Ziefle, 2004). The reason is that users move
the cursor to the edge of UI objects when they are using click but move the cursor to the
center of UI objects when they are using drag-and-drop (Gillan et al., 1990). Users tend
to have longer cursor moving distance by using drag-and-drop than by using click. Many
participants suggested that click helped them delete UI objects, drag-and-drop helped
them move UI objects, and combining them might come out a better method than either
of them. However, having both methods could cause operational errors. For example, a
UI object could be removed by mistakes if users click the UI object when they want to
move it. When the task becomes more complex, these mistakes could occur more
frequently (Allanic et al., 2014; Müsseler et al., 1996). Based on previous research, noninteractive adaptable UI should be implemented in simple tasks. This research found that
in a more complex UI, interactive adaptable UI has better performance than noninteractive adaptable UI. Thus, interactive adaptable UI should be implemented in
complex tasks. No difference between these two methods was found in moderate tasks.
Thus, they can be combined to help users to complete moderate tasks.
Recommendation 5: UI customization techniques can be used to reduce adverse
effects of interruption. CIS has been using in complex environments; interruption can
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occur in complex environments and have adverse effects on users’ memories, efficiency,
errors, and decisions (M. Albers & Still, 2010; Czerwinski et al., 2000a; Nagata, 2003;
Speier et al., 1999). Previous research identified that adaptive UI, adaptable UI, and
combination UI had potential to improve user performance and reduce users' workloads.
Study 4 used interruption as a factor to validate these techniques. Findings of Study 4
showed that when interruption occurred, UI customization not only improved the user
performance but also reduced the adverse effects of interruption on complex UI.
Simplifying complex UIs can reduce users’ workload, thus easing them to handle
interruptions (K. Gajos et al., 2006; Reinecke & Bernstein, 2011). Allowing users to
adapt UIs can let them be in control of the UI and solve interruptions well (Bailey et al.,
2006; Reinecke & Bernstein, 2011). Designers can provide UI customization to users to
remove adverse effects of interruption on complex UIs.

Limitations and Future Work
Two contexts can influence usability and user performance: 1) users’ job roles
and tasks; 2) software UI. Users who are in different job roles and working with different
tasks might have different perceived usability of the same UI customization technique.
For example, engineers who are using CAD software might prefer to have more UI
objects since their tasks require many functions to build a product part. In contrast,
administrators might prefer to have fewer UI objects since they repeat the same tasks.
Sophisticated users prefer adaptable UI to adaptive UI since they have more experience
to manage UI objects, but novice users prefer adaptive UI to adaptable UI since they have
less knowledge of UI objects (Sundar & Marathe, 2010). Asking different user roles to
rate the same UI customization technique could receive bias results. To avoid the
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influence of users’ job roles and tasks, all participants in Study 1 had the same job role,
and they had at least five-year’s experience of using PLM system. Study 2, 3, and 4
recruited senior undergraduate students who had experience with PLM and CAD
software to ensure the similarity of their demographic and experience. However, those
participants also caused a limitation of this research. CIS has various users who could be
the aged, children, novice users, and the people who do not have high education. These
users all have limitations to use CIS and UI customization techniques (Hudson, 1994;
Kramer et al., 2000; Mourouzis et al., 2011; B. Park et al., 2007; Zeidler et al., 2013).
Thus, the conclusions of these studies might not be directly applied to these users. Future
studies should consider age, educational level, and CIS skills as factors to investigate the
effect of UI customization on usability and user performance of CIS.
The second context that can influence usability and user performance is the
software UI. Having many UI objects can cause low usability and bad performance,
having unappealing icons and layout can lead to low satisfaction, and having unorganized
UI objects can reduce the efficiency of using them. In Study 2, interactive adaptable UI
had better performance than non-interactive adaptable UI when the UI and task were
more complex, but they had no difference when the UI and task were moderate complex.
Exploring the relationship between software UI complexity and user performance can be
an interesting research topic. However, the second limitation of this research was that
only three PLM UIs were used in Study 2, 3, and 4 to validate the effect of interactive
adaptable UI and the effect of three UI customization techniques. Even though PLM
system is a representative of CIS, and “advanced search” UI, “create” UI, and “sign-off”
UI are common tasks in other CISs, these UIs’ complexity was too similar to study the
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effect of UI complexity on the performance of customized UIs. UI complexity can cause
difficulties for users to customize UIs and reduce effects of UI customization for
improving usability and user performance. Thus, future work should investigate the
effects of interactive adaptable UI, adaptive UI, adaptable UI, and combination UI on the
UIs that have different complexity.
The third limitation of this research was that the final UIs of adaptable UI and
combination UI had the same number of UI objects. Study 3 and 4 used the number of UI
objects to distinguish four UIs. Complex UI had the most UI objects, adaptive UI had the
second most UI objects, and both adaptable UI and combination UI required participants
to edit the UI, and their final UIs had the least UI objects. The difference between
adaptable UI and combination UI was that their original UIs had different numbers of UI
objects. However, their final UIs were the same. This limitation could cause that user
performance was not significantly different between these two UIs since participants
completed tasks on similar final UIs. In addition, to avoid participants having confusion
with these two UIs, each participant only completed tasks on one of them. This
experimental design could cause bias in perceived usability data since different users
might use different thresholds to evaluate UIs. This limitation might be the reason for that
adaptable UI had better perceived usability than combination UI in Study 3. Future
studies should distinguish final UIs of adaptable UI and combination UI to compare their
user performance and use within-subject design to compare their perceived usability.
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APPENDIX A. INFORMATION SHEET AND RECRUITMENT
LETTER
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APPENDIX B. INTERVIEW QUESTIONS
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APPENDIX C. APPROVED IRB FORM
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APPENDIX D. USE QUESTIONNAIRE

Usefulness
1. It helps me be more effective.
2. It helps me be more productive.
3. It is useful.
4. It gives me more control over the activities in my life.
5. It makes the things I want to accomplish easier to get done.
6. It saves me time when I use it.
7. It meets my needs.
8. It does everything I would expect it to do.
Ease of Use
9. It is easy to use.
10. It is simple to use.
11. It is user friendly.
12. It requires the fewest steps possible to accomplish what I want to do with it.
13. It is flexible.
14. Using it is effortless.
15. I can use it without written instructions.
16. I don't notice any inconsistencies as I use it.
17. Both occasional and regular users would like it.
18. I can recover from mistakes quickly and easily.
19. I can use it successfully every time.
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Ease of Learning
20. I learned to use it quickly.
21. I easily remember how to use it.
22. It is easy to learn to use it.
23. I quickly became skillful with it.
Satisfaction
24. I am satisfied with it.
25. I would recommend it to a friend.
26. It is fun to use.
27. It works the way I want it to work.
28. It is wonderful.
29. I feel I need to have it.
30. It is pleasant to use.
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APPENDIX E. DATA SUMMARY OF HYPOTHESES 2.1 AND 2.2

Measures

Click

Drag-and-drop

M

SD

M

SD

Question 1

3.99

1.50

6.04

0.78

Question 2

3.85

1.58

5.95

0.79

Question 3

4.53

1.46

6.10

0.66

Question 4

3.45

1.55

6.30

0.74

Question 5

3.27

1.70

6.07

0.76

Question 6

3.09

1.75

6.05

0.93

Question 7

4.52

1.51

6.02

0.68

Question 8

4.55

1.69

5.69

1.14

Question 9

4.38

1.93

6.31

0.67

Question 10

4.61

1.70

6.31

0.65

Question 11

3.82

1.71

6.30

0.63

Question 12

2.29

1.59

5.82

1.15

Question 13

3.21

1.70

6.02

0.92

Question 14

3.32

1.50

5.52

1.10

Question 15

4.28

1.86

5.96

0.93

Question 16

5.14

1.46

5.63

1.18

Question 17

3.49

1.61

5.94

0.86

Question 18

3.43

1.95

6.36

0.74

Question 19

4.45

1.81

6.02

0.92
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Measures

Click
M

Total time

SD

79.47 20.88

Drag-and-drop
M

SD

73.65

15.03

Time on task 1 27.95

9.44

25.30

9.18

Time on task 2 31.47

9.57

28.39

9.81

Time on task 3 20.05

6.92

19.95

4.54

Note: There is no missing data.
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APPENDIX F. DATA SUMMARY OF HYPOTHESES 3.1, 3.2, 3.3

Measures

UI 1

UI 2

UI 3

UI 4

M

SD

M

SD

M

SD

M

SD

Question 1

4.57

1.34

5.21

1.00

5.60

0.88

5.57

1.08

Question 2

4.67

1.39

5.19

1.02

5.47

1.06

5.41

1.24

Question 3

5.24

0.95

5.49

0.82

5.68

0.96

5.84

0.69

Question 4

5.03

1.28

5.20

1.11

5.79

1.10

5.96

0.89

Question 5

4.72

1.46

5.32

1.02

5.66

1.22

5.73

0.95

Question 6

4.58

1.63

5.13

1.17

5.60

1.28

5.37

1.35

Question 7

5.31

1.01

5.47

0.83

5.68

0.84

5.67

0.97

Question 8

5.49

1.12

5.46

1.03

5.91

0.86

5.59

1.22

Question 9

5.29

1.17

5.69

0.98

6.09

0.86

5.82

1.13

Question 10

5.41

1.17

5.82

0.93

6.00

0.78

5.88

1.11

Question 11

5.05

1.28

5.60

1.11

5.98

0.94

5.76

1.07

Question 12

4.76

1.62

5.14

1.35

5.30

1.50

5.16

1.53

Question 13

4.97

1.32

5.03

1.32

5.60

1.25

5.84

0.94

Question 14

4.78

1.24

5.07

1.14

5.32

1.38

5.55

0.91

Question 15

5.36

1.19

5.39

1.27

5.72

1.25

5.41

1.51

Question 16

5.07

1.51

5.43

1.32

5.57

1.23

5.59

1.21

Question 17

4.98

1.24

5.31

1.14

5.51

1.21

5.51

1.19

Question 18

5.45

1.24

5.48

1.07

5.72

0.88

5.94

0.90

Question 19

5.44

1.10

5.49

0.97

5.68

1.14

5.78

0.85
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Measures

UI 1

UI 2

UI 3

UI 4

M

SD

M

SD

M

SD

M

SD

Question 20

5.89

0.99

5.92

0.87

6.19

0.65

6.06

0.66

Question 21

5.89

1.09

6.01

0.93

6.32

0.63

5.98

0.99

Question 22

5.85

1.01

5.85

0.83

6.11

0.70

6.06

0.69

Question 23

5.74

1.02

5.91

0.83

6.00

0.81

6.06

0.69

Question 24

5.08

1.32

5.44

1.14

5.79

0.93

5.78

0.92

Question 25

4.79

1.35

5.02

1.12

5.55

1.10

5.31

1.29

Question 26

4.51

1.29

4.61

1.22

4.96

1.10

4.92

1.00

Question 27

5.21

1.24

5.44

1.19

5.74

1.05

5.37

1.32

Question 28

4.32

1.39

4.66

1.09

5.00

1.14

4.73

1.25

Question 29

4.25

1.25

4.63

1.25

4.94

1.17

4.84

1.30

Question 30

4.69

1.28

5.05

1.18

5.26

0.87

5.41

1.10

Time on task 1

23.47

7.93

20.64

7.63

14.70

5.68

13.58

4.43

Time on task 2

17.19

5.86

14.84

4.21

12.85

4.29

12.07

3.41

Time on task 3

12.50

4.50

10.58

3.64

9.17

3.46

7.92

2.56

Total task time

53.16

12.52

46.06

10.81

36.72

10.44

33.56

7.64

Fixation count

23.17%

7.90%

26.48%

8.44%

30.15%

10.36%

32.44%

8.92%

Note: There is no missing data.
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APPENDIX G. DATA SUMMARY OF HYPOTHESES 4.1, 4.2, 4.3

Measures

UI 1

UI 2

UI 3

UI 4

M

SD

M

SD

M

SD

M

SD

33.98

17.60

30.29

13.25

31.10

13.55

29.80

11.84

20.02%

11.56%

24.15%

14.21%

26.03%

14.66%

28.28%

13.23%

29.69

8.76

25.42

6.48

22.02

6.32

19.98

5.17

21.20%

11.86%

22.08%

12.68%

21.27%

10.94%

24.97%

11.78%

3.80

2.20

2.47

1.63

1.79

1.38

1.55

0.81

Task time
NO interrupt
Fixation NO
interrupt
Task time
interrupt
Fixation
interrupt
Recovery
time

Note: There is no missing data.
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