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MINKOWSKI CONTENT AND FRACTAL EULER
CHARACTERISTIC FOR CONFORMAL GRAPH DIRECTED
SYSTEMS
MARC KESSEBO¨HMER AND SABRINA KOMBRINK
Abstract. We study the (local) Minkowski content and the (local) fractal
Euler characteristic of limit sets F ⊂ R of conformal graph directed systems
(cGDS) Φ. For the local quantities we prove that the logarithmic Cesa`ro av-
erages always exist and are constant multiples of the δ-conformal measure. If
Φ is non-lattice, then also the non-average local quantities exist and coincide
with their respective average versions. When the conformal contractions of Φ
are analytic, the local versions exist if and only if Φ is non-lattice. For the
non-local quantities the above results in particular imply that limit sets of
Fuchsian groups of Schottky type are Minkowski measurable, proving a con-
jecture of Lapidus from 1993. Further, when the contractions of the cGDS are
similarities, we obtain that the Minkowski content and the fractal Euler char-
acteristic of F exist if and only if Φ is non-lattice, generalising earlier results
by Falconer, Gatzouras, Lapidus and van Frankenhuijsen for non-degenerate
self-similar subsets of R that satisfy the open set condition.
1. Introduction
We examine the (local) Minkowski content and the (local) fractal Euler char-
acteristic of limit sets of finite conformal graph directed systems (cGDS) that are
embedded in R, as introduced e. g. in [23]. The class of cGDS gives rise to a rich col-
lection of fractal sets including self-conformal sets, limit sets of Fuchsian groups of
Schottky type and limit sets of Markov interval maps. So far, the (local) Minkowski
content and the (local) fractal Euler characteristic have been investigated only for
restrictive subclasses of limit sets of cGDS such as self-similar sets [6], [8], [12], [18],
[19], [20], [21], [22], [32] and self-conformal sets [2], [11], [14], [16]. New to this
article is a general approach for the setting of cGDS which extends and recovers
the previous results from the literature. In this way, we can e. g. show that the
Minkowski content of a limit set of a Fuchsian group of Schottky type always exists
(see Sec. 4.5), which proves a conjecture by M. L. Lapidus from 1993 that is stated
in [18].
A main motivation for studying the (local) Minkowski content and the (local)
fractal Euler characteristic arises from fractal geometry, where one aims to find
characteristics that describe the geometric structure of a fractal set. The (local)
Minkowski content and the (local) fractal Euler characteristic can be viewed as such
tools. They complement the notion of dimension and are capable of distinguishing
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between sets of the same Hausdorff- or Minkowski dimension. The Minkowski
content of a set Y ⊂ R is the limit as ε tends to zero of the re-scaled length of the ε-
parallel neighbourhood of Y . Furthermore, for intervals, it coincides with the length
of the interval. Therefore, the Minkowski content can be interpreted as “fractal
length”. An interpretation of the fractal Euler characteristic is given by its name
(see [22]). The local Minkowski content and the local fractal Euler characteristic
are defined as weak limits of measures. They are Borel-measures which describe the
“fractal length” and “fractal Euler characteristic” of a given fractal inside a Borel
set. When the weak limits exist, then their total masses respectively coincide with
the Minkowski content and the fractal Euler characteristic.
In the literature, primarily the Minkowski content has received a lot of attention.
Especially Minkowski measurability (i. e. the existence of the Minkowski content in
(0,∞)) of self-similar subsets of R has been intensely studied. One important re-
sult is given for non-degenerate self-similar subsets of R whose associated iterated
function system (IFS) consisting of similarities (sIFS) satisfies the open set con-
dition with connected feasible open set. Such a set is Minkowski measurable if
and only if the sIFS is non-lattice [8], [18], [19], [21]. We significantly extend this
important result and provide an alternative proof by showing that the analogous
statement is true also in the graph directed setting. To be more precise, we obtain
that a non-degenerate limit set of a cGDS that consists of similarities (sGDS) is
Minkowski measurable if and only if the sGDS is non-lattice (Cor. 3.13). This con-
venient equivalence statement for systems consisting of similarities unfortunately
fails to hold for general conformal systems: In [14] it has been shown that there
exist non-degenerate self-conformal sets arising from lattice conformal IFS (cIFS)
for which the Minkowski content and the fractal Euler characteristic exist. Since
cIFS are special types of cGDS we cannot expect the equivalence to be valid for
general limit sets of cGDS either. Indeed, in Prop. 3.12 we provide a sufficient
condition under which the Minkowski content and the fractal Euler characteristic
of a limit set of a lattice cGDS exist. However, one direction of the equivalence
remains true: In the non-lattice case, the Minkowski content and the fractal Euler
characteristic exist (see Rem. 3.11). Moreover, in Rem. 3.11 we see that average
versions of the Minkowski content and the fractal Euler characteristic always exist
and provide explicit formulae to determine their values.
Let us now turn to the local quantities. These have been investigated in the con-
text of fractal curvature measures in [32]. If the ambient space is of dimension one,
then there are two fractal curvature measures: The 0-th fractal curvature measure
(which is the local fractal Euler characteristic) and the 1-st fractal curvature mea-
sure (which is the local Minkowski content). The term “curvature” is appropriate
for higher dimensional ambient spaces but strictly speaking not in R. Therefore,
we will exclusively use the terms local Minkowski content and local fractal Euler
characteristic in the present article. We obtain that the local Minkowski content
and the local fractal Euler characteristic exist for limit sets of non-lattice cGDS and
are constant multiples of the associated δ-conformal measure, where δ denotes the
Minkowski dimension of the limit set (see Thm. 3.7). For limit sets of lattice sGDS
we prove that these measures do not exist (see Thm. 3.8). They neither exist for
piecewise C1+α-diffeomorphic images of limit sets of lattice sGDS (see Thm. 3.9).
This latter statement is important, since there are C1+α-diffeomorphic images of
limit sets of lattice sGDS for which the Minkowski content and the fractal Euler
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characteristic do exist (see Ex. 4.4). Also for limit sets of lattice cGDS consisting
of analytic maps, the local Minkowski content and the local fractal Euler charac-
teristic do not exist (see Thm. 3.7). However, we show that in the lattice situation
average versions of the local Minkowski content and the local fractal Euler charac-
teristic of a limit set of a cGDS always exist and are again constant multiples of
the associated δ-conformal measure (see Thm. 3.7).
From the above results we deduce the following. The limit set of a Fuchsian
group of Schottky type can be represented by a limit set of a non-lattice cGDS.
Thus, as a consequence of Rem. 3.11, its limit set is Minkowski measurable. As
mentioned above, this result proves a conjecture by M. L. Lapidus from 1993 stated
in [18], which plays an important role in the context of the Weyl-Berry conjecture.
The Weyl-Berry conjecture for fractal drums is a conjecture on the distribution
of the eigenvalues of the Laplacian on a domain with a fractal boundary (see [8],
[18], [19], [21]). It addresses the problem of describing ‘the relationship between
the shape (geometry) of the drum and its sound (its spectrum).’ [19, p. 1] A more
detailed exposition on the results from the literature and on the above mentioned
conjecture will be given in Rem. 3.17. Besides the motivation from fractal geometry,
the Weyl-Berry conjecture is a main motivation for studying the Minkowski content,
see e. g. [15], [18], [19]. A third motivation arises from non-commutative geometry:
In Connes’ seminal book [4] the notion of a non-commutative fractal geometry is
developed. There, it is shown that the natural analogue of the volume of a compact
smooth Riemannian spinc manifold for a fractal set in R is that of the Minkowski
content. This idea is also reflected in [10], [13], [29].
For an overview of the relevant literature and more background on the (local)
Minkowski content and the (local) fractal Euler characteristic as well as an overview
of the recent development of this research area, we refer the reader to [14] and the
survey [15]. Moreover, there are several recent articles concerning higher dimen-
sional ambient spaces. In [12] it is shown that the Minkowski content of self-similar
sets arising from non-lattice sIFS that satisfy the OSC exists. Alternative proofs
of this result and further investigations on the lattice case are provided in [6], [20],
where tube formulas and zeta-functions are used. Such tube formulas have been
extended to limit sets of sGDS in [5]. Minkowski measurability of self-conformal
sets in higher dimensional ambient spaces has been studied in [2], [16]. There, it
is shown that, under certain geometric conditions, a self-conformal set arising from
a non-lattice cIFS is Minkowski measurable. Moreover, fractal curvature measures
and their average versions are studied.
This article is organised as follows. In Sec. 2 we give the construction of cGDS
and their limit sets. In Sec. 3 we present our main results on the existence of
the Minkowski content, the fractal Euler characteristic and their local versions.
Sec. 4 is devoted to demonstrating how the new results can be applied to various
classes of examples of limit sets of cGDS. Sec. 5 to 7 deal with the proofs of the
main theorems. More precisely, in Sec. 5 we provide some background and prove
auxiliary results. With this preparation we provide the proofs of our main results
concerning limit sets of cGDS (Thm. 3.7 and Prop. 3.12) in Sec. 6. Sec. 7 is devoted
to the proofs of Thms. 3.8 to 3.10 dealing with the special cases of sGDS as well as
piecewise C1+α-diffeomorphic images of limit sets of sGDS.
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2. Conformal Graph Directed Systems
A core text concerning conformal graph directed systems (cGDS) is [23]. The
class of cGDS generalises the notion of conformal iterated function systems and
gives rise to a much richer class of fractal sets such as limit sets of Fuchsian groups.
In Sec. 4 we give examples of classes of fractal sets which can be obtained via a
cGDS. In this section, we present the relevant definitions.
Definition 2.1 (Directed multigraph). A directed multigraph (V,E, i, t) consists of
a finite set of vertices V , a finite set of directed edges E and functions i, t : E → V
which determine the initial and terminal vertex of an edge. The edge e ∈ E goes
from i(e) to t(e). Thus, the initial and terminal vertices of e are i(e) and t(e)
respectively.
Definition 2.2 (Incidence matrix). Given a directed multigraph (V,E, i, t), an
(#E)×(#E)-matrix A = (Ae,e′)e,e′∈E with entries in {0, 1}, which satisfies Ae,e′ =
1 if and only if t(e) = i(e′) for edges e, e′ ∈ E, is called an incidence matrix. The
incidence matrix A is called aperiodic and irreducible if there exists an n ∈ N such
that the entries of the n-folded product An are all positive.
Definition 2.3 (GDS). A graph directed system (GDS) consists of a directed
multigraph (V,E, i, t) with incidence matrix A, a family of non-empty compact
connected metric spaces (Xv)v∈V and for each edge e ∈ E an injective contraction
φe : Xt(e) → Xi(e) with Lipschitz constant less than or equal to r for some r ∈ (0, 1).
Briefly, the family Φ := (φe : Xt(e) → Xi(e))e∈E is called a GDS.
In this paper, we consider fractal subsets of the real line. Therefore, we restrict
the definition of a cGDS to the one-dimensional Euclidean space (R, |·|). For a
subset Y of (R, |·|) we let int(Y ) denote its interior, Y its closure and ∂Y :=
Y \ int(Y ) its boundary.
Definition 2.4 (cGDS). A GDS is called conformal (cGDS) if
(i) for every v ∈ V , Xv ⊂ R is a compact interval with non-empty interior,
(ii) the open set condition (OSC) is satisfied, in the sense that, for distinct
e, e′ ∈ E we have
φe(int(Xt(e))) ∩ φe′ (int(Xt(e′))) = ∅ and
(iii) for every vertex v ∈ V there exists an open intervalWv ⊃ Xv such that for
every e ∈ E with t(e) = v the map φe extends to a C
1+α-diffeomorphism
from Wv into Wi(e), whose derivative φ
′
e is bounded away from zero on
Wv, where α ∈ (0, 1].
We also consider the special case of cGDS where the contractions φe for e ∈ E
are similarities:
Definition 2.5 (sGDS). A cGDS, whose maps φe are similarities for e ∈ E, is
referred to as sGDS.
Remark 2.6. In the sequel, we will often refer to results from [23], where conformal
graph directed Markov systems (cGDMS) are treated. Such systems differ from
cGDS in that an incidence matrix for a cGDMS only fulfills the property that
Ae,e′ = 1 implies t(e) = i(e
′). However, every cGDS is a cGDMS and conversely,
a cGDMS in R can always be represented by a cGDS, namely by substituting
(φe(Xt(e)))e∈E in for the sets (Xv)v∈V and defining the edges accordingly.
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In order to define the limit set of a cGDS, we fix a cGDS with the notation from
Defs. 2.3 and 2.4. The set of infinite admissible words given by the incidence matrix
A is defined to be
(2.1) E∞A := {ω = ω1ω2 · · · ∈ E
N | Aωn,ωn+1 = 1 for all n ∈ N}.
The set of sub-words of length n ∈ N is denoted by EnA and the set of all finite
sub-words including the empty word ∅ by E∗A. For a finite word ω ∈ E
∗
A we let n(ω)
denote its length, where n(∅) := 0, define φ∅ to be the identity map on
⋃
v∈V Xv
and for ω ∈ E∗A \ {∅} set
φω := φω1 ◦ · · · ◦ φωn(ω) : Xt(ωn(ω)) → Xi(ω1),
where we let ωi denote the i-th letter of the word ω for i ∈ {1, . . . , n(ω)}, i. e.
ω = ω1 · · ·ωn(ω). For two finite words u = u1 · · ·un, ω = ω1 · · ·ωm ∈ E
∗
A with
Aun,ω1 = 1, we let uω := u1 · · ·unω1 · · ·ωm ∈ E
∗
A denote their concatenation.
Likewise, we set uω := u1 · · ·unω1ω2 · · · for u = u1 · · ·un ∈ E
∗
A and ω = ω1ω2 · · · ∈
E∞A with Aun,ω1 = 1. For an infinite word ω = ω1ω2 · · · ∈ E
∞
A and n ∈ N the initial
word of length n is defined to be ω|n := ω1 · · ·ωn.
For ω ∈ E∞A the sequence (φω|n(Xt(ωn)))n∈N is a descending sequence of non-
empty compact sets and therefore
⋂
n∈N φω|n(Xt(ωn)) 6= ∅. Recall from Def. 2.3
that r ∈ (0, 1) denotes a common Lipschitz constant of φe for e ∈ E. Since
diam(φω|n(Xt(ωn))) ≤ r
ndiam(Xt(ωn)) ≤ r
nmax{diam(Xv) | v ∈ V } for every
n ∈ N, the intersection ⋂
n∈N
φω|n(Xt(ωn))
is a singleton and we denote its only element by pi(ω). The code map is defined to
be the map pi : E∞A →
⋃
v∈V Xv given by ω 7→ pi(ω).
Definition 2.7 (Limit set of a cGDS). The limit set of the cGDS (φe)e∈E is defined
to be
F := pi(E∞A ).
Limit sets of cGDS often have a fractal structure. They include invariant sets
of conformal iterated function systems, the so-called self-conformal sets, as well as
self-similar sets. These are defined as follows.
Definition 2.8 (cIFS, sIFS, self-conformal set, self-similar set). A conformal iter-
ated function system (cIFS) is a cGDS Ψ := (ψ1, . . . , ψN ) whose set of vertices V
is a singleton and whose set of edges contains at least two elements. The unique
limit set of a cIFS is called the self-conformal set associated with Ψ. In the case
that the maps ψ1, . . . , ψN are similarities, the limit set is called the self-similar set
associated with Ψ and Ψ is referred to as an sIFS.
In order to show the significance of cGDS, Sec. 4 is devoted to examples of
important classes of such sets.
3. Main Results
3.1. Notation, Definitions and First Results. Before stating our results, let
us begin with recalling the relevant notation and definitions, in particular the local
Minkowski content and the local fractal Euler characteristic. For further back-
ground we refer the reader to [14].
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We let λ0 and λ1 respectively denote the counting measure and the one-dimensional
Lebesgue measure. For an arbitrary subset Y ⊂ R and ε > 0 we define Yε := {x ∈
R | infy∈Y |x−y| ≤ ε} to be the ε-parallel neighbourhood of Y . For the remainder of
this section we assume that Y is non-empty and compact. The 1-st and 0-th scal-
ing exponents of Y are respectively defined to be s1(Y ) := inf{t ∈ R | ε
tλ1(Yε)→
0 as ε→ 0} and s0(Y ) := inf{t ∈ R | ε
tλ0(∂Yε)→ 0 as ε→ 0}.
Definition 3.1. Provided, that the weak limit
Cf1 (Y, ·) := w-limε→0
εs1(Y )λ1(Yε ∩ ·)
of the finite Borel measures εs1(Y )λ1(Yε∩·) exists, we callC
f
1 (Y, ·) the local Minkowski
content of Y . Likewise, the weak limit
Cf0 (Y, ·) := w-limε→0
εs0(Y )λ0(∂Yε ∩ ·)/2
is called the local fractal Euler characteristic of Y , if it exists. Moreover, provided
that the weak limits exist, we respectively call
C˜f1 (Y, ·) := w-lim
Tց0
|lnT |−1
∫ 1
T
εs1(Y )−1λ1(Yε ∩ ·)dε and
C˜f0 (Y, ·) := w-lim
Tց0
|lnT |−1
∫ 1
T
εs0(Y )−1λ0(∂Yε ∩ ·)dε/2
the average local Minkowski content of Y and the average local fractal Euler char-
acteristic of Y . Moreover, for a Borel set B ⊆ R we set
C
f
0 (Y,B) := lim sup
ε→0
εs0(Y )λ0(∂Yε ∩B)/2, C
f
1 (Y,B) := lim sup
ε→0
εs1(Y )λ1(Yε ∩B)
Cf0 (Y,B) := lim infε→0
εs0(Y )λ0(∂Yε ∩B)/2, C
f
1 (Y,B) := lim infε→0
εs1(Y )λ1(Yε ∩B).
Notice, if Cfk (Y, ·) exists, then also C˜
f
k (Y, ·) exists and the two Borel measures
coincide. However, we will see that Cfk (Y, ·) does not always exist, whereas we will
prove that the average version C˜fk (Y, ·) always exists for limit sets of cGDS.
Remark 3.2. The (average) fractal Euler characteristic was investigated for self-
similar sets in [22]. In higher dimensional ambient spaces, the local Minkowski
content and the local fractal Euler characteristic belong to the class of fractal curva-
ture measures as introduced by S.Winter in [32]. However, the notion of curvature
is appropriate only in higher dimensional ambient spaces and therefore not in the
context of the present article.
The first step towards determining the quantities from Def. 3.1 for limit sets of
cGDS is to evaluate the scaling exponents s1 and s0. Scaling exponents have been
intensely studied in [26]. For a limit set F of a cGDS with aperiodic and irreducible
incidence matrix, s1(F ) and s0(F ) are strongly linked to the Minkowski dimension
dimM (F ) of F which is proven to exist for such sets F (see Prop. 5.3). For an
arbitrary bounded set Z ⊂ R the Minkowski dimension is defined by
(3.1) dimM (Z) := 1− lim
εց0
lnλ1(Zε)
ln ε
,
whenever this limit exists. When dimM (Z) exists then also the box-counting dimen-
sion of Z exists and both quantities coincide (see [9, Prop. 3.2]). The connection
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between the Minkowski dimension and the scaling exponents is provided in the next
proposition.
Proposition 3.3. Let δ denote the Minkowski dimension of the limit set F of a
cGDS Φ with aperiodic and irreducible incidence matrix. Then either λ1(F ) = 0,
in which case s1(F ) = δ − 1 and s0(F ) = δ, or F is a finite union of compact
intervals with non-empty interior. For any finite union Z ⊂ R of compact intervals
with non-empty interior we have s1(Z) = s0(Z) = 0.
Proof. First, we show that either λ1(F ) = 0 or F is a finite union of compact
intervals with non-empty interior. For n ∈ N define X(n) :=
⋃
ω∈En
A
φω(Xt(ωn)) and
set X :=
⋃
v∈V Xv. If λ
1(int(X) \X(1)) > 0, then λ1(F ) = 0 by [23, Prop. 4.5.9].
On the other hand, if λ1(int(X) \ X(1)) = 0, then λ1(X \ X(1)) = 0, since the
cardinality of ∂X is finite. It follows that X \ X(1) = ∅, as both X and X(1)
are finite unions of compact intervals. Clearly then X(n) = X for all n ∈ N and
F = X . Next, we turn to the connection between δ and the scaling exponents. If
λ1(F ) = 0, the equality s1(F ) = δ− 1 follows straight from the definitions of s1(F )
and δ. Moreover, the relation s0(F ) = δ is a consequence of s1(F ) = δ − 1 and
[27, Cor. 3.2]. If Z is a finite union of compact intervals with non-empty interior,
then λ1(Z) > 0 and λ0(∂Zε) is positive and uniformly bounded in ε, which imply
s1(Z) = s0(Z) = 0. 
In the setting of Prop. 3.3, if λ1(F ) = 0 then we call F non-degenerate; otherwise
we call F degenerate.
Remark 3.4. In the degenerate situation an immediate consequence of s1(Z) =
s0(Z) = 0 from the above proposition is that both the local Minkowski content and
the local fractal Euler characteristic of Z exist and satisfy
Cf1 (Z, ·) = λ
1(Z ∩ ·) and Cf0 (Z, ·) = λ
0(∂Z ∩ ·)/2.
The more interesting case of Prop. 3.3 is the non-degenerate case. For stating
our results for such sets, we fix a cGDS (V,E, i, t, A) and assume that the incidence
matrix A is aperiodic and irreducible (see Def. 2.2). Let (Xv)v∈V denote the associ-
ated compact intervals with non-empty interior and let Φ := (φe : Xt(e) → Xi(e))e∈E
denote the family of injective r-Lipschitz maps for some r ∈ (0, 1). Further, let F
denote the unique limit set and let δ := dimM (F ) be its Minkowski dimension. A
central role with regard to our results is played by the geometric potential function:
Definition 3.5 (Geometric potential function, shift-map). The geometric potential
function ξ : E∞A → R is defined by ξ(ω) := − ln|φ
′
ω1(pi(σω))| for ω = ω1ω2 · · · ∈
E∞A . Here σ : E
∗
A ∪ E
∞
A → E
∗
A ∪ E
∞
A denotes the shift-map which is defined by
σ(ω1ω2 · · · ) := ω2ω3 · · · ∈ E
∞
A for ω1ω2 · · · ∈ E
∞
A , σ(ω1 · · ·ωn) := ω2 · · ·ωn ∈ E
n−1
A
for ω1 · · ·ωn ∈ E
n
A, where n ≥ 2 and σ(ω) := ∅ for ω ∈ {∅} ∪E
1
A.
We equip EN with the product topology of the discrete topologies on E and
equip the set of infinite admissible words E∞A ⊂ E
N with the subspace topology.
This is the weakest topology with respect to which the canonical projections onto
the coordinates are continuous. The space of continuous real-valued functions on
E∞A is denoted by C(E
∞
A ). Note that the geometric potential function ξ belongs to
C(E∞A ). A crucial property of ξ is whether it is lattice or non-lattice.
Definition 3.6 (Co-homologous, lattice, non-lattice).
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(i) Functions f1, f2 ∈ C(E
∞
A ) are called co-homologous, if there exists a func-
tion ψ ∈ C(E∞A ) such that f1−f2 = ψ−ψ◦σ. A function f ∈ C(E
∞
A ) is said
to be lattice, if f is co-homologous to a function whose range is contained
in a discrete subgroup of R. Otherwise, we say that f is non-lattice.
(ii) If the geometric potential function ξ is non-lattice, then we call the cGDS
Φ non-lattice. On the other hand, if ξ is lattice, then we call Φ lattice.
We let H(µ−δξ) denote the measure theoretical entropy of the shift-map σ with
respect to the unique σ-invariant Gibbs measure µ−δξ for the potential function
−δξ (see (5.4) for a definition). The unique probability measure ν supported on F ,
which for all distinct e, e′ ∈ E satisfies
(3.2) ν(φe(Xt(e)) ∩ φe′ (Xt(e′))) = 0 and ν(φeB) =
∫
B
|φ′e|
δdν
for all Borel sets B ⊆ Xt(e) is called the δ-conformal measure associated with Φ.
Uniqueness and existence is provided in [23, Thm. 4.2.9] and goes back to the work
of [7], [25], [30].
For a vertex v ∈ V we denote the set of edges whose initial and respectively
terminal vertex is v by
Iv := {e ∈ E | i(e) = v} and Tv := {e ∈ E | t(e) = v}.
Moreover, for n ∈ N we set
Inv := {ω ∈ E
n
A | i(ω1) = v}, T
n
v := {ω ∈ E
n
A | t(ωn) = v},
I∗v :=
⋃
k∈N I
k
v , T
∗
v :=
⋃
k∈N T
k
v and
I∞v := {ω ∈ E
∞
A | i(ω1) = v}.
For a finite word ω ∈ E∗A the ω-cylinder set is defined to be
[ω] := {u ∈ E∞A | ui = ωi for i ∈ {1, . . . , n(ω)}}, in particular [∅] = E
∞
A .
Fundamentally important objects in our main statements are the primary gaps
of F and their images. These are certain intervals in the complement of the limit
set, which are defined in the following way. Set
(3.3) Lv :=
〈 ⋃
e∈Iv
pi[e]
〉
\
⋃
e∈Iv
〈pi[e]〉 ,
where v ∈ V and 〈Y 〉 denotes the convex hull of Y . We let nv denote the number of
connected components of Lv. In Prop. 5.4 we show that
⋃
v∈V L
v 6= ∅ if λ1(F ) = 0,
hence,
∑
v∈V nv ≥ 1. If L
v 6= ∅, we denote the connected components of Lv by
Lv,j, where j ranges over {1, . . . , nv} and call the sets L
v,j the primary gaps of F .
For every ω ∈ T ∗v we define L
v,j
ω := φω(L
v,j) and call these sets the image gaps of
F .
3.2. Exposition of the Main Results. Now, we are able to present our main
results and for this purpose fix the notation from Sec. 3.1. In particular, let Φ :=
(φe)e∈E denote a cGDS with aperiodic and irreducible incidence matrix and let F
denote its limit set. Set δ := dimM (F ) and let ξ denote the geometric potential
function associated with Φ. Further, denote by H(µ−δξ) the measure theoretical
entropy of the shift-map σ with respect to the unique shift-invariant Gibbs measure
µ−δξ for the potential function −δξ (see Sec. 5.1). The proofs of the theorems of
this subsection are presented in Sec. 6 and 7.
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Theorem 3.7. Assume that λ1(F ) = 0. Then the following hold.
(i) The average local Minkowski content and the average local fractal Eu-
ler characteristic of F always exist and are constant multiples of the δ-
conformal measure ν associated with Φ, i. e.
C˜f1 (F, ·) =
21−δc
(1 − δ)H(µ−δξ)
· ν(·) and C˜f0 (F, ·) =
2−δc
H(µ−δξ)
· ν(·),
where the constant c is given by the well-defined positive and finite limit
(3.4) c := lim
m→∞
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
|Lv,jω |
δ.
(ii) If ξ is non-lattice, then both the local Minkowski content and the local
fractal Euler characteristic of F exist and satisfy Cfk (F, ·) = C˜
f
k (F, ·) for
k ∈ {0, 1}.
(iii) If ξ is lattice, then there exists a constant c ∈ R such that 0 < Cfk(F,R) ≤
C
f
k(F,R) ≤ c for k ∈ {0, 1}. If additionally the system Φ consists of
analytic maps, then neither the local Minkowski content nor the local fractal
Euler characteristic of F exists.
Thm. 3.7(ii) and (iii) in particular show that the scaling exponents of F can
alternatively be characterised by s1(F ) = sup{t ∈ R | ε
tλ1(Fε)→∞ as ε→ 0} and
s0(F ) = sup{t ∈ R | ε
tλ0(∂Fε) → ∞ as ε → 0}. Since C
f
k(F, ·) is monotonically
increasing as a set function in the second component, Thm. 3.7(iii) also shows that
C
f
k(F,B) ≤ c for all Borel sets B ⊂ R.
Theorem 3.8 (sGDS). Suppose that Φ is an sGDS. Assume that λ1(F ) = 0 and
let h−δξ denote the unique strictly positive eigenfunction with eigenvalue one of
the Perron-Frobenius operator for the potential function −δξ (see Sec. 5.1). Then,
additionally to the statements of Thm. 3.7, the following hold.
(i) The constant c from (3.4) simplifies to the finite sum
c =
∑
v∈V
nv∑
j=1
h−δξ(ω
v)|Lv,j |δ,
which is independent of the choice of ωv ∈ I∞v .
(ii) If ξ is lattice, then the following holds. For k ∈ {0, 1} and for every Borel
set B ⊆ R for which F ∩B is a non-empty finite union of sets of the form
pi[ω], where ω ∈ E∗A, and for which Fε ∩ B = (F ∩ B)ε for all sufficiently
small ε > 0 we have that
0 < Cfk(F,B) < C
f
k(F,B) <∞.
Consequently neither the local Minkowski content nor the local fractal Euler
characteristic of F exists.
An interesting subclass of limit sets of cGDS is the class of piecewise C1+α-
diffeomorphic images of limit sets of sGDS, where α ∈ (0, 1] and C1+α denotes
the class of real-valued functions which are differentiable with α-Ho¨lder continuous
derivative. A nice relationship between the (average) local Minkowski content and
the (average) local fractal Euler characteristic of the limit set of the sGDS and of its
piecewise C1+α-diffeomorphic image is provided in the next theorem. The analogue
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statements of Thm. 3.9(i) and (ii) have been obtained in [11] for conformal C1+α-
diffeomorphic images of self-similar sets in higher dimensional ambient spaces.
Theorem 3.9 (Piecewise C1+α-diffeomorphic images of limit sets of sGDS). Let
R denote an sGDS with aperiodic and irreducible incidence matrix, with associ-
ated directed multigraph (V,E, i, t) and with associated compact non-empty intervals
(Yv)v∈V . Let K ⊂ R denote the limit set of R and assume that λ
1(K) = 0. For
each v ∈ V let gv : Wv → R denote a C
1+α(Wv)-diffeomorphism which is defined
on a connected open neighbourhood Wv ⊂ R of Yv such that |g
′
v| is bounded away
from zero on Wv and such that the interiors of Xv := gv(Yv) are pairwise disjoint
and α ∈ (0, 1]. Set F :=
⋃
v∈V gv(K ∩ Yv). Then we have the following.
(i) The average local Minkowski content and the average local fractal Euler
characteristic of both K and F exist. Moreover, C˜fk (F, ·) is absolutely
continuous with respect to the push-forward measure C˜fk (K,
⋃
v∈V g
−1
v (·))
for k ∈ {0, 1}. Their Radon-Nikodym derivative is, for v ∈ V and k ∈
{0, 1}, given by
dC˜fk (F, ·)
dC˜fk (K,
⋃
v′∈V g
−1
v′ (·))
∣∣∣∣∣
Xv
= |g′v ◦ g
−1
v |
δ
∣∣∣∣∣
Xv
,
where δ := dimM (K) denotes the Minkowski dimension of K.
(ii) If R is non-lattice, then the local Minkowski content and the local fractal
Euler characteristic of both K and F exist and coincide with the respective
average versions.
(iii) If R is lattice, then neither the local Minkowski content nor the local fractal
Euler characteristic of K and F exist.
Piecewise C1+α-diffeomorphic images of limit sets of sGDS play an important
role in the theory of general lattice cGDS. Namely, if a lattice cGDS consists of
analytic maps, then its limit set F is an image of a limit set of an sGDS under a
piecewise C1+α-diffeomorphism:
Theorem 3.10 (Rigidity). Let Φ be a lattice cGDS consisting of analytic maps
and let F ⊂ R denote its limit set. Then there exists a limit set K ⊂ R of a lattice
sGDS, with associated compact intervals (Yv)v∈V and analytic maps gv : Wv → R
with |g′v| bounded away from zero, where Wv is an open neighbourhood of Yv, such
that F =
⋃
v∈V gv(K ∩ Yv).
Thm. 3.10 is a generalisation of [14, Thm. 2.2], which addresses cIFS.
3.3. Results on the Minkowski Content. The theorems from the preceding
subsection immediately imply results on the existence and value of the (average)
Minkowski content of limit sets of cGDS. The (average) Minkowski content is de-
fined as follows. Let Y ⊂ R denote a set whose Minkowski dimension dimM (Y ) =: δ
exists. The upper Minkowski content M(Y ) and the lower Minkowski content
M(Y ) of Y are respectively defined to be
(3.5) M(Y ) := lim sup
ε→0
εδ−1λ1(Yε) and M(Y ) := lim inf
ε→0
εδ−1λ1(Yε).
If the upper and lower Minkowski contents coincide, then we denote the common
value by M(Y ) and call it the Minkowski content of Y . In the case that the
Minkowski content exists, is positive and finite, we call Y Minkowski measurable.
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The average Minkowski content of Y is defined to be the following limit, provided
it exists
(3.6) M˜(Y ) := lim
Tց0
|lnT |−1
∫ 1
T
εδ−2λ1(Yε)dε.
Analogously, one defines the fractal Euler characteristic of Y by
(3.7) Cf0 (Y ) := limε→0
εs0(Y )λ0(∂Fε)/2,
whenever this limit exists.
We use the notation from the beginning of Sec. 3.2 for stating the implications
of Thms. 3.7 to 3.9 regarding the existence and the value of the Minkowski content.
Remark 3.11. Suppose that λ1(F ) = 0. Immediate consequences of Prop. 3.3 and
Thm. 3.7 are that
(3.8) M˜(F ) = C˜f1 (F,R) =
21−δc
(1− δ)H(µ−δξ)
with c as in (3.4), and if ξ is non-latice that M(F ) exists and satisfies
(3.9) M(F ) = Cf1 (F,R) = C˜
f
1 (F,R) = M˜(F ).
In the above remark we addressed the average Minkowski content and the non-
lattice case. The remaining lattice case is delicate with regard to Minkowski mea-
surability, namely both existence and non-existence of the Minkowski content is
possible. A sufficient condition under which the Minkowski content exists is given
in the following proposition, which will be proved in Sec. 6. Here, for an α-Ho¨lder
continuous function f ∈ Fα(E
∞
A ) (see Sec. 5.1) we let νf denote the unique eigen-
measure with eigenvalue 1 of the dual of the Perron-Frobenius operator for the
potential function f (see Sec. 5.1).
Proposition 3.12. Assume that λ1(F ) = 0 and that ξ is lattice. Then we have
(3.10) 0 <M(F ) ≤M(F ) <∞.
Further, equality in (3.10) can be attained. More precisely, let ζ, ψ ∈ C(E∞A ) denote
two functions satisfying ξ − ζ = ψ − ψ ◦ σ, where the range of ζ is contained in a
discrete subgroup of R and a ∈ R is maximal such that ζ(E∞A ) ⊆ aZ. If, for every
t ∈ [0, a), we have that∑
n∈Z
e−δanν−δζ ◦ ψ
−1([na, na+ t))
=
eδt − 1
eδa − 1
∑
n∈Z
e−δanν−δζ ◦ ψ
−1([na, (n+ 1)a)),(3.11)
then M(F ) =M(F ), where the sums occurring in (3.11) are finite sums.
Condition (3.11) was obtained in [14, (2.3)] as a condition implying thatM(F ) =
M(F ) for self-conformal sets F arising from a lattice cIFS. Thus, the above propo-
sition states that the exact same condition implies Minkowski measurability for
limit sets of cGDS. The necessary adaptations of the proof of [14] are outlined in
Sec. 6. An example of a lattice limit set of a cGDS, which satisfies (3.11) and
thus is Minkowski measurable, is given in Ex. 4.4. However, in the special case,
when the maps φe of the lattice cGDS are similarities, (3.11) cannot be satisfied
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which follows from Thm. 3.8(ii). Indeed, a consequence of Thms. 3.7 and 3.8 is the
following.
Corollary 3.13. Suppose that Φ is an sGDS and that λ1(F ) = 0. Then F is
Minkowski measurable if and only if the sGDS Φ is non-lattice.
This corollary provides an important extension of the result for sIFS given in [8],
[18], [19], [21] (see Rem. 3.17(i)).
Remark 3.14. Combining (3.8) with Thm. 3.8(i) one obtains an explicit expression
for M˜(F ), when Φ is an sGDS.
We can now turn to the class of piecewise C1+α-diffeomorphic images of limit
sets arising from sGDS. Also here, the lattice case is delicate and so we first treat
the average and non-lattice situations.
Remark 3.15. Suppose that we are in the situation of Thm. 3.9 of piecewise C1+α-
diffeomorphic images of limit sets of sGDS. Let ν denote the δ-conformal measure
associated with R. Then direct consequences of Thms. 3.7 and 3.9 are: The average
Minkowski content of both K and F exist and they are related by
M˜(F ) = M˜(K) ·
∑
v∈V
∫
K∩Yv
|g′v|
δdν.
If R is non-lattice, then the Minkowski contents of both K and F exist and coincide
with the respective average Minkowski contents.
Remark 3.16. From the result of Prop. 3.12 we can explicitly construct C1+α-
diffeomorphisms which map limit sets of lattice sGDS to Minkowski measurable
limit sets of lattice cGDS. In fact, for every limit set K of a lattice sGDS R there
exist C1+α-diffeomorphisms g such that g(K) is Minkowski measurable: Assume
that K ⊆ [0, 1] and that the geometric potential function ζ associated with R is
lattice. Let a > 0 be maximal such that the range of ζ is contained in aZ. Let
ν denote the δ-conformal measure associated with R. Define g˜ : R → R, g˜(x) :=
ν((−∞, x]) to be the distribution function of ν. For n ∈ N define the function
gn : [−1,∞)→ R by
gn(x) :=
∫ x
−1
(
g˜(r)(eδan − 1) + 1
)−1/δ
dr
and set Fn := gn(K). Then for every n ∈ N we have M(F
n) = M(Fn) and
Cf0 (F
n,R) = C
f
0 (F
n,R). The proof of this statement has been given in [14,
Cor. 2.18(iii)] for self-conformal sets. For limit sets of cGDS the proof follows
through by using Prop. 3.12 and thus, we are not going to repeat it here. Notably,
the sets Fn do not only provide examples of Minkowski measurable limit sets of
lattice cGDS but they also provide examples of sets for whichM(Fn) and Cf0 (F
n)
exist but Cf1 (F, ·) and C
f
0 (F, ·) do not exist (see Thm. 3.9).
We end this section with addressing conjectures from [18].
Remark 3.17 (On two conjectures by M. L. Lapidus from 1993).
(i) Conjecture 3 in [18] states that under the OSC a non-degenerate self-
similar set in Rd is Minkowski measurable if and only if the associated sIFS
is non-lattice. This conjecture was proven to be correct in space dimension
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d = 1 in [8], [18], [19], [21] under the assumption that the feasible open
set is connected. In higher dimensional ambient spaces it was proven in
[12] that a self-similar set arising from a non-lattice sIFS is Minkowski
measurable, without any further assumptions on the feasible open set.
Thus, the results from [12] fully prove one direction of the conjectured
equivalence. The other direction, namely that one has Minkowski non-
measurability in the lattice situation, is still an open problem in higher
dimensional ambient spaces.
With Cor. 3.13 we have seen that the Minkowski content of a limit set of
an sGDS in R exists if and only if the sGDS is non-lattice. Thus, Cor. 3.13
shows that [18, Conj. 3] is also valid for the more general class of limit
sets of sGDS in R and in this way provides an important extension to the
result of [8], [18], [19], [21]. Moreover, Cor. 3.13 also allows to consider self-
similar systems where the OSC is satisfied with disconnected feasible open
sets and hence provides a new result in the lattice situation for self-similar
sets (see Sec. 4.2).
(ii) In the same paper, [18], a similar conjecture is posed for so-called ‘ap-
proximately’ self-similar sets, namely [18, Conj. 4]. A precise definition
of an ‘approximately’ self-similar set is not given, however, limit sets of
Fuchsian groups of Schottky type are mentioned as examples. These can
be represented as limit sets of cGDS (see Sec. 4.5). It is well known that
such systems are always non-lattice (see e. g. [17, Part II]). Combined with
[21, Cor. 2.3], Equation (3.9) thus verifies [18, Conj. 4] for limit sets of
Fuchsian groups of Schottky type. This situation will be investigated in
more detail in Sec. 4.5.
In this spirit we view limit sets of cGDS in general as being ‘approx-
imately’ self-similar since conformal maps locally behave like similarities.
Its subclass of self-conformal sets has already been treated in [14]. The re-
sults of [14] combined with [21, Cor. 2.3] provide a negative answer to [18,
Conj. 4] for such sets (see also [14, Ex. 2.20]). Note that [14, Thm. 2.12]
combined with [21, Cor. 2.3] in particular shows that there exist fractal
strings with lattice self-conformal boundary for which the asymptotic sec-
ond term of the eigenvalue counting function N(λ) of the Laplacian (in
the sense of [21]) is monotonic. As self-conformal sets are special types
of limit sets of cGDS, the results from [14] already imply that Minkowski
measurability of the limit set of a cGDS is not equivalent to the cGDS
being non-lattice. However, (3.9) shows the validity of one implication,
namely that limit sets of non-lattice cGDS are Minkowski measurable.
4. Examples of Limit Sets of cGDS
We now present classes of systems which can be represented by a cGDS and
illustrate our results for such systems. We especially focus on sets which cannot be
treated with the previously known results from the literature.
4.1. cGDS derived from a cIFS. A cIFS Ψ := (ψ1, . . . , ψN ) has got the property
that every function ψi can be concatenated with any other function ψj for i, j ∈
{1, . . . , N}. Here we define a cGDS in that we additionally put transition rules on
Ψ. This is done by defining an N × N matrix A′ := (A′i,j)i,j∈{1,...,N} with entries
0, 1 which determines which functions may follow a given function, i. e. A′i,j = 1 if
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and only if ψi ◦ ψj is allowed. The system (Ψ, A
′) then gives rise to a cGDS by
setting V := {1, . . . , N}, E := {1, . . . ,M}, where M :=
∑N
i,j=1 A
′
i,j and where for
all v, v′ ∈ V with A′v,v′ = 1 there exists an edge e ∈ E such that i(e) = v and
t(e) = v′.
Example 4.1. For i ∈ {1, 2, 3} define ψi : [0, 1] → [0, 1] by setting ψ1(x) := x/4,
ψ2(x) := x/4 + 3/8 and ψ3(x) := x/4 + 3/4 and set
A′ :=
 1 0 10 0 1
1 1 1
 .
A corresponding sGDS is given by V := {1, 2, 3}, E := {1, . . . , 6},
i(e) :=

1 : e ∈ {1, 2}
2 : e = 3
3 : e ∈ {4, 5, 6},
t(e) :=

1 : e ∈ {1, 4}
2 : e = 5
3 : e ∈ {2, 3, 6},
A :=

1 1 0 0 0 0
0 0 0 1 1 1
0 0 0 1 1 1
1 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 1 1
 ,
Xv := ψv([0, 1]) for v ∈ V and
φ1 : X1
ψ1
−→ X1 φ3 : X3
ψ2
−→ X2 φ5 : X2
ψ3
−→ X3
φ2 : X3
ψ1
−→ X1 φ4 : X1
ψ3
−→ X3 φ6 : X3
ψ3
−→ X3.
Here, r = 1/4. For determining the average (local) Minkowski content of the limit
set F of the sGDS, we apply Thm. 3.8 and (3.8) and thus need to find the primary
gaps. Observe that
〈pi[1]〉 = [0, 1/16], 〈pi[2]〉 = [3/16, 1/4], 〈pi[3]〉 = [9/16, 5/8],
〈pi[4]〉 = [3/4, 13/16], 〈pi[5]〉 = [57/64, 29/32] and 〈pi[6]〉 = [15/16, 1].
Thus,
L1 =
(
1
16
,
3
16
)
︸ ︷︷ ︸
=:L1,1
, L2 = ∅ and L3 =
(
13
16
,
57
64
)
︸ ︷︷ ︸
=:L3,1
∪
(
29
32
,
15
16
)
︸ ︷︷ ︸
=:L3,2
.
The primary gaps L1,1, L3,1 and L3,2 are illustrated in Fig. 1. Another quantity in
the formula of Thm. 3.8 is the eigenfunction h−δξ of the Perron-Frobenius operator
L−δξ (see Sec. 5.1), where δ denotes the Minkowski dimension of F and ξ is the
geometric potential function associated with Φ. In order to determine h−δξ, we first
determine the measure ν−δξ. This is done by solving the linear system of equations
which arises by combining the following three facts: For e ∈ E the defining equation
0 1
X1 X2 X3
〈pi[1]〉 〈pi[2]〉 〈pi[3]〉 〈pi[4]〉 〈pi[5]〉 〈pi[6]〉︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸
L
1,1
L
3,1
L
3,2
Figure 1. Primary gaps of the cGDS from Ex. 4.1.
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for ν−δξ implies that ν−δξ([ee
′]) = 4−δ · ν−δξ([e
′]) for every e′ ∈ Ti(e), ν−δξ([e]) =∑
e′∈Ti(e)
ν−δξ([ee
′]) and
∑
e∈E ν−δξ([e]) = 1. The resulting measure ν−δξ satisfies
ν−δξ([1]) = ν−δξ([4]) = (3 · 4
δ − 4−δ)−1,
ν−δξ([2]) = ν−δξ([3]) = ν−δξ([6]) = (4
δ − 1) · ν−δξ([1]),
ν−δξ([5]) = (1− 4
−δ) · ν−δξ([1]).
To determine h−δξ, we use the approximation argument from (5.3). We let 1 denote
the constant one-function on E∞A . Since L
n
−δξ1(u) =
∑
ω∈Tnv
rδω for all u ∈ I
∞
v and
v ∈ V , it follows that h−δξ is constant on one-cylinders. Now combining the fact
that the eigenvalue γ−δξ is equal to one, that L−δξh−δξ = γ−δξh−δξ and that∫
h−δξdν−δξ = 1, we obtain
h−δξ(ω
1) =
3− 4−2δ
−2 · 4−δ + 6− 4δ
for ω1 ∈ I∞1 ,
h−δξ(ω
2) = (1− 4−δ) · h−δξ(ω
1) for ω2 ∈ I∞2
h−δξ(ω
3) = (4δ − 1) · h−δξ(ω
1) for ω3 ∈ I∞3 .
From the above evaluations we additionally infer that the Minkowski dimension δ
is the unique positive root of the function
x 7→ 4−x − 4−2x + 2− 4x.
With H(µ−δξ) = δ ln 4 we altogether obtain from Thm. 3.8 and (3.8) that
M˜(F ) =
21−δ · (3− 4−2δ)
(1 − δ)δ(6− 2 · 4−δ − 4δ) ln 4
(
8−δ + (4δ − 1)
((
5
64
)δ
+ 32−δ
))
.
From Thm. 3.7 we conclude that
C˜f1 (F, ·) = M˜(F ) · ν(·) and C˜
f
0 (F, ·) =
1− δ
2
M˜(F ) · ν(·),
where ν denotes the δ-conformal measure associated with Φ. Since ξ = ln 4 · 1 is
lattice, Cor. 3.13 moreover implies that the Minkowski content of F does not exist.
4.2. Conformal Iterated Function Systems with disconnected Feasible
Open Set. By definition, a cIFS acting on X needs to satisfy the OSC with int(X)
as a feasible open set. If we allow the OSC to be satisfied with a different feasible
open set, then often the system can still be represented by a cGDS.
Example 4.2. For i ∈ {1, 2, 3} define ψi : [0, 1]→ [0, 1] by ψ1(x) := x/3, ψ2(x) :=
x/3 + 2/3 and ψ3(x) := x/9 + 1/9 and set Ψ := (ψ1, ψ2, ψ3). Then Ψ is not a cIFS
in our sense since the open set condition is not satisfied with (0, 1) as the feasible
open set. (Even though the OSC is satisfied for (0, 1/3) ∪ (2/3, 1).) However, Ψ
can be represented by an sGDS as follows. Set V := {1, 2}, E := {1, . . . , 6},
i(e) :=
{
1 : e ∈ {1, . . . , 4}
2 : e ∈ {5, 6},
t(e) :=
{
1 : e ∈ {1, 3, 5}
2 : e ∈ {2, 4, 6},
A :=

1 1 1 1 0 0
0 0 0 0 1 1
1 1 1 1 0 0
0 0 0 0 1 1
1 1 1 1 0 0
0 0 0 0 1 1
 ,
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0 1
X1 X2
〈pi[1]〉 〈pi[2]〉〈pi[3]〉 〈pi[4]〉 〈pi[5]〉 〈pi[6]〉︸︷︷︸ ︸ ︷︷ ︸
L
1,1
L
2,1
Figure 2. Primary gaps of the limit set of the cGDS from Ex. 4.2.
Xv := ψv([0, 1]) for v ∈ {1, 2} and
φ1 : X1
ψ1
−→ X1, φ3 : X1
ψ3
−→ X1, φ5 : X1
ψ2
−→ X2,
φ2 : X2
ψ1
−→ X1, φ4 : X2
ψ3
−→ X1 and φ6 : X2
ψ2
−→ X2.
Here, r = 1/3, L1,1 = (4/27, 5/27) and L2,1 = (7/9, 8/9). See Fig. 2 for an
illustration for this example. That the eigenfunction h−δξ of the Perron-Frobenius
operator L−δξ with eigenvalue 1 is equal to the constant one-function 1 on E
∞
A can
be seen as follows. Firstly, L−δξ1 = 2/3
δ+1/9δ and secondly, 1 = 2/3δ+1/9δ which
can be concluded from the fact that 0 = P (−δξ), where P denotes the topological
pressure function (see (5.2)). Thus, by Thm. 3.8 and (3.8), we have
M˜(F ) =
21−δ · (27−δ + 9−δ)
(1− δ)H(µ−δξ)
.
As in the previous example C˜f1 (F, ·) and C˜
f
0 (F, ·) can be determined from the above
equation by using Thm. 3.7. Cor. 3.13 implies that the Minkowski content of F
does not exist, since the range of ξ is contained in ln 3 · Z.
Alternatively, one can determine the average Minkowski content of this example by
using the results of [12]. However, if ψ1, ψ2 and ψ3 were non-linear but conformal,
then Thms. 3.7 and 3.12 could be applied, whereas this case is not covered in [12].
4.3. Markov Interval Maps. For closed intervals X1, . . . , XN in [0, 1] with dis-
joint interior, N ≥ 2, and X :=
⋃N
i=1Xi we call a map g : X → [0, 1] a Markov
interval map if
(i) g|Xi is expanding and there exists a C
1+α-continuation to a neighbourhood
of Xi and
(ii) if g(Xi) ∩Xj 6= ∅ then Xj ⊂ g(Xi) for i, j ∈ {1, . . . , N}.
For a representation by a cGDS, set V := {1, . . . , N} and for v ∈ V define Gv :=
{v′ ∈ V | Xv′ ⊆ g(Xv)}. For every pair (v, v
′), where v ∈ V and v′ ∈ Gv introduce
an edge e = e(v, v′) with i(e) = v and t(e) = v′. Set E := {e(v, v′) | v ∈ V, v′ ∈ Gv}
and define φe : Xt(e) → Xi(e) by φe :=
(
g|Xi(e)
)−1
|Xt(e) for e ∈ E. Then the repeller
of the Markov interval map coincides with the limit set of the corresponding cGDS.
Example 4.3. Set X1 := [0, 1/4], X2 := [1/4, 1/2], X3 := [2/3, 1] and let the
Markov interval map g :
⋃3
i=1Xi → [0, 1] be given by g|X1(x) := 5x/2, g|X2(x) :=
3x−1/2 and g|X3(x) := 3x−2. The graph of the Markov interval map g is presented
in Fig. 3.
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Figure 3. Graph of the Markov interval map from Ex. 4.3.
A corresponding sGDS is given by V := {1, 2, 3}, E := {1, . . . , 7},
i(e) :=

1 : e ∈ {1, 2}
2 : e ∈ {3, 4}
3 : e ∈ {5, 6, 7},
t(e) :=

1 : e ∈ {1, 5}
2 : e ∈ {2, 3, 6}
3 : e ∈ {4, 7},
A :=

1 1 0 0 0 0 0
0 0 1 1 0 0 0
0 0 1 1 0 0 0
0 0 0 0 1 1 1
1 1 0 0 0 0 0
0 0 1 1 0 0 0
0 0 0 0 1 1 1

,
φ1 : X1
(g|X1)
−1
−−−−→ X1, φ2 : X2
(g|X1)
−1
−−−−→ X1,
φ3 : X2
(g|X2)
−1
−−−−→ X2, φ4 : X3
(g|X2)
−1
−−−−→ X2,
φ5 : X1
(g|X3)
−1
−−−−→ X3, φ6 : X2
(g|X3)
−1
−−−−→ X3, φ7 : X3
(g|X3)
−1
−−−−→ X3.
Here, r = 3/4. For this example, we limit ourselves to determining and illustrating
the primary gaps, since presenting the complete calculations would not provide any
0 1
X1 X2 X3
〈pi[1]〉 〈pi[2]〉 〈pi[3]〉 〈pi[4]〉 〈pi[5]〉 〈pi[6]〉 〈pi[7]〉︸︷︷︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
L
1,1
L
2,1
L
3,1
L
3,2
Figure 4. Primary gaps for the limit set of Ex. 4.3.
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further insights. The convex hulls of the projections of the cylinder sets are given
by
〈pi[1]〉 = [0, 2/25], 〈pi[2]〉 = [1/10, 1/5],
〈pi[3]〉 = [1/4, 1/3], 〈pi[4]〉 = [7/18, 1/2],
〈pi[5]〉 = [2/3, 11/15], 〈pi[6]〉 = [3/4, 5/6], 〈pi[7]〉 = [8/9, 1].
Thus, the primary gaps are
L1,1 = (2/25, 1/10), L2,1 = (1/3, 7/18),
L3,1 = (11/15, 3/4) and L3,2 = (5/6, 8/9).
They are illustrated in Fig. 4. This cGDS indeed is a non-lattice cGDS and hence
Cf1 (F, ·), C
f
0 (F, ·) and the Minkowski content of F exist by Thm. 3.8 and (3.9).
4.4. Lattice cGDS whose Limit Set is Minkowski Measurable. An exam-
ple of a lattice self-conformal set which is Minkowski measurable is given in [14,
Ex. 2.20]. In the following, we present an example of a Minkowski measurable
limit set of a lattice cGDS which cannot be obtained via a cIFS. This adds to the
observations concerning [18, Conj. 4] that we discussed in Rem. 3.17(ii). To be
more precise, the following example in conjunction with [21, Cor. 2.3] shows the
existence of fractal strings, that have a limit set of a lattice cGDS for boundary,
for which the asymptotic second term of the eigenvalue counting function N(λ) of
the Laplacian (in the sense of [21]) is monotonic. This shows that the statement of
[18, Conj. 4] is not valid for limit sets of cGDS in R.
Example 4.4. Let K ⊆ [0, 1] denote the limit set of the sGDS given in Ex. 4.1. Let
δ denote its Minkowski dimension and let ν denote the associated δ-conformal mea-
sure. Let g˜ : R → R denote the distribution function of ν, i. e. g˜(x) := ν((−∞, x])
for x ∈ R. For n ∈ N define the function gn : [−1,∞)→ R by
gn(x) :=
∫ x
−1
(
g˜(r)(3nδ − 1) + 1
)−1/δ
dr
and set Fn := gn(K). Then we haveM(F
n) =M(Fn), althoughM(K) <M(K).
This is a consequence of Cor. 3.13 and Rem. 3.16.
4.5. Limit Sets of Fuchsian Groups of Schottky Type. Here, we give a very
brief introduction to limit sets of Fuchsian groups of Schottky type. For background
and proofs of the statements below, we refer the reader to [1], [24].
We let H := {z ∈ C | ℑ(z) > 0} denote the upper half plane in C, where
ℑ(z) denotes the imaginary part of z ∈ C. We fix n ∈ N with n ≥ 2 and set
V := {±1, . . . ,±n}. We let (Bv)v∈V denote a family of pairwise disjoint closed
Euclidean unit balls in C intersecting the real line R orthogonally and let gv denote
the unique hyperbolic conformal orientation preserving automorphism of H which
maps the side s−v := H∩∂B−v to the side sv := H∩∂Bv. (Note that gv is a Mo¨bius
transformation which is obtained on concatenating the inversion at the circle ∂B−v
with the reflection at the line ℜ(z) = dv, where dv = (cv + c−v)/2 is the midpoint
of the line segment joining the centres c−v and cv of the balls B−v and Bv and ℜ(z)
denotes the real part of z ∈ C.) Then {gv | v ∈ V } is a symmetric set of generators
of the Fuchsian group G := 〈{gv | v ∈ V }〉 and G will be referred to as a Fuchsian
group of Schottky type. Associated to G is a limit set L(G) ⊂ R ∩
⋃
v∈V Bv which
is defined to be the set of all accumulation points (with respect to the Euclidean
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metric on H := H∪R∪{∞}) of the G-orbit G(z) := {g(z) | g ∈ G} for an arbitrary
z ∈ H.
Such a limit set can be represented as a limit set of a cGDS in the following way:
For defining the directed multigraph we set the set of vertices to be V , define E :=
{(v, v′) ∈ V 2 | v′ 6= −v} to be the set of edges, t((v, v′)) := v and i((v, v′)) := v′.
The incidence matrix A is given by Ae,e′ = 1 if t(e) = i(e
′) and Ae,e′ = 0 else. It
is aperiodic and irreducible, which can be seen as follows. Let e, e′′′ ∈ E denote
two arbitrary edges. The condition that n ≥ 2 implies that there exist at least
two vertices v ∈ V \ {−t(e),−i(e′′′)}. Fix v as such. Since v 6= −t(e) there exists
an edge e′ ∈ E with i(e′) = t(e) and t(e′) = v and likewise, there exists an edge
e′′ ∈ E with i(e′′) = v and t(e′′) = i(e′′′). Thus, A
(3)
e,e′′′ > 0. For v ∈ V we set
Xv := Bv ∩ R and note that the maps gv can be continuously extended to H. We
denote this extension also by gv. For each e = (t(e), i(e)) ∈ E we set
φe : Xt(e)
gi(e)
−−−→ Xi(e).
Since each gv is a Mo¨bius transformation with singularity in X−v, the map φe
extends to an analytic C1+α-diffeomorphism on an open connected neighbourhood
Wt(e) of Xt(e), for some α ∈ (0, 1]. Moreover, the maps φe are strict contractions
by construction. That the limit set L(G) of the Fuchsian group coincides with the
limit set of the above constructed cGDS is shown in [23, Thm. 5.1.6]. By [17, Part
II] the associated geometric potential function is non-lattice. Therefore, we obtain
the following corollary from Thm. 3.7:
Corollary 4.5. The local Minkowski content and the local fractal Euler character-
istic of a limit set of a Fuchsian group of Schottky type always exist. In particular,
a limit set of a Fuchsian group of Schottky type is always Minkowski measurable.
Note that the above corollary proves [18, Conj. 4] for limit sets of Fuchsian
groups of Schottky type.
Example 4.6. In this example we want to show how a typical limit set of a Fuchsian
group of Schottky type can be represented as a cGDS. We set V := {±1,±2} and
define B−2, B−1, B1 and B2 to be the closed unit balls with respective centres
−5,−2, 2 and 5. Then the maps gv : H→ H are given by
g−2(z) =
−5z + 24
z − 5
, g−1(z) =
−2z + 3
z − 2
, g1(z) =
2z + 3
z + 2
and g2(z) =
5z + 24
z + 5
and G := 〈{gv | v ∈ V }〉 is the Fuchsian group of Schottky type. For a representa-
tion by a cGDS we set
X−2 := [−6,−4], X−1 := [−3,−1], X1 := [1, 3] and X2 := [4, 6].
The set of edges is given by E := {(v, v′) ∈ V 2 | v′ 6= −v}, t((v, v′)) = v, i((v, v′)) =
v′ and the family of maps φe for e ∈ E is given by
φ(−2,−2) : X−2
g−2
−−→ X−2, φ(−2,−1) : X−2
g−1
−−→ X−1, φ(−2,1) : X−2
g1
−→ X1,
φ(−1,−2) : X−1
g−2
−−→ X−2, φ(−1,−1) : X−1
g−1
−−→ X−1, φ(−1,2) : X−1
g2
−→ X2,
φ(1,−2) : X1
g−2
−−→ X−2, φ(1,1) : X1
g1
−−→ X1 , φ(1,2) : X1
g2
−→ X2,
φ(2,−1) : X2
g−1
−−→ X−1, φ(2,1) : X2
g1
−−→ X1 , φ(2,2) : X2
g2
−→ X2.
The incidence matrix A is a 12 × 12 matrix which contains exactly three ones in
every row and every column.
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5. Preliminaries
We now provide some background information and auxiliary results for proving
our main theorems, which we presented in Sec. 3.2.
5.1. Perron-Frobenius Theory and the Geometric Potential Function. In
order to provide the necessary background to define the constants in our main
statements and also to set up the tools needed in the proofs we now recall some
facts from the Perron-Frobenius theory. For this, we are going to make use of
results from [23] which were obtained for conformal graph directed Markov systems
(cGDMS), see Rem. 2.6, which are finitely primitive. A cGDMS is called finitely
primitive, if there exists an n ∈ N such that for all e, e′ ∈ E there exists an ω ∈ EnA
for which eωe′ ∈ E∗A.
Remark 5.1. A cGDS with aperiodic and irreducible incidence matrix is a finitely
primitive cGDMS.
In this subsection we always assume that the incidence matrix A is aperiodic
and irreducible. Recall from Sec. 3.1 that we equip E∞A as defined in (2.1) with
the sub-topology of the product topology of the discrete topologies of E and let
C(E∞A ) denote the set of real-valued continuous functions on E
∞
A . For f ∈ C(E
∞
A ),
α ∈ (0, 1) and n ∈ N ∪ {0} we define
varn(f) := sup{|f(ω)− f(u)| | ω, u ∈ E
∞
A and ωi = ui for i ∈ {1, . . . , n}},
|f |α := sup
n≥0
varn(f)
αn
and
Fα(E
∞
A ) := {f ∈ C(E
∞
A ) | |f |α <∞}.
Elements of Fα(E
∞
A ) are called α-Ho¨lder continuous functions on E
∞
A . The space
Fα(E
∞
A ) endowed with the norm ‖ · ‖α := | · |α + ‖ · ‖, where ‖ · ‖ denotes the
supremum norm, is a Banach space.
Remark 5.2. The geometric potential function ξ associated with a cGDS Φ :=
{φe}e∈E satisfies ξ ∈ Fα˜(E
∞
A ) for some α˜ ∈ (0, 1). To see this, we let r ∈ (0, 1)
denote a common Lipschitz constant of φe for e ∈ E. Because of the α-Ho¨lder
continuity of φ′e, we obtain that there exists a constant c ∈ R such that for every
n ∈ N we have varn(ξ) ≤ cr
α(n−1) and var0(ξ) < ∞. Thus, ξ ∈ Fα˜(E
∞
A ), where
α˜ := rα ∈ (0, 1).
For f ∈ C(E∞A ) define the Perron-Frobenius operator Lf : C(E
∞
A )→ C(E
∞
A ) by
(5.1) Lfψ(ω) :=
∑
u:σu=ω
ef(u)ψ(u)
for ω ∈ E∞A and let L
∗
f be the dual of Lf acting on the set of Borel probability
measures on E∞A . By [31, Thm. 2.16 and Cor. 2.17] and [3, Thm. 1.7], for each real-
valued Ho¨lder continuous f ∈ Fα(E
∞
A ), some α ∈ (0, 1), there exists a unique Borel
probability measure νf on E
∞
A such that L
∗
fνf = γfνf for some γf > 0. Moreover,
γf is uniquely determined by this equation and satisfies γf = exp(P (f)). Here
P : C(E∞A ) → R denotes the topological pressure function, which for ψ ∈ C(E
∞
A ) is
defined by
(5.2) P (ψ) := lim
n→∞
1
n
ln
∑
ω∈EnA
exp sup
u∈[ω]
Snψ(u),
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(see [3, Lem. 1.20]), where we recall that [ω] := {u ∈ E∞A | ui = ωi for 1 ≤ i ≤ n(ω)}
denotes the ω-cylinder set and where the n-th ergodic sum of a map f : E∞A → R
and n ∈ N is defined to be
Snf :=
n−1∑
k=0
f ◦ σk and S0f := 0.
Further, there exists a unique strictly positive eigenfunction hf ∈ C(E
∞
A ) of Lf
satisfying Lfhf = γfhf and
∫
hfdνf = 1. By µf we denote the σ-invariant prob-
ability measure defined by dµf/dνf = hf . This is the unique σ-invariant Gibbs
measure for the potential function f . Additionally, under some normalisation as-
sumptions the iterates of the Perron-Frobenius operator converge to the projection
onto the one-dimensional subspace generated by its eigenfunction hf . To be more
precise we have
(5.3) lim
m→∞
‖γ−mf L
m
f ψ −
∫
ψdνf · hf‖ = 0 for all ψ ∈ C(E
∞
A ),
where ‖ · ‖ denotes the supremum norm on C(E∞A ). The results on the Perron-
Frobenius operator quoted above originate mainly from the work of Ruelle, see e. g.
[28].
For the geometric potential function ξ ∈ C(E∞A ) it can be shown that the measure
theoretical entropy H(µ−δξ) of the shift-map σ with respect to µ−δξ is given by
(5.4) H(µ−δξ) = δ
∫
ξdµ−δξ,
where δ denotes the Minkowski dimension of F . This observation follows e. g. from
the variational principle (see [3, Thm. 1.22]) and the following result, which follows
by combining [23, Thms. 4.2.9, 4.2.11 and 4.2.13].
Proposition 5.3. The Minkowski as well as the Hausdorff dimension of F is
equal to the unique real number t > 0 for which P (−tξ) = 0, where P denotes the
topological pressure function.
5.2. Properties of cGDS.
Proposition 5.4. Let F denote the limit set of a cGDS with aperiodic and irre-
ducible incidence matrix (see Def. 2.2). If F satisfies λ1(F ) = 0, then
⋃
v∈V L
v 6=
∅, where Lv is defined in (3.3).
Proof. Assume that λ1(F ) = 0 and
⋃
v∈V L
v = ∅. Then
⋃
v∈V
〈⋃
e∈Iv
pi[e]
〉
=⋃
v∈V
⋃
e∈Iv
〈pi[e]〉. This implies
Φ
(⋃
v∈V
〈 ⋃
e∈Iv
pi[e]
〉)
=
⋃
v∈V
⋃
e′∈Tv
φe′
〈 ⋃
e∈Iv
pi[e]
〉
=
⋃
v∈V
⋃
e′∈Tv
〈 ⋃
e∈Iv
pi[e′e]︸ ︷︷ ︸
=pi[e′]
〉
=
⋃
v∈V
⋃
e∈Iv
〈pi[e]〉 =
⋃
v∈V
〈 ⋃
e∈Iv
pi[e]
〉
,
where the second to last equality is due to the fact that the incidence matrix is
aperiodic and irreducible. Thus, the set
⋃
v∈V
〈⋃
e∈Iv
pi[e]
〉
is invariant under Φ
and hence F =
⋃
v∈V
〈⋃
e∈Iv
pi[e]
〉
. Since we assume that λ1(F ) = 0 and since the
sets
〈⋃
e∈Iv
pi[e]
〉
are compact non-empty intervals, it follows that
〈⋃
e∈Iv
pi[e]
〉
is a
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singleton for every v ∈ V . Therefore, the cardinality of F is finite which contradicts
the fact that the Minkowski dimension of F is positive (see Prop. 5.3). 
One key property of a cGDS is the bounded distortion property. The following
bounded distortion lemma has been obtained in [14, Lem. 3.2] in the setting of
cIFS. The proof follows along the same lines for cGDS giving the following lemma.
Lemma 5.5 (Bounded Distortion). There exists a sequence (ρn)n∈N with ρn > 0
for all n ∈ N and limn→∞ ρn = 1 such that for all ω, u ∈ E
∗
A with uω ∈ E
∗
A and
x, y ∈ φω(Xt(ωn(ω))) we have that
ρ−1n(ω) ≤
|φ′u(x)|
|φ′u(y)|
≤ ρn(ω).
6. Proofs of Thm. 3.7 and Prop. 3.12
Thm. 3.7 and Prop. 3.12 are generalisations of [14, Thms. 2.11 and 2.12] respec-
tively. In the following, we recall the important steps from [14] and point out the
necessary modifications. The key idea is to prove the statements of Thm. 3.7 and
Prop. 3.12 for the local fractal Euler characteristic and then to apply statements
from [27] to deduce the respective results concerning the local Minkowski content.
Without loss of generality we assume that {0, 1} ⊂ F ⊆ [0, 1] as otherwise the
result follows by rescaling. Fix an ε > 0 and consider the expression λ0(∂Fε ∩
(−∞, b ])/2 for some b ∈ R. As in [14] we express λ0(∂Fε ∩ (−∞, b ])/2 in terms
of the image gaps but obtain a different representation because of the non-allowed
transitions.
(6.1)
λ0
(
∂Fε ∩ (−∞, b ]
)
2
=
∑
v∈V
nv∑
j=1
#{ω ∈ T ∗v | L
v,j
ω ⊆ (−∞, b ], |L
v,j
ω | > 2ε}︸ ︷︷ ︸
=: Ξ(ε)
+
c1
2
,
where c1 ∈ {1, 2, 3} depends on the value of b . For finding appropriate bounds
on Ξ(ε), we choose an m ∈ N ∪ {0} such that all image gaps {Lv,jω | v ∈ V, j ∈
{1, . . . , nv}, ω ∈ T
m
v } of level m are greater than 2ε. For v ∈ V , j ∈ {1, . . . , nv}
and ω ∈ Tmv define
Ξv,jω (ε) := #{u ∈ T
∗
i(ω1)
| Lv,juω ⊆ (−∞, b ], |L
v,j
uω | > 2ε}.
We have the following connection.
(6.2)
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
Ξv,jω (ε) ≤ Ξ(ε) ≤
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
Ξv,jω (ε) +
∑
v∈V
nv
m−1∑
j=0
(#E)j .
Fix b ∈ R \ F . Then F ∩ (−∞, b ] can be expressed as a finite union of sets of
the form pi[κ], where κ ∈ E∗A. More precisely, there exists a minimal l ∈ N and
κ(1), . . . , κ(l) ∈ E∗A satisfying
(i) F ∩ (−∞, b ] =
⋃l
j=1 pi[κ
(j)] and
(ii) pi[κ(i)] ∩ pi[κ(j)] contains at most one point for all i 6= j ∈ {1, . . . , l}.
Then for κ :=
⋃l
j=1[κ
(j)] the function 1κ is Ho¨lder continuous. Fix ω ∈ E
m
A . Using
the bounded distortion constant ρn(ω) of Φ on φω(Xt(ωn(ω))) (see Lem. 5.5), we can
provide upper bounds for Ξv,jω (ε), namely for an arbitrary ω
v ∈ I∞v we have
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Ξv,jω (ε) ≤
∞∑
n=0
∑
u∈Tn
i(ω1)
1κ(uωω
v)1{
|φ′u(piωω
v)|·ρn(ω)·|L
v,j
ω |>2ε
} + c2(ωv, κ)
≤
∞∑
n=0
∑
u∈Tn
i(ω1)
1κ(uωω
v)1{
|φ′u(piωω
v)|·ρn(ω)·|L
v,j
ω |≥2ε
}
︸ ︷︷ ︸
=: A
v,j
ω (ω
v, ε, κ)
+c2(ω
v, κ),(6.3)
where the constant c2(ω
v, κ) is needed, since Lv,juω ⊆ (−∞, b ] does not necessarily
imply uωωv ∈ κ for an arbitrary ωv ∈ I∞v . However, if n(u) ≥ maxj=1,...,l n(κ
(j)),
either [uω] ⊆ κ or [uω] ∩ κ = ∅. Hence, there are only finitely many u ∈ T ∗i(ω1)
for which Lv,juω ⊆ (−∞, b ] does not imply uωω
v ∈ κ for all ωv ∈ I∞v . Letting
c2(ω
v, κ) ∈ R denote this finite number shows (6.3) for all ε > 0. Likewise, there
exists a constant c2(ω
v, κ) ∈ R such that for all ε > 0
Ξv,jω (ε) ≥
∞∑
n=0
∑
u∈Tn
i(ω1)
1κ(uωω
v)1{
|φ′u(piωω
v)|·ρ−1
n(ω)
·|Lv,jω |>2ε
} − c2(ωv, κ).
It follows that for all β > 1 we have that
(6.4) Ξv,jω (ε) ≥
∞∑
n=0
∑
u∈Tn
i(ω1)
1κ(uωω
v)1{
|φ′u(piωω
v)|·ρ−1
n(ω)
·|Lv,jω |≥2εβ
}
︸ ︷︷ ︸
=: Av,jω (ω
v, εβ, κ)
−c2(ω
v, κ).
For every v ∈ V fix an ωv ∈ I∞v . Combining (6.1) to (6.4) implies for all m ∈ N
and all β > 1 that
C
f
0 (F, (−∞, b ]) ≤ lim sup
ε→0
εδ
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
A
v,j
ω (ω
v, ε, κ) and(6.5)
Cf0 (F, (−∞, b ]) ≥ lim infε→0
εδ
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
Av,jω (ω
v, εβ, κ).(6.6)
The next step in the proofs is to apply renewal theorems by Lalley [17] and slight
extensions by the authors [14], in order to obtain asymptotics for both expressions
A
v,j
ω (ω
v, ε, κ) and Av,jω (ω
v, εβ, κ). For applying the renewal theorems, note that∑
u∈Tn
i(ω1)
1κ(uωω
v) · 1{
|φ′u(piωω
v)|·ρ±1
n(ω)
·|Lv,jω |≥2ε
}
=
∑
u:σnu=ωωv
1κ(u) · 1{ n∑
k=1
−ln|φ′uk
(piσku)|≤− ln 2ε
|L
v,j
ω |ρ
±1
n(ω)
}
=
∑
u:σnu=ωωv
1κ(u) · 1{
Snξ(u)≤− ln
2ε
|L
v,j
ω |ρ
±1
n(ω)
}.(6.7)
Moreover, note that the hypotheses and Rem. 5.2 imply that the geometric potential
function ξ is Ho¨lder continuous and strictly positive. The unique s > 0 for which
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γ−sξ = 1 is precisely the Minkowski dimension δ of F , which results by combining
the fact that γ−sξ = exp(P (−sξ)) for each s > 0 and Prop. 5.3. We will insert the
asymptotics for A
v,j
ω (ω
v, ε, κ) and Av,jω (ω
v, εβ, κ), that the renewal theorems yield,
into (6.5) and (6.6). In this way we will obtain an upper bound for C
f
0 (F, (−∞, b ])
and a lower bound for Cf0 (F, (−∞, b ]). For deducing statements on C
f
0 (F, (−∞, b ])
and Cf0 (F, (−∞, b ]) from these bounds we need the following lemma, which is an
adaptation of [14, Lem. 4.1].
Lemma 6.1. For every v ∈ V fix an ωv ∈ I∞v . Then for an arbitrary Υ ∈ R we
have that
(i) Υ ≤
∑
v∈V
∑nv
j=1
∑
ω∈Tmv
h−δξ(ωω
v)
(
|Lv,jω |ρm
)δ
for all m ∈ N implies
Υ ≤ lim inf
m→∞
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
|Lv,jω |
δ.
(ii) Υ ≥
∑
v∈V
∑nv
j=1
∑
ω∈Tmv
h−δξ(ωω
v)
(
|Lv,jω |ρ
−1
m
)δ
for all m ∈ N implies
Υ ≥ lim sup
m→∞
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
|Lv,jω |
δ.
Proof. First, we approximate the eigenfunction h−δξ of the Perron-Frobenius oper-
ator L−δξ. By induction it follows that
Ln−δξ1(ω) =
∑
u∈Tn
i(ω1)
|φ′u(piω)|
δ
for each ω ∈ E∞A and n ∈ N, where 1 is the constant one-function on E
∞
A . L
n
−δξ1
converges uniformly to the eigenfunction h−δξ when taking n→∞ by (5.3). Thus,
∀t > 0 ∃M ∈ N : ∀n ≥M, ∀ω ∈ E∞A :
∣∣∣∣ ∑
u∈Tn
i(ω1)
|φ′u(piω)|
δ − h−δξ(ω)
∣∣∣∣ < t.
Furthermore, the important bounded distortion lemma (Lem. 5.5) states that
∀t′ > 0 ∃M ′ ∈ N : ∀m ≥M ′ : |ρm − 1| < t
′.
Thus, for all n ≥M and m ≥M ′
Υ ≤
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
h−δξ(ωω
v)
(
|Lv,jω |ρm
)δ
≤
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
 ∑
u∈Tn
i(ω1)
|φ′u(piωω
v)|δ + t
 |Lv,jω |δ(1 + t′)δ
≤
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
∑
u∈Tn
i(ω1)
|Lv,juω |
δ(1 + t′)2δ + t(1 + t′)δ
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
|Lv,jω |
δ
=: Am,n.
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Hence, for all t, t′ > 0,
Υ ≤ lim inf
m→∞
lim inf
n→∞
Am,n
≤ (1 + t′)
2δ
lim inf
m→∞
lim inf
n→∞
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
∑
u∈Tn
i(ω1)
|Lv,juω |
δ
+ t(1 + t′)δ lim sup
m→∞
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
|Lv,jω |
δ.
We have that
∑
v∈V
∑nv
j=1
∑
ω∈Tmv
|Lv,jω |
δ ≤
∑
v∈V nv ·
∑
ω∈Tmv
‖φ′ω‖
δ =: am, where
‖ · ‖ denotes the supremum norm. The assertion follows by letting t and t′ tend
to zero, since the sequence (am)m∈N is bounded by [23, Lem. 4.2.12] together with
Rem. 5.1. Analogously, the lower bound in the second case can be proved. 
6.1. The Non-lattice Case.
Proof of Thm. 3.7(ii). Let us fix the notation from the beginning of Sec. 6.
If 1κ is identically zero, then C
f
0 (F, (−∞, b ]) = 0 = ν(F ∩ (−∞, b ]). If 1κ is
not identically zero then combining (6.3), (6.4) and (6.7) with the fact that 1κ is
Ho¨lder continuous allows us to apply Lalley’s renewal theorem [17, Thm. 1] (see
also [14, Prop. 3.8], where the theorem is stated using our notation, but for the
case that E∞A = E
N =: Σ∞) to A
v,j
ω (ω
v, ε, κ) and Av,jω (ω
v, εβ, κ), where v ∈ V ,
j ∈ {1, . . . , nv}, ω ∈ T
∗
v , ω
v ∈ I∞v and β > 1. This gives the following asymptotics.
A
v,j
ω (ω
v, ε, κ) ∼
ν−δξ(κ)
δ
∫
ξdµ−δξ
· h−δξ(ωω
v) · (2ε)−δ
(
|Lv,jω |ρn(ω)
)δ
,(6.8)
Av,jω (ω
v, εβ, κ) ∼
ν−δξ(κ)
δ
∫
ξdµ−δξ
· h−δξ(ωω
v) · (2εβ)−δ
(
|Lv,jω |ρ
−1
n(ω)
)δ
(6.9)
as ε → 0 uniformly for ωv ∈ I∞v . On combining (6.5), (6.8) (resp. (6.6), (6.9))
with Lem. 6.1 we obtain in a similar way to [14, proof of Thm. 2.11(ii)] that
C
f
0 (F, (−∞, b]) = C
f
0 (F, (−∞, b]) and thus that
Cf0 (F, (−∞, b ]) =
2−δ
H(µ−δξ)
lim
m→∞
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
|Lv,jω |
δ · ν(F ∩ (−∞, b ])
holds for every b ∈ R \F . As R \F is dense in R the assertion concerning the local
fractal Euler characteristic follows. The result on the local Minkowski content now
follows by applying [27, Cor. 3.2] (see also [14, Thm. 3.13]), as for every b ∈ R \ F
we have that Fε ∩ (−∞, b ] = (F ∩ (−∞, b ])ε for sufficiently small ε > 0. 
6.2. The Lattice Case. This subsection addresses Thm. 3.7(iii) and Prop. 3.12.
Proof of Thm. 3.7(iii). The statement that neither the local Minkowski content
nor the local fractal Euler characteristic exists if the maps φe are all analytic, is
a direct consequence of Thm. 3.9(iii) together with Thm. 3.10, which will both be
proven in Sec. 7. Therefore, we now focus on the boundedness and positivity. For
this, we proceed as in the proof of [14, Thm. 2.11(iii)]. We fix the notation from
the beginning of Sec. 6. As ξ is lattice, there are ζ, ψ ∈ C(E∞A ) such that
ξ − ζ = ψ − ψ ◦ σ,
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where the range of ζ is contained in a discrete subgroup of R. Let a > 0 be the
maximal real number for which ζ(E∞A ) ⊆ aZ. Recall from the beginning of Sec. 6
that the hypotheses and Rem. 5.2 imply that ξ is Ho¨lder continuous and strictly
positive and that the unique s > 0 for which γ−sξ = 1 is the Minkowski dimension
δ of F (see Prop. 5.3). Note that 1κ is Ho¨lder continuous and that we can assume
that 1κ is not identically zero. Combining (6.3), (6.4) and (6.7), we see that we
can apply the extended version of Lalley’s renewal theorem [17, Thm. 3] given
in [14, Thm. 3.9] to A
v,j
ω (ω
v, ε, κ) and Av,jω (ω
v, εβ, κ). This yields the following
asymptotics.
A
v,j
ω (ω
v, ε, κ) ∼ Uω(ω
v)
∫
κ
e
−δa
⌈
ψ(y)−ψ(ωωv )
a
+ 1
a
ln 2ε
|L
v,j
ω |ρn(ω)
⌉
dν−δζ(y),(6.10)
Av,jω (ω
v, εβ, κ) ∼ Uω(ω
v)
∫
κ
e
−δa
⌈
ψ(y)−ψ(ωωv )
a
+ 1
a
ln
2εβρn(ω)
|L
v,j
ω |
⌉
dν−δζ(y)(6.11)
as ε→ 0 uniformly for ωv ∈ I∞v , where
(6.12) Uω(ω
v) :=
ah−δζ(ωω
v)
(1− e−δa)
∫
ζdµ−δζ
.
Consecutively applying (6.5), (6.10) and using that e−⌊x⌋ ≤ e−x for any x ∈ R we
obtain with Lem. 6.1 (as in [14, p. 2498]) that
C
f
0 (F,R) ≤ lim inf
m→∞
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
|Lv,jω |
δ a2
−δ
(1− e−δa)
∫
ζdµ−δζ
=: c0.
The number c0 is positive and finite because∑
v∈V
nv∑
j=1
∑
ω∈Tmv
|Lv,jω |
δ ≤
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
‖φ′ω‖
δ =: am,
where ‖ · ‖ denotes the supremum norm, and the sequence (am)m∈N is bounded by
[23, Lem. 4.2.12].
That Cf0 (F,R) is positive can be concluded from (6.6), (6.11) and Lem. 6.1 in
the same way (see also [14, p. 2499]).
The results on Cf1 (F,B) and C
f
1 (F,B) are now straightforward applications of
[27, Cor. 3.2] (see also [14, Thm. 3.13]). 
Proof of Prop. 3.12. Equation (3.10) follows from Thm. 3.7(iii). For the second
statement, we use [14, Lem. 3.12], which in [14] was proven for the case that E∞A =
EN =: Σ∞, but the same proof works in the present more general situation. The
hypotheses and [14, Lem. 3.12] together imply that for every v ∈ V , j ∈ {1, . . . , nv},
ωv ∈ I∞v and ω ∈ T
m
v we have that
U := lim
ε→0
εδ
∫
e
−δa
⌈
ψ(y)−ψ(ωωv )
a
+ 1
a
ln 2ε
|L
v,j
ω |ρm
⌉
dν−δζ(y) ·
(
2
|Lv,jω |ρm
)δ
and
U := lim
ε→0
εδ
∫
e
−δa
⌈
ψ(y)−ψ(ωωv )
a
+ 1
a
ln 2ερm
|L
v,j
ω |
⌉
dν−δζ(y) ·
(
2ρm
|Lv,jω |
)δ
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are independent of ω, v and j and are equal, i. e. U = U =: U . Combining (6.5)
with (6.10) and (6.6) with (6.11) and applying Lem. 6.1 gives C
f
0 (F,R) = C
f
0 (F,R).
These steps are carried out in the case E∞A = E
N in [14, p. 2499 f.] in detail. An
application of [27, Cor. 3.2] (see also [14, Thm. 3.13]) then completes the proof. 
6.3. Average Quantities.
Proof of Thm. 3.7(i). This statement follows in direct analogy to the proof of [14,
Thm. 2.11(i)]. Slight modifications to match the present setting are the following.
For m ∈ N set M := min{|Lv,jω | | v ∈ V, j ∈ {1, . . . , nv}, ω ∈ T
m
v }/2. Note that the
analogues of [14, (4.1) – (4.3)] are (6.1) – (6.3) and that
∑L
i=1
∑
ω∈Σm A
i
ω(x, ε, κ)
needs to be replaced by
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
A
v,j
ω (ω
v, ε, κ).
The analogue of [14, (4.7)] is (6.7), the analogue of [14, Lem. 4.1] is Lem. 6.1 and
the analogue of [14, Thm. 2.11(iii)] is Thm. 3.7(iii). 
7. Proofs of Thms. 3.8 to 3.10
Here, we provide the proofs of the results concerning limit sets of sGDS (Thm. 3.8)
and piecewise C1+α-diffeomorphic images of limit sets of sGDS (Thms. 3.9, 3.10).
7.1. sGDS.
Proof of Thm. 3.8. Throughout the proof let Φ := (φe)e∈E denote an sGDS, mean-
ing that φe is a similarity for every e ∈ E. Let re ∈ (0, 1) denote a Lipschitz constant
of φe for e ∈ E. Further, set rω := rω1 · · · rωn for a finite word ω = ω1 · · ·ωn ∈ E
n
A.
Part (i) follows from Thm. 3.7(i) with the following considerations. For v ∈ V and
ωv ∈ I∞v , (5.3) implies
(7.1) lim
m→∞
∑
ω∈Tmv
rδω = limm→∞
Lm−δξ1(ω
v) = h−δξ(ω
v)
with 1 denoting the constant one-function on E∞A . Moreover, since φe are similari-
ties, |Lv,jω | = rω |L
v,j| for all v ∈ V , ω ∈ T ∗v and j ∈ {1, . . . , nv}. Thus, c from (3.4)
simplifies to
(7.2) c =
∑
v∈V
nv∑
j=1
h−δξ(ω
v)|Lv,j |δ,
showing the assertion of (i).
In order to prove (ii) we proceed as in the proof of [14, Thm. 2.14], where the
statement is shown for self-similar sets. A crucial discrepancy to [14] is that here
h−δξ ≡ 1 is not necessarily satisfied. With the same arguments as in the proof of
[14, Thm. 2.14] (replacing E and RωE in [14] by F and pi[ω] respectively) we see
that for fixed v ∈ V and arbitrary ωv ∈ I∞v there exists a constant c˜ ≥ 0, which
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depends on the number of sets pi[ω] whose union is F ∩B, such that
λ0
(
∂Fe−T ∩B
)
/2
(6.1)
=
∑
v∈V
nv∑
j=1
#{ω ∈ T ∗v | L
v,j
ω ⊆ B, |L
v,j
ω | > 2e
−T }+ c˜
=
∑
v∈V
nv∑
j=1
∞∑
n=0
∑
ω∈Tnv
1κ(ωω
v)1{
|φ′ω(ω
v)|·|Lv,j|>2e−T
} + c˜
=
∑
v∈V
nv∑
j=1
∞∑
n=0
∑
u:σnu=ωv
1κ(u)1{
Snξ(u)<− ln
2e−T
|Lv,j |
} + c˜
∼
∑
v∈V
nv∑
j=1
ah−δξ(ω
v)ν−δξ(κ)
(1− e−δa)
∫
ξdµ−δξ
· e
−δa
⌈
a−1 ln 2e
−T
|Lv,j |
⌉
+ c˜(7.3)
as T → ∞, where the last asymptotic is obtained by applying [14, Thm. 3.9 and
Rem. 3.10], a slight extension of [17, Thm. 3]. As in [14] we introduce the function
f : R+ → R+ which here is given by
f(T ) := e−δT
aν(B)
(1− e−δa)H(µ−δξ)
∑
v∈V
nv∑
j=1
h−δξ(ω
v)e
−δa
⌈
1
a
ln 2e
−T
|Lv,j |
⌉
.
By the asymptotic given in (7.3), we know that for all t > 0 there exists an M ∈ N
such that for all T ≥M we have
(1 − t)δf(T ) ≤ e−δTλ0(∂Fe−T ∩B)/2 ≤ (1 + t)δf(T ) + ce
−δT .
Clearly, f is a strictly positive, bounded and periodic function with period a. More-
over, f is piecewise continuous with a finite number of discontinuities in an interval
of length a. Additionally, on every interval, where f is continuous, f is strictly
decreasing. Therefore f is not equal to an almost everywhere constant function.
Thus, all conditions of [14, Lem. 5.1] (whose proof works in exactly the same way
for cGDS instead of cIFS) are satisfied which shows the statement. 
7.2. Piecewise C1+α-diffeomorphic Images of Limit Sets of sGDS. Here,
we consider the case that F is the image of the limit set K of an sGDS under a
piecewise C1+α-diffeomorphism. Throughout, we fix the notation from Thm. 3.9.
By definition, each gv is bi-Lipschitz. Therefore, the Minkowski dimensions of K
and F coincide (see e. g. [9, Cor. 2.4 and Sec. 3.2]) and are both denoted by δ.
The similarities (Re)e∈E generating K and the mappings (φe)e∈E generating F
are connected through the equations
φe = gi(e) ◦Re ◦ g
−1
t(e)
for each e ∈ E. We denote by pi and pi the natural code maps from E∞A to K and
F respectively. If we further let (re)e∈E denote the respective similarity ratios of
(Re)e∈E , i. e. re := ‖R
′
e‖, we have the following list of observations.
(A) Each map φe : Xt(e) → Xi(e) is differentiable with derivative
φ′e =
g′i(e) ◦Re ◦ g
−1
t(e)
g′t(e) ◦ g
−1
t(e)
· re.
(B) The geometric potential function ζ associated with K is given by ζ(ω) =
− ln rω1 ; the geometric potential function ξ associated with F is given
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by ξ(ω) = − ln|g′t(ω1)(g
−1
t(ω1)
(piω))| + ln|g′t(ω2)(g
−1
t(ω2)
(piσω))| − ln rω1 , where
ω = ω1ω2 · · · ∈ E
∞
A . Thus ζ is non-lattice, if and only if ξ is non-lattice.
(C) The unique σ-invariant Gibbs measure for the potential function −δξ coin-
cides with the unique σ-invariant Gibbs measure for the potential function
−δζ, i. e. µ−δξ = µ−δζ (see e. g. [23, Thm. 2.2.7]).
(D) From (B) and (C) we obtain that
H(µ−δξ) =
∫
ξdµ−δξ =
∫
ζdµ−δζ = H(µ−δζ).
Further, let {L˜v,j}v∈V,j∈{1,...,nv} denote the primary gaps of K and denote by
{L˜v,jω }v∈V,j∈{1,...,nv} the image gaps of K for each ω ∈ E
∗
A. Likewise we let
{Lv,j}v∈V,j∈{1,...,nv} and {L
v,j
ω }v∈V,j∈{1,...,nv} respectively denote the primary and
the image gaps of F .
(E) The δ-conformal measure ν associated with (φe)e∈E and the push-forward
measure of the δ-conformal measure ν˜ associated with (Re)e∈E are abso-
lutely continuous with Radon-Nikodym derivative
dν
dν˜ ◦ g−1v
∣∣∣∣
Xv
= |g′v ◦ g
−1
v |
δ
∣∣∣∣
Xv
·
( ∑
v′∈V
∫
Yv′
|g′v′ |
δdν˜
)−1
.
(F) Lv,jω = gi(ω1)(L˜
v,j
ω ) for v ∈ V , j ∈ {1, . . . , nv} and ω ∈ T
∗
v . Define a
function f : E∞A → R by f(ω) := |g
′
i(ω1)
◦ pi(ω)|δ. Since |L˜v,jω | = rω |L˜
v,j|,
we have
lim
n→∞
∑
v∈V
nv∑
j=1
∑
ω∈Tnv
|Lv,jω |
δ = lim
n→∞
∑
v∈V
nv∑
j=1
∑
ω∈Tnv
(
rω |L˜
v,j| · |g′i(ω1)(x
ω)|
)δ
= lim
n→∞
∑
v∈V
nv∑
j=1
|L˜v,j |δLn−δζ(f)(ω
v)
(5.3)
=
∑
v∈V
nv∑
j=1
|L˜v,j|δh−δζ(ω
v) ·
(∑
v′∈V
∫
Yv′
|g′v′ |
δdν˜
)
,
where xω ∈ pi[ω] for each ω ∈ E∗A and ω
v ∈ I∞v for v ∈ V . Note that the
above equation can be rigorously proven by using the Bounded Distortion
Lemma (Lem. 5.5).
(G) From the fact that (Re)e∈E are contractions and each g
′
v is Ho¨lder con-
tinuous and bounded away from zero, one can deduce that there exists a
cGDS consisting of iterates of Φ := (φe)e∈E which all are contractions. As
this iterate also generates F , it follows that F is a limit set of a cGDS.
Proof of Thm. 3.9. Using (A) to (G) an application of Thm. 3.7(i) and (ii) to F
and of Thm. 3.8 to K proves Thm. 3.9(i) and (ii).
The structure of the proof of (iii) is taken from the proof of [14, Thm. 2.17].
Here, the definitions of ∆ and (B(κ), fκ) are slightly different to the ones in [14].
We just provide the steps which require modification and refer the reader to [14]
for detailed justifications.
Write R =: (Re)e∈E and let re ∈ (0, 1) denote a Lipschitz constant of Re for
e ∈ E. Note that gv : Yv → Xv is bijective for every v ∈ V . For e ∈ E define
φe := gi(e) ◦Re ◦ g
−1
t(e)
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and set Φ := (φe)e∈E . As is justified in [14, p. 2506] we can assume without loss of
generality that φe are contractions. Then Φ is a cGDS and F is the associated limit
set. The code space associated with Φ is also E∞A . We let pi and pi respectively
denote the code maps from E∞A to K and F . They satisfy pi(ω) = gi(ω1) ◦ pi(ω) for
ω ∈ E∞A . For a fixed n ∈ N ∪ {0} define
∆n :=
{ l⋃
i=1
[κ(i)]
∣∣∣ κ(i) ∈ EnA, l ∈ {1, . . . ,#EnA}, l⋃
i=1
〈pi[κ(i)]〉 is an interval,
l⋃
i=1
pi[κ(i)] ∩ pi[ω] = ∅ for every ω ∈ EnA \ {κ
(1), . . . , κ(l)}
}
.
(Note that if the strong separation condition was satisfied, then ∆n = {[ω] |
ω ∈ EnA}.) Note that ∆n 6= ∅ for all n ∈ N because of the OSC and set
∆ :=
⋃
n∈N∪{0}∆n. Now, fix an n ∈ N∪{0} and a κ =
⋃l
i=1[κ
(i)] ∈ ∆n and choose
θ > 0 such that
⋃l
i=1〈pi[κ
(i)]〉2θ∩pi[ω] = ∅ for every ω ∈ E
n
A \{κ
(1), . . . , κ(l)}. Then
B(κ) :=
⋃l
i=1〈pi[κ
(i)]〉θ is a non-empty Borel subset of R satisfying Fε ∩ B(κ) =
(F ∩B(κ))ε for all ε < θ.
Let {Lv,j}v∈V, j∈{1,...,nv} denote the primary gaps of F and {L
v,j
ω }v∈V,j∈{1,...,nv}
the associated image gaps. For constructing the function fκ fix an m ∈ N and
choose M ∈ N so that
(i) e−M < θ and that
(ii) |Lv,jω | > 2e
−M holds for all v ∈ V , j ∈ {1, . . . , nv} and ω ∈ T
m
v for which
Lv,jω ⊂ B(κ).
Then for all T ≥M we have
λ0 (∂Fe−T ∩B(κ)) /2 =
∑
v∈V
nv∑
j=1
#{ω ∈ T ∗v | L
v,j
ω ⊆ B(κ), |L
v,j
ω | > 2e
−T }+ 1
≤
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
Ξv,jω (e
−T ) +
∑
v∈V
nv
m−1∑
j=1
(#E)j−1 + 1︸ ︷︷ ︸
=: cm
,(7.4)
where
Ξv,jω (e
−T ) := #{u ∈ T ∗i(ω1) | L
v,j
uω ⊆ B(κ), |L
v,j
uω | > 2e
−T}.
Likewise
λ0 (∂Fe−T ∩B(κ)) /2 ≥
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
Ξv,jω (e
−T ).
For providing bounds on Ξv,jω (e
−T ), we let ξ and ζ denote the geometric potential
functions associated with Φ and R. For ω ∈ E∞A we have
ξ(ω) =− ln|φ′ω1(piσω)|
=− ln|g′i(ω1)(Rω1g
−1
t(ω1)
piσω)|− ln|R′ω1(g
−1
t(ω1)
piσω)|+ln|g′t(ω1)(g
−1
t(ω1)
piσω)|
=− ln|g′i(ω1)(piω)|+ ζ(ω) + ln|g
′
t(ω1)
(piσω)|.
Therefore, ψ : E∞A → R given by ψ(ω) := − ln|g
′
i(ω1)
(piω)| defines a function lying
in C(E∞A ) which satisfies
ξ − ζ = ψ − ψ ◦ σ.
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Let c be the common Ho¨lder constant of gv for v ∈ V and let k > 0 be such that for
each v ∈ V we have that |g′v| ≥ k on Wv. Then for all x, y ∈ 〈pi[ω]〉, where ω ∈ I
n
v
for n ∈ N and v ∈ V we have that
(7.5)
∣∣∣∣g′v(x)g′v(y)
∣∣∣∣ ≤ ∣∣∣∣g′v(x)− g′v(y)g′v(y)
∣∣∣∣+ 1 ≤ c|x− y|αk + 1 ≤ maxω∈Inv c|〈pi[ω]〉|
α
k
+ 1 =: pn.
Clearly, pn → 1 as n→∞. We let ω
v ∈ I∞v be arbitrary and ω ∈ T
m
v . Then
|Lv,juω | = |gi(u1)L˜
v,j
uω | ≤ |g
′
i(u1)
(Ruωpiω
v)|pm · |R
′
u(Rωpiω
v)| · |L˜v,jω |
= |(gi(u1) ◦Ru)
′(Rωpiω
v)| · pm|L˜
v,j
ω |
= |φ′u(φωpiω
v)| · |g′i(ω1)(Rωpiω
v)| · pm · rω |L˜
v,j|
= exp
(
− Sn(u)ξ(uωω
v)− ψ(ωωv) + ln(pm · rω|L˜
v,j |)
)
.
Therefore, for such ωv ∈ I∞v , T ≥ max{M, M˜} and ω ∈ T
m
v we have that
Ξv,jω (e
−T ) ≤ #{u ∈ T ∗i(ω1) | L
v,j
uω ⊆ B(κ),
Sn(u)ξ(uωω
v) < T + ln(
pmrω|L˜
v,j |
2
)− ψ(ωωv)}.
Applying [14, Thm. 3.9 and Rem. 3.10] yields
λ0(∂Fe−T ∩B(κ))/2− cm
≤
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
∞∑
n=0
∑
u:σnu=ωωv
1κ(u) · 1{
Snξ(u)<T+ln(pmrω |L˜v,j|/2)−ψ(ωωv)
}
∼
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
ah−δζ(ωω
v)
∫
κ
e
−δa
⌈
ψ(u)−ψ(ωωv )
a
+ 1
a
ln 2e
−T
pmrω|L˜v,j |
+ψ(ωω
v)
a
⌉
dν−δζ(u)
(1− e−δa)
∫
ζdµ−δζ
(7.6)
Define U := a
(
1− e−δa
)−1 (∫
ζdµ−δζ
)−1
. Using that ln rω ∈ aZ for every ω ∈ E
∗
A,
the right hand side of (7.6) can be rewritten as∑
v∈V
nv∑
j=1
∑
ω∈Tmv
Urδωh−δζ(ωω
v)
∫
κ
e
−δa
⌈
ψ(u)
a
+ 1
a
ln 2e
−T
pm|L˜v,j |
⌉
dν−δζ(u).
Defining the function fκ : R
+ → R+ by
fκ(T ) := e
−δT
∑
v∈V
nv∑
j=1
∑
ω∈Tmv
Uh−δζ(ωω
v)rδω
∫
κ
e
−δa
⌈
ψ(u)
a
+ 1
a
ln 2e
−T
|L˜v,j |
⌉
dν−δζ(u)
we thus have that for all t > 0 there exists a M˜ ∈ R such that
e−δTλ0(∂Fe−T ∩B(κ))/2 ≤ (1 + t)p
δ
mfκ(T + ln pm) + cme
−δT .
for all T ≥ M˜ and likewise,
e−δTλ0(∂Fe−T ∩B(κ))/2 ≥ (1− t)p
−δ
m fκ(T − ln pm).
Clearly, fκ is periodic with period a. Thus, [14, Lem. 5.1 (ii)] is satisfied for
B = B(κ) and f = fκ. For showing validity of [14, Lem. 5.1 (i)], we set β :=
min{{a−1 ln|L˜v,j |} | v ∈ V, j ∈ {1, . . . , nv}} and β := max{{a
−1 ln|L˜v,j |} | v ∈
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V, j ∈ {1, . . . , nv}}. We first assume that β > 0 and consider the following four
cases, where we let q∗ ∈ N ∪ {0} be maximal such that β + q∗(1− β) ≤ β.
Case 1: D := {ω ∈ E∞A | {a
−1ψ(ω)} < β} 6= ∅.
Case 2: D := {ω ∈ E∞A | {a
−1ψ(ω)} > β} 6= ∅.
Case 3: There exists a q ∈ {0, . . . , q∗} such that
Dq := {ω ∈ E
∞
A | β+ q(1−β) < {a
−1ψ(ω)} < β+(q+1)(1−β)} 6= ∅.
Case 4: {ω ∈ E∞A | {a
−1ψ(ω)} ⊆ {β + q(1− β) | q ∈ {0, . . . , q∗}}} = E∞A .
Note that Case 4 obtains if neither of the cases 1-3 obtains. With the same
methods as in [14, p. 2508 f.], in particular using the same functions Tn, one can
deduce that fκ is not equal to an almost everywhere constant function in all four
cases. The conclusion of the proof is the same as in [14, proof of Thm. 2.17]. 
Proof of Thm. 3.10. We define an operator L˜ : C(R)→ C(R) by setting
L˜(g)(x) :=
∑
e∈Tv
|φ′e(x)|
δ ·g ◦ φe(x)
for x ∈ Xv and v ∈ V . Letting ξ denote the geometric potential function associated
with Φ and letting pi denote the code map from the code space E∞A to F , we see
that L˜(g)(piω) = L−δξ(g ◦ pi)(ω), where δ denotes the Minkowski dimension of F .
Since the maps φe are analytic, there exist open neighbourhoods Wv ⊃ Xv of
Xv in C on which the maps φe are analytic for e ∈ Tv. By [23, Lem. 4.2.12] the
functions L˜n1|Wv are uniformly bounded and the bound is independent of n ∈ N.
Thus, for v ∈ V , L˜n1 : Wv → C form a normal family in the sense of Montel. Here,
1 denotes the constant one-function on E∞A . By (5.3) we have that L˜
n1◦pi converges
uniformly to h−δξ on E
∞
A . Therefore, L˜
n1|Wv converges to an analytic extension
of h−δξ on Wv. We denote this analytic extension by h
v and set ψ˜v := δ
−1 lnhv.
Since ξ is lattice, there exist ζ, ψ ∈ C(E∞A ) such that
ξ − ζ = ψ − ψ ◦ σ
and such that the range of ζ is contained in a discrete subgroup of R. We let a > 0
denote the maximal real number such that ζ(E∞A ) ⊂ aZ. Note that ψ˜v satisfies
ψ˜v ◦ pi|Iv = ψ|Iv + δ
−1 lnh−δζ |Iv ,
as hv satisfies hv ◦ pi|Iv = e
δψh−δζ |Iv , where we used that
L−δξ(e
δψh−δζ)(x) =
∑
y:σy=x
eδ(ψ−ξ)(y)h−δζ(y) = e
δψ(x)L−δζ(h−δζ)(x) = e
δψh−δζ(x)
which implies h−δξ = e
δψh−δζ . We define Xv =: [av, bv] for v ∈ V and introduce
the functions g˜v : [av, bv]→ R given by
g˜v(x) :=
∫ x
av
eψ˜v(y)dy/Dv + 2v,
where Dv :=
∫ bv
av
eψ˜v(y)dy. Notice g˜v([av, bv]) = [2v, 2v + 1]. As ψ˜
v is analytic by
definition, the fundamental theorem of calculus implies that g˜′v(x) = e
ψ˜v(x)/Dv,
giving
ln g˜′v = ψ˜v − lnDv.
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Furthermore, the analyticity of ψ˜v implies that ψ˜v is bounded on Xv. Therefore,
g˜′v is bounded away from both 0 and ∞ and hence g˜v is invertible. Set
gv : [2v, 2v + 1]→ [av, bv], gv := g˜
−1
v
and extend gv to an analytic function on an open neighbourhood Uv of the interval
[2v, 2v + 1] such that |g′v| > 0 on Uv. For e ∈ E we define
Re := g
−1
i(e) ◦ φe ◦ gt(e)
and introduce the code map pi given by pi|Iv := g
−1
v ◦ pi for v ∈ V . For ω ∈ E
∞
A we
then have
− lnR′ω1(piσω)
= − ln g˜′i(ω1)(φω1gt(ω1)piσω)− lnφ
′
ω1(gt(ω1)piσω) + ln g˜
′
t(ω1)
(gt(ω1)piσω)
= −ψ˜i(ω1)(piω) + ξ(ω) + ψ˜t(ω1)(piσω) + lnDi(ω1) − lnDt(ω1)
= −ψ(ω)− δ−1 ln(h−δζ(ω)/h−δζ(σω)) + ψ(σω) + ξ(ω) + ln(Di(ω1)/Dt(ω1))
= ζ(ω)− δ−1 ln
h−δζ(ω)
h−δζ(σω)
+ ln
Di(ω1)
Dt(ω1)
.
Since the range of ζ is contained in the group aZ and ξ and ψ are bounded on E∞A ,
ζ in fact takes a finite number of values. The continuity of ζ implies that there
exists an M ∈ N such that ζ is constant on each cylinder set [ω] for ω ∈ EMA . This
clearly implies that Ln−δζ1 is constant on [ω] for all ω ∈ E
M
A and all n ∈ N. Thus,
(5.3) implies that also h−δζ is constant on cylinder sets of length M . This can
be seen by considering |h−δζ(ω) − h−δζ(u)| for u, ω lying in the same cylinder set
of length M and applying the triangle inequality. Therefore, ω 7→ − ln|R′ω1(piσω)|
is constant on cylinder sets of length M + 1. Since for each ω ∈ EM+1A the set
{piu | u ∈ [ω]} has accumulation points and is compact and the map R′e is analytic
by construction, it follows that R′e is constant on its domain of definition. Therefore,
the maps Re are similarities. From the fact that φe are contractions and each of the
g′v is differentiable and bounded away from zero, one can deduce that there exists
an iterate R˜ of R := (Re)e∈E which solely consists of contractions and thus is an
sGDS. 
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