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Topological phases, like the celebrated Haldane phase in spin-1 chains, defy characterization
through local order parameters. Instead, non-local string order parameters can be employed to
reveal their hidden order. Similar diluted magnetic correlations appear in doped one-dimensional
lattice systems due to the phenomenon of spin-charge separation. Here we report on the direct
observation of such hidden magnetic correlations via quantum gas microscopy of hole-doped ultracold
Fermi-Hubbard chains. The measurement of non-local spin-density correlation functions reveals a
hidden finite-range antiferromagnetic order, a direct consequence of spin-charge separation. Our
technique demonstrates how topological order can directly be measured in experiments and it can
be extended to higher dimensions to study the complex interplay between magnetic order and density
fluctuations.
The Fermi-Hubbard model, describing systems of
strongly correlated fermions on a lattice, lies at the heart
of our understanding of the Mott insulator-metal transi-
tions and quantum magnetism [1]. The complexity of the
interplay between hole doping and magnetic ordering in
this model is believed to give rise to a rich phase diagram,
including a High-Tc superconducting phase as, for exam-
ple, observed in cuprate compounds [2]. In one dimension
however, the competition between the spin and density
sectors is largely absent due to the separation of the spin
and density modes at low energy. This phenomenon of
spin-charge separation, generally appearing in Luttinger
liquids, is well understood theoretically [3], but there
are only limited experimental observations. All exper-
imental evidences of this foundational phenomenon are
based so far on spectroscopic [4–6] or transport measure-
ments [7, 8] in condensed matter systems. Nevertheless,
quasi long-range antiferromagnetic order at zero temper-
ature, as conventionally measured by two-point spin cor-
relation functions, gets suppressed by a finite hole density
in the system. However, due to the independence of the
spin and charge sectors the order is not truly reduced, but
rather hidden [9–11]. It can be revealed by measurements
over an extensive part of the system allowing to construct
string correlation functions. In analogy to the spin-1 Hal-
dane phase [12–14] this requires measuring all spins in the
chain. A closely related way to unveil the hidden order is
to work directly in "squeezed space", where empty sites
are completely removed from the system [15–18]. In tra-
ditional condensed matter systems neither string order
can be measured, nor is squeezed space accessible to ex-
periments. Fermionic quantum gas microscopes [19–24],
in contrast, give access to snapshots of the full spin and
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density distribution with single site resolution [25], such
that non-local correlation functions can be extracted [26].
Here we report on the direct measurement of string cor-
relations in ultracold Fermi-Hubbard chains. The ability
to locally detect holes, doublons and the spin state allows
for an analysis of the system directly in squeezed space, in
which Heisenberg spin correlations are restored[18]. Our
observations provide a microscopic picture of spin-charge
separation independent of the more frequently discussed
spectral properties or the excitation dynamics.
We probed the physics of the doped one-dimensional
Fermi-Hubbard model using a balanced spin mixture of
6Li trapped in a single plane of a two-dimensional op-
tical lattice. A versatile quantum gas microscope al-
lowed for the simultaneous local detection of both spin
states [25] (see Fig. 1A). By controlling the lattices
depths in the different spatial directions [27] we created
independent one-dimensional systems described by the
single band Hubbard Hamiltonian
Hˆ = −t
∑
i,σ
(cˆ†i,σ cˆi+1,σ + h.c.) +U
∑
i
nˆi,↑nˆi,↓+
∑
i,σ
inˆi,σ
The fermion creation (annihilation) operator is denoted
by cˆ†i,σ (cˆi,σ) at site i for each of the two spin states
σ = ↑, ↓ and the operator nˆi,σ = cˆ†i,σ cˆi,σ counts the num-
ber of atoms with spin σ at site i. The energy offsets i
result from an additional confinement due to the lattice
beams, which leads to a smoothly changing local density
ni = 〈nˆi〉 = 〈nˆi,↑ + nˆi,↓〉. At half filling in the strong cou-
pling limit (U/t 1) the Fermi-Hubbard model reduces
to a Heisenberg spin chain with J = 4t2/U and supports
quasi long-range antiferromagnetic (AFM) order at zero
temperature [1]. The doped system is described at long
wavelength by Luttinger liquid theory, which predicts at
zero temperature an algebraic decay of the spin corre-
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FIG. 1. Analysis of a doped Hubbard chain. (A) Experimental spin and density resolved picture of a single, slightly-doped
Hubbard chain after a local Stern-Gerlach-like detection. The reconstructed chain is shown below the picture. (B) Illustration
of the magnetic environment around a hole. For aligned spins the hole cannot freely delocalize due to the magnetic energy
cost J , which is absent for anti-aligned spins. (C) Illustration of hole induced AFM parity flips, squeezed space and string
correlator. Hole doping leads to AFM parity flips highlighted by the color mismatch between the spins and the background
(top). Squeezed space is constructed by removing all sites with holes from the chain (bottom left). In the string correlator
analysis the flip in the AFM parity is canceled by a multiplication of −1 for each hole (bottom right). Comparing either of
these analyses to the conventional two-point correlator reveals the hidden finite-range AFM order in the system.
lations with distance that is faster than the one of the
Heisenberg model [3]. This decay can be understood from
spin-charge separation, allowing holes to freely move in
the AFM spin-chain. Consequently, the spins around the
hole are anti-aligned and the sign of the staggered mag-
netization (−1)iSzi , called AFM parity, changes. This
implies that a hole acts as a domain wall of the AFM
parity, which reduces the spin correlations. The spin or-
der however, is still present and can be revealed either in
squeezed space by effectively removing the holes in the
analysis or by evaluating string correlators, which take
the AFM parity domain walls into account by flipping
the sign of the correlator (Fig. 1C). Analytic and numer-
ical studies[18] have shown that at zero temperature, the
two-point spin correlations in squeezed space are com-
parable to the ones of a pure Heisenberg chain, for any
doping and any repulsive interaction U . This is readily
understood in the U/t→∞ limit, where the many-body
wave function Ψ({xj,σ}) = Ψch({xj})Ψs({x˜j,σ}) factor-
izes exactly into a density Ψch and a spin Ψs part [15, 28].
The spin degree of freedom is described by a Heisenberg
model in squeezed space with the spins "living" on a lat-
tice defined by the positions of spinless, non-interacting
fermions [16]. Distances in squeezed space are rescaled
by the spinless fermion density x˜ ∼ nx. Also at non-zero
temperature and finite interactions, the spin correlations
in squeezed space are governed by a Heisenberg model
with a renormalized exchange coupling Jeff(n) that de-
pends on the original density n [27].
The experiment started with a two-dimensional degen-
erate two-component Fermi gas. Using the large spacing
component of an optical superlattice (asl = 2.3µm),
the system was divided into about ten independent
one-dimensional tubes. The Fermi Hubbard chains
were then realized using a lattice of 1.15µm spacing
along the tubes. The atom number was set such that
the maximum density in the chains was typically just
below unity. At the final lattices depths the tunneling
amplitude reached t = h × 400Hz, and the confinement
due to the lattice beams fixed the length of the central
tubes to about 15 sites. The onsite repulsion U was
tuned to h×2.9 kHz using the broad Feshbach resonance
between the hyperfine states |↓〉 = |F,mF 〉 = |1/2,−1/2〉
and |↑〉 = |1/2, 1/2〉 to set a scattering length of 2000
Bohr radii at the end of the lattice ramps. These
parameters and the lattice ramps have been optimized
to produce cold, strongly interacting doped Hubbard
chains [27]. For the detection of the spin and density
degrees of freedom the lattice depth along the tubes
was rapidly increased, followed by a local Stern-Gerlach
like detection using a magnetic field gradient and the
short scale component of a superlattice transverse to the
tubes [25]. Applying Raman sideband cooling for 500
ms, we collected fluorescence photons on an EMCCD
camera to form a high contrast and site resolved image
of the atomic distribution [22] as shown in Fig. 1A.
From comparison of the measured spin-correlations at
half filling to Quantum Monte-Carlo results [25], we
estimated the temperature in the central chains to be
0.51(2) t or 0.90(3) J , which corresponds to an entropy
per particle of 0.63(2)kB .
To investigate the magnetic environment around a
hole, we calculate the conditional three-point spin-hole
correlation function CSH(2) = 4 〈Sˆzi Sˆzi+2〉 i#i+1 i+2 ,
where the symbols describe the condition that the corre-
lator is only evaluated on configurations with the sites i
and i+ 2 singly occupied and the middle site empty [27].
The correlator indeed reveals anti-alignment of the spins
around individual holes (CSH(2) < 0) and Fig. 2A high-
lights the hole induced sign change by comparison to the
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FIG. 2. Revealing the magnetic environment around
holes. (A) Connected two-point spin correlation function
C(d) analyzed on occupied sites only (blue). The finite range
AFM order without holes asymptotically falls off with an ex-
ponential decay length of 1.3(2) sites. The spin correlations at
a distance of two sites switch sign in the presence of a hole as
measured by CSH(2) (red diamond) demonstrating an AFM
environment surrounding the hole. The solid black line indi-
cates the finite-size offset [27], the blue line is a guide to the
eye and statistical uncertainties are smaller than the symbol
sizes. Inset: Comparison of experimental values (red lines) of
CSH(2)−C(1) (top) and CSH(2)−C(2) (bottom) with finite
temperature results from exact diagonalization (gray curves).
The light red shading is the systematic correction due to a
finite atom loss rate of up to 3% during imaging. (B) Am-
plitude of the correlation function CSH,Nh(d) as a function of
distance d and the number of holes Nh between the two spins
with the finite size offset subtracted. The parity of the AFM
order flips with every hole.
standard two-point correlator
C(d) = 4
(
〈Sˆzi Sˆzi+d〉 i i+d − 〈Sˆzi 〉 i〈Sˆzi+d〉 i+d
)
To obtain unity filling, the latter was evaluated on a hole-
free subset of the data. The additional condition indi-
cated by the symbols is important in this paper as it re-
moves the trivial n2 density dependence of this correlator,
but has no effect here [27]. The measured modulus of the
correlation around a hole is |CSH(2)| = 0.184(4), consid-
erably larger than C(2) = 0.057(3) and about half of the
next-neighbor value of |C(1)| = 0.316(2). At zero tem-
perature for U/t → ∞ one expects |CSH(2)| = |C(1)|,
since the hole has no effect on the magnetic alignment of
its surrounding spins. For our interaction strength, the
measured difference agrees with exact diagonalization re-
sults at a temperature 0.94(5) J . These calculations take
the experimental fluctuations of the magnetization per
chain into account. Due to finite size effects the correla-
tion function shows a small offset at large distances, for
which we correct in the subsequent analysis throughout
this paper [27].
The influence of larger doping on the spin order is
revealed by studying CSH(d) as a function of the number
of holes between the two spins, that is by evaluating
CSH,Nh(d) = 4 〈Sˆzi Sˆzi+d〉 i{#}Nh i+d with exactly Nh
holes on the otherwise singly occupied string of length
d+1. The results of this analysis shown in Fig. 2B reveal
a sign change of CSH,Nh at fixed distance d for each
newly introduced hole and antiferromagnetic correlations
versus distance for fixed hole number Nh. Thus, each
hole indeed corresponds to a flip of the antiferromagnetic
parity. In a thermodynamic ensemble, the hole number
between the two measured spins fluctuates, resulting in
a weighted averaging over the alternating correlations
for different hole numbers. This directly explains the
suppression of magnetic correlations with hole doping
(cf. Fig. 3A).
The strong reduction of spin correlations due to hole
fluctuations does not imply the absence of magnetic order
in the system, but rather suggests that it is hidden by the
fluctuations in the position of the atoms. This situation
is similar to the Haldane phase of spin-1 chains [9, 12–14],
where fluctuating |0〉 spins hide correlations between the
|±1〉 components leading to exponentially decaying local
correlators. The intrinsic AFM order is unveiled by con-
sidering a non-local correlation function. By identifying
double occupancies and holes with spin |0〉 states, one
can use the same procedure to construct a string corre-
lator that probes the underlying spin order in the doped
Hubbard chain [18]:
Cstr(d) = 4
〈
Sˆzi
d−1∏
j=1
(−1)(1−nˆi+j)
 Sˆzi+d
〉
 i i+d
This string correlator takes the antiferromagnetic parity
flips into account by a corresponding sign flip for each
hole (cf. Fig. 1C). The unique ability to detect the spin
and density locally on single images [25] enables the di-
rect measurement of the string correlator Cstr(d) for dif-
ferent densities. The dependence of the string correlator
on distance reported on Fig. 3A is in stark constrast with
the standard two-point spin correlation function C(d).
While C(d) quickly vanishes when the system is doped
away from half filling, staggered correlations at distances
up to four sites are detected with the string correlator
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FIG. 3. Effect of hole doping on spin order. (A) Com-
parison of the spin correlation function (blue) C(d) and the
spin-string correlation function (red) Cstr(d) averaged over
all local densities in the trap. The spin order is not visible
with the conventional two-point spin correlator, but can be re-
vealed by disentangling spin and charge sector with the string
correlator. The extracted exponential decay length of 1.2(1)
sites matches the one extracted at unity filling (cf. Fig. 1).
The insets show the data binned by density (bin widths 0.1)
for 〈n〉 = 0.4 (blue), 〈n〉 = 0.7 (red) and 〈n〉 = 1 (green). Fi-
nite range AFM order in the conventional correlator C(d) is
present at 〈n〉 = 1, while it quickly gets suppressed when
the system is doped away from half filling. At the same
time we observe an increasing periodicity of the two-point
spin correlations with decreasing density (left). In contrast,
string correlations Cstr(d) only marginally depend on den-
sity (right). Solid lines are guides to the eye. (B) Spin
correlation measured directly in squeezed space for d˜ = 1
(blue), d˜ = 2 (red) and d˜ = 3 (green) as a function of den-
sity n (bin widths 0.05). Dotted lines represent spin correla-
tions C(1) and C(2) in the Heisenberg model for temperatures
T/J = 0.6, 0.8, 1.0 obtained by exact diagonalization with a
coupling constant Jeff(n). The correlation decreases with in-
creasing ratio T/Jeff(n). All correlations shown are corrected
for the constant finite size offset [27].
Cstr(d) (Fig. 3A). When analyzing the data in regions
of fixed density, we additionally observe an increasing
periodicity of the AFM correlations with decreasing den-
sity [3]. The amplitude of the string correlations, on the
other hand, even slightly increase in magnitude at a given
real space distance d which we attribute to the decreasing
distance d˜ ∼ nd in squeezed space [27].
An analysis of the correlations directly in squeezed
space is also possible with the quantum gas microscope
by removing the empty and doubly occupied sites in the
analysis before evaluating the standard two-point corre-
lator C(d). This corresponds to a weighted summation
along the diagonals of Fig. 2B, and thus mixes events
that had different distances in real space. Similar to the
string correlator, the squeezed space analysis (Fig. 3B)
reveals the finite-range hidden antiferromagnetic order.
A quantitative comparison to a Heisenberg model with
renormalized coupling Jeff(n), that decreases with dop-
ing, agrees well at a temperature of T = 0.87(2) J ,
which demonstrates that the concept of squeezed space
can be successfully applied even away from the U/t→∞
limit [29]. Here, Jeff was determined independently from
the microscopic parameters of the Hubbard model [27].
The discrepancy between theory and experiments at den-
sities below 0.45 might arise from adiabatic cooling when
decreasing the density during the preparation of the
chains.
In order to further confirm the independence of the
spin and density sectors, we define a tailored string cor-
relator
CstrSH(d, s) = 4
〈
Sˆzi
 d−1∏
j=1,j 6=s
(−1)(1−nˆi+j)
 Sˆzi+d
〉
 i#i+s i+d
which isolates the effect of a single hole at distance s from
the first spin independent of the density. Here, the effect
of extra charge fluctuations is taken care of by inserting
string correlators around the hole. For a system with a
single hole this correlator is identical to the three-point
correlation function introduced before CstrSH = CSH . The
dependence of CstrSH on the spin separation d and the po-
sition of the hole in the string s is shown in Fig. 4A. For
s = 0 and s = d the hole crosses one of the two spins,
which causes the previously discussed AFM parity flip,
while the correlation signal is almost independent of the
position of the hole between the two spins. This observa-
tion emphasizes spin-charge separation by the absence of
polaron-like effects, which would result in a local change
of the spin correlations around the hole. The rectified
correlator (−1)dCstrSH(d, s) in Fig. 4B highlights the two
domains of opposite AFM parity, demonstrating that the
hole acts as a domain wall for the magnetic order [30]. To
emphasize the symmetries of the three-point correlator,
the position of the hole is measured here relative to the
center of mass of the two spins.
Through the analysis of various local and non-local
correlation functions our measurements revealed strik-
ing equilibrium signatures of spin-charge separation in
one-dimensional Hubbard chains. An interesting exten-
sion of this work would be the detection of dynamic sig-
natures of spin-charge separation in quench experiments
through the measurements of different spin and charge
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FIG. 4. Single holes as domain walls for the AFM order. (A) Tailored string correlator CstrSH(d, s) measuring the effect
of a single hole on the doped Hubbard-chain. As expected for separated spin and charge sectors, the correlations are independent
of the distance s between the hole and the spin, except for the opposite sign when the hole sits in between the two spins at
relative distance d. In addition, there is a dynamic picture to the measurements shown here. Interpreting the vertical axis as
time, one obtains the picture of a delocalized hole freely propagating through an antiferromagnetic background. The correlator
CstrSH(d, s) is set to zero whenever two operators are evaluated at the same site. (B) Rectified correlator (−1)d CstrSH(d, s) with
hole position referenced to the string center. The hole associated AFM parity flips are directly visible by the different domains.
The expected parity is observed consistently for spin-spin distances of up to eight sites.
velocities [31, 32]. In higher dimensions the experimen-
tal evaluation of non-local correlations in synthetic hole
doped antiferromagnetic materials is also of prime inter-
est for the investigation of exotic many-body phases rel-
evant to high temperature superconductors [33, 34]. The
extension to two-dimensional frustrated quantum mag-
nets would, for example, enable the detection of decon-
fined criticality through Wilson loops [35]. Hence, our ex-
periments mark a first step towards experimental studies
of emergent gauge structures and topological order [36].
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SUPPLEMENTARY MATERIAL
I. PREPARATION OF THE ULTRACOLD
LATTICE GAS
The preparation of degenerate Hubbard chains closely
followed the protocol detailed in Ref. [25]. We started
from a quasi two-dimensional degenerate mixture of the
two lowest energy Zeeman states of 6Li in a single plane
of an optical lattice with 3.1µm spacing in the vertical
direction. The vertical lattice depth was 110Ezr and the
scattering length was set to 530 aB . Here Eir = h2/8ma2i
is the recoil energy for a lattice of period ai in the
i-direction, m the atomic mass and aB the Bohr ra-
dius. Next, the preparation of about 10 Fermi-Hubbard
chains started with ramping up the large scale compo-
nent of an optical superlattice (asl = 2.3µm) in the y-
direction in 15ms to a depth of 18Eyr . A lattice of period
al = 1.15µm along x was then ramped up in 15ms to
3Exr and finally to 5Exr in 80ms, while the lattice depth
in z-direction was linearly decreased to 17Ezr in 50ms.
Simultaneously the lattice in y-direction was increased
to 27Eyr in 60ms. Using a magnetic offset field of 714G
near the broad Feshbach resonance located at 834.1G
[37] the scattering length was linearly increased during
these ramps to 2000 aB . The lattice and the low peak
densities of about one atom per site ensured collisional
stability by suppressing three-body recombination losses.
At the end of the ramps, the onsite interaction energy was
U = h×2.9 kHz, as estimated from Wannier function cal-
culations without taking into account finite band gap cor-
rections [38]. The tunneling amplitude was t = h×400Hz
and the exchange energy J = 4t2/U = h×220Hz. A local
Stern-Gerlach detection technique operating at a trans-
verse magnetic field gradient of 95G/cm detailed in [25]
was used to detect both the spin and the density on each
lattice site with a fidelity larger than 98%.
II. PROPERTIES OF THE ATOMIC CLOUD
The prepared clouds contained in total 131±5.5 atoms
with a global magnetization of 12 (N↑ +N↓) = +1.2± 2.9
compatible with zero, where the uncertainties are the
standard deviations of the distributions, i.e. not the
standard error of the mean. The sub-shot-noise fluctu-
ations are attributed to our magnetic gradient assisted
evaporation in a stiff optical trap, which cuts into the
Fermi sea [39]. The gaussian intensity profiles of the
lattices beams introduced an additional confining po-
tential, which lead to an inhomogeneous density dis-
tribution (Fig. S1 A). The atom number was chosen
to obtain N . N0 = 2
(
4t
1
2mω¯
2a2l
)1/2
' 13 in most
chains, corresponding to a filling lower than one atom
per site [40]. Here, the frequency corresponding to the
harmonically approximated confinement along the chains
is ω¯ ≈ 2pi×300Hz. The atom number distribution in the
tubes is shown in Fig. S1 B.
Equipped with the measurement of the full counting
statistics, we binned the 38000 chains from all shots of the
dataset by their number of atoms N = 〈∑i(nˆi↑ + nˆi↓)〉,
where i is running over all sites of the chain. For each
bin of fixed N , we then analyzed the magnetization Mˆ =∑
i Sˆ
z
i and magnetization fluctuations 〈Mˆ2〉. For typical
atom numbers of N = 7− 15, we observed less than half
a spin of net magnetization 〈Mˆ〉 = 0.011(1)N and sub-
7FIG. S1. Cloud proper-
ties (A) Density distribu-
tion of the cloud obtained
by averaging 2700 experi-
mental runs. The decou-
pled chains run along the
x-direction. Each pixel
corresponds to a lattice
site and black crosses iden-
tify sites which were fil-
tered out because spin de-
tection failed due to op-
tical potential imperfec-
tions. (B) Distribution
of the atoms into chains
of different atom num-
ber. The typical ac-
cessible chain length is
15 sites, leading to a
broad distribution of dif-
ferent densities in every
shot. (C) Magnetiza-
tion fluctuations M2 per
chain normalized to the
expected value for uncor-
related fluctuations N/4.
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shot-noise fluctuations 〈4Mˆ2/N〉 = 0.519(6) per chain,
which is about half the value expected for uncorrelated
spins (see Fig. S1 C). These fluctuations were taken into
account when comparing to numerical predictions.
III. DATA POST SELECTION
The fidelity of the spin resolved imaging depends on
the phase fluctuations of the superlattice in y-direction.
In 3% of the experimental runs we detected unusually
large global spin imbalances, which we attribute to en-
vironmentally induced lattice phase fluctuations. Thus,
runs with more than 16 excess spins in the entire cloud
have been discarded. The presence of short scale imper-
fections in the trapping potential, visible in Fig. S1A,
resulted in a consistent failure of spin detection on some
sites [25]. While the precise superlattice phase control
ensured a local mean spin of Szi = 0.004(3) for typical
"good" sites, we filtered out sites with detected mean
spin of more than Szi = 0.025 on a 3.5σ level. This con-
cerns 15 lattice sites out of about 300 (Fig. S1A). In about
1% of the chains we detected one or more site occupied
by two atoms of the same spin. These events might be
due to a small chance of having atoms in the second band
or due to hopping during the detection. We removed all
of those lines from the dataset. We ensured that none
of the filters discussed above critically affect the results
reported in this manuscript.
IV. CORRELATION FUNCTIONS
An empty or doubly occupied site has spin zero and
thus these sites reduce the magnitude of spin correlations
trivially. In order to compare spin correlations at differ-
ent densities, we evaluate the spin operators on singly
occupied sites only. The conventional connected spin cor-
relation function including this condition can be written
as
C(d) = 4 〈Sˆzi Sˆzi+d〉 i i+d ≡ 4
〈Sˆzi Sˆzi+d〉
〈nˆsi nˆsi+d〉
≈ 4
nini+d
〈Sˆzi Sˆzi+d〉,
where we defined the "singlon" operator nˆsi = nˆi,↑ +
nˆi,↓ − 2nˆi,↑nˆi,↓. The first relation is the definition of the
conditional correlation function C(d), which we directly
measured experimentally. The doublon fraction as well
as density correlations beyond one site were negligible,
which justifies the approximation of the "singlon-singlon"
correlations in the denominator by the measured densi-
ties resulting in a simple normalized spin-spin correlator.
These last expressions are just given for clarity, they have
not been used in the analysis.
In the same spirit, the spin-hole correlation function,
which selects on two occupied and one empty site, can
be rewritten as a normalized three-point correlator:
CSH(d, s) = 4 〈Sˆzi Sˆzi+d〉 i#i+s i+d ≡ 4
〈Sˆzi nˆhi+sSˆzi+d〉
〈nˆsi nˆhi+snˆsi+d〉
≈ 4
ni(1− ni+s)ni+d 〈Sˆ
z
i nˆ
h
i+sSˆ
z
i+d〉,
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FIG. S2. Finite size offset analysis (A) Effect of offset subtraction. The spin correlation function C(d) (dark blue)
shows a clear offset that is expected in finite size systems with squeezed magnetization fluctuations. Subtraction of this offset
leads to a correlation function which decays to zero (light blue). The spin string correlation function, Cstr(d) (red), is almost
unaffected (light red) because of the changing signs (−1)Nh in the definition. Measured correlation values for large distances
C(d > 6) (blue points) as a function of (B) chain magnetization M and (C) atom number N . The estimated offset corrections
Coffset(M,N) (red lines) from Eq. S2 with A = −0.045 averaged over experimental atom number (B) or magnetization (C)
distribution captures the experimental offset well.
where the hole operator nˆhi = (1− nˆi,↑)(1− nˆi,↓) ≈ (1− ni) detects the presence of a hole at site i.
The measured non-local correlation functions can equivalently be expressed in terms of unconditional spin and
density correlation functions,
Cstr(d) = 4
〈
Sˆzi
d−1∏
j=1
(−1)(1−nˆi+j)
 Sˆzi+d
〉
 i i+d
≡ 4〈nˆsi nˆsi+d〉
〈
Sˆzi
d−1∏
j=1
(−1)(1−nˆi+j)
 Sˆzi+d
〉
CstrSH(d, s) = 4
〈
Sˆzi
 d−1∏
j=1,j 6=s
(−1)(1−nˆi+j)
 Sˆzi+d
〉
 i#i+s i+d
≡ 4〈nˆsi nˆhi+snˆsi+d〉
〈
Sˆzi nˆ
h
i+s
 d−1∏
j=1,j 6=s
(−1)(1−nˆi+j)
 Sˆzi+d
〉
.
When studying both local and non-local spin correla-
tions at large distances, the presence of the trap compli-
cates the definition of density. For the data presented in
the main text in Fig. 3 we defined the density n as the
mean density over all the sites connecting the two oper-
ators evaluated at sites i and i+ d: n = 1d+1
∑i+d
k=i〈nˆk〉.
V. CORRECTION FOR FINITE SIZE EFFECTS
In each chain, the atom number and magnetization
weakly fluctuate from shot-to-shot, but for a single real-
ization the atom number N = 〈∑i nˆi〉 = N↑ + N↓ and
magnetization M = 〈∑i Sˆzi 〉 = 12 (N↑ −N↓) are fixed. A
fixed magnetizationM in a single spin-1/2 chain without
holes or doublons (length L = N) acts as a constraint on
the spin-spin correlations because of the following exact
sum rule:
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FIG. S3. Comparison of spin correlations. Spin corre-
lation C(d = 2) in blue, spin string correlations Cstr(d = 2)
in green and squeezed space correlations Csq(d˜ = 2) in red as
a function of local density.
4Mˆ2 = Nˆ + 2
N−1∑
d=1
(N − d)Cˆ(d) (S1)
Here, the line average of the spin correlation operator
Cˆ(d) = 4/(N − d)∑N−di=1 Sˆzi Sˆzi+d has been introduced.
Even for completely uncorrelated spins in the chain the
correlations are thus non-zero and their value C(d) =
4M2/(N2 −N)− 1/(N − 1) is necessarily constant with
distance d. This effect only vanishes in the case of Pois-
son (shot-noise) magnetization fluctuations 4M2 = N , or
in the infinite system size limit assuming non-extensive
fluctuations. For sub-shot-noise fluctuations of the mag-
netization this offset is negative, in agreement with our
experimental and numerical observations.
For systems with non-trivial correlations Ccorr we assume
a constant additive offset C(d) = Ccorr(d)+Coffset(N,M)
due to this finite size effect. Solving Eq. S1, reveals an
offset Coffset(N,M) depending on the correlations:
Coffset(N,M) =
4M2
N2 −N −
1
N − 1
−
N−1∑
d=1
2(N − d)
N(N − 1)C
corr(d)︸ ︷︷ ︸
A
(S2)
Experimentally, we find that our data is well described
by Coffset(N,M) with constant A = −0.045(5) obtained
from the correlations for d > 6, where we do not ob-
serve any staggered correlations in the conventional spin
correlator (Fig. S2 B,C). In order to reveal the non-
trivial staggered spin correlations, we measured the atom
number and magnetization for each chain, calculated
Coffset(N,M) using the experimental value for A, and fi-
nally subtracted it from each single outcome contributing
to 〈Sˆzi Sˆzi+d〉 before averaging spatially and over different
experimental runs. This procedure was followed for all
different versions of correlation functions, even though
the string correlators are largely insensitive to the offset
(Fig. S2A).
VI. COMPARISON OF CORRELATION
FUNCTIONS
We analyzed three types of spin correlation functions,
the conventional connected two-point correlation func-
tion C(d), the string correlation function Cstr(d) and
the squeezed space correlation function Csq(d˜). Without
any holes all of these correlators give the same results.
To emphasize the difference between them at finite dop-
ing, Fig. S3 shows an exemplary direct comparison of the
Cx(2) values as a function of density. The conventional
correlation function C(d) is very sensitive to doping due
to the discussed AFM parity flips and C(2) even changes
sign at n = 0.70(3), when the contribution from spin-
hole-spin events CSH,Nh=1(d = 2) dominates over events
without a hole CSH,Nh=0(d = 2). The spin string corre-
lation function, on the other hand, is insensitive to the
hole induced AFM parity flips, thus, Cstr(2) stays pos-
itive and even increases slightly in magnitude with de-
creasing density due to the effectively shorter spin-spin
distance in squeezed space. The squeezed space correla-
tion function Csq(d˜ = 2) is also insensitive to the AFM
parity flips and stays positive, but decreases with dop-
ing at finite temperature due to the decreasing effective
coupling strength between the spins (see Sec. VII).
VII. EFFECTIVE HEISENBERG MODEL IN
SQUEEZED SPACE
In the limit of zero temperature and infinite repul-
sion U/t → ∞, Ogata and Shiba have shown that the
ground state wavefunction of the doped Fermi-Hubbard
model factorizes [15], Ψ({xj,σ}) = Ψch({xj})Ψs({x˜j,σ}).
The first part is a wavefunction of free, spinless fermions
which describes the charge sector (holes). The second
part corresponds to a pure spin wavefunction given by the
ground state of an anti-ferromagnetic Heisenberg chain.
As described in the main text of our paper, this factor-
ization can be illustrated in the squeezed space picture
[17, 18] where holes are removed from the lattice.
For sufficiently large U , we expect that a similar factor-
ization remains valid even for finite temperatures T ≥ 0,
i.e. spin and charge degrees of freedom remain uncorre-
lated. This is a direct consequence of the separation of
the spin-exchange and hole-hopping energy scales, J  t.
In analogy with Ogata and Shiba’s wavefunction, we will
make the following ansatz for describing the thermal den-
sity matrix ρˆ in the large-U limit,
ρˆ = ρˆs ⊗ ρˆch. (S3)
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FIG. S4. Effective spin interactions in squeezed space.
The effective spin exchange interaction Jeff as a function of
density n, for different values of the temperature T in the
charge sector. For T  t the holes are uncorrelated and Jeff
scales linearly with the density. In the zero-temperature limit,
on the other hand, Jeff depends on n in a strongly non-linear
way as a result of Pauli-blocking between neighboring holes.
For the ground state at T = 0, the presence of the
holes has no effect on the wavefunction Ψs of spins on the
squeezed lattice. Nevertheless the typical exchange en-
ergy scales are suppressed. Simply speaking, the spins
are less likely to be located next to each other when
the hole doping increases. At finite temperature T > 0,
in contrast to the ground state case, this reduction of
the spin-exchange energies J → Jeff modifies the spin-
correlations. To describe this effect quantitatively we will
now derive an expression for Jeff , as a function of density
n and temperature T , see Eq. (S8) below. Our results are
shown in Fig. S4. Using this data we calculated the den-
sity dependence of spin-correlators presented in Fig. 3b
of our paper.
A. The t− J∗ model
Our starting point is the Fermi-Hubbard model at fill-
ings less than or equal to one half. We consider the limit
when U  t, where double occupancy of sites by two
fermions is strongly suppressed and the Fermi-Hubbard
Hamiltonian reduces to the t− J∗ model. To leading or-
der in J = 4t2/U one obtains the effective Hamiltonian
Hˆt−J∗ = Pˆs
−t∑
i,j,σ
cˆ†i,σ cˆj,σ (S4)
+J
∑
〈i,j〉
(
~ˆSi · ~ˆSj − nˆinˆj
4
)
+ HˆNNN
 Pˆs,
see for example Ref. [1]. Here cˆj,σ annihilates a fermion
with spin σ on site j and the spin operators are defined as
~ˆSj =
1
2
∑
σ,σ′ cˆ
†
j,σ~σσ,σ′ cˆj,σ′ . We defined the fermion den-
sity as nˆj =
∑
σ cˆ
†
σ,j cˆσ,j , and ~σ denotes a vector of Pauli
matrices. Note that the Hamiltonian in Eq. (S4) must
be projected onto the subspace of single-occupied sites,
which is ensured by the projection operators Pˆs. The first
two terms in Eq. (S4) correspond to the commonly stud-
ied t−J Hamiltonian, where the additional next-nearest
neighbor hopping processes described by HˆNNN are ne-
glected. In our case such terms are crucial, however, and
we will discuss them in more detail below.
The first term in Eq. (S4) describes hopping processes
of a fermion to an unoccupied neighboring site. The
second term in Eq. (S4) corresponds to the usual spin-
exchange interaction between two fermions on neighbor-
ing sites. Its energy scale is set by J = 4t2/U because
it derives from a second order tunneling processes where
a state with two fermions on the same site is virtually
occupied. The exchange interaction between two neigh-
boring spins leads to a zero-point energy of J/4, which
manifests itself by the nearest neighbor density-density
interaction Jnˆinˆj/4 in Eq. (S4).
In addition to the nearest neighbor spin-exchange in-
teraction, virtual processes where a site is occupied by
two fermions also leads to a next-nearest neighbor tunnel-
ing process of a hole. As illustrated in Fig. S5, a hole can
tunnel from site i to k = i+ 2 in the following way. First
a fermion hops from site k = i+ 2 onto another fermion
on site j = i+ 1, where a virtual two-fermion state with
energy U is formed. Then one of the two fermions hops
from site j = i + 1 to site i. No double-occupancies are
remaining now, and the hole has effectively moved to site
k = i + 2. The energy scale for this process is also set
by J , and it can be formally described by the following
term in the t− J∗ Hamiltonian [1],
HˆNNN =− J
8
i 6=k∑
〈i,j,k〉,σ
cˆ†i,σ cˆk,σnˆj
−
∑
σ′,τ,τ ′
cˆ†i,σ~σσ,σ′ cˆk,σ′ · cˆ†j,τ~στ,τ ′ cˆj,τ ′
 ,
where 〈i, j, k〉 denotes a triple of neighboring sites.
B. The t− J∗ model in squeezed space
To understand the physics of the one-dimensional t −
J∗ model (S4), we would like to introduce spin-less hole
operators describing the charge degrees of freedom as well
as spin operators defined in squeezed space. First the hole
operators hˆj can be introduced by describing the spins
with Schwinger bosons. This leads us to the following
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Hamiltonian (up to a constant energy offset), see Ref. [1],
Hˆt−J∗ = t
∑
〈i,j〉
(
hˆ†i hˆjFˆ†ij + h.c.
)
+ J
∑
〈i,j〉
(
1− nˆhi
)
~ˆSi · ~ˆSj
(
1− nˆhj
)
− J
4
∑
〈i,j〉
nˆhi nˆ
h
j +
J
4
i 6=k∑
〈i,j,k〉
hˆ†k
(
1− nˆhj
)
hˆiAˆ†ijAˆkj .
(S5)
Here hˆ†i creates a hole on site i, nˆ
h
i = hˆ
†
i hˆi is the hole den-
sity, and ~ˆSi denotes the spin operator at site i. The oper-
ators Fˆij and Aˆij can be expressed in terms of Schwinger
bosons, see Ref. [1] for details, but we will explain their
meaning below by mapping the Hamiltonian to squeezed
space.
The first term in Eq. (S5) describes the hopping of
the holes, where the operators Fˆij ensure that the spins
are physically moved in real space. This has no effect in
squeezed space however, where the ordering of the spins
is unchanged and we can effectively set Fˆij = 1. The sec-
ond term describes the anti-ferromagnetic exchange in-
teractions. Note that two neighboring spins in squeezed
space can only interact if they are not separated by holes
in real space. Thus, on average we expected a reduc-
tion of the exchange energy scale in squeezed space with
increasing hole density.
The third term in Eq. (S5) describes an attractive in-
teraction between the holes, which, however, is small
compared to the kinetic energy term and can be neglected
in the limit when t J .
The last term in Eq. (S5) describes the next-nearest
neighbor tunneling of the hole from site i to k, across a
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FIG. S5. Illustration of the next-nearest neighbor hopping
process in physical and squeezed space. The hopping of the
hole is accompanied by a spin-exchange interaction ( ~ˆSj˜ · ~ˆSk˜− 14 )
in squeezed space.
site j which is occupied by a spin. This process is accom-
panied by a spin-flip interaction, described by the oper-
ators Aˆij . The term can be simplified considerably by
mapping it to a squeezed space representation: Consider
a situation with two spins on sites k = −1 and j = 0 and
a hole on site i = 1. In squeezed space we can label the
two spins by j˜ and k˜, and their labels do not change when
the hole hops from i to k, see Fig. S5. In the new basis,
this next-nearest neighbor hopping process becomes
J
4
Aˆ†ijAˆkj =
J
2
(
~ˆSj˜ · ~ˆSk˜ −
1
4
)
, (S6)
and the hole operators hˆ†k
(
1− nˆhj
)
hˆi are unmodified.
Like before, in the limit t J the next-nearest neigh-
bor hopping term ∼ J has no effect on the hole dynamics
which is dominated by the nearest neighbor hopping term
of order∼ t. However, the spin-dynamics can be substan-
tially modified by this term, because it is of comparable
strength ∼ J as the exchange interactions.
C. Effective Hamiltonians: spin-charge separation
Now we make use of the separation of energy scales,
t J valid in the large-U limit. This justifies neglecting
spin-charge correlations and thus the use of our ansatz
Eq. (S3). As a result we obtain an effective Hamiltonian
for the holes,
Hˆch = t
∑
〈i,j〉
(
hˆ†i hˆj + h.c.
)
= 2t
∑
k
cos(k)hˆ†khˆk, (S7)
which is derived from the t − J∗ model Eq. (S5) by dis-
carding terms of order O(J/t). As expected, this cor-
responds to free fermions hopping on a one-dimensional
lattice.
From the correlations of the holes, determined by ρˆch,
we can now derive an effective Hamiltonian for the spin
sector. Formally it is obtained by tracing out the charge
sector, i.e. Hˆs = trch(ρˆchHˆt−J∗). As a result we obtain a
pure spin Hamiltonian,
Hˆs = Jeff(n)
∑
〈˜i,j˜〉
~ˆSi˜ · ~ˆSj˜ .
Note that in contrast to ~ˆSj in Eq. (S5), ~ˆSj˜ denotes oper-
ators for the spin chain in squeezed space now.
D. Effective spin-exchange interaction
To obtain the effective exchange interaction Jeff in
squeezed space, we need to calculate conditional prob-
abilities in real space. To understand this, let us start
by considering the second term in Eq. (S5). If there is a
spin on a given site i in real space, corresponding to spin
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r in squeezed space, it interacts with its neighboring spin
s = r+ 1 in squeezed space only if there is a spin on site
i + 1 in real space. This leads to a contribution J (1)eff to
the exchange interactions in squeezed space, given by
J
(1)
eff = J
〈(
1− nˆhi
) (
1− nˆhi+1
)〉〈(
1− nˆhi
)〉 .
Similarly we obtain a contribution J (2)eff to the spin-
exchange interactions from the next-nearest neighbor
hopping processes from Eq. (S6). In this case we need
to calculate the following conditional correlator,
J
(2)
eff =
J
2
〈(
1− nˆhi
) (
hˆ†i−1hˆi + hˆ
†
i hˆi−1
)〉
〈(
1− nˆhi
)〉 .
Assuming that the holes at density nh = 1 − n have
a temperature T , we can easily calculate all correlation
functions assuming a Fermi-Dirac distribution function
nFk (n, T ) of the holes (Eq. (S7)) and making use of Wick’s
theorem. As a result we obtain for Jeff = J
(1)
eff + J
(2)
eff ,
Jeff(n, T ) = Jn
[
1 +
1
pin
∫ pi
0
dk cos(2k) nFk (n, T )
]
.
(S8)
At zero temperature the integral on the right-hand side
of Eq. (S8) can be evaluated exactly and we obtain
Jeff(n, T = 0) = Jn
[
1− sin(2pin)
2pin
]
.
This expression is in agreement with results from ex-
act Bethe-ansatz calculations for the 1D Fermi-Hubbard
model. Using this analytical technique the spin-wave dis-
persion (p) was derived in Ref. [41] in the large-U limit
considered here,
(p) =
pi
2
Jn
[
1− sin(2pin)
2pin
]
|sin (p/n)| ,
where p is the momentum of the spin wave. As expected
for a spin-wave in squeezed space, the dispersion relation
is given by (p) = pi/2Jeff | sin psq|, where the momentum
psq in squeezed space is related to real space by rescaling
all length scales with the density, psq = p/n.
VIII. COMPARISON TO THEORY: EXACT
DIAGONALIZATION
In the main part of the paper, we compared our experi-
mental data to theoretical results from the t−J∗ Hamil-
tonian described in Sec.VII. To this end we performed
exact numerical calculations of thermal states within the
t−J∗ model. We implemented the Schwinger-boson rep-
resentation of our model, see Eq. (S5), and considered
small systems with periodic boundary conditions. In our
calculations, the number of holes and the number of spins
were fixed, as well as the total magnetization M in z-
direction.
We changed the density by changing the number of
holes, and calculated the observables O(M) of interest
separately for all possible values of the magnetization.
To compare our results directly with the experimental
data, we assumed the following distribution function for
the total magnetization,
f(M) = N e− 4M
2
2(N/2) ,
which approximates the experimental magnetization fluc-
tuations (Fig. S1 C). Here N is a normalization which
ensures that
∑
M f(M) = 1 and N is the number of
fermions in the chain. The final observables are given by
O = ∑M f(M)O(M).
To calculate the ground state of our Hamiltonian, we
used a standard numerical Lanczos technique. At fi-
nite temperatures, T > 0, the extension of the Lanczos
method introduced in Ref. [42] was implemented. We
sampled over a few thousand random vectors and worked
with a dimension between 50 and 200 of the Krylof basis,
taking system sizes up to L = 14 sites.
