In this paper we present a novel method for proposal free instance segmentation that can handle sophisticated object shapes that span large parts of an image and form dense object clusters with crossovers. Our method is based on predicting dense local shape descriptors, which we assemble to form instances. All instances are assembled simultaneously in one go. To our knowledge, our method is the first noniterative method that guarantees instances to be composed of learnt shape patches. We evaluate our method on a variety of data domains, where it defines the new state of the art on two challenging benchmarks, namely the ISBI 2012 EM segmentation benchmark, and the BBBC010 C. elegans dataset. We show furthermore that our method performs well also on 3d image data, and can handle even extreme cases of complex shape clusters.
Introduction
The task of instance segmentation has a wide range of applications in natural images as well as microscopy images from the biomedical domain. A prevalent class of instance segmentation methods, namely proposal-based methods based on RCNN [9, 10] , has proven successful in cases where instance location and size can be wellapproximated by bounding boxes. However, in many cases, especially in the biomedical domain, this does not hold: Instances may span widely across the image, and hence multiple instances may have very similar, large bounding boxes. To complicate things, instances may be densely clustered, in some cases overlapping, including crossovers. Proposalfree methods are applicable in such cases, where popular choices include metric learning / instance coloring [15, 4] , affinity-based methods [7, 27, 17, 8] , and learnt watershed [3, 28] . However, respective pixel-wise predictions do not explicitly capture instance shape, nor are they suitable for disentangling overlapping instances. appearance at different locations of the image [22] . * equal contribution, listed in random order To overcome these limitations, we propose to (1) densely predict representations of the shapes of instance patches, (2) cover the image foreground with the most plausible shape patches, and (3) puzzle together complete instance shapes from these patches by means of partitioning a patch affinity graph. The approach of covering the image by selecting from a redundant set of instance patch predictions allows for naturally handling overlap (including crossovers), as overlapping instance patches can be selected, potentially resulting in pixels covered by multiple instances.
Our general idea is closely related to Singling Out Networks [29] . However, they are different in that they rely on a dictionary of known instances, thereby limiting the variability of objects they can handle, and they only consider predicting whole instances and not patches of instances, thereby limiting the size of feasible object categories.
Our shape prediction network predicts, for each pixel of the input image, a representation of the local shape of the instance this pixel belongs to, namely a shape patch of the pixel's instance. The architecture we propose, which we term PatchPerPix, is derived from the U-Net [23] , thus allowing for efficient dense prediction. We achieve predictions of shape representations with hundreds of dimensions by keeping the number of feature maps fixed (instead of reducing) in the upward path of the U-Net. Thus we avoid over-compressing information in the penultimate layer of the U-Net, i.e. we avoid having to predict pixel-wise outputs with hundreds of dimensions from only tens of feature maps.
As representations of instance patch shapes, we explore local binary masks, as well as encodings (i.e. compressed versions) of these. The idea of predicting instance shape masks per pixel of an image has been pursued before [5, 6, 13] . However, all these approaches work on the assumption that a shape mask can capture a complete instance shape. Thus they are designed for object categories common to natural images rather than for disentangling clusters of complex shapes that occupy similar bounding boxes, as relevant in the biomedical domain. Predicting shape encodings instead of binary masks is also not new [13] . However, besides only considering complete instance shapes as opposed to our patches of instances, in [13] , the shape encoding predictor and the decoder are not trained end-to-end, which we show in our work to improve considerably upon separate training.
Concerning the variant of our method that predicts patch shape encodings as shape representations, we propose an architecture that combines a network for predicting a shape encoding with the decoder part of an auto-encoder. Interestingly, our end-to-end architecture has two decoding parts, namely (1) the upward path of the U-Net, which serves for combining high-level image information captured at lower layers with low-level information from upper layers, and (2) the decoder half of an auto-encoder, which is needed to decompress local shape predictions in the end. This opens up the question whether our proposed architecture could not be replaced by a standard encoder-decoder architecture alone, with one encoding and one decoding path, e.g. [2] . Such an architecture takes an image patch the size of our shape patches plus some surrounding receptive field as input, and generates a shape patch for the respective central instance as output. It is applied in a sliding window fashion with stride 1 to generate encodings for each pixel. We investigated this alternative by experimenting with established encoder-decoder architectures in a sliding-window fashion, and found that using a full U-Net as an encoder, followed by a standard decoder, considerably outperforms the former.
The variant of our method that predicts local binary masks as shape representations is closely related to methods that employ long-range affinities [14, 27, 17, 8] . In essence, our predicted binary patches can be interpreted as dense affinities in a neighborhood around each pixel. However, in contrast to affinity-based methods, we instead interpret our predictions as patches of instances, from which we puzzle together complete instances. This way, our yielded global instance shapes are guaranteed to be assembled from learned shape patches, a property that does not hold for affinity-based methods. Note that in this respect, our method is related to CELIS [20] , which learns to agglomerate super-pixels to form instances with plausible shapes, yet their initial pixel-wise predictions do not capture object shape. Furthermore, our method is related to Flood Filling Networks [11] , an iterative method that learns to expand instances one-by-one. In contrast, our method segments all instances simultaneously in one pass.
We show in a quantitative evaluation that our method is the new state of the art on the ISBI 2012 challenge on segmentation of neuronal structures in EM stacks, and it outperforms the previous state of the art [29, 22] on the BBBC010 benchmark microscopy dataset of worms [25] by a large margin. Furthermore, we obtain competitive results to the state of the art method StarDist [24, 26] , a specialized proposal-based method for blob-like objects, on 2d and 3d light microscopy images of densely packed cell nuclei. Last but not least, we demonstrate that our method also applies to the complex tree-like shapes of neurons in 3d light microscopy images.
In summary, our contributions are:
• A novel method for segmenting instances of complex shapes that spread widely across an image in crowded scenarios, with overlaps and crossovers. Our method defines the new state of the art on the competitive ISBI 2012 EM segmentation challenge, and vastly outperforms the state of the art on the challenging BBBC010 C. elegans dataset.
• Instance segmentations are guaranteed to be assembled from from learnt shape pieces. Our method is, to our knowledge, the first such method that is not iterative, i.e. we compute all instances in one pass.
PatchperPix for Instance Segmentation
Our method comprises a CNN to predict dense local shape descriptors, and a one-pass pipeline to assemble all instances simultaneously. The instance assembly pipeline leverages the inherent redundancies in our patch predictions by computing consensus affinities for all pixel pairs. We then rank all patches w.r.t. their agreement with the consensus affinities. Thus, we do not require the prediction of an extra "objectness score" or alike. We select high-ranking patches that fully cover the image foreground by means of a greedy set cover algorithm. Last, we compute affinities between these patches, again based on comparison with the consensus. The final instance segmentation is obtained by partitioning the respective patch affinity graph. Figure 1 provides an overview of our pipeline.
Learning dense shape descriptors
We use a deep convolutional neural network to predict a fixed-sized patch for each pixel. The size of the patch determines the number of output channel per pixel. The core architecture in our experiments is a U-Net [23] . To enable the high number of outputs, we limit the reduction of feature maps that is commonly performed in the upsampling path.
The size of our patches is a significant hyperparameter. Its choice is a trade-off between a preferably larger patch size and the consequently increased memory footprint. It has to be big enough to handle occlusions and overlaps and capture shape characteristics. What is big enough strongly depends on the data domain. However, larger patches require more feature maps yet the model still has to fit into GPU memory.
In addition to our baseline PatchPerPix model, which we refer to as ppp, we developed three extensions: (1) PatchPerPix combined with a separately trained autoencoder (ppp+ae), (2) PatchPerPix plus a decoder, trained end-to-end (ppp+dec) and (3) an encoder-decoder network to predict the patch of the center pixel directly given the raw input image (ed-ppp).
ppp+ae Depending on the application domain, the variety of possible shape patches and the amount of information contained in each patch is limited. Therefore it should be feasible for the network to learn compressed patches. To this end we train a fully convolutional autoencoder on the ground truth binary masks to construct a patch latent space. The main network is modified to output the corresponding latent code vectors instead of the uncompressed patches. This way, with the same number of parameters, we can compute larger patches, or, with a lower number of parameters, patches of the same size. The decoder part of the pretrained autoencoder is used to decompress the encoded vectors.
ppp+dec Here, we attach the decoder part of the autoencoder used in ppp+ae to the end of the U-Net, and train the resulting network end-to-end. As before, the U-Net part of the network outputs the code. To fit end-to-end training onto GPU memory, we sample the codes from a random subset of foreground pixels, which are fed to the decoder network. The loss is back-propagated through both the decoder-and the U-Net part of the network.
ed-ppp Especially when dealing with sparse data, the U-Net performs many dispensable computations, namely on background pixels. Only the patches corresponding to foreground pixels are of use, as background patches do not contain pertinent information. Therefore we build a fully convolutional encoder-decoder network to construct our dense shape descriptors from raw image patches. We use 3×3 down-and upsampling to facilitate the singling out of the center pixel's instance from its neighboring instances.
To determine for which pixels to run the encoder-decoder network, we train a slim U-Net to generate a foreground mask in a preceding step. 
Instance Assembly
In our instance assembly algorithm we consider all foreground patches. For the base model we interpret the center pixel of the predicted patch as a foreground mask, for the other models we learn this mask using one additional output channel. The algorithm consists of 4 steps (see Algorithm 1):
1. Each pair of pixels in the image occurs in multiple patches. For each occurrence we increment or decrement an accumulator that indicates if these pixels belong to the same object or not. For this purpose we consider the patch as binary mask being threshold at a fixed (tunable) parameter. The final value of the accumulator is stored in a consensus map.
2. In a second step we score all patches by their agreement with the consensus. We compute the agreement score as follows: For each foreground-foreground and each foreground-background pixel pair in the patch, we look up the consensus value c in the consensus map. We increment the agreement score of the patch if c > 0, and decrement if c < 0. We normalize the resulting score by the number of foreground pixels in the respective patch. We rank patches by sorting them by score in descending order.
3. From this ranked list of patches, we iteratively preselect patches until the foreground mask is fully covered. This pre-selection inadvertently leads to a high oversampling of patches. To speed up the later steps of our pipeline, we prune the pre-selection by a greedy set cover algorithm, i.e. by iteratively selecting the next patch from the preselection that covers the most remaining foreground until the whole foreground is covered. 4 . In a last step we build a graph from all selected patches. All pairs of patches that overlap are connected by edges. The weight of each edge corresponds to the bilateral affinity consensus between the node patches, computed as follows: For each foreground-foreground pixel pair, where one pixel of the pair stems from one patch and the other pixel from the other patch, we look up the consensus value in the consensus map (if present), and count agreement vs. disagreement as above. This graph is then partitioned to extract the object instances. We partition the graph via connected component analysis, or alternatively by means of the mutex watershed algorithm [27] , depending on the application domain.
We implemented the computationally expensive parts of the pipeline with CUDA for efficient execution.
Overlapping Regions
The case of multiple objects sharing pixels can be found in many biomedical applications, for instance in 2d images of model organisms such as worms or larvae that can crawl on top of each other, or neurons in light microscopy data that share pixels due to the partial volume effect. As pix-els located in areas of overlap belong to multiple instances, their respective shape patch is not well-defined. Hence we exclude these pixels from the entire pipeline.
During training, we achieve this by masking out these areas in the loss computation. To detect overlap at test time, we predict the number of instances per pixel by introducing an additional task for the network, which is trained jointly with the patch predictions. This information is then used in the instance assembly. Pixels in an overlapping region are discarded, their respective shape patches do not contribute to the consensus and cannot be selected. In consequence, this means that (i) only overlapping regions with a maximum diameter of smaller than the size of the patches can be covered completely by patch shapes, and (ii) only occlusions within the range of the neighborhood used in the patch graph generation can be bridged.
Experiments

C. elegans worm disentanglement
The BBBC010 dataset is a benchmark dataset available from the Broad Bioimage Benchmark Collection [18] 1 . It consists of 100 brightfield microscopy images showing multiple C. elegans worms per image, which may overlap or cluster. As ground truth, binary masks for foreground/background as well as for each worm separately are provided. As in related work [29, 22] , we divide the dataset into a training and testing set with 50 images each, and apply 2-fold cross-validation on the testing set.
Our shape prediction network is a 4-level U-Net [23] starting with 40 feature maps and with two-fold down-and upsampling operations. We do not decrease the number of feature maps during upsampling, such that the representation yielded in the penultimate layer is of similar dimension as the output. In the variant of our method that represents shape patches as binary masks (ppp), we use a patch size of 25 × 25. Hence in this case the U-Net has 625 outputs. When predicting shape patches via encodings (ppp+ae and ppp+dec), the U-Net predicts a code of size 252 as intermediate output which is then fed into a decoder network to yield a patch of size 41 × 41. We use standard augmentation by transpose, rotate, mirror and elastic deformations. Contrary to [29] , we do not augment the number of worms synthetically, but focus on crowded regions during training.
The encoder-decoder network takes the raw image as input and predicts a 41 × 41 patch as well. It operates on 81×81 input patches, applies 3×3 max-pooling three times and has two convolutional layers on each level. At the bottleneck, the code has an extent of 3 × 3 × 256 and uses 1 × 1 convolutions. As the network is symmetrical and uses same padding, cropping of the output to obtain the desired patchshape is necessary.
We report results in terms of the AP dsb metric used in the kaggle 2018 data science bowl (AP dsb = T P T P +F P +F N ) which takes both missing and spurious instances into account 2 . Furthermore, we also report a range of additional metrics that have been reported by competing approaches, including the slightly different AP COCO , thus enabling direct comparability.
The comparison with state-of-the-art methods [22, 29] and between the variants of our proposed approach are shown in Table 1 . The ppp+dec trained end-to-end achieves the best results and improves over competing methods by a margin of more than 15%. Especially for higher IoU thresholds our approach is able to achieve unprecedented performance. Qualitative results are presented in Figure 2 .
Neuron segmentation in electron microscopy
We evaluate our method on the ISBI 2012 EM Segmentation Challenge [1] . Our network architecture as well as the training-and prediction procedure closely follows [27] , with the difference that our network has 625 instead of 17 outputs, namely patches of size 1x25x25, and we do not reduce the number of filters in the upward path of the U-Net.
For consensus voting, here, we weigh each vote by the product of the predicted probabilities at the respective two pixels in a patch. Note that with this variant of PatchPerPix, we obtain a parameter-free method, as no more thresholding of the patch predictions is necessary. For partitioning the patch graph, we use the Mutex-Watershed [27] , which avoids false mergers in case of leaky boundaries in the electron microscopy data.
Our method is the leading entry on the Challenge's leaderboard at present 3 among thousands of submissions by more than 200 teams.
Nuclei segmentation in 2d and 3d
The dsb2018 dataset was published as part of the kaggle 2018 data science bowl 4 . It features cell and nuclei images recorded under various conditions and different microscopes. To enable better comparison, we use the same subset and train/test split as [24] . The training set consists of 447 and the test set of 50 images. We perform 2-fold cross validation to determine the best number of training iterations of the model as well as the patch threshold.
The architecture is very similar to the model used for the BBBC010 data, with a 4-level U-Net and patch size of 25 × 25 per pixel (starting with 64 instead of 40 feature maps). Additionally, we regress for each pixel a vector to the center pixel of its instance as an auxiliary task.
Moreover, we test our approach on 3d isotropic confocal microscopy images of cell nuclei also used in [26] , which we term nuclei3d. An example is shown in Figure 3 . The dataset consists of 28 recordings and was collected and annotated by [19] . Each 3d volume shows hundreds of nuclei, with multiple dense clusters, and has an average size of 140 × 140 × 1100 pixel. 18 volumes are used for training, 7 for validation, and 3 for testing. We use the same training/validation/test volumes as [26] . Architecture-wise we use a 3-level 3d U-Net, starting with 20 feature maps and tripling the number after each downsampling step. The patch size is 9 × 9 × 9. Table 2 lists our results in comparison to the previous state of the art [26] . On both the dsb2018 and the nuclei3d dataset, we are en par with the previous state-of-the-art on lower IoU thresholds, and outperform it on higher thresholds. The later is expected, as [26] is based on polyhedral bounding shapes which limits the achievable pixel accuracy.
Neuron separation in 3d light microscopy data
We aim to identify and segment neurons of the fruit fly brain (GAL4 lines [12] ) in an unpublished dataset of 3d multicolor confocal microscopy images. The imaging is done by stochastic labeling able to express different densities of neurons [21] . This task is very challenging as the number of neurons can be high and the samples are captured in such a way as to allow large-scale recording. Moreover, the neurons have a very thin, tree-like structure which may overlap or be intertwined such that their separation is ambiguous.
Similar to nuclei3d, we use a 3-level U-Net with 2× down-and upsampling and slightly less feature maps. The patch size is 7 × 7 × 7 pixels.
As this dataset is still in the process of being curated and extended, and no competing approach has yet been reported, we do not perform a quantitative evaluation, but show the quality of exemplary results on a test set of two images in Figure 4 . This serves as proof-of-concept that our method is applicable and yields reasonable results for thin, complex tree-like structures in 3d image volumes.
Conclusion
In this work we present a novel method for instance segmentation of general objects using dense local shape descriptors and a one-pass instance assembly pipeline. The method is able to handle objects of sophisticated shapes that appear in dense clusters with overlaps, including full crossovers. It is the first to assemble all instances from learnt shape patches, simultaneously in one pass. We successfully created models for a range of domains, showing that our method Table 2 : Quantitative results for the nuclei datasets (dsb2018 and nuclei3d): We report average precision (AP dsb ) for multiple IoU (intersection over union) thresholds. We are en par with the previous state-of-the-art on lower IoU thresholds, and outperform it on higher thresholds. benchmark datasets, namely the ISBI 2012 challenge on neuron segmentation in electron microscopy, and the BBBC010 worm dataset, 2. is en par with the state of the art on benchmark data of blob-like shapes, hence showing that our method is generically applicable and performs well also for simple instance shapes, and 3. can be applied to extreme cases of instance shapes, like neurons in 3d light microscopy volumes.
Future work will include semantic object labels in our models. Furthermore, the shape patches predicted by our baseline architecture appear as flattened tensors neglecting their 2d or 3d spatial nature, which recently has been shown to not fully leverage local structure, with suggested alternatives that we will explore [5] . Figure 2 : Qualitative results for exemplary challenging regions of the test images. All methods deal well with crowded and overlapping regions, but ppp+dec shows in general less failures. Although ppp may be inferior due to a smaller patch size, which can be seen in a higher number of false splits, it gets difficult shapes such as very bent worms slightly better. In contrast, ed-ppp tends to split instances more often. 
