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Abstract 
Let X denote a finite set, k and n denote natural numbers and S~ ... . .  Sn denote subsets of X. 
Assume that no point of X lies in more than k of these subsets. In 1981 Beck and Fiala proved 
that there is a 2-coloring of X such that each of the subsets has discrepancy less than 2k. This 
result has an interpretation asa theorem about incidence matrices and its generalization to real 
matrices (with essentially the same proof) is called the continuous Beck-Fiala theorem. We 
investigate the continuous version of the conjecture of Beck and Fiala that 'less than 2k' could 
be replaced by 'less than or equal to k'. For matrices with nonnegative entries, we show that the 
answer to the corresponding continuous problem is 'no', so the continuous Beck-Fiala 
theorem is optimal in this case. However our methods do not provide a counterexample to Beck 
and Fiala's original conjecture. On the other hand we show that the answer to the 
corresponding continuous problem is 'yes' when the dimension of the matrix that corresponds 
ton is  1,2or3.  
Throughout  his note we shall use boldface letters to denote vectors in II~ n. Thus, if 
xl ~ R for 1 ~< i ~< n, then we write x = (xl . . . . .  x,); it will often be convenient to write 
x(i) for the ith coordinate of x. As usual the E °~- and ¢ l -norms on R n are defined by 
h[xlh~ = max Ix(i)l and Ilxlll = ~ Ix(i)l. 
l <~i <~n i=l 
In [2] Beck and Fiala proved the following theorem. 
Theorem 1 (Beck and Fiala [2]). Suppose A = [ao]  is an n x m matrix with real 
entries and write 
d=max{~' la° l : l<<' J<~m} " , = 1  
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l f  x e Rm with 0 ~ x(j)  ~ l for 1 <~ j <~ m, then there is a vector t • R m with r(j) • {0, 1} 
for 1 <~ j <~ m such that 
llA(~ - x)llo~ ~ d. 
It should be noted that the theorem as stated in their original paper concerned 
subsets of a set; however, it is easy to recast it in terms of linear algebra by considering 
the incidence matrix determined by the subsets. The version given here is apparently 
more general in that matrix A is allowed to be real valued, while the values of the 
incidence matrix are 0 or 1. However, it is easy to see that essentially the same proof 
yields the stronger esult (see [-3] for example). It should also be noted that the 
theorem as originally proven yields strict inequality in the conclusion. We have 
elected to state the weaker version to maintain consistency with our results below. 
Our interest in this result stemmed from the fact that the inequality in the 
conclusion is independent of the size of the matrix, which suggested infinite dimen- 
sional generalizations. In fact several such generalizations were presented in [1, 
Sections 4-7]. Noncommutative analogs of the Beck-Fiala theorem were also con- 
sidered in [-1, Section 7]. Our intuition suggested that the analogous constant should 
be no larger than in the commutative case and, as noted in [1, pp. 79-80], computer 
experiments seem to indicate that d is the 'correct' value in this case. On the other 
hand, in their original paper Beck and Fiala [2] conjectured that d could be replaced 
in the conclusion by d/2 (at least when the entries of A are 0 or 1). 
Thus, we were led to take a harder look at the methods of Beck and Fiala as well as 
the methods of [3], to see if we could understand the differences and similarities 
between the two situations. In particular we were led to investigate whether the 
constant d in the conclusion of Theorem 1 is the best possible, or whether some other 
function of d is a better bound. 
In this paper it will be shown in Theorem 10 that if the entries of A in Theorem 1 are 
restricted to be nonnegative, then d/2 in a suitable bound for n = 1, 2 or 3. However, 
it will be shown in Theorem 11 that d/2 fails for n >/7, and that d is the best 
possible constant that is independent ofn, even in this restricted case. The methods of 
Theorem 11 do not extend to the even more restricted case of Theorem 1 where the 
entries of A are 0 or 1. 
It is convenient to begin by recording two reformulations of Theorem 1. It is 
straightforward to check that each is equivalent to Theorem 1. 
Theorem 2. I f  ul ..... um are vectors in R n such that 
Ilu~lll ~< 1, i=  1 . . . . .  m 
and 0 <<. ti <<. 1 for i=  1 ..... m, then for each 1 <<. i <~ m, there is ei • {0, 1} such that 
I ,=~(e,-t ,)u, ~ <1.  
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The second reformulation is geometric, following [3, p. 152]. To state it, some new 
notat ion is necessary. If u e It~" and r > 0 write 
n(u ,  r) = {x  : II u - x It ~ ~< r} .  
Thus,  B(u, r) is the closed f~-box  of radius r centered at x. Given u~ .. . . .  um in R" let 
S(ul . . . . .  u,~) denote the set of all possible sums of the form 
v= ~iu i ,  ~i~{0,1}. 
i=1  
If we write 
U,(ul . . . . .  u,,) = U B(v,r), 
~eS(ut . . . . .  u,,,) 
then it is easy to check that the following is also equivalent o Theorem 1. 
Theorem 3. I f  ul . . . . .  u,~ are vectors in ~" such that II u, II1 ~ 1 and 0 <~ ti <~ 1 for 
i=  1 . . . . .  m, then 
Z tiU i ~- Ul (U  1 . . . .  ,urn). 
i :1  
Let us now introduce some more notation. For each positive integer n let Sn denote 
the set of r > 0 satisfying the following condition: if ul . . . . .  u~ are vectors in ~" with 
}]uilll~< 1 and0~t i~< 1 for l~<i~<m, then 
t, ui ~ V, (u , ,  . . . ,u , ) .  
i=1  
Also, write 
bf(n) = infS..  
Note that Theorem 3 asserts that 1 e S. so that bf(n) ~< 1 for all n. 
Let us say that a vector in R ~ is positive if its coordinates are nonnegative and define 
bf + (n) as above, with the additional restriction that each ul be positive. We have 
I 5 ~< bf+ (n) ~< bf(n). 
Indeed, the first inequality follows from examining the case where ul . . . . .  u. are the 
unit vectors pointing in the n coordinate directions and the second inequality is clear. 
Our next goal is to show that bf+(n) = 1/2 for n = 1,2 and 3. It is convenient o 
begin by presenting some lemmas. 
Lemma 4. Suppose ul . . . . .  um are positive vectors in R" such that II ul [I 1 <~ 1. I f  C denotes 
the convex hull of  u 1 . . . . .  um, then 
C c B(0, 1/2) w B(ul, 1/2) w --. w B(um, 1/2) .  
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Proof. First suppose that ui(j) <<. 1/2 for all i andj. In this case ui • B(O, I/2) for each 
i and so C c B(0, 1/2). So suppose that at least one vector has a coordinate > 1/2. 
Let k denote the number of coordinate directions uch that there is a vector that has 
a coordinate > 1/2. Note that since liuilll <~ 1, u~(j) > 1/2 for at most onej. Hence, 
relabeling if necessary, we may assume that ui(i) > 1/2, i = 1 . . . . .  k. Also, ifj > k, then 
ui(j) ~< 1/2 for all 1 ~< i ~< n. Defne D by the formula 
D={x~'x isp°s i t i ve '  ~x( i )<~landx( i )<~l /2 f° rk+l<~i<~n} 
It is clear from its definition that D is convex and 0 e D. Hence, to complete the 
proof, it suffices to show 
{Ul ..... u,} c O c B(0, 1/2) w B(ul , l /2)  w ... w B(um, 1/2). 
Each ui is positive by hypothesis and as noted above u~(j) <~ 1/2 for k + 1 ~<j ~< n. 
Since we also have 
k 
ui(j) <~ Iluilll ~< 1, 
j= l  
each u~ lies in D. 
Now fix x • D. If x(j) ~< 1/2 for all j, then x • B(0, 1/2). So suppose x( j )  > 1/2 for 
some j. We must have 1 <~j ~< k. To finish the proof we need only show that 
x e B(u~, 1/2). Since I /2 < x(j)  ~< 1 we have 
1 1 1 
us( j ) -  ~ <~ ~ < x( j )  <<. 1 < us(j) + 2" 
Now suppose 1 ~< l ~< n and l ¢ j .  We have uj(1) <<. 1 - uj(j) < 1/2. Similarly, if/~< k, 
then x(1)< 1/2. Finally, if I > k, then x(l)<~ 1/2 by the definition of D. Hence 
1 1 us(l) - ~ <~ 0 <~ x(1) <~ ~ <~ us(l) + 1/2 
and therefore x e B(uj, 1/2). ~2 
Lemma 5. Let n denote a natural number greater than 1. I f  ul . . . .  , u n are positive vectors 
in R ~ such that Iluilll ~ 1 for i=  1 . . . . .  n, then U1/2(ul . . . . .  Un) is connected and its 
complement is connected. 
Proof. Fix 1 ~< i ~< n and let e denote the vector in ~n each of whose coordinates i 1. 
Since 0 ~< ui(j) ~< 1, we have lui(j) - 1/21 ~< 1/2, for al l j  = 1, ...,n, and so, 
1 5e e B(0, 1/2) c7 B(ul, 1/2). 
Hence, if v = Y.~= 1 eiui, where each ri • {0, 1} and rj = 0 for some fixed j, then 
B(v, 1/2) n B(v + uj, 1/2) = v + B(0, 1/2) n B(uj, 1/2) 4= O. 
These facts, together with a simple induction argument, show that U1/z(Ul,..., un) is 
connected. 
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For the latter assertion, note that since UI/2( / i l  . . . . .  //n) is compact and n > 1 its 
complement has exactly one unbounded component.  If the complement had 
a bounded component,  then for each 1 <~ j ~< n some line parallel to thejth coordinate 
direction would intersect U1/E (ul . . . . .  u,) in a disconnected set. To finish the proof we 
will show that in an appropriate coordinate direction all such intersections are either 
void or line segments. Since qluilll ~< 1 for i=  1, ...,n, we have 
~ ui(j) ~ n, 
i , j= l  
and therefore there is an index j such that u~( j )+ . . .+u . ( j )<~ 1. Fix 
x ~ Ua/z(u~ . . . . .  u.) and let Lx denote the line through x in the jth coordinate direction. 
Thus, a point (Yl . . . . .  yn) lies on Lx if and only if Yi = x~ for i # j .  Write 
t+ = sup{t ~ ~:  (xl . . . . .  x j_ 1,t, xj+ 1 . . . . .  x , )  ~ Ul/z(ul . . . . .  u,)} 
and 
t_ = inf{t ~ ~" (xl, ..., x j_ l, t, xj+ 1 . . . . .  Xn) ~ U1/2(lgl . . . . .  l/n) } 
Hence, there are vectors v+ and v_ in S(u, . . . . .  u,) such that 
(xl . . . . .  x j_  1, t+, xj+ , . . . . .  x . )  ~ B(v+, 1/2) 
and 
(xl . . . . .  x i_ ,, t_,  x j+ l . . . . .  x , )  ~ B(v_,  1/2). 
Now v+ (j) = ~= l e :u i ( j )  and v_ (j) = ET=l eTu, (j), where e/+ and ~i- are in {0, 1} for 
all i. Thus, 
v+( j ) - -v_ ( j )<~ ~, ui(j)<~ 1 
i=1 
and therefore v+(j)  - 1/2 ~< v_( j )  + 1/2. Hence, 
(xl . . . . .  x~- l, t,x~+ l . . . . .  x , )  ~ B(v +, 1/2) ~o B(~_, 1/2) = U1/2(ux . . . . .  u.) 
for t_ ~< t ~< t+, and so the complement of U,/2(ul . . . . .  u.) is connected. 
The content of the next three lemmas is that bf ÷(n) = 1/2 for n = 1,2, 3 in the 
restricted case where we have n vectors in •". Although the case n = 1 is trivial we 
have included it for the sake of completeness. 
Lemma 6. / fO ~< u ~< 1 then the interval [O,u] is contained in 
[ -1 /2 ,1 /2 ]  vo [u -  1/2,u + 1/2].  
Proof. Wehave[ -1 /2 ,1 /2 ]u[u -1 /2 ,u+l /2 ]=[ - - l /2 ,u+l /2 ] .  [] 
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Lemma 7. l f  u and v are positive vectors in R 2 such that Ilu[ll ~ 1, []vl[1 ~< 1 and we 
write P for the parallelogram whose vertices are O, u, v and u + v, then 
P ~ U1/2(I/, V). 
Proof. Write T1 for the triangle whose vertices are 0, u and v and /'2 for the triangle 
whose vertices are u, v and u + v. Clearly P = 7"1 w T2. By Lemma 4 we have 
7"1 c B(0, 1/2) u B(u, 1/2) w B(v, 1/2). 
A simple symmetry argument shows that 
T2cB(u ,  1 /2 )wB(v ,  1 /2 )wB(u+v,  1/2). [] 
Lemma 8. I f  u, v and w are positive vectors in R 3 each of whose all-norms is no greater 
than 1 and we write P for the convex hull of  
{O,u,v,w,u + v,u + w,v + w,u + v+ w}, 
then 
P ~ U1/:(u,v,w). 
Proof. Let us first show that each face of P is contained in U1/2(u, v, w). Consider the 
face F whose vertices are {w, w + u, w + v, w + u + v}. Let T1 denote the triangle 
whose vertices are { w, w + u, w + v}. Arguing as in the proof  of Lemma 7, we get that 
Tt - w c B(0, 1/2) w B(u, 1/2) w B(v, 1/2) 
and so 
T1 c B(w, 1/2) w B(w + u, 1/2) w B(w + v, 1/2). 
If we write 7"2 for the triangle whose vertices are {w + u + v, w + u, w + v}, then, as in 
Lemma 7, a symmetry argument shows 
7"2 ~ B(w + u + v, 1/2) w B(w + u, 1/2) u B(w + v, 1/2) 
and therefore 
F c UI/2(u, v, w), 
as desired. The proof  for the other faces is the same. 
Thus the boundary of P is contained in Ul/2(u,v, w). Since the complement of 
U~/2(u, v, w) is connected, the interior of P also is contained in U~/2(u, v, w). [] 
The next result will allow us to reduce from the general case of m vectors in R" to 
just n vectors. It is basically the same as a result contained in [2]. 
Proposition 9. Suppose m and n are positive integers with m > n, ul . . . . .  um are vectors in 
R n with [I ul I[t ~< 1 and 0 <~ tl <. 1 for i = 1 . . . . .  m. There exist 0 <~ Yi <~ 1 such that the 
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cardinality of {i: yi = 0 or Yi = 1} is at least m - n and 
~ t,u,= ~ ylui. 
i=l  i=1 
Proof. Define a map ~ '  Rm--* R" by the formula 
~(x) = ~(x~,...,xm)= ~ x,u~. 
i=l  
Write 
C = {x e ~r"x  is positive, Ilxll~ ~< 1 and ~(x) = ~(t l  . . . . .  tin)}. 
Clearly C is closed and convex. Let y = (Y~,...,Ym) denote an extreme point 
of C, write I = {i: 0< y~< 1} and let k denote the cardinality of I. Since 
~(Yl . . . . .  y=) = T(t l  . . . . .  t,.), it only remains to show that k ~< n. If I is empty, then we 
are done. So suppose I # 0. Relabeling if necessary, we may assume I consists of the 
first k positive integers. Let ~ denote the restriction of ~ to vectors of the form 
(x~ .. . . .  Xk,0 .. . . .  0). Suppose k > n so that % has a nontrivial null space. In this case 
we could fix z = (zl ..... zk,O . . . . .  0) ~ 0 such that ~(z) = 0 and then pick 0 < s so 
small that y +_ sz e C. But then we would have 
,( 1( y = ~ y + sz) + ~ y - sz) ,  
contradicting the fact that y is an extreme point of C. Hence, k ~< n. [] 
Theorem 10. We have 
1 bf+(1) = bf+ (2) = bf÷(3)= ~. 
Proof. As noted above, bf+(n)/> 1/2 for all n. Let us consider the case n = 3. Fix 
positive vectors ul . . . . .  um in ~3 such that Iluilll ~< 1 for all i. Also fix 0 ~< ti ~ 1, 
i = 1 . . . . .  m. If m <~ 3, then we have 
~ t~ui c U1/2(ul ..... um) 
i=1 
by Lemma 8. So, suppose m > 3. In this case, by Proposit ion 9, there is a vector 
(Yl . . . . .  y~,) such that 0 ~ Yi <~ 1, 
~ y, ui= ~ tiu,, 
i=1 i=1 
and 0 < y~ < 1 for no more than 3 indices i. Relabeling if necessary, we may assume 
that yl = 0 or 1 for 4 ~< i ~< m. Write e~ = Yi for 4 ~< i ~< m. By Lemma 8 we have 
YlUl + Y2U2 + Y3U3 E B(w,1/2) ~ U1/2(Ul,U2, k[3), 
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for some w of the form elul + t2uz + 63//3, 6i E {0, 1}. Thus, if we fix 1 ~< j ~< n we have 
(Q -- = (Q -- y i )u i ( j )  <~ 
i 
and so 
t,ui = ~. yiu,~ U1/2(/I1 . . . . .  Mm), 
i= i  i= i  
Hence, bf ÷ (3) = 1/2. The proof in the remaining cases is essentially the same except 
that Lemmas 6 and 7 are invoked instead of Lemma 8. [] 
Our final results show that the constant d is optimal for the continuous version of 
the Beck-Fiala theorem. We are indebted to the referee for suggesting the use of the 
values of ui(j) and t in the proof of the next theorem. This suggestion allowed us to 
considerably shorten our original proof. 
Theorem 11. For each positive integer n we have 
bf (n+l )>~bf+(n+l )1> 
(,j/n + 1) 2' 
Proof. Fix a positive integer n and for each 1 ~< i ~< n define ui in •"+ 1 by the formula 
{ x/-n/(xfn + 1) if j = i, 
u i ( j )=  1/(x/~ + 1) i f j=n+ 1, 
0 otherwise. 
Also, put 
1 
t=  
x /~+ 1" 
Now fix v = y~,-": l eiui ~ S(uI ..... u,). There are two cases. If v = 0, then 
1,=, f t,, 1 t,, ,, (e~ - t)ul = max ~- =- -  , j, = - . 
tx /n + 1 w/n+l  ~+1 (x/~ + 1) z 
I f t s= I for some l~<j~<n, then 
i:~ (Q -- t)ui o~ >>- 1(1 -- t)uj(j)] = 
w/n(1 - t) n 
1 1) 
[5 
Note that the above proof actually shows that bf(m) ~> bf ÷ (m) > n/ ( , f -~  + 1) 2 for 
all m > n, since we may extend the ui's by adding the appropriate number of 0's. Also, 
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direct calculation shows that 6 / ( , ,~  + 1) 2 > 0.5402 and so we have the following 
corollary. 
Corol lary 12. I f½ < r < 1, then there is an inteoer nr such that if n > n, then 
bf(n) >1 bf ÷ (n) > r.  
In particular, 
bf(7)/> bf + (7) > 0.5402. 
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