Highly compensated Ge:Ga photoconductors have been fabricated and evaluated for high bandwidth heterodyne detection. Bandwidths up to 60 MHz have been obtained with corresponding current responsivity of 0.01 A/W.
Introduction
Extrinsic germanium photoconductors have long been the premier devices for high sensitivity direct detection in the 20-200-Am wavelength region.', 2 Quantum efficiencies over 40% and noise equivalent powers (NEPs) of <10-16 W Hz-1 12 have been achieved. Although well characterized in terms of responsivity and direct detection NEP, the high speed (comparable with the inverse recombination time) properties of photoconductive detectors have not been studied in detail. Recently, however, considerable interest has arisen among astronomers, plasma physicists, and others in extending the techniques of high sensitivity millimeter and submillimeter heterodyne detection to the far infrared. 3 4 In response, we have performed an investigation of the suitability of extrinsic photoconductors as heterodyne mixers in this wavelength region. In particular, the dependence of detector bandwidth on the concentration of compensating impurities is a critical issue in the optimization of heterodyne performance and has hitherto not been studied in detail for shallow impurities.
Extrinsic photoconductors are used in many applications as square-law devices: their signal current output is proportional to the radiation power input, i.e., to the square of the incident field amplitudes. 5 The signal can be mixed with a strong continuous wave (cw) local oscillator (LO) field at a nearby frequency, leading to new frequencies: the sum and difference of the signal and LO frequencies, vs and VLO, respectively. The difference frequency, VIF = V-vLO, can be made arbitrarily low. The signal frequency can be downconverted into a frequency range in which low-noise amplifiers are available.
If the detector bias and preamplifier circuitry are properly designed, the system bandwidth will be limited by the extrinsic photoconductor free carrier recombination time, Tr (la) where (eP)/(hv) is the rate at which photons of frequency v are incident on the detector, X is the responsive quantum efficiency, and G is the photoconductive gain. 6 The photoconductive gain in turn is given by G =-'rr= Ir (Eb)X (lb) where T tr is the mean time for carriers to transit the interelectrode distance 1, A is the drift mobility, and Eb is the dc bias field on the detector. Thus there are three fundamental material parameters that completely characterize such a detector: mobility; recombination time; and quantum efficiency.
If again the contributions due to the preamplifier and external circuitry may be neglected, the noise in the output signal is dominated by fluctuations in iph due to generation-recombination (g-r) noise, the analog of shot noise in a diode. These fluctuations are described by the relation 2 (2)
where G is the photoconductive gain. The dc (photo)-current iph is dominated by the photocurrent due to background blackbody radiation in direct detection applications and by the photocurrent due to the LO in heterodyne applications. If there is significant dark current, it also contributes shotlike noise. Early experimental semiconductor characterization studies 7 yielded some information on carrier recombination at low temperature but were generally made in conditions quite different from those of heterodyne photomixer applications. More recent studies of high-speed photoconductors 8 9 were either concerned with response to pulsed radiation sources, in which the carrier dynamics might conceivably be different than in cw applications, or only examined a very limited number of (n-type) samples.
A substantial body of theory exists on free carrier recombination cross sections in germanium at low temperature. Recombination is an inelastic process, with most of the binding energy carried away by acoustic phonons. Because the impurity ionization energy is much greater than the energy of an acoustic phonon, El >> kT, direct recombination into the ground state is a multiphonon process, with a correspondingly very small cross section. Therefore, the dominant process is capture into highly excited states followed by a cascade of single phonon emissions (and absorptions), as the carrier gradually diffuses into the ground state. Roughly speaking, there are two groups of theoretical work on the process of carrier recombination. The first was begun by the "giant trap" theory of Lax 10 and has since been modified and revised by many authors. Ascarelli and Rodriguez 1 developed a quantum mechanical version, and Brown and Rodriguez 12 also incorporated the phonon polarization. The second, which takes a fundamentally different approach to the problem, has been pursued by several workers and has been comprehensively reviewed by Abakumov et The Lax theory and its modifications are very complicated. They all involve a summation over the impurity's excited states of 2n=2Un0n, where f3n is the sticking probability, the probability that an impurity in state n will eventually decay into the ground state rather than be ionized. Abakumov et al. 13 state that the Lax theory and its extensions are wrong. The basic difference between APY's theory and Lax's has to do with the sticking probability at large n. Lax's theory supposes that the first capture event takes place to a level which has a binding energy of the order of kT, i.e., n -5. APY contend, on the other hand, that at large n, an increases faster than On decreases and, therefore, that the dominant process is recombination through very highly excited states, with binding energy <<kT. APY's treatment is based on the Pitaevskii method for treating recombination in gases. Their final result is the precise analog of the Thompson cross section for recombination of electrons onto hydrogen ions, rescaled to account for dielectric screening:
where
1e2
T eT is the radius from a center at which a carrier's binding energy would be kT. Thus it is the radius at which a captured carrier has on average an even chance of staying bound. The factor rT/10 is the probability that the carrier will collide with an acoustic phonon while it is within a range rT of the center. For a capture to occur, such a collision is necessary to carry off the excess energy. Here 10 is identified as the mean distance traversed by a carrier in one energy relaxation time, i.e., o = PTri. It is independent of temperature and is related to the inelastic mean free path by a factor lo/l = (kT)/2m*s 2 ). In short, APY's theory leads to
where the numerical value assumes an energy relaxation length 10 = 4.3 X 10-3 cm (APY 1977). The factor of 4/3 arises from a geometric average over paths within rr of the scattering center. The Lax and APY theories differ by a factor of approximately
The question of the appropriate speed of sound to use is somewhat problematical, but assuming it lies somewhere between the values given by Lax for the longitudinal and transverse speeds, then
APY adopt a value of 0.73 K. Thus, at 4.2 K, the recombination cross sections predicted by the two theories differ by over an order of magnitude. Finally, we note that both theories predict a very steep increase in the recombination cross section, and, therefore, a steep increase in the bandwidth, as the temperature is reduced. The temperature which is relevant in this case is that which describes the width of the hole distribution function Th, which at sufficiently high bias fields can exceed the temperature of the lattice. APY predict a T-3 dependence of the cross section and, therefore, a T 5 dependence of the bandwidth. Lax's theory predicts Tj- 4 for the cross section at high temperatures (y/6 >> 1) and TW 3 at low temperatures, where the bracketed term in Eq. (3) The ratio of donors to ac
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These implant doses lead to degenerately (i.e., metallically) doped contact areas; 200 A of Pd and 8000 A of Au were then sputtered on the implanted surface.
The final size of the detectors was 3.0 X 1.0 X 0.5 mm 3 with electrodes on opposite 1-X 3-mm 2 surfaces.
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surable amounts of dark current. For the most heavily doped (series 22) detectors, the dark current, typically several nanoamperes depending on the precise detector and bias voltage used, was consistent with that theoretically predicted' 7 for hopping conduction at the applicable acceptor and donor concentrations. Furthermore, for these detectors, it was sufficiently large that the dark current shot noise was larger than the signal current due to the -10-13 W of incident blackbody radiation. To increase the photon flux, the direct-detection responsivity was measured with the narrowband Fabry-Perot removed. The spectrum of incident radiation was now limited at long wavelengths only by the Ge:Ga photoconduction edge and at short wavelengths by the cutoff of the cold low-pass filters. This increased the flux of incident photons by a factor of 30, as measured by the photocurrent in detector 729-6.0(20), which was used for the relative calibration. Because the setup is less well characterized in this configuration and because of possible changes in the effective wavelength in this broadband mode, the 93-,m responsivities derived for the three 22 series detectors are considerably more uncertain than those of the other detectors. The current responsivity measurements at 119 gtm were made using the FIR laser described below that was used in the bandwidth and photoconductive gain measurements. The detectors were mounted at 4.2 K in similar integrating cavities of somewhat different dimensions than in the 9 3-Am measurements. The laser was operated on the strong 11 8 .8 4 -mm methanol line for all our measurements.
The laser beam was focused on the input aperture of the cavity and illuminated the detector through liquid-helium temperature low-pass filters. Current-voltage curves were recorded for each detector with the laser on, laser off, and (usually) laser attenuated by various amounts as part of the setup procedure for the g-r noise measurements. The laser power was monitored from time to time by replacing the photoconductor with a pyroelectric detector. Linearity was checked by inserting attenuators into the laser beam and comparing the drop in detector photocurrent with that in the pyroelectric signal. There is a large (factor of 4) uncertainty in the absolute calibration of the pyroelectric detector, which is reflected in the absolute 119-Aum responsivities derived. The uncertainty in relative responsivities, however, is limited only by laser power drifts and is much better, probably, t25%. Comparison of the relative 119-Am responsivities with other data is difficult, however, because the 119-ym laser wavelength lies on the photoconductivity edge of Ge:Ga, whose width increases markedly with acceptor concentration due to wave function overlap. Thus the quantum efficiency is likely to vary from detector to detector much more at 119 Mm than at 93 Mm.
The photoconductive gain and recombination bandwidth for each detector were measured with the use of a FIR heterodyne receiver, illustrated in Fig. 1 and described in detail elsewhere.' 8 " 9 Briefly, the system consists of a photoconductor, an 80-Mm low-pass filter, and a low-noise 1-100-MHz GaAsFET amplifier mounted in a liquid-helium Dewar. Ordinarily, a FIR laser sideband generator provides a continuously tunable local oscillator for the receiver. Two techniques were used to measure detector bandwidths. The more direct one consisted of amplitude modulation of the beam of the optically pumped FIR molecular laser and measurement of the rolloff in modulated photocurrent as the modulation frequency was swept. A reflective FIR modulator was implemented by modifying the laser sideband generator shown in Fig. 1 . The heart of the sideband generator is an ultralow-capacitance Schottky diode (batch 1E12, obtained from R. Mattauch's group at the University of Virginia) at the feed of a traveling-wave corner-cube antenna 20 which couples it to the incident laser beam. Modulation occurs because the traveling wave induced on the antenna is reflected off the impedance mismatch presented by the Schottky diode and reradiated. The reflection coefficient depends on the (modulated) Schottky bias voltage. Thus, for our bandwidth measurements, the 2-18-GHz YIG oscillators were replaced with a 5-100-MHz voltage-controlled oscillator (VCO), the polarizing Michelson interferometer was tuned to zero path difference, and the Fabry-Perot interferometer was removed. The same voltage ramp that was used to drive the VCO was also used to drive the internal VCO of a spectrum analyzer with which the amplified detector photocurrent was measured. Because the two VCOs were not precisely matched in linearity, the peak spectrum analyzer response would gradually drift away from the actual modulation frequency as the two were scanned, limiting the useful length of a single sweep to -45 MHz. Because the depth of modulation of the FIR laser beam was very low, due to the Schottky diode parasitics, 2 1 the broadband amplifier noise was not completely negligible, particularly for the highbandwidth low-gain detectors. Therefore, a spectrum analyzer scan with the laser blocked was recorded immediately before each data scan. The digitized scans were subtracted, and the difference was fitted to the Lorentzian spectrum of Eq. (la). The second technique for measuring recombination bandwidth consisted of measurement of the spectrum of the photocurrent's g-r noise. The corner-cube modulator and polarizing Michelson interferometer were removed, and the FIR laser was focused directly onto the detector cavity's entrance aperture. Spectra of the amplified photocurrent power spectrum with the laser on, attenuated by various amounts, and blocked were recorded and digitized. The conversion from noise power spectral density at the amplifier output (what the spectrum analyzer measures) and rms photocurrent is given by
where A is the power gain of the amplifiers, B is the resolution bandwidth of the spectrum analyzer, R is the input impedance of the first stage preamplifier, and Rd is the differential impedance of the detector. The single-stage cryogenic GaAsFET preamplifier used in these measurements intrinsically has a very high input impedance. To improve the gain flatness, the flatness of the noise spectrum, and the system stability, its input, i.e., the IF signal line, is shunted by a resistor. When optimum noise performance is desired, the value of the resistor (which determines Ra) is about matched to Rd. For our measurements, however, the value of the resistor was set much lower, generally 200 , so that RC rolloff due to amplifier input capacitance and parasitic capacitance would not contaminate the detector's intrinsic rolloff. Again a spectrum taken with the laser blocked was subtracted from each data scan, and the difference was fitted to a Lorentzian. As given by Eq. (2), the rolloff frequency yielded the carrier lifetime, and the overall power, divided by the dc photocurrent, yielded the photoconductive gain. There are two significant sources of uncertainty in this measurement. The simplest is merely the calibration of amplifier and spectrum analyzer gains. We estimate that these uncertainties could total as much as 3 dB. They are only relevant to the determination of the photoconductive gain, of course, and not to the determination of the bandwidth. The other source of uncertianty is the sporadic existence of low-frequency (<10-MHz) noise on the laser. If it was discovered in real time, it was always found to be possible to retune the laser so as to eliminate the noise, albeit with some sacrifice in laser power. In about one-third of the measured spectra, however, an additional low-frequency component (taken to be another Lorentzian) was required to obtain an acceptable fit. In all such cases, there were spectra taken at three or more power levels so that it was possible to confirm that the excess noise component varied quadratically with laser power, as expected for laser noise. The remaining noise did fit a single Lorentzian spectrum, and scaled linearly with laser power, so we are confident it was indeed detector g-r noise. The recombination bandwidths determined by this technique agree very well with those derived by the modulation technique. The excess noise subtraction does introduce additional uncertainty into the determination of photoconductive gain (and, therefore, quantum efficiency) in those cases for which it was necessary. Together with the uncertainty introduced by the gain calibration, this renders our derived photoconductive gains considerably less reliable than our derived bandwidths.
IV.
Results and Discussion The indicated error bars are somewhat conservative estimates of the range over which a good fit of the data to a single Lorentzian could be obtained. The falloff in bandwidth at high bias is due to the reduction in recombination cross section that occurs as the carrier temperature Th is elevated above the lattice temperature. A crude theoretical argument leads to the expectation that the recombination bandwidth should vary as B cc E-3/ 2 in the hot carrier regime and be independent of E in the thermalized regime. According to the original giant trap theory of Lax, the recombination cross section varies with mean carrier kinetic energy U as 4 (VT is the total mean carrier velocity). Thus the recombination bandwidth is expected to vary as
where ND = NA-is the concentration of ionized acceptors. In the thermalized (low-bias) regime, Th is equal to the lattice temperature, independent of the field. In the hot carrier regime, the relation between VT and bias field is given 6 by equating the rate at which energy is imparted to the carriers by the bias field with the rate at which energy is lost via inelastic (i.e., acoustic phonon) collisions. Thus eEVd = (2 m*VT) (VI 9 ) (8) where i is the inelastic mean free path. The drift velocity Vd is limited by ionized impurity scattering (an elastic process) and is <<VT. It is given by the acceleration due to the field over an elastic scattering time: (9) Combining Eqs. (8) and (9), one finds VT E1/ 2 or Th a E. Thus, from Eq. (7), the theoretical expectation is thus that B E-3 12 in the hot carrier regime and is independent of E in the thermalized regime.
As shown in Fig. 2 , such a dependence fits our data very well. Koenig et al. 7 found for much less heavily doped n-type germanium samples (Nd 1013 cm-3 ) that B E-1 8 in the hot carrier regime was independent of E in the thermalized regime. Their lifetime measurements were made with a pulse technique, however, in which the detector slewed between conditions of impact-ionization breakdown and subbreakdown bias (the normal operating condition) at high speed. It has since been discovered that the dynamic behavior of the detectors becomes very complex near breakdown, often exhibiting high-speed spontaneous instabilities, period doubling, chaotic fluctuations, etc. 22 Thus the results of the pulsed measurements, taken in isolation, would be ambiguous. Although our measurements are in excellent agreement with the theoretical expectation deduced from Eqs. (8) and (9), they are not sufficiently accurate, or do they extend over a large enough range in bias, for us to test the dependence in great detail. We cannot distinguish between and E-l 5 and an E-l' 8 dependence in the high bias lim -,,, for example. Indeed, considering all the uncertainties, a bandwidth varying inversely with field is also an acceptable empirical approximation to our data over the range of practical interest, 05Eb < E < Eb- One main reason for our wanting to determine the dependence of bandwidth on bias is to be able to normalize B(ND), the bandwidth vs compensating impurity concentration, to a single value of E/Ebr. Physically, the bandwidth in the low-bias limit, where the carriers are thermalized, would be the most fundamental quantity to examine. However, the low-bias limit is not the regime in which the photoconductors are used in practical applications, or is it a region in which we can with our techniques measure the bandwidth with any accuracy. (In both cases, the responsivity is too low.) Therefore, we have normalized all our bandwidth measurements to a bias E = 0. 8 Ebr using the empirical approximation of B E-' described above. The bandwidths were actually measured at biases that varied from -0.7 to 0.95 times the breakdown field; thus this normalization never amounted to more than an -15% correction. The results of our measurements using both the modulation and the g-r noise tech- This is a slight overestimate of the cross section at the true carrier temperature [because of the Tj 112 conversion factor in Eq. (10)] but an underestimate of the cross section at 4.2 K (because of the steep falloff of cross section with temperature mentioned in Sec. I). Based on the measured bias dependence of bandwidth in Fig. 2 , we do not expect the bandwidth, and, therefore, ar, in the thermalized regime (i.e., at 4.2 K) to be more than perhaps a factor of 2 greater than our present determination, however. Compared with the theories discussed earlier, it is clear that our data favor the Brown and Rodriguez result. However, to be fair, we note that since we do not know for certain the true carrier temperature in our experiments, the extremely steep dependence of ar on temperature may be used to make any of the theories fit the measured cross section. For APY's theory, a carrier temperature of Th = 15 K would have to be assumed (taking ry -Th3), which seems implausibly high. For Lax's theory, Th = 5.8 K (taking ar-Th 4) would suffice. 
