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A complete list of lens spaces constructed by Dehn surgery I
Motoo Tange
Abstract
Berge in [1] defined doubly primitive knots, which yield lens spaces by Dehn
surgery. At the same paper he listed the knots into several types. In this paper
we will prove the list is complete when τ > 1. The invariant τ is a quantity with
regard to lens space surgery, which is defined in this paper. Furthermore at the same
time we will also prove that Table 6 in [8] is complete as Poincare´ homology sphere
surgery when τ > 1.
1 Introduction
1.1 Several necessary conditions for lens space surgery
LetK be a knot in a 3-manifoldM . Removing the open tubular neighborhood nbd(K)
of K, and gluing the solid torus V by some map between the boundary of V and
M − nbd(K) we obtain a new 3-manifold M ′. By iterating some Dehn surgeries we
can obtain all 3-manifolds. However we can not obtain all 3-manifolds by single Dehn
surgeries of knots in S3. When a lens space is given by a Dehn surgery of a knot,
certain restrictions are imposed on the lens space and the knot. In this section we
share with us some of the restrictions.
Let K be a knot in a homology sphere Y . The manifold Yp(K) stands for Dehn
surgery of K with slope p. We define lens space L(p, q) to be S3p/q(unknot). The
problem of when S3p(K) is lens space and when lens space L(p, q) is obtained from
Dehn surgery of K is fundamental.
Kadokami and Yamada proved the following by using torsion invariant.
Theorem 1 ([4]) Let Y be a homology sphere. If K ⊂ Y is a knot and Yp(K) is lens
space L(p, q), then the Alexander polynomial is the following form:
∆K(t) =
(thg − 1)(t− 1)
(tg − 1)(th − 1)
(tp − 1)
up to multiplication of ±t±1, where h, g are coprime integers and satisfy hg = ±1(p),
and h2 = ±q (p).
We can see that in the case where there exist h and g with gcd(h, g) = 1 and hg+1 ≤ p,
the Alexander polynomial is the same as the polynomial of (h, g)-torus knot Th,g. This
type corresponds to type (I),(II) in Table 1. We have to notice that any coefficient in
Theorem 1 is equivalent to the formula by using correction term in [6].
Ozsva´th and Szabo´ [6], and Greene [3] showed that the Seifert genus g(K) of any
knot K yielding lens spaces has an inequality 2g(K) − 1 ≤ p (Ozsva´th-Szabo´) and
2g(K)− 1 ≤ p− 2
√
4p+1
5 (Greene), where p is the order of H1 of the lens space. The
similar inequality holds for Σ(2, 3, 5) (see [8]).
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Let Y be a homology sphere. A Dehn surgery Yp(K) has the core circle of the
surgery which is called the circle dual knot. In the case where Yp(K) is lens space
L(p, q), the first homology class of the dual knot K˜ assigns an integer k. In fact since
there is a core circle by genus 1 Heegaard splitting of the lens space, we have only to
take k as the difference [K˜] = k[c], where c is the core circle so that q = k2(p) holds.
However the assignment has two ambiguities: the choice of the non-trivial core circle
in the two solid tori and the choice of the orientation of the knot. Thus we consider the
integer k as the set D(p,K) := {k,−k, k−1,−k−1} ⊂ Z/pZ. Here we call it the dual
class invariant. The integers h, g in Theorem 1 are elements of D(p,K). Abstractly
we define D(p, k) to be the set {k,−k, k−1,−k−1}.
Here we define a Laurent polynomial as follows. Let Tr,s be the (r, s)-torus knot.
Definition 1 Let (p, k) be a coprime integers pair, and h, g two coprime representa-
tions in D(p, k) with hg = ±1 (p). Adding ±tn(tp−1) several times to the symmetrized
Alexander polynomial ∆Th,g (t), we can make any exponent of the terms of the poly-
nomial change a term between −⌊p2⌋+ 1 and ⌊
p
2⌋. Then we get a Laurent polynomial
∆˜p,k(t). If p is even and the p/2-th term a p
2
is not zero, then we modify ∆˜p,k(t) into
∆˜p,k(t) +
a p
2
2
t−
p
2 −
a p
2
2
t
p
2
In this way we get a symmetric Laurent polynomial and denote it by ∆p,k(t).
We define g(p, k1) to be the degree of ∆p,k1(t).
By Fintushel and Stern’s work in [2] conversely if there exists a coprime integer
pair (p, k) satisfying q = k2(p), one can realize a Dehn surgery L(p, q) = Yp(K) on a
homology sphere Y with k ∈ D(p,K). Hence one of lens space surgery problems is to
consider when for a coprime pair (p, k) there exists a knot K in S3 (in general in a
fixed homology sphere) with k ∈ D(p,K).
Our starting point is a coprime pair (p, k) then we call (p, k) the initial data for
lens space surgery by taking the minimal k in D(p, k). Here any element in D(p, k)
is reduced between 0 and p− 1. For an initial data (p, k1) if there exists a lens space
surgery on a homology sphere Y such that k ∈ D(p,K), where K is the knot in Y , we
call (p, k) the initial data realized by the lens space surgery.
We introduce an explicit coefficient formula of ∆p,k(t), which is computed by The-
orem 1, that was proved in [7]. Let (p, k) be a coprime integer satisfying 0 < k < p
and k′ the inverse of k mod p satisfying 0 < k′ < p. We use this notation in other
places as long as we do not indicate. We put m := kk
′−1
p , q = k
2(p), c := (k+1−p)(k−1)2 ,
and
Φlp,q(k) = #{j ∈ {1, 2, · · ·k
′}|[qj − l]p ∈ {1, 2, · · · , k}},
where [α]p stands for the reduction of any integer α to 0 ≤ [α]p < p.
Theorem 2 ([8]) Let (p, k) be a coprime integer pair and ai the i-th coefficient of the
Laurent polynomial ∆˜p,k(t). Then ai (−⌊
p
2⌋+ 1 ≤ i ≤ ⌊
p
2⌋) has the following explicit
formula
ai = −m+Φ
ki+c
p,q (k). (1)
Hence if a knot K ⊂ S3 yields lens space L(p, q), the symmetrized Alexander poly-
nomial ai(K) is computed by the formula. From the genus bound 2g(K)− 1 ≤ p by
Ozsva´th and Szabo´ we can get the following.
Corollary 1 For a lens space surgery L(p, q) = S3p(K) with initial data (p, k) we have
∆K(t) = ∆p,k(t).
In particular g(K) = g(p, k1) holds.
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When we replace S3 with Σ(2, 3, 5), we get the same equality. In this paper we assume
that the genus of any knot yielding lens space surgery satisfies 2g(K) ≤ p. Ozsva´th
and Szabo´’s result does not deny the 2g(K) − 1 = p case. The author was informed
that Dr. Greene showed that at least the 2g(K)− 1 = p case can be ruled out as long
as lens space surgery over S3.
Ozsva´th and Szabo´ proved the new restrictions in [5, 6].
Theorem 3 ([5]) If K ⊂ S3 is a knot and S3p(K) is lens space, then the symmetrized
Alexander polynomial ∆K(t) is the following form:
∆K(t) = (−1)
m +
m∑
j=1
(−1)k(tnj + t−nj ),
where the sequence {nj} is increasing natural numbers: n1 < n2 < · · · < nm.
The same assertion is also satisfied for Σ(2, 3, 5) in place of S3.
Theorem 4 ([6]) If K ⊂ S3 is a knot and S3p(K) is a lens space L(p, q), then the
following quantity
ti :=
{
d(L(p, q), ki+ c)− d(L(p, 1), i) if 2|i| ≤ p
0 otherwise.
is non-negative integer and is coincident with the torsion invariant ti(K) for any
integer i. Here ti(K) is the i-th Turaev torsion of S
3
0(K).
Some of lens space surgeries on Σ(2, 3, 5) fail to this theorem, for example L(22, 3) is
obtained as a lens space surgery on Σ(2, 3, 5) and t11 = −2 holds.
By using these restrictions, we can make a sharp distinction as in [5]. However
either of Theorem 3 and 4 is not perfect so as to distinguish lens space surgery.
1.2 Berge’s examples
Berge in [1] defined a class of knots in S3, which is most important to lens space
surgery so far.
Definition 2 Let K be a knot in S3. We call K a doubly primitive knot if K isotopic
to a knot L in a genus 2 Heegaard surface in S3 and both classes induced in π1(Vi)
are primitive elements, where Vi (i = 1, 2) are the genus 2 handlebodies.
This definition can be easily extended to any knot in a homology sphere with genus 2
Heegaard decomposition, which satisfies the same conditions.
He proved that all doubly primitive knots yield lens spaces by Dehn surgery with
an integer slope. In the other words this condition is a sufficient condition for lens
space surgery. He conjectures that doubly primitive knots are all knots yielding lens
spaces. This conjecture is still open.
He also listed the doubly primitive knots in [1]. Thus any of the list is realized by
a lens space surgery on S3, however it is open question that this list is complete.
In [9] J. Rasmussen rearranged the list to the equivalent one below (Table 1).
1.3 Poincare´ homology sphere version of Berge’s examples
Next we introduce the result [8], which is a sufficient condition for lens space surgery
on Poincare´ homology sphere.
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I,II p = ik ± 1 (k2) gcd(i, k) = 1, 2
III± p = (2k ∓ 1)J (k
2) J ∈ Z;J |k ± 1; k±1
J
: odd
IV± p = (k ± 1)J (k
2) J : odd;J |2k ∓ 1
V± p = (k ± 1)J (k2) J ∈ Z;J |k ± 1;J : odd
VII, VIII k2 ± k ± 1 = 0(p)
IX p = 22J2 + 9J + 1 k = 11J + 2, J ∈ Z
X p = 22J + 13J + 2 k = 11J + 3, J ∈ Z
Table 1: Berge’s list
type p k
A1 14J
2 ++7J + 1 7J + 2
A2 20J
2 + 15J + 3 5J + 2
B 30J2 + 9J + 1 6J + 1
C1 42J
2 + 23J + 3 7J + 2
C2 42J
2 + 47J + 13 7J + 4
D1 52J
2 + 15J + 1 13J + 2
D2 52J
2 + 63J + 19 13J + 8
E1 54J
2 + 15J + 1 27J + 4
E2 54J
2 + 39J + 7 27J + 10
F1 69J
2 + 17J + 1 23J + 3
F2 69J
2 + 29J + 3 23J + 5
G1 85J
2 + 19J + 1 17J + 2
G2 85J
2 + 49J + 7 17J + 5
H1 99J
2 + 35J + 3 11J + 2
H2 99J
2 + 53J + 7 11J + 3
I1 120J
2 + 16J + 1 12J + 1
I2 120J
2 + 20J + 1 20J + 2
I3 120J
2 + 36J + 3 12J + 2
J 120J2 + 104J + 22 12J + 5
K 191 15
Table 2: The Poincare´ homology sphere version of Berge’s examples.
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Theorem 5 ([8]) Let (p, k) be any of Table 2. Then (p, k) is realized by a lens space
surgery on K ⊂ Σ(2, 3, 5). Furthermore we can take a doubly primitive knot as a knot
for the surgery.
Theorem 1 and Theorem 3 also hold for lens space surgery on the Poincare´ homol-
ogy sphere. However Theorem 4 does not hold because the initial data (22, 5) does
not satisfy Theorem 4 but admits lens space surgery Σ(2, 3, 5)22(K).
Then the following is conjectured.
Conjecture 1 Let (p, k) be a coprime integer. Suppose that the polynomial ∆k,p(t)
satisfies the alternating condition in Theorem 3, and the pair satisfies the condition
in Theorem 4. Then (p, k) is realized by a lens space surgery on S3.
This conjecture is equivalent to Conjecture 1.12 in [6].
Conjecture 2 Let (p, k) be a coprime integer. Suppose that the polynomial ∆p,k(t)
satisfies the alternating condition in Theorem 3, Then (p, k) is realized by a lens space
surgery on S3 or Σ(2, 3, 5).
If Conjecture 1 is true, then it means that Table 1 is the complete list of doubly
primitive knots. If Conjecture 2 is true, then it means that Table 1 and 2 are the
complete list of doubly primitive knots in S3 and Σ(2, 3, 5). Even if these conjectures
are proven, the problem of whether doubly primitive knots are all the knots yielding
lens space or not remains open. The aim of this paper is a partial contribution to
Conjecture 1 and 2. The meaning of “partiality” is described later.
2 Preliminaries
2.1 Quadratic relations for lens space surgery
In this section we shall define a quadratic relation in Z/pZ. Let (p, k1) be a co-
prime integer pair with p positive and k2 the reduced element with k1 ≤ k2 <
p
2 in
{k1, [−k1]p, [k
−1
1 mod p]p, [−k
−1
1 mod p]p}.
We denote by [[α]]p the reduction between −⌊
p
2⌋+ 1 and ⌊
p
2⌋. We define q2 to be
[[k22 ]]p and a to be ||q2| − k2|. Hence we can find a relation on Z/pZ
ak21 + ǫ1k1 + ǫ2 = 0 (p), (2)
where ǫi = ±1. This relation is called the associated (quadratic) relation in this paper.
Note that relations of (p, k1) in the form of (2) are not always unique for any data.
For example (43, 12) has two relations 2k21+k1+1 = 0 (43) and 5k
2
1+k1− 1 = 0 (43).
Proposition 1 The a = 0 case is equivalent to k1 = k2 = 1 then this initial data can
be realized by p-surgery of the unknot.
Proof. Therefore k1 = ±1 (p) holds. 
The a = 1 case is (VII) and (VIII) in Table 1. Then we assume that a ≥ 2.
Lemma 1 Let (p, k1) be an initial data with k1 > 1. The associated quadratic relation
of (p, k1) is the relation which the term a, which is the coefficient of degree 2 of the
relation, is minimal among the relations having form of (2).
Any relation of the form of (2) with the minimal degree 2 term is the associated
relation.
5
Proof The former of the assertion is obvious from the definition of a. We show the
latter part. Suppose that (p, k1) satisfies ak
2
1+ ǫ1k1+ ǫ2 = 0 (p) and ak
2
1+ ǫ
′
1k1+ ǫ
′
2 =
0 (p), and ǫ1 < ǫ
′
1. Then we have (ǫ
′
1− ǫ1)k1 = ǫ2− ǫ
′
2 (p). Since we have 0 < 2k1 < p,
2k1 = 2 holds. Then we have k1 = 1. If ǫ1 = ǫ
′
1, then this relation is the same. 
Now let (p, k1) be a coprime pair as above. We take a relation ak
2
1+ǫ1k1+ǫ2 = 0 (p)
and define an integer n to be ak21+ ǫ1k1+ ǫ2−np = 0. Solving the quadratic equation,
we get
k1 =
−ǫ1 +X
2a
whereX is positive integer and we putX2 = 1−4a(ǫ2−np). Hence we have p =
X2−D
4an ,
where we put D = 1 − 4aǫ2. Here let τ, γ be integers satisfying X = 2anτ + γ and
0 ≤ γ < 2an. Hence we have
k1 = nτ +
γ − ǫ1
2a
= nτ + γ′, (3)
where we put γ′ = γ−ǫ12a (−
ǫ1
2a ≤ γ
′ < n − ǫ12a ), thus γ = ǫ1 (2a) holds. Then p is
described as follows:
p = anτ2 + γτ +
γ2 −D
4an
. (4)
Since γ2 − 4anγ
2−D
4an = D = 1 − 4aǫ2, if ǫ2 = 1, then the quadratic function has
a positive value for any τ as long as a > 0. If ǫ2 = −1, then considering p =
an
(
τ + γ2an
)2
− D4an , we have an
(
0 + γ2an
)2
− D4an =
a(γ′)2+ǫ1γ
′−1
n ≥ 0 as long as a > 0
and γ′ > 1. Thus we have an
(
−2 + γ2an
)2
− D4an = 4an− 2γ +
a(γ′)2+ǫ1γ
′−1
n ≥ 0
Definition 3 Let (p, k1) be an initial data. We denote by τ the parameter computed
as above by using the associated quadratic relation. If the parameter τ ≥ 2 holds we
call (p, k1) a stable (initial) data.
Here we list the associated relation for lens surgeries in Table 1 and (2), except
(I), (II), (V±), (VII), and (VIII).
Here we state Main theorem in this paper.
Theorem 6 (Main theorem) Suppose that (p, k1) is a stable data. If ∆p,k(t) sat-
isfies the alternating condition in Theorem 1 and Theorem 3, then (p, k) is realized by
a lens space surgery of types below:
I, II, III±, IV±, V II, V III, IX,X,Ai, Ci, Di, Ei, Fi, Gi, Hi,
where i = 1 or 2.
The partiality in Section 1 means the stability.
Lemma 2 If τ ≥ 2 then, we have k2 = ak1 + ǫ1.
Proof. Putting κ = ak1 + ǫ1, we have p = κ(τ +
γ′
n ) +
ǫ2
n and
−
ǫ1
2an
<
γ′
n
< 1−
ǫ1
2an
.
Hence κ ≤ p2 and κk1 = ±1 (p), therefore we have κ = k2. 
In this section we shall concentrate on seeing the coefficients of the polynomial
∆˜p,k1(t) for the stable data (p, k1).
Table 4 is the list of lens spaces with τ = 1 in Table 2 in [8]. These lens spaces
are not dealt with in this paper. We conjecture that all lens spaces obtained by Dehn
surgeries on Σ(2, 3, 5) with τ = 1 are included in Table 4.
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type J the associated relation n
III± |J | ≥ 2 ak
2
1 ± k1 − 1 = 0 n|a− 2
IV± |J | ≥ 2 ak21 ± k1 − 1 = 0 n|a− 2
IX,X |J | ≥ 2 2k21 ± k1 + 1 = 0 11
A1 |J | ≥ 2 2k
2
1 − δk1 + 1 = 0 7
A2 |J | ≥ 2, J = 1 4k
2
1 − δk1 + 1 = 0 5
E1,E2 |J | ≥ 2 2k
2
1 − δk1 − 1 = 0 27
F1,F2 |J | ≥ 2 3k
2
1 − δk1 − 1 = 0 23
D1 |J | ≥ 2 4k
2
1 − δk1 − 1 = 0 13
D2 |J | ≥ 2, J = 1 4k
2
1 − δk1 − 1 = 0 13
G1,G2 |J | ≥ 2, J = 1 5k
2
1 − δk1 − 1 = 0 17
C1,C2 |J | ≥ 2, J = 1 6k
2
1 − δk1 − 1 = 0 7
H1,H2 |J | ≥ 2, J = 1 9k
2
1 − δk1 − 1 = 0 11
B J ≥ 2 (15J2 − 18J − 5)k21 − k1 − 1 = 0 18J
2 − 21J − 7
B J ≤ −2 (15J2 + 27J + 6)k21 − k1 + 1 = 0 18J
2 + 33J + 8
B J = 1 8k21 + k1 + 1 = 0 10
I1 J ≥ 2 (40J
2 − 28J − 3)k21 − k1 − 1 = 0 48J
2 − 32J − 5
I1 J ≤ −1 (40J
2 + 12J − 1)k21 − k1 − 1 = 0 48J
2 + 16J − 1
I2 J ≥ 2 (60J
2 − 50J − 5)k21 − k1 − 1 = 0 200J
2 − 160J − 23
I2 J ≤ −2 (60J2 + 70J + 6)k21 − k1 + 1 = 0 200J
2 + 240J + 27
I3 J ≥ 2 (60J2 − 42J − 9)k21 − k1 − 1 = 0 72J
2 − 48J − 13
I3 J ≤ −2 (60J
2 + 78J + 12)k21 − k1 + 1 = 0 72J
2 + 96J + 17
J J ≥ 1 (40J2 + 28J + 6)k21 + k1 − 1 = 0 48J
2 + 32J + 7
J J ≤ −2 (40J2 − 12J − 4)k21 + k1 − 1 = 0 48J
2 + 80J + 27
K 22k21 + k1 + 1 = 0 26
Table 3: The associated relations. (δ = sgn(J)).
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(p, k1) (type, J) the associated relation
(43, 12) (A1,−2), (F2,−1), (G2,−1) 2k
2
1 + k1 + 1 = 0
(8, 3) (A1,−1), (A2,−1), (C2,−1), (D2,−1) 2k
2
1 − k1 + 1 = 0
(38, 7) (A2, 1), (D1,−1), (J,−1) 4k
2
1 − k1 + 1 = 0
(53, 8) (A2,−2), (F1,−1), (H2,−1) 4k
2
1 + k1 + 1 = 0
(68, 9) (C1, 1), (D1, 1) 6k
2
1 − k1 − 1 = 0
(125, 12) (C1,−2) 6k
2
1 + k1 − 1 = 0
(102, 11) (C2, 1) 6k
2
1 − k1 − 1 = 0
(87, 10) (C2,−2), (I2,−1), (F1, 1) 6k
2
1 + k1 − 1 = 0
(179, 24) (D1,−2) 4k
2
1 + k1 − 1 = 0
(134, 21) (D2, 1) 4k
2
1 − k1 − 1 = 0
(101, 18) (D2,−2), (I2,−1), (F2, 1) 4k
2
1 + k1 − 1 = 0
(187, 50) (E1,−2) 2k
2
1 + k1 − 1 = 0
(145, 44) (E2,−2) 2k
2
1 + k1 − 1 = 0
(243, 43) (F1,−2) 3k
2
1 + k1 − 1 = 0
(221, 41) (F2,−2) 3k
2
1 + k1 − 1 = 0
(303, 32) (G1,−2) 5k
2
1 + k1 − 1 = 0
(249, 29) (G2,−2) 5k
2
1 + k1 − 1 = 0
(141, 22) (G2, 1), (I2, 1) 5k
2
1 − k1 − 1 = 0
(329, 20) (H1,−2) 9k
2
1 + k1 − 1 = 0
(137, 13) (H1, 1), (I1, 1) 9k
2
1 − k1 − 1 = 0
(297, 19) (H2,−2) 9k
2
1 + k1 − 1 = 0
(159, 14) (H2, 1), (I2, 1) 9k
2
1 − k1 − 1 = 0
Table 4: The associated relations having lens space surgeries on Σ(2, 3, 5) with τ = 1.
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2.2 The γ′ = 0 or γ′ = n case.
First we classify all stable data realized lens space surgery on S3 or Σ(2, 3, 5) in the
cases of (ǫ1, γ
′) = (1, 0), (−1, n).
Theorem 7 In the case of (ǫ1, γ
′) = (1, 0) the data is realized by type (I).
Proof. In the case of (ǫ1, γ
′) = (1, 0) we have γ = 1. From integrality of p and
Formula (4), 1n is an integer thus n = 1. Therefore (p, k1) = (aτ
2 + τ + ǫ2, τ) holds.
Thus we have k2 = aτ + 1. From this and Theorem 12 in [7], gcd(k1, k2) = 1 or 2.
Therefore this data is realized by type (I).
In the case of (ǫ1, γ
′) = (−1, n) we have γ = 2an − 1. In the same way from
integrality of p, we get n = 1. Thus (p, k) = ((τ + 1)(a(τ + 1)− 1) + ǫ2, τ + 1). Hence
we have k2 = a(τ + 1)− 1. From Theorem 12 in [7], gcd(k1, k2) = 1 or 2. This data
is realized by type (I). 
Then the inverse element k′1 mod p is reduced as follows:
k′1 :=
{
k2 ǫ2 = −1
p− k2 ǫ2 = 1.
2.3 The case of k1 = 1, 2, 3.
In the case of k1 = 1, k2 is also 1 and the initial data is realized by the unknot surgery
L(p, 1) = S3p(unknot).
In the case of k1 = 2, p is odd. Then we put p by 2n + 1. Hence k2 = n holds.
From this and Theorem 12 in [7], n is odd. In this case each of data is realized by the
(2, n)-torus knot surgery.
In the case of k1 = 3, p is 3n± 1. Then k2 = n holds. From this and Theorem 12
in [7], gcd(3, n) = 1 holds. In this case each of data is realized by the (3, n)-torus knot
surgery.
Therefore now we may assume that k1 ≥ 4 holds.
2.4 The n = 1 case.
If n = 1 holds, then we have ak21+ǫ1k1+ǫ2 = p. This data is realized by (k1, ak1+ǫ1)-
torus knot surgery. This is type (I) in Berge’s list.
Therefore we assume that n ≥ 2.
2.5 The coefficients of the Alexander polynomial
For a stable data (p, k1) the reduced square q2 satisfies q2 = ǫ1k2 − ǫ2a and we have
k′1 = [−ǫ2k2]p. We put q1 := [k
2
1 ]p, c :=
(k1+1−p)(k1−1)
2 and g¯ = k
′
1(c − q1) + 1 =
−ǫ2k2(c− q1) + 1 (p). Then we get
− 2g¯ = k1 + k
′
1 − 2 = k1 − ǫ2k2 − 2 (p) (5)
We define a function A to be
A(n1, n2, n3) = a˜−g¯+n1k1+n2k′1+n3 ,
where the coefficients a˜i = a[[i]]p for any integer i ∈ Z. The coefficients a˜i are regarded
as the function that cyclically lifts the coefficients of ∆p,k1(t) to Z.
Here we prepare the following lemma.
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Lemma 3 Let (p, k1) be any initial data. We have
A(m1,m2,m3)−A(m1,m2−1,m3) = Ek′
1
(m2q2+m3k
′
1+m1+1)−Ek′1(m2q2+(m3−1)k
′
1+m1+1)
= Ep−k′
1
(m2q2 + (m3 − 2)k
′
1 +m1 + 1)− Ep−k′1(m2q2 + (m3 − 1)k
′
1 +m1 + 1),
where the function Ex(y) is defined to be
Ex(y) =
{
1 y ≡ 1, 2, · · · , [x]p mod p
0 otherwise.
Proof. By definition we have
Φk1i+cp,q1 (k1) =
k1∑
j=1
Ek′
1
(q2j + k
′
1i+ q2c).
Now we put σ = −g¯ +m1k1 +m3
A(m1,m2,m3)−A(m1,m2 − 1,m3)
=
k1∑
j=1
Ek′
1
(q2j + k
′
1(σ +m2k
′
1) + q2c)−
k1∑
j=1
Ek′
1
(q2j + k
′
1(σ + (m2 − 1)k
′
1) + q2c)
=
k1∑
j=1
Ek′
1
(q2j + k
′
1(σ +m2k
′
1) + q2c)−
k1−1∑
j=0
Ek′
1
(q2j + k
′
1(σ +m2k
′
1) + q2c)
= Ek′
1
(m2q2 + (σ + 1)k
′
1 + q2c)− Ek′1(m2q2 + σk
′
1 + q2c). (6)
Here we have
σk′1 + q2c = (−g¯ +m1k1 +m3)k
′
1 + q2c
= −(k′1(c− q1) + 1)k
′
1 +m1 +m3k
′
1 + q2c = (m3 − 1)k
′
1 +m1 + 1 (p).
Therefore we have
(6) = Ek′
1
(m2q2 +m3k
′
1 +m1 + 1)− Ek′1 (m2q2 + (m3 − 1)k
′
1 +m1 + 1).
Furthermore, by using the obvious relation Ek′
1
(x) + Ep−k′
1
(x− k′1) = 1 we get
(6) = Ep−k′
1
(m2q2 + (m3 − 2)k
′
1 +m1 + 1)− Ep−k′1(m2q2 + (m3 − 1)k
′
1 +m1 + 1).

We can describe the formulas of Lemma 3 as follows:
A(m1,m2,m3)−A(m1,m2 − 1,m3)
= Ek2(m2q2 − ǫ2m3k2 +m1 + 1)− Ek2 (m2q2 − ǫ2(m3 − 1)k2 +m1 + 1). (7)
2.6 The two reductions: q1 and q2.
Let (p, k1) be a stable data. Suppose that (p, k1) satisfies a relation
ak21 + ǫ1k1 + ǫ2 = 0. (p)
Here we recall a = −ǫ2q2 + ǫ2ǫ1k2. Then we have
k2 = ǫ1q2 + ǫ1ǫ2a. (8)
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Hence
q2 = ǫ1ak1 − ǫ2a+ 1 and |q2| = ǫ1q2.
From
|q2|
a
= k1 − ǫ1ǫ2 +
ǫ1
a
we have |q2|a ≥ 4 − ǫ1ǫ2 +
1
a > 2, as a result
a
|q2|
< 12 holds. Furthermore from
ǫ1q2 = k2 − ǫ1ǫ2a ≥ 4a+ ǫ1 − ǫ1ǫ2a ≥ 3a− 1 > 0,
|q2| = ǫ1q2
Let η be the integer satisfying aq1 + ǫ1k1 + ǫ2 = ηp and 0 < q1 < p.
q1 =
ηp− ǫ1k1 − ǫ2
a
,
then k21 − q1 =
n−η
a p implies η = n (a), namely η = [n]a.
2.7 A symmetry of the stable data
Over all stable data {(p, k1)} we define an involution as follows:
(p, k1)→ (p− (γ − an)(2τ + 1), k1 + n− 2γ
′) := (p, k1)
(γ′, γ,X)→ (n− γ′, 2an− γ,X + 2(an− γ)
(ǫ1, ǫ2)→ (−ǫ1, ǫ2)
(a, n, τ,D)→ (a, n, τ,D).
In fact we have k1 ≥ k1−n = n(τ − 1)+ γ
′ ≥ 0 and p = an(τ +1)2− γ(τ +1)+ γ
2−D
4an
ak21 − ǫ1k1 + ǫ2 = ak
2
1 + ǫ1k1 + ǫ2 + 2ak1(n− 2γ
′) + a(n− 2γ′)2 − ǫ1(n− 2γ
′)− 2ǫ1k1
= n(p+ (an− γ)(2τ + 1)) = np.
Hence p and k1 are relatively prime and p > 0. Similarly putting
k2 := ak1 − ǫ1 = ak1 + an− 2aγ
′ − ǫ1 = k2 + an− γ − ǫ1
we have 1n (k1k2 + ǫ1) = k2(τ + 1 −
γ′
n ) +
ǫ1
n ≥ 2k2 +
ǫ1
n , hence k2 ≤
1
2 (p −
ǫ2
n ).
Therefore {k1, k2, p − k2, p − k1} is the dual class invariant for the data (p, k1) and
0 < k1 ≤ k2 <
p
2 is satisfied.
Lemma 4 Let (p, k1) be a stable data. Let (p, k1) be the data from (p, k1) via the
involution. Then ak21 − ǫ1k1 + ǫ2 = 0(p) is the associated relation.
Proof. Since q
2
= [[k22]]p = −ǫ1k2−ǫ2a, the absolute value |q2| = −ǫ1q2 = k2+ǫ1ǫ2a.
Hence we have ||q
2
|−k2| = a. Therefore ak
2
1−ǫ1k1+ǫ1 = 0(p) is the associated relation
for (p, k1). 
The correspondence on non-stable data (p, k1) does not always preserve the as-
sociated relation in the same way as Lemma 4. Namely the correspondence is not
involution. For example (p, k1) = (191, 15) is gotten the values a = 22, n = 26, τ = 0,
q2 = −73. Then the image of (191, 15) is (102, 11), but the associated relation of
(102, 11) is 6k21 − k1 − 1 = 0(102) and τ = 1. Moreover the image of (102, 11) is
(87, 10) with the same associated relation as (102, 11) and τ = 1.
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2.8 The difference of A(x).
We define A(x) to be
A(ǫ1ǫ2a− 1, ǫ1x, 1).
By using Formula (7), we calculate the difference of A(x) in this section.
2.8.1 The ǫ2 = 1 case
Lemma 5 Let p, k1, a be the same parameters as above. Then the differences
A(ǫ1a− 1, ǫ1x, 1)−A(ǫ1a− 1, ǫ1x− 1, 1)
= Ek2(ǫ1xq2 + k2 + ǫ1a)− Ek2(ǫ1xq2 + ǫ1a) (9)
are divided into 3 cases as follows.
(a) The condition (9)= −1 is equivalent to the following.
(ǫ1 = 1) There exists an integer ℓ such that
x =
{
⌊ pℓ|q2|⌋+ 1 or
−q1j (p) (j = 0, · · · , a− 1)
(
⌊ pℓ|q2|⌋
)
.
(ǫ1 = −1) There exists an integer ℓ such that
x = ⌊
pℓ
|q2|
⌋+ 1 and 6= −q1j (p) (j = 1, · · · , a).
(b) The condition (9)= 1 is equivalent to the following.
(ǫ1 = 1) There exists an integer ℓ such that
x =


⌊ pℓ|q2|⌋, and 6= −q1j (p) (j = 0, 1, · · · , a− 1),
−q1j − 1 (p) (j = 0, 1, · · · , a− 1), (⌊
pℓ
|q2|
⌋ − 1), or
−q1j + k1 (p) (j = 0, 1, · · · , a− 1), (⌊
pℓ
|q2|
⌋ − 1).
(ǫ1 = −1) There exists an integer ℓ such that
x =
{
−q1j (p) (j = 1, · · · , a)
(
⌊ pℓ|q2|⌋+ 1
)
, or
⌊ pℓ|q2|⌋ and 6= −q1j − 1 (p), −q1j − k1 (j = 1, · · · , a).
(c) (9)= 0 otherwise.
Proof. (a) The condition (9)= −1 is equivalent to pℓ < ǫ1xq2 + ǫ1a ≤ pℓ+ k2
⇔ x− 1 ≤
pℓ
|q2|
< x+
a
q2
.
If ǫ1 = 1 then this condition is
x = ⌊
pℓ
|q2|
⌋+ 1
or
x = −q1j (p) (j = 0, · · · , a− 1) (x = ⌊
pℓ
|q2|
⌋).
If ǫ1 = −1 then this condition is
x = ⌊
pℓ
|q2|
⌋+ 1 and 6= −q1j (j = 1, · · · , a).
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(b) The condition (9)= 1 is equivalent to pℓ < ǫ1xq2 + k2 + ǫ1a ≤ pℓ+ k2
⇔ x+
a
q2
≤
pℓ
|q2|
< x+ 1 +
2a
q2
.
If ǫ1 = 1 then this condition is
x = ⌊
pℓ
|q2|
⌋ and 6= −q1j (p) (j = 0, · · ·a− 1)
or
x = −q1j − 1 (p) (j = 0, 1, · · · , 2a− 1).
If ǫ1 = −1 then this condition is
x = −q1j (p) (j = 1, · · · , a)
(
x = ⌊
pℓ
|q2|
⌋+ 1
)
or
x = ⌊
pℓ
|q2|
⌋ and 6= −q1j − 1 (p) (j = 1, · · · , 2a).

2.8.2 The ǫ2 = −1 case
Lemma 6 Let p, k1, and a be the same parameters as above. Then the difference
A(−ǫ1a− 1, ǫ1x, 1)−A(−ǫ1a− 1, ǫ1x− 1, 1) (10)
is divided into three cases as follows.
(a) The condition (10)= −1 is equivalent to the following.
(ǫ1 = 1) There exists an integer ℓ such that
x = ⌊
pℓ
|q2|
⌋+ 1 and 6= q1j (p) (j = 1, · · · , a).
(ǫ1 = −1) There exists an integer ℓ such that
x =
{
⌊ pℓ|q2|⌋+ 1, or
q1j (p) (j = 0, · · · , a− 1)
(
⌊ pℓ|q2|⌋
)
.
(b) The condition (10)= 1 is equivalent to the following.
(ǫ1 = 1) There exists an integer ℓ such that
x =
{
q1j (p) (j = 1, · · · , a) (⌊
pℓ
|q2|
⌋+ 1), or
⌊ pℓ|q2|⌋ and 6= q1j − 1, q1j − k1 (p) (j = 1, 2, · · · , a).
(ǫ1 = −1) There exists an integer ℓ such that
x =


⌊ pℓ|q2|⌋ and 6= q1j (p) (j = 0, · · · , a− 1),
q1j − 1 (p) (j = 0, · · · , a− 1)
(
⌊ pℓ|q2|⌋ − 1
)
, or
q1j + k1 (p) (j = 0, · · · , a− 1)
(
⌊ pℓ|q2|⌋ − 1
)
.
(c) (10)= 0 otherwise.
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Proof. (a) The condition (9)= −1 is equivalent to pℓ < ǫ1xq2 − ǫ1a ≤ pℓ+ k2
⇔ x− 1 ≤
pℓ
|q2|
< x−
a
q2
.
If ǫ1 = 1 then this condition is
x = ⌊
pℓ
|q2|
⌋+ 1 and 6= q1j (j = 1, · · · , a)
If ǫ1 = −1, then this condition is
x = ⌊
pℓ
|q2|
⌋+ 1
or
x = q1j (j = 0, · · · , a− 1)
(
x = ⌊
pℓ
|q2|
⌋
)
.
(b) This condition (9)= 1 is equivalent to pℓ < ǫ1xq2 + k2 − ǫ1a ≤ pℓ+ k2
⇔ x−
a
q2
≤
pℓ
|q2|
< x+ 1−
2a
q2
.
If ǫ1 = 1, then this condition is
x = q1j(p) (j = 1, · · · , a) (x = ⌊
pℓ
q2
⌋+ 1)
or
x = ⌊
pℓ
|q2|
⌋ and 6= q1j − 1 (j = 1, · · · , 2a).
If ǫ = −1, then this condition is
x = ⌊
pℓ
|q2|
⌋ and 6= q1j(p) (j = 0, · · · , a− 1)
or
x = q1j(p) (j = 0, · · · , 2a− 1)
(
x = ⌊
pℓ
|q2|
⌋ − 1
)
.

As a result we have the following.
Lemma 7 Let p, k1, a be the same parameters as above. Then the difference
A(ǫ1ǫ2a− 1, ǫ1x, 1)−A(ǫ1ǫ2a− 1, ǫ1x− 1, 1) (11)
is divided into three cases as follows.
(a) The condition (11)= −1 is equivalent to the following.
(ǫ1ǫ2 = 1) There exists an integer ℓ such that
x =
{
⌊ pℓ|q2|⌋+ 1, or
−ǫ2q1j (p) (j = 0, · · · , a− 1)
(
⌊ pℓ|q2|⌋
)
.
(ǫ1ǫ2 = −1) There exists an integer ℓ such that
x = ⌊
pℓ
|q2|
⌋+ 1 and 6= −ǫ2q1j (p) (j = 1, · · · , a).
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(b) The condition (11)= 1 is equivalent to the following.
(ǫ1ǫ2 = 1) There exists an integer ℓ such that
x =


⌊ pℓ|q2|⌋ and 6= −ǫ2q1j (p) (j = 0, · · · , a− 1),
−ǫ2q1j − 1 (p) (j = 0, · · · , a− 1)
(
⌊ pℓ|q2|⌋ − 1
)
, or
−ǫ2q1j + k1 (p) (j = 0, · · · , a− 1)
(
⌊ pℓ|q2|⌋ − 1
)
.
(ǫ1ǫ2 = −1) There exists an integer ℓ such that
x =
{
−ǫ2q1j (p) (j = 1, · · · , a) (⌊
pℓ
|q2|
⌋+ 1), or
⌊ pℓ|q2|⌋ and 6= −ǫ2q1j − 1, −ǫ2q1j − k1 (p) (j = 1, 2, · · · , a).
(c) (11)= 0 otherwise.
3 The global view of the function A(i+ jk1)
3.1 The local behavior of A(x)
From Lemma 7, x in which A(x) 6= A(x − ǫ1) is x = ⌊
pℓ
|q2|
⌋ − 1, ⌊ pℓ|q2|⌋, ⌊
pℓ
|q2|
⌋ + 1. We
consider the quotient
p
|q2|
= τ +
γ′ + ǫ1ǫ2
n
+
a
n|q2|
. (12)
Here we put α = γ′ + ǫ1ǫ2 +
a
|q2|
. In particular we have
⌊
np
|q2|
⌋ = nτ + γ′ + ǫ1ǫ2 + ⌊
a
|q2|
⌋ = k1 + ǫ1ǫ2.
3.1.1 The ǫ1ǫ2 = 1 case.
Since by Theorem 3 the values of a˜i are 0, ±1, or 2, the possibilities of the local
behavior of A(x) around x = ⌊ pℓ|q2|⌋ are Figure 1, 2, and 3 in the case of ǫ1 = 1, and
Figure 6, 7, and 8 in the case of ǫ1 = −1.
Now suppose that ǫ1 = 1. If A(x0) = 2 holds for some x0, then we cannot find
any function A(x) by connecting Figure 1, 2, or 3. For example if the type (+,iii)
appears, then the first possible type which is non-constant with x > x0 is (+,v) or
(+,iii). Since the integer x with A(x) = 2 is unique in Z/pZ, ∆K(t) = x
−1 + 1 + x
holds. This polynomial cannot be any Alexander polynomial of a knot in a homology
sphere. Hence we may assume that |A(x)| ≤ 1 holds and (+,i), (+,ii), (+,iv), or (+,vi)
are applicable non-constant local behaviors of A(x).
We put α(j) = −ǫ2q1j and β(j) = −ǫ2q1j + k1. In the case of ǫ1 = 1, we can
get Figure 4, in which there are the values of A(x) from α(j) − 1 to β(j) + 1, fitting
together of local behaviors for the values to be connected.
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⌊ pℓ|q2|⌋ − 1 ⌊
pℓ
|q2|
⌋ ⌊ pℓ|q2|⌋+ 1
0 1 0
−1 0 −1
(+,i)
(+,ii)
x
+1 −1
1 2 1 (+,iii)
Figure 1: A(x): (ǫ1, ǫ2) = (1, 1), ⌊
pℓ
|q2|
⌋ 6= −ǫ2q1j
−ǫ2q1j − 1 −ǫ2q1j −ǫ2q1j + 1
1 0 −10
−ǫ2q1j − 2 x
(+,iv)
−1−1+1
2 1 01 (+,v)
Figure 2: A(x): (ǫ1, ǫ2) = (1, 1), j = 0, · · · , a− 1)
−ǫ2q1j −ǫ2q1j −ǫ2q1j
0 1 0
−ǫ2q1j
+k1 + 1 +k1 + 2+k1 − 1 +k1
−1
x
(+,vi)
210 1 (+,vii)
+1 +1 −1
Figure 3: A(x): (ǫ1, ǫ2) = (1, 1), j = 0, · · · , a− 1)
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x α(j) − 1 α(j) α(j) + 1 · · · ⌊ pℓ|q2|⌋ − 1 ⌊
pℓ
|q2|
⌋ ⌊ pℓ|q2|⌋+ 1 · · ·
A(x) 1 0 −1 · · · −1 0 −1 · · ·
· · · ⌊p(ℓ+1)|q2| ⌋ − 1 ⌊
p(ℓ+1)
|q2|
⌋ ⌊p(ℓ+1)|q2| ⌋+ 1 · · · β(j) − 1 β(j) β(j) + 1
· · · −1 0 −1 · · · −1 0 1
Figure 4: The values A(x) from α(j) − 1 to β(j) + 1 in the case of (ǫ1, ǫ2) = (1, 1).
In the region α(j) + 1 ≤ x ≤ β(j) − 1 there are 0 and −1. We call the integer
points in the region negative region.
On the other hand Figure 5 is the values of A(x) between β(j)− 1 and α(k) + 1.
x β(j) − 1 β(j) β(j) + 1 β(j) + 2 · · · ⌊ pℓ
′
|q2|
⌋ − 1 ⌊ pℓ
′
|q2|
⌋ ⌊ pℓ
′
|q2|
⌋+ 1 · · ·
A(x) −1 0 1 0 · · · 0 1 0 · · ·
· · · ⌊p(ℓ
′+1)
|q2|
⌋ − 1 ⌊p(ℓ
′+1)
|q2|
⌋ ⌊p(ℓ
′+1)
|q2|
⌋+ 1 · · · α(k)− 2 α(k)− 1 α(k) α(k) + 1
· · · 0 1 0 · · · 0 1 0 −1
Figure 5: The values A(x) from β(j) − 1 to α(j) + 1 in the case of (ǫ1, ǫ2) = (1, 1).
Then the values A(x) between β(j)+1 and α(k)−1 are 0 or 1. We call the integer
points in this region positive region.
Thus if (p, k1) is a data realized by a lens space surgery over S
3 or Σ(2, 3, 5), then
we can decide the values A(x) completely. Hence we figure out that each positive
region and negative region appear alternatively and do not overlap each other.
In the same way all the local behaviors with ǫ1 = −1 are from Figure 6, 7, and 8.
The case satisfying A(x) = 2 for some integer x is classified in Section 3.1.3.
Thus we can decide the values A(x) for any x. Thus we call the integer points
between α(j) + 2 and β(j) and integer points between β(j) + 3 and α(k) positive
region and negative region respectively.
Next we put the values A(i + jk1) on i-j plain. We call this distribution global
view of the Alexander polynomial. Since we have
⌊
mnp
|q2|
⌋ = mnτ +m(γ′ + ǫ1ǫ2) + ⌊
ma
|q2|
⌋ = m(k1 + ǫ1ǫ2) + ⌊
ma
|q2|
⌋.
Then the following Lemma is true.
Lemma 8
⌊
mnp
|q2|
⌋ − ⌊
(m− 1)np
|q2|
⌋ − (k1 + ǫ1ǫ2) = ⌊
ma
|q2|
⌋ − ⌊
(m− 1)a
|q2|
⌋ (13)
=
{
1 0 ≤ [ma]|q2| < a
0 otherwise
Since we have a′ = a−1 = −ǫ1(k1 − ǫ1ǫ2) (|q2|), when m = a′i (i = 0, · · · , a− 1), we
have (13) = 1. Hence we have
⌊
a′inp
|q2|
⌋ = −ǫ1iq1 (p).
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⌊ pℓ|q2|⌋ ⌊
pℓ
|q2|
⌋+ 1 ⌊ pℓ|q2|⌋+ 2
1
0−1
0 (+,iix)
(+,ix)
x
+1 −1
0
1
Figure 6: A(x): (ǫ1, ǫ2) = (−1,−1), ⌊
pℓ
|q2|
⌋ 6= −ǫ2q1j
−ǫ2q1j −ǫ2q1j + 1 −ǫ2q1j + 2
−1 0 10
−ǫ2q1j − 1 x
(+,x)
−1−1+1
0 1 21 (+,xi)
Figure 7: A(x): (ǫ1, ǫ2) = (−1,−1), j = 0, · · · , a− 1)
−ǫ2q1j −ǫ2q1j −ǫ2q1j
0 −1 0
−ǫ2q1j
+k1 + 2 +k1 + 3+k1 +k1 + 1
1
x
(+,xii)
012 1 (+,xiii)
+1 +1 −1
Figure 8: A(x): (ǫ1, ǫ2) = (−1,−1),(j = 0, · · · , a− 1)
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This implies that if ǫ1 = 1 (or ǫ1 = −1), then all x that gives A(x) = 1 (or A(x) = −1)
lines like stairs in positive region (or negative region) on i-j plain. See Figure 9. Here
each of places which put + or − represents A(x) = 1 or −1 respectively and the blanks
are all 0. The starting point of a stair-like sequence is (x, y), where (i, j) = (x−1, y−1)
is a point in negative (or positive) region that A(i + jk1) is 0, and the end point is
(z, w), where (i, j) = (z + 1, w + 1) is a point in negative (or positive) region that
A(i + jk1) is 0.
+
+
+
− −
−
+
−−−· · ·
0−· · ·
0 − · · ·
· · · − 0 −
+
· · · · · ·
−0−
+
positive region
· · ·
+
+
+
− − · · ·0−· · ·
...
Figure 9: The stair-like sequences in positive region. (ǫ1 = 1)
Combining the results above, we plot A(i + jk1) on i-j-plane to get Figure 10, 11
in the case of ǫ1 = 1, −1 respectively.
0 −−
1 2
1
2
3
+
0−1
0
j
i⌊
p
|q2|
⌋
· · · 0− −
− +0 0 · · ·
+000
· · ·
0
...
...
+
−−− −
0
· · ·0− · · ·
· · · 0 · · ·−
0 +−
+ −
0
0 · · ·
· · ·
· · · − 0
α(∗)
β(∗)
0
0
· · ·
negative region
positive region
β(∗)
α(∗)
⌊ 2p|q2|⌋
+
+−
−
Figure 10: The global view of A(i+ jk1) in the case of (ǫ1, ǫ2) = (1, 1)
3.1.2 The ǫ1ǫ2 = −1 case.
In this section we give the global view of A(i+ jk1) by investigating the local behavior
of A(x) in the case of ǫ1ǫ2 = −1.
In the case of ǫ1 = 1, using Lemma 7, we can easily show that the possible non-
constant local behaviors of the function A(x) are Figure 12, 13, 14. In the case of
ǫ1 = −1 the non-constant local behaviors are Figure 19, 20, 21. Here γ(j) stands for
−ǫ2q1j − k1. The case where A(α(j)) = 2 for some integer j will be dealt with in
Section 3.1.4. We assume that |A(x)| = 1 holds for any x this case will be dealt in
Section 3.1.5.
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0 ++
2 3
1
2
3
−
10
0
j
i⌊
p
|q2|
⌋+ 1
· · · 0+ +
+ −0 0 · · ·
−000
· · ·
0
...
...
−
+++ +
0
· · ·0+ · · ·
· · · 0 · · ·+
0 −+
− +
0
0 · · ·
· · ·
· · · + 0
α(∗) + 1
β(∗) + 1
0
0
· · ·
positive region
negative region
β(∗) + 1
α(∗) + 1
⌊ 2p|q2|⌋+ 1
−
−
+
+
⌊ ℓp
|q2|
⌋ + 1
0 0· · · · · ·
Figure 11: The global view of A(i+ jk1) in the case of (ǫ1, ǫ2) = (−1,−1)
⌊ pℓ|q2|⌋ − 1 ⌊
pℓ
|q2|
⌋ ⌊ pℓ|q2|⌋+ 1
+1 −1
0 1 0
−1 0 −1
x
(-,i)
(-,ii)
1 12 (-,iii)
Figure 12: A(x): (ǫ1, ǫ2) = (1,−1), ⌊
pℓ
|q2|
⌋ 6= −ǫ2q1j (0 ≤ j < a)
−ǫ2q1j − 2 −ǫ2q1j − 1 −ǫ2q1j
+10
−1 −1 0
100
x
(-,iv)
(-,v)
211 (-,vi)
Figure 13: A(x): (ǫ1, ǫ2) = (1,−1), (j = 1, · · · , a)
−ǫ2q1j −ǫ2q1j −ǫ2q1j
−10
1 1 0
−k1 −k1 + 1−k1 − 1
−100
x
(-,vii)
(-,iix)
Figure 14: A(x): (ǫ1, ǫ2) = (1,−1), (j = 1, · · · , a)
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3.1.3 The great common divisor gcd(a, n).
We put d = (η, a) = (n, a), η = η1d, a = a1d. We put η˜ := [η
−1
1 ]a1 . Let j be j1a1 +
[−ǫ2η˜j2]a1 with 0 ≤ j1 < d, 0 ≤ j2 < a1. Then we have −ǫ2jq1 = −ǫ2
jηp−ǫ1jk1−ǫ2j
a ≡
j2
a1
p+ j(ǫ1ǫ2k1+1)a (p). We define intervals to be
Ij1,j2 := [−ǫ2(
j2
a1
p+
j(ǫ1ǫ2k1 + 1)
a
),−ǫ2(
j2
a1
p+
j(ǫ1ǫ2k1 + 1)
a
+ k1)]
if ǫ1ǫ2 = 1, and
Ij1,j2 := [−ǫ2(
j2
a1
p+
j(ǫ1ǫ2k1 + 1)
a
− k1),−ǫ2(
j2
a1
p+
j(ǫ1ǫ2k1 + 1)
a
)]
if ǫ1ǫ2 = −1.
For a fixed j2 the intervals Ij1,j2 (j1 = 0, · · · , d − 1) are overlapped each other.
Furthermore Ij1,j2 ∩ Ij1,j3 = ∅ holds unless j2 = j3. On the other hand if d ≥ 2,
then we have Ij1,j2 ∩ Ij3,j4 = ∅ unless j1 = j3, since
p
a1
≥ 2pa ≥
2(ak2
1
+ǫ1k1+ǫ2)
an ≥
2k1(τ +
γ′
n )−
2(k1+1)
an > 4k1 − (k1 + 1) = 3k1 − 1.
Thus A(x) increases by −ǫ2 around x = −ǫ2jq1 as shown in Figure 2, 7, 13, and
20. In the same way A(x) increases by ǫ2 around x = −ǫ2jq1 + ǫ1ǫ2k1 as it is shown
in Figure 3, 8, 14, and 21. Therefore d ≤ 2 holds by Theorem 3. Thus we showed the
following.
Lemma 9 Let (p, k1) be a data realized by lens space surgery S
3 or Σ(2, 3, 5). Then
the parameters a, n have gcd(a, n) = 1 or 2.
3.1.4 The 2g(p, k1) = p case
For the case where 2g = p is satisfied the case of (ǫ1, ǫ2) = (−1,−1) and 2g = p is
remained. If A(x0) = 2 for some integer x, then using Figure 7 and 8 we can get the
following for some integer j.
−ǫ2q1j − 1 −ǫ2q1j −ǫ2q1j + 1 −ǫ2q1j + 2 −ǫ2q1j + 3 −ǫ2q1j + 4 −ǫ2q1j + 5
1 0 1 2 1 0 1
Namely −ǫ2q1j + 2 = −ǫ2q1j
′ + k1 holds.
In this case we have d = 2 and the local view around (i, j) satisfying x = i + jk1
and A(x) = 2 is Figure 15. Since this pattern does not appear in other places up to
2 1 0 1
−1
−1
00
0 0
101
1
1
i
j
Figure 15: The local view of x with A(x) = 2.
the moving by pZ, a1 = 1 holds. Thus I0,0 ∩ I1,0 is overlapped as in Figure 16. Thus
21
I0,0 I1,0
Figure 16: The overlapped interval.
we have −ǫ2q1j + 2 = q1 + 2 = k1. From the associated relation 2k21 − k1 − 1, we get
k1 = 5 and q1 = 3. Thus we have p|22. If p = 11, we cannot find lens space surgery
from the list in [8]. Therefore we have p = 22. This case is realized by lens space
surgery of type E2 and J = −1 in Table 2
In the case ǫ1ǫ2 = −1 we can show in the same way as above that the 2g = p case
does not exist.
3.1.5 The global view in the case of ǫ1ǫ2 = −1
We get back to the description of the global view. Here we suppose that d = 2 holds.
In particular a is even number. Then we get the values as in Figure 17. Note that if
x γ(a1 + j2) γ(a1 + j2) + 1 · · · γ(j2)− 1 γ(j2) γ(j2) + 1 · · · α(a1 + j2)− 2
A(x) 1 0 · · · 0 0 −1 · · · −1
α(a1 + j2)− 1 α(a1 + j2) · · · α(j2)− 2 α(j2)− 1 α(j2) · · · γ(a1 + j2 + 1)
−1 0 · · · 0 0 1 · · · 1
Figure 17: The values A(x) from γ(a1 + j2) to γ(a1 + j2 + 1) in the case of d = 2 and
ǫ1ǫ2 = −1
⌊ pℓ|q2|⌋ appears between α(j2) and γ(a1 + j2 + 1), it is at most one time. Then we can
reduce the following inequality.
α(a1 + j2)γ(a1 + j2)
α(j2)γ(j2)
k1
α(a1 + j2 + 1)γ(a1 + j2 + 1)
α(j2 + 1)γ(j2 + 1)
Figure 18: The d = 2 case.
ak1 + (τ + 2)
a
2
+ τ > p =
ak21 + ǫ1k1 + ǫ2
n
Thus
ak1(τ − 1 +
γ′
n
) <
k1 + 1
n
+
nτ + γ′
n
a
2
+ a+ τ <
k1
n
(2 +
a
2
) +
1
n
+ a
22
From 2an ≤
1
n and
1
k1
< 12n ,
< ak1(
2
an
+
1
2n
+
1
k1
) +
1
n
< ak1
2
n
+
1
n
Therefore
ak1(τ − 1 +
γ′ − 2
n
) <
1
n
Since the left hand side is more than one, this inequality is inconsistent.
Therefore we must have d = 1, namely (a, n) = 1. If A(γ(j)) = 1 holds for some
j, then A(x) ≤ 0 holds for all x. This is equivalent to ∆p,k1(t) = 1 and the data is
realized by the unknot surgery. Therefore the non-constant local possibilities are (-,i),
(-,ii), (-,iv) and (-,iix).
In the case of ǫ1 = −1, we can deduce that the non-constant local behaviors are
(-,ix), (-,x), (-,xi), (-,xiv) in the same argument as in the ǫ1 = 1 case.
⌊ pℓ|q2|⌋ ⌊
pℓ
|q2|
⌋+ 1 ⌊ pℓ|q2|⌋+ 2
+1 −1
01
−10
1
0
x
(-,ix)
(-,x)
Figure 19: A(x): (ǫ1, ǫ2) = (−1, 1), ⌊
pℓ
|q2|
⌋ 6= −ǫ2q1j (0 ≤ j < a)
−ǫ2q1j − 1 −ǫ2q1j −ǫ2q1j + 1
+10
1 1 0
−100
(-,xi)
(-,xii)
x
Figure 20: A(x): (ǫ1, ǫ2) = (−1, 1), (j = 1, · · · , a)
−ǫ2q1j −ǫ2q1j −ǫ2q1j
−10
−1 −1 0
−k1 + 1 −k1 + 2−k1
100
x
(-,xiii)
(-,xiv)
Figure 21: A(x): (ǫ1, ǫ2) = (−1, 1), (j = 1, · · · , a)
Combining these results, we plot A(i + jk1) on i-j-plane to get Figure 22, 23 in
the case of ǫ1 = 1, −1 respectively.
4 A certain integrality condition
Here for any 1 ≤ i ≤ a− 1 we define ni to be [−ǫ2η−1i]a, so that we have
− ǫ2niq1 =
ip+ ni(ǫ1ǫ2k1 + 1)
a
(p). (14)
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Figure 22: The global view of A(i+ jk1) in the case of (ǫ1, ǫ2) = (1,−1)
+ 00
1 2
−2
+
0
−1
j
i⌊
p
|q2|
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Figure 23: The global view of A(i+ jk1) in the case of (ǫ1, ǫ2) = (−1, 1)
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In the case of ǫ1ǫ2 = 1 we put n0 = 0 then −ǫ2n0q1 = 0. In the case of ǫ1ǫ2 = −1 we
put na = a then −ǫ2naq1 = ǫ1ǫ2k1 + 1 = −k1 + 1.
We define n′ to be the integer satisfying an′ = nna−1−ǫ2. Then a(n−n
′) = nn1+ǫ2
holds. We define n′i to be the integer satisfying an
′
i = nni+ ǫ2i (1 ≤ i ≤ a− 1). When
ǫ1ǫ2 = 1, we have n
′
0 = 0. When ǫ1ǫ2 = −1, we have n
′
a = n+ ǫ2. Then n
′
1 = n− n
′
and n′a−1 = n
′ + ǫ2 holds. We shall show the integral condition.
Lemma 10 (integrality condition) Let γ′, n1 be as above. Then (14) is integer
for any i = 1, 2, · · · , a− 1 if and only if
(γ′)2 − ǫ1ǫ2n
′γ′ − n′ = 0 (n)
holds.
Proof. From the integrality of (14) we have
(14) = inτ2 + 2iγ′τ +
i(γ′)2 + n′i(ǫ2k1 + 1)
n
= inτ2 + (2iγ′ + ǫ1ǫ2n
′
i)τ +
i(γ′)2 + ǫ1ǫ2n
′
iγ
′ + n′i
n
.
Thus from n′i = in
′
1 (n) for any i we have
i(γ′)2 + ǫ1ǫ2n
′
iγ
′ + n′i = i((γ
′)2 + ǫ1ǫ2n
′
1γ
′ + n′1) = 0 (n).
Therefore the integrality of (14) is equivalent to
(γ′)2 + ǫ1ǫ2n
′
1γ
′ + n′1 = 0 (n).

5 Classification
In this section we classify all stable data realized lens space surgery on S3 or Σ(2, 3, 5)
under the conditions a ≥ 2, 0 < γ′ < n, k1 ≥ 4, n ≥ 2 and g(p, k1) <
p
2 .
Proposition 2 If the pair (p, k1) is realized by a surgery over S
3 or Σ(2, 3, 5) and
n = 1 holds, then (k1, k2) = 1 or 2 and the surgery is realized by (I), (II).
Proof From Theorem 12 in [7] (k1, k2) = 1 or 2 holds. If (k1, k2) = 1, then (p, k1) is
realized by (I) and if (k1, k2) = 2, then (p, k1) is realized by (II). 
5.1 The case of γ′ = n− 1 or 1.
Hence for any integer m we have
⌊
mp
|q2|
⌋ − ⌊
(m− 1)p
|q2|
⌋ = τ + ⌊
αm
n
⌋ − ⌊
α(m− 1)
n
⌋. (15)
Since 0 < αn < 2, (15) is τ , τ + 1 or τ + 2. If for some integer m the value of (15) is
τ + 2, then α > n, γ′ ≥ n− 1, and ǫ1ǫ2 = 1 hold.
Lemma 11 If (15) is τ+2, then the stable data (p, k1) is realized by lens space surgery
type (I) or (II).
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Proof. If (15) is τ + 2, we have α = γ′ + ǫ1ǫ2 +
a
|q2|
> n. From γ′ < n, we have
γ′ = n− 1 and ǫ1ǫ2 = 1. From integral condition 1− n′ + n′ = 1 = 0(n), n = 1 holds.
This data (p, k1) is realized by Dehn surgeries of (I) or (II) by Proposition 2. 
If γ′ = n − 1 and ǫ1ǫ2 = −1, then from the integrality condition 1 − n′ − n′ =
1 − 2n′ = 0(n) we have a = −2ǫ2 = 2ǫ1 (n). Thus we can put a = un+ 2ǫ1 for some
integer u. Therefore k1 = nτ + n− 1 and
p = (un+ 2ǫ1)nτ
2 + (2a(n− 1) + ǫ1)τ + an− 2na+ ǫ1 + u
= u(nτ + n− 1)2 + ǫ1(2nτ
2 + (4n− 3)τ + 2n− 3)
= uk21 + ǫ1(2k1 − 1)(τ + 1)
Since (n, a) = 1 holds, n is odd number. Each of the data is realized by type (III+)
by Berge’s list. Actually put J = ǫ1(τ + 1).
In the case of γ′ = 1 in the same way, if we have ǫ1ǫ2 = 1, we can get
(p, k1) = (uk
2
1 − ǫ1(2k1 + 1)τ, nτ + 1)
for some integer u, where n is odd. If ǫ1ǫ2 = −1 then n = 1.
The data of the former part is realized by type (III−). (Put J = −ǫ1τ . The data
of the latter part is realized by type (I) or (II).
5.2 Forbidden and admitted sequences
Definition 4 Let mi(i ∈ Z) be an integer-valued sequence. We call a subsequence
mi0 ,mi0+1, · · · ,mi1 satisfying mi0 = mi1 = −1 and mi0+j = 0 (1 ≤ j ≤ i1 − i0 − 1)
forbidden subsequence. We call a subsequence mi0 ,mi0+1, · · · ,mi1 satisfying mi0 =
mi1 = 1 and mi0+j = 0 (1 ≤ j ≤ i1 − i0 − 1) admitted subsequence.
If the sequence {a˜i} includes a forbidden subsequence, this data is not realized by any
lens space surgery over S3 or Σ(2, 3, 5). If the sequence {a˜i} includes an admitted
subsequence and the data is realized by a lens space surgery over S3 or Σ(2, 3, 5),
then this subsequence a˜i0 , · · · , a˜i1 satisfies i0 = g(p, k1) (p), i1 = p− g(p, k1) (p) and
i1 − i0 = p− 2g(p, k1).
5.3 Blocks
We consider polygons surrounded by a bold dotted line in the global view on i-j-plane
as in Figure 24. This polygon is composed of 6 segments with lattice point Z2 as
the ends of the segments. The top and bottom segments are the maximal one that
all the lattice points x on it have A(x) = ±1. Let {(x, y)|y = s0, t0 ≤ x ≤ t1} and
{(x, y)|y = s1, b0 ≤ x ≤ b1} be the top and bottom line respectively. The two of the
remaining 4 lines are
{(x, y)|y = t1, s1 − 1 ≤ y ≤ s1}, {(x, y)|x = b0, s0 ≤ y ≤ s0 + 1},
or
{(x, y)|x = t0, s1 − 1 ≤ y ≤ s1}, {(x, y)|x = b1, s0 ≤ y ≤ s0 + 1}.
for ǫ1ǫ2 = 1 or −1 respectively. These make two components. The more two segments
are two lines constructed by connecting each of right end points of the components
and each of left end points of that. Furthermore t0, t1, b0, b1, s0, and s1 satisfy
t1 − b0 = s1 − s0 − 2
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or
b1 − t0 = s1 − s0 − 2.
The former appears in global view of ǫ1ǫ2 = 1 and the latter in global view of ǫ1ǫ2 =
−1. Note that here are some ±1 on line connecting (t1, s0−1) and (b0, s1) or (t0, s0−1)
and (b1, s1 + 1), where each ±1 on the line has opposite sign on top and bottom line.
We call this polygon a block. Let denote by Bi,j a block with the (i, j) component as
∓ ∓ · · · ∓
· · · ∓∓
±
±
0 0
0
0
· · · · · · ∓∓· · ·∓
∓ ∓· · · ∓
±
±
00
0
· · ·· · ·
...
0
0
∓
. . .
...
...
...
...
0
0
...
...
...
...
· · · · · ·
t0 t1b0 b1
s1
s0
i
j
Figure 24: Blocks
in Figure 25. However actually in the case of ǫ1ǫ2 = −1 the bottom line of B0,0 is
not lies on the i-axis. One must note that the accurate location of blocks in the case
later. The left one in Figure 24 is called (+)-block and the right one (-)-block. Here
i
j
O
B0,0 B1,0
B1,−1B0,−1
B−1,0
B−1,−1B−2,−1
B−2,0
B0,1 B1,1B−1,1B−2,1
Figure 25: Bi,j:(i, j) component of blocks
there are 1 or −1 in the top or bottom row of the block. The points except the top,
bottom and left (or right) sides of (+)-block (or (-)-block) have all 0.
We define top width ∂+Bi,j for a block to be t1 − t0 + 1 and bottom width ∂−Bi,j
to be b1 − b0 − 1, and define height H(Bi,j) to be s1 − s0 + 1. The right hand side of
(15) calculates the top (or bottom) width of the block.
There exists a point (i1, j1) satisfying i1 + j1k = ⌊
pℓ
|q2|
⌋ around the vertex of the
right (or left) top (or bottom) in a block Bi,j . We denote the points by ∂
2
ltBi,j , ∂
2
rtBi,j ,
∂2lbBi,j , and ∂
2
rbBi,j corresponding to the left top, right top, left bottom, and right
bottom vertices respectively as in Figure 27, in which the center points of the circles
are the points ∂2∗Bi,j for ∗ = lt, rt, lb, and rb.
Figure 26 presents examples of the blocks with the height τ − 1, τ , or τ + 1. top
width and bottom width is τ or τ + 1.
As a result the next lemma easily follows.
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H = τ − 1
H = τ
H = τ + 1
Figure 26: blocks
∂2ltBi,j ∂
2
rtBi,j
∂2rbBi,j∂
2
lbBi,j
∂tBi,j
∂bBi,j
Bi,j
Figure 27: The vertices of a block Bi,j. (ǫ1, ǫ2) = (−1, 1)
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Lemma 12 The top (or bottom) width of any block is τ or τ +1. Furthermore if top
(or bottom) width of Bi0,j and Bi0+m,j are τ + 1 and the top (or bottom) width of
Bi0+i1,j for any 1 ≤ i1 ≤ m − 1 is τ , then m = ⌊
n
α⌋ or 1 + ⌊
n
α⌋. These points are
called the 2nd boundary of the block. In particular, the top width of B−1,0 is τ + 1
Proof. We show just the last assertion. Since [α0]n = 0 holds, Lemma 13 implies
B−1,0 has τ + 1 top width. 
5.4 The 2 ≤ γ′ ≤ n− 2 case (i).
From this section we assume that 2 ≤ γ′ ≤ n − 2 holds. In particular n ≥ 4, α < n,
and
⌊
p
|q2|
⌋ = τ + ⌊
γ′ + ǫ1ǫ2
n
⌋ = τ
hold.
Lemma 13 (15) is τ + 1, if and only if we have 0 ≤ [αm]n < α.
Proof. The equality ⌊αmn ⌋ − ⌊
α(m−1)
n ⌋ = 1 implies that there exists an integer n0
satisfying α(m−1)n < n0 ≤
αm
n . Therefore equivalently 0 ≤ [αm]n < α holds. 
Since we have
[−ǫ2n1q1]p
k1
=
p+ (ǫ1ǫ2k + 1)n1
ak1
=
ak21 + (ǫ1ǫ2k1 + 1)(nn1 + ǫ2)
ank1
= τ + ǫ1ǫ2 +
γ′ − ǫ1ǫ2n′
n
+
n− n′
nk1
, (16)
n−n′
nk1
< 1k1 ≤
1
4n , and γ
′ − ǫ1ǫ2n′ = (γ′)−1n′ 6= 0 (n), we have
⌊
[−ǫ2n1q1]p
k1
⌋ = τ + ǫ1ǫ2 + ⌊
γ′ − ǫ1ǫ2n′
n
⌋ ≤ τ + 1.

Lemma 14 For any 0 < i < a we have
[−ǫ2niq1]p
k1
= iτ +
iγ′ + ǫ1ǫ2n
′
i
n
+
n′i
nk1
and
⌊
[−ǫ2niq1]p
k1
⌋ = iτ + ǫ1ǫ2 + ⌊
iγ′ − ǫ1ǫ2[n′i]n
n
⌋.
Proof
[−ǫ2niq1]p
k1
=
ip+ (ǫ1ǫ2k1 + 1)ni
ak1
=
aik21 + (ǫ1ǫ2k1 + 1)(nni + iǫ2)
ank1
= iτ +
iγ′ + ǫ1ǫ2n
′
i
n
= iτ +
iγ′ + ǫ1ǫ2n
′
i
n
+
n′i
nk1
Here
n′i
nk1
≤ nnk1 ≤
1
2n and iγ
′+ǫ1ǫ2n
′
i = ia
−1(γ′)−1(a(γ′)2+ǫ1γ
′) = ia−1(γ′)−1(−ǫ2) 6=
0(n) hold. Hence we have ⌊ iγ
′+ǫ1ǫ2n
′
i
n +
n′i
nk1
⌋ = ⌊ iγ
′+ǫ1ǫ2n
′
i
n ⌋. Since n
′
i = [n
′
1i]n =
n− [n′i]n holds, we get the formula as above. 
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Lemma 15 For any 0 < i < a the integer li satisfying
⌊
pli
|q2|
⌋ = [−ǫ2niq1]p +
{
0 ǫ1ǫ2 = 1
−1 ǫ1ǫ2 = −1
is li = i(nτ + γ
′ − ǫ1ǫ2) + ǫ1ǫ2n
′
i.
5.4.1 The γ′ + ǫ1ǫ2(n − n
′) ≥ n case.
Suppose that γ′+ǫ1ǫ2(n−n′) ≥ n holds. Since γ′ ≤ n−2, we have ǫ1ǫ2 = 1. Therefore
γ′ > n′ and ⌊ [−ǫ2n1q1]pk1 ⌋ = τ + 1 hold.
If ǫ1 = −1, then we can find a forbidden subsequence as in the left of Figure 28,
which this figure is a part of the global view of A(i + jk1). Hence none of data is
realized by lens space surgery over S3 or Σ(2, 3, 5). Thus we assume that ǫ1 = 1. In
this case we can get an admitted subsequence as the right in Figure 28.
2 3
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00
0
0 0
0
0
0
0 0
0
0 0
0
0
B0,1 B1,1
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Figure 28: The forbidden and admitted subsequences in the case of ⌊ [−ǫ2n1q1]p
k1
⌋ = τ + 1
Note that A(x) = a˜ι+ǫ1x for a constant ι independent of n2. From Lemma 15 and
the symmetry of Alexander polynomial we get Figure 29. In the case of ǫ1ǫ2 = 1, we
1 2
0
1
2
0−1
j
iτ
τ + 1
τ + 2
00
0
0 0
0
0
0
0 0
0
0 0
0
0
B0,1 B1,1
0
0
0
0
0
0
00
0
0
α(n1)
Figure 29: The admitted subsequences ǫ2 = 1
have l1 = n(τ + 1) − 1 + γ
′ − n′. The block that (i, j) = ∂2ltB satisfies (i + jk1) =
30
[−ǫ2n1q1]p is Bγ′−n′,0. Thus γ′ − n′ = 2 holds. From Lemma 10, we have
(n′ + 2)2 − n′(n′ + 2)− n′ = 0 (n),
thus we have n′ = n− 4. Regarding a(n− n′) = nn1 + 1 as modn, we have 4a− 1 =
0 (n). As a result we can get {
a = un+14 n1 = u
n′ = n− 4, γ′ = n− 2
for some integer u.
On the other hand we have
−(−g¯ + (a− 1)k1 + 1) = −g¯ + (a− 1)k1 − ([−ǫ2n1q1]p + k1)k2 + 1.
Hence n1 = a− 1 and na−1 = 1.
Thus u = a− 1 and we have
u(n− 4) = 3.
Solving this equation, we get (a, n, γ′) = (2, 7, 5), (4, 5, 3), that is,
(p, k1) = (14τ
2 + 21τ + 8, 7τ + 5), (20τ2 + 25τ + 8, 5τ + 3).
Therefore these families are realized by A1 and A2 of Table 2.
5.4.2 The γ′ + ǫ1ǫ2(n − n
′) < 0 case.
Suppose that γ′ + ǫ1ǫ2(n− n′) < 0 holds. Since γ′ ≤ n− 2, we have ǫ1ǫ2 = −1. Then
⌊
[−ǫ2n1q1]p
k1
⌋ = τ − 1
holds.
In the case of ǫ1 = 1 we get the left of Figure 30 in which there is a forbidden
subsequence as indicated. Then if we are to find lens space surgery on S3 or Σ(2, 3, 5),
then ǫ1 must be −1.
In the case of ǫ1 = −1 we get the right of Figure 30, so that we can find the admitted
subsequence in the box indicated. From the symmetry of Alexander polynomial B−1,0
and B0,0 are symmetrical about (τ + 1,−
τ+3
2 ) as in Figure 31. In the other words,
if one rotate the global view by 180◦ about (τ + 1,− τ+32 ), then one get the same
global view. From Lemma 15 the block B0,⋆ that the second boundary (i, j) = ∂
2
tlB0,⋆
satisfies i+ jk1 = [−ǫ2na−1q1]p is Bn−n′−γ′,1.
Hence we have n− n′ − γ′ = 2. From Lemma 10, in the same way{
a = un+14 n1 = u
n′ = n− 4 γ′ = 2.
On the other hand we have
−(−g¯ + (−a− 1)k1 + 1) = −g¯ + (−a− 1)k1 − ([−ǫ2na−1q1] + 3− 2k1)k2 + 1.
Thus we have na−1 = 1 and a1 = a − 1. Hence we have (n − 4)u = 3. Then
(u, n) = (1, 7), (3, 5). In the former case
(p, k1) = (14τ
2 + 7τ + 1, 7τ + 2)
In the latter case
(p, k1) = (20τ
2 + 15τ + 3, 5τ + 2)
In this next section we treat the case of 0 ≤ γ′ + ǫ1ǫ2(n− n′) < n.
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0j
i
τ−1
−2
0
0
j
i
τ + 1−1
−2
1
−τ−τ
00
00 00
Figure 30: The forbidden and admitted subsequence in the case of γ′ + ǫ1ǫ2(n− n
′) < 0.
0
j
i
τ + 1−1
−2
1
−τ
0
00
0
0
Bn−n′−γ′,−1
Figure 31: The admitted subsequence in the case of ǫ1 = −1.
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5.5 The 2 ≤ γ′ ≤ n− 2 case (ii).
Suppose that 0 ≤ γ′ + ǫ1ǫ2(n− n
′) < n holds. We claim the following Lemmas.
Lemma 16 For i with 1 ≤ i ≤ a− 1 we have
⌊
p− [−ǫ2na−iq1]p
k1
⌋ = iτ + ⌊
γ′i− ǫ1ǫ2(n− n′i)
n
⌋ = iτ + ⌊
γ′i− ǫ1ǫ2[n′i]n
n
⌋.
Proof Calculate as follows:
p− [−ǫ2na−iq1]p
k1
=
ik1
n
+
−ǫ1ǫ2(n′a−i − ǫ2)
n
+
−n′a−i + ǫ2
nk1
=
ik1
n
+
−ǫ1ǫ2(n− n′i)
n
−
n− n′i
nk1
= iτ +
iγ′ − ǫ1ǫ2(n− n
′
i)
n
−
n− n′i
nk1
.
Here since we have
iγ′ − ǫ1ǫ2(n− n
′
i) = iγ
′ + ǫ1ǫ2n
′
i = a
−1i(aγ′ + ǫ1) = a
−1i(−ǫ2(γ
′)−1) 6= 0 (n)
Thus since
iγ′−ǫ1ǫ2(n−n
′
i)
n 6∈ Z and
n−n′i
nk1
< 1k1 <
1
2n , we have
⌊
iγ′ − ǫ1ǫ2(n− n′i)
n
−
n− n′i
nk1
⌋ = ⌊
iγ′ − ǫ1ǫ2(n− n′i)
n
⌋.

Here we put n0 = 0.
Lemma 17 Let l′i be the integer satisfying
⌊
(|q2| − l′i)p
|q2|
⌋ = [−ǫ2na−iq1]p.
Then l′i is
inτ + iγ′ − ǫ1ǫ2(n− n
′
i + i) = ik1 − ǫ1ǫ2(n− n
′
i + i).
Proof. Since
⌊
(|q2| − l′i)p
|q2|
⌋ = p− ⌊
l′ip
|q2|
⌋ − 1,
by easy calculation we get
(ik1 − ǫ1ǫ2(n− n′i + i))p
|q2|
= p−
(a− i)p+ (ǫ1ǫ2k1 + 1)na−i
a
−
ǫ1ǫ2na−i
|q2|
= p− [−ǫ2na−iq1]p −
ǫ1ǫ2na−i
|q2|
.
Thus putting l′i = ik1 − ǫ1ǫ2(n− n
′
i + i), we get
⌊
(|q2| − l′i)p
|q2|
⌋ = [−ǫ2na−iq1]p +
{
0 ǫ1ǫ2 = 1
−1 ǫ1ǫ2 = −1.

We put n′ = [−ǫ2a−1]n. Then we have
l′i = i(nτ + γ
′ − ǫ1ǫ2)− ǫ1ǫ2[n
′i]n,
for n− n′i = [−ǫ2a
−1i]n and n
′ = [−ǫ2a−1]n.
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5.5.1 The a = 2 case
Lemma 18 Let (p, k1) be a data realized by lens space surgery of S
3 or Σ(2, 3, 5). In
the a = 2 case we get IX, X or Ei.
Here we will classify the case where n1 = na−1 ⇔ a = 2 holds. We may assume
that n′ ≥ γ′ + 2 holds.
Thus we have n1 = na−1 = 1, γ
′ = γ−ǫ24 , n
′ = n−ǫ22 . Hence from γ
′ ≤ n′ − 2,
γ ≤ 2n− ǫ2 − 8
holds.
Suppose that ǫ2 = 1. If γ = 2n − 9, then from the integrality of p, we get
(γ, n) = (13, 11). This case (p, k) = (22τ2 + 13τ + 2, 11τ + 3) is realized by (X).
Suppose that ǫ2 = −1. If γ = 2n − 7, then the from integrality of p, we get
(γ, n) = (3, 5), hence γ′ = 1. This family before we classified.
We may assume that γ < 2n− ǫ2 − 12 holds.
Now since ⌊nα⌋ ≥ n
′ − γ′ holds, using n′ − γ′ = 2n−γ−ǫ24 , we have
4n
γ − ǫ2 + 4
>
2n− γ − 1
4
⇔ n <
(γ + 1)(γ − ǫ2 + 4)
2(γ − ǫ2 − 4)
.
Hence
γ + 12 + ǫ2
2
<
(γ + 1)(γ − ǫ2 + 4)
2(γ − ǫ2 − 4)
Thus we have
γ <
53 + 15ǫ2
3 + ǫ2
.
Hence if ǫ2 = 1, then γ ≤ 16, and if ǫ2 = −1, then γ ≤ 18.
If ǫ2 = 1, then by easy calculation, the possibility is (γ, n) = (9, 11) only. Thus
(p, k1) = (22τ
2 + 9τ + 1, 11τ + 2), and each of this family is realized by (IX).
If ǫ2 = −1, then by easy calculation, the possibility is (γ, n) = (15, 27) only. This
case does not satisfy ⌊nα⌋ ≥ n
′ − γ′.
Now suppose that ⌊nα⌋ ≤ n
′−γ′ holds. Thus ǫ2 = −1 holds and from the symmetry
of Alexander polynomial
n′ − γ′ = 2⌊
n
α
⌋ ⇔
n′ − γ′
2
≤
n
γ′ + 1
<
n′ − γ′
2
+ 1.
If γ > 3, then we have
γ′ + 2 +
2
γ′ − 3
< n′ ≤ γ′ + 4 +
10
γ′ − 3
,
in particular 4 ≤ n′ − γ′.
We assume that n′ = γ′+4. Then from Lemma 10 we get n|27, namely n = 3, 9, 27.
The possibilities of them are n = 27, 9. If n = 27, then n′ = 14, γ′ = 10, and γ = 39.
Therefore the initial data is
(p, k1) = (54τ
2 + 39τ + 7, 27τ + 10),
and this family is E2. If n = 9, then n
′ = 5, γ′ = 1. This case is classified before.
We assume that n′ ≥ γ′+6. In the inequality above 3 ≤ γ′ ≤ 8 holds. All the possi-
bilities are (γ′, n, n′) = (8, 27, 14), (7, 25, 13), (6, 23, 12), (6, 25, 13), (5, 21, 11), (5, 23, 12),
(5, 25, 13), (5, 27, 14), (4, 21, 11), (4, 23, 12), (4, 25, 13), (4, 27, 14), (4, 29, 15), (4, 31, 16),
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−τ + 2
τ (⌊nα⌋ − 1)τ
0
0
0
0
0
0
0
0
00
0
0
0
0
0
· · ·
0
0
0
0
0
0 0
0
0
0
⌊n
α
⌋τ
00 00
0B0,−1 B1,−1 B⌊n
α
⌋−1,−1 B⌊n
α
⌋,−1
Figure 32: An admitted subsequence in the case of a = 2
(4, 33, 17) or (4, 35, 18). The data which satisfies Lemma 10 is (4, 27, 14) only. This
case
(p, k1) = (54τ
2 + 15τ + 1, 27τ + 4)
is class E2.
If γ′ = 3, then 9 − 3n′ − n′ = 9 − 2(n + 1) = −2n + 7 = 7 = 0 (n), then n = 7
holds. Thus n′ = 4, γ′ = 2 holds. This does not satisfy an = nna−1 + 1. 
Now we may assume that a ≥ 3.
5.5.2 The ǫ1ǫ2 = 1 case.
First we suppose that n′ − γ′ = 1 holds. From Lemma 10 n|2γ′ + 1 hence
[−ǫ2n1q1]p = k1(τ + 1) + 1− τ +
2γ′ + 1
n
. (17)
Therefore n|2γ′ + 1 holds. Now since
2γ′ + 1 ≤ 2(n− 2) + 1 = 2n− 3,
2γ′ + 1 = n must be true as Z. Thus we have
γ′ =
n− 1
2
, n′ =
n+ 1
2
.
Taking (n+1)a = (nna−1− ǫ2)2 as modn, we get n|a+2ǫ2. Let u be the integer with
a = un− 2ǫ2. Hence
na−1 =
a+ u
2
, u1 =
a− u
2
.
Therefore
(p, k1) = (uk
2
1 − ǫ2τ
′(k1 − 1),
nτ ′ − 1
2
),
where τ ′ = 2τ + 1. These families are realized by (IV−). (Put −2ǫ2τ ′ = J .)
Hence we may assume that n′ ≥ γ′ + 2.
Lemma 19 Let (p, k1) be a data with ǫ1ǫ2 = 1. Suppose that 0 < n
′ − γ′ < n and
n′ ≥ γ′ + 2.
1. If ǫ1 = 1, then ⌊
n
α⌋ = n
′ − γ′ holds.
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2. If ǫ1 = −1, then ⌊
n
α⌋ = n
′ − γ′ or ⌊ 2nα ⌋ = n
′ − γ′ holds.
Proof Suppose that (ǫ1, ǫ2) = (1, 1). If ⌊
n
α⌋ > n
′ − γ′, then from the global view
Figure 33, the indicated subsequence is the forbidden subsequence. Then we deduce
that ⌊nα⌋ ≤ n
′ − γ′, namely ⌊nα⌋ = n
′ − γ′ since B(⌊nα⌋,−1) is the leftmost block with
the top width τ + 1 in B(⋆,−1) satisfying ⋆ ≥ 0.
−τ + 1
0
j
i
0
−τ + 2
τ ⌊nα⌋τ
0
0
0
0
0
00
0
· · ·
0
(⌊n
α
⌋+ 1)τ
00
B0,−1 B⌊n
α
⌋−1,−1 B⌊n
α
⌋,−1
0
Figure 33: A forbidden or admitted subsequence in the case of τ = 5
Suppose that (ǫ1, ǫ2) = (−1,−1). If ⌊
n
α⌋ > n
′ − γ′, in the same way we can find
an admitted subsequence as in Figure 33. If ⌊ 2nα ⌋ > n
′ − γ′, then we can find two
admitted subsequences. Hence we have ⌊ 2nα ⌋ ≤ n
′−γ′. Namely we have ⌊nα⌋ = n
′−γ′
or ⌊ 2nα ⌋ = n
′ − γ′ 
Lemma 20 Let (p, k1) be a data realized by S
3 or Σ(2, 3, 5). Suppose that ǫ1 = −1
and ⌊ 2nα ⌋ = n
′− γ′, and a ≥ 3 holds. Then 2⌊nα⌋ = n
′− γ′ holds and (p, k1) is realized
by type Ci or Di for i = 1, 2.
Proof. From Section 5.5, 0 < n′ − γ′ ≤ n and Lemma 16 we have ⌊p−[−ǫ2na−1q1]pk1 ⌋ =
τ + ⌊γ
′−n′
n ⌋ = τ − 1. Thus the height of B0,−1, · · · , Bn′−γ′−1,−1 are all τ . From
−τ + 1
j
i
O
−τ + 2
τ iτ
0 0
0
0
· · ·
0
(i+ 1)τ
0
B0,−1
Bn′−γ′,−1
· · ·
0 0
0
0
Bi,−1
symmetry
Figure 34: A forbidden or admitted subsequence for Lemma 20 and the symmetry.
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Lemma 13 and the assumption, B⌊n
α
⌋,−1 is top width τ + 1. Then n
′ − γ′ ≥ 2 holds.
We define a positive integer i to be n′− γ′ = 2i. From the top width of Bj,−1 (0 ≤
j < i) is τ and the top width of Bi,−1 is τ + 1, we have
α ≤ [αj]n (0 ≤ j < i), 0 ≤ [αi]n < α
This condition is equivalently
γ′ + 1 ≤ [(γ′ + 1)j]n (0 ≤ j < i), 0 ≤ [(γ
′ + 1)i]n < γ
′ + 1, (18)
for 0 < aj|q2| < 1 holds. The condition (18) implies
n < i(γ′ + 1) < n+ γ′ + 1 < (i+ 1)(γ′ + 1).
Thus the inequality
n− i
i
< γ′ <
n+ 1− i
i− 1
(19)
From the integrality condition and γ′ + 2i = n′, we have (2i + 1)γ′ = −2i. Thus
for some positive integer u′ we have γ′ = u
′n−2i
2i+1 . The integer u
′ satisfying (19) is 2
only. Thus we have {
a = un+2i+14i2 n1 =
(2i−1)a−u
2i+1
n′ = 2n+4i
2
2i+1 γ
′ = 2n−2i2i+1 .
The symmetry of Alexander polynomial induces symmetry of the global view as indi-
cated in Figure 34. From the symmetry of the global view we have
−(−g¯ + (a− 1)k1 + 1) = −g¯ + (a− 1)k1 − (−ǫ2na−1q1 + 2 + k1)k2 + 1,
thus we have n1 = 1. Thus we have
((2i − 1)n− 4i2)u = 8i3 + 1. (20)
In the case of i = 1, (20) is u(n − 4) = 9, thus (u, n) = (1, 13), (9, 5), (3, 7). The
data satisfying integral condition of n′ are
(p, k1) = (52τ
2 + 63τ + 19, 13τ + 8), (42τ2 + 47τ + 13, 7τ + 4).
In the case of i = 2, (20) is u(3n− 16) = 65, thus (u, n) = (1, 27), (13, 7). Thus we
have
(p, k1) = (54τ
2 + 39τ + 7, 27τ + 10), (42τ2 + 23τ + 3, 7τ + 2).
The former case is inconsistent with the assumption a ≥ 3.
In the case of i = 3 the equation (20) is u(5n − 36) = 217, thus (u, n) =
(1, 217), (217, 1), (7, 31), (31, 7). The data satisfying integral condition of n′ is (u, n) =
(7, 31). The case (7, 31) fails to integrality of a.
In the case of i = 4 the equation (20) is u(7n− 64) = 513, thus (u, n) = (19, 13).
Thus we have
(p, k1) = (52τ
2 + 15τ + 1, 13τ + 2).
In the case of i = 5 the equation (20) is u(9n− 100) = 1001, thus (u, n) = (19, 27).
This is inconsistent with the assumption a ≥ 3.
Suppose that i ≥ 6. From
n′ − γ′ = 2⌊
n
α
⌋ < 2
n
γ′ + 1
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we can get
n′ <
na−1γ
′(γ′ + 1)− 2
na−1(γ′ + 1)− 2a
.
Hence we have
γ′ + 12 <
na−1γ
′(γ′ + 1)− 2
na−1(γ′ + 1)− 2a
⇒ γ′ <
12a− 1
5na−1 − n1
− 1 =
7a+ 5
5a− 6
≤
26
9
.
Hence γ′ = 2 holds.
In the case of γ′ = 2, n = 3i+ 1 and
u((2i− 1)(3i+1)− 4i2) = (2i+1)(4i2− 2i+1)⇔ u(2i+1)(i− 1) = (i− 1)(4i+2)+3.
Then i − 1|3 Hence i = 2, 4. This case is classified before. Therefore the appearing
cases are all realized by type Ci, Di. 
Suppose that n′ − γ′ = ⌊nα⌋ holds.
Lemma 21 Let (p, k1) be a data with ǫ1ǫ2 = 1 and ⌊
n
α⌋ = n
′− γ′ ≥ 2. Then we have
0 < n′ < n2 .
Proof Suppose that n2 < n
′ < n holds. In the case of n′ = γ′ + i (i ≥ 2) we have
(n′−i)2−n′(n′−i)−n′ = 0 (n), (i+1)n′ = i2 (n). From α ≤ [α(n(−τ+1)+j+1)]n <
n (j = 1, 2, · · · , i− 1) and α ≤ [α(n(−τ + 1) + i+ 1)]n < n, we have
n+ i(i+ 1)
i+ 1
− 1 ≤ n′ <
n+ i2
i
− 1.
Thus we have n′ = n+i
2
i+1 . Then we have{
a = un−ǫ2(i+1)i2 n1 =
ia−u
i+1
n′ = n+i
2
i+1 γ
′ = n−ii+1 .
From n2 <
n+i2
i+1 we have n < 2(i + 1) +
2
i−1 . If i ≥ 3, we have n < 2i + 3. Since
i = ⌊nα⌋ <
n
3 <
2i+3
3 , we have i < 3. This is a contradiction. If i = 2, then we have
γ′ = n−23 and n < 8. The possibility is n = 5 only since the integrality of γ
′. In this
case a = 5u−3ǫ24 , n1 =
2a−u
3 , n
′ = 3 and γ′ = 1. This case is already classified before.
Therefore we have 0 < n′ < n2 . 
Lemma 21 holds even in the case of ǫ1ǫ2 = −1 replacing γ′ and α with n − γ′ and
n− α. The proof is skipped because the process is similar to Lemma 21.
Lemma 22 Let (p, k1) be a stable data. If a ≥ 3, 0 < n′ − γ′ < n ǫ1 = 1 and
0 < n′ < n2 , then none of data satisfying this condition is realized by S
3 or Σ(2, 3, 5).
Proof From Lemma 16, we get
⌊
p− [−ǫ2na−2n1q1]p
k1
⌋ = 2τ + ⌊
2γ′ − 2n′
n
⌋ = 2τ − ⌊
2n′ − 2γ′
n
⌋ − 1 = 2τ − 1.
Thus we can find a forbidden subsequence from the Figure 35. 
Then Lemma 16 ⌊p−[−ǫ2na−2q1]pk1 ⌋ = 2τ+⌊
2γ′−2n′
n ⌋ = 2τ−1 holds, because n
′−γ′ <
n
2 .
Lemma 23 Let (p, k1) be a data. Suppose that ǫ1 = −1. If n′ − γ′ = ⌊
n
α⌋, then the
data (p, k1) is either of F1,F2,G1,G2,H1, or H2.
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Figure 35: The place in which the heights of blocks change.(0 < n′ < n2 )
Proof. The global view is as in Figure 35 since 0 < n′ < n2 and Lemma 16. From
this view we have
−(−g¯ + (a− 1)k1 + 1) = −g¯ + (a− 1)k1 − (−ǫ2na−2q1 + 2 + k1)k2 + 1,
n2 = 1, hence n1 =
a+1
2 .
Putting n′ − γ′ = i, we have{
a = un+i+1i2 n1 =
ia−u
i+1
n′ = n+i
2
i+1 γ
′ = n−ii+1 .
Since a = 2u+i+1i−1 ,
((i − 1)n− 2i2)u = (i+ 1)(i2 − i+ 1)
If i ≤ 5 holds, the possibility is (i, u, n, a, n′, γ′) = (2, 1, 17, 5, 7, 5), (2, 3, 11, 9, 5, 3), (3, 7, 11, 9, 5, 2),
(3, 1, 23, 3, 8, 5), (5, 7, 17, 5, 7, 2), (5, 3, 23, 3, 8, 3)
(p, k1) = (85τ
2 + 49τ + 7, 17τ + 5), (99τ2 + 53τ + 7, 11τ + 3)
(p, k1) = (99τ
2 + 35τ + 3, 11τ + 2), (69τ2 + 29τ + 3, 23τ + 5)
(p, k1) = (85τ
2 + 19τ + 1, 17τ + 2), (69τ2 + 17τ + 1, 23τ + 3).
If i ≥ 6 holds, γ′ < 3a−22a+3 <
3
2 holds. Since the assumption is γ
′ ≥ 2, we can get to
the assertion. 
5.5.3 The ǫ1ǫ2 = −1 case.
We assume that 0 < γ′ − n+ n′ < n and ǫ1ǫ2 = −1.
We consider γ′ − n+ n′ = 1. From integral condition 2n′ − 1 = 0 (n) holds. Then
we have n′ = n+12 . Thus we have γ
′ = n+12 = n
′. We have k1 = nτ +
n+1
2 . Taking
2a(n− n′) = 2nn1 + 2ǫ2 as Z/pZ, we have a = −2ǫ2 (n). For some integer u we have
a = un− 2ǫ2. Then we have (p, k1) = (uk21 − ǫ2(2τ +1)(k1 + 1), nτ +
n+1
2 ). This case
is realized by type (IV+).
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Figure 36:
We may assume that γ′−n+n′ ≥ 2 holds. Hence ⌊ [−ǫ2n1q1]pk1 ⌋ = τ−1+⌊
n′+γ′
n ⌋ = τ
holds.
Now we assume that ⌊ (nτ+2)p|q2| ⌋−⌊
(nτ+1)p
|q2|
⌋ = τ . Equivalently α ≤ [α(nτ+2)]n < n
holds. Here we have [α(nτ + 2)]n = [2(γ
′ − 1) + anτ+2a|q2| ]n and
anτ + 2a
|q2|
= 1−
aγ′ − a+ ǫ1
|q2|
< 1.
Thus α < [2γ′−2+ anτ+2a|q2| ]n holds and 2γ
′−2 < n holds. As a result γ′ < n+22 holds.
We put γ′′ = n− γ′ and α′ = γ′′ + 1− a|q2| = n− α.
Lemma 24 Let (p, k1) be a data with ǫ1ǫ2 = −1, 0 < n
′ − γ′′ < n, and n′ ≥ γ′′ + 2.
Then the possibilities are either of the following.
1. If ǫ1 = −1, then ⌊
n
α′ ⌋ = n
′ − γ′′.
2. If ǫ1 = 1, then ⌊
n
α′ ⌋ = n
′ − γ′′ or ⌊ 2nα′ ⌋ = n
′ − γ′′.
Proof. Suppose that (ǫ1, ǫ2) = (−1, 1). If ⌊
n
α′ ⌋ < n
′−γ′′, the global view of A(i+jk1)
is as Figure 37. Here we must note that B⌊ n
α′
⌋−1,0 is the leftmost block with the top
width τ in the blocks of B∗,0 (∗ ≥ 0). Therefore we can find a forbidden subsequence
as indicated by the box. Thus we have ⌊ nα′ ⌋ ≥ n
′ − γ′′. Since the block B⌊ n
α′
⌋,0 is the
leftmost block the top width τ we have ⌊ nα′ ⌋ = n
′ − γ′′.
Suppose that (ǫ1, ǫ2) = (1,−1). If ⌊
2n
α′ ⌋ < n
′ − γ′′, the global view of A(i+ jk1) is
as Figure 38. In this time there are two admitted subsequences in this view. This is
contradiction. Thus ⌊ 2nα′ ⌋ ≥ n
′ − γ′′ holds. Since the block Bn′−γ′′,0 has the bottom
width τ , n′ − γ′′ = ⌊ nα′ ⌋ or ⌊
2n
α′ ⌋. 
We first classify the case of ⌊ 2nα′ ⌋ = n
′ − γ′′.
Lemma 25 Suppose that ǫ1 = 1, ⌊
2n
α′ ⌋ = n
′−γ′′ and a ≥ 3. Then the data is realized
by one of Ci and Di (i = 1, 2).
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· · · · · ·
B⌊ n
α′
⌋,0B0,0j
i
Figure 37: A global view of (ǫ1, ǫ2) = (−1, 1)
· · · · · ·
B⌊ n
α′
⌋,0B0,0j
i
· · ·
B⌊ 2n
α′
⌋,0
Figure 38: A global view of (ǫ1, ǫ2) = (1,−1)
i
j
−1 τ
τ
0
[−ǫ2n1q1]n
0
Bγ′+n′−n,0
· · · · · ·
Bi,0
Figure 39: A global view of Lemma 25
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Proof. From the assumption the global view of (p, k1) is as in Figure 39. First for a
positive integer j the equation a(nτ+1+j)|q2| = 1−
aγ′−aj+1
|q2|
holds. Furthermore we have
0 <
aγ′ − aj + 1
|q2|
<
a(γ′ − 1) + 1
2an+ aγ′ − a+ 1
= 1−
2an
2an+ aγ′ − a+ 1
< 1.
As a result we have 0 < a(nτ+1+j)|q2| < 1.
If
⌊
(nτ + 1 + j)p
|q2|
⌋ − ⌊
(nτ + j)p
|q2|
⌋ = τ + 1
holds, then from Lemma 13 0 ≤ [α(nτ + j +1)]n = [(j +1)(γ′ − 1) +
a(nτ+1+j)
|q2|
]n < α
holds. This condition is equivalent to the following:
⇔ 0 ≤
[
(j + 1)(γ′ − 1) +
a(nτ + i)
|q2|
]
n
< γ′ − 1
⇔ 0 ≤ [(j + 1)(γ′ − 1)]n < γ
′ − 1.
Now suppose that the global view is as Figure 39. Then we have 0 ≤ [(j + 1)(γ′−
1)]n < γ
′−1 for some integer with 0 < j < i and we have γ′−1 ≤ [(i+1)(γ′−1)]n < n.
Therefore we have
(i− 1)n ≤ i(γ′ − 1) < (i − 1)n+ γ′ − 1 < (i + 1)(γ′ − 1) < in. (21)
Hence
(i− 1)n+ i
i
≤ γ′ <
in+ i+ 1
i+ 1
holds.
In the Figure 39 we can find an admitted subsequence as indicated by a box in
the figure. Furthermore from Lemma 15 the block B⋆,0 that the point (i, j) = ∂
2
ltB⋆,0
satisfies i+ jk1 = [−ǫ2n1q1]p and is the closest to the origin is Bγ′+n′−n,0. Now from
the symmetry of Alexander polynomial we put γ′ + n′ − n = 2i. Hence (21) implies
n+ 2i2 + i− 1
i+ 1
< n′ ≤
n+ 2i2 − i
i
.
From the integral condition (2i + 1)n′ = 4i2 (n) and 4i2a = 2i + 1 (n) hold.
Therefore n′ = 2n+4i
2
2i+1 and a =
un+2i+1
4i2 hold. Hence{
a = un+2i+14i2 n1 =
(2i−1)a−u
2i+1
n′ = 2n+4i
2
2i+1 γ
′ = (2i−1)n+2i2i+1 .
(22)
Furthermore from the symmetry of Alexander polynomial
−(−g¯ + (−a− 1)k1 + 1) = −g¯ + (−a− 1)k1 + (−ǫ2n1q1 + 1− 2k1)k2 + 1 (p).
Hence we have n1 = 1. Using (22) and n1 = 1
((2i − 1)n− 4i2)u = 8i3 + 1.
In the case of i = 1 we get
(p, k1) = (52τ
2 + 41τ + 8, 13τ + 5), (42τ2 + 37τ + 8, 7τ + 3).
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In the case of i = 2 we get
(p, k1) = (54τ
2 + 69τ + 22, 27τ + 17), (42τ2 + 61τ + 22, 7τ + 5).
The former case is inconsistent with a ≥ 3. In the case of i = 3 there does not exist
any suitable pair (u, n). In the case of i = 4 we get
(p, k1) = (52τ
2 + 89τ + 38, 13τ + 11).
In the case of i = 5 we get
(p, k1) = (54τ
2 + 93τ + 40, 27τ + 23).
This is inconsistent with a ≥ 3.
If i ≥ 6, then γ′ − n+ n′ = 2i ≥ 12 holds. From the form of the blocks, ⌊ nn−α⌋ =
γ′−n+n′
2 holds.
Thus if γ′′ 6= 2 or (γ′′, a) 6= (3, 3) we have
n′ <
na−1(γ
′′)2 − 2
na−1γ′′ − 2a
,
where γ′′ = n− γ′.
Hence we have
γ′′ + 12 <
na−1(γ
′′)2 − 2
na−1γ′′ − 2a
⇔ γ′′ <
12a− 1
5na−1 − n1
=
12a− 1
5a− 6
≤
35
9
.
Thus we have γ′′ = 3 and a 6= 3.
If γ′′ = 3, then from the integral condition we have 9− 4n′ = 0(n). Then we have
n′ = n+94 since
n′−3
2 = ⌊
n
4− a
|q2|
⌋ < 2n7 . Thus we have n = 8i+3 and n
′ = 2i+3. Here
since
i = ⌊
8i+ 3
4− a|q2|
⌋ ≥ ⌊
8i+ 3
4
⌋ = 2i
this is a contradiction.
If γ′′ = 2, then from the integral condition we have n′ = 2n+43 . Then we have
n = 3i + 1, (i − 1)u = 4i2 − 2i + 1 and u = 4i
2−2i+1
i−1 = 4i + 2 +
3
i−1 hold. Thus
i− 1 = 1, 3 holds these are inconsistent with i ≤ 6. 
Lemma 26 If 0 < n′ < n2 and ⌊
n
α′ ⌋ = n
′ − γ′′ hold, then ǫ1 = 1 and the global view
of a data (p, k1) is Figure 40, the data is realized by one of type Fi, Gi and Hi for
i = 1, 2.
Proof From the assumption the global view is as Figure 40. For since from Lemma 14
⌊ [−ǫ2n1q1]pk1 ⌋ = τ + ⌊
n′−γ′′
n ⌋ = τ and ⌊
[−ǫ2n2q1]p
k1
⌋ = 2τ − 1 + ⌊ 2γ
′+[2n′]n
n ⌋ = 2τ + 1 +
⌊ 2n
′−2γ′′
n ⌋ = 2τ + 1, we have H(B0,0) = τ + 3 and H(B0,1) = τ + 2. The leftmost
block B∗,0 in which (i, j) = ∂
2
ltB∗,0 satisfies i + jk1 = [−ǫ2n1q1]p for positive integer
∗ is Bn′−γ′′,0. Namely H(Bj,0) = τ + 3 (0 ≤ j < n′ − γ′′) and H(Bn′−γ′′,0) = τ + 2.
This is due to Lemma 15.
From the global view we can find a subsequence as indicated by the box in Fig-
ure 40. This subsequence is the forbidden subsequence when ǫ1 = −1, and the admit-
ted subsequence when ǫ1 = 1. To realize lens space surgery over S
3 or Σ(2, 3, 5) we
must take ǫ1 = 1. Therefore 1. part in Lemma 24 does not occur as long as lens space
surgery over S3 or Σ(2, 3, 5).
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jτ0
τ
· · ·
· · ·
i
2τ + 1
Figure 40: A forbidden or admitted subsequences with τ = 4
From Lemma 25
n− i− 1
i+ 1
< γ′′ ≤
n− i
i
holds. We denote n′ − γ′′ by i.
From the integrality condition we have for some integer u, we get{
a = un+i+1i2 n1 =
ia−u
i+1
n′ = n+i
2
i+1 γ
′′ = n−ii+1 .
Furthermore from the symmetry of Alexander polynomial we have
−(g¯ + (−a− 1)k1 + 1) = −g¯ + (−a− 1)k1 + (−ǫ2n2q1 + 1− 2k1)k2 + 1
and n2 = 1. Figure 41 illustrates the symmetry.
Thus we have n1 =
a+1
2 . Hence
((i − 1)n− 2i2)u = i3 + 1. (23)
In the case of i = 2, the possibilities are (n, u) = (9, 9), (11, 3), (17, 1). If (n, u) = (9, 9),
then n′ = 133 6∈ Z, hence this is inconsistent. If (n, u) = (11, 3), (17, 1), then
(p, k1) = (99τ
2 + 97τ + 53, 11τ + 8), (85τ2 + 121τ + 43, 17τ + 12).
In the case of i = 3, the possibilities are (n, u) = (11, 7), (23, 1). Hence we have
(p, k1) = (99τ
2 + 163τ + 67, 11τ + 9), (69τ2 + 109τ + 43, 23τ + 18).
In the case of i = 4 the possibilities are (n, u) = (11, 65), (15, 5). If (n, u) = (11, 65),
then n′ = 275 6∈ Z, hence this is inconsistent. If (n, u) = (15, 5), then n
′ = 315 6∈ Z,
hence this is inconsistent as well.
In the case of i = 5, the possibilities are (n, u) = (13, 63), (17, 7), (23, 3). If (n, u) =
(13, 63), then n′ = 132 6∈ Z, hence this is inconsistent. If (n, u) = (17, 7), (23, 3), then
(p, k1) = (85τ
2 + 151τ + 67, 17τ + 15), (69τ2 + 121τ + 53, 23τ + 20)
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jτ + 10
τ
· · ·
· · ·
i
2τ + 1
· · ·
· · ·
B2(n′−γ′′),1
0
Bn′−γ′′,1
Figure 41: A forbidden or admitted subsequences with τ = 4
If i ≥ 6, then using ⌊ nn−α⌋ = n
′ − γ′′ we get
n′ − γ′′ <
n
γ′′ + 12
,
so that we get
n′ <
na−1γ
′′(γ′′ + 12 )− 1
na−1(γ′′ +
1
2 )− a
.
Hence we have γ′′ < 9a+12(2a−3) =
9
4 +
29
4(2a−3) ≤
14
3 . Thus γ
′′ ≤ 4 holds.
If γ′′ = 4, then from the integrality condition 5n′ = 16(n), then from n′ = n+165 =
n+i2
i+1 we have n = 5i+4. Using (23), we have u =
i2−i+1
3i−4 . If i = 3i1 for some positive
integer i1, then u =
9i2
1
−3i1+1
9i1−4
= i1+
i1+1
9i1−4
6∈ Z. If i = 3i1+1 for some positive integer
i1, then u =
9i2
1
+3i1+1
9i1−1
= i1 +
4i1+1
9i1−1
6∈ Z. Thus we cannot find any integer solution in
(23), this implies that there is no lens space surgery on S3 or Σ(2, 3, 5) in this case.
If γ′′ = 3, then from the integrality condition 4n′ = 9(n), then from n′ = n+94 =
n+i2
i+1 we have n = 4i+3. Using (23), we have u =
i2−i+1
2i−3 . If i = 2i1 for some positive
integer i1, then u =
4i2
1
−2i1+1
2i1−3
= i1+
i1+1
4i1−3
6∈ Z. If i = 2i1+1 for some positive integer
i1, then u =
4i2
1
+2i1+1
4i1−1
= i1+
3i1+1
4i1−1
. Thus we have i1 = 2, u = 3, and i = 5 and this is
inconsistent with i ≥ 6. There is no lens space surgery on S3 or Σ(2, 3, 5) in this case
as well.
If γ′′ = 2 holds, then from the integrality condition 3n′ = 4(n) and n′ = n+43 =
n+i2
i+1 we have n = 3i+2. Using (23), we have u =
i2−i+1
i−2 = i+1+
3
i−2 . Thus we have
i − 2 = 1, 3 these cases are inconsistent with i ≥ 6. Therefore in the case of i ≥ 6 we
cannot find any lens space surgery over S3 or Σ(2, 3, 5). 
In this point we can classify all stable data (p, k1) with lens space surgery S
3 or
Σ(2, 3, 5). To prove that Berge’s list is fully complete, we must argue unstable data:
namely τ = 1 or 0. This argument will be done in sequent papers.
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