We introduce a class of models that generalize the two-state Landau-Zener (LZ) Hamiltonian to both the multistate and multitime evolution. It is already known that the corresponding quantum mechanical evolution can be understood in great detail. Here, we present an approach to classify such solvable models, namely, to identify all their independent families for a given number N of interacting states and prove the absence of such families for some types of interactions. We also discuss how, within a solvable family, one can classify the scattering matrices, i.e., the system's dynamics. Due to the possibility of such a detailed classification, the multitime Landau-Zener (MTLZ) model defines a useful special function of theoretical physics.
I. INTRODUCTION
Special functions in mathematical physics usually represent solutions of physically interesting equations whose properties for some reasons can be understood in great detail. At the time of emergence of quantum mechanics, the theory of special functions was well established. Since then, theoretical physics has been fueled by this development from the 19th century.
Modern quantum science encounters considerable new mathematical challenges. In studies of explicitly timedependent phenomena, such as quantum annealing, dynamic phase transitions, control of quantum devices, quenching, and thermalization we deal with strongly nonequilibrium complex systems that are often not accessible to numerical modeling at the desired scales. Standard analytical tools, however, are too limited for such applications. Efforts to keep physical models analytically tractable often lead to considerable oversimplifications, so that generalizations become unjustified and misleading. It is desirable to develop tools to study explicitly time-dependent Hamiltonians with complexity of, e.g., models that are commonly studied by methods of the conformal field theory and the Bethe ansatz.
Recently [1] , the conditions on a time-dependent Hamiltonian were found that lead to considerable understanding of the corresponding dynamics. However, the integrability conditions in [1] only provided a test for integrability. So far, there is no straightforward path to a systematic classification of such integrable models. Integrability conditions have been used either to validate hypotheses or to generate integrable timedependent models within the already known class of Gaudin magnet Hamiltonians [2] .
In this article, we develop an approach for detailed classification of solvable time-dependent Hamiltonians that have a specific unifying property. We will also discuss that there is an analytical solution for the corresponding scattering problem. Hence, this solvable family defines an unusual special function that can play a similar role in complex time-dependent quantum physics as the parabolic cylinder function plays in time-dependent two-state physics [3] [4] [5] [6] .
This article is organized as follows. Sections II and III are still introductory. In II, we define the class of models that we will mainly consider -the multitime Landau-Zener (MTLZ) models, and in III we discuss the difference between separable and nontrivial integrable models. In section IV, we show that integrability conditions for MTLZ models can be conveniently presented by the data on graphs, and sketch a scheme for retrieving independent solvable models for such data. Sections V to VIII are applications of the graph method described in section IV to specific graph geometries with N ≤ 10. Discussions and conclusions are left to section IX.
II. LINEARLY TIME-DEPENDENT HAMILTONIANS
The simplest time-dependent Hamiltonian is the one with linearly changing parameters. Hence, we will consider the Schrödinger equation
where A and B are constant Hermitian N × N matrices with real entries (we set = 1), and ψ is a vector with N components. It is a natural generalization of the two-state Landau-Zener (LZ) model for spin 1/2 in a linearly time-dependent magnetic field [4, 5] . The general solution of Eq. (1) is not known. Nevertheless, in our recent article [7] , we pointed that considerable understanding can be obtained when such Hamiltonians create a family of some M > 1 Hamiltonians of the form
where x = (x 1 , . . . , x M ) is called a time-vector, and B j , A j are real symmetric matrices; here and in what follows we will assume summations over repeated upper and lower indices. Within this family, the state vector must satisfy simultaneously M equations:
i∂ψ(x)/∂x j = H j (x)ψ(x), j = 1, . . . , M, M > 1.
(3) The parameter x j in H j can be identified with the physical time. Note that if we set x k = const in (3) for all k = j and identify x j with t, then each of the equations (3) becomes an independent multistate LZ model of the form (1) . Moreover, the evolution of the system (3) along a path given by a linear combination of time variables x j is equivalent to a model of the form (1) . For this property, the system of equations (3) with the set of Hamiltonians of the form (2) was called the multitime Landau-Zener (MTLZ) model.
According to Ref. [1] , a system can be solved if equations (3) are consistent with each other. For real symmetric matrices H j this happens when two conditions are satisfied:
∂H i /∂x j = ∂H j /∂x i , i, j = 1, . . . , M.
We will call (4) and (5) the integrability conditions. In Ref. [7] , we focused only on the general properties of MTLZ systems. In particular, we already proved that the scattering problem for any multistate LZ model that can be generated from such a family can be solved explicitly in terms of the matrix product ansatz, and that parameters of such models are constrained to have several common properties. For example, we showed that, when plotted as functions of one time variable x j , the energy levels of the Hamiltonian H j from the family (2) pass through a known number of exact crossing points. Here, in contrast, we are going to discuss classification of such systems.
III. SEPARABLE AND NONTRIVIAL INTEGRABLE MODELS
A trivial example of an integrable family (2) is found among Hamiltonians of noninteracting spins that experience independent LZ evolution [7] :
where1 2 is a unit matrix acting in the space of the corresponding spin and
, k = 1, . . . , N, (7) are the two-state LZ Hamiltonians with different constant parameters β 1,2 , 1,2 and γ. Any such H(t) has N − 1 linearly independent Hamiltonians with the same structure and satisfying relations (4)- (5) . Solution of the Schrödinger equation for the model (7) is also trivial. Since all spins are independent, the evolution operator is a direct product of such operators for each spin:
where any U k (t) is known because the LZ model is solved in terms of the parabolic cylinder functions. Despite the simplicity of the model (6) , many studies of quantum annealing and dynamic passage through a phase transition were based on reducing a problem to independent two-state dynamics. A notable example is the Ising spin chain in a transverse magnetic field [8, 9] . Our goal, however, is to find MTLZ families that do not have the trivial form (6) in any fixed basis. An example of a nontrivial family is the γ-magnets [11] :
where β i , and g i are constant parameters; σ α j are the Pauli operators for jth spin, and
For the two-time vector
H 1 and H 2 satisfy (4) and (5) . In Fig. 1 , we plot the energy spectrum of the Hamiltonian H 1 (t) for different values of t and fixed other parameters. Integrability of this model can be inferred from the large number of points with exact crossings of energy levels. According to [7] , the number of such exact pairwise level crossings in solvable multistate LZ models should be the same as the number of zero direct couplings between the diabatic states. This property holds true for the Hamiltonian H 1 .
The diabatic states are the eigenstates of the time-dependent part of the Hamiltonian. In the model (9) , they are the spin projection states along the z axis, such as | ↑↑ . . . ↑ . According to the adiabatic theorem, when energy levels are well separated, transitions between them are suppressed. This happens for the spectrum in Fig. 1 as t → ±∞. However, for the time interval and the parameters that we used in this figure, different pairs of levels experience avoided crossings, i.e. places where levels do not cross exactly but appear very close to each other for a short time interval. After passing them, the system has finite amplitudes to stay on the initial level or to jump to a new one. Thus, for evolution from t = −∞ to t = +∞, one can estimate the amplitude of transitions between any pair of states by drawing all semiclassical trajectories that connect the initial state at t = −∞ and the final state at t = +∞, and then summing the amplitudes of these trajectories for a given transition.
A common feature of all γ-magnets with N > 1 is that there are generally more than one trajectory connecting pairs of such states. An example is shown by red and blue arrows in Fig. 1 . This property, rather than the presence of exact crossings, is the signature of purely quantum and nontrivial behavior. For example, consider the separable Hamiltonian for four spins: The spectrum for H sep is shown in Fig. 2 . It contains the same number, 88, of the exact pairwise crossing points, as Fig. 1 . However, careful examination of Fig. 2 shows that in the semiclassical picture there is always only a single trajectory that connects one level at t = −∞ with another level at t = +∞. Another feature of nontrivial interactions in the γ-magnet is that the number of exact crossings is not conserved at large values of off-diagonal couplings. The theory in [7] guarantees 88 such crossings for H 1 at N = 4 for finite but only sufficiently small values of g i . For example, if we increase all couplings of the model in Fig. 1 ten times, we find the spectrum shown in Fig. 3 with fewer exact pairwise crossings. Such a reduction does not happen with the spectrum of the separable spin model (13) because exact crossings there are guaranteed by the lack of spin-spin interactions. Thus, both the spectrum and semiclassical analysis of γ-magnets show features that are not present in the separable spin models.
This comparison between separable and non-separable integrable models suggests that the latter may describe considerably more complex dynamics. In what follows, we will develop an approach to classify all MTLZ models on the same footings. We will find, for example, that the separable model corresponds only to a very special and very symmetric case in such a classification, whereas the Hamiltonian of the general case is described by a considerably bigger set of parameters.
IV. INTEGRABILITY CONDITIONS FOR LINEAR FAMILIES ON GRAPHS
Originally, we constructed the family (9)-(10) using the trial-and-error approach. More systematic classification of such solvable families is needed. Thus, we want to know whether there are restrictions on the numbers of independent Hamiltonians in such families, or whether we can add extra nontrivial interaction terms in such Hamiltonians without breaking integrability.
Substituting Eq. (2) into (4) and (5) we find matrix relations for a MTLZ family [7] :
Note that here the lower indices are not indices of matrix elements but rather indices that enumerate independent Hamiltonians in an MTLZ family. We will call the number of independent Hamiltonians, M , the dimension of the MTLZ family. Equations (14)-(16) are the integrability conditions for MTLZ models. Due to Eq. (14), all matrices B jk can be diagonalized in the same orthonormal basis set (ē a | a = 1, . . . , N ), namely, the set of states that we will call the diabatic states.
A. Algebra of forms on the connectivity graph
In order to satisfy conditions (14)-(16), the real symmetric matrices A j must have some zero matrix elements in the diabatic basis. Therefore, with any linear family of models, it is convenient to associate an undirected graph Γ = (Γ 0 , Γ 1 ), whose vertices a ∈ Γ 0 (a = 1, . . . , N ) represent the diabatic basis states and edges α ∈ Γ 1 correspond to the nonzero couplings between the diabatic states. We will call Γ the connectivity graph. In what follows, it will also be useful to assume that edges have orientations, which we will mark by arrows. For example, the family of models with the Hamiltonians of the form
where g ij , β i are some constant parameters, has the connectivity graph shown in Fig. 4 . The meaning of its edge orientations will be explained later. Let Λ a kj , a = 1, . . . , N be eigenvalues of the matrices B kj . Since B kj = B jk , due to Eq. (14), we have the obvious symmetric property Λ a jk = Λ a kj . Hence, each vertex a is the residence for a quadratic (symmetric bilinear) form
where "⊗" denotes the tensor direct product. The nonzero couplings A ab j will be naturally considered as j-components of a linear form
Note that this notation resolves the first constraint, given by Eq. (14), automatically because the symmetry of the 2-form in (18) means that Λ jk = Λ kj . The second constraint (Eq. (15) ), now has a form
where "∧" denotes the skew symmetric tensor product (the wedge product). Equation (20) is straightforward to verify by substituting (18) and (19) into the left hand side of (20) and compare the antisymmetrized over j and k coefficients near (dx j ∧ dx k ) ⊗ dx s with (15). Since the vanishing of the wedge product of two vectors is equivalent to their linear dependence, Eq. (20) is equivalent to
for some linear nonzero form χ ab = −χ ba . Due to the property Λ a ij = Λ a ji , Eq. (21) implies that χ ab i A ab j = χ ab j A ab i , or in other words: χ ab ∧ A ab = 0. This implies the linear dependence of χ ab and A ab , which being substituted into Eq. (21) results in
for some γ ab = −γ ba = 0. Using the introduced notation the third constraint (Eq. (16)) can be naturally represented as
where the summation goes over all length 2 paths on the graph, and we denoted by P l (a, b) the set of paths s = (s 1 , . . . , s l ), with s j ∈ Γ 1 for j = 1, . . . , l, that starts at a and ends at b. Equations (22)-(23) are homogeneous of degree 2. They are equivalent to the integrability conditions (14)-(16) but they are simpler for analysis for a given connectivity graph.
Finally, we note that in multistate LZ theory it is assumed that the directly coupled diabatic energy levels must cross. For levels a and b, this happens on the hypersurface that is defined by conditions
Using (22), we find that this condition can be rewritten in terms of A ab i A ab j . Suppose now that there is a diabatic state c such that A ab and A ac are linearly dependent. We find then that if condition (24) is satisfied for levels a and b, it is also satisfied for a and c. In other words, levels a, b, and c cross simultaneously.
The multistate LZ models with simultaneous multiple diabatic level crossings are widely known and used in practice (see e.g., Ref. [10] that is fully devoted to them). However, all of them are likely derivable as limits of models with only pairwise level intersections. Therefore, in this article we will restrict our studies only to the Hamiltonians without triple or higher order intersections, in one point, of directly coupled diabatic levels. In the graph language, this means that A α forms have the following property: for any pair of distinct edges α, β ∈ Γ 1 that share a vertex, that is α ∩ β = ∅, the forms A α and A β are linearly independent. We will call a family that satisfies this property a good family. Let us now show that restricting our studies to the good families leads to considerable additional simplifications.
B. Refined integrability conditions for MTLZ models
Let us define a cyclic path
on the graph Γ, as a combination of the edges α on Γ with the zero boundary; here n α = ± account for possible orientations of the edges. Namely, let us define s ab = sgn(γ ab ) = ±1, for α = {a, b}. We can then represent γ ab = s ab γ α , where γ α = |γ ab |. For any cyclic path n, we can now prescribe the coefficients n α = ±1 to all its edges: n α = s ab if n passes the edge from a to b. Hence, signs of γ ab define unique directions of edges along any loop of the graph.
A vertex a will be called a source or a sink if s ab = −1, or s ab = 1, respectively, for all {a, b} ∈ Γ 1 , i.e., if all arrows point, respectively, out or in. A vertex will be called intermediate if it is not a sink and not a source for all edges. For example, the arrows on the edges in Fig. 4 mean that vertex 1 is a sink, vertex 3 is a source, and vertices 2 and 4 are intermediate, and the signs are s 12 = s 14 = −s 32 = −s 34 = 1. We will call γ α the LZ parameters for their similarity with the analogous combination that enters the transition amplitude in the simple two-state LZ formula [4] .
It is now convenient to introduce the rescaled forms
For any cycle n = α∈Γ1 n α α, the integrability conditions can then be written as
and ∀ a, b ∈ Γ 0 :
From Eq. (28) follows the following property: (i) any pair α, β of edges that share a vertex belongs to at least one length-4 loop.
In appendix A, we also prove two properties that strongly restrict the types of graphs that can sustain integrable families. Namely, (ii) the graph Γ must not have length 3 simple loops;
(iii) the vector space spanned by the fourĀ forms on any length-4 loop has dimension 2.
Now we summarize the program for how to retrieve the integrable families for a given connectivity graph. First, we should check whether conditions (i) and (ii) are satisfied. If not, then there is no integrable family for this graph. Otherwise, we take the following steps: 1) We start with choosing the orientations on the graph, namely, fixing the sign s ab on every edge α = {a, b}.
2) We further identify/classify the solutions of Eq. (27), viewed as a system of bilinear equations on the formsĀ α ; the number of independent equations is given by the number of independent 1-cycles on the graph. Generally, solution of Eq. (27) is not unique but rather depends on free parameters, which we will call rapidities.
3) OnceĀ α are identified, we find the solutions of Eq. (28), viewed as a system of bilinear equations for √ γ α ; we will show later that any particular equation has a very simple and scalar form. Again, the solution may not determine all γ α uniquely, so some of γ α then become free parameters of the model. At this stage, having Eq. (26), we can reconstruct couplings of the Hamiltonians, which will depend on rapidities and γ α . 4) Finally, the quadratic forms Λ a associated with the vertices are obtained with Eq. (22). Again, this equation may not fix all Λ a . The parameters that describe this freedom also become free parameters of the MTLZ Hamiltonians.
Note that within such a scheme, the formsĀ α are obtained in some (abstract) basis set. The dimension of the vector space spanned ontoĀ α is the actual dimension of the MTLZ family. Multistate LZ models within this family are related up to an invertible linear transformation in the space of free parameters.
V. FOUR-VERTEX GRAPH
As the simplest example, let us explore a connectivity graph, generated by a length 4 simple loop that consists of 4 distinct edges, say, α = {a, b}, β = {b, c}, µ = {c, d}, and ν = {d, a}, as shown in Fig. 5 . We can call this graph a "square". We will first assume that this graph can be a part of a complex graph, then consider this graph as an entire graph. Our goal is to find restrictions on the 1-forms and LZ parameters that are imposed by Eqs. (27) and (28).
A. Non-bipartite graph orientation
We assume, initially, orientation to be arbitrary. By the property (iii),Ā α andĀ β are linearly independent and
We further make use of Eq. (27) to define the cyclic path A β ⊗Ā β , andĀ α ⊗Ā β +Ā β ⊗Ā α , we obtain a system of three quadratic equations
We will now consider all possible orientations that allow for nontrivial solutions of Eq. (31). Let s da = s cd = 1. Then, for Eq. (31) to have nontrivial solutions we have s ab = s bc = −1, which means that a and c are a source and a sink, respectively, as we show in Fig. 5(a) . Namely, they are, respectively, the origin and the destination of arrows that are connected to them. The other vertices, b and d, are intermediate. We will call the whole orientation of edges in Fig. 5 (a) nonbipartite. For this orientation, it is easy to see from Eq. (31) that (Ā ν ,Ā µ ) are related to (Ā α ,Ā β ) via an orthogonal O(2) transformation, i.e.,
with r = ±1, i.e., with the determinants of the corresponding 2 × 2 matrices equal ±1. A useful consequence of (32) is
which is true for a general O(2), not necessarily SO(2), transformation.
In what follows, it will be useful to view Eq. (32) as a system of linear equations that relate different pairs of components ofĀ. Thus, expressing A α and A ν , via A µ and A β , we obtainĀ
and we further recast the result in the form of a pseudoorthogonal transformation:
with the following relations:
An analogue of Eq. (33) is now
By now we have assumed that this four-vertex graph can be a part of a complex graph. Let's now consider this four-vertex graph as an entire graph. In this case we can apply Eq. (28), which leads to two equations written for two pairs of opposite vertices, i.e., {a, c} and {b, d}:
which can be reconciled with Eqs. (33) and (37) if we set
Eqs. (33), (37) and (38) also imply
that is, the LZ parameters have to be the same for opposite links of the square graph.
B. Bipartite graph orientation
Another orientation that could produce a qualitatively different solution is shown in Fig. 5(b) . This time, both b and d are sinks of arrows, and both a and b are sources, and we refer to this graph orientation as bipartite. Eqs. (29) define a pseudo-orthogonal transformation, whose general form has been already presented in Eq. (35), so that the formsĀ σ , associated with the edges of our 4-loop are related bȳ
and we also have as a consequence Eq. (33) to hold. In the same way how Eq. (35) has been derived, we obtain
with the following relations p = −r sgn(sinh ϑ),r = −r, | sinh ϑ| · | sinhθ| = 1, sgn(sinhθ) = p.
Then we have for the bipartite orientation
where signs ± and ∓ are correlated with each other. If this four-vertex graph is an entire graph, we will have (38) as in the non-bipartite case. This means that Eqs. (44) and (38) are contradictory to each other, so there is no nontrivial solution for the bipartite graph. Therefore, for a 4-loop graph as an entire graph, the data (values ofĀ α and γ α ) on edges of this graph satisfy integrability conditions only if its orientation is nonbipartite and conditions (32) with r = −1 (or, equivalently, (35) withr = 1) and (40) are satisfied.
C. Solvable 4-state models
Let us now construct an integrable model explicitly. According to the directions of arrows in Fig. 4 , we have γ 12 , γ 43 , γ 14 , γ 23 > 0. According to (35), the relations between theĀ forms are:
where p = ±1, and from (40) the relations for γ ij are:
In what follows, to shorten notation, we will denote:
Since the space of 1-forms is 2-dimensional, we can writē
where a 1,2 and b 1,2 are arbitrary real numbers. Using Eq. (26) and identifying coefficients of A ij near dx 1 with couplings in H 1 we find g 12 = γ 12 a 1 , g 14 = γ 14 b 1 , g 23 = p γ 14 (sa 1 + cb 1 ),
Equation (49) defines four couplings in terms of five free parameters of the model: a 1 , b 1 , ϑ, γ 14 and γ 12 . So, we have freedom to set the couplings to arbitrary different values (with one exception to which we will return). However, slopes of the levels are generally not independent. Recalling Eqs. (22) and (23), and identifying Λ s 11 with β s in (17), we find
Equations in (50) are dependent on each other because they give identity if we sum all of them with proper signs. This merely reflects the freedom to do a gauge transformation 
Again, this set of equations determines e s , s = 1, 2, 3, 4, up to a gauge freedom constant in (51). Note, however, that this is the only place where the new free parameters, a 2 and b 2 appear. Hence, unlike the slopes β s , the parameters e s are not completely determined by the values of model's couplings. Summarizing, we found simple equations (49), (50), and (52), that determine all parameters of the Hamiltonian (17) up to the gauge freedom (51). Thus, the resulting model depends on seven independent real parameters: a 1,2 , b 1,2 , ϑ, γ 12 , and γ 14 . We can also add to this list the sign index p in (49).
At this stage, the Hamiltonian H 1 does not look particularly "physical". However, this Hamiltonian does have a simple physical interpretation if two couplings are set the same, e.g., let
where g 1 is an arbitrary constant. There are two choices of free parameters at which this occurs. The first choice is the case with
We find then that the Hamiltonian can be parametrized so that
where the only constraints on the parameters are
i.e., the couplings g 1 and g 2 are independent of the diagonal elements. This particular choice is trivial. It coincides with the Hamiltonian
that describes two noninteracting spins experiencing independent two-state LZ transitions that are described by independent 2×2 Hamiltonians H LZ 1,2 . This trivial case was discussed previously in [12] .
A nontrivial case is found if we set ϑ = 0, i.e. c = 1. Then substituting (53) into (49) we find
i.e., this is a special case at which the couplings g 14 and g 23 cannot be made arbitrary. However, specifically at this case, Eq. (50) does not have unique resolution. Up to a shift of time t → t + t 0 , the Hamiltonian (17) can then be parametrized as follows:
where all parameters are independent. Comparing this Hamiltonian with the Hamiltonian (9) for N = 2, we find that up to renaming of variables they are the same. Thus, as expected, the N = 2 case of the γ-magnet model is a special case of the square graph family. One can easily construct a commuting Hamiltonian for (58) by identifying couplings with coefficients of A s at dx 2 and so on. Since we already proved that the square-family is 2dimensional, we also proved that the Hamiltonian (9) for N = 2 does not have other nontrivial operators but (10) .
VI. CUBE
Let us now extend the analysis of a simple square graph to an 8-state MTLZ model whose graph is a cube, as shown in Fig. 6 . A specific case of this model was considered in [11] . Here we will consider its most general form. 
A. MTLZ family on cube
The cube graph is shown in Fig. 6 . It has the property that for any two vertices that can be connected by a length-2 path (namely, any two vertices that sit on diagonal position of one face of the cube), there are only two such paths in the entire graph. Thus, the graph is decomposable into 4-loops. According to the analysis in the previous section for a square model, all these 4-loops should have non-bipartite orientations. Therefore, up to a permutation of vertices, we get only one type of orientations, as shown in Fig. 6 . Vertex 0 is a sink, vertex 7 is a source, and all other vertices are intermediate.
For γ ab , considering loop 0132, an argument similar to that for the square model gives:
|γ 01 | = |γ 23 |, |γ 02 | = |γ 13 |.
(59)
Writing out similar relations for all other 4-loops, we see that the twelve LZ parameters γ ab 's are related so that any four edges parallel to each other have the same |γ ab |. There are only three values of |γ ab | that become the independent parameters. Including the signs determined by s ab 's, which are illustrated by the arrows in Fig. 6 , we get
and that all these twelve γ ab s are positive. ForĀ ab , we use the previous result that for any 4-loop its fourĀ ab forms are connected via orthogonal or pseudoorthogonal transformations. Let's take the three forms on edges connected to vertex 0, namely, the formsĀ 01 ,Ā 02 and A 04 , to be known. For simplicity, later we will write the loop indices as a single number, by making the substitutions 0132 → 1, 0154 → 2, 0264 → 3, 1375 → 4, 2376 → 5, 4576 → 6.
For the three loops that include vertex 0, namely the loops 0132, 0154, and 0264, the pseudo-orthogonal transformations give:
with
where p i = ±1 are sign factors, and
is a pseudo-orthogonal matrix, with ϑ i 's being rapidities which can take values from −∞ to ∞. The other three loops which include vertex 7 then give:
Equations (66) overdetermine the formsĀ 37 ,Ā 57 andĀ 67 because there are two equations for each of them. For example, substituting (63) into (66) we find two expressions forĀ 37 in terms of the forms that we consider linearly independent:
If we assume that the three formsĀ 01 ,Ā 02 andĀ 04 are linearly independent, then the coefficients near these forms in Eqs. (67) and (68) should be the same, which gives three conditions on ϑs:
This is a system of three equations with five variables (s i and c i are viewed as the same variable), but one equation turns out to follow from the other two. Therefore, there are three rapidities that we can consider as independent parameters of the model and derive other rapidities from them. Let us simplify the information that is contained in Eqs. (69)-(71). From Eq. (69), we have c 5 = c 2 c 4 /c 3 . From Eq. (70), we have s 5 = (s 2 c 4 + s 1 s 4 )/c 1 . Plugging these two expressions into Eq. (71), we get:
which is equivalent to
where we used c 2 1 − s 2 1 = 1. Let's now introduce the hyperbolic tangents:
In terms of τ i , the functions s i and c i are expressed as:
Plugging these into Eq. (73), we get an expression of τ 4 in terms of τ 1 , τ 2 and τ 3 :
.
Now we note that our graph in Fig. 6 possesses a 3-fold rotation symmetry about the line connecting vertices 1 and 7. Therefore, the expressions forĀ 67 andĀ 78 can be directly obtained from those forĀ 37 (Eqs. (67) and (68)) by exchanges of indices according to this symmetry.Thus, we find the expressions for τ 5 and τ 6 in terms of τ 1 , τ 2 and τ 3 :
The sign factors p i are also not all independent, and they satisfy:
Note that in the analysis above we assumed linear independence ofĀ 01 ,Ā 02 andĀ 04 , and the space of theĀ forms is 3-dimensional. We did also consider the case when not all ofĀ 01 ,Ā 02 andĀ 04 are linearly independent. Then the dimension of the space of theĀ forms has to be 2 due to the good family assumption. In this case, all the rapidities can be taken as independent parameters, and we tried to solve for all theĀ forms, but we found that the equations always lead to a contradiction. This indicates that there are no intrinsic 2-dimensional families on the cube graph. Namely, any 2dimensional family on the cube can be obtained trivially from a 3-dimensional family that we just described by restricting to a 2-dimensional subspace.
Summarizing, we found that the cube connectivity graph describes a 3-dimensional MTLZ family, which is parametrized by nine parameters of three independent 1forms:Ā 01 ,Ā 02 , andĀ 04 plus three independent LZ parameters: γ 01 , γ 02 and γ 04 plus three independent rapidity parameters, or rather their hyperbolic tangents: τ 1 , τ 2 and τ 3 , whose values should keep other such variables, τ 4 , τ 5 and τ 6 within the range (−1, 1). There is one trivial choice of the rapidities: τ i = 0 for all i. We verified that this case corresponds to a trivial model that is composed of three independent 2×2 LZ Hamiltonians:
The transition probability matrix [7] is then a direct product of three 2×2 LZ probability matrices:
where p 1 = e −2πγ 01 , p 2 = e −2πγ 02 , p 3 = e −2πγ 04 , q 1 = 1 − p 1 , q 2 = 1 − p 2 , and q 3 = 1 − p 3 . (Note that here p i are probabilities instead of sign factors, although we use the same notation for both.)
Are there nontrivial cases in addition to (80)? The answer is yes -at least one such case, the γ-magnet, has been found [11] . The connectivity graph for the γ-magnet [11] with N spins is the N -dimensional hypercube, and it is a cube at N = 3. Given the large set of parameters described above, it is natural to ask whether there are more solutions on the cube graph. In the next subsection, we show that the family of solutions on cube is actually very rich.
B. Classification of solutions on cube
Let us now outline the strategy to classify different Hamiltonians that correspond to different transition probability matrices within the same cube family. In what follows, we assume that the reader is familiar with section 8 from Ref. [7] .
According to [1] , for a MTLZ model (3), if we choose a linear time path via the substitution
with arbitrary parameters v i and ε i , then (3) reduce to a multistate LZ model (1) with the Hamiltonian
This property provides a way to generate multistate LZ Hamiltonians. According to [1, 7] , a scattering problem for the MTLZ model can be solved by a WKB-like approach. For evolution along the path (82) from t = −∞ to t = ∞, the path can be deformed to a path P ∞ along which |x| is always large. The path P ∞ goes through a series of adiabatic regions, within which the adiabatic energy levels are well separated. These adiabatic regions are separated by hyperplanes which correspond to pairwise degeneracies of the diabatic energy levels of the Hamiltonians H i . The positions of these hyperplanes are determined by the conditionsĀ ab j x j = 0. We can label a hyperplane by the indices ab.
When P ∞ goes across the hyperplane ab, the scattering matrix experiences a jump described by a "connecting matrix". It is a unit matrix except for the 2×2 block for the levels a and b, which coincides with a scattering matrix for a 2 × 2 LZ model where γ ab enters as a parameter (see Eq. (87) in [7] ). The direction when P ∞ crosses the hyperplane ab also influences the connecting matrix -if we denote the connecting matrix when P ∞ goes from aĀ ab j x j > 0 region to aĀ ab j x j < 0 region as S ab , then the connecting matrix will become (S ab ) † when P ∞ takes the opposite direction. The scattering matrix of the whole evolution is then a product of a series of adiabatic evolution matrices and LZ matrices ordered along the path P ∞ . It has been shown [1, 7] that the adiabatic evolution matrices produce phase factors that always cancel out in the expressions of transition probabilities for the whole evolution, and the connecting matrices completely determine the transition probabilities. Here we will apply this approach to the cube graph.
Generally, each of the 3 independent 1-formsĀ 01 ,Ā 02 , and A 04 will have three arbitrary components in dx 1 , dx 2 and dx 3 . We will define new coordinates dx 1 , dx 2 and dx 3 such that
This corresponds to performing a linear transformation on the coordinate system. Now the three 1-forms carry no free parameters but parameters v i and ε i from (82) are used instead. After this transformation, all theĀ ab forms are completely determined by the rapidities τ 1 , τ 2 , τ 3 (or, more precisely, the rapidities and the sign factors p i ), so the positions of hyperplanes depend only on the rapidities and not on other parameters in the list. The parameters v i (i = 1, 2, 3), on the other hand, determine which adiabatic regions the evolution starts from and end with. The parameters ε i (i = 1, 2, 3) give shifts to the energy constants on the diagonal entries of H(t), and they do not affect transition probabilities. Finally, the LZ parameters γ 01 , γ 02 and γ 04 enter only as parameters of the connecting matrices and determine values of transition probabilities, but they do not influence the structure of the transition probability matrix. Let us now sketch how one can perform the classification of different behavior within the family of solvable models. We first make a choice of τ 1 , τ 2 , and τ 3 , and calculate all theĀ ab forms using Eqs. (63), (66), and (75)-(78). We then find the position of any hyperplane ab by solvingĀ ab j x j = 0. For a 3-dimensional MTLZ family like the cube model, the hyperplanes are 2D planes passing the origin of the 3D space spanned by x 1 , x 2 , and x 3 . If we draw a sphere S 2 in this 3D space, these planes will intersect the sphere along great circles. We will label a great circle also by ab. Each great circle ab separates the sphere into two hemispheres, one with A ab j x j > 0, and the other withĀ ab j x j < 0. Since there are twelve different nonzeroĀ ab forms, there are twelve such great circles. Altogether, they decompose the sphere S 2 into a number of cells, and each cell corresponds to an adiabatic region. Let's now choose the radius of S 2 to be large. Recall that we are considering evolution along the path P t (Eq. (82) ) which is deformed to P ∞ . The evolution path P t intersect the sphere S 2 (with a large radius) at two points which lie in two cells. We will call them the initial and final cells for a given evolution path. (Note that, on the sphere S 2 , these two cells are always at positions opposite to each other.) Once we make a choice of v i (i = 1, 2, 3), the initial and final cells are fixed. We then deform P t to P ∞ while keeping its two intersecting points with the sphere S 2 fixed. P ∞ can be chosen to run on S 2 , where it becomes a path threading a number of cells. Adiabatic evolution takes place within a cell, but not when it goes from one cell to another.
Consider now a segment of P ∞ that connects two neighboring cells separated by the great circle ab. When going along this segment,Ā ab j x j changes sign, and evolution along this segment contributes to the scattering matrix a connecting matrix S ab or (S ab ) † with the parameter γ ab , as described in Ref. [7] . We can then choose a path that connects the initial and final cells, and write all the connecting matrices between the neighboring cells along this path, and then obtain the transition probability matrix for the whole evolution. The way to choose this path is not unique but the final scattering matrix does not depend on this choice [1] . We also note that if v i is changed but the initial cell remains the same, then the final scattering matrix also remains the same, since evolution within a cell is adiabatic. Thus, the choice of parameters v i is reduced to a choice of the initial cell. Figure 7 is an example of a cell decomposition plot for some choice of τ 1 , τ 2 and τ 3 on the cube geometry. To show the decomposition in a planar figure, we perform a stereographic projection which transforms a sphere S 2 to a plane. A great circle on the sphere then transforms either to a circle or a straight line on the plane. There are totally ninety eight cells, and each of them can be chosen as the initial cell of an evolution. Once we computed transition probabilities of all these evolutions, we find all possible solutions at a given choice of τ 1 , τ 2 and τ 3 .
For computing transition probabilities, it is convenient to draw a graph dual to the cell decomposition plot. In such a dual graph, each cell is represented by a vertex, and each pair of two neighboring cells are connected by an edge, which is dual to the segment of the great circle that separates the two cells. If that great circle is labelled by ab, we will associate to the edge the connecting matrix S ab (which is a function of γ ab ). We also define an orientation on each edge -on an edge crossing the big circle ab, we put an arrow which points from theĀ ab j x j > 0 side to theĀ ab j x j < 0 side. On the dual graph, a path of an evolution becomes a path of connected edges. Each edge contributes to the overall scattering matrix a factor S ab (or (S ab ) † ) if the path goes in (or opposite to) the direction of the arrow. We can then directly read out the series of connecting matrices for that evolution. Besides, the dual graph reveals symmetric structures of the cells, which allow us to calculate the transition probabilities for only a portion of the choices of initial cells and obtain the transition probabilities for the remaining choices by symmetry.
We worked out cell decompositions and the corresponding dual graphs for several different choices of τ 1 , τ 2 and τ 3 , with all sign factors p i positive. We considered three cases whose structures of cell decompositions were different: 1) When all τ i (i = 1, . . . , 6) are positive (the cell decomposition in Fig. 7 belongs to this case). 2) When τ 1 < 0, τ 2 , τ 3 > 0 and τ 4 , τ 5 , τ 6 > 0 (namely, when one τ i is negative). 3) When τ 1 < 0, τ 2 , τ 3 > 0, τ 4 < 0 and τ 5 , τ 6 > 0 (namely, when two τ i 's are negative).
A simultaneous change of signs of two of τ 1 , τ 2 and τ 3 leads to sign changes of two of τ 4 , τ 5 and τ 6 and leaves their amplitudes unchanged, as can be seen from Eqs. (76)-(78). This fact results in the cell decomposition plot to be just a reflection of the plot before the simultaneous sign change. For example, for the choice τ 1 = −0.5, τ 2 = −0.3 and τ 3 = 0.4, which is the choice in Fig. 7 with the signs of τ 1 and τ 2 flipped, the cell decomposition plot becomes a reflection of Fig. 7 about the vertical axis. We checked that all transition probability matrices remain unchanged as compared to those before the flips of signs of τ 1 and τ 2 . Since all choices of τ 1 , τ 2 and τ 3 can be connected to either one of τ 1 , τ 2 and τ 3 being negative or all of them being positive by such a simultaneous flip, the three cases described above should eliminate all possibilities of values of τ i . We also checked a case when one sign factor from p i (i = 1, 2, 3) becomes negative. The cell decomposition plot turns out to be identical to the one before the sign flip, and we also checked that all transition probability matrices remain unchanged. We note that only the topology of the cell decomposition influences the transition probability matrices. This is why a cell decomposition plot can be viewed as a dual graph. For the considered choices of τ 1 , τ 2 and τ 3 , we calculated all transition probability matrices. We found that, up to permutation of levels and exchange of indices in p 1 , p 2 , p 3 and q 1 , q 2 , q 3 , there were totally seven types of the transition probability matrices, which we summarized in Table. I. We distinguish the transition probability matrices by the number of zeros in their lower triangular part (the number of zeros in the whole matrix is twice this number, since the matrix is always symmetric and all diagonal entries are nonzero). Possible numbers of zeros are: 0, 6, 8, 11, 12, 16. The type 1 (no zeros) contains, in particular, the trivial direct product case, whose transition probability matrix looks like Eq. (81). Besides, we checked that type 3 (eight zeros) contains a direct product of the transition probability matrices of a 2 × 2 LZ model and an N = 2 γ-magnet. Among the other five tipes, the type 7 (sixteen zeros) corresponds to the N = 3 γ-magnet [11] . Types 5 and 6 both have twelve zeros but their distributions of zeros are different, so these types are not equivalent to each other. An example of the transition probability matrices for type 2 (six zeros) is:
and an example for type 3 (eight zeros) is
These matrices show some common features which are also observed in all the 7 types. Namely, all entries are monomials of p 1 , p 2 , p 3 , q 1 , q 2 and q 3 with degrees no larger than 3. All diagonal elements are identically p 1 p 2 p 3 , which means that the probability to stay in any level is always p 1 p 2 p 3 . The transition probabilities between two levels that are directly coupled are always nonzero. For example, consider the transition probabilities from level 0, given by the entries in the first column of a matrix. Recall that the corresponding vertex 0 is connected to vertices 1, 2 and 4 (see Fig. 6 ), which means that there are nonzero couplings between level 0 and levels 1, 2 and 4 in the Hamiltonian. We observe that the transition possibilities to these three levels are never zero in all 7 types, whereas transition possibilities to the other four levels can be zero (they are indeed all zero in the 16-zero (γ-magnet) case).
Here we make a remark related to Ref. [11] . There, the γ-magnet was presented as an illustration of a phenomenon called dynamic spin localization (DSL) -for a system of spins 1/2. After a linear sweep of the magnetic field, the final state always ends up close to the initial state in the sense that at most one spin flips. This is visualized in the transition probability matrix by the zero entries for the probabilities corresponding to flips of more than one spins. We can thus interpret the number of zeros in a transition probability matrix as a measure of the strength of DSL. Our classification of solutions on cube shows a series of transition probability matrices with numbers of zeros increasing from 0 to that of the γ-magnet. Thus, the cube model provides a series of Hamiltonians with increasing degrees of DSL, from no DSL (direct product case) to strongest DSL (the γ-magnet).
It is clear now that there must be a rich set of solvable models on the hypercube graphs with dimensions D > 3. Given the worked out cases with D = 2 and D = 3, we can speculate that for D > 3 the highest dimension of the MTLZ family is also D, i.e., it contains D independent Hamiltonians. This family contains the trivial model of D independent spins, which is obtained if we set all rapidities to zero. We leave this conjecture without proof, as well as leave the question open about the existence of other families for hypercubes with D > 3.
VII. FAN
In addition to cube, we explored connectivity graphs with other topology for possibilities to satisfy the integrability conditions. We found that we can satisfy the integrability conditions for the "fan" model that we show in Fig. 8 . This model contains m + 2 vertices, with m vertices {a 1 , . . . , a m } all connecting to two other vertices b 1 and b 2 but not connecting among themselves. Later we will refer to these two types of vertices as a-vertices and b-vertices, respectively. We found that this model corresponds to a 2-dimensional family that has been already studied by us in [7] .
Let's identify all allowed orientations on the fan graph. We introduce a convenient notation α j = {b 1 , a j } and β j = {b 2 , a j } for j = 1, . . . , m. Suppose that one of the avertices, say a 1 , is intermediate. By considering 4-loops (α 1 , β 1 , β k , α k ) we see that all a k are intermediate and if b 1 is a source/sink in one of the loop-generated graphs it is a source/sink in all others. This implies that b 1 and b 2 is a source and a sink, respectively, or vice versa; in other words there is a unique orientation of this kind up to a permutation of b 1 and b 2 . Suppose now that a 1 is not intermediate, so, say it is a source. By the same argument as the one just above we see that any other a j is either a source or a sink. This implies that up to a permutation of a-vertices there are m possible orientations of this kind, labeled by 1 ≤ l ≤ m, with a 1 , . . . , a l and a l+1 , . . . , a m being sinks and sources, respectively. The described orientations are referred to as type-I and type-II orientations, respectively, and they are shown in Fig. 8(a) and (b), respectively.
We are now in a position to identify all solutions of Eq. (27) for the graphs of the type ofΓ ab , by applying the classification of solutions for 4-loop generated graphs. To that end we note all 4-loops of the considered graphs are parameterized by pairs of distinct a-vertices, i.e., by ordered pairs (j, k) with 1 ≤ j < k ≤ m that represent the loops (α j , β j , β k , α k ). De-notingĀ j = (Ā αj ,Ā βj ), we apply the properties of the local solutions to obtain
with U jk being 2 × 2 matrices which are orthogonal or pseudoorthogonal, and the second set of equalities are the consistency conditions. We can eliminate all consistency conditions by parameterizing a solution by a set (U m,m−1 , . . . , U 21 ) of matrices with the others explicitly expressed by
Since all U jk matrices belong to the orthogonal or pseudoorthogonal group, implementation of Eqs. (88) is an easy task.
In the rest of this section we will view the fan graph as an entire graph, and find an explicit solution of Eq. (28). We start with demonstrating that type-I orientation shown in Fig. 8(a) does not support non-trivial solutions. Indeed, for a pair of a-vertices, say a j and a k , the r.h.s. of Eq. (28) has two terms, and, combined with Eq. (33), we derive
and to have a nontrivial solution we should set all sign factors r jk = −1. This leads toĀ αj ∧Ā α k = −Ā βj ∧Ā β k for any j and k. For type-I orientation all 4-loops are non-bipartite, so (due to Eqs. (36) and (37)) we haveĀ αj ∧Ā βj = −Ā α k ∧Ā β k for all distinct pairs. This leads to contradictions for m ≥ 3 (when there are at least three a j vertices), sinceĀ α1 ∧Ā β1 = −Ā α2 ∧Ā β2 andĀ α1 ∧Ā β1 = −Ā α3 ∧Ā β3 togeither would implyĀ α2 ∧Ā β2 =Ā α3 ∧Ā β3 . So there are no non-trivial solutions.
We now apply the same kind of analysis to the type-II orientation case shown in Fig. 8(b) . Without loss of generality, we set all vertices a j with 1 ≤ j ≤ l and l + 1 ≤ j ≤ m to be sinks and sources, respectively, as shown in Fig. 8(b) . Since all graphs produced by 4-loops that include a k and a j with 1 ≤ k < j ≤ l (sink region) or l + 1 ≤ k < j ≤ m (source region), respectively have bipartite orientation, the matrices U jk in this range are of the type given by Eq. (41), so that Eq. (89), where, due to the chosen notation (compare Eq. (41) with Eq. (42)), r jk should be replaced byr jk , impliesr jk = −1. According to Eq. (43), we then have r jk = 1 in the aforementioned range, so that
A similar consideration for the 4-loop that includes a l and a l+1 , which has a non-bipartite orientation yieldsĀ α l ∧Ā β l = A α l+1 ∧Ā β l+1 , and Eq. (90) can be extended bȳ The overall sign factors p j+1,j , for j = 1, . . . , m − 1 can be chosen in an arbitrary way.
Note that, according to the way Eq. (41) and Eq. (42) are represented in terms of ordering of the edges, we have U l+1,l = p l+1,l U (ϑ l+1,l )σ = p l+1,l σU (ϑ l+1,l ), U j+1,j = p j+1,j U (ϑ j+1,j ), for 1 ≤ j ≤ m − 1, and j = l,
where σ = σ x is the 2 × 2 permutation matrix, and U (ϑ) has a form of Eq. (41) with p = r = 1. Also note that for Eq. (93) to be satisfied we should have l = 1, m. Summarizing, for a fan graph, a solution of the system of equations that represents the integrability conditions for a linear multistate LZ family is completely parameterized by the following data: (i) An integer number l with 1 < l < m, (ii) a set (p j+1,j = ±1 | j = 1, . . . , m − 1) of sign factors, (iii) a set (ϑ j+1,j ∈ R | j = 1, . . . , m − 1) of rapidities, and (iv) a set (γ j > 0 | j = 1, . . . , m) of strictly positive LZ parameters that satisfy the constraint
so that, denotingĀ j = (Ā αj ,Ā βj ), we havē Finally, we would like to mention also the types of graphs for which we checked that the integrability conditions cannot be satisfied. The first such a graph is shown in Fig. 9 . We called it a "double-fan", since it can be viewed as two fans intertwining with each other. Note that this graph can be obtained if we replace two edges of a cube by two diagonal links.
VIII. GRAPHS THAT DO NOT SUSTAIN INTEGRABLE FAMILIES
The analysis for this graph goes as follows. First, we assume that the 4-loop 1234 is non-bipartite, say vertex 1 is a source, 3 is a sink, and 2, 4 are intermediate. Then the fan with b-vertices 1 and 3 is of type-I. Consider the length-2 paths condition (Eq. (28)) between vertices 2 and 6, we see thatĀ 12 ∧Ā 16 = −Ā 23 ∧Ā 36 , and since loop 1236 is nonbipartite, we haveĀ 12 ∧Ā 23 = −Ā 16 ∧Ā 36 . Similarly, condition (28) between vertices 2 and 8 givesĀ 12 ∧Ā 23 = −Ā 18 ∧Ā 38 , and condition (28) between vertices 6 and 8 gives A 16 ∧Ā 36 = −Ā 18 ∧Ā 38 . But these three equations are con- In principle, our analysis does not exclude the possibility that MTLZ families can be constructed on graphs that contain longer than 4-edge loops. An example of such a candidate is shown in Fig. 10 , which we call the "double-pentagon" graph. However, our analysis shows that it does not sustain a solution. Indeed, in Fig. 10 , let's consider the fan graph made by vertices 1, 2, 3, 6, 7 and 8. We will call it "fan (2,7)", since its b-vertices are 2 and 7. This fan can be viewed as being composed of three 4-loops: the 4-loop 1237 belongs solely to this fan, and the 4-loop 1267 and the 4-loop 2378 are shared by the neighboring two fans. According to arguments of the previous section, this fan is of either type-I or type-II. Let's first consider the case when the fan is of type-I, so all the 4loops of this fan are non-bipartite. We will try to get relations of theĀ forms in loop 2378. To do so we first note that vertices 1 and 3 are connected by only two length-2 paths, sō A 12 ∧Ā 23 = −Ā 17 ∧Ā 37 . Since loop 1237 is non-bipartite, we haveĀ 12 ∧Ā 17 = −Ā 23 ∧Ā 37 . In loop 1287, similarly we getĀ 12 ∧Ā 17 = −Ā 28 ∧Ā 78 . These two equations togeither lead toĀ 23 ∧Ā 37 =Ā 28 ∧Ā 78 . Since loop 2378 is non-bipartite, we further getĀ 23 ∧Ā 28 =Ā 37 ∧Ā 78 . If fan (2,7) is of type-II, we can follow the same steps to obtain relations forĀ forms in loop 2378. There are three cases: Case 1. When fan (2,7) is of type-I:
A 23 ∧Ā 37 =Ā 28 ∧Ā 78 ,Ā 23 ∧Ā 28 =Ā 37 ∧Ā 78 . (97) Case 2. When fan (2,7) is of type-II and loop 2378 is nonbipartite:
A 23 ∧Ā 37 = −Ā 28 ∧Ā 78 ,Ā 23 ∧Ā 28 = −Ā 37 ∧Ā 78 .
(98) Case 3. When fan (2,7) is of type-II and loop 2378 is bipartite:
A 23 ∧Ā 37 =Ā 28 ∧Ā 78 ,Ā 23 ∧Ā 28 = −Ā 37 ∧Ā 78 .
We can perform exactly the same argument for all other fans inside the double-pentagon graph, especially for the fan made by vertices 2, 3, 4, 7, 8, 9 (denote it as "fan (3,8)"): Case 1. When fan (3, 8) is of type-I:
A 23 ∧Ā 37 =Ā 28 ∧Ā 78 ,Ā 23 ∧Ā 28 =Ā 37 ∧Ā 78 .
Case 2. When fan (3, 8) is of type-II and loop 2378 is nonbipartite:
Case 3. When fan (3, 8) is of type-II and loop 2378 is bipartite:
A 23 ∧Ā 37 = −Ā 28 ∧Ā 78 ,Ā 23 ∧Ā 28 =Ā 37 ∧Ā 78 .
We see that the two sets of relations forĀ forms are consistent only when both fans (2,7) and (3, 8) are of type-I, or when both fans (2,7) and (3, 8) are of type-II and loop 2378 is non-bipartite. However, neither of these two situations is possible. If fan (2,7) is of type-I, then vertex 2 is either a source or a sink, so fan (3, 8) Note that for any other graph which has the same structure as Fig. 10 but with the two pentagons replaced by two polygons with any larger number of edges (e.g. a "double-hexagon" graph), the same argument can be applied to show that it also does not support solutions. We also considered several other graphs. For the "square with ears" graph in Fig. 11 , the "Möbius ladder" graph in Fig. 12 , and the "cube+1" graph in Fig. 13 which is constructed by connecting one diagonal on the cube graph, we analyzed all possible orientations and found that trying to satisfy all integrability conditions always lead to contradictions. We also checked certain orientations of the "cube+2" graph in Fig. 14 and the "cube+3" graph in Fig. 15 constructed by connecting two or three diagonals on the cube graph, and did not find solutions but we did not pursue the rigorous no-go proof in these two cases.
The numerous "no-go" examples suggest that the hypercube, the fan family, as well as their various deformed direct products [7] , are the only independent MTLZ families that are possible. We leave such conjectures for future studies.
IX. DISCUSSION
The multitime Landau-Zener model (2), when it is supplemented with integrability conditions (14)-(16), defines a set of high order linear ordinary differential equations, whose solutions can be well described analytically and classified. Therefore, it is convenient to think about this model as defining a new special function that generalizes the 2nd order parabolic cylinder function. Thus, the model (2) has one irregular singular point at t = ∞ as the parabolic cylinder equation, and hence shares similar analytical properties with it. There are several other properties of the MTLZ model that characterize it as defining a physically useful special function:
(i) It describes quantum mechanical evolution that represents a broad physically interesting type of processes. Importantly, the MTLZ model defines not a single model but rather a large class of solvable equations. For most of the allowed values of parameters, physical meaning of the Hamiltonian, e.g., the interpretation in terms of interacting spins, is yet to be found. However, the analytical description of the timedependent evolution can be developed in advance, as it happened with many commonly used special functions.
(ii) As for many standard special functions, it is possible to connect asymptotic behavior of our solutions at t → ±∞. At least several other properties, such as the presence of a specific number of exact eigenvalue crossing points, are possible to prove analytically. It is also likely that a solution for arbitrary time can be found in terms of contour integrals, as it was shown for multistate LZ models that are related to the Gaudin magnet family [2] .
(iii) The Hamiltonian (2) is sufficiently simple, so one can use it as a compact definition of the set of free parameters of a special function.
(iv) The simplicity of an analytical solution usually matters for applications in physics. The transition probabilities in the models from the MTLZ families are expressed in terms of elementary functions of the model's parameters [7] . In this sense, behavior of our systems are often much easier to understand than, e.g., physics of stationary models that are solvable by the Bethe ansatz.
By no means the MTLZ family exhausts the class of solvable multistate LZ models. A simple counterexample is the Demkov-Osherov model that belongs to a family whose all other independent Hamiltonians depend nonlinearly on timelike variables [2] . The present article shows rather that by restricting the multi-time dependence of the Hamiltonians to relatively simple functions of all time variables, it is possible to fully classify and achieve a very detailed understanding of behavior of the scattering matrix for any given number of interacting states. The program that we described can be, in principle, fully automated using mathematical software for symbolic calculations.
Interestingly, even after achieving a complete classification up to some finite N of interacting states, it remains hard to identify the cases with presently useful physical interpretation. Partly, this is because the notion "physically useful" is yet to be defined more precisely, and this is another open question that should be answered. Thus, even for a square graph, the physically interesting γ-magnet Hamiltonian appeared at a nontrivial value of the rapidity variable. We did not explore how to separate such particularly interesting models from the rest of the family.
Historically, most of the commonly known special functions were studied for the possibility to understand the equations that had these functions as solutions. Only later has this knowledge found many applications in physics. Therefore, we suggest that the new families of integrable models must be studied for their own sake, as they define new special functions that will be needed for the future research on strongly interacting quantum systems.
A ac , andĀ ab ⊗Ā ac +Ā ac ⊗Ā ab . LetĀ bc = λ bĀ ab + λ cĀ ac , for some numbers λ b and λ c . Then Eq. (A1) leads to s ab + s bc λ 2 b Ā ab ⊗Ā ab + s ca + s bc λ 2 c Ā ac ⊗¯A ac + s bc λ b λ c (Ā ab ⊗Ā ac +Ā ac ⊗Ā ab ) = 0.
(A2)
Obviously, at least one coefficient in the linear combination in Eq. (A2) is nonzero, which contradicts the linear independence of the three quadratic forms in Eq. (A2). So we are left with the only option that any pair of forms amongĀ α ,Ā β , and A µ is linearly dependent, which contradicts the good family assumption. Therefore we conclude that a length 3 loop does not exist. 
Since at least one of the coefficients in the linear combination of 6 quadratic forms in the r.h.s. of Eq. (A4), which are linearly independent by assumption, is nonzero, we obtain a contradiction. Therefore we are left with two options: the vector space spanned on four linear forms {Ā α ,Ā β ,Ā µ ,Ā ν } has dimension 1 or 2. Dimension 1 contradicts the assumption of a good family, so that the dimension of the aforementioned space is 2, which completes the proof.
Property (ii) restricts the geometry of the connectivity graph of integrable models to have no loops with only three edges. Property (iii) is important because according to the integrability condition (28) every node should belong to some 4-loop of the graph.
