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1. Einleitung  
 
Für schnelle CPUs hat sich die Speicher- und I/O-Anbindung zu einem Flaschenhals 
entwickelt. Die Taktfrequenz der CPUs hat sich von 1978 mit 4,77 MHz auf bis zu 3 GHz 
erhöht. Da in der gleichen Zeit die Datenbusbreite von 16 auf 64 Bit gestiegen ist, kann ein 
aktueller Prozessor rund 2500 Mal mehr Daten pro Sekunde übertragen. Im Vergleich dazu ist 
die Steigerung in der I/O-Anbindung vom ISA-Bus mit 8 Bit und 4,77 MHz zu PCI-X mit 64 
Bit und 133 MHz geradezu marginal, es entspricht nur einer rund 220fachen Beschleunigung. 
 
Die langsame I/O-Anbindung ist aber nicht nur beim Zugriff auf Erweiterungskarten 
bemerkbar, sondern auch beim Datenaustausch zwischen Mainboardkomponenten, da dort 
auch zum Teil Standardbusse Verwendung finden. 
 
Deshalb wurden von mehreren Herstellern proprietäre Lösungen entwickelt. Dies führte zu 
sehr hohen Entwicklungskosten und zugleich zu Inkompatibilitäten. Mit der Gründung des 
HyperTransport-Konsortiums wurden diese Nachteile durchbrochen und es wurde ein 
Universalbus entwickelt, der im Allgemeinen eine Punkt-zu-Punkt-Verbindung zwischen 2 
Bausteinen realisiert. Zur Zeit dient er ausschließlich dazu, 2 Chips auf einem Board zu 
verbinden, die Daten bewegen sich vom Prozessor über den Bus zu Interface-Bausteinen, die 
die HyperTransport-Signale  für die jeweilige Schnittstelle (z.B. Inifiniband, PCI-X, 10GB-
Ethernet) wandeln. 
 
Ein weiterer Grund für die Entwicklung der Technologie ist der Markt der eingebetteten 
Systeme. Da diese aus Kostengründen auf Standardbusse zurückgreifen,  waren die 
Leistungsmöglichkeiten durch die langsamen Anbindungen stark beschränkt. HyperTransport 
ermöglicht hier einen sehr großen Fortschritt. 
 
Das Konsortium ( http://www.hypertransport.org )  wurde im Juli 2001 gegründet und 
zeichnet sich für die Entwicklungssteuerung des neuen I/O-Busses aus. Die Mitglieder 
stammen aus den verschiedensten Bereichen, zu nennen sind z.B. AMD, Apple, Nvidia, sgi, 
Sun, aber auch Firmen aus dem Netzwerkbereich wie Broadcom oder Cisco. 
Im Januar 2003 wurde z.B. die finale Spezifikation 1.05 für den offenen I/O-Standard vom 
HyperTransport-Konsortium veröffentlicht. 
 
Die wichtigsten Designziele bei der Entwicklung waren: 
- variable Geschwindigkeit und Busbreite 
- hohe Bandbreite bei gleichzeitig niedriger Latenzzeit 
- einheitlicher Bus und gemeinsames Protokoll für alle Verbindungen auf dem 
Mainboard 
- je nach Richtung unterschiedliche Geschwindigkeit 
- kostengünstiges Chip-Interface, möglichst wenige Leitungen 
- geringer Energieverbrauch 
 
 
 
 
 
 
 
 
 
 
Bild 1 
 
 
1.) Front-Side Bus 
2.) Speicher Interface 
3.) Chip-to-Chip Verbindung 
4.) I/O-Erweiterungen für andere Bussysteme 
 
 
 
 
 
2.  Kurzer Überblick über die Technologie 
 
Feature/Funktion HyperTransport-Technologie 
Bustyp Duale, unidirektionale Punkt-zu-Punkt-Verbindung 
Busbreite 2, 4, 8, 16, 32 Bit 
Protokoll Paketbasiert; alle Pakete sind Vielfache von 4 Byte (32 
Bits); Pakettypen sind Request-, Response- und 
Broadcast-Pakete; alle von ihnen können Befehle, 
Adressen oder Daten enthalten 
Bandbreite  bis zu 12,8 Gigabyte pro Sekunde 
Taktfrequenz 200, 300, 400, 500, 600, 800 MHz 
Duplex Voll 
Max. Paketlänge 64 Byte 
Power Management ACPI-kompatibel 
Signalpegel 1,2 Volt erweitertes LVDS (Low-Voltage Differential 
Signaling) mit 100 Ohm differenzieller Impedanz 
Multiprozessor 
Unterstützung 
Ja 
Umgebung Inside the box 
 
Bei HyperTransport werden die Daten bei steigender und fallender Taktflanke übernommen, 
deshalb ist die  Datenfrequenz doppelt so groß wie die Taktfrequenz. 
3. Grundlagen der Technologie  
 
3.1. Grundlagen der Signaltechnik (enhanced LVDS)  
 
Die HyperTransport I/O-Verbindung arbeitet mit differenzieller Signalübertragung. Diese 
Technik benutzt 2 Leitungen für jedes Signal. Das Ergebnis ist die Differenz zwischen den 
beiden Signalen. Vorteil diese Methode ist, dass Probleme vermieden werden, die bei sehr 
schnellen parallelen Bussen mit einfacher Signalübertragung auftreten (Interferenz, 
schwingende Signale). 
 
Bei HyperTransport kommt enhanced LVDS (Low Voltage Differential Signaling) zum 
Einsatz. Dieses weist gegenüber LVDS eine Absenkung der Spannung von 2,5 Volt auf 1,2 
Volt auf. Im Zusammenhang mit der 100 Ohm differenziellen Impedanz ist die 
Leistungsaufnahme des Busses deshalb gering. 
 
 
Bild 2: Die HyperTransport-Technologie nutzt enchanced LVDS zur Signalübertragung 
 
 
Die unidirektionale differenzielle Übertragung erscheint zunächst als eine Verschwendung 
von Datenleitungen. Zwei daraus resultierende Vorteile gleichen dies aber mehr als aus. Der 
Strom fließt bei zwei differenziellen Leitungen auf der einen Leitung zum Empfänger, auf der 
anderen, direkt benachbarten, wieder zurück. Dadurch wird der Summenstrom Null, wodurch 
auf Abschirmungen und die vielen Massepins verzichtet werden kann. Die HF-feste 
Stromversorgung wird vereinfacht, und die Anzahl erforderlicher Versorgungspins sinkt, da 
sowohl für ein High- als auch Low-Bit die Stromaufnahme konstant ist. Der zweite Vorteil 
liegt darin, dass dedizierte Ein- und Ausgänge mit viel höherer Frequenz betrieben werden 
können als bidirektionale Universalanschlüsse. 
 
 
3.2. Flexibilität (Kompatibilität mit PCI, PCI-X, IEEE-1394, Infiniband,..)  
 
Die HyperTransport-Technologie ist sehr flexibel in verschiedenen Marktbereichen 
einsetzbar. Sie ist vollkommen Software-kompatibel mit PCI und allen Betriebssystemen, die 
die PCI-Infrastruktur nutzen.  
 
Diese Technologie kann als eine Art Zwischenbus für PCI 66MHz/64-bit und PCI-X basierte 
Systeme genutzt werden. Durch das Tunneln von Daten und den entsprechenden Interface-
Bausteinen können z.B. PCI, PCI 66MHz/64-bit, PCI-X, Gigabit Ethernet, Infiniband mit der 
HyperTransport-Technologie genutzt werden. Ein komplett auf HyperTransport basiertes 
System würde aus einem Prozessor mit einem HyperTransport Host, einem HyperTransport 
Bus (mit Eingangs- und Ausgangs-Link) und verschiedenen I/O-Kanälen, die an dem Bus 
angeschlossen sind, bestehen. 
3.3 Skalierbarkeit (über Frequenz und Datenbreite)  
 
Die Skalierbarkeit ist ein sehr großer Vorteil der HyperTransport Technologie. Die 
Taktfrequenz (400MHz bis 1,6 GHz) und die Datenbreite (2, 4, 8, 16, 32 Bit) können 
individuell angepasst werden. Sogar asymmetrische Konfigurationen mit unterschiedlichen 
Datenbreiten je Richtung sind möglich. 
 
 
3.4. Physikalisches Interface 
 
Auf der untersten Schicht des ISO/OSI-Modells besteht der HyperTransport-Bus aus zwei 
unidirektionalen Punkt-zu-Punkt-Verbindungen. Die Verbindungen lassen sich in den oben 
angegebenen Bereichen skalieren. 
Sowohl Daten als auch Befehle und Adressen werden über dieselben Leitungen in Paketen 
mit Vielfachen von 4 Byte übertragen. Die Unterscheidung zwischen Befehlen mit Adressen 
und Daten wird durch eine eigene Control-Leitung realisiert. Diese ist logisch 1, wenn es sich 
um einen Befehl handelt. 
Als letzte HF-Leitung wird noch ein Taktsignal benötigt. Der Bustakt läuft nur mit der halben 
Datenfrequenz, da bei HyperTransport Daten bei steigender und fallender Taktflanke 
übernommen werden. 
Ein Taktsignal ist für maximal 8 Bit verantwortlich, um Timing-Probleme zu vermeiden, die 
mit steigender Busbreite bei parallelen Bussen auftreten. Bei einem 32 Bit Bus werden also 
noch 4 Taktsignale benötigt.  
Weiterhin werden noch 4 Leitungen benötigt, die im NF-Bereich arbeiten. RESET# ist für die 
Initialisierung und das Rücksetzen des Devices verantwortlich, PWROK gibt an, ob ein 
ordentlicher Takt und eine stabile Spannung verfügbar sind. LDTSTOP# und LDTREQ# sind 
für das Powermanagement (optional) verantwortlich. 
 
Die Bezeichnungen LDTSTOP# und LDTREQ# stammen aus der Zeit, als HyperTransport 
noch als LDT (Lightning Data Transport) bezeichnet wurde.  
 
Durch die Nutzung von enhanced LVDS wird für jedes Bit 2 Pins benötigt, nur PWROK und 
RESET# benötigen jeweils nur einen Pin, da sie im NF-Bereich arbeiten. Daraus ergibt sich 
folgende Tabelle: 
 
 
Verbindungsbreite in Bit (pro Richtung) 2 4 8 16 32 
Daten-Pins (insgesamt) 8 16 32 64 128
Takt-Pins (insgesamt) 4 4 4 8 16 
Control-Pins (insgesamt) 4 4 4 4 4 
Zwischensumme 16 24 40 76 148
Stromversorgung 2 2 3 6 10 
Masse 4 6 10 19 37 
PWROK 1 1 1 1 1 
RESET# 1 1 1 1 1 
Summe aller Pins 24 34 55 103 197
 
Für das optionale Powermanagement sind noch 2 zusätzliche Leitungen (LDTSTOP# und LDTREQ#) 
erforderlich. 
 
 
 
3.5. Konfiguration von HyperTransport I/O-Devices 
 
HyperTransport I/O-Devices mit gleichen I/O-Schnittstellen können ganz leicht verbunden 
werden. Sind die Schnittstellen von unterschiedlicher Breite können sie aber trotzdem leicht 
und direkt verbunden werden. Zusätzliche Input-Pins werden auf logisch Null gelegt, während 
zusätzliche Output-Pins einfach offen bleiben. Durch das RESET# wird die Initialisierung 
eingeleitet, wenn die Control-Leitung logisch NULL ist. Zwei Bausteine senden sich bei der 
niedrigsten Taktfrequenz von 200 MHz zum Test automatisch Bitmuster zu und bestimmen so 
die Verbindungsbreite. Somit ist gewährleistet, dass die Devices schon korrekt miteinander 
kommunizieren können, bevor eine Software-seitige Optimierung vorgenommen wird. Durch 
diesen Automatismus ist ein Start des Systems möglich. Die automatische Anpassung erfolgt 
aber nur mit einer Busbreite von maximal 8 Bit, bei einer asymmetrischen Verbindung wird 
die schmalere Busbreite verwendet. Aus diesem Grund ist beim Start des Systems auch eine 
Software-seitige Optimierung durch Einstellungen des BIOS notwendig. Dabei wird u.a. die 
maximale Taktfrequenz mitgeteilt. 
Die HyperTransport-Devices sind Plug-and-Play-fähig, wodurch sie sich exakt wie PCI-
Devices verhalten. Die Treiber für die Devices sind auch nur auf das jeweilige Device 
zugeschnitten, die Entwicklung ist aber nicht schwieriger als bei PCI-Devices. Um eine 
Portierung zu erleichtern, werden z.B. wie bei PCI alle Devices in einer Kette vom Host aus 
durchnummeriert. 
 
 
3.6. Paketstruktur 
 
Der HyperTransport-Bus ist ein befehlsorientierter Bus, die Übertragung von Daten und 
Kommandos erfolgt in Paketen zu Vielfachen von 4 Byte. Jedes Kommando beginnt mit 
einem 6-Bit großen Befehlstyp-Feld. Die gebräuchlichsten Kommandos sind Read Request, 
Read Response und Write. 
 
Bit Time 7 6 5 4 3 2 1 0 
0   Befehls-Typ 
1         
2 Befehlsspezifische Informationen 
3         
4         
5 Adressen für Lese- und Schreibbefehle 
6         
7         
 
Allgemeines Befehlsformat 
 
 
Will z.B. die CPU Daten von einem Controller lesen, wird an diesen ein 8 Byte großer Read-
Request geschickt, welches u.a. die Adresse und Größe des angeforderten Datenblocks 
enthält. Während die CPU auf eine Antwort wartet, kann sie aber weitere Kommandos 
absetzen. Das 5 Bit große SrcTag-Feld ermöglicht die Unterscheidung der später folgenden 
Antworten. Somit können maximal 32 Transaktionen parallel ausgeführt werden.  
In der unter 3.9. behandelten Netzwerkerweiterungen der ursprünglichen I/O-Spezifikation 
wurde das SrcTag-Feld auf 10 Bit erweitert, wodurch die maximale Anzahl parallel 
ausführbarer Transaktionen von 32 auf 1024 pro Device erhöht wird. 
Ob Antworten sich gegenseitig überholen dürfen oder in einer bestimmten Reihenfolge 
eintreffen müssen, wird durch die Felder PassPW (Pass Posted Writes) und SeqID gesteuert. 
Die UnitID dient zur Identifikation des Device in der Kette, welche die Transaktion auslöst. 
Für die Host Bridge ist immer UnitID 0 reserviert. 
 
 
Bit Time 7 6 5 4 3 2 1 0 
0 SeqID[3:2] Befehls-Typ [5:0] 
1 PassPW SeqID[1:0] UnitID[4:0] 
2 Befehlspez. Informationen SrcTag[4:0] 
3 Befehlspezifische Informationen 
4 Adresse [15:8] 
5 Adresse [23:16] 
6 Adresse [31:24] 
7 Adresse [39:32] 
 
Request-Paketformat mit Adresse 
 
 
 
 
 
Hält der Empfänger die Daten bereit, schickt er ein 4 Byte großes Read-Response. Danach 
folgen sofort die angeforderten Daten. 
 
 
Bit Time 7 6 5 4 3 2 1 0 
0 Daten [7:0] 
1 Daten [15:8] 
2 Daten [23:8] 
3 Daten [31:24] 
4 Daten [39:32] 
5 Daten [47:40] 
6 Daten [55:48] 
7 Daten [63:56] 
 
Daten-Format am Beispiel eines 8-Byte Datenpaket 
 
 
 
 
3.7. Memory Mapping 
 
Um möglichst viele Leitungen einzusparen, wird beim HyperTransport die Kommunikation 
der Devices über zugeordnete Adressbereiche (Memory Mapping) geregelt, wodurch die sonst 
benötigen I/O-Control-Leitungen entfallen. Auch Interrupts werden durch einen 
Schreibzugriff auf eine bestimmte Adresse ausgelöst. 
Die kleinste zu übertragende Datengröße beträgt 4 Byte. Will man aber in einem Register nur 
ein Byte verändern, werden Befehle wie Byte-Write und Byte-Read benutzt. Auch hier 
werden zwar 4 Byte Daten übertragen, aber in dem Befehl ist angegeben, welches Daten-Byte 
zu berücksichtigen ist, die anderen Bytes sind nur zur Ausfüllung des Paketes. 
3.8. Netzwerkerweiterungen der ursprünglichen I/O-Spezifikation 
 
Die HyperTransport Technologie findet auch im Netzwerk- und Kommunikationssegment 
seine Anwendung. Es erlaubt z.B. den Herstellern von Routern, Switches oder anderem 
Netzwerk-Equipment die Anzahl von Ports zu erhöhen und den Durchsatz mit keinen oder nur 
kleinen Änderungen der Software oder der Architektur zu erhöhen. Somit sind die Netzwerk-
Topologien skalierbar und an die jeweiligen Ansprüche anpassbar.  
 
Die I/O-Spezifikation wurde außerdem um einige Netzwerk-Funktionen erweitert: 
 
- Durch ein „Message Passing“-Protokoll und virtuelle Streams können 
zusammengehörige Datenströme vom Start- zum Endpunkt geroutet werden. 
- Durch Hinzufügung von 16 virtuellen Kanälen werden Millionen von individuellen 
Streams und die Fähigkeit SPI 4.2 (Systems Packet Interface) Datenverkehr  zu 
bridgen unterstützt 
- Ein Fehlerprotokoll in Hardware erkennt Fehler in der Übertragung und fordert 
ggf. Daten automatisch neu an. 
- Es werden Peer-to-Peer-Transfers unterstützt, die einen direkten Datenaustausch 
zwischen zwei Devices ermöglichen, ohne über eine Host Bridge laufen zu 
müssen. 
- Unterstützung von optionalen 64-Bit-Adressen, die den 40 Bit großen 
Adressbereich (1TByte) erweitern und selbst sehr große Speichermodelle 
unterstützen (16 Exabyte) 
- Durch die Verbreiterung des SrcTag-Feldes von 5 auf 10 Bit wird die maximale 
Anzahl ausstehender Transaktionen von 32 auf 1024 pro Device erhöht, wodurch 
die Parallelität der Datentransaktionen stark ansteigt. 
- Eine formalisierte Methode zur standardkonformen Definition von Hubs und 
Switches mit der HyperTransport-Technologie, dadurch kann für jeden dieser 
Device-Typen eine Roadmap erstellt werden. 
 
 
 
4. Einsatzmöglichkeiten in verschiedenen Topologien (Switch, Star, Daisy Chain)  
 
Durch den modularen Aufbau kann die Punkt-zu-Punkt-Verbindung zwischen 2 Bausteinen 
mit generischen Device-Typen zum Aufbau beliebiger Topologien (Fabrics) genutzt werden. 
Man unterscheidet 3 Device-Typen: 
 
- Cave:  besitzt nur einen HyperTransport-Link, sitzt am Ende einer Kette und  
 empfängt nur Daten, die für ihn bestimmt sind. 
 
- Tunnel: besitzt 2 HyperTransport-Links, empfängt Daten, filtert die für ihn  
 bestimmten Daten heraus und leitet die fremden Daten für die anderen  
 Devices in der Kette am zweiten Ausgang weiter 
 
- Bridge: besitzt normal 3 HyperTransport-Links, empfängt eigene Daten und leitet  
 fremde Daten über den jeweiligen Link an die passende Kette weiter 
 Sonderfall: Host-Bridge – Ausgangspunkt der Topologie, übernimmt  
 Steuerung 
 
 
P: Primäres Interface 
S: Sekundäres Interface 
 
 
 
 
 
Bild 3: Beispiele von Device-Konfigurationen 
 
 
 
 
Wichtige Topologien sind z.B. die einfache Ketten-Topologie, die Switch-Topologie und die 
Stern-Topologie. 
 
Ketten-Topologie: Durch die Fähigkeit des Tunnelns lassen sich Ketten mit bis zu 32 
unabhängigen Devices aufbauen. Wie oben beschrieben, besitzt ein 
Tunnel-Device 2 HyperTransport-Links und stellt natürlich selbst ein 
eigenes Device mit einer bestimmten Funktion dar. Dadurch lassen sich 
lineare Busstrukuren realisieren. 
  
 
Switch-Topologie:   Ein Switch ist für die Datenübertragung zwischen verschiedenen Ketten  
verantwortlich. Damit lassen sich z.B. Topologien realisieren, in denen 
eine Kette vom Host  isoliert ist, um eine Peer-to-Peer Datenübertragung 
zu ermöglichen. 
In der Switch-Topologie wird ein Switch in eine Kette eingebracht, um 
diese zu verzweigen. Der Switch erscheint für den Host-Controller als 
ganz normales Device in der Kette. Alle Devices, die den Switch als 
Vater haben, erscheinen so, als würden sie zu demselben Bus gehören, 
aber der Switch erlaubt es, den unterschiedlichen Zweigen verschiedene 
Bandbreiten zuzuweisen.  
Der Host kommuniziert direkt mit dem Switch, dieser verwaltet seine an 
ihm angeschlossenen Devices (Tunnel, Bridge, Cave). Jeder Port des 
Switches verfügt über die volle Bandbreite der HyperTransport 
Technologie. Für die an den Switch angeschlossenen Ketten fungiert der 
Switch als Host der Kette. Dies führt z.B. beim Peer-to-Peer 
Datenaustausch einer Kette zu Performancegewinnen. Ein weiterer 
Vorteil ist die Hot-Plug-Fähigkeit: Devices können als Slave an den 
Switch angeschlossen werden, während der Rest der Topologie normal 
weiterläuft.  
 
Stern-Topologie: Die Star-Topologie ermöglicht eine große Flexibilität, die Devices 
werden sternförmig um einen zentralen Host oder Switch angeordnet. 
Eine Doppel-Stern-Topologie ermöglicht z.B. redundante Verbindungen, 
was die Ausfallsicherheit stark verbessert. 
Single-Link Tunnel Bridge mit 
Tunnel 
Bridge ohne 
Tunnel 
 
 
Bild 4: Ketten-Topologie (links) und Switch-Topologie (rechts) 
 
 
 
Ein Vorteil der HyperTransport Technologie liegt in der individuellen Skalierbarkeit der 
Verbindungen. Z.B. würde eine Verbindung von einer CPU zu einem AGP-Tunnel sehr 
schnell und breit ausfallen. Der weitere Weg zur relativ langsamen Southbridge kann 
hingegen weniger schnell ausgelegt werden. 
 
 
 
5. Vereinfachung im Layout  
 
Beim Verbinden von Devices auf dem Board treten bei schnellen parallelen Bussen oft 
verschiedene Leitungslängen auf.  
Da bei HyperTransport ein Taktsignal aber nur für maximal 8 Bit zuständig ist, lassen sich 
diese Unterschiede leichter kompensieren. 
 
 
Bild 5 
 
 
Bei anderen Systemen versucht man die Längenunterschiede der Leitungen durch 
Schlangenlinien auf dem Board auszugleichen. Dies widerspricht aber einem klaren Layout 
und ist wenig effizient. Beim HyperTransport werden Packages mit bestimmten Restriktionen 
gebildet, z.B. ist eine Leitung im Package kürzer als eine andere. Eine Verbindung auf dem 
Board wird durch Auswahl von geeigneten Packages realisiert, die einfach miteinander 
verbunden werden. Dadurch wird der Längenunterschied ausgeglichen, und ein klares Layout 
des Boards bleibt erhalten. 
 
 
 
 
Bild 6: Durch Packaging werden Längenunterschiede ausgeglichen 
 
 
 
6. Einsatz in konkreten Produkten  
 
Die HyperTransport-Technologie führt aber kein Schattendasein als abstrakte Definition, 
sondern sie wird heute in vielen Produkten verwendet. Zwar existieren noch keine 
Erweiterungskarten, wie wir es von PCI-Produkten kennen, aber die Technologie wird als 
Verbindung von Mainboardkomponenten eingesetzt. 
 
 
6.1. Nvidia: NForce2 
Beim Chipsatz NForce 2 von Nvidia wird HyperTransport als Verbindung zwischen North- 
und Southbridge genutzt. Die Verbindung ist mit einer Busbreite von 8 Bit ausgelegt, was 
aufgrund der wenigen Leitungen zu Kosteneinsparungen führt. HyperTransport ermöglicht 
bekanntlich parallele Transaktionen, Nvidia nennt dieses Feature StreamThru. 
 
 
 
 
 
 
 
 
 
Package 1 Package 2 
True 
Complement 
6.2. AMD: Opteron-CPU 
Diese 64-Bit-Prozessoren enthalten eine integrierte Northbridge, die es erlaubt den 
Hauptspeicher direkt anzusprechen. Damit wendet man sich vom Frontside-Bus ab und die 
komplette Kommunikation mit allen Systemkomponenten erfolgt ausschließlich über den 
HyperTransport-Bus. 
 
Bild 7: AMDs neue auf HyperTransport basierte System-Architektur 
 
 
Wie in der Grafik zu sehen ist, kommen hier zwei der von AMD entwickelten Chipsatz-
Komponenten der AMD-8000 Serie zum Einsatz. Diese Serie besteht aus folgenden 
Komponenten, die alle mit der HyperTransport-Technologie arbeiten: 
 
- AMD-8111 I/O Hub 
- AMD-8131 I/O Bus Tunnel 
- AMD-8151 Graphics Tunnel 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
AMD Opteron 
AMD-8151 
Graphics Tunnel 
AMD-8111 
I/O Hub 
7. Unterschiede zu Infiniband 
 
HyperTransport und Infiniband treten nicht unbedingt in Konkurrenz zueinander, sie könnten 
z.B. eine Symbiose bilden. Beide wurden entwickelt, um das allgemeine Problem der 
langsamen I/O-Anbindung zu lösen. HyperTransport für interne I/O-Verbindungen, 
Infiniband für externe I/O-Verbindungen.  HyperTransport  ermöglicht eine schnelle und 
zuverlässige Verbindung von Komponenten in einem Computer, während die Infiniband-
Architektur eine sichere, leicht skalierbare und zuverlässige Vernetzung zwischen Computern 
ermöglicht.  
 
Eine Vernetzung von Servern mit Infiniband wäre aber ohne den Einsatz von HyperTransport 
in den Servern selbst wenig Erfolg versprechend, da sonst die internen Verbindungen zum 
Flaschenhals würden und der mögliche Durchsatz der Infiniband-Architektur ungenutzt 
bliebe. 
 
Ein weiterer Unterschied ist das mögliche Anwendungsgebiet. HyperTransport kann in allen 
Systemen verwendet werden, sei es vom kostengünstigen eingebetteten System, über Billig-
PCs zu High-End-Servern. Infiniband zielt auf eine Anwendung in schnellen und teuren 
Speicher- und Servernetzwerken ab. 
 
 
 
8. Zusammenfassung 
 
Die HyperTransport-Technologie ermöglicht eine Punkt-zu-Punkt-Verbindung zwischen 2 
Devices und einen schnelleren Datenaustausch als bisherige Technologien. Es wurde als 
Universalverbindung entwickelt, um die Anzahl verschiedener Busse zu verringern. Durch 
den einheitlichen Bus lassen sich Bausteine mehrere Hersteller mischen, somit beschränkt 
sich das Design einer neuen Schaltung auf die Auswahl von bestehenden Bausteinen. 
Aufgrund seiner paketorientierten Übertragung benötigt es weniger Leitungen, was die 
Komplexität von System-Entwürfen weiter herabsetzt.  
Durch die differenzielle Übertragung der Signale wird eine geringere Stromaufnahme 
erreicht. Trotz der vielen Neuerungen ist es aber voll kompatibel zu PCI. Somit stellt 
HyperTransport eine Universallösung für Verbindungen in einem System (in-the-box) dar. 
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