Abstract. We study exact Lagrangian immersions with one double point of a closed orientable manifold K into C n . We prove that if the Maslov grading of the double point does not equal 1 then K is homotopy equivalent to the sphere, and if, in addition, the Lagrangian Gauss map of the immersion is stably homotopic to that of the Whitney immersion, then K bounds a parallelizable (n + 1)-manifold. The hypothesis on the Gauss map always holds when n = 2k or when n = 8k − 1. The argument studies a filling of K obtained from solutions to perturbed Cauchy-Riemann equations with boundary on the image f (K) of the immersion. This leads to a new and simplified proof of some of the main results of [10] , which treated Lagrangian immersions in the case n = 2k by applying similar techniques to a Lagrange surgery of the immersion, as well as to an extension of these results to the odd-dimensional case.
Introduction
We consider Euclidean space C n with coordinates (x 1 + iy 1 , . . . , x n + iy n ) and with its standard exact symplectic structure ω = −dθ, where θ = n j=1 y j dx j . We are concerned with exact Lagrangian immersions f : K → C n of closed orientable manifolds K, i.e. immersions for which f * θ = dz for a smooth function z : K → R. Gromov [17] proved that C n contains no embedded exact Lagrangian submanifolds, so immersions with a single (transverse) double point have the simplest possible self-intersection. This paper is a sequel to [10] , which showed that if n > 4 is even, if χ(K) = −2, and if K admits an exact Lagrangian immersion into C n with only one double point, then K is diffeomorphic to the standard n-sphere. The proof of this theorem relied on constructing a parallelizable manifold B with ∂B = K from moduli spaces of Floer holomorphic disks with boundary in a Lagrange surgery of the image f (K) of the immersion. The corresponding Lagrange surgery is non-orientable when n is odd, hence cannot bound any parallelizable manifold. In this paper, we study moduli spaces of Floer holomorphic disks with boundary on the immersed manifold f (K) whose boundary values admit a continuous lift into K. This turns out to be analytically somewhat simpler, and leads to a result valid in all dimensions.
To state the theorem, recall that the mapf = (f, z) : K → C n × R is a Legendrian immersion (generically an embedding) into C n × R with the contact form dz − θ. The double points of f correspond to Reeb chords off , and as such have a mod 2 Maslov grading |·| 2 , which lifts to a mod 2j grading |·| 2j if the Maslov index of f equals 2j. (Note that the Maslov index is even since K is orientable). Here | · | 0 = | · | is to be understood as an integer grading. The Lagrangian immersion also determines a Gauss map K → U n /O n , taking p ∈ K to the tangent plane df (T p K) viewed as a Lagrangian subspace of C n . The stable Gauss map Gf is the composition of the Gauss map with the natural map U n /O n → U/O. Finally, we recall the classical Whitney immersion in Definition 4.2. Theorem 1.1. Let K be an orientable n-manifold that admits an exact Lagrangian immersion f into C n of Maslov index 2j, with exactly one double point a. Suppose |a| 2j = 1. Then j = 0, |a| = n, and K ≃ S n is homotopy equivalent to the sphere. If in addition the stable Gauss map Gf of K is homotopic to the stable Gauss map of the Whitney immersion of S n then K bounds a parallelizable manifold.
The stable Gauss map Gf of a Lagrangian immersion f of a homotopy n-sphere lifts to a map into U , hence vanishes if n is even. If n is odd it does not necessarily vanish; the relevant homotopy groups are
for n = 8k − 1, Z for n = 8k + 1 or n = 8k + 5, Z 2 for n = 8k + 3. In particular, the homotopy condition in Theorem 1.1 always holds when n = 8k − 1.
The only even-dimensional homotopy sphere which bounds a parallelizable manifold is the standard sphere, by [21] . If n is even, the mod 2 Maslov grading of the double point is determined by whether the Euler characteristic is +2 or −2. Combining these facts, Theorem 1.1 in particular recovers the results on even dimensional spheres in [10] as stated above. Theorem 1.1 should be contrasted with the results of [11] , which provide general constructions of exact Lagrangian immersions with few double points, either by appeal to an h-principle for loose Legendrian embeddings and their Lagrangian caps [25, 12] or via higher-dimensional analogues of the explicit constructions of [29] . In particular, special cases of the result of [11] show that if K is an orientable n-manifold with T K ⊗ C trivial, then
• if n = 2k and χ(K) = −2, then K admits an exact Lagrangian immersion with exactly one double point; • if n = 2k + 1 and K is a homotopy n-sphere, then K admits an exact Lagrangian immersion with exactly one double point.
Thus, the main result of [10] is essentially sharp, and the Maslov index hypothesis is crucial for the rigidity results established in Theorem 1.1.
In the proof of Theorem 1.1 the homotopy type of K is controlled by a version of linearized Legendrian contact homology adapted to an abstract covering space of K, analogous to Damian's lifted Floer homology [3] . For a more systematic development of that subject, see [13] . The essential simplification in the subsequent construction of a bounding manifold for K, as compared to [10] , comes from the fact that breaking of Floer holomorphic disks is concentrated at the double point, and therefore Gromov-Floer boundaries of relevant moduli spaces are ordinary rather than fibered products.
If n = 4k + 1 there is at most one exotic sphere that bounds a parallelizable manifold. In dimensions n = 4k − 1 there are typically many such exotic spheres, distinguished by the possible signatures of parallelizable 4k-manifolds which they bound. This paper includes a brief discussion of the signatures of the bounding manifolds obtained by Floer theory, see Section 4.5.
Finally, we point out that [10] also gave applications to Arnold's "nearby Lagrangian submanifold conjecture", proving that T * ((S n−1 × S 1 )#Σ) and T * (S n−1 × S 1 ) are not symplectomorphic for a non-trivial homotopy n-sphere Σ when n = 8k. That result relies essentially on the appearance of the Lagrange surgery of f (K), and does not seem accessible via the simplified argument of this paper.
The paper is organized as follows. In Section 2 we derive the homotopy theoretic conclusions of Theorem 1.1. In Section 3 we discuss moduli spaces of Floer disks and their breaking, and in Section 4 we construct a filling manifold and prove it is parallelizable. The key analytical result, Theorem 3.7, asserting that a certain compactified moduli space of Floer solutions has a C 1 -smooth structure, is proved in detail in Appendix A. Whilst most of the results in that appendix have appeared elsewhere, we hope that gathering them together and providing a self-contained and relatively concise account of the appropriate gluing theorem will be of wider use and interest.
To avoid special cases, we assume throughout the paper that the real dimension n of the source of the Lagrangian immersion satisfies n > 2.
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Topological constraints on exact immersions
We begin with some background material on Legendrian contact homology. For details, see [7, 9] and references therein.
Let Λ ⊂ (C n × R, dz − θ) be an orientable Legendrian submanifold. There is an associated Floer-theoretic invariant LH(Λ; k), the Legendrian contact homology of Λ with coefficients in the field k. This is a unital differential graded algebra generated by the Reeb chords of Λ, and with differential counting certain punctured holomorphic curves in C n with boundary on the immersed Lagrangian projection of Λ. In the situations studied in this paper, all Reeb chords have non-zero length, and hence the algebra generators can be canonically identified with the double points of the Lagrangian projection. An augmentation of LH(Λ; k) is a k-linear dgamap ǫ : LH(Λ; k) → k, where the field is concentrated in degree 0 and equipped with the trivial differential. Such a map leads to a linearization of the the dga as follows. The k-vector space underlying the chain complex C = C lin (Λ; k) of the linearization is generated by the Reeb chords of Λ. To define the differential on C, consider the tensor algebra
and view the dga differential ∂ as an element
where C * is the dual of C and where we view (∂a) as a linear combination of monomials. There is a canonical identification between C and its space of first-order variations. With this in mind, the differential d on C is the element in C * ⊗ C given by composing the first order variation δ∂ with the augmentation map on coefficients. More concretely, if The invariant LH(Λ; k) is well-defined as a mod 2 graded algebra for arbitrary Λ if the characteristic of k equals 2; in this generality, linearizations should preserve the mod 2 degree. If Λ admits a spin structure, then one can work with fields k of arbitrary characteristic. If Λ has vanishing Maslov class, then the mod 2 grading can be refined to a Z-grading, and one can ask for graded linearizations.
Suppose π :Λ → Λ is an abstract (not necessarily finite degree) connected covering space of Λ and that ǫ : LH(Λ; k) → k is an augmentation. We will use a variant chain complexC lin (Λ, π; k) which takes account of the cover, and which is analogous to the "lifted Floer homology" of Damian [3] . To define it we first pick a base point x ∈ Λ and pick "capping paths" connecting all Reeb chord endpoints to x. Then, as in [9] , consider the Legendrian Λ ∪ Λ ′ comprising two copies of Λ, the original one and one copy Λ ′ displaced by a large distance in the Reeb direction. This is a Bott-degenerate situation: through each point of Λ there is a Reeb chord ending on Λ ′ . We perturb by fixing a sufficiently C 2 -small Morse function on Λ and replace Λ ′ by the graph of the 1-jet of this function, in a suitable Weinstein tubular neighborhood ≈ J 1 (Λ) of Λ ′ . We keep the notation Λ ′ for this perturbed component.
The chain complexC =C lin (Λ, π; k) is generated by the preimages under π of all endpoints of mixed Reeb chords, i.e. chords that start on Λ and end on Λ ′ . Letc denote such a preimage. The differentialdc is defined as follows. Let c be the mixed Reeb chord corresponding toc and consider a rigid holomorphic disk with boundary on Λ ∪ Λ ′ , with positive puncture at c, and with exactly one mixed negative puncture. Let the augmentation ǫ act on all pure negative punctures. We say that such a disk is contributing if ǫ takes non-zero values at all pure Reeb chords along its boundary, otherwise we say it is non-contributing. For contributing disks we add the capping paths at all pure Reeb chord endpoints in Λ. In this way, any contributing disk gives a path in Λ; given the start pointc ∈Λ that path determines a unique path inΛ, which ends at a point b which is one of the preimages of the endpoint of the mixed negative puncture in the disk. We define the coefficient of any contributing disk to be the product of the values of ǫ on its pure chords. Finally, the differentialdc is defined as the sum ofb over all such rigid disks, weighted by the corresponding coefficient.
Remark 2.1. We point out that even when the covering degree and chain groups are infiniterank, the differential of any given generator is well-defined (i.e. involves only finitely many terms), since the set of chords of action bounded below by some fixed value is always finite, compare to [1, Lemma 2.1]. Note that the chain complexC depends on the choice of capping paths.
For the purposes of this paper, we will need only a number of elementary properties of this theory which we discuss next. We refer to [13] for a more systematic study of the construction. Note first that the mixed Reeb chords of Λ ∪ Λ ′ are of three kinds: short, Morse, and long. Here short chords correspond to chords that start near the upper endpoint of a Reeb chord of Λ and end near the lower end point of a Reeb chord of Λ ′ , Morse chords correspond to critical points of the small perturbing function, and long chords start near the lower end point of a Reeb chord in Λ and end near the upper endpoint of a Reeb chord of Λ ′ . LetS,C Morse , andL denote the subspaces ofC generated by preimages of short, Morse, and long chords, respectively. Since any holomorphic disk has positive area, one finds that S andS ⊕C Morse are both sub-complexes ofC.
Assume now that Λ has vanishing Maslov class. There is then a grading onC that is well-defined up to an overall integer shift. In order to fix the grading we fix the Maslov potential difference between Λ ′ and Λ to be 1. More prosaically, the grading of a chord is defined as a certain Maslov index of its associated capping path. For mixed chords, such capping paths also include a path going between the components Λ, Λ ′ , and we take this path to have Maslov index 1, see [2, Section 2.1]. With this choice, elementsc ∈C Morse are graded by the Morse index of the corresponding critical point, whilst elementss ∈S andl ∈L are graded by shifts of their gradings downstairs: |s| = |s| − (n + 1) and |l| = |l| + 1, where s and l are the Reeb chords of Λ corresponding tos andl, respectively.
Finally, we will use the fact that the homology ofC is invariant under Hamiltonian isotopies of C n and their induced actions on Λ; this is straightforward to derive from corresponding results for the two-copy Legendrian contact homology established in [5, Section 2] .
We now return to our particular situation. Let f : K → C n be an exact Lagrangian immersion of an orientable manifold with one double point, and letf : K → C n × R be the associated Legendrian embedding. Let a denote the unique double point, which is the canonical generator of LH(f (K); k). Lemma 2.2. One of the following holds:
(1) LH(f (K); k) admits no mod 2 linearization. In this case, |a| 2 = 1, and if LH(f (K); k) admits an integer grading then |a| = 1. (2) LH(f (K); Z 2 ) admits a (mod 2 graded) linearization. In this case, the Maslov index of f vanishes, LH(f (K); k) admits an integer grading, and |a| = n. Furthermore, K is a homotopy sphere.
Proof. For the first case, any dga generated by a single element a can only fail to be linearizable if |a| 2j = 1, for any value j for which the dga admits a mod 2j grading.
Suppose then LH(f (K); Z 2 ) admits a linearization. Sincef (K) is displaceable by Hamiltonian isotopy, the double point bounds of [9, 5] apply and show that
which implies that K is a Z 2 -homology sphere. Therefore H 2 (K; Z 2 ) = 0, so K is spin and LH(f (K); k) can be defined with coefficients in a characteristic zero field k. The double point bound (2.1) over k then implies that K is a rational homology sphere, hence has vanishing Maslov class, and [5, Theorem 5.5] then implies |a| = n. Finally, working with finite field co-efficients, one concludes that K is a Z-homology sphere.
It remains to prove that π 1 (K) = 1. Consider a connected covering space π :K → K of K. Then the complexC lin (K, π; k) discussed above, has the form
where all elements inS have grading −1 and all elements inL grading n + 1. Hamiltonian displaceability of f (K) implies that the total homology of the complex vanishes. SinceK is connected, this in turn implies |S| = 1. That implies the covering π has degree 1, and since the covering was arbitrary, that implies that π 1 (K) = 1, as required.
We should point out that one can also prove Lemma 2.2 by applying the results of [3] to the Lagrange surgery of f (K), but that argument is somewhat more roundabout and involves more heavy algebraic machinery.
Moduli spaces and breaking

Displacing Hamiltonian and the Floer equation.
For the rest of the paper, we fix a Lagrangian immersion f : Σ → C n of a homotopy n-sphere Σ with exactly one transverse double point a. The double point has Maslov grading |a| = n. As above we writef : Σ → C n × R for the Legendrian lift of f , and we write a ± ∈ Σ for the upper and lower endpoints of the Reeb chord corresponding to a.
Following [26] , consider a compactly supported time-dependent Hamiltonian function H : C n × [0, 1] → R with the following properties:
• the time 1 flow φ 1 of the Hamiltonian vector field X H of H displaces f (Σ) from itself:
We can suppose that f (Σ) is real analytic [10, Lemma 4.1] , that the double point of f lies at 0 ∈ C n , and that the branches of f (Σ) near the double point are flat and co-incide with R n ∪ iR n in a sufficiently small ball around the origin.
We fix a smooth family of smooth functions
satisfying the conditions
If D denotes the unit disk in C then there is a unique conformal map
with inverse
] be a non-decreasing smooth function which vanishes near 0 and is identically 1 for r ≥ 1. Write γ r for the 1-form on D such that
Fix a small δ > 0 and let J Σ denote the space of almost complex structures on C n which tame the standard symplectic form and which agree with the standard structure J 0 in a δ-neighborhood of f (Σ). Fix a finite set of points z = {z 1 , . . . , z m } ∈ ∂D subdivided into two subsets z = z + ∪ z − and write
Furthermore, for p, q ≥ 0 write D p,q for D z for an unspecified set z = z + ∪ z − where there are p boundary punctures in z + and q in z − . Note that ∂D p,q is a collection of p + q open arcs. For r ∈ [0, ∞) and J ∈ J Σ we will consider Floer disks with boundary onf (Σ) with p positive and q negative boundary punctures at the double point a. Such a disk consists of the following:
• We have a map u : (D p,q , ∂D p,q ) → (C n , f (Σ)) for which u| ∂Dp,q admits a continuous lift u : ∂D p,q →f (Σ) with the property that for each positive boundary puncture ξ ∈ z + , lim ζ→ξ±ũ (ζ) = a ∓ and for each negative boundary puncture η ∈ z − , lim ζ→η±ũ (ζ) = a ± . Here lim ζ→z+ and lim ζ→z− denote the limits as ζ → z in the counterclockwise and clockwise directions, respectively.
• For some r(u) = r ∈ [0, ∞), the map u solves the perturbed Cauchy-Riemann equation
where A 0,1 denotes the (J, i) complex anti-linear part of the linear map A :
Let ℓ(a) denote the length of the Reeb chord corresponding to the double point a.
Lemma 3.1. There is a constant C > 0 such that for every Floer disk u with p positive and q negative punctures, the following holds:
Proof. This follows from the first two calculations in [26, Proof of Lemma 2.2], together with Stokes' theorem which implies that Dp,q u * ω = (p − q)ℓ(a). (The value of the constant C > 0 is related to the taming condition for J and ω.)
If r = 0, the Hamiltonian term in (3.3) vanishes identically, and Floer holomorphic disks are exactly holomorphic disks, i.e. maps satisfying the unperturbed Cauchy-Riemann equations.
Corollary 3.2. Suppose r = 0. The space of solutions of (3.3) with no boundary punctures is canonically diffeomorphic to Σ, viewed as a space of constant maps. Every non-constant solution to (3.3) has at least one positive puncture.
Proof. For the first statement, Lemma 3.1 implies that the derivative of any solution is zero, hence the solutions are all constant maps. The fact that the moduli space of constant maps is transversely cut out and diffeomorphic to Σ is standard, and follows from the surjectivity of the ordinary∂-operator for maps D → C n with constant boundary condition R n . The second part is immediate from Lemma 3.1.
3.2. Linearization and transversality. The linearization of (3.3) is a C 1 -Fredholm operator which depends smoothly on the parameters r and z. To make this claim precise, we begin by defining appropriate configuration spaces of maps, following [9] . We briefly recall the set-up; these configuration spaces are re-introduced in more detail in the Appendix, Section A.1.
The R-coordinate of the Legendrian liftf of f is constant in a neighborhood of the double point. We assume that the value at the lower branch is 0, and let ℓ denote its value at the upper branch. Given a subdivision z = z + ∪ z − , fix a smooth function h 0 : ∂D z → R which is locally constant near each puncture, and which jumps up from 0 to ℓ at z j ∈ z + and down from ℓ to 0 at z j ∈ z − , in each case as one moves counterclockwise around ∂D z .
Fix a metric on D z which agrees with the standard metric in half-strip coordinates near each puncture. Let H(D z , C n ) denote the Sobolev space of maps having two derivatives in L 2 . We define
to be the subset of pairs (u, h), where u : D → C n and h : ∂D → R satisfy the following conditions:
Allowing z = z + ∪ z − to vary, the configuration space X p,q fibers over the space Z p,q ⊂ (∂D) p+q of possible configurations of p positive and q negative boundary punctures, with fiber X z at a given set of punctures z. Furthermore, let Y z → X z denote the bundle with fiber over u ∈ X z equal to the closed subspaceḢ
) of complex anti-linear maps A with vanishing trace A| ∂Dz in H 1 2 (∂D z ). These spaces fit together to give a bundle Y p,q → X p,q , and Equation (3.3) can be viewed as giving a Fredholm section of that bundle.
We write F 
Proof. Since Σ is a homotopy sphere the Maslov index of f vanishes. The index of the linearized problem corresponding to a holomorphic disk with a positive puncture at a of grading |a| = n was computed in [7] to be n + 1. The formulae above then follow from repeated application of the additivity of the index under gluing and the fact that the dimension of the space of conformal structures on a disk with p + q punctures equals p + q − 3.
The perturbation theory for obtaining transversality for the spaces F p,q is straightforward, see Section A.1.5, and gives the following result.
Lemma 3.4. For generic J ∈ J Σ and generic displacing Hamiltonian, F p,q is a smooth transversely cut out manifold of dimension 2p + (1 − q)n + 1.
Below we will only use Floer disks with negative punctures; to simplify notation we write F q = F 0,q . Lemma 3.4 shows that for generic data F q = ∅ for q > 1, F 1 is 1-dimensional, and F 0 is (n + 1)-dimensional.
Corollary 3.2 implies that the space F 0 0 of constant maps is transversely cut out and is the boundary of F 0 .
3.3. Breaking. Let M = M 1,0 denote the space of holomorphic disks with exactly one positive puncture. Let G 1 ⊂ P SL 2 (R) denote the subgroup of maps fixing 1 ∈ ∂D. The space M is a quotient of a space of parametrized holomorphic disks by the reparametrization action of G 1 , hence is not directly a submanifold of a Banach space.
Lemma 3.5. For generic J ∈ J Σ and displacing Hamiltonian, the moduli space M is a compact C 1 -smooth manifold of dimension n − 1.
Proof. The existence of a smooth structure on M follows from a gauge-fixing procedure which we give in Section A.2. It realizes M as a submanifold of a Banach manifold, cf. Equation (A.5).
Its dimension is then given by the virtual dimension of Lemma 3.3. By Stokes' theorem, disks in M have minimal area amongst non-constant holomorphic disks, whence Gromov compactness [27] implies that M is compact.
Lemma 3.6. If J ∈ J Σ and H : C n × [0, 1] → R are generic, then the space F 1 is a compact C 1 -manifold of dimension 1, and F 0 is a non-compact C 1 -manifold of dimension n + 1 with Gromov-Floer boundary diffeomorphic to the product F 1 × M.
Proof. By Gromov compactness, any sequence in F q has a subsequence converging to a broken disk in F q+j with j holomorphic disks from M attached at negative punctures. By Lemma 3.4, F q = ∅ if q > 1. The first statement follows. For the second statement, the argument just given shows that elements in F 1 × M are the only possible broken configurations in the Gromov-Floer boundary. A standard gluing argument, given in detail in Appendix A (and concluded in Section A.9) shows that all elements in the product appear as limits of sequences in F 0 . Lemma 3.6 refers, via the gauge-fixing procedure alluded to in Lemma 3.5 and discussed in detail in Section A.2, only to the smoothness of the Gromov-Floer boundary of the compactification of F 0 , and not to the smoothness of the compactified moduli space itself. The following theorem asserts the stronger conclusion. 
admits the structure of a C 1 -manifold with boundary,
By a classical result in differential topology, see e.g. [18] , any C 1 -atlas on a finite dimensional manifold contains a uniquely determined compatible C ∞ -atlas.
A detailed and essentially self-contained proof of Theorem 3.7, which is somewhat simpler than its counterpart in [10] , occupies Appendix A. In broad outline, cf. Section A.4, a Newton iteration and rescaling argument gives a smooth embedding Ψ of 3.4. Tangent bundles and index bundles. Recall the configuration spaces X p,q for (Floer) holomorphic disks with boundary on Σ, with p positive and q negative boundary punctures, modelled on Sobolev spaces with two derivatives in L 2 . It is standard that the KO-theory class of the tangent bundle of the solution space F p,q and M p,q of the perturbed and unperturbed ∂-equation, respectively, is given by the linearization of the ∂-operator, which in turn is globally restricted from the ambient configuration space
where Y p,q is the Sobolev space of complex anti-linear maps. More precisely, for a Lagrangian immersion L → C n , any map D p,q → C n with boundary on L defines a∂-operator in a trivial bundle over the disk. This is a formally self-adjoint Fredholm operator, and hence there is a polarized Hilbert bundle (polarized by the positive and negative spectrum) over the configuration space of all smooth disk maps. Any such bundle is classified by a map
into the restricted Grassmannian of Hilbert space, which by [28] is homotopy equivalent to U/O. (The induced map on constants is exactly the stable Gauss map of the immersion.) The map (3.7) tautologically classifies the index bundle of the∂-operator over configuration space.
The embedding Ψ mentioned after Theorem 3.7 is the composition of a pre-gluing map P G :
with a Newton iteration and a rescaling. The underlying pre-gluing map, which splices disks with positive and negative punctures D ± to obtain the domain ∆ ρ = D − # ρ D + containing a long neck, can be extended to arbitrarily large compact subsets of the configuration spaces themselves, at the cost of increasing ρ. Slightly abusively, we denote by
the resulting map, which is well-defined up to homotopy on any compact subset of the domain.
Lemma 3.8. The pregluing map of (3.8) is compatible with the classifying maps (3.7) of the index bundles, i.e.
Proof. This follows from the linear gluing argument of Lemma A.17. Indeed, over compact subsets of configuration space, we can add trivial bundles R m1 and R m to the domains of∂-operators in X 0,1 and X 1,0 , stabilising them so they become everywhere surjective. At a surjective operator, the fiber of the index bundle is given by the kernel. For ρ large enough, Lemma A.17 provides an isomorphism
which takes vector fields in the kernels of the operators u ± to cut-off versions supported in the respective halves of the pre-glued domain. The result follows.
Lemma 3.8 and Theorem 3.7 imply that the tangent bundle of the compactified manifold F 0 is given, in KO-theory, by a class restricted from the configuration space X 0,0 .
Constructing a parallelizable bounding manifold
In this section we show that if the stable Gauss map Gf of f : Σ → C n is homotopic to that of the Whitney immersion, then Σ ∈ bP n+1 , i.e. Σ bounds a parallelizable (n + 1)-manifold. This excludes numerous diffeomorphism types by results of [21] . We obtain the bounding manifold for Σ by attaching a cap to the outer boundary
We do this in the simplest possible way: let
where D = ⊔D 2 is a finite collection of closed disks abstractly bounding the 1-manifold F 1 .
Proposition 4.1. The space B admits the structure of a compact C 1 -smooth manifold, with boundary canonically diffeomorphic to the homotopy sphere Σ.
Proof. This is an immediate consequence of Theorem 3.7.
We claim that, under the homotopy assumption on the Gauss map, the manifold B constructed above has trivial tangent bundle. Since, for manifolds with boundary, triviality and stable triviality of the tangent bundle are equivalent, it suffices to show that T B is trivial in the reduced KO-theory KO(B).
The Whitney immersion.
To analyze T B, following [10] and Section 3.4, we use index theory and aim to trivialize the relevant index bundles over configuration spaces of smooth maps of punctured disks. For these to be sufficiently explicit as to be amenable to study, we reduce to a model situation.
This is a Lagrangian immersion of a sphere with a unique double point, for which the corresponding Reeb chord has Maslov index n. Consider now a homotopy n-sphere Σ and a Lagrangian immersion f : Σ → C n with one double point a of index n. Fix once and for all a stable framing of the tangent bundle of Σ, which exists by [21] , and fix a Hamiltonian isotopy of C n that makes f agree with the Whitney immersion in a neighborhood of the double point a.
In this situation, any choice of stable framing η of the tangent bundle T S n of the standard sphere induces a difference element δ(η) ∈ π n U , obtained as follows. Since f and W have the same Maslov index, the maps may be homotoped (relative to a neighborhood of the double point) so as to co-incide in a neighborhood of a path connecting the double point preimages. The complement of such a path is an n-disk in either S n or Σ. Since the tangent bundles are framed, the Gauss maps df and dW are naturally valued in U (n), and co-incide on the boundaries of these disks. They therefore patch to define a map δ : S n → U (n), well-defined up to homotopy. The difference element δ(η) is the corresponding stable map S n → U .
Lemma 4.3. There exists a PL-isotopy Φ t : Σ → C n fixed around f (a) such that Φ 0 = id and Φ 1 • f is a parameterization of the Whitney immersion. Furthermore, if the stable Gauss map Gf is homotopic to the stable Gauss map GW of the Whitney immersion, there is a stable framing η of T S n so that the induced difference element δ(η) = 0.
Proof. The first statement follows from a PL-isotopy extension theorem due to Hudson and Zeeman [20] , compare to [10, Lemma 3.13] . For the second statement, note that changing the stable framing η on the standard sphere corresponds to precomposing the map δ with a map into O. This is sufficient to kill the stable obstruction δ(η) precisely when the stable Gauss maps into U/O are homotopic.
Corollary 4.4. If the stable Gauss maps of f and W are homotopic, there is a one-parameter family of C 0 -homeomorphisms φ t : C n → C n and a 1-parameter family of continuous maps ψ t : S n → U with the properties that
We combine the previous Corollary with the discussion of Section 3.4. By conjugating with the formal isotopy of Lagrangian planes produced by the final part of Corollary 4.4, the maps (3.7) associated to the immersion f of Σ and the Whitney immersion are homotopic. This proves:
Corollary 4.5. The index bundle on the configuration space X p,q is stably trivial if and only if the index bundle on the corresponding configuration space for the Whitney immersion is stably trivial.
4.2.
Index bundles and configuration spaces. We restrict attention to the configuration spaces relevant to our study and write X 0 = X 0,0 , X 1 = X 0,1 , and X = X 1,0 for the configuration spaces that contain F 0 , F 1 , and M, respectively.
For a compact connected cell complex K and x, y ∈ K let Ω(K; x, y) denote the space of paths in K from x to y, which is homotopy equivalent to the based loop space Ω(K) = Ω(K; x, x) of K. Let L(K) denote the free loop space of K. Recall that {a + , a − } ⊂ Σ are the preimages of the double point a ∈ C n of the immersion f .
Lemma 4.6. There are homotopy equivalences
In particular, the homotopy types of the configuration spaces are independent of the smooth structure on the homotopy sphere Σ.
Proof. In all cases, the homotopy fiber of the restriction to the boundary is contractible via linear homotopies. Note that the S 1 -factor encodes the location of the boundary puncture of maps in X 1 . The final statement follows since the homotopy type of the based and free loop spaces is a homotopy invariant of compact cell complexes.
Let Q → U Σ denote the vertical tangent bundle to the unit sphere bundle U Σ ⊂ T Σ, and Q the fiberwise Thom space of Q, so the fiber Q σ of Q over σ ∈ Σ is the Thom space of the tangent bundle T (U σ Σ) of the fiber of the unit sphere bundle at σ. Note that the Thom space contains a distinguished point ∞. Let
Lemma 4.7. There are embeddings
which give a 2n − 3 respectively 3n − 4 skeleton for the given spaces. In other words ι is (2n − 3)-connected and κ is (3n − 4)-connected.
Proof. The skeleta arise from the usual Morse-Bott theory of the energy functional for the round metric on the standard sphere S n . For the path space Ω(Σ; a ± , a ∓ ), take a + and a − to be antipodal points. Then the energy functional is Bott-degenerate with Bott-manifolds diffeomorphic to S n−1 of indices 2k(n − 1), k = 0, 1, 2, . . . . It follows that the Bott-manifold of index 0 gives a (2n − 3)-skeleton. Combining Lemmas 4.6 and 4.7 we get a corresponding (2n
⊂ X 0 , consisting of disk maps with boundary paths in ι(S n−1 ), with boundary paths in ι(S n−1 ) and base point according to the S 1 -factor, and with boundary loops in κ( Q), respectively.
We write I 0 , I 1 , and I to denote the index bundles over X 0 , X 1 , and X respectively. Proof. By Corollary 4.5, it is sufficient to find stable trivializations of the index bundles for the Whitney immersion, and we can moreover assume that we work with the undeformed CauchyRiemann equation and the standard∂-operator. We use a model of the Whitney sphere that is almost flat, i.e. for some small ǫ > 0, we scale R n and iR n in the model of and ǫ, respectively.
The Lagrangian boundary condition corresponding to a geodesic connecting a + to a − splits into a 1-dimensional problem, corresponding to the tangent line of the curve in Figure 1 , of index 2 with 2-dimensional kernel, and an (n − 1)-dimensional problem with almost constant boundary conditions and hence with (n − 1)-dimensional kernel. It follows that the index bundle is stably equivalent to T S n−1 , in particular stably trivial as claimed. the boundary condition splits in the same way, except now the 1-dimensional problem corresponds to the curve in Figure 1 oriented in the opposite direction, since the puncture is negative. The index for that problem now equals −1, whilst the∂-operator on the almost constant (n − 1)-dimensional orthogonal boundary condition is an isomorphism. Thus, the index bundle is trivial.
. Restricted to constant loops in S n , the index bundle is isomorphic to the tangent bundle, hence is stably trivial. Consider now Q σ . Taking σ = a + we find that the geodesic loops are unions of the paths considered above. Using sufficiently stretched disks of the form ∆ ρ = D − # ρ D + , cf. the discussion after Theorem 3.7 and Section A.5, the boundary condition over U σ S n can be considered as a sum of the two problems studied above. Stabilizing the operator defining I 1 once, the corresponding operator becomes an isomorphism. By considering an explicit model of the Morse flow, compare to the proof of [10, Lemma 7.3] , one sees that the restriction of I 0 to Q σ = M T (U σ S n ) is stably isomorphic to the pull-back of the tangent bundle T (U σ S n ), hence is stably trivial. The trivialization can clearly be glued to that over S n at σ, which completes the proof.
4.3. Coherent stable trivializations. Consider stable trivializations Z 0 , Z 1 , and Z of I 0 , I 1 , and I, respectively. Recall from Section 3.4 that for any compact subsets B 1 ⊂ X 1 and B ⊂ X there is a pre-gluing map
for all sufficiently large ρ. Suppose, as in Lemma 3.8, we stabilize the linearized∂-operators defining I 1 and I over B 1 and B by adding trivial bundles R m1 and R m to make the operators everywhere surjective. Recall the isomorphism G ρ
of Equation (3.9). We say that stable trivializations ( Lemma 4.9. For any stable trivialization Z 0 of I 0 and Z 1 of I 1 , with Z 1 trivial over the 1-skeleton (i.e. over the
Proof. After homotopy, we may assume that any closed 1-complex B 1 mapping to X 1 maps into the 1-skeleton S 1 × v, for some v ∈ S n−1 , and that any compact (n − 1)-complex mapping to X maps into K 2n−1 ≈ S n−1 . Recall from Lemma 4.8 that the trivialization Z 0 of I 0 over K 3n−4 0 is constructed using almost broken disks. By definition, in such a trivialization Z 0 = G(Z 1 ⊕ Z), where we stabilize the operator defining I 1 once to make it an isomorphism over S n−1 , and where Z is some given trivialization of I.
4.4.
Proof of Theorem 1.1. Lemma 2.2 shows that K is a homotopy sphere. The regular homotopy assumption together with Lemma 4.8 implies that the index bundles I 1 , I 0 , and I are stably trivial, and using Lemma 4.9 we find a coherent triple (Z 1 , Z, Z 0 ) of stable trivializations where Z 1 is trivial over the 1-skeleton. Note that the tangent bundle of the 1-manifold F 1 is canonically isomorphic to I 1 . Hence, our assumption on the stable trivialization Z 1 over the 1-skeleton implies that the induced stable trivialization of T F 1 extends to a trivializationZ 1 of T D. We thus get a stable trivializationZ 1 ⊕ Z of T (D × M), which near ∂ bd F 0 agrees with G(Z 1 ⊕ Z) and hence extends as Z to a stable trivialization of T F 0 . We conclude that T B is stably trivial. 4.5. Signature. Any (not necessarily closed) 4k-manifold X has a signature σ(X) which is the number of positive minus the number of negative eigenvalues of the intersection form on H 2k (X; Q). According to [21] , the exotic nature of a (4k − 1)-dimensional homotopy sphere is reflected in the possible signatures of parallelizable manifolds which it bounds. Now suppose, as in previous sections, that H : C n × [0, 1] → R is a compactly supported Hamiltonian function whose time 1 flow displaces a Lagrangian immersion f : Σ → C n with one double point of index n. Let B H denote the bounding manifold, with ∂B H = Σ, obtained from capping the space of Floer solutions as usual, so Figure 2 . Cauchy-Riemann problems parametrized by a half-plane punctures over h admits a cap of the shape S × M for a solid handlebody S, and shows that B H0 ∪ Σ B H1 is a global boundary, hence has trivial signature. (For this argument, C 1 -structures and parallelizability play no role.) The second result follows from a similar construction, using the fact that the Whitney immersion of the n-sphere extends to an exact Lagrangian immersion of an (n + 1)-ball. We leave details to the reader.
There is a natural evaluation map ev 1 : F 0 → C n which extends a given immersion f , but in general there is no reason to expect ev 1 to be better-behaved than a generic map. The regular homotopy classes of Lagrangian immersions in Euclidean space of a homotopy (8k − 1)-sphere are classified by π 8k−1 (U ) ∼ = Z. The set of elements realized by immersions with one double point of Maslov grading n of some given homotopy sphere Σ may be related, via the signature of the bounding manifold B, to the singularities of the evaluation map ev 1 on high-dimensional moduli spaces of Floer disks. It would be interesting to understand if those singularities can be interpreted in terms of the local analysis of the underlying Floer disks themselves.
Appendix A. Smooth structures on compactified moduli spaces
In this appendix we present the details of the arguments needed for the gluing results leading to Theorem 3.7 in Section 3. Much of this material appears in similar form elsewhere, but is collected here in a streamlined presentation that fits our needs.
A.1. Functional analytic set up. In this section we describe in greater detail the functional analytical set up that we use to derive properties of solution spaces of (perturbed) CauchyRiemann equations. We first recall the set up from Section 3: f : Σ → C n is a Lagrangian immersion such that f (Σ) is real analytic and such that the double point of f lies at 0 ∈ C n , the branches of f (Σ) near the double point are flat and co-incide with R n ∪ iR n in a sufficiently small ball around the origin. Letf = (f, h) : Σ → C n × R denote the Legendrian lift of f into C n × R with lower Reeb chord endpoint at level 0 in R. Also, J Σ is the space of smooth almost complex structures that agree with the standard complex structure J 0 in a small fixed neighborhood of f (Σ). In this section, we write H k for the Sobolev space of maps, or sections in a bundle, with k derivatives in L 2 .
We first introduce the configuration spaces and associated spaces that we will use for various domains, and then turn to their structures as Banach manifolds and Banach bundles.
A.1.1. Configuration spaces for the closed disk. Let D denote the closed unit disk in the complex plane. Consider the space
) and consequently the trace (the "restriction" to the boundary) du 0,1 | ∂D lies in the Sobolev space H 3 2 on ∂D.
2 (∂D; R) to be the subset of pairs (u, h), where u : D → C n and h : ∂D → R satisfies the following conditions:
The space X will serve as our configuration space.
We will also use a bundle Y over X . To define it, let (u, h) ∈ X and consider the Sobolev space
) of complex anti-linear maps. The fiber Y u is then the closed subspacė
of complex anti-linear maps A with vanishing trace A| ∂D in H 1 2 (∂D).
A.1.2. Configuration spaces for disks with punctures and marked points. We next consider disks with punctures. Let z = (z 1 , . . . , z m ) be a collection of m distinct points in ∂D cyclically ordered according to the orientation of ∂D. Consider the functionδ(z j ) ∈ R >0 , which equals the minimum of the two distances from z j to its closest neighbors. Fix functions δ(z j ) ∈ R >0 that approximateδ in the sense thatδ(z j ) > δ(z j ) > Consider the Legendrian liftf of f and note that the R-coordinate off is constant in a neighborhood of the double point. By definition the value at the lower branch is 0. Let ℓ denote its value at the upper branch. Consider next a subdivision z = z + ∪ z − and fix a smooth function h 0 : ∂D z → R such that the following hold:
• If z j ∈ z + then h 0 equals 0 and ℓ for points in ∂D at distance ≤ 
(∂D z ; R) to be the subset of pairs (u, h), where u : D → C n and h : ∂D → R, satisfying the following conditions:
The space X z will be our configuration space for punctured disks. We will also use the bundle Y z over X z with fiber over u ∈ X z equal to the closed subspaceḢ
Finally, we will also consider the disk with one puncture at 1 ∈ ∂D and two marked points at ±i ∈ ∂D. We endow this disk with a metric as on D z , where z is the one point set containing only the point 1.
A.1.3. A metric for local coordinate charts in configuration spaces. We review a construction in [7, Section 5.2] . Consider the restriction T Σ (T Σ) of the tangent bundle of T Σ to the 0-section Σ ⊂ T Σ. Let J Σ : T Σ (T Σ) → T Σ (T Σ) denote the natural complex structure which maps a horizontal vector tangent to Σ ⊂ T Σ at q ∈ Σ to the corresponding vector tangent to the fiber T q Σ ⊂ T Σ at 0 ∈ T q Σ. Using Taylor expansion in the fiber directions, and the special form of f : Σ → C n near the double point, it is straightforward to check that the immersion f : Σ → C n admits an extension P : U → C n , where U ⊂ T Σ is a neighborhood of the 0-section, such that P is an immersion with J 0 • dP = dP • J Σ along the 0-section Σ ⊂ U . (Recall that J 0 denotes the standard complex structure on C n .)
We next construct a metricĝ on a neighborhood of the 0-section in T Σ. Fix a Riemannian metric g on Σ, which we take to agree with the standard flat metric on a neighborhood of the preimage of the double point 0 ∈ C n , where f (Σ) agrees with R n ∪ iR n ⊂ C n . Let v ∈ T Σ with π(v) = q. Let X be a tangent vector to T Σ at v. The Levi-Civita connection of g gives the decomposition X = X H + X V , where X V is a vertical tangent vector, tangent to the fiber, and where X H lies in the horizontal subspace at v determined by the connection. Since X V is a vector in T q Σ with its endpoint at v ∈ T q Σ we can translate it linearly to the origin 0 ∈ T q Σ; we also use X V to denote this translated vector. Write πX ∈ T q Σ for the image of X under the differential of the projection π : T Σ → Σ. Let R denote the curvature tensor of g and define the fieldĝ of quadratic forms along T Σ as follows:
where v ∈ T Σ, π(v) = q, and X, Y ∈ T v (T Σ).
Lemma A.1. There exists δ > 0 such thatĝ is a Riemannian metric on {v ∈ T Σ : g(v, v) < δ}.
In this metric the 0-section Σ is totally geodesic and the geodesics ofĝ in Σ are exactly those of the original metric g. Moreover, if γ is a geodesic in Σ and X is a vector field in T (T Σ) along γ then X is a Jacobi field if and only if J Σ X is.
Proof. This is [7, Proposition 5.3] .
Consider the immersion P : U → C n , where U is a neighborhood of the 0-section in T Σ, with J 0 • dP = dP • J Σ . The push forward under dP of the metricĝ gives a metric on a neighborhood of f (Σ) in C n . (Recall that we use a metric on Σ which agrees with the flat metric on the two sheets near the intersection point, which means that the push forwards of the metric on the two sheets agree near the double point.) Extend the metricĝ to a metric, still denotedĝ, on all of C n which we take to agree with the standard flat metric on C n outside a (slightly larger) neighborhood of f (Σ). We write exp : T C n → C n for the exponential map in the metricĝ. Since Σ is totally geodesic forĝ, exp takes tangent vectors to f (Σ) to points on f (Σ).
A.1.4. Configuration spaces as Banach manifolds. We show that the configuration spaces defined above are Banach manifolds and we provide an atlas with C 1 -smooth transition functions.
is closed and is a Banach submanifold. The tangent space T u X p,q at u is the subspace of vector fields
where ∇ denotes the Levi-Civita connection of the metricĝ, see Section A.1.3. Furthermore, the map Exp :
gives local C 1 -coordinates near u when restricted to v in a sufficiently small ball around 0 ∈ T u X p,q .
Proof. The fact that X p,q is a closed subset is a consequence of the fact that the norm in H With the configuration spaces X p,q equipped with C 1 structures it is straightforward to see that the bundles Y p,q are locally trivial bundles with C 1 local trivializations. Explicit such local trivializations using parallel translation in the metricĝ are given in [9, Section 3.2].
For the transversality results in Section 3.2 we need to look at parameterized versions of the configuration spaces just considered. More precisely, let Z p,q denote the space of configurations z = z + ∪ z − of distinct punctures on ∂D with p elements in z + and q in z − . Then Z p,q is a (p + q)-dimensional manifold. Recall the space J Σ of admissible almost complex structures on C n equal to the standard structure in a neighborhood of f (Σ). Also, let D denote the space of admissible displacing Hamiltonians H : C n × [0, 1] → R fulfilling the conditions specified in Section 3.1.
Consider the bundle X p,q → Z p,q × J Σ × D with fiber over (z, J, H) given by X p,q defined with respect to the Riemann surface D z and the almost complex structure J. The space X p,q does not depend on the Hamiltonian, and depends on the complex structure only through the condition of holomorphicity at the boundary; in particular, the bundle X p,q → Z p,q × J Σ × D is canonically trivialized along the last two factors, since all elements J ∈ J Σ agree near the boundary. Given that, one may obtain C 1 -charts giving X p,q the structure of a Banach manifold by following [7, Section 5.6]. Consider also the bundle Y p,q → X p,q with fiber over X p,q equal to Y p,q . Using local trivializations as in [9, Section 3.2] we find that Y p,q → X p,q is a locally trivial bundle with C 1 -transition functions.
A.1.5. Cauchy-Riemann operators as Fredholm sections. Consider the bundle Y p,q → X p,q × [0, ∞), extended trivially over the last factor, and the section∂ F : X p,q → Y p,q wherē
where the complex anti-linear part is with respect to the complex structure (J, i), where X H is the Hamiltonian vector field of H, and where γ r is the 1-form described in Section 3.1. If ∂ F (u) = 0 we say u is a Floer holomorphic disk. We write∂ for the restriction of∂ F to H = 0 and r = 0.
Remark A.3. Since an admissible Hamiltonian H = {H t } t∈[0,1] ∈ D is constant near t = 0, 1 and since γ r has compact support, it follows that for each r 0 there exists δ 0 such that γ r ⊗X H = 0 in a δ 0 -neighborhood of ∂D p,q . Since in addition J = J 0 near Σ, (3.3) reduces to the ordinarȳ ∂-equation∂ J0 u = du 0,1 = 0 in this δ 0 -neighborhood. In particular, this holds in a neighborhood of each puncture and we find that each Floer disk admits a Fourier expansion The section∂ F and its restriction∂ are both Fredholm sections, with linearization in the X p,qdirection given by
where v ∈ T u X p,q and where K is a compact operator that vanishes on the boundary, see [9, Lemma 4 
.2] and (A.21).
Remark A.4. We comment on our choice of Sobolev norm. It is natural to require that our configuration spaces consist of continuous maps. Keeping regularity as low as possible this leads to a Sobolev space of maps with one derivative in L p , p > 2. In order to establish necessary elliptic estimates in that set up one uses Calderon-Zygmund techniques as described in e.g. [24] . Here, instead, we use the lowest regularity possible, involving only L 2 -norms, which places us in H 2 . In this setup it is more straightforward to establish elliptic estimates via Fourier analysis in combination with doubling across the boundary. In order for the doubling of a function to lie in H 2 one must make sure that the second derivative of the doubling lies in L 2 . This is the origin of our "extra" boundary condition, where we require∂u| ∂D = 0.
The Fredholm index of the operator in (A.2) is equal to the Fredholm index of (∇v) 0,1 which in turn was computed in [7, Proposition 6.17] : the Fredholm section X p,q → Y p,q has index ind(D(∂ F )) = 2p + (1 − q)n.
The Fredholm section∂ F is transverse to the 0-section. Indeed, this is straightfoward to see using variations of the Hamiltonian vector field and unique continuation, see e.g. [24, Section 9.2]. For the operator∂ it is not quite as straightforward: if p > 1 then solutions may be multiple covers of solutions with fewer punctures and it is impossible to achieve transversality perturbing the almost complex structure only. In order to deal with such problems a number of more involved pertubation schemes have been developed, e.g. Kuranishi structures as in [16] or polyfolds as in [19] . A common feature of these is that the solution spaces are no longer smooth manifolds but more general objects like Kuranishi spaces or weighted branched manifolds. However, in the cases of relevance for this paper all (unperturbed) holomorphic disks have exactly one positive puncture p = 1 and in this case transversality can be achieved by perturbing the almost complex structure only. The argument involves counting the number of branches near the positive puncture to show that cancellations corresponding to the multiply covered case cannot arise, see [9, Lemma 4.5 (1)] for the details. This means in particular that the Fredholm theory we need is rather straightforward and need not appeal to any developments beyond classical Banach bundles. In particular, all the transversality results in Section 3.2 are standard applications of the Sard-Smale theorem.
A.2. Disks with only one positive puncture. As explained in Section 3.3, it follows from general transversality results in combination with Gromov-Floer compactness that in order to understand the compactification of the moduli space of closed Floer disks with boundary on the exact Lagrangian f : Σ → C n we need to study, except for the closed disks themselves, only Floer disks with one negative puncture and holomorphic disks with one positive puncture. In fact the Gromov-Floer boundary of the moduli space of closed disks is the product of the two corresponding moduli spaces. Theorem 3.7 asserts that the compactified moduli space admits a natural structure as a smooth manifold with boundary. Here we will deal with a preliminary step towards this goal, namely to describe the smooth structures on the factors of the boundary. For the moduli space of Floer disks with a negative puncture this is immediate from the discussion in Section A.1.5 since in this case the moduli space of solutions is the inverse image of the 0-section under the Fredholm map ∂ F . In order to simplify constructions in later sections we will sometimes use the following slight reformulation of the Floer operator. Recall that we defined the spaces X 0,1 and Y 0,1 as Sobolev spaces on the disk with a variable puncture at ζ ∈ ∂D. Here we define the spaces X 1 and Y 1 as the corresponding spaces but with the puncture fixed at −1 ∈ ∂D. For fixed ζ ∈ ∂D we let γ ζ,r denote the pull-back of the the 1-form γ r under multiplication by −ζ, viewed as an automorphism of the disk. Then precomposing with such rotations we find that the Floer equation
on D −1 with negative puncture at −1 is equivalent to the Floer equation
on D ζ with negative puncture at ζ. We will use the configuration space X 1 × ∂D × [0, ∞) for Floer disks with one negative puncture and get the resulting solution space where∂ F is the operator in (A.3) . Note that precomposition with rotation gives a natural identification with this solution space as defined originally. The general properties of the linearization D∂ F discussed previously continue to hold in this slightly modified setup.
In the case of holomorphic disks with one positive puncture it is less straightforward to define a smooth structure: it is natural to define the moduli space as the quotient of∂ −1 (0) by the group G 1 of conformal automorphisms of the disk D that fix 1 ∈ ∂D. However, G 1 does not act with any uniformity on the configuration space since it distorts the underlying Sobolev norm by an arbitrarily large amount, and thus the quotient does not inherit a smooth structure. To equip the moduli space of holomorphic disks with one positive puncture with a smooth structure we instead adopt a gauge fixing strategy, which we describe next.
Write a ± for the two preimages of the double point in Σ. Let S ǫ (a ± ) ⊂ Σ denote spheres of radius ǫ > 0 around a ± bounding balls B ǫ (a ± ). We will fix gauge by marking two points ±i ∈ ∂D by requiring that our holomorphic disks u : D → C n with boundary on f : Σ → C n with positive puncture at 1 ∈ ∂D satisfy u(∓i) ∈ S ǫ (a ± ). Furthermore, to avoid over-counting, we require that the open boundary arc between 1 and ±i maps to the interior of B ǫ (a ∓ ). The resulting maps are stable, and we will see below that their moduli space can be identified with the zero-set of a Fredholm section of a Banach bundle, giving an induced smooth structure. The main point of the following discussion is to show that the above gauge-fixing requirements do not exclude any solutions.
We start by considering the rate at which holomorphic disks approach the double point. Recall from Remark A.3 that any (Floer) holomorphic disk with a positive puncture at the double point a has a Fourier expansion
in half-strip coordinates around the puncture, which we take to lie at 1 ∈ ∂D. Our next result shows that generically the first Fourier coefficient is non-zero; we remark that the vanishing or non-vanishing of this coefficient is independent of the choice of half-strip neighborhood, and is invariant under the reparametrization action of G 1 . Recalling that the immersion f has standard form with all complex (or Kähler) angles equal to π 2 at the double point, we find that the section∂ : Y 1,0;δ → X 1,0;δ is Fredholm. However, the positive exponential weight lowers the Fredholm index by n, see e.g. [7, Proposition 6.16] . Hence, noting that the action of G 1 preserves H 2 δ , the expected dimension of the corresponding moduli space is (n − 1) − n = −1, which means that for a generic almost complex structure this problem has no solutions. In terms of ordinary holomorphic disks, we find that for a generic almost complex structure the first Fourier coefficient of any solution is non-zero.
Fix an almost complex structure as in Lemma A.5 and let u : D 1 → C n be a holomorphic disk. For small ǫ > 0 let p ± ∈ ∂D be the points closest to the puncture 1 such that u(p ± ) ∈ S ǫ (a ± ).
Lemma A.6. For all sufficiently small ǫ > 0 any holomorphic disk u intersects S ǫ (a ± ) transversely at u(p ± ).
Proof. Consider a sequence of solutions with u(p + ) not transverse to S ǫ (a + ) as ǫ → 0. As the moduli space is compact we find a limiting solution u ∞ . If the first Fourier coefficient of u ∞ is non-zero then there exists ǫ 0 > 0 such that u ∞ meets S ǫ (a + ) transversely for all ǫ ∈ (0, ǫ 0 ]. This contradicts the non-transversality of the corresponding intersections of the solutions in the sequence, so we conclude that the first Fourier coefficient of u ∞ must vanish. This contradicts Lemma A.5.
We next control other intersections with S ǫ (a ± ). Consider the evaluation map ev : X 1,0 → Σ at the point −1 ∈ ∂D (note this is the opposite point on the boundary to the puncture which is fixed at 1 ∈ ∂D) and consider the subset ev
. The Fredholm section restricted to these submanifolds has index 1, and thus generically there are finitely many solutions which pass through one of the Reeb chord endpoints. It then follows from Lemma A.6 that there exists ǫ > 0 such that the intersection points closest to 1 are transverse and such that the following holds. If u(p) ∈ B ǫ (a + ) (respectively u(p) ∈ B ǫ (a − )) and if there is another intersection point u(p ′ ) ∈ S ǫ (a + ) (resp. u(p ′ ) ∈ S ǫ (a − )) such that the order of these points and the puncture on ∂D is 1, p ′ , p (resp. is p, p ′ , 1), then some point p ′′ ∈ ∂D between p ′ and p (resp. between p and p ′ ) maps outside B 2ǫ (a + ) (resp. outside B 2ǫ (a − )), i.e. u(p ′′ ) / ∈ B 2ǫ (a ± ).
With this established we now define the smooth structure on the moduli space. Let X ′ 1,0 ⊂ X 1,0 denote the configuration space of maps u with u(±i) ∈ S ǫ (a ∓ ) and such that no point in the arc in ∂D of length π 2 between 1 and ±i maps outside B ǫ (a ± ). The tangent space T u X ′ 1 ⊂ T u X 1 is the codimension 2 subspace of vector fields tangent to S ǫ (a ± ) at ∓i. We now define the moduli space as .5) and observe that M then comes equipped with a smooth structure provided the restriction of∂ to X ′ 1,0 is transverse to 0. The argument discussed above, perturbing the almost complex structure near the positive puncture, still works for X ′ 1,0 , and thus we get a smooth structure on M. A priori, this smooth structure depends on the choice of gauge condition. Using the fact that the C 0 -norm of a holomorphic map controls all other norms, it is not hard to see that different gauge conditions lead to the same smooth structure. This, however, will not play any role in our main application and will therefore not be discussed further. 
Proof. If not, there is a sequence of disks in F 0 with holomorphic disk bubbles forming at (at least) two points. This contradicts Lemma 3.6.
It follows from Lemma A.7 that for each δ 0 > 0 there is M > 0 such that for every u ∈ U M , δ(u, M ) < δ 0 . Let I u ⊂ ∂D be the smallest interval containing B (1) (u, M ) ∩ ∂D, and let ζ u denote the midpoint of I u .
Proof. If the lemma does not hold then there is σ ∈ {+, −} and a sequence of solutions
Passing to a subsequence, we may assume that ζ uj → ζ converge. By Gromov-Floer compactness, a subsequence of u j converges to a solutioñ u in F 1 on compacts subsets of D − ζ. It follows that the intersection number ofũ(∂D − ζ) and S ǫ (a σ ) equals ±1. Since the intersection number of any closed curve in Σ and S ǫ (a σ ) equals 0, we find that there is ζ σ ∈ I uj such that u j (ζ σ ) ∈ S ǫ (a σ ) for j large enough. The lemma follows.
Let H denote the upper half-plane. Given u ∈ U M , let H δ ⊂ H be a half-disk parameterizing a small neighborhood in D centered on ζ u . Let ζ ± be the points in ∂H δ most distant from the origin satisfying u(ζ ± ) ∈ S ǫ (a ± ). Let α = ζ+−ζ− 2 and β = ζ++ζ− 2 . The map
Lemma A.9. For any sequence of maps u l ∈ U M l with M l → ∞, the sequence u l •ψ : Ω ρ → C n has a subsequence that converges uniformly on compact subsets to a holomorphic disk u : (H, ∂H) → (C n , Σ) with u(−1) ∈ S ǫ (a + ) and u(1) ∈ S ǫ (a − ), and which represents an element in M.
Proof. If the derivative of u j • ψ is uniformly bounded we can extract a convergent subsequence, with limit which must be non-constant since S ǫ (a + ) ∩ S(ǫ)(a − ) = ∅. The lemma then follows from Lemma 3.6.
To see that the derivative must indeed be uniformly bounded, assume otherwise for contradiction. There is at least one point ξ ∈ ∂H at which a bubble forms, and a rescaling argument as above yields a non-constant holomorphic disk. Lemma 3.6 implies that this is the only bubble and hence u j • ψ must converge to a constant map on compact subsets of H − ξ. This however contradicts
For ζ ∈ ∂D, let B(ζ; δ) denotes a δ-neighborhood of ζ in D.
Corollary A.10. For each δ > 0 and ǫ 0 > 0, there exist M > 0 and ρ > 0 with the following properties. For every u ∈ U M ⊂ F 0 there is some (u 1 , u 2 ) ∈ F 1 × M satisfying:
(1) Let ζ ∈ ∂D be the puncture in domain of u 1 . The C 1 -distance between u| D−B(ζ;δ) and u 1 | D−B(ζ;δ) is smaller than ǫ 0 . (2) Let ζ ± denote the intersection points of u 2 (∂H) and S ǫ (a ± ) closest to the puncture. Consider the unique representative u 2 : H → C n with u 2 (∓1) = ζ ± ∈ S ǫ (a ± ). The map u • ψ is defined on Ω ρ and the C 1 -distance between u • ψ and u 2 | Ωρ is smaller than ǫ 0 .
Proof. If (1) or (2) do not hold, then we extract a sequence contradicting Lemma A.9.
A.4. Overview. Before going into further analytical details we give an overview of the argument underlying Theorem 3.7. Our main object of study is the (n + 1)-dimensional moduli space F 0 of Floer holomorphic maps of the closed disk. The transversality arguments above endow F 0 with a smooth structure, as the inverse image of the 0-section of a C 1 Fredholm section. (By a classical result in differential topology, see e.g. [18] , any C 1 -atlas on a finite dimensional manifold contains a uniquely determined compatible C ∞ -atlas. Hence, in the current set up, regularity of the Fredholm section beyond the C 1 -level does not carry any information on the differential topology of the solution spaces.)
As we saw in Section 3.3, the Gromov-Floer boundary of F 0 consists of broken disks, with one component in the compact 1-manifold F 1 and the other in the in the compact (n − 1)-manifold M, joined at the double point. Thus, the Gromov-Floer boundary is simply the product F 1 × M. As usual in Gromov compactness arguments breaking of curves is related to gradient blow up. Recall from Section A.3 the open subset
for any M > 0 and note that U M is a neighborhood of the Gromov-Floer boundary in the sense that for any M > 0, F 0 − U M is compact, and any sequence u j ∈ F 0 that converges to a broken disk eventually lies in U M .
In order to glue broken disks it is convenient to trade the derivative blow up on the closed disk for a changing domain that undergoes neck-stretching but in which the derivative remains bounded. We thus define a 1-parameter family of domains ∆ ρ with a neck region of length 2ρ in the next section. We express the Floer equation on these domains by identifying the first half of ∆ ρ with the complement of a small neighborhood of 1 ∈ D −1 , sufficiently small that the 1-forms γ ζ,r vanish there for all ζ ∈ ∂D and for all r in a compact subset of [0, ∞) containing an open neighborhood of the set where there are solutions, and by then extending the Floer operator as the unperturbed Cauchy-Riemann operator over the second half of ∆ ρ . These domains also come equipped with natural metrics and associated Sobolev spaces H 2 comprising the subset of those maps u with∂u| ∂∆ρ = 0. We still have two marked points ζ ± corresponding to ±i in the second disk, and we still require that these map to S ǫ (a ± ).
On these domains, with this gauge fixing, we apply Floer's version of Newton iteration to get a smooth embedding of
. Reparameterization gives a further embedding Ψ into F 0 that we show, using Corollary A.10, covers a neighborhood U M for some large M . This then gives the desired smooth manifold with boundary for the conclusion of Theorem 3.7, by taking the two pieces F 0 − U M for M > 0 large, and F 1 × M × [ρ 0 , ρ 1 ] for ρ 1 ≫ 0 sufficiently large, and gluing them together via the diffeomorphism Ψ.
In the remaining sections we explain the details of this construction.
A.5. Glued domains and configuration spaces. We next define a 1-parameter family, parameterised by [ρ 0 , ∞), of disks with two boundary marked points. Fix a small neighborhood B δ ⊂ D of −1 which we think of in terms of upper half plane coordinates around 0,
As above, we consider a metric in D in which a neighborhood of −1 becomes cylindrical. In the notation of (A.6) we fix δ > 0 and consider coordinates τ + it ∈ (−∞, 0] × [0, 1] and the parameterizing map
and use a metric which is the standard flat metric in these coordinates (where we interpolate to the metric in D over the region δ < |w| < 2δ).
We next consider a once punctured disk with two marked points parameterized by the upper half plane:
where the marked points ±1 map to ∓i. Here we use strip coordinates τ + it ∈ [0, ∞) × [0, 1] on a neighborhood of the puncture at ∞,
for some r > 0, and a metric that agrees with the standard metric in the strip.
In order to find a good functional analytic set up near broken disks we will use the coordinates above to join two disks into one by connecting them by a long neck. Write D − for the disk with half plane coordinates and strip like end near −1 and write D + for the once punctured disk with two marked points and coordinates as above. For ρ ∈ [ρ 0 , ∞), define the domain ∆ ρ as the disk obtained from joining
across the boundary intervals {−ρ}×[0, 1] and {ρ}×[0, 1]. We take the two points ζ ± ∈ ∂∆ ρ that correspond to ∓i ∈ ∂D + to be marked points. The domain ∆ ρ inherits a natural Riemannian metric from its pieces. In particular there is strip region of length 2ρ connecting the two disks in ∆ ρ that we will often identify with, and denote by,
Remark A.11. It will be convenient in Section A.9 to have a slightly different picture of this domain, that we will call H ρ . Remove the half-disk of radius δe −πρ from {w : Im(w) ≥ 0, |w| ≤ 1} -the remaining part of the upper half plane corresponds to D − -and insert in its place the half disk {w : Im(w) > 0, |w| ≤ re πρ }, corresponding to D + , scaling by δr −1 e −2πρ . The intermediate strip region in ∆ ρ now corresponds to a small annular region in H ρ . Note that the upper half plane metric on H ρ differs drastically from the metric on ∆ ρ , whence the different notation.
We consider the Sobolev spaces induced by the metric on ∆ ρ and, in analogy with Section A.1.2, we consider the closed subspace
of maps that take the boundary into the Legendrian liftf (Σ) ⊂ C n × R, which are holomorphic on the boundary,∂u| ∂∆ρ = 0, and which satisfy the marked point condition that u(ζ ± ) ∈ S ǫ (a ± ). Similarly, we consider the subspace
of (J, i)-complex anti-linear maps A that vanish on the boundary, A| ∂∆ρ = 0. The families X ρ and Y ρ naturally form bundles X and Y over [ρ 0 , ∞).
In order to adapt the current set up to Floer's Picard lemma we introduce an "exponential map" that gives local coordinates on X . More precisely, we consider X as a bundle over [ρ 0 , ∞) with fiber X ρ . We first describe the tangent space of X ρ . As in Lemma A.2, the tangent space T u X ρ at a map u is the space of vector fields v along u in H 2 (∂∆ ρ , C n ), tangent to f (Σ) along the boundary, such that (∇v) 0,1 | ∂∆ρ = 0, and such that the component of v at ζ ± perpendicular to S ǫ (a ± ) vanishes. We write E(u) for this space of vector fields with the H 2 -norm.
With respect to the metricĝ of Section A.1.3, there is an exponential map exp u : E(u) → X ρ . The image of a small ball in E(u) under exp u gives a C 1 -chart on X ρ near u. To see how such charts vary with ρ ∈ [ρ 0 , ∞), consider precomposition with the diffeomorphism Ψ = Ψ ρ ′ ,ρ : ∆ ρ ′ → ∆ ρ from Lemma A.12. The exponential map above is equivariant under precomposition with Ψ:
We point out that after fixing the domain for a local trivialization, the linearized variation in the ρ-direction in the direction of increasing ρ is a vector field that corresponds to moving the two marked points ζ ± toward each other.
A.6. Floer-Picard lemma. Our main technical tool is [10, Lemma 6.1], which is a version of Floer's Picard lemma [15] that we restate and prove here for convenience. Let T and M be finite dimensional smooth manifolds and let π X : X → M × T be a smooth bundle of Banach spaces over M × T . Let π Y : Y → T be a smooth bundle of Banach spaces over T . Let f : X → Y be a smooth bundle map of bundles over T and write f t : X t → Y t for the restriction of f to the fiber over t ∈ T (where the fiber X t is the bundle over M with fiber X (m,t) at m ∈ M ). If m ∈ M , then write d m f t : X (m,t) → Y t for the differential of f t restricted to the vertical tangent space of X t at 0 ∈ X (m,t) , where this vertical tangent space is identified with the fiber X (m,t) itself; similarly, the tangent spaces of Y t are identified with Y t using linear translations. Denote by 0 Y the 0-section in Y , and by D(0 X ; ǫ) an ǫ-disk sub-bundle of X.
Lemma A.13. Let f : X → Y be a smooth Fredholm bundle map of T -bundles, with Taylor expansion in the fiber direction:
Assume that d m f t is surjective for all (m, t) ∈ M × T and has a smooth family of uniformly bounded right inverses Q (m,t) : Y t → X (m,t) , and that the non-linear term N (m,t) satisfies a quadratic estimate of the form
for some constant C > 0. Let ker(df t ) → M be the vector bundle with fiber over
is a smooth submanifold diffeomorphic to the bundle over T with fiber at t ∈ T the ǫ-disk bundle in ker(df t ).
Proof. The proof for the case when M and T are both points appears in Floer [15] and generalizes readily to the case under study here. We give a short sketch pointing out some features that will be used below. Let K (m,t) = ker(d m f t ) and choose a smooth splitting
Then solutions to the equation f t (x) = 0, x ∈ X (m,t) with p (m,t) x = k (m,t) are in one-to-one correspondence with solutions to the equation f (m,t) (x) = 0. Moreover, the differential d f (m,t) is an isomorphism with inverse Q (m,t) :
On the other hand, solutions of the equation f (m,t) (x) = 0 are in one-to-one correspondence with fixed points of the map F (m,t) : X (m,t) → X (m,t) given by
Fixed points are obtained from the Newton iteration scheme: if
Note that these fixed points correspond to transverse intersections between the graph of Q (m,t) and the diagonal ∆ (m,t) ⊂ X (m,t) × X (m,t) and consequently form a smooth bundle first over the kernel bundle over M for fixed t and then over T .
Furthermore, if f t (0 X (t,m) ) is sufficiently small then there is 0 < δ < 1 such that:
and consequently
where κ is a constant.
A.7. Pre-gluing. The first step in our gluing construction is to embed a collar on the GromovFloer boundary of F 0 in the configuration space X × [0, ∞) approximating broken curves. More precisely, in the notation of Section 3.2, let
and let N ρ = F 1 × M, thought of as the fiber over ρ of the projection N → [ρ 0 , ∞). We will define a fiber-preserving embedding 
(A.11)
We then define the map PG : N → X × ∂D × [0, ∞) as 
By compactness of the moduli spaces involved we find that if ρ 0 is sufficiently large then PG is a fiber preserving embedding (as a map of bundles over [ρ 0 , ∞)). More precisely, the restriction
is a family of embeddings which depends smoothly on ρ.
Consider the normal bundle
simpler notation, write w ρ = u − # ρ u + and recall that E(w ρ ) denotes the fiber of the tangent bundle T wρ X ρ , see the last two paragraphs of Section A.5.
The fiber N wρ N ρ of the normal bundle at w ρ is the L 2 -complement of the subspace
where (ζ, r) = (ζ(u − ), r(u − )) are the coordinates of the Hamiltonian term in the Floer equation at u − . The L 2 -pairing is defined as 13) where the first summand is the L 2 -pairing on the Sobolev space E(w ρ ) induced by the L 2 -pairing on the ambient space, whilst the second and third are the standard inner products on the 1-dimensional tangent spaces indicated. Let the cut-off function β : R × [0, 1] → C be as defined previously, in particular be holomorphic along the boundary, and associate elementsṽ
+ is the following vector field along ∆ ρ in E(w ρ ):
Analogously, we define the vector fieldṽ
and then defineṽ
Remark A.14. We have constructed the vector fieldsṽ + andṽ − X1 only when starting with smooth (by elliptic regularity) vector fields v ± , which makes it manifest that they depend smoothly on ρ. In fact, for ρ large enough the cut-off used to constructṽ + andṽ − X1 from v ± is concentrated in the region where the Lagrangian boundary conditions are linear and the almost complex structure is standard, so the initial vector fields v ± are even analytic in the region of interpolation. More generally, starting with any H 2 -vector fields v ± (that are holomorphic on the boundary), we find, since their norms are finite and since the H 2 -norm controls the supremum norm, that there are neighborhoods of the punctures that map into the region where the Lagrangian boundary conditions are linear and the almost complex structure is standard. Hence for ρ large enough the ρ-dependence ofṽ + andṽ − X1 , viewed as sections in E(w ρ ), would still be smooth (although, in that case the resulting vector fields would themselves only be H 2 ).
Recall that
be the subspace spanned byṽ − and let ker(u
where W ⊥ denotes the L 2 orthogonal complement of the subspace W , which gives a bundle isomorphism that varies uniformly continuously with ρ. Below we will often represent the fiber bundle N N ρ ⊂ T Nρ ( X ×∂D) as the bundle with fiber ker(u
Remark A.15. In fact, the uniformly continuous dependence of the bundle isomorphism (A.15) on ρ is even uniformly smooth in the following sense. In order to study derivatives at ρ 0 , we trivialize the bundle X over the interval (ρ 0 −1, ρ 0 +1), as in Lemma A.12, yielding a corresponding family of L 2 -projections for ρ ∈ (ρ 0 − 1, ρ 0 + 1). One can directly check that the derivatives of this family with respect to ρ at ρ 0 , calculated in the given trivialization, are uniformly bounded as ρ 0 → ∞. (The essential point is that, in the notation of Lemma A.12, if ρ Using the exponential map introduced before Equation (A.7), we parameterize a neighborhood of N ρ ⊂ X ρ × ∂D × [0, ∞) by a neighborhood of the 0-section in the restriction of the tangent bundle T Nρ ( X ρ × ∂D × [0, ∞)), which we take to be the ǫ-disk sub-bundle T Nρ;ǫ ( X ρ × ∂D × [0, ∞)). The Floer equation then gives smooth maps f ρ :
This family of maps varies smoothly with ρ and thus gives a smooth bundle map
where the fibers at ρ ∈ [ρ 0 , ∞) of the source and target are respectively
To simplify notation, we will denote by f the restriction f | NǫN , i.e. the fiberwise restriction of f ρ to the radius ǫ disk bundle N ǫ N ρ in the normal bundle of
A.8. The gluing map. To construct the gluing map
which parametrizes a C 1 -neighborhood of the Gromov-Floer boundary we will apply Lemma A.13 to the map f : N N → Y defined in (A.16). This requires us to verify that the assumptions of Lemma A.13 are fulfilled for f . Before we go into verifying that we present a dictionary between maps and spaces considered here and those in Lemma A.13.
As above, for (u − , u + , ρ) ∈ N , let w ρ = u − # ρ u + . In the notation of Lemma A.13:
• N N , with fiber N wρ N ρ , corresponds to X; Y corresponds to Y ;
• we use the norm · N Nρ inherited from T ( X ρ × ∂D × [0, ∞)), and the usual Sobolev 1-norm as · Yρ ; • the fiber N wρ N ρ of the normal bundle N N ρ at w ρ corresponds to X (m,t) ; • w ρ corresponds to 0 ∈ X (m,t) .
We first show that for ρ ∈ [ρ 0 , ∞), w ρ is a good approximation of a solution. In fact the error converges exponentially fast to 0.
Proof. This is an immediate consequence of the Fourier expansions of u − and u + near the puncture, cf. Remark A.3, the compactness of F 1 × M, and the definition of u − # ρ u + in (A.11).
Lemma A.17. There is ρ 0 > 0 such that for ρ > ρ 0 , the vertical differential
is surjective, so there is a bundle map Y ρ → N wρ N ρ which is a right inverse of d wρ f ρ on fibers. Furthermore, the inverse map depends smoothly on ρ and is uniformly bounded over [ρ 0 , ∞).
Proof. This relies on a standard linear gluing argument, as follows. Recall from (A.15) the representation of N wρ N ρ as the L 2 complement
We show that there is ρ 0 > 0 and a constant C > 0 such that for any w ρ with ρ > ρ 0 and any v ρ ∈ N wρ N ρ , the following estimate holds:
Assume that (A.17) is false; then there is a sequence of pairs (w ρ , v ρ ), ρ → ∞, where
By compactness of F 1 × M, we pass to a subsequence for which (u − , u + ) converges as ρ → ∞. 
Similarly, let γ : ∆ ρ → C be a cut off function equal to 1 on ( 
Similarly, looking at the other half of ∆ ρ , we find
Since the supports of the cut off functions α and γ include the supports of the elements in ker(u − ) and ker(u + ), respectively,
By the uniform invertibility of D u −∂ F and D u +∂ we then find from (A.18), (A.19) that
This however contradicts v ρ = 1, and we conclude that (A.17) holds. In particular, d wρ f ρ is injective.
The remaining statements of the lemma follow by observing that d wρ f ρ comprises a smooth family of Fredholm operators of index 0 that are injective and hence isomorphisms, and that taking the inverse is a smooth operation in this setting.
Lemma A.18. For ρ 0 sufficiently large and ρ ≥ ρ 0 , the quadratic estimate (A.9) for the nonlinear term in the Taylor expansion of f ρ holds. More precisely, let N wρ be defined so that the following equation holds:
where f ρ (0) = (dw ρ + γ ζ,r ⊗ X H (w ρ )) 0,1 . Then there exists ρ 0 > 0 and a constant C > 0 such that for all w ρ with ρ > ρ 0 and all v, u ∈ N wρ N ρ ,
(A.20)
Proof. The proof follows the lines of similar results for gluing in Floer theory. The strategy is to find a smooth function G ρ such that the non-linear term at v ∈ N wρ N is given by evaluating G ρ , i.e. N wρ (v) = G ρ (w ρ , dw ρ , v, dv), and to show that G ρ as well as its first derivative with respect to v vanishes at v = 0. The estimate (A.20) then follows from a combination of standard Sobolev estimates.
We use
as the source space of G ρ , where we view the first factor as a bundle over ∆ ρ × ∆ ρ with fiber at
restricted to the diagonal z 1 = z 2 .
In order to find the required map G ρ : E ρ → Hom 0,1 (T ∆ ρ , T C n ), recall that the map f ρ was defined via the exponential map exp in the metricĝ followed by the Floer operator. Let v 0 ∈ T wρ X ρ , let τ ∈ T z ∆ ρ , and let B τ be the Jacobi field along the geodesic
with initial conditions
Write elements of E ρ as e = (z, x, y, ξ, η, ζ, r, δζ, δr), where z ∈ ∆ ρ , x, y ∈ C n , ξ ∈ Hom(T z ∆ ρ , T x C n ), η ∈ Hom(T z ∆ ρ , T y C n ), (ζ, δζ) ∈ T ∂D, and (r, δr) ∈ T [0, ∞). Let τ ∈ T z ∆ ρ and define the bundle map Φ : E ρ → Hom 0,1 (T ∆ ρ , T C n ) as follows:
We point out for future reference that the function Φ satisfies
∂η 2 (e) = 0. To see this, note that the Jacobi equation is a linear ordinary differential equation and that the initial condition contains only first order terms in η.
In order to derive the expression for the non-linear term we must study derivatives of Φ. To this end we will use a trivialization of the bundle Hom 0,1 (T ∆ ρ , T C n ) which is described in [9] . Briefly, writing J for the almost complex structure on C n and, for y ∈ C n , Π y for parallel translation along the geodesic exp x (sy), one finds J y = Π −1 y J(exp x (y))Π y is the almost complex structure at exp x (y) transported by parallel translation to T x C n . We trivialize the bundle of complex anti-linear maps by introducing the linear map S y = (J y + J) −1 (J y − J) and taking the (J y , i) complex anti linear map A to the (J, i) complex anti-linear map ( 
y Φ. ThenΦ is a (J, i) complex anti-linear map from T z ∆ ρ to T wρ(z) C n , i.e. we have trivialized the bundle of complex anti linear maps in E ρ in the y-direction for fixed (z, x). We then define the map G ρ in this trivialization as follows: recalling e = (z, x, y, ξ, η, ζ, r, δζ, δr),
where, for τ ∈ T z ∆ ρ , ∇ ξ(τ ) (y, η(τ )) denotes the covariant derivative in direction ξ(τ ) of a vector field equal to y at x and with first derivative η(τ ).
Noting that the last two lines in (A.21) correspond to the linearization of f ρ , compare the calculation in [9, Proof of Lemma 3.5, p. 3319], we find that (N wρ (v))(z) = G ρ (z, w ρ , v X , dw ρ , dv X , ζ, r, v ∂D , v [0,∞) ).
We next study G ρ for small ǫy when ǫ → 0. A straightforward calculation using the first order equation
see [9, Equation (3.13) ] then shows that G(z, x, ǫy, ξ, ǫη, ζ, r, ǫ(δζ), ǫ(δr)) = O(ǫ 2 ) and we find that After addition and subtraction of suitable terms we need only consider inputs that differ in one argument. We focus on the nontrivial, infinite dimensional part of the estimate and suppress the Hamiltonian components as well as z and w ρ from the notation. Then we have
≤ C(|v| + |u| + |du| + |dv|)(|u − v| + |dv − du|), where we estimate dG using the fact that it vanishes at 0. To get the desired estimate, we square and integrate. Using the fact that the H 1 -norm (i.e. one derivative in L 2 ) controls the L 4 -norm we conclude that the L 2 -norm of the left hand side is dominated by
We must estimate one more derivative:
For the difference of the first and the third terms we find
≤ C((|v − u| + |dv − du|)|dv| + (|u| + |du|)|dv − du|)
≤ C(|v| + |u| + |du| + |dv|)(|u − v| + |dv − du|), which gives the desired estimate exactly as above.
To estimate the difference of the second and fourth terms we use the fact that G ρ has first order dependence on η (this was discussed for Φ above, and is obvious for the term subtracted from it in defining G ρ ). In the present language this means that D 2 G ρ (y, η) is in fact independent of η, D 2 G ρ (y, η) = D 2 (y), and we get
≤ C((|u| + |v|)|d 2 u − d 2 v| + (|d 2 u| + |d 2 v|)|u − v|).
Squaring and integrating, using the fact that the H 2 -norm (two derivatives in L 2 ) controls the supremum norm, we find that this term is also controlled by
This finishes the proof. Proof. This is now a direct consequence of Lemma A.13.
A.9. A smooth neighborhood of the Gromov Floer boundary. In this section we show that exp(f −1 (0)) ⊂ X × [0, ∞), which is diffeomorphic to N via the gluing map Φ, gives a C 1 -collar neighborhood of the Gromov-Floer boundary of F 0 . The argument presented here is parallel to that of [10, Section 6.6] . ′ are sufficiently large. We conclude that for small enough ǫ 0 , the map is a C 1 embedding in an ǫ 0 -neighborhood of any point.
It follows that the map is also a global embedding: since Ψ approaches the pregluing map as ρ → ∞, there is ρ 0 > 0 so that for ρ, ρ
We are now ready to prove our main gluing result.
Theorem A.21. For ρ 0 sufficiently large, the map Ψ : N → F 0 is a smooth embedding onto a neighborhood of the Gromov-Floer boundary.
Proof. Take ρ 0 sufficiently large that the conclusion of Lemma A.20 holds. It only then remains to show that (perhaps for some larger ρ 0 ) the map Ψ is surjective onto a neighborhood of the Gromov-Floer boundary of F 0 .
To see this we consider a Gromov-Floer convergent sequence u j of solutions in F 0 with nontrivial bubbling. Such a sequence converges uniformly on compact subsets, and by Corollary A.10 we recover u − ∈ F 1 and u + ∈ M as maps corresponding to these uniform limits. We need then to show that u j , when re-parameterized and considered as a map on H ρ ≈ ∆ ρ , eventually lies in the image of the exponential map of a small neighborhood of u − # ρ u + . We point out that the inverse of the re-parameterization map determines the relevant value of ρ from the distance d of the intersection points with S ǫ (a ± ) corresponding to the marked points in D + . If, as in Remark A.11, we think of D + as the upper half plane with marked points at ±1, then ρ = (2π) −1 log(d/2δ).
We claim that u j eventually lies in the image under the exponential map of a small neighborhood of N ⊂ N N where the Newton iteration map is defined. Corollary A.10 implies for any fixed ρ 0 and for k ≤ 2, the maps u j C k -converge on the two ends of the strip region [−ρ+ρ 0 , ρ−ρ 0 ]×[0, 1] to u − and u + , respectively. On the remaining growing strip we have a holomorphic map which converges to a constant (since there cannot be further bubbling). In particular, the map of the strip eventually lies completely inside the region where the Lagrangian immersion agrees with R n ∪ iR n . Since the almost complex structure is standard here and since the Hamiltonian term vanishes in the region in H ρ corresponding to the strip, we can write down the solutions explicitly:
where c k ∈ R n . Writing u j = x j + iy j , with x j , y j ∈ R n , and z = τ + it ∈ [−ρ ′ , ρ ′ ] × [0, 1], ρ ′ = ρ − ρ 0 , the C 0 convergence together with the explicit form of the solutions u ± near the punctures, see Remark A.3, then implies that On the other hand, We thus find that the C 0 norm at the ends of the strip controls the L 2 -norm. Repeating this argument for two derivatives of u j we see that the relevant Sobolev norm is controlled by the C 2 -convergence at the ends of the strip. We conclude that the re-parameterized version of u j eventually lies in the image of a small neighborhood of N in N N . Thus, the gluing map is a surjective embedding onto a neighborhood of the Gromov Floer boundary of F 0 .
As noted in Section A.4, the proof of Theorem 3.7 is now completed by gluing together (the C 1 -smooth pieces) F 0 − U M and F 1 × M × [ρ 0 , ρ 1 ], for suitably large M, ρ 1 , via the diffeomorphism Ψ constructed above.
