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Abstract
We aim to enable an autonomous robot to learn new skills from demo videos and use these newly learned skills to accomplish non-
trivial high-level tasks. The goal of developing such autonomous robot involves knowledge representation, specification mining,
and automated task planning. For knowledge representation, we use a graph-based spatial temporal logic (GSTL) to capture spatial
and temporal information of related skills demonstrated by demo videos. We design a specification mining algorithm to generate a
set of parametric GSTL formulas from demo videos by inductively constructing spatial terms and temporal formulas. The resulting
parametric GSTL formulas from specification mining serve as a domain theory, which is used in automated task planning for
autonomous robots. We propose an automatic task planning based on GSTL where a proposer is used to generate ordered actions,
and a verifier is used to generate executable task plans. A table setting example is used throughout the paper to illustrate the main
ideas.
Keywords: Spatial temporal logic, Knowledge representation, Specification mining, Automated task planning
1. Introduction
Our work is motivated by the quest for high-level autonomy
in service robots that can adapt to our everyday life. The key
challenge comes from the fact that we cannot pre-program the
robot since the working environment of a service robot is un-
predictable [1], and the tasks for the robot to accomplish could
be new in the sense that the robot has never been trained be-
fore. Instead of waiting for hours’ trial-and-error, we expect
the robot can learn new skills instantly and achieve high-level
tasks even when the tasks are only partially or vaguely speci-
fied, e.g., “John is coming for dinner, set-up the dinner table.”
Setting up a table for dinner may be new for the robot if it has
never done the task before.
The solution we propose is to learn related new skills through
observing demo videos and apply the skills in solving a vague
task assignment. In the solution, we assume that the robot can
go to internet and fetch demo videos for the task at hand (like
we learn new skills by searching Google or watching YouTube
videos). We also assume that the robot can reliably detect the
objects in the demo videos and match the objects in its sur-
rounding environment. Our key idea of the solution is to for-
mally specify the learned skills by employing a graph-based
spatial temporal logic (GSTL), which was proposed recently for
knowledge representation in autonomous robots [2]. GSTL en-
ables us to formally represent both spatial and temporal knowl-
edge that is essential for autonomous robots. It is also shown
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in [2] that the satisfiability problem in GSTL is decidable and
can be solved efficiently by SAT. In this paper, we further ask
(a) how to automatically mine GSTL specifications from demo
videos and generate a domain theory, and (b) how to achieve
an automated task planning based on the newly learned domain
theory.
Specifically, for the first question, we propose a new spec-
ification mining algorithm that can learn a set of parametric
GSTL formulas describing spatial and temporal relations from
the video. By parametric GSTL formulas, we mean the tem-
poral and spatial variables in GSTL formulas are yet to be de-
cided. Specification mining for spatial logic or temporal logic
has been studied separately in the literature [3, 4, 5, 6, 7]. How-
ever, we cannot simply combine the existing specification min-
ing techniques for GSTL as GSTL has a broader expressiveness
(e.g. parthood, connectivity, and metric extension) compared to
existing spatial temporal logic [2]. The present techniques face
difficulties when it models actions involving coupled spatial and
temporal information with metric extension, e.g., a hand holds
a plate with a cup on top of it for one minute. To handle this dif-
ficulty, our basic idea is to generate simple spatial GSTL terms
and construct more complicated spatial terms and temporal for-
mulas based on the simple spatial terms inductively. Specifi-
cally, we construct spatial terms by mining both parthood and
connectivity of the spatial elements and temporal formulas by
considering preconditions and consequences of a given spatial
term. The obtained parametric GSTL formulas can represent
skills demonstrated by the video and form as a domain theory
to facilitate automated task planning.
For the second question, we propose an interacting proposer
and verifier to achieve an automated task planning based on
the newly learned domain theory in parametric GSTL. Many
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approaches have been proposed in AI and robotics on auto-
mated task planning, which can be roughly divided into several
groups, including graph searching [8], model checking [9], dy-
namic programming [10], and MDP [11]. Despite the success
of existing approaches, there is a big gap between planning and
executing where the task plan cannot guarantee the feasibility of
the plans. The interaction between proposer and verifier aims
to fill this gap. The proposer generates ordered actions, and
the verifier makes sure the plan is feasible and can be achieved
by robots. In the proposer, we use the available actions in the
domain theory as basic building blocks and generate ordered
actions for the verifier. The verifier checks temporal and spatial
constraints posed by the domain theory and sensors by solving
an SMT satisfiability problem for the temporal constraints and
an SAT satisfiability problem for the spatial constraints.
The contributions of this paper are mainly twofold. First,
we propose a new specification mining algorithm for GSTL,
where a set of parametric GSTL is learned from demo videos.
The proposed specification mining algorithm can mine both
spatial and temporal information from the video with limited
data. The parametric GSTL formulas form the domain theory,
which is used in the planning. Our work differs from the ex-
isting work where the domain theory is assumed to be given.
Second, we design an automatic task planning framework con-
taining an interactive proposer and a verifier for autonomous
robots. The proposer can generate ordered actions based on the
domain theory and the task assignment. The verifier can ver-
ify the feasibility of the proposed task plan and generate time
instances for an executable action plan. The overall framework
is able to independently solve a vague task assignment with de-
tailed and executable action plans with limited human inputs.
The rest of the paper is organized as follows. In Section
2, we introduce related work on pursuing autonomous robots.
In Section 3, we give a motivating scenario and formally state
the problem. In Section 4, we briefly introduce the graph-based
spatial temporal logic, GSTL. In Section 5, we introduce the
specification mining algorithm based on demo videos. An auto-
matic task planning framework is given in Section 6. We eval-
uate the proposed algorithms in Section 7 with a table setting
example. Section 8 concludes the paper.
2. Related work
A high-level autonomy for mobile robots is a very ambi-
tious goal that needs support from many areas, such as naviga-
tion & mapping, perception, knowledge representation & rea-
soning, task planning, and learning. In this section, we will
briefly introduce the most relevant work to us in knowledge rep-
resentation, specification mining, and automated task planning.
2.1. Knowledge representation and reasoning
One of the most promising fields in knowledge represen-
tation and reasoning is the logic-based approach, where knowl-
edge is modeled by predefined elementary (logic and non-logic)
symbols [12], and automated planning is performed through
primitive operations manipulating the symbols [13]. Classic
logic such as propositional logic [14], first-order logic [15], and
description logic [16] are well developed and can be used to
represent knowledge with a great expressiveness power in dif-
ferent domains. However, this is achieved at the expense of
tractability. The satisfiability problem of classic logic is often
undecidable, which further limits its application in autonomous
robots. Furthermore, in general, classic logic fails to capture
the temporal and spatial characteristics of the knowledge. For
example, it is difficult to capture information such as a robot
hand is required to hold a cup for at least five minutes. As
spatial and temporal information are often particularly impor-
tant for autonomous robots, spatial logic and temporal logic are
studied both separately [17, 18] and combined [19, 20, 21, 2].
By integrating spatial and temporal operators with classic logic
operators, spatial temporal logic shows great potential in spec-
ifying a wide range of task assignments for autonomous robots
with automated reasoning ability.
However, two significant concerns limit the applications of
spatial temporal logic in autonomous robots. First, the knowl-
edge needed for task planning is often given by human ex-
perts in advance. The dependence on human experts is caused
by the lack of specification mining algorithm between the real
world and the symbolic-based knowledge representation. Sec-
ond, there are few results in spatial temporal logic where the
task plan is automatically generated and is executable and ex-
plainable to robots. Lots of existing spatial temporal logic are
undecidable due to their combination of spatial operators and
temporal operators [19], and the resulting task plan may not
be feasible for robots to complete. In summary, the lack of
specification mining and executable task planning limits spatial
temporal logic’s applications on autonomous robots.
2.2. Learning and specification mining
Learning is essential for autonomous robots since deploy-
ment in real worlds with considerable uncertainty means any
knowledge the robot has is unlikely to be sufficient. By focus-
ing on specific scenarios, robots can increase their knowledge
through learning, which has been applied to applications such
as assembling robots [22] and service robots [23]. As the appli-
cations in autonomous robots are often task-oriented, the goal
of learning is often to find a set of control policies for given
tasks. Such policy can be learned through approaches such as
learning from demonstration [24] and reinforcement learning
[25, 26].
In a logic-based approach, learning is often addressed by
specification mining, where a set of logic formulas are learned
from data or examples. Most of the recent research has fo-
cused on the estimation of parameters associated with a given
logic structure [27, 28, 6, 29]. However, the selected formula
may not reflect achievable behaviors or may exclude funda-
mental behaviors of the system. Furthermore, by giving the
formula structure a prior, the mining procedure cannot derive
new knowledge from the data. Few approaches such as directed
acyclic graph [3] and decision tree [5] are explored for temporal
logic where the structures are not entirely fixed.
Despite the success of specification mining, the majority
of specification mining algorithms developed to date generate
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a purely reactive policy that maps directly from a state to ac-
tion without considering temporal relations among actions [24].
They have difficulty addressing complicated temporal and spa-
tial requirements, such as accomplishing particular task infinity
often or holding a cup for at least 5 minutes. One possible solu-
tion is encoding temporal and spatial information in the policy
derivation process.
With the ability of learning and reasoning, robots can in-
dependently solve a task assignment through automated task
planning. We review related work on automated task planning
as follows.
2.3. Automated task planning
The automated task planning determines the sequence of
actions to achieve the task assignment. Existing planning ap-
proaches such as GRAPHPLAN [8], STRANDS [30], CoBot
[31] and Tangy [32] are able to generate ordered actions for
a given task assignment from users. Different systems vary
on if they consider preconditions and effects of robots’ actions
on time and resources. In GRAPHPLAN, both preconditions
and effects of actions are modeled during the task planning.
In STRANDS and CoBot, task planning is generated based on
models (e.g., MDP model for a working environment) learned
from the previous execution. Even though existing work can
generate ordered actions, there is no guarantee that the ordered
actions are feasible and executable for robots when spatial and
temporal constraints are considered. A verification process is
needed for the ordered actions [33].
As robots are more adaptable to a structured environment,
the research trending is integrating learning and task planning
processes in robots for a less structured environment. The per-
formance of robots is evaluated over variation in task assign-
ment and available resources [33] so that the plans are feasible
and executable for robots.
3. Problem formulation
We introduce the motivating scenarios and a formal prob-
lem statement in this section. In this paper, we aim to develop
an autonomous robot with the ability to learn available actions
from examples and generating executable actions to fulfill a
given task assignment. The motivating scenario is given in Fig.
1, where the initial table setup is given in the left figure, and the
goal is to set up the dining table as shown in the right figure.
We formally state the problem as follows.
Problem 1. Given a set of demo videos G and an initial table
setup s1, s2, ... as shown in the left in Fig. 1, we aim to accom-
plish a target table setup s∗1, s
∗
2, ... shown in the right in Fig. 1
through an executable task plan ψ as GSTL formulas. Here, si
and s∗i are GSTL spatial terms representing table setup. The
problem is solved by solving the following two sub-problems.
1. Generate a domain theory Σ = {a1, a2, ...} in GSTL via
specification mining based on video G.
2. Generate the task plan ψ based on the initial setup si, the
target setup s∗i , and the domain theory Σ.
Figure 1: An example of specification mining and automatic task planning for
the dining table setting. The left figure is the initial table setup. The right figure
is the target table setup.
To solve Problem 1, we adopt the following assumptions
with justifications. First, we assume that we know the objects
and concepts we are interested in and all the parthood relations
for the objects. For example, we know “hand is part of body
part” and “cup is a type of tool.” Second, we assume reliable
object detection with an accurate position tracking algorithm
is available since there are many mature object detection algo-
rithms [34] and stereo cameras like ZED can provide an accu-
rate 3D position for objects [35].
4. Graph-based spatial temporal logic
In this section, we briefly introduce the graph-based spatial
temporal logic (GSTL). First, we introduce the temporal and
spatial representation for GSTL.
4.1. Temporal and spatial representations
There are multiple ways to represent time, e.g., continuous-
time, discrete-time, and interval. As people are more inter-
ested in time intervals in autonomous robots, in this paper, we
use a discrete-time interval. We employ Allen interval algebra
(IA) [36] to model the temporal relations between two inter-
vals. Allen interval algebra defines the following 13 temporal
relationships between two intervals, namely before (b), meet
(m), overlap (o), start (s), finish ( f ), during (d), equal (e), and
their inverse (−1) except equal.
As for the spatial representations, we use regions as the ba-
sic spatial elements instead of points. Within the qualitative
spatial representation community, there is a strong tendency to
take regions of space as the primitive spatial entity [17]. In
practice, a reasonable constraint to impose would be that re-
gions are all rational polygons. To consider the relations be-
tween regions, we consider parthood and connectivity in our
spatial model, where parthood describes the relational quality
of being a part, and connectivity describes if two spatial ob-
jects are connected. GSTL further includes directional infor-
mation in connectivity. It is done by extending Allen inter-
val algebra into 3D, which is more suitable for autonomous
robots. The relations between two spatial regions are defined as
R = {(A, B,C) : A, B,C ∈ RIA}, where 13 × 13 × 13 basic rela-
tions are defined. An example is given in Fig. 2 to illustrate the
spatial relations. For spatial objects, X and Y in the left where
X is at the front, left, and below of Y , we have X{(b, b, o)}Y . For
3
spatial objects, X and Y in the right where Y is completely on
top of X, we have X{(e, e,m)}Y .
X
Y
X
Y
Figure 2: Representing directional relations between objects X and Y in 3D
interval algebra
We apply a graph with a hierarchy structure to represent the
spatial model. Denote Ω = ∪ni=1Ωi as the union of the sets of
all possible spatial objects where Ωi represents a certain set of
spatial objects or concepts.
Definition 1 (Graph-based Spatial Model). The graph-based
spatial model with a hierarchy structure G = (V,E) is con-
structed by the following rules. 1) The node setV = {V1, ...,Vn}
is consisted of a group of node set where each node set Vk repre-
sents a finite subset spatial objects from Ωi. Denote the number
of nodes for node set Vk as nk. At each layer, Vk = {vk,1, ..., vk,nk }
contains nodes which represent nk spatial objects in Ωi. 2) The
edge set E is used to model the relationship between nodes,
such as whether two nodes are adjacent or if one node is in-
cluded within another node. ei, j ∈ E if and only if vi and v j
are connected. 3) vk,i is a parent of vk+1, j, ∀k ∈ [1, ..., n − 1], if
and only if objects vk+1,i belongs to objects vk,i. vk+1, j is called
a child of vk,i if vk,i is its parent. Furthermore, if vi and v j are
a pair of parent-child, then ei, j ∈ E. vi is a neighbor of v j and
ei, j ∈ E if and only if there exist k such that vi ∈ Vk, v j ∈ Vk,
and the minimal distance between vi and v j is less than a given
threshold .
An example is given in Fig. 3 to illustrate the proposed
spatial model. In Fig. 3, V1 = {kitchen} , V2 = {body part, tool,
material} and V3 = {head, hand, cup, bowl, table, milk, butter}.
The parent-child relationships are drawn in solid lines, and the
neighbor relationships are drawn in dashed lines. Each layer
represents the space with different spatial concepts or objects
by taking categorical values from Ωi, and connections are built
between layers. The hierarchical graph can express facts such
as “head is part of a body part” and “cup holds milk.”
Based on the temporal and spatial model above, the spatial
temporal signals we are interested in are defined as follow.
Definition 2 (Spatial Temporal Signal). A spatial temporal sig-
nal x(v, t) is defined as a scalar function for node v at time t
x(v, t) : V × T → D, (1)
where D is the signal domain.
hand
head
milk
butter
body 
part
material
kitchen
tool
cup
bowl
table
hold hold
hold
hold
Figure 3: The hierarchical graph with three basic spatial operators: parent,
child, and neighbor where the parent-child relations are drawn in solid line and
the neighbor relations are drawn in dashed lines.
4.2. Graph-based spatial temporal logic
With the temporal model and spatial model in mind, we now
give the formal syntax and semantics definition of GSTL.
Definition 3 (GSTL Syntax). The syntax of a GSTL formula is
defined recursively as
τ := µ | ¬τ | τ1 ∧ τ2 | τ1 ∨ τ2 | PAτ | CAτ | N〈∗,∗,∗〉A τ,
ϕ := τ | ¬ϕ | ϕ1 ∧ ϕ2 | ϕ1 ∨ ϕ2 | [α,β]ϕ | ϕ1 unionsq∗[α,β] ϕ2.
(2)
where τ is spatial term and ϕ is the GSTL formula; µ is an
atomic predicate (AP), negation ¬, conjunction ∧ and disjunc-
tion ∨ are the standard Boolean operators; [α,β] is the “al-
ways” operator and unionsq∗[α,β] is the “until” temporal operators
with an Allen interval algebra extension, where [α, β] being a
real positive closed interval and ∗ ∈ {b, o, d,≡,m, s, f } is one
of the seven temporal relationships defined in the Allen interval
algebra. Spatial operators are “parent” PA, “child” CA, and
“neighbor” N〈∗,∗,∗〉A , where A denotes the set of nodes which they
operate on. Same as the until operator, ∗ ∈ {b, o, d,≡,m, s, f }.
The parent operator PA describes the behavior of the parent
of the current node. The child operator CA describes the behav-
ior of children of the current node in the set A. The neighbor
operator N〈∗,∗,∗〉A describes the behavior of neighbors of the cur-
rent node in the set A.
We first define an interpretation function before the seman-
tics definition of GSTL. The interpretation function ι(µ, x(v, t)) :
AP × D → R interprets the spatial temporal signal as a number
based on the given atomic proposition µ. The qualitative se-
mantics of the GSTL formula is given as follows.
Definition 4 (GSTL Qualitative Semantics). The satisfiability
of a GSTL formula ϕ with respect to a spatial temporal signal
x(v, t) at time t and node v is defined inductively as follows.
1. x(v, t) |= µ, if and only if ι(µ, x(v, t)) > 0;
2. x(v, t) |= ¬ϕ, if and only if ¬(x(v, t)) |= ϕ);
3. x(v, t) |= ϕ ∧ ψ, if and only if x(v, t) |= ϕ and x(v, t) |= ψ;
4. x(v, t) |= ϕ ∨ ψ, if and only if x(v, t) |= ϕ or x(v, t) |= ψ;
5. x(v, t) |= [α,β]ϕ, if and only if ∀t′ ∈ [t+α, t+β], x(v, t′) |=
ϕ;
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6. x(v, t) |= ♦[α,β]ϕ, if and only if ∃t′ ∈ [t+α, t+β], x(v, t′) |=
ϕ;
The until operator with interval algebra extension is defined as
follow.
1. (x, tk) |= ϕ unionsqb[α,β] ψ, if and only if (x, tk) |= [α,β]¬(ϕ ∨ ψ)
and ∃t1 < α, ∃t2 > β such that (x, tk) |= [t1,α](ϕ∧¬ψ)∧
[β,t2](¬ϕ ∧ ψ);
2. (x, tk) |= ϕ unionsqo[α,β] ψ, if and only if (x, tk) |= [α,β](ϕ ∧ ψ)
and ∃t1 < α, ∃t2 > β such that (x, tk) |= [t1,α](ϕ∧¬ψ)∧
[β,t2](¬ϕ ∧ ψ);
3. (x, tk) |= ϕ unionsqd[α,β] ψ, if and only if (x, tk) |= [α,β](ϕ ∧ ψ)
and ∃t1 < α, ∃t2 > β such that (x, tk) |= [t1,α](¬ϕ∧ψ)∧
[β,t2](¬ϕ ∧ ψ);
4. (x, tk) |= ϕunionsq≡[α,β]ψ, if and only if (x, tk) |= [α,β](ϕ∧ψ) and∃t1 < α, ∃t2 > β such that (x, tk) |= [t1,α](¬ϕ ∧ ¬ψ) ∧
[β,t2](¬ϕ ∧ ¬ψ);
5. (x, tk) |= ϕ unionsqm ψ, if and only if ∃t1 < t < t2 such that
(x, tk) |= [t1,t](ϕ ∧ ¬ψ) ∧[t,t2](¬ϕ ∧ ψ);
6. (x, tk) |= ϕ unionsqs ψ, if and only if ∃t1 < α < β < t2 such that
(x, tk) |= [t1,α](¬ϕ∧¬ψ)∧[α,β](ϕ∧ψ)∧[β,t2](¬ϕ∧ψ);
7. (x, tk) |= ϕ unionsq f ψ, if and only if ∃t1 < α < β < t2 such that
(x, tk) |= [t1,α](¬ϕ∧ψ)∧[α,β](ϕ∧ψ)∧[β,t2](¬ϕ∧¬ψ);
The spatial operators are defined as follows.
1. x(v, t) |= PAτ, if and only if ∀vp ∈ A, x(vp, t) |= τ where
vp is the parent of v;
2. x(v, t) |= CAτ, if and only if ∀vc ∈ A, x(vc, t) |= τ where
vc is a child of v;
3. x(v, t) |= N〈b,∗,∗〉A τ, if and only if ∀vn ∈ A, x(vn, t) |= τ
where vn is a neighbor of v and vn[x+] < v[x−];
4. x(v, t) |= N〈o,∗,∗〉A τ, if and only if ∀vn ∈ A, x(vn, t) |= τ
where vn is a neighbor of v and vn[x−] < v[x−] < vn[x+] <
v[x+];
5. x(v, t) |= N〈d,∗,∗〉A τ, if and only if ∀vn ∈ A, x(vn, t) |= τ
where vn is a neighbor of v and vn[x−] < v[x−] < v[x+] <
vn[x+];
6. x(v, t) |= N〈≡,∗,∗〉A τ, if and only if ∀vn ∈ A, x(vn, t) |= τ
where vn is a neighbor of v and vn[x−] = v[x−], v[x+] =
vn[x+];
7. x(v, t) |= N〈m,∗,∗〉A τ, if and only if ∀vn ∈ A, x(vn, t) |= τ
where vn is a neighbor of v and vn[x+] = v[x−];
8. x(v, t) |= N〈s,∗,∗〉A τ, if and only if ∀vn ∈ A, x(vn, t) |= τ
where vn is a neighbor of v and vn[x−] = v[x−], vn[x+] >
v[x+];
9. x(v, t) |= N〈 f ,∗,∗〉A τ, if and only if ∀vn ∈ A, x(vn, t) |= τ
where vn is a neighbor of v and vn[x+] = v[x+], vn[x−] <
v[x−].
Here v[x−] and v[x+] denote the lower and upper limit of
node v in x-direction. Definition for the neighbor operator in y-
direction and z-direction is omitted for simplicity. Notice that
the reverse relations in IA can be easily defined by changing
the order of the two GSTL formulas involved, e.g., ϕunionsqo−1[α,β] ψ⇔
ψunionsqo[α,β]ϕ. Based on the IA relations, we can define six spatial di-
rections (e.g. left, right, front, back, top, down) for the “neigh-
bor” operator. For instance, Nle f tA = N
〈∗,+,+〉
A , where ∗ ∈ {b,m}
and + ∈ {d,≡, o}. We further define another six spatial oper-
ators P∃τ, P∀τ, C∃τ, C∀τ, N〈∗,∗,∗〉∃ τ and N
〈∗,∗,∗〉
∀ τ based on the
definition above.
P∃τ = ∨npi=1PAiτ, P∀τ = ∧npi=1PAiτ, Ai = {vp,i},
C∃τ = ∨nci=1CAiτ, C∀τ = ∧nci=1CAiτ, Ai = {vc,i},
N〈∗,∗,∗〉∃ τ = ∨nni=1N〈∗,∗,∗〉Ai τ, N〈∗,∗,∗〉∀ τ = ∧nni=1N〈∗,∗,∗〉Ai τ, Ai = {vn,i},
where vp,i, vc,i, vn,i are the parent, child, and neighbor of v re-
spectively and nc, nn are the number of children and neighbors
of v respectively.
As we can see from the syntax definition of GSTL, the defi-
nition implies the following assumption, which is reasonable to
applications such as autonomous robots.
Assumption 1 (Domain closure). The only objects in the do-
main are those representable using the existing symbols, which
do not change over time.
The restriction that no temporal operators are allowed in the
spatial term is reasonable for robotics since usually predicates
are used to represent objects such as cups and bowls. We do
not expect cups to change to bowls over time. Thus, we do not
need any temporal operator in the spatial term and adopt the
following assumption.
5. Specification mining based on video
One of the key steps in employing spatial temporal logics
for autonomous robots is specification mining. Specifically, it
is crucial for autonomous robots to learn new information in the
form of GSTL formulas from the environment via sensor (e.g.,
video) directly without human inputs. In this section, we intro-
duce an algorithm of mining a set of parametric GSTL formulas
through specification mining based on a demo video.
We first pre-processed the video and stored each video as
a sequence of graphs: Gi = (Gi1, ...,GiT ), where Git = (V it ,W it ).
Git represents frame t in the original video i. V
i
t = (v
i
t,1, ..., v
i
t,k)
stores objects in frame t where vit,k is the object such as “cup”
and “hand”. wit,i, j ∈ W it stores the 3D directional information
(e.g. left, right, front, back, top, down) between object vit,i and
object vit, j at frame t. w
i
t,i, j can be obtained easily based on the
3D information returned by the stereo camera.
The specification mining procedure is introduced as fol-
lows, with an example to illustrate the algorithm. The basic
idea of the proposed specification mining is to first build spatial
terms inductively and then construct more complicated tempo-
ral formulas by assembling the spatial terms from the previous
steps. Specifically, for each frame Git of the video i, we generate
spatial terms ν for each objects detected in Git. For autonomous
robots, both connectivity and parthood spatial relations are cru-
cial to make decisions. Thus, we need to mine both of them
from each frames.
For connectivity, we generate spatial terms ν1 ∧ N〈∗,∗,∗〉∃ ν2 if
the distance of the objects represented by spatial terms ν1 and
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ν2 is less than a given threshold d. The direction variable ∗ is re-
placed with proper 3D spatial relations between the objects rep-
resented by ν1 and ν2. If the relative position of the two objects
satisfies at any six directions defined in the neighbor operator
semantic definition, we replace 〈∗, ∗, ∗〉 with corresponding di-
rectional relations. For parthood, we generate spatial terms P∃ν
for each object in Git. As we mentioned in Section 3, we assume
we know parthood relations for objects we are interested in.
Next, we build more complicated spatial terms by combin-
ing spatial terms from the previous steps. Let us assume the
hierarchical graph defined in GSTL has three layers. We ob-
tain the following spatial terms for frame Git which include both
connectivity and parthood spatial information.
C2∃(ν1 ∧ N〈∗,∗,∗〉∃ ν2), C2∃(P∃ν),
C2∃(ν1 ∧ N〈∗,∗,∗〉∃ P∃ν2), C2∃(P∃ν1 ∧ N〈∗,∗,∗〉∃ P∃ν2).
(3)
For an example in Fig 5, we can generate the following GSTL
terms for Git, where r1 states that the cup is behind the plate, r2
states that the fork is at the left of the plate, r3 states that the
hand is grabbing a cup. r4 states there are tools in the current
frame. r5 states hand is operating tools. r6 states body parts and
tools are connected in the current frame. Some GSTL terms are
omitted for simplicity.
r1 = C2∃(cup ∧ Nbehind∃ plate),
r2 = C2∃( f ork ∧ Nright∃ plate),
r3 = C2∃(hand ∧ N〈b,b,b
−1〉
∃ cup),
r4 = C2∃(P∃tool), r5 = C
2
∃(hand ∧ N〈b,b,b
−1〉
∃ P∃tool),
r6 = C2∃(P∃body part ∧ N〈b,b,b
−1〉
∃ P∃tool).
To generate temporal formulas, we first merge consecutive
Git with the exact same set of GSTL terms from the previous
step by only keeping the first and the last frame. For exam-
ple, assuming for video i from Gi0 to G
i
35, all frames satisfy
τ1 and τ2, then we merge them together by only keeping Gi0,
Gi35, and the GSTL terms they satisfied. Then we generate “Al-
ways” formula based on the frames and terms we kept from
the previous step. We find the maximum time interval for each
GSTL term from the previous step. For example, ϕ1 = [0,90]r1,
ϕ2 = [100,190]r2, and ψ = [45,120]r3.
In theory, the “Always” GSTL formulas generated by the
previous step include all the information from the video. How-
ever, it does not show any temporal relations between any two
formulas. Thus, we use “Until” operators to mine more tempo-
ral information based on the template with a temporal structure.
As our goal is to build a domain theory focusing on available
actions, we are interested in what can “hand” do to other tools.
Specifically, we want to generate a motion primitive in GSTL
formulas which includes the action itself and the preconditions
and effects of the action. Thus, we generate the following GSTL
formula
a = ([t1,t2]τ1) unionsqo[α1,β1] ([α,β]τ2) unionsqo[α2,β2] ([t3,t4]τ3),
τ1 = C2∃(ν1 ∧ N〈∗,∗,∗〉∃ ν2), ν1 |= P∃tool, ν2 |= P∃tool,
τ2 = C2∃(hand ∧ N〈∗,∗,∗〉∃ ν1), ν1 |= P∃tool,
τ3 = C2∃(ν1 ∧ N〈∗,∗,∗〉∃ ν3), ν3 |= P∃tool.
(4)
As we can see from (4), τ1, τ2, and τ3 share the same object ν1
because the hand is operating the object. We check if any “Al-
ways” GSTL formulas satisfy (4). If so, we generate a GSTL
formula by replacing τi with the “Always” GSTL formulas. Let
us continue the previous example. Denote the “Always” for-
mulas generated from the previous step as ϕi and ϕ j ( formulas
without hands) and ψi (formulas with hands). If ϕi and ϕ j have
common objects and ψi operates the object, then we check if
they have the temporal relationship defined in (4) if and only
if their time intervals satisfy the overlap relations defined in
Allen’s interval algebra. For example, ϕ1, ϕ2, and ψ satisfy
a1 = ϕ1 unionsqo[45,90] ψ unionsqo[100,120] ϕ2.
In the end, we replace the time stamps in the formulas with
temporal variables as specific time instances do not apply to
other applications. The specification mining algorithm is sum-
marized in Algorithm 1. The proposed specification mining
based on video algorithm terminates in finite time for finite
length video since the number of GSTL terms and formulas one
can get is finite.
6. Automatic task planner based on domain theory
From the specification mining through video, robots are
able to learn a set of available actions to alter the environment
along with its preconditions and effects. In this section, we
focus on developing a task planner for autonomous robots to
generate a detailed task plan from a vague task assignment us-
ing the available actions learned from the previous section. We
first introduce the domain theory, which stores necessary infor-
mation to accomplish the task for autonomous robots. Then
we introduce the automatic task planner composed of the pro-
poser and the verifier. In the end, an overall framework for
autonomous robots that combines the task planner and domain
theory is given.
6.1. Domain theory
On the one hand, the proposed GSTL formulas can be used
to represent knowledge for autonomous robots. On the other
hand, robots need a set of knowledge or common sense to solve
a new task assignment. Thus, we define a domain theory in
GSTL for autonomous robots which stores available actions for
robots to solve a new task. In the domain theory, the temporal
parameters are not fixed. The domain theory is defined as a set
of parametric GSTL formulas as follows.
Definition 5. Domain theory Σ is a set of parametric GSTL
formulas that satisfies the following consistent condition.
• Consistent: ∀ϕi, ϕ j ∈ Σ, there exists a set of parameters
such as ϕi ∧ ϕ j is true.
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Algorithm 1: Specification mining based on demo videos
input : A set of video and parametric GSTL formulas
templates a in (4)
output: Parametric GSTL formulas
1 For each video i, pre-process the video and stored each
video as a sequence of graph Gi = (Gi1, ...,GiT );
2 for for each Git do
3 for for object vit,k in G
i
t do
4 Generate C2∃(P∃v
i
t,k) using the parthood
information of vit,k;
5 if the distance between vit,k and v
i
t,l in G
i
t is
smaller than a given distance d then
6 if vit,k and v
i
t,l satisfy any formulas in (3) then
7 Replace the ν1 and ν2 with vit,k and v
i
t,l;
8 Replace the directional variable ∗ with
the corresponding 3D IA directions;
9 end
10 end
11 end
12 end
13 Merge consecutive Git with the exact same set of GSTL
terms by only keeping the first and the last frame and
generate “Always” formula based on the frame and
terms;
14 if “Always” GSTL formulas satisfy GSTL formula a in
(4) then
15 Replace τi with the “Always” GSTL formulas;
16 Output the parametric GSTL formula;
17 end
18 Output the parametric GSTL formula.
For example, the set Σ including the following parametric
GSTL formulas is a domain theory.
[t1,t2]C∃(tools ∧ C∃(cup ∨ plate ∨ f ork ∨ spoon))
ϕ1 = [t1,t2]C2∃(hand ∧ N〈∗,∗,∗〉∃ cup),
ϕ2 = [t1,t2]C2∃(cup ∧ N〈d,d,m〉∃ table),
ϕ2 unionsqo[α1,β1] ϕ1 unionsqo[α2,β2] ϕ2.
(5)
It states common sense such that tools includes cup, plate, fork,
and spoon and action primitives such as hand grab a cup from a
table and put it back after use it.
Remark 1 (Modular reasoning). Our domain theory inherits
the hierarchical structure from the hierarchical graph from the
GSTL spatial model. This is an important feature and can be
used to reduce deduction systems complexity significantly. Do-
main theory for real-world applications often demonstrates a
modular-like structure in the sense that the domain theory con-
tains multiple sets of facts with relatively little connection to
one another [37]. For example, a domain theory for kitchen
and bathroom will include two sets of relatively self-contained
facts with a few connections such as tap and switch. A deduc-
tion system that takes advantage of this modularity would be
more efficient since it reduces the search space and provides
less irrelevant results. Existing work on exploiting the structure
of a domain theory for automated reasoning can be found in
[38].
In this paper, we generate the domain theory through spec-
ification mining based on the demo video. Using the algorithm
from the previous section, we have the following domain the-
ory, which will be presented in the evaluation section. The do-
main theory in (6) is used in automated task planning. Notice
that the domain theory does not limit to any specific initial state.
The domain theory can be applied to any table set up involving
cup, plate, spoon, and fork.
s1 = C2∃(cup ∧ Nback∃ plate), s2 = C2∃( f ork ∧ Nle f t∃ cup),
s3 = C2∃(spoon ∧ Nle f t∃ f ork), s4 = C2∃( f ork ∧ Nle f t∃ empty),
s∗1 = C
2
∃(cup ∧ Ntop∃ plate), s∗2 = C2∃( f ork ∧ Nle f t∃ plate),
s∗3 = C
2
∃(spoon ∧ Nright∃ plate),
a
′
1 = C
2
∃(hand ∧ N〈∗,∗,∗〉∃ cup), a
′
2 = C
2
∃(hand ∧ N〈∗,∗,∗〉∃ f ork),
a
′
3 = C
2
∃(hand ∧ N〈∗,∗,∗〉∃ spoon), a
′
4 = C
2
∃(hand ∧ N〈∗,∗,∗〉∃ plate),
a1 = ([t1,t2]s1) unionsqo[α1,β1] ([t3,t4]a
′
1) unionsqo[α2,β2] ([t5,t6]s∗1),
a2 = ([t1,t2]s2) unionsqo[α1,β1] ([t3,t4]a
′
2) unionsqo[α2,β2] ([t5,t6]s∗2),
a3 = ([t1,t2]s3) unionsqo[α1,β1] ([t3,t4]a
′
3) unionsqo[α2,β2] ([t5,t6]s∗3),
a4 = ([t1,t2]s4) unionsqo[α1,β1] ([t3,t4]a
′
4) unionsqo[α2,β2] ([t5,t6]s∗2).
(6)
6.2. Control synthesis
The task planner takes environment information from sen-
sors and available actions from the domain theory and solves
a vague task assignment with detailed task plans. For exam-
ple, we give a task assignment to a robot by asking it to set up
a dining table. A camera will provide the current dining table
setup, and the domain theory stores information on what actions
robots can take. The goal for the task planner is to generate a
sequence of actions robots need to take such that the robot can
set up the dining table as required. Specifically, we propose
to implement the task planner as two interacting components,
namely proposer and verifier. The proposer first proposes a plan
based on the domain theory and its situational awareness. The
verifier then checks the feasibility of the proposed plan based on
the domain theory. If the plan is not feasible, then it will ask the
proposer for another plan. If the plan turns out to be feasible,
the verifier will output the plan to the robot for execution. The
task planner may be recalled once the situation changes during
the execution.
6.2.1. Proposer
For the proposer, we are inspired to cast the planning as a
path planning problem on a graph M = (S,A,T ) as shown in
Fig. 7, where node si ∈ S represents a GSTL term for objects
that hold true at the current status. The initial term s0 corre-
sponding to a point or a set of points in S, while the target
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terms s∗1, s
∗
2, and s
∗
3 in S corresponds to the accomplishment
of the task. Actions a available to robots are given in A as
GSTL formulas from the domain theory. The transition func-
tion T : S × A → S mapping one spatial term to another is
triggered by an action a ∈ A that the robot can take. The exam-
ple is given in Fig. 1 where the goal is to set up the dinner table
as shown in the right figure. The initial states s1, s2, s3, target
states s∗1, s
∗
2, s
∗
3, and available actions a1, a2, a3, a4 are given in
the domain theory (6).
The goal of the proposer is to find an ordered set of actions
that transform initial spatial terms into target terms. It is worth
pointing out such a graph in Fig. 7 is not given a prior to robots.
Robots need to expand the graph and generate serial actions
by utilizing information in the domain theory. Similar to the
task planning in GRAPHPLAN [8], the proposer generates a
potential solution in two steps, namely forward graph expansion
and backward solution extraction.
In the graph expansion, we expand the graph forward in
time until the current spatial terms level includes all target terms,
and none of them is mutually exclusive. To expand the graph,
we start with initial terms and expanding the graph by applying
available actions to the terms. The resulting terms based on the
transition function T will be new current terms. We define an
exclusive mutual relation (mutex) for actions and terms and la-
bel all mutex relations among actions and terms. Two actions
are mutex if they satisfy one of the following conditions. 1)
The effect of one action is the negation of the other action. 2)
The effect of one action is the negation of the other action’s pre-
condition. 3) Their preconditions are mutex. Furthermore, we
say two terms are mutex if their supporting actions are mutex.
If the current term level includes all target terms, and there is
no mutex among them, then we move to the solution extraction
phase as a solution may exist in the current transition system.
The algorithm is summarized in Algorithm 2, where Aski is the
set of supporting actions for ski .
In the solution extraction phase, we extract solution back-
ward by starting with the current term level. For each target
term s∗i
k at the current term level k, we denote the set of its sup-
porting actions as As∗i k . We choose one action from each As∗i k
with no mutex relations for all target terms, formulate a can-
didate solution set at this step Ak, and denote the precondition
terms of the selected actions as Skpre. Then we check if the pre-
condition terms have mutex relations. If so, we terminate the
search on Ak and choose another set of action as a candidate
solution until we enumerate all possible combinations. If no
mutex relations are detected in Skpre, then we repeat the above
backtracking step until the mutex is founded or Skpre includes all
initial terms. The solution extraction algorithm is summarized
in Algorithm 3.
6.2.2. Verifier
Next, we introduce the implementation of the verifier and
the interaction with the proposer. The verifier checks if the plan
generated by the proposer is executable based on constraints
in the domain theory and information from the sensors. The
plan is executable if the verifier can find a set of parameters for
Algorithm 2: Task planning for the graph expansion
phase of the proposer
input : Observed terms s1, s2, ..., sn, available actions
a1, a2, ..., al, target term s∗1, s
∗
2, ..., s
∗
m;
output: A graph with all target terms included;
1 Initialization: s0 = {s01, s02, ..., s0n} and s∗ = {s∗1, s∗2, ..., s∗m};
2 while ∃s∗i < sk or ∃s∗i and s∗j ∈ sk which are mutex do
3 For all ski at current level k, add s
k+1
j into the next
level k + 1 if sk+1j ∈ {ski × ai};
4 if effect of ai is the negation of the precondition of a j
or ai and a j have conflict preconditions or the
effects of ai and a j are mutex then
5 Add a mutex link between ai and a j;
6 end
7 if ∀ai ∈ Ask+1i and ∀a j ∈ Ask+1j , ai and a j are mutex
then
8 Add a mutex link between sk+1i and s
k+1
j ;
9 end
10 end
the ordered actions given by the proposer while satisfying all
constraints posed by the domain theory and the sensors. If the
plan is not executable, then it will ask the proposer for another
plan. If the plan is executable, it will output the effective plans
to autonomous robots.
As the task plans from the proposer are parametric GSTL
formulas, the verifier needs two steps to verify if the parametric
GSTL formulas are feasible. First, the verifier reformulates the
parametric GSTL formulas in∧i(∨ jpii, j), where pii, j is either spa-
tial terms or spatial terms with “Always” operators. The verifier
finds feasible temporal parameters for every terms in ∧i(∨ jpii, j)
using a satisfiability modulo theories (SMT) solver. Then, the
verifier checks if there is a feasible solution for the spatial terms
by formulating them in CNF and solving it using an SAT solver.
We explain the two steps in detail as follows.
We first use SMT to find feasible temporal parameters for
the parametric GSTL formulas from the proposer. SMT is the
extension of the SAT, where the binary variables are replaced
with predicates over a set of non-binary variables. The pred-
icate is a binary function f (x) ∈ B with non-binary variables
x ∈ R. The predicate can be interpreted with different theories.
For example, the predicate in SMT can be a function of linear
inequality, which returns one if and only if the inequality holds
true. An example of linear inequality predicate is given below.
(β − α < 5) ∧ ((α + β < 10) ∨ (α − β > 20)) ∧ (α + β > γ)
Here, α, β, γ are non-binary variables and we use the linear in-
equality to represent the predicate for simplicity. To obtain the
above form ∧i(∨ j fi, j) so that we can apply SMT solver, we re-
formulate the parametric GSTL formulas in the following form,
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Algorithm 3: Task planning for the solution extraction
phase of the proposer
input : The transition graph from the expansion phase;
output: A sequence of actions a1, a2, ..., ak;
1 ∀s∗i k ∈ s∗ at the current state level k, denote the set of its
supporting actions asAs∗i k ;
2 Pick one solution setAk by choosing one actions from
each setAs∗i k where no mutex relations are allowed;
3 Denote the precondition terms of the selected actions as
Skpre;
4 if Skpre has no mutex terms then
5 if Skpre includes all initial terms then
6 Output the ordered actions;
7 end
8 ∀ski ∈ Skpre, denote the set of its supporting actions as
As∗i k−1 ;
9 Repeat the extraction process forAs∗i k−1 by going to
line 2;
10 else
11 Discard the solutionAk and pick a new solution
fromAs∗i k by going to line 2 until all combinations
have been enumerated ;
12 end
13 if No feasible solution has been found then
14 Go to Algorithm 2 and expand the graph.
15 end
ϕ := ∧(∨pi),
pi := τ | ¬τ | [t1,t2]τ | [t1,t2]¬τ,
τ := µ | ¬τ | τ1 ∧ τ2 | τ1 ∨ τ2 | PAτ | CAτ | N〈∗,∗,∗〉A τ.
(7)
One can write any GSTL formula in ∧(∨pi) because any GSTL
formula can be formulated in CNF form as shown in [2]. We
define the lower temporal bound and the upper temporal bound
for each spatial term τ of pi in (7) as two temporal variables
(say α and β) in real domain. If τ only hold true at current time
instance, then α = β. Then pi in (7) can be represented with the
following linear inequality predicates.
pi = τ⇔ α ≤ t ≤ β,
pi = ¬τ⇔ (t < α) ∨ (t < β),
pi = [t1,t2]τ⇔ (α ≤ t1) ∧ (t2 ≤ β),
pi = [t1,t2]¬τ⇔ (t2 ≥ α) ∧ (t1 ≤ β),
(8)
where t is the current time. According to the first two lines of
(7) and (8), we can formulate any parametric GSTL formulas in
the following SMT form.
ϕ = ∧i(∨ j fi, j), (9)
where fi, j is the predicates with linear inequality shown in (8).
We use existing SMT solvers to find a feasible solution for the
problem above. If the parametric GSTL formulas are feasible,
the solver will return a time interval [α, β] for each spatial term
τ in (7). The spatial term τ between [α, β] must hold true, which
will be checked via SAT.
The rest of the verifier is implemented through SAT. As-
sume we have a set of spatial terms Γ = {τ1, τ2, ..., τn} whose
lower temporal bound αi and upper temporal bound βi are given
by the SMT solver. We aim to check if all spatial terms can
hold true in their corresponding time interval. We have shown
in [2] that any spatial term τ can be written in CNF ∧i(∨ jµi, j)
by following the Boolean encoding procedure. Then we obtain
a set of logic constraints for spatial terms µi, j in CNF whose
truth value is to be assigned by the SAT solver. This is done by
checking the satisfaction of the following formulas.
ϕ = ∧nk=1τi = ∧nk=1(∧bkt=akτk,t),
τk,t = ∧i(∨ jµk,ti, j).
(10)
The solver will give two possible outcomes. First, the solver
finds a feasible solution and ϕ holds true. The plans generated
by the proposer successfully solve the new task assignment. In
this case, the verifier will output the effective plans to robots
with temporal parameters generated from SMT solver. Second,
the solver cannot find a feasible solution where ϕ holds true
which means the task assignment is not accomplished and there
are conflicts in the plans generated by the proposer. The verifier
will inform the proposer the plan is infeasible. The proposer
will take the information as additional constraints and replan the
transition system. The algorithm is summarized in Algorithm
4.
6.3. Overall framework
The overall framework is summarized in Fig. 4. Given a
parametric domain theory a1, a2, · · · obtained from the specifi-
cation mining based on video, current spatial terms ∧isi, and
a task assignment ψ, we aim to generate a detailed sequence of
task plans such that the task assignment ψ can be accomplished.
In the framework, the proposer takes the current terms as the
initial nodes and the task assignment ψ as the target nodes.
Available actions, along with preconditions and the effect of
taking those actions, are obtained from the domain theory in
(6) and used in expanding the graph in the proposer. Ordered
actions are generated by the backward solution extraction and
passed to the verifier. The verifier takes the ordered actions
from the proposer and verifies them based on the constraints
posed by the domain theory, current spatial terms, and the task
assignment. The verifier first checks the feasibility of temporal
parameters in the parametric GSTL formulas from the proposer
via SMT. Then it checks if there is a feasible solution for the
spatial terms under logic constraints, which is solved by the
SAT solver. If the actions are not executable, then it will inform
the proposer that the current planning is infeasible. If the or-
dered actions are executable, they will be published for robots
to implement.
7. Evaluation
In this section, we evaluate the effectiveness of the pro-
posed specification mining algorithm and automated task plan-
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Algorithm 4: Verifier
input : Ordered actions from the proposer a1, a2, ..., task
assignment ψ, observed event, and domain
theory
output: An executable sequence of actions or
counter-example
1 Rewrite ordered action plans as
φi = a1 unionsqb[c1,c2] a2 unionsqb[c3,c4] · · · and denote Σ = {φi, ψ};
2 while there are ♦[α,β] and unionsq∗[α,β] operators in formulas of
Σ do
3 for GSTL formula ϕ = ♦[α,β]φ, we have
ϕ = ¬[α,β]¬φ;
4 for GSTL formula ϕ1 unionsqo[α,β] ϕ2, we have
[α,β](ϕ1 ∧ ϕ2) ∧[α−1,α−1]¬ϕ2 ∧[β−1,β−1]¬ϕ1
(other IA relations can be transferred in the similar
way);
5 end
6 Reform Σ as (7);
7 Replace pi in (7) with linear inequality predicates based
on (8);
8 Solve the corresponding SMT in (9);
9 Reform τ at each time in CNF form (10);
10 Solve the SAT problem in (10) by assigning a set of truth
value u : τ→ {>,⊥} ∈ U to each µ∗j,i;
11 if a feasible solution has been found then
12 Output the executable ordered action plan;
13 else
14 Inform the proposer such plan is infeasible;
15 end
ning through a dining table setting example. We first generate a
domain theory containing necessary information on solving the
task, which is achieved by specification mining based on the
video. Then, we perform automated task planning by imple-
menting the proposer and the verifier introduced in the previous
section.
7.1. Specification mining
7.1.1. Data preprocessing
We record several videos of table setting for the specifica-
tion mining algorithm. In order to obtain both color and depth
images, we chose to use the ZED Stereo camera. The camera
uses two lenses at a set distance apart to capture both a right
and left color image for each frame. Using those images and
the distance between the lenses, the camera’s software is able
to calculate depth measurements for each pixel of the frame.
We first perform object detection on the obtained video.
There are numerous results on object detection algorithms. As
object detection is not the focus of this paper, we choose color-
based filtering for object detection due to its robust performance.
The goal for object detection is to be able to isolate each
object of interest individually and find a mask that can then be
applied to the depth images and isolate each object’s depth data.
The first step to creating masks is color filtering. Each object
Executable 
task plansDomain theory
Proposer Verifier
Ordered actions
Counter-example
Current state Task assignment
Figure 4: An overall framework for the automatic task planning with the pro-
poser and the verifier
Figure 5: Color based object detection using HSV color scheme
in our test setup has a distinct color that will allow for isolation
with a color filter. Hue, Saturation, Value (HSV) color scheme
was used for the color filters, where hue is the base color or
pigment, saturation is the amount of pigment, and value is the
darkness. We further apply kernel filters and median filers to
improve the performance of the color-based object detection by
removing high-frequency noise. The usefulness of the HSV
color scheme for color filtering is exemplified in Fig. 5.
Once the object masks are found, they can then be used to
isolate each object in the corresponding depth image for each
frame. With an object isolated in depth image, other param-
eters like average depth are calculated. This data is vital for
specification mining because information like relative location
and contact are very important to learn how the objects interact
throughout a target process. Fig. 6 shows the depth value for
each object.
We consider six directional relations, namely front, back,
left, right, top, and down, between any two objects that are
closer than a certain distance. For each frame, only objects with
similar depth value are eligible for left, right, top, and down re-
lations. Objects with similar horizontal positions in Fig. 5 and
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Figure 6: Depth
different depth values are eligible for front and back relations.
We store the relative position between two objects in a table
where each row records time, objects name, relative directional
relations. The table will be used in the specification mining
algorithm.
7.1.2. Specification mining based on video
We record six demo videos where a person set up the dining
table using two different approaches. We first show detailed re-
sults for the first video and then overall results for all six videos.
Following Algorithm 1, we first generate spatial terms for each
frame. We obtain the spatial terms s1, s2, s3, s∗1, s
∗
2, s
∗
3, and the
following spatial terms from the first video
a
′
1 = C
2
∃(hand ∧ N〈∗,∗,∗〉∃ cup)
a
′
3 = C
2
∃(hand ∧ N〈∗,∗,∗〉∃ spoon)
a
′
4 = C
2
∃(hand ∧ N〈∗,∗,∗〉∃ plate),
s4 = C2∃( f ork ∧ Nle f t∃ empty).
Some spatial terms are omitted for simplicity. After we merge
the consecutive frame with the same spatial terms and mine “Al-
ways” formulas, we have the following the “Always” formulas
for the first video
[1,117]s1, [1,75]s2, [1,494]s3, [118,339]s4
[75,183]a
′
1, [126,669]s∗1, [274,386]a
′
4,
[340,669]s∗2, [458,584]a
′
3, [535,669]s∗3.
Then, we learn temporal relations among these “Always” for-
mulas and obtain the following results for the video.
[1,117]s1 unionsqo[75,117] [75,183]a
′
1 unionsqo[126,183] [126,669]s∗1,
[118,339]s4 unionsqo[274,339] [274,386]a
′
4 unionsqo[340,386] [340,669]s∗2,
[1,494]s3 unionsqo[458,494] [458,584]a
′
3 unionsqo[535,584] [535,669]s∗3.
After we apply the same algorithm to multiple video and re-
place the time instances with temporal variables, we obtain the
following results.
a1 = ([t1,t2]s1) unionsqo[α1,β1] ([t3,t4]a
′
1) unionsqo[α2,β2] ([t5,t6]s∗1),
a2 = ([t1,t2]s2) unionsqo[α1,β1] ([t3,t4]a
′
2) unionsqo[α2,β2] ([t5,t6]s∗2),
a3 = ([t1,t2]s3) unionsqo[α1,β1] ([t3,t4]a
′
3) unionsqo[α2,β2] ([t5,t6]s∗3),
a4 = ([t1,t2]s4) unionsqo[α1,β1] ([t3,t4]a
′
4) unionsqo[α2,β2] ([t5,t6]s∗2),
where a
′
2 = C
2
∃(hand ∧ N〈∗,∗,∗〉∃ f ork) is the spatial term learned
from other video.
7.2. Automated task planning
7.2.1. Proposer
We use the same example in Fig. 1 to evaluate the proposer.
Fig. 7 illustrates the graph expanding and solution extraction
algorithm. Initially, we have three terms s1, s2, and s3 and three
available actions a1, a2, and a3. We expand the graph by gen-
erating terms s∗1, s4, and ¬s2 from applying a1 to s1, terms s∗2
and ¬s3 from applying a2 to s2, and terms s∗3 from applying a3
to s3. a1 and a2 are mutex since a1 generate the negation of
the precondition of a2. a2 and a3 are mutex for the same rea-
son. Consequently, s∗1 and s
∗
2 are mutex since their supporting
actions a1 and a2 are mutex. We label all mutex relations as
the red dash line in Fig. 7. Even though the current term level
includes all target terms, we need to further expand the graph as
s∗1 and s
∗
2 are mutex. Notice that we move terms to the next level
if there are no actions applied. We expand the second term level
following the same procedure and label all mutex with red dash
lines. In the third term level, s∗1 and s
∗
2 are not mutex anymore
since they both have “no action” as their supporting actions, and
they are not mutex. Since the third term level includes all target
terms, and there is no mutex, we now move to the backward
solution extraction.
From the previous forward graph expansion phase, we ob-
tain a graph with three levels of terms and two levels of ac-
tions. From Fig. 7, we can see that available actions for s∗1
at level 3 is As∗13 = {a1,∅}, available actions for s∗2 is As∗23 ={a2,∅, a4}, and available actions for s∗3 isAs∗33 = {a3,∅}, where
a1 and a2 are mutex, a2 and a3 are mutex, a2 and a4, and a3
and a4 are mutex. Thus, all possible solutions for action level
2 are {{a1,∅, a3}, {a1,∅,∅}, {a1, a4,∅}, {∅, a2,∅}, {∅,∅, a3},
{∅,∅,∅}, {∅, a4,∅}}. Let us takeAk = {a1,∅, a3} as an exam-
ple. The precondition for it at level 2 is {s1, s∗2, s3}. Since s3 and
t2 are mutex, thus Ak = {a1,∅, a3} is not a feasible solution.
In fact, there are no feasible solution for the current transition
system. In the case where no feasible solution after the solution
extraction phase enumerate all possible candidate, we go back
to the graph expanding phase and further grow the graph. For
example in Fig. 7, after we grow another level of actions and
terms, the solution extraction phase is able to find two possible
ordered actions: a3, a2, a1 and a1, a4, a3. They are highlighted
with green and purple lines in Fig. 7 respectively. The results
will be tested in the verifier to make sure the plan is executable.
7.2.2. Verifier
Let us continue the dining table set up example. We write
one of the ordered actions given by the proposer as a GSTL
formula φ = a′3 unionsqb[e1,e2] a′2 unionsqb[e3,e4] a′1. We assume the domain the-
ory requires that robots need 5 seconds to move spoon, fork,
and cup. The task assignment is setting up the table in 40
seconds which can be represented as a GSTL formula ψ =
♦[0,40](s∗1 ∧ s∗2 ∧ s∗3). Based on the domain theory we obtained
from the specification mining algorithm, we have the following
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Figure 7: Automatic task planning based on forward graph expansion and backward solution extraction.
parametric GSTL formulas.
ai = ([ti,0,ti,0+ci+5]si) unionsqo[ti,0+ci,ti,0+ci+5] ([ti,0+ci,ti,0+di+5]a
′
i)
unionsqo[ti,0+di,ti,0+di+5] ([ti,0+di,ti,0+di+5+]s∗i ), ∀i ∈ [1, 2, 3],
φ = a′3 unionsqb[e1,e2] a′2 unionsqb[e3,e4] a′1,
ψ = ♦[0,40](s∗1 ∧ s∗2 ∧ s∗3).
The job for the verifier is to find a set of value for ci, di, ei
and ti,0 for each action such that ψ is satisfied and no temporal
constraint is violated. Using the proposed algorithm, we first
reformulate the GSTL formula in ∧i(∨ j fi, j) form, where fi, j is
the linear inequality predicate for the temporal parameters. We
obtain the following SMT encoding for the parametric GSTL
formulas above
∀i ∈ [1, 2, 3],
t1si ≤ ti,0, ti,0 + ci + 5 ≤ t2si ,
t1
a′i
≤ ti,0 + ci, ti,0 + ci + 5 ≤ t2a′i ,
t1
a′i
≤ ti,0 + di, ti,0 + di + 5 ≤ t2a′i ,
t1s∗i ≤ ti,0 + di, ti,0 + di + 5 +  ≤ t
2
s∗i
,
t2a′3 ≤ e1, e2 ≤ t
1
a′2
, t2a′2 ≤ e3, e4 ≤ t
1
a′1
,
t1s∗i ≤ 40,
(11)
where t1τ and t
2
τ is the lower bound and upper bound of spatial
term τ. All constraints are connected with conjunction oper-
ators. We employ the SMT solver MathSAT [39] and imple-
mented in Python with pySMT API [40]. The SMT solver re-
turns the following results.
φ = a′3 unionsqb[13,14] a′2 unionsqb[25,26] a′1
a3 = ([1,7]s3) unionsqo[2,7] ([2,13]a′3) unionsqo[8,13] [8,14]s∗3,
a2 = ([13,19]s2) unionsqo[14,19] ([14,25]a′2) unionsqo[20,25] [20,26]s∗2,
a1 = [25,31]s1 unionsqo[26,31] ([26,37]a′1) unionsqo[32,37] [32,38]s∗1.
(12)
As we can see from the above CNF form (12), temporal
parameters are solved by the SMT solver. To verify the spatial
terms in (12), we use the Boolean encoding in [2] and obtain
the following CNF form for s3 as an example.
s3 = C2∃(spoon ∧ Nle f t∃ f ork) =
n j∨
j=1
(
ϕ j ∧ φ j
)
=
∧
ϕ1 ∨ φ1 ϕ1 ∨ φ2 ... ϕ1 ∨ φn j
ϕ2 ∨ φ1 ϕ2 ∨ φ2 ... ϕ2 ∨ φn j
...
... ...
...
ϕn j ∨ φ1 ϕn j ∨ φ2 ... ϕn j ∨ φn j

ϕ j =
n∨
i=1
CA j CAi spoon,
φ j =
ni∨
i=1
nk∨
k=1
CA j CAi N
le f t
Ak
f ork,
(13)
where the truth value of ϕ j and φ j are to be assigned by the
SAT solver. We apply the same procedure for the rest of spatial
term in (12) at different time and use a SAT solver to check
the feasibility of the set of obtained logic constraints. We use
PicoSAT [41] as the SAT solver where each spatial term at a
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different time is modeled as a Boolean variable. The solver
returns a feasible solution meaning the task plans generated by
the proposer is feasible.
Let us assume the domain theory requires that robots need
10 seconds to move a plate with the following GSTL formulas
a4 = [t4,0,t4,0+c4+10]s4 unionsqo[t4,0+c4,t4,0+c4+10] ([t4,0+c4,t4,0+d4+10]a′4)
unionsqo[t4,0+d4,t4,0+d4+10] [t4,0+d4,t4,0+d4+10+]s∗2.
We use the same algorithm for the verifier to check the fea-
sibility of the ordered actions from the proposer. The verifier
cannot find a feasible solution for the other ordered actions
φ = a′1 unionsqb[e1,e2] a′4 unionsqb[e3,e4] a′3 because the SMT cannot find a fea-
sible solution where the task assignment can be accomplished
within 40 seconds.
8. Conclusion
We study specification mining based on demo videos and
automated task planning for autonomous robots using GSTL.
We use GSTL formulas to represent spatial and temporal infor-
mation for autonomous robots. We generate the domain theory
in GSTL by learning from demo videos and use the domain the-
ory in the automatic task planning. An automatic task planning
framework is proposed with an interacted proposer and verifier.
The proposer generates ordered actions with unknown tempo-
ral parameters by running the graph expansion phase and the
solution extraction phase iteratively. The verifier verifies if the
plan is feasible and outputs executable task plans through an
SMT solver for temporal feasibility and an SAT solver for spa-
tial feasibility.
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