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We say that the product of a row vector and a column vector is
intrinsic if there is at most one non-zero product of corresponding
coordinates. Analogouslywe speak about intrinsic product of twoor
more matrices, as well as about intrinsic factorizations of matrices.
Since all entries of the intrinsic product are products of entries of
the multiplied matrices, there is no addition. The class of comple-
mentary basic matrices (CB-matrices) was recently introduced as
matrices, if of order n, A = Gi1Gi2 · · · Gin−1 , where (i1, i2, . . . , in−1)
is a permutation of (1, 2, . . . , n − 1), and the matrices Gk , k =
1, . . . , n − 1 have the form
Gk =
⎡⎣Ik−1 Ck
In−k−1
⎤⎦
for some 2 × 2matrices Ck . It was observed that (1) independently
of the permutation, all such matrices with given Ci ’s have the same
spectrum (though they do not forma similarity class), (2) the classi-
calcompanionmatrixbelongstotheclassofCB-matrices (M.Fiedler,
Anoteoncompanionmatrices, LinearAlgebraAppl.372(2003)325–
331, [9]), (3) the multiplication of the Gi ’s is intrinsic. We explore
connections between the 2 × 2 matrices Ck and the resulting CB-
matrix Gk; in particular, which properties are inherited from the
Ck to the Gk . We consider two situations, for the ordinary real
CB-matrices and for the corresponding sign patternmatrices.
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1. Introduction
Following [11], we say that the product of a row vector and a column vector is intrinsic if there is at
most one non-zero product of the corresponding coordinates. Analogously we speak about intrinsic
product of two or more matrices, as well as about intrinsic factorizations of matrices.
Trivially the product of two matrices, at least one of which is diagonal or a permutation matrix, is
intrinsic. A less trivial example is the following:⎡⎣a b 0c d 0
0 0 1
⎤⎦⎡⎣1 0 00 u v
0 w t
⎤⎦ =
⎡⎣a bu bvc du dv
0 w t
⎤⎦ . (1)
The entries of the intrinsic product are products of (some) entries of the multiplied matrices. Thus
there is no addition; we could also call intrinsic multiplication sum-free multiplication. It thus would
have sense even in the case that the entries of the factors were elements of a multiplicative group.
Further examples:
Every triangular matrix can be nontrivially intrinsically factorized:⎡⎢⎢⎢⎢⎣
a11 0 · · · 0
a21 a22 · · · 0
...
... · · · ...
an1 an2 · · · ann
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
a11
a21 1
a31 0 1
...
...
...
...
an1 0 0 · · · 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1 0 · · · 0
0 a22 · · · 0
...
... · · · 0
0 an2 · · · ann
⎤⎥⎥⎥⎦ .
Also, the ﬁrst factor can be intrinsically factorized for n > 2, e.g.⎡⎣a11 0 0a21 1 0
a31 0 1
⎤⎦ =
⎡⎣a11 0 0a21 1 0
0 0 1
⎤⎦⎡⎣ 1 0 00 1 0
a31 0 1
⎤⎦ .
However, we have:
Observation 1.1. Intrinsic multiplication is (in general) not associative.
Indeed, if a = (a1, a2, a3)T , b = (b1, b2, b3)T are “full" vectors, then for the identity matrix I3 the
products aT I3 and I3b are intrinsic but a
T I3b is not intrinsic.
Observation 1.2. Let A, B, C bematrices such that the product ABC is intrinsic in the sense that in every
entry (ABC)i (of the form
∑
j,k aijbjkck) there is at most one non-zero term. If A has no zero column
and C no zero row, then both products AB and BC are intrinsic.
Remark 1.3. In such case, we say that the product ABC is completely intrinsic, and this will be used
even for more than three factors.
We can now recall Theorem A from [11] in these terms as follows:
Theorem 1.4. Let C1, C2, . . . , Cn−1 be 2 × 2matrices. For k = 1, . . . , n − 1, deﬁne n × n matrices Gk by
Gk =
⎡⎣Ik−1 Ck
In−k−1
⎤⎦ . (2)
Then for any permutation (i1, . . . , in−1) of (1, . . . , n − 1), the product Gi1Gi2 · · · Gin−1 is completely
intrinsic.
In [8], products of this form were called complementary basic matrices, CB-matrices for short.
2062 M. Fiedler, F.J. Hall / Linear Algebra and its Applications 433 (2010) 2060–2069
We next recall the notion of the subdiagonal rank (respectively, superdiagonal rank) (cf. [7]) of a
square matrix as the order of the maximal nonsingular submatrix all of whose entries are in the
subdiagonal (respectively, superdiagonal) part.
We also consider [8] the subdiagonal rank extended by some diagonal positions. More precisely,
we say that an n × n matrix A has subdiagonal rank r extended by S ⊆ {2, . . . , n − 1} if the maximal
rank of all submatrices of Awhich have all entries in the subdiagonal part of Awith all positions (k, k)
for k ∈ S included is equal to r. Similarly, we speak about the superdiagonal rank extended by S.
We also say that an n × n matrix A = [aik] has a lower triangular zig-zag shape with respect to
the set S = {j1, . . . , js} ⊆ {2, . . . , n − 1}, j1 < · · · < js, if apq = 0, whenever q < jt < p for some t ∈{1, . . . , s}. The set S can, of course, be void (which certainly happens if an1 /= 0); A is a Hessenberg
matrix if and only if S = {2, . . . , n − 1}.
Analogously, we speak about the upper triangular zig-zag shape of A with respect to S if AT has
the lower triangular zig-zag shape with respect to S. Finally, we say that an n × n matrix A has a
complementary zig-zag shape if in the above notation, A has the lower triangular zig-zag shape w.r.t. a
subset S ⊆ {2, . . . , n − 1} and at the same time the upper triangular zig-zag shape w.r.t. S, where S is
the complement of S in {2, . . . , n − 1}.
Now we are able to recall the basic theorem on CB-matrices, adjusted from the original version.
Theorem 1.5 [8, Theorem 2.2]. Let A be an n × n matrix, n 3, let S be a subset of Qn = {2, . . . , n − 1},
S = Qn \ S. Then the following are equivalent:
1. A is a CB-matrix, factorized as
A = Gi1 · · · Gin−1 , (3)
where P = (i1, . . . , in−1) is a permutation of (1, 2, . . . , n − 1), such that k − 1 precedes k in P if
and only if k ∈ S, and G1, . . . , Gn−1 are matrices of the form (2).
2. A has the complementary zig-zag shape with respect to (S, S), the subdiagonal rank of A extended by
S is at most one, and the superdiagonal rank of A extended by S is at most one.
Associated with any product of the form in (3) will be a set S satisfying the condition 1 of
Theorem 1.1. Hence, any product of this form will have the corresponding complementary zig-zag
shape with respect to this particular (S, S).
CB-matrices and complementary zig-zag shapes were investigated in detail in [11]. In particular,
the following result was proved.
Theorem 1.6. A CB-matrix of the form (3) is irreducible if and only if all the off-diagonal entries of all
matrices Ci in (2) are different from zero.
In addition, if the upper off-diagonal entry of Ck is zero, then the whole block of entries (p, q) for which
p k < q consists of zeros.
We can make the following very useful observation.
Theorem 1.7. If A is a CB-matrix, then
apqaqp = 0 when |p − q| > 1.
Proof. From the corresponding complementary zig-zag shape we know that
(i) if q < j < p and j ∈ S, then apq = 0 and
(ii) if q < j < p and j ∈ S, then aqp = 0.
Similarly for p < q. 
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We can in fact observe from the results in [8,10] that when each Ck is “full" (has no zero entries),
and so A is irreducible, that apq = 0 if and only if either q < j < p for some j ∈ S, or p < k < q for
some k ∈ S.
The purpose of this present paper is to explore connections between the 2 × 2matrices Ck and the
resulting CB-matrix Gk . In particular, which properties are inherited from the Ck to the
∏
Gk? We
will consider two situations. The ﬁrst is for the ordinary real CB-matrices and the second is for the
corresponding sign pattern matrices.
2. Real CB-matrices
As above, we canwrite our CB-matrix in the form (3), where eachGk has the form (2). In this section
and also in Section 3, all of our results hold independent of the ordering of theGk . It is easy to see that if
each Ck is nonsingular (an orthogonal matrix), then the CB-matrix
∏
Gk is nonsingular (an orthogonal
matrix). If say each Ck is totally nonnegative (all minors are nonnegative), then since the product of
n × n totally nonnegative matrices is totally nonnegative (see [13]),∏ Gk is totally nonnegative. More
interesting are the following results.
Recall that a P-matrix is a square matrix for which all principal minors are positive. The following
characterization was proved in [12].
Theorem 2.1 [12, Theorem 3.3]. An n × n real matrix A is a P-matrix if and only if for every non-zero real
column vector x = (xi), there exists an index k such that xkyk > 0, where y = (yk) = Ax.
Theorem 2.2. If each Ck is a P-matrix, then
∏
Gk is a P-matrix.
Proof. We use induction with respect to n. For n = 2, the assertion is correct. Let n > 2 and sup-
pose it is correct for n − 1. Let A = Gk1Gk2 · · · Gkn−1 and observe that the matrices Gi and Gj com-
mute if |i − j| > 1. We can thus move the matrix Gn−1 either into the ﬁrst place of the product,
or into the last place according to whether n − 2 is in the permutation (k1, . . . , kn−1) behind or
before n − 1. Suppose that the ﬁrst case occurs (if not, use the transpose which does not change
the P-property).
ThusA canbe expressed asGn−1Gi1Gi2 · · · Gin−2 ,where (i1, . . . , in−2) is a permutationof (1, . . . , n −
2). Let, for k = 1, . . . , n − 2, Ĝk denote the (n − 1) × (n − 1) upper-left corner submatrix of Gk . The
matrix Â = Gˆi1 Gˆi2 · · · ˆGin−2 is by the induction hypothesis a P-matrix.
Now let x = (xi) be a real vector. By Theorem2.1, there exists an index k n − 1 such that xkyˆk > 0,
where yˆ = (yˆi) is the vector Âxˆ, xˆ = (x1, . . . , xn−1)T . Denote y = (yi) = Ax. If k ∈ {1, . . . , n − 2} then
ykxk > 0 since then yˆk = yk . If k = n − 1, we have[
yn−1
yn
]
= Cn−1
[
yˆn−1
xn
]
.
This implies that by Theorem 2.1 either yn−1yˆn−1 > 0, or ynxn > 0. Since in the ﬁrst case also
yn−1xn−1 > 0, the condition in Theorem 2.1 is again fulﬁlled and A is a P-matrix. 
Corollary 2.3. If each Ck has one of the forms
[
0 1
−1 0
]
,
[
0 −1
1 0
]
, then the matrix
∏
Gk is a signed
permutation matrix, i.e. such a permutation matrix some of the ones of which are replaced by −1. It
is in the closure of P-matrices, thus has all principal minors nonnegative. More speciﬁcally, all proper
principal minors are zero, and the determinant is equal to one.
Remark 2.4. It is interesting that the directed graph of each of the matrices
∏
Gk is a simple cycle of
length n, since
∏
Gk is an irreducible permutation matrix. (This also implies that all proper principal
minors are zero.) The number of (−1)’s is odd for n even and even for n odd as the determinant of∏
Gk is 1.
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A totally positivematrix is a square matrix for which all minors are positive. An oscillatory matrix is
a totally nonnegative matrix A such that Aq is totally positive for some positive integer q.
Theorem 2.5. If each Ck is totally positive, then
∏
Gk is oscillatory.
Proof. If each Ck is totally positive, then each Gk is totally nonnegative and nonsingular, so that
∏
Gk
is totally nonnegative and nonsingular. With each Ck being full, all sub- and superdiagonal entries are
positive. Thus,
∏
Gk is oscillatory [13]. 
An eventually positive (nonnegative) matrix is a real squarematrix A for which there exists a positive
integer k0 such that A
k is positive (nonnegative) for all k k0. The following result is easy to see since∏
Gk is primitive (see [2, Section 3.4]) in this case.
Theorem 2.6. If each Ck =
[
1 1
1 1
]
, then
∏
Gk is eventually positive.
Remark 2.7. It should also be clear that the corresponding sign patternmatrix (see Section 3) requires
eventual positivity (also see [5]).
Two interesting questions arise:
(1) Is the exponent of
∏
Gk independent of the ordering of the Gk , when all Ck =
[
1 1
1 1
]
?
(2) For which Ck is
∏
Gk eventually nonnegative?
We end this section by asking for other connections between the Ck matrices and
∏
Gk .
3. Sign pattern matrices
In qualitative and combinatorial matrix theory, we study properties of a matrix based on combi-
natorial information, such as the sign of entries in the matrix. An m × n matrix whose entries are
from the set {+,−, 0} is called a sign pattern matrix (or sign pattern). For a real matrix B, sgn(B) is the
sign pattern matrix obtained by replacing each positive (respectively, negative, zero) entry of B by +
(respectively, −, 0). For a sign pattern matrix A, the sign pattern class of A is deﬁned by
Q(A) = {B: sgn(B) = A}.
For a sign pattern matrix A, theminimum rank of A, denoted by mr(A), is deﬁned as
mr(A) = min{rank B : B ∈ Q(A)}.
A sign pattern matrix P is called a permutation sign pattern (generalized permutation sign pattern) if
exactly one entry in each row and column is equal to + (+ or −) and all the other entries are 0. A
signature pattern is a diagonal sign patternmatrix, each of whose diagonal entries is + or−. A signature
equivalence of the sign pattern A is a product of the form S1AS2, where S1 and S2 are signature patterns.
Suppose P is a property referring to a real matrix. A sign pattern A is said to require P if everymatrix
in Q(A) has property P; A is said to allow P if some real matrix in Q(A) has property P. An n × n sign
pattern A is said to be sign nonsingular (SNS for short) if every matrix B ∈ Q(A) is nonsingular. It is
well known that A is sign nonsingular if and only if det B > 0 for all B ∈ Q(A) or det B < 0 for all
B ∈ Q(A), that is, in the standard expansion of det B into n! terms (for any B ∈ Q(A)), there is at least
one non-zero term, and all the non-zero terms have the same sign. A subpattern of a sign pattern A is
a sign pattern matrix obtained by replacing some (possibly none) of the + or − entries in A to 0. The
reader is referred to [3] or [14] for more information on sign pattern matrices.
It is easily seen that a sign pattern matrix A has minimum rank at most one if and only if A has the
form S1JS2,where S1 and S2 are diagonal patterns and J is a sign pattern matrix with all pluses. In such
case, we shall simply say that the sign pattern A is basic.
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Clearly, a sign pattern matrix A is basic if and only if each 2 × 2 submatrix of A is basic. Also, for
the purpose of this paper, we shall extend the notions of the subdiagonal (respectively, superdiagonal)
rank from Section 1 to sign pattern matrices in the case that the correspondent minimum rank is
at most one. The requirement is then that each 2 × 2 submatrix in the subdiagonal (respectively,
superdiagonal) part of the matrix should be basic. Similarly, we can speak about subdiagonal or
superdiagonal minimum rank at most one extended by some diagonal positions. Finally, we call a
sign pattern complementary basic, CB sign pattern for short, if both these minimum ranks are at most
one, even when extended by complementary diagonal sets S and S.
Remark 3.1. It is immediate that if a real matrix B is a CB-matrix, then the corresponding sign pattern
matrix sgn(B) will be a CB sign pattern matrix.
We pass from realmatrices Ck, Gk , and A = ∏ Gk to sign patternmatrices by replacing each positive
(respectively, negative) entry by + (respectively, −). With a slight abuse of notation, we also use
A = ∏ Gk for sign pattern matrices. Here, of course, A = ∏ Gk also is completely intrinsic, and hence
unambiguous.
The following is a sign pattern version of Theorem 1.5; the proof follows from Theorem 1.5.
Theorem 3.2. Let A be an n × n sign pattern matrix, n 3, let S be a subset of Qn = {2, . . . , n − 1}, and
S = Qn\S. Then the following are equivalent:
1. A can be factored as
A = Gi1 · · · Gin−1 ,
where P = (i1, . . . , in−1) is a permutation of (1, 2, . . . , n − 1), such that k − 1 precedes k in P if
and only if k ∈ S, and G1, . . . , Gn−1 are sign pattern matrices of the form (2).
2. A has the complementary zig-zag shape with respect to (S, S), and each of the sign patterns which is
a submatrix of A which has all entries in the subdiagonal (superdiagonal) part of A with all positions
(k, k) for k ∈ S(S) included is basic.
We see from Theorem 3.2 that sign patterns of the form
∏
Gk are particular CB sign patterns. For
n 3, there are certainly CB sign patterns that are not of the form
∏
Gk; from condition 2. of Theorem
3.2 these are precisely the CB patterns that do not have the complementary zig-zag shape, for example⎡⎣+ + ++ + +
+ + +
⎤⎦ .
Now we settle into looking at some speciﬁc inheritance properties. First, we consider a certain
Hadamard product.
Theorem 3.3. Let A be the n × n sign pattern matrix∏ Gk, where each Ck is full. Then A ◦ AT requires n
distinct real eigenvalues.
Proof. Observe thatA ◦ AT is symmetric, irreducible (since eachCk is full), and tridiagonal (by Theorem
1.7). Also, A ◦ AT has all + entries on the diagonal.
The conclusion follows from the following result in [4]: Let A be an n × n sign pattern and let AI
denote the sign pattern obtained from A by replacing all the diagonal entries by +. Then AI requires
n distinct real eigenvalues iff A is permutationally similar to a symmetric irreducible tridiagonal sign
pattern. 
Theorem 3.4. If each Ck is SNS, then
∏
Gk is SNS.
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Proof. By the inductive argument in Lemma 2.1 in [10], if each Ck is the ﬁxed SNS pattern[+ +
− +
]
, (4)
then
∏
Gk is an SNS pattern. Now, any 2 × 2 SNS pattern is a subpattern of a pattern signature
equivalent to (4). Since any signature equivalence of any Ck is reﬂected in a signature equivalence
in
∏
Gk , and also any passing from the full pattern of Ck to a subpattern is reﬂected in a subpattern of∏
Gk , it follows that
∏
Gk is an SNS pattern. 
Remark 3.5. It can be seen that the converse of Theorem 3.4 holds as follows. Suppose one of the Ck
is not SNS, say Cj . Then there exists Bj ∈ Q(Gj) such that det Bj = 0. Then it follows that for some Bk ,∏
Bk ∈ Q(∏ Gk) and det∏ Bk = 0. So,∏ Gk is not SNS.
Remark 3.6. As will be seen in Example 3.14, the SNS Hessenberg matrix (1.12) in [3, p. 8], is a
∏
Gk
pattern where each Ck is SNS and thus has the remarkable property that every real matrix in the class
Q(
∏
Gk) is nonsingular. This holds even though there is proper containment in∏
Q(Gk) ⊆ Q
(∏
Gk
)
.
A square sign pattern A that does not have a zero row or zero column is sign potentially orthogonal
(SPO) if every pair of rows and every pair of columns allows orthogonality. Now, any 2 × 2 SPO pattern
is signature equivalent to
[+ +
− +
]
. Then, by the above-mentioned inductive argument, we can also
obtain the following.
Theorem 3.7. If each Ck is a SPO pattern, then
∏
Gk is a SPO pattern.
An inverse nonnegative (inverse positive) sign pattern matrix is a square sign pattern that allows a
nonnegative (positive) inverse.
Theorem 3.8. Let A1 and A2 be inverse nonnegative (positive) sign pattern matrices where the product
A1A2 is intrinsic. Then A1A2 is inverse nonnegative (positive).
Proof. We prove the inverse nonnegative part; the proof for inverse positive is similar. There exist in-
vertible B1 ∈ Q(A1), B2 ∈ Q(A2) such that B−11 and B−12 are nonnegative. Now, B1B2 ∈ Q(A1A2), B1B2
is invertible, and (B1B2)
−1 = B−12 B−11 , which is nonnegative. 
By induction, we obtain the following.
Corollary 3.9. Let A1, A2, . . . , Aq be inverse nonnegative (positive) sign patternmatriceswhere the product
A1A2 · · · Aq is completely intrinsic. Then A1A2 . . . Aq is inverse nonnegative (positive).
Corollary 3.10. If each Ck is inverse nonnegative, then
∏
Gk is inverse nonnegative.
Proof. If each Ck is inverse nonnegative, then each Gk is inverse nonnegative. The conclusion then
follows from Corollary 3.9. 
Since
[+ −
− +
]
and
[− +
+ −
]
are the only 2 × 2 inverse positive sign patterns, we can now show
that inverse positivity is inherited from the Ck to the product
∏
Gk .
Corollary 3.11. If each Ck is inverse positive, then
∏
Gk is inverse positive.
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Proof. If each Ck is inverse positive, then by Corollary 3.10,
∏
Gk is inverse nonnegative. Now, each Ck
is full. So,
∏
Gk is irreducible and has no zero diagonal entries. Hence,
∏
Gk is fully indecomposable.
But, for a fully indecomposable sign pattern, inverse nonnegativity is equivalent to inverse positivity,
[15]. Thus,
∏
Gk is inverse positive. 
Remark 3.12. Consider A = ∏ Gk where each Ck is the ﬁxed inverse positive pattern [+ −− +]. Further,
let Â = ∏ Ĝk where each Ĉk = [+ ++ +], and let
S =
⎡⎢⎢⎢⎢⎢⎢⎣
+
−
+
−
. . .
⎤⎥⎥⎥⎥⎥⎥⎦ .
Now, [+ 0
0 −
] [+ +
+ +
] [+ 0
0 −
]
=
[+ −
− +
]
,
[− 0
0 +
] [+ +
+ +
] [− 0
0 +
]
=
[+ −
− +
]
and so
SĜkS = S
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
+
. . .
+
+ +
+ +
+
. . .
+
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
S
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
+
. . .
+
+ −
− +
+
. . .
+
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= Gk.
Hence,
A = ∏ Gk = ∏(SĜkS) = S (∏ Ĝk) S = SÂS,
i.e. A = SÂS or SAS = Â. Thus, A and Â are signature similar. Also, SÂS and hence A is a “checkerboard"
pattern within the shape of the non-zero entries.
We now consider stability. A negative stable (positive stable) real matrix is a square matrix Bwhere
each of the eigenvalues of B has negative (positive) real part. A potentially stable sign pattern matrix is
a square sign pattern that allows negative stability. An n × n sign pattern matrix A allows a properly
signed nest if there exists B ∈ Q(A) and a permutation matrix P such that
sgn(det(PTBP[{1, . . . , k}])) = (−1)k
for k = 1, . . . , n. (Note that det(C[{1, . . . , k}]) is simply the leading k × k principal minor of square
matrix C.)
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Now,
[− +
− −
]
requires negative stability, [3]. So,
[+ −
+ +
]
and
[+ +
− +
]
are the 2 × 2 full sign
patterns that require positive stability.
Theorem 3.13. Let A be the n × n sign pattern matrix∏ Gk, where each Ck is a 2 × 2 full sign pattern that
requires positive stability.Then A allows a positive stable real matrix.
Proof. We have A = ∏ Gk , where each Ck is [+ −+ +] or [+ +− +]. So, it can be seen that −A allows a
properly signed nest (this actually holds here for all permutation matrices P and for all B ∈ Q(−A)).
Hence, by Fact 7, page 33–8, in [14],−A is potentially stable. Thus, A allows a positive stable realmatrix.

For the sign pattern A = ∏ Gk , it should be clear that∏
Q(Gk) ⊆ Q
(∏
Gk
)
, (5)
where
∏
Q(Gk) has the obvious meaning,∏
Q(Gk) =
{∏
Bk|Bk ∈ Q(Gk)
}
.
Proper inclusion in (5) is possible as the following example shows.
Example 3.14. If G1 =
[+ + 0
− + 0
0 0 +
]
and G2 =
[+ 0 0
0 + +
0 − +
]
then
G1G2 =
⎡⎣+ + +− + +
0 − +
⎤⎦ .
But, it follows from (1) that if B1 ∈ Q(G1) and B2 ∈ Q(G2), then the upper-right 2 × 2 block of B1B2
has always rank one whereas the upper-right 2 × 2 block of G1G2 allows for rank 2 matrices. Thus
Q(G1)Q(G2) ⊂ Q(G1G2)
is a proper containment.
We may ask when do we have equality in (5). One such instance is the following, which is related
to Corollary 2.3.
Theorem 3.15. Let A be the n × n sign pattern∏ Gk, where each Ck is a subpattern of a 2 × 2 generalized
permutation pattern. Then∏
Q(Gk) = Q
(∏
Gk
)
.
Proof. Keeping in mind that (5) holds, it sufﬁces to prove the opposite set inclusion. If each Ck is a
subpattern of a 2 × 2 generalized permutation pattern, then each Gk is a subpattern of a generalized
permutation pattern. Replacing the + and − entries in the Gk matrices by distinct variables, each
variable will occur once in the product
∏
Gk. The result then follows. 
Remark 3.16. The fact that proper inclusion in (5) takes place makes the general analysis of Q (
∏
Gk)
difﬁcult. In particular, ascertaining the validity of the converses of most of our results in this section
is cumbersome, especially for the allows questions.
M. Fiedler, F.J. Hall / Linear Algebra and its Applications 433 (2010) 2060–2069 2069
4. Concluding remarks
The idea of a double staircase pattern was given in [6] and used in [1]. A double staircase pattern
is more general than a complementary zig-zag shape. So, when does an irreducible double staircase
pattern take a complementary zig-zag shape?
We proved a number of results about sign patterns of the form
∏
Gk . Then, what canwe provemore
generally about CB sign patterns? Another generalization of the
∏
Gk patterns are the complementary
zig-zag shapes. So, what can we say just on the basis of the pattern having a complementary zig-zag
shape, even when all the entries within the shape are non-zero?
Of course, also other types of CB-matrices can be studied. As one instance, consider ray patterns,
see for example [16]. A completely general question is the following. Assume that the entries of the
matrices belong to a multiplicative group G. What properties of the 2 × 2 matrices Ck carry over to
the CB-matrix
∏
Gk?
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