Let A c B be an extension of integral domains and X be an indeterminate over B. In this paper, we study the elasticity of atomic domains of the form A +X&Y].
Introduction
We first recall the various factorization properties for an integral domain that we use or study here. Following Cohn [ 171, we say that R is atomic if each nonzero nonunit of R is a finite product of irreducible elements (atoms) of R. We say that R satisfies the ascending chain condition on principal ideals (ACCP) if there does not exist an infinite strictly ascending chain of principal integral ideals of R. It is well-known that ACCP implies atomic, but the converse is not true: an atomic domain need not satisfy ACCP; however, examples are hard to come by. The first such example is due to Grams [23] (we can also refer to [25,3 11) .
For an atomic domain R, a nonzero nonunit of R may have several factorizations into irreducible elements of R and two factorizations may have different lengths. Thus, following Zaks [29] , we define R to be a halffactorial domain (HFD) In order to measure how far an atomic domain R is from being a HFD, we define the elasticity of R as p(R) = sup(m/n 1x1 . . CC, = yl . . y,, where each Xi,yj E R is irreducible} (the elasticity has been introduced by Valenza [28] ). Thus, 15 p(R) 5 co, and p(R) = 1 if and only if R is a HFD (for more information on p(R), see [I, 21, for example).
In this paper, we are interested in the HFD condition and the elasticity of atomic domains of the form A + XB [X] (where A C B is an extension of integral domains). This work is, in fact, a special case of a more general problem. Let SS? =(A,)nE~ be an ascending chain of integral domains, and consider the ring of polynomials Jeu = a&/ A,$". We have studied some factorization properties of this ring [22] .
In particular, the elasticity of &[X] is infinite unless the chain is eventually constant [22 [X] . In this case, we need to control the behavior of every irreducible polynomial of R in B [X] (that is, those of order zero, but, also, those of order one). By introducing two conditions in terms of the extension A c B, we then obtain p(R) = p(B [X] ). This will allow us, in the last section, to give a positive answer to Question 0.1.
Finally, in the last section, we provide explicit examples with a detailed analysis of the elasticity p of the ring
where d is a nonzero square-free integer, d 3 mod 1 (mod4). Precisely, we prove that, if d E 1 (mod 8) then p is infinite, while if d E 5(modS), p is finite. In the case where p is finite, a study of the unit groups of A and B allows us to give better bounds for p. This finally provides, in particular, an example which gives a positive answer to Question 0.1.
If R is an integral domain, 02(R) will denote its group of units. For any undefined terminology or notation, see [ 13,2 1,261.
First HFD condition
In this section, we determine some sufficient (but not necessary) conditions for A+XB [X] to be a HFD. This provides several new examples of half-factorial domains of the form A + XB [X] . As we have noted in the introduction, the irreducible elements of R have order 0 or I. In this section, assuming B to be a UFD, we just need to control the behavior of the irreducible polynomials of order 0 of R in B [X] . Indeed, we have the following sufficient conditions. We claim that the only irreducible factors (up to units) of order 0 in B [X] which are associated to elements of R are the polynomials gj (which, in fact, are in R), for r + 15 j < n. Indeed, none of the factors gi,k is associated (in B [X] ) to an irreducible element of R. By way of contradiction, assume that gi,k = ugFk where glTk is an irreducible element of R and u is a unit of B. We obtain gi =glTk(uX &k gi,l). This provides the desired contradiction, as the polynomials gi (1 <i < r) are supposed to be irreducible in R. Finally . We conclude, using the induction hypothesis, since x' is an element of A which admits a factorization in B of length n -1. 0
Since a HFD satisfies ACCP, if R = A + XB[X] is a HFD then g@(B) n A = &(A)
We are ready for the foreseen characterization:
Proposition 1.5. Let A c B be an extension such that J?(B) n A = %(A). The jollowing conditions are equivalent: (i) (A,B) satishes (92:). (ii) Each polynomial of order 0 which is irreducible in R = A +XB[X] is irreducible in B[X].

Proof. (i)+(ii):
Let a+Xj(X) be such a polynomial of order 0, irreducible in R = A+
XB[X] (a E A, a # 0, f(X) E B[X]). In particular, a +Xj(X)
is a nonunit element of B. 
If a +Xj(X) = (x+Xg(X))(y f-(X))
Xuh(X)). But a+Xj(X)
is irreducible in R. Thus, one of the two factors, say x'+vy(X) is a unit of R. Therefore, g = 0 and x' is a unit of A (hence of B). Finally, this yields x + Xg(X) =x = UX' a unit of B [X] . Note that, in particular, this shows that a constant a which is irreducible in A remains irreducible in B. of Pure and Applied Algebra 138 (1999) [119] [120] [121] [122] [123] [124] [125] [126] [127] [128] [129] [130] [131] [132] [133] [134] [135] [136] [137] (ii)+(i):
Let c1 Indeed, t6 = t*(t*)* but t* (and (t*)*) are not associated (in B) to any element of A.
Contrary to the previous remark, if we suppose that B is a UFD (and the running condition a(B) n A = q(A)), we have the following corollary:
Corollary 1.7. Let A c B be an extension such thut @(B) n A =@(A). If B is a UFD then, the following assertions are equivalent. (i) AcB satisfies ('47:).
(
ii) Each irreducible element of A is irreducible in B. (iii) Each polynomial of order 0, irreducible in R = A + XB[X], is irreducible in
WI.
Proof. Using Lemma 1.4 and Proposition 1.5, it remains to prove that (ii) implies (i).
Let us consider a in A such that a = xy(x, y E B). We may assume that a is a nonunit of A. Since B is a UFD and %(B) nA =%(A) then A is atomic (in fact, it satisfies ACCP [23, Proposition 2.11). So, we can factor a as a product of irreducible elements of A: a = p1 . . . p,,. By hypothesis, this is a factorization into irreducible elements of B. Since B is a UFD, there exists a partition {Z,J} of the set { 1,. . . , n} such that x = u ni,, pi, y = u n,,, p, where u and u are units of B (and uz, = 1). 0
New examples of HFD domains
Combining the corollary above with Lemma 1.1, we can give a positive answer to the question raised by Barucci The following example shows that the condition (XF) is not necessary for A +XB [X] to be a HFD. Xh,(X)) and this yields a nontrivial factorization of g in R which contradicts our assumption.
Elasticity
In In relation to the previous remark, we introduce the following condition. 
Proposition 2.5. Let A c B be an extension such that j&(B) n A = #(A). The ,jkllowing assertions are equivalent: (i) The extension A c B satisjies condition (%?z).
ii) The only polynomials of order 1 irreducible in A + XB[X] are the monomials qf the fbrm vX, v E Q(B). (iii) Each irreducible polynomial of order 1 in A + XB[X] is irreducible in B[X].
Proof.
l (i)=+(ii): We leave it to the reader to verify that, for each unit z) of B, vX is irreducible in R = A +XB[X] (using G(B) fl A = %(A)).
Conversely, let f = X(gX + c) be an irreducible polynomial of R of order 1 (cf0). According to (et), there exists a unit u of B such that a=uc is in A. We can write f =(u~~'X)(ugX + a).
Since f is irreducible in R, ugX + a must be a unit of R, hence g = 0 and a is a unit of A. Finally f = vX, where v=c= u-la.
(ii)*(iii):
Clear. 
Proposition 2.6. Let A c B be an extension which satisfies both conditions (%?T) and (Vf ) then the same holds for the extension A + XB[X] c B[X].
Proof. We already observed that condition (%'t ) "goes up" to the extension A +
XB[X] c B[X] [Remark 2.41. Let us prove the same for condition ($7:). Let f = gh (SEA +XB[X],g,hEB[X]).
We look at the constant terms g(0) and h(0) of g and h and consider three cases.
-g(0) = h(0) = 0. Then f and g are in R = A + XB [X] .
-g(0) = b#O, h(O)=O. According to (Q?;), there exists u in e(B) such that ub=a is in A. Thus, f=(ug)(u-'h) where ug,u-'h are in R. -g(O)= b#O, h(O)=c#O. Then, f(O)=bc is in A. According to (V?:), there exists b',c' in A such that f(O)= b'c' where b=ub', c= UC' (u,v E %(B),uv= 1).
Therefore, f = (vg)(uh) where ug and uh are in R. 0 We begin by a technical lemma, given in a general setting, which allows us to produce irreducible polynomials in A +XB [X] (generalizing the polynomials introduced in Remark 1.4). For each case, we reduce the proof to a technical lemma (throughout, we keep the same notations and hypotheses).
Proposition 2.7. Let A c B be an extension such that %(B)flA =%(A) and B is atomic. If we suppose that A c B satisfies both conditions (UT) and (%9:) then p(A) = p(B). Moreover, if B[X] is atomic, then p(A + XB[X]) = p(B[X]).
Proof. From Lemmas 1.4 and 2.1, p(A) 5 p(B). We prove now that p(A) 2 p(B)
l d zz 1 (mod 8). In the following lemma, we prove that for each n > 1, tr)" is not associated to any element of 2 [20] . Obviously, the same holds for ZJ = (1 -&)/2.
From Lemma 3.1, for each n > 1, the polynomials f'=X(X+w)" and f =X(X+0)" are irreducible in R. Hence we obtain: (,j"J' =X2(X2 + X + (1 -d)/4)") . We can conclude that Q(2) > n + 2 (for each n > 1). There exists a factor of type CI, we note it CII. We claim that no product taken among the other factors can be in R. By way of contradiction, suppose that such a product g is in R; let h be the product of the remaining factors, so that f = algh. We then write f = g(arh). Since the product of any polynomial by a polynomial of type a is of type c(, we obtain that ccl/z is in R. This is a contradiction, since f is irreducible in R. So, if a# 0, we have: table above and since f E R, f is of type j3. Thus, the product of some factors must be of type p.
We denote it g. On the other hand, let h be the product of the remaining factors. Then, we have f = gh. Since, /I is the trivial element in the multiplication table above, f and h are of the same type, thus h is in R. As f is irreducible in R, h is, in fact, trivial. Consequently, g is the product of all the factors of the decomposition pbycGd. So, if a=O, we have: 
The unit groups are distinct
In this subsection, we suppose O&(B) to be distinct from 'J&(A). As in the proof of the previous lemma, we set q = 2B = [A : B]. We recall that B/q = (0, 1, cc), w'} and that an element x of B is in A if and only if x E 0 or x E 1 (mod q). By hypothesis, there exists a unit u in B which is not in A, so u-o(mod q) or u 5 o2 (mod q). Anyway, there exists a unit ug such that ug E o (mod q) (in the real case, we may take the fundamental unit or its square and in the case where d = -3, we may take LO = (1 + fl),/2). Note that u<' = 2 cu (mod q). Under these hypotheses, let us show that A c B satisfies (%;) (that is, each element of B is associated, in B, to an element of A). Indeed, let x be an element of B. If x is in A, there is nothing to prove. If not, x-o or x E (u2 (mod q) and, in this case, we obtain .gx E 1 or uox z 1 (mod q). Thus, u$ or uox is in A.
As we recalled above, B/q is the finite field [Fd. A fortiori A/q is a finite field (in fact, iF2). Since the extension A c B satisfies (VT), using Lemma 2.9, we obtain that A c B satisfies (%',*). Moreover, as B is integral over A, the units condition %(B) n A = %(A) is satisfied. From Proposition 2.7, we may finally summarize the following. (
ii) p(A) = P(B). (iii) p(A + XB[X]) = p(B[X]).
We recalled above that the ring of integers B = Z[w] is a HFD if and only if h 5 2
(where h is the class number of B) [14] 
The unit groups are equal
We suppose now that A and B have the same units. We first begin with a lemma which allows us to characterize some prime elements of A + XB [X] (in this lemma, we do not assume B to be a UFD). Then we show that m* = 2. It is clear that m* 52, since X is irreducible, but not prime, in R and q'(X) = 2 (the type of X is a). Let f be an irreducible element of R such that q'(f) = 1 (in this case the type of f is necessarily j?). As f is irreducible in B[X], which is a UFD, f is a prime element of B [X] . From Lemma 3.9, f is also prime in R. It 
