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This thesis mainly covers two research topics, i.e. radio propagation chan-
nel characterization and multiple-input multiple-output (MIMO) over-the-air
(OTA) testing, for future generation communication systems.
It is expected that millimeter-wave frequency bands and massive MIMO
would be part of the key features of future generation communication sys-
tems since theoretically, they can offer a huge boost to network capacity. For
channel estimation, the potential ultra-wide bandwidth and large array aper-
ture of the systems may cause the far-field and narrowband assumption to
be invalid. Therefore, we need to use the spherical wave model instead to re-
duce model mismatch. Moreover, a channel estimation algorithm is proposed
to accelerate the estimation speed without the narrowband assumption. We
compared our estimation results with those estimated from the conventional
estimation algorithm, and the estimation error is significantly reduced with
our approach. Channel statistics such as delay spread and angular spread
are also drawn from the estimates of multipath components (MPCs) in con-
nection with the geometry-based stochastic channel model (GSCM).
The use of the spherical wave model allows us to estimate the location
of the scatterers in the environment. Those scatterers can be thought of as
virtual anchors to estimate the user location with trilateration. Therefore, we
also make use of the proposed channel estimation algorithm to localize the
user. Since the scatterer locations are estimated directly from measurement
data, the map of the environment is not needed, which is the advantage of
our localization approach. The results from an experiment including both
line-of-sight and non-line-of-sight scenarios show the proposed localization
principle works.
Antenna correlation (or its special case, spatial correlation) is an important
measure for both antenna design and propagation channels. For example, a
lower antenna correlation is always targeted for MIMO antenna design be-
cause a lower antenna correlation means more antenna diversity and spatial
multiplexing to the MIMO systems as long as the channel can support. The
antenna correlation can be calculated from both the power angular spectrum
and channel coefficients, which does not necessarily reach the same result.
v
Abstract
We used the spread function to express both the power angular spectrum
and the channel coefficients, and show their difference analytically.
The prefaded signal synthesis (PFS) and the plane wave synthesis (PWS)
are the two main channel emulation methods under the multiprobe anechoic
chamber (MPAC) setup for MIMO OTA testing. Though they utilize the same
setup, there is a difference in the emulated channels due to their different em-
ulation principles. We derived the joint spatial-temporal correlation function
for both methods. The result shows the emulated channel has a cluster-wise
Kronecker structure between the joint Doppler-AoD (angle of departure) do-
main and the AoA (angle of arrival) domain with the PFS method. In com-
parison, the emulated channel with the PWS method is more faithful to the
target channel. Moreover, we showed the PFS method is weak at emulating
clusters of small angular spread.
Finally, MIMO OTA testing is also investigated for vehicular communica-
tion. Antenna arrays mounted on cars may not have a large effective aperture
themselves, but part of the car body may scatter the radiation. Therefore, that
part of the car body also needs to be considered as part of the antennas, which
enlarges the effective aperture. For the PFS method under the MPAC setup,
the test area needs to enclose the whole aperture of the device-under-test
(DUT). Since the required number of probe antennas is directly connected to
the size of the test area, we studied the required number of probe antennas
for cars through simulation. Three measures including the average received
power, branch power ratio, and antenna correlation, are used to assess the
emulation accuracy. Our results show 16 probe antennas are needed for a
two-element shark-fin antenna mounted at the back center of the car roof
to achieve low emulation error. The throughput was also measured with
the PFS method and, additionally, the wireless cable method as a reference.
In the measurement, only 8 probe antennas were used with the PFS method.
However, the expected emulation error from the insufficient number of probe
antennas did not influence the throughput significantly, since the results from




Denne afhandling omhandler overordnet to forskningsemner, karakteriser-
ing af radioudbredelse og over-the-air (OTA) test af multiple-input multiple-
output (MIMO) systemer for fremtidige generationer af kommunikationssys-
temer.
Det forventes at millimeterbølge-frekvensbånd og massive MIMO vil være
nogle af de vigtigste egenskaber ved fremtidige generationer af kommunika-
tionssystemer, eftersom de teoretisk set kan give en stor forbedring i netværk-
skapacitet. Den mulige brug af store båndbredder (ultra wideband) og store
array-aperturer kan betyde at antagelser om fjernfelt og smalbånd (narrow-
band) bliver ugyldige i forbindelse med kanalestimering. For at reducere
modelfejl er det derfor nødvendigt at bruge en model baseret på kuglebølger.
Derudover foreslås der en algoritme som accelererer kanalestimeringen uden
at bruge smalbåndsantagelsen. Vi har sammenlignet vores estimeringsresul-
tater med dem opnået ved hjælp af en konventionel estimeringsalgoritme,
og estimeringsfejlen er reduceret betydeligt med vores tilgang. Kanalstatis-
tikker såsom delay spread og angular spread er også beregnet ud fra de
estimerede multipath components (MPCs) i forbindelse med den såkaldte
geometry-based stochastic channel model (GSCM).
Brug af kuglebølgemodellen muliggør estimering af placeringen af spredere
i miljøet. Disse spredere kan opfattes som virtuelle ankre i forbindelse med
bestemmelse af placeringen af en bruger ved hjælp af trilateration. Derfor
bruger vi også den foreslåede algoritme til at lokalisere brugeren. Eftersom
placeringen af sprederene estimeres direkte ud fra måledata er der ikke brug
for kort over miljøet, hvilket er fordelen med vores lokaliseringstilgang. Re-
sultaterne fra et eksperiment som inkluderer både line-of-sight and non-line-
of-sight scenarier viser at det foreslåede princip virker.
Antennekorrelation (eller specialtilfældet spatial korrelation) er en vigtig
metrik indenfor både antennedesign og udbredelseskanaler. En lav anten-
nekorrelation er for eksempel altid målet ved MIMO antennedesign idet en
lav korrelation resulterer i større antennediversitet og spatial multipleksing
i MIMO systemerne, forudsat at kanalen understøtter det. Antennekorrela-
tionen kan beregnes ud fra både power-angular spektret og ud fra kanalko-
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Resumé
efficienter, men giver ikke nødvendigvis det samme resultat. I arbejdet an-
vendte vi spredingsfunktionen til at udtrykke både power-angular spektret
og kanalkoefficienter og viser forskellen analytisk.
Prefaded signal synthesis (PFS) og plane wave synthesis (PWS) er de to
vigtigste metoder til kanalemulering i forbindelse med multiprobe anechoic
chamber (MPAC) optillinger til MIMO OTA test. Selvom de anvender den
samme opstilling af udstyr er der forskel på de emulerede kanaler på grund
forskellen i emuleringsprincip. Vi har udledt den spatial-temporære korrela-
tionsfunktion for begge metoder. Resultatet viser at for PFS metoden har den
emulerede kanal Kronecker struktur på cluster-niveau imellem Doppler-AoD
(angle of departure) domænet og AoA (angle of arrival) domænet. Til sam-
menligning er de emulerede kanaler under PWS metoden mere tro mod den
ønskede kanal. Derudover er det vist, at PFS metoden er svag til at emulere
cluster med lille angular spread.
Endelig, blev MIMO OTA testing undersøgt i forbindelse med kommu-
nikation til kørende enheder. Selvom et antennearray monteret på en bil
måske ikke selv har et stort apertur, kan dele af bilen sprede udstrålin-
gen. Disse dele af bilen må betragtes som dele af antennerne, og fortør-
rer således deres effektive apertur. For PFS metoden i en MPAC opstilling
er det nødvendigt at testområdet omfatter hele aperturet af enheden under
test (device-under-test, DUT). Eftersom det nødvendige antal antenneprober
står i direkte forbindelse med størrelsen af testområdet blev det via simu-
leringer undersøgt hvor mange probeantenner der er nødvendige for biler.
Tre metrikker blev brugt til at bedømme emuleringsnøjagtigheden, average
received power, branch power ratio, og antennekorrelation. Vores resultater
viser at 16 probeantenner er nødvendige for at opnå en lav emuleringsfejl
for en to-element hajfinne-antenne monteret centreret bagerst på biltaget.
Throughput blev også målt med PFS metoden i tillæg til referencemålinger
med wireless cable metoden. Ved målingerne med PFS metoden blev der
kun brugt 8 antenneprober, men den forventede emuleringsfejl, grundet det
utilstrækkelige antal antenneprober, påvirkede kun throughput lidt, efter-
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Radio communication technology utilizes radio waves to carry information
between two locations. It has been widely used in various applications, e.g.
cellular networks, wireless fidelity (WIFI), and Bluetooth. Radio signals are
transmitted from a transmitter at one place, propagate in and interact with
the environment, and finally being collected at a receiver at another place.
This is the fundamental process of radio communication. Compared with
wired communication, e.g. landlines and Ethernet, where signals are carried
over cables between two locations, radio communication technology brings
great convenience to people’s daily life and satisfies our ever-growing de-
mands for communication.
As mentioned, radio signals propagate in the environment before reach-
ing the receiver. In the literature, the environment in which radio signals
propagate between the transmitter and the receiver is usually termed as ra-
dio propagation channel, or in short, channel. Different propagation sce-
narios, e.g. indoor/outdoor, urban/rural, and terrestrial/satellite, will cause
the properties of the channel to vary differently [1–4]. Consequently, received
radio signals will also be distorted differently. Here, we give a very simple ex-
ample of the effect of the distortion. When the propagation takes place in an
indoor environment, due to the reflection and diffraction mechanism of radio
waves on the walls and other objects indoors, multiple replicas of the same
radio signal transmitted from the transmitter will arrive at the receiver at dif-
ferent time. This phenomenon is usually characterized by the delay spread.
When the delay spread is larger than the symbol duration, inter-symbol in-
terference (ISI) would occur which makes it difficult to demodulate to get the
original symbols at the receiver. Tactics such as inserting a guarding period
between adjacent symbols longer than the delay spread and equalization can
be used to mitigate the ISI effect. Therefore, to ensure successful transmis-
sion and restoration of the original information, it is necessary to know the
properties of the channel so that radio signals can be designed accordingly.
The study of the channel is called channel characterization in the literature.
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Channel characterization has always been conducted actively along with
the evolution of radio communication technologies, from low-frequency bands
to high-frequency bands, from single-input single-output (SISO) systems to
multiple-input multiple-output (MIMO) systems, from generation to gener-
ation, etc. Philosophically speaking, the channel is solely governed by the
nature of the environment within which radio signals propagate. However,
due to the limitation of our measurement systems, we can only observe a seg-
ment of the full view of the channel in the time, frequency, or spatial domain.
Therefore, in practice people often think of different segments of the channel
as different channels even for the same environment. With a huge amount of
research conducted on the channel, channel models that are representative of
different scenarios and usage can be formulated. A few have been selected
by the standardization body as standard channel models [1–4].
Not only are the standard channel models important for designing radio
signals, but also they play a vital role in device testing. Once new models of
wireless devices, e.g. mobile phones, are under development or being man-
ufactured, it is typically mandatory to test if their radio performance meets
the requirement or specification. A straightforward way to test it is to put the
device-under-test (DUT) in a live network for different scenarios and mea-
sure its real-world performance. This is the so-called field trials [5]. Field
trials do tell the true performance of DUTs, but they often suffer from the
uncertainty of the environment. The test results may not be repetitive due
to, e.g., the weather change and road traffic conditions. To make the testing
results representative for real-world scenarios and comparable between dif-
ferent products, an alternate, i.e. virtual drive testing, is often adopted in
the industry, which is done in a controllable, repeatable, and reproducible
laboratory environment. In virtual drive testing, test signals need to undergo
the emulated channels that are generated according to the standard channel
models.
Conventionally, virtual drive testing has been done in a conducted man-
ner, where radio signals are fed to the DUT over coaxial cables. With the
development of radio communication technologies, MIMO orders may in-
crease significantly for massive MIMO systems which requires accordingly
a large number of ports in the channel emulators. Moreover, the design of
antenna arrays and baseband units may be highly integrated for millimeter-
wave frequencies, which leads to the unavailability of antenna ports on the
DUT. Due to these reasons, the whole testing community has been moving
to an over-the-air (OTA) manner. However, since the desired radio signals
are not guided to the DUT over cables as in the conducted testing, methods
to achieve similar effects are needed for the OTA testing. How to emulate a
channel over the air according to standard channel models with high fidelity
in the test environment becomes the research focus of MIMO OTA testing.
Many emulation techniques have been proposed in the literature and selected
4
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in the standard [6] covering different scenarios, such as space-selective chan-
nels or isotropic channels. Though channel emulation techniques for OTA
testing are more complicated than that for conducted testing, they offer some
appealing features such as being non-intrusive to DUTs and providing real-
istic radio interaction with the DUT as if in real life.
1.1 Different Types of Channel Models with a Focus on the
Geometry-Based Stochastic Channel Models
Channel models roughly can be separated into two main types, i.e. the deter-
ministic channel models and the stochastic channel models. The determin-
istic channel models describe the channel as a deterministic entity once the
propagation environment is fixed. A popular method to generate determin-
istic channels is ray tracing [7]. When the locations of the transmitter and
receiver and the detailed geometric and electrical description of the propa-
gation environment are known, rays that imitate specular propagation paths
are calculated according to the geometry of the environment. Meanwhile,
channel coefficients are calculated according to the propagation mechanism
of each path such as reflection and diffraction along with material parameters
such as conductivity and permittivity. Other propagation mechanisms that
cannot be modelled as specular paths such as diffuse scattering can be added
through the effective roughness model after [8]. Another method other than
ray tracing is the full wave simulation using the finite-difference time-domain
(FDTD) method [9]. This method meshes the whole propagation environ-
ment into small cells and calculates the electric field progressively cell-by-cell
by solving Maxwell equations. One main drawback of this method is the high
computational complexity when it comes to electrically large objects due to
a resulting large number of cells. Moreover, when the environment is com-
plicated, it is hard to build the model of the environment and to find proper
material parameters for different objects.
The other type is the stochastic channel models. Those channel models
describe the channel as a random process associated with some statistics.
A very simple stochastic channel model is the independent identically dis-
tributed (i.i.d.) Rayleigh channel, where each channel coefficient is a random
variable following the complex Gaussian distribution with zero mean and
unity variance while being independent of each other. This model is widely
used as a benchmark model in, e.g., channel capacity investigation due to
its simplicity in channel generation. However, this model is oversimplified
and does not represent any real-world propagation scenarios. Correlation-
based stochastic channel models add an additional degree of freedom to the
i.i.d. Rayleigh channel, i.e. the correlation between channel coefficients. Since
channel coefficients are assigned between each transmit antenna and receive
antenna, it is interpreted as the spatial correlation of the channel. More intu-
5
itively, the correlation describes the power angular spectrum on the transmit-
ter and receiver side because power angular spectrum and spatial correlation
are Fourier duals. Therefore, correlation-based stochastic channel models can
be generated according to a desired power angular spectrum that represents
a realistic propagation scenario.
The most widely used stochastic channel model by the standardization
body is the geometry-based stochastic channel model (GSCM). It gives a
more detailed description of the channel based on the geometry of the prop-
agation environment compared with the correlation-based stochastic channel
models. Under the GSCM, propagation paths are randomly drawn from clus-
ters, each of which corresponds to a closely located scatterers in the environ-
ment. Those clusters typically have their associated distribution in different
domains with specified statistics, e.g. Laplacian distribution in the angular
domain and exponential distribution in the delay domain. We can see that
the idea is somewhat similar to ray tracing that propagation paths shall be
corresponding to physical scatterers in the environment, but their philoso-
phy is different. Ray tracing takes the geometry and electrical properties of
the environment and calculates the propagation paths directly, whereas the
GSCM is derived based on channel measurements. The so-called multipath
components (MPCs), which are essentially the same thing as the propaga-
tion paths, are estimated from the measurement. The cluster statistics are
then calculated from the MPCs, which are inserted to the GSCM in the end.
Therefore, strictly speaking, building a specific GSCM does not require the
geometry of the environment beforehand, but it is implicitly reflected by the
estimated MPCs. However, it is always beneficial to know the environment
beforehand because it helps for measurement planning such as what kind of
antennas and arrays shall be used for that environment.
1.1.1 Generic Signal Model of GSCM
Given a specific propagation environment, the underlying paths can be phys-
ically mapped in the environment as shown in Fig. 1, and described by pa-
rameters in terms of the length of the paths, the departure direction of the
paths from the transmitter, the arrival direction of the paths at the receiver,
and the rate at which the length of the paths change if anything is moving
in the environment. These are represented mathematically by the spread
function of the channel as
h(τ, υ, ΩTx, ΩRx) =
M∑
m=1
Am · δ(τ − τm) · δ(υ− υm)
· δ(ΩTx −ΩTxm ) · δ(ΩRx −ΩRxm ), (1)
where m is the index of the MPCs, and M is the number of MPCs. The
6
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Fig. 1: A diagram showing the basic structure of the radio propagation channel. This figure is
taken from “WINNER II” channel models [2, Figure 3-1].
variables τ, υ, ΩTx, ΩRx denote the delay, Doppler frequency, direction of
departure (DoD), and direction of arrival (DoA), respectively, with the pa-
rameters of the mth MPC as τm, υm, ΩTxm , ΩRxm . Note that the DoA and DoD
are unit vectors defined inherently as Ω = [cos θ sin φ, sin θ sin φ, cos φ] with
θ and φ being the elevation and azimuth angle, respectively. Typically, when
only two-dimensional channels are considered in the azimuth plane, θ = 90◦
is assumed. The term δ(·) denotes the Dirac delta function. The matrix A in
(1) is the polarization matrix that describes how signals attenuate for different











where αm is the complex amplitude of the mth MPC with its superscripts (V
and H) denoting the departure and arrival relation of vertical and horizontal
polarization. The full parameter set of the channel can be summarized as
Θ = {Am, τm, υm, ΩTxm , ΩRxm }, (3)
for all m. When the channel is dynamic, which is typically the case in high-
mobility scenarios, a time dependence can be added to all the parameters in
the set as
Θ(t) = {Am(t), τm(t), υm(t), ΩTxm (t), ΩRxm (t)}. (4)
In this case, the channel is referred to as a time-variant system. However,
if we slice the channel into small pieces of relatively short time durations,
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i.e. shorter than the coherence time, the channel observed within that time
slot is often assumed quasi-static. In this case, the time-dependence of the
parameters is dropped as shown in (3), and the channel is referred to as a
time-invariant system. In this thesis, we limit our discussion to time-invariant
channels.
The spread function describes the nature of the channel without any spe-
cific communication systems incorporated. To make it useful for a communi-
cation system, we can further define the so-called channel transfer function.
Without loss of generality, given a MIMO system consisting of S Tx antennas
and U Rx antennas, the channel transfer function from the sth Tx antenna to
the uth Rx antenna at time t and frequency f can be expressed as [10]










· exp(j2πυt) · exp(−j2π f τ)dτ dυ dΩTx dΩRx, (5)
where FVs (Ω) and FHs (Ω) are the antenna radiation pattern of the sth Tx an-
tenna at direction Ω for the vertical and horizontal polarization, respectively.
Similarly, FVu (Ω) and FHu (Ω) are those for the uth Rx antenna. The antenna
field pattern is defined with a common phase center for the respective Tx
and Rx antenna arrays. The integration is conducted over the full span of the
respective domains of the variables. Taking (1) and (2) into (5) and using the
property of the Dirac delta function for integration, (5) can be simplified as

























· exp(j2πυmt) · exp(−j2π f τm). (6)
Equation (6) is the generic signal model of the channel transfer function
defined in the time, frequency, and spatial domain. It can be confusing that
the spatial domain is not present in (6), but it is inherent in the antenna ra-
diation pattern in the general form. Given a specific antenna pattern, e.g.










where λ denotes the wavelength at the frequency f , r is the location vector of
the antenna in the space, Ω is the unit direction vector, and 〈·, ·〉 denotes the
inner product of two vectors. It can be found in the literature that the time,
frequency, and spatial domain are Fourier duals with the Doppler frequency,




As mentioned earlier, the GSCM requires the statistics of the channel to com-
plete itself. These statistics are derived from the MPCs existing in the propa-
gation environment. The goal of channel estimation is to estimate the MPCs
from the measurement data, and more specifically, to estimate the param-
eters of the MPCs shown in (3) either partially or fully depending on the
specific needs. Here we briefly introduce a fundamental estimation tech-
nique that has been employed in many advanced estimation algorithms, i.e.
the matched filtering.
Let us assume a very simple case where we have a uniform linear array
(ULA) with isotropic elements and a wave coming at a certain angle θ0. We
want to estimate the incident angle of the wave to the ULA. Recall the antenna
radiation pattern given in (7), and we can construct the array steering vector


























where n = [1, ..., N] is the index of element out of N total elements and d is
the element spacing. Similarly, the array response under the incident wave at
angle θ0 can be easily expressed as
y = α0 · c(θ0), (9)
where α0 is the complex amplitude of the wave. The pseudo power angular




where (·)∗, | · |, and ‖ · ‖ denote conjugate transpose, magnitude operator, and
norm operator, respectively. Equation (10) is sometimes called the ambiguity
function of a parameter. If a parameter can be well estimated, its ambiguity
function should have a shape similar to the Dirac delta function, where the
value of the function at the true parameter value is high while the values
for the rest candidate parameter values are low. Fig. 2 shows an example of
the ambiguity function of a ULA with 10 elements, half-wavelength element
spacing, and the incident angle at 90◦. When the ambiguity function has such
a shape, the value of the parameter can be easily estimated as










This concludes the estimation problem given in the simple example since
both parameters are obtained.


















Fig. 2: An example of the ambiguity function of the incident angle for a ULA with 10 elements
and half-wavelength element spacing.
In the literature, estimation algorithms include (but are not limited to)
Bartlett beamforming [11], multiple signal classification algorithm (MUSIC)
[12], estimation of signal parameters via rotational invariant techniques (ES-
PRIT) [13], space-alternating generalized expectation-maximization (SAGE)
[14], and Richter’s Maximum likelihood estimation (RiMAX) [15]. Among
those, the SAGE algorithm may be the most popular for channel estimation
because it not only offers the ability to estimate all the parameters of MPCs
as mentioned previously but also runs at low computational complexity.
1.2 An Application of MPCs – Indoor Localizaiton
Navigation brings great convenience to people’s daily life. An essential part
of navigation is localization. A simple principle of localization is trilatera-
tion, where a minimum of three anchors and their associated time of flight is
needed to localize a user in the two-dimensional space (four anchors for the
three-dimensional space). In outdoor scenarios with open sky, this problem
has been well solved with the global positioning system (GPS). However, the
GPS service relies on the line-of-sight transmission between the user and the
satellites. Due to the blocking of satellite signals in indoor scenarios, it cannot
be used in this case. Probably many people have experienced the feeling of
being lost in a maze-like building such as a very large museum or industrial
campus. Therefore, other methods need to be developed for indoor scenarios.
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One solution that has attracted much attention in the research commu-
nity is the MPC-assisted localization. As discussed earlier, the geometry in-
formation of the environment is implicitly registered in the MPCs in terms
of parameters such as incident angles and time of flight (delay). Each MPC
should correspond to a scatterer in the propagation environment. If we con-
sider those scatterers as virtual anchors, we can utilize them to estimate the
location of the user as well. One advantage of this solution is that we do
not need to distribute a large number of real anchors in the environment,
which is a cost-saving point. Moreover, if each real anchor needs to be wired
to a central controller, the cable routing can be cumbersome for technicians.
The downside of the MPC-assisted solution is that the estimation accuracy
may be lower than that of the real-anchor solution because the richness and
diversity of MPCs depend a lot on the specific environment.
For the MPC-assisted localization, the parameters of MPCs can be esti-
mated by the channel estimation algorithms we mentioned in the previous
section. The remaining problem is how to translate the estimated MPCs to
the location of the user. In the literature, we can find MPC-assisted local-
ization algorithms that need the geometry information (map) of the environ-
ment [16] and that do not, i.e. the simultaneous localization and mapping
(SLAM) algorithm [17–19].
1.3 Spatial Correlation and Antenna Correlation
Spatial correlation is a second-order statistic of channels. When the channel is
assumed wide sense stationary (WSS), the channel can be fully characterized
by its second-order statistics, such as spatial correlation and temporal corre-
lation. Recall the Fourier duality, e.g. between spatial domain and direction
domain, as mentioned at the end of Section 1.1.1. Similarly, the spatial cor-
relation is the Fourier dual of the power angular spectrum. Therefore, once
the spatial correlation of a channel is fixed, the corresponding power angular
spectrum is fixed as well.
The relation between the spatial correlation between two spatial locations
(r1, r2) and the power angular spectrum can be mathematically express as
(Note a more detailed expression can be found in Paper C.)










where p(Ω) is the normalized power angular spectrum, and ∆r = r1 − r2.
The first equation describes the WSS property of the channel in the spatial
domain that the spatial correlation is only dependent on the spatial difference
but not the absolute location. The second equation indicates the Fourier dual
relation. Moreover, it also implicitly assumes uncorrelated scattering (US) in
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the direction domain of the channel. The WSS and US assumption often ap-
pear together because they are dual assumptions in, e.g., the spatial domain
and the direction domain. Similar derivation can be extended between the
other dual domains as well. Spatial correlation is not only a statistic that
characterizes the channel, but it is also an important measure to quantify the
accuracy of channel emulation for MIMO OTA testing that will be discussed
in the following sections.
Antenna correlation is a similar concept to spatial correlation except for
the phasor term in (13) is replaced by the corresponding antenna field pat-










With a few manipulations, we can see the spatial correlation is a special case
of the antenna correlation given the antenna field pattern is isotropic. An-
tenna correlation is an important measure for designing MIMO antennas. It
is always targeted to have a low antenna correlation between MIMO antennas
so that antenna diversity and spatial multiplexing can be exploited.
1.4 MIMO Over-the-Air testing
In the literature, MIMO OTA testing is mainly performed with three setups,
i.e. multiprobe anechoic chamber (MPAC) setup, wireless cable setup, and re-
verberation chamber setup. In the following, we briefly explain the principle
of each setup.
1.4.1 Multiprobe Anechoic Chamber Setup
A diagram of the MPAC setup is shown in Fig. 3. The MPAC setup typically
consists of several main components, i.e. a radio communication tester, a
channel emulator, a power amplifier box, multiple probe antennas, and an
anechoic chamber. The radio communication tester work as a transmitter
which generates and transmits standard test signals. The test signals are
fed to the channel emulator via coaxial cables. The faded test signals are
further fed through the power amplifier box to the probe antennas. The probe
antennas are located in the anechoic chamber. They are usually uniformly
distributed on a circle pointing towards the DUT at the center.
The following is where it differs from the conducted testing. For the
conducted testing, all domains of the target channel, i.e. the time domain,
the spatial domain on the transmitter side, and the spatial domain on the
receiver side, are completely emulated by the channel emulator. However,




















Fig. 3: A diagram of the MPAC setup. This figure is taken from [20].
the channel emulator together with the probe antennas located in different
directions pointing towards the test area which encloses the DUT. A trivial
example is when the target channel specifies an MPC illuminating the DUT
from a certain direction, one can simply put a probe antenna in that direc-
tion, and the same can be done with other probe antennas for other MPCs.
Note this example is given only for understanding the principle but rarely
implemented in practice because the positions of probe antennas are usually
fixed beforehand (e.g. uniformly distributed on a circle). The task of the
power amplifier box is to compensate for the path loss over the air between
the probe antennas and the DUT in the anechoic chamber.
Depending on how exactly the spatial domain on the receiver side of the
target channel is emulated with the channel emulator and probe antennas,
two methods can be found in the literature, namely the prefaded signal syn-
thesis (PFS) and the plane wave synthesis (PWS). Below we briefly discuss
their principles and detailed descriptions can be found in Paper D.
1.4.1.1 Prefaded signal synthesis In the PFS method, the target channel is
decomposed into individual clusters. A cluster is a group of MPCs having
similar parameters. Taking the 3GPP SCME model [6] for instance, 18 clus-
ters are defined, each of which consists of 20 MPCs with similar angles of
departure and arrival. The goal of this method is to reproduce the spatial
correlation of each cluster of the target channel at the receiver side in the
test area. This is done by changing the power weight assigned to each probe
antenna so that the difference of the spatial correlation to the target channel
is minimized.
More intuitively, changing the power weight on each probe antenna can
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be considered as changing the power angular spectrum in the test area. Es-
sentially, the number of probe antennas is limited in a practical setup, so we
may not be able to generate a power angular spectrum the same as the target.
However, the aperture of the test area is also limited, so the ability of the DUT
to tell the difference between the emulated power angular spectrum and the
target is also limited.
Finding the proper power weights for the nth cluster translates to solving





‖ρ(r1, r2)− ρ̂(r1, r2|gn)‖
2,
subject to ‖gn‖ = 1, (15)
where ρ(r1, r2) is the target spatial correlation (see (13)), ρ̂(r1, r2|gn) is the
emulated spatial correlation with gn as the power angular spectrum, and
(r1, r2) is any combination of two locations in the test area. Note that since
only power weights are considered in this method, setup calibration only
needs to be done for the power from different probe antennas to the center
of the test area.
1.4.1.2 Plane wave synthesis In the PWS method, the target channel is
decomposed to individual MPCs instead of clusters. Taking again the 3GPP
SCME model in comparison to the PFS method, a total of 18 × 20 = 360
MPCs are emulated separately. To emulate an MPC illuminating the DUT at
a certain direction, by setting not only different power but also phases (i.e.
complex weights) to each probe antenna, the electromagnetic wave from all
probe antennas add up in the test area coherently, and the electric field in the
test area approximates that of a plane wave from that direction. The proper
complex weights for different probe antennas for the mth MPC are found by
minimizing the difference of the electric field to the target channel, and hence











where wm,k is the kth element of wm, F(Ωm) is the target electric field. Its
elements are the radiation field pattern in (7). The term Ωprobek is the direction
of the kth probe antenna. Note since both amplitude and phase weights are
considered in this method, setup calibration needs to be done for both the
power and phases from different probe antennas to the center of the test area,
which is more difficult to achieve for a high accuracy and stability compared
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Fig. 4: The block diagrams of the conducted testing method and the wireless cable method.
Acronyms: base station emulator (BSE), channel emulator (CE). This figure is taken from Paper
E, and detailed description for the symbols can be found there.
1.4.2 Wireless Cable Setup
The wireless cable setup is also known as the radiated two-stage setup. Fig. 4
shows the block diagrams of the conducted testing setup and the wireless
cable setup. From the testing principle perspective, the wireless cable setup is
very similar to the conducted testing setup except for the conducted process
on the DUT side is replaced by an over-the-air process. The end goal of the
wireless cable setup is to reproduce exactly the same emulation mechanism
of the conducted testing but over the air. The difference of the setup is the
cable connection between the channel emulator and the DUT is replaced with
radio connection by means of probe antennas connected to the output of the
channel emulator and original antennas in the DUT.
The wireless cable setup consists of several main components, i.e. a radio
communication tester, a channel emulator, multiple probe antennas, and an
anechoic chamber or a radio-frequency (RF) shielding box. The components
listed here seem to be quite the same as what is needed for the MPAC setup
on paper, but the purpose of using multiple probe antennas in the wireless
cable setup is to generate cable-like radio connection with DUTs instead of to
emulate the spatial domain on the receiver side of the target channel as for
the MPAC setup.
The testing is done in two stages. The first stage is about measuring
antenna radiation patterns of DUTs. It can be measured either on-site or
off-site, and it is then mathematically embedded to the emulated channel in
the channel emulator. The second stage is about establishing cable-like radio
connections. Suppose the DUT has 2 antennas equipped, and 4 probe anten-
nas are connected to the output of the channel emulator. The probe antennas
are grouped in two pairs with each pair responsible for creating the cable-
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like radio connection to an antenna in the DUT. By setting proper complex
weights to the probe antennas, the signals of each pair of probe antennas add
up constructively on its own target DUT antenna and destructively on the
other DUT antenna, which virtually creates a cable-like connection over-the-
air to the DUT. The proper complex weights are found by maximizing the
power ratio between the beam and the null (i.e. the so-called isolation level).
Note that it is necessary but not sufficient to have more probe antennas than
DUT antennas (or at least of the same amount) to ensure the proper weights
can be found.
As mentioned earlier, the wireless cable setup is only meant to replicate
the conducted setup except that cable connection is done over the air. Though
the original antennas in the DUT are involved in the testing, they only work
as an air interface for receiving signals. Similar to the conducted setup, the
effect of their antenna radiation pattern on the target channel can be covered
in the channel emulator if known. More detailed explanations of this method
can be found in [21].
1.4.3 Reverberation Chamber Setup
Fig. 5: A diagram of the reverberation chamber setup. This figure is taken from [22].
Fig. 5 shows the diagram of a typical reverberation chamber setup. The
reverberation chamber setup consists of two main components, i.e. a ra-
dio communication tester and a reverberation chamber with mode stirrers.
The radio communication tester generates test signals that are transmitted
via probe antennas inside the reverberation chamber. Due to the absence of
channel emulators, the channel that test signals go through is completely up
to the structure and size of the reverberation chamber. For example, a larger
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chamber leads to a larger upper limit of the delay spread of the channel,
and the realized delay spread can be controlled by the amount of the load-
ing of absorber in the chamber. By rotating and shifting the stirrers, radio
waves are reflected towards various directions in the chamber, and the power
angular spectrum on the DUT side thus approximates isotropic and certain
Doppler frequency can also be realized [22, 23]. Due to those properties, the
reverberation chamber setup is used for Rayleigh channel generation.
The pros and cons of the reverberation chamber setup compared to the
MPAC and the wireless cable setup are obvious. The advantages are its lower
build cost, simplicity, and robustness, whereas its disadvantage is right the
limitation in generating arbitrary spatial channels. To broaden the types of
emulated channels in the reverberation chamber setup, some implementa-
tions add a channel emulator between the radio communication tester and
the probe antennas [22], e.g. to emulate the spatial domain on the trans-
mitter side, or to generate higher doppler frequency than that from shifting
stirrers. Nested or connected reverberation chamber setups are also proposed
in the literature [24]. A common issue with those implementations is the re-
sulting keyhole effect in the emulated channel that lowers the capacity of the
emulated channel [24, 25].
2 Research Objectives
2.1 Channel Estimation for Ultra-Wideband Massive MIMO
Systems
For the upcoming fifth-generation (5G) communication system or future gen-
erations, it has been predicted that several features, including massive MIMO
systems and millimeter wave, would be essential to increase channel capacity.
However, due to the large array aperture and ultra-wide bandwidth of those
systems, two assumptions that are conventionally made for channel estima-
tion may not hold anymore, i.e. the far field assumption and the narrowband
assumption [26].
The far field assumption is given based on the Fraunhofer distance 2D2/λ,
where D is the array aperture. When scatterers get so close to the array that
the distance is far below the Fraunhofer distance, the wavefront across the
array aperture cannot be approximated to be plane. Otherwise, a huge model
mismatch would occur which leads to severe estimation error. Therefore, a
spherical wave signal model [27] should replace the conventional plane wave
signal model in this case.
The narrowband assumption is described with the condition D/λ f /B,
where B is the bandwidth. With a bit of manipulation on the condition, one
can find it simply states the time for a wave to pass through the whole array
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aperture, i.e. D/c with c being the speed of light, shall be much smaller than
the delay resolution, i.e. 1/B. However, for ultra-wideband large-scale array
systems, this can be violated. In this case the array steering vector needs to
be calculated for each frequency in the band instead of only at the center
frequency for channel estimation.
The narrowband assumption also allows for the space-alternating mech-
anism of the SAGE algorithm [28] that significantly accelerates the estima-
tion process. It allows us to break down a multi-dimensional joint estima-
tion problem to several one-dimensional recursive estimation problems. This
reduces the computational complexity considerably. The space-alternating
mechanism requires that the joint likelihood function of different parameters
can be factorized into the likelihood functions of individual parameters. An
example of the joint likelihood function between the delay τ and angular θ
domain with and without the narrowband assumption is shown in Fig. 6. The
joint likelihood function p(θ, τ) in Fig. 6(a) can be factorized as p(θ) · p(τ),
whereas that in Fig. 6(b) can not.
Without the narrowband assumption, we need to find a way to decou-
ple the joint likelihood function so that we can still lower the computational
complexity. We introduced an initialization step where measurement data at
a single frequency of the highest signal-to-noise ratio is selected. The esti-
mation of the angle becomes independent of delay for that frequency. The
delay is then estimated with respect to the estimated angle. With the ini-
tial estimates, we can significantly reduce the size of the search space for
the joint angle-delay estimation at a later step. Note that the joint estima-
tion is inevitable if we want to make full use of the measurement at different
frequencies to reach a more accurate estimate. Therefore, the goal of the ini-
tialization step is, as mentioned, to reduce the size of the search space for the
following joint estimation. This is also how the computational complexity is
reduced in our work. The corresponding work is presented in Paper A.
2.2 Localization with Scatterer Location Estimated from
Spherical Wavefront
Previously in Section 2.1, we mentioned that when the far field assumption is
invalid, we should use the spherical wave signal model for channel estimation
to mitigate model mismatch. In return, the spherical wavefront allows us to
estimate an additional parameter of MPCs, i.e. the distance of the scatterer
to the array aperture. Together with the angular information of the MPC,
we can obtain the scatterer location associated with that MPC. The estimated
scatterers can then be used as virtual anchors in the environment, and help
to estimate the user location through trilateration.
In order to make this idea work, there are several requirements. Accord-







































































Fig. 6: An example of the joint likelihood function between the delay and angular domain (a)
with and (b) without the narrowband assumption.
user need to be line-of-sight. However, this cannot be guaranteed by the es-
timate from the spherical wavefront. Consider a case where a point source
(the user) radiates towards a wall, and the reflected wave is received by the
array aperture. Due to the flatness of the wall, the spherical wavefront that
departed from the point source may be preserved after the (specular) reflec-
tion. In this case, the estimate of the scatterer location would correspond to
the image of the point source, which is symmetric with respect to the wall,
instead of the intercept on the wall. Moreover, only MPCs of bounce order
up to one, i.e. line-of-sight paths, single reflection paths, and single diffrac-
tion paths, can be used in this scheme because the estimated scatterers are
those closest to the array aperture along the MPCs. For higher bounce-order
MPCs, the links between the estimated scatterers and the user would not be
line-of-sight. However, with those limitations in mind, we still want to see
if this idea works or to which extent it works. The corresponding work is
presented in Paper B.
2.3 Antenna Correlation from Power Angular Spectra
and Channel Coefficients Perspective
As discussed in Section 1.3, antenna correlation (or its special case, spatial
correlation) is an important measure in both antenna design and propagation
channel area. Antenna correlation can be calculated with (14) given the power
angular spectrum and antenna field pattern. However, it is also possible to
calculate the antenna correlation with the channel coefficients given in (6).








where cov{·} and var{·} are the covariance and variance operator, respec-
tively. We can see that (17) is dependent on the sth antenna on the other
end of the link, which is different from (14). It is not very straightforward
to conclude that if the two equations are equivalent or not just by compar-
ing (14) and (17). Therefore, we started from the common ground between
them, i.e. the spread function (1), from which both power angular spectra
and channel coefficients can be derived, to find the difference between them.
The corresponding work is presented in Paper C.
2.4 Difference Between the PFS and PWS Method
In Section 1.4.1, we have briefly discussed the emulation principles of the
PFS and PWS method. In short, the PFS method emulates the second-order
statistics of each cluster of the target channel, whereas the PWS method em-
ulates the instantaneous field of each path of the target channel. The differ-
ent emulation principles actually cause some differences in the properties of
the emulated channel even when both methods take exactly the same target
channel for emulation. Let us assume the target channel is a single cluster, or
equivalently, the nth cluster of a multi-cluster channel. The signal model of
the emulated channel for the PFS and the PWS method can be respectively
expressed as (Paper D)








FTxs (ϕn,m) · FRxu (φOTAk ) ·
√
gn,k
· exp(j2πϑn,mt + jΦn,m,k) · exp(−j2π f τn), (18)








FTxs (ϕn,m) · FRxu (φOTAk ) · wn,m,k
· exp(j2πϑn,mt + jΦn,m) · exp(−j2π f τn). (19)
Comparing (18) and (19), we can find that the initial phase of the mth MPC
for the PFS method Φn,m,k is independent between different probe antennas,
whereas that of the PWS method Φn,m is the same for all probe antennas.
This makes the spatial correlation on the receiver side being decoupled from
that on the transmitter side with the PFS method. In other words, the power
angular spectrum on the receiver side is independent of that on the transmit-
ter side. The effect of that is that each cluster emulated with the PFS method
has a Kronecker structure between the joint Doppler-DoD domain and the
DoA domain.
Moreover, it is difficult for the PFS method to emulate clusters of small
angular spread. An extreme example is that the target channel is a single
MPC coming from the direction in the middle of two adjacent probe anten-
nas. This case can be well emulated by the PWS method, but not by the PFS
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method. To justify those differences in the emulated channels with the PFS
and PWS method under the same MPAC setup, i.e. the same configuration
of probe antennas, we have derived the joint temporal-spatial correlation for
both methods from their signal models, and demonstrated with the power
angular spectra. The corresponding work is presented in Paper D.
2.5 MIMO OTA Testing for Cars
With the growth of the vehicle-to-everything (V2X) service, the need for ve-
hicular communication testing increases significantly. However, MIMO OTA
testing methods have been mainly developed for DUTs of small form factors,
such as mobile phones. Taking the MPAC setup for instance, a test area of
0.85λ in diameter can be achieved with 8 probe antennas [6], which translates
to a diameter of about 12 cm at 2 GHz. According to the cut-off properties
of spherical wave modes [29], the size of the test area is proportional to the
number of probe antennas for two-dimensional (2D) channel models, and
quadratic for three-dimensional (3D) channel models.
When vehicular antennas, e.g. shark-fin antennas, operate, the body of
cars may scatter the radio signals as well. This behaviour can be characterized
by the distribution of the induced surface current on the car body. When this
happens, the part of the car body where the current is distributed needs to be
considered as part of the antennas, which enlarges the effective aperture of
the antennas (i.e. the size of the DUT). However, different mounting positions
and antenna radiation patterns will result in different current distributions on
the car body. Potentially, the effective aperture of the antennas may be as big
as the whole car. However, if the current distribution is confined in a small
area surrounding the antennas, we only need to generate a teat area large
enough to enclose that area.
We want to investigate the required size of the test area, or equivalently,
the required number of probe antennas for car testing under the MPAC setup
with the PFS method. The emulation accuracy is assessed by measures in-
cluding the average received power, branch power ratio, and antenna corre-
lation on the DUT side. The synthetic MPAC setup, which is a simulation
framework, is adopted in our work. With this simulation framework, we
can calculate those measures for arbitrary DUTs under MPAC setups with
different numbers of probe antennas given the DUT antenna pattern as the
input. In our work, different DUT antenna configurations are considered,
e.g. different mounting positions on the car roof, to study their effect on the
emulation accuracy.
In the standard [6], the absolute throughput framework is adopted to
verify the throughput measured with different test methods, where results
from the conducted testing are used as a reference. In our work, we measure
the throughput with the PFS method and the wireless cable method to cross-
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check the validity of our results. The corresponding work is presented in
Paper E.
3 Contributions
This section presents the main contributions of this thesis together with brief
summaries of the motivation, work and findings of the papers included in
Part II.
3.1 Paper A
Channel Characterization for Wideband Large-Scale Antenna Systems Based
on a Low-Complexity Maximum Likelihood Estimator
Yilin Ji, Wei Fan, and Gert Frølund Pedersen
Published in the IEEE Transactions on Wireless Communications, Vol. 17, No. 9,
pp. 6018–6028, 2018.
3.1.1 Motivation
Two assumptions usually adopted for channel estimation are potentially vi-
olated for wideband large-scale antenna array systems, namely the far-field
assumption and the narrowband assumption. With these two assumptions
violated, model mismatch occurs in the estimation which leads to severe
estimation errors. Moreover, the essential requirement of doing the space-
alternating process for the conventional space-alternating generalized expec-
tation maximization (SAGE) algorithm is unfulfilled, which results in a huge
degradation in algorithm efficiency. Therefore, we need to define a suitable
signal model to mitigate the estimation errors, and develop a modification
based on existing estimation algorithms to estimate channel parameters effi-
ciently.
3.1.2 Paper Content
We define a wideband spherical-wavefront signal model for wideband large-
scale antenna array systems. With this signal model, an additional parameter
that is the locations of the last-bounce scatterers can be estimated. The sig-
nal model is inserted in the conventional maximum likelihood estimator. To
constrain the computation with practical complexity, the whole estimation
process is recursive, and only one multipath component is estimated at a
time. A successive interference cancellation process is included to reduce the
interference from previously estimated multipath components. The estimates
are obtained by a coarse-to-fine search.
22
3. Contributions
To further accelerate the estimation speed, an initialization step is per-
formed to get a good initial guess of the parameters of the multipath compo-
nents, and hence reducing the number of search candidates. Moreover, the
reason why the space-alternating process of the SAGE algorithm cannot be
done is explained. A measurement campaign is introduced, and the collected
data are processed with the proposed estimation algorithm. To visualize the
multipath components in the channel, a so-called measurement-based ray
tracing is done and the trajectories of the multipath components are shown
in the environment.
3.1.3 Main Results
It is shown that the estimation errors due to the model mismatch are greatly
reduced compared to the conventional SAGE algorithm. This is also shown
from different aspects in terms of reconstructed power delay-angle spectra,
power extraction rate, Akaike information criterion, and meaningful MPC
trajectories in the channel mapped to the environment.
3.2 Paper B
A Map-Free Indoor Localization Method Using Ultrawideband Large-Scale
Array Systems
Yilin Ji, Johannes Hejselbæk, Wei Fan, and Gert Frølund Pedersen
Published in the IEEE Antennas and Wireless Propagation Letters, Vol. 17, No.
9, pp. 1682–1686, 2018.
3.2.1 Motivation
The global positioning system (GPS) has shown to be the most popular
method for outdoor localization. However, its performance degrades signifi-
cantly for indoor localization due to the blocking of signals. In the literature,
many other methods have been proposed for the indoor case, but most of
them require the map or floor plan of the interior to perform localization.
Acquiring that information can be cumbersome due to practical issues. In
this paper, we try to develop a method that does not need the map of the
environment but still can estimate the location of users.
3.2.2 Paper Content
The basic idea of this method is still trilateration, which requires at least three
sources and associated time-of-flight to localize a target in a two-dimensional
space. However, when radio signal propagates indoors, objects such as furni-
ture behave as scatterers due to reflection, diffraction, and scattering. Those
scatterers can be thought of as secondary transmitters besides the real one.
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With the help of the channel estimation algorithm proposed in Paper A, we
can estimate the location of those secondary transmitters. Therefore, even
when we only have one real transmitter in the indoor environment, the con-
ventional trilateration can still be used to localize the target, given the trans-
mitter is a wideband large-scale array system. A measurement campaign is
introduced, and the collected data are processed with the estimation algo-
rithm proposed in Paper A. The location of the target is estimated further by
trilateration with the location of the real and secondary transmitters.
3.2.3 Main Results
During the measurements, the target is moving step-by-step from line-of-
sight positions to none-line-of-sight positions with respect to the transmit-
ter. The estimated locations of the target are compared to its true locations
recored beforehand for all steps. The results show that the estimation error
increases as the target moves to the none-line-of-sight region, but the major-
ity of the estimation error are well below 30 cm (given the distance resolution
of the measurement is 7.5 cm). Moreover, the locations of the estimated sec-
ondary transmitters (scatterers) are visualized on the map to illustrate the
localization process.
3.3 Paper C
Antenna Correlation under Geometry-Based Stochastic Channel Models
Yilin Ji, Wei Fan, Pekka Kyösti, Jinxing Li, and Gert Frølund Pedersen
Published in the IEEE Antennas and Wireless Propagation Letters, Vol. 18, No.
12, pp. 2567–2571, 2019.
3.3.1 Motivation
The measure, antenna correlation, is often used in both the antenna design
and propagation channel area. Each area has its conventional way of calcu-
lating it, i.e. from angular power spectrum and channel transfer function.
The equivalence of the two ways is not obvious by directly looking at their
expressions. In this paper, we try to further derive both expressions to arrive
on a common ground, and bridge the gap between its definitions in the two
areas.
3.3.2 Paper Content
The expressions for antenna correlation from both angular power spectrum
and channel transfer function are presented. The connection between the
two is established with the spread function, which is the kernel of channel.
With a few steps of derivation, both expressions are instead represented in
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terms of the spread function. It shows the difference between the two original
expressions is only caused by how the antenna embedding assumption is set.
3.3.3 Main Results
The two original expressions for antenna correlation from angular power
spectrum and channel transfer function are both represented in terms of the
spread function. In channel transfer function, the antenna radiation pattern
at both ends of the link, i.e. the transmitter and the receiver, is taken into
account, whereas angular power spectrum typically just describes the nature
of channel, and antenna radiation pattern is not included. This is where the
discrepancy arises between the two ways of calculating. With this explained,
the standard 3GPP spatial channel model extended (SCME) and two specific
antenna pattern are taken into the calculation to show the difference in the
results numerically.
3.4 Paper D
On Channel Emulation Methods in Multiprobe Anechoic Chamber Setups
for Over-the-Air Testing
Yilin Ji, Wei Fan, Gert Frølund Pedersen, and Xingfeng Wu
Published in the IEEE Transactions on Vehicular Technology, Vol. 67, No. 8,
pp. 6740–6751, 2018.
3.4.1 Motivation
In the current standard, two main MIMO over-the-air (OTA) testing meth-
ods are adopted under the category multiprobe anechoic chamber (MPAC)
setup, namely the prefaded signal synthesis (PFS) and the plane wave syn-
thesis (PWS). Both methods are designed to emulate spatial channel models.
Though the testing setups of the two methods are quite similar, the detailed
implementation are slightly different. In this paper, we try to study the effect
of the difference in the emulated channel.
3.4.2 Paper Content
The signal models for the PFS and the PWS method are both presented. Be-
sides, the emulation principles of the two methods are also revisited. Ac-
cording to the testing standard, the goal of channel emulation is to repro-
duce the second-order statistics of the target channel. Therefore, we derive
the joint spatial-temporal correlation function (STCF) of the emulated chan-
nel, and compare them with the STCF of the target channel. The pros and
cons of each method are also discussed and illustrated. The emulation accu-
racy measured by the spatial correlation function between the two methods
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is shown numerically for the same target channel. The effect of the different
emulation mechanism of the two methods is also demonstrated in terms of
power angular spectra.
3.4.3 Main Results
The emulation of the PFS method is cluster-based, whereas that of the PWS
method is ray-based. The calibration for the PFS method is less requiring
compared to the PWS method, since the PFS method only requires power
calibration for each OTA probe in the test area whereas the PWS method re-
quires both power and phase calibration. In return, the PWS method poten-
tially provides higher emulation accuracy especially for small cluster angular
spread cases with the same testing setup, e.g. with the same number of OTA
probes. From the STCF perspective, we also show that due to the difference
in emulation mechanism, the emulated channel of the PWS method follows
the target channel precisely, whereas the emulated channel of the PFS method
has a Kronecker structure which leads to the joint power angle of departure
(AoD) and Doppler frequency spectrum being independent on the power an-
gle of arrival (AoA) spectrum within a cluster. This independence is shown
with numerical examples between the AoA and the AoD domain.
3.5 Paper E
Virtual Drive Testing Over-the-Air for Vehicular Communications
Yilin Ji, Wei Fan, Mikael Nilsson, Lassi Hentilä, Kristian Karlsson, Fredrik
Tufvesson, and Gert Frølund Pedersen
Published in the IEEE Transactions on Vehicular Technology, Vol. 69, No. 2,
pp. 1203–1213, 2020.
3.5.1 Motivation
With the growing interest in vehicle-to-everything (V2X) communication, test-
ing of wireless communication technology equipped on cars begins to draw
attention in the industry. The OTA testing methods currently available in
the literature and standard are mainly verified for small-scale objects such
as mobile phones and laptops. Therefore, there is a strong need to verify if
those methods are valid for large-scale objects like cars as well. To do that, an
investigation on two standardized OTA testing methods, i.e. the PFS method
and the wireless cable method, for cars is performed.
3.5.2 Paper Content
The emulation principles of the two methods are revisited. The sufficient
number of OTA probes for the PFS method is investigated in terms of emu-
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lation accuracy for different sizes of the device-under-test (DUT). The emu-
lation accuracy is measured as the deviation to the target averaged received
power (channel gain), branch power ratio, and spatial correlation. A mea-
surement campaign is introduced which includes both the PFS method and
the wireless cable method. For the wireless cable method, isolation levels
achieved in the measurements are shown. Throughput results from both
methods are shown for comparison.
3.5.3 Main Results
DUTs with three different sizes are chosen, i.e. one shark-fin antenna on
a metal plate, one shark-fin antenna on a car, and two shark-fin antennas
distantly mounted on a car. The standard SCME channel model is used as the
target channel. According to the theory of the PFS method, the larger the test
area is, the more OTA probes are needed to keep the fidelity of the emulated
channel in the whole test area. This is justified with the simulation showing 8
OTA probes is sufficient for the first DUT size (smallest), and 16 and 32 OTA
probes are needed for the second (medium) and third (largest) DUT size,
respectively. For the throughput measurements with the PFS method, 8 OTA
probes are used for all three differently-sized DUTs. However, no obvious
difference in the results is seen compared with those with the wireless cable
method.
4 Conclusion
The main scope of this thesis is two-fold including radio propagation channel
and MIMO OTA testing. In total five papers are covered in this thesis includ-
ing channel estimation for ultra-wideband large-scale array systems (Paper
A), MPC-assisted localization (Paper B), a review on antenna correlation (Pa-
per C), a comparison between the PFS and PWS method for MIMO OTA
testing (Paper D), and MIMO OTA testing for cars (Paper E).
In Paper A, the results show that the use of the spherical wave model re-
duced the estimation error significantly compared to the plane wave model.
The proposed estimation algorithm also keeps the computation complexity
at a relatively low level. In Paper B, the scatterer locations are estimated with
the estimation algorithm proposed in Paper A. The results from an experi-
ment show that the idea of using scatterers as virtual anchors works with the
localization error up to four times the distance resolution of the measurement
setup. Paper C provides some mathematic derivation for the metric antenna
correlation, which connects the power angular spectrum and channel trans-
fer function through the spread function of the channel. The principles of the
PFS and the PWS method for the MPAC setup are introduced in Paper D, and
a Kronecker structure of the emulated clusters is found for the PFS method.
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It is also shown that the PWS method outperforms the PFS method in terms
of emulation accuracy. Lastly, the PFS method and the wireless cable method
are investigated for vehicular testing scenarios in Paper E. Simulation shows
16 probe antennas are needed to achieve high emulation accuracy with the
PFS method due to the large size of the car. However, the throughput re-
sults measured with the PFS method with fewer probe antennas, i.e. 8 probe
antennas, are in line with those measured with the wireless cable method.
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1. Introduction
Abstract
Wideband large-scale array systems operating at millimeter-wave bands are expected
to play a key role in future communication systems. It is recommended by standard-
ization groups to use spherical-wave models (SWMs) to characterize the channel in
near-field cases because of the large array apertures and the small cell size. How-
ever, this feature is not widely reflected in channel models yet, mainly due to the
high computational complexity of SWMs compared to that of the conventional plane-
wave model (PWM), especially when ultrawideband signals are considered. In this
paper, a maximum likelihood estimator (MLE) of low computational complexity is
implemented with a SWM for ultrawideband signals. The measurement data ob-
tained from an ultrawideband large-scale antenna array system at 28 to 30 GHz are
processed with the proposed algorithm. The power azimuth-delay profiles (PADP) es-
timated from the SWM and the PWM are compared to those obtained from rotational
horn antenna measurement, respectively. It shows that the multipath components
(MPCs) are well-estimated with the proposed algorithm, and significant improve-
ment in estimation performance is achieved with the SWM compared to the PWM.
Moreover, the physical interpretation of the estimated MPCs is also given along with
the estimated scatterers.
1 Introduction
For the upcoming fifth generation (5G) communication systems or future
generations, it has been predicted that key features, including massive multiple-
input multiple-output (MIMO) systems and high frequency bands (above
6 GHz), will be crucial to increase the system capacity. With a large-scale
antenna array system (e.g. array with tens to hundreds of elements) [1],
the beamwidth of the beamforming technique can be ultra-narrow, which
increases the spatial degrees of freedom of the system [2]. In addition, the
high array gain is also beneficial to compensate the high propagation loss at
high frequency bands. For multi-user scenarios, the system ability to serve
a number of users over the same frequency and time resources through spa-
tial multiplexing at the base station will be improved, and a higher spectral
efficiency can be achieved. On the other hand, the rich spectrum resource at
high frequency bands is also a key to deliver high capacity.
In order to exploit wideband large-scale antenna array systems, it is nec-
essary to measure and characterize the underlying propagation channels.
Channel measurement techniques can be generally separated into two cate-
gories, namely the time-domain sounding techniques [3–9], and the frequency-
domain sounding techniques [6, 10, 11]. The time-domain sounding tech-
niques have the advantage of fast measurement speed, which makes them
suitable for measuring time-variant channels [12, 13]. However, time-domain
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channel sounders are usually designed for specific measurement require-
ments such as measurement frequency and bandwidth. Once the sounder
is implemented, it typically would need much effort to modify it for dif-
ferent measurement requirements. On the contrary, the frequency-domain
channel sounders, which are usually vector network analyzer (VNA) based,
are more flexible in this regard. Measurement frequency and bandwidth can
be set to any desired value supported by the VNA systems, which makes
the VNA-based sounders versatile for different frequencies. Therefore, the
VNA-based sounders are quite popular among research groups for ultraw-
ideband measurement at high frequency bands [6, 14–16]. The relatively slow
measurement speed for frequency sweeping is a drawback of the VNA-based
sounder, which makes it inappropriate to measure time-variant channels.
There are some new challenges for channel estimation algorithms. Two
assumptions usually adopted for channel estimation are probably violated
for wideband large-scale antenna array systems, namely the far-field assump-
tion and the narrowband assumption. The far-field assumption holds when
the distance between the scattering source and the antenna array is larger
than the so-called near-field outer boundary, which is also known as the
Fraunhofer distance. In the literature [17–20], there are several definitions for
the near-field outer boundary, among which 2D2/λ is most frequently used,
where D is the array aperture in meters, and λ is the wavelength in me-
ters [17]. Under this definition, a uniform linear array of 100 elements with
half-wavelength inter-element spacing operating at 30 GHz has a near-field
outer boundary of nearly 50 m, which covers the scope of many short-range
application scenarios [21]. Basically, the significance of the spherical wave-
front observed at the array increases as the scattering sources getting closer to
the array. In order to reduce the model mismatch from the plane-wave model
(PWM) for channel estimation, the spherical-wave model (SWM) can be used
instead. In many standardization organizations and research groups, it is rec-
ommended to use SWMs to characterize channels for near-field cases [22–25].
Moreover, some measurement results also showed the necessity of utilizing
SWM, e.g. see in [26–28].
The narrowband assumption holds when the condition D/λ  f /B is
satisfied, where f is the frequency and B is the bandwidth [29]. When the
bandwidth becomes so wide (e.g. several GHz) that the narrowband assump-
tion does not hold anymore for a given array aperture and frequency, the
propagation delay of a single multipath component (MPC) can be resolved
at different delay bins between array elements. Therefore, the array steering
vector should be calculated with respect to each frequency point instead of
the center frequency for channel estimation. In the literature [30], the term
“ultrawideband" is usually defined as either the relative bandwidth is larger
than 20 % or the absolute bandwidth is larger than 500 MHz. However, it is
not directly related to the array aperture by its definition. Therefore, in this
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paper, we use the term “wideband” to refer to the case where the narrowband
assumption does not hold.
For the SWM, signals are assumed to be radiated from point sources.
The phase difference between array elements is usually calculated based on
the law of cosines according to the distance from the point sources to the
array elements [26]. In the literature, the SWM has been applied to many
source localization applications [18, 28, 31–34] with different estimation al-
gorithms. Subspace based algorithms, such as the multiple signal classifi-
cation algorithm (MUSIC) [35] and the estimation of signal parameters via
rotational invariant techniques (ESPRIT) [36], have been adapted to estimate
the locations of scatterers for narrowband scenarios in [18, 32, 37]. How-
ever, multi-dimensional estimation (e.g. joint delay-angle estimation) is hard
to implement, since the computational complexity grows significantly as the
size of the covariance matrix increases drastically with the number of estima-
tion dimensions. Moreover, their estimation performance degrades severely
when channel snapshots are not sufficient or coherent sources exist [29].
Maximum-likehood based algorithms, e.g. the space-alternating generalized
expectation-maximization (SAGE) [38] and Richter’s Maximum likelihood es-
timation (RiMAX) [39], have been proposed for the wideband signal with the
SWM in [26, 28, 40]. Although these algorithms were not restricted by snap-
shot number or source correlation, the supported bandwidth is still bounded
by the narrowband assumption. If the narrowband assumption does not
hold due to large measurement bandwidth, the prerequisite for deploying
the space-alternating mechanism would not be fulfilled [39, 41]. In [26], in
order to enable the space-alternating mechanism, the wideband signal was
divided into several subbands. In [28], the SAGE algorithm was implemented
based on the SWM with the narrowband assumption fulfilled.
In our previous work [16], a measurement campaign was conducted with
a virtual uniform circular array (UCA) with 2 GHz bandwidth at different
frequencies. Using a virtual antenna array helps to reduce the mutual cou-
pling effect between antenna elements for channel estimation [42]. The mea-
surement data were processed with a classic (Bartlett) beamforming under
the plane-wave assumption. It was shown that severe joint sidelobes exist
in the power azimuth-delay profile (PADP) due to the frequency-variant ar-
ray factor for huge bandwidths. To cope with the high joint sidelobes, a
frequency-invariant beamformer was proposed for the UCA in [43]. How-
ever, the resulting PADP still suffers from high sidelobes for the detected
dominant paths. In [27], a relaxed near-field outer boundary compared to
2D2/λ was proposed, above which the PWM can still be used for estimating
solely the angle information. In [44], a preliminary study on channel esti-
mation based on the SWM was conducted. In order to eventually achieve a
geometry-based stochastic channel model (GSCM) in connection to the 3rd




The main contributions of this paper are summarized as follows:
• A low-complexity maximum likelihood estimator (MLE) is proposed
for wideband large-scale array systems. The proposed estimator works
for the case where the far-field and the narrowband assumption are
both violated.
• MPC parameters are estimated for indoor large-scale array measure-
ments at 28 to 30 GHz.
• Comparison is made between the SWM and the PWM with the pro-
posed MLE algorithm in terms of the estimation performance for the
measurement data.
• Physical interpretation of the estimated MPCs is given along with the
locations of the estimated scatterers in the environment.
The rest of the paper is organized as follows: Section 2 gives the generic
signal model for wideband large-scale antenna array systems. Section 3 dis-
cusses the limitations of the widely deployed SAGE algorithm for wideband
large-scale antenna array systems. Section 4 describes the details of the pro-
posed low-complexity MLE algorithm. Section 5 shows the estimation results
for an indoor wideband large-scale array measurement, and Section 6 con-
cludes the paper.
The notation used in this paper is as follows: Scalars are shown in regular
font, and vectors and matrices are in bold font. (·)T represents the trans-
pose operator, (·)H the complex conjugate operator, ‖ · ‖ the Euclidean norm,
| · | the absolute value operator, 〈·, ·〉 denotes the inner product, ⊗ denotes
the Kronecker product, and vec{·} denotes the vectorization operator which
transforms a matrix into a column vector.
2 Signal Model for the Wideband SWM
When the SWM is considered, signals are assumed to be radiated from point
sources [26]. Either a single antenna or a single scatterer can be regarded as a
point source. Without loss of generality, here we assume that the transmitter
(Tx) is equipped with a single antenna, and the receiver (Rx) is equipped with
an M-element antenna array of an arbitrary structure (e.g. linear, circular, or
rectangular). It follows that both the Tx antenna and the scatterers can be
considered as the point sources in the environment, as illustrated in Fig. A.1
along with the local coordinate system at the Rx side.
For a propagation channel consisting of L paths, the channel transfer
function H( f ; Θl) ∈ CM×K of the l-th path over K frequency points f =
38












Fig. A.1: Illustration of the SWM and the local coordinate system at the Rx side.
[ f1, f2, . . . , fK] can be expressed as [26]
H( f ; Θl) = αls( f ; φl , θl , d0,l , τl), (A.1)
where Θl = {αl , φl , θl , d0,l , τl} is the parameter set of the l-th path, including
the complex amplitude αl , the azimuth angle of direction of arrival φl , the
elevation angle of direction of arrival θl , the distance d0,l from the source to
the array center, and the delay τl from the Tx antenna to the Rx array center.
The (m, k)-th component of s( f ; φl , θl , d0,l , τl) ∈ CM×K can be written as
sm( fk; φl , θl , d0,l , τl) =
gm( fk; φl , θl)
4π fkdm,l/c
· exp{−j2π fkτl}
· exp{−j2π fk(dm,l − d0,l)/c}, (A.2)
where gm(·) is the antenna field pattern, c is the speed of light, and dm,l
denotes the distance from the source to the m-th array element for the l-th
path. Note when the source corresponds to the Tx instead of a scatterer, it
leads to τl = d0,l/c. Given the coordinates rm of the m-th array element with
respect to the array center, the distance dm,l can be determined by applying
the law of cosines as
dm,l =
√
d20,l + ‖rm‖2 − 2d0,l‖rm‖ cos Φm,l , (A.3)
where Φm,l denotes the angle between vector rm and the direction of arrival
of the l-th wave. For notation simplicity, we use Θᾱl = {φl , θl , d0,l , τl} to de-




The measured channel frequency response Y( f ) ∈ CM×K at the output of
the Rx array can then be expressed as
Y( f ) =
L∑
l=1
H( f ; Θl) + n( f ), (A.4)
where n( f ) ∈ CM×K is the noise of the measurement system, and its en-
tries are assumed to follow the independent and identically distributed (i.i.d.)
complex white Gaussian distribution with zero mean and variance σ2n [26]. To
keep a compact notation, we further define
H( f ; Θ) =
L∑
l=1
H( f ; Θl), (A.5)
with Θ = {Θ1, Θ2, . . . , ΘL}.
3 Limitations of the SAGE Algorithm for Wide-
band Large-scale Antenna Array Systems
For channels measured with conventional narrowband small-scale array sys-
tems, under the narrowband and the far-field assumptions, the channel trans-
fer function H( f ; Θl) in (A.1) can be simplified as [38]
H( f ; Θ̃l) = αlv(φl , θl)⊗ ζ( f ; τl) (A.6)
where Θ̃l = {αl , φl , θl , τl} denotes the parameter set with d0,l left out. v(φl , θl) ∈
CM×1 is the array steering vector with the m-th entry written as
vm(φl , θl) = gm( fc; φl , θl) · exp{j2π fc〈e(φl , θl), rm〉}, (A.7)
where fc is the center frequency, e(·) is the unit direction vector. ζ( f ; τl) ∈
C1×K is the frequency response corresponding to the delay τl , with its k-th
entry written as ζ( fk; τl) = exp{−j2π fkτl}.
The SAGE algorithm [38] is often used to estimate the parameters of
MPCs. Its main advantage over conventional expectation-maximization (EM)
algorithms is that a multi-dimensional search is replaced with several one-
dimensional searches. Therefore, the computational complexity is signifi-
cantly decreased, while the estimator still converges to the global maximum
of its likelihood function with a sufficient number of iterations. A prerequi-
site to utilize the space-alternating mechanism is that the likelihood function
needs to be independent between different parameter spaces [41]. This like-
lihood independency between direction e(φl , θl) and delay τl is guaranteed
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from the Kronecker structure of H( f ; Θ̃l) [39], as shown in (A.6). As a re-
sult, a sequentially parameter updating procedure, i.e. the space-alternating
mechanism, can be deployed as in [38].
However, as discussed in the introduction, with the narrowband assump-
tion violated, the Kronecker structure in (A.6) cannot be maintained due to
the frequency dependency of v(φl , θl). Thus, the likelihood independency
between e(φl , θl) and τl does not hold. Moreover, with the far-field assump-
tion violated, an additional parameter, i.e. source distance d0,l , is introduced
in the signal model. Consequently, the sequentially parameter updating pro-
cedure cannot be applied between e(φl , θl), d0,l and τl for channels measured
with wideband large-scale array systems. In other words, estimation needs to
be done jointly among parameters in order to prevent the estimator from con-
verging to a local maxima of the likelihood function. Fig. A.2 gives the sketch
of the feasibility region of the SAGE algorithm and the proposed algorithm




















• SAGE: feasible, • SAGE: not feasible
• SAGE: feasible, • SAGE: not feasible
but less efficient. • Proposed method: feasible
and efficient. • Proposed method: feasible
Fig. A.2: Feasibility region of the SAGE and the proposed MLE algorithm.
4 A Low-complexity Maximum Likelihood Estima-
tor
Given the observation Y( f ) at the output of the Rx array, the expectation of
the log-likelihood function of the parameters Θ can be written as [29]
E{Λ(Θ; Y( f ))} = − ln (πσ2n)−
1
σ2n MK




where E{·} denotes expectation, and is calculated as the sample mean. The
estimate of Θ is obtained by maximizing (A.8) over the span of parameters,
Θ̂ = arg max
Θ
{
E{Λ(Θ; Y( f ))}
}
. (A.9)
A brute-force search for (A.9) is computationally prohibitive due to the high
dimension of Θ [38]. Given two paths, l and l′, if any of the differences
|φl − φl′ |, |θl − θl′ |, |d0,l − d0,l′ |, and |τl − τl′ | is larger than the resolution in its
respective domain, the inner product of vec{s( f ; Θᾱl )} and vec{s( f ; Θ
ᾱ
l′)} ap-
proaches zero due to the orthogonality of their vector spaces [27, 38]. There-
fore, Θ̂ in (A.9) can be approximated alternatively through matched filter-
ing [2, 38]. However, due to the large power difference between the strong
MPCs and the weak MPCs, the mainlobes of the estimated power spectra of
the weak MPCs may be buried under the sidelobes of the estimated power
spectra of the strong MPCs, which causes interference to the estimation of the
weak MPCs. To cope with that, the estimate Θ̂l for individual paths can be
obtained sequentially in a successive interference cancellation (SIC) manner
as described below.
4.1 Procedure of an MLE Algorithm with SIC
The estimate Θ̂l for individual paths can be obtained sequentially through
the matched filtering with SIC as











s( f ; Θᾱl )
}H vec{Y(l)( f )}
‖vec{s( f ; Θᾱl )}‖
, (A.12)
and
Y(l)( f ) =
{
Y( f ) if l = 1.
Y( f )−
∑l−1
l′=1 H( f ; Θ̂l′) if l > 1.
(A.13)
When the first path (i.e. l = 1) is estimated, the parameters are obtained with
the original observation Y( f ). The transfer function given in (A.1) is then re-
constructed with respect to Θ̂1, and subtracted from the original observation
Y( f ). The remaining observation is then used for estimating the next path.
This procedure is repeated until we have extracted a preset number of paths
L, which is usually determined empirically.
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4.2 A Coarse-to-Fine Search
The MLE is well-known for its high computational complexity due to its joint
estimation mechanism, especially when the parameter dimension is large.
The computational complexity comes from both the high-dimensional joint
estimation and the large matrix size (i.e. Y( f ) ∈ CM×K) as well. In order
to reduce the complexity, we separate the estimation for Θ̂l into two stages,
namely the initialization stage and the refinement stage.
4.2.1 The Initialization Stage
The frequency point with the highest signal power over M elements is se-
lected as [32]
f maxk = arg max
fk
∥∥∥Y(l)( fk)∥∥∥2 , (A.14)
where Y(l)( fk) ∈ CM×1 is the k-th column vector of Y(l)( f ). The initial esti-
mates of Θᾱ,τ̄l = {φl , θl , d0,l} are obtained through the matched filtering as
(Θ̂ᾱ,τ̄l )
init = arg max
Θᾱ,τ̄l









‖s( fk; Θᾱ,τ̄l )‖
, (A.16)
and the m-th entry of s( fk; Θ
ᾱ,τ̄





gm( fk; φl , θl)
4π fkdm,l/c
· exp{−j2π fk(dm,l − d0,l)/c}. (A.17)
The initial estimate of τl is then estimated following the same principle as
















The initial estimates of Θᾱl are obtained as (Θ̂
ᾱ
l )







4.2.2 The Refinement Stage
The search candidates are refined in the vicinity of the initial estimates (Θ̂ᾱl )
init
obtained from the initialization stage. The MLE algorithm described in (A.10)
to (A.13) is then conducted with the full observation matrix Y(l)( f ) over the
confined region of the channel parameters to obtain the final estimates Θ̂l .
In the initialization stage, the matrix size decreases from M× K to M× 1
and 1 × K in (A.15) and (A.18), respectively. In the refinement stage, the
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number of search candidates is further decreased due to the confined region
around the initial estimates. Therefore, the overall computational complexity
decreases significantly.
4.3 Decision of Number of Paths L̂
The number of paths L̂ varies a lot with respect to different estimation al-
gorithms. Usually, the maximum-likelihood based algorithms return more
paths than the subspace-based algorithms. One of the reasons for this is that
the MLE-based algorithms often assume specular propagation, so the dif-
fuse scattering part of the channel would also be treated as specular paths,
which could increase the number of paths drastically. Another reason is
that when the deployed signal model does not match the measurement data,
either due to a poor system calibration before measurement, or an invalid
assumption (e.g. the narrowband or the far-field assumption) for a specific
scenario, artificial paths would also be created during estimation. To allevi-
ate over-estimation, the Akaike information criterion (AIC) [45–47] is used to
determine the appropriate number of paths, and it can be expressed as
AIC(L) = −2Λ(Θ̂) + γL. (A.19)
The first term stands for the likelihood as in (A.8), and the second term
represents the penalty for overfitting. The factor γ can be adjusted to define
different significance levels of the penalty [48]. By substituting (A.8) in (A.19),
we obtain the AIC expression as
AIC(L) = 2 ln (πσ2n) + γL +
2
σ2n MK
∥∥∥∥∥vec{Y( f )} − vec
{ L∑
l=1





The appropriate number of paths is determined by L̂ = arg minL AIC(L).
Note the indices of the estimated paths need to be permuted according to the
likelihood of each path calculated in (A.12) in descending order.
To have a more intuitive understanding for the decision L̂ from (A.20), we
calculate the first-order difference of AIC(L) as
∆AIC(L) = AIC(L)−AIC(L− 1), (A.21)




∥∥∥∥∥vec{Y( f )} − vec
{ L∑
l=1





∥∥∥∥∥vec{Y( f )} − vec
{L−1∑
l′=1
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When the MPCs are well-separated in the parameter domain, vec
{
H( f ; Θ̂l)
}
is roughly orthogonal to vec
{
H( f ; Θ̂l′)
}
given l 6= l′. By applying the
Pythagorean theorem, (A.22) can be approximated as
∆AIC(L) = − 2
σ2n MK
∥∥vec{H( f ; Θ̂L)}∥∥2 + γ. (A.23)
Since the indices of the estimated paths are permuted in descending order of
the likelihood, the term
∥∥vec{H( f ; Θ̂L)}∥∥2, which can be interpreted as the
power of the L-th path, decreases monotonically with L. In other words, the
first-order difference of AIC(L) increases monotonically with L, and hence
the second-order difference of AIC(L) is non-negative. Therefore, AIC(L) is
convex, and its minimum can be achieved when ∆AIC(L) = 0 [49]. Setting
(A.23) to zero leads to
1
σ2n MK
∥∥vec{H( f ; Θ̂L)}∥∥2 = γ2 , (A.24)
which indicates this criterion can be interpreted as a threshold in power-to-
noise ratio averaged by MK. The estimated paths with power-to-noise ratio
above γ/2 will be considered as dominant and kept. γ = 2 was assumed to
be sufficient in significance in [45]. When γ = 2 is used, it corresponds to a
power-to-noise ratio of 0 dB. In the following sections, γ = 2 was also used
for data processing. The whole procedure of the proposed MLE algorithm is
summarized in Algorithm 1.
Algorithm 1 Procedure of the proposed MLE algorithm with SIC.
Input: Y( f ), L
for l = 1 to L do
Initialization:
• (Θ̂ᾱl )







• Define search candidates with respect to (Θ̂ᾱl )
init.
Refinement:
• Θ̂l = {α̂l , φ̂l , θ̂l , d̂0,l , τ̂l}.
SIC:
• Y(l)( f ).
end for
• Rearrange path indices with respect to likelihood in descending order.
• Determine L̂ with AIC.
Output: Θ̂ = {Θ̂1, Θ̂2, . . . , Θ̂L̂}.
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5 Channel Measurement and Estimation










































Fig. A.3: (a) Dimensions and (b) photo of the measurement environment.
The measurements were conducted in a basement. A sketch of the mea-
surement area is shown in Fig. A.3(a). Two sets of antenna configurations
were used in the measurements, namely “Config. 1” and “Config. 2”. For
“Config. 1”, both the Tx and the Rx were equipped with biconical antennas.
For “Config. 2”, the Rx antenna was replaced with a horn antenna. The
antenna specifications are summarized in Table A.1.
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Table A.1: Antenna Specifications and Measurement Settings.
Antenna specifications
Horn Biconical
Operating frequency 26.4 to 40.1 GHz 2 to 30 GHz
Half-power beamwidtha 20◦ Omnidirectional
Gainb 19 dB 6 dB
Polarization Vertical Vertical
Measurement settings
Config. 1 Config. 2
Tx antenna Biconical Biconical
Rx antenna Biconical Horn
Rx rotation radius 0.5 m 0 m
Azimuth rotation span 0◦ to 360◦ with 720 steps
Frequency sweep range 28 to 30 GHz with 750 points
aEvaluated in the azimuth plane at 28 to 30 GHz.
bEvaluated at 28 to 30 GHz.
During the measurement, both the Tx and the Rx antenna were placed
0.84 m above the floor. The Rx antenna was mounted on a turntable. A
virtual UCA of 720 elements, i.e. M = 720, with radius 0.5 m was formed
on the Rx side. The frequency response was measured with a VNA from 28
to 30 GHz with 750 frequency points, i.e. K = 750, at each element position.
The corresponding delay range is [0, 374.5] ns. The inter-element spacing of
the UCA is 4.4 mm, which is smaller than half the wavelength at 30 GHz (i.e.
5 mm). Therefore, spatial aliasing is avoided [50]. The Fraunhofer distance at
30 GHz is 200 m, whereas the distance between the Tx and the center of the
Rx array is only 5 m (see Fig. A.3(a)). Thus, the far-field assumption is not
met in our measurement. The narrowband assumption does not hold either
since the array aperture (i.e. 1 m) is much larger than the delay resolution
multiplied by the speed of light (i.e. 0.15 m). The measurement settings are
summarized in Table A.1.
Note that in “Config. 2”, when the horn antenna was deployed at the Rx,
the feed of the horn was positioned at the rotation center of the turntable.
Therefore, the rotation radius is denoted as 0 m in Table A.1. Also note that
to cope with the influence of the cable effect in the measurement setup, the
RF cable was fixed to a wooden board to minimize the cable movement.
For each set of antenna configurations, two scenarios were considered,
i.e. the line-of-sight (LoS) and the obstructed line-of-sight (OLoS) scenario.
The OLoS scenario was created by placing an additional blackboard with a
metallic substrate of dimensions 1.19 m× 1.19 m between the Tx and the Rx
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to block the LoS path. When measuring the LoS scenario, the blackboard was
removed from the environment. A photo of the measurement environment
is shown in Fig. A.3(b). Readers are referred to [16] for a full description of
the measurement campaign.
The rotational horn antenna measurement was conducted to obtain a ref-
erence PADP of the channel. The estimated PADP from the UCA measure-
ment are compared to the reference PADP to assess the performance of the
proposed algorithm in the next subsection.
5.2 MPC Parameter Estimation and Comparison between the
SWM and the PWM





























Fig. A.4: The log-likelihood (left) and the AIC (right) with respect to the number of paths for the
LoS and the OLoS scenario. Results from the SAGE algorithm based on the PWM with 10 EM
iterations are also presented for comparison.
According to the data sheet of the biconical antenna [51], the variation
of the antenna gain in the measurement frequency range is up to 1.5 dB, so
we assume frequency independent antenna response for the estimation. The
measurement data were processed with the proposed algorithm based on
the SWM and the PWM, respectively. Initially, 60 paths were assigned to
the estimator for both the LoS and the OLoS scenario. Fig. A.4 shows the
likelihood function and the AIC with respect to the number of paths for both
scenarios. It can be clearly seen that the likelihood obtained with the SWM is
always higher than that obtained with the PWM for both scenarios. Also, the
AIC of the SWM is always lower than that of the PWM. Therefore, it can be
concluded that the SWM is superior to the PWM for the large-scale antenna
array systems in the estimation.
Moreover, the likelihood for the SWM increases significantly with the
number of paths at first. After a certain point, it tends to converge for both
scenarios, which means the additional benefits of using a larger number of
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paths are insignificant. The number of paths is selected at the minimum AIC,
which corresponds to L̂LoS = 19 and L̂OLoS = 39 for the LoS and the OLoS
scenario, respectively. The number of paths for the PWM is L̂LoS = 57 and
L̂OLoS = 53. By comparison, both a higher likelihood and a less number of
paths are obtained with the SWM, which shows the advantages of the SWM
for large-scale array systems. The results obtained from the SAGE algorithm
based on the PWM with 10 EM iterations are also given in Fig. A.4, which
shows it does not work well for wideband signals. Estimation with the SAGE
algorithm assuming the SWM were not carried out due to its high computa-
tion time caused by the joint estimation together with multiple iterations of
calculation.


















































































Fig. A.5: The reference PADP obtained from the horn measurement (top) and the estimated
MPCs for the LoS scenario. 19 paths are shown for the SWM (middle), and 57 paths for the
PWM (bottom) according to the number of paths set by the AIC criterion as shown in Fig. A.4.
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Fig. A.6: The reference PADP obtained from the horn measurement (top) and the estimated
MPCs for the OLoS scenario. 39 paths are shown for the SWM (middle), and 53 paths for the
PWM (bottom) according to the number of paths set by the AIC criterion as shown in Fig. A.4.
Fig. A.5 and Fig. A.6 show the estimated PADP in comparison to that
measured with the horn antenna for the LoS and the OLoS scenario, respec-
tively. For the LoS scenario in Fig. A.5, it can be observed that the resulting
PADP from the SWM matches that from the horn measurement very well,
whereas using the PWM leads to poor extraction of the weak paths even
with a larger number of paths. Moreover, most of the MPCs (i.e. 49 out of
57) estimated with the PWM concentrate in the region around the LoS com-
ponent, which shows a severe model mismatch between the PWM and the
measurement. This is due to the fact that the power of the LoS component is
dominant, and it would be estimated first by the estimator. However, if the
transfer function reconstructed form the signal model is not accurate enough
to cancel its contribution in the observation Y( f ), artificial paths would be
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recursively created and estimated around the LoS component due to the in-
complete cancellation. In addition, there is an obvious difference in power
between the dominant MPCs estimated from the SWM and the PWM. For
example, the power of the LoS component for the SWM case is around 10 dB
higher than that for the PWM case. The power loss from the PWM was also
reported in [26, 27], which is considered as a result of the model mismatch in
near-field estimation problems.
For the OLoS scenario in Fig. A.6, the PADP from the PWM is more simi-
lar to that from the SWM compared to the LoS scenario. This is due to the fact
that the power of the MPCs is more evenly distributed for the OLoS scenario.
However, model mismatch can still be observed from the difference in power
between the MPCs estimated with the PWM and those with the SWM. Ac-
cording to the observations from Figs. A.4 to A.6, it can be concluded that the
SWM outperforms the PWM for near-field estimation problems. It is worth
mentioning that a clustering procedure [52] can be applied to the estimated
MPCs for cluster based channel models [23].
5.3 Power Delay Profile and Power Extraction Rate
The power delay profile (PDP) for each element of the array is calculated as
the inverse discrete Fourier transform (IDFT) of the reconstructed channel
frequency response using the SWM for the LoS and the OLoS scenario, as
shown in Fig. A.7 and Fig. A.8, respectively. A good match between them
can be clearly seen. The power extraction rate P̂ is further calculated as
P̂ = 1−
∥∥vec{H( f ; Θ̂)− Y( f )}∥∥2
‖vec {Y( f )}‖2
. (A.25)
P̂LoS = 95% and P̂OLoS = 69% are obtained for the SWM case for the LoS and
the OLoS scenario, respectively. In comparison, a lower power extraction rate
of P̂LoS = 86% and P̂OLoS = 54% are obtained for the PWM case. For the
LoS scenario, the LoS component is the main contribution of the total power,
hence the high extraction rate. For the OLoS scenario, the proportion of the
power in the diffuse scattering components becomes more significant as seen
in the background in Fig. A.8, and a lower extraction rate is expected.
5.4 Channel Characteristics Obtained from Estimated MPCs
Channel characteristics including azimuth spread of arrival (ASA), elevation
spread of arrival (ESA), and delay spread (DS), are calculated the same way
as in [23], and are listed in Table A.2. Huge differences can be seen be-
tween the parameter spreads obtained from the proposed MLE algorithm
with the PWM and the SWM. For example, the DS and the ASA from the
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Fig. A.7: The PDP of all elements from measurement (top), and the reconstructed channel (bot-
tom) with the SWM for the LoS scenario with 30 dB power range.
























































Fig. A.8: The PDP of all elements from measurement (top), and the reconstructed channel (bot-
tom) with the SWM for the OLoS scenario with 30 dB power range.
SWM results are much larger than those from the PWM results, whereas the
ESA for the LoS scenario from the SWM results is only around one-fourth
of that from the PWM results. This is because the estimator implemented
with the SWM captured more weak MPCs, which are widely spread in the
azimuth and delay domain. In contrast, the estimator implemented with the
PWM returned many artificial paths around the dominant paths due to the
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model mismatch, which causes spread in the elevation domain. The com-
parison shows the model mismatch can severely affect the estimated chan-
nel characteristics. The corresponding values given in 3GPP TR 38.901 for
the indoor-office scenario are also presented. Basically, the values from TR
38.901 are several times larger than those from the SWM, except the ASA for
the non-line-of-sight (NLoS) scenarios. Since the parameter values from our
measurement are obtained in a specific environment, they are not necessar-
ily very representative. However, it has been extensively discussed in recent
meetings, e.g. IRACON [53], that the parameter values in the current release
of 3GPP model for high frequency bands may also be changed in future due
to the lack of input from measurement data.
Table A.2: Channel characteristics obtained from MLE (PWM), MLE (SWM), and 3GPP for
indoor scenarios at 28 to 30 GHz.
Characteristics
MLE (PWM) MLE (SWM) 3GPPa
LoS OLoS LoS OLoS LoS NLoS
DS [ns] 2.14 4.24 3.82 5.55 19.64 25.90
ASA [◦] 18.58 74.01 24.96 81.15 31.65 50.18
ESA [◦] 4.64 3.76 0.92 2.20 11.37 14.64
aThe values are evaluated at 29 GHz with respect to the indoor-
office scenarios in 3GPP TR 38.901 [23]. NLoS denotes non-LoS
scenarios.
5.5 Physical Interpretation of the Estimated MPCs
In order to have a physical interpretation of the propagation mechanism, the
estimated propagation paths are usually traced back in the physical environ-
ment [54–56]. A simple ray tracer is used here [44]. For a LoS path or a one-
bounce path, a unique path can be drawn in physical environment through
simple geometry with the delay and the direction of arrival information. For
multi-bounce paths, since we only have the path parameters estimated from
the Rx side, it is unknown if they are induced from either reflection or diffrac-
tion, or a combination of both. Here we assume only specular reflection for
high-order bounces (i.e. second-order and above). The estimated paths are
traced in the environment for both the LoS and the OLoS scenario as shown
in Fig. A.9. Moreover, it is interesting to see if the estimated locations of the
scatterers can match any physical object in the environment. Thus, the loca-
tions of scatterers are also plotted as solid circles in Fig. A.9. The location
of the scatterer associated with the l-th path is calculated as the point from
where the distance to the Rx array center along the path trajectory is equal to
d̂0,l . The color shows the power of each path.
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(a) LoS scenario (b) OLoS scenario
Fig. A.9: The propagation paths trajectories in the physical environment for the LoS and the
OLoS scenario. Scattering sources are plotted along the path trajectories in solid circles. The
color shows the power in dB.
Fig. A.9(a) shows the path trajectories for the LoS scenario. Due to the
metallic radiator (heater) on the right wall, it can be seen the power reflected
from the right wall is higher than that from the left wall. From the estimated
scatterer locations, it can be observed that some of them are traced back to the
the Tx location, whereas the others are a bit off the physical objects, which can
be induced from the insufficient modelling of the environment. In addition,
since the estimation for the distance d0 relies on the curvature of the spherical
wavefront impinging upon the array, the estimation for a farther scattering
source would be less accurate.
Fig. A.9(b) shows the path trajectories for the OLoS scenario. It can be
observed that the power of the LoS component is significantly attenuated by
the blackboard. Besides the reflection from the walls, the diffraction from
the edges of the blackboard can be seen as well. Most of the estimated scat-
terer locations are either close to the walls, the edges of the blackboard, or
the Tx. The good match between the estimated scatterer locations and the
physical objects helps to reveal the propagation mechanisms like reflection
and diffraction. Nonetheless, it is worth noting that when the surfaces of
the interacting objects are large and flat, e.g. walls, the shape of the spher-
ical wavefront is preserved after reflection, so the scattering sources would





In this paper, an MLE algorithm with SIC is proposed for channel estima-
tion when both the far-field and the narrowband assumptions are violated.
The wideband SWM is used as the generic signal model for estimation. To
reduce the computational complexity of traditional MLE algorithms, a two-
stage procedure is introduced, which consists of an initialization stage and
an estimation refinement stage. To alleviate over-estimation of the channel,
the AIC is used to determine the appropriate number of paths in the channel.
The proposed algorithm is applied to estimate parameters of the chan-
nel measured with a large-scale antenna array system in a basement at 28 to
30 GHz, including a LoS and an OLoS scenario. It is shown that for near-
field estimation problems, the SWM outperforms the PWM significantly in
terms of likelihood, number of paths estimated, and power extraction rate.
By comparing the estimated PADP from the UCA measurement to that from
a rotational horn antenna measurement, it is shown that the majority of chan-
nel components are successfully captured.
Moreover, the physical interpretation of the propagation channel is given
along with the environment. The estimated scatterer locations are observed
to coincide with the physical objects in the environment, such as the walls,
the edges of the blackboard, and the Tx. It is observed that reflection does not
always create new scattering sources on the interacting objects. This is due
to the fact that the original spherical wavefront is preserved after reflection
given that the surface of the interacting objects is sufficiently large and flat,
e.g. walls. As a result, the scattering sources are traced back to the Tx location
for multi-bounce links.
Last but not least, the proposed low-complexity MLE algorithm could be
useful for extracting channel parameters for standard channel models (e.g.
3GPP channel model) with the SWM taken into account. Extension on the
algorithm for dual-polarization estimation will be conducted in future work.
The findings on the propagation mechanisms and the obtained channel char-
acteristics at 28 to 30 GHz would be helpful for channel characterization at
high frequency bands.
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1. Introduction
Abstract
In this paper, we propose a novel map-free indoor localization method using ultra-
wideband large-scale array systems in high frequency bands. The proposed localiza-
tion method comprises two stages, namely a channel-estimation stage and a target-
localization stage. Due to the large array aperture, the locations of the scatterers
associated to the multipath components (MPCs) can be estimated with the spherical
wavefront model. The estimated scatterers are further used as virtual anchors to esti-
mate the location of the target through trilateration. Since the scatterer locations are
obtained from channel measurements, the map of the environment is not needed for
localization. The proposed method is also assessed with measurements conducted in a
cluttered indoor environment with line-of-sight (LoS) and non-line-of-sight (NLoS)
scenarios. Results show the proposed algorithm attains good localization accuracy in
both scenarios.
1 Introduction
Indoor localization has always been attracting huge attention in both industry
and academia due to its various applications. In the context of radio-based
localization, many algorithms have been developed and can be categorized
with respect to different criteria [1]. One of such criteria is whether the un-
derlying algorithm makes use of channel multipath components (MPCs). For
algorithms only utilizing line-of-sight (LoS) components, the main drawback
is that they do not work well in non-line-of-sight (NLoS) scenarios, which
limits their application in general use cases. On the contrary, MPC-assisted
algorithms exploit information from all MPCs for localization not only in LoS
scenarios but also in NLoS scenarios [2–4].
Another important criterion is whether it requires the map of the envi-
ronment to perform localization. Since the map of an environment is not
always easily available, and can be dynamic due to people walking or inte-
rior changes, a map-free algorithm becomes very helpful in this case. In the
literature [2, 3, 5], a map-free algorithm called simultaneous localization and
mapping (SLAM) was proposed. The SLAM algorithm is basically a recur-
sive Bayesian filter which updates the state model and the observation model
sequentially and recursively. However, a control vector consisting of motion
information is needed to formulate the state model, so additional devices, e.g.
accelerometers or gyroscopes, are required to provide relevant information.
In this paper, we propose a novel map-free indoor localization method
using ultrawideband large-scale array systems at high frequency bands. The
proposed method comprises two stages, namely a channel-estimation stage
and a target-localization stage. In the channel-estimation stage, parameters
of the MPCs are estimated from measurements with the spherical wavefront
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model [6, 7]. In the target-localization stage, the locations of the scatterers in
the environment are estimated with respect to the array location. The esti-
mated scatterers are then used as virtual anchors to locate the target through
trilateration.
The key differentiator of our method is the virtual anchors are not derived
from the image source method with respect to the map but from the estima-
tion of the physical scatterers in the environment instead. Therefore, the
array location is the only geographical information needed to perform target
localization. Moreover, the influence of people walking or interior changes
is inherently conveyed in the changes of the virtual anchor locations, so the
proposed method is also adaptive to dynamic environments. In addition, the
proposed algorithm is assessed with measurements conducted in a cluttered
room with both LoS and NLoS scenarios.
2 Proposed Localization Algorithm












Fig. B.1: The local coordinate system at the array side. Note that a uniform rectangular array is
shown for illustration, and it can be replaced with arbitrary array structures in practice.
A propagation channel can be assumed to be represented as the super-
position of a number of MPCs. For a single-input multiple-output (SIMO)
system consisting of an M-element receive array, the time-invariant channel
transfer function between the transmit antenna at the m-th receive array ele-
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ment with m ∈ [1, M] can be expressed as [8, 9]
Hm( f ; Θ) =
L∑
l=1
Hm( f ; Θl), (B.1)
where f is the frequency, L is the number of MPCs, and Θ = {Θ1, ..., ΘL} is
the set of the parameters of all L MPCs. An illustration of the local coordinate
system at the receive side is shown in Fig. B.1. Considering the case where
the aperture of the receive array is large enough that spherical wavefront is
observed at the array, the contribution of the l-th MPC at the m-th receive
array element can be written as
Hm( f ; Θl) = αl ·
gm( f ; φl , θl)
4π f dm,l/c
· exp{−j2π f τl}
· exp{−j2π f (dm,l − do,l)/c}, (B.2)
where Θl = {αl , φl , θl , do,l , τl} is the set of parameters of the l-th MPC, includ-
ing the complex amplitude, the azimuth angle of arrival, the elevation angle
of arrival, the distance from the scatterer to the array center, and the delay,
respectively. Further, c is the speed of light, gm is the antenna field pattern of
the m-th array element, and dm,l is the distance from the scatterer to the m-th
array element. The distance dm,l is calculated with the law of cosines as
dm,l =
√
d2o,l + ‖rm‖2 − 2do,l‖rm‖ cos Φm,l , (B.3)
where ‖ · ‖ denotes the Euclidean norm operator, rm is the coordinate vec-
tor of the m-th array element, and Φm,l is the angle between the vector
rm and the direction of arrival with respect to the array center. cos Φm,l
can be explicitly expressed with rm and a unit direction vector e(φl , θl) =
[cos φl sin θl , sin φl sin θl , cos θl ] as
cos Φm,l =
〈rm, e(φl , θl)〉
‖rm‖
, (B.4)
where 〈·, ·〉 denotes the inner product operator. Note that do,l = τl · c if the
l-th MPC corresponds to a LoS component.
By applying high-resolution channel estimation algorithms [7–9] to the
channel measurements, it is possible to estimate the parameter set Θ for all
MPCs. Note that an array of a larger aperture size results in finer resolutions
of the parameters {φl , θl , do,l} for estimation, and hence a smaller error in
channel estimation and target localization.
2.2 Localization Principle
Two important assumptions are made for cluttered indoor high-frequency-
band channels. We assume:
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(i) The estimated MPCs mainly consist of one-bounce links with or with-
out LoS components depending on the scenarios.
(ii) Most of the estimated MPCs are induced by scattering from physical
obstacles.
The first assumption can be made due to the high path loss at high frequency
bands and the limited dynamic range of measurement systems. The sec-
ond assumption can be made due to the small wavelength at high frequency
bands, which becomes comparable to the size of physical obstacles in a typi-
cal cluttered indoor environment.
2.2.1 Physical obstacles identification
The transmit antenna and the physical obstacles are considered as the scat-
tering sources in the environment. Essentially, the scatterers associated to the
MPCs correspond to those scattering sources, or equivalently, to the transmit
antenna and the physical obstacles in the environment. Once the parameters
of MPCs are estimated, we can further estimate the locations of the scatterers
in the environment. A diagram of the principle is shown in Fig. B.2. With
the knowledge of the receiver location, we can draw a line segment of length
do,l from the receive array center in the direction of e(φl , θl) for the l-th MPC
(shown as red lines). The l-th scatterer is assumed to be located on the end
of the line segment (shown as blue pentagrams). The location of the l-th
scatterer is then estimated as
r̂s,l = ro + do,l · e(φl , θl), (B.5)
where ro is the coordinate vector of the receive array center.
Note that the true location of the l-th scatterer in practice does not al-
ways coincide with the estimate calculated from (B.5). For example, if the
surface of the physical obstacle is sufficiently large and flat compared to the
wavelength, specular reflection occurs. In this case, the estimated scatterer
location corresponds to the mirror image of its true location with respect to
the reflection surface. On the other hand, objects such as metal frames or
heating radiators, which can be usually found in indoor environments, in-
duce scattering points on them. With the second assumption, the majority
of the estimated scatterer locations coincide with their true locations in typi-
cal cluttered indoor environments, such as shopping malls, supermarkets, or
warehouses.
2.2.2 Target localization
The estimated scatterers are used as virtual anchors in the environment.
With the first assumption, the majority of the estimated MPCs consist of
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A hypothe cal environment







do,l · e(φl , θl )
Fig. B.2: Diagram of the proposed localization method. Physical obstacles are estimated as
scatterers from measurements, and are further used as virtual anchors to locate the transmitter.
one-bounce links with or without a LoS component depending on the under-
lying scenario. The target location can be estimated through the optimization
problem




∣∣‖r− r̂s,l‖ − d̄o,l∣∣ · Pl , (B.6)
where
d̄o,l = τl · c− do,l , (B.7)
is the residual propagation distance of the l-th MPC between the l-th scatterer
and the transmit antenna (the radius of the dashed blue circumferences in
Fig. B.2), r is the coordinate vector of an arbitrary point in the space, Pl =
‖αl · c4π f do,l ‖
2 is the power of the l-th MPC, and | · | denotes the absolute
value operator. Equation (B.6) can be solved efficiently through coarse-to-
fine search techniques.
A high localization accuracy is expected when the scatterers are well-
separated in space around the target as in Fig. B.2. However, when the scat-
terers are located closely, the accuracy of trilateration deteriorates. It is also
worth mentioning that the validity of the localization principle is based on
the validity of the two important assumptions made for high-frequency-band
channels in cluttered indoor environments. Therefore, the performance of the
proposed localization method is expected to deteriorate in the cases where
the two assumptions do not hold well, e.g. at low frequency bands or in





































































































































Fig. B.3: The floor plan of the measurement environment and the 42 receiver positions. The
centers of the receive arrays are depicted as green dots.
The measurements were conducted in an indoor environment with a
vector-network-analyzer-based (VNA) channel sounder [6]. The SIMO chan-
nels were measured with a horn antenna on the transmit side and a vir-
tual uniform circular array (UCA) on the receive side. The virtual UCA was
formed by mounting a biconical antenna on a turntable with a radius of 25 cm
stepping every 1◦ in the azimuth plane. The horn antenna has a half-power
beamwidth of 54◦ in the azimuth plane, and an antenna gain of 10 dBi. Both
the transmit antenna and the receive antenna were placed 1 m above the floor.
The channel frequency responses were measured with 1500 frequency points
evenly over 26 GHz to 30 GHz, which corresponds to a range (i.e. delay times
speed of light) resolution of 7.5 cm. The floor plan of the environment is
shown in Fig. B.3. In total, 42 receiver positions were measured along a ref-
erence line (red) with 20 cm spacing. The centers of the receive arrays for
these positions are depicted as green dots. Single channel snapshots were
measured at most of those positions, and multiple channel snapshots were
measured in the 1 cm vicinity of position 1, 23, 32, and 41, which are de-
noted as green dots surrounded by blue rings in Fig. B.3. With respect to
the transmit antenna position, the receiver moves from the LoS region to the
NLoS region as the position index increases. Detailed descriptions of the
measurement campaign can be found in [6].
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Fig. B.4: The estimated MPCs against receiver positions in the propagation distance and the
azimuth angle of arrival domain, respectively.
3.2 Results Analysis
The channel measurement data are processed with a maximum likelihood
estimator [7] to extract the MPCs, and the estimation results for all receiver
positions are presented in Fig. B.4. It shows as the receiver position index
increases, the power of the LoS component becomes weaker, which indicates
the underlying channel is turning from the LoS to the NLoS. In addition, the
azimuth angles of arrival of the MPCs converge to a confined region around
90◦. Since the proposed localization algorithm utilizes the spatial richness
of the channel, it may probably lead to a deterioration in the localization
accuracy.
The localization results at receiver position 23 and 39 are shown in Fig. B.5
as the examples for the LoS and the NLoS scenarios, respectively. For position
23 (Fig. B.5(a)), we can see the scatterer corresponding to the LoS component
is estimated at the transmitter location. In addition, the circumferences of the
other MPCs also intersect around the true transmitter location, which leads
to high estimation accuracy. For position 39 (Fig. B.5(b)), the circumferences
of most MPCs still intersect around the true transmitter location. However,
due to the decreased spatial richness at position 39 as shown in Fig. B.4, the
localization is less accurate than that at position 23.
The results for all 42 positions are shown in Fig. B.6. We can see the ma-
jority of the estimated transmitter locations are close to the true location. The





Fig. B.5: The localization results at receiver (Rx) position 23 and 39, respectively. The range of
the transmitter (Tx) with respect to the l-th scatterer is shown as a solid circumference with its
radius equal to d̄o,l . Note when d̄o,l = 0, dashed circumferences with 1 m radius are shown for
visualization. The color of the circumferences and crosses represents the power of the MPCs.
in Fig. B.6. We can see that some of the estimated scatterers are surrounding
the true transmitter location. This is because the scatterers associated to the
LoS components correspond to the transmitter itself. The rest of the estimated
scatterer locations are either close to the physical obstacles or corresponding
to the ground reflection along the propagation paths.
Further, the error distance between the true location of the transmit an-
tenna rt and the estimated location r̂t is calculated as ε = ‖rt − r̂t‖. The
resulting error distance for the 42 receiver positions are shown in Fig. B.7. It
shows a trend that the error distance increases with the position index, which
is in agreement with the discussion for Fig. B.4. Nevertheless, the location
of the transmit antenna is still well estimated, and the majority of the error




Fig. B.6: The estimated transmitter locations r̂t and the estimated scatterer locations r̂s,l for all
42 receiver positions superimposed.





















Fig. B.7: The error distance ε obtained over the 42 receiver positions. The results shown here are
obtained with single channel snapshots.
Note that the error distances shown in Fig. B.7 are obtained from single
channel snapshots. One potential reason for the large error distances at these
singular positions can be due to the lack of channel snapshots. Therefore, the
error distance is further calculated at the positions where multiple channel
snapshots were measured in their 1 cm vicinity. The corresponding error
distances at those positions are given in Table B.1. It shows a slight move of
the receiver position may introduce larger variation in localization results for
the NLoS scenario than for the LoS scenario. The composite error distance
is further calculated with respect to the mean location of r̂t over multiple
snapshots. It also shows averaging results from multiple snapshots helps to
improve the localization accuracy for the NLoS scenario, e.g. at position 41.
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Table B.1: Error Distances (unit: [cm]) in the Vicinity of Positions with Multiple Channel Snap-
shots
Position Index #1 #23 #32 #41
Snapshot 1 2.15 5.73 20.56 33.20
Snapshot 2 6.31 4.42 19.46 70.94
Snapshot 3 2.39 4.42 − 72.89
Composite 3.11 4.57 19.99 12.41
4 Conclusions
In this paper, we propose a map-free indoor localization method utilizing ul-
trawideband large-scale array systems in high frequency bands. Given that
massive multiple-input multiple-output (MIMO) systems and high frequency
bands are assumed to be deployed in the fifth-generation (5G) communica-
tion systems, the proposed indoor localization method can be implemented
directly with the setups of the upcoming communication systems. In the pro-
posed method, scatterers in the environment are utilized as virtual anchors
to estimate target locations. The advantage of this method is that it does
not rely on the map of the environment to perform target localization. The
performance of the proposed method is also assessed with measurements
conducted in a cluttered room including both LoS and NLoS scenarios. The
results show that the error of the estimated target location increases with
the distance between the transmitter and the receiver, but the majority of the
estimation error are below 30 cm.
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1. Introduction
Abstract
Antenna correlation is an important measure for designing multiple-input multiple-
output (MIMO) antenna systems. A lower antenna correlation indicates a better
MIMO performance that can be achieved with the underlying antenna systems. In
the antenna design community, it is very common to evaluate the antenna correlation
with isotropic or non-isotropic (e.g. Gaussian-distributed) angular power spectrum
(APS) as baselines. On the other hand, antenna correlation can also be evaluated via
channel transfer function (CTF) under the a given propagation channel, e.g. drawn
from the bi-directional geometry-based stochastic channel model. In this paper, the
analytic forms for the antenna correlation based on the APS and the CTF are derived,
respectively, with their similarities and differences explained. Moreover, a numerical
example is also given with a standard channel model to support our findings.
1 Introduction
Antenna correlation (also known as envelope correlation if absolute-squared)
is widely used as a measure in both the antenna field and the propagation
field for multiple-input multiple-output (MIMO) communications. It shows
how much the received signals at different antenna ports correlate with each
other. A lower antenna correlation indicates that a better performance can be
expected for MIMO communications.
Without loss of generality, if we take the antenna correlation on the receive
(Rx) side for example, the Rx antenna correlation can be analytically calcu-
lated with arbitrary incident angular power spectrum (APS) and Rx antenna
field pattern [1–3]. It is very common in the antenna design community to
evaluate the antenna correlation with some simplified channel models such
as APS following the isotropic or non-isotropic (e.g. Gaussian or Laplacian)
distributions as baselines [4].
On the other hand, Rx antenna correlation can also be calculated with
another fundamental approach, i.e. through the cross correlation of the re-
ceived signals at Rx antennas [5, 6]. This approach requires the knowledge
of the channel transfer function (CTF) which describes the input-output re-
lation between the transmit (Tx) and the Rx antenna ports of a communi-
cation system under a given propagation channel. However, not only the
Rx antenna radiation pattern but also the Tx antenna radiation pattern are
inherently embedded in the CTF, whereas the APS only describes the pure
channel spatial characteristics with the Tx and Rx antenna radiation pattern
de-embedded. Therefore, there might be some discrepancy between the two
approaches introduced by the additional Tx antenna spatial selectivity in the
second approach. Straightforwardly, stronger Tx antenna spatial selectivity,
e.g. the fifth-generation (5G) base stations operating in beam forming modes,
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potentially alters the effective APS observed on the Rx side more severely, and
hence leads to a more pronounced inconsistency between the two Rx antenna
correlation approaches.
In this paper, we go through the derivation of the two antenna correla-
tion approaches from APS and CTF, respectively. Both the two approaches
are evaluated under the geometry-based stochastic channel model (GSCM),
which has been developed in the propagation field and adopted in the stan-
dard [5, 7, 8], and the analytic form of the antenna correlation under the
GSCM model is given explicitly. The connection between the two approaches
is built through the spread function [9]. The difference between the end re-
sults of the antenna correlation from the two approaches are clarified, which
shows the effect of the Tx antenna spatial selectivity on the resulting Rx cor-
relation with the CTF approach. Finally, a numerical example is given with a
standard channel model [5]. The main contribution of this paper is to bridge
the gap between the two approaches via both theoretical analysis and nu-
merical simulation, which has not been reported in the literature to our best
knowledge.
The notations used in the paper are summarized as follow: (·)T, (·)∗, | · |,
and  are the transpose, the complex conjugate, the absolute value, and the
Hadamard product operator, respectively. Moreover, cov{·, ·}, var{·}, and
E{·} are the covariance, variance, and expectation operator, respectively.
2 Propagation Channel Model
2.1 Channel Transfer Function
The propagation channel is usually modelled as the superposition of a num-
ber of paths. For a MIMO system consisting of S Tx antennas and U Rx
antennas, the CTF from the sth Tx antenna to the uth Rx antenna at time t
and frequency f can be expressed as [9]










· exp(j2πυt) · exp(−j2π f τ)dτ dυ dΩTx dΩRx, (C.1)
where τ, υ, ΩTx, ΩRx are the domains of delay, Doppler frequency, direction of
departure (DoD), direction of arrival (DoA), respectively. FVs (Ω) and FHs (Ω)
are the antenna field patterns of the sth Tx antenna at direction Ω for vertical
polarization (V-pol) and horizontal polarization (H-pol), respectively. Simi-
larly, FVu (Ω) and FHu (Ω) are those for the uth Rx antenna. The antenna field
pattern is defined with a common phase center for the respective Tx and
Rx antenna arrays. The integration is conducted over the full span of the
respective domains.
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In (C.1), the matrix h is the so-called spread function [9], and within the
context of the GSCM models it can be written as




Pm · A · δ(τ − τm) · δ(υ− υm)
· δ(ΩTx −ΩTxm ) · δ(ΩRx −ΩRxm ), (C.2)
where M is the number of paths, Pm is the power of the mth path, τm, υm,
ΩTxm , ΩRxm are the parameters of the mth path in their respective domains, and
δ(·) is the Dirac delta function. The matrix A is the polarization matrix
A =








• ΦVVm , ΦVHm , ΦHVm , and ΦHHm are the initial phases of the mth path of
vertical-to-vertical (VV-pol), vertical-to-horizontal (VH-pol), horizontal-
to-vertical (HV-pol), and horizontal-to-horizontal (HH-pol) polarizations,
respectively. They are assumed independent and identically distributed
(i.i.d.) random variables following the uniform distribution over [0, 2π].
• κ1,m and κ2,m are the cross-polarization ratios (XPR) of the mth path,
where κ1,m is the power ratio of VV-pol over VH-pol, and κ2,m HH-pol
over HV-pol. It is usually assumed κ1,m = κ2,m = κm.
• χm is the co-polarization ratio (CPR) of the mth path defined as the
power ratio of VV-pol over HH-pol.
Inserting (C.2) and (C.3) into (C.1) yields






















· exp(j2πυmt) · exp(−j2π f τm). (C.4)
For brevity, in the following we abbreviate some of the notation as:
• FVs (ΩTxm ) = FVs,m; • FHs (ΩTxm ) = FHs,m; • Hu,s(t, f ) = Hu,s;
• FVu (ΩRxm ) = FVu,m; • FHu (ΩRxm ) = FHu,m,.
2.2 Angular Power Spectrum Derived from Spread Function
The joint delay-Doppler-DoD-DoA power spectrum can be derived from the
spread function as [9]
P(τ, υ, ΩTx, ΩRx) = E
{





Inserting (C.2) into (C.5), and defining |δ(x)|2 .= δ(x) with x being the
dummy variable, we can obtain
P(τ, υ, ΩTx, ΩRx) =
M∑
m=1
Pm · A2 · δ(τ − τm) · δ(υ− υm)
· δ(ΩTx −ΩTxm ) · δ(ΩRx −ΩRxm ), (C.6)
where










using the i.i.d. property of the initial phases of the paths [10].
Conventionally, power spectrum is considered as a property of propaga-
tion channels, and it is independent on the antennas used on both the Tx
and the Rx. In other words, the antenna pattern is de-embedded from the
channel. It follows that the power spectrum in one (either marginal or joint)
domain can be obtained by integrating the joint power spectrum of higher
dimensions over the remaining domains [9]. Therefore, the joint DoD-DoA
power spectrum can be derived as
P(ΩTx, ΩRx) =
∫∫




Pm · A2 · δ(ΩTx −ΩTxm ) · δ(ΩRx −ΩRxm ), (C.8)
which is a 2× 2 matrix with the polarization relation between the Tx and the
Rx described in A2.








where the vector of ones describes the antenna de-embedding assumption,
and merges the V-pol and H-pol contribution from the Tx side. Inserting

















Pm · (κ−1m + χ−1m ) · δ(ΩRx −ΩRxm ). (C.11b)
In many GSCM models [5, 7, 8], it is often assumed the CPR χm = 1, which
leads to PV(ΩRx) = PH(ΩRx).
3 Antenna Correlation
3.1 Antenna Correlation from Channel Transfer Function








Inserting (C.3) and (C.4) into (C.12), and using the i.i.d. property of the initial












Pm(|FVs,m|2 + κ−1m χ−1m |FHs,m|2) · FVu1,m · F
V∗
u2,m









Pm(|FVs,m|2 + κ−1m χ−1m |FHs,m|2) · |FVu,m|2
+ Pm(κ−1m |FVs,m|2 + χ−1m |FHs,m|2) · |FHu,m|2
}
. (C.14b)
3.2 Antenna Correlation from Angular Power Spectrum
The antenna correlation between two Rx antennas, u1 and u2, can also be












η · pV(ΩRx) · FVu1(Ω
Rx) · FVu2(Ω
Rx)∗











with pV(ΩRx) and pH(ΩRx) being the normalized APS, i.e.
∫
pV(ΩRx)dΩRx =∫
pH(ΩRx)dΩRx = 1, in the DoA domain for V-pol and H-pol, respectively.
The term η is the so-called V/H ratio [5], and is defined as the ratio of the
total power of the incident signal of the V-pol over that of the H-pol.
It must be noted that in the literature the V/H ratio is often termed also
as XPR depending on the background, which is sometimes confusing to that
defined in the GSCM model as described in Subsection2.1. Therefore, addi-
tional care shall be taken for those values in practice for calculation.






















being the total incident power for both polarizations. In addition, the V/H





Equation (C.19) also indicates the V/H ratio η can be uniquely determined
from the XPR κm and CPR χm but not vice versa.
Inserting (C.17), (C.18), and (C.19) into (C.16) and with some equation
manipulation, we can obtain the antenna correlation ρAPSu1,u2 under the same
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Pm(1 + κ−1m χ
−1
















Pm(1 + κ−1m χ
−1
m ) · |FVu,m|2 + Pm(κ−1m + χ−1m ) · |FHu,m|2
}
. (C.20b)
3.3 Relation Between the Two Antenna Correlation
Approaches
By comparing (C.14) and (C.20), we can find that the difference between ρAPSu1,u2
and ρCTFu1,u2 is solely caused by the discrepancy of the antenna de-embedding
assumption between the two approaches. Since the CTF describes the input-
output relation between the Tx antenna ports and the Rx antenna ports, an-
tenna pattern is not de-embedded from the CTF (C.1). Therefore, the effective
power spectrum in the DoA domain for the CTF case accounting for the Tx







If we derive the antenna correlation ρAPSu1,u2 with respect to P̃(Ω
Rx) following





Alternatively, we can also consider ρAPSu1,u2 as a special case of ρ
CTF
u1,u2 with
|FVs (ΩTx)|2 = |FHs (ΩTx)|2 = 1. Given clarification on the antenna de-embedding
assumption for both approaches, the discrepancy can be resolved resulting
in the same antenna correlation results.
Another interesting effect of the discrepancy is that since the effective
APS P̃(ΩRx) is ruled by both the joint P(ΩTx, ΩRx) and the Tx antenna pat-
tern as shown in (C.21), the resulting ρCTFu1,u2 becomes dependent on the joint
P(ΩTx, ΩRx) instead of just the marginal P(ΩRx) as for ρAPSu1,u2 . An intuitive
example of this effect can be made by changing the pairing order between
the DoD ΩTxm and the DoA ΩRxm′ with m, m
′ ∈ [1, M] in the channel according
to [7]. Different pairing orders result in different joint P(ΩTx, ΩRx), while the
corresponding marginal P(ΩRx) always remains the same. As a result, ρAPSu1,u2




filtered by the Tx the spatial selectivity. Those findings show the effect of the































































Fig. C.1: The azimuth antenna pattern of (Tx-1) the 45◦ slanted ideal dipole [5], and (Tx-2) the
































Fig. C.2: The APS in the azimuth angle of departure (AoD) domain for (left) the SCME UMa
scenario and (right) the SCME UMi scenario [5]. Colors and markers differ the 18 clusters and
each cluster are modelled with 20 subpaths (denoted as scatterers).
In this section, we take the SCME Urban Macro-cell (UMa) and Urban
Micro-cell (UMi) channel model [5] as the reference channels, and three con-
figurations for the Tx antennas, to demonstrate the difference of the two
antenna correlation approaches. Tx config-0 (Tx-0) is the case where the Tx
antennas are de-embedded; Tx config-1 (Tx-1) is a 45◦ slanted ideal dipole
with isotropic gain [5]; and Tx config-2 (Tx-2) is a V-pol dipole with 65◦ half-
power beam width and boresight at 60◦ [7]. The corresponding Tx antenna




Table C.1: The Effect of Tx Antenna Pattern on the Resulting V/H Ratio.
SCME UMa SCME UMi
Tx Configs κm χm η κm χm η
Tx-0 9 dB 0 dB 0 dB 9 dB 0 dB 0 dB
Tx-1 9 dB 0 dB 8.14 dB 9 dB 0 dB 0.74 dB
Tx-2 9 dB 0 dB 9 dB 9 dB 0 dB 9 dB
The V/H ratio η is calculated from P̃(ΩRx) with the three Tx configu-
rations. The resulting values are shown in Table C.1 for both the UMa and
UMi scenarios with the input parameters XPR κm = 9 dB and CPR χm = 0 dB
taken from the SCME model. The difference between the values of η from
different Tx configurations is significant. More specifically, the large V/H
ratio for Tx-1 under the UMa scenario is caused by the polarization discrim-
ination around 90◦ between the V-pol and H-pol Tx antenna pattern, where
the AoDs of the paths happen to be located. When the Tx antenna is only
V-pol as for Tx-2, the V/H ratio equals the XPR.






































Fig. C.3: The magnitude of the antenna correlation ρCTFu1 ,u2 against antenna spacing with the three
Tx configurations under the UMa and the UMi channel. Note that ρCTFu1 ,u2 with Tx-0 is equivalent
to ρAPSu1 ,u2 .
Further, the antenna correlation is calculated with isotropic antennas on
the Rx side and shown in Fig. C.3. The antenna spacing between the Rx
antennas is swept from 0 to 2λ (wavelength), and the broadside of the two
Rx antennas is aligned to 0◦ in the azimuth plane. The AoDs and the AoAs
of the 20 subpaths of each cluster are first paired up randomly, and then the
resulting pairing order is fixed throughout the simulation to have a fixed joint
AoD-AoA power spectrum for a fair comparison of ρCTFu1,u2 with different Tx






We can see that difference between ρCTFu1,u2 and ρ
APS
u1,u2 is more significant
with Tx-2 than with Tx-1 for both scenarios. The reason is that the direc-
tional antenna pattern of Tx-2 alters P̃(ΩRx) more severely than Tx-1 does.
Moreover, the difference is more significant under the UMi scenario than un-
der the UMa scenario for the same Tx configuration. This is because the
larger AoD spread under the UMi scenario introduces more variation from
the Tx antenna pattern to P̃(ΩRx) compared to the UMa scenario. Therefore,
we can expect that a more noticeable difference between ρCTFu1,u2 and ρ
APS
u1,u2 may
occur if either the AoD spread of a given channel is larger or the Tx antenna
pattern is more directional.
5 Conclusion
In this paper, we derived the analytic forms for the antenna correlation based
on the CTF and the APS, respectively. The relation between the antenna
correlation from the two approaches is described with the spread function.
It is shown explicitly in the derivation that the difference between them is
caused by the antenna de-embedding assumption made for the APS, which
is not generally assumed for the CTF. It is also pointed out that the two
antenna correlation approaches can be equivalent if the same assumption is
made for the CTF.
Antenna correlation under the two approaches and V/H ratio are eval-
uated with the SCME UMa and UMi channel model as an example, which
numerically shows the effect of the spatial selectivity of the Tx antennas on
the results. The APS approach is generally adopted in the antenna commu-
nity to calculate antenna correlation, which is a key measure to design MIMO
antennas, and our theoretical analysis and numerical simulation show that
ignoring Tx antenna pattern might lead to inaccurate Rx antenna correlation
calculation with this approach.
References
[1] C. A. Balanis, Antenna Theory: Analysis and Design. John Wiley & Sons, 2005.
[2] R. Vaughan and J. B. Andersen, Channels , Propagation and Antennas for Mobile
Communications. The Institution of Electrical Engineers, 2003.
[3] L. Schumacher, K. I. Pedersen, and P. E. Mogensen, “From antenna spacings to
theoretical capacities - Guidelines for simulating MIMO systems,” IEEE Inter-
national Symposium on Personal, Indoor and Mobile Radio Communications, PIMRC,
vol. 2, pp. 587–592, 2002.
86
References
[4] I. Szini, B. Yanakiev, and G. F. Pedersen, “MIMO reference antennas performance
in anisotropic channel environments,” IEEE Transactions on Antennas and Propa-
gation, vol. 62, no. 6, pp. 3270–3280, 2014.
[5] 3GPP, “Verification of radiated multi-antenna reception performance of User
Equipment (UE),” Tech. Rep. 3GPP TR 37.977 V15.0.0, 2018.
[6] CTIA, “Test Plan for 2x2 Downlink MIMO and Transmit Diversity Over-the-Air
Performance,” Tech. Rep. Version 1.1.1, 2017.
[7] 3GPP, “Study on channel model for frequencies from 0.5 to 100 GHz,”
Tech. Rep. 3GPP TR 38.901 V14.0.0, 2017. [Online]. Available: http:
//www.etsi.org/standards-search
[8] WINNER, “WINNER II Channel Models: Part I Channel Models,” Tech.
Rep. D1.1.2 V1.2, 2007. [Online]. Available: http://projects.celtic-initiative.org/
WINNER+/WINNER2-Deliverables/D4.6.1.pdf
[9] B. H. Fleury, “First- and second-order characterization of direction dispersion
and space selectivity in the radio channel,” IEEE Transactions on Information The-
ory, vol. 46, no. 6, pp. 2027–2044, 2000.
[10] P. Bello, “Characterization of Randomly Time-Variant Linear Channels,” IEEE







On Channel Emulation Methods in Multi-Probe
Anechoic Chamber Setups for Over-The-Air Testing
Yilin Ji, Wei Fan, Gert Frølund Pedersen, and Xingfeng Wu
The paper has been published in the
IEEE Transactions on Vehicular Technology Vol. 67, No. 8, pp. 6740–6751, 2018.
c© 2018 IEEE
The layout has been revised.
1. Introduction
Abstract
Multiple-input multiple-output (MIMO) over-the-air (OTA) testing gives a way to
evaluate the radio performance of MIMO-capable devices under realistic propagation
channels as an alternative to expensive and uncontrollable drive testing. In this pa-
per, we review two major channel emulation methods for MIMO OTA testing under
the multi-probe anechoic chamber (MPAC) setup, i.e. the prefaded signals synthesis
(PFS) and the plane wave synthesis (PWS). The target channel model for emulation
is the geometry-based stochastic channel model (GSCM). The signal models for both
channel emulation methods for the whole link from the transmitter (Tx) side to the
receiver (Rx) side are given. The comparison analysis gives some new insights into
the two channel emulation methods. The analytic expression of the joint space-time
correlation function is derived for both methods in comparison to that of the target
channel. It shows the cluster-wise channel emulated by the PFS method is Kronecker
structured, which is different from the general definition of GSCMs. In contrast, the
channel emulated with the PWS method is consistent with GSCMs. Moreover, the
emulation accuracy for the two methods are compared under different target channel
settings, i.e. different cluster angular spreads. The simulation results demonstrate
the advantage of the PWS method over the PFS method, especially when cluster
angular spreads are small.
1 Introduction
Multiple-input multiple-output (MIMO) over-the-air (OTA) testing [1] cur-
rently plays an important role in evaluating the radio performance of any
MIMO-capable device in different development stages, e.g. early-stage pro-
totyping and mid-term refinement, before final massive roll-out. It helps re-
searchers to reveal the potential flaws and non-idealities of the products dur-
ing the design and manufacturing phase. The conventional way to conduct
MIMO performance testing is called MIMO conducted testing. In conducted
testing, the shell of the device-under-test (DUT) needs to be opened, and an-
tenna ports on the DUT need to be reserved for cable connection. However,
OTA testing does not suffer from these limitations. Therefore, it is standard-
ized that the radiated performance testing of MIMO-capable devices must be
performed over-the-air [1].
In general, the implementation of MIMO OTA testing can be divided into
three main categories, i.e. the radiated two-stage (RTS) methods [2, 3], the
reverberation chamber (RC) based methods [4, 5], and the multi-probe ane-
choic chamber (MPAC) based methods [6–9]. The RTS method evolves from
the conducted two-stage method [10] where the physical cable connection be-
tween the channel emulator (CE) output ports and the DUT antenna ports is
approached over-the-air in an anechoic chamber. By introducing a so-called
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calibration matrix in the CE, the product of the calibration matrix and the
transfer matrix between the CE output ports and the DUT antenna ports
yields (or approximates) an identity matrix. In other words, the signals re-
ceived at the DUT antenna ports are approximately the same as from the
conducted two-stage method as if cables were used. Therefore, this method
is also called wireless cable method [3]. Due to the use of CEs, arbitrary chan-
nel models can be implemented with the RTS method. However, the antenna
array field pattern needs to be measured in the first stage with the internal
receivers of the DUT and synthesized in the CE in the second stage, which
means the DUT antenna response is not inherently included during the test-
ing. Hence, the RTS method is not suitable for DUTs with reconfigurable or
adaptive antenna patterns [3]. The second category is the RC based method,
which generates isotropic spatial channels with Rayleigh fading by rotating
mechanical stirrers and DUT in the reverberation chamber (metallic cavity).
Unlike the RTS method, the DUT antenna pattern is directly included in the
testing. However, the drawback of the RC based method is its limited control
on the reproduced channels. The third category is the MPAC based method,
which is standardized in CTIA [11] for its capability of reproducing standard
channel models, i.e. geometry-based stochastic channel models (GSCMs),
such as 3GPP SCM [12], SCME [13], and WINNER II model [14].
Two channel emulation methods, which are shown later in the paper, are
usually adopted with MPAC setups, namely the prefaded signals synthesis
(PFS) [7, 15], and the plane wave synthesis (PWS) [6–9]. The verification
of both methods is usually done with channel characteristics in different do-
mains, e.g. spatial correlation function (SCF) on the transmitter (Tx) side, SCF
on the receiver (Rx) side, temporal correlation function (TCF), power delay
profile, and cross-polarization ratio (XPR) [7, 16]. However, the verification in
joint domain, e.g. the SCF in joint Tx-Rx space domain, is rarely mentioned.
Moreover, the PFS and the PWS method are usually considered to be equally
capable of emulating GSCMs [7, 17]. In this paper, the signal models for the
emulated channels with the PFS and the PWS method are given. The space-
time correlation function (STCF) [18–21] is derived for both methods in joint
Tx space, Rx space, and time domain. Comparisons are made to the STCF of
the target channel model for the first time in the literature. The commonly-
believed equivalence in emulation accuracy for the two methods is evaluated.
The simulation in SCF on the Rx side shows that this is only valid when the
cluster angular spread of the target channel is large.
The contribution of this paper lies in the following aspects:
• The signal models of the emulated channels for the whole link from the
Tx side to the Rx side are given for both the PFS and the PWS method.
• The STCF in the joint domain, i.e. the spatial domain on the Tx side,
the spatial domain on the Rx side, and the time domain, is derived for
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both methods, which reveals the Kronecker structure of the cluster-wise
emulated channel with the PFS method. This feature is important, yet
not known for the PFS method.
• The emulation accuracy of the two methods is compared in terms of
the SCF of the emulated channels on the Rx side under different target
channel settings, i.e. cluster angular spreads. It is demonstrated that
the commonly-believed equivalence in channel emulation capabilities is
only valid when the cluster spread is large.
The rest of the paper is organized as follows: In Section 2, the principles
of the PFS and the PWS method are reviewed. In Section 3, the STCF of the
emulated channel is derived for both methods, and the difference to that of
the target channel is discussed. In Section 4, the emulation accuracy of the
two methods are compared under different target channel settings. Section 5
concludes the paper.
The notation used in this paper is as follows: (·)T denotes the transpose
operator, (·)∗ the complex conjugate operator, ‖ · ‖ the Euclidean norm, 〈·, ·〉
the inner product operator, and E{·} the expectation operator.


















Virtual antennas,  
DUT antennas, U
Fig. D.1: The diagram of MIMO OTA testing with an MPAC setup [16]. Note the DUT antennas
are illustrated as a ULA, but they can be of arbitrary structures in practice.
The diagram of MIMO OTA testing with the MPAC setup is shown in
Fig. D.1. The whole system consists of a radio communication tester, a CE,
a power amplifier box, and a number of OTA probes located inside an ane-
choic chamber. For the downlink, test signals are generated from a radio
communication tester, which mimics the behaviour of a Tx equipped with S
antennas. The test signals are transmitted to the CE via cables, and further
convolved with the channel in the CE, which is generated according to the
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standard channel models. The output signals from the CE are fed to K OTA
probes inside the anechoic chamber after being power amplified. The target
spatial profiles on the Rx side, i.e. the DUT side, are generated in the so-
called test area over-the-air with the channel emulation methods. The DUT
with U antennas is placed in the test area to perform the testing. Note the
DUT antennas are illustrated as a uniform linear array (ULA) in Fig. D.1, but
they can be of arbitrary structures in practice. The focus of the testing is on
the downlink, and usually only one communication antenna is placed in the
anechoic chamber for uplink communication.
The goal of the channel emulation methods is to reproduce the spatial
profiles of the target channel on the Rx side in the test area with the MPAC
setup. The PFS method and the PWS method achieve the objective in two
different ways. In this section, we introduce the target channel models, i.e.
the GSCMs, and the two channel emulation methods, i.e. the PFS and the
PWS method.
2.1 Target Channel Models
For a MIMO system with S antenna elements on the Tx array and U antenna
elements on the Rx array, the time-variant channel transfer function hu,s(t, f )
between the sth Tx element and the uth Rx element can be expressed as [12]
hu,s(t, f ) =
N∑
n=1
hu,s,n(t, f ), (D.1)
where N is the number of clusters, t denotes the time, and f the frequency.
The contribution of the nth cluster can be further expressed as















· exp(j2πϑn,mt) exp(−j2π f τn), (D.2)
where Pn and τn are the power and the delay of the nth cluster, respectively.
M is the number of subpaths for each cluster, FVs,Tx and F
H
s,Tx are the antenna
field patterns of the sth Tx antenna for vertical and horizontal polarization,
respectively. Similarly, FVu,Rx and F
H
u,Rx are the antenna field patterns of the
uth Rx antenna for vertical and horizontal polarization, respectively. ϕn,m,
φn,m, and ϑn,m are the angle of departure (AoD), angle of arrival (AoA), and
Doppler frequency of the mth subpath of the nth cluster, respectively. Note
that the antenna field pattern is defined with a common phase center over the
antenna array, so the phase differences corresponding to the array geometry
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are inherently included. A is the polarization matrix, and can be written as
A =
 exp (jΦVVn,m) √κ−1n,m exp (jΦVHn,m)√
κ−1n,m exp (jΦHVn,m) exp (jΦHHn,m )
 (D.3)
where ΦVVn,m, ΦVHn,m, ΦHVn,m, and ΦHHn,m are independent and identically distributed
(i.i.d.) random variables which are uniformly distributed over [0, 2π]. κn,m is
the XPR of the mth subpath of the nth cluster.
For MPAC based methods, the key problem to solve is to reproduce the
target spatial profile on the Rx side over-the-air, since the other channel prop-
erties, e.g. spatial profile on the Tx side, Doppler spectrum, power delay
profile, and XPR, can be perfectly reproduced in the CE [16, 22]. The dual
polarization control is realized by using OTA probes with two co-located or-
thogonally polarized elements with independent feeds. For simplicity, we
only discuss the vertical polarization case hereafter. In the single polarization
case, the polarization matrix A diminishes to a scalar, and (D.2) is simplified
to









· exp(j2πϑn,mt + jΦn,m) · exp(−j2π f τn), (D.4)
where FTxs and FRxu are the vertically polarized antenna field pattern for the
sth Tx antenna and uth Rx antenna, respectively. Φn,m is the i.i.d. random
initial phase of the mth subpath of the nth cluster. We further restrict our
discussion to two-dimensional (2D) channel models, which means the OTA
probes and the test area are in the same plane, i.e. the azimuth plane. Con-
sequently, AoDs and AoAs correspond to azimuth angles.
2.2 Prefaded Signals Synthesis Method
For link level simulations, channels are generated based on drops, within
which channel parameters are fixed and motions are only virtual [14]. Due to
the wide-sense stationary uncorrelated scattering (WSSUS) assumption [18–
20] for every drop, the channel can be fully characterized with its second-
order statistics, i.e. the correlation functions. The PFS method generates the
channel, whose correlation functions approximate those of the target channel
cluster-wise.
For an MPAC setup equipped with K OTA probes, the transfer function
emulated with the PFS method from the sth Tx antenna to the kth OTA probe
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for the nth cluster can be expressed as









· exp(j2πϑn,mt + jΦn,m,k) · exp(−j2π f τn), (D.5)
where Φn,m,k is the i.i.d. random initial phase of the mth subpath of the nth
cluster for the kth OTA probe. gn,k is the power weight applied on the kth
OTA probe for the nth cluster with
∑K
k=1 gn,k = 1.
In order to observe the emulated channel in the test area, the test area is
sampled with Ũ virtual isotropic antennas. The emulated channel observed
at the ũth virtual antenna (VA) from the sth Tx antenna for the nth cluster
can be calculated as the sum of the contribution from all K OTA probes as
ĥPFSũ,s,n(t, f ) =
K∑
k=1




















· exp(j2πϑn,mt + jΦn,m,k) · exp(−j2π f τn), (D.6)
where FVAũ (φ
OTA
k ) is the antenna field pattern of the virtual antenna ũ with
‖FVAũ ‖ = 1. φOTAk = 2π(k − 1)/K is the angle where the kth OTA probe
is located with respect to the center of the test area. Note that the antenna
patterns of the OTA probes and the power loss due to the free-space propa-
gation from the OTA probes to the test area are omitted in (D.6) because the
transmitting power of each OTA probe is calibrated to the same level with a
calibration antenna in the center of the test area. Moreover, since the OTA
probes are placed in the far field of the test area, the plane wave assumption
holds across the test area with respect to each OTA probe. Also, the power
variation within the test area from each OTA probe is negligible.
The spatial profile of each cluster of the target channel on the Rx side is
emulated by assigning a proper power weight gn,k to the kth OTA probe for
the nth cluster so that the emulated spatial profile in the test area approaches
the target one. The spatial correlation of the nth cluster of the target channel
for an arbitrary virtual antenna pair (ũ1, ũ2) with ũ1 ∈ [1, Ũ] and ũ2 ∈ [1, Ũ]
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where hũ,s,n(t, f ) is calculated from (D.4) with the virtual antenna ũ as the Rx
antenna. β0 = Pn is the normalization factor to force ρũ1,ũ2 = 1 when ũ1 = ũ2.
The detailed derivation for (D.7) is given in Appendix A. The corresponding























where β̂0 = Pn is the normalization factor to force ρ̂ũ1,ũ2 = 1 when ũ1 = ũ2.
The detailed derivation for (D.8) is given in Appendix B.






for all combinations of (ũ1, ũ2) pairs. Equation (D.9) is convex and can be
solved efficiently [23]. Finally, the emulated channel for the nth cluster from
the sth Tx antenna to the uth DUT antenna can be written as















· exp(j2πϑn,mt + jΦn,m,k) · exp(−j2π f τn). (D.10)
2.3 Plane Wave Synthesis Method
In comparison to the PFS method, where the target channel model is emu-
lated cluster-wise, the PWS method is capable of reproducing each subpath
within clusters. For the PWS method, the channel transfer function from the
sth Tx antenna to the kth OTA probe for the mth subpath of the nth cluster
can be written as [7]




FTxs (ϕn,m) · wn,m,k
· exp(j2πϑn,mt + jΦn,m) · exp(−j2π f τn), (D.11)
where wn,m,k is the complex weight added on the kth OTA probe for the
mth subpath of the nth cluster. Note that unlike the PFS method where
real-valued power weights are applied, complex-valued weights are used in
the PWS method. Again, virtual antennas are introduced in the test area to
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observe the emulated channel. The emulated channel observed on the virtual
antenna ũ can be calculated as the sum of the contribution from all K OTA
probes as
ĥPWSũ,s,n,m(t, f ) =
K∑
k=1















k ) · wn,m,k
· exp(j2πϑn,mt + jΦn,m) · exp(−j2π f τn). (D.12)
Since the array response of a single plane wave from the target AoA φn,m
on the ũth virtual antenna is FVAũ (φn,m), the complex weight vector wn,m =
















Equation (D.13) can be solved with the least squares method. Finally, the
emulated channel for the mth subpath of the nth cluster from the sth Tx
antenna to the uth DUT antenna with the PWS method results in










k ) · wn,m,k
· exp(j2πϑn,mt + jΦn,m) · exp(−j2π f τn). (D.14)
Using channel linearity, we can further obtain the contribution of the nth
cluster of the emulated channel from the sth Tx antenna to the uth DUT
antenna with the PWS method as












k ) · wn,m,k
· exp(j2πϑn,mt + jΦn,m) · exp(−j2π f τn). (D.15)
Note that since the PWS method utilizes complex weights on OTA probes
for each subpath, both power and phase calibration are needed before test-
ing, which is more demanding than the PFS method in terms of calibration
complexity. It was shown in [24] that both power and phase calibration can
be achieved at high accuracy for traditional user equipment (UE) OTA test-
ing. However, for the upcoming fifth-generation (5G) communication sys-
tems [25–28], the phase calibration could be difficult to achieve for base sta-
tion (BS) OTA testing due to the non-linearity of radio frequency (RF) com-
ponents, e.g. switches and power amplifiers, at high frequency band, and
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the increased number of OTA probes. Nonetheless, the hardware resources
required for the PFS and the PWS method are identical for testing the same
DUT.
3 Space-Time Correlation Function Analysis
In this section, we derive the cluster-wise STCF of the emulated channels for
the PFS and the PWS method in comparison to that of the target channel
model. It is straightforward to extend the derived cluster-wise STCF for the
whole channel with multiple clusters due to channel linearity. In order to
focus on the channel properties, both the Tx and the Rx antennas are assumed
to be isotropic, i.e. ‖FTxs ‖ = ‖FRxu ‖ = 1. We further assume the target channel
can be perfectly emulated by the PFS and the PWS method in the test area.
There exists a power weight vector gn with n ∈ [1, N] for the PFS method
that yields
ρ̂u1,u2 = ρu1,u2 , (D.16)
for all (u1, u2) DUT antenna pairs with u1 ∈ [1, U] and u2 ∈ [1, U]. Similarly,
there exists a complex weight vector wn,m with n ∈ [1, N] and m ∈ [1, M] for





k ) · wn,m,k = F
Rx
u (φn,m), (D.17)
for all U DUT antennas. This assumption can be approximately achieved
when the number of OTA probes is sufficient to support the desired test area
size with respect to an acceptable emulation error, e.g. within 0.2 in deviation
from the target SCF [7].
3.1 The STCF for the Target Channel Model
Using the property of the i.i.d. random initial phase Φn,m in (D.4), the STCF
for the nth cluster of the target channel can be derived as
R(u1, s1, t1; u2, s2, t2) =
1
β0












∗ exp(j2πϑn,mt1) exp(j2πϑn,mt2)∗, (D.18)
where β0 = Pn is the normalization factor to force R(u1, s1, t1; u2, s2, t2) = 1
when u1 = u2, s1 = s2, and t1 = t2. The derivation for (D.18) is similar to
that given in Appendix A, and thus omitted here.
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3.2 The STCF for the PFS Method
Using the property of the i.i.d. random initial phase Φn,m,k in (D.10), the
STCF for the nth cluster of the emulated channel with the PFS method can
be derived as































where β̂PFS0 = Pn is the normalization factor. The derivation for (D.22) is
similar to that given in Appendix B, and therefore omitted here. Using the
equality in (D.16), (D.22) is recast to
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By comparing the SCF and TCF for the target channel, i.e. (D.19) to (D.21),
with those for the emulated channel with the PFS method, i.e. (D.24) to
(D.26), it can be seen the channel second-order characteristics are very well
reproduced in each domain separately. However, in the joint domain, the tar-
get STCF in (D.18) is different from the emulated STCF in (D.23). Actually, it
can be observed the emulated STCF has the Kronecker structure [29] between
the joint AoD-Doppler domain and the AoA domain, i.e.
R̂PFS(u1, s1, t1; u2, s2, t2) = R̂PFS(s1, t1; s2, t2) · R̂PFS(u1; u2), (D.27)
where R̂(s1, t1; s2, t2) is obtained by setting u1 = u2 in (D.23). Since the corre-
lation function and the power spectrum are Fourier transform pairs in their
respective domains [20], the Kronecker structure of the STCF indicates that
the power AoD-Doppler spectrum is independent to the power AoA spec-
trum cluster-wise for the channel emulated with the PFS method. More
intuitively, the same power AoD-Doppler spectrum would be seen by the
DUT irrespective of the AoA within each cluster. Note this property is differ-
ent from the general definition of the target channel model except the target
channel model is set so specifically.
3.3 The STCF for the PWS Method
Using the property of the i.i.d. random initial phase Φn,m in (D.15), the STCF


































































is the normalization factor. Using the equality in (D.17), we can obtain
R̂PWS(u1, s1, t1; u2, s2, t2) = R(u1, s1, t1; u2, s2, t2). (D.30)
Straightforwardly, the respective correlation functions in individual domains,
i.e. the SCF on the Tx/Rx side and the TCF, for the PWS method is the
same as that of the target channel as well, and thus omitted here to avoid
redundancy.
4 Emulation Accuracy Comparison
As mentioned in Section 2, reproducing the spatial profile on the Rx side is
the goal for the MPAC based methods, since the other channel properties can
be realized in the CE as in conducted testing. In this section, we first show
the emulation accuracy of the PWS method in terms of relative field error
(RFE). Then, we compare the emulated SCF on the Rx side between the PFS
and the PWS method. The power spectrum in the joint AoD-AoA domain is
lastly given to show the Kronecker structure of the emulated channel with
the PFS method.
An MPAC setup with K = 16 OTA probes evenly located on the OTA ring
is used for the simulation throughout this section, as shown in Fig. D.2. The
test area is set to 1.6λ in diameter, where λ denotes the wavelength at carrier
frequency.
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Fig. D.2: The OTA probe configuration for the simulation in Section 4. “Best case” denotes the
impinging angle at 0◦, and “Worst case” the impinging angle at 11.25◦.
4.1 RFE for the PWS Method
The target channel is set to a single plane wave with AoA φ0. It is natural
to see the target plane wave being well emulated when its AoA is aligned
to any OTA probe, so we present two cases here to check the emulation
accuracy of the PWS method, namely the best case and the worst case, as
shown in Fig. D.2. In the best case, φ0 is set to 0◦ at which angle there locates
an OTA probe. In the worst case, φ0 is set to 11.25◦ which is the direction in
the middle of two adjacent OTA probes.
The target and the emulated field are evaluated in the local area of size
2.4λ× 2.4λ containing the test area. For any arbitrary location q in this local









where rq is the vector of coordinates for location q. e(φ0) is the unit vector













where wk is obtained through solving (D.13) with φn,m = φ0 and wn,m,k =
wk for the single plane wave. The magnitude and the phase of Fq(φ0) and
F̂q(φ0) for the best and the worst case are shown in Fig. D.3. The white circle
represents the boundary of the test area with a diameter of 1.6λ. To tell the
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difference between the target and the emulated field, the RFE is used as an
indicator of deviation, and is calculated as
εq = 10 · log10
∥∥Fq(φ0)− F̂q(φ0)∥∥2∥∥Fq(φ0)∥∥2 . (D.33)
Fig. D.4 shows the RFE in the region containing the test area in xy plane.
The white circle indicates the boundary of the test area. Although we can see
the RFE increases outside the test area in the worst case, the RFE within the
test area is always low, i.e. up to −25 dB, for both cases. Therefore, the PWS
method is capable of reproducing plane waves impinging from any angle
with high emulation accuracy.
4.2 SCF on the Rx Side under Different Cluster Angular
Spreads
The target channel model is changed to a single cluster with different cluster
angular spreads of arrival (CASA), i.e. from 5◦ to 35◦ with 5◦ steps. The
cluster is generated with its power AoA spectrum following the Laplacian
distribution [1, 14]. The total power of the cluster is set to 1. In total, 20
subpaths are generated in the cluster with equal power, i.e. 0.05 each, but
non-uniform AoAs as in [14, Table 4-1]. Similar to Subsection 4.1, the discus-
sion is also split into the best and the worst case. The cluster mean AoA φ̄0
is set to 0◦ and 11.25◦ for the best and the worst case, respectively. The target
power spectrum in the AoA domain with 5◦ CASA for both cases is shown
as an example in Fig. D.5. A shift in the cluster mean AoA can be observed
between the best case and the worst case.
The power weights for the PFS method and the complex weights for the
PWS method are solved with the cost functions given in (D.9) and (D.13),
respectively. The SCFs on the Rx side for the emulated channels with the PFS
and the PWS method are then calculated with (D.22) and (D.28), respectively,
with s1 = s2 and t1 = t2. The results are shown in Fig. D.6. It can be
observed that the SCF for the PWS method follows the target one almost
perfectly for an antenna separation up to 1.6λ for all CASAs in both cases.
It is because the PWS method is capable of reproducing a plane wave from
arbitrary directions in the test area with a sufficient number of OTA probes
as illustrated in Subsection 4.1.
As mentioned in the introduction, the PFS and the PWS method are usu-
ally considered to be equal in emulation accuracy [7, 17]. However, it can be
observed in Fig. D.6 the deviation in SCF for the PFS method is always larger
than that for the PWS method. For both the best and the worst case, the devi-
ation decreases with the increase of CASAs, which shows the PFS method is
poor at reproducing clusters with small angular spreads. This is more obvi-
ous in the worst case as the deviation occurs at a smaller antenna separation.
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Fig. D.3: The magnitude and the phase of the target and the emulated field of a single plane
wave for (a) the best case, i.e. φ0 = 0◦, and (b) the worst case, i.e. φ0 = 11.25◦ in the local




































Fig. D.4: RFE calculated in the local area containing the test area for (left) the best case, i.e.
φ0 = 0◦, and (right) the worst case, i.e. φ0 = 11.25◦. White circle denotes the boundary of the
test area which is 1.6λ in diameter.

































Fig. D.5: Target power spectrum in the AoA domain consisting of 20 subpaths generated accord-
ing to the standards with 5◦ CASA for (top) the best case, i.e. φ̄0 = 0◦, and (bottom) the worst
case, i.e. φ̄0 = 11.25◦.
When the CASA is very small compared to the angular separation of adjacent
OTA probes, e.g. CASA = 5◦ and 10◦ compared to the 22.5◦ OTA probe sep-
aration, the cluster becomes very specular in angular domain. If the specular
cluster comes in the direction where there is no OTA probe as in the worst
case, the PFS method cannot reproduce it, and the deviation of the SCF is
significant even at a small antenna separation as seen in Fig. D.6(b). Recall
that the supported test area size is usually determined on the largest antenna
separation with respect to an acceptable deviation level in SCF. Therefore, the
PWS method supports a larger test area than the PFS method with the same
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Fig. D.6: The SCF on the Rx side for (a) the best case, i.e. φ̄0 = 0◦, and (b) the worst case, i.e.
φ̄0 = 11.25◦, for the target and the emulated channels with the PFS and the PWS method at
different CASAs, respectively.
MPAC setup, especially at small CASAs. Note that the results presented in
Fig. D.6 are consistent with those reported in [7, 17], where channel models
with large CASAs (i.e. 35◦) were investigated.
Nonetheless, the SCFs for both methods well follow the target at large
CASAs, e.g. 30◦ and 35◦. Therefore, the emulation accuracy can be con-
sidered the same for cases such as UE testing where the CASA is large due
to surrounding rich scatterers. However, for cases like BS testing where the
CASA is small, e.g. 2◦ and 5◦ as for SCME Urban Micro-cell (UMi) and Ur-
ban Macro-cell (UMa) scenario respectively [13], the two methods shall not
be considered the same in terms of emulation accuracy.
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4.3 Power Spectrum in Joint AoD-AoA Domain
The target channel is set to a single cluster. The cluster angular spread of
departure (CASD) is set to 5◦, and the CASA is set to 35◦ in accordance
with the SCME UMi scenario [13]. The cluster mean AoA is set to 0◦ which
corresponds to the best case in Fig. D.6. The cluster mean AoD is also set to
0◦. The AoD and the AoA of subpaths are randomly paired to each other. The
Tx antenna array is set to a ULA of 4 isotropic antenna elements with 0.5λ
element spacing (i.e. 1.5λ in array aperture). The Rx antenna array is set to a
ULA with 33 isotropic antenna elements with 0.05λ element spacing (i.e. 1.6λ
in array aperture). The broadsides of the Tx and the Rx array are aligned to 0◦
for the AoD and the AoA domain, respectively. This simulation setting leads
to a fair comparison of the emulated channels between the PFS and the PWS
method because both methods are capable of emulating the target channel in
the test area of size 1.6λ with low errors as observed in Fig. D.6. The true
power AoD-AoA spectrum is shown in Fig. D.7 as a reference. However, it
is not observable unless we have an infinite large array aperture on both Tx
and Rx side.















True Power AoD-AoA Spectrum
Fig. D.7: True power spectrum of 20 subpaths in the joint AoD-AoA domain generated as the
target channel for emulating with the PFS and the PWS method.
Alternatively, the power AoD-AoA spectrum is estimated with the Bartlett
beamforming and the multiple signal classification (MUSIC) algorithm [30].
As the input for the Bartlett beamforming and the MUSIC algorithm, the joint
Tx-Rx spatial correlation function is obtained from (D.18), (D.22), and (D.28)
with t1 = t2 for the target channel, the PFS method, and the PWS method,
respectively.
The estimated power AoD-AoA spectra from the Bartlett beamforming
are shown in the upper row in Fig. D.8. Due to the small array aperture con-
fined in the test area, the angular resolution of the Bartlett beamforming is
limited. However, we can see that the estimated power AoD-AoA spectrum
for the PWS method is more consistent with that for the target channel com-
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pared to the PFS method. The MUSIC algorithm is further applied to obtain
the power AoD-AoA spectra with a finer angular resolution, as shown in the
lower row in Fig. D.8. We can see the estimated power AoD-AoA spectrum
of the target channel is more similar to the true one shown in Fig. D.7. How-
ever, since the high-resolution MUSIC algorithm is sensitive to emulation
errors, the sidelobes in the power AoD-AoA spectrum for the PWS method
are higher than those for the target channel. In addition, the Kronecker struc-
ture of the power AoD-AoA spectrum for the PFS method can be clearly seen
from both the Bartlett beamforming and the MUSIC results, which is consis-
tent with the correlation function analysis given in Subsection 3.2.
Fig. D.9 shows the marginal power AoD spectra and the marginal power
AoA spectra obtained from the Bartlett beamforming results given in Fig. D.8.
It shows although the power spectra in the joint AoD-AoA domain is different
between the two methods, the marginal power spectra are still the same in
both domains as expected. Note the marginal power spectra of the MUSIC
results are not shown due to the pseudo-spectrum of the MUSIC algorithm.
It was discussed in the literature [31, 32] that the Kronecker model usually
underestimates the channel capacity, especially when the spatial correlation
at either Tx side or Rx side is high. Therefore, when single cluster channel
models are used during performance testing, the underlying channel capacity
is supposed to be underestimated. However, for multi-cluster channel mod-
els, since the Kronecker structure only appears within the cluster, the AoDs
and the AoAs are still dependent between different clusters from the whole
channel point of view. In [33, 34], it was shown experimentally the difference
between the target channel and the emulated channel with the PFS method
is negligible in terms of capacity with small arrays, e.g. 2× 2 or 4× 2 MIMO.
In [17], similar results were observed experimentally in terms of throughput.
We postulate the difference is more pronounced for massive MIMO systems
due to their higher angular resolution.
5 Conclusions
In this paper, two channel emulation methods for MIMO OTA testing with
the MPAC setup, i.e. the PFS and the PWS method, are reviewed. The stan-
dard channel model, i.e. the GSCM, is used as the target channel model in
this study. The signal models of the emulated channels for the two meth-
ods are given. Moreover, the STCF is derived for both methods. It shows
the STCF for the PWS method is consistent with that of the target channel,
whereas the STCF for the PFS method is Kronecker structured cluster-wise
between the joint AoD-Doppler domain and the AoA domain. The corre-
lation functions in the respective AoD, AoA, and Doppler domain are also


































































































































































































































































































Fig. D.9: The normalized marginal power spectra calculated from the Bartlett power spectrum
estimated in Fig. D.8 in (top) the AoA domain, and (bottom) the AoD domain.
target channel.
Simulation is further conducted for both methods with an MPAC setup of
16 OTA probes evenly located on the OTA ring. The SCFs on the Rx side are
calculated for the target channel, the PFS method, and the PWS method at
different CASAs ranging from 5◦ to 35◦ with 5◦ steps. It shows both methods
are capable of reproducing clusters of large CASAs, e.g. from 20◦ to 35◦, for
a test area of 1.6λ in size with an acceptable error. However, for a smaller
CASA, only the SCF for the PWS method still maintains a good match to the
target SCF. The SCF for the PFS method starts to deviate from the target SCF
at a small antenna separation, especially when there is no OTA probe located
in the direction of the target cluster mean AoA. This difference between the
PFS and the PWS method might not be observable for UE-type DUTs due
to the large CASA of 35◦ according to SCME model, but it could be severe
for BS-type DUTs. Therefore, it is suggested to remap the target cluster mean
AoA to its closest OTA probe to achieve a better emulation accuracy for small
CASAs with the PFS method.
The power spectrum in joint AoD-AoA domain is also estimated with the
Bartlett beamforming and the MUSIC algorithm for the emulated channels
with both methods. A good match can be seen between the estimated power
spectrum for the PWS method and the target one. The Kronecker structure
of the emulated cluster-wise channel with the PFS method is also observed
from the estimated power spectrum. This channel property shall be noted
when the target channel model is a single cluster model for performance
testing. Although this channel property did not seem to cause huge impact
111
Paper D.
on UE OTA testing in terms of throughput in the literature, it might be more
significant for massive MIMO systems with higher angular resolution.
Finally, the PWS method is more demanding than the PFS method in
terms of calibration efforts, but in return, the emulation accuracy of the PWS
method is better.
A Derivation of (D.7)
Note that
∥∥FTxs ∥∥ = 1 is assumed when calculating gn,k to leave out the effect































∗} = {1 when m = m′
0 when m 6= m′
, (D.35)










by taking only the terms with m = m′ into account.
B Derivation of (D.8)
As mentioned in Appendix A,
∥∥FTxs ∥∥ = 1 is assumed when calculating gn,k
to leave out the effect of Tx antenna pattern on spatial correlation. Inserting
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by taking only the terms with m = m′ and k = k′ into account.
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1. Introduction
Abstract
Multiple-input multiple-output (MIMO) over-the-air (OTA) testing is a standard-
ized procedure to evaluate the performance of MIMO-capable devices such as mobile
phones and laptops. With the growth of the vehicle-to-everything (V2X) service, the
need for vehicular communication testing is expected to increase significantly. The
so-called multi-probe anechoic chamber (MPAC) setup is standardized for MIMO
OTA testing. Typically, a test zone of 0.85 wavelength in diameter can be achieved
with an 8-probe MPAC setup, which can encompass device-under-test (DUT) of
small form factors. However, a test zone of this size may not be large enough to
encompass DUTs such as cars. In this paper, the sufficient number of OTA probes
for the MPAC setup for car testing is investigated with respect to the emulation ac-
curacy. Our investigation shows that the effective antenna distance of the DUT is
more critical than its physical dimensions to determine the required number of OTA
probes. In addition, throughput measurements are performed under the standard
SCME UMa and UMi channel models with the 8-probe MPAC setup and the wire-
less cable setup, i.e. another standardized testing setup. The results show reasonably
good agreement between the two setups for MIMO OTA testing with cars under the
standard channel models.
1 Introduction
1.1 Background of MIMO OTA Testing
Virtual drive testing (VDT) refers to evaluating the radio performance of
wireless devices in laboratory environments [1]. Compared to unpredictable
and expensive field trials in open environment, it allows for testing in more
controllable and reproducible conditions. Within the context of VDT, multiple-
input multiple-output (MIMO) over-the-air (OTA) testing is a standardized
procedure to perform testing for MIMO-capable devices. It helps the man-
ufacturers identify potential design flaws and production defects during the
early-stage prototyping, mid-term refinement, and final massive roll-out.
Basically, three main types of MIMO OTA testing setups are defined in the
standard [1], namely the multi-probe anechoic chamber (MPAC) setup, the
wireless cable setup, and the reverberation chamber (RC) setup. The purpose
of MIMO OTA testing is to evaluate the radio performance of device-under-
test (DUT) under target propagation channels. Therefore, the key difference
between different testing setups, besides the cost in complexity and expense,
can be viewed in terms of the capability of emulating target channels.
The MPAC setup utilizes a channel emulator and a set of OTA probes to
emulate target channels. The challenge of the MPAC setup usually occurs
for emulating the target power angle spectrum (PAS) on the DUT side with
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OTA probes. The so-called test zone of an MPAC setup is defined as a ge-
ometric area where the target spatial correlation, i.e. the Fourier transform
of the PAS, on the DUT side can be well approximated. The size of the test
zone is determined mainly by the number of OTA probes with its diameter
approximately proportional to the number of OTA probes [2]. Another ter-
minology, namely the quiet zone, is also important to the MPAC setup, and
it is often used in antenna measurement. It is defined as the geometric area
where the field is homogeneous, and it is determined by the measurement
range and reflectivity level. Note that in this study we focus on the test zone
where channel spatial profiles can be controlled.
The wireless cable setup [3], also called the radiated two-stage (RTS)
setup, utilizes a channel emulator to emulate target channels. The princi-
ple of the wireless cable setup is similar to that of the conducted two-stage
setup except that the cable connections between the channel emulator output
ports and the DUT antenna ports are realized over the air, and hence the
name wireless cable. The quality of the realized wireless cable connections is
measured by the isolation level. An ill-conditioned transfer function between
the channel emulator output ports and the DUT antenna ports, e.g. in the
case where the DUT antennas are closely located, may limit the achievable
isolation level. In addition, the DUT antenna pattern is implemented numer-
ically in the channel emulator, so the wireless cable setup is not capable of
testing DUT with active antenna arrays. Therefore, the wireless cable setup
is not a true end-to-end testing method as the MPAC setup.
Finally, the RC setup utilizes a metallic cavity and stirrers to generate
isotropic spatial channels with Rayleigh fading due to the rich multipaths in
the RC [4, 5]. Therefore, it is not as capable of generating arbitrary channel
models as the MPAC and the wireless cable setup.
1.2 Problem Statement
Long term evolution for vehicles (LTE-V) has been proposed to embody
the vehicle-to-everything (V2X) service defined in the standardization group
3GPP [6]. With the LTE-V technology, it is expected to make road traffic
safer and more efficient. A key component to enable the V2X service is a
high-quality communication for vehicles. To assess the communication per-
formance of the LTE-V during design phase, LTE mobile phones connected
with external test antennas, e.g. shark-fin antennas, can be used to perform
the standard MIMO OTA testing.
Since shark-fin antennas are usually mounted on car roofs for a clear field
of view, potentially the roof also participates in the antenna radiation, which
leads to induced surface currents being distributed on it. In such cases, the ef-
fective antenna distance of the DUT can be larger than the physical distance
between the DUT antennas. However, depending on the specific radiation
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pattern of the DUT antennas, it is also possible that the induced surface cur-
rents concentrate only in the vicinity of the DUT antennas. Consequently, the
resulting effective antenna distance can be much smaller than the dimension
of the whole car, i.e. the upper bound of the effective antenna distance.
For the MPAC setup, it is required that the underlying test zone is larger
than the effective antenna distance. There is a strong need in the industry to
find out to which extent the presence of cars will affect the effective antenna
distance, or equivalently the required size of the test zone, since a smaller test
zone leads to a smaller number of required OTA probes and hence a lower
system cost of the MPAC setup. To the best of our knowledge, this is still
remained unknown in the literature.
1.3 State-of-the-art
The state-of-the-art on OTA testing for vehicles can be found for testing
methodology verification [7–12] and vehicular channel models [12–15], re-
spectively. In [7], an experiment with a car under a multi-probe setup in
an open area was performed, and it was found the coupling from the OTA
probes and the reflection and diffraction from cars are negligible, which veri-
fied the effectiveness of the quiet zone of the multi-probe setup for car testing.
In [8], antenna correlation on cars was investigated with 3 OTA probes, and
the measurements showed the similarity with the theoretical antenna corre-
lation to some extent. In [9], an isolation level of about 40 dB was achieved
experimentally for a wireless cable setup with 6 OTA probes in a radio-
frequency (RF) shielded room, which demonstrated the achievable quality
of wireless cable connections for cars. In [10], throughput measurements for
cars were performed in a semi-anechoic chamber, where the ground was not
covered by absorber, with a single OTA probe under single-path line-of-sight
(LoS) channels. In [11], a plane-wave generator (PWG) solution was reported
as an alternative for the compact antenna test range (CATR) setup [12] under
single-path LoS channels. In [13], discussion was given on the properties of
vehicular channels, and measurement-based path loss and shadowing mod-
els were proposed for vehicle-to-vehicle (V2V) communication in highway
and urban scenarios in [14, 15]. However, to the best of our knowledge, in-
vestigation on MIMO OTA testing for cars with the MPAC and the wireless
cable setup under the standardized channel models is still missing in the
literature.
1.4 Contribution
In this paper, the principles of the MPAC and the wireless cable method
for MIMO OTA testing are briefly revisited. Three DUT setups are used for
testing with supposedly different effective antenna distances. For the MPAC
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method, the sufficient number of OTA probes for different DUT setups is
synthetically investigated in terms of the emulation accuracy based on three
metrics, i.e. the average received power, branch power ratio, and antenna
correlation at the DUT side. For the wireless cable method, the isolation
level between connections is used to evaluate the emulation accuracy, and
the achieved values in the measurements are shown. Finally, throughput
measurements are performed with the two methods under standard channel
models, and comparison between the results is made.
The main contribution of the paper lies in the following aspects:
• The sufficient size of the test zone, or equivalently the sufficient number
of OTA probes, is synthetically investigated for cars with the MPAC
setup.
• Throughput measurements are performed for cars with the MPAC and
the wireless cable setup, and comparison between the results is pre-
sented.
The rest of the paper is structured as follows: Section 2 introduces the
principle of the MPAC and the wireless cable method for MIMO OTA test-
ing. The metrics to evaluate the emulation accuracy for the MPAC and the
wireless cable setup are also given in Section 2. Section 3 describes the mea-
surement campaign with the detailed setup and setting information. Section
4 presents the obtained values for the emulation accuracy metrics and the
measured throughput results. Section 5 concludes the paper.
2 Principle of OTA Methods
2.1 The Target Channel Model
In the current standard [1], the channel model mostly used for MIMO OTA
testing is the 3GPP Spatial Channel Model Extended (SCME) including Urban
Macro-cell (UMa) and Urban Micro-cell (Umi) scenarios [16]. The SCME
model belongs to the family of geometry-based stochastic channel models
(GSCM) [17–19]. Within the context of GSCMs, propagation channels are
modelled as the superposition of a number of propagation paths, and paths
having similar propagation parameters are further grouped into clusters to
lower the model complexity.
Given a MIMO communication system with S transmit (Tx) antennas and
U receive (Rx) antennas, the time-variant channel transfer function from the
sth Tx antenna to the uth Rx antenna can be expressed as [19]
hu,s(t, f ) =
N∑
n=1
hu,s,n(t, f ), (E.1)
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where t and f denote the time and the frequency, respectively. The subscript
n is the index of the cluster and N the total number of clusters. The contri-
bution of the nth cluster can be further expressed as















· exp(j2πυn,mt) · exp(−j2π f τn), (E.2)
where m is the index of the path of a cluster, and υn,m, θn,m, and φn,m denote
the Doppler frequency, the angle of arrival (AoA), and the angle of departure
(AoD) of the (n, m)th path, i.e. the mth path of the nth cluster, respectively.
M is the total number of paths in a cluster. Pn and τn are the power and
the delay of the nth cluster, respectively. The terms FVu,Rx(·) and FHu,Rx(·) are
the complex radiation pattern of the uth Rx antenna in the vertical (V) and
the horizontal (H) polarization, respectively. Similarly, FVs,Tx(·) and FHs,Tx(·)
are those of the sth Tx antenna in the V and the H polarization, respectively.
Furthermore, A is the polarization matrix which reads
A =
 exp (jΦVVn,m) √κ−1n,m exp (jΦVHn,m)√
κ−1n,m exp (jΦHVn,m) exp (jΦHHn,m)
 , (E.3)
where ΦVVn,m, ΦVHn,m, ΦHVn,m, and ΦHHn,m are the initial phases of the (n, m)th path
for the vertical-to-vertical (VV), the horizontal-to-vertical (HV), the vertical-
to-horizontal (VH), and the horizontal-to-horizontal (HH) polarizations, re-
spectively. Moreover, they are usually characterized as independent and
identical distributed (i.i.d.) random variables following the uniform distri-
bution over [0, 2π]. κn,m is the cross-polarization ratio (XPR) of the (n, m)th
path.
2.2 The MPAC Based Methods
2.2.1 Principle
The MPAC based methods generally include two specific methods called the
prefaded signals synthesis (PFS) and the plane wave synthesis (PWS), respec-
tively. The detailed emulation principle can be found in [2]. Here we briefly
describe that of the PFS method, which is more commonly used in practice
in the industry.
The PFS method is developed based on the wide-sense stationary un-
correlated scattering (WSSUS) assumption [20] for the target channel model.
Since the parameters of the target channel are time-invariant and the initial
phases of the (n, m)th path are i.i.d. random variables, the target channel
model fulfils the WSSUS assumption, with which the channel can be fully
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characterized by its second-order statistics, i.e. the correlation functions in
















Fig. E.1: The diagram of MIMO OTA testing with an MPAC setup. S is the number of Tx
antennas, and K is the number of dual-polarized OTA probes. Acronyms: channel emulator
(CE).
A typical MPAC setup is shown in Fig. E.1. For the downlink, test sig-
nals are sent from a radio communication tester, e.g. a base station emulator,
through coaxial cables to a channel emulator. The test signals are convolved
with the channel in the channel emulator so the prefaded signals are gener-
ated. Further, the signals are amplified and fed to the OTA probes. Finally,
the emulated channel complied with the target channel is generated in the
test zone to test the DUT. For the uplink, the uplink antenna picks up the
signal from the DUT and sends it back to the radio communication tester.
For an MPAC setup with K dual-polarized OTA probes, the fading se-
quences corresponding to the nth cluster fed to the kth OTA probe antenna
can be expressed as [2, 22]
















· exp(j2πυn,mt) · exp(−j2π f τn), (E.4)
















· exp(j2πυn,mt) · exp(−j2π f τn), (E.5)
for the V and the H polarization, respectively. In (E.4) and (E.5), gk,n with∑K
k=1 gk,n = 1 is the power weight applied at the kth OTA probe for the nth
cluster. Moreover, Ak is the polarization matrix for the kth OTA probe, which
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reads
Ak =
 exp (jΦVVn,m,k) √κ−1n,m exp (jΦVHn,m,k)√










n,m,k, similar to those in (E.3), are also
i.i.d. random variables following the uniform distribution over [0, 2π], re-
spectively. We can see in (E.4) and (E.5) that the parameter domains of the
target channel, i.e. the delay, Doppler frequency, AoD, and polarizations,
are implemented in the channel emulator and with the dual-polarized OTA
probes. Therefore, the core of the PFS method is to emulate the target PAS
on the DUT side, or alternatively its Fourier transform dual, the spatial cor-
relation on the DUT side by applying a proper set of gk,n. The set of gk,n can
be solved by minimizing the difference between the spatial correlation of the
emulated channel and that of the target channel through convex optimization
in the test zone [2]. The emulated channel for the nth cluster from the sth Tx






FVu,Rx(θk) · hVk,s,n(t, f ) + F
H
u,Rx(θk) · hHk,s,n(t, f )
}
, (E.7)
which shares the common second-order statistics with the target channel
hu,s,n(t, f ) [21].
2.2.2 Metrics of Emulation Accuracy for the MPAC Method
Given the DUT antenna radiation pattern, we can calculate metrics such as
the average received power, the branch power ratio, and the antenna correla-
tion at the DUT side under the target and the emulated channel, respectively,
to evaluate the emulation accuracy [22].
Taking a 2× 2 MIMO system for example, the average received power at









where Et{·} is the averaging operator over time t, | · | is the modulus operator,
and Hu,s(t, τ) is the time-variant channel impulse response in the delay τ
domain transformed from hu,s(t, f ) through inverse Fourier transform.
The branch power ratio between the two Rx antennas can be further cal-
culated as
∆P̄ =
∣∣10 log10(P̄1)− 10 log10(P̄2)∣∣ . (E.9)
125
Paper E.
Similarly, by replacing the target channel with the emulated channel in (E.8),
we can obtain the average received power and the branch power ratio for the
emulated channel.
The complex-valued antenna correlation between the two Rx antennas





























where corr(·, ·) denotes the Pearson correlation, and (·)∗ is the complex con-
jugate. Since the antenna gain pattern is the same between the two assumed
base station (BS) antennas [1], the antenna correlation between the Rx anten-
nas is irrelevant to the Tx antennas, i.e. ρ1 = ρ2.

















ŷ(t, f )H(t, f )
H(t, f )
W( f ) L( f )
K U
Fig. E.2: The block diagrams of the conducted testing method and the wireless cable method.
S and U are the number of Tx and Rx antennas, respectively. K is the number of OTA probes.
Acronyms: base station emulator (BSE), channel emulator (CE).
The wireless cable method is another way to replace the traditional con-
ducted testing method. The block diagrams of the conducted testing method
and the wireless cable method are shown in Fig. E.2. For the conducted
testing, the test signals x(t, f ) ∈ CS×1 are sent from a base station emula-
tor to the channel emulator via RF coaxial cables. After convolving with the
target channel H(t, f ) = {hu,s(t, f )} ∈ CU×S as in (E.1), the faded signals
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y(t, f ) ∈ CU×1 are forwarded to the DUT, again via cables. The signal model
for the conducted method can be written as
y(t, f ) = H(t, f ) · x(t, f ). (E.11)
For the wireless cable method, a weighting matrix W( f ) ∈ CK×S is gener-
ated in the channel emulator in addition to the target channel H. The signals
output from the channel emulator are first radiated via K OTA probes. The
signals then propagate over the air with a transfer function L( f ) ∈ CU×K.
Lastly they are received by the U DUT antennas. An RF shielded box is
used to exclude interference from the environment. The signal model for the
wireless cable method can be written as
ŷ(t, f ) = L( f ) ·W( f ) · H(t, f ) · x(t, f ). (E.12)
The weighting matrix W is designed so that L( f ) ·W( f ) approximates
an identity matrix IU ∈ CU×U , and hence ŷ approximates y. Note that
L( f ) and W( f ) are usually evaluated at center frequencies for narrowband
systems. If the transfer function L is known, W can be easily solved by the
least squares method. Note that K ≥ U is required, and it is a necessary but
insufficient condition to obtain a unique solution of W [3]. However, knowing
L requires that the DUT is able to report the transfer function, which is not
a common feature of current user terminals. Therefore, the transfer function
L is typically unavailable in practice. In this case, methods for determining
W with the average received power level, e.g. the reference signal received
power (RSRP) in LTE, have been developed [3].
2.3.2 Metrics of Emulation Accuracy for the Wireless Cable Method
Consider a 2 × 2 MIMO system with K = 4 OTA probes for example to
establish the wireless cable connections. Due to the maximum rank of the









with two degrees of freedom w1 and w2. The upper two rows in (E.13) are re-
sponsible for establishing the wireless cable connection to the first Rx antenna
on the DUT, and the lower two rows are for the connection to the second Rx
antenna. The proper weights w1 and w2 are found sequentially for the first
and the second wireless cable connection. To find the weight w1, the lower
two rows of W are set to zeros. The amplitude and phase of w1 are tuned,
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and the received signal power RSRP on the two Rx antennas are reported.










respectively, where RSRPu denotes the RSRP value at the uth Rx branch
with u = {1, 2}. The proper weight w1 is found when the isolation level
η1(w1) achieves its maximum. Similarly, the proper weight w2 for the second
wireless cable connection can be found when η2(w2) achieves its maximum
with the upper two rows of W set to zeros. The isolation level is used as a
metric to evaluate the quality of the wireless cable connections.
3 Measurement Campaign
3.1 Measurement Setup and Equipment
Photos of the measurement setup are given in Fig. E.3. The measurements
were performed in an anechoic chamber of dimensions 20.6 m× 11.8 m× 7.8 m.
In total, 8 dual-polarized OTA probes were evenly placed in the azimuth
plane on a circle of 5 m in radius (OTA ring). Two-element shark-fin an-
tennas were used as the DUT antennas, which were connected to a mobile
phone (UE) to perform throughput measurements. The OTA probes were
placed on the same hight of the DUT antennas at around 1.78 m above the
floor. The measurements with the MPAC and the wireless cable method were
both done with this setup. Table E.1 details the equipment specifications and
the measurement settings.
3.2 DUT antenna Setups
Three DUT setups are considered in the measurements, namely “Setup A”,
“Setup B”, and “Setup C”. In Setup A, a shark-fin antenna was mounted
on a 1 m× 1 m metal sheet. The shark-fin antenna consists of two antenna
elements with around 80 mm spacing, which forms a two-port system. In
Setup B, a shark-fin antenna of the same type was mounted on the roof of
a car (of dimensions 495 cm× 201 cm× 178 cm) at the regular position for
vehicle antennas. In Setup C, two shark-fin antennas were mounted on the
sides of the roof with around 81 cm spacing. In this setup, one element for
each shark-fin antenna was used so that still a two-port system was formed
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UE External antenna module
Vehicle interior (ceiling)
Fig. E.3: A photo of the OTA measurement Setup. (Top) the measurement car with 8 dual-
polarized OTA probes in the anechoic chamber; (bottom) the two-port external antenna module
connected to an LTE device for throughput measurements.
but with a larger element spacing compared to Setup B. Photos of the three
setups are given in Fig. E.4. The center of the antenna was aligned to the
center of the OTA ring in Setup A and B, while the geometry center of the
two antennas was aligned to the center of the OTA ring in Setup C.
The antenna radiation pattern was measured for all three DUT setups
in the same chamber, and the results are given in Fig. E.5. Higher gain is
observed in the V polarization for all setups, which indicates the measured
shark-fin antennas are vertically polarized. Moreover, the measured antenna
radiation pattern varies significantly among the three setups.
4 Measurement Results Analysis
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Table E.1: Equipment specifications and measurement settings.
Components Specifications and settings
Base Station
Emulator
• Model: Anritsu MT8820C.
• Reference channel: R.35 FDD [23].
• Frame structure: frequency division duplex.
• LTE frequency band: 1 (i.e. 2140 MHz).
• Channel bandwidth: 10 MHz.
• Transmission mode: 2× 2 open loop MIMO.
Channel
Emulator
• Model: Keysight PropSim F32.
• BS antenna: 2 co-located ±45◦ slanted
isotropic dipoles [1].
• Channel model: SCME UMa and UMi channel
model [16].
OTA Probes
• MPAC: 8 dual-polarized Vivaldi antennas
evenly distributed on the OTA ring.
• Wireless cable: 4 vertical-polarized antennas
out of the 8 dual-polarized Vivaldi antennas.
• OTA ring radius: 5 m.
DUT
• External antennas: Shark-fin antennas with 2
antenna elements under 3 setups as described in
Subsection 3.2. Element spacing: 80 mm.
• UE: Samsung Galaxy S4.
• Vehicle: Volvo XC 90.
Dimensions: 495 cm× 201 cm× 178 cm.
• Metal sheet: Dimensions: 1 m× 1 m.
4.1 Synthetic Evaluation of the Emulation Accuracy for the
MPAC Method
It is reported in the standard [1] that an 8-probe MPAC setup can support a
test zone of 0.85λ (about 12 cm at the testing frequency) in diameter for the
target channel model, i.e. the SCME UMa and UMi model. This size is big
enough to enclose one shark-fin antenna in our case. However, considering
the ground plane in Setup A and the car in Setup B and Setup C, on which
the induced surface current is distributed, the total size of the DUT including
the ground plane or the car can be larger than the test zone. Therefore, it is
necessary to verify the emulation accuracy under those conditions.
The three metrics discussed in Subsection 2.2.2, i.e. the average received
power, the branch power ratio, and the antenna correlation at the DUT side
were evaluated with the synthetic 8-probe (8P), 16-probe (16P), and 32-probe
(32P) MPAC setup [24] according to (E.8) to (E.10). Recall that the size of
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Fig. E.4: Photos of the three DUT setups.
the test zone is approximately proportional to the number of OTA probes
[2]. Therefore, the 8P, 16P, and 32P MPAC setups correspond to the test
zones of about 12 cm, 24 cm, and 48 cm in diameter at the testing frequency,
respectively, all of which are smaller than the maximum physical dimensions
of the three DUT setups in the measurements.
The values of the average received power and the branch power ratio
under the target and the emulated channel for the three DUT setups are
summarized in Table E.2. We can see that both the average received power
and the branch power ratio under the emulated channel are quite close to the
target values with a deviation up to around 1 dB, except for a deviation of
around 2 dB in the branch power ratio for Setup B under the UMa scenario
with the 8P MPAC setup.





















































































































































































































































































































































































































































































Fig. E.5: Measured antenna radiation pattern for (a) Setup A, (b) Setup B, and (c) Setup C.
in the complex plane in Fig. E.6 for the three DUT setups under the UMa and
the UMi scenario. The deviation |ρ− ρ̂| against the number of OTA probes
is further shown in Fig. E.7. For Setup A (supposedly with the smallest
effective antenna distance), the antenna correlation deviation is very small
for different numbers of OTA probes with a deviation of about 0.03 for the
8P MPAC setup under the UMi scenario. For Setup B (supposedly with a
133
Paper E.














































Fig. E.6: DUT antenna correlation for the target and the emulated channel under (left) the SCME
UMa scenario and (right) the SCME UMi scenario.
5 10 15 20 25 30 35













Fig. E.7: Difference of the DUT antenna correlation between the target and the emulated channel
under the UMa and UMi scenarios.
median effective antenna distance), the emulated antenna correlation poses a
deviation of about 0.2 with the 8P MPAC setup, but it approaches the target
with the 16P MPAC setup. This indicates that the 8P MPAC setup is not
capable of accurately emulating the target spatial profile on the DUT side
for Setup B. For Setup C (supposedly with the largest effective distance),
the antenna correlation deviation decreases significantly with the increase of
the number of OTA probes. This is expected since a larger number of OTA
probes results in a larger size of the test zone. However, similar to Setup B,
the 8P MPAC is not capable of accurately emulating the target spatial profile
on the DUT side for Setup C with an antenna correlation deviation of over
0.4 under the UMi scenario. Note that the three metrics under the 32P MPAC
setup are not shown for Setup A and Setup B since the antenna correlation
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deviation |ρ − ρ̂| is already very small (below 0.1) for these two cases with
the 8P and 16P MPAC setup, respectively (see Fig. E.7).
4.2 Verification for the Wireless Cable Method
In our measurements, the amplitude of w1 and w2 was fixed to unity, and
only their phase was tuned within the range [−200◦, 200◦] to establish the
wireless cable connections. The RSRPu with u = {1, 2} was recorded against
the phase of w1 and w2 as shown in Fig. E.8. The red and the magenta circles
denote the selected phase of w1 and w2 for the wireless cable connections
with the maximum isolation level, respectively. A lowest isolation level of
η2 = 6 dB was achieved for the wireless cable connection to the second Rx
antenna in Setup B, whereas a highest isolation level of η1 = 22.1 dB was
achieved for the connection to the first Rx antenna in Setup C. Note that in
the standard [1], an isolation level of 18 dB is recommended for wireless cable
connections; otherwise, interference from other wireless cable connections
may influence the measurement results. Therefore, the throughput results
for Setup A (η2 = 9.2 dB) and Setup B (η2 = 6 dB) might have suffered
from a relatively high interference in the measurements. The low isolation
that occurred in the measurements can be due to the phase-only tuning of
W instead of both amplitude and phase tuning for establishing the wireless
cable connections. Another possible cause is that the transfer function L was
ill-conditioned, as the low isolation occurred for the two similar DUT setups,
i.e. Setup A and Setup B, where the antenna element spacing is small.
4.3 Throughput Results Analysis
Throughput is a high-level metric which reflects the end-user experience di-
rectly. It is also used as a measure to check the validity of different OTA
methods [1]. In our case, the throughput performance is compared between
the MPAC and the wireless cable method. The throughput measurements
with the MPAC and the wireless cable method were done according to the
standard MIMO OTA testing procedure described in [1]. The measurement
results are shown in Fig. E.9.
For the UMa scenario (the solid curves), the throughput results are in
good agreement between the MPAC and the wireless cable method for Setup
B and Setup C. The result of Setup A with the wireless cable method prob-
ably indicates a failed measurement due to some practical issues during the
measurements, given the observation that the resulting throughput did not
reach 100% even with a significantly high signal power (i.e. with −75 dBm
RSRP). As mentioned in Appendix 4.1, the 8P MPAC setup is not capable
of accurately emulating the target channel for Setup B and Setup C. How-
ever, no significant difference in the measured throughput results between
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Fig. E.8: Wireless cable connection established for (a) Setup A with an isolation level of 17.2 dB
for the first Rx antenna and 9.2 dB for the second Rx antenna; (b) Setup B with an isolation
level of 14.3 dB for the first Rx antenna and 6 dB for the second Rx antenna; (c) Setup C with an
isolation level of 22.1 dB for the first Rx antenna and 19 dB for the second Rx antenna.
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Setup A, UMa WC
Setup A, UMa MPAC
Setup A, UMi WC
Setup A, UMi MPAC
Setup B, UMa WC
Setup B, UMa MPAC
Setup B, UMi WC
Setup B, UMi MPAC
Setup C, UMa WC
Setup C, UMa MPAC
Setup C, UMi WC
Setup C, UMi MPAC
Failed measurement
Fig. E.9: Measured relative throughput against RSRP for the three DUT setups with the MPAC
and the wireless cable (WC) method with 100% throughput corresponding to 35.424 Mbps.
the MPAC and the wireless cable method is observed. This is probably due
to the high antenna correlation at the BS side (i.e. 0.9 in magnitude) under
the UMa scenario, which leads to an ill-conditioned target MIMO channel,
and hence the throughput results are not sensitive to the antenna correlation
at the DUT side [24]. Therefore, even when the antenna correlation deviation
for the 8P MPAC setup is high (e.g. about 0.25 for Setup B, see Fig. E.7),
the emulation error is not reflected in the throughput results. Moreover, the
measured throughput results are very similar among the three DUT setups
for the same reason.
For the UMi scenario (the dashed curves), the throughput results are still
in reasonably good agreement between the MPAC and the wireless cable
method. Relatively large difference in the throughput results can be seen for
Setup B and Setup C between the MPAC and the wireless cable method (e.g.
with a difference up to 1.5 dB in RSRP for Setup B). In contrast to the UMa
scenario, the magnitude of the antenna correlation at the BS side is 0.01 for
the UMi scenario. Therefore, the throughput results are more dependent on
the antenna correlation at the DUT side. Consequently, the emulation error
of the 8P MPAC setup is more noticeable under the UMi scenario in terms of
the difference between the throughput results of the MPAC and the wireless
cable method. However, it is interesting to point out that with an emulation
deviation of around 0.4 in antenna correlation for Setup C under the UMi
scenario (see Fig. E.7), a relatively small difference of up to around 1 dB in
RSRP is observed between the MPAC and the wireless cable method. It was
found in [24] that antenna correlation deviation does not have a significant
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effect on throughput if the magnitudes of both the target and the emulated
antenna correlation are below 0.5 under the UMi scenario, which explains the
observation in our case.
Comparing the results between the UMa and the UMi scenarios, we can
also see that the required RSRP for the same throughput percentage under
the UMi scenario is always lower than that under the UMa scenario by about
5 dB for all three DUT setups, which indicates that a better throughput per-
formance was achieved under the UMi scenario. This complies with our
expectation due to the lower antenna correlation at the BS side for the UMi
scenario [1], which is beneficial for spatial multiplexing for MIMO systems,
and hence improves the throughput performance. Moreover, Setup C results
in the best throughput performance under the UMi scenario as expected since
the corresponding antenna correlation is the smallest among the three DUT
setups (see Fig. E.6).
In general, the difference in the throughput results between different DUT
setups for each scenario is small. This is caused jointly by the underlying
DUT antenna radiation pattern and the channel models. It can be inferred
that the throughput is not very sensitive to the DUT setups and their respec-
tive emulation error in our measurement. Other types of DUT antennas and
channel models can be considered to reflect more significantly their effect on
the throughput.
4.4 Discussion on the MPAC and the Wireless Cable Setup
for Car Testing
The MPAC setup is a true end-to-end MIMO OTA testing method. However,
it suffers from a high system cost with the increase of the required test zone
for large DUTs. As shown in Fig. E.7, a 32P MPAC setup may be just adequate
to emulate the target channel accurately, as for Setup C. The wireless cable
setup may result in a lower cost compared to the MPAC setup, since the
number of OTA probes for the wireless cable setup is not related to the size
of the DUT but the number of the DUT antennas. However, due to the two-
stage principle of the wireless cable setup, the DUT antenna radiation pattern
is numerically implemented in the channel emulator. Therefore, the wireless
cable setup is not for true end-to-end testing in principle. If DUT antenna
patterns are non-adaptive as in the measurements, the wireless cable setup
can approximate the true end-to-end testing. From the throughput results
shown in Fig. E.9, no significant difference in measured throughput between
the MPAC and the wireless cable setup has been observed (except for the
failed measurement). Therefore, the more cost-effective wireless cable setup





In this paper, the principles of two MIMO OTA testing methods, i.e. the
MPAC and the wireless cable method, have been briefly revisited. One key
question for performance testing for cars with the MPAC method is that to
which extent the presence of vehicles will affect the required size of the test
zone. Three DUT antenna setups are considered in the study, i.e. a two-
element shark-fin antenna mounted on a 1 m× 1 m ground plane (Setup A),
a two-element shark-fin antenna on a car roof (Setup B), and two shark-fin
antennas on the sides of the car roof with one element for each antenna being
used (Setup C). The effect of the large ground plane and the car is accounted
in the measured DUT antenna radiation pattern.
From the emulation accuracy point of view, different numbers of OTA
probes do not lead to much deviation in the resulting average received power
and branch power ratio with respect to the target values (with a deviation up
to around 1 dB). However, by the metric of the antenna correlation at the
DUT side, the target channels can be well emulated with the 8P MPAC setup
for the DUT Setup A, whereas more OTA probes (i.e. the 16P and the 32P
MPAC setups) are needed for the DUT Setup B and Setup C, respectively.
It can be inferred that the MPAC setup is capable of car testing but 16 or
32 OTA probes will be needed for a DUT antenna setup with large effective
antenna distances to maintain a high emulation accuracy.
Moreover, throughput measurements have been performed with the 8P
MPAC and the wireless cable setup under SCME UMa and UMi scenarios. A
better throughput performance has been observed under the UMi scenario as
expected. Except for the failed measurement, the throughput results from the
MPAC and the wireless cable method are in good agreement (with a differ-
ence up to 1.5 dB in RSRP for Setup B under the UMi scenario). Furthermore,
a better agreement is observed under the UMa scenario, due to the high an-
tenna correlation of 0.9 in magnitude at the BS side under the UMa scenario,
which results in an ill-conditioned MIMO channel. Hence the emulation
error with the 8P MPAC setup in the antenna correlation at the DUT side
does not affect the resulting throughput as much as it does under the UMi
scenario. Given the similarity of the throughput results between the MPAC
and the wireless cable setup, the more cost-effective wireless cable setup is
recommended for car testing with non-adaptive DUT antenna patterns.
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