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R¶esum¶e { Nous proposons une m¶ethode permettant sous certaines hypothµeses de diminuer la variance d'un estimateur optimal
sans d¶egrader son risque, en utilisant conjointement plusieurs estimateurs gra^ce µa une technique trµes simple pour arriver µa un
estimateur hybride pro¯tant du meilleur des deux. Cette m¶ethode peut s'appliquer dans de nombreux cas, typiquement µa des
estimateurs obtenus par r¶egression lin¶eaire.
Abstract { We present a method allowing under some hypothesis to decrease the variance of an optimal estimator without
causing damage to its risk, using many estimators jointly, thanks to a very basic technique leading to a hybrid estimator that
takes advantage of the best of them. This method can be applied in various ¯elds, typically on estimators that were obtained
using linear regressions.
1 Introduction
Soit X(t) un processus qui d¶epend d'un paramµetre fonc-
tionnel ®(t). L'estimation de ®(t) est un problµeme usuel
qui a de nombreuses applications en traitement du signal
et des images. Classiquement, le problµeme µa r¶esoudre s'ex-
prime comme la recherche d'un estimateur minimisant le
risque, c'est µa dire r¶ealisant le meilleur  compromis biais-
variance  : on parvient alors µa la solution optimale en
r¶esolvant l'¶equation biais2 ¼ variance [1] [2]. Cependant,
en ce qui concerne l'aspect visuel, la variance appara^³t
plus perturbante que le biais parce qu'elle introduit des
 fausses irr¶egularit¶es  que l'on peut confondre avec les
 vraies irr¶egularit¶es  propres µa ® [3]. A risque constant,
un estimateur ayant une variance plus faible est donc sou-
vent pr¶ef¶erable.
Nous proposons une m¶ethode g¶en¶erale permettant de
r¶eduire la variance d'un estimateur ®^2 sans augmenter son
risque, µa condition que l'on dispose d'un autre estimateur
®^1 et que certaines hypothµeses reliant les biais et variances
de ces deux estimateurs soient v¶eri¯¶ees. Cette technique
trµes simple ne n¶ecessite presque aucun calcul suppl¶emen-
taire une fois qu'®^1 et ®^2 ont ¶et¶e obtenus.
Une situation typique oµu notre m¶ethode s'applique est
la suivante : supposons que l'on connaisse un estimateur
®^1 qui est performant dans le cas oµu c'est bien le processus
X qui est observ¶e, mais fortement biais¶e quand c'est G ¢X
qui est observ¶e, oµu G est une constante. Pour ¶eliminer le
biais du^ µa G, on d¶e¯nit g¶en¶eralement un deuxiµeme esti-
mateur ®^2 calcul¶e via une r¶egression lin¶eaire sur plusieurs
¶echelles [4]. Cette technique ¶elimine bien le biais d¶etermi-
niste du^ µa G, mais souvent au prix d'une forte augmen-
tation de la variance. Nous disposons alors de deux esti-
mateurs dont le premier pr¶esente un fort biais mais une
petite variance, et le second possµede une grande variance.
La technique que nous proposons permet ici de garder le
 meilleur des deux mondes , c'est µa dire de diminuer la
variance de ®^2 tout en gardant son aspect optimal.
Nous pr¶esentons la m¶ethode dans un cadre g¶en¶eral dans
la section 2, et nous l'appliquons pour l'estimation de la
r¶egularit¶e locale d'un processus fractal dans la section 3.
Nous pensons que cette approche pourrait e^tre mise µa pro-
¯t dans divers cadres autres que celui de la r¶egression.
2 Principe
2.1 Hypothµeses
On cherche ici µa estimer une fonction ®, paramµetre d'un
processusX(t) = X®(t)(t) index¶e par t 2 I un intervalle de
R, µa partir d'un ¶echantillonnage sur N points. On suppose
que l'on dispose de deux estimateurs de cette fonction, ®^1
et ®^2, eux-me^mes param¶etr¶es par des r¶eels ±1 et ±2. Notons
alors :
B
(N)
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Posons les hypothµeses suivantes : Il existe des para-
mµetres ±1 et ±2 tels que :
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§¨ ¥¦H1 9R(N) ¡¡¡!N!1 0 tel que °°°R(N)i (±i)°°°1 · R(N)§¨ ¥¦H2 8t B(N)1 (±1; t) = B(N)1C +B(N)1V (±1; t)§¨ ¥¦H3 °°°B(N)1V (±1)°°°1 = o³B(N)1C ´§¨ ¥¦H4 °°°B(N)2 (±2)°°°1 = o³B(N)1C ´§¨ ¥¦H5 °°°V (N)1 (±1)°°°1 = o³°°°V (N)2 (±2)°°°1´
Nous disposons alors de deux estimateurs consistants
(H1) : le premier pr¶esente un biais en deux parties, dont
une qui est ind¶ependante de t et de ±1 (H2) et pr¶epond¶e-
rante (H3). Le second possµede un biais pas n¶ecessairement
ind¶ependant de t, mais dont la norme in¯nie est bien plus
faible (H4) alors que sa variance est beaucoup plus forte
(H5). Un cas typique oµu ces conditions sont v¶eri¯¶ees est ce-
lui oµu l'on observe non pas le processus X(t) mais G¢X(t),
oµu G est une constante d¶eterministe, mais inconnue. Le
biais du premier estimateur est du^ µa ce facteur d'¶echelle
et il est n¶ecessaire d'e®ectuer une r¶egression lin¶eaire pour
s'en a®ranchir et ainsi obtenir le second estimateur au prix
d'une augmentation de la variance.
Supposons de plus t 2 [0; 1] et que pour des valeurs suf-
¯samment ¶eloign¶ees en temps, les valeurs des estimateurs
soient ind¶ependantes (cette hypothµese peut e^tre a®aiblie
et remplac¶ee par une hypothµese sur la vitesse de d¶ecrois-
sance des corr¶elations) :
§¨ ¥¦H6 jt¡ t0j ¸ N ±i¡1 ) ®^i(±i; t) et ®^i(±i; t0)ind¶ependants
2.2 R¶esultat principal
Th¶eorµeme 2.1. Soit l'estimateur ®^ d¶e¯ni pour tout t
par :
§¨ ¥¦®^ (t) = ®^1 (t)¡ < ®^1 > + < ®^2 >
oµu < : > d¶esigne la moyenne temporelle :
< ®^i >=
1
N
NP
k=1
®^i (tk)
Soient B et V respectivement le biais et la variance de
®^. Alors, sous les hypothµeses H1 µa H6, on a :
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Ce nouvel estimateur cumule le meilleur des deux mondes :
son biais ne comporte plus la partie pr¶epond¶erante (constante)
du biais de ®^1, et dans le me^me temps sa variance reste
n¶egligeable par rapport µa celle de ®^2. La ¯gure 1 met en
¶evidence ce r¶esultat. On constate en outre que le second
estimateur n'est utilis¶e que dans l'unique but de faire dis-
para^³tre cette partie constante.
Fig. 1 { A partir de ®^1 et ®^2 (en haut), on construit ®^ (en
bas)
Le paramµetre ±¤1 du premier estimateur sera classique-
ment choisi de sorte qu'il r¶ealise le meilleur compromis
entre B
(N)
1V (±1)
2
et V
(N)
1 (±1). Il est important de noter
qu'en revanche, ±¤2 ne sera pas la valeur qui minimise
R
(N)
2 (±2), mais celle minimisantB
(N)
2 (±2)
2
+N (±2¡1)V (N)2 (±2).
3 Exemple d'application
3.1 D¶e¯nition d'un processus fractal µa par-
tir de ses coe±cients d'ondelettes
Pour illustrer le th¶eorµeme 2.1, nous d¶e¯nissons un pro-
cessus µa r¶egularit¶e prescrite par ses coe±cients d'onde-
lettes : ils sont ind¶ependants et d¶e¯nis en loi par :
cj;k Ã G ¢ N
³
0; ¾2j;k
´
; v.a gaussienne centr¶ee
pour tout j = 0 : : : n¡ 1; k = 0 : : : 2j ¡ 1
oµu ¾j;k = 2
¡j®(k2¡j); ®(t) = H(t) + 12 su±samment r¶eguliµere
et G > 0 est un facteur d'¶echelle d¶eterministe
Soit (tn1 ; : : : ; t
n
2n) un ¶echantillonnage de l'intervalle I =
[0; 1] sur N = 2n points. En tout point t = tnk , on consi-
dµere l'ensemble
©
cj;k(j;t); j = 0 : : : n¡ 1
ª
des coe±cients
d'ondelettes situ¶es  au dessus  de lui, avec k(j; t) =¥
(t+ 1)2j+1¡n
¦
(Pour une raison de simplicit¶e d'¶ecriture,
il sera simplement not¶e k par abus de notation).
Dans le but d'identi¯er la fonction ® nous d¶e¯nissons
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deux estimateurs :
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Le pr¶emoyennage s'e®ectue sur 2p+ 1 =
¥
2n±
¦
coe±cients
avec 0 < ± < 1 et la r¶egression sur les m derniers niveaux.
Gra^ce µa ce processus simple, µa voir comme un outil
permettant de mener des calculs explicites, nous pouvons
alors obtenir des ¶equivalents pr¶ecis pour les biais, variances,
et paramµetres optimaux de ces estimateurs, en fonction du
nombre de coe±cients N = 2n, de la largeur de l'intervalle
de pr¶emoyennage ajust¶ee par ±, de l'¶echelle j, du nombre
de niveaux de r¶egression m et de la valeur de la d¶eriv¶ee de
® en t, ¯j;k. Ces r¶esultats sont regroup¶es dans le tableau
suivant :
Il reste maintenant µa s'assurer que les hypothµeses du
th¶eorµeme 2.1 sont v¶eri¯¶ees : les deux estimateurs sont
consistants (H1), le biais de ®^1 est bien en deux parties
(H2) et la seconde partie en ¡ log2(G)j est pr¶epond¶erante
devant 2
¡j±
j dµes que G est di®¶erent de 1 (H3). En outre,
¶etant donn¶e qu'il n'y a pas de chevauchement pour des
points su±samment ¶eloign¶es en temps, on obtient (H6)
gra^ce µa l'ind¶ependance des coe±cients d'ondelettes.
Fig. 2 { ±1 choisi pour minimiser le risque standard de
®1 (±; j; t) (en haut), et ±2 pour minimiser le biais de ®2 (±;m; t)
(en bas)
En¯n, un r¶eglage optimal des paramµetres des deux esti-
mateurs va permettre de valider les deux derniµeres hypo-
thµeses. Pour ®^1, il faut choisir j le plus grand possible, soit
j = n¡ 1 et ±1 de sorte qu'il minimise le risque de l'esti-
mateur sans la partie constante du biais. Nous prendrons
donc ±1 = ±
¤
R1
(¯gure 2 µa gauche).
En ce qui concerne ®^2, il faut chercher µa minimiser
B
(N)
2 (±2)
2
+N (±2¡1)V (N)2 (±2). Or 8±2; N (±2¡1)V (N)2 (±2) =
O ¡N¡1¢, oµu ±2 n'appara^³t plus en puissance. Par cons¶e-
quent, la minimisation revient essentiellement µa minimiser
le biais, soit une r¶egression sur deux niveaux, et ±2 = ±
¤
B2
(¯gure 2 µa droite).
Comparons maintenant la variance de ce nouvel estima-
teur avec ses paramµetres optimaux ®^
¡
(±¤R1 ; n¡ 1); (±¤B2 ; 2)
¢
avec celle de ®^2
¡
±¤R2 ; 6
¢
, qui r¶ealise le meilleur compromis
sans cette m¶ethode, en se pla»cant dans le cas asympto-
tique :
V
¡¡
±¤R1 ; n¡ 1
¢
;
¡
±¤B2 ; 2
¢¢
= O
µ
2
¡n±¤R1
n2 + 2
¡n
¶
= O
µ
2
¡n±¤R1
n2
¶
et V2
¡
±¤R2 ; 6
¢
= O
³
2¡n±
¤
R2
´
On remarque que me^me si les taux exponentiels de conver-
gences asymptotiques optimaux sont les me^mes pour ®^ et
®^2, la pr¶esence du terme 1=n
2 assure de r¶eduire la va-
riance. De fait, ®^ donne de meilleurs r¶esultats  µa l'oeil 
que ®^2. Ceci est illustr¶e par la ¯gure 1, obtenue en im-
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pl¶ementant les trois estimateurs pour le processus d¶ecrit
ci-dessus ¶echantillonn¶e sur 216 points.
Notons par ailleurs que les paramµetres optimaux asymp-
totiques 4=5 et 2=3 ne sont atteint que pour des tailles de
signaux inaccessibles, de l'ordre de 2200. En pratique, ils
sont proches de 0:65 et 0:5 pour des valeurs  raison-
nables  des paramµetres, comme on le constate sur ¯gure
2 : celle ci repr¶esente les choix optimaux de ±1 et ±2 pour
un ¶echantillonnage sur 216 points et la fonction ® pr¶esen-
t¶ee sur la ¯gure 1.
La me^me principe a ¶et¶e appliqu¶e avec succµes sur des
mouvements Browniens multifractionnaires [4], oµu H(t)
est estim¶e soit par des oscillations, soit par des varia-
tions quadratiques g¶en¶eralis¶ees, et il est impl¶ement¶e dans
la bo^³te µa outils FracLab [5].
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