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ABSTRACT 
Stochastic models are one of the most common statistical methods for texture 
analysis. A useful subclass of the general statistical models known as Markov random fields 
(MRFs) are the so called Partially Ordered Markov Models (POMMs), which is a class of 
stochastic texture models that view a texture as the realization of a stationary random field 
which is completely defined by a set of conditional probability distributions. When POMMs 
are applied to the wavelet coefficients of self-similar images, they have useful characteristics 
that can be exploited for many kinds of image analysis such as synthesis, segmentation and 
classification. 
In this thesis, a genetic algorithm is used for POMM neighborhood selection. Genetic 
algorithms are perhaps the most widely used evolutionary algorithms. They are stochastic 
search methods that simulate the metaphor of natural biological evolution. These algorithms 
operate on a population of potential solutions applying the principle of survival of the fittest 
to produce better and better approximations (members) to a solution. An implementation of 
the genetic algorithm, which fully considers the characteristics of wavelet coefficients of 
self-similar data, is proposed for multiresolution POMM neighborhood selection. Solutions 
are encoded as binary strings and two measures (mutual information and mean-squares error) 
are used as fitness functions. When the genetic algorithm is applied to binary POMM images, 
the selected neighborhoods are consistent with the original neighborhoods used to generate 
the POMM images. 
POMM neighborhood selection is the first step for stochastic modeling, but the 
parameters derived from the GA can also be used in other applications such as classification. 
ix 
A supervised classification algorithm employing the k-nearest-neighbor decision rule is used 
on natural images. The result indicates that these parameters contain useful classification 
information. 
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CHAPTER 1 INTRODUCTION 
Texture is a crucial issue in many aspects of image processing such as image 
synthesis, segmentation and classification. In structural methods, textures are defined as the 
repetition of texels, which consist of a number of periodic or quasi-periodic patterns of 
pixels. If the textures appear random in nature, then stochastic models often work well to 
represent these textures [1]. In stochastic modeling, a texture is viewed as a realization of a 
random field, in which each pixel is treated as a random variable with a particular statistical 
relationship to the other pixels in the image. Markov random fields (MRFs) are popular 
stochastic models in which the spatial dependency among pixel values is specified in terms 
of the conditional probability distribution of a fixed neighborhood structure. A useful 
subclass of MRFs, called partially ordered Markov models (POMMs), has been developed 
recently. The primary advantage of POMMs is that the probability density function (pdf) can 
be written in closed form. Previous research has shown that POMMs can perform well in 
synthesis and classification of binary textures [2,3,4,5,16]. In a POMM, the conditional 
probability of one pixel depends only on the values of a relatively small adjacent 
neighborhood of pixels. Hence, before we can use POMMs for image processing, it is 
necessary to determine the POMM neighborhood structure. Finding an appropriate POMM 
neighborhood structure for an arbitrary image is the focus of this thesis. 
In this thesis, we con~ider a new class of POMMs which we refer to as 
Multiresolution POMMs. Multiresolution POMMs are used to analyze images in the wavelet 
transform domain. The advantage of this approach is derived from the characteristics of the 
wavelet transform [ 6]: 
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(1) The wavelet transform covers the entire frequency domain and provides a 
mathematically complete representation; 
(2) Correlations between features after transformation into the wavelet domain can be 
greatly reduced; 
(3) Adaptive pruning of a wavelet decomposition tree makes possible the reduction of 
computational complexity and the length of feature vectors. 
We consider POMM neighbor selection based on evolutionary computation. In 
particular we design · and analyze a genetic algorithm for the selection of multiresolution 
POMM neighborhoods. Genetic algorithms (GAs) were developed by John Holland in the 
1970's[12] and have received a great deal of attention over the past 30 years. Genetic 
algorithms simulate the process of evolution. Evolution is a powerful optimization strategy 
based on survival and reproduction, which can be simulated efficiently on modem 
computers, particularly on machines with parallel architectures. GAs are useful in modeling 
biological systems as well as complex adaptive systems. They are also used as a generic 
optimization technique. Unlike heuristic-based search algorithms, they do not require much 
detailed knowledge of the search space; although, if such knowledge is available, it can be 
exploited to improve performance. 
GAs implement a generalized search strategy similar to hill-climbing or simulated 
annealing [11]. Unlike these techniques, GAs maintain and manipulate a family, or 
population, of solutions and implement a "survival of the fittest" strategy in their search for 
better solutions. This approach is based on the fact.that members of the population tend to 
pass on their traits to their offspring. In general, the fittest members of any population tend to 
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reproduce and survive to the next generation, thus improving successive generations under 
particular conditions. 
Genetic algorithms are used widely for three reasons. First, they can solve difficult 
problems that could not be solved by conventional methods. Second, genetic algorithms are 
highly parallel so that can be implemented in parallel computers to reduce the computation 
time. Third, genetic algorithms can find good solutions for problems with many supposed to 
avoid local maxima, which makes them superior to deterministic methods such as greedy 
algorithms .. 
The remainder of this thesis is organized as follows. Chapter 2 gives some 
background information on PO:MMs and wavelet transforms, including the characteristics of 
multiresolution POMM neighborhoods. Chapter 3 describes in some detail the characteristics 
of a general genetic algorithm. In chapter 4 we derive a genetic algorithm for POMM 
neighborhood selection. Results of application of this algorithm are presented and discussed 
in chapter 5. Finally, we give a brief summary and conclusions in chapter 6. 
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CHAPTER 2 MULTIRESOLUTION STOCHASTIC 
MODELS FOR TEXTURE ANALYSIS 
Texture is a crucial issue in many aspects of image processing such as image 
synthesis, segmentation and classification. 
Methods which model textures based on periodic or quasi-periodic patterns or 
"texels" are called structural approaches [1]. A structural texel has certain invariant 
properties, such as a specified distribution of gray levels, orientation, or co-occurrence 
matrices. These properties provide some measures for discriminating textures and can be 
used in image analysis for regular textures. 
Statistical approaches deal with the textures with random patterns. They are more 
suitable for analyzing textures in natural scenes. Stochastic modeling is a statistical technique 
in which the texture is viewed as a realization of a random field, each random variable 
having a particular statistical relationship to the other random variables. This method is most 
useful when the texture appears noisy or when it lacks smooth visual features. 
Stochastic models can be classified into three main categories: parametric, non-
parametric and semi-parametric. A parametric model fits a function to various stochastic 
observations by adjusting a vector of parameters of that function. Thus observations are 
described completely by a function and its parameters through estimation. Non-parametric 
methods, on the other hand, seek to identify a model of the observations from a large class of 
functions that cannot be defined in terms of a small number of parameters. Semi-parametric 
models combine both parametric and non-parametric approaches. 
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2.1 Partially Ordered Markov Models (POMMs) 
2.1.1 Markov random fields (MRFs) 
Markov random fields (MRFs) are one of the most popular texture synthesis tools 
among stochastic modeling techniques since they incorporate spatial dependency of the data. 
A set N = {N x }.xEX is called a neighborhood system [2] on the set of sites X if and 
only if: 
1. Nx c X, \/xE X; 
2. x~ Nx,\/xE X; 
3. xE NY if and only if yE Nx, \/x,yE X. 
A random field {Ax }.xEX is called a Markov random field (MRF) with neighborhood 
system N if the conditional probability of Ax·· given the rest of the random variables depends 
only on the values in the neighborhood of x: 
P(Ax =ax IAY =ay,YE X,y;tx)=P(Ax =ax IAY =ay,YE NJ,\/xE X (2.1) 
General MRFs are often difficult to implement in practical applications due to the fact 
that an explicit expression for the joint pdfs is difficult or impossible to determine. 
2.1.2 Markov mesh model (MMM) 
The Markov mesh model (MMM) is a stochastic model introduced by Abend et. al. in 
1965 for use in image analysis. It is a useful subclass of MRFs that have an explicit 
expression for the joint probability of the random variables in terms of a conditional 
probability. It can be shown that the conditional probability of one r.v. given the rest .of the 
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r.v.s in the random field can be expressed in terms of r.v.s m a restricted or "local" 
neighborhood. 
A MMM is defined for a set of r.v.s on an M x N rectangular array as follows: 
1. Let Aii be a random variable at location (i,j) in the M x N grid with realization a;j. 
2. Let Xii = {ahk : 1::; h ::; i,1::; k ::; j} denote the ix j sub-array of the realization, and 
let A = X MN = {aii : 1 ::; i ::; M ,1 ::; j ::; N} be the entire set of MN realizations on the 
MxNarray. 
3. Let zij ={ahk :h<i,or,k<j}. 
The Markov mesh model assumes that the probability distribution of Aii conditioned 
on Zii is equal to the probability distribution of Aii conditioned on a limited set of neighbors 
immediately adjacent to Aii within the set Xii \ (i, j). For example, a third-order Markov 
mesh model satisfies 
(2.2) 
2.1.3 Partially Ordered Markov Models (POMMs) 
Partially ordered Markov models (POMMs) are a useful subclass of MR.Fs and a 
generalization of the MMMs by partial ordering. This means the underlying locations of r.v.s 
in a POMM need only follow a partial order. 
A set of elements X with a binary relation --< is said to have a partial order [2] with 
respect to --< if the following properties hold: 
1. x--< x, 'ifxE X (reflexivity); 
2. x--< y, y--< z x--< z (transitivity); 
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3. if x-< y and y -< x, then x = y (anti-symmetry). 
In this case, (X, -<) is called a partially ordered set, or a poset. 
Unlike a total ordering, where every pair of elements is related, partial ordering of a 
set is an order in which every pair of elements is not necessarily related. Hence, POMMs can 
be used to model data arranged on many types of arrays, such as rectangular, hexagonal and 
n-dimensional arrays, or for data that follow no regular spatial arrangement. This property is 
exploited in this thesis for multiresolution POMMs. 
The partially ordered Markov model is defined as follows [2]. Let BE A, where A is 
set of r.v.s and (A,-<)is its corresponding poset. Describe the set of r.v.s not related to B by 
YB = {C : Band C are not related}. Then (A,-<) is called a POMM if for any subset U B c YB, 
(2.3) 
where the cone of B (cone B) is defined as the set {CE X : C-< B, C =f:- B} for any BE X, and 
the adjacent lower neighbors of B ( adj -< B) are those elements CE cone B that are 
immediately adjacent to B in the sense that CE cone B, C ~adj-< B C-< D for 
some (DE adj -< B). For example, a fourth order POMM might have: 
(2.4) . 
The set relationship between the POMMs and other well-known models is: 
MMMscPOMMscMRFs. 
POMMs offer a computational advantage over Iv1RFs because the joint probability 
distribution can always be computed explicitly [2]. 
8 
2.2 Wavelet Transforms 
Many pure and applied areas of science and engineering have used wavelet 
transforms. The wavelet transform is a relatively new mathematical tool developed primarily 
since the middle of the 1980's. It is efficient for local analysis of nonstationary and transient 
signals. 
As with the short-time Fourier transform, the wavelet transform is a mapping of the 
signal to the joint time-scale domain. However, the Fourier transform and wavelet transform 
are different in some aspects. In a short-time Fourier transform, a single window is used for 
all frequencies; the resolution of the analysis is the same at all locations in the time-
frequency plane. With the wavelet transform, the data window size is allowed to vary. In 
order to isolate signal discontinuities, one would like to have some very short basis functions. 
At the same time, in order to obtain detailed frequency analysis, one would like to have some 
very long basis function. The wavelet transform provides multiresolution analysis by dilating 
and compressing the data window size. The high frequency analysis is done using narrow 
windows and the low frequency analysis is done using wide windows. Thus, wavelet analysis 
provides immediate access to information that can be obscured by other time-frequency 
methods such as Fourier analysis [6,7]. 
2.2.1 Discrete Wavelet Transform [9] 
Wavelets transform can be discretized by restricting the transform to a discrete set of 
scale and translation factors. The discrete wavelet transform (DWT) is a linear transform that 
decomposes signals using a complete set of functions (i.e., wavelets). In particular, the set of 
functions { l/1 m,Jx )} generally constitutes a real orthonormal ( orthogonal and normalized) 
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basis for the space of finite energy functions. The real orthonormal basis elements are 
obtained through translation and dilation of a kernel function lff(x) known as the mother 
wavelet, that is, 
(2.5) 
Using the orthonomal property, the wavelet coefficients of a signal f(x) can be easily 
· computed via 
(2.6) 
the corresponding synthesis formula, given by: 
(2.7) 
m,n 
· can be used to reconstructf(x) form its wavelet coefficients. 
A function related to the mother wavelet is the scaling function ¢,(x). We have 
(2.8) 
To construct the mother wavelet lff(x), we first determine the scaling function </J(x), which 
satisfies 
</J(x) = h(k )</J(2x - k) (2.9) 
m,n 
for some set of coefficients {h(k )} . The coefficients h(k) must meet sorr.ie conditions for the 
basis functions to be unique and orthonormal, and to have a certain degree of regularity. 
The wavelet kernel lff(x) is related to the scaling function by 
lff(x) = g(k )<fJ(2x- k), (2.10) 
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An L-level wavelet decomposition can be written as 
(2.11) 
where scaling coefficients cz+1 n and d1+1 n at scale l+ 1 are related to c1 n at scale l by: . ' ' . , 
Cz+I,n = L,Cz,kh(k-2n), 
k 
dz+I,n = L,Cz,kg(k-2n) 
k 
(2.12) 
(2.13) 
We can derive a recursive algorithm for synthesizing a function based on its coefficients: 
(2,14) 
n n 
lf/(t) corresponds to a prototype bandpass function and </J(t) corresponds to a lowpass 
function. In equation 2.2.7, l indexes the scale or resolution of analysis. The smaller the l, the 
higher the resolution. L+ 1 is the coarsest scale or lowest resolution. k indexes the spatial 
location· of analysis. For a wavelet lf/(t) centered at time zero and frequency / 0 , the wavelet 
coefficient d1,k measures the signal content around time 2j k and frequency 2-j f 0 • The 
scaling coefficient c1,k measures the local mean around time 2j k [6,8]. 
The wavelet transform decomposes a signal into a set of frequency channels that have 
narrow bandwidths in the lower frequency region. The decomposition is illustrated in Fig 2.1 
and Fig 2.2 [9]. 
l 
f 
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Fig 2.1 Discrete Wavelet Transform 
t 
• • 
• • 
• • • • 
• • • • • • • • 
Fig 2.2 Tiling of the time-frequency plane. 
Different row corresponds to different scale. 
2.2.2 2-dimemsional DWT [9] 
2-dimemsional wavelets can be constructed easily from 1-dimemsion If/ and <jJ • Set 
X = (x,y)E R2 , then 
</J(X) = </J(x )</J(y), 2-d scaling function (2.15) 
lf/HL (x) = lf/(x )¢(y) 
lf/LH (x) = ¢(x )lf/(Y) 
lf/HH (x) = lf/(x )lf/(Y) 
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If 'P = {lf/HL, lf/LH, lf/HH} is the set of 3 wavelets, then the set of functions 
forms an orthonormal basis. For every image we have 
f(X) = LU jo,kq?jo,k + L wj,k,Vflf/j,k 
k j> jo,k,VI 
where ujo,k = f J(x)¢jo,k(Xfl,X and wjo,k,Vf = f J(X)lf/j,k(XJJX. 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
(2.20) 
The wavelet decomposition can be interpreted as a signal passing through a set of 
independent spatially oriented frequency channels. The approximation of an image f(X) at a 
resolutionj is Ajf = ((J(X),¢j,k(x))L22 which can be interpreted as a low-pass filtering of 
f(X) followed by a uniform sampling at the rate 2 j • 
The details of an image are given by DJL f = ((J(X),lf/i;(x))L22 , 
horizontal high frequencies (vertical edges), Dt f the vertical high frequencies (horizontal 
edges), v;H f the high frequencies in both directions(the comers). The approximation and 
the details are illustrated in Fig 2.3 and Fig 2.4. 
Ii/Hf rJ;Hf d/Hf 
d/f Ajf d/Lf 
Ii/Hf Ii;Hf d/Hf 
Fig 2.3 Decomposition of Aj-If into 
Aif and details. 
2.2.3 Properties of wavelet transform [8] 
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AJ If;LJ 
DIHLf 
ri;,8) JY;Hf 
DILH f D~Hf 
Fig 2.4 Disposition of the details 
and approximation images of the 
wavelet representations. 
fu wavelet-based image processing, we process the image data by operating on its 
wavelet and scaling coefficients. The wavelet transform has several attractive properties that 
are useful for image processing [8]. 
1. Locality: each wavelet atom is localized simultaneously in time and frequency in the 
sense that the time-bandwidth product for all atoms is a sinall constant value. 
2. Multiresolution: wavelet atoms are compressed and dilated to analyze at a set of scales 
with different resolution. 
3. Compression: the wavelet transform of real-world signals tend to be sparse. 
These three are primary properties that are used widely in many applications. The 
locality and multiresolution properties together enable the wavelet transform to be efficient 
and useful for a wide range of signals. The compression property enables complicated signals 
to be represented using a small number of wavelet and scaling coefficients for compression 
purposes. As a result of these properties, statistical signal modeling based on wavelet domain 
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information 1s often more effective than classical time-domain or frequency-domain 
approaches. 
2.3 Multiresolution POMMs 
Wavelet-based stochastic models often view the wavelet transform as a "decorrelator" 
that makes each wavelet coefficient statistically independent of the other. However, the 
"decorrelator" is not ideal, which means that the wavelet transform cannot decorrelate all 
signals completely. There will often be a residual dependency structure remaining between 
the wavelet coefficients. However, in addition to the primary properties, the wavelet 
transform also possesses the following secondary properties [8]: 
1. Clustering: if a particular wavelet coefficient is large/small, then adjacent coefficients are 
very likely to be large/small also. However, this correlation generally decreases rapidly as 
the distance between coefficients within scale increases. 
2. Persistence: if a particular wavelet coefficient is large/small, then corresponding 
coefficients in adjacent scales are very likely to be large/small also. Again, this 
correlation generally decreases rapidly across scale. 
We call the two properties given above in-scale similarity and cross-scale similarity. 
These two properties can be exploited greatly in statistical modeling. In particular, they 
suggest that POMMs may be more effective on wavelet coefficients rather than on original 
image data. 
When POMMs are applied in the wavelet domain of an image, we call them 
multiresolution POMMs. They have several characteristics due to the characteristics of 
wavelet transform and POMMs themselves. 
15 
First, they are three-dimensional. This implies that each pixel in a certain scale will 
have adjacent neighbors within the same scale as well as preceding scales. 
Second, the in-scale and cross-scale neighborhoods tend to have small size. The rapid 
decorrelation of wavelet coefficients across time and scale is consistent with the results of 
several studies reported in the literature [8,9]. Due to this property we can use relatively 
small-sized neighborhood for POl\.1Ms. This can greatly reduce computation time in 
neighborhood searching. 
Third, the three subbands of wavelet coefficients are often assumed to be independent 
of each other for simplicity. Under this assumption, different subbands have different 
neighborhoods. 
Fourth, different in-scale neighborhoods have different size. This is due to the 
different size of texels in different scales. For example, if the size of a texel is 3 x 3 in one 
scale, the size of a texel will be 5x5 in the scale below. Hence the neighborhood should be 
extended as shown in Fig 2.5. 
(a) (b) 
Fig 2.5 Neighborhood expansion (a) Neighborhood in 
scale j; (b) Neighborhood in scale j-1 
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A crucial choice in POMMs is the selection of the neighborhood systems. The 
appropriate neighborhood for an image should consider the above four characteristics 
sufficiently. 
In this thesis, we assume explicitly that the original texture images to be analyzed are 
well modeled as self-similar random processes with stationary increments. These properties 
are often observed in natural images and are sufficient to guarantee that the wavelet 
coefficients will be stationary within scale, self-similar across scale, and will decorrelate 
rapidly across time and scale [22]. The existence of self-similarity in the original image data 
allows us to dramatically reduce the number of neighbors in a multiresolution POMM. We 
can use a relatively small number of neighbors within and cross scale to predict the value of a 
pixel. 
We also adopt the approach proposed in [8], in which the wavelet coefficients of a 
texture image are modeled using a hidden Markov tree (HMT) model. The HMT model 
adopted in [8] arises naturally from a decomposition of the original image with a dyadic 
orthonormal wavelet basis, and the Markov structure is imposed under the assumption that 
the wavelet coefficients are stationary and decorrelate rapidly across both time and scale. The 
HMT models employed here have the following two features: 
(1) The marginal probability of each coefficient is modeled as a mixture density with a 
hidden state variable. 
(2) Markovian dependencies exist between the hidden state variables and are described by 
a probabilistic tree that connects the state variables vertically across scale. HMT models 
for images have a quadtree structure, where each state variable connects to four wavelet 
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states below it. We call the state above a "parent" state and the states below "children" 
states. 
The HMT model is used to model the cross-scale similarity. Since the wavelet 
coefficients decorrelate rapidly across scale, we include only the parent of the central pixel as 
its cross-scale neighbor for simplicity. 
To model the in-scale similarity in the wavelet domain, the POMM neighborhood 
includes neighbors in the same scale as the central pixel. Since the wavelet coefficients 
decorrelate rapidly in scale, the neighborhood size tends to be small. 
The multiresolution POMM neighborhood structure adopted here is illustrated in Fig 
2.6. The neighbor from the preceding scale (the parent) is predetermined. The in-scale 
neighbors will be selected by a genetic algorithm, which is discussed in the following 2 
chapters. 
scale j 
orientation 
scale j-1 
Fig 2.6 Multiresolution POMM neighborhood. 
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CHAPTER 3 GENETIC ALGORITHMS 
Genetic algorithms(GAs) were developed by John Holland in the 1970's[12] and 
have received more attention over the past ten years. GAs are a generalized search strategy 
like hill-climbing and simulated annealing[ll]. Since the techniques of using GAs for 
optimization problems is new, relatively little is known about the types of problems on which 
they work best, the resources needed for best performance, and how well they work on 
particular types of problems. In this thesis, a genetic algorithm approach is used to tackle the 
problem of neighborhood selection for multiresolution POMM. 
3.1 Evolution Theory 
Evolution theory was proposed by Charles Darwin in 1859. He briefly defined the 
mechanism of natural selection as follows [23]: 
As many more individuals of each species are born than can possibly survive; and as, 
consequently, there is a frequently recurring struggle for existence, it follows that any 
being, if it vary however slightly in any manner profitable to itself, under the complex 
and sometimes varying conditions of life, will have a better chance of surviving, and 
thus be naturally selected. From the strong principle of inheritance, any selected 
variety will tend to propagate its new and modified form. (pp27) 
The evolutionary principle expressed by Darwin is briefly outlined in Fig 3.1. Note 
that the evolutionary process is a continual one; an adaptation achieved by mutation or 
crossover leads to enhanced reproductive ability, followed by further competition for the 
limited resources and further natural selection. Since each evolutionary stage builds on the 
Reproductive 
ability 
(Tendency for geometric 
increase in number) 
+ 
Environmental 
restrictions 
(Limited resources) 
Struggle for 
existence 
(Competition) 
+ 
Heritable 
variations 
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Fig 3.1 Evolution in nature 
Natural 
selection 
(Persistence of 
adaptive traits) 
+ 
Environmental 
changes 
Evolution 
(Differences in 
adaptation) 
one before, the process spirals in the direction of improved adaptation for any particular 
environment. 
3.2 An Overview of Genetic Algorithms 
Genetic algorithms simulate the process of evolution. They maintain and manipulate a 
family (population) of solutions for one particular problem and implement a "survival of the 
fittest" strategy in their search for better solutions. These approaches also employ a form of 
inheritance in which members pass on their traits to their offspring. In general, the fittest 
members of any population tend to reproduce and survive to the next generation, thus 
improving successive generations under particular conditions. 
Several definitions are used in this thesis [13,14,15]: members refer to individual 
solutions in the solutiqn space and population is a set of solutions (represented by members) 
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in one generation. The members used to make a new member are called parents and the 
resulting member is called a child or descendant. 
Three components are most important for a GA used for an optimization problem: 
1. A data structure that represents potential solutions to a problem. A particular instance 
of the data structure is a member. The values in the data structure are the member's genes. 
One or more members should represent the optimal solution. The data structure can 
represent anything - values of real parameters of a function, the connections and 
connection weights of a neural net, a game strategy or a computer program. 
2. A fitness function that evaluates members to indicate how close they are to the 
optimal solution. 
3. Genetic operators that generate new members based on other ones. These operations 
are often analogous to the mutation and crossover that happen during reproduction in 
biological creatures. Starting with any given members as parents, all members should be 
able to be generated by the repeated application of the genetic operators. 
Based on the above three components, we can construct a genetic algorithm with the 
following steps [14]: 
1. Generate a collection, called a population, of members using random values for their 
genes (initialization). 
2. Evaluate each member in the population using the fitness function. 
3. While some stopping condition has not been met: 
(a) Reproduce a new population from the old, biasing the selection of parents towards 
those that have higher fitness. 
(b) Apply genetic operators (crossover and mutation) to create a new population. 
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(c) Replace the old population with the new one. 
( d) Evaluate each member in the new population using the fitness function. 
One time through the loop described in step 3 is a generation. The random population 
with which the algorithm begins is considered generation 0. 
Fig 3.2 is the flow chart of a genetic algorithm. Each of the major steps is discussed 
in detail later. 
Problem Encoding 
fuitialization 
Calculation of 
Fitness 
Elitist Strategies 
Reproduction 
Crossover 
Mutation 
Generation+=l 
Fig 3.2 Flowchart of Genetic Algorithms 
Done 
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3.3 Details of Genetic Algorithms 
3.3.1 Problem Encoding 
This step generates a representation for the problem before a GA can be initialized. 
The representation should in some way contain information about the solution it represents. 
The most popular way of encoding is binary strings. Each member is represented by one 
binary string of bits O or 1. Each bit in this string can represent some characteristic of the 
solution (simulating a gene in members). Then the member will look like Fig 3.3. 
Memberl 001100101010001 
Member2 101010011000111 
Fig 3.3 An example of members represented by binary strings 
Binary encoding gives many possible members even with a small number of bits in 
• strings. But this encoding is often not natural for many problems and sometimes corrections 
must be made after crossover and mutation. Other methods, such as permutation encoding, 
value encoding and tree encoding, are also used corresponding to different problems. 
3.3.2 Initialization 
The initial population is randomly generated according to a uniform random 
distribution over the solution space. For example, each member of a population represented 
by binary strings is generated by setting each bit randomly to 1 or 0. 
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3.3.3 Calculation of Fitness 
The measure used to evaluate the members is called the fitness function. Ideally, it 
will be an accurate measure of how close the solution represented by this member is to the 
optimal one. The determination of an appropriate fitness function is frequently a difficult 
step. It depends totally on the problem itself. After the fitness function is determined, we can 
then calculate the fitness of each member. 
3.3.4 Elitist Strategies 
Elitists are those members with largest fitness value. When applying elitist strategies, 
we copy the elitists without genetic operations to the new population. The remainder of the 
new population is generated using a reproduction strategy, as discussed previously. 
When creating a new population using crossover and mutation, there is a high 
probability that the best members of the current population will be lost. Elitist strategies can 
greatly increase the performance of a GA by ensuring that best members are never lost from 
one generation to the next.· 
3.3.5 Reproduction 
Reproduction requires produces a pool of parents on which to apply genetic 
operations. How then to select parents? According to Darwin's evolution theory the best ones 
should survive and create new offspring. Members are selected from the population, possibly 
randomly, using a scheme that favors more fit members. There are many methods to select 
parents, for example, roulette wheel selection and rank selection. 
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Under roulette wheel selection, parents are selected in proportion to their relative 
fitness. Imagine placing all members in the population on a roulette wheel, each one 
occupying an area proportional to its fitness function, as illustrated in the Fig 3.4. A spin of 
the wheel is simulated by generating a random number uniformly distributed over an interval 
representing the circumference of the wheel. If the wheel stops in the region assigned to a 
particular member, that member is selected as a parent. In this manner, members with larger 
fitness will be selected more times. Fig 3.4 illustrates a 4-member Roulette wheel, in which 
the members have fitness values 0.1, 0.2, 0.3 and 0.4, respectively. We randomly generate a 
number in the range of [0, l]. If the random number is in [0, 0.1], then member 1 will be 
selected. If the random number is in (0.1, 0.3], then member 2 will be selected. If the random 
number is in (0.3, 0.6], then member 3 will be selected. Otherwise member 4 will be selected. 
Hence, the probabilities of the members being selected are 10%, 20%, 30%, 40%, 
respectively. 
Roulette wheel selection is problematic if the fitness of the members differs 
dramatically. For example, if the fitness of the best member is 90%, then the chance of other 
members being chosen is very small. 
10% 
20% 40% 
30% 
Fig 3.4 Roulette wheel for reproduction 
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Rank selection first ranks the population and then assigns each member a fitness 
according to the ranking. The worst will have fitness 1, second worst 2, etc, and the best will 
have fitness N (number of members in the population). This approach guarantees a more 
uniform distribution of selection probability. The disadvantage of this method is that it can 
lead to slower convergence, because very unfit members still reproduce relatively often. 
3.3.6 Crossover 
Crossover is the primary genetic operator. It selects genes from parent members and 
creates a new offspring. The simplest and most popular technique is single point crossover. 
That is, we randomly choose two parents from the pool and randomly choose a crossover· 
point. The parents swap the parts from the chosen crossover point to the end to create two 
new offspring, as illustrate·d in Fig 3.5. 
Parent 1 
Child 1 
1 0000000 i, 11 11 
Fig 3.5 Crossover 
Parent 2 
Crossover point 
Child 2 
1111111 looooo 
Standard crossover may not be applied to all selected pairs of members. If it is not 
applied, the children are just duplicated from their parents. If crossover repeats m times, the 
crossover rate is: 
(3.1) 
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3.3.7 Mutation 
After crossover is performed, mutation takes place. Mutation is the secondary genetic 
operator; however, since it is random in nature, it sometimes prevents all solutions in a 
population falling into a local optimum. Mutation is applied randomly to the new offspring. 
For binary encoding we can switch each bit in each member from 1 to O {or from Oto 1) with 
probability Pm, which is called the mutation rate. 
The mutation rate is generally very low. If, on the average, we change l bits in a n -
bit binary string, the mutation rate is 
3.3.8 Termination Criterion 
l 
Pm=-. 
n 
(3.2) 
We can monitor the best fitness value in the population in each generation and 
terminate the algorithm when the value no longer improves. Alternatively, we can simply 
terminate the algorithm after a fixed number of generations. This number depends wholly on 
the problem under consideration and the computation power available. 
Genetic algorithms are usually designed to deal with the problems that are· difficult to 
solve with other methods due to computational complexity or the existence of many local 
maxima. GAs do not always find the true optimal solution, but generally produce good 
answers with a reasonable computational burden. These advantages derive from the 
following properties: 
(1) Genetic algorithms search a population of points in parallel, not a single point. 
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(2) Genetic algorithms do not require derivative information or other auxiliary knowledge; 
only the fitness influences the directions of search. 
(3) Genetic algorithms can provide a number of potential_solutions to a given problem. 
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CHAPTER 4 GENETIC ALGORITHM IMPLEMENTATION 
In this chapter we will discuss the implementation of the genetic algorithm for 
neighborhood selection. The design and implementation issues of this algorithm include 
problem encoding, fitness function selection, reproduction scheme and parameter selection. 
A detailed pseudocode of the whole GA is given at the end of this chapter. 
4.1 Problem Statement 
The selection of POMM structures is the first step in PO:Ml\1 modeling of texture 
images. Three main problems will be solved in this algorithm: 
1. Find the orientation for the POMM. In this thesis, we consider a particular class in 
which all of the neighbors of a pixel are located in a single half-plane. The orientation 
of the half-plane is one of the parameters to be selected by the GA. 
2. Determine the number of neighbors. The number of neighbors should be large enough 
to represent the whole neighborhood structure yet . small enough for computational 
consideration. 
3. Determine the location of neighbors. Selecting the neighbors correctly will help us 
capture the characteristics of textures successfully. 
The following sections in this chapter focus mainly on how to solve these problems. 
4.2 Problem Encoding 
Multiresolution POMMs have several characteristics as mentioned in chapter 2. 
These characteristics will be considered carefully for problem encoding. 
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A multiresolution POMM neighborhood is three-dimemsional. The single cross-scale 
neighbor of a pixel is the parent from the coarser scale. In-scale neighbors are chosen from 
an n x n neighborhood around the central pixel. 
Since the in-scale neighborhood tends to be small, we search a neighborhood of size 
5x5 (or 7x7 if necessary). This results in 8 possible orientations (Fig 4.1) and 12 potential 
neighbors in each of the associated half-planes. 
8 
6 5 4 
Fig 4.1 Eight orientations 
in a 5x5 neighborhood 
We encode each member in the population using a binary string with 15 bits. The last 
3 bits represent the orientation of the half planes (000 is orientation 1, 001 is orientation 
2 ... 111 is orientation 8, see Fig 4.1) and the first 12 bits represents 12 pixels in the half 
plane. Each bit corresponds to a certain pixel in a particular half plane with some orientation 
(see Fig 4.2). If the value of a bit is 1, the pixel corresponding to that bit is selected as a 
neighbor. If the value of a bit is 0, it is not selected. For example, the binary string shown in 
Fig 4.3(a) corresponds to the neighborhood with orientation 4 and 5 neighbors (2,3,8,9,11), 
as shown in Fig 4.3(b ). 
11109 8 7 
12 4 3 2 6 
1 5 
(a) Orientation 1 
11 10 9 8 7 
12 4 3 2 
5 1 
6 
( c) Orientation 3 
11 10 9 
12 4 3 
5 1 
6 2 
7 8 
(e) Orientation 5 
11 
12 4 
5 1 
6 2 3 
7 8 9 10 
(g) Orientation 7 
30 
11 10 9 8 7 
12 4 3 2 6 
5 1 
(b) Orientation 2 
11 10 9 8 
12 4 3 
5 1 
6 2 
7 
(d) Orientation 4 
11 10 
12 4 
5 1 
6 2 3 
7 8 9 
(f) Orientation 6 
12 
5 1 
6 2 3 4 
7 8 9 10 11 
(h) Orientation 8 
Fig 4.2 Numbering system in 8 orientations 
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lol 111lolololol 1111011101011111 
(a) 
11 9 8 
3 
2 
(b) 
Fig 4.3 Encoding (a) a binary string 
(b) Corresponding neighborhood structure 
Notice that pixels in half planes with different orientation have different numbering 
systems. But in 2 half-planes with different orientations, the same number represents either 
the same locations of two pixels or the opposite ones. By doing so we preserve gene 
information during crossover. 
To initialize the algorithm, we select 20 members for each population. Each member 
is represented by a binary string of 15 bits, which are randomly initialized. In this manner, 
we set a population of 20 members with random orientations and a random number of 
neighbors. Experiments were also conducted with populations of size 30, 40 and 50, but the 
results produced with a population of size 20. This leads us to conclude that a population of 
size 20 is sufficient for our purposes. Accordingly, simulation results presented later in this 
thesis are based on a population of size 20. 
4.3 Fitness Functions 
After initialization we need to calculate the fitness for each member. Determination 
of a fitness function is always very difficult since it is totally problem-dependant. In this 
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thesis we investigates two measures as fitness functions: mutual information and mean 
squared error (MSE). 
4.3.1 Mutual Information 
The mutual information I(X; Y) for random variables X and Y is defined [17] as 
I(X;Y) = H(X)+ H(Y)-H(X ,Y) 
( ) [ p(x;, Y J ] = {:t f:'i p xi' y j log p(x; )p(y J 
(4.1) 
(4.2) 
where H(X),H(Y) are the entropy of Xand Yrespectively, and H(X,Y) is the joint 
entropy of X and Y . 
Mutual information can be interpreted as a measure of the dependence between Y and 
X [18]. When X and Yare independent, I(X;Y)=O. When Yis a function of X, then 
I(X;Y)=H(Y).Similarlyif Xis a function of Y,then I(X;Y)=H(X). 
We use mutual information as a measure the dependency of the central pixel on a 
particular neighborhood. For any neighborhood, we can compute the mutual information 
between the neighborhood and central pixel. For example, if the neighborhood has the 
structure given in Fig 4.4, where Xis the central pixel, the mutual information is 
(4.3) 
X2 X1 
X3 X 
Fig 4.4 An example of neighborhood structure 
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The fitness of each member of a population (i.e., each neighborhood structure) is 
calculated as the mutual information between the neighborhood and the central pixel. The 
larger the mutual information (fitness), the greater the dependency. The neighborhood with 
the largest mutual information is selected as the neighborhood structure for the input image. 
There are some difficulties in computing mutual information in the wavelet domain. 
First, after the wavelet transform, the coefficients are continuous, while mutual information 
can only be calculated for discrete information sources. This problem can be solved by 
quantization. Hidden Markov tree models (HMTMs) can quantize the wavelet coefficients 
into several states, but some information is lost permanently during quantization. 
The second problem is that the computation cost is very high when the number of 
neighbors or the number of gray levels is large. For example, if there are 4 levels in an image 
( corresponding to 4 states in the HMTM) and 3 neighbors in the neighborhood, then there are 
four possible values for the random object ( X 1 , X 2 , X 3 , X 4 ). The estimation of the 
distribution of a random object with this many values (for example, with a histogram) 
requires a large amount of data. Furthermore, the computation of the mutual information 
based on the distribution estimate involves a summation with 44 terms, each of which 
requires the evaluation of a logarithm. Finally, the amount of data required and the 
computational complexity both increase exponentially with the number of neighbors. 
Due to these two problems, we also consider MSE as a fitness function. 
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4.3.2 Mean Squared Error 
If we assume that the target pixel Xi depends on its n neighbors Xii, j = 1 · • • n in a 
linear fashion, we can model the dependency by a linear system and solve for the parameter 
(4.4) 
If the neighborhood is chosen from a 5 x 5 region, then in an m x l image, there are 
(m - 4) x (z - 4) central pixels that have full neighbors (i.e., ignore boundary pixels). So there 
will be a total K = (m - 4 )x (z -4) such linear equations which can be written in matrix 
format: 
Xll X12 Xln Pi X1 
X21 X22 X2n P2 X2 or AP=X. (4.5) = 
XKl XK2 XKn Pn XK 
This matrix equation can be solved easily for the parameter ~et P = [Pi,Pz," PnY 
that minimizes the MSE. Of course the MSE will be zero only of the dependency is truly 
liner. In our case we do not expect that, but we assume a minimum value for MSE gives the 
"best" answer. 
The MSE between the true value of the vector X = [ X 1 , X 2 , • • • X KY and the predicted 
value which is defined as X' =AP. For any particular vector P is given by 
(4.6) 
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fu a POMM, the central pixel depends totally on its neighbors. If the neighborhood 
describes the POMM well, then the MSE tends to be small compared with that of a 
neighborhood that does not describe POMM well. The fitness for a particular member can be 
defined as 
FITNESS; = -MSE;. (4.7) 
We then choose the neighborhood with the minimum mean-squared-error (MMSE) as the in-
scale neighborhood for the POMM. 
A is the matrix that stores the neighborhood information. Each row represents the 
neighbors (the in-scale neighbors plus a parent) for one central pixel. As mentioned before, 
different in-scale neighborhoods have different size. This characteristic is realized by scale 
subsampling instead of by neighborhood expansion. If we have a neighborhood in scale j, 
then in scalej-1, we first subsamples by a factor of 2 and then apply the same neighborhood 
on the subsampled images for purposes of predicting the target pixel. fu scale k, we 
subsample the scale by a factor of 2 j-k • 
The fitness function based MSE has two main advantages. First, it does not require 
quantization. We can apply it directly to continuous wavelet coefficients as well as discrete 
data. The second advantage is that with the increase in the number of neighbors, the 
computation cost increases only slightly. The disadvantage is that we assume a linear 
combination of the neighbors for predicting a central pixel. fu fact, we do not actually know 
the nature of the relationship is between a central pixel and its neighbors, however, this 
assumption is simple and it does work well in neighborhood selection. 
Experiments were performed using both mutual information and MSE as a fitness 
function. The results of these experiments indicated that MSE works as well as mutual 
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information for POMM neighborhood selection. Accordingly, simulation results presented 
later in this thesis were generated using MSE as a fitness function. 
4.4 Reproduction Scheme 
After calculation of the fitness for each member, 2 members with the largest fitness 
(elitists) are kept without any genetic operation for the next population. The remaining 
members for the next population are generated by following steps: 
(1) Reproduce 18 new members from the previous population by Roulette wheel. The 
probability of a member being selected as a parent is proportional to its fitness. These new 
members are put in a pool as the parents for crossover and mutation. 
(2) Crossover these members with the crossover rate 0.9 (or larger). We set two crossovers 
on every two binary strings: one is between the first 12 bits which represent the location of 
the neighbors and the other is between the last 3 bits which represent the orientations. 
(3) Mutate these members with the mutation rate 0.05. 
The new generated members, along with the elitists, form a new population. If the 
number of generation is arrived, or the fitness couldn't improve any more, we stop the 
algorithm; otherwise we replace the old population with the new one and start another 
generation. 
4.5 Decision of the Neighborhood 
In general, more neighbors with result in a lighter value of the fitness function. 
Hence, if we do not control the number of neighbors, the GA will select more and more 
neighbors until it attains 12. In that case, the neighborhood structure would be determined by 
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orientation alone. To solve this problem, we actually run the GA several times and control 
the number of neighbors allowed in each run. For each run, one neighborhood with the 
minimum MSE (MMSE) is selected as the POMM neighborhood. A curve of the 
predetermined size illustrating results of this sequence of experiments is presented in Fig. 
4.5. 
w en ::;; 
::;; 
0.85 
0.8 
0.75 
0.7 
002:h:>rizontalsLilbard 
0.85'-----'-~-~-~-~-~ 
0 2 4 6 8 10 
rm-berof Nei!tlx>ra 
Fig 4.5 Rate-distortion function for 
different number of neighbors. 
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As Fig 4.5 indicates, with the increase of the number of neighbors (distortion), the 
MMSE (rate) decreases monotonically. We need the MMSE to be small in order to describe 
POMMs accurately, but we also need the number of neighbors to be small for computation 
reasons. The compromise is to select the number of neighbors so that the number is small 
enough but the MMSE will not decrease much with the increase of the number. 
We use a simple method to decide the size of a neighborhood. For each number of 
neighbors i, i = l · · · 12, there is an MMSE; . The curve is formed by connecting the adjacent 
MMSE; together. Then we set a tangent of 45° which intersects the curve in one point 
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(i, MMSE;). This number i is chosen as the neighborhood size. Hence we choose the number 
of neighbors to be 3 in Fig 4.5. By this means we bias equally the number of neighbors and 
the M:MSE, though other choices can be made to bias one of the parameters more. This 
method is simple and it works well when we test on binary POMM images which is 
discussed in detail in Chapter 5. 
One detail of implementation should be mentioned here. Suppose we are searching 
for the best neighborhood of n neighbors. After crossover and mutation, the number of 
neighbors represented in the binary strings may be greater or less than n. In such a situation, 
we just randomly change some bits to force the number of neighbors to be n. If the number is 
larger than n, some bits with value 1 are changed to 0. If the number is less than n, some bits 
with value O are changed to 1. Such changes may introduce some lost of information 
obtained during genetic operations, that is, some good traits may be lost from parents to 
offspring. However, since the purpose of the genetic operations is to introduce some 
mutation, such changes can be viewed as acceptable. 
The pseudocode for the complete GA is presented in Fig 4.6. 
4.6 A Note on Other Methods 
Methods other than Genetic Algorithms were initially tested for POMJ\1 
neighborhood selection in this research. In particular, we consider both exhaustive searching 
and a simple greedy algorithm. These methods were rejected in face of the GA after 
extensive experimentation which indicated that exhaustive searching was too 
computationally expensive and the greedy algorithm did not produce good neighborhood 
structure. 
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Input image; 
Wavelet transform and normalization; 
For each subband 
Begin 
End 
For number=l:12 
Begin· 
Initialization; 
For every generation 
begin 
End 
Calculate the fitness of each member in the population; 
Keep elitists; 
Reproduction; 
Crossover; 
Mutation; 
Replace the old population with the new one; 
Get the neighborhood with the MMSE; 
End 
Decide the number of neighbors and corresponding neighborhood; 
Fig 4.6 Pseudocode of the GA 
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CHAPTER 5 APPLICATIONS AND RESULTS 
5.1 Neighborhood Selection 
As mentioned in previous chapters, a genetic algorithm was used for multiresolution 
PO:MM neighborhood selection. The algorithm is designed so that it is able to automatically 
select the number of neighbors, the orientation and the location of the neighbors. In this 
section we will first apply the genetic algorithm to binary PO:M:M images that have known 
neighborhoods in order to demonstrate that this approach can reproduce the original 
neighborhood faithfully. The algorithm is then applied on natural scene images for 
neighborhood selection. 
5.1.1 Tests on binary images 
The binary images used in this section [16] are generated from a fourth order 
binomial PO:M:M as shown in Fig 5.1. The fourth order PO:M:M satisfies: 
P(aij I adj-< aij )= P(aij I ai-l,j'aH,j-1'ai,j-1'ai+1,j-l),ai,j = 0,1 (5.1) 
with the binomial distribution: 
P(aij I adj -< aij) = qaij (1 - q y-aij, 
q is defined as 
q = erij 1(1 + erij ), 
and 
(5.2) 
(5.3) 
(5.4) 
Since we apply the genetic algorithm directly to image data instead of wavelet 
coefficients in this section, the neighborhoods we get are two-dimensional (including only in-
scale neighbors). 
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ai-1,j-1 ai-I,j 
aiJ-1 ai,j 
~l /3 
8 ai,j 
ai+l,j-1 /, 
(a) (b) 
Fig 5.1 Fourth order POMM (a) neighborhood (b) digraph and parameters 
Fig 5.2 and 5.3 illustrates the selection results for two different binary POMM image. 
The original binary image in Fig 5.2(a) is generated from a fourth order POMM by setting 
the parameters to a= -3.0,/3 = 0.l,y = 3.l,8 = 0.0,£ = 3.l as illustrated in Fig 5.2(b). The 
plot of MMSE illustrated in (c) decreases monotonously as the number of numbers increases 
from 1 to 12. The result indicates that there is an abrupt decrease in the MMSE when the 
number of neighbors increases from 1 to 2. However when the number continues to increase, 
the MMSE remains almost the same. Clearly we should choose two neighbors in the 
neighborhood. The corresponding neighborhood with the MMSE is shown in ( d), where 
ai-1,j-I, ai+I,j-I are chosen as the two neighbors, coinciding with the two neighbors with 
significant influence in the original neighborhood. That is, in the original neighborhood, 
/J, 8 are very small. That implies aH,j, ai,j-I have little or no influence on the central pixel 
a . .. Hence it is reasonable that the GA does not choose them as the neighbors. l,J 
Another example is shown in Fig 5.3. This time the POMM image is generated using 
the parameters a = -2.0, fJ = 2.0, y = 0.0, 8 = 0.0, £ = 2.0 . Again, the plot of MMSE indicates 
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Fig 5 .2 POJ\.1M neighborhood selection 
(a)POJ\.1M image A (b )Original neighborhood 
( c )1\.1MSE for different number of neighbors 
(d)Selected neighborhood 
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Fig 5.3 POMM neighborhood selection 
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We should choose a neighborhood of size two. The chosen neighborhood is exactly the 
neighborhood from which the POMM image was generated. 
Further tests were performed on many different binary POMM images and the chosen 
neighborhoods fit the original POMM neighborhoods well. The results demonstrate that the 
genetic algorithm used in this thesis is very effective in selecting POMM neighborhood. 
5 .1.2 Searches on real images 
The genetic algorithm is mainly used for multiresolution POMM neighborhood 
selection before we can construct a parametric or nonparametric POMM based on that 
neighborhood. We apply this algorithm on many real images with natural scenes. A set of 
nine gray level images was scanned from [21] to be used for testing. The genetic algorithm 
described in chapter 4 is used on the wavelet coefficients of these images to obtain 3-d 
neighborhoods. Some of the results are shown in Fig 5.4-5.12. In these figures, (a) and (b) 
are original gray level images and their normalized wavelet coefficients. (c), (e) and (g) are 
plots of MMSE vs. neighborhood size for vertical, horizontal and diagonal subbands, 
respectively. The number of neighbors is decided for each subband and the corresponding in-
scale neighborhoods are shown in (d), (f) and (g), where dark dots represent central pixels 
and X represent neighbors. These in-scale neighborhoods, combined with the parents of the 
central pixels, form 3-d POMM neighborhoods for the images. 
However, it is not easy to decide whether these neighborhoods correctly capture the 
POMM structures. One way to test this is to reconstruct the images from non-parametric 
POMMs using these neighborhoods. This is being purposed as part of a parallel research 
project, which is beyond the scope of this thesis. 
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(a) (b) 
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(c) 
(d) 
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(g) 
(h) 
Fig 5.4 Neighborhood selection (a) Original image (b) Wavelet coefficient 
( c) Vertical subband ( d) 4 neighbors for vertical sub band ( e) horizontal 
subband (t) 2 neighbors for horizontal subband (g) Diagonal subband (h) 
4 neighbors for diagonal subband 
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(a) (b) 
(c) 
(d) 
(e) 
(f) 
(g) (h) 
Fig 5.5 Neighborhood selection (a) Original image (b) Wavelet coefficient 
(c) Vertical subband (d) 3 neighbors for vertical subband (e) horizontal 
subband (f) 3 neighbors for horizontal subband (g) Diagonal subband (h) 
4 neighbors for diagonal subband 
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(a) (b) 
(c) (d) 
(e) (f) 
(g) (h) 
Fig 5.6 Neighborhood selection (a) Original image (b) Wavelet coefficient 
(c) Vertical subband (d) 3 neighbors for vertical subband (e) horizontal 
subband (f) 4 neighbors for horizontal subband (g) Diagonal subband (h) 
3 neighbors for diagonal subband 
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(a) (b) 
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(g) (h) 
Fig 5.7 Neighborhood selection (a) Original image (b) Wavelet coefficient 
( c) Vertical sub band ( d) 3 neighbors for vertical sub band ( e) horizontal 
subband (f) 4 neighbors for horizontal subband (g) Diagonal subband (h) 
3 neighbors for diagonal subband 
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(g) (h) 
Fig 5.8 Neighborhood selection (a) Original image (b) Wavelet coefficient 
( c) Vertical sub band ( d) 3 neighbors for vertical sub band ( e) horizontal 
subband (f) 4 neighbors for horizontal subband (g) Diagonal subband (h) 
3 neighbors for diagonal subband 
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(b) 
(d) 
(t) 
(h) 
Fig 5.9 Neighborhood selection (a) Original (b) Wavelet coefficient (c) 
Vertical subband ( d) 3 neighbors for vertical sub band ( e) horizontal 
subband (t) 4 neighbors for horizontal subband (g) Diagonal subband (h) 
4 neighbors for diagonal subband 
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Fig 5.10 Neighborhood selection (a) Original image (b) Wavelet 
coefficient (c) Vertical subband (d) 4 neighbors for vertical subband (e) 
horizontal subband (f) 4 neighbors for horizontal subband (g) Diagonal 
subband (h) 4 neighbors for diagonal subband 
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Fig 5.11 Neighborhood selection (a) Original image (b) Wavelet 
coefficient (c) Vertical subband (d) 4 neighbors for vertical subband (e) 
horizontal subband (f) 4 neighbors for horizontal subband (g) Diagonal 
subband (h) 4 neighbors for diagonal subband 
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(a) (b) 
(c)\etticalal.bband 
0.560 
(c) (d) 
(e)herizo 
(e) (f) 
(g) (h) 
Fig 5.12 Neighborhood selection (a) Original image (grass fiber cloth) (b) 
Wavelet coefficient ( c) Vertical · sub band ( d) 4 neighbors for vertical 
subband ( e) horizontal subband (f) 5 neighbors for horizontal sub band (g) 
Diagonal subband (h) 5 neighbors for diagonal subband 
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5.2 Classification 
We exploit the application of classification for the genetic algorithm. Classification is 
a good indication of the utility of the POJ\.1lv[ neighborhood. Hence if the POJ\.1lv[s are good 
models for texture images, they should perform well on this application. 
Texture classification involves deciding which texture category an observed image 
belongs to.· It involves analyzing the numerical properties of various image features and 
assigning the image to a particular texture category. 
The classification of images can be accomplished using a large number of approaches 
that belong to one of two categories: supervised and unsupervised [18,19,20]. In supervised 
classification, one need have a priori knowledge of the classes to be recognized. The a priori 
knowledge can be achieved from the training data set. Once this knowledge is available and 
the texture features are extracted, we can then use classical pattern classification techniques 
to do the classification. In unsupervised classification or clustering, we do not have the 
training data. In this type of problem, we need to exploit the underlying similarities and 
cluster (group) similar vector together. 
All classification algorithms considered in this thesis are supervised and are based on 
the assumption that the image in question belongs to one of several distinct and exclusive 
classes. 
5.2.1 Feature selection 
In general, image classification can be divided into two phases: feature selection and 
classification. For reliable classification, a good texture feature should be consistent among 
pixels within a class and separate between classes. They must be properly selected to encode 
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as much information as possible. That is, we should select the most important of them and 
reduce the· number at the same time. After selection the features will retain the class 
discriminatory information. 
During the genetic algorithm, some features are generated which are candidates for 
feature selection: the location of neighbors, the parameter P in equation (4.8) and the 
MMSE. These features have the potential to be used for classification. We encode them in 
vectors with different coordinates and test their utility for classification. 
The location of neighbors is encoded in a binary string with 72 bits, 24 bits for each 
subband where each bit represents a particular pixel in the 5 x 5 neighborhood surrounding 
the target pixel (valuel indicates this pixel is chosen as a neighbor). 
We encode the parameter P in a vector with 12 coordinates assuming the number of 
neighbors in the POMM neighborhood is restricted to size four (three in-scale neighbors and 
a parent) for each subband. 
The MMSE is encoded in a vector with 3 elements, one element for each subband. 
The element represents the MMSE associated with prediction of the target pixel using a 
linear combination of four neighbors: three in-scale neighbors and one parent. 
5.2.2 The nearest neighbor rule 
In this thesis we use the k-nearest-neighbor decision rule for classification. Although 
this method is simple, it can yield good results in many applications. The definition of the k-
nearest-neighbor (kNN) rule is as follows [18]: 
Given an unknown feature vector x and a distance measure, then 
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(1) Out of N training vectors, identify the k nearest neighbors. 
(2) Out of the k nearest neighbors, identify the number of vectors, ki, that belongs to 
class i, i = l,2, · · · M . Obviously, L,. ki = k . 
i 
(3) Assign x to the class i with the maximum number ki of samples. 
The simplest version of the algorithm is for k = l , known as the nearest neighbor 
(NN) rule. That means a feature vector is assigned to the class of its nearest neighbor. 
If the number of training samples is large enough, this simple rule exhibits good 
performance. It can be shown that as N 00 , the classification error probability PNN for the 
NN rule is bounded by [20] 
(5.5) 
Where P8 is the optimal Bayesian error. The performance of the kNN is better than that of 
that of NN. For the 2-class case, 
(5.6) 
which means, as k 00 the performance of the kNN tends to the optimal one. 
5.2.3 Euclidean distance 
Various distance measures can be used in identifying nearest neighbors, among which 
are the Euclidean and Hamming distance. In this thesis we use Euclidean distance. The 
definition is [19]: 
l 
d2 (x,y)= L,(xi-yi)2, (5.7) 
i=l 
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where x, y E X and X;, Y; are the ith coordinates of x, y respectively. Euclidean distance is a 
dissimilarity measure on X. When x, y are binary strings, Euclidean distance reduced to 
Hamming distance. 
5.2.4 Implementation 
Originally there are N natural, gray-level images (size 512x512) [21] with different 
textures. Each image represents a class. We apply the following steps on each image: 
(1) Use a window of size 128x128. Move this window through the whole image with step 
of 32. We get Nbins with 169 (13x13) subimages in each bin; 
(2) For each subimage, we apply the wavelet transform. Use the GA to find out the 
neighborhood, together with the MMSE and the parameter P as the classification 
features. A simple scale (for the target pixels) was used in all cases, together with the 
parents from the preceding scale. Experiments were conducted fitting models 
simultaneously to multiple scales, and the results were unchanged. 
(3) In each bin randomly select m (m=l0) subimages. So we get Nxm subimages. 
Features from these subimages are used as the training set. 
( 4) The left subimages in N bins are used as the classification set and are classified by 
applying kNN rule. The results are shown as a 13x13 image for each bin with 
different colors representing different classes. 
The results of classification with different features are shown in Fig 5.13, where (a) 
shows three original images to be classified. Fig 5.13(b )-( d) show the result classified by the 
location of neighbors, parameter P and MMSE, respectively. When the classification is done 
by the location of neighbors or the parameter P (fig 5.13 (b)(c)), the classification rate is 
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very low. It demonstrates that the location of neighbors is not a good classification feature 
since Hamming distance is not a good measure for measuring similarity between 
neighborhoods. Some neighborhoods can have similar MMSE but their Hamming distance is 
very large. The parameter, P itself is not a good feature either since it is quite dependent on 
the location of the neighbors. 
The result demonstrates that when we apply the MMSE (fig 5.13(d)) as the feature we 
get fairly good classification result (classification rates are 100%, 93.49 and 92.90% 
respectively). On the other hand, the length of this feature is short (only 3 numbers for the 
whole classification), which me~s the MMSE is quite effective for classification. 
Since the MMSE performs better than the other two features in classification, 
classification results presented later in this thesis were generated using only MMSE as a 
feature for classification. The results shown in Fig 5.14 and Fig 5.15 indicate the MMSE 
does contain texture information that is useful for classification as well as many other uses. 
The kNN rule is employed for classification. In all the results we showed above, we 
set k to be 10. Other k's (from 1 to 20), are also tested during our research and the results are 
similar. 
5.3 Other Applications 
Other applications, such as texture synthesis and segmentation, will be explored later 
using a parametric or nonparametric POMM. Similar works were already done with binomial 
POMMs in [2,3,4,5]. These research shows that POMMs have potential uses in these areas of 
image processing. 
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(a) original images 
(b) classification by location 
( c) classification by parameter 
(d) classification by MMSE 
class 1 class 2 class 3 
Fig 5.13 Classification by different features 
100% 
class 1 
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(a) 
97.04% 
(b) 
class 2 
Fig 5.14 Classification by MMSE (a) 
original images (b) classification results 
and classification rates 
98.22% 
class 3 
97.04 
class 1 
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(a) 
100% 
(b) 
class 2 
Fig 5.15 Classification by MMSE (a) 
original images (b) classification results 
and classification rates 
94.08% 
class 3 
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CHAPTER 6 CONCLUSIONS AND FUTURE WORK 
fu this thesis, we consider the multiresolution POMMs based on the wavelet 
representation. A genetic algorithm, which fully considers the characteristics of the 
multiresolution POMMs, is designed for POMM neighborhood selection. Three problems 
(the orientation, the number of neighbors and the location of neighbors) caused mainly by 
these characteristics are solved by one run of the genetic algorithm. 
We use the genetic algorithm as a tool for searching POMM neighborhoods and 
classification on both synthesized and real images in nature. Three kinds of parameters (the 
location of neighbors, the parameter P and MMSE) are used as features for classification 
using k-nearest-neighbor decision rule. We get some conclusions based on the large amount 
of results on neighborhood selection and classification: 
(1) We use binary encoding for POMM neighborhood considering both the orientation 
and the location. Such encoding is proved to be efficient in neighborhood searching. 
(2) Mutual information is a good index as a fitness function for measuring the 
dependencies between pixels. But the wavelet coefficients need to be quantized and 
the computational cost is large when the neighborhood is large. 
(3) Mean Square Error is used as the fitness function. MSE assumes a central pixel to be 
decided by a linear combination of its neighbors. It can effectively capture the 
dependencies of the central pixel to its neighbors. The computation doesn't increase 
much with the increase of neighbors. 
(4) Compared to exhaustive searching, the genetic algorithm is fast, especially when the 
searching space is large. It sometimes avoids local maxima. 
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(5) The POMM neighborhood found by the genetic algorithm is reasonable. The 
correctness can be tested both on synthetic binary images and real images. 
(6) Several parameters after the run of the GA are used as the features in classification. 
MMSE contains texture information so that it is used as a feature for classification 
and gets good results on real world images. 
Although the problem investigated in this re_§earch provided us with encouraging 
results, some work need to be done in the future. First, we will try to find a fitness function 
that describes the dependencies between pixels better than MSE with reasonable computation 
cost. The MSE assumes a central pixel to be decided by a linear combination of its neighbors, 
but it is not always the case. Second, we need to test our algorithm on image segmentation 
and for richer class of textures. Third, we will combine POMMs with self-similar HMT 
model for classification and segmentation. 
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