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ABSTRACT. A study was conducted to compare the forecasting perfor-
mance of four models, namely Stochastic Volatility (SV), Generalized Au-
toregressive Conditional Heteroskedasticity (GARCH), Autoregressive with 
GARCH errors (AR-GARCH) and Autoregressive with SV errors (AR-SV).  
Bayesian approach and Markov Chain Monte Carlo (MCMC) simulation 
methods are applied to estimate the parameters of the models and their pre-
dictive densities; using three time series data (daily Euro/US Dollar, British 
Pound/US Dollar and Iranian Rial/US Dollar exchange rates). Out-of-
sample analysis through cumulative predictive Bayes factors clearly showed 
that modeling regression residuals heteroskedastic, substantially improves 
predictive performance, especially in turbulent times. A direct comparison 
of SV and vanilla GARCH(1,1) indicated that the former performs better in 
terms of predictive accuracy. 
Keywords: Bayesian inference, Markov chain Monte Carlo (MCMC), het-
eroskedasticity, financial time series 
INTRODUCTION 
The stochastic volatility (SV) model introduced by Tauchen and Pitts (1983) and Taylor 
(1982) is used to describe financial time series. It offers an alternative to the ARCH-type 
models of Engle (1982) and Bollerslev (1986) for the well-documented time-varying volatili-
ty exhibited in many financial time series. The SV model provides a more realistic and flexi-
ble modeling of financial time series than the ARCH-type models, since it essentially in-
volves two noise processes, one for the observations, and one for the latent volatilities. The 
so-called observation errors account for the variability due to measurement and sampling 
errors whereas the process errors assess variation in the underlying volatility dynamics (see, 
for example, Taylor (1994), Ghysels et al. (1996), and Shephard (1996) for the comparative 
advantages of the SV model over the ARCH-type models). 
Unfortunately, classical parameter estimation for SV models is difficult due to the intrac-
table form of the likelihood function. In the literature, a variety of frequentist estimation 
methods have been proposed for the SV model, including generalized method of moments 
(Melino and Turnbull (1990), Sorensen (2000)), quasi-maximum likelihood (Harvey et al., 
1994), efficient method of moments (Gallant et al., 1997), simulated maximum likelihood 
(Danielsson (1994), Sandmann and Koopman (1998)), and approximate maximum likelihood 
(Fridman and Harris, 1998). A Bayesian analysis of the SV model is complicated due to mul-
tidimensional integration problems involved in posterior calculations. These difficulties with 
posterior computations have been overcome, though, with the development of Markov chain 
Monte Carlo (MCMC) techniques (Gilks et al., 1996) over the last two decades and the ready 
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availability of computing power. MCMC procedures for the SV model have been suggested 
by Jacquier et al. (1994), Shephard and Pitt (1997), and Kim et al. (1998). 
In Bayesian estimation algorithms, the stochastic volatility specification is computational-
ly tractable. In addition, studies such as Clark (2011) and Carriero, Clark, and Marcellino 
(2012) have shown that it is effective for improving the accuracy of density forecasts from 
AR models. 
In a Bayesian approach our aim is to compare the forecasting performance of two nonline-
ar models, namely GARCH and SV models to linear autoregressive models with GARCH and 
SV errors. To illustrate model comparison and evaluation, we fit the models to  the daily log 
of three exchange rate time series, namely EUR/USD, GBP/USD and IRR/USD. MCMC 
simulation methods are employed to estimate the parameters of the models and their predic-
tive densities. The predictive performance of the models is assessed through their predictive 
densities and likelihood evaluations.   
The paper proceeds as follows. The second section is devoted to model specification and 
estimation, the third section describes the data, the fourth section is allocated to empirical 
results and  the last section presents conclusion. 
MODEL SPECIFICATION AND ESTIMATION 
We begin by briefly introducing the models and specifying the notation used in the re-
mainder of the paper. Furthermore, an overview of Bayesian parameter estimation via Mar-
kov chain Monte Carlo (MCMC) methods is given. 
The GARCH and SV models 
Let Tnyyyy ),...,,( 21  be a vector of returns with mean zero. The intrinsic feature of the 
SV model is that each observation ty is assumed to have its “own" contemporaneous variance
the , thus relaxing the usual assumption of homoskedasticity. In order to make the estimation 
of such a model feasible, this variance is not allowed to vary unrestrictedly with time. Rather, 
its logarithm is assumed to follow an autoregressive process of order one. Note that this fea-
ture is fundamentally different to GARCH-type models where the time-varying volatility is 
assumed to follow a deterministic instead of a stochastic evolution. 
The SV model can thus be conveniently expressed in hierarchical form. In its centered pa-
rameterization, it is given through 
 ),0(~| thtt eNhy ,  (1) 
 )),((~,,,| 211 KK VPIPVIP   ttt hNhh ,  (2) 
 ))1/(,(~,,| 220 IVPVIP KK Nh ,   (3) 
where ),( 2KVPN  denotes the normal distribution with mean P  and variance 2KV . We re-
fer to T),,( KVIPT  as the vector of parameters: the level of log-varianceP , the persistence 
of log-varianceI , and the volatility of log-variance KV . The process ),...,,( 10 nhhhh  ap-
pearing in Eq. (2) and Eq. (3) is unobserved and usually interpreted as the latent time-varying 
volatility process (more precisely, the log-variance process). Note that the initial state 0h ap-
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pearing in Eq. (3) is distributed according to the stationary distribution of the autoregressive 
process of order one. 
 
The Bayesian Normal Linear Model 
The Bayesian normal linear model with n observations and 1 pk  predictors, given 
through 
 ),(~,| 6&6 EE Ny   (4) 
Here, y  denotes the 1un  vector of responses, X is the pnu  design matrix containing 
ones in the first column and the predictors in the others, and ),...,,( 121  pEEEE  stands for 
the 1up  vector of regression coefficients. The simplest specification of the error covariance 
matrix in Equation 5 is given by ,{6 2HV , where I denotes the n-dimensional unit matrix. This 
specification is used in many applications and commonly referred to as the linear regression 
model with homoskedastic errors. 
 
The Bayesian Normal Linear Model with SV Errors 
Instead of homoskedastic errors, we now specify the error covariance matrix in Eq. (4) to 
be ),...,( 1 nhh eediag{6 , thus introducing nonlinear dependence between the observations 
due to the AR(1)-nature of h . 
 
The Bayesian Normal Linear Model with GARCH Errors 
The Bayesian normal linear model with GARCH(1,1) errors can be specified through Eq. 
(4) with ),...,( 221 ndiag VV{6  and 2 122 1102 ~   ttt y VDDDV , where nt ,...,1   and 1~ ty  
denotes the past “residual”, i.e, the )1( t th element of E& yy~ . 
 
Prior distribution 
For the SV model, a prior distribution for the parameter vector T  needs to be specified. 
Following Kim et al. (1998), we choose independent components for each parameter, i.e.,
)()()()( KVIPT pppp  .  
The level RP is equipped with the usual normal prior ),(~ PPP BbN . In practical ap-
plications, this prior is usually chosen to be rather uninformative, e.g., through setting 0 Pb  
and 1000tPB  for daily log returns.  
For the persistence parameter )1,1(I , we choose ),(~2/)1( 00 ba%I , implying 
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where 0a  and 0b  are positive hyperparameters and ³   %
1
0
11 )1(),( dtttyx yx  denotes the 
beta function. Clearly, the support of this distribution is the interval )1,1( ; thus, stationarity 
of the autoregressive volatility process is guaranteed. Its expected value and variance are giv-
en through the expressions 
)1()(
4)(,12)(
00
2
00
00
00
0
  baba
baVba
aE II . 
For the volatility log-variance RKV , we choose )2/1,2/1(212 KVK FV % u% G . 
 
DATA 
We use the daily price of 1 EUR in USD , 1 GBP in USD and 1 IRR in USD from January 
3, 2000 to December 31, 2014, denoted by ),...,,( 21 npppp  . We investigate the develop-
ment of log levels by regression.  
 
EMPERICAL RESULTS  
In order to reduce prior influence, the first 1000 days are used as a training set only and 
the evaluation of the predictive distribution starts at t = 1001, corresponding to December 4, 
2003. WinBUGS software is used to carry out the computations. 
 
 
Figure 1. Cumulative log predictive Bayes factors 
 
Figure 1 shows cumulative log predictive Bayes factors in favor of the model with SV re-
siduals for EUR/USD time series. Values greater than zero mean that the model with 
GARCH/SV residuals performs better out of sample up to this point in time. 
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Table 1. Cumulative predictive log likelihoods for  GARCH, SV, AR(1) models with 
different error assumptions, applied to the logarithm of EUR/USD, GBP/USD and 
IRR/USD 
Currency  
 
GARCH 
 
 
SV AR-SV 
AR-
GARCH 
 
AR 
EUR/USD 7862 7865 7878  
7868 7701 
GBP/USD 8538 8542 8568  
8549 8218 
IRR/USD 8870 8875 9011   
8880 8255 
 
 
Table 1 presents cumulative predictive log likelihoods for GARCH(1,1), SV, AR(1) mod-
els with different error assumptions, applied to the logarithm of  EUR, GBP and IRR ex-
change rates. AR-SV is strongly favored in all cases.  
 
CONCLUSION   
In a Bayesian approach we have compared forecasting performance of four time varying 
volatility models. The set of models includes GARCH, SV, AR-GARCH and AR-SV models. 
Markov Chain Monte Carlo (MCMC) simulation methods are employed to estimate models 
parameters. Real-time forecasts of log level EUR / USD, GBP/USD and IRR/ USD exchange 
rates are produced.  For the three time series, out-of-sample analysis through cumulative pre-
dictive Bayes factors clearly showed that modeling regression residuals heteroskedastically 
substantially improves predictive performance, especially in turbulent times. A direct compar-
ison of SV and vanilla GARCH(1,1) indicated that the former performs better in terms of 
predictive accuracy. Further research needs to be done to devise new efficient sampling algo-
rithms.  
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