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Abstract
In recent years, a large number of genomic and epigenomic studies have been focusing on
the integrative analysis of multiple experimental datasets measured over a large number of
observational units. The objectives of such studies include not only inferring a hidden state
of activity for each unit over individual experiments, but also detecting highly associated
clusters of units based on their inferred states. Although there are a number of methods
tailored for specific datasets, there is currently no state-of-the-art modeling framework for this
general class of problems. In this paper, we develop the MBASIC (Matrix Based Analysis for
State-space Inference and Clustering) framework. MBASIC consists of two parts: state-space
mapping and state-space clustering. In state-space mapping, it maps observations onto a
finite state-space, representing the activation states of units across conditions. In state-space
clustering, MBASIC incorporates a finite mixture model to cluster the units based on their
inferred state-space profiles across all conditions. Both the state-space mapping and clustering
can be simultaneously estimated through an Expectation-Maximization algorithm. MBASIC
flexibly adapts to a large number of parametric distributions for the observed data, as well
as the heterogeneity in replicate experiments. It allows for imposing structural assumptions
on each cluster, and enables model selection using information criterion. In our data-driven
simulation studies, MBASIC showed significant accuracy in recovering both the underlying
state-space variables and clustering structures. We applied MBASIC to two genome research
problems using large numbers of datasets from the ENCODE project. The first application
grouped genes based on transcription factor occupancy profiles of their promoter regions in
two different cell types. The second application focused on identifying groups of loci that
are similar to a GATA2 binding site that is functional at its endogenous locus by utilizing
transcription factor occupancy data and illustrated applicability of MBASIC in a wide variety
of problems. In both studies, MBASIC showed higher levels of raw data fidelity than analyzing
these data with a two-step approach using ENCODE results on transcription factor occupancy
data.
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1 Introduction
The flow of genetic information through DNA transcription and RNA translation is a highly
regulated process. The underlying mechanisms of regulation by both genomic and epigenomic
factors are central targets in large numbers of genomic and epigenomic studies. This paper is
motivated by a number of such studies that aim to elucidate genomic regulatory mechanisms across
multiple biological conditions. Experiments that investigate such processes produce a plethora of
data types. For example, relevant to DNA transcription is transcription factor occupancy data
that quantify which regions of DNA are occupied by DNA binding proteins that can enhance or
reduce gene expression. Histone modification data map covalent post-translational modifications to
histone proteins, core proteins that make up the nucleosome structure of DNA. Such modifications
impact DNA transcription by altering chromatin structure.
Computational and statistical analysis of these data often involve identifying genomic loci
that show significant signal, i.e., enrichment, compared to background noise in the experimental
measurements, with the operating principle that multiple loci might exhibit similar signal profile
over different biological conditions.
Improvements in the next-generation sequencing technology further accelerated rapid genera-
tion of these types of data. In return, the vast availability of such data has revolutionized the
scope of genome regulation studies. Previous analyses had been restricted to detecting regions of
genome that were associated with one particular factor in one single organism. Many recent studies
focus on detecting more complex functional patterns that integrate data from multiple organisms
under multiple conditions. Namely, the associations between DNA elements and how they change
across biological and/or experimental conditions have been the focus of many integrative modeling
approaches. Examples of these studies include:
Differential binding analysis among multiple ChIP-seq data. One of the key mechanisms
of gene expression regulation is through differential activities of transcription factors and epi-
genetic modifications. Currently, chromatin immunoprecipitation followed by high through-
put sequencing (ChIP-seq) is the state-of-the-art method for genome-wide profiling of protein-
DNA interactions. Such two key interactions are DNA occupancy by transcription factors
and histone modifications. Most transcription factors, i.e., DNA binding proteins, recognize
DNA in a sequence specific manner and promote or represses gene expression. Similarly,
histone modifications can induce diverse biological consequences such as transcriptional ac-
tivation/deactivation. The study of gene regulation often involves comparing transcription
factor occupancy and histone modifications across multiple biological conditions. Such con-
ditions can be different treatment levels, time points of measurements, or different dosage
levels (Liang and Keles¸, 2012; Anders and Huber, 2010; Ji et al., 2013; Wei et al., 2015).
Transcription factor regulatory network analysis. The combinatorial nature of transcrip-
tion factor regulation underlies the large diversity observed in eukaryotic gene control. This
largely motivates construction of regulatory networks that model gene expression as a combi-
natorial function of regulatory interactions between DNA and different transcription factors.
The large-scale data from the ENCODE project (The ENCODE Project Consortium, 2012)
now enable joint analyses of over one hundred human transcription factors across multiple cell
types. Such analyses are posed to reveal a great amount of information about co-association
patterns between different TFs, hierarchical network organizations, and systems-level inte-
gration of complex cellular signals (Neph1 et al., 2012; Gerstein et al., 2012; Cheng et al.,
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2011; Zeng et al., 2013). While the large number of TFs makes it computationally formidable
to exhaust all possible combinatorial associations for such analyses, it is important to detect
the most significant combinatorial patterns that preserve global regulatory dynamics.
Comparative functional genomic studies across different species. Functional genomics anal-
ysis compares gene expressions or TF occupancy profiles between multiple species. The main
task is to identify divergent and conserved functional modules that are central to evolution-
ary relationships (e.g., Kunarso et al. (2010), Schmidt et al. (2010)). Existing methods, that
build on hidden Markov models (Roy et al., 2013) or biclustering (Waltman et al., 2010),
implicitly assume that the functional modules should at least have similar signal profiles (i.e.,
expression, occupancy) among some subsets of the species under consideration. For these
analyses, it is also important to identify functional modules that are fully divergent across
species. These regions play an equally important role in understanding connectivity among
species over the evolutionary history.
Although the types of data for these different studies vary, the underlying statistical principles
are largely shared. Therefore, we propose a unified framework for the analysis of such data by for-
malizing the shared aspects. We formulate the underlying statistical problem as follows. Suppose
a dataset {Yik} is collected over a set of observational units (e.g., loci in genomic experiments)
i = 1, 2, · · · , I under conditions k = 1, 2, · · · ,K. Inferring the association patterns within a single
experiment involves mapping the corresponding set of observations {Yik : i = 1, 2, · · · , I} to a
finite discrete state-space, S = {1, 2, · · · , S}. This space contains different levels of association
(e.g., enrichment/non-enrichment indicating the status of occupancy in ChIP-seq experiments, ex-
pressed/not expressed in RNA-seq gene expression experiments). This falls under the classical
finite-mixture modeling framework, where a latent state variable θik ∈ S is inferred for each ob-
servational unit Yik. A higher level of modeling on the matrix Θ = (θik)1≤i≤I,1≤k≤K is required for
integrating the association patterns under different conditions. We call this matrix the state-space
matrix since it describes the latent states of individual observations.
We propose the following framework to model the state-space matrix Θ. We assume that rows
of Θ can be partitioned into J + 1 subsets: {1, · · · , I} = C0 ∪ C1 ∪ · · · ∪ CJ . Rows of Θ within
partition Cj , j ≥ 1, are generated by the same distribution parametrized by wj· = (wjk)1≤k≤K :
θik ∼ g(·|wjk), i ∈ Cj ,
while the rows of C0, which denotes the group of ”singleton” units, i.e., units that do not cluster
in any of the J groups, are generated by row specific distributions. The goal of this model is thus
to estimate a partitioning that best characterizes the row associations of state-space matrix Θ.
We refer to the proposed framework as Matrix Based Analysis for State-space Inference and
Clustering (MBASIC). MBASIC is related to classical factor analysis which considers the problem
of projecting one dimension (either row or column) of large noisy matrices into low-dimensional
spaces. MBASIC has two distinguished features compared to the existing literature in these areas.
First, MBASIC deals with matrices with discrete entries, while most existing methods are designed
for matrices on continuous scales. Second, MBASIC estimates the low-dimensional projection by
grouping the rows of the original matrix in contrast to the Principle Component Analysis (PCA)
approaches which form linear combinations of the rows (e.g., Ji et al. (2013), Lee et al. (2010)).
This is motivated by the following arguments:
1. In MBASIC, each factor estimate wj· characterizes the commonality of a group of rows and
is easily interpretable in practice. Such interpretability can further be enhanced by imposing
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structural restrictions on the wj· vector for practical purposes. Examples of such constraints
are described in Section 3.3;
2. PCA for high dimensional matrices are often accompanied by regularization techniques, which
are computationally prohibitive for many epigenetic datasets. In contrast, clustering the
matrix rows can be implemented very efficiently and in a straightforward manner.
The hierarchical structure of MBASIC is similar to two other recently proposed statistical
models: iASeq (Wei et al., 2012) and Cormotif (Wei et al., 2015). Both these models incorporate
a state-space clustering structure similar to MBASIC. MBASIC extends these models in several
critically essential directions. First, MBASIC is developed for general purposes and can be easily
implemented for a wide range of parametric distributions, while Cormotif and iASeq operate with
specific distributions targeting the problems of differential expression and allele-specific binding.
Second, neither of these models include a group of singletons with idiosyncratic state-space pro-
files. When we are agnostic about the “true” clustering structure in applications, separating the
singletons can reduce their influence on the estimation of clustering parameters. Third, both iASeq
and Cormotif separate estimation for the distributional parameters from the clustering structure,
while MBASIC jointly fits all model parameters. A limiting assumption of MBASIC compared to
these models is that MBASIC does not allow the distributional parameters within the same state
to be heterogeneous. However, a pre-processing step that accounts for the the heterogeneity can
overcome such a limitation. We evaluate and discuss all of these features with extensive simulation
studies in this paper.
This paper is organized as follows. We start with a formal description of MBASIC in Section
2, followed by model estimation and selection methods in Section 3. We also investigate general
features of MBASIC compared to iASeq and Cormotif with extensive simulations in this section.
Section 4 presents results from several real data examples. Mathematical details of the algorithm
are included in Appendix A.1.
2 The Hierarchical Mixture Model Framework
Consider a dataset with observations from I different observational units under K different con-
ditions. For each condition k ∈ {1, 2, · · · ,K}, there are nk replicate experiments, indexed by
l = 1, 2, · · · , nk. We use Yikl to denote the observation for the l-th replicate of unit i under condi-
tion k. For each condition k at unit i, there exists a hidden state variable θik ∈ S = {1, 2, · · · , S}.
The MBASIC model consists of the following components:
1. State-space Mapping:
Yikl|θik = sind.∼ fs(·|µkls, σkls, γikls). (1)
2. State-space Clustering: θik’s are independently sampled from S with the sampling prob-
ability:
P (θik = s) = ζpis + (1− ζ)
J∑
j=1
pijwjks. (2)
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In (1), µkls and σkls are the parameters related to the mean and dispersion for the s-th state
for replicate l under condition k, and γikls is the covariate encoding known information for unit i.
In (2), pis, ζ, pij , and wjks are additional non-negative parameters subject to restrictions:
0 ≤ ζ ≤ 1;
J∑
j=1
pij = 1;
S∑
s=1
wjks = 1,∀j, k;
S∑
s=1
pis = 1,∀i.
We further discuss these parameters in Section 2.2.
2.1 State-space Mapping
Equation 1 partitions observational units i = 1, · · · , I into S subsets according to their hidden
states. Within the same replicate, data from the same hidden state follow the same distribution
fs(·|µkls, σkls, γikls). MBASIC assumes that the hidden states θik’s are independent of the replicate
index l, which means all replicates under the same condition have the same set of hidden states.
However, distributional parameters for a given state can be different among replicates. Such a
setting allows for the flexibility of modeling the heterogeneity in replicate experiments.
The density function f can be from an arbitrary parametric distribution. We consider three
fundamental families of distributions commonly used for genomic data analysis:
• Log-normal Distribution. LN(µklsγikls, σkls) with a density function:
fs(y|µkls, σkls, γikls) = 1√
2piσkls
exp
{
− (log(y + 1)− µklsγikls)
2
2σ2kls
}
. (3)
• Negative Binomial Distribution. NB(µklsγikls, σkls) with a density function:
fs(y|µkls, σkls, γikls) = Γ(y + σkls)
Γ(σkls)Γ(y)
(µklsγikls)
yσσklskls
(µklsγikls + σkls)y+σkls
. (4)
• Binomial Distribution. Binom(γikls, µkls) with a density function:
fs(y|µkls, γikls) =
(
γikls
y
)
µykls(1− µkls)γikls−y. (5)
In these three examples, γikls represents the known heterogeneity across loci whereas µkls and
σkls are unknown parameters. For example, when using Eqn. (3) or (4) in a ChIP-seq analysis
with S = 2 states, we can estimate γikl1 using data from the control samples so that the ChIP
sample read counts in the background state scale with the control sample data (e.g., as in Zuo
and Keles¸ (2013)), and assume γikl2 = 1 for the enriched states. Eqn. (5) can be used to analyze
allele-specific binding data, where γikls is the total read counts from both paternal and maternal
alleles and is constant across s. Application with the binomial distribution also requires that
µkls
∑I
i=1 γikls, ∀k, l, is strictly increasing in s for model identification.
The MBASIC can be easily extended to other classes of parametric distributions and estimation
for these distributions follows the same Expectation-Maximization skeleton. While Section 3 relies
on these three distributions to describe the model and the estimation algorithms, the second
real data example in Section 4 utilizes a more complex parametrization, which demonstrates the
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wide applicability of the MBASIC framework. Furthermore, we consider the following degenerate
distribution:
fs(y|µkls, σkls, γikls) = I(y = s), (6)
where I(.) denotes the indicator function. This degenerate form corresponds to the situation
where the states, θik’s, are directly observed rather than inferred from Yikl’s. We utilize this
parametrization for comparing MBASIC to alternative two-step analysis approaches in Section 3.5.
Parameter estimation for this case follows a slightly modified procedure from the non-degenerate
cases, which is described in Section 3.
2.2 State-space Clustering
Equation (2) models the distribution of θik as a mixture of multiple distributions. To illustrate
this model we introduce additional variables. The goal is to identify J clusters from the set
of observation units 1 ≤ i ≤ I. Let bi = I(unit i does not belong to any cluster) and zij =
I(unit i belongs to cluster j). The bi variables entertain the possibility that some observations are
”singletons”, i.e., they do not cluster with any other observational units. With these additional
variables, the distribution in Equation (2) can be hierarchically decomposed as follows:
• bii.i.d.∼ Bernoulli(ζ);
• (zi1, zi2, · · · , ziJ)i.i.d.∼ MultiNom(1, (pi1, pi2, · · · , piJ));
• Conditional on bi and zij , θik’s are independent samples from S , with sampling probabilities
P (θik = s|bi = 1) = pis, P (θik = s|bi = 0, zij = 1) = wjks.
In this set up, although the singleton state-space probabilities pis are assumed to be con-
stant across conditions, i.e., P (θik = s) = pis, ∀k, this assumption is mildly restrictive since
it accommodates (P (θik = 1, · · · , P (θik = S)) to follow an arbitrary prior distribution (e.g.,
(P (θik = 1, · · · , P (θik = S)) ∼ Dirichlet(α, · · · , α),∀k) as long as it leads to the same marginal
distribution for θik for all k.
It is worth noting that this hierarchical structure essentially seeks a low-rank representa-
tion for the matrix Θ = (θik)1≤i≤I,1≤k≤K . To illustrate this, we introduce additional matrices
Θs = (I(θik = s))1≤i≤I,1≤k≤K , Ws = (wjks)1≤j≤J,1≤k≤K , Z = (zij)1≤i≤I,1≤j≤J and vectors
ps = (pis)1≤i≤I , B = (bi)1≤i≤I . Then, the conditional expectation of Θs is:
E(Θs|Z,B) = (ZWs) ◦ ((1−B)1TK) + (ps ◦B)1TK , (7)
where “◦” denotes the Hadamard product. We note that E(Θs|Z,B) is a matrix of rank J + 1,
which is usually much smaller than the dimension of the matrix Θs. Similar models for low-rank
representation of discrete matrices were considered in Lee et al. (2010), and turned out to be
challenging both theoretically and computationally. The row-clustering structure for the matrices
E(Θs|Z,B) in MBASIC is more restrictive than the general low-rank structure. Such additional
restrictions not only reduce the difficulty in parameter estimation but also enable the flexibility in
many useful ways. For example, while Lee et al. (2010) can only estimate one matrix at a time
and thus is only applicable when S = 2, MBASIC can be applied to arbitrary values of S.
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3 Model Estimation and Selection
3.1 Likelihood Functions
In the MBASIC model, the likelihood function for both the observed random variables Yikl’s and
the unobserved θik’s, zij ’s, bi’s, i.e., full data likelihood, is given by:
l(µ, σ, pi, p, ζ, w; y, θ, z, b) =
I∏
i=1
ζbi(1− ζ)1−bi ·
I∏
i=1
K∏
k=1
S∏
s=1
p
I(θik=s)bi
is ·
I∏
i=1
J∏
j=1
pi
zij
j
·
I∏
i=1
K∏
k=1
S∏
s=1
[
nk∏
l=1
fs(yikl|µkls, σkls, γikls)
]I(θik=s)
·
I∏
i=1
J∏
j=1
K∏
k=1
S∏
s=1
w
I(θik=s)(1−bi)zij
jks .
(8)
For non-degenerate distributions, we can show that the marginal likelihood is:
l(µ, σ, pi, p, ζ, w; y) =
I∏
i=1
{
ζ
K∏
k=1
[
S∑
s=1
pis
nk∏
l=1
fs(yikl|µkls, σkls, γikls)
]
+ (1− ζ)
J∑
j=1
pij
K∏
k=1
[
S∑
s=1
wjks
nk∏
l=1
fs(yikl|µkls, σkls, γikls)
] .
(9)
Equation (9) is easily interpretable. Conditional on bi and zij , the joint distribution for each
Yikl, 1 ≤ l ≤ nk is a mixture of S components, where the weight on the s-th component is either
pis (when bi = 1) or wjks (when bi = 0 and zij = 1). This yields the expressions in the square
brackets. Integrating out bi and zij , the joint distribution for Yikl of fixed i is a mixture of J + 1
components, with probability ζ of being a singleton and probability (1 − ζ)pij of belonging to
cluster j.
For the degenerate case, by substituting (6) into (9), it can be shown that the marginal likeli-
hood is:
l(µ, σ, pi, p, ζ, w; θ) =
I∏
i=1
ζ
K∏
k=1
S∏
s=1
p
I(θik=s)
is + (1− ζ)
J∑
j=1
pij
K∏
k=1
S∏
s=1
w
I(θik=s)
jks
 . (10)
3.2 An Expectation and Maximization (E-M) Algorithm
The hierarchical structure of MBASIC naturally fits in the Expectation-Maximization algorithm
Dempster et al. (1977), which maximizes the marginal likelihood (equations (9) or (10)) by itera-
tively maximizing the complete data log-likelihood function. We let φ to denote a vector including
all unknown parameters µ, σ, pi, p, ζ, w, and φˆ(t) to denote the parameter estimates at the t-th
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iteration. The complete data log-likelihood function is:
Q(φ|φˆ(t−1)) =
I∑
i=1
K∑
k=1
S∑
s=1
[
nk∑
l=1
log fs(yikl|µkls, σkls, γikls)
]
E[I(θik = s)|φˆ(t−1)]
+
I∑
i=1
K∑
k=1
S∑
s=1
log pisE[I(θik = s)bi|φˆ(t−1)] +
I∑
i=1
J∑
j=1
log pijE[zij(1− bi)|φˆ(t−1)]
+
I∑
i=1
{log ζE[bi|φˆ(t−1)] + log(1− ζ)(1− E[bi|φˆ(t−1)])}
+
I∑
i=1
K∑
k=1
J∑
j=1
S∑
s=1
E[I(θik = s)zij(1− bi)|φˆ(t−1)] logwjks.
(11)
The E-M algorithm for MBASIC is outlined by Algorithm 1. E-step updates are listed in
equations (12)-(15) and their derivations are provided in Appendix A.
Algorithm 1 Expectation-Maximization (EM)
for t = 1, 2, · · · until convergence do
Expectation Step: Compute the conditional expectations E[I(θik = s)|φˆ(t−1)], E[bi|φˆ(t−1)],
E[I(θik = s)bi|φˆ(t−1)], E[zij(1− bi)|φˆ(t−1)], E[I(θik = s)zij(1− bi)|φˆ(t−1)];
Maximization Step: Update estimates for parameters µkls, σkls, ζ, pij , wjks, pis as maximizers
for (11) .
end for
E(bi|φˆ(t−1)) =
ζˆ(t−1)
∏K
k=1
(∑S
s=1 fˆ
(t−1)
iks pˆ
(t−1)
is
)
(1− ζˆ(t−1))∑Jj=1 pˆi(t−1)j ∏Kk=1 (∑Ss=1 fˆ (t−1)iks wˆ(t−1)jks )+ ζˆ(t−1)∏Kk=1 (∑Ss=1 fˆ (t−1)iks pˆ(t−1)is ) ,
(12)
E(zij(1− bi)|φˆ(t−1)) =
pˆi
(t−1)
j
∏K
k=1
(∑S
s=1 fˆ
(t−1)
iks wˆ
(t−1)
jks
)
∑J
j=1 pˆi
(t−1)
j
∏K
k=1
(∑S
s=1 fˆ
(t−1)
iks wˆ
(t−1)
jks
) [1− E(bi|φˆ(t−1))], (13)
E(I(θik = s)zij(1− bi)|φˆ(t−1)) =
[1− E(bi|φˆ(t−1))]
pˆi
(t−1)
j
∏K
k=1
(∑S
s=1 fˆ
(t−1)
iks wˆ
(t−1)
jks
)
∑J
j=1 pˆi
(t−1)
j
∏K
k=1
(∑S
s=1 fˆ
(t−1)
iks wˆ
(t−1)
jks
) · fˆ (t−1)iks wˆ(t−1)jks∑S
s=1 fˆ
(t−1)
iks wˆ
(t−1)
jks
,
(14)
E(I(θik = s)bi|φˆ(t−1)) = E(bi|φˆ(t−1)) · fˆ
(t−1)
iks pˆ
(t−1)
is∑S
s=1 fˆ
(t−1)
iks pˆ
(t−1)
is
, (15)
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where fˆ
(t−1)
iks =
∏nk
l=1 f(yikl|µˆ(t−1)kls , σˆ(t−1)kls , γikls). Given these results from the E-step, updates
of ζ, pij , wjks, pis in the M-step are straight forward as in equations (16), (17), (18), and (19).
ζˆ(t) =
∑I
i=1E[bi|φˆ(t−1)]
I
, (16)
pˆi
(t)
j =
∑I
i=1E[zij(1− bi)|φˆ(t−1)]∑I
i=1
∑J
j=1E[zij(1− bi)|φˆ(t−1)]
, (17)
pˆ
(t)
is =
∑K
k=1E[I(θik = s)bi|φˆ(t−1)]∑S
s=1
∑K
k=1E[I(θik = s)bi|φˆ(t−1)]
, (18)
wˆ
(t)
jks =
∑I
i=1E[I(θik = s)zij(1− bi)|φˆ(t−1)]∑S
s=1
∑I
i=1E[I(θik = s)zij(1− bi)|φˆ(t−1)]
. (19)
Updates for µkls and σkls have to be treated according to the specific distributions. For the
log-normal distributions (3), we have:
µˆ
(t)
kls =
∑I
i=1 log(yikl + 1)P [θik = s|φˆ(t−1)]∑I
i=1 γiklsP [θik = s|φˆ(t−1)]
, (20)
σˆ
(t)2
kls =
∑I
i=1 P [θik = s|φˆ(t−1)][log(yikl + 1)− µˆ(t)klsγikls]2∑I
i=1 P [θik = s|φˆ(t−1)]
. (21)
For the binomial distributions (5), we have:
µˆ
(t)
kls =
∑I
i=1 yiklP [θik = s|φˆ(t−1)]∑I
i=1 γiklsP [θik = s|φˆ(t−1)]
. (22)
Closed form maximizers of µ and σ do not exist for the negative binomial distribution (4). We
adopt the method of moment estimates as in Kuan et al. (2011); Zuo and Keles¸ (2013), where the
updated values µˆ
(t)
kls and σˆ
(t)
kls are the solutions of the following equations:
µˆ
(t)
kls
I∑
i=1
γiklsP [θik = s|φˆ(t−1)] =
I∑
i=1
yiklP [θik = s|φˆ(t−1)],
I∑
i=1
[
µˆ
(t)2
kls γ
2
ikls
(
1 +
1
σˆ
(t)
kls
)
+ µˆ
(t)
klsγikls
]
P [θik = s|φˆ(t−1)] =
I∑
i=1
y2iklP [θik = s|φˆ(t−1)].
For the degenerate distributions as in (6), θik’s are directly observed. Therefore, the E-M
algorithm for this case requires slight modifications: we skip the estimation for E[I(θik = s)|φˆ(t−1)]
in the E-step and for µ, σ in the M-step.
3.3 Estimating Structured Clusters
In integrative functional genomics studies, the set of experimental conditions usually consists of
interactions of multiple experimental factors; hence, it is often important to identify clusters,
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states of which are homogeneous across the levels of one or more factors. For example, in a
typical transcription factor network analysis, experimental conditions include the combination
of different cell types and TFs. It is often desirable to separate loci groups whose states are
homogeneous within each cell type from those with cell type specific states for the purpose of cell
type comparison. Depending on the cell types involved, such comparison can yield insights on
cell development, pathology and/or cell-specific functions. We refer to clusters with homogeneous
states within each cell type as TF-homogeneous. Another example is encountered in comparative
functional genomics studies across different species, where experimental conditions range across
both species and TFs. Clusters of loci, states of which are homogeneous across species conditional
on each TF, constitute conserved functional modules. The TF-homogeneous clusters in this context
represent the marginal effect of the species factor, and play a central role in understanding the
evolutionary relationships.
To estimate a cluster with homogeneity for a particular experimental factor, MBASIC allows
structural constraints on its state-space parameters. Recall that the parameters of cluster j are
represented by wj.s = (wj1s, wj2s, · · · , wjKs). Marginalizing the effect of this factor, the K ex-
perimental conditions can be partitioned into M sets, {1, 2, · · · ,K} = T1 ∪ T2 ∪ · · · ∪ TM , where
conditions within each set differ only in the levels of this factor. The parameters of this cluster
satisfy the following constraints:
wjk1s = wjk2s, if ∃ m s.t. k1, k2 ∈ Tm. (23)
Cell Type Levels: Gm12878 K562
TF Levels: Atf3 Ctcf Gata1 Atf3 Ctcf Gata1
TF-homogeneous: wj1s wj2s wj3s wj4s wj5s wj6s
Cell Type-homogeneous: wj1s wj2s wj3s wj4s wj5s wj6s
Figure 1: A graphical description for a parametrization with structural constraints. Interactions
of 2 cell types and 3 TFs result in six experimental conditions. Parameters with homogeneous
values are shaded by the same color.
A pictorial depiction with six experimental conditions due to full interaction between 2 cell
types and 3 TFs is depicted in Figure 1. Estimating structured clustering models follows the
previous E-M algorithm with a modification in Equation (19). A constrained maximizer for wjks
subject to constraint (23) is computed as:
wˆ
(t)
jks =
∑
k′:k′∈Tm
∑I
i=1E[I(θik′ = s)zij(1− bi)|φˆ(t−1)]
#{Tm}
∑S
s=1
∑I
i=1E[I(θik = s)zij(1− bi)|φˆ(t−1)]
, k ∈ Tm.
MBASIC requires that such structural constraints must be specified a priori and remain fixed
during model fitting. MBASIC incorporates a model selection procedure to compare models with
different hypothesized structural constraints and numbers of clusters. We next describe the details
of this model selection procedure.
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Table 1: Design of the simulation studies. S: size of the state-space; ζ: Proportion of singletons;
I: number of units; J : number of clusters; K: number of experimental conditions.
Study Distribution S ζ I (J,K) Model
Selec-
tion
1 LN, NB, Bin 2, 3, 4 0, 0.1, 0.4 4000 (20, 30) No
2 LN, NB, Bin 2 0.1, 0.4 4000 (20, 30) Yes
3 iASeq 3 0, 0.1, 0.4 4000 (10, 20), (20, 30) Yes
4 Cormotif 2 0 10,000 (4, 4), (5, 8), (5, 10) Yes
5 Cormotif 2 0, 0.1, 0.4 4000 (10, 20) Yes
6 LN 2 0, 0.33 4120, 4600, 6120 (8, 30) Yes
3.4 Model Selection
The MBASIC framework so far assumes that the total number of clusters J is known a priori. In
practice, models with varying values of J need to be fitted independently and compared with each
other according to some information criterion to determine the best value of J . Since the E-M
algorithm aims to maximize the data likelihood function, AIC and BIC criteria can be utilized
with MBASIC. The degrees of freedom for a model with J clusters is df = F1S
∑K
k=1 nk + (S −
1)I+J+F2, where F1 = 2 for distributions (3) and (4), F1 = 1 for (5), and F2 is the total number
of free variables among wjks’s. If there are no structured clusters, we have F2 = JK(S − 1).
When there is no prior information available, both the total number of clusters and the number
of clusters following structural constraints have to be determined. This results in a prohibitively
large number of candidate models, and computing the information criterion for each of them is
not practical. In such cases we incorporate the following two-phase strategy to limit the number
of candidate models:
1. Evaluate models with varying total number of clusters without any structural constraints.
Select Jopt according to the minimal AIC or BIC value.
2. Evaluate models with the fixed number of Jopt clusters while varying the number of clusters
following each structural constraint. Select the number of clusters following each structural
constraint based on the minimal AIC or BIC value.
We acknowledge that the above two-step strategy is only a practical compromise to restrict
the space of candidate models and does not guarantee finding the best model that globally mini-
mizes the information criterion. However, we have conducted extensive simulation studies which
illustrated that the proposed two-phase strategy performs well in a wide variety of settings.
3.5 Simulation Studies
We conducted 6 model-based simulation studies to investigate the performance of MBASIC in
various settings as summarized in Table 1. Each simulation study has multiple settings that vary
the distributional assumptions, size of the state-space (S), proportion of singletons (ζ), number of
units (I), number of clusters (J), and number of conditions (K). We provide the details of these
simulation studies in Appendix B and highlight the overall conclusions in this section.
11
Data in Simulation Studies 1-2 were simulated according to MBASIC’s distributional assump-
tions. In Simulation Study 1, we emphasized two most important features of MBASIC: the joint
estimation procedure of all model parameters and the inclusion of a singleton cluster. We derived
six alternative algorithms (Table B.1) to benchmark MBASIC’s performance in various settings.
Three of the algorithms (SE-HC, SE-MC, PE-MC) use two-stage procedures for model estimation,
decoupling either the estimation of the state-space variables or the distributional parameters from
the mixture modeling of clustering analysis. The other three algorithms are created as variations
on these by excluding the singleton feature (SE-MC0, PE-MC0, MBASIC0). These benchmark
algorithms are in spirit analogous to procedures in many applied genomic data analyses where the
association between observational units are estimated separately from the estimation of individual
data set specific parameters (e.g., Gerstein et al. (2012), Wei et al. (2012), Wei et al. (2015)).
Figures B.2-B.4 summarize the performance comparisons in Simulation Study 1. We observed
that MBASIC’s joint estimation feature improved the inference for both the clustering structure
and the individual states. In the presence of many singletons, the inclusion of their idiosyncratic
state-space profiles was essential for robust clustering. In Simulation Study 2, we evaluated the
effect of using BIC to select the number of clusters as well as the structural constraints within each
cluster. Tables B.2 and B.3 indicate that MBASIC was always able to select models with similar
structures with the simulated truth.
In Simulation Studies 3 to 5, we simulated data according to the models proposed by iASeq
(Wei et al., 2012) and Cormotif (Wei et al., 2015). These models allow heterogeneous distributional
parameters within the same state, a potential advantage over MBASIC in specific data analysis
such as differential expression or allele-specific binding. Comparison to these two models is intended
to enable investigation of whether MBASIC is robust against such within-state heterogeneity. In
Simulation Study 3, we showed that MBASIC with the binomial distribution could directly handle
data generated under the iASeq framework and achieve competitive performance (Figure B.5). In
Simulation Study 4, we inherited the simulation settings from Wei et al. (2015), where distributions
from different states were weakly separable, but the individual states were completely deterministic
from the clustering. We explored more dynamic settings in Simulation Study 5, where we had easier
separation between different states, but randomness among the states within the same cluster. We
showed that a pre-processing step homogenizing the within-state units followed by MBASIC leads
to comparable performance to Cormotif in Simulation Study 4 (Figure B.6), and much better
performance in Simulation Study 5 (Figure B.7).
Wei et al. (2015) discusses an interesting point that when the clustering model does not accom-
modate singletons, small clusters tend to be merged together to form spurious clusters, estimated
state-space patterns of which are the averages among several true clusters. In order to investi-
gate whether such a phenomena exists for MBASIC, we conducted Simulation Study 6, where we
simulated data with two large clusters and six small clusters, and compared the performance of
MBASIC and MBASIC0 to highlight the effect of including a singleton cluster. We found that
compared to MBASIC0, MBASIC was significantly less aggressive in merging small clusters. Over-
all, it captured large clusters and allocated the small cluster units as singletons (Figures B.10 and
B.11, Tables B.6, B.7 and B.8). This study highlighted the utility of a singleton cluster as a
potential remedy for merging of small clusters.
Combining results from all of our simulation studies, we conclude that MBASIC is a powerful
model for both state-space estimation and clustering structure recovery. Its adaptability to single-
tons, effectiveness in model selection, and robustness against within-state heterogeneity strongly
support its applicability for real data sets.
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4 Applications of MBASIC to Genome Research Problems
4.1 Transcription Factor Enrichment Network
Regulation of gene expression relies heavily on the context-specific combinatorial activities of TFs.
Gene clustering analysis based on TF occupancy data, i.e., ChIP-seq, aims to identify combinatorial
patterns of TF occupancy and group genes based on such patterns. The ENCODE consortium
(The ENCODE Project Consortium, 2012) has generated TF ChIP-seq datasets for over 100 TFs
across multiple cell types, and has motivated several integrative studies for learning regulation
patterns (Gerstein et al., 2012; Wang et al., 2012). In this study, we applied MBASIC to the
analysis of such data. Specifically, we focused on the TF enrichment patterns at the promoter
regions, i.e., -5000 bps and +1000 bps the transcription start site, of the 10290 genes that had
significant expression, as measured by RNA-seq, in either the Gm12878 or the K562 cells. The
input data to MBASIC were the mapped numbers of reads at these promoter regions from the
uniformly processed ChIP-seq data by Gerstein et al. (2012). We chose the cell types Gm12878
and K562 because they had the largest numbers of TF ChIP-seq experiments. The final dataset
utilized included ChIP-seq data for I = 10290 observational units over 30 TFs corresponding to
K = 60 experimental conditions (cell type × TF) with a total of 166 replicate experiments.
We fitted MBASIC with S = 2 states and used log normal distributions as in Equation (3).
s = 1 corresponded to the unenriched state, and we let γikl1 = log(1 +xik), where xik is the count
from the matching control experiment at unit i. s = 2 corresponded to the enrichment state, and
we let γikl2 = 1 for all loci.
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Figure 2: (a) BIC and (b) log-likelihood values for models with different structures. All the clusters
are unstructured in the Phase 1 models and the x-axis denotes the total number of clusters.
The total number of clusters is 24 for Phase 2 models and the x-axis denotes the number of
unconstrained clusters. The remaining clusters have TF-homogeneity.
We followed the two-phase procedure using BIC from Section 3.4 to select both the number
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Figure 3: (a) Normalized data for each cell-TF combination at five sub-sampled loci within each
cluster. (b) Estimated enrichment probability at each cell-TF combination for each cluster.
14
of clusters and the structure of each cluster. In Phase 1, we selected the number of clusters as
24. In Phase 2, we considered two types of structural constraints for each cluster, referred to by
TF-homogeneity and cell type-homogeneity and defined as wjk1s = wjk2s if k1 and k2 corresponded
to the same TF or cell type. We found that imposing cell type-homogeneity to any cluster would
cause that cluster to be degenerate (i.e., no unit was assigned to that cluster). Therefore, we
chose the final model among those with TF-homogeneity structures. The BIC and log likelihood
values for different models fitted in both phases are shown in Figure 2. The final model had 24
unconstrained clusters, consisting of 1− ζ = 89.8% of the 10290 loci. The ranges of the estimated
distribution parameters among replicates within the same cell type-TF combination is shown in
Figure C.12. We notice that these parameters can be substantially different among replicated
experiments. This provides further support for our replicate specific parametrization.
To compare the normalized data and the predicted enrichment probability for each cluster, we
computed the normalized signals 1 and compared them to the estimated cluster parameters. Figure
3 depicts such normalized signals from five randomly selected loci within each predicted cluster
(Figure 3(a)), as well as the predicted enrichment probabilities at the corresponding condition
and cluster (wjk2’s) (Figure 3(b)). We observe that the estimated enrichment probabilities at the
cluster level capture the commonality among loci within each cluster. In addition, each loci cluster
exhibits distinct combinatorial patterns of activity across all cell type-TF combination. The cell
type-TF combination enriched within each cluster is listed in Table C.9.
Our clustering results are consistent with the existing literature on the TF enrichment networks.
For example, cooperating TFs tend to be enriched at the same loci. This pattern can be observed in
Figure 3(b) between Bcl3 and Bclaf1. Pol2 and Pol24h8 represent Pol2 experiments with different
antibodies. As expected, we observe enrichment at the same loci for these two different version of
Pol2 experiments. Moreover, pairs of TFs that have similar binding motifs have similar enrichment
probabilities over the clusters. For example, Wang et al. (2012) discovered the UA1 motif as
common to both Chd2 and Ets1 and the USF motif for Max, Usf1, and Usf2. Interactions between
Taf1 and Tbp have also been studied by Anandapadamanaban et al. (2013). Similar enrichment
probabilities of these TFs across clusters can be observed in Figure 3(b). In addition to these
observations that are consistent with the literature, our results illustrate how the genome-wide
TF association patterns can be attributed to specific clusters. We explored the loci clusters with
distinct patterns between cell types (e.g., Pol2 in Cluster 12, Figure 4), TFs from the same families
(e.g., Bcl3 v.s. Bclaf1 in Cluster 3, Figure C.13), and TFs with similar genome-wide enrichment
(e.g., Max v.s. Usf1 in Cluster 2, Figure C.14) using raw data. We further evaluated each cluster
of genes for their KEGG pathway enrichment (Subramanian et al., 2005), and identified 8 KEGG
pathways that are significantly enriched in individual clusters (Table 2). Three of our clusters
(Clusters 7, 9, and 19) have more than half of their genes in one single pathway. Since KEGG
pathways curate the known knowledge of molecular interaction systems, these clusters may be
driven by unknown biological processes that warrant further investigation.
MBASIC infers the clustering structure based on its own estimates of the state-space profiles.
The ENCODE consortium provides the estimated enrichment regions (i.e., peaks) for each ex-
periment in this study. Then, a natural question is whether MBASIC reveals more information
compared to clustering of genes based on ENCODE-estimated binary enrichment profiles of TFs.
1The normalized signal for unit i and condition k is:
θ˜ik =
∏nk
l=1 fs(yikl|µˆkl2, σˆkl2, γikl1)∏nk
l=1 fs(yikl|µˆkl2, σˆkl2) +
∏nk
l=1 fs(yikl|µˆkl1, σˆkl1, γikl2)
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Figure 4: (a, b) Plots of the transformed Pol2 ChIP sample read counts against the transformed
control sample read counts for all units in (a) Gm12878 and (b) K562 cells. Data from unenriched
units are expected to reside around the 45 degree dashed line.
To address this, we created a binary vector for each gene by overlapping its promoter with the
ENCODE peaks. Then, we applied the state-of-the-art MClust model (Fraley and Raftery, 2002)
to cluster the 10290 promoter regions based on these peak profiles. MClust selected 90 clusters
based on BIC. Figure C.15 displays cluster-level estimated enrichment probabilities of TFs across
the conditions considered. Compared to Figure 3, we can see that many of the MClust clusters
have very similar enrichment profiles. For example, Clusters 51, 7, 8, 32, 54 contained almost no
enrichment for any TFs, but are classified as distinct clusters. The association between units across
these clusters are thus non-trivial to interpret. In addition, we found that for some conditions, the
enrichment states predicted by MBASIC are quite different than those from the ENCODE peak
profiles (e.g., Figure 5). This is because the ENCODE peaks are identified by whole genome-wide
Table 2: Significantly enriched KEGG pathways across the 24 clusters.
KEGG.name # Genes Z Score Cluster Cluster
Overlapped Size
Protein processing in endoplasmic reticulum 156 5.652 7 391
Fatty acid elongation in mitochondria 7 7.518 8 133
B cell receptor signaling pathway 74 6.016 9 146
Lysine biosynthesis 3 6.53 9 146
D-Glutamine and D-glutamate metabolism 3 5.548 12 184
Vitamin B6 metabolism 4 5.28 14 156
Non-homologous end-joining 12 7.539 17 213
Lysosome 116 5.402 19 187
16
analysis and may not reflect the differences between the ChIP and control samples at the local
promoter regions. MBASIC attains larger raw data fidelity by directly modeling the counts at
each unit rather than inheriting results from existing analyses.
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Figure 5: (a, b) Transformed ChIP versus control sample read counts from a Gm12878-Ctcf
dataset. Enrichment states are annotated by (a) ENCODE peak profiles and (b) MBASIC estima-
tion. In MBASIC, an observational unit is estimated to be enriched if its enrichment probability
satisfies P (θik = 2|Y ) > 0.5.
4.2 Genome-wide Identification of +9.5-like Composite Elements
Johnson et al. (2012) and Gao et al. (2013) described the requirement of the intronic +9.5 site, an
Ebox-GATA composite element located at chr6: 88143884-88157023 in the mouse genome (genome
version mm9), to establish the hematopoietic stem/progenitor cell (HSC) compartment in the fetal
liver and for hematopoietic stem cell genesis in the aorta-gonad-mesonephros (AGM), respectively.
Furthermore, Johnson et al. (2012) and Hsu et al. (2013) showed that heterozygous +9.5 mutations
cause a human immunodeficiency associated with myelodysplastic syndrome (MDS) and acute
myeloid leukemia (AML). Because the +9.5 site is the only known cis-element deletion of which
depletes fetal liver HSCs and is lethal at E13-14 of embryogenesis, identifying additional loci that
have similar functionality is extremely important for establishing mechanisms that enable GATA
factor-bound regions with nonredundant activity and have the potential to reveal novel targets for
therapeutic modulation of hematopoiesis. In this application, we identified 4803 genomic regions
with the Ebox-GATA motif (CATCTG-N[7-9]-AGATAA where N[7-9] denotes a variable size spacer
of 7 and 9 nucleotides) in the human genome (genome version hg19). We considered a 150 bps
window anchored at each of the 4803 composite elements as the observational unit. To analyze the
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TF occupancy activities at these units and identify a group of composite elements with occupancy
profiles similar to that of the +9.5 composite element, we downloaded all ChIP-seq data for the
Huvec and K562 cells from Gerstein et al. (2012). In total, the data set contained 224 replicates
spanning K = 84 experimental conditions and 77 TFs.
We used negative binomial distributions with S = 2 states, where s = 1 denoted the unenriched
(unoccupied) state, in the MBASIC framework. We chose γikl1 = 1 + xik, where xik is the count
for unit i from the matching control experiment for condition k, to incorporate data from the
accompanying control experiments of the ChIP samples. For s = 2, we utilized the following
mixture distribution to account for the heavy tails observed in the raw data:
Yikl − 3|θik = 2ind.∼ νiklNB(µkl2, σkl2) + (1− νikl)NB(µkl3, σkl3),
νik
i.i.d.∼ Bernoulli(vkl).
Here, the constant 3 represents the minimum count threshold for enrichment estimation. The
use of mixture distributions to capture heavy tailed count data was previously considered by Zuo
and Keles¸ (2013). We note that an alternative approach to capture heavy tailed counts would be
to fit a model using S = 3 states, with s = 2, 3 representing two distinct enrichment components.
Such an approach would differ from the proposed approach in a subtle yet important way. In this
alternative approach, allocation of each unit to different enrichment components would affect the
clustering estimation, while in our approach, clustering is only determined by the enrichment status
of the individual unit regardless of which enrichment component it follows. The E-M algorithm
for this setting requires a slight modification as discussed in Section A.2.
Following the two phase model selection procedure using BIC, we selected the model with
3 clusters, 2 of which were cell type-homogeneous. The ranges of the estimated distribution
parameters among replicates within the same condition are displayed in Figures C.16 and C.17.
The three clusters (denoted by C1, C2, and C3) included 332, 837, 157 composite elements,
respectively, and the remaining 3477 composite elements were identified as singletons. A heatmap
for the enrichment probability of each unit under each cell type-TF combination across the three
clusters is shown in Figure 6. The +9.5 element is a member of cluster C3 which consists of a total
of 157 +9.5-like composite elements. A detailed genomic annotation of these elements are provided
in Table C.10. Notably, 46% of the C3 elements reside in intronic regions and 42% of these are
within first intron. Only 15% of the cluster are located up to 10Kb upstream of transcription start
sites.
A detailed analysis of Figure 6 reveals that cluster C3 is driven by several transcription factors
with known associations to GATA2. First, we note that a large fraction of the C3 loci are bound by
BRG1. The chromatin remodeler BRG1 is involved in GATA1-mediated chromatin looping (Kim
et al., 2009a,b) and co-localizes with GATA1 at some chromatin sites (Hu et al., 2011). BRG1 has
broad functions in many cell types; however, conditional knockouts of BRG1 reveal its importance
in specific cell and tissue contexts (Holley et al., 2014). Another factor that clearly stands out as
having a GATA2-like profile in cluster C3 is ETS1. Our prior work identified the propensity of
occupied GATA motifs to reside near Ets motifs (Linneman et al., 2011) and Dore´ et al. (2012)
has highlighted GATA2-ETS co-localization.
We next performed an alternative naive analysis by utilizing the list of peaks provided by the
ENCODE project. As in the case of the Transcription Factor Enrichment Network example of
Section 4.1, these peaks, provided by the ENCODE consortium, were identified by analyzing each
dataset individually with ENCODE’s uniform ChIP-seq processing pipeline. Figure C.18 displays
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Figure 6: Posterior enrichment probability (i.e,. P (θik = 2|Y )) for all units in the three clusters.
The right most column of the C3 cluster corresponds to the +9.5 element.19
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Figure 7: Proportion of overlap between the top ranked +9.5-like composite elements identified
by MBASIC and ENCODE peak profiles. The overlap proportion is calculated by considering
the same number of top ranked units (x-axis) in both the ENCODE-based and MBASIC-based
similarities to the +9.5 site. The dashed lines mark that 78.3% of the C3 units are ranked in the
top 157 based on the ENCODE peak profiles.
the ENCODE peak profiles for our cell type-TF conditions. For each of the 4803 composite
elements, we constructed a peak profile, which is a binary vector indicating whether the element
overlaps with the ENCODE peaks for each cell type-TF combination. We then computed the
peak profile based similarity between the +9.5 site and each the of the composite elements using
the R function dist.binary with the ”Jaccard index” option. For comparison, we computed
pseudo-binary similarities between each element and the +9.5 site using the MBASIC estimated
enrichment probabilities across all conditions2. We then ranked the composite elements based on
both ENCODE and MBASIC estimated similarities. Figure 7 provides a comparison of the two
lists as a function of top ranking composite elements. Overall, we observe that the rankings based
on MBASIC estimation are consistent with the rankings based on the ENCODE peak profiles.
Although the rankings of the composite elements with respect to their +9.5 similarity using
both the ENCODE peak profiles and MBASIC estimation were quite similar, the two approaches
resulted in different enrichment estimation at the individual TF-cell combination level. Figure 8(a)
compares the estimated cluster-level enrichment probabilities of each cell type-TF combination for
cluster C3 against their average ENCODE peak profiles and highlights the difference between the
two procedures. To further investigate these differences, we plotted the raw data for individual
replicates and compared the composite elements that were estimated to be enriched by the two
methods. An example using data from K562-Chd2 is displayed in Figures 8(b) and (c). Although
many elements have significantly higher counts in the ChIP sample compared to the control sample,
they are not identified as occupied by Chd2 in K562 according to ENCODE peak annotation.
2The pseudo-binary similarity between two units i1 and i2 is calculated as s(i1, i2) =∑
k P{θi1k=1|Y }P{θi2k=1|Y }∑
k P{θi1k=1|Y }+P{θi2k=1|Y }−P{θi1k=1|Y }P{θi2k=1|Y }
.
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Figure 8: (a) Top half: Enrichment probabilities for the C3 units across all experimental conditions
estimated by MBASIC. Bottom half: Proportion of C3 units that are overlapped by the ENCODE
peaks for each condition. (b, c) ChIP sample read counts against normalized control sample
read counts for one replicate of K562-Chd2 dataset. Enrichment status are annotated by (a) the
ENCODE peak profiles and (c) MBASIC prediction.
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Another example using a replicate from K562-Yy1 is shown in Figure C.19, where several elements
with zero ChIP count are overlapped by ENCODE peaks. These results indicate that MBASIC
provides a grouping of the Ebox-GATA composite elements that is more consistent with the raw
data compared to grouping based on ENCODE peak annotation.
5 Conclusions and Discussion
Clustering analysis based on an underlying state-space is a common problem for many genomic and
epigenomic studies where multiple data sets over many observational units are integrated. In this
paper, we developed a unified statistical framework, called MBASIC, for addressing these class of
problems. MBASIC simultaneously projects the observations onto a hidden state-space and infers
clustered units in this space. The hierarchical structure of MBASIC enables the information of the
state-space clusters to be fed back into the projection of the raw data, thus reinforces the accuracy
of predicting the state-space states of individual units. The MBASIC framework offers flexibility in
a number of aspects of experimental design, such as different numbers of replicates under individual
experimental conditions and missing values. Additionally, it is applicable to many parametric dis-
tributions. Our computational studies highlighted good operating characteristics of MBASIC and
the two genomic applications illustrated how large numbers of ChIP-seq datasets can be integrated
for addressing specific problems. In both of the applications, MBASIC algorithm converged within
20 minutes for a fixed model on a 64 bit machine with Intel Xeon 3.0GHz processor and 64GB of
RAM. For model selection, we utilized R package snow to implement the 2-phase procedure with
parallel fitting of different candidate models using a 8-core 64 bit, 64GB RAM machine with 8 Intel
Xeon 3.0GHz processors. These runs were completed under 2 hours. The computational efficiency
of our model depends on the simple, closed-form updates in our E-M algorithm. Such a mathe-
matical form is due, at least in part, to our modeling assumption that the rows of our state-space
matrix is clustered. We have argued that this assumption, as compared to the PCA-type model
structures, offers easier interpretation and is well suited for many genomic applications. MBASIC
is available as R package mbasic at https://github.com/chandlerzuo/mbasic.
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A Details of the Expectation-Maximization (EM) Algorithms
A.1 Derivation for the E-step
We derive the expressions for the E-step updates of our algorithm in Eqns. (12), (13), (14), (15)
as well as the marginal likelihood in Eqns. (9) and (10).
In what follows, we let θiks denote 1{θik = s}. The joint density of (z, b, θ, Y ) is given by:
f(z, b, θ, y) =
I∏
i=1
ζbi(1− ζ)1−bi ·
I∏
i=1
J∏
j=1
pi
zij
j ·
I∏
i=1
K∏
k=1
S∏
s=1
fiks( J∏
j=1
w
zij
jks)
1−bipbiis
θiks , (24)
where fiks =
∏nk
l=1 f(yikl|µkls, σkls, γikls). The following elementary equality is used repeatedly
throughout the rest of the derivations in this section.
∑
∑
j aij=1,aij∈{0,1}
∏
i
∏
j
b
aij
ij =
∏
i
∑
j
bij
 .
The joint density of (z, b, Y ) can be calculated from Eqn. (24):
f(z, b, y) =
∑
∑
s θiks=1
f(z, b, θ, y)
=
I∏
i=1
ζbi(1− ζ)1−bi ·
I∏
i=1
J∏
j=1
pi
zij
j ·
∑
∑
s θiks=1
I∏
i=1
K∏
k=1
S∏
s=1
fiks
 J∏
j=1
w
zij
jks
1−bi pbiis

θiks
=
I∏
i=1
ζbi(1− ζ)1−bi ·
I∏
i=1
J∏
j=1
pi
zij
j ·
I∏
i=1
K∏
k=1
 S∑
s=1
fiks
 J∏
j=1
w
zij
jks
1−bi pbiis
 .
(25)
Since
S∑
s=1
fiks
 J∏
j=1
w
zij
jks
1−bi pbiis = J∏
j=1
[
S∑
s=1
fiksw
1−bi
jks p
bi
is
]zij
,
Eqn. (25) can be rewritten as:
f(z, b, y) =
I∏
i=1
ζbi(1− ζ)1−bi ·
I∏
i=1
J∏
j=1
[
pij
K∏
k=1
(
S∑
s=1
fiksw
1−bi
jks p
bi
is
)]zij
. (26)
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The joint distribution of (b, Y ) can be calculated from Eqn. (26):
f(b, y) =
∑
∑
j zij=1
f(z, b, y)
=
I∏
i=1
ζbi(1− ζ)1−bi ·
∑
∑
j zij=1
I∏
i=1
J∏
j=1
[
pij
K∏
k=1
(
S∑
s=1
fiksw
1−bi
jks p
bi
is
)]zij
=
I∏
i=1
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I∏
i=1
 J∑
j=1
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k=1
(
S∑
s=1
fiksw
1−bi
jks p
bi
is
) .
(27)
We note that
J∑
j=1
pij
K∏
k=1
(
S∑
s=1
fiksw
1−bi
jks p
bi
is
)
=
 J∑
j=1
pij
K∏
k=1
(
S∑
s=1
fikswjks
)1−bi [ K∏
k=1
(
S∑
s=1
fikspis
)]bi
.
Then, Eqn. (27) can be rewritten as:
f(b, y) =
I∏
i=1
(1− ζ) J∑
j=1
pij
K∏
k=1
(
S∑
s=1
fikswjks
)1−bi [ζ K∏
k=1
(
S∑
s=1
fikspis
)]bi
. (28)
We can calculate the marginal density of Y , given in Eqn. (9), from Eqn. (28) as:
f(y) =
∑
bi∈{0,1}
f(b, y) =
I∏
i=1
(1− ζ) J∑
j=1
pij
K∏
k=1
(
S∑
s=1
fikswjks
)
+ ζ
K∏
k=1
(
S∑
s=1
fikspis
) . (29)
Eqn. (10) can be obtained similarly. Moreover, we can rewrite (25) as
f(z, b, y) =
I∏
i=1
[
ζ
K∏
k=1
S∑
s=1
fikspis
]bi (1− ζ) J∏
j=1
K∏
k=1
(
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)zij1−bi · I∏
i=1
J∏
j=1
pi
zij
j (30)
by using
S∑
s=1
fiks
 J∏
j=1
w
zij
jks
1−bi pbiis =
 J∏
j=1
(
S∑
s=1
fikswjks
)zij1−bi [ S∑
s=1
fikspis
]bi
.
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Thus, the density of (z, Y ) can be calculated as:
f(z, y) =
∑
bi∈{0,1}
I∏
i=1
[
ζ
K∏
k=1
(
S∑
s=1
fikspis
)]bi (1− ζ) J∏
j=1
K∏
k=1
(
S∑
s=1
fikswjks
)zij1−bi · I∏
i=1
J∏
j=1
pi
zij
j
=
I∏
i=1
ζ K∏
k=1
(
S∑
s=1
fikspis
)
+ (1− ζ)
J∏
j=1
K∏
k=1
(
S∑
s=1
fikswjks
)zij · I∏
i=1
J∏
j=1
pi
zij
j
=
I∏
i=1
J∏
j=1
[
pijζ
K∏
k=1
(
S∑
s=1
fikspis
)
+ pij(1− ζ)
K∏
k=1
(
S∑
s=1
fikswjks
)]zij
.
(31)
Using Eqns. (28) and (29), we obtain Eqn. (12) as
E[bi|Y ] =
ζ
∏K
k=1
(∑S
s=1 fikspis
)
(1− ζ)∑Jj=1 pij∏Kk=1 (∑Ss=1 fikswjks)+ ζ∏Kk=1 (∑Ss=1 fikspis) . (32)
Similarly, using Eqns. (31) and (29), we have
E[zij |Y ] =
pijζ
∏K
k=1
(∑S
s=1 fikspis
)
+ (1− ζ)pij
∏K
k=1
(∑S
s=1 fikswjks
)
ζ
∏K
k=1
∑S
s=1 fikspis + (1− ζ)
∑J
j=1 pij
∏K
k=1
(∑S
s=1 fikswjks
) . (33)
Using Eqns. (26) and (27), we have
E[zij |b, Y ] =
pij
∏K
k=1
(∑S
s=1 fiksw
1−bi
jks p
bi
is
)
∑J
j=1 pij
∏K
k=1
(∑S
s=1 fiksw
1−bi
jks p
bi
is
) . (34)
Eqns. (34) and (32) together results in Eqn. (13). Using Eqns. (24) and (25), we have
E[θiks|z, b, Y ] =
fiks
(∏J
j=1 w
zij
jks
)1−bi
pbiis∑S
s=1 fiks
(∏J
j=1 w
zij
jks
)1−bi
pbiis
. (35)
Therefore, we obtain Eqn. (14) by using Eqns. (27), (34), and (35):
E[θikszij(1− bi)|Y ] =[1− E(bi|Y )]E(zij |bi = 0, Y )E(θiks|bi = 0, zij = 1, Y )
=
(1− ζ)∑Jj=1 pij∏Kk=1 (∑Ss=1 fikswjks)
(1− ζ)∑Jj=1 pij∏Kk=1 (∑Ss=1 fikswjks)+ ζ∏Kk=1 (∑Ss=1 fikspis) ·
pij
∏K
k=1
(∑S
s=1 fikswjks
)
∑J
j=1 pij
∏K
k=1
(∑S
s=1 fikswjks
) · fikswjks∑S
s=1 fikswjks
.
(36)
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Finally, we obtain Eqn. (15) using Eqns. (35) and (27):
E(θiksbi|Y ) =E(bi|Y )E(θiks|bi = 1, Y )
=
ζ
∏K
k=1
(∑S
s=1 fikspis
)
(1− ζ)∑Jj=1 pij∏Kk=1 (∑Ss=1 fikswjks)+ ζ∏Kk=1 (∑Ss=1 fikspis) ·
fikspis∑S
s=1 fikspis
.
(37)
A.2 EM Algorithm with Mixture Data Distributions
An important extension of the MBASIC model is to allow multiple mixture components within
each state. For example, our model in Section 4.2 models the data from state s = 2 as a mixture
of two negative binomial distributions following the well motivated model of Kuan et al. (2011):
Yikl − 3|θik = 2 ∼ νiklNB(µkl2, σkl2) + (1− νikl)NB(µkl3, σkl3),
νikl ∼ Bernoulli(vkl),
where the constant 3 denotes the minimum number of reads required to be in state θ = 2. In this
section, we describe the general algorithm for such extensions. We assume that data from state s
has a distribution of ms components:
Yikl|θiks = 1 ∼
ms∑
r=1
vklsrfsr(·|µklsr, σklsr, γiklsr).
This can be written in a hierarchical form, using νiklsr as the hidden variable indicating the
mixture component within the state:
(νiklsr)1≤r≤ms ∼Multinom(1, (vklsr)1≤r≤ms), Yikl|θiks = 1, νiklsr = 1 ∼ fsr(·|µklsr, σklsr, γiklsr).
(38)
Here, we allow the distribution parameters µ and σ as well as the prior information derived γ
to depend on the component. Let fiklsr = fsr(yikl|µklsr, σklsr, γiklsr). The joint density for this
model is:
f(z, b, θ, ν, y) =
I∏
i=1
ζbi(1− ζ)1−bi ·
I∏
i=1
J∏
j=1
pi
zij
j ·
I∏
i=1
K∏
k=1
nk∏
l=1
S∏
s=1
ms∏
r=1
vνklsriklsr
·
I∏
i=1
K∏
k=1
S∏
s=1
( nk∏
l=1
ms∏
r=1
fνiklsriklsr
) J∏
j=1
w
zij
jks
1−bi pbiis

θiks
.
(39)
Let fiks =
∏nk
l=1(
∑ms
r=1 vklsrfiklsr), then the joint density for z, b, θ, Y can be expressed exactly
the same as Eqn. (24). Therefore, the M-step updates for W , P , ζ and pi are not changed, with
the related E-step quantities computed as Eqns. (12), (13), (14), (15). We only need to modify
the algorithm to estimate variables that depend on the component index r: µ, σ, and v.
The related quantities that need to be computed are E[νiklsr|Y ] and E[θiksνiklsr|Y ]. By Eqn.
(39), we have
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P (νiklsr = 1|θiks = 0) = vklsr, P (νiklsr = 1|θiks = 1) = vklsrfiklsr∑ms
r=1 vklsrfiklsr
.
Therefore, we have
E[θiksνiklsr|Y ] = E[θiks|Y ] vklsrfiklsr∑ms
r=1 vklsrfiklsr
, (40)
where E[θiks|Y ] =
∑J
j=1E[θiks(1− bi)zij |Y ] +E[θiksbi|Y ] and can be computed by Eqns. (36)
and (37). As a result,
E[νiklsr|Y ] = (1− E[θiks|Y ])vklsr + E[θiksνiklsr|Y ]. (41)
Given Eqns. (40) and (41), the M-step update for vklsr is:
v
(t)
klsr =
∑I
i=1E[νiklsr|φˆ(t−1)]
I
.
The M-step updates for µklsr, σklsr can be derived using Eqn. (40). For the negative binomial
distribution, as in Section 4.2, we have
µˆ
(t)
klsr
I∑
i=1
γiklsE
[
θiksviklsr|φˆ(t−1)
]
=
∑I
i=1E
[
θiksνiklsr|φˆ(t−1)
]
(Yikl − 3),
I∑
i=1
E
[
θiksviklsr|φˆ(t−1)
] [
µˆ
(t)2
klsrγ
2
ikls
(
1 +
1
σˆ
(t)
klsr
)
+ µˆ
(t)
klsrγikls
]
=
∑I
i=1E
[
θiksviklsr|φˆ(t−1)
]
(Yikl − 3)2.
B Simulation Studies
This section presents six broad simulation studies to evaluate the performance of MBASIC. Each
simulation study had multiple settings as outlined in Table 1 of the main article. We introduced
the following four families of distributions in our main article:
• Log-normal Distribution. LN(µklsγikls, σkls) with a density function:
fs(y|µkls, σkls, γikls) = 1√
2piσkls
exp
{
− (log(y + 1)− µklsγikls)
2
2σ2kls
}
. (42)
• Negative Binomial Distribution. NB(µklsγikls, σkls) with a density function:
fs(y|µkls, σkls, γikls) = Γ(y + σkls)
Γ(σkls)Γ(y + 1)
(µklsγikls)
yσσklskls
(µklsγikls + σkls)y+σkls
. (43)
• Binomial Distribution. Binom(γikls, µkls) with a density function:
fs(y|µkls, γikls) =
(
γikls
y
)
µykls(1− µkls)γikls−y. (44)
• Degenerate Distribution:
fs(y|µkls, σkls, γikls) = I(y = s). (45)
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B.1 Simulation Study 1
The first simulation study investigated the performance of MBASIC when the true value of J was
known and there were no structured clusters. We set the number of observational units as I = 4000
and the number of clusters as J = 20. The number of conditions was set to K = 30, and within
each condition the numbers of replicates varied as nk = 1, 2, 3, each with probability 0.3, 0.5, and
0.2. The size of the hidden state space was varied at three levels: S = 2, 3, 4. We simulated data
under three distributional families: log-normal (LN) (3), negative binomial (NB) (4), and binomial
(Bin) (5). We also varied the proportion of singleton units ζ at 0, 0.1 and 0.4. For simplicity, we
set γikls = 1 in all distributions.
B.1.1 Parameter Settings
Parameters wjks’s and pis’s generate the hidden state variables θik’s. We set them as follows. For
different values of k, j, and i, the vectors wjk· = (wjks : 1 ≤ s ≤ S) and pi· = (pis : 1 ≤ s ≤ S) were
simulated independently, each following an S-dimensional Dirichlet distribution Dir(α, · · · , α). We
chose a uniform concentration parameter of α = 0.2 for all dimensions to ensure that for each
vector wjk· or pi·, the probability mass tended to concentrate on one component. This controlled
the conditional variance of (θik|bi, zij). An increased value of α would increase the conditional
variance of θik, thus make it more difficult to recover wjks’s and pis’s.
The settings for parameters µkls’s and σkls’s were important. These parameters connected
hidden states θik’s to the observed values Yikl’s. In general, recovering hidden states from the
observed data is more difficult if: (1) differences of the mean values µkls’s between the states are
small; (2) variances of the distributions within each state are large. To control these two aspects
at reasonable levels, we set these parameters as follows:
• For log-normal distributions (3), we set ξs = 2 + log(4s− 3), simulated µkls ∼ N(ξs, 0.052),
and set σkls = 0.5;
• For negative binomial distributions (4), we set ξs = 8s−6, simulated µkls ∼ N(ξs, 0.52), and
set σkl1 = 2.82, σkls = 5 for s = 2, 3, 4;
• For binomial distributions (5), we simulated µkls ∼ Beta(3s, 3(S+1−s)), and γikl1 = γikl2 =
· · · = γiklS ∼ Pois(10).
Figure B.1 displays the histograms of Y1,i,l, 1 ≤ i ≤ I from one of the simulated data sets for
all the three distributions with S = 4 components. For comparison, we also present the histogram
of an actual data set from the analysis in Section 4 of our main article. We observe that the mixture
distribution of our simulated data with log-normal or negative-binomial distributions closely follow
the real data.
B.1.2 Alternative Approaches for Benchmarking MBASIC
The MBASIC algorithm is summarized as Algorithm 2:
To the best of our knowledge, there are currently no existing methods suited for the general
setup of MBASIC. There are, however, algorithms tailored for analyzing specific data types with hi-
erarchical state-space models similar to MBASIC. These algorithms largely fall into two categories.
In the first category, estimation for the state-space variables are separated from state-space clus-
tering. Some examples include Cheng et al. (2011), Gerstein et al. (2012), Ji et al. (2013), Neph1
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Figure B.1: Histograms for a) a real data set from a K562 Pol2 replicate in Section 4.1 of our main
article; and simulated data from one condition based on one simulation for the b) Log-Normal, c)
Negative Binomial and d) Binomial distribution with S=4 states.
Algorithm 2 MBASIC
for t = 1, 2, · · · until convergence do
Expectation-Step: Compute the conditional expectations E[I(θik = s)|φˆ(t−1)], E[bi|φˆ(t−1)],
E[I(θik = s)bi|φˆ(t−1)], E[zij(1− bi)|φˆ(t−1)], E[I(θik = s)zij(1− bi)|φˆ(t−1)];
Maximization-Step: Update estimates for parameters µkls, σkls, ζ, pij , wjks, pis.
end for
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Table B.1: Simulation Study 1. A summary of the benchmark algorithms that are compared to
MBASIC. Neither SE-MC nor PE-MC perform joint estimation of the model parameters. SE-*
algorithms estimate the data-specific model parameters and state-space as a first step and then
cluster the state variables. PE-* algorithms estimate data-specific model parameters and fixes
these in joint estimation of the state-space and clustering. ∗ Denotes distributional parameters for
each experimental replicate.
Algorithm Is State-space Is Parameter∗ Clustering Include
Estimation Joint Estimation Joint model singletons
with Clustering? with Clustering?
MBASIC Joint Joint Mixture model Yes
SE-HC Separate Separate Hierarchical clustering No
SE-MC Separate Separate Mixture model Yes
PE-MC Joint Separate Mixture model Yes
MBASIC0 Joint Joint Mixture model No
SE-MC0 Separate Separate Mixture model No
PE-MC0 Joint Separate Mixture model No
et al. (2012). In the second category, distributional parameters for each experimental replicate are
estimated first. These parameters are then fixed, and the state-space variables and the clustering
structure are estimated jointly conditional on these estimates. Examples of this approach include
Wei et al. (2012), Zeng et al. (2013), and Wei et al. (2015).
To compare the general implementation of MBASIC as in Algorithm 2 with these existing model
fitting ideas, we designed six benchmark algorithms. Table B.1 provides a summary of these
algorithms. Two of these algorithms, SE-HC (State-space Estimation followed by Hierarchical
Clustering) and SE-MC (State-space Estimation followed by Mixture model Clustering), treat the
state-space mapping step and the state-space clustering separately. The third algorithm, PE-
MC (Parameter Estimation followed by Mixture model Clustering), separates experiment-specific
distributional parameter estimation from the joint estimation of other parameters.
For all the three algorithms, in the first step, observations from each experimental condition
{Yikl : 1 ≤ i ≤ I, 1 ≤ l ≤ nk} are fitted according to the following model:
(Yikl|θik = s) ∼ fs(·|µkls, σkls, γikls), P (θik = s) = qks. (46)
The standard E-M algorithm can be used for the first step and results in estimates of qks, µkls, σkls
as well as the posterior estimates for the state space P (θik = s|Y ). In the second step, SE-MC and
SE-HC cluster the observational units based on the estimated P (θik = s|Y ) from the first step.
SE-HC (Algorithm 3) uses hierarchical clustering, while SE-MC (Algorithm 4) uses MBASIC with
degenerate distributions (6) for clustering. The second step of PE-MC (Algorithm 5) is similar to
Algorithm 2, except that parameters µkls, σkls’s are not updated.
In addition to joint fitting of all model parameters, another important feature of MBASIC is
its inclusion of the singleton cluster C0. To the best of our knowledge, this feature is not included
in similar models such as Wei et al. (2012) and Wei et al. (2015). We conjecture that in practice,
when some units can not be grouped together with other units due to their distinct state-space
profiles, including this singleton cluster can enhance model estimation. To test this conjecture,
we developed a version of each of the SE-MC, PE-MC, and MBASIC algorithms that ignore the
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singleton cluster, i.e., forces each unit into a cluster. This is achieved simply by initializing ζ = 0
in the Algorithms 2, 4, and 5. We refer to these algorithms by SE-MC0, PE-MC0, and MBASIC0.
Algorithm 3 State-space estimation followed by hierarchical clustering (SE-HC)
Step 1:
for 1 ≤ k ≤ K do
Apply the standard E-M algorithm on data {Yikl : 1 ≤ i ≤ I, 1 ≤ l ≤ nk} to estimate posterior
probabilities P (θik = s|Y ).
end for
Step 2:
Let θ˜i = {P (θik = s|Y )}1≤k≤K,1≤s≤S . Cluster vectors θ˜i into J clusters using hierarchical
clustering algorithm with the Euclidean distance. Estimate wjks as the means within each
cluster.
Algorithm 4 State-space estimation followed by mixture model clustering (SE-MC)
Step 1:
for 1 ≤ k ≤ K do
Apply the standard E-M algorithm on data {Yikl : 1 ≤ i ≤ I, 1 ≤ l ≤ nk} to estimate posterior
probabilities P (θik = s|Y ).
end for
Step 2:
Denote θ∗ik = args maxP (θik = s|Y ) for each 1 ≤ k ≤ K, 1 ≤ i ≤ I). Apply Algorithm 2 with
θik ← θ∗ik and fs = I(y = s) to obtain estimates for wjks, pis, ζ, and pij .
Algorithm 5 Parameter estimation followed by mixture model clustering (PE-MC)
Step 1:
for 1 ≤ k ≤ K do
Apply the standard E-M algorithm on data {Yikl : 1 ≤ i ≤ I, 1 ≤ l ≤ nk} to estimate µkls,
σkls for each experiment.
end for
Step 2:
Apply Algorithm 2 without updating µkls, σkls in the Maximization step.
B.1.3 Results
We utilized several criteria to compare the performance of MBASIC to the benchmark algorithms
in Table B.1. To estimate how well the state space was characterized for each cluster, we computed
the mean-squared error for W (MSE-W) as MSE-W=
√∑
j,k,s(wˆjks − wjks)2/(JKS) . We also
evaluated how well each method recovered the true state variables θik’s. This was reflected by the
state prediction error (SPE) as the mean squared error between the simulated states θik’s and their
posterior probabilities: SPE=
√∑
i,k,s[1{θik = s} − P (θik = s|Y )]2/(IKS). Finally, to compare
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Figure B.2: Simulation Study 1, log-normal distribution. Boxplots for ARI, MSE-W, and SPE
across 10 simulated datasets. The number of states is varied at 2, 3, and 4, and the proportion of
singletons at 0, 0.1, 0.4. Table B.1 summarizes the methods compared.
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Figure B.3: Simulation Study 1, negative binomial distribution. Boxplots for ARI, MSE-W, and
SPE across 10 simulated datasets. The number of states is varied at 2, 3, and 4, and the proportion
of singletons at 0, 0.1, 0.4. Table B.1 summarizes the methods compared.
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Figure B.4: Simulation study 1, binomial distribution. Boxplots for ARI, MSE-W, and SPE across
10 simulated datasets. The number of states is varied at 2, 3, and 4, and the proportion of
singletons at 0, 0.1, 0.4. Table B.1 summarizes the methods compared.
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the estimated clustering with the simulated true clustering, we computed the Adjusted Rand
Index (ARI) (Rand, 1971). ARI is a measure for the similarity between two different clusterings
of the data. Its value ranges between -1 and 1, with 1 indicating perfect match between the two
clusterings.
ARI requires the true clusters denoted by Cj , 0 ≤ j ≤ J and their estimates denoted by
Cˆj , 0 ≤ j ≤ Jˆ . In our simulations, they were computed as:
C0 = {1 ≤ i ≤ I : bi = 1}; Cj = {1 ≤ i ≤ I : bi = 0, zij = 1}, j ≤ 1,
where C0 denoted the set of singleton units. Cˆj was computed from the posterior distributions
as Cˆj = {1 ≤ i ≤ I : j = arg max0≤j≤J P (i ∈ Cj |Y )}, where P (i ∈ C0|Y ) = E(bi|Y ), and
P (i ∈ Cj |Y ) = E[(1− bi)zij |Y ].
The simulation results under various settings are summarized by the boxplots for each criterion
in Figures B.2, B.3, and B.4. Across all different simulation settings, the performance of MBASIC
was consistently among the best in all of the ARI, MSE-W, and SPE metrics. This shows that
MBASIC could not only recover the clustering structure, but also achieve high accuracy in esti-
mating individual states. SE-HC, SE-MC and SE-MC0 performed the worst in both detecting the
clustering structure and estimating the individual states. This suggests that separating state-space
inference from joint model fitting can significantly deteriorate model estimation. Different from
the SE-* methods, performances of PE-MC and PE-MC0 were much closer to MBASIC. For the
negative binomial and binomial distributions (Figures B.3 and B.4), PE-MC achieved similar ARI
levels to MBASIC and slightly larger SPE values. These observations show that by jointly esti-
mating the clusters and the states, data under different conditions could borrow information from
each other and thus substantially improve the state-space estimation. Overall, these observations
are consistent with the results in Wei et al. (2015) and Wei et al. (2012).
The simulation results also highlight the effect of modeling the singleton cluster in various
settings. Comparing the performances of MBASIC with MBASIC0 and PE-MC with PE-MC0, we
see that modeling the singleton cluster does not have a significant effect when the proportion of
singletons is low, i.e., ζ = 0 or 0.1; however, the improvement is highly significant when ζ = 0.4.
When ζ = 0.4, including singletons significantly improved the performance with respect to ARI,
but did not have an obvious effect on SPE. This has several implications in practice. First, the
fact that MBASIC does not under-perform any other methods when ζ = 0 or 0.1 indicates that
increasing the model complexity by introducing singletons does not lead to unrobust inference.
Because we are always agnostic on the existence of singletons for any real data, keeping them in
our model would guard against their adverse influence in inferring the clustering structure. Second,
although incorporating the singleton cluster does not improve estimating individual states, some
epigenetic studies focus primarily on the association structure between units, as our example in
4.2. For such studies, the gain in estimating the clustering structure by including the singletons
is essential. We note that in the comparison of SE-MC0 with SE-MC for the negative binomial
and the binomial distributions (Figures B.3 and B.4), modeling the singletons does not necessarily
improve estimation for separate model fitting even when the proportion of singletons is high, e.g.,
ζ = 0.4. This might suggest that the state-space estimation step is introducing additional noise to
the clustering step, which in turn makes it less favorable to infer a complicated clustering structure
with singletons.
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Table B.2: Simulation study 2, Scenario 1, unstructured clusters. Simulation results for model
selection without structural constraints. For each criterion, the mean is computed over 10 simulated
data sets, with the standard deviation shown in the parentheses.
Dist. ζ J ARI MSE-W SPE
Bin 0.1 20.8 ( 2.098 ) 0.94 ( 0.036 ) 0.096 ( 0.018 ) 0.159 ( 0.014 )
Bin 0.4 20.9 ( 1.101 ) 0.914 ( 0.035 ) 0.122 ( 0.034 ) 0.204 ( 0.012 )
LN 0.1 20.7 ( 0.823 ) 0.989 ( 0.005 ) 0.044 ( 0.03 ) 0.086 ( 0.006 )
LN 0.4 21.3 ( 1.337 ) 0.972 ( 0.007 ) 0.095 ( 0.027 ) 0.107 ( 0.008 )
NB 0.1 21.6 ( 0.843 ) 0.947 ( 0.021 ) 0.089 ( 0.028 ) 0.154 ( 0.007 )
NB 0.4 20.6 ( 2.271 ) 0.902 ( 0.026 ) 0.112 ( 0.048 ) 0.189 ( 0.007 )
Table B.3: Simulation study 2, Scenario 2, structured clusters. Simulation results for model
selection with structural constraints. For each criterion, the mean is computed over 10 simulated
data sets, with the standard deviation shown in the parentheses.
Dist. ζ J1 J ARI MSE-W SPE
Bin 0.1 10.3 ( 1.16 ) 20.7 ( 1.494 ) 0.934 ( 0.022 ) 0.084 ( 0.035 ) 0.162 ( 0.02 )
Bin 0.4 10.3 ( 1.636 ) 21 ( 2.625 ) 0.897 ( 0.048 ) 0.125 ( 0.03 ) 0.196 ( 0.031 )
LN 0.1 10.4 ( 0.516 ) 20.6 ( 0.516 ) 0.984 ( 0.015 ) 0.044 ( 0.032 ) 0.086 ( 0.006 )
LN 0.4 11.2 ( 1.619 ) 22.5 ( 1.509 ) 0.968 ( 0.01 ) 0.108 ( 0.037 ) 0.106 ( 0.006 )
NB 0.1 10.9 ( 1.197 ) 21 ( 1.054 ) 0.955 ( 0.019 ) 0.064 ( 0.035 ) 0.155 ( 0.008 )
NB 0.4 11.2 ( 1.814 ) 22.2 ( 1.398 ) 0.926 ( 0.014 ) 0.108 ( 0.031 ) 0.184 ( 0.013 )
B.2 Simulation Study 2: Model Selection
This second set of simulations aimed to evaluate the use of BIC to select the number of clusters
as well as the structural constraints for each cluster. We simulated data sets under two scenarios.
For the first scenario, each data set had J = 20 clusters with K = 30 experimental conditions,
and none of the clusters had structural constraints. For the second scenario, each data set had
J = 20 clusters over K = 30 conditions, but J1 = 10 of the clusters were structurally constrained
as follows:
wj,k,s = wj,k+K/2,s,∀j, 1 ≤ j ≤ J/2;∀k, 1 ≤ k ≤ K/2.
We refer the two scenarios as the unstructured scenario and the structured scenario, respectively.
We considered log-normal distributions (3), negative binomial distributions (4) and binomial dis-
tributions (5) for both cases. We also varied the proportion of singleton units ζ at 0.1 and 0.4.
The number of states was fixed at S = 2. The remaining parameters were simulated following the
same mechanism as in Section B.1.1.
For each simulated data set, we fitted a number of candidate models. For the unstructured
scenario, we varied the number of clusters J from 10 to 30. For the structured scenario, we followed
the two-phase procedure described in Section 3.4 of our main article. The best model was selected
by the minimum BIC value. To assess the performances of these selected models, we computed
the ARI, MSE-W and SPE metrics as described in Section B.13.
The simulation results are summarized in Tables B.2 and B.3. Under each set of parameters,
we computed the mean and the standard deviation for each of the criterion as well as the selected
3When the actual J and its estimate Jˆ are different, MSE-W is redefined as:
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value of J and J1 under 10 simulated data sets. These tables show that the selected values for J and
J1 were very close to the true values. Moreover, MBASIC performed uniformly well with respect
to ARI, MSE-W, and SPE under different settings. These results indicate that even if MBASIC
may not identify the “true” structure that drives the actual data, the identified structures can still
properly represent the state-space associations between units.
B.3 Simulation Studies 3-5: Comparison with iASeq and CorMotif
In this section, we compare MBASIC with two recently proposed models for integrative analysis
of specific types of genomic data: CorMotif (Wei et al., 2015) and iASeq (Wei et al., 2012). Both
models have the similar state-space clustering structure as MBASIC. The main difference from
MBASIC is that they each incorporate more complicated distributional assumptions targeting
specific genomic data types. The CorMotif model specifically addresses integrative differential
expression analysis with nk1 case condition replicates and nk0 control condition replicates for each
experimental condition k. It inherits the LIMMA (Smyth, 2004) framework for differential analysis
of gene-expression data and assumes mixture of Gaussian distributions with S = 2 states: s = 1
for the equally expressed state, and s = 2 for the differentially expressed state. Specifically, the
CorMotif model has the following state-space mapping structure:
nks
2
k
σ2ik
∼χ2nk ,
µik|σ2ik ∼N(0, ukσ2ik),
(Yikl|θik = 1) ∼N(µik0, σ2ik), l = 1, 2, · · · , nk1,
(Yikl|θik = 2) ∼N(µik0 + µik, σ2ik), l = 1, 2, · · · , nk1,
Xikl ∼N(µik0, σ2ik), l = 1, 2, · · · , nk0,
where Xikl’s are the observed data from control experiments, and Yikl are the observed data from
the case experiments. nk and s
2
k are hyper parameters specific to each experiment to account
for potential heterogeneity among units within the same state, and uk reflects the strength of
differential expression. CorMotif assumes almost the same state-space clustering structure as
MBASIC except that it does not include singletons. The iASeq model, targeting at allele-specific
binding problems has the following state-space mapping structure:
Yikl ∼Binom(γikl, pik),
pik|θik = 2 ∼Beta(αk, βk),
pik|θik = 1 ∼Unif
(
0,
αk
αk + βk
)
,
pik|θik = 3 ∼Unif
(
αk
αk + βk
, 1
)
,
MSE −W =
[∑
1≤j≤J,k,s(wjks − wˆc1(j)ks)2 +
∑
1≤j≤Jˆ,k,s(wˆjks − wc2(j)ks)2
KS(J + Jˆ)
] 1
2
,
where
c1(j) = argj′≤Jˆ min
∑
k,s
(wjks − wˆjk′s)2 , c2(j) = argj′≤J min
∑
k,s
(wˆjks − wjk′s)2.
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where the αk, βk are experiment-specific parameters, and γikl is the observed total number of reads
between two alleles. The state-space mapping structure for iASeq is almost the same as MBASIC,
except that it assumes no singletons, and that one cluster is dedicated to equal binding/occupancy
between the alleles (i.e., w1k1 = 1, ∀1 ≤ k ≤ K).
There are two key differences between CorMotif/iASeq and MBASIC. First, both CorMotif and
iASeq address the heterogeneity among the units within the same state, and they introduce addi-
tional hyper parameters to model the heterogeneous parameters associated with the distribution of
individual units. Compared to MBASIC, where we assume the distributions within the same state
are homogeneous, such heterogeneous distributional assumptions are much more realistic. Second,
CorMotif and iASeq implement two-stage estimation procedures similar to PE-MC0, which sep-
arate parameter estimation from state-space clustering. Wei et al. (2015) pointed out that once
we have the heterogeneous distributional parameters within each state, joint model fitting for all
parameters would require running a Markov Chain Monte-Carlo algorithm rather than the simple
E-M algorithm we have developed for MBASIC. Therefore, the computational cost ensued might
render its applicability for large real data sets.
In comparison of MBASIC to CorMotif and iASeq, we simulated data according to each of the
assumed distributions of CorMotif/iASeq, but fitted MBASIC models using simplified distribu-
tions. For data simulated from the iASeq model, we used MBASIC to fit binomial distributions
with S = 3 states (5). For data simulated from the CorMotif model, we first generated two
versions of t-statistics as follows. For each unit and experiment, denote Y ik =
∑nk1
l=1 Yikl/nk1,
Xik =
∑nk0
l=1Xikl/nk0, s˜
2
ik = [
∑nk1
l=1(Yikl − Y ik)2 +
∑nk0
l=1(Xikl − Xik)2]/(nk1 + nk0 − 2) and
vk = 1/nk1 + 1/nk0. We computed the naive t-statistic Tik as:
Tik =
Y ik −Xik√
vks˜k
. (47)
We also computed the limma t-statistic T˜ik by first fitting the data for each condition using
LIMMA (Smyth, 2004) to estimate nk and s
2
k, then computed:
T˜ik =
√
nk + nk1 + nk0 − 2(Y ik −Xik)√
vk[(nk1 + nk0 − 2)s˜2k + nks2k]
. (48)
For each set of Tik’s and T˜ik’s, we fitted the MBASIC model with S = 2 components of scaled-t
distributions:
T/µks|θiks = 1 ∼ tσks , s = 1, 2. (49)
Here, µks is the scaling parameter, and σks is the degrees of freedom. Because we pooled the
replicate level data to generate these t-statistics, the parameters µ and σ no longer depended on l.
We refer to the method using T˜ik as MBASIC-limma, and using Tik as MBASIC-t. Because there
is no closed form maximum likelihood solution for t-distributions, we use the moment method to
estimate µks’s and σks’s in the M-step similar to the case of negative binomial distributions.
In Simulation Study 3, we simulated data following the iASeq model. We set αk = βk = 2,
and simulated state-space variables the same as in Section B.1 with I = 4000. We set J = 10, 20
and ζ = 0, 0.1, 0.4. Simulation Studies 4-5 compare MBASIC with CorMotif. In Simulation
Study 4, we simulated data in four settings corresponding to Simulations 1-4 of Wei et al. (2015)
respectively. In these settings, we had nk = 4, uk = 4, s
2
k = 0.02. Table B.4 summarizes the
settings for the number of clusters, experiment conditions, and units for the state-space variables.
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Table B.4: Summary for the designs of the simulation settings in Simulation Study 4, originally
designed by Wei et al. (2015).
Simulation Setting I J K
1 10,000 4 4
2 10,000 4 4
3 10,000 5 8
4 10,000 5 20
Table B.5: Simulation Studies 3-5. A summary of the simulation designs, the fitting algorithms
compared, and the figure numbers for the results.
Study J ζ True model Fitting algorithms Related figures
3 10, 20 0, 0.1, 0.4 iASeq MBASIC, iASeq Figure B.5
4 4, 5 0 CorMotif MBASIC-limma, MBASIC-t, CorMotif Figures B.6, B.8
5 10, 20 0, 0.1, 0.4 CorMotif MBASIC-limma, MBASIC-t, CorMotif Figure B.7
We refer our readers to Wei et al. (2015) for more details of the state-space design. We note that
Wei et al. (2015) simulations did not include singletons (i.e., ζ = 0) and furthermore, their settings
assumed wjks ∈ {0, 1}. This means that the state-space variables are completely determined by
the clustering structure. In Simulation Study 5, we set nk and s
2
k the same as in Simulation Study
4, but varied uk as uk = 8 for easier distinction between different states. However, we simulated
wjks following S-dimensional Dirichlet distributions as in Simulation Study 1 to introduce noises
in generating state-space variables. In addition, we simulated data with smaller number of units
(I = 4000), but more clusters (J = 10, 20), and varied the proportion of singletons ζ = 0, 0.1, 0.4.
The other details of generating state-space variables were the same as in Section B.1.
Table B.5 further summarizes the components of the Simulation Studies. For each set of
parameters, we simulated 10 data sets. We computed ARI, MSE-W, and SPE based on both the
model with the number of clusters selected by BIC, and the oracle model where the number of
clusters is set to its true value. The comparison between MBASIC and iASeq is shown in Figure
B.5. For all the different settings, MBASIC achieved better clustering performance, with higher
ARI values. However, iASeq performed better in SPE and MSE-W. When ζ = 0, iASeq performed
overall better than MBASIC, with similar ARI values as MBASIC but much lower SPE. However,
as ζ increased, iASeq’s ARI value became significantly smaller than MBASIC, while its SPE value
became closer to MBASIC’s. In such cases, the benefits of modeling singletons seem to outweigh
the loss of using simplified distributional assumptions.
The comparison between MBASIC and CorMotif is summarized in Figures B.6 and B.7. In
Simulation Study 4 (Figure B.6), because CorMotif models did not allow singletons, we also ex-
cluded the singleton cluster in fitting MBASIC models. MBASIC-limma performed the best except
in the first setting, where CorMotif achieved the best SPE. Figure B.8 depicts the average true
positive rate in detecting states with θik = 2 among the 1000 top ranking units for each of the
four settings. In all but Setting 1, MBASIC-limma performed equally well as CorMotif. We note
that Setting 1 has the fewest clusters J = 4 and the fewest experimental conditions K = 4, while
the other settings have more complicated state-space structures. Performance of MBASIC-t was
the worst in all the four settings. This suggests that neglecting the heterogeneity in these cases
can significantly increase estimation error. Although MBASIC model alone does not address the
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Figure B.5: Simulation Study 3, comparison between MBASIC and iASeq. We varied the number
of clusters at 10, 20 and the proportion of singletons at 0, 0.1 and 0.4. Results are summarized
over 10 simulations under each setting.
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Figure B.6: Simulation Study 4, comparison between MBASIC and CorMotif. We simulated data
under four settings as in Table B.4. Results are summarized over 10 simulations under each setting.
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Figure B.7: Simulation Study 5, comparison between MBASIC and CorMotif. We varied the
number of clusters at 10, 20 and the proportion of singletons at 0, 0.1 and 0.4. Results are
summarized over 10 simulations under each setting.
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Figure B.8: Simulation Study 4, comparison between MBASIC and CorMotif. The average true
positive rate for the 10 simulations among the 1000 highest ranking unit-experiment pairs for each
of the four simulation settings in Table B.4. For each simulation, the “true positive” set consists
of (i, k)’s with θik = 2, and the ranking is based on the posterior probability P (θik = 2|Y ).
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Figure B.9: Simulation Study 6. Two settings of the true cluster patterns, represented by the
matrix (wjk2)
T
1≤j≤8, 1≤k≤30.
heterogeneity issue, fitting MBASIC models after a data pre-processing step that incorporates
the heterogeneity structure, such as computing T˜ik in MBASIC-limma, can significantly improve
model inference. In Simulation Study 5 where we had stronger signals in separating distribution
components but noisy state-space clusters, CorMotif resulted in the largest SPE values in all set-
tings (Figure B.7). Although its performance in ARI was comparable with MBASIC-limma when
ζ ≤ 0.1, it deteriorated with increasing proportion of singletons, i.e., ζ = 0.4. Simulation Studies
4 and 5 collectively suggest that MBASIC’s performance is competitive with CorMotif in settings
where we have less noise in clustering structure, small numbers of clusters, and some level of single-
tons despite the fact that the distributional assumptions of MBASIC might be mis-specified. This
indicates that for real data sets where we are agnostic about the true data generating structure,
MBASIC might be a more general and robust approach.
B.4 Simulation Study 6: Weak Clusters
Wei et al. (2015) pointed out that state-space clustering without accommodating singletons can
lead to merging of small clusters with large clusters with distinct state-space profiles. Such a
phenomenon may alter the interpretation of the W matrix, because each column may represent
the average state-space pattern of several small clusters that lack the data support. It is therefore
important to investigate whether such a phenomenon still exists for MBASIC where we include a
singleton cluster.
We conducted six simulations in Simulation Study 6 to investigate this issue. We simulated
data according to the log-normal distribution with S = 2 states, J = 8 clusters, and K = 30
conditions. The number of replicates within each condition, as well as the distribution parameters
within each state is the same as in Section B.1.1. We set the sizes of the first two clusters as 2000,
and varied the size of each of the other six clusters, that is nsmall, as 20 or 100. To vary the level
of state-space similarity between the two big clusters and the small clusters, we had two settings
for the state-space pattern as shown in Figure B.9. For Simulations 1-3, the conditions in which
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the small clusters have state s = 2 are distinct from the two big clusters, while for Simulations
4-6, the patterns between the small and large clusters are more similar. To control these cluster
patterns, we set wjks ∈ {0.1, 0.9}. Finally, we included nsingleton = 0 or 2000 singletons in each
simulated data set. The states for the singleton units were generated the same as in Section B.1.1.
In each simulation, we fitted the data using MBASIC and MBASIC0 with BIC to select the
number of clusters. MBASIC0 differs from MBASIC only by the exclusion of the singleton feature.
Therefore, comparing these two methods allow us to assess how fitting a singleton cluster may affect
the small cluster merging problem. Tables B.6 and B.7 compare the confusion matrices between
the fitted and the true clusters. We also display the state-space patterns of the fitted models in
Figures B.10 and B.11. In Simulations 1 and 4, with nsmall = 20 units in each of the small clusters,
MBASIC classified the units of small clusters as singletons, while MBASIC0 merged them to form
a spurious cluster. The state-space pattern estimated by MBASIC represented the two real big
clusters. When the data included singletons, as in Simulations 2 and 5, MBASIC0 formed more
spurious clusters, while MBASIC continued to allocate the small clusters as singletons. When we
had nsmall = 100 units in each of the small clusters, both methods identified these small cluster
patterns in Simulation 6 (Figure B.11), but formed spurious clusters in Simulation 3 (Figure B.10).
We compare the resulting ARI, MSE-W, and SPE between MBASIC and MBASIC0 in Table
B.8. Performances of these two methods are close when we have no singletons, but differentiate
otherwise. Based on these simulations, we conclude that fitting a singleton cluster can substantially
avoid merging weak clusters. The state-space patterns estimated by the W matrix are more likely
to reflect true underlying clusters rather than the average of several small clusters. We acknowledge
that how well modeling the singletons can avoid merging weak clusters requires further investigation
in more dynamic settings as we vary the similarity among clusters, the difference among the states,
as well as other variables that influence cluster structures such as J , K, S. We leave such potential
investigations as future research.
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Figure B.10: Simulation Study 6, Simulations 1-3. Estimated cluster patterns by (a, c, e) MBASIC
and (b, d, f) MBASIC0. The true clustering pattern is shown in Figure B.9(a).
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Figure B.11: Simulation Study 6, Simulations 4-6. Estimated cluster patterns by (a, c, e) MBASIC
and (b, d, f) MBASIC0. The true clustering pattern is shown in Figure B.9(b).
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Table B.6: Simulation Study 6, Simulations 1-3. Confusion matrix between the true clusters and
the estimated clusters. The true cluster pattern is shown in Figure B.9(a).
Simulation 1, nsmall = 20, nsingleton = 0
MBASIC
True 0 1 2
1 23 2 1975
2 30 1967 3
3 20 0 0
4 20 0 0
5 20 0 0
6 20 0 0
7 20 0 0
8 20 0 0
MBASIC0
True 1 2 3
1 1998 2 0
2 4 1995 1
3 0 1 19
4 0 1 19
5 0 0 20
6 0 1 19
7 0 0 20
8 0 1 19
Simulation 2, nsmall = 20, nsingleton = 2000
MBASIC
True 0 1 2 3
0 1957 19 17 7
1 180 1818 2 0
2 153 3 1844 0
3 20 0 0 0
4 20 0 0 0
5 20 0 0 0
6 20 0 0 0
7 20 0 0 0
8 20 0 0 0
MBASIC0
True 1 2 3 4 5 6
0 67 372 620 59 427 455
1 1957 25 0 4 0 14
2 8 23 3 1950 0 16
3 0 0 1 0 0 19
4 0 0 0 0 0 20
5 0 0 1 0 0 19
6 0 0 1 0 0 19
7 0 0 1 0 0 19
8 0 0 1 0 0 19
Simulation 3, nsmall = 100, nsingleton = 0
MBASIC
True 0 1 2 3 4 5
1 21 1974 0 0 5 0
2 12 7 0 1 1980 0
3 1 1 9 0 0 89
4 5 0 89 0 0 6
5 6 0 2 92 0 0
6 1 0 0 13 0 86
7 0 0 96 4 0 0
8 0 0 0 97 0 3
MBASIC0
True 1 2 3 4
1 1993 0 7 0
2 7 1 1991 1
3 1 0 0 99
4 0 2 0 98
5 0 99 0 1
6 0 6 0 94
7 0 100 0 0
8 0 99 0 1
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Table B.7: Simulation Study 6, Simulations 4-6. Confusion matrix between the true clusters and
the estimated clusters. The true cluster pattern is shown in Figure B.9(b).
Simulation 4, nsmall = 20, nsingleton = 0
MBASIC
True 0 1 2
1 5 1995 0
2 1 0 1999
3 1 19 0
4 19 1 0
5 1 0 19
6 20 0 0
7 18 1 1
8 20 0 0
MBASIC0
True 1 2 3
1 1999 1 0
2 0 0 2000
3 17 3 0
4 0 20 0
5 0 5 15
6 0 20 0
7 0 19 1
8 1 19 0
Simulation 5, nsmall = 20, nsingleton = 2000
MBASIC
True 0 1 2
0 1986 7 7
1 31 1969 0
2 45 0 1955
3 11 9 0
4 20 0 0
5 8 0 12
6 20 0 0
7 20 0 0
8 20 0 0
MBASIC0
True 1 2 3 4 5 6
0 16 393 457 561 560 13
1 1990 0 0 5 5 0
2 0 0 0 5 12 1983
3 12 0 0 1 7 0
4 0 0 0 1 19 0
5 0 0 0 0 6 14
6 0 0 0 0 20 0
7 0 0 0 0 20 0
8 0 0 0 1 19 0
Simulation 6, nsmall = 100, nsingleton = 0
MBASIC
True 0 1 2 3 4 5 6 7
1 3 1983 14 0 0 0 0 0
2 1 0 0 0 0 1999 0 0
3 0 8 92 0 0 0 0 0
4 1 0 0 1 98 0 0 0
5 1 0 0 0 0 99 0 0
6 1 0 0 0 0 0 99 0
7 1 0 1 96 0 1 0 1
8 0 0 0 0 0 0 0 100
MBASIC0
True 1 2 3 4 5 6 7
1 1976 24 0 0 0 0 0
2 0 0 0 0 2000 0 0
3 7 93 0 0 0 0 0
4 0 0 99 0 0 1 0
5 0 0 0 0 99 0 1
6 0 0 1 0 0 0 99
7 0 2 1 1 1 95 0
8 0 0 0 100 0 0 0
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Table B.8: Simulation Study 6. ARI, MSE-W, and SPE in all simulations.
MBASIC MBASIC0
Simulation nsmall nsingleton ARI MSE-W SPE ARI MSE-W SPE
1 20 0 0.967 0.433 0.185 0.991 0.29 0.189
2 20 2000 0.79 0.442 0.192 0.727 0.34 0.193
3 100 0 0.969 0.203 0.187 0.975 0.233 0.193
4 20 0 0.977 0.384 0.169 0.983 0.260 0.167
5 20 2000 0.926 0.384 0.185 0.773 0.333 0.184
6 100 0 0.949 0.087 0.172 0.947 0.087 0.171
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Figure C.12: The range of the estimated parameters µkls and σkls among the different replicates
under the same experimental condition for the transcription factor enrichment network data in
Section 4.1.
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Figure C.13: Plots of the transformed ChIP sample read counts against the transformed control
sample read counts for all units in the Gm12878 cell for (a) Bcl3 and (b) Bclaf1. Data from
unenriched units are expected to locate around the 45 degree dashed line.
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Figure C.14: Plots of the transformed ChIP sample read counts against the transformed control
sample read counts for all units in both Gm12878 and K562 cells for (a) Max and (b) Usf1. Data
from unenriched units are expected to locate around the 45 degree dashed line.
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Figure C.15: Estimated enrichment probability for each of the 90 clusters identified by MClust.
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Figure C.16: The range of the estimated parameters µkls among the different replicates under the
same experimental condition for the +9.5 composite element data in Section 4.2.
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Figure C.17: The range of the estimated parameters σkls among the different replicates under the
same experimental condition for the +9.5 composite element data in Section 4.2. For a subset of the
replicates, the data for an individual state can be under-dispersed, resulting in a negative value for
the estimated size parameter in the negative binomial distribution. In that case, we set σkls = 100.
Although our model do not fully capture the under-dispersion patterns, the large variations in σkls
for a subset of the experimental conditions suggest that assuming replicate-specific distributions
is quite necessary.
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Figure C.18: Enrichment states provided by the ENCODE peak profiles. Seven empty rows
corresponding to the TFs that lack ENCODE peak profiles. Note that only a small percentage of
the composite elements which harbor the canonical GATA binding site are identified as enriched
for GATA family transcription factors. This suggests that the ENCODE peak profiles can be
conservative.
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Figure C.19: (a, b) ChIP sample read counts against control sample read counts for one replicate
with K562-Yy1. Enrichment status are annotated by (a) the ENCODE peak profiles and (b)
MBASIC prediction.
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Table C.9: Enriched cell type-TF combination for each cluster in the TF enrichment network
analysis of Section 4.1 of the main text. TFs with estimated enrichment probability > 95% are
listed for each cluster.
Cluster # of
Loci
Common TF Gm12878 Specific K562 Specific
1 34 Bcl3, Max, Sp1, Taf1,
Zbtb33
Atf3, Ets1, Jund, Nrf1,
Pol24h8, Sin3ak20, Tr4
Egr1, Pu1, Rad21, Usf2
2 317 Bcl3, Chd2, Max,
Pol24h8, Sp1, Taf1
Atf3, Ets1, Nrf1,
Sin3ak20, Usf2
Bclaf1, Egr1, Pu1, Smc3,
Tbp, Zbtb33
3 490 Ets1, Pol2, Pol24h8,
Sin3ak20, Taf1, Tbp, Usf1
Atf3, Chd2, Nrf1, Usf2 Bcl3, Bclaf1, Max, Sp1
4 555 Bcl3, Bclaf1, Chd2, Pol2,
Pol24h8, Sp1, Taf1, Tbp
Atf3, Ets1, Nrf1,
Sin3ak20, Six5, Smc3
Pu1
5 428 Bcl3, Chd2, Ets1,
Pol24h8, Sp1, Taf1
Atf3, Ctcf, Nrf1, Rad21,
Sin3ak20
Bclaf1, Pol2, Smc3, Tbp
6 729 Bcl3, Chd2, Ets1, Pol2,
Pol24h8, Sin3ak20, Smc3,
Sp1, Taf1
Atf3, Nrf1 Bclaf1, Egr1, Tbp
7 391 Bcl3, Bclaf1, Chd2, Egr1,
Ets1, Smc3, Sp1
8 133 Ctcf Atf3, Chd2, Rad21 Smc3, Srf
9 146 Ctcf Bclaf1, Pol24h8, Smc3,
Tbp
10 469 Pol2, Pol24h8, Taf1 Smc3 Bclaf1, Ets1, Sin3ak20,
Tbp
11 440 Gabp, Pol24h8, Taf1 Ets1, Smc3 Pol2
12 184 Bcl3, Chd2, Ets1, Nrf1,
Pol24h8, Taf1
13 277 Chd2, Pol2, Pol24h8, Sp1,
Taf1, Tbp
Smc3 Cfos
14 156 Chd2, Pol2, Pol24h8, Tbp,
Zbtb33
Ets1, Smc3, Taf1
15 412 Pol2, Pol24h8
16 327 Pol24h8
17 213 Usf1 Atf3, Usf2 Max
18 241 Six5 Ets1, Smc3
19 187 Chd2, Sp1 Cfos
20 222 Ets1
21 385 Pol24h8
22 343 Ctcf Smc3
23 449 Nrf1, Smc3
24 1674
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