This work investigates the degrees of freedom (DoF) of a downlink cache-aided cellular network where the locations of base stations (BSs) are modeled as a grid topology and users within a grid cell can only communicate with four nearby BSs. We adopt a cache placement method with uncoded prefetching tailored for the network with partial connectivity. According to the overlapped degree of cached contents among BSs, we propose transmission schemes with no BS cooperation, partial BS cooperation, and full BS cooperation, respectively, for different cache sizes. In specific, the common cached contents among BSs are utilized to cancel some undesired signals by interference neutralization while interference alignment is used to coordinate signals of distinct cached contents. Our achievable results indicate that the reciprocal of per-user DoF of the cellular network decreases piecewise linearly with the normalized cache size µ at each BS, and the gain of BS caching is more significant for the small cache region. Under the given cache placement scheme, we also provide an upper bound of per-user DoF and show that our achievable DoF is optimal when µ ∈ 1 2 , 1 , and within an additive gap of 4 39 to the optimum when µ ∈ 1 4 , 1 2 .
Note that many of the previous works on wireless caching assume a fully connected network topology, i.e., all the transmitters can communicate with all the receivers over independent and identically distributed (i.i.d.) fading channels. This assumption largely simplifies the theoretical analysis but also limits the applicability of these analytical results in practical wireless environment with partial connectivity (due to path loss, shadowing, signal blocking, etc). In [24] , the authors attempt to address this issue by studying the storage-latency tradeoff in a partially connected interference network. They find that coded multicast gain and transmitter coordination gain, which are previously obtained in fully connected networks, can also be exploited in the partially connected network. The work [25] focuses on a partially connected Fog-RAN, where each user is served by some locally connected edge nodes, which are not equipped with cache and connected to a cloud server via dedicated fronthaul links. The above works [24] , [25] , however, are limited to the one-dimensional linear network only. Later on, the authors in [26] consider a two-dimensional cache-aided cellular network modeled by a hexagonal topology where each user can only be connected to three nearby BSs. They obtain an order-optimal per-cell DoF result and show that the per-cell DoF scales linearly with the total amount of cache available in the cell. The delivery scheme in [26] is restricted to linear one-shot processing, and only exploits zero-forcing gain by activating the BSs caching the same requested subfiles at each time. The authors in [27] formulate a joint file placement and delivery optimization problem to investigate the storage-latency tradeoff in a network with given and arbitrary partial connectivity. They adopt a non-splitting cache placement scheme, and thus cannot exploit the traffic load balancing gain by file splitting. Moreover, there is no information-theoretical analysis for the optimality of their results.
In this work, we consider a downlink cache-aided cellular network where the locations of cache-aided BSs are modeled as a grid topology with each grid regarded as a cell 1 . Considering path loss and shadowing effect, we assume that each user within a grid cell can only communicate with the nearby four BSs located at the corners of the cell. To ensure that the whole database is entirely cached at any four BSs around one user, in this paper, we focus on the cache size region µ ≥ 1 4 with µ denoting the fraction of the database that each EN can store locally. The goal of this paper is to investigate how much capacity gain can be achieved by caching in the cellular network. Towards this end, we characterize the DoF, the asymptotic capacity measure in high signal-to-noise (SNR) regime, of the cache-aided cellular network. The main contributions and findings of this paper are summarized as follows:
• Achievable DoF: We adopt a file splitting and placement scheme tailored for the cellular network with partial connectivity. According to the overlapped degree of cached contents among BSs, caching brings different levels of BS cooperation for content delivery. We propose transmission schemes with no BS cooperation, partial BS cooperation, and full BS cooperation, respectively, for three typical cache sizes. In specific, for cache size µ = 1 4 where there is no BS cooperation, each BS only emits message to one nearby user at each time and interference alignment is used to coordinate signals of distinct cached contents among BSs. For cache size µ = 1 2 where there exists partial BS cooperation, the main idea is to utilize the common cached contents to cancel part of interference via interference neutralization and align the rest by interference alignment. For cache size µ = 1 where the BSs can fully cooperate, the whole cellular network can be regarded as a virtual multiple-input single-output (MISO) broadcast channel with partial connectivity and all the interference can be neutralized at each user by using a zero-forcing precoding. By applying memory sharing, we obtain the achievable DoF results for the whole cache size region µ ∈ [ 1 4 , 1]. Our achievable results reveal that the reciprocal of per-user DoF of the cellular network decreases piecewise linearly with the cache size µ, and the gain of BS caching is more significant for the small cache size region.
• Converse: We first derive an outer bound on the DoF region of the cache-aided cellular network for any given uncoded prefetching scheme by using a genie-aided approach. Note that this outer bound is applicable not only for the cellular network with grid topology considered in this paper, but also for the . The remainder of the paper is organized as follows. Section II provides the system model of the cacheaided wireless cellular network and the adopted cache placement scheme. In Section III, we present the achievable DoF results and the corresponding proofs. The converse is given in Section IV. Section V concludes this paper. The proofs of some lemmas and theorems are relegated to the appendices.
Notations:
x, x, X and X denote scalar, vector, matrix and set, respectively. X † denotes the Moore-Penrose inverse of matrix X. span(X) stands for the column span space of the matrix X. |X | denotes the size of the set X . [n] denotes the set {1, 2, · · · , n} where n is an integer. {x m } m∈[n] (or {x m } m∈[n] ) denotes the set {x 1 , x 2 , · · · , x n }. E = {0, ±2, ±4, · · · } denotes the set of all even numbers. O = {±1, ±3, ±5, · · · } denotes the set of all odd numbers. The important notations used in this paper are summarized in Table I. 
II. SYSTEM MODEL A. Cellular Network Model
We consider a cellular network where the BSs are located evenly on a two-dimensional plane, modeled as a square grid shown in Fig. 1 . We use coordinate (p, q), with p, q ∈ E, to denote a BS. Each square formed by every set of four neighboring BSs is regarded as a cell. The users are arbitrarily distributed. The user density is assumed to be large enough so that we can always schedule one (and at most one) user in each cell to serve in each resource block. The resource blocks can be defined in either time domain by using TDMA or frequency domain by using OFDMA. Without loss of generality, we consider the transmission in one resource block during one scheduling interval. We use coordinate (i, j), with i, j ∈ O, to denote the scheduled user within each cell. Considering the shadowing effect and distancedependent path loss, we assume that the user within each cell can only be connected to the four nearby BSs located at the corners of the cell without interference from the other BSs. This assumption is valid since each mobile user only reports channel quality indicator (CQI) feedback from at most 3 ∼ 4 dominant nearby BSs in 3GPP standards [26] . Let M (i,j) denote the set of the four nearby BSs around user (i, j), i.e. Define Φ and Ψ as the sets of all BSs and all users respectively. 2 We further divide the set of all BSs Φ into four disjoint sets according to their geometrical coordinates as follows:
which are demonstrated with different colors as shown in Fig. 1 . These BS sets shall be used to design cache placement as discussed shortly later. At each time slot t, the received signal at user (i, j) can be represented as
Here h (i,j),(p,q) (t) denotes the channel coefficient from BS (p, q) to user (i, j), which is time-variant and i.i.d. from a continuous distribution, x (p,q) (t) is the transmitted signal from BS (p, q) subject to an average power constraint P , and n (i,j) (t) denotes the additive white Gaussian noise (AWGN) at user (i, j) with zero mean and unit variance. Following the convention in [9] [10] [11] , [24] [25] [26] , we assume that the perfect channel state information is available at all BSs and all users.
B. Cache Model
Consider a database consisting of L files, denoted by {W 1 , W 2 , · · · , W L }, each of size F bits. Each BS is equipped with a local cache and can cache up to QF bits with Q ≤ L. The normalized cache size is defined as µ Q L , which represents the fraction of the database that each BS can store locally. Considering that in practical scenario, the memory equipped at a mobile user is negligible compared to the size of the whole database, we do not take the user-side cache into consideration. To ensure that the database can be entirely cached at any four BSs around one user, in this paper, we focus on cache size region µ ∈ 1 4 , 1 . The system operates in two phases, a cache placement phase and a content delivery phase. In the cache placement phase, each BS (p, q) maps the L files in the database to its local cached contents Ω (p,q) subject to its cache size constraint without knowing the future user demands. In this paper, we do not allow coding during the cache placement phase. A set of BSs A satisfying
is defined as a BS cache group, which indicates the set of BSs caching some common contents that are not available in any other BSs. Denote the set of all BS cache groups as Θ {A}. We apply the cache placement scheme proposed in [6] by taking the partial connectivity of the network into consideration. Based on the BS sets {B k } k∈ [4] defined in (2), we present the cache placement schemes at three cache sizes µ ∈ { 
, is evenly split into six subfiles {W k ℓ } k∈ [6] with size 1 6 F bits, and each is cached in a unique collection of two out of the four BS sets {B k } k∈ [4] . More specifically, the BS cache group of subfiles {W k ℓ } ℓ∈[L] , for k ∈ [6] , is given by
respectively. There exists partial overlapping in cached contents among BSs M (i,j) . • µ = 1: In this case, the cache size of each BS is large enough to store the whole database. There is only one BS cache group, i.e., the set of all BSs Φ. In the content delivery phase, each user (i, j) requests a file W r (i,j) from the database, where r (i,j) ∈ [L]. We define r (r (i,j) ) (i,j)∈Ψ as the vector of all user demands. Upon receiving the user demands r, BSs encode the requested files into signal sequences by using a codeword with length T , and transmit them to satisfy user demands. The error probability of the system is defined as P e = max r max (i,j)∈Ψ P(Ŵ (i,j) = W r (i,j) ), whereŴ (i,j) is the estimated file of user (i, j) from the received signal sequence. Since each user receives a file with size F bits during codeword length T , we define R(µ, P ) F T as the per-user rate at cache size µ and transmit power P . The per-user rate R(µ, P ) of the system is said to be achievable if and only if there exists a coding scheme that all users can decode their requested files with vanishing error probability, i.e., P e → 0 as F → ∞.
C. Performance Metric
We define capacity C(µ, P ) as the supremum of all achievable per-user rates for the given cache size and the power constraint. The per-user DoF of the system is defined as
Since the reciprocal of d(µ) is a convex function of cache size µ [9], we will use 1/d to show our results. (0,0) (2,0) Fig. 2 . An example network consisting of some specific BSs and users. To simplify notation, we denote the users (−1, −1), (1, −1), (3, −1), (−1, 1), (1, 1), (3, 1), (−1, 3), (1, 3) , and (3, 3) as 1, 2, 3, 4, 5, 6, 7, 8, and 9 respectively, and denote the BSs (0, 0), (2, 0), (0, 2), and (2, 2) as a, b, c, and d respectively.
III. ACHIEVABLE DOF This section presents the achievable per-user DoF results for the cache-aided cellular network. Theorem 1: For the considered cache-aided cellular network where each BS has a cache of normalized size µ, the reciprocal of the per-user DoF d is upper bounded as
Remark 1: It can be seen that the reciprocal of the obtained per-user DoF d decreases piecewise linearly with the normalized cache size µ. In addition, the line segment at the small cache size region µ < 1 2 is steeper than that at µ ≥ 1 2 , indicating that the gain of BS caching is more significant at the small cache region.
In the delivery phase, we consider the worst-case scenario where all user demands are distinct. When user demands are not all distinct, the same delivery strategy can be applied by treating the demands as being different. In the following three subsections, we present the achievable schemes of three corner points (µ = 1/4, 1/d = 2), (µ = 1/2, 1/d = 7/6) and (µ = 1, 1/d = 1) 3 . The achievability of other points can be proved by using memory sharing [6] .
A. µ = 1 4 (No BS Cooperation) By the cache placement scheme in Section II-B, the four requested subfiles of each user (i, j) are cached in the four BS cache groups {A k } k∈ [4] , denoted as {W r (i,j) ,A k } k∈ [4] respectively. Since there is no overlapping in the cached contents, no transmission cooperation can be exploited among the BS set M (i,j) . The main idea of the achievable scheme is to divide the whole transmission into different phases so that each BS only serves one user in each phase, and asymptotic interference alignment is used to align the interference for each user.
We choose a part of the cellular network consisting of some specific BSs and users as an example shown in Fig. 2 to present the achievable scheme, and the proof for the entire cellular network is placed in Appendix A. Here, the four BS cache groups are
Note that only the four BSs around user 5 are entirely given in this example network. In the rest of this subsection, we only present the specific transmission design associated with user 5 and show that it can achieve the target DoF. The achievable scheme is based on the asymptotic interference alignment [31] . In specific, we use [31, Lemma 2] to design precoding matrices and the proof for the decodability of desired 3 The proposed achievable schemes of µ = 1 4 and 1 are still applicable if the connectivity degree of each user is larger than 4. For instance, consider that each user can be connected to nearby 12 BSs, i.e., M ′ (i,j)
In this case, the delivery scheme of µ = 1 4 is very similar to Section III-A by taking M ′ (i,j) into the construction of precoding matrices, and the achievable per-user DoF is d = 1 2 . The delivery of µ = 1 in this scenario also forms a virtual MISO broadcast channel, and per-user DoF d = 1 is achieved by a zero-forcing precoding. signals relies on [31, Lemma 1]. However, due to the partial connectivity of the network, the space design of interference and the specific precoding construction in this paper are different from those in [31] which focuses on a fully connected interference network.
Each BS employs a random Gaussian coding scheme to encode the four subfiles requested by its serving users into signals, i.e. BS a :
where each s (i,j),(p,q) = [s 1 (i,j),(p,q) , · · · , s M (i,j),(p,q) ] T ∈ C M is the signal vector transmitted from BS (p, q) and intended to user (i, j). The whole transmission contains four phases and each phase takes N symbol extensions. In each phase, each BS transmits one of the above four signals to serve one user as illustrated in Fig. 3 . Without loss of generality, we take phase 1 as an example and show that the DoF of 1 2 is achievable for user 5. Denote v m (i,j),(p,q) ∈ C N ×1 as the precoding vector of signal s m
The choice of the signal dimension M and symbol extension number N is given shortly later in Remark 2. The received signal (ignoring noise) of user 5, denoted by y 5 ∈ C N , can be represented as
where each
. We aim to align the directions of the three interference signals into a common space, i.e.
where V ′ is an N × (N − M) matrix. Based on [31, Lemma 2], we shall design every element in the η-th row of V (i,j),(p,q) as a multivariate monomial function of entries in the η-th rows of all interference channel matrices, which are denoted by a set I. In this example, I is given by
We construct the following set of column vectors
where 1 N is an N × 1 vector with each element being one. The column vectors in V(n) can occur in any order to form each of matrices
where the subscripts of each exponent ι m (i,j),(p,q) ∈ [n] are associated with corresponding base H (i,j),(p,q) , and its superscript m denotes the column index of v m 5,b in V 5,b . The received signal at user 5 can be rewritten as
Note that each precoding vector of interference after multiplying channel matrix has a similar monomial structure as that in V(n), except that the range of each exponent is changed from [n] to [n + 1]. This indicates that these received precoding vectors of interference belong to the set V(n + 1). Thus, by letting the matrix V ′ consist of all the vectors in set V(n + 1), the interference alignment conditions (8) are satisfied. Remark 2: Since each user is interfered by three signals in the delivery, the total number of interference channels I is |I| = 3|Ψ| (in this example, |I| = 3 due to that we only consider three interference channels for user 5). Note that the columns of each precoding matrix V (i,j),(p,q) are formed by all the vectors in set V(n) with any order. Thus, the signal dimension M is equal to the cardinality of set V(n), i.e., M = |V(n)| = n 3|Ψ| . On the other hand, the dimension of all received interference vectors is equal to the cardinality of set V(n + 1) and given by (n + 1) 3|Ψ| . To ensure the decodability, the symbol extension number should be N = n 3|Ψ| + (n + 1) 3|Ψ| .
Next, we show that for each user, the received vectors of all desired signals are linearly independent from those of interference. For user 5, we shall prove that the matrix
has full rank almost surely. To apply [31, Lemma 1], we need to verify that the elements in the same row of Λ 5 are different monomials. We have the following observations: 1) In the η-th row of Λ 5 , the products in
is a unique vector in set V(n); Similarly, the terms in the η-th row of V ′ are also different from each other since each column of V ′ is unique in set V(n + 1).
2) Since H 5,b is not in the construction of V(n), the terms in the η-th row of H 5,b V 5,b and V ′ differ in channel factor h 5,b (η). Therefore, the condition of [31, Lemma 1] is met and the matrix Λ 5 has a full rank almost surely. Since user 5 can decode n |3Ψ| desired signals over n 3|Ψ| + (n + 1) 3|Ψ| symbol extensions, the achievable per-user DoF can be expressed as
Note that the above per-user d increases monotonically with n. Taking n → ∞, we can achieve the maximum value 1 2 of the per-user DoF asymptotically.
B. µ = 1 2 (Partial BS Cooperation) By the cache placement in Section II-B, the six requested subfiles of user (i, j) are cached in {A k } k∈ [6] , respectively. There exists partial overlapping in the cached contents among BSs M (i,j) . Thus, partial transmission cooperation can be exploited among BSs M (i,j) . In this subsection, the main idea of the achievable scheme for the cellular network with partial BS cooperation is to first cancel part of the undesired signals and then align the rest of interference for each user by using asymptotic interference alignment. In this case, BSs in each BS cache group A k use a random Gaussian coding scheme to encode
where U (p,q)
,A k is inspired by the previous work [10] on cooperative X-multicast channels. The first matrix U (p,q) (i,j),A k is designed to cancel part of the interference while the second matrix W (i,j),A k is used to apply asymptotic interference alignment. Similar to Section III-A, we use the example network shown in Fig. 2 to illustrate the design of matrices U (p,q) (i,j),A k and W (i,j),A k . The specific design methods of U (p,q) (i,j),A k and W (i,j),A k for the entire cellular network are given in Appendix B. In this case, the BS cache groups in Fig. 2 
We first elaborate the design of U (p,q) (i,j),A k . For notation convenience, we define
as the effective channel of interference at user (i, j), which is caused by the signal transmitted from BS cache group A k to user (i ′ , j ′ ). The design of U (p,q) (i,j),A k contains the following three forms: • Case I: U (p,q) (i,j),A k is designed as a function of channel matrices. Since some adjacent BSs are connected to two common users, e.g., both BSs a and b can simultaneously serve users 2 and 5, we can use zero-forcing precoding to neutralize interference. We take signal s 2,A 1 for an example, which is transmitted cooperatively from BSs a, b ∈ A 1 and interferes user 5. By designing U a 2,A 1 = H 5,b and U b 2,A 1 = −H 5,a , for user 5, the interference caused by signal s 2,A 1 is neutralized as
Similarly, for other adjacent BSs connected to two common users, the corresponding precoding matrices can also be designed by zero-forcing. For user 5, the effective channels of interference that can be neutralized as zeros are given by G 2 5,A 1 , G 8 5,A 2 , G 4 5,A 3 and G 6 5,A 4 .
• Case II: U (p,q) (i,j),A k is designed as a zero matrix. Due to the partial connectivity of the network, we can force some U (p,q) (i,j),A k with (p, q) / ∈ M (i,j) to be zeros in order to avoid interference. For example, noticing that both BSs a and b cannot be connected to user 8, i.e., a, b / ∈ M 8 , we can design U a 8,A 1 = U b 8,A 1 = 0 and the interference caused by signal s 8,A 1 at user 5 can be cancelled as
Similarly, for user 5, we can obtain the following effective channels of interference as zeros:
. from a continuous distribution. This design can make the polynomial functions of the entries in G (i ′ ,j ′ ) (i,j),A k linearly independent with those of the effective channels experienced by the desired signals. This condition will be used to prove the decodability of the desired signals and please see Appendix B for more details. In summary, we give the nonzero effective channels of interference at user 5 from each BS cache group A k with k ∈ [6] as follows
The cardinality of each set J 5,A k with k ∈ [4] is 2( |Ψ| − 1) = 2( √ 9 − 1) = 4 and the cardinality of each set J 5,A k with k ∈ {5, 6} is |Ψ| − 1 = 9 − 1 = 8. We further denote J (i,j) as all the nonzero effective channels of interference at user (i, j), e.g.
Then we present the design of W (i,j),A k . We aim to align the directions of interference at each user into a common space. For user 5, the interference alignment conditions can be expressed as span G
where W ′ is an N × (N − 6M) matrix. Similar to Section III-A, we shall design every entry in the η-th row of W (i,j),A k as a multivariate monomial function of entries in the η-th rows of effective channels of interference in J 5 . Towards this end, we construct the following set of vectors
where the subscripts of each exponent ι (i ′ ,j ′ ),k are associated with corresponding base G (i ′ ,j ′ ) 5,A k . The column vectors in W(n) can occur in any order to form each of
In this way, the precoding vectors of the interference after multiplying channel matrices belong to the set W(n + 1). The interference alignment conditions (21) are satisfied by letting the matrix W ′ consist of all the vectors in set W(n + 1). The received signal at user 5 can be expressed as
where the former six items are desired signals and the remaining items in the summation are interference. Fig. 4 illustrates the signal space of the received signal at user 5. Remark 3: For each user (i, j), the number of nonzero effective channels in J (i,j) is 8( |Ψ| − 1) + 2(|Ψ| − 1). Note that the construction of W(n) should contain all effective channels in J (i,j)∈Ψ J (i,j) so as to achieve interference alignment at every user. Thus, the signal dimension is M = |W(n)| = n 8|Ψ|( √ |Ψ|−1)+2|Ψ|(|Ψ|−1) . Considering that the total dimension of six desired signals is 6M and the dimension of all interference vectors in set W(n + 1) is (n + 1) 8|Ψ|( √ |Ψ|−1)+2|Ψ|(|Ψ|−1) , the symbol extension number should be N = 6n 8|Ψ|( √ |Ψ|−1)+2|Ψ|(|Ψ|−1) + (n + 1) 8|Ψ|( √ |Ψ|−1)+2|Ψ|(|Ψ|−1) . Next, we show that for each user, the received vectors of desired signals are linearly independent from those of interference to ensure the decodability. Taking user 5 as an example, we denote
and shall prove the full rankness of matrix
The proof of the decodability for the entire cellular network is placed in Appendix B.
Finally, since each user can decode 6n 8|Ψ|( √ |Ψ|−1)+2|Ψ|(|Ψ|−1) desired signals over 6n 8|Ψ|( √ |Ψ|−1)+2|Ψ|(|Ψ|−1) +(n + 1) 8|Ψ|( √ |Ψ|−1)+2|Ψ|(|Ψ|−1) symbol extensions, the achievable per-user DoF can be calculated as
Taking n → ∞, we can obtain that the achievable per-user DoF is d = 6 7 and the proof of corner point (µ = 1/2, 1/d = 7/6) is completed.
Remark 4: It is worth pointing out that the above delivery scheme of the cellular network differs from the cooperative transmission schemes of fully connected networks [9] [10] [11] , [13] , [32] , [33] . In the proposed delivery scheme with partial BS cooperation (also the scheme with full BS cooperation introduced in the next subsection), we not only let the nearby BSs M (i,j) cooperatively serve user (i, j), but also let other BSs transmit the common messages desired by user (i, j) to increase per-user DoF of the network by interference neutralization and interference alignment.
C. µ = 1 (Full BS Cooperation)
In this case, all BSs can fully cooperate to serve users. The system thus can be regarded as a partially connected virtual MISO broadcast channel. We denote all the channel coefficients h (i,j),(p,q) as a |Ψ| × |Φ| matrix H Ψ,Φ , with each row denoting the channel coefficients from all BSs to each user. Since each user can only be connected to the four nearby BSs, there are four nonzero elements in each row of H Ψ,Φ . Note that the positions of nonzero elements in each row of H Ψ,Φ are different and all the channel coefficients are independent of each other. Therefore, the matrix H Ψ,Φ has full rank with probability one. A zero-forcing precoding matrix H † Ψ,Φ can be used to neutralize all the interference. Thus, we can achieve per-user DoF d = 1 and the proof of corner point (µ = 1, 1/d = 1) is completed. [26] In this subsection, we compare the proposed scheme with the existing scheme [26] 4 on cache-aided cellular networks. The main idea of our proposed delivery scheme is to utilize the common cached contents among BSs for interference neutralization (at µ = 1 2 and 1), and exploit the distinct cached contents among them to achieve interference alignment gain (at µ = 1 4 and 1 2 ). However, the transmission scheme in [26] is to only activate the BSs caching the same requested file segment at each time and use a zero-forcing precoding to do interference neutralization among different data streams. If applying the scheme [26] in our considered network model, we would obtain worse per-user DoF results. In specific, for µ = 1 4 , the BSs in B 1 , B 2 , B 3 
D. Comparison with the scheme in
Fig . 5 shows the curves of the reciprocal of per-user DoF versus normalized cache size µ. It can be seen that our proposed scheme is superior in the whole cache size region. 
IV. CONVERSE
In this section, we present an upper bound of the per-user DoF for the considered network under the given cache placement scheme in Section II-B. Based on this upper bound, we show that our achievable per-user DoF in Theorem 1 is optimal in certain cache size region and within a constant additive gap to the optimum in the remaining cache size region. Note that since each user is equipped with one antenna, the cut-set upper bound of the per-user DoF is d ≤ 1 for all possible caching and delivery strategies. This means that our achievable per-user DoF is within a multiplicative factor of 2 to the optimum, which, however is too loose to demonstrate the effectiveness of our proposed delivery scheme. To obtain the new upper bound tighter than the cut-set bound, we first derive an outer bound on the DoF region of the considered network for any given uncoded prefetching scheme. This outer bound is not restricted to the cellular network with grid topology and can be applied to networks with other general topologies. We then obtain an upper bound of the per-user DoF and show the order-optimality of the proposed delivery scheme with a constant additive gap.
A. Outer Bound on DoF Region
Consider a cellular network for any given uncoded prefetching scheme with BS cache groups Θ = {A k }. We define R (i,j),A k (µ, P ) |W r (i,j) ,A k | T as the rate of message W r (i,j) ,A k which is transmitted from BS cache group A k to user (i, j). Define capacity region C(µ, P ) as the set of all achievable rate tuples R = {R (i,j),A k (µ, P )} (i,j)∈Ψ,A k ∈Θ . The DoF region of the cache-aided cellular network is defined as
Theorem 2: Consider a cache-aided cellular network with general topology. For each arbitrary user set R, we define a corresponding BS set T which satisfies the following two conditions: 1) |T | = |R|.
2) The matrix H R,T , with each row denoting the channel coefficients from all the BSs in T to each user in R, has full rank almost surely. Note that the channel coefficient from a BS to a user will be zero if there is no connection between them. Denote all the pairs (R, T ) as a set S. Then, an outer bound on the DoF region of the considered network for any given uncoded prefetching scheme with BS cache groups Θ = {A k } is given by
whereR denotes the set of the remaining users connected to the BSs in T except the users in R. Proof: Please see Appendix C. To illustrate how to apply Theorem 2, we consider an example network with a given uncoded prefetching scheme as shown in Fig. 6 . Here, the set Θ contains two BS cache groups, i.e., (29), we obtain
respectively. It is obvious that the inequalities (31a) and (31d) are redundant. By substituting {1, 2}, {a, b} , {1, 2}, {b, c} , {1, 2}, {a, c} into the inequality (29), we obtain
Via adding (31b) and (31c), we can obtain a tighter bound than (32) and thus (32) is redundant. The outer bound D out of the network in Fig. 6 for the cache placement scheme with BS cache groups Θ = {A 1 , A 2 } is given by
B. Upper Bound on Per-User DoF Next, we use Theorem 2 to derive an upper bound on the per-user DoF of the considered cellular network for the given cache placement scheme in Section II-B. Recalling that Θ is the set of all BS cache groups {A k }, the first item (29) is equal to |R| · d with d being the per-user DoF.
Since each user requests the same number of subfiles from the BS cache groups in the adopted caching scheme, the second item
dividing both sides of the inequality (29) with |R|, we have
By defining a function 
Based on the specific file splitting and placement strategy in Section II-B, we can determine the optimal T * as shown in the following lemma. Lemma 1: For the considered cache-aided cellular network with the given prefetching scheme in Section II-B, the optimal T * in problem P satisfies one of the following forms:
Proof: Please see Appendix D. Since each T * in Lemma 1 is connected to all users Ψ, the corresponding R * satisfies R * ∪R * = Ψ. For T * with size |T * | = |Φ| 4 , |Φ| 2 , 3|Φ| 4 and |Φ|, the value |R * | |R * | is determined and given by 3, 1, 1 3 and 0, respectively. In other words, the optimal value λ * only depends on set T * and the cardinality |R * | (which is equal to |T * |), but not on the specific users in R * . One optimal form of R * is (1) R * = U 1 for [4] are defined as
By searching for all possible (R * , T * ), we can obtain the upper bound on the per-user DoF. Theorem 3: For the considered cache-aided cellular network with each BS having a cache of normalized size µ and the given prefetching scheme in Section II-B, the reciprocal of the per-user DoF d is lower bounded as Proof: Please see Appendix E. Remark 5: Comparing Theorem 1 with Theorem 3, we can see that the upper and lower bounds of the per-user DoF coincide and thus the proposed delivery scheme is optimal for cache size µ ∈ 1 2 , 1 , and their additive gap for cache size µ ∈ 1 4 , 1 2 is given by Fig. 7 shows the exact value of the additive gap between the upper and lower bounds of the per-user DoF at different cache size µ.
V. CONCLUSION In this work, we characterized the per-user DoF of the cache-aided cellular network where the locations of BSs are modeled as a grid form and users within a grid cell can only communicate with four nearby BSs. By adopting a file splitting and placement scheme tailored for the network with partial connectivity, there exist different levels of BS cooperation in the delivery. We proposed the transmission schemes with no BS cooperation, partial BS cooperation and full BS cooperation, respectively, for different cache sizes. The achievable DoF results reveal that the reciprocal of per-user DoF for the cache-aided cellular network decreases piecewise linearly with the cache size and the gain of BS caching is more significant for the small cache region. Besides, we showed that under the given cache placement scheme, the obtained peruser DoF of the cache-aided cellular network is optimal when µ ∈ 1 2 , 1 , and within an additive gap of 4 39 to the optimum when µ ∈ 1 4 , 1 2 .
APPENDIX A PROOF OF POINT (µ = 1/4, 1/d = 2)
The total transmission takes 4n 3|Ψ| + 4(n + 1) 3|Ψ| symbol extensions. Each BS (p, q) employs a random Gaussian coding scheme to encode the four subfiles W r (p−1,q+1) ,A k , W r (p+1,q+1) ,A k , W r (p+1,q−1) ,A k and W r (p−1,q−1) ,A k requested by its serving users for (p, q) ∈ A k , into complex signal vectors s (p−1,q+1),(p,q) , s (p+1,q+1),(p,q) , s (p+1,q−1),(p,q) and s (p−1,q−1),(p,q) , respectively, each with dimension M = n 3|Ψ| . The whole transmission contains four phases and each phase takes N = n 3|Ψ| + (n + 1) 3|Ψ| symbol extensions. In each phase, each BS transmits one of the above signals to serve one user as illustrated in Fig. 3 . Without loss of generality, we take the first phase as an example.
The received signal (ignoring noise) of user (i, j) can be represented as
where the first item is the desired signal and the remaining three items are interference signals. For each user (i, j), we aim to align the directions of three interference signals into a common space and the interference alignment conditions are given by
We collect the channel matrices experienced by interference for all users as
and construct
Note that in (45), all the channel matrices experienced by interference, i.e., {H (i,j),(p,q) } with (p, q) ∈ M (i,j) \ {(i + 1, j − 1)}, belong to the set I. Thus, the received precoding vectors of interference are aligned into the set V(n + 1). Then, we need to prove the decodability of desired signals. For user (i, j), we denote all the received precoding vectors of desired signals as
We should prove that the matrix 
Each diagonal element is i.i.d. from a continuous distribution has full rank almost surely. Similar to Section III-A, we need to prove that the elements in the same row of Λ (i,j) are different monomials. Considering an arbitrary η-th row of Λ (i,j) , (i) the products in D (i,j) are different from each other because each v m (i,j),(i+1,j−1) is a unique vector in set V(n); (ii) since H (i,j),(i+1,j−1) / ∈ I, the items in D (i,j) and V ′ differ in channel factor h (i,j),(i+1,j−1) (η). Therefore, the full rankness of matrix Λ (i,j) is proved. The per-user DoF can be calculated as n |3Ψ| n 3|Ψ| +(n+1) 3|Ψ| . Taking n → ∞, the achievable per-user DoF d = 1 2 is obtained.
Recall that the cellular network is assumed as a square grid with the number of users in each row (or column) being |Ψ|. Thus, we can obtain |J (i,j),A k | = 2( |Ψ| − 1) with k ∈ [4] , and |J (i,j),A k | = |Ψ| − 1 with k = 5, 6. We define J (i,j)∈Ψ [6] . For each user (i, j), we aim to align the directions of all the interference signals into a common space and the interference alignment conditions are expressed as span G
Towards this end, we construct
Here, we still use the simplified notations in Fig. 2 for those BSs and users and show that the decodability for user 5 without loss of generality. According to [33, Lemma 3] , we shall prove the linear independence of the following polynomial functions 
where each w 5,k with k ∈ [6] is given by
and each w ′ is given by 
Here, each E 1 5,k denotes a specific constant value of s(ι 1 5,k ) with k ∈ [6] . Considering the grid network topology, it can be found that the polynomial structures of (57a) (57b) (57c) and (57d) are symmetric, and the polynomial structures of (57e) and (57f) are also symmetric. Thus, we shall only prove the linear independence of (57a) (57e) and (57g).
1) Linear independence of the polynomial functions in (57a): Based on [33, Corollary 1], it is equivalent to prove the algebraical independence of polynomial functions in the following set
From the construction of g (i ′ ,j ′ ) 5,1 , it can be seen that each of {g
2 ) × ( |Ψ| + 2) Jacobian matrix of the above polynomial functions. The structure of J is given in Fig. 8 . It can be seen that J has full row rank with probability one. Based on [ 
The ( |Ψ| 4 ) × ( |Ψ| 2 + 2) Jacobian matrix of the above polynomial functions has the similar structure as the one in Fig. 8 , and thus it also has full row rank with probability one. Due to [33, Lemma 1] and [34, Theorem 3, p. 135 ], the polynomial functions in (59) are algebraically independent.
3) Linear independence of the polynomial functions in (57g): We divide all the sets in (57g) into two parts, i.e, {(g r (i,j),k ) ι r (i,j),k } with k ∈ [4] , and {(g r (i,j),k ) ι r (i,j),k } with k ∈ {5, 6}. Since the Jacobian matrix of polynomial functions {g (i ′ ,j ′ ) (i,j),k : (i ′ , j ′ ) ∈ U r \ {(i, j)}}, with k ∈ [4] , has the similar structure as the one of {g (i ′ ,j ′ ) 5,1 : (i ′ , j ′ ) ∈ U 1 \ {5}}, the polynomial functions {g (i ′ ,j ′ ) (i,j),k : (i ′ , j ′ ) ∈ U r \ {(i, j)}}, with k ∈ [4] , are algebraically independent. Since the Jacobian matrix of polynomial functions {g (i ′ ,j ′ ) (i,j),k : (i ′ , j ′ ) ∈ U r \ {(i, j)}}, with k ∈ {5, 6}, has the similar structure as the one of {g (i ′ ,j ′ ) 5,5
: (i ′ , j ′ ) ∈ U 1 \ {5}}, the polynomial functions {g (i ′ ,j ′ ) (i,j),k : (i ′ , j ′ ) ∈ U r \ {(i, j)}}, with k ∈ {5, 6}, are also algebraically independent. Thus, we can prove the linear independence of the polynomial functions within each set in (57g).
APPENDIX C PROOF OF THEOREM 2
Define the following subfile sets
and defineW as the set of the remaining subfiles to be sent in the network. For a user set R, we use y R to denote the vector of the signals received by the users in R, with a similar notation used for the transmitted signals and noise. In the following, we show that given y R , the subfile sets W R,Φ and WR ,T can be recovered withW as side information, i.e.
H(W R,Φ , WR ,T |y R ,W) ≤ ǫ
Based on the converse assumption that each user can obtain the desired file from its received signal, W R,Φ can be decoded from y R almost surely. The signals y R and yR can be expressed as
respectively. From W R,Φ andW, we can obtain those requested subfiles which are cached at BSs in set Φ \ T and further reconstruct the transmitted signal x Φ\T . Utilizing x Φ\T and y R , we can obtain a degraded version of yR as yR = HR ,T H † R,T (y R − H R,Φ\T x Φ\T ) + HR ,Φ\T x Φ\T = HR ,T x T + HR ,Φ\T x Φ\T + HR ,T H † R,T n R .
SinceỹR and yR only differ in noise, the subfile set WR ,T can be recovered fromỹR almost surely. By using Fano's inequality, we have
where (64b) comes from the fact thatW is independent from W R,Φ and WR ,T ; (64f) is due to [13, Lemma 5] . By rearranging (64) and taking T → ∞ and ǫ → 0, we have
For all the pairs (R, T ) in S, the above condition must be satisfied, which completes the proof.
APPENDIX D PROOF OF LEMMA 1
We need to prove λ(R, T ) ≤ λ(R * , T * ), where T * is given in Lemma 1 and R * is the corresponding user set for T * . First, we consider T not entirely including any B k . According to the adopted cache placement scheme, each BS cache group A k contains at least one B k . Thus, we have λ(R, T ) = |R| d|R| A k ⊆T ,A k ∈Θ d (i,j),A k = 1 d|R| · 0 = 0.
It is obvious that λ(R, T ) ≤ λ(R * , T * ). Then, we consider T including {B k } k∈Q and some other BSs, where Q ⊆ [4] , e.g., T = B 1 ∪ {(0, 2)}. We shall prove λ(R, T ) ≤ λ(R * , T * ) with T * = {B k } k∈Q . Since in the adopted caching scheme each BS cache group is a union of some B k 's, we have
Noticing that both T and T * are connected to all users Ψ, we have |R| + |R| = |R * | + |R * |. Since |R * | ≥ |R|, we can obtain
