In wireless sensor networks (WSNs), some sensor nodes transmit their acquired data to a far distant base station directly or by linking several relay nodes. WSNs might not be able to operate if a sensor node completely consumes its battery power and does not perform its designated operation. Semiconductor technology drives sensor networks to collect video and audio data as well as environmental data. Therefore, energy is one of the most important resources in wireless multimedia sensor networks (WMSNs), and clustering is proposed to reduce energy consumption. When a mobile sink is used, a lot of energy is saved, and the lifetime of the network can be extended because the sensor nodes do not need to transmit multimedia data to a far distant base station. We propose an energy-efficient data collection method to extend the lifetime of networks that use a mobile sink. By using the neighborhood density clustering method and defining an optimal path for the mobile sink, the proposed method extends the life of the WMSN. Simulation results show that the proposed method increases the lifetime of WMSNs by up to 15 rounds, compared with LEACH. And data collection time is decreased owing to the predefined path for the mobile sink.
Introduction
Wireless sensor networks (WSNs) are deployed to collect data from the physical environment, process them, and transmit them to a base station (BS). A lot of sensor nodes are implemented in WSNs, and the number of sensor nodes varies with the application field. Typically, a sensor node consisted of a microprocessor with limited internal memory, a wireless communication device, sensors, and a limited power source. The power source may be batteries or solarcell rechargeable batteries that operate for several months to several years. As semiconductor technologies advance, WSNs are applied to monitor and collect not only environmental data but also video and audio data. The introduction of inexpensive CMOS cameras has made it possible to monitor video data and to accelerate the emergence of wireless multimedia sensor networks (WMSNs) [1, 2] . These WMANs are able to monitor or sample video and audio data from the environment, animals, weather, and security systems [3, 4] . But the size of multimedia data requires more efficient energy consumption since the data size is larger than that of typical environmental data.
Recently, mobile sinks have been proposed as a solution to collect data from sensor nodes in WSNs. They are applied to reduce energy consumption, to balance energy levels among the sensor nodes throughout the WSN, and to deal with isolated regions [5, 6] . Since a mobile sink is a device external to the WSN, power consumption for its movement and operation does not affect the lifetime of the WSN. Periodically, the mobile sink returns to the base station to upload collected data and to recharge battery power for its next round [7] . When the mobile sink moves along the area of the WSN, the cost of path reconfiguration becomes much higher than that of a static network. Reconfiguration could result in sudden changes in the path. In addition, the mobile sink could be controllable or uncontrollable. An uncontrollable sensor node is attached to some moving object, such as a soldier, a public transportation vehicle, or an animal [8, 9] . A controllable mobile sink's position can be changed by adjusting its trajectory and speed [10] [11] [12] [13] . Controlling and building an efficient trajectory for the mobile sink are also required for it to be preprogramed efficiently for the WMSN. Inapplicable speed or an ineffective trajectory for the mobile sink causes data loss and latency.
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International Journal of Distributed Sensor Networks This paper presents an efficient method to reduce energy consumption in multimedia sensor networks and to extend the lifetime of the sensor nodes. An energy-efficient data collection method is proposed to extend the lifetime of networks that use a mobile sink. In particular, the proposed method uses the neighborhood density clustering method and defines an optimal travelling path for the mobile sink. In Section 2, related works are reviewed. In Section 3, the proposed model is introduced. In Section 4, several performance experiments for the proposed model are discussed. Finally, conclusions from this study are provided in Section 5.
Related Works
Mobility in a mobile sink has been studied in some of the literature to improve performance of WSNs [8, [14] [15] [16] [17] [18] [19] [20] . One study has deployed a system that uses mobile elements to carry data from sensor nodes to a base station, which is called mobile ubiquitous LAN extensions (MULEs) [8] . In MULEs, a mobile observer picks up data directly from sensor nodes, saves them in a buffer, and drops off data to wired access points. The movement of MULEs has been modeled as a 2D random walk. However, the main drawback of MULEs is increased data collecting latency, because the mobile observer has to travel across the transmission range of each sensor node in the network to collect data.
Zhao and Yang have presented polling-based data gathering using a mobile node and named it bounded relay hop mobile data gathering (BRH-MDG) [14] . They choose a subset of sensor nodes as polling points, and each node aggregates local data from its affiliated nodes within a certain number of relay hops. Those polling points temporarily save data in their caches and upload them to the mobile collector when it arrives. To find a set of polling points, they formulate two centralized and distributed algorithms. And they prove its NP-hardness (nondeterministic polynomialtime hardness). A disadvantage of this method is that the buffer of a sensor node might overflow before a mobile collector visits it because of many data polling points.
Wang et al. have studied a mobile sink at the edge of the sensing field. The movement of the mobile sink is either clockwise or counterclockwise [15] . Afterward, the entire network is divided into equal clusters, and, in each part, a cluster head is selected by residual energy. They formulated a scheme to send data from a normal node to the cluster head using multihop transmission. Member nodes decide to send data to the cluster head or a mobile sink by considering distance. While cluster heads aggregate and send data to the mobile sink, computing and data transmission overload could occur in these nodes. Data gathering routes are around the perimeter of the sensing area, and this indeed affects long data latency.
Gao et al. [17] have proposed a data collection method that improves the capacity of data buffers and reduces energy consumption in large-scale wireless sensor networks with mobile sinks. Mobile sinks move along fixed paths at a constant speed. In their method, the members within the multihop communications area (MCA) are assigned to the corresponding subsinks within the direct communications area (DCA) according to the length of the communication time between the mobile sinks and the subsinks, and this method improves network throughput. However, this method employs path-constrained sink mobility instead of path-controllable sink mobility.
Rao and Biswas [18] presented a non-real-time data collection method using mobile sinks. Their idea is that a mobile data harvester (MDH) moves along a desired trajectory while collecting data from a set of sensors that are commissioned as a designated gateway (DG) along the trajectory. A DG buffers the data generated in its multihop neighborhood till the MDH contacts it. Effectively, data from all nodes on the tree rooted at a DG are buffered at the DG before they are uploaded to the MDH. However, this method has the burden of data collection at a gateway that acts as a cluster head in LEACH [21] .
Konstantopoulos et al. [19] have proposed a method called MobiCluster protocol, which minimizes the overall network overhead and energy expenditure associated with the data retrieval process from sensor nodes. It uses cluster structures consisting of member nodes that route their measured data to their assigned cluster head. The cluster heads perform data filtering on the raw data, exploiting potential spatial-temporal data redundancy and then forwarding the filtered information to their assigned rendezvous nodes (RNs) which are located in proximity to the trajectory of the mobile sink. This method has a limitation in that the mobile sink explores a fixed route.
Data collection methods using a mobile sink can be divided into the constrained (uncontrollable) path method and the changeable (controllable) path method, depending on whether the path of the mobile sink is fixed. Shah et al. [8] , Zhao and Yang [14] , and Rao and Biswas [18] have applied the constrained path method, whereas Wang et al. [15] , Gao et al. [17] , and Konstantopoulos et al. [19] have applied the changeable path method. In addition, there are a number of studies for data collection using mobile sinks. For example, Puthal et al. [20] have proposed a data collection method using a single hop, and Wang et al. [22] proposed a data collection method using multiple sinks. Many researchers have focused on collection methods for general sensor data, but collecting multimedia data has not been studied by many researchers.
Proposed Model
Since multimedia data is much larger than typical sensor data, a new data collection method is required. The proposed collection process is composed of three stages, which are (1) clustering, (2) deciding the mobile sink's path, and (3) gathering data, as shown in Figure 1 . At the clustering stage, clustering is built by checking the density of sensor nodes, which is the neighborhood density clustering method. The optimal visitation path for the mobile sink is calculated using the minimum spanning tree (MST). Then, data is collected by the mobile sink using the time division multiple access (TDMA) protocol to avoid collisions and reduce energy consumption in the sensor nodes. Gathering data (TDMA) Time Figure 1 : The process of the proposed data collection method.
Mobile Sink and Sensor Nodes.
A mobile sink moves along a predefined trajectory and gathers sensed data from sensor nodes in a single hop. When it finishes gathering data at predefined points, it uploads the collected data to a base station. The velocity of the mobile sink is constant, and it is aware of all sensor node locations. The mobile sink is equipped with an unlimited energy source, a powerful processor, large buffers, a long-range transceiver, and a global positioning system. All sensor nodes have the same limited energy source. When sensor nodes run out of energy, they are defined as dead nodes. The base station and sensor nodes are in fixed positions. Every sensor node is given its own identification number, with location information and sensor node IDs obtained at deployment.
Energy
Model. Two different radio models are used. One is a free space model and the other is a multipath fading channel model. When the distance between sending and receiving nodes is less than the threshold value crossover , in the free space model, the power loss, 2 , is used. Otherwise, in the multipath fading channel model, the power loss 4 is used. From the two models in (1), the amount of energy to send k-bits of data is calculated to distance d [2]:
From (1), (k,d) is the energy usage of the transmitter that sends -bits of data to the receiver at distance . In (2), (k) is the energy consumption of the receiver node from receiving -bits of data. elec is the energy consumption of the wireless transmission and reception circuit. and amp define the energy consumption factor for amplification in the two radio models. In the experimental energy model, d means the distance between a mobile sink and a node in a cluster. By comparing it with the value of crossover , one of the energy models of (1) is selected. The value of crossover is calculated with (3).
Neighborhood Density
Clustering. After sensor nodes are deployed in the sensing area, they are divided into clusters. Clustering sensor nodes reduces the number of internode communications by localizing data transmission within clusters and decreases the number of transmissions to the base station. One-hop neighbors of a node and their location data are used to construct clustering. After deploying sensor nodes in the field, a mobile sink obtains the location information of each node and classifies it by clustering. First, for every node, the number of one-hop neighbors is calculated and given as a degree for each node. Nodes with the highest degree are considered initial points for configuring clusters. Neighbor nodes with a low degree are merged with nodes with a higher degree. In Figure 2 , sensor nodes are shown by degree and their neighbor nodes. In Figure 3 , Node E and Node H are the highest degree nodes, and other neighbor nodes are merged with them. The result is two clusters. The next step is calculating the centroid location for each cluster. The centroid location of each cluster is calculated based on ( , ) location information of cluster members. The centroid location of each cluster is the data collection point. Higher degree nodes are also taken to be member nodes. After calculating the distance of each node, the centroid location is calculated and grouped into the cluster.
These calculations continue until any node moves to another cluster. In Figure 4 , the final result is given, and all nodes are grouped into two clusters. 
Mobile Sink Path.
To find the optimal data gathering path for a mobile sink, MST is applied to a weighted graph. Odd vertices are defined and found via minimum weights matching them. After odd vertices are matched, Euler tour is found in the resulting graph. A list of vertices is created that represents Euler tour, which crosses every edge exactly once without repetition. However, the Euler cycle path might pass through a vertex more than once, which is inefficient in our case. Therefore, it does not provide an optimal solution for our data gathering tour. Pseudocode 1 shows the algorithm for neighborhood density clustering.
In Figure 5 , data gathering points are defined and lines that connect them are shown. In Figure 6 , solid edges represent the MST. In Figure 7 , the path for the mobile sink is shown after all calculations.
Data Gathering.
A mobile sink starts its data gathering tour and moves along the defined path. When it gets to a data gathering point, it stops and broadcasts a "Hello" message to cluster members. This "Hello" message contains the ID numbers of cluster members. When sensor nodes receive this message, they check its content. Whenever each node finds its own ID number in the broadcast message, it sends a "Reply" message to the mobile sink and waits for a response. This reply message contains the ID of the sensor node. If a sensor node does not find its own ID, it ignores the message. The mobile sink receives several reply messages from the member nodes of the cluster. According to these reply messages, the mobile sink creates a TDMA schedule for the identified nodes in the cluster. In the TDMA schedule, every node has its own time slot, which is divided into three parts: Data, Acknowledge, and Period.
In the Data phase, nodes send their acquired data to the mobile sink. In the Acknowledge phase, the mobile sink verifies the data received from the sensor nodes. The Period phase is used to synchronize slots.
In its reply message, the mobile sink sends the TDMA schedule to the sensor nodes. In the TDMA time slots, the sensor nodes send their data to the mobile sink. A TDMA schedule is created for every cluster, because each cluster can have a different number of members. The TDMA schedule is created based on the number of members in the cluster. After sending the TDMA schedule to sensor nodes, the mobile sink gathers data from the sensor nodes and uploads the gathered data directly to the base station. After uploading data successfully, the mobile sink continues on its data gathering tour. The next data gathering point will be the centroid location of the upcoming cluster on its path.
Performance Evaluation
In this section, several experiments for performance of the proposed data collection method are described. First is an experiment for energy consumption according to the number of clusters in two types of protocol. Another experiment was conducted for comparison with other methods. For the simulations, network simulator 2 (NS-2) is used. Sensor nodes are distributed in a region of 250 m × 250 m. The number of sensor nodes was 100, with each sensor node in the network having the same 1 Joule of initial energy. In the simulation environment, 802.11MAC protocol, a wireless channel model, and the ad hoc on-demand distance vector (AODV) routing protocol are used. The base station is fixed outside the sensor area. The main focus is the energy consumption of the sensor nodes and the lifetime of the network. After each round, the energy in the network is calculated, with energy in the network defined as the sum of the sensor nodes' energy percentages. Table 1 shows the simulation parameters and environment.
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(2) = { 1 , 2 , . . . , }-Sensor nodes (3) -number of clusters (4) Outputs (5) = { 1 , 2 , . . . , }-cluster centers (6) : → -cluster membership (7) foreach ( ∈ ) (8) Calculate node degree ( ( )) (9) end (10) Take k ( ).max nodes (11) foreach Neighbors of ( ).max nodes (12) Merge to ( ).max nodes (13) end (14) foreach notNeighbors of ( ).max nodes (15) Merge to closest ( ).max (16) end (17) while has changed (18) for each ∈ {1, . . . , } (19) recalculate the center of cluster (20) end (21) for each (22) ( ) = argmin distance ( , ) (23) end (24) end (25) return Figure 8 shows energy consumption of the network through rounds with five clusters. When UDP is used, the energy consumption of the nodes is less than under TCP because, under TCP, the Acknowledge (ACK) message is used to inform the sender that the message was received. Although the size of the ACK is small, senders and receivers consume energy to transmit and receive this message. With sensor nodes divided into five clusters, nodes use more energy using TCP compared with UDP. Figure 9 illustrates the energy consumption of sensor nodes when they are divided into 8 clusters. Sensor nodes consume less energy when UDP is applied. Another noticeable point is that the lifetime of the network is increased in both cases. When the network is divided into eight clusters, the cluster size becomes smaller, and the number of member nodes decreases. As a result, the distance between the cluster center and the nodes is shorter. Therefore, sensor nodes can transmit multimedia data within a shorter distance. For TCP and UDP, network lifetime increases by 2 more rounds. Figure 10 shows the energy consumption of sensor nodes when the network is divided into 11 clusters. In Figures 8  and 9 , TCP uses more energy than UDP. However, Figure 10 shows that UDP and TCP have similar energy consumption. The reason is that when the number of clusters increases, the area of a cluster becomes narrower. herefore, data packets of nodes can be transmitted in a shorter distance, which decreases energy consumption. In this experiment, the network lifetime is extended by 38 rounds under UDP.
According to the experiment results, UDP consumes less energy than TCP in the proposed method because UDP is not required to send an Acknowledge message. When the number of clusters increases, energy consumption is reduced such that energy consumption between UDP and TCP is similar.
Comparison with Other
Methods. The proposed method was compared with LEACH [21] and the method of Wang et al. [15] . Figure 11 illustrates the comparison of the three methods, which are the proposed method, LEACH, and mobile sink at the edge of the area. In the proposed method, sensor nodes consume less energy compared with the other two methods. Compared with the LEACH clustering algorithm, the proposed method increases the lifetime of the network by 15 more rounds. This is more than twice the lifetime for multimedia data. Compared to Wang et al., the proposed method shows better performance and more than double the network lifetime.
The proposed method shows better performance than other methods in energy efficiency. The reason is analyzed below.
First, in the proposed method, sensor nodes do not dissipate energy to elect cluster heads (CHs). There is no energy wasted on cluster head nodes. But, in LEACH [21] and Wang et al. [15] , a considerable amount of energy is consumed by selecting cluster heads and by relaying data from one node to the other for long-distance sensor nodes. Each cluster head consumes its energy to receive data from its member nodes, which is proportional to the number of its member nodes multiplied by the communications energy expressed by (1) . For the proposed method, the energy of each cluster is saved in every data gathering round.
Second, one of the distinct points of the proposed method is communications configuration within a cluster, as seen in Figure 12 . In other methods, a cluster head and member nodes could be placed on opposite sides of a cluster, and the distance between them might be very long, compared to other nodes, as shown in Figure 12(a) . Therefore, the farther the distance between a cluster head and a member node is, the more they consume energy. Since a mobile sink in the proposed method stops at the centroid location of each cluster, as shown in Figure 12 (b), the transmission distance is decreased.
Conclusion
This paper proposes a multimedia data collection method in clustered wireless multimedia sensor networks. Performance of the proposed method was evaluated and compared with other methods under the same conditions. The proposed method was evaluated with different numbers of nodes and different protocols. The simulation results show that UDP consumes less energy than TCP in the proposed method. Also, when the number of clusters is increased, energy consumption is reduced. In comparison with LEACH, the proposed method increases network lifetime by up to 15 rounds for WMSNs. And data collection time is decreased with a predefined path for the mobile sink. For future study, we are considering several experiments that take into account mobility in the sensor nodes.
