Abstract. Let X be a smooth affine algebraic variety over a field K of characteristic 0, and let R be a complete parameter K-algebra (e.g.
This theorem is a key ingredient in our proof of twisted deformation quantization in [Ye6] . (Actually this paper was once a part of [Ye6] , but we now decided to make it into a separate paper, since [Ye6] was becoming too long.)
Theorem 0.1 is repeated as Theorem 9.6 in the Section 9 of the paper, and is proved there. The proof requires several intermediate results, and we now list some of them.
The first intermediate result does not require X to be an algebraic variety, nor for K to have characteristic 0. What we need is that X is a topological space; M 0 is a sheaf of K-modules on X; and X has enough M 0 -acyclic open sets. This is explained in Definition 3. This is a combination of Theorem 3.4 and Corollaries 3.6 and 3.8 in the body of the paper. The proofs use results from [Ye4] .
The second intermediate result also does not require characteristic 0. It is a statement about sheaves of noncommutative rings on algebraic varieties. Suppose A is an R-deformation of O X , and U ⊂ X is an affine open set. Let A := Γ(U, A) and C := Γ(U, O X ). According to Theorem 0.2, the R-module A is flat and complete, and K ⊗ R A ∼ = C; so A is an R-deformation of C. Observe that part (2) implies that the deformation A in part (1) is unique up to a unique isomorphism.
This result is repeated as Theorem 4.7 in the body of the paper, and proved there. The proof relies on a detailed study of the Ore localizations that are related to associative deformations.
For the third intermediate result we again assume that the base field K has characteristic 0. Let C be a smooth commutative K algebra (namely U := Spec C is a smooth algebraic variety over K). We consider A := R ⊗ C as an R-module, equipped with a distinguished element 1 A := 1 R ⊗ 1 C and an augmentation A → C. A star product on A is an R-bilinear unital associative multiplication ⋆, with unit 1 A , that lifts the original multiplication c 1 · c 2 of C. Thus (A, ⋆) is an associative R-deformation of C.
By gauge transformation of the augmented R-module A we mean an isomorphism of R-modules g : A → A, that commutes with the augmentation to C and fixes (i) The star product ⋆ ′ is also differential.
(ii) The gauge transformation g is differential.
This is a combination of Theorems 8.2 and 8.5 in Section 8. It relies on results from [Ye2] on the structure of the DG Lie algebra D nor poly (C). Part (2) was communicated to us by P. Etingof; it is similar to [KS, Proposition 2.2.3] .
Let us now discuss how this paper relates to other work in this field. The role of the DG Lie algebras T poly and D poly in deformation quantization goes back a long time; most notably it figured in the groundbreaking paper [Ko1] of M. Kontsevich from 1997 . See also the papers [Ko1, CKTB, BGNT, Ye1, VdB] and the references therein.
Complete deformations (i.e. R-deformations where R is a complete ring) were not treated properly before, with the exception of the work of M. Kashiwara and P. Schapira, who considered R = K[[ ]] (see [KS] and other papers). Most authors just dealt with nilpotent deformations (i.e. R is an artinian ring). Our own work in [Ye1] was flawed in this respect -see [Ye5, Remark 8.14] . Indeed the papers [Ye4] and [Ye5] came into existence to remedy this flaw! The present paper and [Ye6] attempt to provide a correct treatment of complete deformations and their twisted versions.
The differential aspect of associative deformations of smooth affine varieties (Theorem 0.5) was not well-understood previously. In our paper [Ye1] we demanded as a condition that associative deformations should be locally differential (cf. [Ye1, Definition 1.6] ). Due to Theorems 0.2 and 0.5 we now know that this condition is redundant. It is interesting to note that in the complex analytic case the question is still open (see [KS, Remark 2.2.7] ).
Crossed groupoids (or 2-groupoids) appeared in this subject already in 1994 -see P. Deligne's letter to L. Breen [De] , and Breen's classification of gerbes in terms of crossed modules [Br] . A more recent use of crossed groupoids to classify stacks on a topological space can be found in [DP] . The papers [De, Ge, BGNT] only treated the Deligne crossed groupoid of a DG Lie algebra. As far as we know there is nothing in prior literature resembling Theorem 0.1, namely giving the equivalence from the Deligne crossed groupoid to the crossed groupoid of geometric origin AssDef(R, O X ) (resp. PoisDef(R, O X )) -even for nilpotent parameters. As already mentioned, this equivalence is crucial for proving twisted deformation quantization in [Ye6] .
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Crossed Groupoids
In this section we review the categorical (or combinatorial) concept of crossed groupoid.
Let G be a groupoid (i.e. a category in which all morphisms are invertible), with set of objects Ob(G). Given ω, ω ′ ∈ Ob(G) we denote by G(ω, ω) := Hom G (ω, ω ′ ), the set of morphisms. We also write G(ω) := G(ω, ω), the automorphism group of the object ω. For g ∈ G(ω, ω ′ ) and h ∈ G(ω) we let
Suppose N is another groupoid, such that Ob(N ) = Ob(G). An action Ψ of G on N is a collection of group isomorphisms Ψ(g) :
•Ψ(g) whenever g and h are composable, and Ψ(1 ω ) is the identity automorphism of N (ω). For instance, there is the action Ad G of G on itself, described in equation (1.1).
Definition 1.2. A crossed groupoid is a structure
consisting of:
• Groupoids G 1 and G 2 , such that G 2 is totally disconnected, and Ob(G 1 ) = Ob(G 2 ). We write Ob(G) := Ob(G 1 ).
• An action Ad G1 G2 of G 1 on G 2 , called the twisting.
• A morphism of groupoids (i.e. a functor) D :
which is the identity on objects. These are the conditions:
(i) The morphism D is G 1 -equivariant with respect to the actions Ad G1 G2 and Ad G1 . Namely
as automorphisms of the group G 2 (ω).
We sometimes refer to morphisms in the groupoid G 1 as 1-morphisms, or as gauge transformations. For an object ω ∈ Ob(G), elements of the group G 2 (ω) are sometimes called 2-morphisms or inner gauge transformations. The groupoid G 1 is called the 1-truncation of the crossed groupoid G. Example 1.3. Consider any groupoid G 1 , and let G 2 be the associated totally disconnected groupoid (gotten be removing all morphisms between distinct objects). (More generally one can take a normal subgroupoid N ⊂ G, in the sense of [Ye3, Definition 3 .1], and define G 2 := N .) Define the twisting Ad G1 G2 := Ad G1 , and the feedback D is the inclusion. This is easily seen to be a crossed groupoid.
Let Grp be the category of groups. For a groupoid G there is a functor 
is an equivalence of groupoids; namely it is essentially surjective on objects, and for every ω ∈ Ob(G) the group homomorphism
It is easy to see that an equivalence of crossed groupoids Φ : G → H admits a quasi-inverse H → G (we leave it to the reader to spell out what this means). Remark 1.8. A crossed groupoid is better known as a strict 2-groupoid, or a crossed module over a groupoid, or a 2-truncated crossed complex; see [Bw, Ye5] . When Ob(G) is a singleton then G is just a crossed module.
Traditionally papers used 2-groupoid language to discuss descent (cf. [De] and [BGNT] ). In our work we realized that the crossed groupoid language is more effective and natural in this context. Remark 1.9. We ignore issue of set theory (like the size of the set of objects Ob(G) of a groupoid G). The blanket assumptions we rely on are explained in [Ye3, Section 1].
Deformations of Algebras
In this section we give the basic definitions and a few initial results. Here, and in the rest of the paper, we work over a base field K. All algebras are by default K-algebras, and all homomorphism between algebras are over K. For Kmodules M, N we write M ⊗ N := M ⊗ K N and Hom(M, N ) := Hom K (M, N ). By default, associative algebras are assumed to be unital, and commutative algebras are assumed to be associative (and unital) . Homomorphisms between unital algebras always preserve units. Definition 2.1. A parameter K-algebra is a complete local noetherian commutative K-algebra R, with maximal ideal m and residue field R/m = K. We sometimes say that (R, m) is a parameter K-algebra. For i ≥ 0 we let
Suppose (R ′ , m ′ ) is another parameter K-algebra. By homomorphism of parameter algebras we mean a K-algebra homomorphism σ : R → R ′ .
Note that R can be recovered from m, since R = K ⊕ m as K-modules, with the obvious multiplication. A homomorphism σ : 
(Some texts, including [Bo1] , would say that "M is separated and complete".) Since R is noetherian, the m-adic completion of any R-module is madically complete; see [Ye4, Corollary 3.5] . (This may be false when R is not noetherian.)
Given a K-module V and an R-module M , we let
The following (not so well known) facts will be important for us.
Proposition 2.4. Let (R, m) be a parameter K-algebra, and let M be an R-module. 
Moreover, when these conditions hold, the induced homomorphisms
Proof. When M is finitely generated or m is nilpotent, the equivalence of conditions (i), (ii) and (iii) is [Bo1, Corollary II.3.2] . For the general case we need the results of [Ye4] . The module R ⊗ V is the m-adic completion of the free R-module R ⊗ V ; so by [Ye4, Proposition 3.13 ] the module R ⊗ V is m-adically free [Ye4, Definition 3.11] . Now [Ye4, Corollary 4.5] says that conditions (i), (ii) and (iii) are equivalent.
Since K-linear splittings M 0 → M exist, condition (iv) directly implies condition (iii), with V := M 0 . As for the converse, assume that M is m-adically free, and take any splitting M 0 → M . We get an R-linear homomorphism φ : R ⊗ M 0 → M lifting 1 M0 . By the Complete Nakayama [Ye4, Theorem 2.11] , φ is surjective. Since M is m-adically free, there is a homomorphism ψ : M → R ⊗ M 0 that's a right inverse to φ, i.e. φ • ψ = 1 M . But ψ also lifts 1 M0 , so ψ is surjective. We see that ψ is bijective and φ = ψ −1 . The last assertion is a consequence of [Ye4, Theorem 4.3] .
Suppose A is an R-algebra. We say A is m-adically complete, or flat, if it is so as an R-module. Definition 2.5. Let K be a field, (R, m) a parameter K-algebra, and C a commutative K-algebra. An associative R-deformation of C is a flat m-adically complete associative R-algebra A, together with a K-algebra isomorphism ψ :
Given another such deformation A ′ , a gauge transformation g : A → A ′ is an R-algebra isomorphism that commutes with the augmentations to C.
We denote by AssDef(R, C) the groupoid of associative R-deformations of C, and gauge transformations between them.
Note that an associative R-deformation A of C is a unital algebra (by our conventions), and a gauge transformation g : A → A ′ sends the unit 1 A to the unit 1 A ′ .
Due to Proposition 2.4, for any associative
which is a Lie bracket (i.e. it is antisymmetric and satisfies the Jacobi identity), and also is a derivation in each of its arguments.
′ is an algebra homomorphism that respects the Poisson brackets.
Definition 2.6. Let K be a field, (R, m) a parameter K-algebra, and C a commutative K-algebra. We consider C as a Poisson K-algebra with the zero bracket. A Poisson R-deformation of C is a flat m-adically complete Poisson R-algebra A, together with an isomorphism of Poisson K-algebras ψ :
Given another such deformation A ′ , a gauge transformation g : A → A ′ is an R-algebra isomorphism that respects the Poisson brackets and commutes with the augmentations to C.
We denote by PoisDef(R, C) the groupoid of Poisson R-deformations of C, and gauge transformations between them.
Remark 2.7. If the ring C is noetherian, then any Poisson or associative Rdeformation of C is also a (left and right) noetherian ring. See [KS] or [Bo1] . We are not going to need this fact.
This is the m ′ -adic completion of the
Proposition 2.8. Let A be an associative (resp. Poisson) R-deformation of C, let R ′ be another parameter K-algebra, let σ : R → R ′ be a K-algebra homomorphism, and let Let C ′ be another commutative K-algebra, and let τ : C → C ′ be a homomorphism. We say that C ′ is a principal localization of C if there is a C-algebra
Theorem 2.9. Let K be a field, R a parameter K-algebra, C a commutative Kalgebra, and
When we say that g :
Observe that by part (2), the pair (A ′ , g) in part (1) is unique up to a unique gauge transformation.
For the proof we need the next lemma on Ore localization of noncommutative rings [MR] . Recall that a subset S of a ring A is called a denominator set if it is multiplicatively closed, and satisfies the left and right torsion and Ore conditions. If S is a denominator set, then A can be localized with respect to S. Namely there is a ring A S , called the ring of fractions, with a ring homomorphism A → A S . The elements of S become invertible in A S , and A S is universal for this property; every element b ∈ A S can be written as b = a 1 s
2 a 2 , with a 1 , a 2 ∈ A and s 1 , s 2 ∈ S; and A S is flat over A (on both sides).
Lemma 2.10. Let A be a ring, with nilpotent two-sided ideal a. Assume the ring
(1) The set {s j } j≥0 is a denominator set in A. We denote by A s the resulting ring of fractions. [YZ, Theorem 5.11 ] the set {s j } j≥0 is a denominator set in A. Moreover,
(2) Since A → A s is flat it follows that a s = aA s = A s a. By induction on i one then shows that (a s ) i = a i A s ; and hence a s is nilpotent.
(3) We prove only the nontrivial part. Supposeā is invertible inĀs. Soāb = 1 for some b ∈ A s . Thus ab = 1 − ǫ in A s , where ǫ ∈ a s . Since the ideal a s is nilpotent, the element 1−ǫ is invertible in A s . This proves that a has a right inverse. Similarly for a left inverse.
Proof of Theorem 2.9. The proof is in several steps.
Step 1. Consider the associative case, and assume R is artinian (i.e. m is nilpotent). Take an element s ∈ C such that C ′ ∼ = C s . Choose some liftings ∈ A of s. According to Lemma 2.10 there is a ring of fractions As of A, gotten by inverting s on one side, and K ⊗ R As ∼ = C ′ . Since R is central in A, it is also central in As. And since As is flat over A, it is also flat over R. We see that As is an associative R-deformation of C ′ , and the homomorphism g : A → As lifts C → C s . Now suppose we are in the situation of part (2).
Step 2. R is still artinian, but now we are in the Poisson case. So A is a Poisson Rdeformation of C. From the previous step we obtain a flat commutative R-algebra
) is unique for this property. We have to address the Poisson bracket. Take an elements ∈ A like in Step 1; so
There is a unique biderivation on the commutative ring A ′ that extends the given Poisson bracket {−, −} on A; it has the usual explicit formula for the derivative of a fraction. And it is straightforward to check that this biderivation is anti-symmetric and satisfies the Jacobi identity. Hence A ′ becomes a Poisson R-deformation of C ′ , uniquely. In the situation of part (2), we know (from step 1) that there is a unique A-
The formula for the Poisson bracket on A ′ shows that g ′ is a homomorphism of Poisson algebras.
Step 3. Finally we allow R to be noetherian, and look at both cases together. Then R ∼ = lim ←i R i , and, letting
Due to uniqueness these form an inverse system, and we take (2) is proved similarly by nilpotent approximations.
Sheaves of Complete Modules
In this section we present a few results on sheaves of m-adically complete Rmodules on a topological space X.
Definition 3.1. Let N be a sheaf of abelian groups on the topological space X.
(1) An open set U ⊂ X will be called N -acyclic if the derived functor sheaf cohomology satisfies (1) X is an algebraic variety over a field K (i.e. an integral finite type separated K-scheme), with structure sheaf O X , and N is a coherent O X -module. Then any collection of affine open sets is N -acyclic.
(2) X is a complex analytic manifold, with structure sheaf O X , and N is a coherent O X -module. Then any collection of Stein open sets is N -acyclic. (3) X is a differentiable manifold, with structure sheaf O X , and N is any O Xmodule. Then any open set is N -acyclic. (4) X is a differentiable manifold, and N is a locally constant sheaf of abelian groups. Then any sufficiently small simply connected open set U is Nacyclic.
Remark 3.3. For the purposes of this section it suffices to require only the vanishing of H 1 (U, N ). But considering the examples above, we see that the stronger requirement of acyclicity is not too restrictive. Cf. also [KS] .
Let K be a field and (R, m) a parameter K-algebra. Recall that for i ≥ 0 we write
By combining the operations above one defines the m-adic completion of the sheaf
We define m i M to be the sheaf associated to the presheaf 
Corollary 3.5. Let (R, m) be a parameter K-algebra, X a topological space, and N 0 a sheaf of K-modules on X. Assume that X has enough N 0 -acyclic open coverings.
(1) The sheaf of R-modules N := R ⊗ N 0 is flat and m-adically complete.
(2) By Theorem 3.4 we know that Γ(U, N ) is flat and m-adically complete, and 
Note that m j M is usually not flat over R for j ≥ 1 (because m j is usually not a flat R-module). 
The top row is trivially exact, and the bottom row is exact since Γ(U, −) is left exact. The arrow β is bijective by Theorem 3.4. We conclude that α is bijective. Proof. Since the M 0 -acyclic open sets form a basis of the topology of X, it is enough to prove that the canonical homomorphism
An m-adic system of R-modules on X is the sheaf version of what we have in Definition 2.3. 
is another parameter algebra, and σ : R → R ′ is a homomorphism. For a sheaf M of R-modules on X we let
where 
Deformations of Sheaves of Algebras
Let X be a topological space, and O X a sheaf of commutative K-algebras on X. In this section we define the notions of associative and Poisson R-deformations of the sheaf O X , and we establish some properties. We work in the following setup: Setup 4.1. K is a field; (R, m) is a parameter K-algebra ; X is a topological space; and O X is a sheaf of commutative K-algebras on X. The assumption is that X has enough O X -acyclic open sets (see Definition 3.1).
Recall our convention that associative algebras are unital, and commutative algebras are associative (and unital).
Definition 4.2. Assume Setup 4.1. An associative R-deformation of O X is a sheaf A of flat m-adically complete associative R-algebras on X, together with an isomorphism of sheaves of K-algebras ψ :
′ is an isomorphism of sheaves of R-algebras that commutes with the augmentations to O X .
We denote by AssDef(R, O X ) the groupoid whose objects are the associative R-deformations of O X , and the morphisms are the gauge transformations. . In our earlier paper [Ye1] we referred to an associative Rdeformation of O X as a "deformation quantization of O X ". In retrospect this name seems inappropriate, and hence the new name used here.
Another, more substantial, change is that in [Ye1, Definition 1.6] we required that the associative deformation A shall be endowed with a differential structure. This turns out to be redundant -see Remark 9.7. 
′ is an isomorphism of sheaves of Poisson R-algebras that commutes with the augmentations to O X .
We denote by PoisDef(R, O X ) the groupoid whose objects are the Poisson Rdeformations of O X , and the morphisms are the gauge transformations.
Proof. By Theorem 3.4, A is a flat m-adically complete R-algebra, and the homomorphism K ⊗ R A → C is bijective. Proposition 4.6. Let A be a Poisson (resp. associative) R-deformation of O X , let R ′ be another parameter K-algebra, and let σ :
Proof. The sheaf A ′ has an induced R ′ -bilinear Poisson bracket (resp. multiplication). By Corollary 3.11 the sheaf of R ′ -modules A ′ is flat and m ′ -adically complete, and the the canonical homomorphism
Here is a converse to Proposition 4.5, in the affine algebro-geometric setting. Note that part (2) implies that the pair (A, g) of part (1) is unique up to a unique gauge transformation.
Proof. The proof is in several steps.
Step 1. Assume R is artinian. For an element s ∈ C we denote by U s the affine open set {x ∈ U | s(x) = 0}; and we call it a principal open set. Note that 
Let us write R i := R/m i+1 as usual; so R 0 = K, and R i = R for sufficiently large i. We will prove that the sequence gotten from (4.8) by the operation R i ⊗ R − is exact, by induction on i. For i = 0 we have R 0 ⊗ R A t = C t = Γ(U t , O X ) for any t ∈ C; so the exactness of (4.8) for R 0 is true because O X is a sheaf. Now assume i > 0, and the sequence is exact for all R j , j < i. There is an exact sequence of R-modules
, so this is an R 0 -module. All the R-modules in (4.8) are flat, and hence when we tensor this sequence with the exact sequence (4.9), written vertically, we get a commutative diagram with exact columns. By assumption the rows corresponding to m i R i and R i−1 are exact; and therefore the row in between, the one corresponding to R i , is also exact.
Step 2. R is still artinian. Let A be the sheaf of algebras from the first step. Take a point x ∈ U . Then the stalk A x ∼ = lim → A s , the limit taken over the elements s ∈ C such that x ∈ U s . This shows that A x is a flat R-module; and hence the sheaf A is flat. The construction of A endows it with an augmentation to O X . We conclude that A is an R-deformation of O U . Now look at the R-algebra homomorphism g : A → Γ(U, A). Since both are flat R-algebras augmented to C, it follows that g is an isomorphism.
Step 3. Here we handle part (2), still with R artinian. Suppose A and A ′ are two R-deformations of O U . Write A := Γ(U, A) and A ′ := Γ(U, A ′ ). We are given a gauge transformation h : A → A ′ . Take s ∈ C. Since C → C s is a principal localization, and both Γ(U s , A) and Γ(U s , A ′ ) are R-deformations of C s , Theorem 2.9(2) says that there is a unique gauge transformation Γ(U s , A)
compatible with the homomorphisms from A. In this way we obtain an isomorphism of sheavesh : A → A ′ extending h; and it is unique.
Step 4. Finally we allow R to be noetherian. Then R ∼ = lim ←i R i , and, letting
By the previous steps for every i there is an R i -deformation A i . Due to uniqueness these form an inverse system, and we take A := lim ←i A i . By Proposition 3.9 this is an R-deformation of O U . Part (2) is also proved by nilpotent approximation.
Corollary 4.10. Let X be a smooth algebraic variety over K, let U be an affine open set of X, and let C := Γ(X, O X ). Then the morphisms of groupoids
and
are equivalences.
Proof. According to Theorem 4.7(1) we have essential surjectivity on objects. And Theorem 4.7(2) says that the functors Γ(U, −) are fully faithful.
The Crossed Groupoid of Deformations
Here we assume this setup:
Setup 5.1. K is a field of characteristic 0; (R, m) is a parameter K-algebra ; X is a topological space; and O X is a sheaf of commutative K-algebras on X. The assumption is that X has enough O X -acyclic open sets. This is setup 4.1, plus the condition char K = 0. Let us say a few words on sheaves of pronilpotent groups. Consider a sheaf of groups G on X. A central filtration of G is a descending filtration {N j } j∈N by normal subgroups, such that N 0 = G, j N j = 1, and N j /N j+1 is central in G/N j+1 for every j. Thus G/N j is nilpotent. The sheaf G is said to be complete with respect to the filtration {N j } j∈N if the canonical group homomorphism G → lim ←j (G/N j ) is an isomorphism. The sheaf of groups G is called pronilpotent if it is complete with respect to some central filtration.
Next consider a sheaf A of Lie R-algebras on X, such that for every j ∈ N the sheaf 
Cf. [Hu, Section 2.3] . Note that this series converges m-adically, since ad A (α)
Let A be an associative (resp. Poisson) R-deformation of O X . Then A has an R-linear Lie bracket on it; in the associative case it is the commutator bracket
and in the Poisson case it is the Poisson bracket.
Proof. In the associative case ad A (α) is a derivation of the algebra A| U ; so according to [Hu, Section 2.3] , g is an automorphism the algebra A| U .
In the Poisson case ad A (α) is a derivation both of the commutative algebra A| U and of its Poisson bracket. Hence g is a Poisson automorphism of A| U .
Since ad A (α) ≡ 0 modulo m, it follows that g commutes with the augmentation 
-morphisms are the inner gauge transformations, namely the elements of the groups Γ(X, IG(A)). • The twisting by a gauge transformation g : A → A
′ is the group isomorphism IG(g) from (5.6).
• The feedback D(a), for a ∈ Γ(X, IG(A)), is the group isomorphism ig(a) from Definition 5.5(2).
Proof. We must verify the conditions in Definition 1.2. Take a gauge transformation g : A → A ′ . The diagram of Lie algebra homomorphisms
is commutative. Taking 
Proof. For restriction to U ′ this is clear. As for R → R ′ , this is Proposition 4.6.
Proposition 5.9. Let A be an associative R-deformation of O X , with augmentation ψ : A → O X . There is a canonical isomorphism of sheaves of groups
IG(A) ∼ = Ker ψ : A × → O × X .
Under this isomorphism the inner action ig(a) is sent to the conjugation action by the invertible element a.

Proof. Let U ⊂ X be an affine open set. According to Proposition 4.5, A := Γ(U, A) is an R-deformation of C := Γ(U, O X ). Also, by Corollary 3.6 we have Γ(U, IG(A)) ∼ = exp(mA) as groups. By Proposition 2.4 there is an isomorphism
Since the Lie bracket on mA is the associative commutator, it follows that
is a group isomorphism from the abstract pronilpotent group exp(mA) to the multiplicative group 1 + mA ⊂ A × . The action exp(ad(α)) of exp(α) ∈ exp(mA) goes to the conjugation action Ad(exp(α)) in the ring A.
Finally, since the affine open sets are a basis of the topology, we get the statement on the sheaf level.
All the above holds of course for R-deformations of a commutative K-algebra C. Thus there are crossed groupoids AssDef(R, C) and PoisDef(R, C), where the 1-morphisms are the gauge transformations, and the 2-morphisms are the elements of the groups IG(A) = exp(mA).
The Deligne Crossed Groupoid
Here the base field K has characteristic 0. Let g = p∈Z g p be a DG (differential graded) Lie algebra over K , with differential d and Lie bracket [−, −] . We define the pronilpotent DG Lie R-algebra m ⊗ g as follows. In degree 0 we have a pronilpotent Lie algebra m ⊗ g 0 , and we denote by exp(m ⊗ g 0 ) the associated pronilpotent group. There is a canonical bijection of sets exp : m ⊗ g 0 → exp(m ⊗ g 0 ). We call exp(m ⊗ g 0 ) the gauge group of m ⊗ g. As usual, for any element γ ∈ m ⊗ g, we denote by ad(γ) the R-linear operator on m ⊗ g with formula ad(γ)(β) := [γ, β] . If γ ∈ m ⊗ g 0 , and we write g := exp(γ) ∈ exp(m ⊗ g 0 ), then we obtain an R-linear automorphism Ad(g) := exp(ad(γ)) of the graded Lie algebra m ⊗ g (that usually does not commute with d).
An MC element in m ⊗ g is an element ω ∈ m ⊗ g 1 which satisfies the MaurerCartan equation d(ω) + 1 2 [ω, ω] = 0. We denote by MC(m ⊗ g) the set of MC elements.
The Lie algebra m ⊗ g 0 acts on the R-module m ⊗ g 1 also by the affine transformations
for γ ∈ m ⊗ g 0 and ω ∈ m ⊗ g 1 . This action integrates to an affine transformation Af(g) := exp(af(γ)) of m ⊗ g 1 , for g := exp(γ). The action Af of the group exp(m ⊗ g 0 ) on m ⊗ g 1 preserves the set MC(m ⊗ g), and we write MC(m ⊗ g) for the quotient set by this action.
Suppose h is another DG Lie algebra, and φ : g → h is a homomorphism of DG Lie algebras. There is an induced R-linear homomorphism 1 m ⊗ φ : m ⊗ g → m ⊗ h of DG Lie algebras, and an induced function
If φ is a quasi-isomorphism then so is 1 m ⊗ φ, and on gauge equivalence classes of MC elements we get a bijection
This is [Ye5, Theorem 4.2] . (The nilpotent case, i.e. R artinian, was known before of course; see [GM] and [CKTB, Section I.3.4] .) For an element ω ∈ MC(m ⊗ g) we let d ω := d + ad(ω), which is a derivation of degree 1 and square 0 of the graded Lie algebra m ⊗ g. Note that for α ∈ m ⊗ g one has d ω (α) = d(α) + [ω, α] , and for γ ∈ m ⊗ g 0 one has d ω (γ) = af(γ)(ω).
Definition 6.3. We say g = p∈Z g p is a quantum type DG Lie algebra if g p = 0 for all p < −1.
Suppose g is a quantum type DG Lie algebra. Take any ω ∈ MC(m ⊗ g). The formula [α 1 , α 2 ] ω := d ω (α 1 ), α 2 defines an R-bilinear Lie bracket on m ⊗ g −1 . We denote the resulting pronilpotent Lie algebra by (m ⊗ g −1 ) ω , and the associated pronilpotent group is denoted by (6.4)
Now take g ∈ exp(m ⊗ g 0 ), and let ω ′ := Af(g)(ω) ∈ MC(m ⊗ g). According to [Ye5, Corollary 6.9] there is a group isomorphism (6.6) Ad(g) :
which is functorial in g, and the diagram
is commutative. By definition of the bracket [−, −] ω , the adjoint action in the Lie algebra (m ⊗ g −1 ) ω is ad(α 1 )(α 2 ) = ad(d ω (α 1 ))(α 2 ); hence, by exponentiating this equation, we see that conjugation in the group N ω is Ad Nω (a 1 )(a 2 ) = Ad(D ω (a 1 ))(a 2 ) for a i ∈ N ω .
Crossed groupoids were introduced in Definition 1.2. The considerations above justify the next definition.
Definition 6.7. Let K be a field of characteristic 0, let g be a quantum type DG Lie K-algebra, and let (R, m) be a parameter K-algebra. The Deligne crossed groupoid is the crossed groupoid Del(g, R) with these components:
• The groupoid Del 1 (g, R) is the transformation groupoid associated to the action Af of the gauge group exp(m ⊗ g 0 ) on the set MC(m ⊗ g). (This is the usual Deligne groupoid of m ⊗ g.) • The groupoid Del 2 (g, R) is the totally disconnected groupoid with set of objects MC(m ⊗ g), and automorphism groups N ω from formula (6.4).
• The twisting Ad is the group isomorphism in formula (6.6).
• The feedback D is the group homomorphism in formula (6.5).
It is obvious from the construction that Del(g, R) is functorial in both g and R.
Remark 6.8. In the nilpotent case (i.e. when the ring R is artinian) the Deligne crossed groupoid was introduced by Deligne in a letter to Breen from 1994; see also [Ge] .
A more general construction than Definition 6.7 (for unbounded DG Lie algebras) can be found in [Ye5] .
DG Lie Algebras and Deformations
In this section we recall the role of DG Lie algebras in deformation quantization, and prove a few basic results. For more details see [GM, Section 1] , [Ge, Section 2.3] , [CKTB, Section I.3] or [Ye5, Section 1]. We assume here that the base field K has characteristic 0.
Let V be a K-module. Then R ⊗ V is an m-adically complete R-module, with an augmentation R ⊗ V → V induced from the augmentation R → K. By gauge transformation of R ⊗ V we mean an R-linear automorphism that commutes with the augmentation.
For γ ∈ m ⊗ End(V ) we let
This is a gauge transformation of R ⊗ V .
Lemma 7.2. Let V be a K-module. Every gauge transformation g of the augmented R-module R ⊗ V is uniquely of the form
Proof. Take any gauge transformation g of the augmented R-module R ⊗ V . So g : R ⊗ V → R ⊗ V lifts 1 V , the identity of V . According to Proposition 2.4 we have g = 1 V + φ, where φ : V → m ⊗ V is an arbitrary K-linear homomorphism. Since m i := m/m i+1 is a finitely generated K-module, we have
We see that φ ∈ m ⊗ End(V ). But then g = exp(γ) for a unique γ ∈ m ⊗ End(V ), namely γ = log(1 V + φ).
Sometimes it is convenient to have a more explicit (but less canonical) way of describing the R-module m ⊗ V . This is done via choice of filtered K-basis of m.
A filtered K-basis of a finitely generated R-module M is a sequence {m j } j≥0 of elements of M (finite if M has finite length, and countable otherwise) whose symbols form a K-basis of the graded K-module gr m (M ). It is easy to find such bases: simply choose a K-basis of gr m (M ) consisting of homogeneous elements, and lift it to M . Once such a filtered basis is chosen, any element m ∈ M has a unique convergent power series expansion m = j≥0 λ j m j , with λ j ∈ K.
Let us choose a filtered K-basis {r j } j≥0 of R, such that r 0 = 1. Then the sequence {r j } j≥1 is a filtered K-basis of m. Setup 7.4. K is a field of characteristic 0; (R, m) is a parameter K-algebra (see Definition 2.1); and C is a smooth integral commutative K-algebra (i.e. Spec C is a smooth affine algebraic variety over K).
For Poisson deformations the relevant DG Lie algebra is the algebra of polyderivations
It is the exterior algebra over C of the module of derivations T (C), but with a shift in degrees:
The differential is zero, and the Lie bracket is the Schouten-Nijenhuis bracket, that extends the usual Lie bracket on T (C) = T 0 poly (C), and its canonical action ad C on C = T −1 poly (C) by derivations. The DG Lie algebra T poly (C) is of course of quantum type.
Passing to the DG Lie R-algebra m ⊗ T poly (C), we have an action of the Lie algebra m ⊗ T 0 poly (C) on the commutative algebra A := R ⊗ C by R-linear derivations, which we denote by ad A . If we choose a filtered K-basis {r j } j≥1 of m, then for γ = j≥1 r j ⊗ γ j and c ∈ C this action becomes
Here we identify the element c ∈ C with the tensor 1 R ⊗ c ∈ A = R ⊗ C. The exponential of ad A (γ) is an automorphism exp(ad A (γ)) of the R-module A = R ⊗ C, as in (7.1).
An element ω ∈ T 1 poly (C) determines an antisymmetric bilinear function {−, −} ω on C. The formula for ω = γ 1 ∧ γ 2 is (7.5) According to Proposition 2.4 the commutative R-algebra A := R ⊗ C is flat and m-adically complete. Therefore, by endowing it with a formal Poisson bracket ω, we obtain a Poisson R-deformation of C, and we denote this deformation by A ω .
The next result summarizes the role of T poly (C) in controlling formal Poisson brackets.
Proposition 7.8. Consider the augmented commutative R-algebra A := R ⊗ C.
(1) The formula exp(γ) → exp(ad A (γ)) determines a group isomorphism from exp m ⊗ T 
Proof. (1) By definition the operator ad A (γ) is a pronilpotent derivation of the R-algebra A. According to [Hu, Section 2.3 ] the operator g := exp(ad A (γ)) is an R-algebra automorphism of A. Since ad C : T (C) → End(C) is an injective Lie algebra homomorphism, it follows that
is an injective group homomorphism. Now suppose g is a gauge transformation of A as augmented R-algebra. Lemma 7.2 says we can view g as an element of R ⊗ End(C). We will produce a sequence γ i ∈ m ⊗ T (C) such that g ≡ exp(ad A (γ i )) modulo m i+1 . Then for γ := lim i→∞ γ i we will have g = exp(ad A (γ)). Here is the construction. We start with γ 0 := 0 of course. Next assume that we have γ i . There is a unique element The associative case is much more difficult. When dealing with associative deformations we view A := R ⊗ C as an R-module. The augmentation A → C is viewed as a homomorphism of R-modules, and there is a distinguished element
Definition 7.9. Consider the augmented R-module A := R ⊗ C, with distinguished element 1 A .
(1) A star product on A is an R-bilinear function ⋆ : A × A → A that makes A into an associative R-algebra, with unit 1 A , such that c 1 ⋆ c 2 ≡ c 1 c 2 mod m for c 1 , c 2 ∈ C. (2) A gauge transformation of A (as R-module) is an R-module automorphism that commutes with the augmentation to C and fixes the element 1 A .
Given a star product ⋆ on A, we have an associative R-deformation of C. If we choose a filtered K-basis {r j } j≥1 of m, then we can express ⋆ as a power series
where ω j ∈ Hom(C ⊗ C, C).
Star products are controlled by a DG Lie algebra too. It is the shifted Hochschild cochain complex (2, 3) See [Ko1, paragraphs 3.4.2 and 4.6.2] or [CKTB, Section 3.3] . Cf. also [Ye1, Propositions 3.20 and 3.21] .
(4) By definition IG(A ω ) = exp(mA ω ).
Polydifferential Operators
We continue with Setup 7.4. In this section we prove that associative deformations are actually controlled by a sub DG Lie algebra D nor poly (C) of C nor shc (C), which has better behavior.
Take a Hochschild cochain φ ∈ C p shc (C) for some p ≥ 0. The function φ is called a polydifferential operator if there is a number m ∈ N, such that for every i and every c 1 , . . . , c p+1 ∈ C, the function c → φ(c 1 , . . . , c i−1 , c, c i+1 , . . . , c p+1 ) is a differential operator C → C of order ≤ m. We denote by D 
Proof. This is a mild generalization of [Ye1, Proposition 8.1] , which refers to
. According to [Ye2, Corollary 4.12] , the inclusion D The gauge transformation g has an expansion g = i≥0 r i ⊗γ i , with γ 0 = 1 C and γ i ∈ C nor,0 shc (C) ⊂ End(C) for i ≥ 1. We will begin by showing that γ i are differential operators. This calculation is by induction on i, and it is almost identical to the proof of [KS, Proposition 4.3] .
Let us denote by ω i , ω
poly (C) the bidifferential operators such that
nor,1 poly (C) for i ≥ 1. By expanding the two sides of (8.3) we get
Now we compare the coefficients of r i , for i ≥ 1, in these last two equations:
We take the summand with k = i (and j = 0) in the left side of (8.6), and subtract from it the summand with j = m = i (and k = l = 0) in the right side of that equation. This yields 
] is a differential operator, also of order ≤ m i . This is true for every d ∈ C. By Grothendieck's characterization of differential operators, it follows that γ i is a differential operator (of order ≤ m i + 1).
Finally let us consider log(g). We know that r i ⊗ γ i ∈ m ⊗ D 
Deformations of Affine Varieties
In this section we assume the following setup (a special case of Setup 5.1):
Setup 9.1. K is a field of characteristic 0; (R, m) is a parameter algebra over K; and X is a smooth algebraic variety over K, with structure sheaf O X .
The sheaf R ⊗ O X is viewed either as a sheaf of commutative R-algebras, or as a sheaf of R-modules with distinguished global section 1 R ⊗ 1 OX , depending on whether we are dealing with the Poisson case or the associative case. In both cases there is an augmentation R ⊗ O X → O X . Thanks to Corollary 3.5 we know that R ⊗ O X is flat over R and m-adically complete. Also for every affine open set U ⊂ X the canonical homomorphism Differential star products and formal Poisson brackets on R ⊗ C were introduced in Definitions 8.1 and 7.7 respectively. By abuse of notation, given ω ∈ MC(m ⊗ D nor poly (C)), we call ω a differential star product, even though the actual star product is ⋆ ω , as in (7.12).
We now go to sheaves. A differential gauge transformation g of R ⊗ O X is an R-linear sheaf automorphism, such that for every affine open set U ⊂ X, the automorphism of R ⊗ Γ(U, O X ) induced by g through the canonical isomorphism (9.2) is a differential gauge transformation. Similarly, a differential star product (resp. formal Poisson bracket) on R ⊗ O X is an R-bilinear pairing ω, such that for every affine open set U ⊂ X, the pairing on R ⊗ Γ(U, O X ) induced by ω through the canonical isomorphism (9.2) is a differential star product (resp. formal Poisson bracket). Then ω extends uniquely to a differential star product (resp. formal Pois-
3) Suppose ω and ω ′ are differential star products (resp. formal Poisson brackets) on R ⊗ C, and g is a differential gauge transformation of the augmented R-module R ⊗ C, which is also a gauge transformation g :
Proof. (1)-(2). Both assertions follow from the fact that D poly,X is a sheaf of DG Lie algebras on X, and each D p poly,X is a quasi-coherent sheaf. To be more precise, consider a formal polydifferential operator ω on R ⊗ C (see Definition 8.1(1); for item (1) we take ω := log(g)). Let us denote by {U k } k∈K the collection of affine open sets of U . Take an index k ∈ K, and let C k := Γ(U k , O X ). Then C → C k is an étale K-algebra homomorphism, so ω extends uniquely to a polydifferential operator ω k on R ⊗ C k ; cf. [Ye2, Proposition 2.7] . Uniqueness implies that ω k has the same algebraic properties (Lie bracket, star product) as ω. Since the collection of open sets {U k } k∈K is a basis of the topology of U , the collection of operators {ω k } k∈K determines an operatorω on the sheaf R ⊗ O U , whose restriction to
(3) Take any affine open set U k ⊂ U , and let C k be as above. We have to prove that for any c 1 , c 2 ∈ C k there is equality
But both sides are formal bidifferential operators applied to the pair (c 1 , c 2 ); so this is also a consequence of the uniqueness of extension of formal polydifferential operators mentioned above. In the associative case we know from Proposition 2.4 that there is an isomorphism g ′ : R ⊗ C → A of augmented R-modules, sending 1 R ⊗ 1 C → 1 A . By Theorem 8.2 we can change g ′ to another isomorphism R-modules g : R ⊗ C → A, such that g : (R ⊗ C) ω → A is a gauge transformation of associative R-deformations of C, for some differential star product ω.
In both cases we now use Lemma 9.3(2) to deduce that the deformation (R ⊗ C) ω of C extends to a deformation (R ⊗ O U ) ω of O U . There is a gauge transformation g : Γ U, (R ⊗ O U ) ω → Γ(U, A) of deformations of C. According to Theorem 4.7(2), this extends to a gauge transformation g : (R ⊗ O U ) ω → A| U of deformations of O U .
(2) The delicate issue here is that a priori we don't know thatg is a differential gauge transformation.
Applying Γ(U, −) tog we get a gauge transformation g : (R ⊗ C) ω → (R ⊗ C) ω ′ between R-deformations of C. In the Poisson case we know from Proposition 7.8(1) that g = exp(γ), for a unique formal derivation γ. In the associative case, Theorem 8.5 says that g = exp(γ) for a unique formal differential operator γ. Next, in both cases, using Lemma 9.3(1,3), we see that g extends uniquely to a differential gauge transformationg
To finish the proof, the uniqueness in Theorem 4.7(2) tells us thatg ′ =g.
The notion of equivalence of crossed groupoids was defined in Definition 1.7). The dependence of AssDef(R, O U ) and PoisDef(R, O U ) on U and R was explained in Proposition 5.8. Here is the main result of the paper. Proof. Let us write g(U ) for either Γ(U, D nor poly,X ) or Γ(U, T poly,X ). Likewise we write P(R, U ) for either AssDef(R, O U ) or PoisDef(R, O U ).
Take an object ω ∈ MC(m ⊗ g(U )) = Ob Del(g(U ), R) .
According to Lemma 9.3(2) there is an R-deformation geo(ω) := (R ⊗ O U )ω of O U . By Lemma 9.3(1, 3) a gauge transformation g : ω → ω ′ in Del 1 (g(U ), R) induces to a unique gauge transformation of deformations geo 1 (g) =g : geo(ω) → geo(ω ′ ) in P(R, U ). Thus we get a morphism of groupoids geo 1 : Del 1 (g(U ), R) → P 1 (R, U ).
Lemma 9.5(1) says that geo 1 is essentially surjective on objects. Lemma 9.5(2) tells us that geo 1 is bijective on gauge transformations (1-morphisms). So geo 1 is an equivalence.
Let ω ∈ Ob Del(g(U ), R) . By Propositions 7.8(4) and 7.13(4) we have a group isomorphism Del 2 (g(U ), R)(ω) = exp(m ⊗ g −1 (U )) ω ∼ = IG((R ⊗ C) ω ),
where C := Γ(U, O X ). And by Corollary 3.6 there is a group isomorphism IG((R ⊗ C) ω ) ∼ = Γ U, IG((R ⊗ O U )ω) = P 2 (R, U )(geo(ω)).
In this way we get a fully faithful morphism of groupoids geo 2 : Del 2 (g(U ), R) → P 2 (R, U ).
The fact that the pair of morphisms geo := (geo 1 , geo 2 ) respects the twistings and the feedbacks is immediate from the definitions (cf. Proposition 5.7 and Definition 6.7). So geo is an equivalence of crossed groupoids.
Finally it is clear from the construction that geo is functorial in U and R.
Remark 9.7. In [Ye1, Definitions 1.4 and 1.8] we introduced the notion of differential structure on an associative R-deformation A of O X . We said there that one must stipulate the existence of such a differential structure, and uniqueness was not clear. Now, having Theorem 9.6 at our disposal, we know that any associative R-deformation A of O X admits a differential structure. Moreover, any two such differential structures are equivalent.
Here is a similar theorem (but much easier to prove). Proof. It is clear that Γ(U, −) is a morphism of crossed groupoids. By Corollary 4.10 we know that there is an equivalence of groupoids on the 1-truncations (i.e. forgetting 2-morphisms). Corollary 3.6 implies that the group homomorphism IG(Γ(U, A)) → Γ(U, IG(A)) is bijective.
Remark 9.9. The associative case of Theorem 9.8 is valid in arbitrary characteristic, since IG(A) can be described without exponential maps (See Proposition 5.9).
