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Abstract
Rotation symmetry is less constraining than space-time symmetry. The free elec-
tron propagator is a projection operator that we show can be constructed from rotation
symmetric projection operators. Rotation-based identifications of time, space, energy,
momentum, polarization matrices, and the positron hypothesis are determined by the
constraints that turn rotation symmetric projection operators into the electron propa-
gator.
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1 INTRODUCTION 2
1 Introduction
A free spin 1/2 particle, such as an electron, moves through space-time carrying with it an
internal spin. A spin of 1/2 is only one of many choices allowed by space-time symmetry.
The theorem that only integer or half integer spins are possible is well known [1] and its
agreement with observation is widely accepted.
But isn’t the logic just backwards? The rotation group of the internal spin space mimics
a subgroup of the Lorentz group of space-time symmetries. One knows that going from a
subgroup to the full group naturally imposes constraints in addition to the requirements of
the subgroup. A moment’s reflection confirms this: consider the left-right symmetric objects
that can be drawn on a sheet of paper and objects with six-sided symmetry. The left-right
symmetric objects can have more variety. (Also see Problem 1.) Hence it is the space-time
group, the Lorentz group, that imposes more rules on its elements than the internal spin
space’s rotation group. Shouldn’t it be space-time symmetry that is obtained by constraining
spin?
In this paper we start with the more general, the more primitive group - the rotation
group of a Euclidean space. For completeness, elementary results are collected in Sec. 2 from
the well known theory of the 2 × 2 matrix representation of rotations in Euclidean space of
three or four dimensions. Two 2-vectors make ‘pairs’ whose properties are the focus of the
work. Orthogonality and the normalization of a selected basis of pairs appears in Sec. 3.
In Sec. 4 the projection operators are obtained for the basis pairs. The momentum (as-yet-
undefined functions) and space occur as parameters of a delta function, which is the part of
the projection operator that selects the continuous parameters of a specific basis.
The projection operators have rotational symmetry. To achieve spacetime symmetry, we
add two projection matrices and define space, time, energy, and momentum appropriately.
An important step in this process, which appears in Sec. 5, is making the space-time 4-
vector in the delta function phase be the same as the space-time 4-vector in the two operator
summed matrix. The common 4-vector is the energy-momentum with the phase and matrix
typically denoted pµx
µ and pµγ
µ, respectively. Comparison with well-known formulas shows
that the final two summed projection operators are just the electron and positron propagators
in the absence of interactions.
The essential constraints applied to the rotation based quantities are (i) the specific choice
of basis, (ii) the definitions of energy and momentum, and (iii) the choice of projection op-
erators to combine. The calculation follows, with some modification, a classic derivation of
propagators by Feynman [2]. Furthermore the hypothesis that positive energy states prop-
agate forward in time and negative energy states propagate backwards in time is explained
as irreversible rotation in the Euclidean space.
In Part II we apply the same procedure to a different basis and derive neutrino propaga-
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tors. In Part III we consider arbitrary bases and show that the uv basis here, (9), and the
basis considered in Part II are the only bases that allow space time symmetric projection
matrices (propagators). Also in Part III is a discussion of the 2-dimensional representations
of the rotation group in a Euclidean space of four dimensions and the relationship between
planes of rotation and wave functions. The two bases in Parts I and II are special because
of a special property of four dimensional Euclidean space.
2 Rotation Matrix and 2-Vectors
In this section well known results are recalled for the 2-dimensional representations of the
rotation group, which are also known as spinor representations. We consider rotations in a
Euclidean space of three or four dimensions. In Part III it is shown that the process and the
results imply that four dimensional Euclidean space is more suitable than three dimensional
space.
Consider the 2× 2 matrix R with complex-valued elements
R = ein
kσkθ/2 = σ4 cos(θ/2) + inkσk sin(θ/2), (1)
where the three nk form a real 3-vector with unit magnitude, summation is assumed over
k ∈ {1, 2, 3}, θ is real, and the sigma matrices are
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
σ4 =
(
1 0
0 1
)
. (2)
The set of all matrices like R forms a group under matrix multiplication. For small θ the
matrix group is isomorphic to the rotation group in three dimensions with R representing
the rotation about the origin through an angle θ that preserves the axis in the direction of
the unit 3-vector nk in a 3-dimensional Euclidean space, E3d. In a 4-dimensional Euclidean
space the same R can represent a rotation in another plane that intersects the first only at
the origin.
The 2× 2 matrix R acts on ordered sets of two complex numbers, ‘2-vectors’. One basis
for 2-vectors consists of the two unit eigenvectors of R
u+ = eiα
(
cos (ρ/2) exp (−iφ/2)
sin (ρ/2) exp (+iφ/2)
)
u− = eiβ
(
− sin (ρ/2) exp (−iφ/2)
cos (ρ/2) exp (+iφ/2)
)
, (3)
where ρ and φ are the polar and azimuthal angles for the unit 3-vector for the rotation plane
nk = (sin ρ cosφ, sin ρ sinφ, cos ρ) (4)
3 PAIRS OF 2-VECTORS 4
and α and β are arbitrary phases. By (1), (2), (3), and (4), we have
Ru+ = e+iθ/2u+ Ru− = e−iθ/2u−. (5)
Call u+ ‘spin up’ and u− ‘spin down.’ By (2), (3), and (4), we get
nkσku+ = +u+ nkσku− = −u− u±†σku± = ±nk u±†σ4u± = 1. (6)
By (3) u+ and u− are orthonormal,
u+ †u+ = 1 u−†u− = 1 u+ †u− = 0 u−†u+ = 0. (7)
Hence any 2-vector u can be written as u = au+ + bu− where a = u+ †u and b = u−†u. The
following matrix combinations prove useful,
u+u+ † + u−u−† = σ4 u+u+ † − u−u−† = nkσk. (8)
3 Pairs of 2-vectors
In this section, we seek to use the properties of pairs of 2-vectors to obtain energy, momentum
and polarization matrices. The immediate justification for using pairs of 2-vectors is simply
that four component wave functions are standard and they work. The properties of four
dimensional Euclidean space are seen to justify such wave functions in Part III.
Consider the set of all ordered pairs of 2-vectors, hereafter simply called ‘pairs.’ Thus
each pair has four complex components. One basis is
u++ =
(
ew/2u+
e−w/2u+
)
u−− =
(
e−w/2u−
ew/2u−
)
, (9)
v++ =
(
e−w/2u+
−ew/2u+
)
v−− =
(
−ew/2u−
e−w/2u−
)
.
This basis is special because in each pair the upper and lower 2-vectors are eigenvectors of
R with the same eigenvalue.
By (7) and (9), the basis pairs are normalized to 2 cosh(w) and are mutually orthogonal,
i†i = 2 coshw i†j = 0, i, j ∈ {u++, u
−
−, v
+
+ , v
−
−}, (10)
where there is no sum over i in the left expression and i is not the same as j in the middle
expression.
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Let R++u
+
+ indicate applying the 2 × 2 matrix R to the upper and lower 2-vectors of u
+
+.
By (5), we get a rotated basis with a common phase factor,
R++u
+
+ = e
+iθ/2u++ R
−
−u
−
− = e
+iθ/2u−− R
+
+v
+
+ = e
+iθ/2v++ R
−
−v
−
− = e
+iθ/2v−− , (11)
where R−− means applying R
−1 to both the upper 2-vector and the lower 2-vector. The
rotated basis (11) satisfies the orthogonality and normalization conditions (10).
There are other bases. Given u++ and requiring an orthogonal basis, we must have v
+
+ .
But u−− could have the same ratio e
w of upper to lower 2-vector as does u++; just change w →
−w in u−− and v
−
−. The basis in (9) is almost uniquely determined by requiring orthogonality
and requiring that the basis gives the matrix expressions which display space-time symmetry.
(See Part III.)
4 Projection Operators for Pairs of 2-vectors
A projection operator replicates selected parts of a quantity and destroys the rest. Given
a linear combination of the rotated basis pairs, one can project out the coefficient of any
one of the four basis pairs. The projection operator must select the ratio parameter w, the
rotation plane nk, the eigenvector u+ or u−, and the rotation angle θ.
Select the u++ term from a sum of basis pairs . An arbitrary 4-component object ψ, can
be written as a linear combination of the basis pairs (9),
ψ ≡ au++ + bu
−
− + cv
+
+ + dv
−
− , (12)
where a = u++
†
ψ/(2 coshw). To make the transition to space-time symmetry below it is
convenient to include a factor of γ4. See (46) for the definition of γ4. We have the projection
matrix
Kγ4 ≡
1
2 coshw
u++u
+ †
+ Kγ
4ψ = au++ (13)
The projection matrices for the other base pairs u−−, v
+
+ , and v
−
− are similar.
Select the ratio parameter w and axis nk. By (3), (4), and (9), the basis pairs are functions
of the ratio parameter w and the unit 3-vector nk. Since nk
2
= 1, in the set of four variables w
and nk only three are independent and we can use a three dimensional delta function to select
specific values of these variables. However, it is not conventional to write the delta functions
of w and nk, instead the delta functions are written in terms of the ‘momentum’ pj, which
are three functions of w and nk, pj(w, nk). This means that w and nk are determined by pk,
i.e. w(pj) and nk(pj), and we can use delta functions for the three momentum components,
pj−pj
′
, instead of delta functions for w−w′ and nk−nk
′
. The momentum function pj remains
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undetermined for now until (33) and (41) in Sec. 5 where the requirements of space-time
symmetry are considered.
Any function of pj , such as the basis pair u++ = u
+
+(p
j), can be made the amplitude of a
plane wave,
ψp(1) ≡ e
ipkxk
1u++(p
j). (14)
Call the phase pkxk the ‘plane wave phase.’ By integrating with the three dimensional delta
function, we get ∫
d3x1Kp′(2, 1)ψp(1) = e
ipkxk
2u++(p
j) = ψp(2), (15)
where
Kp′(2, 1) ≡
∫
d3p′
(2π)3
eip
k ′xk
2e−ip
k ′xk
1 . (16)
By (15) the delta function has no effect on the plane wave except to reparameratize the
phase, i.e. xk1 → x
k
2.
Rotation angle θ. Rotation of u++ or v
+
+ by R through an arbitrary angle θ produces a
phase factor ψθ = e
iθ/2 by (11). The arbitrary phase can be replicated by multiplication
with another phase factor Kθ(2, 1),
ψθ(1) ≡ e
iθ1/2 Kθ(2, 1) ≡ e
iθ2/2e−iθ
′
1
/2 (17)
Kθ(2, 1)ψθ(1) = (e
iθ2/2e−iθ
′
1
/2)eiθ1/2 = ei(θ2−θ
′
1
+θ1) = eiθ2/2 = ψθ(2). (18)
There is no loss of generality in choosing θ1 = θ
′
1 because θ2 can have any real value and
therefore represent any angle in the new function ψθ(2) = e
iθ2/2, just as θ1 can be any angle
in the original ψθ(1).
The plane wave phase pkxk differs from the eigenvalue phase θ/2. Let ∆ be the difference
so that
θ
2
= −∆+ pkxk. (19)
Thus we can write ψθ(1) and Kθ as
ψθ(1) = e
−i∆1eip
kxk
1 Kθ(2, 1) = e
−i∆′
2eip
k ′xk
2ei∆
′
1e−ip
k ′xk
1 . (20)
Since the rotation angle θ can have any real value, by (19) the difference ∆ can have any
real value at each point xk.
Projection Operators . Now we project the positive or negative ratio, spin up or spin
down portion out of an arbitrary 4-component wave function ψ by combining the various
4× 4 projection matrices, delta functions, and phase adjustments.
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Expand the wave function ψ(1) over the basis pairs (11).
ψ(1) = aR++u
+
+ + bR
−
−u
−
− + cR
+
+v
+
+ + dR
−
−v
−
− = (21)
= eiθ1/2(au++ + bu
−
− + cv
+
+ + dv
−
−) = e
iθ1/2ψ0
where a = (R++u
+
+)
†
ψ/(2 coshw) and ψ0 is ψ(1) for θ1 = 0. The R
+
+u
+
+ projection operator
combines the Ks from (13), (17), and (20). We have
K(2, 1, R++u
+
+)γ
4 ≡
∫ d3p′
(2π)3
1
2cosh (w)′
eiθ
′
2u+ ′+ u
+ ′
+
†
e−iθ
′
1
/2, (22)
where θ′i = −∆
′
i + p
k ′xki . By (13), (15), and (18), we get∫
d3x1K(2, 1, R
+
+u
+
+)γ
4ψ(1) = aeiθ2/2u++ = aR
+
+u
+
+ = ψ(2)b=c=d=0, (23)
where θ2/2 = −∆
′
2+∆
′
1−∆1+p
kxk2 = −∆2+p
kxk2, i.e. we make ∆2 obey ∆2−∆1 = ∆
′
2−∆
′
1.
Equation (23) illustrates a projection operator at work: K(2, 1, R++u
+
+)γ
4 projects out the
R++u
+
+ portion of ψ(1). The projection operators for the other basis pairs, K(2, 1, R
−
−u
−
−)γ
4,
K(2, 1, R++v
+
+)γ
4, K(2, 1, R−−v
−
−)γ
4 are given by the expression (22) with the basis pair R++u
+
+
replaced by R−−u
−
−, R
+
+v
+
+, and R
−
−v
−
− , respectively.
The projection operator K(2, 1, R++u
+
+) in (22) is invariant under rotations when both p
k
and xk transform as vectors leaving pkxk and θ invariant. To show that u+ ′+ u
+ ′
+
†
is a rotation
invariant, see (30) below. Making spacetime invariant projection operators using the four
rotation invariant projection operators, like K(2, 1, R++u
+
+), is a task for the next section.
5 Space-Time Symmetry, the Electron Propagator
In this section two projection operators are obtained and written in a way that makes their
invariance under space-time transformations evident. For phases, we show how the quantity
∆ in (19) becomes Et, where E is the ‘energy’ and t is time. We see what it means to require
that positive energy states must propagate forward in time and negative energy states must
propagate backwards in time, i.e. the positron hypothesis is explained. For matrices, we find
that we can combine the two projection operators for the positive ratio pairs u++ and u
−
−,
thereby making a positive energy matrix. Then the two negative ratio operators combine to
make a negative energy matrix.
Time. Time can be introduced by applying an integral expression [4] for the phase factor
e−i∆ ,
e−i∆ =
i
π
∫ ∞
−∞
da
e−ia∆
a2 − 1 + iǫ
(24)
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where the value of ∆ is positive and ǫ is small and positive so that the pole at a = 1 is included
when the integral is evaluated by contour integration. For brevity, we do not consider ∆ <
0 except to note that, for ∆′2 < 0, change the overall sign and change the sign of ǫ in (24).
By (19), (22), and (23), we have
ψ(2)b=c=d=0 =
∫
d3x1K(2, 1, R
+
+u
+
+)γ
4ψ(1)
=
∫
d3x1
∫ d3p′
(2π)3
1
2cosh (w)′
eiθ
′
2
/2u+ ′+ u
+ ′
+
†
e−iθ
′
1
/2eiθ1/2γ4γ4ψ0
=
∫
d3x1[
∫
d3p′
(2π)3
1
2coshw′
eiθ
′
2
/2u+ ′+ u
+ ′
+
†
γ4]ei(∆
′
1
−∆1)ei(p
k ′−pk)xk
1γ4ψ0. (25)
Let I be the quantity in (25) in brackets. By (19) and (24) and for ∆′2 > 0, we get
I =
∫ d3p′
(2π)3
1
2coshw′
e−i∆
′
2eip
k ′xk
2u+ ′+ u
+ ′
+
†
γ4
=
∫
d3p′
(2π)3
1
2coshw′
(
i
π
∫ ∞
−∞
da
e−ia∆
′
2
a2 − 1 + iǫ
)eip
k ′xk
2u+ ′+ u
+ ′
+
†
γ4
= i
∫
d4p′
(2π)4
e−i(p
4 ′t2−pk ′xk2)
(±m)u+ ′+ u
+ ′
+
†
γ4
p4 ′2 −m2 cosh2w′ + iǫ
(26)
where we introduce a fourth component of momentum and a fourth component of displace-
ment, i.e. energy and time,
p4
′
≡ ±mcosh (w)′a a∆′2 = p
4′t2, (27)
where m is a positive constant tentatively called the ‘bare mass.’
Surface Integral . Next, in (25) identify the integral over the 3-space xk1 with a surface
integral in space-time,
ψ(2)b=c=d=0 =
∫
S
d4x1Ie
i(∆′
1
−∆1)ei(p
k ′−pk)xk
1Nµγ
µψ0 (28)
where x4 = t, µ ∈ {1, 2, 3, 4}, Nµ = {Nk, N4} is the unit normal to the three dimensional
surface of integration S in four dimensional space-time, and the space-time summation con-
vention is used, Nµγ
µ = N4γ4 − Nkγk. In (23) and (25), the integration is over the three
dimensional surface xk1 in the special space-time reference frame with the normal in the time
direction, Nµ = {0, 0, 0, 1}.
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Space-time Transformation. The linear transformations of pµ and xµ that preserve the
sum pµx
µ = p4t − pkxk are the space-time transformations, i.e. Lorentz transformations.
Only homogeneous transformations are considered here. We denote the coefficients of one
such transformation by Λµν ,
P µ = Λµνp
ν PµP
µ = P 4
2
− P k
2
= p4
2
− pk
2
. (29)
Thus the phases, and hence also the rotation angle θ, in (26) are space-time invariants
because they contain scalar products such as pµ
′xµ′.
Matrices . The projection operatorK(2, 1, R++u
+
+)γ
4 rewritten with (25) and (26) still fails
to have space-time symmetry because of the quantity mu+ ′+ u
+ ′
+
†
γ4 in (26). We can express
the matrix mu+ ′+ u
+ ′
+
†
γ4 as a sum of sixteen linearly independent 4 × 4 matrices such as the
set of gamma matrices in Appendix A. By (8), (9), and (49), we get
mu++u
+
+
†
γ4 =
1
2
[m · 1−m sinh (w)niγi +m cosh (w)γ4]+ (30)
+
i
2
[m cosh (w)njγjγ5 −m sinh (w)γ4γ5 +mnkγ5γ4γk],
where we drop the primes.
Let nk and γk transform as 3-vectors under rotations. One can show that γ5, (46), is
invariant under rotations. Thus the matrix (30) is a rotation invariant. While the matrix
(30) is a rotation invariant, it is not a space-time invariant; see Problem 3.
The expansion of mu−−u
−
−
†
γ4 over the same set of gammas gives
mu−−u
−
−
†
γ4 =
1
2
[m · 1−m sinh (w)niγi +m cosh (w)γ4]+ (31)
−
i
2
[m cosh (w)njγjγ5 −m sinh (w)γ4γ5 +mnkγ5γ4γk].
When we add the two expressions, we get
m(u++u
+
+
†
+ u−−u
−
−
†
)γ4 = m cosh (w)γ4 −m sinh (w)nkγk +m · 1. (32)
Let γk and γ4 form a 4-vector, i.e. transform as in (29). See [5] for why this can be allowed.
Let m and the unit matrix 1 be scalars under space-time transformations. If m sinh (w)nk
and m coshw also transform as the components of a 4-vector, then the expression (32) is a
space-time invariant.
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Energy-momentum. We now make the choice of momentum functions and, at the same
time, we choose the energy function. Note that both {m sinh (w)nk, m coshw} and {pk, p4}
= {pk,±m cosh (w)a} are 4-vectors. We define the momentum functions
pk ≡ m sinh (w)nk p4 = +m cosh (w)a. (33)
Then the pole in (24) occurs when p4 has the value E,
E ≡ m coshw ∆ = Et. (34)
The energy-momentum components connect the invariant phase θ/2 = Et −pkxk and the
matrix (32), which we can now rewrite as
m(u++u
+
+
†
+ u−−u
−
−
†
)γ4 = Eγ4 − pkγk +m · 1. (35)
The phases ∆′1−∆1 and (p
k ′−pk)xk1 in (25) can be treated similarly. Since the propagated
wave function ψ(2) is the initial wave function for the next propagator, the phase for ψ(1)
should have the same form as ψ(2). It follows that, as in (27), we can write ∆′1 = E
′t1 and
∆1 = Et1 so that the integral over t1 = x
4
1 makes a delta function δ(E
′ −E). In the special
reference frame of Sec. 4, the basis pairs are functions of pk, i.e. w and nk, so the delta
function for time does not constrain the basis pairs. But in a more general frame the four
dimensional delta function is needed to select the basis pairs corresponding to the w and nk
of the special frame.
E ≥ m Propagator . The space-time symmetry of the sum of the two positive ratio opera-
tors, K(2, 1, R++u
+
+)γ
4 and K(2, 1, R−−u
−
−)γ
4, is evident when the above results are combined.
By (25), (26), (28), (33), (34), and (35), we get
ψ(2)c=d=0 =
∫
d3x1(K(2, 1, R
+
+u
+
+) +K(2, 1, R
−
−u
−
−))γ
4ψ(1) = (36)
= i
∫
d4x1d
4p′
(2π)4
e−ip
′
µx
µ
2
p′νγ
ν +m · 1
p′ηp
η ′ −m2 + iǫ
eip
′
τx
τ
1Nσγ
σψ(1),
where we used another integral formula,
e−i∆ =
i
π
∫ ∞
−∞
da
ae−ia∆
a2 − 1 + iǫ
, (37)
to replace E → Ea = p4 in the matrix (Eγ4 − pkγk +m · 1).
Spacetime symmetry is evident in (36) because scalar products like pµp
µ are invariant
under space-time transformations and the integrals are over four dimensions.
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Experimental confirmation. The fraction in (36) is sometimes written (p′µγ
µ − m)−1
because
(p′µγ
µ −m)(p′νγ
ν +m) = (p′σp
σ ′ −m2). (38)
The projection operator (36) can be shown to be the Green’s function for the inverted matrix
operator (p′µγ
µ−m). [6] And one can show that the Green’s function is related to the Dirac
equation. This justifies the use of the terms ‘energy’ and ‘momentum’ for E and pk because
the formulas have been used to describe electrons and other spin 1/2 particles. In particular,
expression (36) is equivalent to the standard electron propagator for positive energy states.
E ≤ −m Propagator . For the basis pairs v++ and v
−
− we can follow the steps that lead to
(32). We have
m(v+ ′+ v
+ ′
+
†
+ v− ′− v
− ′
−
†
)γ4 = −(m · 1−m sinh (w)nkγk −m cosh (w)γ4). (39)
Then, for ∆′2 > 0, we get
ψ(2)a=b=0 =
∫
d3x1[K(2, 1, R
+
+v
+
+) +K(2, 1, R
−
−v
−
−)]γ
4ψ(1) =
= −
∫
d3x1
∫
d3p′
(2π)3
1
2m coshw′
e−i∆
′
2eip
k ′xk
2 (−m cosh (w′)γ4 −m sinh (w′)nk ′γk +m)γ4ψ(1)
= i
∫
d4x1d
4p′
(2π)4
e−ip
′
µx
µ
2
p′νγ
ν +m
p′τp
τ ′ −m+ iǫ
eip
′
ηx
η
1Nσγ
σψ(1) (40)
Since the coshw′ term is negative in the matrix factor (−m cosh (w′)γ4−m sinh (w′)nk ′γk+
m), we need to choose the negative sign in (27) and we get new definitions for p4
′
and t2 in
(40). We define new momentum and energy functions
pk = m sinh (w)nk p4 = −m cosh (w)a. (41)
Note that we must choose the negative sign in the ±m term in (26) and (27). The pole in
(24) occurs when p4 has the value E,
E ≡ −m coshw ∆ = Et. (42)
Positron Hypothesis . We now consider the positron hypothesis, i.e. positive energy states
propagate forward in time while negative energy states propagate backwards in time. By
(19), (33), and (34), we get an expression for time t for positive energy states
t =
1
cosh (w)
(sinh (w)nkxk −
θ
2m
) (E ≥ m > 0). (43)
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And, by (19), (41), and (42), we get an expression for time t when the energy is negative,
t =
1
cosh (w)
(
θ
2m
− sinh (w)nkxk) (E ≤ m < 0). (44)
In the special reference frame of Sec. 4 let the time t1 be zero on the three dimensional
surface of integration xk1. Identify x
k
2 with x
k
1 for t2 = 0. By (43), if θ decreases then t2 is
positive everywhere, t2 > 0 for positive energy. And, and by (44), if θ decreases then t2 is
negative everywhere, t2 > 0 for negative energy. We have, at any point x
k
2,
positive energy : E ≥ m and θ decreasing ⇒ t2 > 0 and t2 increasing
negative energy : E ≤ −m and θ decreasing ⇒ t2 < 0 and t2 decreasing. (45)
Thus the positron hypothesis is equivalent to requiring that the rotation angle θ decreases
with time, i.e. the rotation angle always decreases as the absolute value of the time increases.
Remarks . One should note that the functions chosen for pk and E in (33), (34), (41),
and (42) have immediate impact on the properties of the space and time variables xµ with
which they appear in the delta function phase.
Since the uv basis (9) and ψ are originally written as functions of w and nk and the delta
functions are in terms of pµ, the two different definitions of energy (34) and (42) require the
uv basis and ψ to be two different functions of p4.
In this part, we have obtained the standard QED propagator for a free spin 1/2 particle
moving forward in time, (36), and the QED propagator for a free spin 1/2 particle moving
backward in time, (40). The propagators are expressed in terms of quantities defined on a
rotation group in a Euclidean space.
A Sixteen Gammas
The set of 4 × 4 matrices is spanned by a basis consisting of sixteen linearly independent
4× 4 matrices, which can be chosen in many ways. We choose a convenient set of matrices,
called the ‘gammas’, to express the results in the text simply. [7]
Start by defining five gammas in terms of the sigmas (2),
γk =
(
0 −σk
σk 0
)
γ4 =
(
0 σ4
σ4 0
)
γ5 = γ4γ1γ2γ3, (46)
where k ∈ {1, 2, 3}. Then the set of sixteen gammas is
γA = {1; γ
k; γ4; γkγ4; γ5γ4γk; γ4γ5; γkγ5; γ5}, (47)
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where 1 is the unit matrix and A takes successive integer values starting with γ0 = 1 to γ15
= γ5.
The square of each matrix (47) is either plus or minus the unit matrix and the trace of
each matrix is zero except for γ0. We have
γA
2 = ǫA · 1 trace(γ0) = trace(1) = 4 trace(γA) |A 6=0 = 0, (48)
where ǫA = ±1. We can use these properties to obtain the coefficients αA in the expansion
of a 4× 4 matrix M . We get
M = αAγA αA =
ǫA
4
trace(γA.M), (49)
where A is summed in the left expression but A is not summed in the expression on the
right.
B Problems
1. Consider the set S of all spheres centered on the origin of a given inertial frame F. Each
sphere is invariant under rotations about the origin in F.What subset s of S contains spheres
that are also spheres in the sets S ′ of spheres in all other space-time reference frames F ′?
[Hence space-time symmetry is more restrictive than rotational symmetry.]
2. Verify (24).
3. (a) Derive (30). (b) Show that mu++u
+
+
†
γ4 is invariant under rotations and also under
boosts in the direction of pk, but not invariant under boosts perpendicular to pk. Assume
that γµ transforms as a 4-vector, i.e. like pµ in (29).
4. The proper time τ is the ordinary time t in a space-time reference frame with pk = 0.
How does the proper time along a path xµ that is proportional to pµ depend on the rotation
angle θ?
5. Let A = (u++u
+
+
†
+u−−u
−
−
†
)/(2 coshw) and B = (v++v
+
+
†
+ v−−v
−
−
†
)/(2 coshw). (a) Show that
A and B are idempotent and divisors of zero, i.e. A2 = A, B2 = B, and AB = 0. Also show
that A+B = 1. (b) Then use (33), (34), and (35) and (39), (41), and (42) to rewrite A and
B in terms of E, pk, and γµ.
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Glossary
Euclidean Space Rotations (Internal Spin Space)
R 2× 2 rotation matrix
θ rotation angle
nk unit 3-vector
u+, u− eigenvectors of R with eigenvalues e+iθ/2, e−iθ/2
u++, u
−
−, v
+
+, v
−
− pairs of eigenvectors; a basis for the set of all pairs
e+w, e−w ratio of upper to lower 2-vector in a pair
Space-time Quantities
m mass is not defined in terms of rotation quantities
E = m coshw energy
pk = m sinh (w)nk momentum
xk space occurs as parameters in a 3d delta function
that selects w and nk
τ = θ/(2m) proper time
Et = pkxk −mθ/2 time arises from the difference between
delta function phase and eigenphase
ψ wave function for the state with definite
momentum and energy, i.e. definite w and nk
Kγ4, Kp′, Kθ, K(2, 1, R
+
+u
+
+)γ
4 parts of projection operators used
to select and replicate various parts of ψ
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