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                順位のグラフ解析法
                                馬  場  康  維
順位データを解析するためのグラフ的な方法について述べる．
m人の判定者が々個のアイテムにつけた順位が以下のように与えられているものとする．
                  兄1，見。，…，見左
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                Xj刎＝（カゴ刎COSθ刎，力jm Sinθ榊）
を順に連結することによってアイテムに与えられる順位の頻度分布が図示できる．
 合成ベクトル
                    心＝Σx〃
をアイテムベクトルと呼ぶ．





                    x＝（n，o）
とすると，（m，o）の分布に対して次の定理が成り立つ．
 「定理」 ∫1，ヵ，…，∫左を多項分布
                       m！               力（ハ， ，∫由）＝    〃 紗                      〃…∫々！
に従5確率変数とする．
 θm＝（m－1）πノ（々一ユ）とし，
               1          1              m二一Σ∫椛COSθm，0＝一Σ∫棚Sinθ棚               m               m
と置くと（m，o）の漸近分布は平均




                  Cγ＝COSθγ，∫τ二Sinθr
                 σγs＝n力、δ、8－m力τ力8
である。
 この定理を利用することにより
                H。：力戸1／々（m＝1，2，…，々）
を仮定したときの等確率曲線を順位グラフ上に描ぐことができる．
             多項式回帰における予測量の構成
                                川  合  伸  幸
 回帰関数が次数K－1の多項式で表わされ，真の次数（order）は，高々K－1であるという設定の下で
の予測関数の構成の問題を取り扱う．多項式回帰モデルは標準的な回帰モデル
               ツ＝Xβ十ε，ε～N（0，σ2∫）
               ηx1  ηxπ Kx1  〃xエ
               ペ∵／
で表わされる．
 さて，考察する予測のクラスを
（1）
とする．
！瓜1ん一仏舳；紅一1，・・貞・・1，／一い・・，・一1／
このクラスはX’X＝∫のときβに事前分布N（0，σ2W一’），W＝diag（肌，…，肌）を仮定して
