Using molecular dynamics (MD) simulations in conjunction with the SPC/E water model, we optimize ionic force-field parameters for seven different halide and alkali ions, considering a total of eight ion-pairs. Our strategy is based on simultaneous optimizing single-ion and ion-pair properties, i.e., we first fix ion-water parameters based on single-ion solvation free energies, and in a second step determine the cation-anion interaction parameters (traditionally given by mixing or combination rules) based on the Kirkwood-Buff theory without modification of the ion-water interaction parameters. In doing so, we have introduced scaling factors for the cation-anion Lennard-Jones (LJ) interaction that quantify deviations from the standard mixing rules. For the rather size-symmetric salt solutions involving bromide and chloride ions, the standard mixing rules work fine. On the other hand, for the iodide and fluoride solutions, corresponding to the largest and smallest anion considered in this work, a rescaling of the mixing rules was necessary. For iodide, the experimental activities suggest more tightly bound ion pairing than given by the standard mixing rules, which is achieved in simulations by reducing the scaling factor of the cation-anion LJ energy. For fluoride, the situation is different and the simulations show too large attraction between fluoride and cations when compared with experimental data. For NaF, the situation can be rectified by increasing the cation-anion LJ energy. For KF, it proves necessary to increase the effective cation-anion Lennard-Jones diameter. The optimization strategy outlined in this work can be easily adapted to different kinds of ions.
I. INTRODUCTION
The faithful molecular modelling of ionic effects in a biomolecular context typically requires explicit-water computer simulations using effective, classical interactions, known as force fields. A set of standard and well-tested force fields for water exist. 1, 2 Such explicit water models can be quite simple, involving only two 3 or three interaction sites corresponding to the atoms of water, such as TIPS, 4 SPC, 5 TIP3P, 1 and SPC/E. 6 There also exist more complicated water models, which include dummy atoms, such as the various 4-, 5-, and 6-site models. 1, [7] [8] [9] [10] [11] [12] [13] [14] The former, simpler water models are less accurate, but computationally less demanding than the latter ones, and can describe many of the relevant water properties surprisingly well. The development of reliable ionic force fields is essential for applications involving ionic solutions in biology, technology, and physical chemistry [15] [16] [17] and has been a field of interest for many years. As an example in the context of biomolecules, the ion specificity in the preference of binding to biomolecular surfaces 18 or on nucleic acids 19 and the molecular mechanisms involved are of high importance towards a deeper understanding of biological processes, as well as in view of biotechnological applications. Classical atomistic simulations are not as accurate as quantum mechanical approaches. However, they are computationally much less demanding and thus allow to treat larger spatial and temporal scales, which is essential for many problems involving the distribution and exchange of ions. In combination with explicit water models that exhibit realistic dielectric properties, classical ion models describe the electrostatic interactions between ions and charged groups typically quite robustly, without the need to make additional assumptions on the type and strength of solvent mediated forces. 20, 21 The accuracy of all obtained results, though, depends on the precise form of the force field. 22 Many simulation approaches to ionic solutions use classical pairwise additive non-polarizable potentials. These potentials are often argued to implicitly take into account polarizability effects, which are intrinsically of many-body nature. 23 This is corroborated by works that have shown that the first hydration shell of mono-and divalent ions is only weakly polarized (except orientational effects), 24 thereby accounting for polarizability effects seems not to be strictly required for ions. Nevertheless, it is clear that a force field with more parameters would generally be expected to be more accurate if properly optimized with respect to all of its parameters. Another important issue is related to force-field transferability. Often, force fields are parameterized with respect to experimental data in the crystalline state, 25, 26 and it is a priori not clear how such force fields will perform in the solvated aqueous state. Different approaches have been followed to optimize ionic force fields. In the first studies, the properties of single ions, such as ionic solvation free energies or ionic hydration structures in small water clusters, were used for the parameterization of force fields. 27 Since a Lennard-Jones (LJ) potential involves two parameters, typically expressed as the LJ interaction diameter and the LJ energy, a single experimental observable does not determine the force field uniquely. Recently, two studies have revisited single-ion optimization strategies, systematically explored the two-dimensional LJ force-field parameter space and attempted to optimize two experimental observables simultaneously. 28, 29 It turned out, though, that depending on the observable chosen (free energy of solvation, entropy of solvation, or radius of solvation) the cationic parameters could not be optimized in a fully satisfactory fashion. 29 It has also been demonstrated that monovalent ion parameters can lead to physically inaccurate behavior in molecular dynamics simulations of strong electrolytes already at concentrations well below the solubility limit. A fix has been proposed, which is generalizable for simulating diffuse and specific ion binding to nucleic acids. 30 Another common approach for optimizing ionic parameters through alteration of the mixing rules is the so-called NBFIX modification used in the CHARMM molecular dynamics program. 31 It is based on a solvent boundary potential approach and reproduces free energies of solvation for the solutions. This approach has proven efficient in studies on the conduction and ion selectivity through potassium channels. 32, 33 Note that for low concentrations as the ones considered here, the calculated thermodynamics properties based on the LorentzBerthelot (LB) mixing rules match with those from the NBFIX method. 34 As was also shown very early, force-field optimization in the dilute limit often fails to reproduce realistically the structure and thermodynamics of the electrolytes at non-vanishing concentrations, even for simple ionic solutions such as NaCl. [35] [36] [37] This is not surprising, since at elevated salt concentration the cation-anion interactions become important and dominate the solution thermodynamics. Weerasinghe and Smith used Kirkwood-Buff integrals (KBIs) as determined by experimental activities for NaCl solutions in order to optimize the force fields. 35 In similar applications of Kirkwood-Buff solution theory (KBT) (Ref. 38 ) mixtures of various cosolutes and ions with water [39] [40] [41] [42] [43] or the cation specific binding onto protein surface charges were treated. 44 The SPC water model was used together with the Kirkwood-Buff-derived force field 35 for the development of various alkali force fields. 45 In a recent work, KBT-derived force fields for the whole suite of alkali halides were reported. 23 Thermodynamic integration is an alternative method to calculate the thermodynamic properties of solutions and has been used for the calculation of osmotic coefficients and hydration free energies. 34, 46, 47 In this work we restrict ourselves to the KBT approach. This summary of previous works might give the erroneous impression that when optimizing ionic force fields, a choice has to be made whether to accurately model finiteconcentration behavior using KBT (benchmarked with respect to experimental activity coefficients, compressibilities, and partial volumes), or to reproduce the infinite-solution limit based on single-ion solvation parameters and effective ionic radii. In fact, in a recent paper we demonstrated an alternative approach where we attempted to simultaneously satisfy both single-ion and ion-pair (i.e., finite concentration) properties. 48 In the two-dimensional LJ parameter space, we first determined parameter values for the ion-water LJ interactions that reproduce the experimental free energy of solvation.
These parameter combinations turn out to correspond to continuous lines in the two-dimensional space spanned by the LJ diameter and LJ energy. 29 In a second step, we confined the search onto these lines and determined solvation properties at finite ion concentration. In that work, we used the osmotic pressure as the optimized property, and determined ion parameters that faithfully reproduce the experimental osmotic coefficients at a given finite ion concentration for a few representative halide-alkali ion pairs. The resulting force fields therefore satisfied single-ion and ion-pair properties at the same time. That study showed, however, that a full optimization was not possible for all ion pairs. Especially ion pairs including fluoride and iodide ions were problematic.
In the present work, we reconsider the problem of generating ionic force fields based on simultaneous optimizing single-ion and ion-pair properties. As single-ion property we again choose the free energy of solvation, thereby connecting to our earlier work 29, 48 and the historic optimization strategies. 27, [49] [50] [51] [52] [53] In contrast to our earlier work, 48 here we use KBT and optimize simulation results with respect to experimental activities, similar to the other KBT-derived force fields. Our approach, however, differs fundamentally from previous works in that we (i) fix ion-water parameters based on single-ion optimization, and (ii) that we determine the cation-anion interaction parameters (normally given by mixing or combination rules) based on KBT without modification of the ion-water interaction parameters. This seems like a natural strategy, since the bare water-ion interactions are not expected to change due to the presence of other ions (note that ion-water distribution functions of course do change with salt concentration, but these effects are caused by multibody correlation effects included in any statistical mechanics treatment of solutions). We strictly stay on the pair-potential level, i.e., the potential function can be decomposed into pairpotentials, and we choose as target for optimization in this work the cation-anion LJ interaction. We argue that before enlarging the parameter space of the interaction model and consider more complicated force fields (for example by including atomic polarizabilities), one should rather explore the already existing force-field parameter space in all possible depth. No solid foundation for the combination rules that are used in common atomistic MD simulations seems to exist; since the cation-anion interaction becomes important at non-zero salt concentration, this interaction seems to be a natural target for optimization. In most situations, we modify the overall prefactor of the cation-anion LJ interaction, the LJ energy, similar to previous studies which modify the LJ energy through the cation-water interaction. 23, 35, 44 For KF, which constitutes a particularly problematic ion pair, we also modify the cationanion LJ diameter that appears in the KF-LJ interaction. We show that with this modification of the ionic force fields, experimental thermodynamic properties both at infinitely dilute and finite concentrations can be reproduced. We also discuss possible reasons for the complications encountered when trying to model ion-pairing for different ions and show different scenarios of how cation-anion distribution functions reflect the crossover from direct-ion pairing to solvent-separated ion pairing. The paper is organized as follows: in Sec. II, we present the methodology used in this study and the choice of the force-field parameter space, in Sec. III we discuss the results and the calculated KBIs, and we briefly conclude in Sec. IV.
II. METHODS

A. Simulation details
We perform atomistic simulations using the MD package GROMACS (Refs. 54 and 55) in the (N, P, T) ensemble, with fixed particle number N, pressure P = 1 bar, and temperature T = 300 K. The Berendsen barostat and thermostat are used. 56 The simulation box is cubic, with an edge length of L = 4 nm, and is periodically repeated in all three dimension. The initial configurations of the salt solutions are generated from a cubic box of equilibrated water molecules by randomly replacing water by ions until the desired ion concentration is reached. We typically use a total number of 2156 SPC/E water molecules. 6 Within this water model, oxygen and hydrogen atoms are connected by rigid bonds and carry partial charges optimized in such a way that important water properties (density, structure, surface tension, dielectric constant) are well reproduced. The system is large enough so that finite size effects are not significant, 57 as explicitly checked by the convergence of the KB integrals. The three dimensional particlemesh Ewald sum was used for the electrostatic interactions 58 with a grid spacing in Fourier space of 0.12 nm −1 in all three directions. We have used an interpolation order of 4, a distance cutoff of 0.9 nm for the real-space interactions, and a relative strength of the electrostatic interaction at the cutoff of 10 −5 . No long-range correction for the cutoff dispersion has been used. Typical times for the simulations for gathering statistics are 100-150 ns. These simulation parameters have been shown to be efficient for modelling ionic solutions and to yield well-converged properties (most importantly radial distribution functions (RDFs)) both at low and high salt concentrations. 48, 57 
B. Mixing rules and parameter space
Eight different salt solutions are modeled in this study as representative test cases, namely NaCl, NaF, NaBr, NaI, KCl, KF, CsCl, and CsI at an electrolyte density of 0.31 m corresponding to 12 anions and 12 cations in the solution. The molality 0.31 m corresponds to a Molarity of about 0.3 M. Ions were modeled as non-polarizable spheres interacting via pairwise additive 6-12 LJ potentials of the form
with two free parameters, the LJ diameter σ ij and the LJ energy ε ij , for each pair of atoms. For the SPC/E water model used here, the LJ parameters are ε OO = 0.6500 kJ/mol and σ OO = 0.3169 nm and assigned to the oxygen (the two hydrogen atoms do not interact via LJ potentials). Partial charges of q O = −0.8476e and q H = +0.4238e are assigned to the oxygen and hydrogen atoms of the water molecule, respectively. The whole set {σ ij , ε ij , q i } with i, j = 1, . . . , M, in Eq. (1) defines the total force field determining the nonbonded inter-and intra-molecular dynamics interactions for M atomic species. Typically, the vast number of parameters is reduced by using heuristic mixing rules for the cross interactions (i = j) so that the only remaining parameters are the diagonal coefficients σ ii and ε ii . The common mixing rules are ε ij = √ ε ii ε jj , and either σ ij = (σ ii + σ jj )/2, constituting the LB mixing rules, or σ ij = √ σ ii σ jj , defining the geometric mixing rules. 59 In our recent study of aqueous salt solutions, we used the Lorentz-Berthelot mixing rules and could reproduce experimental osmotic coefficients for most ion pairs by adjusting the diagonal ionic force-field parameters σ ii and ε ii constrained on the line that matches the experimental ionic solvation free energies. 48 However, for some of the salts, such as KF and CsI, this procedure did not work. In the present work, we reconsider halide-alkali ion pairs, and specifically concentrate on the previous problematic ion pairs KF and CsI. As in our previous study, 48 we mostly consider force-field parameters that lie on the free energy of solvation curve for single ions, which also happen to reproduce the ionic radius with acceptable accuracy. 29 Along that line, we choose force fields that could reproduce or best approximate the osmotic coefficient, in the case of Cs + and I − we test two different sets of force fields. For sodium (Na + ), chlorine (Cl − ), and bromine (Br − ) we used literature parameters, namely those proposed by Dang, 51, 52 which give reasonable hydration free energies.
28, 29
The Na + force field closely reproduces the hydration free energy curve, while those for Cl − and Br − slightly deviate from the hydration free energy curves. 29 All Lennard-Jones ionic parameters used in this work are summarized in Table I . For consistency, the numbers in parentheses for some of the ions follow the notation in our previous work. 48 In this table also the parameters ε iO and σ iO for the ion-water interaction from the Lorentz-Berthelot mixing rules are given. For the TABLE I. Ion-water and bare ionic parameters for the anions and cations used in the current MD simulations. The parameters for Na + , Cl − , and Br − are taken from Refs. 51 and 52, while the rest is taken from Ref. 48 . The Pauling radii of the ions are also given. 60 Na cation-anion interaction we have introduced scaling factors λ ε and λ σ for the LJ parameters according to ε +− = λ ε √ ε ++ ε −− and σ +− = λ σ (σ ++ + σ −− )/2, which describe deviations from the usual Lorentz-Berthelot mixing rule and are in the range [0.4, 3.0]. Note, that these additional scaling factors leave the ion-water interaction parameters unchanged, in contrast to previous KBT modelling studies. 23, 35, 44 Our choice is justified by the robust determination of ion-water interaction parameters from solvation properties, i.e., single-ion properties.
The procedure we follow for the optimization of ionic force fields is the following: for each ion pair, we first vary the scaling factor λ ε and obtain the relevant structural details, namely the radial distribution function of the solution. We then calculate the KBIs for the solution, from which we obtain the derivative of the activity, as will be discussed next. The optimization of the LJ parameter for each ion pair with respect to λ ε is achieved by comparing the calculated activity derivatives with the respective experimental data. This procedure works for all ion pairs except KF. Here, we additionally vary the cation-anion LJ diameter via the scaling factor λ σ , which is shown to work well for this problematic case.
C. Structural analysis
A good indicator of electrolyte structural properties are the RDFs, g ij (r; ρ), which are directly obtained from the MD simulations for a density ρ. The RDFs are expected to reach unity at long distances r, but due to finite size effects, this is not necessarily the case. 61 To overcome this, we introduce a correcting factor, so that the corrected RDF used in the calculations of the KBIs is written as g ij (r; ρ) = f (ρ)g 
D. Kirkwood-Buff theory of solutions
The KB theory links solution thermodynamics to distribution functions 38 via the KB integrals. For two species i and j, the KB integrals have the form:
In this equation g ij (r) is the RDF (or pair correlation function) between i and j at a distance r. For an electrolyte solution, the system is handled as a binary system of water (w) and cosolvent (c). 39, 62 The relevant KB integrals are G ww , G cc , and G cw = G w c . Given the number density ρ j = N j /V of species j, with V the system volume, the excess coordination numbers follow as N ij = ρ j G ij and measure the excess or deficit of species around a particle in the actual solution compared to a homogenous solution. A value N ij < 0 corresponds to depletion of species j in the vicinity of species i, while a value of N ij > 0 denotes an excess. One can also define the partial molar volumes of the salt solution components, as follows:
where
The partial volumes obey the equation ρ cVc + ρ wVw = 1. The KBIs are linked directly to the activity derivatives (a cc ) and molar activity coefficients (y c ) of a solution. This is obvious from the following relations, for a two component system at constant temperature T and pressure P:
The electrolyte activity a c is defined through a c = y c ρ c , and is experimentally accessible. The cosolvent number density is ρ c = N c /V. The cosolvent-water and cosolvent-cosolvent components of the KBIs that enter the calculation of the activity derivatives (Eq. (4a)) are given by
Additional details on the KBT for ionic solutions can be found elsewhere. 35, 39, 62 
III. RESULTS AND DISCUSSION
A. Structural properties and Kirkwood-Buff integrals
We first look at the RDFs for each salt and different scaling factors λ ε . As a representative example we show the RDFs for CsI in Fig. 1(a) , where parameters for Cs9 and I1 in Table I are used. As mentioned before, these force-field parameters were found to be optimal in our previous work. 48 Small values of λ ε lead to clustering of the ions, evident in the RDFs as very high peaks. The peak positions do not differ significantly among the different λ ε values. One discerns noticeable differences in all three cation-anion, cationcation, and anion-anion RDFs (labels '+−', '++', and '−−' in Fig. 1(a) , respectively). Variations also in the water-cation and water-anion (labels 'w+' and 'w−' in Fig. 1(a) , respectively) RDFs are seen. Evidently, for small λ ε prefactors, the ionic clustering also affects the water structure around the ions and the first hydration shells. Similar behavior is also seen for the other ion pairs (data shown in Ref. 63 ). KBIs are shown in Fig. 1(b) for the case of a Cs9I1 salt solution. All different KBIs are shown, namely cation-anion, cationcation, anion-anion, water-cation, and water-anion. As expected, the specific differences observed in the RDFs among different λ ε values are transferred to the KBIs. In Fig. 1(c) we show the KBI contributions, G cc and G cw , that enter the calculation of the activity derivative in Eq. (4a) and that are defined in Eq. (5), for Cs9I1. As a general remark, G cc , the salt-salt contribution, is positive, while the water-salt contribution, G cw , is negative. For small λ ε prefactors, the ionic clustering leads to dramatic changes of the KBIs. For larger values of λ ε the variations of G cc and G cw are milder, as shown in the inset.
B. Electrolyte activity derivatives
We next proceed to the calculation of the activity derivative following the recipe of Eq. (4a). The experimental activities as a function of molality are obtained from Ref. 64 . From these, the activity derivatives are extracted through Eq. (4b). Note, that the Kirkwood-Buff integrals depend on the RDFs and thus inherently include an error dependent on the statistical sampling in the MD simulations. We have estimated the error of the activity derivative a cc through block averaging of the MD data with a total time of 150 ns in blocks of 10 ns duration. The error follows from the variance of the block averages of the respective activity derivative a i cc
, where a cc is the average value of the whole trajectory. More details can be found in Ref. 65 . The error estimate for KCl and λ ε = 1 at 0.3 m is a cc = 0.89 ± 0.03 , as shown in Fig. 2(b) . Only one error bar is shown for clarity, since it is similar for other data points as well. The results are summarized in Fig. 2 , for Na + , K + , and Cs + salt solutions, respectively. In these figures, the lines correspond to experimental activity derivatives and data points denote MD simulation results. We first focus on the Na salts, NaF, NaCl, NaBr, and NaI. Fig. 2(a) , shows that the MD data approach the experimental values above a threshold value of λ ε . For NaF, λ ε close to 1.5 matches the experimental value, for NaCl a value λ ε = 1 is suggested, and for NaBr, λ ε = 1 gives the best comparison. For NaI, we use two different I − force fields (see Table I ), a value of λ ε = 0.7 matches the experimental data for NaI1 and λ ε = 0.9 for NaI4. The general trend that emerges is that for larger anions a smaller value of λ ε is suggested. We also show results for NaCl using a different KBT-derived force field. 42 In contrast to our strategy, in that work the authors used a scaling factor 0.75 in the water-cation interaction parameter ε. The agreement with our result is good as expected, and serves as a check on our simulation methodology (we did not check the solvation free energy of that force field, where one would expect a more pronounced deviation). In the inset of Fig. 2(a) we show pictures of all ion pairs involving Na, where the cation size has been increased by 0.04 nm with respect to the bare Pauling radii, as will be discussed further below. According to the heuristic law of matching water affinities, 66 ions of similar radius interact more favorably with each other in water, and therefore are expected to have a smaller activity derivative a cc , while ions with dissimilar radii interact less favorably and have a corresponding higher a cc . In the inset of Fig. 2(a) the cation-anion RDFs for NaF5 and NaI4 are shown, which constitute an example of how an increasing radius mismatch between anions and cations is reflected in the distribution structure and specifically in the relative weight of the contact and solvent-separated pairing: while the RDF of NaF (which have well matching radii) is generally higher than the RDF of NaI, the relative weight of contact and solvent-separated pairing is FIG. 2. Results for the activity derivative a cc for different values of the scaling prefactor λ ε at 0.31 m for (a) the Na + -salts, (b) the K + -salts, and (c) the Cs + -salts, respectively. The lines are the respective experimental data as denoted by the labels, the data points denote simulation results. In all panels, the inset image shows the sizes of all ion-pairs with all cation radii increased by 0.04 nm (see text for discussion), while the inset graph shows two representative RDFs, for λ ε = 1 (see text). In panel (a), the label KBBF denotes an alternative Kirkwood-Buff-derived force field 42 (see text). In panel (c), results are shown for all combinations of two force field sets for Cs + and I − . In panel (b) the error bar is shown only for one data point for clarity. The error bar is similar for all data points. very similar. We will later observe that this is only one mechanism of how the ionic distribution function changes when the radius mismatch is increased.
Results for the K + salt solutions, KCl and KF, using the K11 and F5 parameter sets, are shown in Fig. 2(b) . For KCl, a good match between MD and experimental data is obtained for λ ε = 1. For KF, λ ε = 1.0 gives the closest match with the experimental data but shows a considerable residual deviation. Since the simulation curve for a cc as a function of λ ε shows a plateau, it is clear that ε is not a good parameter to fix this problem and we shall return to KF in the next section. In the inset we show the RDFs for the two ion pairs involving potassium, demonstrating that the change in activity derivative here is brought about by a switch in the relative weight of the two peaks in the RDF and thus different from the Na case in Fig. 2(a) . Whether the problems in reproducing the correct activity derivative of KF is related to the RDF structure and the dominance of the solvent-separated peak is not clear, though.
Data for Cs salt solutions are shown in Fig. 2(c) . For CsCl the results for two different Cs + parameters are shown, while four different curves for CsI are depicted, including all different pairings of the Cs + and I − LJ parameters listed in Table I . For Cs6Cl, λ ε = 1 gives the best agreement, while for Cs9Cl good agreement is seen for a value between λ ε = 0.9 and λ ε = 1. For CsI, agreement with experiments is best for λ ε in the range between 0.8 and 1. Different combinations of Cs + and I − LJ parameters show variant behavior; both CsI solutions modeled with the Cs6 parameter set give an activity derivative that is almost zero up to λ ε = 0.6, beyond which they show an abrupt increase, with λ ε = 1.0 giving the best match for both Cs6I1 and Cs6I4. For the Cs9 parameter the curves increase more smoothly, and for both Cs9I4 and Cs9I1 λ ε = 0.8 leads to an a cc value which is close to the experimental value. There is an intriguing reversal of the a cc vs. λ ε curves for CsI in Fig. 2(c) . The combination of the Cs6 parameter with I1 leads to a curve that is overall lower than that for Cs6I9. However, when combining Cs9 with I1, the respective curve is higher than the one for Cs9I4. In this sense, no clear decision can be made on which of the Cs + and I − LJ force fields are better optimized. All four LJ parameter sets can be favorably combined but lead to different λ ε scaling prefactors. The inset graph for the RDFs shows yet a different mechanism for a change in the activity derivative by solely decreasing the direction pair weight without modifying the solvent-separated ion peak.
As a general remark for all the salt solution data shown in Fig. 2 , small λ ε values below 0.7 do not lead to thermodynamic properties that compare well to the respective experimental data. Most of the a cc data increase with λ ε and reach a plateau for large λ ε . We also checked values of λ ε up to 3.0 for some test cases, like NaCl, NaF, KF, KCl, and verified that the activity derivatives seem to saturate or even decrease for very large λ ε values. Note that the radius increment of 0.04 nm for the cations used for the schematic pictures of ions in Fig. 2 is adjusted according to the activity coefficient derivatives and simply serves to graphically illustrate the law of matching water affinities, as will be discussed further below. As a result of this adjustment, ions of similar radius interact more attractive in water and thus have a lower activity derivative. Such an ion pairing has also been evident from molecular simulations and the respective potentials of mean force for the full set of alkali halide ion pairs. 67 The force fields used in our current study and shown in Table I were taken from our previous study where they were found to optimally reproduce experimental osmotic coefficients. 48 In that work, the osmotic coefficient was only determined approximately. In order to test whether the force fields are optimal also when compared with experimental activity coefficients, in Fig. 3 we show the activity derivative a cc as a function of the ion LJ energy parameter ε. We picked KCl, for which the K + LJ parameters ε is varied, while the Cl parameters are fixed to the values given in Table I , and KF, for which K + is fixed to the K11 force field values in Table I and the LJ ε parameter for F − is varied. The variation of both LJ parameters for K + and F − follow the free energy of solvation curves for these ions. 29 For KF we present results for 0.31 m and 1.03 m (1 M), all other data in Fig. 3 Most data in the figure are for λ ε = 1, for KF at 1 M data for two additional λ ε values are shown. As the data show, the force fields found previously to be optimal when compared with experimental osmotic coefficient data, namely K11 with ε KO = 1.26 kJ/mol and F5 with ε FO = 0.1 kJ/mol, are also found to be optimal in the present comparison based on activity coefficients. In agreement with our previous findings, for KF, no F parameter gives perfect match with the experimental data at 0.31 m and 1.03 m. The data for K11F at 1 M for ε FO = 0.1585 kJ/mol show similar trends as the data presented in Fig. 2(b) for 0.31 m: an increase in λ ε cannot yield perfect agreement with experimental data since the simulation results for a cc show a maximum with increasing λ ε .
C. A problematic case: Fluoride
Evidently, the most problematic case among the salt solutions studied here is KF. For NaF, as demonstrated in Fig. 2(a) , the scaling parameter λ ε should be around 1.5 in order to obtain reasonable match with experimental data. This is in contrast to the case of iodide and means that a larger LJ repulsion at low distances is needed. However, when fluoride pairs with potassium, as seen in Fig. 2(b) , even values λ ε 1 do not give results closer to the experimental data since the activity derivative shows a maximum as a function of λ ε . We will explain this finding further below. For the moment, we use the unmodified mixing rule (λ ε = 1) for the ε +− LJ cation-anion interaction parameter but modify the mixing rule for the LJ diameter σ +− according to σ +− = λ σ (σ ++ + σ −− )/2. With this approach, we focus on KF, shown in Fig. 4 . We use for this again the F5 force field and also an additional force field for F, with a small LJ interaction energy, for comparison. We denote this additional parameter set, with values ε iO = 0.041 kJ/mol and σ iO = 0.38 nm, as F4 (according to our previous study 48 ). Values λ σ < 1 lead to ion clustering and activity derivatives close to zero. However, for increasing λ σ , the simulated activity derivatives keep increasing, and cross the experimental line around λ σ = 1.5. K11F4 and K11F5 force fields show similar behavior. As a comparison, we show again the data for K11F5 for fixed λ σ = 1 as a function of λ ε . It is clearly seen that the scaling factor λ σ for the cation-anion LJ diameter σ +− term is a much more efficient optimization parameter than the scaling factor λ ε for the ε +− LJ energy. The reason for this is most probably that fluoride is the smallest anion and solvates water very strongly, which becomes problematic when ion-pairing with the relatively large cation K is considered. In this case, the use of the λ σ scaling factor is necessary. This is in contrast to the other salts studied here, for which a scaling in the cation-anion interaction term ε +− was sufficient.
The optimal λ ε scaling prefactors in the cation-anion interaction as obtained by the comparison of the MD data to the experimental counterparts (see Fig. 2 ) are summarized in Table II . These values are obtained from the activity derivative data shown in Figs. 2 and 4 and correspond to the interpolated crossing points of the MD data with the respective experimental values, denoted by horizontal lines in the figure. The symbols in the parentheses denote the specific force fields used for cases where more than one force field was studied, e.g., NaI, for which both I1 and I4 force fields were considered. As is Table II , for the Cl − and Br − salts studied in this work, λ ε 1 is a value that correctly reflects the cationanion interaction. This value corresponds to the unmodified Lorentz-Berthelot mixing rule and verifies our previously optimized force fields for these monovalent ions. 48 The situation is different for the F − and I − salts, which often have been proven difficult to deal with. 29, 48, 57 In the case of F − , values of λ ε greater than 1 lead to a better match of the experimental data, but for KF changing λ ε alone is not sufficient and in addition we had to scale the cation-anion σ +− parameter.
An explanation of this finding is given in Fig. 5 , where we show radial distribution functions for K11F5 for different λ ε and λ σ factors. For the unmodified case λ ε = 1 and λ σ = 1, shown at the top, the direct-ion pairing state and the solventseparated pairing state are both populated. The activity coefficient derivate for the force field is too low when compared to experiments (see Figs. 2(b) and 4) , meaning that the RDF should be smaller. By increasing λ ε alone, as shown to the left, the direct-ion pairing state is depopulated due to the increasingly repulsive component of the LJ interaction, but the LJ depth at a distance corresponding to the solvent-separated pair increases and thus enhances the RDF in this distance range (the LJ potentials and the total cation-anion interaction energy including the Coulombic term are also shown in the figures). The two effects of the repulsive and the attractive LJ components more or less cancel, and therefore there is no clear net effect on the KB integrals and thus on the activity derivative. The situation is qualitatively different for increasing values of λ σ , shown in the right panels of Fig. 5 . Here, an increasing LJ diameter shifts the RDF to larger radii, for which the Coulombic attraction between anion and cation is smaller, and thus leads to an overall decrease of the RDF and thereby to an increase of the activity coefficient a cc . In essence, changing the mixing rule for the LJ diameter constitutes an efficient and robust route to successful ion force field optimization.
The ionic force fields in Table I were obtained with unmodified mixing rules through a comparison of MD-derived osmotic coefficients with experimental values 48 and served as a starting point for our present investigation, where we have used the activity derivative as a probe to optimize the cation-anion combination rules. In order to check whether additional observables that were not considered in the optimization match experimental results, we calculate the excess coordination numbers N cc , N cw obtained directly from the Kirkwood-Buff integrals. For the optimized values of λ ε given in Table II Inspection of the data shows that the overall agreement is quite good and for some cases (NaBr, NaI) even better than the Kirwood-Buff derived force field (KBFF) parameters of Ref. 23 . However, there are also some cases, in particular N cw for NaCl, NaF, and CsCl, for which the error is larger. Note, that we have optimized the activity derivative a cc , which probes the difference ρ c (G cc − G cw ) = N cc − (ρ c /ρ w )N cw with respect to experimental data. In essence, if a cc and N cc both match experiments, then N cw also must agree. The problem of course lies in the prefactor (ρ c /ρ w ) which is very small and makes the comparison of N cw unreliable. In order to understand the discrepancies for N cw shown in the Table III ). One clearly sees that there are only statistically insignificant deviations in a cc between the two experimental data sets and the MD simulations on the other hand. Because of the above-mentioned statistical error in the values of N cw , one should therefore at the present stage mostly consider the results for N cc , for which the agreement between experiments and simulations is satisfactory.
IV. SUMMARY AND CONCLUSIONS
We have used molecular dynamics simulations to optimize ionic force-field parameters in conjunction with the SPC/E water model. Seven different ions and a total of eight ion-pairs were investigated. Our study was based on previously determined ionic LJ force fields for which the experimental free energy of solvation is reproduced. We have introduced scaling factors for the cation-anion LJ interaction that quantify deviations from the standard mixing rules, determined the RDFs for each ion pair as a function of the cationanion scaling factor and calculated the KB integrals. Using the well-known link between KBIs and the activity derivatives, we could directly compare simulations to experimental data. We have verified that with modified cation-anion mixing rules, ionic force fields that reproduce solution activities with invariant ion-water interaction parameters can be constructed.
The resultant behavior can be most conveniently classified with respect to the anions. For the bromide and chloride solutions modeled here, λ ε = 1 is the best choice for maximizing the agreement of the MD activity derivatives with the experimental ones. This leads back to the unmodified mixing rules and our previously optimized ionic force fields. 48 On the other hand, for the iodide and fluoride solutions, corresponding to the largest and smallest anion considered in this work, a rescaling of the mixing rules was necessary. For iodide, the unmodified mixing rule produced KB integrals that show not enough attraction between iodide and the respective cation, leading to a too large activity coefficient derivative. This finding might reflect attractive charge-induced dipole interaction between the ions, in line with the large excess polarizability of the large halides. [68] [69] [70] In any case, this problem can be easily remedied by reducing the scaling factor of the cation-anion LJ energy, λ ε . For the smallest anion, F − , the situation is different and the simulations show too large attraction between fluoride and cations, possibly reflecting the fact that fluoride has a small excess polarizability. [68] [69] [70] For NaF the experimental activity coefficient derivative could be matched by choosing a scaling factor λ ε of the order of 1.5. For KF, on the other hand, this procedure did not work since the KB integral saturates with increasing λ ε , which is explained by enhanced LJ attraction of the solvent-separated ion pair. In order to resolve this, we modified the cation-anion LJ diameter σ +− by a scaling prefactor λ σ . The optimal value of λ σ for KF was found to be of the order of 1.5. Although not considered by us in this work, similar behavior is also expected for the smallest cation, Li + , 23 which could be easily counteracted by increasing the effective LJ diameter of the ion pair through the λ σ prefactor in order to be able to correctly reproduce the thermodynamic properties of the solution.
Our ionic force field optimization approach based on modifying the cation-anion mixing rules is robust and can be efficiently transferred to other salt solutions as well. Our aim in this study was not to span an exhaustive set of anions and cations or salt concentrations, but rather to propose a general pathway to optimize ionic force fields simultaneously based on infinite-dilution singe-ion properties (here taken as solvation free energies) and finite-concentration ion-pair properties (here taken to be activity derivatives as determined by KB integrals). Transferability to different ion pairs is not really an issue in our current treatment, since the LJ parameters for each ion pair should be adjusted separately if the corresponding KB integral indicates departures from the experimental values. Such departures are particularly expected for ion pairs with large size mismatches. Another issue is the applicability of the optimization proposed here in reproducing other properties, for example properties in the crystalline state such as lattice energies and lattice constants or dynamic properties such as ion-pair association times. In this paper, we have confined ourselves to thermodynamic properties and based our optimization on the solution activity but also showed that excess coordination numbers as well as osmotic coefficients 48 are also reproduced quite well. This means that the force fields derived here should work whenever thermodynamic pair properties in solution are considered. There is no reason why the crystalline state should be equally well described, so if in an application the correct equilibrium between an ionic solution and a salt crystal is important, a different optimization strategy should be employed.
It is, finally, known that classical pairwise ionic force fields have fundamental drawbacks compared to accurate quantum mechanical ones. Often one needs to use more complicated interaction potentials or polarizable interaction potentials. However, we in this paper have shown that some of the effects of ionic polarizability, presumably at the heart of the deviations from the standard mixing rules seen for iodide and fluoride, can be included by modification of the ion-pair mixing rules. We reiterate that there is no reason why the heuristic law of matching water affinities, which is related to the simple fact that small ions have a tightly bound water hydration shell, while hydration water around large ions can be easily displaced, should not be reproduced -at least qualitatively -by the standard mixing rules in simulations with explicit water. The deviations from the standard mixing rules, which is the main focus of the present communication, are fine details and do not contradict the basic law of matching water affinities. The best graphical representation is obtained when the cation Pauling radii are increased by 0.04 nm. This becomes clear when looking at the activity derivative a cc as a function of the radius difference r + − r − , where r + and r − denote the cation and anion Pauling radii, respectively. The data for a cc roughly show a minimum around r + − r − = −0.04 nm, as shown in Fig. 6(a) . Although the KB integrals, as an integral over the RDF, form a very robust and discriminating measure of cation-anion correlations, they are insensitive to fine details of the detailed ion-distribution. This was exemplified by the various RDFs shown as insets in the three panels in Fig. 2 , showing that changes in the KB integral can be brought about by different mechanisms, e.g., a global decrease of the RDF (comparing NaF and NaI in Fig. 2(a) ), an exchange of the predominance of the direct and solventseparated ion pairing (comparing KF and KCl in Fig. 2(b) ), or a change in the direct ion-pairing peak without changing the population of the solvent-separated peak (comparing CsCl and CsI in Fig. 2(c) ); other more complicated mechanisms are also conceivable. Note that there seems to be a slight asymmetry between cations and anions, because when plotting a cc for different cations and fixed anions as in Fig. 6(b) , where we only changed the color coding when compared to Fig. 6(a) , a minimum in a cc is less prominent and in fact only visible for fluoride, the smallest anion. Finally, in Fig. 6(c) we show the activity coefficient itself, which for fixed monovalent cations shows also a slight minimum as a function of r + − r − . In this graph we also include data for divalent cations, which do not show a minimum in the available radius difference range and therefore seem to require a modification from the law of matching water affinities (when formulated in the context of activities).
