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Summary
In this thesis, we theoretically investigate the importance of renormalization effects for the stabi-
lization, manipulation, and readout of few-level quantum-dot (QD) systems embedded in nanoscale
transport setups. When connected to an electronic circuit, the measured transport features (e.g.,
the conductance) are determined to a large extent by the QD dynamics. Renormalization effects
may play a key role in this regard as they can lift quasi degeneracies in two- or multi-level QD
systems in a tunable and therefore utilizable way. In this sense, virtual fluctuations have real
implications for both nanospintronic and qubit readout setups that go beyond a mere level shift
that can be absorbed by a redefinition of the system parameters. To go beyond previous works, we
apply and extend the real-time diagrammatic approach in order to account for next-to-leading order
processes in the tunneling rate in conjunction with quantum coherences of the density operator.
We first study a spin-degenerate single level QD tunnel-coupled to two ferromagnetic leads.
Renormalization effects manifest here as the well-known, interaction-driven, electrically tunable
dipolar exchange field . This exchange field induces a spin precession that leads to a spin resonance
in the stationary-state current in the Coulomb blockade regime, which has been overlooked so far.
The resonance appears when the leads’ magnetizations deviate only slightly from the antiparallel
configuration. The resonance is determined by a vectorial condition in contrast to usual resonances
relying on an energy splitting. A standard gate-pulsing scheme can be applied to detect under-
damped spin-precession cycles from time-averaged current measurements, which may be exploited
for all-electrical single-spin operation useful for quantum-information processing. Moreover, this
new type of resonance may appear in a broad class of coherent, quasi-degenerate two- or multi-
level systems not tied to a spintronics context.
We next study a QD system providing a high-spin state (S>1), where additional, qualitatively
new renormalization effects appear. High-spin systems may exhibit a spin-anisotropy barrier that
prevents the spin from a reversal, which is advantageous, e.g., for memory applications. While
such a barrier is usually internally generated by spin-orbit interaction, we show that a proximal
ferromagnet may induce such a barrier externally. The spin-dependent tunneling generates a
related quadrupolar field acting on the spin-quadrupole moment of the QD. It has the hallmarks
of a spintronic exchange field, i.e., it increases with tunnel coupling as well as with spin polar-
ization and it is electrically controlled. We explore its competition with the dipolar exchange
field (depending on applied voltages) and the Kondo effect (depending on tunnel coupling and
spin polarization), which results in a detailed prediction for a “smoking-gun” experiment that
demonstrates the quadrupolar field by inelastic tunneling spectroscopy.
From a physical point of view, the exchange fields originate from spin-dipole and spin-
quadrupole currents . To develop a comprehensive picture of spin-quadrupole transport, we revisit
the transport of spin degrees of freedom across a much simpler noncollinear spin-valve device.
The physical picture of spin-quadrupole storage and transport is found to be distinctly different
from that of charge and spin because spin-quadrupole moment is a two-electron quantity. Its
independence of charge and spin is demonstrated for a purely thermally biased spin valve, in
which a pure spin-quadrupole current persists to flow even though charge and spin current vanish.
How to measure such an effect remains an open question.
Transferring these insights from spintronics to quantum-measurement setups, we identify a new,
coherent backaction on a charge qubit when read out by a proximal sensor QD. For this purpose,
we study the ensemble-averaged state of the SQD-qubit system. The coherent backaction manifests
as torque terms in the kinetic equations with significant impact on the stationary conductance.
We further formulate a new sum rule reflecting the conservation of the qubit state by tunneling
processes in the sensor QD. The sum rule is violated for kinetic equations in the commonly used
Born-Markov approximation but is obeyed by our kinetic equations.
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Zusammenfassung
In der vorliegenden Dissertation untersuchen wir die Bedeutung von Renormierungseffekten für
die Stabilisation, Manipulation und die Messung von quantenkohärenten Quantunpunkt (QP)-Sys-
temen mit wenigen Niveaus, welche in nanoskopische Transportstrukturen eingebettet sind. Wenn
ein QP an einen elektrischen Schaltkreis koppelt, dann sind die Eigenschaften der Transportgrößen
(z. B. der Leitfähigkeit) maßgeblich durch die Dynamik des QPs bestimmt. Renormierungseffekten
kommt hier eine Schlüsselrolle zu, da sie Entartungen von Zwei- oder Mehrniveausystemen in
kontrollierbarer und daher nutzbringender Weise aufzuheben vermögen. In diesem Sinne haben
virtuelle Fluktuationen reale Implikationen für nanospintronische Systeme und Qubit-Messap-
parate, welche über eine bloße Niveauverschiebung hinausgehen, die in einer Redefinition der
Systemparameter absorbiert werden kann. Um über frühere Arbeiten hinauszugehen, verwenden
und erweitern wir die Echtzeitdiagrammatik, um Prozesse nächsthöherer Ordnung in der Tun-
nelkopplung zusammen mit Kohärenzen der Dichtematrix zu berücksichtigen.
Wir befassen uns zunächst mit einem QP mit nur einem spin-entarteten Niveau, das an ferro-
magnetische Elektroden koppelt. Renormierungseffekte manifestieren sich hier in Form des bekann-
ten, elektrisch kontrollierbaren Dipol-Austauschfeldes, das durch Wechselwirkungseffekte erzeugt
wird. Das Austauschfeld ruft eine Spinpräzession hervor, die zu einer bislang übersehenen Spin-
resonanz des stationären Stromes im Coulomb-Blockade-Bereich führt. Die Resonanz tritt auf,
wenn die Magnetisierungen der Elektroden nur ein wenig von der antiparallelen Konfiguration
abweichen. Die Resonanzposition wird durch eine vektorielle Gleichung bestimmt, was mit üblichen
Resonanzbedingungen kontrastiert, die auf einer Energieaufspaltung beruhen. Durch Einsatz einer
üblichen Gate-Spannungspuls-Sequenz kann die unterdämpfte Spinpräzession durch den zeitgemit-
telten Strom detektiert werden, was für elektrisch kontrollierte Einzelspin-Operationen verwendet
werden kann, die für die Quanteninformationsverarbeitung von Nutzen sind. Darüber hinaus kann
dieser neuartige Resonanztyp in einer großen Klasse von kohärenten, (quasi)entarteten Zwei- oder
Mehrniveausystem auftreten, welche keinen Hintergrund in der Spintronik haben müssen.
Wir untersuchen anschließend einen QP mit großem Spin (S > 1), wo zusätzliche, qualitativ
neue Renormierungseffekte auftreten. Systeme mit großem Spin können eine Spinanisotropie-Bar-
riere ausweisen, die ein Umklappen des Spins verhindert, was z. B. für Speicheranwendungen
vorteilhaft ist. Während solche Barrieren überlicherweise intrinsisch durch die Spin-Bahn-Kopp-
lung hervorgerufen werden, zeigen wir hier, dass ein Ferromagnet in unmittelbarer Nähe des QPs
eine solche Barriere auch extern induzieren kann. Das spinabhängige Tunneln ruft ein Quadrupol-
Austauschfeld hervor, das auf das Spin-Quadrupolmoment des QPs wirkt. Das Feld hat die Eigen-
schaften eines spintronischen Austauschfeldes, das mit Tunnelkopplung und Polarisation zunimmt
und elektrisch steuerbar ist. Wir untersuchen das Wechselspiel mit Dipol-Austauschfeld (abhängig
von den angelegten Spannungen) und Kondoeffekt (abhängig von Tunnelkopplung und Polari-
sation). Wir machen detaillierte Vorhersagen für den eindeutigen experimentellen Nachweis des
Quadrupol-Austauschfelds mittels inelastischer Tunnelspektroskopie.
Die Austauschfelder rühren physikalisch gesehen von Spin-Dipol- und Spin-Quadrupolströmen
her. Um ein vollständiges Bild für den Spin-Quadrupoltransport zu entwickeln, wenden wir uns
wieder dem Transport von Spinfreiheitsgraden in einem einfachen, nicht kollinearen Spinventil zu.
Das physikalische Bild für die Speicherung und den Transport des Spin-Quadrupolmoments ist klar
verschieden von dem für Ladung und Spin, da das Spin-Quadrupolmoment eine Zweielektronen-
größe ist. Die Unabhängigkeit des Spin-Quadrupolmoments von Ladung und Spin wird an Hand
eines Spinventils im rein thermischen Ungleichgewicht demonstriert, wo ein Spin-Quadrupolstrom
fließt, obwohl Ladungs- und Spinstrom verschwinden. Wie ein solcher Effekt gemessen werden
kann, bleibt eine offene Frage.
Wir übertragen unsere Erkenntnisse aus dem Bereich der Spintronik auf Quantenmessungen
und identifizieren dabei eine neue, kohärente Rückwirkung auf ein Ladungsqubit, das durch einen
Sensorquantenpunkt (SQP) ausgelesen wird. Wir untersuchen dazu das Ensemblemittel des SQP-
Qubitzustands. Die kohärente Rückwirkung manifestiert sich in Form von Drehmomentausdrücken
in den kinetischen Gleichungen, welche signifikante Auswirkungen auf den stationären Leitwert
haben. Wir formulieren außerdem eine neue Summenregel, welche die Erhaltung des Qubitzustands
bei Tunnelprozessen im SQP widerspiegelt. Die Summenregel wird von kinetischen Gleichungen
in üblicher Born-Markov-Approximation verletzt, aber von unseren Gleichungen respektiert.
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Chapter 1
Introduction
In this thesis, we theoretically investigate the importance of renormalization effects for quantum-
coherent few-level systems embedded in nanoscale transport setups. When a small island hosting
only a few or even single electrons – a quantum dot (QD) – is connected to an electronic circuit,
the measured transport features (e.g., the conductance) are determined decisively by the QD
dynamics. Strong nonequilibrium conditions, interaction-driven many-body physics, and the Pauli-
exclusion principle result in abundant novel effects with the potential for designing nanoelectronic
devices exhibiting surprising functionalities. In this short introductory chapter, we give a bird’s
eye view of the main ideas and results of this thesis. In the following chapter, we review in detail
the relevant background and recent developments, both experimentally and theoretically. There,
we also provide references to the literature.
Renormalization effects may play a key role for nanoscale transport setups as they can lift quasi-
degeneracies in two- or multi-level quantum systems when these are connected to an environment
breaking internal symmetries. The renormalization-induced dynamics therefore intervenes with the
internal coherent evolution of a quantum system. This may be viewed either as a disturbance – like
decoherence introduced by environmental noise – or as a desirable, utilizable feature. The under-
lying level shifts have often been discarded with the argument that they could be just absorbed by
a redefinition of the system parameters. Only over the past decade, theoretical and experimental
works on nanospintronic and molecular devices exposed the importance of renormalization effects:
They are flexibly tunable through external parameters (tunnel couplings Γ, bias and gate voltages).
In this thesis, we show for three varied examples that renormalization effects can actually
strongly modify the dynamics of nanoscale setups and illustrate their usefulness for introducing new
functionalities. This may concern very different aspects such as the stabilization and manipulation
of spins as well as the readout of a qubit. The first example is a new type of spin resonance in the
conductance of an excitationless QD tunnel-coupled to two ferromagnetic leads, i.e., a spintronic
setup. Next, if the QD has a high-spin state (S > 1), we predict an electrically controllable
spintronic spin-anisotropy barrier preventing the QD spin from being reversed unwantedly, which
brings us to nanomagnetism. Transferring these insights from spintronics and nanomagnetism
to quantum measurement setups, we identify a new, coherent backaction on a spin or charge
qubit when read out by a sensor QD. The coherent backaction relies on the response of the
sensor QD renormalization to the state of the qubit. For all these situations, we employ a real-
time diagrammatic approach to derive generalized master equations and effective Hamiltonians
describing the QD dynamics. It is crucial to go beyond previous works by including next-to-leading
order processes in the tunneling rate Γ in conjunction with a full account for quantum coherences.
This poses a central technical challenge addressed in this thesis.
We now take a brief tour along the three above-mentioned examples and their respective fields.
Conventional spintronics – the storage and processing of information based on the electron’s spin
– has long matured into technological applications. Above all, one has to mention the Nobel-prize
winning spin-valve effect applied in hard-disc read heads, magnetic sensors, and MRAM devices:
If two ferromagnetic metals are contacted, the current through this spin-valve device is quenched
off when their magnetizations are switched from the parallel to the antiparallel configuration.
Since the discovery of the spin-valve effect, the frontiers of spintronics have been pushed to the
nanoscale: Spintronic QD devices have been manufactured by applying advanced semiconductor
lithography, by embedding carbon nanotubes in electric circuits, by trapping organic molecules
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in nanogaps, or by contacting single magnetic adatoms and dopand atoms. In such QD devices,
known for their unique Coulomb-blockade physics, electron spins can accumulate, which leads
to measurable modifications of the conventional spin-valve effect. Moreover, since accumulated
electron spins dwell for a longer time on the QD, the impact of renormalization effects becomes
pronounced: They manifest as an interaction-driven, electrically tunable effective magnetic field
(the dipolar exchange field). This fields leads to a spin precession and therefore has the potential
to lift the spin-valve effect.
In Chap. 5, we demonstrate the importance of this exchange-field-induced spin precession in
the Coulomb blockade regime where the spin decoherence is largely suppressed as compared to the
single-electron tunneling regime. Even for the simple setup studied there, crucial physical effects
have been overlooked so far: A new type of spin resonance emerges in the stationary-state current
when the magnetizations deviate only slightly from the (highly idealized) antiparallel configuration.
The spin-valve effect becomes in this situation extremely sensitive to the angle between the mag-
netizations. The resonance appears when an unusual vectorial condition is satisfied – counter to a
matching of scalar energy scales in case of usual resonances in physics. The predicted anomalous
feature is surprisingly sharp because the exchange field direction depends strongly on the applied
voltages. The resonance proves to be useful in various regards: It senses generic asymmetries of the
junction, the noncollinearity angle, and the anisotropy of the spin decoherence. This can be utilized
to establish an alternative route to characterize QD spin-valve devices. Moreover, a standard gate-
pulsing scheme can be applied to probe underdamped spin precession cycles from time-averaged
current measurements. This provides new possibilities for quantum-information processing: Due
to the added flexibility of tuning the precession axis, all-electrical single-spin operations become
possible. Finally, the new resonance concept is not tied to the spintronic example studied in this
thesis and may appear in a broad class of coherent, quasi-degenerate two- or multi-level systems.
In Chap. 6, we explain that qualitatively new renormalization effects appear for QD spin
valves providing high-spin states (S>1). These are of interest in nanomagnetism and for magnetic
information storage as they may exhibit superparamagnetic blocking. Superparamagnetic blocking
means that the spin is preferably aligned along an easy axis without preferring a specific direction
along this axis. The underlying magnetic anisotropy barrier, which can appear only for a spin
S> 1, prevents an undesired spin reversal. The barrier is usually internally generated by spin-orbit
interaction and can nowadays be probed by nanoelectronic transport: Important examples are
magnetic adatoms on surfaces contacted in scanning tunneling microscope setups, as well as single-
molecule magnets embedded into electromigrated nanogaps. In this thesis, we predict that in a
much broader class of high-spin QD systems, superparamagnetic blocking may arise without spin-
orbit interaction. By attaching ferromagnets, spin-dependent tunneling generates a quadrupolar
exchange field, which acts on the spin-quadrupole moment of the QD. The spin-quadrupole moment
quantifies the quadratic spin anisotropy of the high-spin state and originates from triplet-spin
correlations of electron pairs residing on the QD. Generating this anisotropy from scratch is a
challenging task as this requires a next-to-leading order (Γ2) two-electron process that senses the
broken spin symmetry of the spin-anisotropic ferromagnets. By contrast, a renormalization of
the intrinsic spin anisotropy already emerges from single-electron O(Γ) processes and has been
predicted and observed recently.
The quadrupolar exchange field has the hallmarks of a spintronic exchange field, i.e., it increases
with the tunnel coupling as well as with the spin polarization and is electrically controlled. Both
its magnitude and orientation can be tuned by a gate, providing even the possibility to switch
between different types of anisotropies (easy axis / easy plane). We further explore the competition
of the quadrupolar field with the dipolar exchange field (also depending on the applied gate
voltage) and the Kondo effect (depending similarly on the tunnel coupling but oppositely on the
spin polarization). We make detailed predictions for a “smoking-gun” experiment by identifying a
parameter regime in which the renormalization-induced spin-anisotropy barrier can be uniquely
probed by inelastic tunneling spectroscopy. A potential application is a new on-demand bistability:
While prior proposals and experiments demonstrated how to write single-electron spin information
electrically by exploiting the dipolar exchange field, our proposal moreover allows to protect the
QD spin against noise utilizing the quadrupolar exchange field.
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The above competition of the two types of spintronic exchange fields originates from a compe-
tition between spin-dipole and spin-quadrupole currents . Remarkably, these spintronic currents
do not only generate accumulation of spin multipoles, i.e., dissipative transport by moving parti-
cles; they also describe how these accumulations are affected through renormalization effects, i.e.,
coherent transport by virtual fluctuations (e.g., spin-dependent scattering and spin torques). To
develop a comprehensive picture of spin-anisotropy transport, we revisit in Chap. 4 the transport
of spin degrees of freedom across a noncollinear spin-valve device. We ignore thereby the com-
plications introduced in the above setups by the presence of a QD. The physical picture of spin-
quadrupole storage and transport is worked out in detail and found to be distinctly different from
that of charge and spin transport. The reason is that the spin-quadrupole moment is a two-electron
quantity. It therefore describes both local and nonlocal spin-spin correlations in a spintronic device.
Besides the well-known charge and spin currents, we show that a nonzero spin-quadrupole current
flows between the ferromagnets. Strikingly, for a thermally biased spin valve, the charge and spin
current may vanish, while a finite pure exchange spin-quadrupole current remains. The latter is
a fundamental consequence of Pauli’s principle and illustrates that the spin-quadrupole moment
has to be treated really as an independent spin degree of freedom. Spin-quadrupole moment thus
deserves serious consideration in spintronic transport theories.
Armed with these insights from spintronic transport, we explore in Chap. 7 the importance of
renormalization effects for another research field, namely solid-state qubit measurements. Qubits
can be realized using QDs, e.g., as charge or spin qubits. Sensitive techniques for their readout
have typically been based on measuring the conductance through a proximal quantum-point con-
tact. Recently, quantum dots have also been utilized for the readout processes by coupling qubits
capacitively to sensor quantum dot (SQD). Studying the backaction of such a SQD on a charge
qubit, we identify a new type of backaction. This coherent backaction stems from the response of
the renormalization of the joint detector-qubit state. We derive kinetic equations for the ensemble-
averaged state of the SQD-qubit system. In this way we keep track of the coupled dynamics of
two charge-state occupation probabilities of the SQD and two qubit isospins (Bloch vectors) – one
for each SQD charge state. The coherent backaction manifests as torques on the qubit isospins
similar to the spin torque generated by the spintronic exchange field in noncollinear QD spin-valve
structures. An important conclusion is that the effect of a SQD on a qubit cannot be discussed
solely in terms of decoherence effects; the qualitatively different renormalization effects play a
crucial role. Another important insight is that a consistent description of the detection necessitates
the inclusion of next-to-leading order terms in the electron tunneling rates, especially at the point
of maximal sensitivity of the detector. We further provide a rigorous sum rule that constrains any
description of the qubit-isospin dynamics and should be obeyed by approximate theories. We show
that the sum rule is satisfied by our kinetic equations but is violated when the common secular /
rotating-wave approximation is applied. Furthermore, our study of the stationary current through
the SQD – a typical measurement for testing a detector – already reveals various effects of the
isospin torques on the qubit. Although we focus on a charge-qubit model, our findings are generic
for qubit readout schemes that are based on spin-to-charge conversion using a QD detector. Our
kinetic equations thus provide a new, consistent starting point for further studies of the time
evolution of charge-based qubit readout in quantum-information processing.
All the above results crucially rely on the application of the real-time diagrammatic technique
using a Liouville-space formalism. We extend this approach in two ways: (i) We introduce covariant
(coordinate-free) diagrams, which are needed to deal with degeneracies in QDs in an efficient way.
(ii) We moreover show how to apply real-time diagrammatics consistently in a weak-measurement
setup.
The extension (i) becomes necessary because the analytic calculations are cumbersome when
degeneracies are involved - the generic situation in noncollinear QD spin-valve setups. In this case,
the dynamics of occupation probabilities and that of coherences get mixed and an analytically
intractable number of diagrams has to be evaluated. To reduce their number, we take advantage
of the spin degeneracy and apply a coordinate-free – covariant – diagram technique. With this
technique, one can set up generalized master equations and compute effective Hamiltonians directly
without relying on particular matrix representations. This thesis provides several extensions of this
technique: We first show how to calculate the average of multi-particle observables, in particular
the spin-quadrupole current in a noninteracting spin-valve. Second, we derive symmetry transfor-
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mation properties of the effective Liouvillian of a single-level Anderson dot coupled to noncollinear
ferromagnets. Simple transformation rules are provided for all conjugation operations, charge and
spin rotations as well as time reversal. These rules are reflected by diagram symmetries in the
covariant technique. The power of these rules is demonstrated here by a nonperturbative proof
of the vanishing of the dipolar exchange field at the particle-hole symmetry point for collinear
polarizations. Third, we outline how to use the covariant technique to derive the quadrupolar
exchange field. These predictions are backed up by numerical renormalization group calculations
(by M. Misiorny). In addition, these calculation allow us to study the nontrivial competition of
the quadrupolar field with the Kondo effect induced by the tunneling.
The extension (ii) has arisen from the important observation that when applying real-time
diagrammatics to nanoscale weak-measurement setups the detector cannot be integrated out in a
single step. The reason is that the detection uses the quartic Coulomb interaction: The resulting
quantum correlations between the qubit and a nanoscale detector are vital for a correct assessment
of the measurement backaction as our results for a concrete model clearly demonstrate. Thus,
one has to include a part of the quantum detector into the generalized master equation describing
the qubit evolution during the measurement process. The analytical treatment can be simplified
a lot in the weak-measurement limit by a lowest-order expansion in the measurement interaction
between detector and qubit. By contrast, higher-order terms in the tunnel coupling to the elec-
trodes must be kept to sustain the positivity of the reduced density operator. Common procedures
that enforce its positivity, such as the secular approximation, are shown to be inapplicable in the
weak-measurement situation. This raises many new questions concerning standard approaches to
explore the measurement backaction and efficiency. Our study therefore indicates the importance
of a quantum-field theoretical approach to quantum information.
In conclusion, whenever the quantum coherence in a nanoscale device is sufficiently preserved,
interaction-driven renormalization physics can unfold its power: As discussed in this thesis, renor-
malization effects appear in different guises – as an effective spintronic magnetic field, as a spin-
anisotropy barrier à la molecular magnetism or as isospin torques in qubit measurements. The
related varied research fields are brought together here by using the same theoretical framework and
we hope that this will stimulate further cross-talk between these fields. For example, re-thinking
a weak measurement from a ’spintronic’ perspective leads to the question how the correlations are
built up between a system and its detector during the measurement process. Perhaps this can be
understood as a transport of isospin correlations accumulated and renormalized in a measurement
circuit.
16 Introduction
Chapter 2
At the crossroads of quantum-dot spin-
tronics, nanomagnetism, and quantum
information
In his talk There is plenty of room at the bottom in 1959 [1], Feynman pointed out that incredible
information storage densities could be achieved if it were possible to move and resolve small clusters
of atoms. Inspired by the multifarious activities even of the tiniest cells, he envisioned big chances
if it were possible to enter the world of the small. Actually, Feynman’s immediate impact on the
development of that field was quite limited. It took roughly a quarter of a century after Feynman’s
talk until the ticket for a voyage to the world of the smallest things was redeemed: Milestones along
that direction were the visualization of single atoms by scanning tunneling microscopes (STMs)
[2] in 1981 and the synthesis of fullerenes [3] in 1985 [4].
This manipulation and application of matter on the scale of 1-100 nm is summarized by the term
nanotechnology , which was first mentioned by Norio Taniguchi in 1974 [5]. Later, it was emphat-
ically propagated by K. E. Drexler especially by his 1990 book Engines of Creation: The Coming
Era of Nanotechnology [6], which is as controversial as it could be: Drexler conceives molecular-
sized robots that uncontrollably replicate themselves and ultimately consume the entire matter
of the universe, collapsing it into what he calls the “grey goo”. Since then, nanotechnology has
become a word on everybody’s lips. As for any upcoming technology, nanotechnology offers many
prospects but also drawbacks that spark an ongoing debate [7]. Besides information technology and
biotechnology, nanotechnology is suspected to be one of the economic engines of the 21st century.
One reason is certainly the widespread impact it promises: For instance, nanoparticles could be used
for medical or optical applications. Moreover, nanostructured surfaces [8], known from the Lotus
effect, may have designed functionalities for material science applications. In this thesis, we mostly
focus on nanoelectronic circuits opening new avenues for energy conversion (e.g., solar cells, light
emitting diodes), classical and quantum computing, and information storage. The fabrication of
such nanoscale structures pursues two routes [9]: Either patterning techniques are used to structure
larger materials on nanoscale dimensions (top-down approach), or small atomic-scale components
are self-assembled to form nanoscale structures of larger complexity (bottom-up approach).
What is probably most fascinating for physicists about nanoscopic devices is that they are
not just a rescaled version of the world of our perception, i.e., the classical, macroscopic world.
In a way, the nanoscopic world starts where our common sense goes astray – and where quantum
mechanics holds sway in its purest form. Quantum-mechanical effects at the heart of this thesis are
the electron’s spin, the discreteness of energy levels by nanoscale confinement, coherences between
quantum states, virtual fluctuations involving classically forbidden configurations leading to renor-
malization effects, spin-spin exchange correlations due to the Pauli principle, and many more.
The enlarged capability of quantum physics as compared to classical physics offers opportunities
to suggest nanoscale devices with new and sometimes unforeseeable functionalities. Examples of
this are discussed in this thesis, which focuses on transport through nanoscale devices: In Chap. 6,
we predict that transport may turn a nonmagnetic nanoscopic system into a bistable magnet by
coupling it to a stable ferromagnet. This quantum-mechanical proximity effect establishes a new
link between nanospintronics and nanomagnetism. We further show in Chap. 5 that an “ordinary”
spin-degenerate orbital level may exhibit a new type of spin resonance. The resonance emerges
when a vectorial condition is satisfied. In addition, we explain in Chap. 4 how Pauli’s principle
enforces transport of information without transport of charge and spin.
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Figure 2.1. “Roadmap” of this thesis: interconnecting different fields. This review introduces the
ﬁelds of quantum-dot physics, spintronics, quantum information and nanomagnetism. In four Chapters of
this thesis, we connect topics from these ﬁelds in various ways as sketched.
Another topic explored in this thesis concerns the interface from the quantum to the classical
world and how we are able to perceive purely quantum mechanical effects at all, namely by the
process of quantum measurements . The interconnects between quantum and classical physics are a
delicate affair that has been under debate ever since quantum mechanics was proposed [10]. Quite
different from our classical expectation, we know that measuring a quantum system fundamentally
needs to perturb it. The observer is not just an unnoticed lurker in the corner, but rather the
big brother – the macroscopic world – watching over its smaller brother – the nanoscale system.
Moreover, the measurement process is a quantum-mechanical process and must be, at least in
principle, treated as such. The renewed interest in the quantum-measurement process derives
from the theoretical and experimental progress that has shaped the quite young field of quantum
information [11]. To make any use of information, becoming aware of it is an indispensable step.
Nowadays it is possible to determine the state of a single quantum-mechanical two-level system (a
qubit) from just one measurement. This aim of this thesis is to investigate of the role of quantum
coherences and renormalization effects for the readout process – precisely those ingredients essential
to the new spintronic effects studied here. We find a new, coherent backaction of a sensor quantum
dot on a capacitively coupled charge qubit. The coherent backaction is driven by a response of
renormalization effects in the detector. This sheds new light on the field of quantum-information
processing transferring ideas and concepts from quantum-dot spintronics.
This Chapter is dedicated to the scenery in which the action of this thesis takes place. Without
claiming to be exhaustive, we introduce the general reader into those specific aspects of quantum-
dot spintronics, nanomagnetism, and quantum information that are relevant for this thesis. For the
expert reader, we emphasize that all chapters are self-contained with their own, brief introductions.
However, as we position this work in its scientific frame here, we explain how our results link the
different fields addressed in new ways. This may also be of interest for the expert reader. This is
all summarized in Fig. 2.1, which may act as a visual guide to this Chapter as well as the thesis
as a whole. The review is structured as follows:
• Sec. 2.1. We start with an introduction to conventional spintronic effects and particularly
discuss the tunnel and giant magnetoresistance effect as well as spin-torque effects.
• Sec. 2.2.We proceed with an overview of quantum-dot physics , which is crucial to all parts
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of this thesis. We lay emphasis on higher-order tunneling effects, of which cotunneling and
the Kondo effect are well-known examples. We further introduce the Anderson model, of
which we study four modifications in different Chapters of this thesis. Based on this, Fig.
2.2 provides another, more technical visual guide to the thesis.
• Sec. 2.3. Embedding QDs into spintronic circuits [see Fig. 2.2(c)] leads to many new effects,
among which we focus in this review on the dipolar exchange field , a renormalization effect
that is responsible for the spin resonance discussed in Chap. 5.
• Sec. 2.4. In the context of nanoscale readout setups, we introduce to the field of quantum
measurements . We give a brief overview of the orthodox theory of projective measure-
ments and the pointer-state formalism before we discuss weak and continuous measurements
studied for a concrete detection setup in Chap. 7.
• Sec. 2.5. We approach the topic of quantum information in this thesis from a rather
practical side by focusing on concrete QD qubit setups, i.e., charge and spin qubits. Here,
we outline the implementation of single-qubit operations in spin-qubit systems.
• Sec. 2.6. We next discuss readout schemes for charge and spin qubits – a direction of
active research at the interface of quantum-information processing and QD spintronics. This
provides further background for Chap. 7, in which we study the coherent backaction of a
sensor quantum dot on a charge qubit [see Fig. 2.2(e)].
• Sec. 2.7. The last field introduced in this review concerns the magnetism of nanoparticles,
single-molecule magnets and magnetic adatoms on surfaces. Central to their magnetic bista-
bility is the concept of spin anisotropy , traditionally quantified by a field coupling to their
spin-quadrupole moment. Embedding such quantum magnets into nanoelectronic circuits
can be used to probe their properties – a route to verify our predictions for the artificial
quantum magnet we predict in Chap. 6 for the setup depicted in Fig. 2.2(d).
• Sec. 2.8. In that Section, we summarize recent theoretical insights into the transport of
spin anisotropy, leading to a second way of characterizing this quantity, namely by the
nonequilibrium average of the spin-quadrupole moment. This leaves open many fundamental
questions answered in Chap. 4 by studying a simple spin-valve setup sketched in Fig. 2.2(b).
• Sec. 2.9. Finally, we formulate the central guiding questions that have motivated the work
of this thesis and we outline its structure.
Figure 2.2. Single level Anderson model and its variants studied in this thesis. (a) Single-
level Anderson model with a quantum dot (QD) coupled to nonmagnetic leads (NM). Current is driven
through the QD by applying a bias voltage Vb to source and drain and the QD level is tunable by a gate
with applied voltage Vg. (b) A tunnel junction separating two noncollinearly polarized ferromagnets (FM)
without embedded QD as introduced in Sec. 2.1 and studied in Chap. 4. (c) Single-level low-spin (S6 1/2)
QD with noncollinearly spin-polarized ferromagnetic leads introduced in Sec. 2.3 and studied in Chap.
5. (d) Modiﬁcation of (c) with an additional impurity spin that is coupled via ferromagnetic Heisenberg
exchange to the QD spin realizing a high-spin state S = 1, introduced in Sec. 2.8 and studied in Chap. 6.
(e) Functionalization of (a) as a sensor QD capacitively coupled to an electron in a double QD forming a
charge or spin qubit as introduced in Sec. 2.4 and studied in Chap. 7.
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2.1 Conventional spintronics: spin-dependent transport
Why spintronics? Spintronics studies the transport, manipulation, and detection of the spin
degree of freedom of electrons in solid-state systems [12], combining thereby the physics of elec-
tronic transport and spin. Spintronics holds out promise of improvements for present computers
[13, 14, 15]: A central drawback of many conventional, charge-based memory cells is their volatility,
that is, they need to be continuously refreshed to sustain their storage properties. In opposition
to that, nano- and quantum magnets possess an intrinsic bistability, which is responsible for their
hysteretic, nonvolatile memory properties (see Sec. 2.7 and Chap. 6). Thus, spintronic devices
promise lower power consumption, lower current densities and therefore higher integration densi-
ties, combined with fast, electronic switching.
Vibrant research activities also concentrate on exploiting the electron spin as a quantum system
for building future quantum computers [16]. Understanding this physics is also seen as a necessity
since further downscaling microelectronic circuits will ultimately involve single-electron phenomena
[17]. Spin systems show much longer decoherence times as compared to charge-based systems
and are therefore better suited to see quantum-mechanical effects. The deep reason for this can
be understood from symmetry arguments: In the absence of magnetic fields, i.e., for time-reversal
symmetric systems, all energy eigenstates are at least two-fold Kramers-degenerate [18]. This
degeneracy cannot be lifted by time-reversal symmetric perturbations (e.g., electric fields) and
therefore dephasing of coherences (cf. Sec. 3.3.2) between these Kramers pairs is forbidden. If
spin-orbit coupling is small, these two Kramers pairs are close to the spin eigenstates. In addition,
the spin relaxation due to spin-phonon interaction is strongly suppressed, which is known as the
van Vleck cancellation [19].
Spintronic setups. Since the early experiments on spin-dependent transport, many devices
have been investigated whose functionalities crucially depend on the interplay of the charge
and spin degrees of freedom of electrons. A crosstalk between both degrees of freedom emerges
from either magnetic field gradients acting on the magnetic moment of the electron spin, or the
and relativistic spin-orbit interaction (see App. E.1), or exchange interactions as a fundamental
consequence of the Pauli principle [18]. Spintronic setups can be loosely subdivided into three
classes according to the different physical key effects exploited, which imposes different device
Figure 2.3. Conventional spintronic devices. (a)-(c), following Ref. [20]: Illustration of three types of
switchable spintronic devices. The upper and lower panel show their two modes of operation. (a) In aMott
device, the transport depends on the orientation of the electron spin relative to the magnetization in the
device. Spintronic applications such as the tunneling magnetoresistance eﬀect require at least two ferromag-
nets (FM). (b) In a Dirac device, the transport depends on the orientation of the electron spin relative to
the crystal axis or the current direction due to spin-orbit coupling (SOC). Such devices typically manage
with a single ferromagnet and a nonmagnetic metal (NM). Examples are the anisotropic magnetoresistance
eﬀect, topological insulators, the spin Hall eﬀect and graphene devices [20]. (c) Shockley devices draw
their potential from the interplay of electrons and holes. Examples are spin pn junctions, useful for optical
applications. None of the three shown types rely on any force on the magnetic moment. (d) Sketch of the
band structure of a nonmagnetic metal and a ferromagnetic metal following a Stoner model [21], see also
Sec. 4.3.1. (e) Sketch of the energy-dependent transport across a tunnel junction: Electrons in the source
and drain occupy energies up the electrochemical potential µs and µd, respectively. Charge transport is
possible only for electrons in the bias window, i.e., with energy ω ∈ [µd, µs].
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morphologies [20], as sketched and explained in Fig. 2.3(a)-(c). All effects studied in this thesis
exclusively depend on the exchange interaction and belong to the category of Mott devices . Mott
devices are the oldest devices, going back to Mott’s pioneering work [22] heading to spintronics.
Magnetic tunneling. Pioneering experiments in the 1960’s that demonstrated the impor-
tance of exchange interactions for the charge transport concerned the magnetic tunneling through
NM/FM/NM ferrometallic (FM) Eu chalcogenides layers sandwiched between two normal metals
(NM) [23]. The current in the ferromagnetic layer is predominantly carried by hopping of s-
electrons between magnetic impurities [24]. The hopping s-electrons form states of different total
spin with the f -electrons of the magnetic ions. These total spin states are split by the exchange
energy K of the s- and f -electrons. As the spin of the hopping s-electrons is conserved in the
tunneling process, an energy barrier has to be overcome if total spin states formed with neighboring
impurities are different. At high temperatures T > K, this barrier can be easily overcome, and
the conductance is large. However, when lowering the temperature T below K, the conductivity
decreases as thermally activated transport is suppressed.
A larger conductance is restored when the spins of the magnetic impurities are aligned – either
by an external magnetic field [23] or by lowering the temperature such that the ferromagnetic phase
transition for the magnetic impurities takes place [25]. In this case, one type of spin preferably
tunnels through the insulating layer, which results in a spin filtering . This spin-filtering effect
has been observed later [26, 27], leading to a spin polarization of the tunneling current up to 55%
(80%) in the absence (presence) of an external magnetic field. Thus, exchange interactions of
tunneling electrons with impurities can have a strong influence on charge transport. Spin exchange
interactions play an important role in this thesis as they can force tunneling electrons and impurity
spins into high-spin states. Another example where exchange interactions are crucial is the Kondo
effect (see Sec. 2.2), which results in a screening of a spin by an electron bath. The interplay of both
these effects is also important to Chap. 6 of this thesis, giving rise, for example, to an enhanced
spin-filtering effect at zero average spin.
Spin-valve effect and tunneling magnetoresistance. Roughly one decade after the impact
of magnetic tunneling has been observed in a NM/FM/NM setup, studies of FM/NM/FM layered
structures lead to the discovery the tunnel magnetoresistance (TMR) effect [28]: The conductance
through a Fe/Ge/Co structure was found to decrease when the magnetizations of the two ferro-
magnets are switched from a parallel orientation to an antiparallel configuration by applying an
external magnetic field.
The simple explanation provided in Refs. [28, 29] employs a two-current model introduced by
Mott [22], see Fig. 2.3(a): The basic idea is that charge current is made up of two independent
currents associated with spin-↑ and spin-↓ electrons, respectively. The electrode is a source for
both types of charge carriers. In opposition to a nonmagnetic material, both sources are unequally
large in a ferromagnet, which becomes manifest in its magnetization.
The origin of this disparity of spin-↑ and spin-↓ electrons is the exchange interaction that
leads to a Stoner shift of the energy-dependent band structures for both types of spin [30]. This
is illustrated in Fig. 2.3(d) and explained in detail in Sec. 4.2.3. In this mean-field picture, this
leads to a different density of states (DOS), νσ(ω), for spin-↑ (σ= ↑) and spin-↓ (σ= ↓) electrons.
As sketched in Fig. 2.3(e), electrons flow from the source to the drain electrode when applying a
bias voltage Vb, provided their energy ω lies within the bias bias window, i.e., if µd< ω < µs (we
neglect thermal smearing for simplicity). If the spin is not flipped during the tunneling process,
electrons are allowed to tunnel only from spin-↑ (spin-↓) states in the source to spin-↑ (spin-↓)
states in the drain. Thus, the current Iσ of electrons with spin σ is proportional to the density of
states νσ
sνσ
d both in the source and the drain [see also Sec. 4.6.1]. For simplicity, we approximate
the DOS νσ
r(ω) ≈ νσr(µr) =: νσr by its value at the Fermi energy, which is valid at least for small
voltages. Introducing the spin polarization of the DOS for ferromagnet r= s, d by
nr 8
ν↑r− ν↓r
ν↑r+ ν↓r
, (2.1)
the spin-dependent DOS can be rewritten as νσ
r= ν¯ r(1+ σnr) where ν¯ r= (ν↑r+ ν↓r)/2 is the spin-
averaged DOS.
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The total charge current for parallel magnetizations of the two ferromagnets (both pointing up
here) is then given by the sum of a large contribution of the spin-↑ electrons I↑P∝ (1+ns)(1+nd)
and a small contribution of the spin-↓ electrons I↓P ∝ (1 − ns)(1 − nd). By contrast, if the drain
magnetization is switched antiparallel to the source magnetization, the tunneling of spin-↑ electrons
is largely suppressed due to the decrease of the available spin-↑ states in the drain as compared
to the parallel configuration. Thus, I↑AP ∝ (1 + ns)(1 − nd). This cannot by compensated by the
increase of the current by the enhanced tunneling of spin-↓ electrons, leading to I↓AP∝ (1−ns)(1+
nd): The total charge current I=I↑+I↓ decreases from IP∝1+nsnd to IAP= I↑+ I↓∝1−nsnd. In
the linear-response regime (i.e., for small voltages) this leads to a relative change in the resistances
RP/AP as compared to the parallel case by [28]
TMR : =
RAP−RP
RAP
=
IP− IAP
IP
=
2nsnd
1+nsnd
, (2.2)
which defines the tunnel magnetoresistance (TMR)2.1. The above magnetoresistance formula has
been generalized [31] to the case when the polarizations are at an arbitrary angle θ, leading to a
harmonic angular dependence,
TMR(θ) =
R(θ)−RP
R(θ)
=
2nsnd
1+nsnd
· 1− cos (θ)
2
, (2.3)
which has been confirmed experimentally [32].
The TMR values originally reported were rather low [28] with 14% at a temperature of 4.2
K of liquid Helium. The need for such low temperatures prevented the TMR effect from being
commercially exploited at first. The advent of TMR came when its observation at room temper-
ature was reported [33, 34]. Nowadays TMR values – larger than 200% at room temperature [35,
36] – outperform magnetoresistance values based on the giant magnetoresistance (GMR) effect
(see below), which reach only 100% at room temperature [17]. This is why present nonvolatile
memory cells and read head of hard disks are based on the TMR effect. The TMR effect forms the
background against which the more advanced spin-valve devices studied in Chaps. 5 and 6 should
be compared.
Giant magnetoresistance effect (GMR). For completeness and due to its importance
for applications, we next briefly discuss giant magnetoresistance effect . It arises in structures of
alternating layers of magnetic and nonmagnetic metals. The GMR effect was first described for
devices with the current directed parallel to the interfaces [37, 38] (current in plane, CIP), while
later devices with the current flowing perpendicular to the interfaces (current perpendicular to
plane, CPP) were designed [39]. The elemental unit of a GMR device is a spin valve comprising
two ferromagnetic layers, separated by a nonmagnetic spacer [40] as sketched in Fig. 2.3(a). If the
spacer has an appropriate thickness, the ferromagnetic layers couple antiferromagnetically due to
the RKKY interaction [41]. Upon applying an external magnetic field Bext, the magnetizations
are forced to align in parallel, and a change in the resistance R(Bext) – a reduction in many cases
– can be observed. A widely used figure of merit is the GMR ratio δ= [R(Bext)−R(0)]/R(0).
In contrast to the TMR effect, which rather depends on the spin polarization of the DOS, the
spin-dependent scattering within the structure plays the key role to understand the GMR [42, 43]:
If the spin of an electron is antiparallel to the magnetization direction, its scattering rate is larger
than if its spin is parallel. This results in a larger total resistance for electrons in the antiparallel
configuration as compared to the parallel configuration of the spin valve. The physics behind the
spin-dependent scattering mechanism can differ: The intrinsic GMR is based on a spin-dependent
potential landscape [44], which gives rise to a spin-dependent scattering at the F/N interfaces
[45]. By contrast, the GMR in transition metals such as Co, Fe, Ni is of extrinsic origin. Here, the
2.1. Note that we use the pessimistic deﬁnition of the magnetoresistance here by dividing the change in the
resistance by the larger antiparallel resistance. The optimistic deﬁnition of magnetoresistance uses the smaller
resistance for the parallel case in the denominator of Eq. (2.2). This may lead to confusion about the numbers.
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conduction band s-electrons suffer from spin-dependent scattering at tightly bound magnetic 3d
impurity states. Furthermore, the GMR ratio depends critically on the ratio of the spin-diffusion
length, limited by spin-orbit coupling [46], and the layer thicknesses [43]. The angular dependence
of the GMR ratio can follow a cos (θ) dependence similar to that for the TMR [cf. Eq. (2.3)], but
unconventional deviations of this behavior have also been reported [47, 40] and supported by theory
[48, 49]. Thus, although the basic idea behind the GMR effect is simple, its details turn out to be
quite complicated, which reveals the rich physics involved in this effect.
While the first experiments on GMR required low temperatures of 4.2 K, the GMR was observed
at room temperature shortly thereafter [50]. This paved the way for its commercial use especially
in the early 1990’s, encompassing nonvolatile memories and read heads of hard disks. The GMR
and TMR effect illustrate that the magnetization of a material can inhibit or enhance the charge
transport through a spintronic setup. Likewise, currents can also be utilized to generate or manip-
ulate the magnetization as we explain now.
Transporting spins – spin currents, spin injection, and spin accumulation. In a
simple ferromagnet, there is an excess of one type of spins due to the Stoner splitting as sketched
in Fig. 2.3(d). A ferromagnet therefore possesses an equilibrium magnetization. However, an active
pumping process can also generate a nonequilibrium imbalance between spin-↑ and spin-↓ elec-
trons, known as spin accumulation. The underlying pumping process may be driven by optical
mechanisms [12], using, e.g., circularly polarized light [51], resonance techniques [52], or electric
transport [29, 53]. We focus in this theses on the latter method, which is described next.
Charge currents can change the spin polarization of a sample either through the charge or spin
degree of freedom of the transported electrons. First, moving charges is always accompanied by a
magnetic field acting on the electron spins. A well-known manifestation of this effect is the current-
induced motion of domain walls [54, 55]. Angular momentum is also transported by a spin current
– an imbalance in the transport of spin-↑ and spin-↓ electrons. Such spin currents are caused either
by a spin-dependent transport process or by a spin-dependent reservoir. Examples for the first type
of spin current generation are spin filters based on magnetic tunneling (see paragraph on “Magnetic
tunneling” above), ferromagnetic layers [29, 56], or QDs [57] (see paragraph on “Detecting spin (and
other) excitations” in Sec. 2.2). Other mechanisms exploit spin-dependent scattering processes as in
the case of GMR. An example for a spin source is simply a ferromagnet, the only resource of spin
dependence studied in this thesis. Neither of the effects studied here rely on spin-orbit interaction
or spin-dependent tunneling.
The principle of spin injection can again be understood within the two-current model: Assume
that the transport rate between a magnetic and a nonmagnetic material is different for the two
types of spin. On applying a voltage to an F/N interface, the transport rate for spin-↑ and spin-↓
electrons is different, which leads to net injection of majority spins. As a consequence, a spin accu-
mulation builds up near the interface parallel to the magnetization of the ferromagnet. Reversing
the voltage bias reverses the orientation of the spin accumulation [58], which corresponds to a spin
extraction.
Spin accumulation in normal metals was initially predicted in 1976 [59] and reported first
in the 1980’s for a F/N/F sandwich structure [53, 60]. In the latter experiments, the second
ferromagnet was used as an analyzer to detect the spin accumulation. Spin injection in metals,
however, has the disadvantage of small spin lifetimes. Thus, one resorts to semiconductors, but here
the spin injection is challenging [14], mainly due to the conductivity mismatch of both materials
[61]. Many strategies have been developed to overcome this problem [62], encompassing diluted
magnetic semiconductors [63] or tunnel contacts [64] (see also Sec. 5.2.3). Currently, many efforts
are made to generate pure spin currents [14, 65]. Many recently developed schemes rely on time-
dependent spin pumping. Examples are spin-dependent periodic potential modulations [14] or
rotating magnetizations induced by ferromagnetic resonance [65, 66]. Finally, other routes exploit
the spin Hall effect [67] or thermal gradients [65]. For pure spin currents, one expects pronounced
spintronic effects. Since the spintronic effects studied in Chaps. 5 and 6 require ferromagnets
with rather large polarizations to achieve strongly spin-polarized transport, the above-mentioned
techniques may provide complementary means to evoke these effects.
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Beyond the two-current model: spin vector currents. The two-current model works
well as long as all electron spins are polarized along one axis. This is fulfilled, for example, if the
magnetizations of the connected ferromagnets are collinear. However, for noncollinear magnetic
spin-valve configurations this model breaks down: In contrast to charge, spin is vectorial in nature,
which gives rise to effects that have no analogue for charge currents. This is a key ingredient for
the spin resonance studied in Chap. 5.
For example, two tunnel-coupled, noncollinearly magnetized ferromagnets mutually exert a
torque on the magnetization of the other ferromagnet [31, 68]. The torque derives from a conser-
vative exchange coupling [31] that can be ascribed to charge fluctuations of electrons from one
ferromagnet into the other [68]: While dwelling in the other ferromagnet, the noncollinear Stoner
field leads to a precession of the tunneling electrons. This leads to a spin current even in the
absence of a charge current, i.e., for zero voltage or thermal bias (see paragraph “spin currents” in
Sec. 4.6.1). This illustrates that the magnetization is essentially a vector resource and noncollinear
vector sources present a vector bias . An even more surprising effect pointed out in this thesis is
that transport still persists when this pure spin current is also switched off. In Chap. 4, we show
that spin-spin correlations provide an additional spin degree of freedom that can be transported
as well. We formalize this in Sec. 4.5 by a spin-multipole circuit theory and explain that spin-
spin correlations are partly characterized by their spin anisotropy, a tensorial quantity. Spin-
anisotropy currents are generated by a tensor bias across a tunnel junction. This connects the
fields of nanospintronics and nanomagnetism (see Fig. 2.1).
In addition to the conservative spin exchange coupling, there is a dissipative exchange coupling
for finite voltage bias. It relates to a transfer of spin-angular momentum that gives rise to the
famous spin-transfer torque [69]. Depending on the voltage bias direction, this leads to a stabi-
lization or switching of the magnetization direction. Spin-transfer torques can be hardly observed
for tunnel junctions because a measurable effect requires large currents that strongly heat up the
junction due to its large tunnel resistance. However, the effect was predicted to be sizable for
ferromagnets separated by a nonmagnetic metal [70, 71]. Here, the drain acts as a spin filter that
is transparent (opaque) for the spin component (anti)parallel to its magnetization direction. Spin
conservation requires that the reflected component of the spin current is compensated by a transfer
of spin to the drain as demonstrated by a current-induced switching of magnetizations [72, 73].
The spin-transfer torque is considered for next-generation random access memories [20].
The interesting quantum mechanical aspect of the vector bias imposed by noncollinearly mag-
netizations ferromagnets is that the electrons are in different quantum-mechanical superpositions
of orthogonal spin states. For example, an electron in a spin-↑ state residing one ferromagnet,
|↑〉1 = α|↑〉2 + β |↓〉2, will be a superposition of spin states of the other ferromagnet. Loosely
speaking, this gives rise to interference effects for the transport through spintronic setups, revealed
by strong deviations from the harmonic cos(α) spin-valve effect of Eq. (2.3). However, this requires
the phase coherence to be preserved in a transport situation. After spins have tunneled, however,
they lose their coherence quickly, unless they are sufficiently separated from the environment.
This is one motivation to study nanospintronics, which is our next aim. Here, strong Coulomb
interaction effects and renormalization effects, of prime interest in this thesis, come into play.
We therefore first review the related effects in quantum dots in Sec. 2.2 before we come back to
nanospintronics in Sec. 2.3.
2.2 Quantum dots: confining and transporting single spins
Quantum dots (QDs) are micro- to nanometer-sized regions confining hundreds or even single
electrons. Good introductions to QDs physics are given in Refs. [74, 75, 76, 77, 78, 79, 80]. QDs of
submicron size can be realized, e.g, in metallic grains [81], carbon nanotubes [82] or semiconductors
[74] in diverse device geometries [75]. Confining electrons on even a few nanometers is possible
with molecules [83] or even single atoms [84] embedded in electric circuits. Transport through
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QDs is central to nearly all parts of this thesis, which warrants a general introduction into their
physics here. Although we study QDs with various functionalities (spin valves, quantum magnets,
sensor QDs), the models studied in this thesis are all modifications of the Anderson model that
we introduce below. Many of the effects observed in one of the variants can be found in different
guises in the other (e.g., renormalization effects), which establishes new links between the different
fields (see Fig. 2.1).
Why quantum dots? Confining electrons is of two-fold interest: First, local Coulomb interac-
tion effects play a dominant role as the electrons have no place to avoid each other – the electrons
can essentially not be treated as independent particles any more, i.e., multi-particle correlations
become crucial. Second, the confinement leads to a quantization of the electronic levels, which is
why QDs are called artificial atoms [85]. In contrast to atoms, however, the energy spectrum can
be designed in the fabrication process and it can flexibly controlled by electrical means in-situ. The
level discretization is observed if self-interference effects of the electron wave become important,
which requires rather small QDs with sizes on the order of the Fermi wave length λF , typically a
few nanometers. Both effects lead to a discretization of the energy needed for adding an electron
to the QD.
Coulomb interaction and confinement. A simplified, but successful description of the
electronic configuration of a QD is given by the constant-interaction model , also called Coulomb
blockade model [75, 86, 87]: One first determines the energies εl of the single-particle QD states,
labeled by l, by a quantum-mechanical calculation, including the effect of a potential external
magnetic field Bext. One assumes that these states are subsequently filled with electrons and
treats all effects of the Coulomb interaction classically. Source, drain, and gate electrode are
modeled as capacitors with capacitances Cs, Cd, and Cg, and applied voltages Vs, Vd, and Vg,
respectively. The most favorable charge on the QD is then given by the so-called excess charge
Qx = −eNx = −(CsVs + CdVd + CgVg) (e > 0), which may correspond to a fractional number of
electrons on the QD. The total energy E(N) for N electrons occupying the QD then reads
E(N) =
U
2
(N −Nx)2+
∑
l occ.
εl(B
ext), (2.4)
with the charging energy U = e2/C where C = Cs + Cd + Cg is the total capacitance of the QD.
Typical capacitances of QDs range from 100aF [75] to tens of fF [88], which yield charging energies
on the order of a few meV up to hundreds of meV in submicron-sized QDs. In molecules, the
charging energies can even reach typical atomic energies of several eV (more see also Sec. 6.4.4).
For the ground state, the actual charge Q=−eN on the QD (with integer N) takes the value that
is closest to the excess charge Qx. Thus, the number of electrons can be controlled independently
through the gate voltage Vg (while Vs, Vd are usually adjusted to tune the current).
Assuming symmetric capacitances Cs=Cd and voltages V
s=−V d= Vb/2 for bias voltage Vb,
the electrochemical potential for N electrons on the QD is given by
µ(N) = E(N)−E(N − 1) = (N − 1/2)U −αVg+ εl(N)(Bext), (2.5)
with α= eCg/C and l(N) denoting the orbital occupied by the Nth electron. In the following, we
set α=1 for simplicity, which corresponds to a rescaling of the gate voltage. Equation (2.5) shows
that the electrochemical potential of the QD can be adjusted either through the electrical field
effect of the gate or through the external magnetic field [75].
If a small bias voltage is applied to source and drain, a passage of electrons through the QD
is possible only if the electrochemical potential of the QD and that of the attached reservoirs are
equal. This leads to discrete peaks in the linear conductance dI/dVb|Vb=0 as a function of the gate
voltage Vg [89], the so-called Coulomb oscillations . Disregarding the confinement energy εl(N),
these discrete peaks are equally spaced by the charging energy U . Variations of the spacing can be
observed when ∆εN = εl(N)− εl(N−1) 0, leading, for example, to the typical fourfold periodicity
carbon nanotube QDs [90], see Fig. 2.5(a). Effects of the confinement have been first reported for
metallic grains in Ref. [91] and for artificial QDs in Ref. [92].
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The importance of interaction effects is characterized by the ratio ∆ε/U of the change in the
confinement energy ∆ε and the charging energy U : For low dimensions and for smaller sized QDs,
this ratio tends to be large [87] with values taken for carbon nanotubes up to ∆ε/U ∼ 10 [90]. In
higher dimensions and for larger sized QDs, the ratio tends to be smaller [87]; they usually take
values of ∆ε/U ∼ 1 for vertical QDs and even smaller ones of ∆ε/U ∼ 1/10 for lateral QDs [75]. If
the central region is rather a metallic island with splittings ∆ε≪T , one has a continuous spectrum
described by a density of states ν(ω). Such a setup is called a single electron box if the island is
connected with one electrode and a single electron transistor if the island is connected with two
electrodes. The discrete charging of QDs due to the Coulomb interaction leads to well-characterized
features in transport experiments that we review in the rest of this Section. Yet, interactions may
also cause many other effects; in particular, they are important in the context of renormalization
physics (see Sec. 2.3) that continues to be unraveled and are a main topic of this thesis.
Transport experiments. The discretization of the number of electrons on the QD can be
investigated by optical methods and nanoscale transport; we focus on here on the latter. For this
purpose, one embeds the QD into a tunnel junction, separating it from source and drain electrode
by tunnel barriers, see Fig. 2.4(a). Tunnel barriers and also low temperatures are needed to see
single electron phenomena in transport experiments in order to make sure that the number of
electrons on the QD is sufficiently stable, i.e., the electrons are either localized in the electrodes or
on the QD [74]. This puts a condition on the addition energy, the energy needed to add the Nth
electron to the QD:
∆µ = µ(N)− µ(N − 1) = U +∆εl(N) ≫ max (Γ, T ). (2.6)
This condition can be related to the tunneling resistance RT since the time for charging the QD
is classically given by ∆t ∼ RT C. Thus, according to Heisenberg’s uncertainty principle, energy
fluctuations within this time are limited by ∆E∆t∼ h. If fluctuations with energy ∆µ shall be
sufficiently suppressed, one has to impose the condition ∆µ∆t≫h. This yields for small spacings
∆εl(N) the condition
RT ≫ RK = h/e2, (2.7)
with the resistance quantum RK of a single channel (cf. paragraph on “quantum point contacts”
below in Sec. 2.6).
Anderson model. In this thesis, we focus on the case of large level spacings. In this case,
only a few or even a single orbital level is involved in the transport processes; all other levels are
permanently occupied or empty. This requires ∆ε≫max (T , Vbmax) where Vbmax is the maximal
bias voltage applied. This simplified description of the QD leads to the single-level Anderson model
[93], illustrated in Fig. 2.2(a), with the Hamiltonian,
Htot = H+
∑
r
Hr+HT , (2.8)
consisting of three parts: The first part describes a single, interacting level,
H =
∑
σ
εσ nˆσ+U nˆ↑nˆ↓, (2.9)
where the single orbital energies εσ = −Vg + σBext/2 are spin-dependent due to the Zeeman
splitting by an external magnetic field Bext and U is the Coulomb interaction when two electrons
with opposite spin occupy the level. In Eq. (2.9), nˆσ=dσ
†
dσ is the occupation number operator for
electrons with spin σ= ↑, ↓, and dσ, dσ† are the corresponding field operators. The leads attached
to the QD are modeled by non-interacting reservoirs,
Hr =
∑
kσ
εkσ
r crkσ
†
crkσ, (2.10)
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with field operators crkσ annihilating electrons in mode k with spin σ in lead r= s, d from a quasi-
continuous spectrum with density of states (DOS) νσ
r(ω) =
∑
k
δ(ω − εkσr ). The electrochemical
potential is denoted by µr and the temperature by T r (we use T instead if the temperatures of
both reservoirs are equal, T s=T d=T ). The tunneling is described by a bilinear coupling
HT =
∑
rkσ
tkσ
r dσ
†c rkσ+H.c. . (2.11)
The rate for tunneling of electrons from the leads at energy ω into the QD and vice versa is given
by the spectral function of the leads Γσ
r(ω)= 2π
∑
k
|tkσr |2δ(ω− εkσr ). In spite of its simplicity, the
Anderson model is a very rich model in its pristine form and continues to be studied theoretically
and in relation to experiments. Moreover, it can be extended to study the physics of very different
fields: In this thesis, we investigate four modifications of the Anderson model, illustrated in the
guiding Figure 2.2(b)-(e), which address quite varied but related questions from (nano)spintronics,
nanomagnetism and quantum information.
Sequential electron tunneling (SET) and Coulomb blockade (CB) regime. The spec-
troscopic transport features are conveniently displayed by a stability diagram depicted in Fig. 2.4(b)
and (c). This mode of plotting provides a convenient interface between theoretical predictions and
experimental results and is therefore used throughout the thesis and reviewed here. An overview
of many prominent features is given, e.g, in Refs. [78, 80]. The stability diagram depicts the
differential conductance dI/dVb for the current flowing through the QD as a function of the bias
voltage Vb on the vertical axis and the gate voltage Vg on the horizontal axis. Here and in all
plots, we assume that the voltage bias is applied symmetrically to source and drain, i.e., their
electrochemical potentials are held at µs=+Vb/2 and µ
d=−Vb/2, respectively. Note that negative
voltages reverse the physical role of source and drain electrode. The stability diagram shown in
Fig. 2.4(b) has been computed for zero external magnetic field, Bext= 0, including leading-order
effects in the tunneling rates Γ. We identify two distinct regions in the stability diagram: the
sequential tunneling (SET) regime and Coulomb blockade (CB) regime, which are separated by
the bright SET resonance lines. This structure forms a framework that aids the identification of
more advanced features theoretically and experimentally when, e.g., nontrivial modifications of the
Anderson model are considered. We therefore discuss these two regimes next.
The QD is in the sequential tunneling (SET) regime when at least one of the QD electrochemical
potentials µ(N = 1) = ε or µ(N = 2) = ε+ U is in the bias window (we ignore effects of thermal
smearing here for simplicity). This is fulfilled is either µd < ε < µs as shown in Fig. 2.4(a)(ii) or
µd<ε+U < µs as shown in Fig. 2.4(a)(iv), respectively. In these two cases, a large current flows
through the QD. Let us focus on the first case and assume bias Vb < U : Here, electrons tunnel
one after another – sequentially – first from the source onto the QD and then from the QD into
the drain. Parallel tunneling of two electrons is impossible since the addition energy of a second
electron, ε + U , is out of the bias window. A second transport channel is opened up if µd < ε,
ε+U < µs, which gives rise to the second conductance peak when the bias Vb is further increased.
The second case, µd < ε + U < µs, is similar to the first case with the mere difference that one
electron remains in the QD all the time provided ε < µd. This situation may be equivalently
described as tunneling of holes from the drain to the source instead of the tunneling of electrons
from source to drain. This analogy can be exploited to set up symmetry relations, which are
investigated in Sec. 8.4.
The second type of region is the Coulomb blockade (CB) regime. Here, the addition energies of
the QD lie outside the bias window, i.e., if either µs<ε as shown in Fig. 2.4(a)(i), or ε< µd<µs<
ε+U as shown in Fig. 2.4(a)(iii), or ε+U <µd as shown in Fig. 2.4(a)(v). In these cases sequential
tunneling is not possible: Either the source does not provide electrons with sufficient energy to
occupy the QD or those electrons that can occupy the QD cannot leave into the drain because
there are no unoccupied states at these energies. As a result, the charge transport is blocked2.2.
2.2. Strictly speaking, the phrase Coulomb blockade only applies to case ε< µd< µs<ε+U since here it is the
Coulomb repulsion which forbids sequential transport. In opposition to that, it is rather the discretization of energy
levels that is responsible for the transport blockade the other two cases. We use the phrase here for all three regimes
for simplicity, just meaning the suppression SET transport.
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Figure 2.4. Stability diagram of the single-level Anderson model (2.9). (a) Illustration of transport
in the single-electron tunneling (SET) regime and blocking of transport in the Coulomb blockade (CB)
regime. (b) and (c) Diﬀerential conductance (color), dI/dVb, as a function of gate voltage Vg and bias
voltage Vb for a single-level Anderson model with charging energy U =60T and symmetric tunnel couplings
Γs=Γd= 0.2T to nonmagnetic leads. In (b), the external magnetic ﬁeld is absent and only lowest-order Γ
contributions are accounted for. Indicated are the regions of single-electron tunneling (SET) and Coulomb
blockade (CB) with the respective stable number of electrons n on the QD. The transition between the two
associated current plateaus is revealed by the SET resonances (SET res.). In (c), the external magnetic ﬁeld
is Bext=10T (for T denoting the temperature) and next-to-leading O(Γ2) terms are included additionally.
Due to the lift of the spin degeneracy, the SET resonance splits into a ground-to-ground state resonance
(SET res.) and a ground-to-excited state resonance (SET+ res.). Note that we included an oﬀset of the gate
voltage, i.e., the level position is shifted to εσ=ε+(σ−1)Bext/2. The degeneracy points (the crossing of the
ground-state SET lines) then occur conveniently at (Vg, Vb)= (0,0) and (Vg, Vb)= (U , 0), respectively. Due
to O(Γ2) processes, new features appear due to inelastic cotunneling (ICOT) (see paragraph “cotunneling”
below), cotunneling-assisted single-electron tunneling (COSET), and pair tunneling (PT). (d) Reprinted by
permission fromMacmillan Publishers Ltd: Nature Communications 1 37, copyright (2010). Experimentally
measured stability diagram of a carbon nanotube showing SET resonances due to excited vibronic states.
(e) Illustration of SET transport in the presence of excitations. (f) Illustration of an inelastic cotunneling
(ICOT) spin-ﬂip processes. (g) Illustration of a spin-preserving elastic cotunneling (ECOT) processes. We
note that we omitted the tunnel barriers in the sketches (e)–(g) to save space.
The transition from the SET to the CB regime is indicated by the SET resonances in the
stability diagram, which are determined by a matching of the electrochemical potentials of the QD
to that of the leads, that is, a scalar resonance condition:
En = ε+n ·U = µr. (n=0, 1; r= s, d) (2.12)
The width of the SET resonances is determined by the larger of the temperature T – smearing the
sharpness of the Fermi energies – and the tunnel coupling Γ – limiting the sharpness of the level
(see Sec. 3.1.2).
The above considerations illustrate that the transport features hinge to a large extent on the
dynamics taking place locally on the QD. A suitable description of this dynamics is based on a
master equation, a first-order differential equation for the probabilities pn for n=0, 1, 2 electrons
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occupying the QD:
 p˙0p˙1
p˙2

 =

 −2Γ0
+ +Γ0
− 0
+2Γ0
+ −Γ0−−Γ1+ +2Γ1−
0 +Γ1
+ −2Γ1−



 p
0
p1
p2

. (2.13)
The transition rates between the different charge states can be computed in first order in the
tunneling rate Γ from Fermi’s Golden rule2.3 [94],
Γn
χ =
∑
r
Γr(En) f(χ(En− µr)/T r), (χ=±; n=0, 1) (2.14)
summing over individual contributions from each electrode r incorporating the tunneling rates
Γr(ω) = 2π |tr |2ν¯ r(ω) and the Fermi function f(x) = 1/(ex + 1). As before, we assume here that
both the DOS and the tunneling amplitudes are spin- and energy-independent, c.f. Sec. 5.2.1.
Detecting spin (and other) excitations. The stability diagram is not only a tool to inves-
tigate charging effects in nanostructures, but also reveals level spacings between discrete states on
the island, characteristic for QDs. To illustrate this point, we show in Fig. 2.4(b) the differential
conductance when the external magnetic field Bext is nonzero. We first focus on the replicas of the
SET lines inside the SET regime, indicated by “SET+res.” These additional lines signal the spin
splitting of the QD level. Note that we also include higher-order corrections into the calculations,
which add new features in the CB regime that are discussed below in the paragraph “cotunneling”.
To understand the occurrence of the SET replicas, we follow the white dashed line in Fig. 2.4(b).
We start at point (i) located in the CB regime at zero bias with the energy levels as illustrated in
Fig. 2.4(e)(i). The current through the QD is largely suppressed. When increasing the bias, first the
addition energy for electrons with spin-↓ slides into the bias window, see Fig. 2.4(e)(ii). The QD
acts now acts as a spin filter : Sequential tunneling is possible only for spin-↓ electrons, entailing a
strongly spin-polarized charge current, which is also confirmed by experiments [98, 57]. When the
bias is further increased, the addition energy of spin-↑ electrons also slides into the bias window, see
Fig. 2.4(e)(iii), which increases the current and thus leads to a second conductance peak marked
as “SET+res.” in Fig. 2.4(c). The excitation energy (in the above example the Zeeman energy) can
be read off from the stability diagram as the bias voltage at which the excitation SET resonance
meets the ground state SET resonance.
Furthermore, we see an additional SET excitation line near the right degeneracy point involving
the n=1↔n=2 transition. Notably this line has a slope of opposite sign as compared to the SET
excitation line near the left degeneracy point. The reason is that the same orbital is now occupied
by a second electron with spin-↑. The current thus has opposite spin polarization compared to
the above case, i.e., the spin current can be switched electrically. We note that this qualitative
difference of the two SET excitation lines can be used to determine the spin filling of a multi-
orbital QD [99]. If a second orbital would be occupied by a spin-↓ electron instead, the slope of
the SET excitation line would have the same sign as that at the left degeneracy point. Thus, high-
spin ground states – central to Chap. 6 – can be distinguished from low-spin ground states by
inspecting the stability diagram [100, 75]. An overview of many other experimental methods for
spin spectroscopy is given in Ref. [77].
Cotunneling. A better resolution of excitations can be provided by features in the CB regime
where SET is strongly suppressed. The transport is dominated here by at least O(Γ2) tunneling
processes that involve the coherent transport of two particles. Such processes access virtual inter-
mediate states at classically forbidden energies.
2.3. This assumes that the time between two tunneling events is much longer than the time needed for a
tunneling process. Furthermore, a master equation approach is valid only if coherences can be neglected, which is
– even in lowest order in Γ – not always satisﬁed, see Sec. 2.3. We further note that for a single-electron transistor
with a continuous spectrum, the transition rates do not only involve tunneling of electrons at discrete energies,
but one has to rather integrate over an energy integral for all available initial and ﬁnal states, see Refs. [94, 95].
Frequently, the charge relaxation is so fast for these setups that the island can be considered to be in equilibrium,
i.e., its distribution function follows a Fermi function with an electrochemical potential that has be determined from
the transition rates. In lowest order in the tunneling this is referred as the orthodox theory of Coulomb blockade,
developed in Refs. [96, 97].
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The most prominent example are cotunneling processes [101], which involve the tunneling of
an electron-hole pair as sketched in Fig. 2.4(f) and (g). A qualitative understanding for these
processes can be gained by applying a T -matrix approach up to second order in the tunneling rate
Γ, yielding a cotunneling rate [94, 95],
γi→f = 2π
∣∣∣∣∣
∑
v
〈f |HT |v〉〈v |HT |i〉
Ev−Ei
∣∣∣∣∣
2
δ(Ei−Ef). (2.15)
Here, the delta function indicates the energy conservation of the entire tunneling process and
the sum goes over all virtual intermediate states v. The cotunneling rate depends on the time
scale for the virtual intermediate state to be occupied, which is algebraically suppressed with
d 8 minr (|ε − µr |, |ε + U − µr |), the minimal distance of the addition energies ε and ε +
U to the electrochemical potentials µr. This contrasts with the SET rate that depends on the
Fermi function and therefore scales exponentially with this distance d. Consequently, higher-order
tunneling processes inevitably have to be included into a transport theory for the CB regime and
they turn out to be crucial for all parts of this thesis. This is one of the surprising insights of
Chap. 7, in which we study a QD charge detector weakly measuring a qubit (introduced in Sec.
2.5). Here, the weakness of the measurement does by no means imply that a weak tunnel coupling
expansion is sufficient. Cotunnling effects are particularly important here since the QD charge
detector is operated near the onset of Coulomb blockade.
Features of cotunneling in the stability diagram are shown in Fig. 2.4(c) for the single-level
Anderson model in the presence of an external magnetic field. We first note that the linear conduc-
tance – despite being orders of magnitude smaller than that at resonance – is still nonzero in the CB
regime. This is due to elastic cotunneling processes (ECOT), depicted in Fig. 2.4(g) for which the
tunneling electron does not transfer energy to the QD. Upon applying a bias voltage Vb that exceeds
the threshold Vb = Bext – a scalar resonance condition – inelastic cotunneling (ICOT) processes
become viable. Here, the energy of the tunneling electrons is large enough to flip the QD spin
during the tunneling process, leaving the QD in its excited spin-↑ state as illustrated in Fig. 2.4(f).
This new transport channel emerges as an horizontal line in the differential conductance all across
the CB regime and terminates at the SET excitation lines as Fig. 2.4(c) shows. The splitting of
the ICOT lines for positive and negative bias coincides with twice the excitation energy, here 2Bext.
ICOT experiments serve as a convenient experimental tool to determine the excitation spectrum
of QDs [102] or atoms embedded in a scanning tunneling microscope (STM) setup [103]. One
advantage of this technique is that the ICOT lines do not depend on the gate voltage such as the
SET resonances. This is intuitively clear from Fig. 2.4(f) as it is irrelevant whether the involved
energy levels are shifted up and down simultaneously (except when drifting into the SET regime).
A second advantage is that under certain conditions the width of the related conductance step
can be smaller than the tunnel coupling Γ. As a first condition, the temperature has to satisfy
T ≪Γ; otherwise thermal smearing limits the resolution. The width of the step is then set by the
relaxation rate from the excited into the ground state. If tunneling dominates the relaxation2.4, two
cases are possible [102]: In the first case, when the addition energy for the excited state is above
the Fermi energy of the drain, the QD can relax into its ground state by first-order processes after
it has been populated by inelastic cotunneling. The width of these cotunneling-assisted single-
electron tunneling (COSET) lines [see Fig. 2.4(c)] is limited by the tunneling rate ∼Γd to the drain.
By contrast, in the second case the addition energy of both the ground and excited state is well
below both Fermi energies. Relaxation into the ground state is now possible only by cotunneling
processes and the width is therefore set given by the cotunneling rate ∼Γ2/d≪ Γ. Thus, ICOT
steps can provide a better resolution than SET resonances. We finally note that inelastic tunneling
spectroscopy does, in general, not necessarily require two electrons to be moved in the setup as
described above; it may also appear when a tunneling electron scatters off a magnetic atom [104,
105, 106] or a molecule with vibronic excitations [107, 108].
When scrutinizing the stability diagram Fig. 2.4, one notes more features in the CB regime.
As mentioned above, there are additional lines due to the combination of cotunneling with single-
electron tunneling (COSET) [109, 110, 111]. Moreover, the simultaneous tunneling of pairs of
electrons or holes, so-called pair tunneling (PT) events, can appear that have been studied only
2.4. Other mechanisms, such as phonons and spin-orbit coupling may of course limit the life time.
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theoretically up to now [112, 113, 114]. As these processes are not crucial for this thesis, the reader
is deferred to Refs. [78, 80] for further information.
Kondo effect. Transport signatures due to higher-order tunneling usually require intermediate
or even large tunnel couplings to be visible in experiments. For large tunnel couplings, the transport
can also be dominated by a phenomenon not discussed yet: the Kondo effect [115]. The Kondo
effect was one of the first experimental signatures of non-perturbative renormalization effects in
solid-state physics. It shows up as a surprising minimum of the conductivity of metals containing
magnetic impurities as the temperature T→0 and can be attributed to electron spin-flip scattering
processes (see below). In QDs, such spin-flip processes actually enable the transport of electrons
through a QD in the CB regime [116]. This shows up as an increase of the conductance in the
stability diagram in the CB regime when the temperature is lowered: For a QD with spin-degenerate
orbitals that are successively occupied, a zero-bias conductance peak develops when the QD is
occupied by an odd number of electrons (total spin 1/2) as shown in Fig. 2.5(a). The conductance
reaches a universal limit of two conductance quanta G=2e2/h.
The Kondo effect for tunneling through nanoscale systems has been initially predicted for bound
states in a tunnel barrier [97, 117] and later for QD systems [118, 119]. Experimentally, the Kondo
effect has been observed first in GaAs QDs [120, 121] and nowadays, it is established in a wealth
of situations, such as carbon nanotubes [122, 123], C60 molecules [124], single molecules [125, 126],
and magnetic adatoms in STM setups [127] (see paragraph “Strong coupling regime: Kondo-peak
splitting” in Sec. 2.7). Furthermore, the interplay with various other effects have been investigated
such as ferromagnetism [128] (see paragraph on “Kondo effect and ferromagnetism” in Sec. 2.3)
and superconductivity [129].
As mentioned above, the increased conductance derives from elastic spin-flip scattering
processes as illustrated in Fig. 2.5(c) for a cotunneling processes. Yet, the Kondo effect also
relies on higher-order processes, which altogether screen the local QD spin. The QD spin and
the lead electron spins form a collective many-body singlet state with zero degeneracy. This
is confirmed by studying the entropy shown in Fig. 2.5(b): The entropy drops to zero when
T falls below a certain energy scale, the Kondo temperature TK. This new energy scale appears
in a nonperturbative treatment of the Kondo effect. It is a renormalization effect that can be cap-
tured with poor-man scaling approaches [130, 131] or a renormalization group (RG) methods, based
on numerical approaches [132, 133] (see App. A.2), real-time diagrammatics (see Sec. 3.5) [134],
Figure 2.5. The Kondo effect. (a) Experimentally measured stability diagram of a single-molecule
transistor in the strong-coupling regime. The Kondo eﬀect appears only when the number of additional
electrons on the molecule is odd (n = 1) but not when it is even (n = 2). Reprinted by permission
from Macmillan Publishers Ltd: Nature 417, pp. 725-729, copyright (2012). (b) Entropy S(T ) (black),
susceptibility χimp(T ) (red), Sommerfeld coeﬃcient γimp(T ) = Cimp(T )/T (blue), and Wilson ratio RW
(green) for the single-channel Kondomodel. For the deﬁnition of the latter two quantities see Ref. [133]. The
Kondo temperature TK is deﬁned here by the Wilson relation χimp(0) = 0.413/4TK. The term “impurity”
refers here to the single level coupled to the leads. Reprinted ﬁgure with permission from R. Bulla, T. A.
Costi, and T. Pruschke, Reviews of Modern Physics 80, pp. 395, 2008. Copyright (2008) by the American
Physical Society. (c) Sketch of elastic spin-ﬂip processes, which are relevant for the emergence of the Kondo
eﬀect.
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or functional RG [135]. For an asymmetric single-level Anderson model (U≫ ε,Γ) deep in the CB
regime, the Kondo temperature is given by [131, 97]:
TK ∼ Γ|ε∗|
√
e−pi |ε
∗|/Γ (U≫|ε∗|>Γ), (2.16)
with the scaling-invariant level position ε∗ = ε + Γ/2π ln (2W/Γ), tunnel coupling2.5 Γ =∑
r
2π |tr |2νr, and electrochemical potential of the leads at µs,d = 0. Importantly, the Kondo
temperature is exponentially suppressed with the ratio |ε∗|/Γ and therefore the Kondo effect
may be observed only for very low temperatures and strong coupling Γ. Characteristics are a
logarithmic dependence of the linear conductance as a function of temperature [97] for T > TK
and a universal scaling law for T <˜ TK [125] given by G(T ) = G0/
[
1 +
(
21/s − 1)(T/TK)2]s
with s= 0.22 for ε/Γ≫ 1. The width of the Kondo resonance is on the order of a few TK [125].
The Kondo resonance relies crucially on the degeneracy of the two spin states and is therefore
very sensitive to external magnetic fields Bext: When the spin states are separated by an energy
Bext, spin-flip processes are not elastic any more. This can be seen in experiments as a splitting
of the Kondo peak into two finite-bias peaks [119, 136, 137] at Vb=±Bext, which is considered to
give strong experimental evidence for the presence of the Kondo effect [121, 125]. Upon further
increasing the magnetic field, these peaks evolve into ICOT steps [138]. In the intermediate cou-
pling regime, the inelastic cotunneling steps are still enhanced by Kondo processes, increasing and
sharpening the ICOT steps into peaks. The Kondo effect is not limited to the simple spin-1/2 case
introduced here. It may also appear for high-spin systems (see paragraph “Strong coupling regime:
Kondo-peak splitting” in Sec. 2.7) and therefore provides, in general, a sensitive tool to probe the
spin excitation spectrum of a QD, which we exploit in Chap. 6 to study a renormalization-induced
spin-anisotropy barrier.
2.3 Nanospintronics and dipolar exchange field: impact of
renormalization effects
“Conventional” spintronic setups aim at controlling macroscopic spins or a macroscopic number of
spins and can therefore be understood in many cases in a semiclassical picture. The manipulation
of single spins displaying pronounced quantum mechanical effects can be achieved by integrating
nanoscale devices such as single atoms, molecules [139], or quantum dots [77] into spintronic cir-
cuits. These nanospintronic setups, reviewed in Refs. [140, 17, 141, 95], allow to isolate a few or even
single spins, which are, moreover, better protected against detrimental decoherence effects. Spins
in QDs are thus particularly attractive for building solid-state quantum-information processing (see
Sec. 2.4). In addition to the quantum-coherent phenomena, plenty of new effects in nanospintronic
devices arise from spin-accumulation physics achieving large degrees of polarizations and / or their
interplay with Coulomb charging effects. We particularly focus on the impact of renormalization
effects: Attaching a QD to a ferromagnet induces the dipolar exchange field [142] exerting a spin
torque akin to an external magnetic field, which is at the core of our study in Chap. 5.
Magneto-Coulomb oscillations. The first working nanospintronic devices were ferromag-
netic single-electron transistors consisting of at least one ferromagnetic electrode and a magnetic
island [143, 144], or layered ferromagnetic structures [145], both with negligible confinement energy.
These devices featuremagneto-Coulomb oscillations [143, 140]: An external magnetic field modifies
the Stoner splitting in the ferromagnets and therefore causes a redistribution among the two spin
species. Since the DOS is spin-dependent in the ferromagnets, this leads effectively to a change
in the electrochemical potentials in the ferromagnetic electrode or island, respectively. For fixed
voltages, this can tune the setup from the SET regime into the CB regime and vice versa. A similar
effect has also been observed in a nonmagnetic QD filled with a few number of electrons [146].
Here, a magnetic field has an effect similar to a gate voltage by simply shifting the level positions
[see Eq. (2.9)], resulting also in magneto-Coulomb oscillations.
2.5. Our deﬁnition of Γ is twice that of Refs. [131, 97].
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TMR and charging effects. In the SET regime, an oscillatory dependence of the TMR on
the applied bias voltage has been predicted [147] and confirmed by experiments [148, 149]. The
period of the TMR oscillations coincides with the period of the SET conductance peaks, which is
a clear signature of the importance of Coulomb charging effects. Moreover, the TMR effect can be
enhanced or become negative [150].
A strong enhancement of the TMR effect is also expected in the CB regime [151]. To understand
this roughly, assume the total resistance for the SET current through a symmetric ferromagnetic
single-electron transistor is given by RP/AP
SET where “P” (“AP”) denotes the parallel (antiparallel)
relative orientation ↑↑↑ (↑↓↑) of the structure. It can be shown that the resistance for an elastic
cotunneling current (discussed in paragraph “cotunneling” in Sec. 2.2) is quadratic in the SET
resistance, Rσ
ECOT∝˜(RσSET)2, in lowest order in U/T . This seems plausible because cotunneling
requires tunneling of a pair of particles instead of a single particle. Thus, the TMR in the CB
regime is given by TMRECOT=(RP
ECOT−RAPECOT)/RAPECOT=2TMRSET+(TMRSET)2, i.e., at least
an increase by a factor of 2 as compared to the SET regime. An even stronger enhancement has
been predicted for the strong coupling regime [152]. An advantage of operating in the CB regime
is that currents are smaller, which lowers the power consumption of the device. In particular,
due to the reduced heating, thermally assisted spin-flip processes, which lower the MR contrast,
are suppressed [153]. In this thesis, we identify in Chap. 5 a strongly voltage-dependent, nearly
complete suppression of the TMR if the magnetizations of the ferromagnets deviate only slightly
from the antiparallel configuration. This new effect relies on an interaction-induced spin precession
(see below) and requires a finite spin accumulation that we discuss next.
QD spin valves: the role of spin accumulation. We next turn to QD spin-valve devices,
which we investigate in Chaps. 5 and 6 in two variants sketched in Fig. 2.2(c) and (d). Various
experimental realizations of QD spin valves are discussed in Sec. 5.2.3. We reserve the term QD
spin-valve here for a nonmagnetic QD attached to ferromagnets as opposed to the ferromagnetic
single-electron transistors discussed in the above paragraph2.6. If the spin relaxation in the non-
magnetic QD is slow, the spin injection from the ferromagnets generates a spin accumulation in
the nonmagnetic island [154] (cf. paragraph “Transporting spins – spin currents, spin injection, and
spin accumulation” in Sec. 2.1). Such a spin accumulation has been successfully measured both
for metallic islands [144] and for nonmagnetic QDs [155]. This typically requires that spin-orbit
coupling effects are not too strong that would limit the spin life time [95]. Consequently, a QD
spin valve behaves as a “nonequilibrium” nanomagnet and one may observe, in principle, transport
signatures that are similar to that of ferromagnetic islands. For example, QD spin valves also
exhibit oscillations of the TMR [154, 156, 157], observed both for metallic islands [158] and QDs
[159], regimes of negative TMR [160] as confirmed by experiments [161], and negative differential
conductance features arising from spin-dependent transport [159].
Despite showing similar features, the physics in QD spin valves is more complex than in fer-
romagnetic single-electron transistors. One reason is that the local spin accumulation on the QD
depends critically on all the junction parameters, i.e., the polarization vectors nr of the ferromag-
nets, the tunnel couplings Γr, and asymmetries thereof, as well as the applied voltages. For example,
no spin accumulation is predicted for a QD spin valve in the SET regime for parallel polarizations
and symmetric tunneling rates Γσ
r =Γσ [141]. This is a consequence of the charging energy: Since
only one electron can occupy the QD at each instant of time, the occupation probability pσ for
electrons with spin σ is proportional to the product of the probability ∝Γσ that an electron
with spin σ enters the QD and the dwell time ∝1/Γσ for electrons of this spin type on the QD.
Clearly, the larger probability for majority-spin electrons to enter the QD is compensated by
their shorter dwell time on the QD and we find p↑ = p↓. Yet, a spin accumulation can built up,
for example, by switching the polarizations to the antiparallel configuration. In thus situation,
majority-spin electrons from the source ferromagnet are injected with a large probability while they
also have a large dwell time in the QD as they are of spin-minority type for the drain ferromagnet.
Another driving force for spin accumulation are asymmetric tunnel rates. Despite being the generic
experimental situation, junction asymmetries are investigated rather scarcely in theory. As the
2.6. The use of this terms is not systematic throughout the literature.
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simple example above shows, they can make a qualitative difference. In Chap. 5, we study a spin
resonance in the CB regime whose position strongly depends on the junction asymmetry.
As a result, the fruitful interplay of spin accumulation and charging effects results in an abun-
dance of effects. These are reflected, for example, by various modifications of the TMR ratio [141,
162, 163, 164]. One example is a voltage-sensitive TMR effect in the CB regime for an odd number
of electrons on the QD [141] with a strong suppression of the TMR at zero bias [164]. Here, elastic
spin-flip cotunneling processes reduce the spin accumulation on the QD, which is also causes the
zero-bias anomaly of the conductance [165] that we compare our results with in Chap. 5. This
illustrates that QDs open up an avenue to enhance, extend and tune the operation of spintronic
devices. An aspect that we have not yet touched upon so far is how renormalization effects, central
to this thesis, impinge on the performance of spintronic devices and this will be discussed next.
Renormalization-induced level shifts. We already saw above that coherent processes can
be important for transport through QDs: Cotunneling is a quantum-mechanically coherent tun-
neling process involving energetically forbidden virtual intermediate states (see paragraph “cotun-
neling” in Sec. 2.2). Loosely speaking, according to Heisenberg’s uncertainty principle, a temporary
change in the energy of a particle by an amount ∆E is possible for a very short time interval
∆t ∼ ~/∆E. Such virtual fluctuations do not only promote transfer of electrons but they may
also renormalize the evolution of an electron residing in the QD. By fluctuating into the leads
and back to the QD again, the energy of the electron can be shifted, which has important con-
sequences for nanoscale transport when two or more states are nearly degenerate.
Although we delve into various fields in this thesis (cf. Fig. 2.2), renormalization effects play
a key role for all the setups we investigate. This is not surprising since renormalization-induced
level shifts are known in various contexts. A prominent example in the atomic physics context
is the Lamb shift [166], which leads to a splitting of the S1/2 and P1/2 levels of the hydrogen
atom that is not predicted by the solution of the Dirac equation. It derives predominantly from
the electron mass renormalization, that is, a process in which an electron emits a photon and
reabsorbs it shortly thereafter. The Lamb shift may be enhanced by a cavity and leads there to
a level splitting for superconducting qubits [167]. Other examples from solid-state physics are
splittings of orbitally degenerate states in graphene [168] or the renormalization of the phonon
dispersion by their coupling to electrons [169]. The spintronic example introduced in this Section
is the interaction-induced dipolar exchange field [142], reviewed in Ref. [170]. It is an effective
Zeeman field in QD spin valves [sketched in Fig. 2.2(c)] with two important consequences: First,
it engenders a spin precession and, second, it leads to a spin-dependent level splitting, both with
measurable consequences for charge transport.
Importance of coherences: generalized master equations. Renormalization effects tied
in with a spin precession require a spin accumulation (see paragraph “QD spin valves: the role
of spin accumulation” above) and noncollinear polarizations of the attached ferromagnetic leads.
The latter break the spin symmetry of the QD spin valve setup completely. In this case, a simple
master equations such as Eq. (2.13) fails to describe the dynamics of the QD. In general, master
equation approaches are sufficient only if there exists an orthonormal QD Hilbert space basis {|i〉}
such that only the diagonal elements ρii of the QD density operator ρ, the probabilities pi= ρii,
couple to each other. For noncollinearly polarized ferromagnets such a Hilbert space basis cannot
be found (as we explain in Sec. 3.2). The evolution of the diagonal elements ρii then couples to
that of the off-diagonal elements ρij (i j), the coherences between states |i〉 and |j 〉. This results
in a quantum or generalized master equation. Strictly speaking, it becomes meaningless in this
case to distinguish probabilities and coherences because that definition depends on the choice of
the Hilbert space basis (see also Sec. 3.2). The physically most transparent description resorts
therefore to basis-independent quantities as we illustrate next.
For a single, spin-degenerate orbital level coupled to two ferromagnets, one can characterize
the QD density operator in terms of three scalar quantities, the occupation probabilities of each
charge state, p0, p1, and p2, and one vectorial quantity, the average spin vector S1. Introducing
an arbitrary spin basis |σ= ↑, ↓〉, these quantities are related to the matrix elements of the density
operator by p0= ρ00, p
1= ρ↑↑+ ρ↓↓, p2= ρ22, and Sx1= (ρ↑↓+ ρ↓↑)/2, Sy1= i(ρ↑↓+ ρ↓↑)/2, and
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1 = (ρ↑↑ − ρ↓↓)/2 (see also Sec. 5.2.2). The generalized master equation in lowest order in
the tunneling rate Γ, given in Refs. [171, 172], can be expressed as the following set of coupled
differential equations:

 p˙0p˙1
p˙2

=

 −2Γ0
+ +Γ0
− 0
+2Γ0
+ −Γ0−−Γ1+ +2Γ1−
0 +Γ1
+ −2Γ1−

·

 p
0
p1
p2

+

 +2Γ0
−
−2Γ0−+2Γ1+
−2Γ1+

·S1, (2.17)
and
S˙1=
(
Γ0
+ 1
2
(−Γ0−+Γ1+) −Γ1−
)
·

 p
0
p1
p2

− (Γ1++Γ0−)S1+B×S1. (2.18)
The above representation of the dynamics is advantageous as the kinetic equations are form-
invariant (i.e., covariant) under changing the spin basis. The first block in Eq. (2.17) coincides
with Eq. (2.13) including the rates defined by Eq. (2.14). In addition, the charge dynamics couples
to the spin dynamics according to the second term in Eq. (2.17). This involves the charge-to-spin
conversion vectors ,
Γn
χ =
∑
r
Γr(En)f(χ(En− µr)/T )nr(En)nr, (2.19)
with energy En= ε+n·U . Equation (2.19) incorporates the frequency-dependent spin polarization
nr(ω) = (ν↑r(ω)− ν↓r(ω))/(ν↑r(ω) + ν↓r(ω)) [cf. Eq. (2.1)] with the density of states νσr(ω) for spins
of type σ taking the spin-quantization axis along magnetization of ferromagnet r, defined by the
unit vector nr. For further details see Sec. 5.2.1.
Clearly, as the transverse spin components Sx and Sy contain the coherences, Eq. (2.17)
is an example where the time evolution of probabilities and coherences depend on each other.
Furthermore, the spin dynamics depends on the charge dynamics: Tunneling of electrons leads to
an injection and a subsequent accumulation of spins, the first term in Eq. (2.18). This competes
with an isotropic spin relaxation, the second term in Eq. (2.18), and a spin torque, the third term
in Eq. (2.18). The quantum coherence of nanospintronic systems therefore becomes manifest in
the fact that probabilities and coherences have to be treated on equal footing. This is reflected by
the spin-torque term that we discuss next in detail.
Dipolar exchange field. Notably, the spin-torque term in Eq. (2.18) occurs already in the
absence of an external magnetic field. It instead arises from a spintronic exchange field that acts
on spin-dipole moment S1 of the QD. This field originates from the tunneling of QD electrons and
QD holes into the attached ferromagnets where they occupy an energetically forbidden virtual
intermediate state. The level renormalization introduced by these virtual fluctuations is spin-
dependent simply because the tunneling rates into the ferromagnets are spin dependent. In lowest
order in Γ, there are two contributions to the exchange field (P denotes the principal-value integral):
B = −
∑
r
P
∫
−W
+W dω
π
Γr(ω)nr(ω)nr
[
1− f((ω − µr)/T )
ω − ε +
f((ω− µr)/T )
ω − (ε+U)
]
, (2.20)
The first term in Eq. (2.20), generated by hole processes, competes with the second term in Eq.
(2.20), generated by particle processes. They cancel each other in the absence of interactions
(U = 0), demonstrating the importance of correlation effects induced by interactions [142]. Thus,
interactions have a role in nanoscale transport that goes beyond that of causing Coulomb blockade.
Moreover, the exchange field can be interpreted as a magnetic proximity effect, i.e., the molecular
field generated by the lead electrons and holes at the position of the QD [173, 170]. The spin-torque
effect is the mesoscopic analogue of the conservative exchange coupling of two tunnel-coupled
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ferromagnets [68], see paragraph “Beyond two-current model: Spin vector currents” in Sec. 2.1 and
Sec. 4.6.1.
The expression (2.20) already reveals two important aspects of renormalization: First, one has
to sum over all possible virtual intermediate states and many processes may add up. This can lead
to divergences, whose careful treatment is at the heart of renormalization group theory [174], see
also the paragraph below on “Kondo effect and ferromagnetism”. Second, one accesses all energy
scales up to the half-bandwidth W of the leads2.7, that is, energy scales unrelated to bias voltage,
tunnel couplings, temperature, level splittings etc. The absence of any such energy scale leads to
a new spin resonance in the stability diagram, presented in Chap. 5, which does not reflect any
simple scalar energy matching condition such as SET resonances or ICOT lines.
From a technological point of view, the exchange field is interesting as it comes with flexible
electrical control by the applied gate voltage (tuning ε) and the bias voltage (tuning µr). This is
illustrated in Fig. 2.6(a) when a single ferromagnet at zero electrochemical potential is attached
to a QD: We show there the component B of the exchange field B = Bn along the polarization
vector n of the attached lead (omitting the electrode index here) approximating the tunneling rate
Γ and spin polarization n by a constant. The magnitude is largest at the resonances, ε/U =0 and
ε/U =−1, while it vanishes at ε/U =−1/2. The latter zero follows readily from Eq. (2.20), but it is
in fact an exact result up to all orders in the tunneling rate for collinear polarizations as we derive
in Sec. 8.4.3. The vanishing of the exchange field is a fundamental consequence of the particle-hole
symmetry at ε=−U/2, which our general derivation exploits. This statement, however, depends
on the band structure of the ferromagnet as we explain below in a separate paragraph “Electric
tunability of the exchange field”.
Spin-precession effects in the SET regime. Let us now return to the situation when
two ferromagnets are attached to the QD. Here, the exchange field B =
∑
r
Br is the sum of a
contribution from each ferromagnet,Br, which points along the respective polarization direction nr
[see Eq. (2.20)]. For noncollinear polarizations, the spin accumulation S1 is in general at an angle
with the exchange field B, allowing S1 to be precessed out of the plane spanned by the polarization
ns and nd [171]. The resulting precession angle in the stationary state,
α = −arctan (|B|τS), (2.21)
where τS=1/(Γ1
++Γ0
−) is the spin-relaxation time. Equation (2.21) holds for symmetric polariza-
tion magnitudes ns=nd=n and in the linear-response regime (Vb=0). Note that both τS and |B|
depend are sensitive to the level position ε. This spin precession can significantly reduce the spin-
valve effect as indicated by the linear conductance [142, 171]:
dI /dVb|Vb=0(φ)
dI /dVb|Vb=0(0)
= 1−n2sin2(φ/2)cos2(α). (2.22)
The above ratio is shown in Fig. 2.6(b) as a function of the angle φ between by the magnetizations
for different level positions. If the exchange field is switched off at ε=−U/2, the harmonic angle
dependence typical of spin valves is reproduced [31]. However, at any other level position when
|B(ε)| 0, a clear suppression of the spin-valve effect can be found in the noncollinear configuration
φ 0, π.
Further features of the spin precession can be found in the nonlinear response regime as
indicated by Fig. 2.6(c) and (d). Here, the spin precession even leads to a negative differen-
tial conductance [171, 173]. The effect stems from a tuning of the exchange field magnitude by
the applied bias voltage for fixed level position. If the exchange field contribution from the source
electrode is tuned close to the particle-hole symmetry point at finite bias, i.e., |ε − µs| = |ε +
U − µs|, the source contribution to the exchange field reads Bs=0. If now a spin accumulation
2.7. Equation (2.20) is actually independent of the bandwidthW because the two terms in the bracket partially
compensate each other. However, depending on the approximations involved in the modeling (e.g., inﬁnite U) the
bandwidth dependence can appear.
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Figure 2.6. Exchange-field induced spin-precession effect in QD spin valves. (a) Component B of
the dipolar exchange ﬁeldB=Bn as a function of the level position ε for a single electrode with normalized
polarization vector n for µ= 0, Γ= 0.1T , and U = 10T . (b) Linear conductance Glin(φ) = dI/dVb|Vb=0 as
a function of the angle φ between the polarizations of the ferromagnets for diﬀerent level positions ε as
indicated for U =10kBT and ns=nd=0.9. (c) and (d): Current I as a function of the applied bias voltage
V =Vb for diﬀerent values of symmetric polarizations ns= nd= p for φ=π in (c) and φ= π/2 in (d). The
other parameters are Γs = Γd = Γ/2, ε = 10T , and U = 30T . (b) – (d) Reprinted ﬁgures with permission
from M. Braun, J. König, and J. Martinek, Physical Review B 70 195345, 2004. Copyright (2004) by the
American Physical Society.
builds up antiparallel to the drain polarization, the remaining exchange field B=Bd∝nd cannot
precess the spin accumulation and the spin-valve effect remains intact. However, away from this
bias voltage region, the exchange field has a contribution along ns and therefore perpendicular to
nd so that a spin precession can take place that reduces the spin-valve effect. This gives rise to
broad regions of negative differential conductance [171, 173].
The impact of the spin precession has been studied in many different variations and extensions
of the above simple model. For example, rich physics has also been for described for asymmetric
polarizations, ns  nd [173] or in a thermoelectric context [175]. In the former case, the finite-
bias current even shows a nonmonotonic behavior as function of the angle [173]. If an additional
external magnetic field Bext is applied, one can study the interplay with the exchange field2.8 as
long as Bext <˜Γ. Since external and exchange field can point in perpendicular directions, one may
actually utilize this interplay to perform a Hanle experiment by applying only a single external
magnetic field [177]. We show in Chap. 5 that for certain conditions stated there, one can even
dispense with an external magnetic field completely by exploiting the strong tunability of the
exchange field direction in the Coulomb blockade regime. Finally, one can also find signatures of
the exchange field in the current noise [178, 179, 180, 181, 182] and time-dependent problems have
also been studied, including rotating magnetizations of the leads [183].
Probing the environment. In contrast to the charge and spin injection rates in the gen-
eralized master equations (2.17)–(2.18), which depend only on the spectral functions at discrete
energies, the exchange field is sensitive to the entire band structure of the ferromagnet as one
integrates over all energies in Eq. (2.20). The band structures therefore affects the exchange
field and its voltage dependence as we explain below in the paragraph “Electric tunability of the
exchange field”. The exchange field may also probe environmental excitations as, for instance, the
coupling of the QD spin to magnons [181] and pair fluctuations into an additional superconducting
2.8. For larger external magnetic ﬁeld Bext≫ Γ the spin coherences decouple from the probabilities within a
consistent treatment in lowest-order perturbation theory [176], see also Sec. 3.4.2.
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terminal attached to the QD [184]. A superconducting proximity effect leads to a pairing term
in the QD Hamiltonian, Eq. (2.9), which couples the zero- and two-electron state [185], see also
Sec. 5.2.1. This corresponds to the formation of Andreev bound states, which change the level
positions of the QD and therefore alter the exchange field. As a consequence, the current into the
superconductor probes the exchange field [184].
Generalizations of the dipolar exchange fields. The role of the exchange field has not only
been studied when the environment is modified, but also when the QD has a more complicated
structure. Examples are serial double QDs [186], QDs with multiple orbital levels [187], and even
metallic islands with a continuous spectrum [188]. In the latter case, the spins in each singly
occupied orbital are subject to their individual exchange field corresponding to their level position.
Despite integrating the effect over all energies within the thermal smearing of the Fermi function,
the exchange field still has measurable impact on the conductance. Another modification studied in
Chap. 6 is a single-level QD, which is ferromagnetically Heisenberg-coupled to a spin-1/2 impurity
[180, 189] (see Fig. 2.2(d) and Sec. 2.8). A new insight of this thesis is that in high-spin systems
additional spintronic exchange fields appear that do not couple to the spin-dipole moment but to
higher spin multipoles.
This shows that the concept of an exchange field is more general than the example studied
above. In particular, it applies not only to a physical spin, but in principle to any system that is
described by a coherent two- (or multi-)level system described by an isospin. For example, in super-
conducting nanostructures, proximity-induced coherences between different charge states of the QD
are described by an isospin and affected by a pseudo-magnetic field [190, 191]. Also, coherences
in a double QD system are captured by an isospin, which experiences a renormalization-induced
torque [192, 193]. In Chap. 7, we show that when measuring a charge qubit (see paragraph “charge
qubits” in Sec. 2.5), a new, coherent backaction arises from renormalization effects that manifests
as torque terms occurring in the kinetic equations for the joint system of qubit and detector.
Underdamped spin precession in CB regime. The precession by the dipolar exchange
field can become much more effective in the CB regime when the QD spin is better isolated from
its environment. In the SET regime, the precession angle can achieve maximal values of α∼ π/2
[171] and it is typically even smaller as Fig. 2.6(d) shows. Both charge transport, responsible for
spin relaxation, and quantum fluctuations happen on the same time scale 1/Γ, resulting in a linear
scaling of both the spin-decay rate 1/τs∼Γ and the precession frequency τP∼|B|∼Γ as a function
of the tunnel coupling Γ. A full or even multiple revolutions of the QD spin is not possible within
the time an electron dwells in the QD. However, this changes in the CB regime where the first-
order spin decay decreases exponentially with the distance d=minr (|ε− µr |/T , |ε+U − µr |/T ) of
the levels from the Fermi levels. Thus,O(Γ2) cotunneling processes dominate the transport-induced
spin relaxation, resulting in a spin-decay rate 1/τs∼Γ2/d that is suppressed by a factor Γ/d. By
contrast, the exchange field is still dominated by its O(Γ) contribution enabling now much larger
precession angles [194] and rendering possible even underdamped spin-precession cycles.
Strikingly, the enhancement of the precession depends sensitively on the voltages applied, as
we investigate in Chap. 5. This causes a sharp spin resonance in the stability diagram (see also
Sec. 2.8 below) for small deviations from antiparallel configuration of the magnetizations. We show
that an unusual, but simple vector condition suffices to predict the resonance position. This, once
more, reveals the character of a ferromagnet as a spin vector resource.
Detectable spin splitting in strong-coupling regime. The dipolar exchange field does not
only induce a spin precession for noncollinear polarizations but it can also induce a splitting of the
spin states for collinear polarizations. This effective Zeeman splitting is revealed most clearly by a
Schrieffer-Wolff transformation of the Anderson-QD Hamiltonian (2.9) [170], valid in CB regime,
which yields an effective Hamiltonian Heﬀ=BSˆz
1
[172]. Such an effective Hamiltonian can also be
directly extracted from the kinetic equation (2.18) as we show in Sec. 3.4.4. This spin splitting
leads already to a small (equilibrium) spin accumulation for the intermediate coupling regime
in the CB regime [164, 173] when solving the next-to-leading order generalizations of the kinetic
equations (2.17)–(2.18). However, experimental evidence of the exchange-field induced splitting
has been found in the strong-coupling regime where it splits the Kondo resonance [128, 195, 196,
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197]. This is discussed in detail for the rest of this Section since we present a similar proximity-
induced splitting of the Kondo resonance in Chap. 6 that arises from an exchange field coupling
to the spin-quadrupole moment (see Sec. 2.7).
Kondo effect and ferromagnetism. The interplay of Kondo physics (see paragraph “Kondo
effect” in Sec. 2.2) with ferromagnetism is quite a nontrivial one (see also the review in Ref. [95]
on this topic). The main reason is that a ferromagnet tends to generate or stabilize the spin in
a QD, whereas Kondo spin-flip processes tend to diminish the total spin. It depends both on the
degree of the spin polarizations as well as on the tunneling rates which of the two renormalization
effects wins. This competition – at the heart of our discussion in Chap. 6 – can already be
roughly understood for the situation of a single-level QD without a spin splitting2.9 and coupled
strongly to ferromagnets. Let us consider for this purpose the extreme situation when the two
ferromagnets are half metals (n=1) polarized in parallel. Clearly, in this case spin-flip processes
are simply impossible. When lowering the polarizations, one expects a transition to the situation of
unpolarized leads. For symmetric polarizations ns=nd=n and tunnel rates ts= td= t, the Kondo
temperature can be approximated from a perturbative scaling approach in leading order in the
exchange coupling J0: =|t|2/|ε˜ | and in the limit U→∞ as [198, 95]:
TK(n) = W˜ exp
[
− 1
2ν¯J0
Artanh(n)
n
]
. (2.23)
Here, W˜ ≈|ε˜ | is a renormalized bandwidth with renormalized level position ε˜ following from a poor
man’s scaling approach. In the unpolarized case, n=0, one recovers the above-given scaling (2.16)
of the Kondo temperature2.10 from Eq. (2.23), while the Kondo temperature monotonically drops
to zero when the polarizations approach the half-metallic limit n=1. Thus, at finite polarizations,
the Kondo effect can survive in the presence of ferromagnets as demonstrated experimentally [128].
Exchange-field-induced splitting of the Kondo resonance.We next discuss the situation
when the spin splitting by the exchange field is included. This situation was theoretically inves-
tigated by applying the numerical renormalization group (NRG) technique [199, 200]. NRG can
be used to compute equilibrium properties, such as the linear conductance, and it allows to make
qualitative predictions about nonlinear transport properties [198] (see also App. A.2, in which
we introduce the NRG method). It turns out that the spin splitting induced by the ferromagnets
scales linearly with the tunnel couplings [see Eq. (2.24) below], while the Kondo temperature
depends exponentially on the tunnel coupling [see Eq. (2.23)]. Thus, for appropriately chosen
tunnel couplings, the spin splitting can dominate over the Kondo effect.
This situation is studied in Figs. 2.7(a)-(f) that show the differential conductance from NRG as
a function of the applied bias for various situations. The conductance for nonmagnetic electrodes
is shown in Fig. 2.7(a), which has a clear peak at zero bias signaling the Kondo effect. When an
external magnetic field is applied, the Kondo resonance is split into two finite-bias peaks as in
Fig. 2.7(b) shows. Due to the splitting of the spin-↑ and spin-↓ energy level, spin-flip processes
become inelastic, leading to Kondo-enhanced inelastic cotunneling peaks (see “Kondo effect” in Sec.
2.2). Strikingly, the splitting of the Kondo resonance also appears in the absence of an external
magnetic field when attaching ferromagnetic leads with parallel polarizations instead, see Fig.
2.7(c). These finite-bias peaks are indicative of the exchange-field induced spin splitting, which
have been reported for a C60 molecule [128] and later for a semiconductor InAs QD [195], both
contacted to Ni electrodes. When the polarizations are antiparallel, the exchange field contributions
from both ferromagnets point in opposite directions and therefore tend to cancel each other. This
leads to a reduction of the splitting, which is observed experimentally [128, 195]. For symmetric
junction parameters the exchange field even vanishes as the theory plot in Fig. 2.7(e) illustrates.
Thus, the conductance may even be larger for the antiparallel configuration than that for the
parallel configuration, which results in a large negative TMR ratio [128] near zero bias as shown
2.9. This can always be achieved by applying an external magnetic ﬁeld that compensates the exchange ﬁeld.
2.10. Note that the prefactor W in Eq. (2.23) is diﬀerent from Eq. (2.16) due to the involved approximations.
However, the exponential scaling of the Kondo temperature is the most important feature to compare with.
2.3 Nanospintronics and dipolar exchange field: impact of renormalization effects 39
Figure 2.7. Interplay of dipolar exchange field and Kondo effect. (a)-(f) Diﬀerential conductance
G= dI/dVb for indicated values of the external magnetic ﬁeld B and the spin polarization P of the density
of states (denoted by n in the text) for nonmagnetic electrodes in (a) and (b), for parallely polarized
ferromagnetic electrodes in (c) and (d), and for antiparallely polarized ferromagnetic electrodes in (e) and
(f). (g) The tunnel magnetoresistance, TMR=(GP−GAP)/GAP based on (c) and (e). (h) The conductance
GAP/(1−P 2) for several values of the polarization P as indicated. The parameters in (a)–(h) are T =0.005Γ,
ε=−2Γ, and U→∞. (a)–(h) Reprinted ﬁgure with permission from J. Martinek, Y. Utsumi, H. Imamura,
J. Barnaś, S. Maekawa, J. König, and G. Schön, Physical Review Letters 91 127203, 2003. Copyright (2003)
by the American Physical Society.
(i)–(k) Linear conductance (color) as a function of the level position ε0 and external magnetic ﬁeld. The
band structure is modeled by parabolic bands with DOS νσ(ω)=
(
3 2
√
/16
)
W−3/2 (1+σQ) ω+W + σ∆
√
with spin polarization Q and half the Stoner splitting ∆ (denoted by n and J/2, respectively, in the text).
(l) Spin-dependent occupation probability nσ, total occupation probability n=n↑+n↓ and magnetization
m=n↑−n↓ of the QD as a function of gate voltage ε0=−Vg for zero external magnetic ﬁeld B and Q=0.3.
(m) Conductance G as function of ε0=−Vg. The parameters in (i)-(m) are here U = 0.12W , Γ = UW /3,
∆= 0.15W , T =0, and Q=n as indicated. (i)–(m) Reprinted ﬁgure with permission from J. Martinek, M.
Sindel, L. Borda, J. Barnaś, R. Bulla, J. König, G. Schön, S. Maekawa, and J. von Delft, Physical Review
B 72 121302, 2005. Copyright (2005) by the American Physical Society.
(n) Measured diﬀerential conductance as a function of gate and bias voltage for an external magnetic
ﬁeld Bext = −1 Tesla used to compensate the constant contribution in Eq. (2.24). The dashed lines
indicate the positions of the SET resonances as a guide to the eye. Reprinted by permission fromMacmillan
Publishers Ltd: Nature Physics 4, 373 - 376, copyright (2008).
in Fig. 2.7(g). This illustrates that renormalization physics in QDs can completely alter the
behavior of spintronic devices and are not just a small correction on top.
Finally, to compensate the exchange field, one may alternatively superimpose an external
magnetic field [195], restoring the zero-bias Kondo peak as demonstrated by Fig. 2.7(d) for ferro-
magnetic leads polarized in parallel. By contrast, for antiparallel polarizations an external magnetic
field generates a splitting as Fig. 2.7(f) demonstrates. Hence, the Kondo effect is a sensitive
experimental tool to detect the renormalization of the local QD spin states. In Chap. 6, we suggest
to use this sensitivity to probe the renormalized level spectrum when high-spin states are involved.
Electric tunability of the exchange field. As pointed out above, the exchange field is
electrically tunable by the gate voltage Vg, which adjusts the level position ε=−Vg. This tunability
also depends decisively on the band structure of the ferromagnet [201], which is encoded in the
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spectral function Γr(ω) and the spin polarization nr(ω) in Eq. (2.20). For flat bands and symmetric
junction parameters, ns= nd= n, Γs=Γd=Γ/2, and zero bias Vb=0, the effective magnetic field
Beﬀ acting on the QD spin (H =Beﬀ Sˆz
1) can be approximated in the CB regime by [202]
Beﬀ = B
ext+
nΓ
π
ln
∣∣∣ ε
ε+U
∣∣∣+∆0. (2.24)
The first term just accounts for an external magnetic field Bext. The second contribution emerges
from the spin-asymmetric magnitude of the DOS νσ
r(ω)= ν¯ (1+σn) [see Fig. 5.1 (d)]. It is strongly
gate-voltage dependent because all energies ω contribute in Eq. (2.20) and, in particular, those close
to the Fermi level (ω=0) are accessed. Their contribution depends clearly on the level position in
the denominator in Eq. (2.20). In opposition to that,∆0 is a gate-voltage independent contribution.
It arises, for example, if a flat DOS νσ
r(ω) = ν¯ r(ω − σJ/2) has a spin dependence due to a Stoner
shift J rather than an spin-dependent magnitude [see Fig. 2.3(d)]. This leads to a contribution
to integral (2.20) from energies close to the band edges (ω ≈ W ), i.e., energies for which the
denominator in Eq. (2.20) responds only weakly to a change in the level position ε≪W . Additional
gate voltage-independent contributions to the spin splitting are also generated by different physical
effects not captured by Eq. (2.20). An important example is the spin-dependent interfacial phase
shift [203], also known as spin-mixing conductance [204, 205], or nonlocal interfacial exchange [206,
207].
To illustrate the different gate voltage dependencies, we show the predictions for the linear
conductance as a function of external magnetic field and the level position in Fig. 2.7(i)-(k) for a
parabolic band [201]. Bright colors indicate a restoration of the Kondo effect, which takes place for
external magnetic fields Bext that compensate the exchange field B. Thus, the plots in Fig. 2.7(i)-
(k) map out the gate-voltage dependence of the exchange field. Indeed, this dependence is enhanced
when the spin polarization of the DOS is increased. An analysis of general band structures can be
found in Ref. [202].
The gate voltage dependence of the spin splitting has been investigated experimentally for
FM-QD-FM junctions [196, 197] and also for hybrid devices FM-QD-SC with a superconductor
denoted by SC [208]. The impact of the level tuning apparently depends on the material used for
the ferromagnets. In Ref. [197], PdNi electrodes were used, for which the Stoner splitting effect is
identified to give the dominant contribution to the spin splitting. By contrast, a carbon nanotube
was contacted with Ni electrodes in Ref. [196], revealing a rather strong Vg dependence as shown
Fig. 2.7(n): Here, the zero-bias Kondo conductance peak is clearly restored at the particle-hole
symmetry point ε=−U/2, where the exchange field vanishes according to Eq. (2.24). An external
magnetic field Bext compensates here the constant contribution ∆0.
In conclusion, renormalization effects in nanoscopic transport setups cannot be treated just
as constant level shifts as in atomic physics since the level spectrum and therefore the impact of
quantum fluctuations is tunable by experimental parameters.
2.4 Quantum measurements: (back)action of correlations
The research on spintronics is propelled mainly by its potential applications for logical circuits and
information data storage. Irrespective of their working principle, all these devices eventually involve
some kind of measurement (typically current or conductance measurements). As electronics and
spintronics reach the nanoscale, quantum-mechanical effects will not only change the properties
and behavior of these devices, which we investigated in Secs. 2.2–2.3, but also the readout process,
which is discussed in this Section. Actually many detectors of solid-state quantum systems are
nanoscale transport setups. Examples are quantum point contacts [209, 210, 211] – closely related
to tunnel junctions – and sensor quantum dots [212, 213] (both discussed in Sec. 2.6). A goal of
this thesis is to demonstrate that several insights from nanoscale transport have tangible conse-
quences for the measurement process. In this way, nanospintronics affects quantum-information
processing not only during the manipulation of, e.g., qubits but also when they are read out.
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Particular attention is payed to the role of coherent tunneling processes, that is, cotunneling and
level renormalization effects. Furthermore, local Coulomb interaction effects in the detector must
be reckoned with.
Measuring a quantum system is very different from measuring a classical system. In a classical
description, the outcome of a measurement is uniquely determined by a set of preexisting dynamical
variables and, moreover, these variables can be observed without changing them. Neither of this
holds true for a quantum system. Central questions for quantum measurements are what kind
of and how much information is gained about a quantum system by measuring it and how the
measurement inevitably affects the measured system. This thesis addresses mainly the second
question of the measurement backaction. The backaction crucially depends on the layout of the
detector: If the measured system couples coherently to the detector, the detector cannot be modeled
as a simple measurement apparatus in a classically well-defined state. In that case it can be
crucial to include quantum coherences between the measured system and its detector into the
description of the measurement process. As a result, a novel renormalization-induced coherent
backaction arises, which is reminiscent of the torque exerted by the dipolar exchange field. This is
the key insight expounded in Chap. 7. Hence, the general question arises which role renormalization
effects have to play in quantum information. Connections between the fields of nanoelectronics and
quantum information have been established recently [214, 215]; however, the connections between
the field of nanospintronics and quantum information have been hardly explored so far.
To work out these relations, we review in this Section central aspects of the broad field of
measurement theory such as the notions of projective, weak, and continuous measurements. We
emphasize at this point that we do not study the measurement backaction conditioned on the mea-
surement outcome. We restrict our analysis to ensemble-averaged backaction of nanoscale detection
setups [described by quantum master equations akin to Eqs. (2.17)–(2.18)]. This is equivalent to
averaging over all possible measurement outcomes as we explain in Sec. 3.6. Therefore, our study
already allows to gain new insights into the measurement backaction and their theoretic description.
Projective measurements. The rather simple theory of projective quantum measurements,
illustrated in Fig. 2.8(a), goes back to von Neumann2.11 [219] and Lüders2.12 [220]. Here, an
observable O of a system is associated with a Hermitian operator Oˆ = Oˆ † with spectral decom-
position Oˆ =
∑
i
oiPˆi. For simplicity, we restrict ourselves here the case of a discrete spectrum.
Possible measurement outcomes are the eigenvalues oi. Given the state of a system, one cannot say
a priori which of the oi will be measured. Predictions about the measurements have a statistical
character with uniquely defined probability distributions: If the system is in a pure state |ψ〉, the
probability of finding outcome oi is given by p(oi) = 〈ψ |Pˆi|ψ〉. Furthermore, after outcome oi has
been measured, the system will have changed its state to |ψ ′〉= Pˆi|ψ〉/
∥∥Pˆi|ψ〉∥∥. This projection of
the wave function – the wave function collapse – is an additional postulate of quantum mechanics.
It represents the increased knowledge about the system: Repeating the measurement of observable
O again, one will find the same outcome oi again. In other words, measuring a system is inextricably
linked to a backaction of the measurement on the system. The quantum mechanical time evolution
of states therefore has a dual nature [219]: While the state in between two measurements evolves
deterministically and reversibly according to the Schrödinger equation, the measurement induces
a nondeterministic and irreversible quantum jump according to stochastic rules.
We note that while every observable is related to a Hermitian operator, the converse is not
true: Not every Hermitian operator corresponds to a measurement. Fundamental examples are
operators whose eigenvectors |oi〉 are many-body states with even and odd particle numbers:
Measuring such an operator, one could construct superpositions of fermionic and bosonic states,
which are forbidden by rotational invariance [10]. This fermion parity superselection rule has also
fundamental consequences for the time evolution of open systems [221] as we discuss in Sec. 3.2.1.
2.11. What was called by Wigner the “orthodox” theory of quantum measurements is nowadays accepted by
many physicists. One of the hardest parts to accept is the indeterministic part of the quantummeasurement. Other
theories have been proposed to circumvent this problem, such as hidden-variable theories [216, 217] or many-world
theories [218]; for further information see also Ref. [10].
2.12. Lüders corrected and therefore extended von Neumann’s projective measurement theory to the case of
degenerate eigenvalues.
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Figure 2.8. Modeling of quantum measurement setups. (a) Illustration of a direct, projective
measurement of a quantum system (Q) by an observer (signiﬁed by the eye). (b) Illustration of an indirect
measurement of a quantum system (Q) by correlating it with a detector (D) that is projectively measured
by an observer (eye). (c) Invasive and (d) noninvasive probing of a QD system by a transport experiment,
illustrated in (c) for a QD (blue) exchanging particles with leads (yellow) and in (d) for a QD (blue) that
couples without particle exchange to a nanoelectronic circuit (yellow), c.f. Fig. 2.2.
While the theory of projective measurements is simple and therefore enjoys a great popularity,
it does not provide an adequate description for many situations [11]. One reason is that the state
after the measurement is not necessarily an eigenstate of the measured eigenvalue. For example,
the photon number can be measured by absorbing photons in the field, leaving a zero-photon state
instead of an n-phonon state behind. Another fundamental reason is that many systems are not
directly observed. In particular, the information about the state of a microscopic quantum system
with a few degrees of freedom (as, e.g., a QD) has to be amplified into a change in the state of a
macroscopic system (e.g., the pointer of an ammeter) before it can perceived by an observer [219].
To describe this indirect or ancilla measurement process, schematically sketched in Fig. 2.8 (b),
one must therefore include the detector (also called apparatus [219] or quantum probe [222]) into
the description, at least to a certain extent.
Pointer states. To include the detector into the description of a measurement, one introduces
the concept of pointer states [219, 223, 10]. The idea is that the temporary interaction between
the measured system and the detector leads to a different deflection of a pointer contained in the
detector. The magnitude of the deflection depends on the state of the system to be measured. To
illustrate this, assume the joint state of detector and system to be in a product state |a0〉 ⊗|oi〉
before the measurement. Here, |oi〉 denotes an eigenstate of observable O and |a0〉 denotes the
detector state. The measurement corresponds to a deterministic evolution of the joint system, given
by a unitary operator2.13 U transforming |a0〉⊗|oi〉 into
U [|a0〉⊗|oi〉] = |ai〉⊗|oi〉. (2.25)
Here, the {|ai〉} are pointer states, which represent the different measurement outcomes2.14. In
order for the different pointer positions to be unambiguously distinguishable, they are required
to be mutually orthogonal: 〈ai|aj〉 = δij. In general, different pointer states may have a nonzero
overlap [224], leading to a weak measurement (see below). We focus here first on the simpler
situation when they are mutually orthogonal. This establishes a sharp measurement with a unique
pointer position whenever the system is in one of the states |oi〉. By contrast, the measurement
of arbitrary initial state |ψ〉=∑
i
αi|oi〉 will be an unsharp: Since the quantum-mechanical time
evolution is linear, the state |ψ〉 is transformed into
U [|a0〉⊗|ψ〉] =U
[
|a0〉⊗
∑
i
αi|oi〉
]
=
∑
i
αi|ai〉⊗|oi〉, (2.26)
which is a superposition of different pointer states. Nevertheless, the measurement establishes a
statistical correlation between the state of the system and the apparatus [223]: Measuring the state
of the detector now projectively [see Fig. 2.8(b)], one has a probability |αi|2 of finding the apparatus
2.13. It can be shown that an interaction Hint of system and detector can be constructed that generates the
desired unitary time evolution realizing the mappings (2.25) and (2.26) [219].
2.14. In contrast to a von-Neumann measurement, the outcome is here not an eigenvalue but a state. This is
important for the discussion of unbounded observables with arbitrarily large eigenvalues, for which it is diﬃcult to
deﬁne a measurement outcome, see Ref. [10].
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Figure 2.9. Stern-Gerlach experiment. (a) Illustration of a strong measurement of the z component of
the spin of a spin-1/2 particle. Shown is also a cut through the spatial probability distribution of the particle
in z direction before (left) and after (right) passing passing through a region with a magnetic ﬁeld gradient
∂zBz in z direction. The dotted line shows the evolution of the center of the spatial wave function if the
particle is in a spin-↑ state, which splits apart from the center of spatial wave function of spin-↓ particles.
When measuring the z position of the particle with, e.g., a photo plate and repeating the measurement
many times, one ﬁnds two distinguishable peaks with a probability distribution determined by the wave
function. In the sketch we assume spin-↑ and spin-↓ to have equal probabilities. (b) Illustration of a weak
measurement. The spin-dependent peaks of the spatial wave functions overlap and a position measurement
is not suﬃcient to discriminate both spin states uniquely.
in pointer state |ai〉, i.e., in accordance with the probability p(oi) = |〈ai|ψ〉|2 for finding outcome
oi as specified by the postulates of quantum mechanics. Hence, statistical correlation means here
that the knowledge of the pointer state ascertains the state of the system.
Example: Stern-Gerlach experiment. A simple example illustrating this point is the
famous Stern-Gerlach experiment [18, 225], sketched in Fig. 2.9(a): To measure the z compo-
nent the spin of a, say, spin-1/2 particle, one applies an external magnetic field gradient in z
direction. Sending a particle beam through the field gradient region in x direction splits the
beam into two: All particles with Sz = +1/2 (Sz = −1/2) can be found in the region with
positive (negative) z-coordinate. The “system” is here the spin part of the wave function (|oi〉 =
|Sz = ±1/2〉) and the “apparatus” corresponds to the spatial part of the wave function, (|ai〉 =
|z = ±〉). A particle that is in a superposition state, for instance |ψ〉 = (|↑〉 +|↓〉)/ 2√ , will
be in a superposition of the two different positions after the gradient has been passed. If now a mea-
surement of its position is performed by, e.g., blackening a photo plate, the position unambiguously
tells us the z component of the spin of the particle after the measurement has been completed2.15.
Heisenberg chain. One may criticize that the above description merely shifts the measure-
ment problem to another level [219, 11], namely to the problem of how to observe the detector
state. In principle, there may be many further detectors involved that interact with each other
until the observer becomes conscious of the measurement outcome2.16. This sequence of somewhat
arbitrary divisions of the physical world into “detection layers” is called the Heisenberg chain.
However, it is unavoidable to cut the chain at some point. At this point where this Heisenberg cut
is made, one applies the projection postulate and introduces a classically behaving measurement
apparatus [226]. All degrees of freedom in all outer detection layers are then disregarded and are
not included the description of the measurement process. An important condition for this procedure
to be valid is that moving the Heisenberg cut to any later stage of the chain does not affect the
predictions for the observed measurement outcomes and the measurement backaction [219]. Thus,
the art of measurement theory is to place the Heisenberg cut as close as possible to the system to
be measured on the one hand without making too rough approximations on the other hand.
2.15. The position measurement is, of course, invasive [cf. Fig. 2.8(c)] since it destroys the free particle and it is
thus not a projective measurement. Yet, since we are not interested in the state of the particle after the measurement
here, we may disregard this point for simplicity.
2.16. An important assumption that has to be made is that the subjective perception of the observer has a
counterpart in the objective physical world, i.e., there is a psycho-physical parallelism [219].
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Quantum measurements and conservation laws. Conservation laws can put constraints
on quantum measurements. For instance, only those quantities can be measured exactly which
commute with all additive conserved quantities [10, 227]. An example for an additive conserved
quantity is the total angular momentum of the system, made up of the additive contributions
from detector and measured particle. Thus, it is not possible to measure the x component of the
spin of a particle because it does not commute with the components of total angular momentum
perpendicular to it. In this situation one has to resort to approximate measurements, which can
in fact reach any desired accuracy if the detector is made larger and larger [227]. In this thesis, we
address different implications of conservation laws: They are reflected in our case by a new sum
rule obeyed by the kinetic equations that describe the dynamics during the measurement process,
see Sec. 7.3.3. This sum rule is not always fulfilled by commonly used theoretic approaches and
should therefore be generally used as a consistency check.
Weak measurements. A good pedagogical review on weak measurements can be found in
Ref. [224]. The above-described measurement theory relies crucially on the assumption that the
statistical correlation between system and detector is perfect. As explained above, this applies
to the Stern-Gerlach experiment as sketched in Fig. 2.9(a). Here, the magnetic field gradient
separates the particle beams in the z direction completely, i.e, after the measurement the position
gives complete information about the spin. This is a strong measurement of the spin. In a way,
the modeling of the detector is redundant here as it reproduces just the results from the projective
measurement. Thus, the Heisenberg cut could be placed here directly after the measured system.
However, this example is a good starting point to address the case when the statistical correla-
tions are not perfect any more. This happens in the Stern-Gerlach experiment when the magnetic-
field gradient becomes weaker or the region is smaller as sketched in Fig. 2.9(b) [225]. Here, the
beams are not completely split apart when they hit the photo plate. Determining the position of
a single particle relates here to a weak measurement in the sense that a projective measurement
of whether the particle is in the upper (z > 0) or in the lower (z < 0) halve plane will not allow
an unambiguous inference of the spin state2.17. Here, the pointer states have nonzero overlap as
Fig. 2.9(b) illustrates. Conversely, the backaction is also weak in this case: When measuring the
position of the particle projectively, it experiences only a partial collapse of the spin wave function
(cf. Ref. [222]). This leads to the general framework of positive operator-valued measures [230,
231], which we do not further dwell upon here. Physically speaking, the spin wave function will
still have a sizable contribution from both spin states with a larger weight of spin-↑ (spin-↓) if the
particle is detected in the z > 0 (z < 0) region. Thus, when the detector establishes only a partial
statistical correlation with the measured system, the detector (or at least a part of it) must be
included into description of the measurement process. The Heisenberg cut has to be placed here
after the position measurement. This step turns out to be crucial also to account for quantum
fluctuations in the detector as we show in Chap. 7: There, we investigate a charge qubit read out
by a proximal sensor QD (see Sec. 2.6) where it is essential to treat both as one quantum system
to study the measurement backaction.
Measurement strength and measurement time. The Stern-Gerlach experiment reveals
that the ratio of the “signal” – the spin-dependent separation of the maxima of the orbital wave
functions – to the “noise” – related to the extension of the orbital wave function – can be influenced
in a two-fold way: It can be either changed by varying the interaction time ∆t = vx/∆x (see
Fig. 2.9) or by varying the magnetic field gradient λ = |∂zB |. The measurement strength can
therefore be characterized by the product λ∆t. A weak (strong) measurement corresponds to
λ∆t ≪ 1 (λ∆t≫ 1). We emphasize that in either case the measurement needs a finite time to
be completed and does not happen instantly as assumed for projective measurement. This has
important consequences as we explain next.
First, even if the measurement is strong, it is not necessarily well approximated by a projective
measurement. For instance, the system may be subject to a free evolution (not related to the
measurement) that changes the system while it is measured. In a Stern-Gerlach experiment this
could be an additional magnetic field applied perpendicular to the magnetic field gradient, resulting
2.17. The term “weak measurement” is not always used in the restricted sense as we use it here. For example, a
measurement is sometimes also called weak if it is weak on average, i.e., a strong perturbation of the system might
happen but with a low probability [228]. Furthermore, we do not include a postselection process of the system state
after the measurement, which is involved in the deﬁnition of weak measurements values [229, 224].
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in a spin precession. A projective measurement takes place only if the measurement happens fast
in the sense λ≫Bext, i.e., if the measurement happens instantly on all internal time scales.
Second, during the measurement time ∆t quantum fluctuations may happen. They can, in
general, not be avoided no matter how short ∆t is made. The role of quantum fluctuations has
to our knowledge received little attention so far in the context of quantum measurement theory.
For instance, Lamb shifts are typically neglected [222]. The aim of Chap. 7 is to show that renor-
malization effect can have an effect for an explicit example. This demonstrates that a systematic
incorporation of renormalization effects into quantum measurement and quantum information
theory should be undertaken. There are several technical complications involved that we discuss
in Sec. 3.6.3.
Weak and continuous measurements. Weak measurements naturally appear when the
interaction strength between system and detector is small. To learn more about the state of
the system, one can repeat a weak measurement many times, collecting information of many
measurement outcomes. This requires, of course, to amend the above-mentioned Stern-Gerlach
experiment to become noninvasive for the measured particle [cf. Fig. 2.8(c) and (d)], i.e., the
particle must not be “destroyed” by an absorption by a photo plate. This could be achieved, for
example, by a spin-dependent deflection of neutrons passing by the particle. Now, each projective
measurement by a single neutron leads only to a tiny change in the spin state, but the measurements
happen in rapid succession. This leads to the notion of a weak and continuous measurement [230]:
In this limit, the discontinuous evolution of the measured system is not noticeable any more and
the evolution has rather a continuous or diffusive character. The sensor quantum dot (SQD)
investigated in Chap. 7 is another example of a weak and continuous measurement. Here, the
conductance of the SQD depends on the state of a nearby qubit because the electrons dwelling in the
SQD experience a level shift of an amount ±λ depending on the qubit state (see paragraph “sensor
quantum dots” in Sec. 2.6). The measurement is weak if the dwell time ∆t∼1/Γ of each electron is
short in the sense that λ∆t∼λ/Γ≪ 1. It is also a continuous measurement because a vast number
of electrons passes successively through the SQD in an ongoing transport situation.
As a conclusion, the information is acquired through a kind of “veil” in a weak and continuous
measurement. This also means that the backaction is quite different from that in a projective
measurement as we discuss further in Sec. 3.6.2. Here, we turn back to rather concrete nanoscale
devices where such quantum measurements can be actually performed in present experiments.
2.5 Qubits: single-spin operation
We now address the relevance of questions and insights from nanoscale transport theory for solid-
state quantum-information processing [232]. We first briefly motivate our interest in quantum
information processing before we focus on physical implementations of qubits and their control.
We dedicate Sec. 2.6 to a discussion of their readout.
As we emphasized above, the operation of nanospintronic devices crucially relies on the coupling
between the charge and spin degree of freedom. A practical challenge for quantum computing is
here to control this interplay selectively: To achieve long-time quantum coherence of a qubit, it
should be isolated from environmental perturbations on the one hand, but couplings to the envi-
ronment are needed for control and readout on the other hand. In particular, the measurement of
solid-state spin qubits frequently involves spin-dependent transport. Moreover, manipulating single
or few spins requires controlled couplings to the environment. These challenges are introduced
below for a few examples relevant for this thesis.
Qubits and isospin representation. The basic unit of quantum information is the qubit
[233], a quantum mechanical two-level system represented by a Hilbert space spanned by two
orthogonal states |0〉 and |1〉. A pure qubit state, given by |ψ〉=α |0〉+ β |1〉 with α, β ∈C, differs
from a classical binary state n = 0, 1 in two ways: First, it can be in a superposition of different
states. Operating on a single qubit therefore allows to process two classical inputs simultaneously.
Second, there is definite phase relation ϕ= arg(αβ∗) between those states. This allows to combine
the outcomes obtained from a parallel computation by taking advantage of interference effects.
Developing clever schemes to make effective use of these properties is a central goal of quantum
computation [232]. Yet, the prerequisites for quantum computation are demanding: Besides (i)
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well-defined qubits, it requires (ii) a reliable state preparation, (iii) logical gates to perform the
computation, (iv) low decoherence during the computational process, and a (v) suitable measure-
ment process to readout the computational result [234]. We do not dwell here further on quantum-
computation algorithms; an introduction can be found in Ref. [232]. In this thesis, we mainly
address points (iv) and (v) and begin here briefly with the first of the two.
In particular, when a qubit is coupled to an environment, it is not described by a pure state
any more but driven into a mixed state. In analogy to a spin-1/2 system, the density operator is
described by ρ= 1ˆ/2+
∑
i
τiτˆi/2 with unit operator 1ˆ and
τˆi =
∑
n,n′=0,1
(σi)nn′|n〉〈n′| (2.27)
denoting the components of an isospin operator where the σi are the three Pauli matrices for
i= x, y, z (see also Sec. 7.2). The averages τi= 〈τˆi〉 are the components of the Bloch vector . The
time evolution of the qubit is then conveniently visualized by the evolution of the Bloch vector on
or inside the Bloch sphere S = {τ : |τ |6 1} as sketched in Fig. 2.10(a). To emphasize the formal
analogy to a spin-1/2 system, we refer from hereon to τ as the isospin vector. The ensemble-
averaged evolution of the isospin is typically computed from generalized master equations [235].
Such equations are similar to Eq. (2.18) when the coupling terms to the probabilities are omitted.
Important figures of merit are the relaxation time T1, given by the inverse transition rate between
the two qubit states, τ˙z=−τz/T1, and the dephasing time T2, given by the decay rate of coherent
superpositions of the qubit states, τ˙i = −τi/T2 (i = x, y). A meaningful definition of these times
assumes that the isospin decays exponentially to its steady state. In general, kinetic equations
governing the qubit evolution are more complicated. This is explored in this thesis by treating
the coupling of the qubit to its environment coherently, studied in the context of a qubit readout
process in Chap. 7.
Qubit implementations. Information – be it classical [236] or quantum [16] – is physical2.18
meaning that no information exists without a physical embodiment. Therefore, the use of informa-
tion critically hinges upon finding suitable physical hosts and the laws governing their behavior.
Nowadays, qubits have been implemented in a wide range of systems. Examples are optical systems,
such as single photons [237, 238] and coherent multi-photon states [239, 240], or atomic systems,
such as ground and excited states of neutral atoms in optical lattices [241] or trapped ions [242,
243]. Furthermore, nuclear spin states have been utilized in various systems like trapped ions
[244], molecules in liquids [245], and impurities in crystals, as, e.g., nitrogen-vacancy centers [246,
247] or phosphorus donor qubits [248, 249]. Other solid state implementations are based on many-
electron phenomena like in superconducting Josephson junctions [250, 251], or on few electrons
by exploiting their charge [252, 253] and spin degree of freedom [234, 254, 255]. In this thesis, we
entirely focus on solid-state few-electron qubits realized in QDs.
Charge qubits. In charge qubits , the two qubit states refer to states of different charge
configurations. They can be realized, for example, by a Cooper pair box [256], that is, an island
coupled to a superconductor via a Josephson junction, operated in a regime of large charging
energy on the island (large as compared to the Josephson energy, see Ref. [250]). The qubit states
are formed by states with different numbers of Cooper pairs on the island. A different realization
of charge qubits is based on a double QD occupied with a single electron [257, 258, 253], cf.
Fig. 2.11(a). The logical qubit states |0〉 = αL|L〉 + αR|R〉 and |1〉 = βL|L〉 + βR|R〉 are here
superpositions of the two states localized either in the left QD (state |L〉) or in the right QD (state
|R〉), depending on the tunnel coupling and detuning of the two QDs, see Sec. 7.2. The readout of
charge qubits employs charge-sensing techniques discussed below. Double QD charge qubits were
early solid-state qubit realizations; however they suffer from short decoherence times. The charge
degree of freedom couples strongly to phonons [259, 260], photons [261], and electric fields due to
gate and background charges [262, 263]. Relaxation times achieved so far for a double QD qubit are
about T1∼ 100 µs and dephasing times reach about T2∼ 220 ns [253]. We nevertheless introduce
charge qubits here because they provide the conceptually simplest problem to study the readout
of QD-based qubits (see Sec. 2.6). We therefore focus our analysis in Chap. 7 on the readout of a
charge qubit; yet, our analysis can also be extended to electron spin qubits as we discuss in Sec.
7.2. Effective techniques to suppress the decoherence from charge fluctuations have been developed
2.18. Note, that this idea can already be found in von Neumann’s psycho-physical parallelism [219].
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for superconducting qubits. A promising candidate is the transmon qubit [264], which reaches
relaxation and dephasing times of roughly T1∼T2∼ 0.1 ms [251].
Electron spin qubits. Electron spin qubits , referred to in the following simply as spin qubits,
are based entirely on the electron spin degree of freedom. Spins are much better isolated against
environmental fluctuations (see paragraph “Why spintronics?” in Sec. 2.1) and therefore promising
candidates for building qubits. The qubit state decay derives mainly from hyperfine interaction
with surrounding nuclei [235] and phonon-induced decoherence due to spin-orbit interaction [265,
235], limiting the relaxation times to T1∼ 1ms [266] and dephasing times to much smaller values
T2
∗∼ 30 ns [267]. However, the dephasing time can be efficiently prolonged with the aid of pulsing
techniques, reaching up to T2
echo∼ 0.5µs for single-spin qubits [267] and even T2CPMG> 200µs for
singlet-triplet qubits [268], the two types of spin qubits we discuss next.
The simplest example is the natural spin-1/2 two-level system of a single electron [234], localized
for example in a GaAs QD [266]. Despite its conceptual simplicity, achieving single-spin control is
challenging: Usual spin manipulation with electron spin resonance (ESR) techniques [269] requires
strong magnetic fields that are moreover localized at the QD and oscillate at high frequencies. The
latter two requirements can be implemented much more easily by electric fields. Those can also also
couple to the spin by electron-dipole spin resonance (EDSR) techniques that exploit anisotropies
of the g-factor [270], inhomogeneities in the nuclear hyperfine field [271], or a an effective magnetic
field generated by spin-orbit interaction [272].
Here, the dipolar exchange field (see Sec. 2.3) might provide an interesting alternative route to
achieve single-spin operations all-electrically: We show in Chap. 5 that not only the magnitude,
but also the direction of the dipolar exchange field can be tuned by nearly 180 degrees by electrical
tuning, i.e., all single-spin gate operations are feasible. This tuning can be tested by a new, strong
resonance in the Coulomb blockade regime where spin decay is strongly suppressed. Next, two-
qubit gates are realized using the coherent swapping of two spins due to a Heisenberg interaction
[273]. Finally, the readout of these qubits is discussed in Sec. 2.6 in the paragraphs “invasive/
noninvasive spin-to-charge conversion”. In many of these noninvasive realizations, a second tunnel-
coupled QD is needed to achieve the spin sensitivity.
Using a second QD can also be advantageous to form an alternative spin qubit: In the singlet-
triplet qubit [274], two electron spins are hosted by a double QD, e.g., in GaAs [273], see Fig.
2.11(a), or in silicon [275]. The energy spectrum of this two-electron system is shown in Fig. 2.10(b)
as a function of the detuning ε of the two QD single-electron ground states. One frequently uses
Figure 2.10. Operation and readout of singlet-triplet qubits. (a) Bloch-sphere visualization of
singlet-triplet qubits. The north and south pole correspond to the singlet |S〉 and triplet |T0〉 qubit basis
states, respectively, deﬁning the z direction. Rotations about the z axis are engendered by a Heisenberg
coupling J(ε) mixing the two spin conﬁgurations |↑↓〉 and |↓↑〉, while rotations about the x axis are given
by a diﬀerence ∆Bz in the magnetic ﬁelds acting on the two spins in the QDs, mixing therefore the
singlet and the triplet states. The qubit isospin is subject to a precession about an eﬀective magnetic ﬁeld
Beﬀ= J(ε)ez+∆Bzex as illustrated. (b) Energy E of the diﬀerent singlet and triplet states as a function
of the detuning ε. The triplet states are split by the Zeeman energy∆Ez. The insets show the energy levels
of the two dots and ground state spin conﬁguration for (i) the triplet at ε=0, (ii) the singlet at ε=0, (iii)
the triplet at ε≫ J(ε), and (iv) the singlet at ε≫ J(ε). The dashed level in (iii) and (iv) illustrates the
lowest-lying excited orbital state in the right QD, which is too far up in energy to be occupied. Note that
the triplet state (iii) and the singlet state (iv) have a diﬀerent charge conﬁguration, which is used to read out
the qubit. We used parallel spins in (i) and (iii) to illustrate the Pauli blocking in the triplet conﬁgurations
despite the spins are antiparallel in the |T0〉 state.
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the singlet |S 〉=(|↑↓〉−|↓↑〉)/ 2√ and the zero-spin triplet |T0〉=(|↑↓〉+|↓↑〉)/ 2
√
as the two qubit
states, while the other two triplet states |T+〉 =|↑↑〉 and |T−〉 =|↓↓〉 are energetically separated
by applying an external magnetic field. Singlet-triplet qubits are advantageous as compared to
single-spin qubits in that single-qubit manipulations can be conveniently implemented by the
electrically tunable Heisenberg interaction between the spins [276]. The latter interaction has
moreover been suggested to provide a means to realize two-quit gates. However, one still needs a
static magnetic field gradient to achieve all single-qubit gates, see Fig. 2.10(a), which is typically
provided by different hyperfine fields acting on the two electron spins. Manipulating this gradient
is experimentally the most challenging part but possible by pumping processes [277]. Again, the
dipolar exchange field may offer here a flexible alternative: Coupling the two QDs to a ferromagnet
or a normal metal with spin-dependent tunneling barriers, an electrically tunable magnetic field
gradient on both QDs could be accomplished.
Finally, other QD qubit concepts have been suggested that achieve all single-qubit operations
without exploiting a magnetic field at all. For example, the exchange-only qubit is a three-spin
qubit that can be manipulated entirely by tuning Heisenberg couplings [278].
2.6 Qubit readout: measuring a single (iso)spin
We proceed our review with a discussion of present QD qubit readout techniques. This connects the
topics of nanospintronics, quantum-information processing, and quantum measurements presented
in the above Sections. Detecting single spins is a challenging task. For example, the sensitivity
of magnetic-force microscopes has reached single-spin resolution only recently [279]. Instead of
sensing the magnetic moment associated with the spin, nearly all readout schemes transduce the
spin information into a charge information (spin-to-charge conversion). For this purpose, one may
use invasive qubit readout techniques, which rely on pump-probe gate-pulsing schemes. Such a
scheme is also considered in Chap. 5 to detect the underdamped spin precession induced by the
dipolar exchange field by a charge current measurement. We further discuss noninvasive spin-
qubit readout techniques, which are based on charge sensing by a nearby quantum-point contact
(QPC) or a sensor quantum dot (SQD); the latter is considered in Chap. 7. These techniques have
reached nowadays such a sensitivity that the state of a nearby qubit can be determined by a single-
shot measurement , i.e., the state of a qubit may be measured from a just single qubit preparation.
Moreover, qubit readout by gate-sensing techniques has been demonstrated recently [280, 281].
This technique needs only the built-in gates defining the qubit QDs.
Quantum-point contacts (QPCs). A quantum-point contact [282, 283, 284] is a small con-
striction between two conducting regions [see Fig. 2.11(a)] with quantized conductance plateaus
when increasing the applied bias voltage. At each step between two plateaus, a new channel
contributes to the transport. The conductance therefore sensitively depends on the electrostatic
potential at the constriction, tunable by a nearby gate and susceptible to presence of even single
charges as shown in Fig. 2.11(b). The resulting change in the conductance can be used to measure
the charge state of a nearby QD [209]. For reviews see Refs. [77, 285].
The first readout experiments with QPCs were limited to time-averaged detection [209, 210,
211], i.e., the time τD to discriminate the charge state of a QD is much longer than the time
between two tunneling events ∼1/Γ of the QD. The main advantage of a QPC is that it provides
a noninvasive method to the probe charge transport through the nearby QDs instead of measuring
the tunneling current directly [211]. Despite averaging over time, one can infer tunneling rates
from average currents by applying appropriate pulsing schemes [77] and detect excited states [286,
287]. The QPC is, however, not sensitive to spin fluctuations and therefore shows no response
in the Kondo regime [210] since the charge current is exclusively carried by spin-flip processes
involving just a virtual fluctuation of the charge state on a very short time scale. By contrast,
virtual fluctuations can lead to measurable modifications of the QPC when the nearby QD is in
the cotunneling regime (see paragraph “cotunneling” in Sec. 2.2). This has been used to estimate
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dwell times of electrons in that regime [288]. Still, there are important differences between the
QPC and the QD conductance. Conversely, an interesting question is how cotunneling processes
in the detector – more important when considering a SQD than a QPC – affect the backaction on
the qubit.
Yet, for quantum-information processing, time-resolved measurement (τD≪ 1/Γ) are compul-
sory to access the state of a single electron. This was first reported for systems with extremely long
tunneling times of hundreds of seconds [289], but the time resolution has improved enormously over
the past decade [290, 291, 292]. Single-shot readout on the nanosecond scale requires high detector
bandwidths that have been achieved by radio-frequency QPCs [292, 293], cf. Fig. 2.11(a). Instead
of probing the transconductance from a current measurement, the QPC conductivity is inferred
from the reflection amplitude of a radio frequency pulse incident on the QPC here.
Sensor quantum dots (SQDs). Sensing single charges is also possible by replacing the QPC
in the above setup by a single-electron transistor with continuous spectrum or a QD with a discrete
spectrum, which we both refer to as a sensor quantum dot (SQDs). The optimal operation point of a
SQD is at the flank of the SET peak in a stability diagram, see Fig. 2.11(b). Here, the conductance
of the SQD – similar to the QPC response – strongly responds to the presence of additional nearby
electron charges. The advantage of SQDs is their increased sensitivity as compared to QPCs [213]
or dispersive readout [280], resulting in a signal-to-noise ratio. Charge sensing by radio-frequency
single electron transistors (RF-SETs), first introduced in as a static electrometer [212], also allows
real-time observation of electron tunneling events [294]. This can be applied to measure ultra-small
currents [295], to test fluctuation relations in electronic systems [296] or as which-path detectors in
an Aharonov-Bohm ring [297]. RF-SQDs are also an expedient tool to study the transition from a
weak to a strong measurement of the electron position in a double QD, as we show in Fig. 2.11(c)
and (d) and discuss in their caption. We note the striking similarities to the Stern-Gerlach setup
we discussed in Sec. 2.4 (see also Fig. 2.9).
Figure 2.11. Charge sensing on the nanoscale. (a) Scanning electron micrograph of a double-QD
charge qubit (center) with a proximal quantum-point contact QPC1 (left, blue) and proximal sensor
quantum dot SQD (right, red). By tuning the voltage VD on the plunger gate, one can operate the SQD
also as a second quantum-point contact QPC2 (right, black) (b) Conductance of the SQD (red, solid),
QPC1 (blue, dashed), and QPC2 (black, solid) measured by microwave reﬂectometry giving a signal voltage
Vrf proportional to the SQD / QPC conductance g. Note the steepness of Coulomb oscillations for the
SQD in contrast to the broad conductance steps of the QPCs, responsible for the larger sensitivity of
the SQD. (c) Grayscale plot of the probability density for ﬁnding a particular signal voltage Vrf (on the
vertical axis) after a measurement time τM (on the horizontal axis). (d) Horizontal cuts through (c) for
two measurement times τM = 0.2µs (black) and τM = 2µs (purple). Note that when the measure-
ment time is short, the two peaks overlap signiﬁcantly with their widths σrf. Here, the outcome Vrf of
a single measurement can hardly be used to discriminate between the two qubit states – a rather weak
measurement is realized. When the measurement time is long instead, the probability density shows clearly
separated peaks. This relates to a strong measurement because the two qubit states can be identiﬁed
by a single measurement outcome with high probability. The plot (c) also shows that the probability
of ﬁnding the system in the ground (excited) state increases (decreases) with τM, which is due to relax-
ation processes. Hence, a high-ﬁdelity measurement needs an optimal choice for τM. (e) Signal-to-noise ratio
(SNR), deﬁned as peak separation ∆V divided by peak width σrf as a function of measurement integration
time τM for the QPC1 and the SQD, along with theory curves (for more information see [213]). Reprinted
ﬁgures with permission fromC. Barthel, M. Kjærgaard, J. Medford,M. Stopa, C. M. Marcus, M. P. Hanson,
andA. C. Gossard, Physical ReviewB 81 161308, 2010. Copyright (2010) by the American Physical Society.
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Figure 2.12. Invasive spin-to-charge conversion. (a) Shape of the voltage pulse applied to the gate of
a QD containing a single spin. (b) Schematic QPC response if the injected electron has spin-↑ (solid line) or
spin-↓ (dotted line). Arrows indicate the moment an electron tunnels into or out of the QD. (c) Schematic
energy diagrams for spin-↑ (E↑) and spin-↓ (E↓) during the diﬀerent stages of the pulse. If the spin is ↑ at
the start of the readout stage, no change in the charge on the dot occurs during the readout. By contrast,
if the spin is ↓, the electron can escape and be replaced by a spin-↓ electron. Reprinted by permission from
Macmillan Publishers Ltd: Nature 430, 431-435, copyright (2004).
Invasive spin-to-charge conversion: Pump-probe measurements. Invasive spin-to-
charge conversion is based on pump-probe techniques [298], a realization of direct probing as
illustrated Fig. 2.8(c). The discrimination of the two spin states can rely on either energy selec-
tion or tunneling-rate selection as explained next.
Energy-selective readout takes advantage of an energy splitting between two spin states, for
example due to the Zeeman splitting. In Fig. 2.12, we review a two-step gate-pulsing scheme
suitable for single-spin detection of an electron in a QD [266]. For the initialization, one empties
the QD by pushing both spin levels above the Fermi energy of the reservoir. Then, one pulls them
below the Fermi energy such that both spin states are well below the Fermi energy. An electron
with random spin enters the QD. After a waiting time tW , the levels are shifted up in energy again
so that the Fermi energy lies between both spin states. Consequently, spin-↑ electrons stay in
the QD while spin-↓ electrons can tunnel out of the QD, succeeded by a reoccupation of the QD
by a spin-↑. This spin-selective charge fluctuation is detected by a proximal QPC or SQD. This
completes the measurement protocol.
By contrast, tunneling-rate selective readout does not require such a spin splitting. It instead
exploits different tunneling rates for electrons out of the QD depending on their spin state. This
readout technique has been implemented [298] for singlet and triplet states [299], where the different
tunneling rates rely on the different spatial extent of the wave functions due to the Pauli principle
(ΓT/ΓS∼10 feasible). To filter different spin-1/2 states, one can use a ferromagnet or better a half-
metal as suggested also for entanglement detection [300]. Thus, the spin-valve effect can also be
interpreted as a tunneling-rate selective readout process. The latter therefore provides the basis
to probe the underdamped spin precession occurring at the spin resonance presented in Chap. 5.
Noninvasive spin-to-charge conversion. The above discussed measurement techniques
have the disadvantage that they are invasive: The state after the measurement does not coin-
cide with the measured state; the quantum system is “destroyed” in the sense that the measured
spin that tunnels out of the QD. Alternative noninvasive probing setups, sketched in Fig. 2.8(d),
can be realized by correlating the spin state of the electrons to their charge configuration. The
charge configuration is subsequently detected by noninvasive charge sensing techniques [16]. This
is very similar to the Stern-Gerlach experiment (see paragraph “Example: Stern-Gerlach exper-
iment” in Sec. 2.4) in that a measurement of a different degree of freedom (there the position
of the particle) is used to perform an indirect measurement on the spin.
For example, in the case of a single-spin qubit, one adiabatically switches on a coupling to a
reference QD [301] with energy levels that are spin-split by an external magnetic field. Thus, the
hybridization of the energy levels in both QDs depend on the spin, which leads to a spin-dependent
charge distribution. The latter is then detected by a QPC or SQD. When the coupling to the
reference QD is removed again, the final state (ideally) coincides with the measured state.
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For singlet-triplet qubits, nondestructive spin-to-charge conversion [301, 293] is promoted by
the Pauli exclusion principle: As illustrated in Fig. 2.10, this can be achieved by a detuning of the
double QD: The energy levels in one of the QDs, say the right QD, are lower in energy than those
of the left QD [see Fig. 2.10(c)(iii) and (iv)] The energetically most favorable configuration is taken
when both electrons occupy the lowest-lying orbital state in the right QD. However, this requires
the spin state to be a singlet [see Fig. 2.10(c)(iv)]. For a triplet state, one of the electrons has to
occupy either an excited state in the right dot or the lowest-lying orbital in the left QD [see Fig.
2.10(c)(iii)]. If the detuning is less than the confinement energy, the latter state is energetically
more favorable and therefore the spin triplet has a different charge distribution than the spin singlet
state, again detectable by charge sensing.
Sources of errors in spin detection. A main source of errors for both setups is spin relax-
ation. If in the energy-selective scheme the waiting time is comparable to the spin relaxation-time,
the excited spin can be flipped into the ground state. This leads to an incorrect inference of the
initial probability distribution. Moreover, the spin relaxation is enhanced in the energy-selective
readout scheme due to the large Zeeman splitting∆E>T needed to discriminate the spin state [77].
This can actually be turned into a useful technique to probe spin-relaxation rates by measuring the
dependence of the excited-state population as a function of the waiting time [298]. Errors also occur
due to photon-assisted tunneling processes induced by current fluctuations of the QPC [302] and
due to strongly coupled background charges that shift the spin levels out of the detection window
[303]. Therefore, minimizing the measurement time is important to boost the readout fidelity to
a maximum.
These remarks conclude our review of QD-based quantum-information processing that show
that measuring a spin qubit is really a nanospintronic problem. We next focus on a different subject
related to nanospintronics, namely the field of nanoscale quantum magnets (see Fig. 2.1). We
see later in Sec. 2.8 that the underlying spin-spin correlations can actually be transported . This
establishes a lose connection to quantum measurements because thay also rely on the transport of
quantum correlations.
2.7 Spin anisotropy: stabilizing nanoscale quantum magnets
The previous sections illustrated some prospects of nanospintronic devices for quantum information
as spin systems are sufficiently isolated against decoherence. However, nanoscale spin systems are
also useful to store classical, digital information. Any system suitable for this task must possess
at least two stable states – representatives of the two discrete states 0 and 1 of a classical bit.
The magnetic bistability of virtually all present nonvolatile magnetic memory devices exploits the
magnetocrystalline anisotropy induced by spin-orbit interaction (see App. E.1). In this regard, we
review the phenomenology of superparamagnetic particles. Driven by the desire to further reduce
the size of the magnetic units, quantum mechanical aspects – especially level discretization effects
and quantum coherences – gain again importance. Single quantum magnets2.19, i.e., single-molecule
magnets (SMMs) and magnetic adatoms on surfaces, probed by nanoscale transport setups, are
therefore at the intersection of classical and quantum information and QD physics. A key result
of Chap. 6 is that a quantum magnet can also be generated in an alternative, spintronic way, i.e.,
as the result of a transport process, which warrants a review of spin anisotropy here.
Where does anisotropy matter? In general, a property is called anisotropic if it varies
along different directions in space. There are a plethora of examples for anisotropy touching all
fields of physics: Just consider the ellipsoid shape of our globe, the cosmic black-body radiation,
anisotropies in gravitational waves [304], birefringence as a consequence of an anisotropic speed of
light in matter, or the radiation intensity pattern of an oscillating electric dipole. Moreover, the
2.19. We mean by the term “quantum magnet” here a magnet that cannot be described semiclassically but
behaves quantum mechanically.
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really elementary example is just a solid crystal. Here, atoms and molecules spontaneously order
in an anisotropic way with the crystal axes defining distinguished axes in space.
Anisotropy has also tangible consequences for spin physics and magnetism: A famous example
is the anisotropic magnetoresistance effect [12], that is, the change in the resistance of a sample
depending on the angle between the current and its magnetization. Another example is a simple
ferromagnet whose magnetization distinguishes a specific axis in space induced by spontaneous
symmetry breaking. In real systems, this direction is determined by either the shape or the crystal
structure of the ferromagnet as explained in App. E.1. Crucial to this thesis is the insight that
spin anisotropy is not only a static “property”, but also a dynamic quantity hat can be transported
in a circuit as we show in Chap. 4. To develop a precise notion of spin-anisotropy transport, a
careful definition of spin anisotropy (in terms of spin-quadrupole moment) and its current is needed.
The essence is that spin anisotropy is really independent degree of freedom in addition to spin
polarization: While spin polarization defines a direction in space, spin anisotropy distinguishes
an axis without preferring a direction along it. SQM thus has to be reckoned with in nanoscale
systems with spin-spin interactions. We further introduce into this topic in Sec. 2.8 and focus here
entirely on spin anisotropy as a static property.
Superparamagnetism. We start our introduction into spin anisotropy by a review of super-
paramagnetic particles that can be described in a purely classical picture. If the size of a
ferromagnet is made smaller than the thickness of its domain walls, the ferromagnet will consist
of a single domain only [305]. Such a particle contains a typical number of about 105 Heisen-
berg-coupled spins that behave as a single, large magnetic moment [306]. The energy of this
magnetic moment in an external magnetic field Bext can be described by the Stoner-Wolfarth
model [21], also called giant-spin model2.20:
E(θ) = D cos2 (θ) + µBextcos(α− θ). (2.28)
The first term describes the uniaxial anisotropy energy D = −KV depending on the anisotropy
energy per volumeK, the volume V of the particle, and the angle θ of the magnetic moment relative
to the anisotropy axis. The second term in Eq. (2.28) incorporates the effect of an external magnetic
field Bext that is angle α with the easy axis. We assume that the magnetic moment is in the plane
spanned by the anisotropy axis and the magnetic field as sketched in Fig. 2.13(a). The energy
(2.28) is shown as a function of θ in Fig. 2.13(b) for a fixed value of α and different values of D.
The case D< 0 is called easy-axis anisotropy. In the absence of an external magnetic field, an
alignment of the spin along the z axis is energetically favored over an alignment of the spin in the
xy plane without favoring any of the two spin orientations with respect to the z axis. Thus, the
ground state is bistable, which is a crucial feature for encoding a classical bit. The effect of easy-axis
anisotropy is clearly different from that of a magnetic field, for which only one orientation of the
magnetic moment is stable. Applying already a small magnetic field Bext> 0 with α π/2 breaks
the strict bistability and upon further increasing Bext the magnetic moment is gradually rotated
towards the magnetic field Bext as indicated by Fig. 2.13(b). The magnetic moment is aligned
with the field if µBext≫D and the system is in a spin-polarized state (cf. our discussion in Sec.
4.1.2). In the case of easy-plane anisotropy , D> 0, the magnetic moment has lowest energy when
lying in the xy plane and the z axis is a hard axis. Here the bistability is lost, and therefore this
case if of less interest for applications.
Ferromagnetic single-domain particles exhibit superparamagnetism , which is characterized by
a regime of (i) universal superparamagnetic response [307] and (ii) superparamagnetic blocking
[305]2.21.
2.20. Here, we only account for the leading-order quadratic anisotropy term ∼sin2 (θ) =−cos2 (θ) + const. and
neglect higher-order anisotropy terms ∼sinn (θ) with even n (odd n prefer a certain direction of the spin and are
therefore by deﬁnition no anisotropy terms). Higher-order terms are typically one order of magnitude smaller.
Special situations arise if competing mechanisms contribute to the anisotropy that tend to cancel the lowest-order
quadratic contribution [305].
2.21. Some authors refer only to the ﬁrst phenomenon as the “superparamagnetic regime” (see Refs. [307, 306]).
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Figure 2.13. Superparamagnetism. (a) Sketch of a superparamagnetic particle with magnetic moment
µ enclosing an angle θ and α, respectively, with the uniaxial anisotropy axis (here the vertical direction) and
an external magnetic ﬁeldBext. (b) Energy of the superparamagnetic particle in the Stoner-Wolfarth model
(2.28) as a function of the angle θ for an external magnetic ﬁeld at angle α=5π/6 for three diﬀerent values
of the ﬁeld magnitude µBext/D=0 (red), µBext/D=−0.5 (green), and µBext/D=−1.25 (blue). Note the
bistability in the absence of an external magnetic ﬁeld. For |µBext/D | < 1, the energy still possesses two
local minimal while there remains only a single minimum for |µBext/D |> 1.
(i) Universal superparamagnetic response occurs if the temperature T satisfies TB ≪ T ≪
TC, where TB = KV /25 is the blocking temperature and TC the Curie temperature. Below the
Curie temperature thermal excitations cannot overcome the Heisenberg coupling between the spins
within a nanoparticle, i.e., all spins in it are coupled to a giant spin as described by Eq. (2.28).
However, measurements usually involve an entire ensemble of such nanoparticles. Thus, if the
thermal energy is still large enough to overcome the anisotropy barrier |D |=KV for their magnetic
moments, the giant magnetic moments are randomly distributed and the average magnetization
vanishes for zero magnetic field. In other words, the magnetization shows no hysteresis as a function
of the applied magnetic field and the coercive field is zero. The magnetization of an ensemble of
identical superparamagnetic particles follows the universal behavior of all paramagnets, namely
M =MS L(µBext/T ) where MS is the saturation magnetization and L(x) = coth (x)− 1/x is the
Langevin function. However, the magnetic susceptibility χc= ∂M/∂B
ext|Bext=0 of superparamag-
nets is untypically large because of their larger magnetic moment µ∼ 105µB as compared to that
of typical paramagnets with µ∼ 1− 10µB [307].
(ii) For lower temperatures T <TB, the magnetization curves do not follow a universal Langevin
function any more. In this superparamagnetic blocking regime the thermal activation of the mag-
netic moments is not sufficient to surpass the anisotropy barrier2.22. Once the magnetic moments
have been oriented, they are “frozen” and align along the easy axis for D< 0. This is signaled by
an anisotropic susceptibility [306] and strong hysteretic effects of the magnetization curves with
nonzero coercive fields of roughly Bc ≈ 2KV
(
1 − T/TB
√ )
/µ [306]. The latter memory effect
is central to magnetic information data storage. Importantly, the blocking temperature TB ∝ V
decreases with the volume V of the particles. Thus, one can expect blocking at room temperature
only for particles of diameters ranging from 3-30 nm [305]; for sizes below this superparamagnetic
limit [307] the nanoparticles lose their superparamagnetic properties. This sets a limit for further
downscaling of conventional magnetic data storage devices.
Anisotropic quantum magnets: Single-molecule magnets (SMMs) and magnetic
adatoms on surfaces. The superparamagnetic limit for nanoparticles made of traditional ferro-
magnets can be overcome by (i) organic molecules containing a few magnetic centers of transition-
metal or rare-earth ions or even organic radicals and (ii) by clusters of a few or even single magnetic
atoms deposited on a surface.
Single-molecule magnets (SMMs) consist of a few exchanged-coupled or even a single magnetic
ion2.23. The paradigm in this field is the class of Mn-complexes, sketched Fig. 2.14(a) [309].
In manganese acetate complexes such as Mn12O12(CH3COO)16(H2O)4, the magnetic manganese
ions are exchange coupled to a S = 10 ground state. Below the blocking temperature of TB ∼
2.22. Since the average moment needs a ﬁnite time to switch between the two stable states, the measured average
magnetization and, hence, the deﬁnition of the blocking temperature depends on the observation time∆t [308, 307].
The estimate TB∼ |D |/25 corresponds to ∆t∼ 10-100s.
2.23. SMMs with a single magnetic ion are sometimes called single-ion magnets.
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67K [310], SMMs show hysteretic magnetization effects and already at 2 K the switching time
is on the order of months [311]. Even though the blocking temperatures of present SMM do not
exceed room temperature, SMMs are an issue at stake as they promise high-density data storage
capabilities due to their small size ∼1 nm. Quantum magnets with larger blocking temperatures are
magnetic adatoms [312] (typically Co [313, 314, 315], Fe [316, 317], Mn [104, 316, 318] on metallic
surfaces (Pt [313], Cu [314, 315, 317]) or insulating surfaces (Al2O3 [104], CuN2 [316, 318]). In
the paragraph “Nanoscale transport experiments”, we explain how the features of these quantum
magnets can be probed in experimental setups.
Giant-spin Hamiltonian. Any crystal lattice is a spatially anisotropic structure due to its
distinguished crystal axes. This imposes anisotropic features on the spin of SMMs and magnetic
adatoms on surfaces via the spin-orbit interaction, known as magnetocrystalline anisotropy (see
App. E.1). The spin part of their Hamiltonian can be described by the giant-spin model2.24 [308,
311] for a spin S> 1,
H = Bz
extSˆz+Bx
extSˆx+DQˆzz+E
(
Qˆxx− Qˆyy
)
, (2.29)
with 06 |E/D |61/3 without loss of generality [308]. The first two terms correspond to the Zeeman
energy, which is induced by an external magnetic field Bext= (Bx
ext, 0, Bz
ext) coupling linearly to
the spin. We include here the magnetic moment and the g-factor into the definition of Bext for
simplicity. The additional last two terms describe the internal uniaxial spin anisotropy and the
internal transverse spin anisotropy, respectively, both quadratic in the spin and expressed in terms
of the spin-quadrupole moment (SQM) tensor operator:
Qˆij =
1
2
(
SˆiSˆj+ SˆjSˆi
)− δijSˆ2. (2.30)
This operator is a key quantity studied in this thesis: Its average (partly) quantifies the spin-
anisotropy of the state of a particle and therefore lies the foundation to study the transport of spin
anisotropy in Chap. 4. In this Section, we refer to spin anisotropy just as a term in the Hamiltonian.
The connection to an anisotropic state is explained in Sec. 2.8.
Typical spin-anisotropy constants |D | for SMMs range from 0.01 to 0.06 meV [319, 320, 321,
322, 323, 324] and larger values of a few meV [316, 325, 326] are reached for magnetic adatoms on
surfaces. Typical values for transverse anisotropy constants |E | are on the order of tens of µeVs for
SMMs [320, 327, 322], while again larger values are reached for magnetic adatoms ranging from 10
µeV [312] to a few meV [316, 328] (see also Sec. 6.4.4). The anisotropy parameters can be modified
by exchanging the ligands of the SMMs [329] or by depositing adatoms on different surfaces or
different positions on the same surface [316].
In this thesis, we discuss a novel route to design nanoscale systems that are described by a spin-
anisotropic Hamiltonian (2.29). In addition to internal spin-orbit interaction, spin anisotropy can
thus be generated in a spintronic way: Similar to inducing the dipolar exchange field (see Sec. 2.3),
a ferromagnet induces a spin-anisotropy term – a quadrupolar exchange field – for an intrinsically
spin-isotropic QD (i.e., H = 0) as we show in Chap. 6. Here, electrons and holes undergo virtual
fluctuations of higher-order tunneling processes that sense the spin anisotropy of their environment.
Recent results already support this idea by showing that an existing spin-anisotropy barrier can be
strongly renormalized , either by coupling a magnetic adatom to a nonmagnetic substrate (exper-
iment and theory in Ref. [328]), or by contacting a SMM to a ferromagnetic electrode (theory in
Ref. [330]). Yet, in the case studied in this thesis, the anisotropy is generated from scratch and is
strongly susceptible to gate voltages. To understand how an effective Hamiltonian of type (2.29)
could be identified in an experiment, we first review the characteristic features and experimental
signatures arising from an intrinsic spin anisotropy.
Uniaxial anisotropy and zero-field splitting. We first discuss the case of pure uniaxial
anisotropy , i.e., D  0, but E = Bx
ext= Bz
ext= 0. Here, the eigenstates of Eq. (2.29) are the spin
states |S, m〉, m = −S, −S + 1, 
 , S, with the spin-quantization axis taken along the z axis. In
Fig. 2.14(b), we show the corresponding eigenenergies ε=Dm2 for easy-axis anisotropy (D< 0).
States with the same value of |m| are degenerate and, in particular, the two maximal-spin states are
2.24. Note our sign convention in front of D, which diﬀers in the literature. Terms of higher order in the spin
operators may also be relevant [308], but we do not discuss them here since such terms are not investigated in this
thesis.
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Figure 2.14. Spin anisotropy of quantum magnets. (a) Sketch of the magnetic core of a Mn12-ac
molecule, which consists of four Mn3+ ions (red, S=3/2) and eight Mn4+ ions (blue, S=2). The spins are
Heisenberg-coupled to a total spin S = 10. (b) and (c) Discrete energy levels of a quantum magnet with
total spin S=5 according to Eq. (2.29) for easy-axis anisotropy (D<0, E=0) in the absence of an external
magnetic ﬁeld (Bext=0) in (b) and nonzero parallel magnetic ﬁeld (Bz
ext= |D |) in (c). The red arrowmarks
the anisotropy barrier ∆E, the green arrow the zero-ﬁeld splitting (ZFS), and the blue arrow indicates the
mixing of the two ground states on each side of the barrier if an additional transverse anisotropy term is
included (E > 0). Note that the latter would change the energy spectrum.
degenerate ground states, which constitutes the magnetic bistability of the quantum magnet. If the
temperature is low enough, the anisotropy barrier ∆E= |D |S2 for even spin (∆E= |D |(S2− 1/4)
for odd spin) cannot be overcome and the quantum magnet is in a quasi-stable spin-polarized state.
However, the anisotropy barrier can also be surpassed by nonequilibrium driving. Here, the level
discretization, a quantum effect, becomes apparent: Such driving only works if an external energy
source provides quanta with energy of at least the zero-field splitting (ZFS) of D(2S−1). The zero-
field splitting, indicated in Fig. 2.14(b), is the energy difference between the states |m| = S and
|m|=S−1, which is the largest splitting in the ladder of the spin states. Once this first excitation
step has been taken, the spin can overcome the anisotropy barrier by successively climbing up the
ladder.
Finally, SMMs [331] and magnetic adatoms [325] can also exhibit a spin anisotropy of easy-
plane type (D>0). Here, the planar configuration with minimal spin projectionm=0 (m=1/2) for
(half) integer spin is energetically most favorable. This case is of less interest in view of potential
applications.
Transverse anisotropy, quantum tunneling of magnetization, and external magnetic
field. When transverse anisotropy is present2.25, i.e. when E > 0, the spin states aligned along
the y axis – called the medium axis – are energetically preferred over the states aligned with the
x axis – called the hard axis . The transverse anisotropy term couples states differing by ∆m=±2
and, hence, the eigenstates of the Hamiltonian (2.29) are not the states |S, m〉 quantized along
the z axis any more, but superpositions among the sets {|∓S,±(2n)〉n=0,1,
 ,S/2}. While for odd
spin S the two-fold degeneracy of the ground state is retained by virtue of Kramer’s theorem,
the degeneracy is lifted by a tunnel splitting ∆ for even spin S. Typically measured ground-state
tunnel splittings in the absence of an external magnetic field are very small with ∆∼10−7K∼1peV
[310, 332], but they can be larger for excited states. This leads to the phenomenon of quantum
tunneling of magnetization, e.g., between the two ground states. This is a key effect in the study
of molecular magnetism [333]. Additionally applying an external magnetic field can bring levels
levels into resonance again as sketched in Fig. 2.14(c) [334] or modify the tunnel splittings, [335,
336] which enhances or reduces the quantum tunneling effect (more see Ref. [310]).
Nanoscale transport setups. To probe the anisotropic features of SMMs and magnetic
adatoms, various techniques can be used such as high-frequency electron paramagnetic resonance
[320], magnetic hysteresis measurements using µ-SQUID [337], optical methods such as the mag-
neto-optical Kerr effect [338] and magneto-optical circular dichroism [339], or neutron scattering
[340]. However, all these methods are limited to large numbers of molecules or atoms. To probe
2.25. Transverse anisotropy can also occur for superparamagnetic particles if, e.g., uniaxial anisotropies of
diﬀerent directions add up [305].
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single molecules and magnetic adatoms, one can integrate them into electric circuits [310, 341],
which is of interest here.
Magnetic adatoms on conducting substrates are typically probed by scanning tunneling micro-
scope (STM) setups [342, 343], sketched in Fig. 2.15(a), while SMMs are addressed in molecular
spin transistors [310] by inserting them into break-junction devices [126], sketched in Fig. 2.15(e).
Break-junction devices provide the advantage that the tunnel couplings can be largely influenced
through the type and the length [126] of the ligands. One can further control the SMMs by electrical
fields through an additional gate electrode [344]. This gives also access to charged variants of the
SMMs, which can have significantly different anisotropy barriers [322, 324].2.26 Furthermore, the
anisotropy barrier may be controlled by applying mechanical strain [345] (see App. E.1). While
such in-situ manipulation, in particular electrical gating, is not possible for STM setups at present,
the latter are better suited to flexibly put different experimental situations into practice. For
example, vertical atom manipulation allows to move single atoms on a substrate so that different
ligand environments can be investigated that affect the spin-orbit-induced spin anisotropy. Further
information on these setups is provided in App. E.2. We next give an overview of the various
transport features of quantum magnets that can be used used to identify the anisotropy terms
in the giant-spin Hamiltonian (2.29) describing them. In Chap. 6, we propose to use the same
techniques to probe the spintronic magnetic anisotropy in an experiment, which warrants a brief
review. For simplicity, we assume that transverse anisotropy terms are absent (E =0), similar to
the situation studied in Chap. 6.
Transport signatures for weak-coupling regime: SET resonances. In the weak-coupling
regime, the zero-field splitting can be extracted from the stability diagram [341] as explained
in “Detecting spin (and other) excitations” in Sec. 2.2 and illustrated by Fig. 2.15(c) and (d).
Figure 2.15. Signatures of spin anisotropy in nanoscale transport. (a) Sketch of a STM setup to
probe magnetic adatoms on surfaces. (b) Measured inelastic cotunneling spectra (diﬀerential conductance
versus applied bias voltage V ) in a STM setup for an Fe atom at temperature T = 0.5K and for magnetic
ﬁeld applied in the N direction with magnitudes Bext = 0
 8 Tesla as indicated. Increasing the magnetic
ﬁeld increases the lowest-lying excitation, consistent with easy-axis anisotropy (see Fig. 2.16). Reprinted
(adapted) with permission from Nano Letters 10 (9), pp 3307–3311. Copyright (2010) American Chemical
Society. (c) Spectrum of a molecule or magnetic adatom for two neighboring charge states n and n+1 for
the case of pure easy-axis anisotropy. Note that both the total the spin Sn and the anisotropy constant
Dn may be diﬀerent for both charge states. (d) Stability diagram measured for a molecular break junction
device. The excitation line marked with the yellow arrow can be associated with the zero-ﬁeld splitting in
charge state n+1. The excitation line marked with the green arrow stems from vibronic excitations, see Ref.
[346] for further information. Reprinted (adapted) with permission from Nano Letters 6 (9), pp 2014–2020.
Copyright (2006) American Chemical Society. (e) Sketch of a molecular break junction device.
2.26. Diﬀerent oxidation levels of the SMMs can also be accessed in voltammetry measurements by solving the
SMMs in organic solvents.
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However, not all possible transitions are visible due to spin-selection rules. For example, when a
single electron tunnels, the SMM spin can change at most by 1/2 (i.e., |∆S |, |∆m|=1/2), otherwise
the current is spin-blockaded [347]. Thus, transitions from the n to the n + 1 charge state give
access to the zero-field splitting only if |Sn+1−Sn|=1/2. Note that the excitation energy extracted
in this way yields the zero-field splitting in charge state n+1, which can be different from that in
charge state n as sketched in Fig. 2.15(c). Furthermore, the splitting of spin states with smaller
|m| cannot be observed because to reach any of the excites states one needs to first overcome the
zero-field splitting, which is the largest of all splittings. A difficulty of this technique is that typical
zero-field splittings of SMMs are on the same order as their tunnel couplings of ∼1 meV [324] and
even larger tunnel couplings are typical for magnetic adatoms. Thus, the zero-field splittings can
be hardly resolved due to the large tunnel broadening.
One way to circumvent this problem is to take advantage of the nonlinear Zeeman effect that
arises when applying an external magnetic field at a substantial angle with the anisotropy axis
of the nanomagnet (see supporting information of Ref. [322]). The nonlinear Zeeman effect can
be exploited to extract the charge-state dependent anisotropy parameters and easy-axis direction
by measuring a related gate-voltage shift of the zero-bias SET conductance peaks. This has been
demonstrated recently for SMMs probed in break-junction setups [324, 348]. The confirmation of
the nonlinear Zeeman effect also rules out the possibility that the transport takes place through
another nanoscale impurity instead of the quantum magnet.
Transport signatures for intermediate coupling regime: inelastic cotunneling. In
opposition to the SET spectroscopy, the strong tunnel coupling of the quantum magnets is an
advantage in order to perform inelastic tunneling spectroscopy experiments. Here, the resolution
can exceed that set by the bare tunnel couplings as we explained in the paragraph “cotunneling”
in Sec. 2.2. Figure 2.15(b) illustrates that the voltage splitting of the inelastic tunneling steps
corresponds to 2Dn(2S + 1), i.e., twice the zero-field splitting of charge state n. Note that in
contrast to SET processes, the spin can be changed here by |∆m|=1 due to a spin-flip processes.
The experimental results agree qualitatively with theoretical predictions: Fig. 2.16(a) shows the
calculated nonlinear conductance as function of the applied bias, obtained from an exchange-
scattering model and a master equation approach, for details see Refs. [105, 349, 106].
As the spectra in Fig. 2.16(a) illustrate, measuring the zero-field splitting alone is not sufficient
to conclude whether the spin anisotropy is of easy-axis or easy-plane type, see Fig. 2.16(c) for the
corresponding excitation spectra for a total spin S=1, which we discuss in the following. To identify
the sign of the magnetic anisotropy constant D unambiguously, one needs to investigate how the
inelastic tunneling peaks evolve when an external magnetic field Bz
ext along the distinguished axis
is applied. This is illustrated in Fig. 2.16(b): For D<0 (D>0), the inelastic tunneling peaks move
apart (closer together). The reason is that for easy-plane anisotropy the excited states are split
by the magnetic field, whence for the easy-axis anisotropy the ground states are split. As depicted
in Fig. 2.16(c), this induces a change of the ground state at some point for easy-plane anisotropy
while the ground state is further splitting off for easy-axis anisotropy. Experimentally, such a
behavior has indeed been observed for magnetic adatoms for both easy-axis [316], see Fig. 2.15(b),
and easy-plane anisotropy [325], as well as for SMMs with easy-axis anisotropy [346, 322, 323].
Strong coupling regime: Kondo peak splitting. The Kondo effect cannot be observed
only for spin S =1/2 systems, but also for high-spin S > 1 systems strongly coupled to fermionic
reservoirs [350, 351, 352]. For high-spin systems without spin anisotropy, each transport channel
screens the spin effectively by 1/2, that is, a full screening requires at least 2S channels [330]. If
the number of channels is less, the spin remains underscreened [353, 345]. The Kondo effect may
also persist in the presence of spin anisotropy [354, 355], which induces a splitting of the zero-bias
Kondo resonance2.27 into peaks at the finite excitation energies with logarithmic enhancements
[138, 356, 357]. For larger values of D, the remnants of the split Kondo peak evolve into the above
described inelastic cotunneling steps with slight nonequilibrium overshooting at the step edge [322,
181, 105, 349, 106]. The Kondo effect has been observed experimentally for magnetic adatoms
[342, 343, 127], even with Kondo temperatures as high as TK ∼ 181 ± 13K [127], and lately also
for SMMs [322, 324, 348].
2.27. We note that a splitting of the Kondo resonance can also arise from a Heisenberg coupling of the probed
magnetic adatom to another magnetic impurity in close proximity [315].
58 At the crossroads of quantum-dot spintronics, nanomagnetism, and quantum information
Figure 2.16. Spectral signatures of the anisotropy sign. Calculations by M. Misiorny. (a) and (b)
Inelastic cotunneling spectra, i.e., diﬀerential conductance dI/d Vb vs. bias voltage Vb, for two diﬀerent signs
of the magnetic anisotropy constant corresponding to so-called ‘easy axis’ (D< 0) and ‘easy plane’ (D> 0)
magnetic anisotropy. For illustration we use |D | = 50 µeV . The inﬂection points in dI/d Vb associated
with magnetic resonances are easily identiﬁed using the shown second derivatives of the current I. (a) Zero
magnetic-ﬁeld temperature dependence. (b) Low-temperaturemagnetic-ﬁeld dependence. (c) Dependence of
the spin’s energy spectrum on an external magnetic ﬁeld Bz along the easy axis with color arrows denoting
tunneling-induced spin-ﬂip transitions and associated transition energies. We compare the energy spectra
for a spin S = 1 for of easy-axis and easy-plane spin anisotropy. Note that in (a) and (b) the dashed lines
serve as a guide for eyes. The color of each guiding line corresponds to the color of the arrow indicating the
transition in sketch (c). The ﬁgure has been published in the Supplementary Information to Nature Physics
9, 801–805 (2013).
While the splitting of the Kondo resonance is similar to that seen for a spin-1/2 QD in an
external magnetic field, the interplay of high-spin states and intrinsic anisotropy is more complex.
It depends on the number of channels, the spin being integer or half-integer, on the sign and
the magnitude of D compared to the Kondo temperature TK and the presence of transverse
anisotropy [354, 355, 330, 358]. For integer spin and pure easy-axis anisotropy (D< 0, E=0), the
case relevant for Chap. 6, one identifies a Kondo-dominated regime (T , |D | < TK) with unitary
conductance and an anisotropy-dominated regime (TK < |D | < T ) with strongly reduced linear
conductance [330]. Here, the quantum magnet is in a superparamagnetic blocking regime. For
even larger temperatures (TK < |D | < T ), one can expect a superparamagnetic switching (see
paragraph “superparamagnetism”). We show in Sec. 6.4.3 that similar regimes can also be expected
for the proximity-induced spin anisotropy we predict in Chap. 6. In this situation, the induced
anisotropy barrier D∼Γ2 and the Kondo temperature TK∼ e−1/Γ scale differently with the tunnel
coupling Γ to the attached ferromagnets, which can be used to tune between the different regimes
electrically (by changing Γ).
Quantum magnetism and spintronics. A topic under current investigation is the combina-
tion of spin-anisotropic and spintronic systems. Recent activities try to embed quantum magnets
into spin-valve devices. Examples are SMMs embedded in ferromagnetic junctions (molecular
spin valves) [83, 310] and magnetic atoms in spin-polarized (SP)-STM setups [359]. We discuss
these setups thoroughly in Sec. 5.2.3. Several theoretical works predict interesting effects of the
interplay between spin polarization and spin anisotropy. For example, the possibility of switching
the magnetization of a SMM by a spin-polarized current has been discussed theoretically [360, 361]
and demonstrated experimentally [318]. Spin-polarized current could even drive the QD in a spin-
blocked state, which is signalled by a current suppression [362]. The Kondo regime has also been
studied, where the anisotropy constants are renormalized [330].
To summarize, nanoelectric circuits provide, in general, an interesting playground to char-
acterize anisotropic quantum magnets both in the weak-coupling as well as the strong-coupling
regime. At the same time, such circuits could also functionalize quantum magnets as classical
or even quantum bits since they provide means of their readout and manipulation. Here, the
insights and techniques of spintronics become relevant. However, approaching spin anisotropy from
a spintronic view reveals a fundamentally new aspect of spin anisotropy as a transport quantity.
This new point of view is introduced in Sec. 2.8 and further developed and completed in Chap. 4.
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2.8 Spin-anisotropy transport: moving spin-spin correlations
In SMMs and magnetic adatoms, spin anisotropy is used tentamount to a spin-quadrupole term
in the Hamiltonian [H = DQzz, cf. Eq. (2.29)], that is, it is deemed an intrinsic property that
is somehow “attached” to the quantum magnet. However, recent works studying the interplay of
nanospintronics and spin anisotropy [189, 363, 179, 172] show that spin anisotropy can also be
transported – similar to spin-dipole moment. To understand this new idea, one has to start from a
microscopic picture: In electronic systems, spin anisotropy has its origin in spin-spin correlations.
Thus, since transporting electrons moves these correlations inside a system, spin anisotropy can
also be transported. This rough picture already makes clear that an in-depth analysis of spin-
anisotropy transport requires a precise definition of what is actually meant by spin anisotropy.
In this Section, we review the recent insights in this direction, which lead to many questions that
have motivated part of the work presented this thesis.
Spin-anisotropic Hamiltonian versus spin-anisotropic state. So far, we have introduced
the spin anisotropy of a quantum magnet as a spin-quadrupole moment (SQM) term ∼D Qˆzz −
E
(
Qˆxx − Qˆyy
)
in the Hamiltonian (2.29). For an ensemble of spins in a thermal equilibrium
state, ρ = e−βH, this forces the spins into a spin-anisotropic state: Similar as a Zeeman term
∼Bxext Sˆx+BzextSˆz in the Hamiltonian leads to a nonzero spin polarization, S= tr
(
Sˆe−βH
)
 0, a
SQM term leads a nonzero average SQM tensor Q= tr(Qˆe−βH ) 0 with Qˆ=∑
ij
Qˆij eiej. Here,
the spin-anisotropic Hamiltonian causes the system to be in a spin-anisotropic state.
However, if we next consider a nonequilibrium situation – for example, a QD in a spin valve – one
has to distinguish between a spin-anisotropy term in the Hamiltonian and a spin-anisotropic state:
A system may acquire a nonzero average SQM even if the Hamiltonian of the isolated system is spin
isotropic. Analogous to the generation of spin accumulation by spin currents, a spin-quadrupole
current can generate a SQM accumulation. Before we explain this spin-anisotropy transport in
more detail, we spend a few words on the physical origin of such a spin-anisotropic state.
Spin anisotropy = spin-triplet correlations. In an electronic system, a spin-quadrupo-
larized state derives microscopically from spin-spin correlations. This can be directly understood
from the SQM operator, which is quadratic in the spin and therefore a two-particle operator. For
simplicity, consider two electrons with spin operators sˆ1 and sˆ2 and total spin operator Sˆ= sˆ1+ sˆ2.
The total SQM operator (2.30) can be recast as
Qˆij =
1
2
(
SˆiSˆj+ SˆjSˆi
)− 1
3
Sˆ
2
δij = (sˆi
1sˆj
2+ sˆj
1sˆi
2)− 2
3
sˆ1 · sˆ2 δij (i, j=x, y, z). (2.31)
Equation (2.31) follows by inserting the definition of Sˆi and the fact that the SQM operator
constructed from a spin-1/2 operator equals the zero operator, cf. App. D.2. Importantly, the SQM
is an independent degree of freedom in addition to spin because its average
〈
Qˆij
〉

1
2
〈
Sˆi
〉〈
Sˆj
〉
does not factorize into spin averages. These exchange correlations are further investigated in Chap.
4. We also reveal there a connection between SQM and spin entanglement by showing that one
can even set up Bell inequalities in terms of components of SQM operators [see Eq. (4.11)]. While
the creation and propagation of entanglement in many-body systems has been discussed in the
literature for spin-chain systems [364], the transport of SQM in electronic circuits has been an open
issue.
It is interesting to note that the two spin operators in Eq. (2.31) need not necessarily correspond
to a real spin-1/2 system, but they can refer to isospins instead. This provides a link between spin
anisotropy and quantum measurements (see Fig. 2.1): Since any quantum measurement establishes
correlations between the system to be measured and its detector as described by the pointer-state
model, the measurement process is related to a built-up of some sort of “isospin-quadrupolariza-
tion”. Loosely speaking, the scope of a measurement is to “align” the pointer with the isospin state
without favoring a isospin “direction”, i.e., driving the qubit into a specific state. In the context
of the setup studied in Chap. 7, a sensor QD measuring a charge qubit (see Sec. 2.4), these are
correlations between the qubit two-level state and the two charge states of the sensor QD. Studying
the transport of SQM could therefore provide a starting point for developing a transport picture
of quantum-measurement processes and a flow of quantum information.
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Figure 2.17. Transport signatures of a high-spin QD. (a) Stability diagram dI/dVb vs. Vg, Vb (red
= positive, dark blue = negative). (b) and (c): Current I vs. Vg for bias voltage Vb = +36T in (b) and
Vb=−36T in (c), normalized to the maximal current I0=1/(1/3Γs,d+1/2Γd,s) achievable for Vb≷ 0 and
parallel polarizations (φ = 0). The current is computed based on the kinetic equations (2.32) including
all leading-order terms in the tunnel coupling Γ (black). For comparison, we show the O(Γ) current when
neglecting the SQM (Q=0, red) and when additionally neglecting the spin-transfer terms (RSS01 =RSS10 =0,
blue). (d) and (e) Spin projections S0 ·ns and S1 ·nd aﬀecting the current vs. gate voltage Vg corresponding
to (b) and (c), respectively. The parameters are Γs = 2Γd = 0.2T , W = U = 500T , the polarizations have
magnitudes ns = nd = 0.99 and enclose an angle φ = 0.99π. The ﬁgure has been published in M. M. E.
Baumgärtel, M. Hell, S. Das, and M. R. Wegewijs, Physical Review Letters 107, 87202 (2011). Copyright
(2011) by the American Physical Society.
High-spin QD spin valves: SQM accumulation and renormalization effects. We now
come back to the transport of spin anisotropy in spintronic circuits. Particularly interesting in this
regard are spintronic systems embedding isotropic high-spin QDs, which as isolated systems exhibit
no spin anisotropy whatsoever. We focus here on spin-1 states as the simplest representative. Spin-
1 states have been successfully accessed by transport spectroscopy in various types of QD systems
[350, 365, 366, 102, 351, 138, 367, 353, 345, 368] and transport through such systems has also
been studied theoretically for unpolarized electrons [362]. Pioneering work in the study of spin-
anisotropy transport has been performed by Refs. [189, 363, 179, 172], whose central insights we
briefly review in the following as they gave rise to central questions motivating the work of this
thesis. Realizations of high-spin QD spin valves are discussed in Sec. 6.2.2.
The relevant parts of the QD density operator ρ can be represented then by two blocks, one for
each of the two charge states n=0 and n=1. In the n=0 block, the state of the spin-1/2 impurity
is determined by a 2× 2 matrix, which can be expanded in terms of the identity and three Pauli
matrices. This involves a scalar coefficient p0= tr
(
Pˆ
0
ρ
)
and a vector coefficient S0 = tr
(
Pˆ
0Sˆρ
)
,
respectively, with Pˆ
0
denoting the projector on charge state n = 0 and Sˆ
0
= Pˆ
0
Sˆ the charge-
projected spin operator. By contrast, for the spin-1 state of coupled impurity and QD spin, a 3× 3
matrix required. Its expansion again involves a scalar occupation probability, p1= tr
(
Pˆ
1
ρ
)
, and
a charge-projected spin vector S1= tr
(
Pˆ
1
Sˆρ
)
. However, to determine the 3× 3 matrix completely
one needs in addition a completely new quantity [363, 172], which is the average of the rank-2
SQM tensor Q1= tr(Pˆ 1Qˆρ), cf. Eq. (2.30). The generalized master equations for these dynamical
variables have been derived2.28 and are given schematically by:
2.28. In Refs. [189, 363] the kinetic equations have been given up to lowest order in the tunnel coupling Γ and
an extension including all next-to-leading order terms has been given in Ref. [172]. The limit of ﬁnite Heisenberg
coupling K has been considered in Ref. [179] up to leading order in Γ.
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p˙n =
∑
n′
Rpp
nn′pn
′
+
∑
n′
RpS
nn′ ·Sn′ + tr(RpQn1Q1),
S˙
n
=
∑
n′
RSp
nn′pn
′
+
∑
n′
(RSSnn′ ·+Bnn′× )Sn′ + (RSQn1 + δn1D1) ⋆Q1,
Q˙1 =
∑
n′
RQp1n′pn′ +
∑
n′
(RQS1n′ ·+D1δ1n′)⋆Sn′ + (RQQ11 +B11) ⋆Q1.
(2.32)
We refrain here from giving the expressions for the coefficients and the precise definition2.29 of the
symbol ⋆. All the important findings of the above kinetic equation are summarized in the following,
which lead to new questions addressed in this thesis (see also Sec. 2.9):
• A ferromagnet injects a nonequilibrium spin accumulation (S0, S1  0) into the QD, i.e.,
the QD is driven into a spin-polarized state. Interestingly, the charge-projected spins have
their individual dynamics. An analogous result is gained in Chap. 7 for the description of
a qubit readout setup.
• Remarkably, also a nonequilibrium SQM accumulation builds up in the QD (Q1 0) as the
first two terms in the third line of Eq. (2.32) indicate. Thus, an intrinsically isotropic system
can be driven into a spin-anisotropic state. This constitutes now the second meaning of
spin anisotropy as explained in the above paragraph “Spin-anisotropic Hamiltonian vs. spin-
anisotropic state”. Neglecting the SQM accumulation (i.e., setting Q1 = 0 by hand in the
equations) can result in a charge current that flows against the voltage bias. This evidently
demonstrates the importance of the SQM, which is further investigated in Chap. 4.
• The conservation of the total spin-dipole moment operator Sˆtot=∑
r
Sˆ
r
+ Sˆ in the tunneling
process,
[
HT , Sˆ
tot]
−= 0, implies the conservation of total spin-quadrupole moment in the
tunneling:
[
HT , Qˆtot
]
−= 0. Thus, the SQM injected into the system is carried by a SQM
current emanating from the ferromagnets, also under study in Chap. 4.
• Similar to a low-spin QD spin valve (i.e., where the impurity spin absent), the QD spin is
subject to a dipolar exchange field Bnn, which, however, depends on the charge state n when
next-to-leading order terms are included. Its static effect is an effective Zeeman splitting,
described by an effective Hamiltonian Heﬀ=
∑
n
Bnn · Sˆn, which generates a precession of
the charge-projected spins and, moreover, induces a rotation of the SQM accumulation. A
similar renormalization-induced torque is found in the detection setup discussed in Chap. 7.
• When the ferromagnets are nearly antiparallely magnetized, an unexpected, narrow current
peak arises in the Coulomb blockade regime that vanishes upon reversal of the voltage bias
as Fig. 2.17(a) shows. The peak is due to a spin-precession effect that allows for control
and thereby detection of the impurity spin. The properties and the generic nature of the
current peak are scrutinized in Chap. 5.
• A new quadrupolar exchange field D1∼n2Γ2 has been identified, which acts exclusively in
the high-spin sector. It corresponds to an effective anisotropy term in an effective Hamilto-
nian Heﬀ= tr
(
[D1]†Qˆ ). The latter can be expressed in the familiar form Heﬀ=D Qˆzz1 [see
Eq. (2.29)] for collinearly polarized ferromagnets. This term arises only in next-to-leading
order [172] because, crudely speaking, tunneling of a single electron is not sufficient to probe
the spin-spin correlations of a ferromagnet: A single electron is a spin-1/2 particle with zero
SQM (see Chap. 4). The dynamical effect of the quadrupolar exchange field is to couple
the motion of spin-dipole and spin-quadrupole moment, see the second and third line of
Eq. (2.32). Its static effect, an environmentally-induced spin-anisotropy splitting, is further
discussed in Chap. 6.
This overview of spin-anisotropy transport completes our review. In conclusion, the transport
through QDs is largely enriched when high-spin states are involved. This entails a new degree of
freedom – spin-quadrupole moment – which can be also be transported and manipulated. Under-
standing the consequences of SQM transport for nanospintronics is, yet, still at the very beginning.
2.29. The symbol ⋆ is here an abbreviation for some binary operation that contracts the rate-like tensor to its
left with the tensorial dynamical variable to its right such that the outcome is a tensor of correct rank.
62 At the crossroads of quantum-dot spintronics, nanomagnetism, and quantum information
2.9 Outline of this thesis
After this review, it has become clear which questions arise at the crossroads of spintronics,
quantum-dot physics, nanomagnetism, and quantum information. We now provide an overview
of the central guiding questions that have motivated the work presented in this thesis and we
summarize the key physical insights that were gained.
Chap. 3: Nanoscale transport theory. Before we turn to the concrete setups under study,
we need to provide their general technical background. This is done in Chap. 3 where we review the
relevant aspects of nanoscale transport theory used throughout this thesis and, in particular, the
real-time diagrammatic approach. We explain in detail why the renormalization effects studied in
this thesis require this or other advanced methods (e.g., numerical renormalization group technique
in Chap. 6) that go beyond standard approaches to nanoscale systems. We furthermore give an
explicit formula that allows to extract the renormalization-induced effective Hamiltonian from
any time-local kinetic equation governing the time evolution of the density operator of an open
quantum system. This technical introduction is, however, not necessary to understand the physical
conclusions drawn. Detailed calculations underlying the results are deferred to Chap. 8.
Chap. 4: Moving spin-spin correlations: Transport of spin anisotropy without spin
currents. We have seen that spin-quadrupole moment (SQM) can accumulate in quantum dots
(QDs) with important consequences for the measurable charge transport. Since this SQM originates
from the attached ferromagnets, one may wonder how SQM is actually stored in a macroscopic
reservoir and, subsequently, transported in a spintronic circuit. Moreover, one may critically ask
whether the spin quadrupolarization is actually an independent quantity at all since, e.g., the
spin polarization of a ferromagnet already distinguishes an axis by preferring a direction in space.
To address this question, we scrutinize a simple tunnel-junction spin-valve setup. Even in this
effectively noninteracting model, we find that spin-spin correlations indeed provide a degree of
freedom that is independent of charge and spin-dipole moment. However, the picture of SQM
storage and transport is radically different because of a simple, but fundamental reason: A single
electron has only charge and spin but zero SQM, that is, SQM is inherently a multi-particle
quantity. Thus, defining an SQM current operator and elaborating the physical interpretation of
its average is a nontrivial task. The emerging picture of spin-anisotropy transport aids the physical
understanding why the quadrupolar field of Chap. 6 is a higher-order tunneling process (see Sec.
8.6.2). Yet, a complete understanding of how the quadrupolar field relates to the spin-multipole
currents fed into the QD is still outstanding.
Chap. 5: Manipulating single spins: spin resonance without spin splitting. This
Chapter addresses the above-mentioned anomalous peak in the stationary charge current through
a QD spin valve [see Fig. 2.14(a)]. As already mentioned in a previous work [189], this peak
appears only in the Coulomb blockade regime since there the spin relaxation is suppressed enough
to allow the exchange-field to induce a strong spin precession. Yet, this study does not include
next-to-leading tunneling order processes, which become even dominant deeper in the Coulomb
blockade regime. It is therefore vital to ask how this resonance evolves in the Coulomb blockade
regime and whether it even persists in the presence of cotunneling-induced spin relaxation. In
Chap. 5, we answer this affirmatively and show that even an underdamped spin precession is well
possible for experimentally feasible parameters. The resonance literally takes an interesting turn in
Coulomb blockade regime and we identify a simple vectorial resonance condition for its position.
Surprisingly, this condition is completely unrelated to the typical matching of energy scales, e.g., to
some spin splitting. Besides establishing a new characterization technique for QD spin valves, this
illustrates that the robust effects of Coulomb interaction and macroscopic ferromagnetism already
provide all ingredients for all-electrical single-spin operations. To identify the key ingredients
evoking this resonance, we consider in Chap. 5 a single-level QD without impurity spin (different
from Ref. [189]). The simplicity of this model suggests that the renormalization-induced resonance
mechanism is a quite generic one: We expect that similar resonances could be found quite generally
in many other degenerate two- or multi-level systems.
Chap. 6: Stabilizing large spins: spintronic anisotropy without spin-orbit coupling.
Even though the existence of the quadrupolar exchange field has been been predicted in Ref. [172],
its experimental impact remained elusive so far. In particular, one must inquire whether such a
next-to-leading order renormalization effect is not just a practically irrelevant correction to the
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leading-order dipolar exchange field. In Chap. 6, we predict the opposite: If the dipolar exchange
field is made small by tuning the QD level position near the particle-hole symmetry point, a
remaining nonzero quadrupolar field is shown to dominate the transport features of the QD. To
address this regime, a technically nontrivial extension of the calculations given in Ref. [172] to
case of finite Coulomb interaction U had to be undertaken (see Chap. 8). From this perturbative
approach, we predict a spin-anisotropy term of easy-axis type, Heﬀ=DQˆzz (D<0), at the particle-
hole symmetry point. The spin-anisotropy splitting increases quadratically as D∼n2Γ2 with tunnel
coupling Γ and spin polarization n. This suggests it is detectable most easily in the strong-coupling
regime. However, this leads to the question whether the renormalization-induced splitting is not
masked by the Kondo effect, which is exponentially enhanced with Γ on the one hand but strongly
suppressed in the presence of ferromagnetism on the other hand. This competition has been
investigated by M. Misiorny using density-matrix numerical renormalization group (DM-NRG)
calculations: These reveal a regime in which the quadrupolar field splits the Kondo resonance into
inelastic tunneling current steps. The energy splitting is confirmed to scale as ∼n2Γ2, in agreement
with perturbation theory and reaching values of ∼0.04 meV comparable to those of good single-
molecule magnets. In conclusion, the quadrupolar exchange field turns a featureless QD with a
high spin into an full-fledged artificial quantum magnet.
Chap. 7: Measuring isospins: coherent backaction of sensor quantum dots on charge
qubits. In Chap. 7, we investigate a sensor quantum dot (SQD) capacitively coupled to a nearby
qubit – a setup which resembles a QD interacting with an impurity spin. This already indicates
that insights from the above nanospintronic studies can be transferred to a quantum-measurement
setup. For example, due to the quantum-coherent coupling between qubit and SQD, it is vital
to introduce two isospins (Bloch vectors) to describe the joint system of qubit and SQD (in
addition to SQD occupation probabilities). These two isospins have their individual dynamics,
similar to the charge-projected spins for the high-spin QD [see kinetic equations (2.32)]. Moreover,
we identify a fundamentally new type of backaction that cannot be described as “noise” due to
the dissipative switching of the detector. Instead, it is a coherent backaction that originates from
virtual fluctuations and shows up as torques acting on the SQD isospins. This is again similar to
the QD spin valve setup, in which the impurity spin is subject to a spin torque exerted by the
dipolar exchange field [see Eq. (2.32)]. However, there are also interesting differences: For example,
while the dipolar exchange field derives from a spin dependence of the tunnel coupling, the coherent
backaction derives from an isospin dependence of the SQD energy level. Another insight from
nanospintronics is that cotunneling corrections must also be considered for a detection setup. The
reason is that the SQD is usually operated at the threshold to Coulomb blockade. Cotunnling
corrections are shown to be crucial to preserve the positivity of the SQD-qubit density operator in
the weak-measurement limit. This presents a warning against a careless transfer of approximations
common in quantum-information theory. Finally, the coherent backaction is shown to affect the
qubit-sensitive part of the stationary signal conductance. We thus conjecture that it should also
have ample consequences for the transient qubit dynamics – a new question emerging from this
work.
Chap. 8: Superfermions and extension of real-time diagrammatics. In this final
Chapter, we complement the technical background Chapter 3 with the necessary details under-
lying the work presented in Chaps. 4–7. We present our recent progress on the Liouville-space
formalism and our extensions of the covariant real-time diagrammatic technique, first introduced
in Ref. [172]. The usefulness and necessity of these technical steps are discussed in the intro-
duction to Chap. 8. Within this unified framework, we make the effort to collect many of the
calculations. The technically interested reader may find this useful either for comparison with
own / other calculations or as a starting point for further development. Finally, we explain how
to apply real-time diagrammatics consistently to a weak-measurement setup, which is a first step
in the direction of a real-time-diagrammatic quantum-measurement theory.
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Chapter 3
Nanoscale transport theory
Our review in Chap. 2 revealed for numerous examples that the transport through a nanometer-
sized region is crucially determined by its local properties and dynamics. The challenge to describe
such a transport setup theoretically lies in the importance of quantum effects, nonequilibrium
physics, and many-body interactions of the nanometer-sized region on the one hand, while this
region is coupled to a large number of degrees of freedom in the surrounding circuit on the other
hand. The methods discussed in this thesis all tackle this difficulty by “integrating out” the envi-
ronment, i.e., incorporating its impact on the quantum system effectively.
In this Chapter, we introduce the nanoscale transport theory used in thesis. We start with
a discussion of the Meir-Wingreen formula in Sec. 3.1, relating the conductance to the spectral
function of the quantum system. Loosely speaking, the spectral function characterizes the level
spectrum of the quantum system including the influence of its environment. The formula is applied
in Chap. 6 and serves as a good starting point here to introduce the key concepts of level broadening
and level shifts .
However, most of the results of this thesis are based on a generalized master equation approach,
i.e., kinetic equations for the reduced density operator of the quantum system. The derivations can
be compactly formulated in Liouville space (the space of linear operators), which we introduce in
Sec. 3.2. Applying the convenient Liouville space notation, we outline the derivation of standard
kinetic equations such as the Bloch-Redfield equation and the Lindblad equation in Sec. 3.3, fre-
quently used to study transport properties of QDs and decoherence properties of qubits. Within
this simple formalism, the decoherence properties of the reduced quantum system can be expressed
in the weak-coupling limit by the spectral density of its environment (and not that of the quantum
system).
Yet, these equations hold only under several approximations (Born-Markov approximation,
stationarity of the environment, secular approximation), which are not always fulfilled in experi-
mental situations. In particular, the dynamics of coherences (non-diagonal density operator matrix
elements) can acquire significant importance for nearly degenerate states as we explain in Sec. 3.4:
Specifically, The environment can even completely change in the coherent evolution within these
multiplets. This renormalization effect can be captured by extracting an effective Hamiltonian
from the generalized master equations.
In Sec. 3.5, we present the real-time diagrammatic approach, the method applied throughout
this thesis to set up generalized master equations. This approach is capable of treating the dynamics
of coherences and incorporating next-to-leading order corrections (i.e., cotunneling) beyond the
lowest-order approximation systematically in the coupling between quantum system and envi-
ronment. As a consequence, the evolution of the reduced quantum system is related in a more
complicated way to the spectral density of the environment. While we focus in this Chapter
on giving a general introduction, details of the recent advances of real-time diagrammatics are
presented in the technical Chap. 8.
We apply our elaborate density-operator approach finally to quantum-detection setups, where
they also bring new insights that are particularly relevant for quantum-information processing. To
make a connection to this field, we briefly introduce stochastic Schrödinger equations in Sec. 3.6.
These take into account the increased knowledge about the system by its observer through the
measurement process. We explain that on average a generalized master equation is reproduced,
i.e., the backaction of a measurement can also be accessed by real-time diagrammatics. Based on
our insights, we conclude with an outline of new challenges for quantum-measurement theory.
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3.1 Linear-response conductance
In this Section, we review the Meir-Wingreen formula for the linear-response conductance G =
∂I/∂Vb|Vb=0 of a single-level Anderson model attached to two leads. We take this formula as a
starting point for our introduction into nanoscale transport theory because it directly connects a
measurable quantity, the conductance, with general concepts appearing frequently in transport
through open quantum systems. In particular, we introduce the spectral function for the QD level,
which we interpret in Sec. 3.1.2 as a local density of states that contains information about the level
broadening and level shift. Moreover, we need the linear-response conductance formula in Chap.
6 to connect results from numerical renormalization group (NRG) calculations (by M. Misiorny)
with real-time diagrammatics.
3.1.1 Meir-Wingreen formula
The linear conductance of the single-level Anderson model coupled to two leads (cf. Eq. (2.8) in
Sec. 2.2 for notation and discussion) is given in natural units of e2/~ by [94]:
G =
∂I
∂Vb
∣∣∣∣
Vb=0
=
∑
σ
Γσ
LΓσ
R
Γσ
L+Γσ
R
∫
dωaσ(ω)
[
− d
dω
f
(
ω
T
)]
. (3.1)
According to the above formula, the conductance depends on (i) the spin-dependent tunnel cou-
plings Γσ
r =2πνσ
r |tr |2 between QD and leads, (ii) the Fermi function f(x)=1/(ex+1) that accounts
for the filling of the electrode levels, and (iii) the spin-dependent spectral function of the QD level,
aσ(ω) = − 1
π
ImGσσ
R (ω), (3.2)
with the Fourier transform Gσσ ′
R (ω)=
∫
dωeiωtGσσ ′
R (t) of the retarded Green’s function of the QD
level
Gσσ ′
R (t) = −iθ(t)tr
([
dσ(t), dσ ′
† (0)
]
+
ρtot
eq
)
, (3.3)
and the interaction picture field operator dσ(t) = e
+iHtot tdσ e
−iHtot t. The spectral function char-
acterizes the local density of states of the QD in contact to the electrodes as we explain in Sec.
3.1.2. We note that the spectral function is computed with respect to the equilibrium state ρtot
eq =
e−βHtot/tr(e−βHtot) of the entire system (QD plus leads). This is a general insight from linear-
response theory: To compute the response of a quantity (here the current) to a small perturbation
(a small bias), equilibrium expectation values are sufficient. At low temperatures, Eq. (3.1) can
be simplified by replacing the derivative of the Fermi function −df(ω/T )/dω ≈ δ(ω) by a delta
function. Consequently, the linear conductance G∝∑
σ
aσ(ω=0) simply probes the spin-averaged
spectral function at zero energy. Thus, computing the spectral function, e.g., by NRG techniques
(see App. A.2) is sufficient to calculate linear-conductance spectra.
Equation (3.1) can be generalized to compute also the nonlinear conductance by the nonequi-
librium Keldysh formalism [369, 370] based on the Meir-Wingreen formula for the current [371]
I =
∑
σ
Γσ
LΓσ
R
Γσ
L+Γσ
R
∫
dωaσ(ω) [f
L,+(ω)− fR,+(ω)] (3.4)
with the Fermi functions fr,+(ω) = f((ω − µr)/T r) with electrochemical potential µr and tem-
perature T r for electrode r = L, R. Here, the spectral function is obtained by substituting the
nonequilibrium state ρtot
eq → ρtot of the system in Eq. (3.3).
However, even if only the equilibrium spectral function is available, it still possible to draw
qualitative conclusions about the conductance at finite bias voltage provided the temperature T
is low. Here, the differential conductance
G ∝ A(ω=Vb). (3.5)
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is approximately proportional to the symmetrized equilibrium spectral function [106], which is
defined for the symmetric situation Γσ
L=Γσ
R=Γσ with Γσ=2π |tr |νσr= Γ¯(1+σn) by
A(ω) = π
∑
σ=±
Γ¯(1+ σn)
aσ(+ω)+ aσ(−ω)
2
. (3.6)
This is used in Chap. 6 to obtain the differential conductance from NRG calculations (by M.
Misiorny) that only yield the equilibrium spectral function. The interested reader may find a
derivation of Eq. (3.1) in App. A.1, which also clarifies some aspects of our NRG procedure
discussed in App. A.2. Thus, the conductance of a nanoscale setup can be used to probe its spectral
function and therefore its level spectrum when coupled to an environment as we see next.
3.1.2 Physical interpretation of quantum-dot spectral function
We here discuss the interpretation spectral function aσ(ω) as a local density of states at energy
ω. For this purpose, let us first study a single, non interacting orbital level with Hamiltonian
H = ε
∑
σ
dσ
†dσ that is decoupled from its environment. Here, the retarded Green’s function can
be directly computed, Gσσ
R,NI(t) =−iθ(t)δσσ ′ e−iεt, and the spectral function reads [94]
aσ
NI(ω) = δ(ω − ε), (3.7)
which is just a delta peak that indicates the position of the energy level ε. The spectral function
is simply the density of states (DOS) of the single level at energy ε. Integrating over all energies
yields the normalization condition
∫
dωaσ
NI(ω) = 1. For a continuum of such noninteracting
levels (index k), the spectral function is directly related to the usual definition of the DOS by
νσ(ω) =
∑
k
akσ
NI(ω) =
∑
k
δ(ω − εkσ).
This picture changes when the level is tunnel-coupled to a lead at zero electrochemical potential
µ = 0, cf. Eq. (2.11). Then the single level is admixed with lead states at other energies. This
hybridization is captured by the spectral function, which follows nearly a Lorentzian curve (cf. Fig.
3.1) when assuming spin- and energy-independent tunnel coupling Γ=
∑
r,k
2π |tr |2νr [94]:
aσ=↑,↓NI (ω) = aNI(ω) =
1
π
Γ/2
(ω − ε˜(ω))2+(Γ/2)2 . (3.8)
The width of the spectral function is set by the tunnel coupling Γ and its peak position is deter-
mined by the condition
ω − ε˜(ω) ≈ ω− ε+ Γ
π
ln
∣∣∣∣W +ωW −ω
∣∣∣∣ = 0. (3.9)
This nicely illustrates that the coupling to an environment induces a broadening – a dissipative
effect – and a shift – a coherent renormalization effect – of the levels. Both these effects are directly
probed by the linear conductance (3.1) by changing the level position ε as a function of a gate
voltage. In the interacting case, it is much more complicated to compute the spectral function
and analytical results are hard to obtain. One way to compute aσ(ω) is based on NRG, which is
reviewed in App. A.2. Also mean-field approximations can be applied [94].
Figure 3.1. Linear response theory and spectral function. Spin-dependent spectral function
aσ=↑,↓NI (ω) = aNI(ω) of a single, noninteracting, spin-degenerate level, which is isolated (red) or coupled
to a reservoir with spin- and energy-independent spectral function Γ(ω) = ΓΘ(|ω | − W ) (green). The
hybridization with the environment leads to a level shift by ∆ε ≈ −Γln|(W + ε)/(W − ε)| < 0 for
ε > 0 and a broadening Γ of the level.
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3.2 Liouville-space theory
The Wingreen-Meir formula allows one to compute an observable of major interest for (electronic)
transport – the conductance – once the (non)equilibrium spectral function is known. However,
this approach has the disadvantage that it does not immediately reveal the local dynamics of the
quantum system determining the measured transport features. Grasping this dynamics is not
only of interest for developing an intuition for the physics behind the transport signatures, but
also becomes crucial when one wants to efficiently manipulate quantum system or understand
the backaction from a quantum measurement. To address these questions directly3.1, it is more
illuminating to study kinetic equations such as Eq. (2.13) or Eqs. (2.17)–(2.18) for the reduced
density operator ρ of the quantum system.
Before we discuss different approaches to derive such kinetic equations in Secs. 3.3 – 3.5,
we first introduce the mathematical framework that we use to conveniently work with kinetic
equations – the Liouville space [372], i.e., the linear space of all operators. We review in Sec. 3.2.1
the fundamental properties of a valid density operator ρ in Liouville-space notation and discuss
further constraints arising from the fermion-parity superselection rule. When formulating the time
evolution of ρ in Liouville space, the concepts of superoperators and superbases are required and
therefore discussed in Sec. 3.2.2. We conclude this Section with an illustration of the Liouville-
space formalism for a simple qubit system in Sec. 3.2.3.
3.2.1 Density operators
The physical state of a quantum system is determined by a normalized pure state, an element
|ψ〉 of the Hilbert space H3.2. The purity of the state is retained when the system is either closed
or when it is efficiently measured, e.g., by a projective measurement (see Sec. 2.4). However,
whenever a quantum system is open and part of the information transferred to the environment is
not observed and therefore discarded, the system is forced into a mixed quantum state. A mixed
state is determined by a density operator |ρ), an element of the Liouville space L (see also Ref.
[222] and Sec. 3.6). The Liouville space is the space of all linear operators, Aˆ:H→H acting on
the Hilbert space H. If the Hilbert space is N -dimensional, then the corresponding Liouville space
is N2-dimensional.
To emphasize the vector-space structure of Liouville space, one introduces a ket-notation |Aˆ)
for its elements, loosely referred to as superstates . One can further endow the Liouville space with
a scalar product, defined by [222](
Aˆ
∣∣Bˆ ) : = tr(Aˆ †Bˆ ), (3.10)
with the definition of a superbra
(
Aˆ | corresponding to a superket ∣∣Aˆ )= Aˆ given by
(Aˆ |• : = tr(Aˆ †•). (3.11)
Although the notation expresses a mathematical analogy between the Liouville space L and the
underlying Hilbert space H, the physical objects in Hilbert space (the wave function |ψ〉) and
Liouville space (density operators |ρ)) obey quite different conditions. A valid density operator
must be a positive operator, i.e., its overlap with any pure state |aa): =|a〉〈a| is required to be a
positive number,
(aa|ρ) = 〈a|ρ|a〉 > 0. (3.12)
Furthermore, we demand unit trace,∑
a
(aa|ρ) = (1ˆ|ρ) = tr(ρ) = 1, (3.13)
3.1. In principle, one can also reconstruct the density operator if all correlation functions (i.e., Green’s functions)
are known.
3.2. In the following, we refer toH as “the Hilbert space”, thereby meaning the Hilbert space or Fock space that
belongs to the respective system under consideration.
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with the identity operator 1ˆ and {|a〉} denoting here an orthonormal basis in Hilbert space. These
two requirements warrant the probabilistic interpretation of the density operator: Due to the
positivity, the density operator is Hermitian,
|ρ) = |ρ†), (3.14)
which should not be confused with the Hermitian conjugate in Liouville space, |ρ)† = (ρ|. Thus,
|ρ)=∑
i
pi|ii) possesses a spectral decomposition with with nonnegative, real eigenvalues 06 pi61
that sum up to unity,
∑
i
pi = 1, and the pi can be interpreted as probabilities of randomly
selecting the system in pure state |ii). This shows that positivity and unit trace are really the
minimal requirements a density operator has to obey. In addition, one frequently demands complete
positivity (see App. A.3), which is a sharper condition than positivity.
Further constraints are imposed by superselection rules. An important example is the boson-
fermion superselection rule [10, 221][
(−1)Nˆ ,|ρ)
]
−
= 0, (3.15)
where Nˆ is the total fermion number operator. As a consequence, the nondiagonal matrix elements
of |ρ) of even and odd total particle number are always zero, relating to the experimental fact that
superpositions between states of integer (bosons) and half-integer (fermions) cannot be measured
This would violate the conservation of total angular momentum [10] (see also paragraph “Projective
measurements in Sec. 2.4).
3.2.2 Time evolution in Liouville space, superoperators, and superbases
We next compare the time evolution of pure states |ψ〉 with that of density operators |ρ). Time
translations of pure states are generated by the Hamilton operator H via the Schrödinger equation,
i∂t|ψ(t)〉 = H |ψ(t)〉. (3.16)
Likewise, time translations of density operators are mediated by a superoperator , a linear operator
S: L→L mapping superstates on superstates. For a closed system, the time-evolution generator
is the Liouvillian L, which occurs in the Neumann equation:
i∂t|ρ(t)) = L |ρ(t)) = [H,|ρ(t))]− . (3.17)
General properties of the Liouvillian are discussed in Sec. 8.4.1. For open systems, the time-
translation generator has a more complex superoperator structure than the commutator in Eq.
(3.17) as, e.g., the Lindbladian encountered in Sec. 3.3. Moreover, the kinetic equation for |ρ)(t)
is in general not time-local due to memory effects we explain in Sec. 3.4.
Similar to Hilbert-space states, superstates and superoperators can be expanded in an ortho-
normal superbasis
{|Aˆ)= Aˆ}, a set of mutually orthogonal and normalized superstates,(
Aˆ
∣∣Bˆ ) = δAB, (3.18)
that is moreover complete,
Iˆ =
∑
A
|Aˆ)(Aˆ |, (3.19)
where Iˆ denotes the superidentity Iˆ ∣∣Aˆ ) = ∣∣Aˆ ) for any |Aˆ). Any superstate |Oˆ) has a unique
expansion in such a superbasis,
|Oˆ) =
∑
A
OA |Aˆ), OA=
(
Aˆ
∣∣Oˆ ), (3.20)
and a similar expansion holds for any superoperator Sˆ ,
Sˆ =
∑
A,B
SAB |Aˆ)(Bˆ |, SAB=(Aˆ |S |Bˆ ). (3.21)
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A possible orthonormal superbasis can be directly constructed form any orthonormal Hilbert-space
basis. We illustrate this here for the energy superbasis that we need later:
|EE ′) : = |E 〉〈E ′|, (3.22)
corresponding to the spectral decomposition of the Hamiltonian H =
∑
E
E |E 〉〈E |=∑
E
E PˆE,
assuming here for simplicity a nondegenerate spectrum3.3. The matrix elements of the density
operator with respect to this basis are given by pEE ′=(EE
′|ρ)= 〈E |ρ|E ′〉. In this superbasis, the
Liouvillian is by construction diagonal,
L =
∑
E,E ′
(E −E ′)|EE ′)(EE ′| =
∑
ε
ε Pˆε, (3.23)
with the eigenprojectors
Pˆε • =
∑
E ,E ′:E−E ′=ε
|EE ′)(EE ′|• =
∑
E,E ′:E−E ′=ε
PˆE • PˆE ′ (3.24)
that we will use later as well. Here and from hereon a dot “•” in general signifies a variable which
the preceding objects acts on. Note that the right hand side of Eq. (3.24) holds also for projectors
on degenerate energy eigenspaces.
In general, one is not restricted to use superbases that are constructed from Hilbert-space bases,
which is an important point exploited throughout this thesis. For example, one may construct an
orthonormal superbasis {|A)} from observables (illustrated in Sec. 3.2.3 for a qubit), which yields
an elegant expansion for the density operator:
|ρ) =
∑
A
A |Aˆ). (3.25)
Here, the coefficients,
A =
(
Aˆ |ρ) = tr(Aˆ †ρ), (3.26)
are just the expectation values of observable Aˆ (denoted without a “hat”), which is physically
easier to interpret as opposed to the matrix elements ρEE ′. By virtue of Eq. (3.25), it is possible
to formulate the dynamics of the density operator equivalently in terms of coupled equations for
observable averages, taking into account both occupation probabilities and coherences (see Sec.
3.4.2). The above expansion underlies the kinetic equations (2.13) and (2.17)–(2.18) presented
in the review and will be used throughout this thesis as a description of the generalized master
equations we consider. As a consequence, working in Liouville space does not only give more
compact expressions, it also results in a physically more transparent description of the quantum
system state and its dynamics.
3.2.3 Example: qubit-isospin precession and covariance
We illustrate the elegance of the Liouville-space formulation here for a qubit (see Sec. 2.5) with a
two-dimensional Hilbert space H= {|τ 〉, τ = ↑, ↓} and a corresponding four-dimensional Liouville
space. A superbasis consisting of observables is the Pauli superbasis , defined by
|rˇµ) 8
∑
ττ ′
(rˇµ)ττ ′|τ 〉〈τ ′|. (3.27)
The “check” indicates a four-component operator for values µ = 0, 1, 2, 3 with (rˇ0)ττ ′ = δσσ ′/ 2
√
and (rˇµ=i)ττ ′ = (σi)σσ ′/ 2
√
involving the Pauli matrices σi for i = 1, 2, 3. The factors 1/ 2
√
are
introduced to make the four superstates obey orthonormality and completeness relations in the
usual form:
(rˇµ|rˇµ′) = δµµ′ and Iˆ =
∑
µ
|rˇµ)(rˇµ|. (3.28)
3.3. If the spectrum is degenerate, we replace |E 〉 →|E, i〉 with additional quantum numbers i specifying the
state uniquely.
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Expanding the density operator in this superbasis, we find according to Eq. (3.20)
|ρ) = 1
2
√ [|rˇ0)+ τ ·|rˇ)], (3.29)
where the dot indicates the scalar product of the spatial components: τ ·|rˇ)=∑
i
τi|rˇi). Here, the
coefficients of the expansion, τi= tr(τˆiρ), are the ensemble averages of the isospin components [cf.
Eq. (2.27)].
Let us next consider the time evolution of an isolated qubit. Given its Hamiltonian H=Ω ·τ/2,
the Liouvillian is not diagonal in the Pauli superbasis (3.27), but still takes the simple form
L =
∑
µν
Lµν |rˇµ)(rˇν | = −i |Ω× rˇ) · (rˇ|. (3.30)
Using Eq. (3.17), |ρ˙)=−iL|ρ), the kinetic equation for the average isospin vector reads
τ˙ = Ω× τ , (3.31)
which describes a precession of the average isospin τ about Ω. We emphasize here that Eqs.
(3.29)–(3.31) present covariant expressions: Although we used a specific basis in the definition of
Eq. (3.27), these expressions are form-invariant under unitary rotations in the Hilbert space. This
is different if we use the energy eigenbasis instead: For example, the interpretation of the density
matrix ρττ ′ in terms of probabilities (diagonal elements ρ↑↑, ρ↓↓) and coherences (nondiagonal
elements ρ↑↓, ρ↓↑) depends on the choice of the Hilbert space basis. In a different basis, probabilities
may depend on the coherences and vice versa. Thus, talking about “probabilities” and “coherences”
is helpful only if a specific basis is singled out, e.g., by the symmetry of the problem. Here, this
could be the qubit axis defined by Ω. However, this can change if the system is coupled to an
environment that breaks certain symmetries, e.g., by introducing a perturbative field λ noncollinear
with Ω as discussed in Chap. 7. Another example relevant in this thesis is the two-level system of
physical spin, which we investigate in Chaps. 5 and 6 for a QD spin-valve setup, where Ω relates
to an external magnetic field. If the field is zero or at least small and the attached ferromagnets are
noncollinearly polarized, no “clever” choice for a spin-quantization axis exists. Then resorting to a
covariant formulation is a key step for simplifying calculations tremendously as we show in Chap. 8.
3.3 Dissipation from “standard” density-operator theory
We next study the evolution of an open quantum system coupled to an environment. Proceeding
along the lines of Refs. [222, 373], we derive in Sec. 3.3.1 the frequently used Bloch-Redfield equation
and Lindblad equation [374, 375], which are both kinetic equations for the reduced density operator
of the quantum system. The derivations given here can in principle be found in many text books;
however, we review them here in our above-introduced Liouville-space formalism to facilitate a
comparison with our more advanced real-time approach.
The Bloch-Redfield and Lindblad equation have been extensively used to study many QD
systems and they are typically frequently used in weak-measurement theory [11, 376] (e.g., sto-
chastic unraveling of master equations as explained in Sec. 3.6.3 below), quantum noise theory
[225], and qubit-decoherence theory [235, 263]. As a simple illustration, we discuss in Sec. 3.3.2
how the relaxation and dephasing times of a qubit are related to the correlation functions of the
environment within the Lindblad approach. However, for the QD spin-valve setups and nanoscale
detectors considered in this thesis, such simple kinetic equations are not applicable as their deriva-
tion involves a number of approximations (Born, Markov, secular approximation) and assumptions
(e.g., stationary environment) that break down here. We therefore critically discuss in Sec. 3.3.3
the conditions for the validity of the Bloch-Redfield and Lindblad equation and why they are not
satisfied for the systems studied in this thesis. In Secs. 3.4 and 3.5, we then explain how to improve
on these approximations within the framework of real-time diagrammatics.
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3.3.1 Bloch-Redfield and Lindblad equation: environmental correlation
function
In this Section, we derive the general form of the Bloch-Redfield equation and the Lindblad equa-
tion following Refs. [222, 373] for a quantum system weakly coupled to an environment with discrete
or a continuous spectrum. The time evolution of the entire system is generated by the Liouvillian
Ltot = L+LE+LV , (3.32)
with system Liouvillian L•= [H, •]−, environment Liouvillian LE •= [HE , •]−, and an interaction
Liouvillian LV •= [V , •]−, where the dot “•” denotes the operator the Liouvillians act on. Besides
the time independence of Ltot, we assume that the state of system and environment is factorisable
at initial time t0, ρtot(t0) = ρ(t0) ⊗ ρE0 , which is a reasonable assumption if both systems are
decoupled for all times t< t0. Furthermore, we assume3.4 trE(LVρE)= 0. These three assumptions
are used in all calculations and the starting point of our derivation here. Further assumptions, in
particular about the initial state ρE of the environment, are not made at this point but will be
introduced later. The environment is thus not necessarily a (grand)canonical reservoir (in which
case we replace the subindex E→ res), which is assumed often in practice for tangible calculations.
Furthermore, the interaction Hamiltonian V can be of any type; it may be a tunnel coupling V =HT
[see Eq. (2.11)] or a capacitive coupling V =HI [see Eq. (7.4)].
When the interaction between quantum system and environment is switched on at time t= t0,
the time evolution of the entire system is governed by the von Neumann equation:
ρ˙tot = −iLtotρtot. (3.33)
To proceed, we first transform to the interaction picture in Liouville space,
ρtot
I (t) = e+i (L+LE)(t−t0)ρtot(t), (3.34)
LV
I (t) = e+i(L+LE)(t−t0)LV e−i (L+LE)(t−t0), (3.35)
allowing Eq. (3.33) to be recasted as ρ˙tot
I = −iLVI (t)ρtotI . Integrating, iteratively inserting, and
subsequently taking the time derivative yields
ρ˙tot
I (t) = −iLVI (t)ρtotI (t0)−
∫
t0
t
dsLV
I (t)LV
I (s)ρtot
I (s). (3.36)
To obtain an equation for the reduced density matrix of the quantum system, we take the partial
trace over the environment and employ the above assumption trE[LV
I (t)ρtot
I (t0)] = 0. We obtain:
ρ˙I(t) = −
∫
t0
t
ds tr
E
[LV
I (t)LV
I (s)ρtot
I (s)]. (3.37)
This expression is, so far, exact. We now go through the several approximations applied to derive
the Bloch-Redfield and Lindblad equation.
(i) The first simplification is made by the Born approximation. Usually, the Born approximation
is identified with an expansion of Eq. (3.37) to lowest nonvanishing order in the interaction. Here,
we use it in the restricted sense that the total density operator factorizes for all times:
ρtot
I (s) ≈ ρI(s)⊗ ρEI (s). (3.38)
The above factorization can be proved to be a valid in second order in the interaction3.5. The idea
is here that nontrivial correlations between the environment and the system are negligible (see also
Sec. 3.3.3) and the effect of the quantum system on the environment – usually the much larger
system of the two – can be discarded.
3.4. This assumption can always be fulﬁlled if the environment is a reservoir (E→ res) initially in an equilibrium
state ρ(t0)= ρ(Hres). Then any nonzero value of trres
[
LV
I (t)ρtot
I (t0)
]
can be included into a redeﬁnedHres. However,
this assumption fails if the environment is not stationary, as, e.g., for a sensor QD measuring a qubit (see Chap.
7). Still, generalizing our derivation to the case of trE(LVρE) 0 is straightforward.
3.5. Note that the factorisability assumption is weaker than the lowest-order approximation, i.e., the converse
is not true.
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(ii) We next assume that the environment is in a stationary state ρE
0 under its internal evolution:
LEρE
0 = 0 → ρEI (s) ≈ ρE0 . (3.39)
This is fulfilled, for example, if the environment is in an equilibrium state.
(iii) We further perform a Markov approximation in the interaction picture:
ρI(s) ≈ ρI(t). (3.40)
Here, the idea one has in mind is that the time scale τc over which the environment correlation
function tr
E
[LV
I (t)LV
I (s)ρE
0 ]∼ e(t−s)/τc decays (cf. Eq. (3.47) and below) is short compared to the
time scale τS on which ρ
I changes. Thus, only those times s contribute considerably to Eq. (3.37)
which are in a time interval s∈ [t− τc, t] and therefore Eq. (3.40) is a reasonable replacement.
Performing these three approximations yields the time-local Bloch-Redfield equation [377, 378,
379, 380], ρ˙I(t)=WBF
I (t, t0)ρ
I(t), with the interaction-picture kernel
WBR
I (t, t0) = −
∫
t0
t
ds tr
E
[LV
I (t)LV
I (s)ρE
0 ]. (3.41)
Although the Bloch-Redfield equation depends on the reduced density matrix only at time t and
not any time s < t, it still contains information about the system evolution at former times since
the Bloch-Redfield kernel has an explicit dependence on time t0.
(iv) However, for times t− t0≫ τc, the Bloch-Redfield kernel can be approximated by its long-
time limit WBR
I (t, t0) → W I(t) = WBRI (t, −∞), again exploiting the argument that only times
s∈ [t− τc, t] contribute appreciably to Eq. (3.41). This yields after the substituting s→ t− s,
W I(t) = −
∫
0
∞
ds tr
E
[LV
I (t)LV
I (t− s)ρE0 ]. (3.42)
The kernel W I(t) is still time dependent because it is represented in the interaction picture. The
corresponding kernel in the Schrödinger picture is time-independent [see Eq. (A.24)] exploiting here
that the state of the environment is stationary under its internal evolution, i.e., LEρE
0 =0 [cf. Eq.
(3.39)]. The Bloch-Redfield approach is frequently used to study the dynamics of open quantum
systems as illustrated in Sec. 3.3.2 for the qubit isospin decay.
The Bloch-Redfield equation can be recast with further approximations into a different form,
the Lindblad form, which can be related more easily to physical processes, for instance in the
context of quantum measurements [11]. To make this connection, one represents the interaction
Hamiltonian as
V =
∑
i
AˆiBˆi =
∑
i
Bˆi
†
Aˆi
†
(3.43)
with Aˆi= Aˆi⊗ 1ˆE
(
Bˆi= 1ˆS⊗ Bˆi
)
being system (environment) operators3.6. Taking advantage of the
spectral decomposition (3.23) of the system Liouvillian L=
∑
ε
ε Pˆε, we introduce the projections
Aˆiε= Pˆ−εAˆi of Aˆi onto the subspace of operators that induce a transition of the quantum system
with energy difference −ε. This simplifies the representation of Aˆi in terms of the interaction
picture,
Aˆi
I(t) = eiL0(t−t0)Aˆi =
∑
ε
e−iε(t−t0)Aˆiε, (3.44)
Bˆi
I(t) = eiL0(t−t0)Bˆi, (3.45)
and we obtain
ρ˙I(t) =
∑
ii′ εε′
ei(ε−ε
′) (t−t0)Ki′ i(ε)
[
Aˆiερ
I(t)Aˆi′ ε′
† − Aˆi′ ε′† AˆiερI(t)
]
+H.c., (3.46)
with the correlation function
Ki′ i(ε) =
∫
0
∞
dseiεs tr
E
[(
Bˆ †
)
i′
I (s)Bˆi
I(0)ρE
]
. (3.47)
3.6. The restriction Aˆi = Aˆi
† and Bˆi = Bˆi
† assumed in Ref. [222] is actually not required for the following
derivations.
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Although the Markov approximation of the kernel Eq. (3.42) simplifies the calculations a lot,
the kernel is in general not positivity preserving [381] (see also App. A.3). However, further
approximations can be applied to retain the positivity of the density operator:
(v) One method for this is coarse graining [382]. We focus here on the popular secular approxi-
mation, a variant of the rotating-wave approximation3.7, which means that we only keep terms with
ε = ε′ in the double sum (3.46), for which ei (ε−ε
′)(t−t0) = 1. Thus, only those transitions appear
that change energy on both the bra- and the ket part of the density operator ρ equally. The effect
of the secular approximation is consequently to decouple the evolution of the matrix elements ρnm
of states with the same energy (L|n〉〈m|=0) from the evolution of matrix elements ρn′m′ of states
with different energy (L|n′〉〈m′| 0).
Finally splitting the reservoir correlation function into its real and imaginary part, Ki′ i(ε) =
Cij(ε)+ iSij(ε), the kernel can be decomposed into a coherent and a dissipative part:
ρ˙I(t) = −iLLSρI(t)+
∑
ii′ ε
Ci′ i(ε)
(
2Aˆiερ
I(t)Aˆi′ ε
† −
[
Aˆiε
†
Aˆi′ε, ρ
I(t)
]
+
)
. (3.48)
The first, coherent part is the effect of the Lamb shift , LLS •= [HLS, •]−, with
HLS =
∑
ii′ε
1
2i
∫
−∞
+∞
ds sgn(s) eiεstr
res
[(
Bˆ †
)
i′
I (s)Bˆi
I(0)ρres
]
Aˆi′ ε
†
Aˆiε, (3.49)
and the second part is the dissipator containing the Fourier transform of the time-dependent
reservoir correlation functions:
Ci′ i(ε) =
1
2
∫
−∞
+∞
ds eiεstr
res
[(
Bˆ †
)
i′
I (s)Bˆi
I(0)ρres
]
. (3.50)
It can be shown that Ci′ i is a positive matrix for all ε [222] and can therefore be diagonalized by a
unitary matrix v, Ci′ i=vi′α
∗ Cαvαi. Transforming back to the Schrödinger picture, we finally obtain
ρ˙(t) = Lρ(t) = −i (L+LLS)ρ(t) +
∑
αε
Cα (ε)D[aαε]ρ(t), (3.51)
with the Liouvillian L accounting for the internal evolution, aˆαε=
∑
i
vαiAˆiε, and the dissipation
superoperator
D[ Aˆ ]• = 2Aˆ • Aˆ †−[ Aˆ †Aˆ , •]+. (3.52)
Equation (3.51) is a master equation of Lindblad form. The superoperator L is called the Lindblad
generator and the solution of Eq. (3.51) can be written as ρ(t) = Π(t − t0)ρ(t0) with a set of
propagators {Π(t)|t> 0} that forms a completely positive quantum-dynamical semigroup [385, 375,
374] (for a definition see App. A.3). Equation (3.51) further provides the most general form of any
generator of a completely positive quantum-dynamical semigroup [386, 375].
Our outline of the derivation of the Bloch-Redfield and Lindblad equation shows that they
involve a number assumptions one should keep in mind and check when applying them to a concrete
system. We now proceed with a simple illustration for a qubit system before we critically discuss
the validity and the breakdown of these approximations in Sec. 3.3.3.
3.3.2 Example: qubit relaxation and dephasing
Let us now consider the example of a qubit with Hilbert space H = {|↑〉,|↓〉} and Hamiltonian
H =
Ω
2
[|↑〉〈↑|−|↓〉〈↓|] coupled to an environment by the interaction HI = Aˆ ⊗ Bˆ . The Lindblad
equation can be expressed here as a Bloch equation [235]. Neglecting the Lamb shift3.8, we get
τ˙ = Ω× τ +J−R · τ . (3.53)
3.7. There are diﬀerent approximations subsumed under the phrase rotating-wave approximation [383] based
on the idea to drop rapidly oscillating terms. One type of rotating-wave approximation is made on the level of the
Hamiltonian, which is typically used in quantum optics to derive, e.g., the Jaynes-Cummings Hamiltonian [384]. A
diﬀerent type is the rotating-wave approximation applied on the level of master equations, which is less restrictive.
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The first term is the internal isospin precession with Ω=Ωez, which is also present for the isolated
qubit (cf. Sec. 3.2.3). The second term is a constant isospin injection rate
J = 2
∣∣〈↑|Aˆ |↓〉∣∣2[C(−Ω/2)−C(+Ω/2)]ez , (3.54)
with C(ε) given by Eq. (3.50). The third term is the isospin decay with diagonal decay tensor
R = 1
T1
ezez+
1
T2
(exex+ eyey). (3.55)
In general, the isospin-decay tensor is anisotropic: Along the qubit axis, the isospin decays with
the relaxation rate
1
T1
= 2
∣∣〈↑|Aˆ |↓〉∣∣2[C(−Ω/2)+C(+Ω/2)], (3.56)
and perpendicular to the qubit axis with dephasing rate3.9 1/T2=1/2T1+1/Tφ where 1/Tφ is the
pure dephasing rate
1
Tφ
=
∣∣〈↓|Aˆ |↓〉− 〈↑|Aˆ |↑〉∣∣2C(0). (3.57)
Pure dephasing occurs when the coupling to the environment induces an asymmetric shift of the
qubit energy levels, i.e., if the environment couples to Aˆ ∼ τˆz. By contrast, transitions between
the qubit states, induced by a coupling to Aˆ∼ τˆx, τˆy, lead to relaxation in addition dephasing as
intuitively clear.
Equation (3.56) and (3.57) connect the decoherence theory to quantum-noise theory [225]. The
noisy environment is captured by its noise power spectrum C(ω). It describes the ability of the
environment to absorb quanta of energy |ω | if ω > 0 and to emit quanta of energy |ω | for ω < 0
[222]. A difference between both rates leads to an isospin injection rate J 0, evoking a pumping
of the qubit into its ground or excited state. This is reflected by the stationary isospin τ st= T1J
obtained by solving Eq. (3.53) for τ˙ =0. By contrast, both rates have to be added up to yield the
relaxation rate (3.56). The above equations are also confirmed by linear-response theory3.10. As a
conclusion, in the simple case studied here, the spectral properties at specific energies determine
the decoherence properties of the qubit completely.
For illustrational purposes, we next specify the environment to be a two-level fluctuator. This
example is relevant for the discussion in Chap. 7 as it models the backaction of a single-level sensor
QD capacitively coupled to a charge or spin qubit (see paragraph "sensor QDs" in Sec. 2.6). The
interaction Hamiltonian reads for this example V =λσˆzτˆz/2 where λ is a coupling constant and σˆz
is a pseudo spin-1/2 operator characterizing the two-level fluctuator3.11. The noise power spectrum
(3.50) reads with Bˆ =λ σˆz/2
C(ω) =
λ2
8
∫
−∞
+∞
ds eiωstr
res
[σˆz(s)σˆz(0)ρres]. (3.58)
3.8. We neglect the Lamb shift here for convenience since we focus on the relation between correlations functions
and the isospin decay. Renormalization eﬀects, related to the Lamb shift, are thoroughly discussed in Chap. 7 for
a QD detector setup.
3.9. Note that the Korringa relation T262T1 is fulﬁlled, which is a consequence of complete positivity [374, 387],
cf. App. A.3. If one demands only positivity, the conditions are weaker and depend on the stationary state τ0 [388].
3.10. The connection is made in Ref. [225]. The reader should note that the example considered there is a
harmonic oscillator coupled to a reservoir and not a two-level qubit system, which changes the expressions for the
decay rates.
3.11. For a SQD with occupation number operator n, the pseudo-spin operator is deﬁned as σˆz= nˆ − 1ˆ/2, cf.
Eq. (7.4). The formulas used here are applicable only if the expectation value 〈nˆ 〉=1/2. Otherwise, the ﬂuctuator
is asymmetric with
〈
Vˆ
〉
 0 and one has to account for a ﬁrst-order term when going from Eq. (3.36) to Eq. (3.37).
We do not discuss this case here any further for brevity.
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We assume for simplicity now that the single level can be treated as a classical two-level fluctu-
ator with switching rate Γ, that is, a Poisson process with an exponentially decaying correlation
function, 〈σˆz(s)σˆz(0)〉= e−Γ |s|/4 [389]. This yields
C(ω) =
λ2
16
Γ
ω2+Γ2
, (3.59)
which results in a pure dephasing rate 1/T2=λ
2/4Γ. Thus, a weak measurement which reduces the
backaction-induced dissipation is established if λ/Γ≪1. We note that the noise power spectrum is
symmetric and therefore the stationary state is the completely mixed state τ st=0. The symmetry
of the noise is a general property for classical correlation functions [225]. This symmetry is lost for
quantum fluctuators as studied in Ref. [390], except for a pure longitudinal coupling A∼ τˆz where
Eq. (3.59) is restored.
Furthermore, the similarity of the noise power spectrum (3.59) to the local density of states of
a single level coupled to a fermionic reservoir, Eq. (3.8), is remarkable. This can be understood
as follows: First, both are Fourier transforms of two-time correlation functions [cf. Eqs. (5.13)
and (3.50)]. If the two-level fluctuator is just a QD tunnel coupled to leads, tunneling processes
both induce the occupation fluctuations and generate the level broadening (we ignore the level
shift here). Nevertheless, we emphasize that the noise power spectrum and the local density of
states are, in general, different functions and they refer to different physical properties: While the
local density of states rather describes the spectral properties quantum system , the noise spectral
function rather specifies the spectral properties of the environment .
Despite their physical appeal, the simple relation between the decay rates and correlation func-
tions (3.50) is, in general, not valid. The problem is that the many assumptions and approximations
involved in the derivation of Eqs. (3.56) and (3.57) are not always valid. Improving the approach
actually turns out to be important to describe the backaction of a weak quantum measurement
properly as we explain below in Sec. 3.5.6 and show for a concrete detection setup in Chap. 7.
3.3.3 Validity and breakdown of approximations
Our next aim is to motivate why a more elaborate approach than that given above is needed. We
therefore explain under which conditions the approximations made in Sec. 3.3.1 are applicable and
discuss why they break down for the models studied in this thesis – the QD spin-valve setups (see
Sec. 2.3) and the sensor-quantum dot (SQD) detector (see Sec. 2.6).
(i) Born approximation. The physical idea behind the Born approximation is that any
information, energy, etc., fed into an environment with a continuous spectrum is irretrievably lost
and the recurrence time is infinite [373]. It can be shown that the approximate factorization (3.38)
is valid in second order in the interaction, O(LV
2 ), but breaks down when higher-order corrections in
LV have to be accounted for [373, 391, 392]. Even though correlations with the environment persist
only on short time scales, they become important for coherent higher-order transport processes
(e.g., cotunneling). For instance, such processes generate the quadrupolar exchange field discussed
in Chap. 6.
What the Born approximation actually neglects are nontrivial exchange correlations (e.g.,
entanglement) built up between the system and its environment due to the interaction. For any
nonlocal observable Oˆ = OˆS OˆE with system and environment operators OˆS and OˆE, respectively,
we quantify these exchange correlations by
〈
OˆS OˆE
〉
ex:=
〈
OˆS OˆE
〉− 〈OˆS〉〈OˆE〉. The latter become
important, for example, for the study of spin-quadrupole moment (SQM) in Chap. 4: There we
study the storage and transport of exchange correlations ∼〈Sˆ1Sˆ2〉ex for two spins Sˆ1 and Sˆ2, see
in particular the definition (4.60) of exchange SQM. The transfer of SQM between two local spin
reservoirs involves nonlocal exchange correlations between them as we explain in Sec. 4.5. Such
correlations are just eliminated by the Born approximation.
Nontrivial correlations become even more important if the quantum system is coupled to a part
of the environment with discrete spectrum. An example is a qubit measured by a sensor quantum
dot (SQD) as studied in Chap. 7. It turns out that this system can be treated properly only if the
SQD is included into a quantum description (see discussion “stationarity assumption” below). This
entails also a proper treatment of the nonfactorisable joint state of qubit and SQD.
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(ii) Stationarity assumption. A crucial assumption exploited several times in the derivation
of the Bloch-Redfield and Lindblad equation is the stationarity of the environment under its
internal evolution, LEρE
0
 0. If this assumption is dropped, one has to replace in the correlation
function (3.47) the time arguments by s→ t and 0→ t−s, that is, the correlation function becomes
explicitly time-dependent. Hence, the qubit decay rates are not so simply related to the spectral
noise power any more as shown in Sec. 3.3.2. While this stationarity assumption is valid for the
QD spin-valve setups we study in Chaps. 5 and 6, it breaks down for qubit read out by a SQD:
When applying a finite voltage to the SQD, the environment of the qubit, the SQD plus the leads,
is clearly not in a joint stationary state because current flows through the SQD. Thus, the standard
procedure of “integrating out the environment” can be applied here only to the electronic reservoirs,
which remain in a stationary state each. Thus, we treat here both the qubit plus the SQD in a
nonstandard way as a joint quantum system accounting for the nonequilibrium state of the SQD.
We persue this strategy in Chap. 7, where we show that virtual fluctuations of electrons tunneling
into the leads introduce a coherent backaction on the SQD. This backaction effect is not captured
by the spectral noise power (3.59) and seems to have been overlooked so far.
(iii+iv) Markov approximation. The Markov approximation actually involves two approxi-
mations, which are related to different requirements. The first one, the replacement ρI(s)= ρI(t)+
ρ˙I(t)(s − t) + 
 ≈ ρI(t) needs at least ‖ρ˙I(t)(t − s)‖ ≪ 1. As discussed above, ρI(s) contributes
appreciable only within the correlation time τc of the environment, i.e., for |t − s| . τc. Thus,
the condition here is that the time scale τS over which ρI(t) appreciably changes, ‖ρ˙I(t)‖∼ 1/τS,
is much longer than τc. The second condition is that t − t0≫ τc, which allows for the complete
elimination of the reference to the initial time t0. This elimination, however, can result in a violation
of the positivity violation of the reduced density operator when evolving under the Markovian
kernel (3.42) [381]. When computing the evolution of ρ(t) starting from t= t0, the positivity of ρ
is, by contrast, ensured if one keeps the time dependence of the kernel as in Eq. (3.41) for times
t− t0.τC as studies of two-level systems indicate [381].
For a QD tunnel-coupled to fermionic reservoirs, the correlation time is typically the inverse
temperature, τc ∼ β = 1/T , and the time-scale on which its interaction-picture density operator
changes is set by the inverse tunnel rate, τS∼ 1/Γ. Thus, a Markov approximation is justified if Γ/
T≪1 and t− t0≫1/T . As a consequence, when higher-order corrections in Γ/T become important,
e.g., in the Coulomb blockade regime, one should also reconsider the Markov approximation [393,
394, 395]. This is also relevant for a qubit coupled to a SQD: Here, the correlation time τc∼ 1/Γ
of the SQD is set by the tunneling rate of electrons and the coupling time between both systems
is set by τS ∼ 1/λ with λ being their capacitive interaction (see Sec. 7.2). Here, the Markov
approximation requires λ/Γ≪ 1, i.e., the weak-measurement limit. However, one has to be careful
as SQDs are typically operated on the threshold to the Coulomb blockade regime where the effective
tunneling rate is smaller than the bare coupling Γ to the leads. Furthermore, kinetic equations may
describe the evolution only for times t− t0≫1/Γ, which one should keep in mind when single-shot
measurements are to be described.
(v) Secular approximation. The secular approximation drops terms with ε ε′ in Eq. (3.46),
which is a reasonable idea if |ε− ε′|≫ 1/τS [222]. In this case, the phase factor ei(ε−ε′)(t−t0) in Eq.
(3.46) oscillates fast as compared to the rest of the summand. Therefore, contributions from terms
containing these oscillating phase factors in ρI tend to average out. In other words, Eq. (3.48)
rather describes the evolution of the density operator time-averaged over a duration ∆t≫ τS [373].
Yet, this argument breaks down when states are nearly degenerate with splittings ∆ε < 1/τS∼ Γ
as further substantiated below in Sec. 3.4.2.
This becomes important for QD spin-valve setups with degenerate spin states [171] or when
the applied magnetic field B is not larger than Γ [177]. Similarly, for the qubit detection by a
SQD, the secular approximation breaks down in the weak-measurement limit λ/Γ≪ 1 if the qubit
splitting Ω <˜Γ. If the secular approximation is abandoned, the diagonal elements (component τˆz)
do not decouple from the nondiagonal elements (components τˆx,y) of the density matrix any more
and isospin components can be mixed among each other. This leads to renormalization effects that
generate torque terms – the coherent backaction – which are as large as the dissipative backaction
by the stochastically switching detector. In the next Section, we show under which conditions
coherences become important and how they can be accounted for.
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3.4 Going beyond standard approaches
Our critical review of the Bloch-Redfield and Lindblad equation clearly revealed their limited range
of applicability. In Chaps. 5 and 7, we use kinetic equations that go beyond these approaches
(particularly accounting for renormalization effects) and here we first explain on a general level how
to improve these approximations systematically. We moreover explain how to consistently solve
these kinetic equations (both analytically and numerically), which also turns out to be a nontrivial
task.
To start with, going beyond the Markov approximation is actually not needed to determine the
stationary state of the reduced density operator, which we focus on in most cases in this thesis.
We show in Sec. 3.4.1 that the Markovian approximation in this case is no approximation at all
and therefore a permissible step3.12.
However, for the systems we study here, one must include both coherences and next-to leading-
order Γ2 corrections into the generalized master equations for the reduced density operator as we
explain in Sec. 3.4.2. In general, coherences become crucial even in lowest order in Γ whenever
the energy levels of the QD overlap within their finite broadening by the tunnel coupling Γ (see
Sec. 3.1.2). When additionally including next-to-leading order terms into the generalized master
equations, all coherences can affect the kernel if they are not forbidden by symmetry. In Sec.
3.4.2, we show how to include them systematically. Moreover, for solving the resulting higher-
order kinetic equations order-by-order in Γ, one has to proceed carefully since usual order-by-order
solution schemes can lead to unphysical results in the Coulomb blockade regime. We discuss in Sec.
3.4.3 how to circumvent such inconsistencies by applying the crossover scheme applied in Chaps.
5 and 7.
Finally, if states are nearly degenerate, the coupling to the environment strongly renormal-
izes the level positions, i.e., the environment effectively changes the Hamiltonian of the quantum
system. This is at the heart of the mechanism generating the quadrupolar exchange field studied
in Chap. 6. We explain in Sec. 3.4.4 how to generally extract such an effective Hamiltonian from
generalized master equations provided they are local in time. This goes beyond the Lamb-shift
Hamiltonian (3.49) in the Lindblad equation since our procedure can be used up to any order in Γ
accounting for quasi-degeneracies as well. The quadrupolar exchange field is actually an example
where next-to-leading order terms can become the dominant renormalization effect.
For the numerical evaluation and solution of the stationary kinetic equations in Chap. 5, we
use a generally applicable code that has been developed by M. Leijnse [176], S. Koller [392], F.
Reckermann, and N. Kostandinidis. This code accounts for all the points addressed below Secs.
3.4.2 and 3.4.3. M. Hell contributed here by testing the code and by performing crucial checks
for the computation of the integrals discussed in App. C.2 occurring in the kernel (3.77). For this
purpose, an independent code specifically for the low-spin-QD has been developed, which has also
been applied to obtain the time-dependent results shown in Chap. 5.
3.4.1 Generalized master equations and stationary limit
In this Section, we first introduce generalized master equations in a general way by taking advan-
tage of our Liouville-space notation (see Sec. 3.2). This provides a convenient starting point to
derive equivalent representations of generalized master equations taking matrix elements with
respect to different superbases – important for our advances in the real-time diagrammatic for-
malism. This is not yet tied to any approximation at all. We then take the stationary limit of the
generalized master equation, which is considered in nearly all parts of this thesis. Approximations
are then discussed in the following Sections.
3.12. For the time-dependent results shown in Sec. 5.6, we will argue there why non-Markovian corrections are
actually not needed for the conclusions we draw there.
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As in Sec. 3.3.1, we assume the initial density operator of quantum system and environment
to be factorisable, ρtot(t0)= ρ(t0)⊗ ρE, and the Liouvillian Ltot to be time-independent. To derive
a kinetic equation for ρ(t), we start from the general solution of the von-Neumann equation (3.33),
which reads ρtot(t)= e
−iLtot(t−t0)ρtot(t0). The reduced density operator of the system is obtained
by taking the partial trace over the environment. This yields
ρ(t) = Π(t− t0)ρ(t0), (3.60)
with the full propagator Π(t− t0) as partial supermatrix element,
Π(t− t0) = (1ˆE |e−iLtot(t−t0)|ρE), (3.61)
where (1ˆE |• = trE(•) takes the partial trace, i.e., “integrates out” the environment. The full
propagator contains both the internal evolution of the quantum system as well as the effect of the
environment. Since the propagator maps density operators onto density operators, it has to satisfy
a number of constraints that we review in Sec. 8.4.1 where we make use of them.
We generally prove in Sec. 3.5.4 that the propagator satisfies the following Dyson equation:
Π(t− t0) = Π0(t− t0)+
∫
t0
t
dt′
∫
t0
t′
dt′′Π0(t− t′′)W (t′′− t′)Π(t′− t0). (3.62)
Here, Π0(t − t0) = e−iL (t−t0) is the free propagator of the quantum system in the absence of the
environment. The effect of the environment is entirely contained in the second term involving the
irreducible kernel W (τ ), related to the self-energy Σ(τ ) by W (τ ) =−iΣ(τ ). Inserting the Dyson
series (3.62) into Eq. (3.60) and taking the time derivative, we obtain the generalized master
equation in its most general form [cf. Eq. (3.41)],
ρ˙(t) = −iLρ(t)+
∫
t0
t
dt′W (t− t′)ρ(t′), (3.63)
which is exact so far. Real-time diagrammatics, introduced below in Sec. 3.5, provides a systematic
scheme to compute the kernel W by a perturbation expansion in the interaction Liouvillian LV .
We note that Eq. (3.63) is a non-Markovian equation as it includes the entire history of the density
operator for all times t′<t. This signature of non-Markovianity is also reflected by the propagator,
which cannot be factorized as
Π(t− t0) = (1ˆE |e−iLtot(t−t1)e−iLtot(t1−t0)|ρE)
 Π(t− t1)Π(t1− t0) = (1ˆE |e−iLtot(t−t1)|ρE)(1ˆE |e−iLtot(t1−t0)|ρE), (3.64)
in contrast to the unitary time evolution superoperator e−iLtot(t−t1) for the full density operator3.13.
The physical interpretation of the generalized master equation (3.63) is facilitated by expanding
it in terms of an orthonormal superbasis
{|Aˆ)}. The flexibility to use different such superbases is an
asset of the Liouville-space formulation as we see next. For example, we can use the Hilbert space-
induced superbasis
{|Aˆ) =|ab) =|a〉〈b|}: Inserting the completeness relation Iˆ = ∑
ab
|ab)(ab|,
see Eq. (3.19), into Eq. (3.63), and projecting onto (ab| one obtains coupled equations for matrix
elements of the density operator,
ρ˙ab(t) =
∑
a′b′
[
−iLab;a′b′ ρa′ b′(t)+
∫
t0
t
dt′Wab;a′b′(t− t′)ρa′ b′(t′)
]
, (3.65)
containing the coupled dynamics of both the probabilities and the coherences. When the both
decouple, Eq. (3.65) simplifies to a usual master equation for the probabilities, which provides in
this case a convenient description of the dynamics. However, when probabilities and coherences
do not decouple, it is more convenient to use a superbasis of Hermitian observables,
{|Aˆ)=|Aˆ †)}.
Using the latter, Eq. (3.63) may be recast into a kinetic equations for the operator averages
A=
(
Aˆ |ρ) = tr(Aˆ †ρ)= tr(Aˆρ),
A˙(t) =
∑
B
[
−iLABB(t)+
∫
t0
t
dt′WAB(t− t′)B(t′)
]
, (3.66)
3.13. According to Eq. (3.64), the propagators Π(t − t0) do not fulﬁll the semigroup property of a completely
positive quantum-dynamical semigroup (see App. A.3).
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with the supermatrix elements LAB = (Aˆ |L|Bˆ) and WAB(τ ) = (Aˆ |W (τ )|Bˆ ). Clearly, Eq. (3.66)
provides a physically intuitive starting point to discuss the QD dynamics. We use this representa-
tion throughout this thesis because in all cases coherences are vital in all studied models.
The time-nonlocal integro-differential equations (3.63), (3.65), and (3.66) are very unpractical
to solve. One therefore proceeds in Laplace space since the integrals in these equations deconvolute
by taking the Laplace transform,
f(z) =
∫
t0
∞
dteiz (t−t0)f(t) (Im z > 0), (3.67)
f(t) =
∫
i0−∞
i0+∞ dz
2π
e−iz (t−t0)f(z) (t > 0). (3.68)
For the form (3.63) of the generalized master equation, this yields
−izρ(z)− ρ(t0) = [−iL+W (z)]ρ(z), (3.69)
which can in principle be solved for ρ(z) and then transformed back to time space to compute the
time-dependent solution ρ(t).
The situation drastically simplifies if one is interested only in the long-time stationary state
ρst = limt→∞ρ(t): By virtue of the final-value theorem [396], limt→∞f(t) = lim
z→i0
izf(z), we find
from Eq. (3.69) by multiplying with iz and taking the limit z→ i0 the equation
0 = [−iL+W (i0)]ρst. (3.70)
Thus, to determine the exact stationary state, we only need the zero-frequency kernel W (i0)
[134, 176]. For nearly all the results presented in this thesis we consider only the stationary limit.
The only exception are time-dependent results shown in Chap. 5 where we employ the Markov
approximation, which in this formulation is the replacement W (τ )≈ δ(τ )W (z= i0). This turns Eq.
(3.63) into a time-local equation,
ρ˙(t) ≈ [−iL+W (i0)]ρ(t). (3.71)
In Sec. 5.6.1, we explain why the Markov approximation is valid for the conclusions we draw there;
however, this possibility is specific to the case studied there. More on how to go beyond the Markov
approximation can be found in App. A.3.
3.4.2 Importance of coherences and perturbative expansion of kernel
Coherences, i.e., nondiagonal elements ρab(t) (a  b) of the density operator play in general an
important role for the evolution of the quantum system as we substantiate in this Section. The
necessity to account for coherences is tied to the discussion of the perturbation expansion of the
kernel in (3.70) [176, 392, 80]. We therefore explain here how to consistently include coherences in
lowest order in Γ and in next-to-leading order Γ2.
Importantly, not all coherences have to be treated in the same way as we explain first. The
main reason is that levels of the quantum system acquire a broadening in the order of Γ due the
coupling to the environment. This has been illustrated by the local density of states (3.8) for the
noninteracting single-level Anderson model. In other words, the unperturbed eigenstates of the
quantum system “overlap” when coupled to the environment if their energy splitting ∆ε is Γ or less.
Such pairs of quasi-degenerate states on the scale of Γ (∆ε<˜Γ) are called secular pairs of states.
Likewise, if the splitting of the states is larger, we call such a pair nonsecular (see Fig. 3.2).
Secular coherences, i.e., coherences between secular pairs of states, have to be treated differently
in a perturbative expansion in Γ as nonsecular coherences. To see this fact, we decompose the
reduced density operator [392, 80]
ρ = ρs+ ρn, (3.72)
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Figure 3.2. Secular and nonsecular coherences. Sketched is the level spectrum of a QD Hamiltonian
H=
∑
k,s
Ek,s|k, s〉 with block structure: All energy eigenstates s within each block k have a small splitting
∆ε≪Γ, i.e., these are secular pairs of states. By contrast, the eigenenergies of states from diﬀerent blocks
k′ k have a large splitting ∆ε≫Γ, i.e., these are nonsecular pairs of states. In general, the level spectrum
does, of course, not always have such a block structure; we assume this case here for illustrational purposes.
into a secular part, ρs= Pˆsρ, and a nonsecular part, ρn= Pˆnρ, by applying a superprojector onto
secular pairs of states,
Pˆs =
∑
|ε|6C
Pˆε, (3.73)
with Pˆε defined by Eq. (3.24), and the superprojector on its complement,
Pˆn = Iˆ − Pˆs =
∑
|ε|>C
Pˆε, (3.74)
where the cutoff C≫Γ is chosen to be much larger than Γ. One can think of this decomposition
as a rearrangement of a N×N density matrix ρEE ′ in the energy superbasis (3.22) as a column
vector ρ = (ρs, ρn) with N2 entries. This vector is then sorted into two classes according to
whether the matrix elements ρEE ′ correspond to secular pairs (contained in ρs) or to nonsecular
pairs (contained in ρn). The secular part always contains the diagonal elements and, moreover,
the secular coherences.
We next decompose the stationary generalized master equation (3.70) into the following matrix
equation (omitting the argument i0 in the kernel for brevity),(
0
0
)
=
( −iLss+Wss Wsn
Wns −iLnn+Wnn
)(
ρs
ρn
)
, (3.75)
where Wαβ = Pˆα W Pˆβ and Lαβ = Pˆα L Pˆβ, respectively. We note that L has no off-diagonal
contributions since Pˆs and Pˆn are just sums of eigenprojectors of the system Liouvillian L=
∑
ε
ε Pˆε
[cf. Eq. (3.23)]. We next solve the second equation for ρn formally in terms of ρs and insert the
result into the first equation, yielding an effective equation in the secular subspace,
0 = Kss
eﬀρs, (3.76)
with the effective time-evolution generator
Kss
eﬀ = −iLss+Wsseﬀ = −iLss+Wss−Wsn 1−iLnn+WnnWns. (3.77)
Here, the first two terms account for the coupling among the secular coherences – driven by the
internal evolution of the quantum system (first term) and the evolution induced by the environment
(second term). The third term in the above equation accounts for virtual transitions from the
secular subspace into the nonsecular subspace and back.
Based on the expansion (3.77), we may next assess the importance of secular and nonsecular
coherences by expanding the zero-frequency kernel in the perturbation parameter Γ,
W = W Γ+WΓ
2
+
 . (3.78)
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In lowest order in Γ, the effective kernel is given by
Kss
eﬀ,Γ ≈ −iLss+WssΓ . (3.79)
The corrections from the nonsecular coherences can and should be omitted here because Wsn [−
iLnn+Wnn]
−1Wns <˜ Γ2/C ≪ Γ. We emphasize that only those coherences could be eliminated
that refer to states split by ∆ε>C: If we had set C=0 in Eq. (3.73) instead, retaining only pairs
of degenerate states in the secular block, we must have kept these corrections since Wsn [−iLnn+
Wnn]
−1Wns∼Γ2/|Lnn| is possibly large. This is another way to see that the secular approximation
fails for pairs of states that are quasi-degenerate on the scale of Γ. The unperturbed secular
eigenstates of the system are so strongly mixed by the environment that they do not correctly
describe the eigenstates for nonzero coupling. This is similar to the situation of perturbation theory
for degenerate states in a closed quantum system [397, 398]. Hence, Eq. (3.79) provides a formula
for applying the secular approximation selectively to those coherences corresponding to large energy
splittings ∆ε≫Γ whose effect indeed averages out as explained in Sec. 3.3.3.
When next extending the expansion (3.78) to second order in Γ, the situation becomes more
complicated: Here, also the nonsecular coherences actually contribute to the O(Γ2) contribution of
the effective kernel,
Kss
eﬀ,Γ2 = Wss
Γ2−WsnΓ 1−iLnnWns
Γ , (3.80)
because Wsn [−iLnn+Wnn]−1Wns∼ Γ2/C may be comparable to WssΓ2∼ Γ2/E. In the case of a
QD coupled to leads, E is the larger of temperature T or the distance d=minE,µr (E − µr) of the
QD energy levels to the electrochemical potential of the leads. We see that beyond the lowest-order
approximation in Γ the secular approximation generally fails and corrections even from nonsecular
states have to be accounted for.
We finally note that some coherences are zero due symmetry reasons: For example, for any
fermionic system all coherences between states that differ by an odd number of particles always
vanish due to the fermion-boson superselection rule [see Eq. (3.15)]. Such coherences may therefore
also be included into the nonsecular projector as they decouple from the occupation and the nonzero
coherences (i.e., the relevant components of Wsn and Wns are zero).
3.4.3 Solving master equations in Coulomb blockade: crossover scheme
Even though the improved approximations for the kernels presented in the previous section lead
to kinetic equations that account for coherences and next-to-leading order effects, solving these
equations is a nontrivial task: One does not only run here into numerical problems but also the
obtained solution can be physically invalid if one does not proceed carefully. These problems and
the solution to it – the crossover scheme – are discussed next.
In general, a consistent perturbative solution of the stationary generalized master equation of
the form Kρst=0 requires not only the kernel3.14 K=K
Γ+KΓ
2
+
 but also the density operator
ρst= ρst
0 + ρst
Γ + 
 to be expanded in orders of Γ. The solution is then obtained by inserting the
expansion for ρ together with the expansion for K and comparing the result order-by-order in Γ:
KΓρst
0 = 0, (3.81)
KΓ
2
ρst
0 +KΓρst
Γ = 0, (3.82)
KΓ
3
ρst
0 +KΓ
2
ρst
Γ +KΓρst
Γ2 = 0, (3.83)


Solving these equations successively has the advantage that the current is also evaluated consis-
tently to any given order in Γ. This order-by-order scheme works well as long as the lowest-order
Γ contributions to the kernel are large compared to the next-to-leading-order Γ contributions.
3.14. The kernel K includes here the internal Liouvillian [cf Eq. (3.70)] for simplicity and may also refer to the
eﬀective kernels introduced in Sec. 3.4.2 depending on the situation considered.
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However, this situation is not always fulfilled. For example, for the QD spin-valve setup dis-
cussed in Sec. 2.3, the first-order spin relaxation rate ∼(Γ2++Γ1−)∼ e−d in Eq. (2.18) is strongly
exponentially suppressed with d = minr (|ε − µr |, |ε + U − µr |)/T in the Coulomb blockade
regime. As a result, Eq. (3.81) becomes ill-defined in particular for finding a solution by numerical
means (replacing e−d≈ 0) [164]. By contrast, the cotunneling contributions are only algebraically
suppressed, scaling as ∼Γ2/d and are therefore dominant. Hence, ρstΓ is not just a small correction
to ρst
0 , but basically determines the correct ρst. Thus, terms that are formally of O(Γ
3) such as
ρst
ΓKΓ
2
are not of negligible size anymore; neglecting them fails to account for the O(Γ2) relaxation
even though the corresponding term appears in Eq. (3.82). For QDs coupled to vibronic modes,
this has been shown to result in an unphysical pumping into excited states and thereby leads to a
loss of positivity of the density operator. This issue has been thoroughly discussed for a QD with
vibrational degrees of freedom [176]. Therefore, we use an alternative procedure in which only the
kernel (but not the density matrix) is expanded in powers of Γ. Solving the equation[
KΓ
2
+KΓ
]
ρst = 0 (3.84)
is referred to as the crossover scheme. It is, thus, the kernels that are to be consistently evaluated
to a given order in Γ – not the density operator or observables such as the current. Since the current
may comprise terms of order Γ3, one has to check that features observed in the current and related
to cotunneling scale as Γ2, and not Γ3. In the latter case, they might be an artifact of the solving
scheme. The crossover scheme has been applied to a range of nontrivial QD models [164, 176, 399,
322, 400, 401]. We use the crossover scheme in this thesis to obtain both analytical as well as the
numerical solutions of the kinetic equations studied in Chap. 5 and in Chap. 7.
These remarks complete our overview how to systematically incorporate higher-order processes
and coherences into the generalized master equation.
3.4.4 Effective Hamiltonian from time-local kinetic equations
We now turn to the question how to specifically extract renormalization effects from time-local
generalized master equations. The spectral function of the noninteracting single-level Anderson
model illustrates that the effect of the environment is not only to broaden the levels but also to
shift them by an amount proportional to Γ. Such level shifts can have a predominant effect if
the decoupled quantum system possesses degeneracies. Both broadening and level shift are also
contained in the kernel, which can be computed even for interacting systems out of equilibrium
(see Sec. 3.5). Adapting the results from Ref. [172], we now show how to decompose the effective
secular kernel (3.77) into a coherent and a dissipative part. This is similar to the decomposition
of the Lindblad generator (3.51) into a Hamiltonian and a dissipator part but goes beyond lowest
order and the secular approximation.
To introduce the main idea behind this decomposition, we first review how to extract the
commutator part of a general superoperator and then explain how this approach has to be modified
for the secular-projected kernel (3.77). As a starting point, we recall a general result from Ref. [374],
see also Ref. [222, 172], holding for any superoperator S:L→L that is Hermiticity-preserving3.15:(SˆAˆ )† = Sˆ(Aˆ †), (3.85)
where L is an N2-dimensional Liouville space with an arbitrary orthonormal superbasis {Fˆα,
α=0,
 ,N2−1} with the special choice Fˆ0=1/ N√ . Then, S can be uniquely written in the form
Sˆ Aˆ = −i[Hˆ eﬀ, Aˆ ]−+[ Gˆ , Aˆ ]++ ∑
α,β=1
N2−1
Cαβ FˆαAˆFˆβ
†
(3.86)
with coefficients [172] forming a Hermitian matrix,
Cαβ =
∑
γ=0
N2−1
(FˆαFˆγ Fˆβ
†|Sˆ |Fˆγ) = Cβα∗ , (3.87)
3.15. This is the same requirement as Sc=S in the notation of Eq. (8.33).
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and the Hermitian operator
Gˆ =
1
2N
C00+
1
2
∑
α=1
N2−1 (
C0αFˆα
†
+Cα0Fˆα
)
. (3.88)
and an Hermitian and traceless effective Hamiltonian [172]
Hˆ
eﬀ =
1
2i
1
N
√
∑
α=1
N2−1 (
C0αFˆα
†−Cα0Fˆα
)
=
i
2N
∑
α,β=1
N2−1
(Fˆα|Sˆ |Fˆβ)
[
Fˆα, Fβ
†]
−. (3.89)
The uniqueness of the effective Hamiltonian is enforced by the tracelessness condition, tr
(
Hˆ
eﬀ)=0:
Physically, this means that the zero energy is chosen to be the average of all energy levels. It is
easy to show by insertion that any other basis
{
Fˆ0
′
= Fˆ0, Fˆα>0
′
=
∑
β=1
N2−1
uαβFˆβ
}
yields the same
effective Hamiltonian3.16.
If the superoperator Sˆ additionally maps onto traceless operators,
(1ˆ|Sˆ = 0, (3.90)
Decomposition (3.86) can be expressed in pseudo-Lindblad form as
Sˆ Aˆ = −iLeﬀ Aˆ +
∑
α,β=1
N2−1
Cαβ
{
2 FˆαAˆ Fˆβ
†− Fˆβ†FˆαAˆ −Aˆ Fˆβ†Fˆα
}
, (3.91)
with Leﬀ •= [Heﬀ,•]−. This decomposition can be specifically applied to the zero-frequency kernel
W since it satisfies the two requirements (3.85) and (3.90). Physically speaking, they ensure that
the time evolution generated by the kernel preserves Hermiticity and the unit trace of the density
operator, respectively (see Sec. 8.4.1)3.17. We note that Eq. (3.91) does not exploit the complete
positivity of the time evolution (see App. A.3). This is the main difference between Eq. (3.91)
and the Lindblad form (3.51): The coefficients Cαβ given by Eq. (3.87) do not necessarily form a
positive matrix. Thus, when rewriting Eq. (3.91) into the diagonal Lindblad-like form (3.51), the
resulting coefficients are not necessarily positive and therefore Eq. (3.91) does not result in a true
Lindblad equation.
The decomposition (3.91) reflects the main idea how we extract an effective Hamiltonian from
the generalized master equation that accounts for renormalization-induced level shifts. However,
the procedure cannot be applied directly in a satisfactory way to the secular-projected effective
kernel (3.77). The main inconvenience is the following: Decomposing Wss
eﬀ = Leﬀ + W˜ with Eq.
(3.91), where W˜ denotes the entire dissipative part, the extracted effective Liouvillian Leﬀ also
acts in the nonsecular subspace defined by Pˆn. Furthermore, the projected effective Liouvillian
PˆsLeﬀPˆs cannot be expressed as a simple commutator since it acts as the zero-operator in the
nonsecular subspace but as a nonzero operator in the secular subspace. One therefore has to find
an appropriate decomposition for the secular-projected kernel, for which the coherent part stays
within the secular subspace.
For this purpose, we suppose that the set of eigenstates {|E 〉=|k, s〉} of the QD Hamiltonian
H can be classified into subspaces k containing states s that all overlap in energy within a cutoff C
chosen to be larger than Γ, i.e., |Eks−Eks′|6Γ≪C. By contrast, states from different subspaces
k  k ′ are assumed to be separated by energies larger than the cutoff, i.e., |Eks−Ek ′ s′|≫C (see
Fig. 3.2). We can then express the superprojector on the secular subspace as the sum
Pˆs =
∑
|ε|6C
Pˆε =
∑
k
Pˆk, (3.92)
with the superprojectors Pˆk that project onto the subspace k:
Pˆk • =
∑
ss′
|ks, ks′)(ks, ks′| • =
∑
k
Pˆk • Pˆk, (3.93)
3.16. The choice of a traceless superbasis
{
Fˆα
}
corresponds to choosing traceless Lindblad operators in Eq.
(3.51), which eliminates the well-known freedom of shifting the Lindblad operators aˆi→ aˆi + γi1ˆ, γi ∈ C, which
involves a shift of the Hamiltonian in Eq. (3.51).
3.17. We note that |1ˆ)= Pˆs|1ˆ) and therefore the secular-projected kernel Wss satisﬁes (1ˆ|Wss=(1|W Pˆs=0.
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for projector Pˆk=
∑
s
|ks〉〈ks|. The effective time-evolution generator (3.77) may then be further
decomposed into
Kss
eﬀ =
∑
k
Kkk
eﬀ+
∑
k,k ′:k k ′
Kkk ′
eﬀ , (3.94)
with Kkk ′
eﬀ = PˆkKsseﬀPˆk ′. The first term contains the evolution within each secular subspace and the
second term accounts for transitions between different secular subspaces k ′→ k. These transitions
should not be confused with the evolution of coherences of nonsecular states k  k ′; those are
projected out. The final step is to apply the decomposition (3.86) only to the diagonal part,
Kss
eﬀ =
∑
k
(−iLkeﬀ+ K˜kkeﬀ)+ ∑
k,k ′:k k ′
Kkk ′
eﬀ , (3.95)
where Lk
eﬀ•=−i [Hkeﬀ, •] acts as a commutator in subspace k. The formula (3.89) for the effective
Hamiltonian may then be applied by using a superbasis
{
Fˆα, α = 0, 
 , Nk
2 − 1} for the Nk2-
dimensional subspace k with Fˆ0= Pˆk/ Nk
√
. This procedure is applied in Sec. 8.6.1 to obtain the
effective Hamiltonian (6.5) containing the spintronic exchange fields in Chap. 6.
This concludes our general considerations about generalized master equations and brings out
to the concrete question how to evaluate the kernels appearing in the above equations. This is
explained in the next Section introducing the real-time diagrammatic approach.
3.5 Real-time diagrammatics
In this Section, we sketch the derivation of the real-time diagrammatic technique [402, 403, 87, 404,
176, 134], which we extend and use extensively in this thesis. The central idea and the advantages
of real-time diagrammatics are first reviewed in Sec. 3.5.1. We then briefly introduce superfermions
[405, 221] in Sec. 3.5.2, which are employed in the derivation of the real-time diagrammatics as
outlined in Secs. 3.5.3 – 3.5.5. We particularly discuss in Sec. 3.5.6 the covariant (coordinate-free)
reservoir spectral density. This first provides a link to the Bloch-Redfield in Lindblad equation that
shows on a formal level how real-time diagrammatics goes beyond these approaches. Moreover,
the coordinate-free formulation is central to our extension of real-time diagrammatics presented in
Chap. 8. There, we show (i) how to calculate observables in noninteracting systems with continuous
spectrum directly (used for Chap. 4), (ii) how to treat QD spin valves by taking advantage of a
coordinate-free formulation (used for Chaps. 5 and 6), and (iii) how to treat weak-measurement
setups perturbatively in the measurement strength (used for Chap. 7).
3.5.1 Idea and advantages of real-time diagrammatics
The situation one typically has in mind for real-time diagrammatics is a quantum system with
a few degrees of freedom (called here the quantum dot, QD) coupled to a number of reser-
voirs each in equilibrium (such as electronic leads, see paragraph “Anderson model” in Sec. 2.2).
Real-time diagrammatics provides a systematic perturbation expansion of the propagator Πt,t0=
(1res|e−iLtot(t−t0)|ρres) and the irreducible kernel W [cf. Eqs. (3.61) and (3.62)] in the coupling
Γ of the QD and the reservoirs.
The Hamiltonian H of the QD can have, in principle, an arbitrary form; for practical purposes,
one only needs the many-body eigenstates |E 〉 of H . The QD is treated without any further
approximations, which makes it possible to study systems that strongly interact locally. This is a
strength compared to the Landauer-Büttiker formalism [406, 407, 94] limited to ballistic transport
through noninteracting systems, as well as quantum Boltzmann equations, [369] equilibrium [408,
409, 94], and nonequilibrium [369, 370] Green’s function methods, which typically treat internal
interactions perturbatively3.18.
3.18. Within the Green’s function formalism, it is possible to treat strongly interacting systems by introducing
slave particles [136], but these formalisms are rather complicated and diﬃcult to interpret because the slave particles
have no physical meaning (see also Ref. [134]).
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As mentioned in Sec. 3.4.1, we restrict our considerations to a time-independent Liouvillian,
Ltot = L+Lres+LT , (3.96)
here with the coupling due to tunneling processes, i.e., LT •= [HT , •]− for tunneling Hamiltonian
(2.11). We also impose a factorisable initial state of QD and reservoirs, ρtot(t0)= ρ(t0)⊗ ρres, where
each of the reservoirs is described by grandcanonical distribution,
ρres =
∏
r
ρr =
∏
r
e−
(
βrHr−µr Nˆ r)
trr
[
e−
(
βrHr−µr Nˆ r)], (3.97)
containing the particle number operator denoted by Nˆ
r
=
∑
r
crkσ
†
crkσ. The possibility to allow
for different temperatures T r = 1/βr and electrochemical potentials µr for each reservoir gives
access to strong thermal and voltage-biased nonequilibrium physics on the QD. This can, e.g.,
not be captured by linear-response theory (see Sec. 3.1), quantum Boltzmann equations [369] or
standard numerical renormalization group (NRG) techniques [133], which are bound to near-to-
equilibrium situations (cf. App. A.2). Time-dependent generalizations [410] of NRG can also treat
nonequilibrium situations [411], but in any case they are numerical methods and therefore provide
limited analytical insight into the QD dynamics.
The starting point of real-time diagrammatics is the perturbative expansion of the unitary
time-evolution superoperator U t ,t0 = e−iLtot(t−t0) in terms of the QD–reservoir coupling LV (see
also Ref. [221]):
Uˆt ,t0 =
∑
n=0
∞
(−i)n
∫
t0
t
dsn
∫
t0
sn
dsn−1

∫
t0
s2
ds1e
−i (L+Lres)(t−t0)LTI (sn)LTI (sn−1)
 LTI (s1)
= e−i (L+Lres)(t−t0)
[
Iˆ −i
∫
t0
t
ds1LT
I (s1)−
∫
t0
t
ds2
∫
t0
s2
ds1LT
I (s2)LT
I (s1)+

]
(3.98)
This incorporates the interaction Liouvillian (3.35) in the superinteraction picture,
LT
I (s) = e+i (L+Lres)(s−t0)LT e−i (L+Lres)(s−t0). (3.99)
The next step is to express all superoperators in Eq. (3.98) in a second-quantized form by intro-
ducing fermionic field superoperators. Since the reservoir is noninteracting and the initial state
is factorisable, it is possible to disentangle the part that acts on the reservoir and the QD. The
propagator (3.61) is then computed by taking the partial trace over (“integrating out”) the reservoir
part. This is carried out byWick’s theorem, which applies because the initial reservoir state (3.97) is
an equilibrium state. Collecting all orders in LT following from Eq. (3.98), we obtain in this way an
exact diagrammatic representation of the propagator Πt,t0. Although we start from a factorisable
initial state, the resulting propagator accounts for the nonfactorisability of ρtot(t) ρ(t)⊗ ρres for
all intermediate times t > t0, i.e., it goes beyond the Born approximation [392].
The real-time diagrammatic approach can be shown [392] to be equivalent to the projection
technique introduced by Nakajima [412] and Zwanzig [413, 414], see also Refs. [222, 415]. Other
techniques that apply Wick’s theorem are time-convolutionless master equations [391, 395] (cf.
App. A.3) or path-integral methods [416, 417, 418]. The latter are also useful to study nonfactoris-
able initial conditions [419]. This can also be achieved within the real-time diagrammatic formalism
by first evolving the system into a specific correlated initial state at a time tI, starting the evolution
at t0→∞ (cf. Ref. [394]). Furthermore, the real-time diagrammatics can be extended to deal with
time-dependent systems [420] to study pumping mechanisms [421]. One can also compute Green’s
functions from within a real-time diagrammatic formalism [403, 404]. We finally note that real-
time diagrammatics is not limited only to fermionic systems with a bilinear coupling to the QD. A
general formulation accounting for any type of multi-particle interactions with the reservoirs has
been given for fermionic systems in Ref. [134] and extensions to bosonic systems have also been
worked out [422]. All this illustrates that the real-time diagrammatics is indeed a very flexible
method to study transport through nanoscale systems whenever local interactions play a decisive
role.
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3.5.2 Superfermions
Before we proceed with the derivation of the propagator Π(t), we briefly introduce the above-
mentioned field superoperators3.19, following Ref. [405]. More on second quantization in Liouville
space can be found in the technical Sec. 8.2. As any usual operator can be expressed in terms of
field operators, any superoperator can be expressed in terms of these field superoperators (see Sec.
8.2.1), which we define for the reservoirs by
J1 • =
{
cr1η1 k1σ1 • , χ1η1=+,
(−1)LˆNres (•cr1 η1 k1σ1) , χ1η1=−,
(3.100)
and for the QD by
G1 • =
{
dη1 l1 σ1• , η1χ1=+,
(−1)LˆN+1(•dη1 l1 σ1) , η1χ1=−.
(3.101)
Here, LˆNˆres • : =
[
Nˆres, •
]
− and LˆNˆ • : =
[
Nˆ , • ]− incorporate the particle number operators of
reservoirs and QD, respectively, and the subscript “1” is an abbreviation for all indices (discussed
in the following),
1 = (χ1, η1, r1, k1, σr1, l1, σ1), (3.102)
omitting those indices where they do not apply. In Eq. (3.102), we denote the parity index by
η1, which determines whether the field operator is a creation operator (d+l1 σ1= dl1σ1
† , c+r1 k1 σr1=
cr1 k1 σr1
† ) or an annihilation operator (d−l1 σ1 = dl1σ1, c−r1 k1σr1 = cr1 k1 σr1) of an electron in spin
state |σr1〉r1 in electrode r1 in mode k1 or an electron in spin state |σ1〉d in orbital l1 in QD,
respectively. We introduce different spin-quantization axis for all parts of the system, referred to
by the superscript of the spin states, which is necessary for treating noncollinear QD spin-valve
devices (see Sec. 4.2). Our notation further uses the particle index 3.20 χ1, which distinguishes
whether physically the total particle number is increased (χ1= +) or decreased (χ1 = −) by the
action of J1 or G1 [note η1 does not have such a physical meaning: an annihilation (creation)
operator acting from the right increases (decreases) the superparticle number]. This can be easily
checked by applying Eq. (3.100) to a particle number state as shown in Sec. 8.2.1.
The superoperators (3.100) and (3.101) are fermionic superfields as they obey anticommutation
relations,
[J1, J1′]+ = χ1η1δ1 1¯′, (3.103)
[G1, G1′]+ = χ1η1δ1 1¯′, (3.104)
with δ1 1¯′= δχ1 χ1¯′δη1 η1¯′δr1 r1′δk1k1′δl1,l1′δσ1 σ1′ incorporating the conjugate multi-index
1¯ = (−χ1,−η1, r1, n1, k1, σr1, l1, σ1). (3.105)
The inclusion of the fermion-parity superoperator (−1)LˆNres and (−1)LˆN in Eqs. (3.100) and (3.101)
is crucial for the validity of Eqs. (3.103) and (3.104), respectively [405]. To simplify bookkeeping
of sign factors, we further impose commutation relations of QD and reservoir superoperators,
[J1, G1′]− = 0, (3.106)
which – when consistently applied – do not affect any expectation values [221].
3.19. We do not make use of causal superfermions [405] but of naive superfermions here because they are
more convenient for our calculations as we explain in the paragraph “Idea and advantages of covariant real-time
diagrammatics” in Sec. 8.3.1.
3.20. We prefer this physically more meaningful superparticle index χ over the commonly used Keldysh index
p=−χη because of its clearer physical meaning.
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Similar to the second-quantized form of the reservoir Hamiltonian (2.10) the reservoir Liouvil-
lian Lres •=∑r [Hr, •]− can be conveniently expressed in terms of the superfermions as
Lres = δχ1,+ ε1J1J1¯, (3.107)
with ε1= εk1σr1
r1 . Here and in the following, all sums over all discrete indices and integrations over
all continuous indices are implicit for brevity. Likewise, the tunneling Liouvillian LT •= [HT , •]−
reads as
LT = t1G1J1¯, (3.108)
t1 =
[
tl1 k1 σr1
r1 〈σ1|d|σr1〉r1]η1. (3.109)
Here, we define for any number or matrix A the notation Aη=+=A and Aη=−=A∗ for its complex
conjugate. Note that despite t1 refers only to one multi-index, the spin indices σr1 and σ1 can be
different. Inserting this representation of the tunneling Liouvillian into Eq. (3.98), we can disen-
tangle the QD and the reservoir contributions in each term since reservoir and QD superoperators
commute. This yields the following expression for the propagator Πt,t0= tr
res
[ Uˆt ,t0ρres], Eq. (3.61):
Πt ,t0=
∑
n=0
∞
(−i)n
∑
{i}
(tn
 t1)
∫
dsn
 ds1
t06s16
6sn6t
e−iL(t−t0)GnI
G1I(1ˆres|Jn¯I
 J1¯I |ρres), (3.110)
where we exploited the identity (1ˆres|e−iLres(t−t0) = (1ˆres| and introduced the interaction picture
field superoperators
G1
I = G1
I(s1) = e
+i(L+Lres)(s1−t0)G1 e−i (L+Lres)(s1−t0), (3.111)
J1
I = J1
I(s1) = e
+i(L+Lres)(s1−t0)J1 e−i (L+Lres)(s1−t0). (3.112)
Equation (3.110) shows that the propagator depends on the multi-time correlation functions of the
reservoir. For a general reservoir state |ρres), a simple two-time correlation function therefore does
not suffice to find the propagator. For a noninteracting thermal reservoir, however, the situation
simplifies as we see next.
3.5.3 Wick’s theorem for reservoir field superoperators
To decompose multi-time reservoir correlation functions in terms of two-time correlation functions,
we apply Wick’s theorem. It can be worked out for field superoperators similar to usual field
operators [405, 420] and reads for an even number3.21 n of field superoperators:
tr
res
(Jn¯
 J1¯ρres) =
∑
contr.
(−1)Np
∏
〈j,i〉
γji, (3.113)
with the contraction function
γji = tr
res
(Jj¯Ji¯ρres) = χiηif
ri,χi
(
εkiσri
ri
)
δrjriδηj η¯iδkjkiδσrj σri, (3.114)
which incorporates the Fermi function
f r,χ(ω) = f(χ (ω− µr)/T r) (χ=±), (3.115)
with f(x) = 1/(ex + 1). In Eq. (3.113), one sums over all possible contractions referring to all
pairings of the indices 1, 
 , n. Moreover, NP denotes the signature of the permutation that is
needed to disentangle all pairs of contracted superoperators while retaining their order within
each contracted pair. In the contraction function (3.114), the superparticle index χi for the Fermi
function agrees with the physical intuition: If χi=+ (χi=−), a particle (hole) is extracted by Ji¯
from mode (k1, σ1) and enters the QD.
3.21. Note that any odd number of reservoir ﬁeld superoperators has zero expectation value because they map
ρres onto an operator that comprises only transitions between states with even and odd fermions whose trace is zero.
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Using Eq. (3.113), the multi-time correlation functions may then be expressed similar as in
Ref. [221] as
(1ˆres|Jn¯I(sn)
 J1¯I(s1)|ρres) =
∑
contr.
(−1)Np
∏
〈j,i〉
γ˜ji(sj − si), (3.116)
with γ˜ji (sj − si) = e+ixi(sj−si)γji. To prove Eq. (3.116), we insert the interaction representation
(3.112) into the left hand side of Eq. (3.116), move the free propagation to the right by using the
relation e−iLres τJ1¯= J1¯e−i (Lres+x1¯)τ with xi8 ηiεi by virtue of LresJ1=J1(Lres+ x1), exploit the
stationarity of the reservoir state, e−iLresτ |ρres)= |ρres), and finally apply Wick’s theorem (3.113).
The propagator (3.110) then reads
Πt,t0 =
∑
n even
(−i)n
∑
contr.,{i}
(−1)Np
∫
t0
t
dsn

∫
t0
s2
ds1
∏
〈ji〉
(γ˜ji(sj− si)tjti)
×e−iL(t−sn)Gne−i (L−Xn−1)(sn−sn−1) 
 G2e−i (L−X1)(s2−s1)G1e−iL(s1−t0), (3.117)
where we introduced Xi8
∑
j6i
xj and restored the time dependence explicitly. Equation (3.117)
is the key formula for the real-time formalism. We see that the time dependencies stemming from
different two-correlations functions γ˜ji are intertwined, which relates to a nontrivial dependence of
the propagator on the spectral properties of the reservoir. Equation (3.117) suggests the physical
interpretation that the propagator can be represented by processes of free evolution in time inter-
vals [t0, s1], [s1, s2], ... , [sn, t] interrupted by tunneling processes at times s1, ... , sn. This can be
conveniently represented in terms of diagrams as we explain Fig. 3.3(a) and its caption.
Figure 3.3. Real-time diagrams. (a) Illustration of the real-time diagrammatic expansion of the full
propagator Πt,t0 (thick line), Eq. (3.117), in orders of the tunneling Liouvillian. By convention, the times
increases from right to left. The thin line represents segments of free QD propagation, e−i (L−Xi) (si+1−si),
interrupted by tunneling vertices depicted as dots that represent the factors tiGi. The contraction functions
γ˜ji are illustrated by lines connecting the corresponding pair of vertices j and i. The factor Xi after the ith
vertex in Eq. (3.117) can be determined as follows: For each contraction line, add a factor xj for each line
starting at a vertex j 6 i that crosses the respective segment of free propagation. The Wick sign (−1)Np
is determined by the number of crossing contraction lines. For each contributing diagram, one has to sum
over all indices, integrate over all frequencies, and all intermediate times. To obtain the Laplace-transformed
propagator Π(z) =
∫
t0
∞
dteiz (t−t0)Wt ,t0, one has to omit all time integrations, replace γ˜ji → γji, and
e−i (L−Xi) (si+1−si)→1/(z+Xi−L). (b) Diagrammatic proof of the Dyson equation (3.62): We re-order the
perturbation series (a) and collect all amputated, irreducible diagrams in one term, the (irreducible) kernel
W . Irreducible means that the diagram contains no segment of free propagation without a contraction line
extending above.
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3.5.4 Dyson series and zero-frequency kernel
We next identify the expression for the real-time kernel W (t− t′) by proving the Dyson equation
(3.62). The proof can be carried out most easily on the diagrammatic level as shown in Fig. 3.3(b).
The idea is to first collect all irreducible diagrams starting at an arbitrary time s1 and ending
at a time s2 into one object, the kernel Ws2s1. A contraction pattern is irreducible if it cannot
be written as a product of two contractions. In terms of diagrams this means that there is no
propagation segment without a contraction line extending over it. The full propagator (3.117) can
then be represented as a sequence of irreducible blocks, interrupted by periods of free propagation.
Note that any Xi=
∑
i
ηiωi-factor after an irreducible block does not refer to vertices inside this
irreducible block because the contribution of each contracted pair of indices j and k, cancels out:
In Xi= ηjωj+ ηkωk+
 , we have ηj= η¯k and ωj=ωk due to the contraction function (3.114). We
thus find
Πt,t0 = Πt ,t0
0 +
∫
t0
t
ds2
∫
t0
s2
ds1Πt ,s2
0 Ws2,s1Πs1,t0
0
+
∫
t0
t
ds4
∫
t0
s4
ds3
∫
t0
s3
ds2
∫
t0
s2
ds1Πt ,s4
0 Ws4,s3Πs3 ,s2
0 Ws2,s1Πs1 ,t0
0
+ 
 (3.118)
= Πt ,t0
0 +
∫
t0
t
ds2
∫
t0
s2
ds1Πt ,s2
0 Ws2,s1Πs1,t0 (3.119)
with the free propagator Πs2,s1
0 = e−iL (s2−s1) and the irreducible kernel Ws2 s1, which given by the
same expression as Eq. (3.117) when summing only over irreducible contractions and omitting the
initial and final free propagation. We emphasize that the irreducible kernel contains all information
to reproduce the exact time evolution of the reduced density operator according to Eq. (3.118).
In particular, it does – so far – not involve a Markov approximation.
Since solving the generalized master equation requires the Laplace-transformed kernel, we next
integrate its time-space expression analogous to Eq. (3.117) over
∫
t0
∞
dteiz (t−t0). By substituting
ti− ti−1=: τi, one can factorize the integrals and finds the compact expression
iW (z) =
∑
n,{i}
irr. contr.,
(−1)Np
∏
〈ji〉
(γjitjti)G2n
1
z+X2n−1−LG2n−1
G2
1
z+X1−LG1. (3.120)
In lowest order LT
2 , when a Markov approximation is valid, the real-time zero-frequency kernel
W (i0) differs from the Bloch-Redfield kernel Eq. (3.41) for t0→∞ only by negligible contributions
of order LT
4 (see also App. A.3 and Ref. [391]). It has been proved that the real-time kernel even
coincides with the Bloch-Redfield kernel in all orders if the latter kernel is suitably generalized to
higher orders including non-Markovian terms [391, 392]. Once the real-time diagrammatic kernel
(3.120) is evaluated (which is a nontrivial task as explained in the Introduction to Chap. 8), one
can set up the generalized master equation (3.71) and solve for the density operator ρ applying
the procedures introduced in Sec. 3.4.
3.5.5 Particle current
When the density operator is determined, e.g., from the kinetic equation (3.71), one can calculate
the time-dependent average of any (local) QD observable directly as O(t) =
〈
Oˆ
〉
(t) = trd
(
Oˆρ(t)
)
.
However, to compute the averages of nonlocal operators that also involve the leads, one needs to
calculate an additional kernel. We illustrate this here for the particle-current operator (cf. Sec.
4.5.1),
Iˆ
r
= i[HT ,Nˆ
r
] = −i
∑
klσ
tklσ
r dlσ
†
ckσ
r +H.c., (3.121)
for which this procedure is particularly straightforward. We rewrite the expectation value as
Ir(t) = tr
[
Iˆ
r
ρtot(t)
]
= tr
[
(−i)LTr,+ ρtot(t)
]
=
∫
t0
t
dt′ (1ˆ|WIr(t− t′)|ρ(t′)) (3.122)
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where LT
r,+= t1G1J1¯, δχ1,+δ
r1,r is the part of the tunneling Liouvillian (3.108) that accounts only
for tunneling processes of electrons that leave lead r and enter the QD. For the second equality in
Eq. (3.122), we took advantage of the cyclic invariance of the trace and moved the H.c. part in Eq.
(3.121) to the right hand side of ρtot(t) in Eq. (3.122). To obtain the third equality, we inserted
the perturbative expansion (3.98) for ρtot(t)= Uˆt,t0ρ(t0)⊗ ρres and applied Wick’s theorem following
the same steps as above. Identifying irreducible diagrams, we see thatWIr(t− t′) coincides with the
kernel in the generalized master equation if we simply replace the left-most Liouvillian LT by LT
r,+.
In Laplace space, Eq. (3.122) factorizes into Ir(z) = (1ˆ|WIr(z)|ρ(z)), and, again by virtue of
the final value theorem, the stationary current reads
Ist
r = lim
t→∞
Ir(t) = (1ˆ|WIr(i0)|ρst). (3.123)
Thus, once the stationary state is determined, the stationary current can be readily computed
from Eq. (3.123). We finally note that the current kernel is not unique. Several current kernels
have been adopted [134, 405], and it can be considered as a matter of convenience which kernel is
chosen. We use a definition here that reveals the physics most clearly from our point of view.
3.5.6 Covariant reservoir spectral density
We showed in Sec. 3.3.1 that the effect of the environment in the lowest-order Lindblad equations
is entirely characterized by the correlation function (3.50). We next investigate how such spectral
properties of the reservoir enter into the kernel (3.120). For this purpose, we replace the summation
over discrete reservoir modes
∑
{ki} 
 →
∫
dωi νσi
ri(ωi) 
 by integrations over frequencies ωi.
Based on this rewriting, one can easily show (cf. Eq. (8.78) in Sec. 8.3.1) that the propagator is
a functional of the 4-component vector “rate” [172]
F(ωi) =
1
2
√
π
∑
ri
Γri,χi(ωi)
(
1
nri(ωi)n
ri
)
, (3.124)
comprising the scalar reservoir spectral density
Γri,χi(ωi) = 2π |tri|2ν¯ ri(ωi)fχiri(ωi). (3.125)
Here, we assume that tunneling amplitudes (3.109) are spin- and energy-independent, tklσ
r = tr, with
the spin-averaged density of states (DOS), ν¯ ri(ωi)= [ν↑
ri(ωi)+ ν↓
ri(ωi)]/2 and the spin polarization
vector nri(ωi)n
ri. The direction of the latter is given by the unit vector nri pointing in the direction
of the magnetization direction of lead ri and the magnitude coincides with the spin polarization
of the DOS at energy ωi: nri(ωi)= [ν↑
ri(ωi)−ν↓ri(ωi)]/[ν↑ri(ωi)+ν↓ri(ωi)], cf. Eq. (2.1) and Sec. 4.2.1.
The vector rate (3.124) is directly linked to the correlation functions (3.50) occurring in the
Lindblad equation (3.48): The reservoir spectral density (3.125) just coincides with the spin-aver-
aged correlation function Cσ(ω) evaluated3.22 for the tunnel Hamiltonian (2.11). This can be
accordingly generalized to magnetic reservoirs. Despite this simple relation, the kinetic equations
are not just proportional to F(ωi) evaluated at specific QD energies as the dissipative relaxation
time (3.56) and dephasing time (3.57) of the qubit example studied in Sec. 3.3.2 seem to indicate.
Instead, one has to integrate over all frequencies ωi in Eq. (3.117), i.e., the spectral properties at
all energies play a role, which is relevant for treating renormalization effects. In second order in Γ,
also correlations of ∼F(ωi)F(ωj) at different frequencies can become important [the integrations
over different frequencies do not factorize because of the propagators in Eq. (3.120)]. All these
nontrivial effects are Incorporated in the real-time diagrammatic kernel, which therefore provides
a starting point to study nontrivial renormalization effects in open quantum systems.
3.22. To make this connection, we consider here the nonmagnetic case for nri(ωi) = 0 for simplicity and
recast the tunneling Hamiltonian HT =
∑
rklσ
trdlσ
†
crkσ=
∑
σ
(
AˆσBˆσ +H.c.
)
in the form of Eq. (3.43) with the
QD operators Aˆσ =
∑
l
dlσ and the lead operators Bˆσ =
∑
rk
trcrkσ. This is then inserted into the deﬁnition
Cσσ(ω) =
∫
dseiωstr
[
Bˆσ(s)Bˆσ(0)ρres
]
of the reservoir correlation function.
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3.6 Quantum measurements: backaction-induced evolution
So far, we have investigated the evolution of a quantum system when “integrating out” its envi-
ronment. The average effect of the environment is captured by a deterministic generalized master
equation (3.63) for the reduced density operator of the quantum system. This changes when we turn
now to quantum measurements : Here, the detector can also be regarded as a kind of “environment”;
however, the inherent property of a measurement is that the information fed into this environment
is not just “lost” somewhere in its continuous spectrum. Instead, the information is recorded by the
detector and conditioned on the obtained measurement outcome an indeterministic backaction on
the quantum system takes place (see Sec. 2.4). This intrinsic, random element can be accounted for
by a stochastic description of the evolution of the quantum system, e.g., by stochastic Schrödinger
or master equations . An initial motivation of the work in this thesis was to understand the role of
renormalization effects for quantum measurements and it turns out that the study of generalized
master equation already sheds light on this.
An aim of this Section is therefore to discuss connections between generalized master equations
and quantum-stochastic descriptions. First focusing on projective measurements in Sec. 3.6.1, we
introduce the notion of a selective and a nonselective measurement. This suggests that “tracing out”
the environment is equivalent to averaging over all possible measurement outcomes of the detector.
To understand how this applies to weak measurements, we briefly introduce stochastic Schrödinger
equations, which turn out to reproduce a usual generalized master equation on average, but under
rather restrictive assumptions. Importantly, the average measurement backaction can already be
explored with generalized master equations. This motivates the study undertaken in Chap. 7, where
we identify coherent measurement backaction related to a response of the detector renormalization,
which seems to have been overlooked so far.
Incorporating renormalization effects in a stochastic quantum-measurement description, how-
ever, turns out to be technically very challenging. The main reason is that derivations of stochastic
descriptions seem to work only if precisely those approximations are made that disregard higher-
order and renormalization effects (see Sec. 3.3.3). Thus, similar to the density-operator theory,
quantum-measurement theory should be extended to account for these effects. Future challenges
associated with this are outlined in our final Sec. 3.6.3 and round of this Chapter.
3.6.1 Selective versus nonselective measurement
To make a connection between the quantum-measurement theory as introduced in Sec. 2.4 and the
density-operator theory discussed in the rest of this Chapter, we first have to loosen two restrictions
employed there: First, we assumed there that the observer has maximally possible information
about the state of the quantum system before the measurement, i.e., the initial pure state |ψ〉
of the system is known. Second, we supposed that the observer keeps track of the measurement
outcome. The increased knowledge about the quantum system after the measurement is accounted
for by projecting the wave function on a new state |ψ ′〉∝ Pˆi|ψ〉 with a projection operator Pˆi.
Abandoning the first assumption, let us consider a system that is initially described by a mixed
state described by a density operator ρ=
∑
α
pα|ψα〉〈ψα| (see Sec. 3.2). The probability of finding
a certain measurement outcome oi for observable Oˆ =
∑
i
oiPˆi reads
p(oi) =
∑
α
pα〈ψα|Pˆi|ψα〉 = tr
(
Pˆiρ
)
. (3.126)
The latter expression accounts for both the classical uncertainty about the state of the measured
system |ψα〉, which is randomly picked with a probability pα, as well as the quantum-mechanical
uncertainty of the measurement outcome in a state of maximal knowledge. If we next select only
those systems for which the outcome oi has been obtained, see Fig. 3.4(a), the state conditioned
on this outcome reads
ρc,i
′ =
Pˆi ρ Pˆi
p(oi)
(p(oi) 0). (3.127)
This procedure is a selective measurement [222, 11]. In general, ρc
′ is a mixed state again unless
Pˆi is a rank-1 projector, in which case ρc
′ = Pˆi is a pure state.
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By contrast, in a nonselective measurement , also depicted in Fig. 3.4(a), the observer keeps
all systems in the ensemble after the measurement irrespective of the measurement outcome. The
ensemble is then described by the unconditional state
ρ′ =
∑
i
p(oi)ρc,i
′ =
∑
i
Pˆi ρ Pˆi. (3.128)
As we can see, the measurement changes the state of the system – it evokes a backaction – even
though the observer does not record the measurement outcome of a specific system. This reflects
the dissipation introduced into the system by coupling it to an environment.
Not only ensembles may be subject to a nonselective measurement. They may also be performed
for a single system in a pure state, |ψ〉=∑
i
αi|oi〉, with density operator
ρ = |ψ〉〈ψ | =
∑
ij
αiαj
∗|oi〉〈oj | (3.129)
before the measurement. For simplicity, we assume the measured observable has nondegenerate
eigenvalues, i.e., Oˆ =
∑
i
oi|oi〉〈oi| and Pi =|oi〉〈oi|. Suppose now we perform a projective mea-
surement but the observer does not record the measurement result. An observer with such an
incomplete knowledge about the state after the measurement will describe the system by a mixture
of pure systems in states |oi〉〈oi| with probabilities p(oi) = |αi|2. Thus, the observer assigns the
mixed state
ρ′ =
∑
i
Pˆi ρ Pˆi =
∑
i
|αi|2|oi〉〈oi|. (3.130)
The nonselective measurement evidently decreases the purity3.23 of the state, a general property
that signals an important backaction effect: The measurement eliminates coherences , i.e, the off-
diagonal matrix elements of the density operator with respect to the nondegenerate eigenstates |oi〉
of the measured observable. In the general case, when the observable has degenerate eigenvalues,
coherences within each eigenspace are preserved while coherences of states from different eigen-
spaces are destroyed similar to Eq. (3.130). This is what we refer to as dissipative backaction, cf.
Chap. 7.
Figure 3.4. Selective vs. nonselective measurements and conditional evolution. (a) Illustration of
a selective and a nonselective measurement process: In a selective measurement, only those members of an
ensemble are kept that yield a speciﬁc measurement outcome oi and all other members with other outcomes
are discarded. By contrast, for a nonselective measurement, all members with all possible measurement
outcomes are kept. (b) Illustration of the two possible measurement outcomes in a direct photodetection
setup for a two-level atom after a short time interval dt. Either the two-level atom stays in its excited
state and the detector measures no photon (above) or the two-level atom undergoes a transition and emits
a photon that is subsequently detected (below). Note that we assume the photon propagation time to be
negligible here. (c) Illustration of three diﬀerent realizations of the corresponding stochastic process Nt that
describes the number of photons detected up to time t.
3.23. A measure for the purity of a state is P (ρ)8 tr(ρ2). For a pure state P (|ψ〉〈ψ |) = 1, and for the totally
mixed state P
(∑
i
1
N
|ψi〉〈ψi|
)
=
1
N
with |ψi〉 denoting an orthonormal basis of an N -dimensional Hilbert space. It
is easy to show that tr
(
ρ′2
)
6 tr(ρ2) with ρ′ as deﬁned by Eq. (3.128) and ρ as in Eq. (3.129).
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The nonselective measurement provides now the link to the ensemble-averaged dynamics of an
open quantum system interacting with its environment: The environment can be considered as a
detector that is accumulating information about the system; however, this information is not kept
track of. To illustrate this point, we apply the pointer state formulation of quantum measurements
introduced in Sec. 2.4 using the notation employed there. Let us assume the system and the
detector are initially in a factorisable state,
ρtot
0 = ρ⊗|a0〉〈a0|, (3.131)
with the system state ρ given by Eq. (3.129) and the detector state denoted by |a0〉〈a0|. The
measurement interaction of system and detector drives the joint system into the state ρtot =
Uρtot
0 U †=
∑
i,j
ψiψj
∗(|ai〉⊗|oi〉)(〈aj |⊗〈oj |) for a strong measurement. The resulting unconditional
state after a nonselective measurement then reads using the rank-1 pointer-state projectors Pˆai=
|ai〉〈ai|:
ρtot
′ =
∑
i
PˆaiρtotPˆai =
∑
i
|ψi|2|oi〉〈oi|⊗|ai〉〈ai|, (3.132)
Notably, the reduced state after the measurement obtained by tracing over the detector, trD(ρtot
′ )=
ρ′, coincides with the unconditional state (3.130) after a nonselective measurement. This suggests
that the density-operator formalism of open systems suffices to describe the ensemble-averaged
backaction of a measurement process.
3.6.2 Stochastic Schrödinger equations: conditional evolution
The situation considered in the above Section applies to a single projective (selective or nonselec-
tive) measurement. We next turn to the description of repeated measurements3.24 mostly to discuss
weak measurements as considered in Sec. 2.4. In this case, the indeterministic evolution can be
described by a stochastic Schrödinger equation [11, 222, 423], which we briefly review here in order
to compare and relate it to the deterministic evolution given by generalized master equations.
Stochastic Schrödinger equations have been first introduced by Davies [230] and initially applied
to quantum-optical systems [424, 425] and later also to electronic transport setups [11, 426, 376].
The idea is to simulate the possible trajectories a system undergoes while being subject to a
sequence of selective measurements. We discuss this idea here for the example of a coherently
driven two-level atom that can emit photons into an electromagnetic quantum mode as sketched in
Fig. 3.4(b). This example from quantum optics is conceptually clearer than those from mesoscopic
electronic setups. In the simplest photodetection scheme – direct photodetection – a detector just
continuously monitors the number of photons in that mode. When a photon is detected, it is
eliminated and the electromagnetic mode is unoccupied again. The measurement signal is here the
number Nt of detected photons up to time t. In each run of a direct photodetection experiment,
one finds a different trajectory for Nt as sketched in Fig. 3.4(c).
Motivated by the experiment, one models Nt as a stochastic process [424, 427, 428, 429] and
every measured signal is a specific realization thereof. As a consequence, the wave function |ψ〉 of
the atom becomes a stochastic variable, too. To derive an equation for the stochastic evolution of
the state |ψ〉, let us consider the situation sketched in Fig. 3.4(b) that there are zero photons in
the monitored optical mode at initial time t. As usual, the atom plus the photon field will start
to undergo a unitary time evolution. The measurement is now introduced by “hand”: After each
infinitesimal time step dt, the change in the number of photons, dNt=Nt+dt−Nt, is assumed to
be measured projectively. After the measurement, the wave function experiences a quantum jump
conditioned on the measurement outcome.
3.24. We use here the term “repeated measurement” instead of “continuous measurement” because we refer to the
latter only when the measurement leads to a diﬀusive evolution as explained in the paragraph “Weak and continuous
measurements” in Sec. 2.4.
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While the outcome dNt=0 is measured with a probability 1− p(t) close to one, the outcome
dNt=1 has a small probability p(t). By making dt small enough, outcomes of even larger photon
numbers have a negligibly small probability. Thus, the symbol dNt, the Poisson increment , satisfies
the relations dNt
2= dNt, dNt dt=0, and E[dNt]= p(t), where E is the expectation value over the
probability distribution at time t, which can be computed from the unitary evolution. The Poisson
increment is related to the increment for the wave function via the stochastic Schrödinger equation,
d|ψ(t)〉c = [F|ψ〉 dt+G|ψ〉 dNt]|ψ〉c, (3.133)
which incorporates a deterministic part, F|ψ〉 dt, and a stochastic part, G|ψ〉 dNt. In Eq. (3.133),
F|ψ〉 = −iH + F|ψ〉′ comprises the generator of the unitary time evolution, the Hamiltonian H ,
and the backaction F|ψ〉
′ from the zero-photon measurement outcome (dNt=0). If the one-photon
outcome is measured (dNt = 1), the additional term G|ψ〉 realizes the quantum jump associated
with that outcome. Stochastic Schrödinger equations are used in practice to iteratively simulate
quantum trajectories3.25, i.e., possible realizations of the stochastic process of the wave function
[430, 11].
We can now make a connection with the “usual” generalized master equation: In the weak-
coupling limit, the latter is just the unconditional evolution ρ(t) recovered from the conditional
evolution of the wave function |ψ(t)〉c by averaging over all possible trajectories described by the
stochastic Schrödinger equation (3.133), weighting them by their probabilities [11]:
ρ(t) = E[|ψ(t)〉c c〈ψ(t)|]. (3.134)
This fact can be exploited as a tool for an efficient simulation3.26 of the dynamics of open sys-
tems on the basis of stochastic Schrödinger equations [430]. Equation (3.134) makes explicit that
generalized master equations are indeed useful to address questions from quantum-measurement
theory. In particular, they are capable of describing the average measurement backaction not
only for projective measurements but also in the weak-measurement limit. Our study in Chap. 7
shows for a concrete example that this leads to new insights – we find a renormalization-induced
coherent backaction that has been overlooked so far. This provides a starting point for searching
for a corresponding counterpart in the conditional evolution, which is, however, beyond the scope
of this thesis.
This completes our brief sketch of stochastic quantum-measurement descriptions. The above
approach has been extended to many other detector scenarios covering also the case of diffusive
evolutions as realized in homodyne and heterodyne photodetection [431, 429, 432, 433, 11]. The
transfer of these techniques – successful in quantum optics – to mesoscopic and nanoscopic elec-
tronic detectors has been undertaken [11, 434] but only under restrictive assumptions and in general
remains a challenge. To make further progress in that direction, insights from density-operator
theory should be taken into consideration as we explain next.
3.6.3 New challenges for solid-state quantum-measurement theory
A quantum-measurement theory for solid-state systems has to face many technical challenges
because the systems are usually more complicated as for quantum optics. For example, solid-state
detectors are typically inefficient as they do not completely process the information acquired from
the system. This introduces additional decoherence and one has to resort to stochastic master
equations [429]. Furthermore, the above description uses that the photonic mode is always “reset”
to its zero-temperature vacuum state after each measurement. This is typically not a realistic
assumption for the experimental situation in solid-state systems; but zero-temperature approxi-
mations are employed nevertheless [11, 434].
3.25. The simplest way to do so is to repeatedly pick random values dN(tn)= 0 (1) with probabilities p (1− p)
at times tn=n∆t, n∈N, with small ∆t. One then updates the conditional state |ψ(tn+1)〉c=|ψ(tn)〉c+ d|ψ(tn)〉c
according the stochastic Schrödinger equation (3.133). This yields the conditional evolution of the system, namely
conditioned on the measurement outcomes after each time step∆t. There are, of course, more elaborate and eﬃcient
techniques to do this simulation [11].
3.26. When a single monitored atom evolves according to Eq. (3.133), its state stays pure and can be stored by,
say, O(N) numbers depending on the system size. By contrast, the ensemble average is a truly mixed state described
a density matrix and therefore requires O(N2) numbers to be stored. Instead of computing the time evolution of
the densitymatrix, it can therefore be more eﬃcient to simulatemany quantum trajectories and taking their average.
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Generalized master equations actually play a key role in the construction of stochastic
Schrödinger and master equations. A frequently used technique is called stochastic unraveling
[11, 435, 436, 437, 428, 438]: The idea is to start from a deterministic Lindblad equation [see
Eq. (3.51)] and to incorporate the measurement process “by hand” by introducing a measure-
ment operation related to the Lindblad operators after a short time interval of deterministic
evolution. To develop a stochastic description from a kinetic equation for a density operator
is a reasonable approach because on average such an equation has to be reproduced (see Sec.
3.6.2). This is not without complications since the unraveling procedure is not unique and depends
on the specific measurement process, i.e., different measurements may lead to the same evolu-
tion on average [11]. This is reflected by the freedom to choose different Lindblad generators
for realizing the same Lindbladian as explained below Eq. (3.51).
A more serious obstacle is that one must start from an appropriate generalized master equation.
As we explained in Sec. 3.3.3, the kinetic equations employed for this procedure in quantum-
measurement theory are often rather simple, based on approximations (Markov, lowest-order,
secular approximation) with limited applicability, especially with regard to QD systems. Here,
the advances made in quantum transport theory come into play, which provide techniques to
account perturbatively for higher-order corrections and coherences as we do in Chap. 7. Even
nonperturbative renormalization group techniques could be applied [134]. Our study here clearly
shows that these “corrections” are of the utmost importance at the onset of the Coulomb blockade
regime where sensor quantum dots are typically operated. However, the equations we derive are
more complicated as those used in prior works as they are, for example, not of Lindblad type due
to the renormalization effects that we incorporate. However, current unraveling procedures seem
to work consistently only when they start from a Lindblad form [435, 436, 439, 434, 440], which
guarantees the preservation of the positivity of the density operator for all trajectories.
Finally, there seems to be another problem that we identified explicitly in Sec. 7.5.2: The
Lindblad master equation derived for the system considered in Chap. 7 within the standard
approximations of Sec. 3.3.1 violates conservation laws and therefore must have some defects
in representing the measurement physics. By contrast, the generalized master equations obtained
from real-time diagrammatics are in accordance with these conservation laws. How to obtain
a stochastic description from our equations is, however, an open question that goes beyond the
scope of this thesis. Our work shows that future research activities should join the forces from
different fields – quantum information and transport theory – to unravel the role of renormal-
ization effects in quantum-measurement theory in a general framework.
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Chapter 4
Moving spin correlations: spin-anisotropy
transport without spin current
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4.1 Introduction
4.1.1 Fundamental questions about spin-quadrupole moment
Spintronics combines the concepts of electronic transport and spin physics. One of the earliest
examples in solid-state physics was the tunnel magnetoresistance effect, discovered by Julliere
in 1975 [28]: The charge current through two tunnel-coupled ferromagnets decreases when their
magnetizations are changed from a parallel to an antiparallel configuration. The simple explanation
of Julliere [28], based on the spin-dependence of the density of states for spin-↑ and -↓, has been
refined and extended by later works. Slonczewski calculated the spin current through the FM-I-
FM junction [31], which can be detected by a second tunnel junction [442]. The spin current is
responsible for an exchange coupling between magnetizations of the two ferromagnets [31, 68]. An
important early application of spin currents is the spin injection from ferromagnets into nonmag-
netic systems (for a review see Sec. 2.1 or Ref. [62]).
Since then, the frontiers of spintronics have been pushed more and more towards the nanoscale,
in particular by attaching macroscopic leads to small QDs, see Sec. 2.2 To name only a few inter-
esting effects in which the transport relies heavily on the spin physics, we mention the Kondo effect
[97, 120], Pauli blockade [443], and various other types of spin-blockade effects [444]. The spintronic
features mentioned for the mesoscopic systems also have a counterpart in microscopic QD physics.
For instance, spin injection into QDs and spin currents have been measured [445]. Moreover, for
noncollinearly magnetized ferromagnets, the above- mentioned exchange effect translates into a
dipolar exchange field [171], which can even lift the spin-valve effect.
Besides these analogies, there are, however, profound differences when microscopic systems
such as QDs are involved. Due to the spatial confinement of electrons, Coulomb electron-electron
interaction becomes all-important and correlations between electrons play a prominent role. Spin
correlations are built up due to the Heisenberg spin-spin interaction, which results from the con-
certed action of charging effects and the Pauli principle. This couples the spin-dipole moments of
the individual electrons to high-spin states (S>1). Such high-spin quantum systems have nontrivial
higher spin moments beyond the average spin, such as the spin-quadrupole moment (SQM), which
is usually the dominant part. In the physical language of atomic and molecular magnetism, the
SQM characterizes the quadratic spin anisotropy . It quantifies the preference of pairs of spins that
make up the large moment S>1 to be aligned along a specific axis irrespective of their orientation
along this axis (up or down).
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Spin-quadrupole moment is also relevant to transport: For example, a spin anisotropy barrier
can completely determine the signatures of the conductance through molecule magnets [308] and
magnetic adatoms [312], see the paragraph “Nanoscale transport experiments” in Sec. 2.7. However,
in these devices the spin anisotropy appears rather as a property “fixed” to the atoms/molecule
and not something that could be moved around. This latter idea, summarized in Sec. 2.8, has
been introduced by recent publications [179, 189, 106], which point out that SQM, like spin-dipole
moment, can be injected and accumulated in a high-spin QD attached to ferromagnets. Thus,
spin anisotropy has turned out to be a true transport quantity in some ways similar to spin-dipole
moment. As a consequence, the transport picture of spin degrees of freedom needs to be extended
beyond that offered by charge and spin currents. This is at the heart of this Chapter, which
studies the storage and transport of SQM in spintronic devices, merging concepts of spintronics
and electron-spin correlations (for example present in single-molecule magnets). The aim of this
Chapter is to answer the following three fundamental questions raised by the above-cited studies:
1. How is SQM stored in macroscopic system, i.e., ferromagnets?
2. How is SQM transported macroscopically between such reservoirs?
3. How can one define an SQM current operator and what is the physical interpretation of its
average?
The answers are by no means obvious since SQM, unlike charge and spin, is a two-electron quantity.
We therefore resort to the simplest possible setting: the Julliere model of two tunnel-coupled
ferromagnets without an embedded QD. The idea is to take one step “back” relative to the Refs.
[179, 189, 106] and to learn as much as possible from this simple spin-valve model about the
concepts essential to multispin transport.
We emphasize from the start that we thereby completely ignore the complications of the mea-
surable effects of SQM currents, which seem to occur only when SQM can accumulate in a QD. In
the tunnel-junction spin valve, the charge current, as in shown in Refs. [179, 189, 106], does not
measure the spin current, although it displays spin-dependent effects. Similarly, this study shows
that the charge and spin current do not measure the SQM current. Thus, our results in no way
invalidate results of previous studies of charge and spin currents; in this simple setup they simply
coexist with the SQM currents. As long as one is interested only in the charge current, one can
ignore SQM currents in this setup. We therefore do not suggest any concrete “meters” of SQM
effects in this Chapter. These are addressed elsewhere, e.g., in Refs. [189, 179, 106] and Chap. 6,
in which the Kondo effect is shown to be sensitive to the quadrupolar analog of the spin torque.
Still, the physical insights gained by this study provide a sound foundation for the discussion of
their counterparts in more complex, interacting nanoscale devices, which allow for SQM detection
(see Sec. 8.6.2). For this reason, we also address how SQM transport through the spin valve may
be controlled by various nonlinear driving parameters such as voltage, temperature gradients, and
magnetic parameters. Finally, we note that all our results are obtained within a modern version
of the real-time transport formalism, which we have extended to deal efficiently with multiparticle
spin-degrees of freedom as explained in Sec. 8.5 in the technical part of this thesis.
The Chapter is structured as follows:
• Sec. 4.2. We first formulate the spin-valve model and discuss physical situations to which
it applies. We define the one- and two-particle densities of states that enter into the results.
• Sec. 4.3. Here, we show that a simple Stoner ferromagnets at zero temperature provides
a reservoir of uniaxial spin anisotropy in addition to spin polarization.
• Sec. 4.4.We next consider two ferromagnets at nonzero temperature and introduce a spin-
multipole network picture extending the idea of a charge and spin transport network. For
multielectron quantities, such as spin anisotropy, this picture is radically different since they
describe both local and nonlocal correlations.
• Sec. 4.5. The spin-multipole network theory naturally suggests a general definition of spin
quadrupole current operators.
• Sec. 4.6.We discuss the nonequilibrium averages of the spin-multipole flowing in our spin-
valve model. We discuss the decomposition of the spin-quadrupole currents into a dissipative
part (spin-quadrupole injection/emission) and a coherent part (spin-quadrupole torque),
similar to the spin-dipole current.
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• Sec. 4.7. We finally summarize our general insights on spin-anisotropy transport and
outline possible further directions of research to utilize spin-quadrupole currents.
The technical advances of the real-time transport theory and the compact calculation of the charge
and spin-multipole currents are presented in Sec. 8.5.
4.1.2 From atomic physics to spintronics
We start with an overview of the main concepts and ideas which are central to our comprehensive
analysis, aimed at answering the three guiding questions posed in the above Section. The key to
understanding the first question, i.e., how SQM is stored , is to investigate the microscopic origin
of SQM by considering a system of two coupled spin 1/2. This provides a natural link to atomic
and molecular physics and also interesting relations to quantum information. Note that we deal
here with the spin-quadrupole moment of a system consisting of electrons and not with the electric
nuclear quadrupole moment, which has been investigated in great detail [446] and is of current
interest in the research on spin-triplet qubits (see Sec. 2.5), see Ref. [268].
To address the storage of SQM, we consider two electrons occupying two different orbitals with
the combined system being in a spin-triplet state. The single-particle spin vector operators of these
electrons, sˆi
1 and sˆi
2, add up the total spin operator Sˆi= sˆi
1+ sˆi
2 (i= x, y, z). From the operator
components of the latter, the SQM tensor operator Qˆ =∑
ij
Qˆij eiej can be constructed,
Qˆij =
1
2
[
Sˆi, Sˆj
]
+−
1
3
Sˆ
2
δij , (4.1)
where i, j=x, y, z. In the triplet states |T+〉=|↑↑〉 or |T −〉=|↓↓〉, the average spin-dipole moment
is nonzero: 〈Tm|Sˆ|Tm〉=mez, for m=±. The average SQM has nonzero components as well (see
App. D.4):
〈T ±|Qˆ |T ±〉 = 1
3
ezez− 16
∑
l z
elel . (4.2)
Since the largest element of this tensor, given by the component 〈T ±|Qˆzz |T ±〉, is positive, the
spins are likely to be aligned with the z-axes in state |T ±〉, irrespective of their orientation.
Thus, besides spin polarization, SQM is “stored ” in this two-electron system. One may object and
ask whether the SQM is not completely determined by the spin-dipole moment, i.e., whether the
tensor (4.2) could be entirely expressed in terms of 〈T ±|Sˆ|T ±〉. However, in a quantum system,
even without two-particle interactions, we have 〈SˆiSˆj〉 〈Sˆi〉〈Sˆj〉 due to exchange processes. As a
result, a system may be purely “quadrupolarized”; i.e., 〈Qˆ 〉 0 while 〈Sˆ〉=0. An example of this
is the triplet state |T0〉= 1
2
√ (|↑↓〉+|↓↑〉), for which the expectation values of all spin components
vanish, 〈T 0|Sˆ|T 0〉=0, but
〈T0|Qˆ |T0〉 = −2
3
ezez+
1
3
∑
l z
elel, (4.3)
indicating that this is a “planar” spin state, in contrast to the axial spin state (4.2). In the context
of quantum information, this state is one of the triplet Bell states |Bz〉=|T0〉. The other two Bell
states |Bx〉= (|↑↑〉 −|↓↓〉)/ 2
√
, |By〉= (|↑↑〉+|↓↓〉)/ 2
√
further illustrate that states of zero spin
polarization (〈Bk|Sˆ|Bk〉=0 for each k=x, y, z) can be distinguished by their spin anisotropy: The
latter is quantified by the average of the spin-quadrupole tensor (see App. D.4), which reads
〈Bk|Qˆ |Bk〉 = −23ekek+
1
3
∑
l k
elel. (4.4)
Since the largest element of this tensor, 〈Bk|Qˆkk|Bk〉, is negative in state |Bk〉, the spins lie in
the plane perpendicular to the kth axes without any definite orientation. Such states appear as
eigenstates of biaxial spin Hamiltonians of type H = −D Sˆz2 + E
(
Sˆx
2 − Sˆy2
)
, which are also well
known in molecular magnetism. In general, the average of Qˆ in any triplet superposition state
is a symmetric tensor, whose principal values lie in the interval [−2/3, +1/3]. In fact, a triplet
quantum state is completely specified by giving the average of both the spin-dipole and the SQM:
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Formally, one can show that an arbitrary mixed-state density operator in the triplet subspace can
be decomposed into a bases of spin dipole and quadrupole operators [179, 189] (see Sec. 8.6.1).
In this sense, the SQM is thus a degree of freedom independent of the spin-dipole moment in any
system of more than at least two spins.
Another way to illustrate that SQM contains information distinct from the spin-dipole moment
is to formulate Bell inequalities in terms of components of the SQM operator. Bell inequalities
are based on local hidden variable theories [10], which assume that the outcome of any local
measurement is determined by an internal variable. For the example studied here this means that
if we measure each of the two spins individually along axes n1 and n2, respectively, i.e., we perform
a measurement of the operator
Oˆn1,n2 : = (n
1 · sˆ1)(n2 · sˆ2), (4.5)
the measurement outcome is determined by a classical probability distribution for each of the two
spins. This leads to a contradiction with predictions from quantum theory (in its present agreed
form) if two spins are entangled since the statistics for measuring Eq. (4.5) cannot be predicted
any more from local probability distributions. To reveal this violation, one measures Oˆn1,n2 for the
same initial state for different measurement axes, giving the expectation value of the Bell operator
Bˆ
′
8 Oˆn1,n2+ Oˆm1,n2+ Oˆn1,m2− Oˆm1,m2. (4.6)
Choosing
n1 = ex, n
2 =
1
2
√ (ex+ ez) = ex′,
m1 = ez, m
2 =
1
2
√ (ex− ez) = ez ′,
(4.7)
we find assuming a local hidden variable theory the following Bell inequality:∣∣〈Bˆ ′〉∣∣ = |〈(sˆx1+ sˆz1)sˆx′2 +(sˆx1− sˆz1)sˆz ′2 〉| 6 12 . (4.8)
The above relation holds because if the measurement outcomes are determined for each of the
spins locally, the measured values for sˆx
1, sˆz
1, sˆx′
2 , and sˆz ′
2 can only be ±1/2 and therefore either the
first or the second term in the above equation is zero, limiting the absolute value of the expression
to a maximal value of 1/2. However, when preparing the spins in one of the Bell states |Bk〉, the
expectation value of B exceeds 1/2 as one sees from a straightforward calculation. Therefore, the
validity of a local hidden variable theory can be refuted.
As Eq. (4.8) suggests, one can reformulate the Bell inequality in terms of components of the
SQM operator (4.1), which can be recast for a system of two spin-1/2 particles as:
Qˆij = sˆi
1sˆj
2+ sˆj
1sˆi
2− 2
3
δij
∑
k
sˆk
1sˆk
2. (4.9)
We next chose n2=n1 and m2=m1 equally and introduce a Bell operator Bˆ that can be mapped
onto Bˆ
′
by a local unitary transformation Uˆ satisfying sˆx′
2 = Uˆ †sˆx2Uˆ and sˆz ′2 = Uˆ
†sˆz2Uˆ and leaving
all operators acting on the first spin invariant:
Bˆ
′
= Uˆ †Bˆ Uˆ =
1
2
Uˆ
†(
Qˆxx+ Qˆzx+ Qˆxz− Qˆzz
)
Uˆ . (4.10)
This implies the Bell inequality,∣∣〈Qˆxx+ Qˆzx+ Qˆxz− Qˆzz〉∣∣ 6 1, (4.11)
since a unitary transformation just changes the state, for which the expectation value is computed,
but Eq. (4.8) holds for any state. Thus, we have formulated a Bell inequality in terms of SQM
operators. It is clearly violated by the rotated states |Ck〉= Uˆ |Bk〉 as one easily checks. This shows
that the SQM as a two-particle operator captures information about quantum correlations between
the two spins. This is the crucial additional information contained the SQM expectation value as
compared to the spin-dipole moment, which a single-particle operator that does not measure such
correlations.
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Quadrupole moments are not limited to the spin degree of freedom only. One may define
pseudo-spin dipole and -quadrupole operators whenever one deals with a system of at least three
levels. Such systems arise, for instance, when combining spin and orbital degrees of freedom. Such
pseudo-quadrupole moments then express other types of correlations, which are inevitably needed
to fully characterize the state of such systems. Our above consideration furthermore show a close
relation between SQM and entanglement. The generation and propagation of entanglement in
many-body systems has been discussed in particular for spin chains in the literature [364]. In this
Chapter, we approach the transport of SQM, in a way also entanglement, from a spintronics point
of view.
Let us next extend the above ideas to one of the basic circuit element of spintronics: a ferro-
magnetic many-electron system (see Sec. 4.3.2). The average of the macroscopic spin operator
Sˆi=
∑
a
sˆi
a, where sˆi
a is the ith component of the spin of electron a, quantifies the magnetization
of the ferromagnet. Similar to the spin, the macroscopic SQM can also be decomposed into a sum
of microscopic contributions coming from electron pairs. By inserting Sˆi=
∑
a
sˆi
a into Eq. (4.1),
we obtain
Qˆij =
∑
a<b
qˆij
ab, qˆij
ab = sˆi
asˆj
b− 2
3
(sˆa · sˆb)δij . (4.12)
The average SQM thus quantifies spin correlations between all possible electron pairs . It can be
shown that Qˆ captures the triplet correlations between the spins (see App. D.4). Other types of
spin correlations become important if spin-singlet states are additionally considered. This does not
only concern spin-singlet correlations, but also correlations of Dzyaloshinskii-Moriya type, related
to antisymmetric tensors quadratic in the spin, as found in Ref. [179]. Furthermore, observables
expressed by higher powers in the spin operators describe spin-multipole correlations of higher
rank (e.g., spin octupoles, etc.). Although all of these are of interest, we focus in this Chapter only
on two-electron spin-triplet correlations, which are exclusively determined by the SQM and were
found in the simplest possible situation [189] to be the dominant spin-multipole moment coupling
to the spin-dipole dynamics.
For a ferromagnet, we see later that the spin-dipolarization induces a spin-quadrupolarization
similar to the simple example of two-electron triplet states |T ±〉, see the discussion of Eq. (4.2).
This becomes evident when we identify a classical or direct contribution, which is completely deter-
mined by the spin polarization. In addition, there is a quantum or exchange contribution to spin
anisotropy, which is independent of spin. The latter reveals the two-electron nature of SQM and
comes as a consequence of the Pauli principle. We further see that this pure quantum anisotropy can
be understood as a tensor-valued “Pauli-exclusion hole” in the triplet-spin correlations, accounting
for correlations that are forbidden by the Pauli principle (see “Microscopic SQM Storage” in Sec.
4.3.2). This in particular makes the SQM an independent degree of freedom that is “stored” in a
ferromagnet in addition to charge and spin-dipole moment. The studies [189, 179] indicate that it is
a quantity that must be reckoned with in nanoscale spintronic systems with high spin polarizations.
We now turn to the second, central question announced in the Introduction: How can one
transport SQM (see Secs. 4.5.2 and 4.6)? If we tunnel-couple two ferromagnets and apply a finite
voltage bias, it is well known that, besides a charge current, a spin current will flow [31] since
electrons carry both charge and spin as an intrinsic degree of freedom. However, can there also be a
flow of spin anisotropy? At first sight, one may answer “no” because single electrons do not have an
intrinsic SQM. However, as an electron spin tunnels from one ferromagnet to the other, it retains
its correlations with other electrons. By this, triplet correlations initially stored locally in one of
the ferromagnets turn into nonlocal triplet correlations between electrons in different ferromagnets.
This leads, even by tunneling of single electrons, to a nonzero spin-anisotropy current . The aspect
of nonlocality of SQM is another essential aspect of its two-particle nature. Even on a macroscopic
level, spin-anisotropy transport can therefore only be understood in a network picture accounting
for both local and nonlocal sources of SQM. Such a spin-multipole network picture, radically
different from that for charge and spin, is developed here. It illustrates that storage and transport
of SQM cannot be understood independently from each other.
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These general considerations bring us to the third main question of our Chapter, namely how to
define the SQM current operator (see Sec. 4.5.2). It can then be identified with the rate of change
in SQM stored in these local and nonlocal sources. To develop a further understanding of SQM
transport, we need to calculate the average currents for the simple spin valve. We discuss how to
decompose the result into various physically meaningful contributions. Besides a direct and an
exchange part we find in analogy to the spin current dissipative and coherent contributions. The
interplay of these contributions causes the SQM current to generate a biaxial spin anisotropy for
noncollinear ferromagnets. This transport of spin anisotropy opens up the interesting possibility
to generate anisotropic magnetic systems starting with isotropic ones, in a way similar to creating
spin-polarized systems by spin transport. To our knowledge, this has not been discussed so far,
even though the effects of “static” spin anisotropy on transport have been studied extensively
in atomic / molecular magnetism [308] and spintronics. Based on this, it is expected that spin-
quadrupole currents play a role in many nanoscale spintronics devices with significant quantum
spin correlations.
In our comprehensive study of the dependence of the SQM current on physical parameters
we find a striking result, highlighting the above-mentioned different nature of SQM transport as
compared to spin transport. We predict the possibility of a pure spin-quadrupole current , i.e., a
quadrupole current not accompanied by charge and spin currents. This SQM current is entirely due
to quantum exchange processes and is driven by a density gradient of “Pauli exclusion holes” across
the junction. A clear notion of the Pauli exclusion holes is defined later in Sec. 4.3.2. We find that
the spin-anisotropy flow direction can be controlled by the direction of the thermal bias, a nontrivial
result as a deeper analysis of SQM storage reveals. Transport of spin correlations is thus possible
and controllable without affecting net spin polarization or charge distribution. This remarkable
conclusion illustrates most clearly that spin-quadrupole moment is really an independent transport
quantity that should be incorporated into spintronics theories. It also indicates possible, promising
applications: The injection of such a SQM current may, for instance, modify or even generate spin
anisotropy in an embedded system without changing its spin polarization (cf. the spin-filtering
effect discussed in Sec. 6.5.1). This may perhaps allow for novel ways of performing operations in
multispin systems.
4.2 The “simple” spin valve
We next introduce the Hamiltonian for the spin-valve structure (see Sec. 4.2.1) consisting of two
tunnel-coupled ferromagnets, allowing for noncollinear magnetization directions. The ferromagnets
are described using a Stoner model. Importantly, the well-known spin-dependent one-particle
density of states is not sufficient to quantify spin-multipole properties of a ferromagnet. In Sec.
4.2.2, we introduce a two-particle density of states [see Eq. (4.21)], which is required for the
calculation of the average SQM and its current (Secs. 4.3.2 and 4.6). It can be calculated only if
the spin-dependence of the dispersion relation is available. For all concrete results presented in this
Chapter, we employ the approximation of a single, wide, and flat band, whose validity is discussed
in Sec. 4.2.3. Throughout the Chapter we set ~= e= c= kB=1.
4.2.1 Model: spin-valve Hamiltonian
Figure 4.1. Spin-valve setup. (a) A tunnel junction between macroscopic ferromagnets with Stoner
ﬁelds Jr=Jrnr and (b) betweenmesoscopic islands with local magnetic ﬁeldsBr=Jrnr, each in equilibrium
with energy and particle reservoirs. A combination of (a) and (b) is also possible (not shown).
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We start from a quite general model Hamiltonian,
H = H0
L+H0
R+HT , (4.13)
with the noninteracting Hamiltonians of subsystem r=L,R,
H0
r =
∑
nkσ
εnkσ
r crnkσ
†
crnkσ , (4.14)
and the tunneling Hamiltonian with Tσσ ′
LR=(Tσ ′ σ
RL)∗:
HT =
∑
nn′kk ′σσ ′
Tσσ ′
LRcLnkσ
†
cRnk ′ σ ′+H.c. . (4.15)
Here, the field operators crnkσ act on the single-particle level k of band n in subsystem r = L, R
with spin σ = ↑, ↓. We assume that the single-electron spin operator sˆ for every orbital (n, k) in
the same ferromagnet can be quantized along a common physical direction nr (with |nr |=1), i. e.,
(nr · sˆ)|σ〉r= σ
2
|σ〉r, (4.16)
with |σ〉r = e−iθrmr· sˆ |σ〉ez, where e−iθrmr·sˆ rotates the spin by the angle θr between nr and ez
about the axis perpendicular to both these vectors, defined by mr=(ez×nr)/|ez×nr |. For sim-
plicity, we assume the tunneling amplitudes to be band (n) and energy (k) independent; moreover,
the spin is conserved by the tunneling,
[
HT , Sˆ
]
=0. Nevertheless, the tunneling amplitudes in Eq.
(7.6),
Tσσ ′
LR = L〈σ |σ ′〉R t, (4.17)
are, in general, spin-dependent because the field operators cLnkσ and cRnkσ annihilate electrons
with spins quantized along noncollinear directions nL ∦nR. The spin conservation in the tunneling
is reflected by the spin-independence of the “bare” tunneling amplitude t. More on this can be found
in the Appendix of Ref. [441], where we include spin-symmetry breaking tunneling processes in
our extension of the real-time transport theory.
We model the two subsystems as reservoirs, each kept in a thermal equilibrium state ρr =
e−
(
H0
r−µrNˆ r)/T r/Zr, where Zr=Tr e−
(
H0
r−µrNˆ r)/T r is the grand-canonical partition function and
Nˆ
r
is the particle number operator of electrode r. Both electrodes have fixed electrochemical
potentials µr and temperatures T r, whose gradients drive the stationary-state currents of interest.
Note that even if tunneling is present, each electrode is held in equilibrium at each instant of time.
4.2.2 One- and two-particle density of states
In Secs. 4.3 and 4.4, we calculate the expectation values of the charge and the spin multipoles
involving sums over the orbital indices (n, k). We now indicate which quantities parametrize the
spin information from the ferromagnetic electrodes. As usual, we take the continuum limit and
replace sums over k by a frequency integral. For one-particle quantities such as charge and spin,
one can express the results in terms of the spin-dependent one-particle density of states (1DOS),
νσ
r(ω) =
∑
nk
δ (εnkσ
r −ω) = ν¯ r(ω)(1+ σnr(ω)), (4.18)
where ν¯ r(ω) is the spin-averaged DOS,
ν¯ r(ω) =
ν↑r(ω)+ ν↓r(ω)
2
, (4.19)
and the entire spin dependence of the 1DOS is contained in the spin polarization ,
nr(ω) =
ν↑r(ω)− ν↓r(ω)
ν↑r(ω)+ ν↓r(ω)
. (4.20)
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Importantly, we find that the 1DOS (4.18), although formulated for a general one-particle energy
spectrum εnkσ
r , is not sufficient to quantify quantum transport of spin completely, in particular the
spin-spin correlations described by the SQM. The calculation of the latter requires an additional,
spin-dependent two-particle exchange DOS (2DOS):
νσσ ′
r (ω, ω ′) =
∑
nk
δ(εnkσ
r −ω) δ(εnkσ ′r −ω ′). (4.21)
The physical meaning of the 2DOS can be understood most easily by considering two identical
copies of the same ferromagnet. The 2DOS is nonzero if there is a pair of states for an electron
with spin σ at energy ω in the first copy and an electron of spin σ ′ at energy ω ′ in the second
copy, but within the same mode k in the same band n. We emphasize that the latter restriction
requires additional modeling: One cannot make independent approximations for the 1DOS and the
2DOS since they are not completely independent of each other. For example, the spin-diagonal
components of the 2DOS must satisfy the relation νσσ
r (ω,ω ′)= δ(ω−ω ′)νσr(ω). Yet, the remaining
components of the 2DOS, νσ σ¯(ω, ω
′), where σ¯ = −σ denotes the opposite of σ, can not be
constructed from 1DOS. However, if the energies of electrons with spin σ and σ¯ are related by a
function εnkσ¯
r = gnσ σ¯
r (εnkσ
r ) (for example, if the dispersion relation can be solved for k), then the
2DOS is related to the 1DOS by
νσσ ′
r (ω, ω ′) = νσr(ω)δ(gnσσ ′r (ω)−ω ′) , (4.22)
with gnσσ
r (ω) = ω trivially. Clearly, more than the 1DOS is needed here. As a consequence, one
has to start from the spin-dependent dispersion relation and calculate all required components of
the 1DOS and 2DOS consistently. Transport of two-particle properties therefore probes more of
the electronic structure of the ferromagnets than the one-particle currents of charge and spin.
4.2.3 Stoner model and flat-band approximation
The central results of this Chapter, the charge, spin-dipole, and spin-quadrupole currents (4.86)–
(4.88), are valid for the general case of the above 1DOS and 2DOS. However, since we focus on
the physical understanding of spin-anisotropy transport, rather than making material-specific pre-
dictions, we keep all complications by band structure / dispersion relation features to a minimum.
Stoner model / External magnetic field. As explained above, we must specify the spin-
dependence of the dispersion relation for a consistent treatment of the 1DOS and 2DOS. We model
this here by a rigid (i.e., energy-independent) splitting of absolute value Jn
r between the spin-↑ and
spin-↓ states,
εnkσ
r = εnk
r − σJnr/2, (4.23)
which may be different in each band n. This model can be used to discuss several situations,
sketched in Fig. 4.1 (a) and 1(b). In case (a), macroscopic ferromagnets are treated within the
Stoner model. In this case Jn
r can differ depending on the strength of the electron-electron inter-
action in each band. However, the restriction Jn
r&T r must be imposed to avoid the breakdown of
ferromagnetism [which is not modeled by Eq. (4.14)]. In case (b), we consider mesoscopic magnetic
islands, each in equilibrium with a reservoir. One may now let the Jn
r model an external magnetic
field, which may be different locally in each electrode, i.e., we identify Jn
r=Br. The main difference
between cases (a) and (b) is the relative importance of quantum exchange contributions in two-
particle spin quantities due to the smaller magnetic moment of the reservoirs (see below). When
considering nanoscopic islands charging and nonequilibrium effects on the transport will, of course,
be important, which are neglected here. The main motivation for considering case (b) is that it
provides an interesting comparison with results for QD spin valves where the latter effects are fully
taken into account [179, 189]. For readability we discuss the results throughout the Chapter in the
language of case (a), ferromagnets with Stoner splittings, unless explicitly stated otherwise.
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Figure 4.2. Stoner splitting of the one-particle density of states (1DOS). (a) Spin-dependent
DOS of a single ﬂat band for a nonmagnetic system and (b) for a Stoner ferromagnet. The Stoner splitting
redistributes a fraction of J/4W of the No particles from spin-↓ to the spin-↑ states relative to the nonmag-
netic case, as indicated by the + and −. We omit the electrode and band indices for simplicity. (c) Spin-
and energy-dependent 1DOS for a one-band Stoner ferromagnet. (d) Spin-dependent, constant DOS for a
two-band Stoner ferromagnet with diﬀerent bandwidths 2Wn and Stoner splittings Jn for band n=1, 2.
Flat-band approximation. Second, we restrict ourselves to a single flat band as sketched
in Fig. 4.2(a) and (b) in each ferromagnet in the limit of large bandwidth 2W r=2W . The latter
limit assumes that all other energy scales (T r, Jr, µr) are much smaller than the distance W˜ of
the band edge closest to all electrochemical potentials, given by
W˜ 8 min
r,r ′,σ,p=±
∣∣∣∣pW − σJr2 − µr ′
∣∣∣∣, (4.24)
which is positive since we assume all µr to lie inside the bands. We refer to this in the following
shortly as the flat–band approximation, keeping in mind that we actually refer to a set of assump-
tions. For all frequencies ω <W˜ , the spin-dependent DOS is given by
ν↑r = ν↓r =
No
2W
, (4.25)
where No is the total number of orbitals in each subsystem and
νσσ ′
r (ω, ω ′) = νσr(ω)δ
(
ω+
σ−σ ′
2
Jr−ω ′
)
, (4.26)
where we used Eq. (4.23) to rewrite Eq. (4.22). One may criticize the simplicity of this approxima-
tion in that it does not account for spin polarization near the Fermi energy, but only for a Stoner
shift, which is noticeable only at the band edges. We see in Sec. 4.6.1, however, that this already
captures plenty of important aspects in SQM transport.
Clearly, the results for the average particle number, spin, SQM, and their currents have to
be independent of the choice of both the coordinate system and the spin-quantization axis (spin
Hilbert space basis); they may depend only on the physical vectors nr and the scalar parameters
µr, T r and Jn
r and t. This insight is helpful for the covariant reformulation of the real-time diagram-
matic transport theory: The calculation is explicitly covariant at every stage, which also makes it
much more efficient (see Sec. 8.5).
Moreover, the usual modification that implements a spin-dependent 1DOS as νσ = ν¯ (1 + σn)
with constant ν¯ and n is valid only as long one deals with single-particle observables such as the
spin (even when accounting for many-body effects). For these calculations, all results can usually
be expressed using the 1DOS. However, when dealing with two-particle observables relying on the
2DOS, it is crucial to specify the dispersion relation as we discussed in Sec. 4.2.2. The above spin-
dependent but constant 1DOS physically arises from mixing of different types orbitals in a tight-
binding picture, resulting in more than one band. These additional bands can often be ignored, but
this is no longer true for the 2DOS which is sensitive to these details. To make this clear, we merely
mention two possible valid alternative models accounting consistently for a spin-polarization at the
Fermi energy: (i) a single curved band [see Fig. 4.2 (c)] and (ii) two bands with different bandwidths
and a large Stoner splitting so that different bands overlap at the Fermi energy [see Fig. 4.2 (d)].
Since our single, wide, flat-band approximation is already sufficient to illustrate essential effects of
spin-quadrupole storage and transport we do not pursue these band-structure details further here.
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4.3 Spin-multipole storage for a single ferromagnet at zero
temperature
In this Section, we show that a system of ferromagnets, each kept at equilibrium, does not only
store charge and spin polarization, but also stores spin anisotropy, quantified by the expectation
value of the SQM operator (4.1).
In Sec. 4.3, we first investigate the simplest case of a single ferromagnet at zero temperature.
We first calculate and analyze the average particle number, spin-dipole moment, and SQM in the
approximation of a Stoner-shifted flat band (see Sec. 4.2.3). For this Section, we omit the electrode
index r and band index n and denote by 〈 〉= 〈ψ0| |ψ0〉 the T =0 ground-state average. We discuss
how the average SQM tensor relates to fluctuations in a macro-spin picture and relate this to the
microscopic triplet spin-spin correlations. We identify an exchange contribution, which accounts
for a “hole” in the quantum two-particle correlations of the spins due to the Pauli principle, giving
rise to negative or Pauli-forbidden anisotropy.
In the next Sec. 4.4, we extend these considerations to finite temperatures and multiple elec-
trodes (without coupling them, i.e., HT =0), both of which introduce new aspects. The case of two
electrodes needs to be carefully addressed in order to define an SQM current later on: We must
understand from where and to where SQM flows. It turns out that the ferromagnetic electrodes
cannot be simply identified with the sources of SQM and we formalize our considerations in a
convenient general spin-multipole network theory in Sec. 4.4.2.
4.3.1 Average charge and spin
We first review the average charge and spin-dipole moment for later comparison of these one-
particle quantities with the SQM, a two-particle quantity. For zero temperature, all states with
energy εkσ6 µ below the electrochemical potential µ are occupied and all levels with εkσ> µ are
empty (cf. Fig. 4.2). Thus, the ground-state average of the particle number operator,
Nˆ =
∑
kσ
ckσ
†
ckσ, (4.27)
corresponds to the sum of the green areas below the electrochemical potential in Fig. 4.2(b): With
νσ= ν¯ , we find
〈Nˆ 〉 =
∑
σ
ν¯
(
µ+W +
σ
2
J
)
= No
(
1+
µ
W
)
. (4.28)
Here, No=2Wν¯ is the number of orbitals in the bandwidth 2W . The particle number is indepen-
dent of the Stoner splitting J in this simple approximation.
This is, of course, different for the average of the spin operator,
Sˆ =
∑
k,σ
sσσ ′ ckσ
†
ckσ ′, (4.29)
which measures the spin dipolarization of the system, where (si)σσ ′=(σi)σσ ′/2 and σi are the Pauli
matrices for i= x, y, z. Choosing the coordinate system such that ez=n, we obtain for T =0,
〈Sˆx〉 = 〈Sˆy〉 = 0, (4.30)
and
〈Sˆz〉 = 12
∑
σ
σν¯
[
µ−
(
−W − σ
2
J
)]
=
1
2
Ns. (4.31)
This equals half the difference of the number of spin up and down electrons, i.e., the number of
half-filled orbitals with polarized spins,
Ns = ν¯ J =
J
2W
No, (4.32)
and corresponds to the difference of the areas under two DOS curves below µ in Fig. 4.2(b).
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4.3.2 Average spin-quadrupole moment and spin anisotropy
The average SQM, 〈Qˆ 〉 = ∑
ij
〈Qˆij〉eiej, is a real and symmetric tensor, which can therefore
always be diagonalized. For the above choice of the coordinate system with ez=n, 〈Qˆij〉 is already
diagonal by symmetry with respect to rotations about n. The average of the nonzero tensor
operator component
Qˆzz =
2
3
Sˆz
2− 1
3
(
Sˆx
2+ Sˆy
2) (4.33)
now measures the spin anisotropy with respect to the z axis in the ground state: 〈Qˆzz〉>0 indicates
that the spin is aligned (but not necessarily oriented) with the easy z axis, while 〈Qˆzz〉<0 indicates
an easy-plane configuration where the spin preferably lies in the perpendicular xy plane. If 〈Qˆzz〉
vanishes, neither alignment longitudinal or transverse to the z direction is favored. This is the
case, e.g., for a spin-isotropic state for which 〈Sˆx2〉= 〈Sˆy2〉= 〈Sˆz2〉; however, it can also be realized
by states that are an isotropic in xy plane, for which 〈Sˆx2〉  〈Sˆy2〉 while 〈Sˆz2〉 = 12
(〈Sˆx2〉 + 〈Sˆy2〉).
These two situations are thus distinguished by the average of one of the other nonzero SQM tensor
components 〈Qˆxx〉 or 〈Qˆyy〉 (since
∑
i
〈Qˆii〉=0 these are not independent).
We now investigate to what extent the average spin polarization in a Stoner ferromagnet implies
a uniaxial anisotropy. Classically, one expects spin polarization to always imply some nonzero
spin anisotropy, but the converse need not be true as our example in Sec. 4.1.1 shows. We now
calculate the average SQM in two ways, first focusing an a collective macrospin picture, common
in atomic and molecular magnetism, and then disentangling it into its microscopic contributions
from electron pairs relevant to spintronics.
Average macrospin SQM. The ground state of the ferromagnet is a maximally polarized
pure spin state, |ψ0〉=|S, m= S 〉, as sketched in Fig. 4.3. The value of the spin S is determined
from the half-filled orbitals with Ns polarized spins
S = 〈Sˆz〉 = 12Ns . (4.34)
Since |ψ0〉 is a maximal spin eigenstate, there are no quantum fluctuations in the first, longitudinal
part of Eq. (4.33): 〈Sˆz2〉= 〈Sˆz〉2. The second, transverse contribution, however, can be written as
Sˆx
2+ Sˆy
2= Sˆ−Sˆ+− i
[
Sˆx, Sˆy
]
= Sˆ−Sˆ++ Sˆz using Sˆ±= Sˆx± i Sˆy. This yields 〈Sˆx2+ Sˆy2〉= 〈Sˆz〉 since
Sˆ+|ψ0〉 = 0, that is, the average has a nonvanishing part due to the quantum spin commutation
relations. The T =0 average Eq. (4.33) is therefore found to be
〈Qˆzz〉 = 23〈Sˆz
2〉− 1
3
〈Sˆx2+ Sˆy2〉 = 23S2−
1
3
S. (4.35)
The spin anisotropy, quantified by the average SQM, thus has competing contributions: Spin
polarization induces anisotropy in the z direction (∝S2), but transverse spin fluctuations tend
to suppress it (∝S). The quantum fluctuations of the spin in the ground state “resist” perfect
alignment of the spin, despite the maximal spin alignment. In fact, Eq. (4.35) also holds withNs=1,
S=1/2, in which case the longitudinal term is completely canceled by the transverse fluctuations: A
spin 1/2 is “so quantum” that it always has zero spin anisotropy due to spin fluctuations, in fact, in
any state. Since the filled shells do not contribute to the value of S, this suggests that 〈Qˆzz〉 at T =0
accounts for only triplet correlations between the open-shell electrons with parallel spin. However,
a full understanding of the transverse fluctuations needs a further refinement of that picture.
Figure 4.3. Macrospin picture of SQM storage. Schematics of the occupation of the orbitals of
a ferromagnetic electrode at zero temperature: Doubly occupied orbitals form a zero spin state (Pauli
principle) while all spins in the singly occupied orbitals are parallel, maximizing the total spin (c.f. text)
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Microscopic SQM storage. Above we linked the zero-temperature average SQM to the spin
anisotropy stored in a ferromagnet and related it to its average collective spin and its transverse
quantum fluctuations. We investigate now how these quantum fluctuations tend to smear out
the spin, reducing the uniaxial anisotropy. For this, we decompose the spin anisotropy into its
microscopic contributions from all particles: We start with the longitudinal contribution to Qˆzz in
Eq. (4.33) and express the total spin operator Sˆz=
∑
a
sˆz
a as the sum of the single-electron spins,
Sˆz
2=
∑
a
(sz
a)2+2
∑
a<b
sz
asz
b =
∑
kσ
1
4
ckσ
†
ckσ+
∑
kk ′σσ ′
σσ ′
4
ckσ
†
ck ′ σ ′
†
ck ′ σ ′ckσ. (4.36)
Thus, Sˆz
2
has both a one- and a two-electron part. When averaging, the first term gives
∑
σ
1
4
Nσ
where Nσ=(W +σJ)/2 is the number of orbitals occupied with spin σ. For the two-particle part,
we can first treat the electrons as if they were classically distinguishable, yielding a contribution
whenever the states (k, σ) and (k ′, σ ′) are occupied. This allows us to factorize the resulting
expression
(∑
σ
σ
2
Nσ
)(∑
σ ′
σ ′
2
Nσ ′
)
=
1
4
Ns
2 into the product of averages, i. e., 〈Sˆz〉2 . We therefore
call this a direct (two-particle) contribution . However, if (k,σ)=(k ′, σ ′), we have to be careful: Due
to Pauli’s principle, it is forbidden to annihilate electrons in the same state twice; hence we have
to exclude this possibility by a correction term −∑
σ
σσ
4
Nσ=−No. We call this the exchange (two-
particle) contribution, a denotation that will become more clear in Sec. 4.4.3. This yields altogether
〈Sˆz2〉 = 14(No+Ns2−No) = 〈Sˆz〉2, (4.37)
confirming the result trivially obtained in the macrospin picture (since |ψ0〉 is an eigenstate of
Sˆz). The classical intuition is correct only because of a nontrivial cancellation of a one-particle
and “quantum” Pauli exclusion term on a microscopic level. The importance of this subtlety
becomes clear later (cf. Sec. 4.4.3).
We proceed with decomposing the transverse fluctuations into a one-particle term and a two-
particle term,
Sˆx
2
+ Sˆy
2
=
∑
i=x,y
[∑
a
(sˆi
a)2+2
∑
a<b
sˆi
asˆi
b
]
(4.38)
=
∑
kσ
1
2
ckσ
†
ckσ+
∑
kk ′σσ ′
1−σσ ′
4
ck σ¯
†
ck ′ σ¯ ′
†
ck ′ σ ′ckσ, (4.39)
and averaging over the ground state yields a nonvanishing one-particle term
1
2
∑
σ
Nσ, describing
transverse single-spin fluctuations. For the two-particle part, the direct term vanishes as the indi-
vidual spins are flipped in the modes k and k ′ so that the ground state is not reproduced any
more. This agrees with the fact that the averages
〈
Sˆx
〉
=
〈
Sˆy
〉
=0. However, we must again treat
the case k= k ′ separately: When this mode is doubly occupied and we have σ ′= σ¯ , the sequence
of the four field operators together exchanges the spins, reproducing the ground state. This gives
a correction −N↓, which is again due to Pauli’s principle: A configuration of two indistinguishable
spins and the same configuration with both spin exchanged cannot be told apart. This two-electron
exchange fluctuations together with the single-spin fluctuations make up for the total transverse
fluctuations of the macrospin,
〈Sˆx2+ Sˆy2〉 = 12No−N↓ = 〈Sˆz〉 . (4.40)
If we next combine the longitudinal and the transverse term to obtain 〈Qˆzz〉, we see that the one-
particle contributions (the first terms in the two brackets of the following expression) drop out:
〈Qˆzz〉 = 16(No+Ns2−No)−
1
6
(No− 2N↓). (4.41)
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As the SQM of a spin-1/2 vanishes (cf. the end of Sec. 4.3.2), the SQM exclusively measures true
two-spin correlations and does not contain any single-spin information: The second bracket in
Eq. (4.41) is a pure two-spin exchange correction that accounts for a kind of “hole” in the triplet
correlations. The notion of this “Pauli exclusion hole” will be explained precisely below in the
paragraph “Microscopic picture of SQM storage” in Sec. 4.4.3. It physically arises from exchange
contributions in both 〈Sˆz2〉 and 〈Sˆx2+ Sˆy2〉.4.1 Eq. (4.41) can finally be expressed as
〈Qˆzz〉 = 13 ×
1
2
Ns(Ns− 1). (4.42)
Thus, in the present case, the SQM counts the number of pairs of parallel spins in different half-
filled orbitals. In accordance with the macrospin picture, the doubly occupied orbitals can be simply
ignored. However, at finite temperatures, the Fermi edge becomes unsharp and modes below the
the electrochemical potential µ also contribute to SQM. In contrast to the macrospin picture, the
present microscopic description already includes the entire Fermi sea into the description and can
therefore be extended to finite temperatures (see Sec. 4.4.3). For T > 0, we also start directly from
Qˆ in second-quantized from, which provides a clear way to demonstrate why SQM only senses
spin-triplet correlations.
Importantly, these direct and exchange contributions to Eq. (4.41) scale differently with the
number of polarized spins Ns = (J/2W )No. For a macroscopic ferromagnet, the exchange con-
tribution to the SQM can be be neglected due to the relative unimportance of excluding a single
orbital among many. In this case, SQM is entirely induced by spin dipolarization. For Ns→∞,
the SQM per pair of polarized spins has only a finite direct contribution of 1/3 by Eq. (4.42), or
alternatively, per orbital (J/2W )2/3. For mesoscopic ferromagnetic systems with Ns∼ 10 − 100
polarized spins the exchange corrections start to become relevant and for magnetic molecular QDs
in a magnetic field with Ns∼ 1 − 10, both terms can even be of comparable size. In both these
cases, the exclusion principle for a few quantum levels becomes relatively important.
4.4 Spin-multipole storage for two ferromagnets at nonzero
temperature
We now extend the above analysis to two electrodes, which are, moreover, at finite temperatures TL
and TR. This brings in two new aspects. First, in Sec. 4.4.1, we find that for finite temperatures
the average SQM cannot be expressed anymore in the average spin as for T = 0. The exchange
SQM contribution is responsible for this difference, quantifying pure quantum contributions to the
spin anisotropy, as we see in Sec. 4.4.3. This contribution involves the two-particle exchange DOS
(4.21), which is used to explain the notion of a “Pauli exclusion hole” in the triplet spin correlations,
which are encoded in the SQM. This provides the key to understanding how quantum two-particle
exchange processes allow for an SQM current in the absence of spin-dipole current, the central
result of the Chapter in Sec. 4.6.3.
The second new aspect, the subdivision of the system into smaller units, touches upon the
seemingly naive question of how to define an SQM current. Clearly, an SQM current cannot
quantify the “amount” of spin anisotropy that flows through a tunnel barrier as single tunneling
electrons have zero SQM: This idea only makes sense for a one-particle quantity such as charge
or spin. In contrast, SQM is a two-particle quantity, i.e., built up by pairs of electrons. As the
electrons of a pair can stay at different sides of the tunnel junction, SQM is not stored only locally
in each ferromagnet, but also nonlocally between the ferromagnets. The concept of storage of SQM
thus needs to include nonlocal sources of SQM in addition to the local ones discussed so far. In
Sec. 4.4.2, we develop a spin-multipole network theory to aid the physical intuition and which will
prove to be very helpful for the discussion of SQM transport later on. This has a wider range of
application than the model studied in this Chapter and also entails quantum-dot systems (see Sec.
8.6.2).
4.1. The exchange term is only by chance proportional to 〈Sˆx2+ Sˆy2〉 at zero temperature. At ﬁnite temperatures,
this does not hold any more, showing that both terms are physically quite distinct.
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4.4.1 Average charge and spin
In the following, we calculate the average charge and spin-dipole moment. To streamline the
notation for the following discussion, we combine the one-particle operators for the charge (4.27)
and for the spin (4.29) (now including the reservoir index r) into the four-component operator
Rˇµ
r
=
∑
kσσ ′
(Rµ
r )σσ ′ crkσ
†
crkσ ′ (µ=0, 1, 2, 3). (4.43)
Here, the matrix elements of the single-particle operator read as (R0
r)σσ ′ = r〈σ |σ ′〉r = δσσ ′ and
(Ri
r)σσ ′=
r〈σ |sˆi|σ ′〉r to ensure that zero-component, Rˇ0r= Nˆ r, coincides the charge operator and
the three spatial components, Rˇi
r
= Sˆi
r
, coincide with the spin vector operator, see also App. D.3.
Taking the average of Eq. (4.43) involves the expectation values,
〈cr kσ† cr ′ k ′σ ′〉 = f r,+(εkσr )δrr ′δkk ′δσσ ′, (4.44)
with the Fermi function, f r,+(ω)= 1/
[
e(ω−µ
r)/T r+1
]
. Recasting the sum over all k modes as an
integral over all energies by inserting the 1DOS (4.18) yields
Rµ
r = 〈Rˇµr 〉 =
∑
σ
(Rµ
r )σσ
∫
dωνσ(ω)f r,+(ω), (4.45)
and therefore
N r =
∫
dω2 ν¯ r(ω)f r,+(ω), (4.46)
Sr =
∫
dω2 ν¯ r(ω)sr(ω)nr. (4.47)
Analogous to the average occupation number of a single level at energy ω in Eq. (4.46), fr,+(ω),
we denote
sr(ω) = f r,χ(ω)
1
2
nr(ω) (4.48)
in Eq. (4.47) as the average spin-polarization function of electrons at frequency ω, where nr(ω) is
the spin polarization (4.20). Note that one can compute the averages (4.46) and (4.47) also in a
covariant way as we show in App. D.3.
4.4.2 Network picture: nonlocality
Equations (4.46) and (4.47) show that each physical electrode corresponds to a single source of
charge and spin. We now formalize the concept of particle and spin-dipole storage in terms of a
network theory , which at first sight may seem superfluous. In fact, it will prove to be helpful to
compare this with the storage and transport of SQM.
The following considerations are formulated more compactly and hold more generally for a
composite system of any number of subsystems labeled by an index r. Such a system may comprise
just two electrodes, each at equilibrium, as discussed in this Chapter (then r=L, R), but it may
also include, e.g., strongly interacting QDs out of equilibrium as discussed in [179, 189, 106] and
in Chap. 6. We first ask how the total charge and spin-dipole moment is distributed over the
subsystems. The answer is fairly intuitive for these one-particle quantities. The total charge (spin)
is the sum of the charge (spin) stored in each electrode, i.e.,
Rˇµ
tot =
∑
r
Rˇµ
r
. (4.49)
We can simply associate each subsystem shown in Fig. 4.4(a) with a node of charge (spin) as
depicted in Fig. 4.4(b). Note that decomposition (4.49) is possible even if Rˇµ
tot is not conserved.
(We postpone the discussion of the links in the network until we defined current operators in Sec.
4.5 where we complete the network theory.)
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Figure 4.4. Nodes in a spin-multipole network. (a) Physical setup of two ferromagnets and (b)
network picture for spin, a one-particle quantity (like charge) and (c) for SQM, a two-particle quantity.
This simple correspondence breaks down for SQM. When we ask how this two-particle quantity
is distributed over composite system, the answer is radically different. We start from the total
SQM of the system, written as
Qˆtot = Sˆtot⊙ Sˆtot, (4.50)
abbreviating the symmetric, traceless dyadic product of two vector operators a and b as
(a⊙b)ij = 12(aibj+ biaj)−
1
3
δij a ·b (4.51)
We decompose Qˆtot by inserting Sˆtot=∑
r
Sˆ
r
,
Qˆtot =
∑
〈rr ′〉
Qˆrr ′, (4.52)
where 〈rr ′〉 indicates that we sum only over all pairs
Qˆrr ′ = Qˆr ′ r = grr ′ Sˆr⊙ Sˆr ′, (4.53)
and the factor grr=1 and grr
′
=2 (r r ′) accounts for the double occurrence of each pair r, r ′ with
r  r ′ in the expansion (4.50). Equation (4.53) is symmetric in r and r ′ since Sˆ
r⊙ Sˆr ′ = Sˆr′⊙ Sˆr
and we can write
Qˆrr ′ = 1
2
grr
′
(Sˆ
r⊙ Sˆr ′+ Sˆr ′⊙ Sˆr). (4.54)
Note that Qˆrr ′ is a Hermitian operator because spin operators of different subsystems commute:
(Sˆ
r⊙ Sˆr ′)†= Sˆr ′⊙ Sˆr= Sˆr⊙ Sˆr ′.
We now develop a network picture for the SQM by associating to each pair of subsystems 〈rr ′〉
a single effective source or node. For the two-terminal spin valve in Fig. 4.4(a) that we study, three
SQM nodes appear in the corresponding network picture of Fig. 4.4(c). The total SQM is stored
in two local nodes (QˆLL, QˆRR) and in one nonlocal node (QˆLR = QˆRL). The (non)local nodes
describe spin-triplet correlations between pairs of electrons of the same (different) subsystem(s).
This nonlocality of SQM storage is very important for the physical understanding and definition of
a SQM current operator. It is the injection of SQM currents from these nonlocal nodes that drives
the measurable local SQM dynamics in embedded QDs, as found in Ref. [189]. For the spin valve
considered here it now becomes clear how single electron tunneling can transport SQM: First, local
correlations, e.g., in the 〈LL〉 node are turned into nonlocal correlations in the 〈LR〉 node. The
transfer of SQM is then completed by another single-electron tunneling event that re-localizes the
pair, but now in the right electrode, contributing then to the 〈RR〉 node. This picture is refined
once in Sec. 4.5.2.
4.4.3 Direct and exchange term in average spin-quadrupole moment
We next inquire to which extent the stored SQM is independent of the average spin-dipole moment,
extending the discussion of Sec. 4.3.2. The average of the SQM operator (4.54) for node 〈rr ′〉
can be decomposed into a direct and an exchange part using Wick’s theorem for the averages of
products of field operators (see App. D.4 for details):
Qrr ′ = Qdirrr ′+Qexrr′ . (4.55)
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Direct SQM. The first possible direct contraction combines field operators from the same spin
operator in Eq. (4.35). It can therefore be factorized into the expectation values (4.47) of the spin
operators:
Qdirrr′ =
∑
kk ′σσ ′
sσσ
r ⊙sσ ′ σ ′r′ f r,+(εkσr )f r′,+
(
εk ′ σ ′
r ′
)
(4.56)
= Sr⊙Sr ′ = qdirrr ′nr⊙nr ′, (4.57)
where the second line contains the symmetrized-traceless product of the spin averages and we use
the notation
qdir
rr ′ = |Sr ||Sr ′|. (4.58)
This direct SQM incorporates the cumulative effect of the energy-resolved spin polarization sr(ω).
It quantifies the uncorrelated contribution of the quantum spins to the spin anisotropy: As intu-
itively expected, an electrode with a favored spin direction (polarization) possesses a favored spin
axis (anisotropy). For a macroscopic system in equilibrium, the average SQM is dominated by the
direct part, which is completely determined by the average spin-dipole moment.
Exchange SQM. For mesoscopic and nanoscopic systems, the last statement ceases to be true
due to the neglect of the Pauli’s principle in the spin-spin correlations. In the second, exchange
contraction field operators of different spin operators are contracted, giving a term
Qexrr ′ = δrr ′
∑
kσσ ′
sσσ ′
r ⊙sσ ′ σr ′ f r,+(εkσr )f r,+(εkσ ′r ), (4.59)
which accounts for true correlations in the sense of Spearman’s rank correlation coefficient.4.2 This
becomes clear when rewriting Eq. (4.59) using Eq. (4.57) as:
Qexrr′ = 〈
(
Sˆ
r−Sr)⊙ (Sˆr ′−Sr ′)〉. (4.60)
Note that Eq. (4.59) involves only one sum over k. Thus, the exchange term indeed scales linearly
with the system size in contrast to the direct term (4.57) and can be neglected for macroscopic
systems (cf. last paragraph in Sec. 4.3.2). Here, it is interesting to consider our Hamiltonian as
a model for a mesoscopic ferromagnet or a metallic island in a strong external magnetic field
sketched in Fig. 4.1(b). In this case, the exchange contribution may even become the dominant
part in transport when the spin current vanishes: Then the spin polarization Sr and therefore also
Qdirrr ′ do not change, while Qexrr ′ does. When including a tunnel coupling between the ferromagnets,
the transport through the junction correlates spins of both systems and nonlocal exchange-SQM
currents can indeed arise. For this reason, we keep the exchange term here and study it in some
more detail.
Equation (4.60) can be further expressed as
Qex = −δrr ′ qexrr nr⊙nr (4.61)
with the positive quantity
qex
rr =
1
4
∑
k
(f r,+(εk↑r )− f r,+(εk↓r ))2 > 0. (4.62)
(see App. D.3). Clearly, only if εk↑r −εk↓r ≪T r for all k, the exchange contribution vanishes, i.e., for
the Stoner model if Jr≪T r. However, if Jr>T r when the Stoner model is actually applicable, each
spin-polarized orbital k gives a negative correction to the direct spin anisotropy. We refer to this as
the Pauli exclusion hole, located in orbital k with a “distribution function” (f r,+(εk↑r )− f r,+(εk↓r ))2.
We give a microscopic interpretation of this below in the paragraph “Microscopic picture of SQM
storage”. A gradient of these Pauli exclusion holes across the junction drives an exchange-SQM
current, which may even flow in the absence of a spin current, see Sec. 4.6.3.
4.2. Here, one has to treat the spin vector as a stochastic variable when averaging over the grand-canonical
ensemble. Spearman’s rank correlation coeﬃcient CAB for two random variables A, B is deﬁned by C(A, B) =
〈(A − 〈A〉)(B − 〈B〉)〉. Eq. (4.60) is a linear combination of the C(Sˆir, Sˆjr ′
)
for diﬀerent components of the spin
operator so that only triplet correlations are extracted. If all C
(
Sˆi
r
, Sˆj
r ′
)
=0, this implies Qexrr
′
=0
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We moreover note that the tensor Qex has the same principal axes as Qdir (the reason for
this is discussed in the following paragraph). Thus, the local SQM Qrr∝nr⊙nr, has a diagonal
representation in any coordinate system that includes the Stoner field direction, e.g., ez=n
r, with
nonzero elements Qxx
rr = Qyy
rr = −Qzzrr/2. This shows that the local SQM sources are uniaxially
anisotropic and different alignments in the plane perpendicular to nr are not preferred. Since
the direct contribution exceeds the exchange contributions, we find, as expected,Qzz
rr > 0, i.e., an
easy-axis anisotropy favoring the collinear orientation of the spins into the z direction over any
orientation in the xy plane, Qxx
rr =Qyy
rr < 0.
The nonlocal SQM Qrr ′, r  r ′, has three nondegenerate principal values: It describes bi-axial
anisotropy . It has unique principal axes in which Qzz
rr >Qyy
rr >Qxx
rr ; i.e., directions perpendicular
to the dominant easy axis (z) are distinguished.
Microscopic picture of SQM storage: Pauli exclusion hole The physical meaning of
the exchange SQM becomes transparent when revisiting the microscopic picture of SQM storage.
When calculating the direct SQM by Eq. (4.56) one pretends to have two distinct ferromagnets r
and r ′ and “counts” triplet correlations by adding all cross-correlations between electrons occupying
these distinguishable ferromagnets. This procedure gives the full result for the nonlocal SQM [cf.
Eq. (4.59)]: For r  r ′,
Qrr′ = Qdirrr ′ . (4.63)
This is correct as we treat the two ferromagnets as distinguishable objects by assumption (the total
density operator is a direct product).
The direct, local SQM (r = r ′) also correctly counts the local spin anisotropy as long as it
concerns correlations of electrons from different modes k k ′, which are also distinguishable (green
lines in Fig. 4.5). However, this procedure fails for electrons occupying the same mode k ′= k: A
single mode (irrespective of whether being singly or doubly occupied) does not contribute to the
total SQM (see App. D.4). Thus, the local exchange-SQM has to cancel the contribution that the
direct SQM (4.56) incorrectly ascribes to single modes (indicated by the red line in Fig. 4.5).
For establishing an “uncounting” procedure to exclude the single-mode SQM, one may again
simply think of two identical, but distinguishable copies of the same mode k and calculate the
direct SQM generated from all these modes (see Fig. 4.5). In this picture, exchange-SQM represents
a “spin-anisotropy hole” ascribed to each mode and therefore shows a formal analogy to a one-
particle quantity . This analogy will reemerge when we consider the transport of SQM in Sec. 4.6.2.
To emphasize this multiparticle exchange aspect, we refer to this as a Pauli exclusion hole in the
spin-triplet correlations.
As a consequence, the local exchange SQM must have the same tensorial structure as the direct
SQM, but with opposite magnitude, which is explicitly conveyed by the negative sign in Eq. (4.61).
Since qdir
rr > 0 [by Eq. (4.58)], it follows also that qex
rr> 0 must hold. This is confirmed explicitly by
Figure 4.5. Microscopic contributions to the local SQM Qrr. Two copies of the same ferromagnet
are considered and green lines indicate correlations between pairs of distinguishable electrons in diﬀerent
orbitals (counted by the direct SQM). The red line indicates the correlations between indistinguishable
electrons in the same orbital that the direct SQM counts too much: According to Pauli’s principle two
electrons cannot form a triplet state in the same orbital. The exchange-SQM contribution takes care of this
and thus represents a Pauli hole in the correlations, corresponding to the red line. When considering only
the ﬁrst copy at ﬁnite temperature, the macrospin picture discussed in Sec. 4.3.2 is recovered. For ﬁnite
temperature, the occupation probabilities are thermally smeared at the Fermi edge.
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Eq. (4.62), which shows that the exchange SQM senses the spin alignment, a nonnegative quan-
tity that accumulates when summing over all energies or k modes, respectively. This prohibits
cancellations of signed contributions as they occur for the spin. This means that the spin-dipole
moment may cancel whence the SQM does not . Equation (4.62) also shows explicitly that exchange
corrections become negligible at high temperatures, i.e., if T r≫ εk↑r − εk↓r for all k, as expected.
Energy-resolved exchange-SQM storage. So far, it was helpful to discuss the microscopic
picture of SQM storage in terms of contributions from orbitals k. However, to make progress in cal-
culations we replace the k sums with energy integrals. An energy-resolved picture of SQM storage
will therefore be important for understanding the key features of SQM transport as compared to
that of charge and spin as explained in Sec. 4.6.3. For the rest of this Chapter, we discuss only
the local exchange SQM, i.e., r ′= r, and therefore drop the electrode index for brevity. Replacing
the sum over k in Eq. (4.62) with integrals over frequencies ω, ω ′ and inserting the two-particle
density of states (4.21), we can recast the exchange SQM into the form of Eq. (4.59) after carrying
out the spin sum (see App. D). The SQM exchange magnitude then reads as
qex =
∫
dω ν¯ (ω)qex(ω). (4.64)
The average exchange spin quadrupolarization for electrons at frequency ω is given by
qex(ω) = f
+(ω)a(ω), (4.65)
with the spin-anisotropy function
a(ω) =
∑
σ
aσ(ω), (4.66)
and
ν¯ (ω)aσ(ω) =
∫
dω ′f+(ω ′)
∑
σ ′
σσ ′
4
νσσ ′(ω, ω ′), (4.67)
valid for general dispersion relations. Note that the integrand in Eq. (4.64) is not a positive
function, in contrast to each term in Eq. (4.62). For the discussion of the SQM currents, it is
important to understand the meaning of the function qex(ω): It quantifies the cumulative exchange
triplet correlation for electrons occupying the same orbital. It is the formal analog to the average
spin-polarization function s(ω). To link the above result further to the microscopic picture devel-
oped in the above paragraph and to simplify the interpretation of the exchange-SQM current in
Sec. 4.6.1, we decomposed the spin-anisotropy function a(ω) into its spin-dependent contributions
aσ(ω): These give the direct single-mode SQM, provided that an electron with spin σ is present at
frequency ω in the first copy while summing over the contributions from the second copy in Fig.
4.5 (cf. App. D.5). This reveals the formal analogy between a(ω) and average spin-polarization
function in Eq. (4.48), given by n(ω)/2. The latter quantifies the average spin at frequency ω,
provided we have full occupation at this frequency. However, in stark contrast to the latter, a(ω) is
not solely a band-structure property as it depends on a Fermi function due to its two-particle origin.
Note that the exchange-SQM is entirely described by qex(ω) and that the spin polarization s(ω)
does not enter, in contrast to the direct SQM. These two functions have very different temperature
and energy dependence, again making explicit that the SQM is independent of the spin-polarization
due to the presence of exchange terms.
The functions qex(ω) and a(ω) are of key importance for the results of this Chapter and we
therefore explain their basic physical meaning using the simple Stoner model εkσ= εk−σJ/2 and
the flat-band approximation (cf. 4.2.3). Then, the spin-anisotropy function a(ω) has the spin-
resolved contributions
aσ(ω) =
1
4
[f+(ω)− f+(ω+ σJ)]. (4.68)
In Fig. 4.6(a) and (b), we plot these two contributions and their sum together with the average
spin quadrupolarization qex for two different temperatures.
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Figure 4.6. Energy dependence of SQM storage. (a) and (b): Average local exchange quadrupolariza-
tion qex(ω) (blue), spin anisotropy a(ω) (red) and its two contributions a↑(ω)>0 (broken line) and a↓(ω)<0
(broken line) as function of (ω − µ)/J for two temperatures T/J = 0.1 in (a) and T/J = 0.5 in (b). As T
approaches J from below, the weight of a↑(ω) (a↓(ω)) considerably shrinks (rises) and qex(ω) is strongly
suppressed. (c) Microscopic picture of the spin-quadrupolarization function aσ(ω), σ = ↑, ↓ characterizing
the energy-resolved spin-anisotropy content of a ferromagnet (cf. Fig. 4.5); see text.
We first discuss the shape of aσ(ω) for σ = ↑, ↓ for low temperature 4T/J < 1 translating the
arguments of the microscopic picture of Fig. 4.5 into energy space in Fig. 4.6. The function aσ(ω)
displays four regimes, which are marked by (i)-(iv) in Fig. 4.6(a) and (c). In the following ∼
means ”up to thermal smearing T ”. To interpret these features, we recall that the function aσ(ω)
characterizes the single-orbital SQM for a spin σ occupying a mode at energy ω:
(i) ω & µ+ J ⇒ a↑(ω) = a↓(ω) = 0: There are no occupied states at energy ω, so no exchange
correction is needed.
(ii) µ . ω . µ + J ⇒ a↓(ω) < 0, a↑(ω) = 0: If a spin-↑ is in the first copy, the corresponding
mode in the second copy has vanishing probability to be occupied with electrons of any spin since
both εk ↑ = ω & µ and εk ↓ = ω + J & µ. Thus, similar to regime (i), no exchange correction for
spin-↑ electrons is needed and we obtain a↑(ω)= 0. In contrast, if a spin-↓ is in the first copy, the
corresponding mode in the second copy is predominantly occupied with spin-↑ because εk↓=ω& µ,
but εk↑=ω− J . µ. This contributes negatively to direct SQM, resulting in a↓(ω)< 0.
(iii) µ − J . ω . µ ⇒ a↑(ω) > 0, a↓(ω) = 0: If in this case a spin-↑ is in the first copy, the
corresponding mode in the second copy is also mostly occupied with spin-↑ since εk ↑ = ω . µ,
but εk ↓=ω+J & µ. This gives a positive correction to the direct SQM. In contrast, a↓(ω)= 0 as
εk↓=ω and εk ↑=ω−J refers to a mostly doubly occupied mode in the second copy, which has a
vanishing direct-SQM contribution, see also case (iv).
(iv) ω . µ − J ⇒ a↑(ω) = a↓(ω) = 0: The corresponding orbital deep inside the Fermi sea is
doubly occupied: f(εk ↑)= f(εk↓)=1. By Eq. (4.62) the direct SQM due to both spin-↑ and spin-
↓ electrons cancel each other.
Altogether, the anisotropy function a(ω)=
∑
σ
aσ(ω) is exactly antisymmetric with respect to
the electrochemical potential (see Fig. 4.6(a), (b) and App. D.4)
a(µ+ω) = −a(µ−ω). (4.69)
As mentioned at the outset, the average exchange quadrupolarization qex(ω) = f
+(ω)[a↑(ω) +
a↓(ω)] has both positive and negative contributions; however, qex> 0 as the integrated qex(ω) in
Eq. (4.64) is always positive by Eq. (4.62). At T =0 only positive correlations at ω< µ count, and
we recover the result (4.40). For T > 0, thermally excited spin-↓ negatively correlate with spin-↑ in
the same orbital, thus reducing qex (see Fig. 4.6). Eventually at T≫J this cancellation suppresses
qex strongly without ever becoming negative.
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To summarize, the average exchange quadrupolarization makes explicit that Pauli-forbidden
triplet correlations are stored by electrons in an energy window ∼2J with opposite signs above and
below the Fermi energy. Thus, the integrated exchange quadrupolarization is thermally suppressed
for T ≫J when the occupation probability is nearly constant across the energy scale J . A further
discussion of the parameter dependence of average exchange SQM can be found in Ref. [441].
4.5 Spin-multipole current operators
We now turn to the third central question posed in the Introduction 4.1.1: the proper definition
of the SQM current operator. In the previous section, we answered the important question from
where and to where SQM can be transported in terms of nodes in a spin-multipole network; cf.
Sec. 4.4.2. We now investigate the links between the nodes in this network, which correspond to
the SQM current operators. Their definition and physical interpretation requires some care because
(i) like the spin, the total SQM is not conserved in a device comprising Stoner ferromagnets and
(ii) unlike the spin, this two-particle quantity does not flow directly between local nodes, but is
buffered in nonlocal nodes.
To tackle point (i), we first revisit the one-particle charge- and spin-current operators. The spin-
dipole current does not have the intuitive definition similar to the charge current (total outgoing
current = rate of loss of charge) since the spin is not conserved internally in the ferromagnets.
Starting from continuity equations in integral form, the spin currents rather have to be defined as
the change in spin induced by the tunneling . In close analogy, we derive SQM current operators
obeying a continuity equation and current conservation laws.
Due to point (ii), we also consider SQM current operators, accounting for the flow of SQM
between local and nonlocal nodes. These turn out to be of central physical importance and reflect
that on a microscopic level SQM is carried by pairs of correlated spin dipoles. The flow of spin
anisotropy in an electronic system is thus inherently a two-particle process. We see that, as a
result, the layout of the physical device and the network for SQM transport are different : The two-
terminal spin valve requires a serial three-node SQM network. For more complex devices, such as
a high-spin QD embedded into a spin valve studied in Chap. 6, the connectivity is more complex
(see Fig. 8.7). The full spin-multipole network picture developed in this Section is applied in Sec.
8.6.2 to discuss the physical origin of the spintronic anisotropy.
4.5.1 Charge and spin-dipole current
The physical quantities of interest are the rates of change in local quantities in the physical
subsystems of the circuit due to transport processes. For one-particle quantities such as charge and
spin the physical subsystems are in one-to-one correspondence with the nodes of the charge / spin
network; cf. Fig. 4.4(a) and (b). The time derivative operator dRˇµ
r
(t)/dt giving the rate of change
in the combined charge-spin one-particle operator (4.43), d〈Rˇµr(t)〉/dt= 〈dRˇµr(t)/dt〉, is given by
d
dt
Rˇµ
r
(t) 8 i[H, Rˇµ
r
], (4.70)
exploiting the von-Neumann equation ρ˙(t) = −i[H, ρ(t)] and the cyclic invariance of the trace
tr(Rˇµ
r
ρ˙(t)) = tr(i[H, Rˇµ
r
]− ρ(t)). We next decompose the total system Hamiltonian H into the
part describing the decoupled subsystems, H0, and the tunneling HT =
∑
〈rs〉 HT
rs with HT
rs only
accounting for tunneling processes between a pair of subsystems r and s. This yields a continuity
equation in integral form for operators,
d
dt
Rˇµ
r
(t) =
d
dt
Rˇµ
r
(t)|0+
∑
s r
IˇRµ
rs
, (4.71)
which decomposes the total rate of change in the charge (spin) operator in node r into two phys-
ically meaningful contributions: The first contribution to Eq. (4.71) is given by
Rˇµ
r |0 = i[H0, Rˇµr ]−, (4.72)
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Figure 4.7. Network picture for charge and spin. (a) Network picture for charge. (b) Network picture
for spin. Current operators are represented by arrows linking the nodes. For spin, there are external arrows
pointing to the nodes (indicated here by dSˆ
r
/dt|0). The latter must be introduced for spin due to the
internal violation of spin conservation in each spin node.
and accounts for the time-evolution due to internal processes in node r. We depict this contribu-
tion in the network picture in Fig. 4.7 by an external arrow attached to node r. The second part,
IˇRµ
r
=
∑
s r
IˇRµ
rs
= i[HT , Rˇµ
r
]−, quantifies the rate of change induced by tunneling, i.e., this defines
the current of observable Rˇµ
r
into node r. In the form of Eq. (4.71), it has already decomposed
into its various contributions emanating from all other subsystems s:
IˇRµ
r
=
∑
s r
IˇRµ
rs
, (4.73)
Whenever the operator IˇRµ
rs
 0, we depict this in the network picture by an arrow inking the two
nodes r and s. Note that still the average current IRµ
rs that flows between the nodes may vanish,
e.g., for a some special set of parameters. So far, our considerations are quite general and also
apply to systems including QDs.
In our model (4.13)-(4.15), the particle number Rˇ0
r
= Nˆ
r
is conserved internally in each electrode
individually and, therefore,
Nˆ
r |0 =
[
H0, Nˆ
r]
− = 0 , (4.74)
which is the 0-component of Eq. (4.72). Thus,
d
dt
Nˆ =
∑
r
IˆN
r
makes up for the total change in
charge. The spin Rˆi
r
= Sˆi
r
(i 0), however, is not conserved internally in the ferromagnets:
d
dt
Sˆ
r
=
d
dt
Sˆ
r |0+IˆSr , (4.75)
where IˆS
r
is the operator for spin current into node r. Using Eq. (4.14), one finds
d
dt
Sˆ
r |0 =
∑
n
Jn
r nr× Sˆnr  0 (4.76)
for Sˆn
r
=
∑
kσσ ′
sσσ ′
r crnkσ
†
crnkσ ′ being the contribution from band n to the spin of electrode r. This
describes a precession of Sn
r about the Stoner field of electrode r.
To obtain an explicit starting point for the real-time calculation of the average charge and spin
current (see Sec. 8.5), we use Eqs. (4.72) and (4.15) and recover the familiar form of the charge
current and spin current operator,
IˇRµ
rs
=
∑
nn′kk ′σσ ′
(−it)(Rµ)σσ ′rs crnkσ† csn′ k ′σ ′−H.c. , (4.77)
with the matrix elements (R0)σσ ′
rs = r〈σ |σ ′〉s and (Ri)σσ ′rs = r〈σ |sˆi|σ ′〉s . The operator (4.77)
describes the net current injected from node s into node r, accounting for tunneling processes from
node s to node r [the first contribution in Eq. (4.77)] and the reverse process (the second). Only
the sum of both terms is a Hermitian operator and therefore a possible physical observable. Since
both processes contribute with an opposite sign to the current (4.77), we obtain the antisymmetry
relation IˇRµ
rs
=−IˇRµsr . This has an important physical consequence: summing up all charge (spin)
currents in the system yields the zero operator:∑
r
∑
s r
IˆRµ
rs
= 0. (4.78)
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This charge (spin) current conservation law expresses that charge (spin) is conserved by tunneling,
that is [HT , Rˇµ
tot] = 0. Since the total spin is not conserved under the full time evolution (due to
the internal evolution dSˆ
tot
/dt|00), there is no analog of Eq. (4.78) for the total time derivative
dSˆ
r
/dt. We emphasize furthermore that this conservation law holds on an operator level and not
only for expectation values.
4.5.2 Spin-quadrupole current
We now proceed analogously, as far as possible, for the SQM network sketched in Fig. 4.4(c).
Generally, we want to find the rate of change in the spin anisotropy stored in local nodes. To this
end, we need to consider the change in SQM, dQˆrr′/dt, in both the local nodes (r = r ′) and the
nonlocal nodes (r r ′). Taking the time derivative of Eq. (4.54) and using Eq. (4.71) we obtain
d
dt
Qˆrr ′ = d
dt
Qˆrr ′|0+
∑
〈ss′〉 〈rr′〉
IˆQrr
′,ss′
, (4.79)
where 〈ss′〉 denotes the sum over pairs of indices ss′ (i.e., ignoring their order). This is the
continuity equation in integral form for the change in SQM in node 〈rr ′〉. The first term is the
change in SQM due to the internal time evolution,
d
dt
Qˆrr′|0 = g
rr′
2
[
d
dt
Sˆ
r |0⊙Sˆr′+ Sˆr⊙ ddt Sˆr
′|0+(r↔ r ′)
]
, (4.80)
which involves the nonzero internal time evolution
d
dt
Sˆ
r |0 given by Eq. (4.76). Like the spin, the
SQM is thus not conserved in any of the nodes in our model. The responsible Stoner fields also
effectively exert a “torque” on the SQM, thereby rotating the principal axes of this tensor. Similar
to the spin, we depict this in the network picture, shown in Fig. 4.8, by one-sided arrows pointing
at this node.
The SQM current operator IˆQrr ′=
∑
〈ss′〉 〈rr ′〉 IˆQrr
′,ss′ is given by the Hermitian tensor operator
IˆQrr′ = g
rr′
2
[
IˆS
r ⊙ Sˆr ′+ Sˆr⊙ IˆSr ′+(r↔ r ′)
]
. (4.81)
This is a central result of this Chapter. Since the spin and the spin current do, in general, not
commute as operators on Fock space4.3, the individual terms in this expression are not Hermitian
and therefore not observables. The operator (4.81) further reflects that, in general, the average
SQM current is not simply the product of spin and spin current since 〈IˆS ir Sˆjr ′〉 〈IˆS ir 〉〈Sˆjr ′〉 due to
quantum mechanical exchange correlations, interactions, etc. Therefore, SQM is not determined
by spin-dipole moment; SQM requires a separate description in a spintronic transport theory. For
the bilinear tunnel coupling (7.6), the contribution to the net current from node 〈ss′〉 into in node
〈rr ′〉 is
IˆQrr
′,ss′
=
grr
′
2
{[
IˆS
rs⊙ Sˆr ′δr ′s′+ Sˆrδrs⊙ IˆSr ′ s′
]
+(r↔ r ′)}. (4.82)
Figure 4.8. Network picture for SQM. SQM current operators are represented by arrows linking the
nodes. Similar to spin, SQM is not conserved internally in the nodes, giving rise to “external” SQM currents.
4.3.
[
Sˆi
r
, IˆSj
r ]
 0 can be explicitly shown by inserting the expressions for the spin operator (4.29) and the spin
current operator (4.77), respectively, and applying the anti-commutation relations of the ﬁeld operators.
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Notably, this SQM current is zero unless one of the indices s, s′ matches one of the indices r,
r ′. This puts an important restriction on the network connectivity: The local SQM nodes are only
linked to nonlocal nodes, and not to other local nodes. Changes of local spin anisotropy,
d
dt
Qˆrr = d
dt
Qˆrr |0+ IˆQrr, (4.83)
which are due to transport thus occur only through changes in nonlocal spin-spin correlations:
IˆQrr =
∑
s r
(
IˆS
rs⊙ Sˆr+ Sˆr⊙ IˆSrs
)
, (4.84)
where IˆS
rs
is the spin-current operator from node s into r.
All the considerations so far in this Section are general. For the simple spin valve we consider
in this Chapter the general theory above implies that SQM cannot be directly transferred from the
local node 〈LL〉 to the local node 〈RR〉; it is rather first “buffered” in the intermediate, nonlocal
node 〈LR〉. This restriction on the SQM network connectivity is related to the real-space picture
of SQM transport sketched in Fig. 4.9. This picture unveils why SQM transport is possible even in
the single-electron transport limit (leading order inHT ), as discussed for spin valves with embedded
spin-isotropic QDs, see Refs. [179, 189, 106] and Sec. 2.8. In this case, we have on the right-hand
side of Eq. (4.83)
d
dt
Qˆrr |0=0, where r now labels the QD embedded in this spin valve. Then
SQM currents are responsible for the change in the local QD spin anisotropy of subsystem r, i. e.,
d
dt
Qˆrr= IˆQrr, where IˆQrr of Eq. (4.84) was already obtained in Ref. [189] for a spin valve with an
embedded quantum dot (QD), however, without using the new network picture. The calculations
in Ref. [189] demonstrate that in such more complicated devices the SQM current IˆQrr, averaged
over the nonequilibrium state, depends nontrivially on the average accumulated charge and the
spin on the QD. The SQM current thus couples to the measurable charge and spin currents and
should, in general, be considered for the description of spin and charge dynamics.
Analogous to the charge and spin current, the SQM current (4.82) is antisymmetric with respect
to the node indices, i.e., when the two pairs of subsystem indices rr ′ and ss′ are interchanged:
IˆQrr
′,ss′=−IˆQss
′,rr ′. (Note that the order of indices denoting a pair does not matter; i.e., rr ′= r ′r).
As a consequence, the SQM currents sum to the zero tensor operator:∑
〈rr ′〉
IˆQrr′ =
∑
〈rr ′〉
∑
〈ss′〉 〈rr ′〉
IˆQrr
′,ss′ = 0. (4.85)
Similar to spin, this SQM current conservation law expresses the conservation of total circuit
SQM (4.50) in the tunneling . This is a direct consequence of the total spin-dipole conservation by
tunneling:
[
HT , Qˆtot
]
= Sˆ
tot⊙[HT , Sˆtot]+[HT , Sˆtot]⊙ Sˆtot=0.
Finally, we note that the restriction on the network connectivity found above derives from the
particular form of our tunneling Hamiltonian (7.6), which is bilinear in the field operators. The
network thus describes the connectivity on the operator level. The topology of this network is
different when HT is, e.g., an effective exchange coupling that is quartic in the fields. Since such a
coupling is usually derived from the bilinear tunneling model (7.6) studied here, we do not dwell
on this further4.4.
Figure 4.9. Illustration of the microscopic picture of SQM transport. (a) Consider two electrons in
electrode L that contribute to the SQM of the local node 〈LL〉. (b) By transferring one of these electrons to
subsystem R, the local spin-spin correlation is lost but a new nonlocal correlation is established, increasing
the SQM of node 〈LR〉. Thus, by emitting spin-polarized electrons nonlocal correlations are set up in
the circuit. (c) When the second electron follows the ﬁrst, local SQM correlations are created, but now in
subsystem R (node 〈RR〉). Note that this picture is meant only to illustrate the nonlocality aspect of SQM,
but incorrectly portrays the spins as distinguishable objects.
4.4. Although the restrictions on the network connectivity derive form the bilinearity of the tunneling Hamilto-
nian (7.6), this does not mean that SQM cannot be exchanged between local nodes: When calculating the averages,
including coherent processes of higher order in the bilinear coupling, this is indeed found to occur; see Sec. 8.6 and
Chap. 6.
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4.6 Average spin-multipole currents
In this Section, we complete the discussion of the third main question posed in the Introduction
4.1.1 of this Chapter: We present explicit results for the average spin-quadrupole current calculated
to first order in the tunnel coupling of the two ferromagnets and compare them to the average
charge and spin current. The calculations of the average currents are compactly presented in Sec.
8.5.2, applying a covariant reformulation of the real-time diagrammatic technique presented in Sec.
8.5.1. Covariance is used here in the sense that all expressions are form-invariant under a change
of the spatial coordinate system and the spin quantization axis. An advantage of this technique is
that it can be extended for spin valves with embedded QDs, see Sec. 8.3.1.
In Sec. 4.6.1, we discuss the results for a general multiband dispersion relation εnkσ
r , applying
the insights obtained from the spin-multipole network theory developed in Secs. 4.4.2 and 4.5 and
the microscopic picture explained in Sec. 4.4.3. We next decompose in Sec. 4.5.2 the SQM current
into physically meaningful contributions: direct vs. exchange (Pauli exclusion hole aspects) and
dissipative vs. coherent (quantum fluctuation aspects). An intimate connection between storage
and transport of charge, spin, and SQM is then established by comparing their energy-resolved
contributions (see “Energy-resolved exchange-SQM storage” in Sec. 4.4.3).
In Sec. 4.6.3, we finally demonstrate that a pure SQM current, i.e., not accompanied by a
spin current, is, in principle, possible. This spin-anisotropy transfer is entirely carried by Pauli
exclusion holes, giving rise to a nonvanishing exchange-SQM current. For a temperature bias
between ferromagnets with collinear Stoner vectors, we show that even a pure SQM current persists
in the absence of a charge and spin current. Electrodes with nontrivial spin structure can thus “talk”
to each other in ways not captured by charge and spin currents.
4.6.1 Charge, spin, and spin-quadrupole current
The average charge, spin, and spin-quadrupole current associated with the left electrode read
IN
L = IN,0
L + IN,F
L (nL ·nR), (4.86)
IS
L = ES
LnL+AS
LnR+TS
L(nL×nR), (4.87)
IQLL = 2SL⊙ ISL−nL⊙[EexLnL+AexL nR+TexL nL×nR], (4.88)
where, again, the objects without a hat denote averages of operators denoted with a hat. The
currents are calculated in Sec. 8.5.2 to the first order in the energy-resolved tunneling coupling
parameter4.5,
γ(ω) = 2π |t|2 ν¯ L(ω)ν¯ R(ω), (4.89)
where ν¯ r(ω) is given by Eq. (4.19). Here, the symbol ⊙ again denotes the symmetric, traceless
tensor product (4.51). The charge-current coefficients are
IN,0
L =
∫
dω2γ(ω)∆(ω), (4.90)
IN,F
L =
∫
dω2γ(ω)∆(ω)nL(ω)nR(ω), (4.91)
where the spin-polarization function nr(ω) is given by Eq. (4.20). The well-known bias function,
∆(ω) = fR,+(ω)− fL,+(ω), (4.92)
4.5. Note that γ(ω) is dimensionless and not a rate such as the tunneling rate Γ(ω), Eq. (3.125), used for the
systems with an embedded QD.
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is nonzero only in the bias window, µL&ω& µR, up to thermal smearing. The occurrence of the
factor ∆(ω) signals that a term arises from dissipative processes in which the energy of initial and
final state have to be the same. The spin-current coefficients are
ES
L =
∫
dωγ(ω)∆(ω)nL(ω) , (4.93)
AS
L =
∫
dω γ(ω)∆(ω)nR(ω) , (4.94)
TS
L =
∫
dωγ(ω)
(
bL(ω)
nR(ω)
ν¯ L(ω)
+ bR(ω)
nL(ω)
ν¯ R(ω)
)
, (4.95)
where the function br(ω) incorporates the effect of the spin-polarization nr(ω) of the 1DOS through
the principal-value integral [cf. Eq. (8.89)],
br(ω) = P
∫
dω ′
π
ν¯ r(ω ′)nr(ω ′) f r,+(ω ′)
ω−ω ′ , (4.96)
integrating over all virtual-state energies ω ′. Here and below such functions, not limited by energy
conservation as they involve virtual intermediate states, appear in contributions from coherent
processes . Finally, the exchange-SQM emission, absorption, and torque coefficients,
Eex
L = 2
∫
dωγ(ω)∆(ω) aL(ω), (4.97)
Aex
L = 2
∫
dωγ(ω)∆(ω)nR(ω) a˜L(ω), (4.98)
Tex
L = 2
∫
dωγ(ω)(bR(ω)−αR(ω)fL,+(ω)) a
L(ω)
ν¯ R(ω)
, (4.99)
depend on the local spin-anisotropy function aL [cf. (4.66)] and an additional even spin-anisotropy
function,
a˜L(ω) =
∫
dω ′fr,+(ω ′)
∑
σ,σ ′
σ ′
4
νσσ ′
r (ω, ω ′)
ν¯ r(ω)
=
∑
σ
σaσ
r(ω), (4.100)
where νσσ ′
r (ω, ω ′) is the 2DOS (4.21). Finally, the torque coefficient TexL involves an additional
function similar to Eq. (4.96) but without the distribution function fR,+(ω) under the principal
value integral:
αR(ω) = P
∫
dω ′
π
nR(ω ′)ν¯ R(ω ′)
ω−ω ′ . (4.101)
The reader should note that the coefficients of Eqs. (4.97)–(4.99) are defined such that a minus sign
appears in Eq. (4.88), which we introduced in agreement with the sign convention for exchange-
SQM in Eq. (4.61), that is, QexLL = −qexL nL ⊙nL. Moreover, one obtains the expressions for
IQRR by substituting L ↔ R in Eq. (4.88), and IQLR = −IQLL − IQRR follows from the SQM
current conservation law (4.85) (see also below). One checks that the results are invariant under
scalar gauge transformations (global energy shifts). Finally, we note that since positive currents
are defined as entering a node, positive (negative) absorption coefficients correspond to injection
(ejection) of particles and vice versa for emission coefficients.
The SQM current (4.88) is the central result of this Chapter. It depends explicitly (but not
exclusively) on the spin current (4.87). Therefore, its physical interpretation is aided by first giving
a pertinent review of the different contributions to the charge and spin currents (4.86) and (4.87),
respectively.
Charge current. Equation (4.86) is a well-known and experimentally tested result for the
charge current, which accounts for single electron-tunneling processes between the left and right
electrode. It has only dissipative contributions, which is signaled by the bias function ∆(ω), Eq.
(4.92): The first part IN,0
L in Eq. (4.86) depends only on the average 1DOS ν¯ r, whereas the second,
spin-dependent correction depends on the 1DOS spin polarizations nr through IN,F
L and on the
angle between the Stoner vectors through nL · nR= cos θ. The reduction going from θ= 0→ π is
the celebrated spin valve or tunnel magnetoresistance (TMR) effect (see paragraph “Spin-valve
effect and tunneling magnetoresistance” in Sec. 2.1).
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Spin current. The spin current (4.87) was obtained by Braun et al. [68] and we review here
its two types of contributions.
Dissipative spin emission ∼nL and absorption ∼nR: The dissipative spin-dipole current [first
two terms in Eq. (4.87), containing ∆(ω)] is analogous to the particle current: An electron emitted
from the left node transports a spin-dipole moment nL/2 and the electrons absorbed from the right
node transport nR/2. The expression for the particle current (4.90) simply has to be supplemented
by a factor nr(ω)nr/2 to obtain the terms for spin emission (4.93) and absorption (4.94).
Coherent spin torque ∼ nL × nR: The coherent spin current [last term in Eq. (4.87)] has no
such analogy to the particle current and corresponds to a spin torque (see also paragraph “Beyond
the two-current model: spin-vector currents” in Sec. 2.1). This corresponds to spin flips induced
by virtual fluctuations between the left and the right electrode restricted by energy conservation
only in the final state, but not in the intermediate state. This is reflected by the dependence of the
torque on the principal-value integral br(ω) [cf. discussion of Eq. (4.96)]: An electron with spin σ
occupying a level at energy ω in the left electrode can fluctuate to all empty levels with energy ω ′
in the right electrode with an amplitude ∝1/(ω − ω ′). While dwelling in the right electrode, the
electron spin ∝nL is not collinear to the Stoner field ∝nR in the right electrode and precesses about
it. This explains the cross product nL × nR in the coherent spin current (4.95). Note that a net
spin torque on the magnetization of the left electrode occurs only if the 1DOS of both electrodes
are spin polarized.
Finally, we note that at zero bias, the dissipative spin current vanishes, ES
L = AS
L = 0, but
the coherent spin current remains, TS
L
 0: Noncollinear ferromagnets keep interacting by virtual
fluctuations, thereby exerting a torque on each other.
4.6.2 Spin-quadrupole current: direct versus exchange and dissipative
versus coherent
SQM current conservation. The most immediate property of the SQM current expression (4.88)
is its formal lack of symmetry with respect to interchanging the electrodes L↔ R. This differs
notably from charge and spin current, for which the original expression is reproduced with a minus
sign when interchanging L↔ R. This distinction is related to the striking characteristics of the
SQM network picture as compared to the charge and spin network (see Sec. 4.6.2): The currents
of the latter, IRµ
L , describe the net flow into the L node coming from the R node (see Fig. 4.7).
Interchanging L and R yields then the opposite current from the R to the L node, reflecting the
current conservation law (4.78): IRµ
L +IRµ
R =0. By contrast, IQLL describes the net flow of SQM from
the local 〈LL〉 node to the nonlocal 〈LR〉 node (see Fig. 4.8). If we interchange L↔R in Eq. (4.88),
we obtain the current IQRR emanating from the 〈RR〉 node. Importantly, IQLL+IQRR=−IQLR 0
in accordance with the SQM current conservation law (4.85). This again emphasizes the relevance
of the nonlocal node 〈LR〉, which “buffers” the SQM currents from both local nodes.
Direct and exchange-SQM current. The SQM current allows for two physically meaningful
decompositions. The first decomposition is given by Eq. (4.88), which breaks up the SQM current
into the first, direct term and the second, exchange term. This has no analog in the one-particle
charge and spin current.
The direct current IQ,dirLL quantifies the tunneling-induced change in the direct part of the
average SQM (4.57), QdirLL8 SL⊙SL, which ignores the Pauli exclusion hole (cf. Sec. 4.4). Indeed,
using Eq. (4.84), we reproduce the first term in Eq. (4.88):
IQ,dirLL : = ddtQdirLL−
d
dt
QdirLL|0 = 2SL⊙ ISL. (4.102)
Similar to the average SQM, the direct average SQM current is completely determined by a product
of average spin-dipole properties, here the average spin SL and the average spin current IS
L, given
by Eq. (4.47) and (4.87), respectively. This equation substantiates the classical picture of transport
SQM or spin anisotropy sketched in Fig. 4.9: When single electrons move, the triplet correlations
between pairs of electron spins first delocalize and then relocalize, resulting in a change of the local
SQM, the part described by QdirLL.
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The exchange-SQM current IQ,exLL , the second term in Eq. (4.88), accounts for the tunnel-
induced change in QexLL, i.e., a negative quantum anisotropy due to the Pauli-exclusion holes in the
triplet spin correlations. It cannot be expressed in terms of the average spin current. The above
classical picture of SQM transport thus needs correction: By reducing SQM transport to “spin
times spin current” one overestimates the anisotropy flow, by counting Pauli-forbidden, local triplet
correlations (those coming from the same orbital) and accounting for their transformation into
nonlocal correlations when one of the two electrons tunnels out. The SQM exchange current
compensates for this: It is an effective backflow of nonlocal anisotropy into to the local nodes of
the SQM network (Fig. 4.8). We now reach a central conclusion of this Chapter: Whenever the
average spin current is made to vanish IS
L=0, a nonzero SQM exchange current is generally present
since 〈SˆL⊙ IˆSL〉 SL⊙ ISL due to the Pauli exclusion holes. In Sec. 4.6.3, we explicitly verify that
the cancellations of the single-particle contributions that cause the spin current to cancel have no
counterpart for the two-particle exchange-SQM current. This indicates the possibility of pure SQM
transport, that is, without spin current.
The most prominent distinction between the direct and exchange-SQM currents is that they
differ by a relative factor |SL|. To see this explicitly, we express the SQM current (4.88) as a
symmetric, traceless tensor product of the unit vector nL with a linear combination of nL, nR, and
nL×nR by inserting the explicit spin current (4.87):
〈IQLL〉 = nL⊙ [EQLnL+AQLnR] +TQLnL⊙(nL×nR), (4.103)
Each of the coefficients has a direct and exchange contribution, respectively:
EQL = 2ESL|SL| −EexL , (4.104)
AQL = 2ASL|SL| −AexL , (4.105)
TQL = 2TSL|SL| −TexL . (4.106)
Since the all coefficients, Eqs. (4.93)-(4.95) and Eqs. (4.97)-(4.99), appearing on the right-hand
sides of Eqs. (4.104)-(4.106) are, in general, of the same order, the ratio of the direct-SQM current
to the exchange-SQM current scales linearly with the average spin |SL|∼Ns = (J/W )No. This
is expected from our analysis below Eq. (4.60) in Sec. 4.4.2. Consequently, for a macroscopic
ferromagnet, the SQM current is dominated by its direct part (4.102) and is thus induced by the
spin current. Furthermore, since the SQM current accounts for the change in the correlations
between the spin of a transported electron with all other spins in the system, only the SQM
current per electron is expected to be a meaningful quantity in the thermodynamic limit4.6. As
soon as one of the subsystems is of mesoscopic or nanoscopic dimensions the relative factor |SL|
is reduced and the exchange-SQM current should be reckoned with. For a nanoscopic system, the
full SQM current was already studied in Ref. [189], while also including the relevant charging and
nonequilibrium effects, which are neglected here.
Dissipative and coherent SQM current. The second, alternative decomposition of the
SQM current is that into a dissipative and coherent part, the first and second term of Eq. (4.103),
respectively, similar to the spin-dipole current. For noncollinear nL and nR these terms are linearly
independent tensors and their coefficients have very different parameter dependencies. The tenso-
rial structure of the total SQM current is determined by their nontrivial interplay as discussed in
more detail in Ref. [441].
The decomposition of the direct-SQM current follows by Eq. (4.102) directly from the decom-
position of the spin current (4.87) into dissipative emission, dissipative absorption, and coherent
torque parts. Since the exchange-SQM current is a correction to the direct current accounting for
Pauli-forbidden triplet correlations (see paragraph “Microscopic picture of SQM storage: Pauli
exclusion hole” in Sec. 4.4.3), it must have the same decomposition into emission, absorption, and
torque part with coefficients given by Eqs. (4.104)–(4.106), respectively.
4.6. By contrast, charge and spin current are ﬁnite in the thermodynamic limit by themselves and not per
electron. This has the same reason as for the averages: The average spin per electron, but only the average SQM
per electron pair have a ﬁnite limit; cf. discussion of the exchange-SQM (4.59).
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Dissipative SQM emission ∼ nL ⊙ nL and absorption ∼nL ⊙ nR. The SQM emission
can be microscopically understood as the delocalization of triplet spin correlations from node 〈LL〉
to node 〈LR〉 (see Fig. 4.4). The SQM absorption describes the converse relocalization of such
correlations from node 〈LR〉 to node 〈LL〉. This is reflected by the tensorial structure of these
contributions to the average SQM currents: They coincide with the average SQM stored in the
node, from where they are emitted (nL⊙nL∼QLL) or absorbed (nL⊙nR∼QLR). Importantly,
there is no SQM absorption in IQLL that originates from the 〈RR〉-node (nR ⊙ nR ∼ QRR) as
expected from the connectivity in the SQM network picture shown in Fig. 4.8.
The relation between the storage and transport is also reflected by the integrands of the
exchange-SQM current in Eqs. (4.97) and (4.98): These resemble the average local spin-quadrupo-
larization qex
L (ω)= fL,+(ω)aL(ω) in the expression (4.64) for QexLL. These can formally be obtained
by a replacement fL,+(ω) → ∆(ω), i.e., similar to the relation between the average spin (4.47)
and the dissipative part of the spin current (4.87). However, the symmetry of the function aL(ω)
with respect to ω is very different from that of nL(ω) appearing the spin-current emission (4.93)
and absorption (4.94). This fact underlies the pure SQM current discussed in Sec. 4.6.3, a key
result of this Chapter.
The microscopic picture of exchange-SQM storage can be extended to capture a precise physical
understanding of the exchange-SQM current as follows: As explained in the paragraph “Micro-
scopic picture of SQM storage” in Sec. 4.4.3, the Pauli exclusion holes can be “counted” as single-
mode cross correlations between two identical copies of the same ferromagnet (cf. Fig. 4.6). For
the exchange-SQM current, we have to imagine that the electron in the first copy undergoes a
tunneling process [representing to the spin current in Eq. (4.84)], and the second copy is left
unchanged [representing the spin in Eq. (4.84)]4.7. For the dissipative exchange-SQM emission, this
becomes directly clear from the expression (4.97): The Fermi functions in∆(ω) refers to the electron
tunneling at energy ω in the first copy and the local anisotropy function aL contains the single-
mode correlation of that electron with the average (unchanged) second copy. This term therefore
describes the flow of Pauli exclusion holes arising from the spin emission ∼nL. The exchange
coefficient (4.98) corresponding to the spin absorption ∼nR, the first factor ∆nR relates to the
absorbed spin from the right electrode and the second factor a˜L represents the correlations of that
absorbed spin with the local spins in the left electrode. Notably, the spin-dependent contributions
aσ
L to aL=
∑
σ
aσ
L are added in a˜L=
∑
σ
σaσ
L> 0 such that they always count as positive. Here, the
sign of how to count the Pauli-forbidden anisotropy is related to the sign of nR: If nR> 0, mostly
spin-↑ is absorbed and the missing anisotropy generated by this is positive, while for nR<0 mostly
spin-↓ is absorbed and the missing anisotropy is negative as explained in Sec. 4.4.3.
Coherent SQM torque ∼nL⊙ (nL× nR). The coherent contribution to the SQM current
basically originates from the spin torque. This follows by considering the direct contribution that
derives from the spin current, cf. Eq. (4.102). It accounts for the change in the correlation between
of the spin of an electron fixed in the left electrode with the spin of an electron that virtually
fluctuates into the right electrode (spin-flip scattering). Since during this fluctuation the latter spin
precesses about the Stoner field, a net conversion of local into nonlocal correlations results, i.e., a
SQM current flows. The exchange-SQM torque coefficient Tex
L excludes the single-mode correla-
tions: In the microscopic picture, only the electron in the first copy undergoes a virtual fluctuation
[indicated by bR and αR in Eq. (4.99)], while the second copy is left unchanged [indicated by aL
in Eq. (4.99)]4.8. This is the effect of the spin torque on the local Pauli exclusion holes.
Parameter dependence of the SQM currents. The parameter dependence of the SQM is
discussed in detail in Ref. [441]. To obtain tangible analytical and numerical results, we specialize
the general results (4.86)–(4.88) in Ref. [441] to the flat-band approximation (cf. Sec. 4.2.3). Even
in this simple limit – where the dissipative spin current vanishes due to the energy-independent
1DOS – the average SQM current tensor has a nontrivial parameter dependence, both concerning
magnitude and alignment.
4.7. We also have to account for the case when the role of ﬁrst and second copy are interchanged; however, when
summing over all contributions this gives the same result as in the ﬁrst case. This yields the additional factor of 2.
4.8. By inserting Eq. (4.96) into Eq. (4.95) and rewriting TS
L=
∫
dωγ(ω)
(
αR(ω)
ν¯R(ω)
fL,+(ω)− bR(ω)
ν¯R(ω)
)
nL(ω), the
analogy between SQM and spin torque becomes explicit: Then, Tex
L is obtained from TS
L by replacing the spin-
polarization by the quadrupolarization function, nL(ω)→ aL(ω).
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4.6.3 Transport of spin anisotropy without spin current
We focus next on the most striking result of this Section, namely the possibility of a pure spin-
anisotropy current , i.e., a nonvanishing SQM current in the absence of a spin current, which was
anticipated in Sec. 4.6.2.
Conditions for zero charge and spin current. We first discuss the conditions for a van-
ishing spin current for a general band structure εnkσ
r . We expect zero spin current only for collinear
magnetizations. If the magnetizations are noncollinear, the spin current (4.87) has three non-
collinear contributions and demanding that all these vanish requires ES
L=AS
L=TS
L=0. This might
be possible, but only for special band structures and parameter values (T r, µr), which is beyond the
scope of this Chapter. For collinear magnetizations, the spin torque automatically vanishes and the
spin current reads IS
L=
∫
dωγ∆(nLnL+ nRnR) with nL||nR. A generic situation with canceling
spin current is then given for antiparallel magnetized (nL=−nR) ferromagnets with identical spin
polarization of the 1DOS in the bias window, that is, nL(ω) = nR(ω), so that the bracket in the
above integrand is zero. This defines a parameter regime for which IS
L=0, as one may still apply
any voltage or temperature bias. Again, there might be exotic material combinations, for which the
spin current even vanishes for nL=+nR. For our crude flat-band approximation (cf. Sec. 4.2.3),
the dissipative spin current is zero in any case, so that collinearity n = nL = ±nR of the Stoner
vectors is already sufficient for canceling spin current.
We can even go one step further and envisage a situation, for which the charge current vanishes
as well: Note that it still has a nonmagnetic contribution (4.90) ∝∫ dω∆ (γ is constant in the bias
window and we consider T r≪W ). For pure voltage bias µL µR, but TL=TR, the bias function
∆(ω) is symmetric and positive and we will always have a charge current. However, for a pure
temperature bias, TL TR and µL= µR, the bias function ∆= fR,+− fL,+ is antisymmetric and
the charge current contributions above and below the common electrochemical potential cancel.
For example, if TL>TR the left “hot” electrode has a larger (smaller) occupation probability for
electrons with energy ω > µ (ω < µ) than the right “cold” electrode. Consequently, the particle
current flowing from left to right for electrons with energy ω > µ cancels with the charge current
for electrons flowing from the right to the left at energies ω < µ. Integrated over all frequencies
this gives the zero net charge current.
Pure spin-quadrupole current. Strikingly, in contrast to charge and spin current, the SQM
current remains nonzero for a pure thermal bias. To obtain tangible results, we next make the flat-
band approximation (cf. Sec. 4.2.3). In that case, in the SQM current (4.88) the even anisotropy
function a˜L(ω) = 0 (4.100) – and with it the absorption coefficient Aex
L – generally drops out
because of the vanishing of the spin polarization in the bias window: nr(ω) = 0 for µL. ω . µR.
Furthermore, for parallel magnetizations, nL = nR = n, the coherent SQM current is also zero.
Finally, for vanishing spin current, the direct SQM current also vanishes; however a nonzero SQM
current still comes from the exchange emission part:
IQLL = −IQLLn⊙n with IQLL = 2γ
∫
dω∆(ω)aL(ω)  0. (4.107)
Here, we pulled γ out of the integral since the 1DOS is constant at energies ω for which aL(ω) 0.
Since the spin-anisotropy function aL(ω), Eq. (4.66), is antisymmetric as well with respect to the
common electrochemical potential, we integrate an overall symmetric function and IQLL is nonzero.
This is a central result of this Chapter. In Fig. 4.10(a), we plot the total SQM current (4.107)
for a thermal bias with collinear Stoner vectors as function of the temperature difference. In Fig.
4.10(b), we plot the dependence on a symmetrically chosen Stoner field J = JL=JR.
The linear response4.9 in the temperature bias ratio τR = (TR − TL)/TR≪ 1 varied for fixed
TL gives for the SQM current magnitude
IQLL =
γ
2
(TL−TR)T
L
TR
[
1−
(
JL/2TL
sinh (JL/2TL)
)
2
]
. (4.108)
4.9. Eq. (4.108) is obtained by substituting x= (ω − µL)/TL in Eq. (4.107) and expanding the bias function
∆(ω)≈−f ′(x) xτR with f(x) = 1/(ex+ 1). This gives IQLL≈ γ2 TL τR
∫
dxf ′(x) x [2f(x)−∑
σ
f(x+ σj)], which
can be computed analytically as shown in App. A.4 of Ref. [441]
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Figure 4.10. Parameter dependence of the pure spin-quadrupole current. (a)
∣∣IQLL
∣∣ from Eq.
(4.107) as a function of the temperature-bias ratio τR= (TR − TL)/TR for TL= t and JL= JR= 5t and
(b) as a function of symmetric Stoner splitting JL= JR= J for ﬁxed τR as indicated. The antisymmetry
of the linear result (4.108), IQLL(τR)≈ IQLL(−τR), breaks down in the nonlinear regime, as shown in (b) for
τR=±0.5. In both plots, the other parameters are W =25t and γ=2π/2500.
For fixed temperatures, the magnitude of the SQM current increases monotonously as a function
of the Stoner splitting as shown in Fig. 4.10(b). It eventually saturates for JL ≈ 10TL at the
asymptotic value of IQLL≈ (γ/2)τRTL [not shown in Fig. 4.10(b)].
A crude understanding of the above results is the following: Since the magnitude of local
exchange-SQM decreases with temperature [Pauli exclusion effects get washed out thermally; cf.
Fig. 2.14], the thermal gradient induces a “gradient in the correlations” resulting in the SQM flow
of Pauli exclusion holes from the colder to the hotter reservoir, roughly speaking.
We emphasize, however, that this should not be interpreted as a direct transfer of spin cor-
relations between the two local SQM nodes since they first have to be converted into nonlocal
spin correlations: In the language of our network picture, these are first buffered in the nonlocal
intermediate node. This becomes clearer in view of the SQM conservation law (4.85), which reads
of our device (cf. Fig. 4.8) after averaging IQLR=−IQLL−IQRR. Interchanging the role of the left
and the right electrode in Eq. (4.108), we see that the change in the local spin anisotropy of the
〈LL〉 and 〈RR〉 node have opposite sign. Taking only the O(∆T ) contribution, we may replace
TL and TR, respectively, by the average temperature in the second line of Eq. (4.108): We then
find that there is no net creation of nonlocal spin correlations only to first order in the thermal
bias ∆T , i.e., IQLR=O(∆T 2).
A more rigorous explanation of the thermally driven SQM current is based on a microscopic
point of view (cf. last two paragraphs of Sec. 4.4.3). These considerations may be useful for
proposals for more complicated device setups that would allow for the detection a pure SQM
current (an issue that is not covered here). The exchange-SQM in Eq. (4.107) is quantified by the
anisotropy function aL(ω) [cf. Eq. (4.66) and Fig. 4.6], which describes the Pauli exclusion hole
to which an electron at energy ω contributes. The microscopic reason why aL(ω) changes sign was
explained in detail below its definition (4.66): Basically for ω<µ (ω>µ) a given electron at energy
ω most likely sees a parallel (antiparallel) spin at energy ω + J (ω − J). Electrons with opposite
energies relative to µ thus contribute with an opposite sign to the Pauli exclusion hole. Since the
thermal bias transports electrons above and below the Fermi edge into opposite directions, the
contributions to the local average SQM QLL thus add up, explaining why Eq. (4.107) is finite.
Notably, the thermal bias drives this flow of spin correlations between the ferromagnets without
any other one-particle quantity being net transported. For example, the charge of each electron
is independent of its energy and, therefore, the contributions above and below the Fermi energy
cancel.
Importantly, in this case the direction of the spin-anisotropy flow can be controlled by the sign
of the temperature gradient: For TL<TR, the SQM current magnitude IQLL is negative, i e., local
planar spin-triplet correlations are net delocalized by the tunneling. The left local node therefore
loses Pauli exclusion holes. However, in stark contrast to pure voltage bias, the current magnitude
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IQLL becomes positive if TR < TL. This physically means that net local planar spin correlations
are created by tunneling. The reason is that electrons are injected into the left electrode below the
Fermi energy. As these electrons obey Pauli’s principle, they are forced to form new Pauli-exclusion
holes. Furthermore, the electrons are extracted only above the Fermi energy and they carry away
positive (axial) spin correlations (leaving a negative contribution behind). For the contrasting
situation of a pure voltage bias, the energy-resolved flow direction has to be opposite: Electrons
care only net injected (extracted) at energies larger (lower) then the Fermi energy.
As a conclusion, the possibility to control the spin-anisotropy flow direction by the thermal bias
applied to the tunnel junction is a nontrivial result of this Chapter. This fact and the prediction of
a pure SQM current demonstrate most clearly that triplet-spin correlations form an independent
degree of freedom, which is not only stored in a system of ferromagnets, but can also be transported
between them.
4.7 Summary and outlook
In this Chapter, we investigated fundamental questions about the spin anisotropy, as quantified by
the spin-quadrupole moment (SQM), which arise when it is considered as a transport quantity. In
the physical language of atomic and molecular magnetism, the SQM characterizes the quadratic
spin anisotropy, which is usually its dominant part. It quantifies the preference of spins to be
aligned along a specific axis irrespective of their orientation along it (up, down). We addressed
three central questions related to the quantum transport of spin anisotropy: (i) How can SQM be
stored in and (ii) transported between two ferromagnets in a spintronic circuit? Furthermore, (iii)
how can one define a SQM-current tensor operator , derive SQM continuity equations, and SQM-
current conservation laws; how does the nonequilibrium steady-state average of the SQM current
relate to the spin current?
Our work was motivated by studies [179, 189, 106] that indicated that the physical picture of
the transport of spin degrees of freedom through magnetic nanostructures needs to be extended.
A refinement of this picture, resulting from this Chapter, is as follows: Electrons are charged
particles with an intrinsic spin-dipole moment and vanishing higher spin moments. Therefore,
the motion of an isolated electron is associated with a charge and spin current only. However, in
a multielectron system the electron becomes correlated with other electrons (e.g., by the Pauli
principle or Heisenberg interactions). Moving this electron therefore implies a change in these
correlations. In particular, the transfer of spin-triplet correlations between different subsystems
is quantified by the spin-quadrupole current. This complements the results of prior studies [179,
189, 106], which demonstrated that these tensor-valued currents lead to an accumulation of SQM.
The latter couples to the accumulation of spin and charge and their measurable currents (see Sec.
2.8). In this Chapter, we ignored the complications of this accumulation, as well as interaction and
nonequilibrium effects that appear in nanoscale spintronic devices. We exclusively focused on the
description of transport of SQM between macroscopic and mesoscopic circuit elements.
Answering question (i), we found that macroscopic ferromagnets, the basic elements of spin-
tronic devices, store a macroscopic SQM, which is generated by their internal Stoner field. This
direct spin anisotropy is of easy-axis type and scales quadratically with the number of half-filled,
spin-polarized orbitals Ns. This follows the classical intuition that orientation of spins also implies
their alignment along an axis. However, for mesoscopic systems, an additional quantum exchange
contribution to the SQM becomes relevant [106], which scales linearly with Ns. It quantifies the
effect of Pauli-exclusion holes that exist in the triplet two-particle spin correlations, expressing the
simple fact that electrons in the same orbital do not form a triplet-spin state. This Pauli-forbidden
spin anisotropy is of the easy-plane type, countering therefore the direct easy-axis anisotropy.
Importantly, the effect of the Pauli exclusion holes is cumulative; i.e., their contributions always
add up and cannot cancel each other. This is in stark contrast to the average spin-dipole moment,
for which contributions from electrons with opposite spin orientation can cancel each other. This
shows that the average SQM is a degree of freedom independent of one-particle quantities such as
average charge and spin.
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To answer question (ii), we developed a spin-multipole transport theory with an associated
network picture. For spin-dipole moment, each ferromagnet is represented by a node of the network
storing spin-dipole moment. However, due to its two-particle nature in electronic systems, SQM
is also stored as nonlocal correlations between spins from different spin-polarized subsystems. The
network picture of SQM therefore incorporates also nonlocal SQM nodes . As a consequence, the
SQM network differs from the physical layout of the system of ferromagnets, both in the number of
nodes and in their connectivity. For the two-terminal spin valve that we studied in this Chapter,
this network thus consists of three SQM nodes. This network theory applies also to spin valves
with embedded QDs (see Sec. 8.6).
Based on this microscopic picture, we inferred the proper definition of the spin-quadrupole
current tensor operators , answering question (iii). By a continuity equation, the SQM currents
generate the change in the local anisotropy due to quantum transport processes. They furthermore
obey a current conservation law expressing the conservation of SQM in the tunneling. For the two-
terminal spin valve it reads IˆQLL+ IˆQRR+ IˆQLR=0.
Finally, we found by explicit calculation that the nonequilibrium steady-state average of all
these these SQM currents is nonzero, even for this elementary spintronic setup, and analyzed
these in detail. Similar to the average SQM, these average SQM currents have a decomposition
into classical and quantum two-particle contributions, similar to the average SQM itself. The
direct-SQM current is implied by a nonzero average spin and spin current. It reflects the classical
intuition that “orientation implies alignment”. In addition to this, we find a quantum exchange-
SQM current , which is profoundly different from spin currents.
In analogy to the spin, we also distinguished dissipative and coherent contributions to the SQM
current: The spin precession responsible for the spin-torque term in the spin current – lifting the
spin out of the plane of the Stoner vectors – has a counterpart in the SQM current. These torque
terms similarly result from coherent fluctuations by virtual tunneling into a ferromagnet (i.e., spin-
dependent scattering) which probe the spin dependence of the entire band structure. This effect
is also responsible for the exchange field [142] in QD spin valves, which is central for the study
in the next Chapter. The different bias-voltage dependence of the dissipative and coherent terms
allows for electric control of both the magnitude and the orientation of the spin-anisotropy current
tensor . Furthermore, for noncollinear ferromagnets, the spin-anisotropy current was found to be
a bi-axial tensor. The possibility of injecting biaxial anisotropy into, e.g., molecular magnets is of
interest since the intrinsic, spin-orbit generated anisotropy of this type is associated with quantum-
spin tunneling effects [311].
The striking central result of this Chapter, as announced by its title, is a pure SQM current
whenever the spin current vanishes by net cancellation of one-particle contributions. This spin-
anisotropy flow is driven by a gradient of Pauli exclusion holes in the triplet spin-spin correlations,
that is, a true quantum two-particle current. We illustrated this general result for a temperature-
biased junction connecting two antiparallel ferromagnets with a flat-band DOS. In this case, a
pure SQM current generates an uniaxial, easy-plane anisotropy, i.e., a negative anisotropy that
counteracts an easy axis anisotropy. It may be of interest to inject such a SQM current into a
single-molecule magnet considered as a memory cell in order to temporarily switch off its easy-
axis anisotropy barrier in order to put it into a “writing” mode. This also relates to the recently
studied tunnel-induced renormalization of the intrinsic anisotropy of molecular magnets in contact
with spin-polarized electrodes [447, 355, 106]. One may even envisage the utilization of SQM
as a resource, as an alternative to conventional spintronics, i.e., utilize the storage, transport,
manipulation, and readout of spin anisotropy without transporting or affecting spin polarization.
The possibility of pure SQM currents pointed out in this Chapter indicates that this is, in principle,
conceivable and warrants further study. Altogether, the above indicates that the theory of a
generalized “spin-multipoletronics”, is a real possibility, if not a necessity when spintronics moves
to the nanoscale.
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Chapter 5
Manipulating single spins: spin resonance
without spin splitting
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5.1 Introduction
Gaining fast, coherent control over a few spins or even a single spin is at the heart of current
experimental efforts in both spintronics [318, 449, 317] and solid-state quantum computing [273,
269, 272, 268]. Single-molecule magnets embedded in gateable nanojunctions [450, 83, 322, 451]
or adatoms and molecules on surfaces manipulated by a scanning tunneling microscope [104, 318,
323, 452] provide a bottom-up approach to achieve this goal (cf. Sec. 2.7). Promising top-down
routes combine conventional spin valves [28, 38, 37, 42, 31] with nanoscale QD devices [140, 453,
454, 455, 164, 456, 189] as explained in Sec. 2.3.
Such coherent quantum systems are typically manipulated through resonance techniques, e.g.,
by electromagnetic pulses [269, 272]. In general, this requires the frequency of the applied pulses to
match the splitting of, e.g., a two-level system. In this Chapter, we predict that quite generically
resonances of a new type can appear in systems with quasi-degenerate levels (i.e., they overlap on
the energy scale of their coupling to the environment). This type of resonance does not involve a
usual matching of scalar energy scales but a vector condition must be satisfied instead.
We illustrate this here for a QD embedded in a noncollinear spin valve, a specific example
relevant for spintronics and spin-based quantum information. Previous works [189] on high-spin
QDs found already indications of an unexpected, strongly gate-voltage dependent feature in the
stationary nonlinear conductance (dI/dVb) with the onset of Coulomb blockade (see Sec. 2.8).
However, solid predictions about this resonance inevitably demand the inclusion of next-to-leading
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order effects in the tunneling rates Γ. Accounting for them, we show that a spin resonance appears
for an even simpler single-level (S=1/2) QD and extends all across the Coulomb blockade regime.
The spin resonance arises under nonequilibrium conditions but disappears upon reversing the
bias voltage. Strikingly, it can appear at voltages much larger or smaller than any of the naively
expected energy scales showing that it does not fit into the usual classification of resonances. All
these features distinguish this resonance from other known effects in the Coulomb blockade regime
[164, 457, 165], including those probing excitations of the QD by inelastic cotunneling processes
[458, 90], also in combination with Kondo spin-flip processes [138]. Even though renormalization
effects can modify cotunneling lines [459] and tunneling rates [460], or can even generate level
splittings [199, 106] (as, e.g., the quadrupolar exchange field studied in Chap. 6), the spin resonance
appears when such splittings can not be resolved.
The spin resonance relies on the coherent precession of a single spin that is driven by the
Coulomb interaction-induced exchange field [142, 199, 200, 171, 201, 197], an example of generic
renormalization effects in QDs [123, 460, 461, 459, 106]. The exchange field arises from spin-
dependent fluctuations of QD electrons into the attached ferromagnets (see Sec. 2.3). It has been
measured for strong tunnel coupling Γ as an induced level splitting for collinear polarizations [128,
195, 196, 197]. By contrast, the resonance emerges for intermediate tunnel couplings when the
exchange field direction is tuned perpendicular to electron spin injected by the ferromagnets – the
unusual vectorial condition mentioned above.
An additional requirement to evoke this resonance is that the rotational symmetry is broken
by a noncollinear configuration of the spin valve. Although this is known to result in measurable
consequences for the stationary conductance [142, 171, 177], the noise spectrum [178, 179], and also
for hybrid setups with a superconductor [184], these features change on large voltage scales. This
relates to the limitation of these prior works to the sequential tunneling regime where the electron
dwell times 1/Γ are too small for single spins to precess by a large angle. Thus, a final requirement
to find a sharp resonance is a suppression of the spin decoherence, which is achieved in our case
by tuning the QD into the Coulomb blockade regime. There, the leading-order Γ contribution to
the spin decoherence is exponentially since transport is supressed by the local Coulomb interaction
U on the QD. In this regime, the spin decoherence rate is limited by higher-order contributions
∝Γ2/U , while the spin precession period is still dominated by the leading-order Γ exchange field
[194]. Only few studies address spin-precession effects in the Coulomb-blockade regime [173, 194]
and overlook the vectorial resonance described here (except for Ref. [189], see Sec. 2.8).
We finally show in this Chapter that the resonance can be exploited in a gate-pulsing scheme to
provide single-spin operation for quantum-gate operations. Time-averaged current measurements
can further be employed to directly probe the underdamped spin precession. This illustrates that a
simple QD spin valve has already built-in capabilities for quantum-information processing through
the gate-voltage control over the exchange field direction in the fixed, nearly antiparallel magnetic
configuration.
The Chapter is organized as follows:
• Sec. 5.2.We first introduce the model under consideration including a discussion of exper-
imental realizations of QD spin-valve devices.
• Sec. 5.3. Before going into details, we give an overview of the key findings of the spin-
resonance feature and show that a simple vectorial condition suffices to describe its position.
• Sec. 5.4. Despite seemingly simple, the QD spin-valve physics underlying the spin reso-
nance follows from nonstandard kinetic equations that we therefore thoroughly discuss.
• Sec. 5.5. We identify relevant parameter combinations that characterize the resonance
features (position and width) and suggest procedures to extract these from experimental
data in order to characterize QD spin valves.
• Sec. 5.6. We further discuss the details and the optimization of the gate-pulsing scheme
proposed to reveal the underdamped spin precession occurring near the spin resonance.
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• Sec. 5.7. Finally, we summarize our findings and deduce that the resonance mechanism
described in this Chapter is generic for a broad class of coherently evolving quantum systems
renormalized through their environment.
5.2 Low-spin quantum-dot spin valves
The spin resonance appears in the simplest, excitationless QD spin-valve model one can think of:
a single, spin-degenerate orbital level, described by the Anderson model (2.9), tunnel-coupled to
two noncollinearly polarized ferromagnetic leads. All charge states of this QD model are low spin
states (S 6 1/2), i.e., spin-quadrupole moments are not needed here. We introduce and discuss
the Hamiltonian of this system in Sec. 5.2.1, focusing on some details that are mentioned only
briefly in Chap. 2: the flat-band approximation, the choice of the spin-quantization axis (that
is irrelevant in the end), and the vectorial spectral density of the leads. The latter reflects the
complete breaking of the spin symmetry by the ferromagnets. Various experimental realizations of
QD spin valves are presented in Sec. 5.2.3. Since we express our generalized master equations as
a set of coupled equations of operator averages (see Sec. 3.4.1), we extend in Sec. 5.2.2 the Pauli
superbasis introduced in Sec. 3.2.3 to the case of several charge states as considered here.
5.2.1 Model, band structure, and breaking of spin symmetry
The system under study, sketched in Fig. 5.1(a), consists of a QD, which is tunnel-coupled to
two ferromagnetic leads r, labeled with r= s(ource), d(rain). The full Hamiltonian reads (see also
paragraph “Anderson model” in Sec. 2.2):
Htot = H +
∑
r=s,d
Hr+HT . (5.1)
The QD is modeled by a single, spin-degenerate, interacting orbital level,
H =
∑
σ
εdσ
†
dσ+Ud↑
†
d↑d↓
†
d↓, (5.2)
where dσ
† (dσ) are fermionic field operators that create (annihilate) electrons with spin σ in the
QD. Notably, the expression (5.2) is spin-covariant since any rotation of the spin-quantization axis
leave the form of Eq. (5.2) invariant. Moreover, the QD Hamiltonian (5.2) is spin isotropic,[
H, Sˆi
]
− = 0, (5.3)
where
Sˆi =
∑
σσ ′
1
2
(σi)σσ ′dσ
†
dσ ′ (5.4)
is the ith Cartesian component (i = x, y, z) of the spin vector operator (being an operator is
indicated by a hat) and the σi denote the Pauli matrices. The spin isotropy of the QD model implies
that the spectrum of this QD is excitationless with respect to the spin – the two spin states are
degenerate.
By contrast, the spin symmetry is broken in the attached ferromagnets, held at different chem-
ical potentials µs(d)=±Vb/2 and equal temperature T . Their Hamiltonian reads
Hr =
∑
kσ
εkσ
r crkσ
†
crkσ, (5.5)
where crkσ
† (crkσ) are fermionic field operators that create (annihilate) electrons in single-particle
states |rkσ〉= |rk〉 ⊗|σ〉r= crkσ† |0〉 of lead r. The spin-quantization axis is chosen along the unit
vector nr as denoted by the superscript r in |σ〉r (see Sec. 4.2.1). Equation (5.5) is not spin-
covariant: Changing the spin-quantization axis introduces nondiagonal spin matrix elements, i.e.,
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Figure 5.1. Low-spin QD spin-valve. (a) Sketch of a QD spin valve comprising a single orbital attached
to two noncollinearly polarized ferromagnets. (b) Variant of (a) obtained by additionally attaching a super-
conducting terminal to the QD. (c) Spin-dependent density of states (5.9) as a function of energy ω when
employing a ﬂat-band approximation. In case (i), the density of states is spin-symmetric as for a normal
metal (ν↑r=ν↓r= ν¯r), while in case (ii) the density of states is spin-asymmetric as for a ferromagnet (ν↑r>ν↓r).
one has to replace εkσ
r → εkσσ ′r . The breaking of the spin symmetry is expressed by
[
Hr, Sˆx,y
r ]
−  0. (5.6)
with the spin operator Sˆ
r
=
∑
kσσ ′
r〈σ |s|σ〉r crkσ† crkσ ′ of ferromagnet r. Note that for each
ferromagnet, the axial symmetry along its spontaneous magnetization direction remains intact.
Importantly, the spin resonance relies on a complete breaking of the spin symmetry by the ferro-
magnets, which means the full Hamiltonian does not commute with all components i= x, y, z of
the total spin operator Sˆ
tot
= Sˆ+
∑
r
Sˆ
r
, that is,
[
H, Sˆi
tot]
−  0. (5.7)
This is achieved for noncollinearly polarized ferromagnets satisfying ns ∦nd.
As explained in Sec. 4.2.2, we express the spin-dependent band structure of the ferromagnets
by the spin-dependent density of states (DOS), here limiting ourselves to a single band,
νσ
r(ω) =
∑
k
δ(ω− εkσr ) = ν¯ r(ω)(1+ σnr(ω)), (5.8)
with the spin-averaged DOS ν¯ r(ω) = [ν↑r(ω) + ν↓r(ω)]/2 and the polarization nr(ω) = [ν↑r(ω) −
ν↓r(ω)]/[ν↑r(ω)+ ν↓r(ω)]. To obtain tangible expressions, we also employ a flat-band approximation
in this Chapter, which is different from that employed in Chap. 4: While we assumed there a
Stoner shift of the spin-dependent parts of the DOS [see Fig. 4.2(b)], we assume the DOS to be
spin-polarized within the bandwidth 2W as sketched in Fig. 5.1(c):
ν¯ r(ω)= ν¯ rΘ(W − |ω |) and nr(ω) =nrΘ(W − |ω |), (5.9)
with constants ν¯ r and nr. This simplifies the calculations of the involved energy integrals. We note
that there is no need to introduce the 2DOS (4.21) discussed in Chap. 4 here because the exchange
spin anisotropy is not required to describe the state of a low-spin system. All magnetic properties
of the ferromagnet – as far as they have an impact on the low -spin QD – are completely contained
in the DOS (5.8). However, direct spin anisotropy (cf. Sec. 4.3) does play a role here and induces
an anisotropic spin decay as discussed in the paragraph “spin decay” in Sec. 5.4.2.
Finally, the tunnel coupling Hamiltonian reads
HT =
∑
rkσ
tσσ ′
r dσ
†
c rkσ ′+H.c. . (5.10)
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For the sake of simplicity, we assume the tunneling amplitudes to be k- and therefore energy-
independent as well as spin-conserving, that is,[
HT , Sˆ
tot]
− = 0. (5.11)
However, since dσ
† and crkσ may refer to different spin quantization axes, the tunneling amplitudes
tσσ ′
r = tr [QD〈σ |σ ′〉r], (5.12)
incorporate an overlap factor of the spin states while the bare tunneling amplitudes tr are spin-
independent. If magnetic impurities are in the barrier, Eq. (5.11) is not fulfilled and tr becomes
spin-dependent, see, e.g., Ref. [179]. In Eq. (5.12), the superscript “QD” at the bra refers to the spin-
quantization axis of the QD field operators. Although it seems that this choice would matter, the
results must be independent of the chosen spin basis. This fact is exploited by our covariant real-
time diagrammatics as explained in Sec. 8.3. Within this formalism, the kernel (8.78) is expressed
by the four-component spectral density (Γχ(ω),Γχ(ω)), see Sec. 3.5.6, which contains a scalar part,
Γχ(ω) =
∑
r
Γr,χ(ω) with Γr,χ(ω) = 2π |tr |2ν¯ rf(χ (ω− µr)/T ), (5.13)
with the Fermi function f(x)= 1/(ex+1), and a vector part,
Γχ(ω) =
∑
r
Γr,χ(ω) with Γr,χ(ω) = Γr,χ(ω)nrnr, (5.14)
with unit vector nr and spin-polarization magnitude nr. The scalar part of the spectral density
relates to “charge” tunneling and the vector part to “spin” tunneling as we explain in Sec. 5.4.2. The
spectral density contains the entire information about the environment as “seen” by the QD5.1. For
noncollinear ferromagnets, the direction of the vector part Γ(ω) is strongly frequency-dependent,
which reflects the complete breaking of the spin symmetry required to evoke the spin resonance.
Finally, to illustrate the broad applicability of our resonance concept, we study a modification of
the model (5.1) by adding a superconducting terminal at electrochemical potential µsup=0, tunnel-
coupled to the QD with rate Γsup, as sketched in Fig. 5.1(b). In the limit of infinite superconducting
gap, ∆→∞, the effect of the superconductor can be incorporated by adding a pairing term
HP = −12Γsup (d↑
†
d↓
†+ d↓ d↑) (5.15)
to the QD Hamiltonian (5.2) [185]. Even though this modifies the QD levels significantly, we show
that the vector resonance condition holds formally unchanged.
5.2.2 Pauli superbasis: capturing the interplay of charge and spin
The key to understand the physics responsible for the spin resonance is to express the QD dynamics
in terms of coupled differential equations for operator averages (cf. Sec. 3.4.1). We next introduce
a set of such operators suitable for dealing with the spin physics of the low-spin QD: the Pauli
superbasis . We focus here on the charge-conserving setup without superconductor [see Fig. 5.1(b)].
This superbasis is a simple extension of the four-component qubit isospin superbasis (3.27). The
latter is sufficient to expand all operators acting on the two-level subspace of charge state n=1:
|rˇµ
1) 8
∑
σσ ′
(rˇµ)σσ ′|σ〉〈σ ′|. (5.16)
Here, µ = 0, 1, 2, 3, (rˇ0)σσ ′ = δσσ ′/ 2
√
for the scalar component and (rˇµ=i)σσ ′ = (σi)σσ ′/ 2
√
for
the vector components involving the Pauli matrices σi for i=1, 2, 3. The other two subspaces for
charge states n=0 and n=2 are one-dimensional and we therefore add the respective projectors,
|rˇ00) 8 Pˆ0 = |0〉〈0| and |rˇ02) 8 Pˆ2 = |2〉〈2|, (5.17)
5.1. The covariant diagrammatic approach is also applicable for any band structure of the ferromagnets; one
has to restore only the frequency dependence of ν¯r→ ν¯r(ω) and nr→nr(ω) in this case.
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as superbasis elements. These six superstates provide an orthonormal basis for the subspace of the
charge-diagonal QD operators,
(rˇµ
n|rˇµ′n′) = δnn′δµµ′ and IˆC =
∑
nµ
|rˇµ
n)(rˇµ
n|, (5.18)
where IˆC denotes the identity operator in the subspace of charge-diagonal operators. The factors
1/ 2
√
are introduced in the definition of (rˇµ)σσ ′ to avoid additional factors in Eq. (5.18). The
orthogonality of the Pauli superbasis, the first identity of Eq. (5.18), reflects that charge and spin
are independent degrees of freedom as underpinned by our spin-multipole circuit theory (see Chap.
4).
In principle, ten more superbasis elements have to be added to form a complete set of all super-
states of the Liouville space of the QD, which has dimension 42=16 because of the four-dimensional
Hilbert space considered here. However, for expanding any observable or the density operator, eight
of these superbasis elements are obsolete since they do not conserve the fermion parity (see Eq.
(3.15) and Ref. [221]). Furthermore, we restrict our considerations here to the charge-conserving
model without a superconductor. In this case, the above-introduced Pauli superbasis is sufficient
to expand the density operator |ρ), which reads by applying Eq. (5.18) [see also Eq. (3.25)]:
|ρ) = 1
2
√
∑
n
pn|rˇ0n)+ 2
√
S1 ·|rˇ1), (5.19)
where p1 = 2
√
tr(rˇ0
1ρ), p0/2 = tr(rˇ0
0/2
ρ) are the occupation probabilities of charge state n and
S1 = tr(rˇ1ρ)/ 2
√
is the average spin operator (5.4). Importantly, Eq. (5.19) is covariant5.2 and,
conversely, demanding a covariant expansion for |ρ) forces us to use the Pauli superbasis. This
completes our discussion how to capture the interplay of the charge and spin dynamics on the QD.
5.2.3 Experimental realizations
To demonstrate the experimental feasibility of the spin resonance we study here, we next discuss
experimental realizations of QD spin-valve systems. This Section can be skipped over if the reader
is interested mainly in our results, which are summarized in Sec. 5.3.
Contacting QDs with ferromagnets is a challenging experimental task and we give here an
overview of the many different setups and solutions that have been developed only recently over
the past decade. The discussion in this Section is not limited only to QDs described by the single-
level Anderson model (employed in this Chapter), but also encompasses QDs with more complex
internal structures. Examples for the latter are high-spin QDs, which are in the focus of Chap. 6.
The main challenge that had to be overcome to build QD spin valves is the conductivity
mismatch [61, 62] between the ferromagnetic electrode material (typically a metal) and the QD
material (typically a semiconductor). The problem is as follows: The spin polarization of the
current driven into a semiconductor is proportional to the difference ∆V = µ↑− µ↓ of the electro-
chemical potentials of the two spin channels. Since the conductivity in the semiconductor is small,
a significant polarization is achieved only for large ∆V as compared to typical voltage drops in a
metal over the spin-flip length. Since the conductivity of the metal is much larger, the required
large ∆V would lead to large spin currents on the metal side that automatically reduce ∆V to
a much smaller value in the metal. Hence, spin injection from ferromagnets into semiconductors
show typically extremely low efficiency [61, 463, 464].
5.2. Changing the basis states of the QD spin states by the unitary transformation Uˆ = e−iα·Sˆ
1
is tantamount
to a rotation of quantization axis n → n′ = R · n, where R corresponds to a rotation about the axis deﬁned
by α/|α| by an angle |α|. In Sec. 8.2.4, we explain that this unitary transformation maps the scalar charge-
state projectors |rˇ0n) → Uˆ †|rˇ0n) =|rˇ0n) on itself and the vectorial spatial components experience a rotation, rˇ1 →
Uˆ †|rˇ1) = R ·|rˇ1) [462, 18] with Uˆ †• = Uˆ † • Uˆ . Accordingly, a unitary transformation of the density matrix
|ρ)→Uˆ |ρ)= 1
2
√
∑
n
pn|rˇ0n) + 2
√
(R ·S1) ·|rˇ1) simply leads to a rotation of the average spin S1.
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Figure 5.2. Realizations of QD spin valves. To overcome the conductivity mismatch, three diﬀerent
strategies can be pursued: (i) One can modify the electrode material, using semiconducting ferromagnets
(FMs) as shown in (a), or half metals (not shown here). (ii) One can implement diﬀerent contacting
techniques, e.g., by connecting the QD to nonmagnetic (NM) electrodes via spin-split quantum wires as
sketched in (b) or separating the QD and ferromagnet by a tunneling barrier as illustrated in (c) (iii) One can
fabricate QDs from materials with larger conductivity, e.g., by employing top-down lithographic methods
to deﬁne metallic QDs as sketched in (d) or by employing bottom-up approaches based on fullerenes or
carbon nanotubes (CNTs) as shown in (e). Combining spin-anisotropic systems with spin valves has also
been envisaged: While STM setups, depicted in (f), have already demonstrated this possibility, embedding
SMMs in spin valve is still a future issue that demands new device designs with one proposal sketched in
(g). All devices are further discussed in the text.
There are, in principle, three different strategies to overcome this problem, which we sketch in
Fig. 5.2 and explain in its caption. The advantages and disadvantages of the various setups are
next explained in detail and we also mention intercombinations of these different routes.
Semiconducting ferromagnets [Fig. 5.2(a)]. To overcome the conductivity mismatch,
one can use a semiconducting ferromagnetic material. An example that has been successfully
implemented is (Ga,Mn)As [63, 445, 465, 466]. The efficient spin injection in such a setup has been
demonstrated by detecting a significant spin accumulation [467].
Contacting via quantum wires [Fig. 5.2(b)]. In principle, the leads need not to be intrinsic
ferromagnets to provide a resource of spin polarization. Instead, one can contact the QD to
nanowires, in which the effect of Stoner splitting is replaced by an externally induced Zeeman
splitting [468], which, however, has the disadvantage of affecting also the QD physics.
Contacting via tunneling barriers [Fig. 5.2(c)]. Contacting a QD to ferromagnets through
a tunneling barriers largely increases the spin injection efficiency [463]. The spin injection efficiency
in this setup is mostly determined by the large contact resistance and not by the charge distribution
in the ferromagnet. This route has been pursued by contacting InAs QDs with Co [469] and Ni
electrodes [470]. The advantage of InAs is that it is naturally covered with an oxide layer at its
surface. A built-up of a spin accumulation has been deduced from characteristic oscillations in the
TMR [159] (see paragraph “TMR and charging effects in Sec. 2.3). In this design, electrical gating
and switching of the magnetic configuration from parallel to antiparallel are possible [470]. The
latter is achieved by designing contacts with asymmetric shapes so that the associated different
shape anisotropies (cf. App. E.1) lead to different coercive fields. This allows the magnetization
configuration to be switched from parallel to antiparallel and back parallel when the magnetic field
is swept from large negative to large positive values. Furthermore, in these setups the strong cou-
pling regime could be reached, which allowed to study the interplay of spin-polarized leads with the
Kondo effect [195], confirming the existence of the dipolar exchange field (see paragraph “Exchange-
field-induced splitting of the Kondo resonance” in Sec. 2.3).
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Metallic QD spin valves [Fig. 5.2(d)]. The first attempts to built QD spin valves were based
on metallic QDs (see also the excellent discussions in Refs. [471, 472]). Single-electron transistors
made of ferromagnetic [143] and nonmagnetic metals [144] can be fabricated by lithographic tech-
niques and show clear signatures of Coulomb blockade. Yet, the top-down techniques in the were
late 1990s were not advanced enough to fabricate islands small enough to observe signatures of
quantum confinement (cf. paragraph “Coulomb interaction and confinement” in Sec. 2.2). Instead,
one can use metallic grains (typically made of aluminum), distributed in a layer of an insulating
matrix that is sandwiched between ferromagnetic electrodes [473, 150, 474]. The disadvantage here
is that an ensemble of QDs is measured, which averages out the Coulomb oscillations [150].
To see both the effect of Coulomb blockade and quantum confinement, one has to contact single
grains. This has been accomplished by applying a resist on top of the insulator, using electron
beam lithography, etching a pinhole into the resist, and depositing the metal on top afterwards.
The first setups of this kind implemented Co electrodes [475, 155] (spin polarization 42 %), while
recent setups use Permalloy [476] with a slightly larger spin polarization (about 48 % [477]). Since
aluminum has light nuclei, the spin-orbit coupling is weak in those QDs so that the orbital and spin
degrees of freedom decouple as assumed by our model (5.1). The disadvantage is that the energy
levels can only be modified through external magnetic fields, while electrical gating is impossible
in this setup.
Carbon-based QD spin valves [Fig. 5.2(e)].More recently, QD spin valves have been con-
structed applying bottom-up approaches, which also allow for electrical gating. Pertinent examples
are fullerenes [128] and CNTs [478], used to corroborate the dipolar exchange field (see Sec. 2.3).
Carbon is a desirable material not only because it solves the conductivity mismatch problem, but
also because it shows weak spin-orbit coupling, permitting long spin life times up to 30ns [153].
Furthermore, CNTs have the particular advantage that they are long enough to bridge larger gaps.
This makes it possible to use different ferromagnetic materials, which would be interesting for
realizing noncollinear spin valves.
Contacting CNTs with ferromagnets has already been accomplished for a large variety of fer-
romagnetic metals such as Co [479, 480] (here no QDs were found), Fe [478], Ni [196], PdNi [481,
482], and Permalloy [483]. A comparison of the contacting properties of the different materials
can be found in Ref. [483]. Depending on the used ferromagnetic material the transparency of the
contacts differs. For high transparency contacts, the CNTs show interference effects [482, 479],
such as a Fabry-Perot resonator [484], while for low transparency contacts the CNT behaves as a
QD [196, 478, 465, 481]. The approach to use CNTs has also been combined with other electrode
materials, such as (Ga,Mn)As semiconductors [465, 466], and also half-metallic La0.7Sr0.3MnO3
[153]. Strikingly, the latter material provides in-situ spin polarizations of up to 80%.
STM-based atomic spin valves [Fig. 5.2(f)]. Single magnetic atoms (typically with a spin
S > 1/2) can be probed by spin-polarized scanning tunneling microscope (SP-STM) setups [359],
i.e., atoms located on a magnetic substrate are spotted by a spin-polarized tip. For example, a
ferromagnetic tip has been used to study the exchange coupling of Co-Phtalocyanines on Co islands
[485] as well as the magnetization of a single Co atom on a nonmagnetic surface as a function of
external magnetic field [486]. Recently, small clusters of a few exchange-coupled Fe atoms have
been addressed [317]. Here, the spin-polarization of the tip generates a spin-transfer torque (see
Sec. 2.1), resulting in a switching between the two spin ground states with asymmetric dwell times.
Spin-polarized currents have even been utilized to control the spin state of, e.g., Mn atoms [318].
Interestingly, the latter experiment showed that it is already enough to terminate a non-spin-
polarized tip with a single magnetic atom to achieve a substantial spin polarization of the current.
Moreover, spin-polarized tunneling electrons can emanate from a Zeeman-split superconducting
tip or an optically excited GaAs tip [359].
Single-molecular magnetic spin valves [Fig. 5.2(g)]. At the moment, contacting SMMs
to ferromagnets is still under investigation. Ferromagnetic break junctions have already been
fabricated [487], but the ferromagnetic contacts tend to oxidize [341]. One way to circumvent this
problem is to fabricate nanogaps in graphene ribbons, which has been demonstrated to be possible
recently [488]. On top of the nanoribbon, one could fabricate strips of ferromagnetic materials [341].
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Noncollinear QD spin valves. To our knowledge, no experiments have been conducted so
far (2014) that are able to control the relative orientation of the magnetization directions of the
attached ferromagnets in a QD spin-valve setup.
5.3 A new type of resonance: highlights
We next discuss the most important features of the spin resonance, which we show in Fig. 5.3,
before we scrutinize it in detail in the following sections. The transport signatures of the QD spin
valve are governed by the nonequilibrium dynamics on the QD, described by its reduced density
operator ρ. As we discussed in Sec. 5.2.2, the latter is characterized by the occupation probabilities
pn = tr
(
Pˆ
n
ρ
)
for each of the charge states n = 0, 1, 2, and the average spin vector S1 = tr(Sˆ
1
ρ).
The kinetic equations for these dynamical variables read in the Markovian limit [cf. Eqs. (2.17)–
(2.18)] for infinite interaction energy U→∞ (implying p2=0):
p˙0 = −2Γ0p0+Γ1p1+2GpS ·S1,
S˙1 = +GSp
0 p0− 1
2
GSp
1 p1−RS ·S1+B×S1, (5.20)
with p˙0 = −p˙1 due to probability conservation: p0 + p1 = 1. Equation (5.20) extends common
master equation approaches for the occupation probabilities pn by including their intense coupling
(GSp
0 ,GSp
1 , GpS) to the coherences [176, 392] of the degenerate spin states, contained in the spin
vector S1 (cf. Sec. 3.4.2). This is clearly a necessity for noncollinear spin valves and results in a
significant modification of the charge dynamics, detectable, e.g., in sequential electron transport
[171] (cf. paragraph “Spin precession effects in the SET regime” Sec. 2.3). However, we go beyond
these previous works by accounting not only for leading O(Γ), but also for all next-to-leading O(Γ2)
terms including renormalization terms and couplings to coherences. This is crucial for making
reliable predictions in the Coulomb blockade regime where the spin resonance appears. We solve the
above equation to obtain both stationary as well as time-dependent solutions. Although one should
include non-Markovian corrections in the latter case, these are of subordinate importance here as
Figure 5.3. Spin resonance in stationary stability diagram. (a) Schematic setup of a QD spin
valve, indicating the spin-precession resonance mechanism. (b) Modiﬁcation of (a) by a superconducting
terminal. (c) Diﬀerential conductance d I/d Vb for setup (a) for the current from the source into the QD for
Γs= 2Γd= 0.01U , T = 0.05U , W = 50U , ns= nd= 0.99, α= 0.01π. To solve the kinetic equations (5.20)
numerically, we apply the crossover scheme (see Sec. 3.4.3). The white dashed curve follows from the
resonance condition (5.21). (d) d I/d Vb for setup (b) for strong coupling Γsup= 0.75U , T = 0.025U , other
parameters as in (c). The white (black) dashed curve follows from the resonance condition (5.21) including
(excluding) the eﬀect of the Andreev bound states. We excluded cotunneling from the calculations for (d),
see Sec. 5.4.4. Signatures in the conductance can already be found for ns, nd≈0.6, and α<0.4π (see Sec.
5.5.1); here we use larger polarizations (in principle feasible for half-metallic leads [153]) and smaller α for
illustrational purposes.
5.3 A new type of resonance: highlights 139
we discuss in Sec. 5.6.1. Equation (5.20) and the underlying nontrivial spin physics is thoroughly
expounded in Sec. 5.4; we focus in the following instead on the main results.
Figure 5.3(c) shows the stationary conductance for the setup sketched in Fig. 5.3(a) obtained
by numerically solving [176] the generalization of Eq. (5.20) to finite U [i.e., Eqs. (2.17)–(2.18)
including next-to-leading order processes]. We find a sharp wiggle in the nonlinear conductance
dI/dVb, i.e., a peak in the current plotted vs. Vb, which extends through the entire Coulomb-
blockade region. Notably, the resonance starts at the Coulomb diamond edge, then bends towards
the particle-hole symmetry point at (Vb = 0, ε= −U/2), where its magnitude vanishes, and then
continues point-symmetrically. We therefore focus our discussion on the Vg < U/2 part of Fig.
5.3(c) and chose the labels “source” and “drain” such that the lead with the larger spin injection
rate Γr ·nr [cf. Eq. (5.14)] is the source for Vb> 0.
To understand the origin of the spin resonance, we first note that the current through the
QD is largely suppressed for antiparallel polarizations by the spin-valve effect (explained in the
paragraph “spin-valve effect and tunneling magnetoresistance” in Sec. 2.1). However, if the polar-
izations of the electrodes are merely slightly noncollinear , the spin resonance appears in Fig.
5.3(c). The reason for this sharp resonance is that the drain contribution to the exchange field,
B=Bs ns+Bd nd, adds a component B⊥d =Bd sinα that is perpendicular to the source polarization
ns, i.e., B= (Bs+B‖
d)ns+B⊥dn⊥s with Bd,‖=Bd cosα. The seemingly innocuous component B⊥d
causes a precession of the spin injected along ns towards nd. Consequently, the electron can easily
leave the QD to the drain, preventing an accumulation of spin antiparallely to the drain as expected
from prior works [142, 171, 177]. However, the feature described here is unexpectedly sharp since
the spin-valve effect is lifted only for a specific bias voltage Vb
∗. The reason is that the rotation
is effective only if the opening angle of the spin precession is large [cf. Fig. 5.4(c)(ii)]. Hence, the
resonance appears when the total exchange field component parallel to the source polarization ns
vanishes, i.e., when the following scalar condition is satisfied:
B ·ns = Bs+B‖d = 0. (5.21)
In contrast to usual resonance conditions, it incorporates two vectors and therefore we refer to Eq.
(5.21) shortly as a vectorial resonance condition (cf. Sec. 5.1).
The resonance position can be predicted from the O(Γ) approximation for the exchange field5.3,
see Eq. (2.20) and Ref. [171],
Br =
∑
k=0,2
Γrnrnr (−1)k/2P
∫
−W
+W dω
π
f((ω− µr)/T )
ω − (ε+ kU/2) , (5.22)
where f(x) = 1/(ex+ 1). Inserting Eq. (5.22) into the resonance condition (5.21) and solving for
the resonant bias Vb
∗ as a function of Vg yields the white dashed curve in Fig. 5.3(c). By contrast,
understanding the resonance peak height and shape requires our full theory based on Eq. (5.20)
as explained in Sec. 5.5.6.
Remarkably, for a given gate voltage Vg, the condition (5.21) is fulfilled only for one bias polarity
– a clear feature to rule out other effects in experimental data. This strong current rectification
can be attributed to the electrical tunability of the exchange field direction. In Fig. 5.4(a), we plot
Bs, B‖
d and their sum B||=Bs+B||
d as function of the bias Vb. For electrode r the magnitude Br is
maximal when µr=ε, or µr=ε+U and vanishes midway at µr=ε+U/2 [marked in Fig. 5.4(b) by
(i) for r= d and in (iii) for r= s]. In the vicinity of these points, the exchange field B comes from
only one electrode, pointing along ns or nd, see Fig. 5.4(c)(i) and (iii), respectively. Here, the spin
precesses with a small opening angle and the spin transport stays blocked. However, when tuning
the bias between these two cancellation points, the exchange field rotates [see Fig. 5.4(c)(ii)] and
the sum B‖ vanishes for a specific bias voltage Vb∗ and polarity. This electric tunability illustrates
that renormalization-induced effective fields can intervene with the coherent evolution of two-level
systems in a controlled way to produce unexpected resonances as shown in Fig. 5.3(c).
5.3. Note that we use a diﬀerent sign convention for B as in Ref. [171], cf. Eq. (5.20).
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Figure 5.4. Electrical tuning of the dipolar exchange field. Main panel (a) and sketched zoom-
in (b): Exchange ﬁeld component along ns from the source electrode (Bs, green), the drain electrode (B‖
d,
blue), and their sum (Bs+B‖
d, red) as a function of Vb for Vg= 0.375U , with other parameters as in Fig.
5.3(c). (c) Illustration of the spin precession (gray) for diﬀerent directions of the exchange ﬁeld (red), taken
for diﬀerent Vb as indicated in (b). The opening angle is maximal for (ii) at Vb=Vb
∗ where Eq. (5.21) holds.
Figure 5.3(c) further clearly shows that the bias scale Vb
∗ does not match any obvious energy
scale of the problem, attesting to its nonspectral, vectorial nature. Depending on the gate voltage,
it may exceed Γ, T , and even approach a sizable fraction of U . As we show in Sec. 5.5.2, the
effect may be exploited to characterize QD spin valves in situ. Similarly, additionally attaching
a superconductor to the QD, see Fig. 5.3(b), the exchange field B is modified [184] but the spin-
resonance position remains distinct from the energy scales set by the Andreev bound states formed
on the QD [489]. Despite being drastically changed, the resonance position in the full calculation
is still accurately predicted by the vectorial resonance condition with the modified exchange field
as illustrated in Fig. 5.3(d). Thus, Eq. (5.21) truly captures the essence of the resonance under
various situations and pinpoints a highly voltage-dependent loss of magnetoresistance for QD spin
valves already for small noncollinearity angles.
The transport-induced spin decoherence time ∼U/Γ2 can be made comparable or longer than
experimentally measured spin dephasing times due to other mechanisms (see Sec. 5.6.3). Hence,
multiple revolutions of an individual QD spin are feasible. Probing this underdamped spin preces-
sion – anticipated in Sec. 2.3 – requires time-resolved measurements. Though there is no discernible
spin splitting, an experimentally well-developed pulsing scheme [298] can be applied here.
As sketched in Fig. 5.5(a), one repeatedly applies a rectangular voltage pulse to the gate
electrode, switching from Vg
0 to Vg for a time duration τ , and then back to Vg
0 for a time duration
τ0. By measuring the time-averaged current over many pulses and varying the time duration τ , one
can extract the magnitude of the exchange field |B| at (Vb, Vg). Figs. 5.5(c)–(e) show that the time-
averaged current obtained in this way oscillates as a function of τ with a period given by 2 π/|B|,
which coincides with the period of the plotted spin oscillations. By switching from the spin-valve
blocked reference voltage Vg
0 [with field B0 nearly collinear with ns, cf. Fig. 5.5(a)(i)] to a voltage
Vg where the exchange field B precesses the injected spin, the electron is more probable to escape
upon return to Vg
0 provided the duration τ matches a half-integer multiple of the precession time
2 π/|B|. The key feature is that the visibility strongly depends on the voltage Vg controlling the
opening angle of the precession, see Figs. 5.5(c)–(e), and becomes maximal at the resonance in
Fig. 5.5(d). By going slightly off-resonance the precession axis can be fully tuned within the plane
of polarizations while maintaining full control over the precession angle through τ . This allows all
single-spin operations required for quantum algorithms to be implemented. Further information
on the pulsing scheme, including a discussion of its experimental feasibility, can be found in Sec. 5.6.
This completes our overview of the features of the spin resonance and illustrates the role of the
three key ingredients to evoke a resonance generally in degenerate two-level systems: It is required
that (i) the Bloch vector suffers only little decoherence, (ii) the coherent evolution is dominated
by a renormalization-induced field vector (iii) which is induced by an environment that breaks
idealized symmetries. We address this issue further in our summary in Sec. 5.7.
5.3 A new type of resonance: highlights 141
Figure 5.5. Gate-pulsing scheme. (a) Schematics of the pulsing scheme. (b) Stationary current as
function of Vg, obtained by solving Eq. (5.20) exactly (Ist, green), by neglecting the spin accumulation, i.e.,
forcing S1=0 (I0, dashed black), and by taking the Lorentzian approximation (5.57) near resonance (Ist
appr,
red), see Sec. 5.5.6. (c)–(e) Average current I¯ =
∫
0
t
(d t′/t) Is(t′) (t≫ τ , τ0) (green curves) as a function
of τ for three diﬀerent Vg as indicated and for ﬁxed τ0=2 · 103/T = 0.46 τP , and Vg0= 30T . The times τ0
and τ are given in units of the precession period at resonance, τP ≈4.7 · 103/T . The current is oﬀset by Ist,
the current that would ﬂow if the QD were in the stationary state at each instant of time. Also plotted is
the spin component along the drain polarization S1 ·nd (blue curves) computed from Eq. (5.20) for initial
condition S1 = ns/2 and p1 = 1 − p0 = 1. Throughout we used ns = nd = 0.99 (see caption of Fig. 5.3),
α= 0.005 π, Vb= 50T , W = 500T , Γs= 0.15T , Γd= 0.1T . The plots are obtained by numerically solving
the analytically derived kinetic equations (5.20) in the limit U →∞ using the crossover scheme discussed
in Sec. 3.4.3. To make use of analytical results, we need a tiny angle α here. For ﬁnite U , this restriction
is unnecessary. More information on the computation can be found in Sec. 5.6.
5.4 Kinetic equations for infinite interaction energy
In this Section, we thoroughly discuss the kinetic equations (5.20) and their physical background.
Even though the resonance condition (5.21) is extremely simple, it is the result of a nontrivial
interplay between the occupations and the spin, which warrants a detailed analysis. We provide
tangible expressions for all the rates appearing in the kinetic equations (5.20) and the charge
current flowing through the QD spin valve with their derivation deferred to Sec. 8.3. Importantly,
we give both expressions in a covariant form that facilitates their physical interpretation: In Sec.
5.4.2, we explain how this connects with charge and spin tunneling described by the scalar and
vector part of the spectral density (5.13) and (5.14), respectively. We further connect this to the
spin-multiple network theory that has been developed in Sec. 4.5. As explained in Sec. 3.4.3,
we solve these equations using the crossover scheme in the Coulomb blockade regime, which is
a necessity to obtain physically valid results. We finally compare in Sec. 5.4.3 our work to prior
studies of QD spin valves: In fact, our theoretical approach is unique and presents a technical step
forward over all previous works, which is a reason why the spin resonance has been overlooked for
a long time.
5.4.1 Kinetic equations and charge current
Let us start from the general form of the master equations (3.71) in the Markovian limit. As we
explained in Sec. 3.4.2, we have to account for the coupling of the occupations to the secular
coherences, which are here the coherences of the degenerate spin states. By contrast, all coherences
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from different charge sectors decouple because charge is conserved for our model. This simplifies
the resulting effective secular time-evolution generator (3.77) considerably,
Kss
eﬀ = −iLss+Wss−Wsn 1−iLnn+WnnWns = Wss, (5.23)
by implying Wns=Wsn=0. Furthermore, the QD Liouvillian has no secular coherences, Lss=0,
because there all states are degenerate within each charge state. Equation (5.23) illustrates that
the entire dynamics of the QD, i.e., both the dissipative and the coherent part, are determined by
the environment. This is why the impact of the exchange field can become dominant, which is a
prerequisite for the spin resonance to emerge. However, the form of the effective kernel (5.23) is not
specific to the spintronic model studied here and similar simplifications may arise in other systems.
To obtain coupled kinetic equations for the charge occupations pn and the average spin S1, we
next expand Eq. (5.23) in terms of the Pauli superbasis (see Sec. 5.2.2) and get
p˙n =
∑
n′
W
rˇ0
n rˇ0
n′
′ pn
′
+Wrˇ0n rˇ1
′ ·S1, (5.24)
S˙1 =
∑
n′
W
rˇ1rˇ0
n′
′ pn
′
+Wrˇ1 rˇ1
′ ·S1, (5.25)
with W
rˇ0
n rˇ0
n′
′ = 3− (−1)
n
3− (−1)n′
√
(rˇ0
n|W |rˇ0n′), Wrˇ1 rˇ0n′
′ = (rˇ1|W |rˇ0n′)/ 3− (−1)n
√
, Wrˇ0n rˇ1
′ =
3− (−1)n√ (rˇ0n′|W |rˇ1), and Wrˇ1 rˇ1′ = (rˇ1|W |rˇ1). The factors arise due to the normalization of
the Pauli superbasis.
Based on the covariant diagrammatic technique, the supermatrix elements (rˇµ
n|W |rˇµn) can
be conveniently calculated as we explain in Sec. 8.3. We include SET tunneling rates O(Γ) and
cotunneling rates O(Γ2) for the infinite-U single-level Anderson model for arbitrary noncollinear
magnetizations of the leads, yielding Eq. (5.26), repeated here for convenience of the reader:
p˙0 = −2Γ0p0+Γ1p1+2GpS ·S1,
S˙1 = +GSp
0 p0− 1
2
GSp
1 p1−RS ·S1+B×S1. (5.26)
The above kinetic equations are covariant since they are expressed in terms of scalars (Γ0, Γ1),
vectors (GSp
0 ,GSp
1 , GpS) and a tensor of rank 2 (RS). The scalar charge-relaxation rates read
Γ0/1 = Γ0
±± Im(K00+ + 12
∑
ρ
Kρρ
− ), (5.27)
where Greek indices take the values ρ = 0, 1, 2, 3 and Latin indices take the values i = 1, 2, 3.
Furthermore, the vectorial spin-to-charge conversion rates are given by
(GpS)i = Γi
−−Im(Ki0++ 12Ki0−+ 12K0i−)− 12∑
jk
εijkRe (Kjk
− ), (5.28)
the vectorial charge-to-spin conversion rates are given by(
GSp
0/1
)
i
= Γi
±±Im(Ki0++ 12Ki0−+ 12K0i−)∓ 12∑
jk
εijk Re (Kjk
− ), (5.29)
the symmetric spin-decay tensor is defined by
(RS)ij = δijΓ0−+ δijIm
(
−1
2
K00
− + 1
2
∑
i
Kii
−−D00−+
)
−1
2
Im(Kij
−+Kji
−+Xij
+−+Xji
+−), (5.30)
and, finally, the vectorial dipolar exchange field reads
Bi = −βi−Re
( 1
2
Ki0
−− 1
2
K0i
−+Di0
−+). (5.31)
The above rates first contain terms of O(Γ), Γρ
χ(ε)=
∑
r
Γρ
r,χ(ε) and βρ(ε)=
∑
r
βρ
r(ε), with
Γρ=0
r,χ (ε) = Γr,χ(ε) = 2π |tr |2ν¯ rf(χ (ε− µr)/T ), (5.32)
Γρ=i
r,χ (ε) = Γr,χ(ε)nrni
r (i=1, 2, 3), (5.33)
βρ
r(ε) = P
∫
−W
+W dω
π
Γρ
r,+(ω)
ε−ω , (5.34)
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with P denoting the principal value integral and the Fermi function f(x) = 1/(ex+ 1). Here, the
spatial components ρ= 1, 2, 3 point along by the magnetization direction nr of lead r multiplied
with the polarization magnitude nr= [ν↑r− ν↓r]/[ν↑r+ ν↓r].
Furthermore, the O(Γ2) contributions incorporate two different tensors, namely
Xρ2 ρ1
χ2 χ1 =
∫
−W
+W ∫
−W
+W dω1
π
dω2
π
Γρ2
χ2(ω2)Γρ1
χ1(ω1)
1
i0+ω2− ε
1
i0+ω2−ω1
1
i0−ω1+ ε, (5.35)
and Dρ2 ρ1
χ2 χ1 given by the same expression when replacing the right-most denominator in the expres-
sion by 1/[i0+ω2− ε]. Adding the X- and D-integrals, we obtain the function
Kρ2ρ1
χ1 = χ¯2(Xρ2 ρ1
χ2 χ1+Dρ2 ρ1
χ2 χ1)
= [χ1βρ2
′ βρ1+Γρ2
′ Γρ1
χ1] + i[χ1Γρ2
′ βρ1− βρ2′ Γρ1χ1], (5.36)
where Γρ
′ =dΓρ
+/dε and βρ
′ =dβρ/dε .
The charge current from lead r into the QD, derived in Sec. 8.3.2, reads
Ir = 2Γr,0p0−Γr,1p1− 2GpSr ·S1 (5.37)
with
Γr,0/1 = Γr,±± Im(K00r,+) + 12
∑
ρ
Im
(
Kρρ
r,−) (5.38)
(GpS
r )i = Γi
r,−−Im(Ki0r,++ 12Ki0r,−+ 12K0ir,−)+ Im(X0ir,+−−Xi0r,−+)
−1
2
∑
ρ2 ρ1
εiρ2 ρ1Re
(
Kρ2ρ1
r,− ), (5.39)
where Xρ2 ρ1
r,χ2χ1 is obtained from Eq. (5.35) by replacing Γρ2
χ2(ω2)→Γρ2r,χ2(ω2) and Kρ2ρ1r,χ is obtained
from Eq. (5.36) by replacing βρ2
′ → (βρ2r )′ and Γρ2′ → (Γρ2r )′, respectively.
We emphasize that the covariant form of Eq. (5.26) is extremely useful not only for deriving it,
but also for determining their stationary solution. This is demonstrated in App. B.1 by applying
a convenient tensor dyadic calculus. Furthermore, the covariant form reveals the QD spin valve
physics most clearly as we discuss next.
5.4.2 Physical intuition: charge and spin tunneling
We next discuss the physics captured by the kinetic equations (5.26) from a microscopic point of
view based on the spin-multipole theory developed in Chap. 4. Let us first recall that a ferromagnet
is a source of two independent degrees of freedom, namely charge and spin (the additional spin-
quadrupole degree of freedom is irrelevant here). In a spin-valve setup, both degrees of freedom are
transported independently (cf. Sec. 4.5): Although the charge transport relies on the spin properties
of the contacted ferromagnets, there can also be a spin current not accompanied by a charge current
(for instance, for noncollinearly polarized but unbiased ferromagnets). These “two” sources are
characterized here by the covariant spectral density with its scalar part Γ0
r,+(ω)∼ ν¯ r∼ (ν↑r+ ν↓)r
and its vectorial part Γi
r,+(ω)∼ (ν↑r − ν↓r)nir; cf. Eq. (5.32). The scalar part accounts for “charge
tunneling” between leads and QD accounting for tunneling processes that simply inject or extract
electrons on the QD. We note that such processes can also affect the spin (see “spin decay” below).
By contrast, the vectorial part describes “spin tunneling”, that is, the power of the ferromagnet to
convert between the charge and spin degree of freedom. These ideas are now applied to the various
rates occurring the kinetic equations (5.26).
Charge-relaxation rate, Eq. (5.27). The leading-order contribution is associated with a
single charge tunneling process. However, when combining two tunneling processes as in cotun-
neling, two types of tunneling processes become possible: First, one may combine two charge
tunneling processes, related to the terms ∼K00± , yielding the “common” charge cotunneling in the
absence of spin polarization of the leads (cf. discussion of Eq. (7.21) in Chap. 7). Second, one
may combine two spin tunneling processes, where the first spin tunneling injects spin accumulation
into the QD that is subsequently extracted by a second spin tunneling process. This relates to
the terms ∼Kii− in Eq. (5.27). Importantly, this polarization-dependent correction modifies the
charge dynamics even if the spin accumulation S1=0 on the QD is suppressed. This has a tangible
consequence for the spin resonance as discussed in Sec. 5.5.6: The peak value of the current at
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resonance does not coincide with the zero-polarization limit, as one would conclude from the
leading-order kinetic equations.
Spin-to-charge coupling, Eqs. (5.28) and (5.29). To convert between charge and spin,
at least one spin tunneling process is required. A single spin-tunneling process can inject a spin
accumulation into the QD [first term in Eq. (5.28)] or extract spin accumulation from the QD
[first term in Eq. (5.29)]. The resulting vectorial rates are linear combinations of the polarization
vectors nr and therefore inject spin in the plane spanned by the polarization vectors, as one
intuitively expects. For the cotunneling O(Γ2) corrections, we can identify two different types
of terms: First, there is a correction to the planar spin injection [the second term ∝ nr in Eqs.
(5.28) and (5.29)], which emerges as a combination of spin tunneling with a charge tunneling
process. This expresses the renormalization of spin tunneling processes by charge fluctuations.
The second term is a new, transverse spin injection [the third term ∝ nr × nr ′ in Eqs. (5.28)
and (5.29)], which points in the direction perpendicular to both polarization vectors. This term
describes the concurrence of a spin-polarized tunneling with a coherent fluctuation process exerting
a torque ∝nr′ on the injected spin ∝nr. Such processes are expected to give important corrections
whenever the spin polarizations of the ferromagnets are large and their directions are deviate
significantly from the collinear configuration. For the spin resonance mechanism these terms are
not crucial because the resonance also appears when the angle α between the magnetizations is
small [|nr×nr ′| ∝nrnr ′sin(α)] and these terms can be neglected (see App. B.3).
Spin decay, Eq. (5.30). The leading-order spin decay is related to a charge-tunneling process
[first term in Eq. (5.30)] and is therefore isotropic: When a single electron tunnels out of the QD,
the QD spin accumulation is simply reduced irrespective of its direction. We note that the decay
S˙1 = −R S1 does not change the tensor type (the change in the spin vector depends on the spin
vector) and therefore a spin tunneling process is not required. The next-to-leading order corrections
can again be classified into different types: First, there is a modification of the isotropic, polar-
ization-independent spin decay [second term in Eq. (5.30)]. These corrections can be attributed
to either two charge- or two spin-tunneling processes - akin to the physical intuition explained
for the charge-relaxation rates. Second, we find anisotropic corrections to the spin decay [third
term in Eq. (5.30)], which a qualitatively new effect as compared to leading order. Here, a spin
tunneling process (∝nr) first extracts the spin accumulation from the QD, leaving it unoccupied
in an intermediate state. The QD is then directly filled again by an electron with a different polar-
ization ∝nr ′, establishing a potentially differently polarized spin state on the QD. Thus, a double
spin tunneling depends on the direct spin anisotropy of the ferromagnetic environment, which we
introduced in Chap. 4. This is related to the mechanism behind the spintronic magnetic anisotropy
explained in Chap. 6, which, by contrast, also involves exchange spin anisotropy transport. The
anisotropy of the spin decay becomes important (i) if the polarizations are large and (ii) in the
Coulomb blockade regime when the O(Γ) contribution is exponentially small. Here, the spin decay
can become significantly anisotropic through cotunneling O(Γ2) contributions. This influences the
shape of the spin resonance as we explain further in Sec. 5.5.
Dipolar exchange field, Eq. (5.31). Both the leading-order term of the exchange field as
well as its next-to-leading order correction are linear in the polarizations. In contrast to the spin-
to-charge coupling rates (5.28) and (5.29), there is no correction term perpendicular to the plane
spanned by the polarizations. Nevertheless, both contributions may have very different in-plane
directions that non-trivially compete with each other, resulting in possibly new exchange-field
driven effects. Those, however, turn out to be irrelevant for the spin resonance.
The above physical discussion of all terms in the kinetic equations (5.26) substantiates that a
QD embedded into a spin-valve is situated at a nonequilibrium condition in a two-fold way: First,
the voltage bias generates a “charge nonequilibrium”, driving a charge current through the valve,
which may interplay with the QD dynamics. Moreover, there is a “spin nonequilibrium” across the
junction, which is described through the polarization “vector bias”. This gives rise to qualitatively
new effects, since spin currents do not only tend to equalize two different “magnitudes”, but also
two different directions. This becomes particularly interesting in the cotunneling regime as two
tunneling processes access cross-information between the two ferromagnets. Focusing mainly on
the consequences emerging from the anisotropic features of the ferromagnetic environment is at
the heart of Chaps. 4 and 6.
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5.4.3 Extension of former studies
The above generalized master equations (5.26) go beyond previous studies using master equations
by including both the coupling of the occupation probabilities to the quantum coherences of the
two spin states and all next-to-leading O(Γ2) contributions.
Our kinetic equations (5.26) comply with the results given in Refs. [142, 171] (cf. Eqs. (2.17)–
(2.18) in the limit U →∞); however, these studies are as well as Ref. [189] limited by including
only O(Γ) terms. A lowest-order expansion in Γ is not sufficient in the Coulomb blockade regime
since O(Γ2) terms dominate there. This is associated with a cotunneling-enhanced spin decay that
could obliterate of spin-precession features, which is disproved by the sharp resonance feature we
find even though we include cotunneling corrections.
Next-to-leading order corrections ∼Γ2 have been included for our model for example in Refs.
[164, 165, 490]; however these works address only collinearly polarized ferromagnets. Here, the spin
precession cannot occur since the spin accumulation and the dipolar exchange field are collinear
[cf. Eqs. (5.28), (5.29), and (5.31)]. In Ref. [491], also the noncollinear magnetic configuration is
studied, but in the latter case the QD is assumed to be deposited on a ferromagnetic substrate
causing a large splitting ε↑− ε↓≫Γ of the two spin-states as compared to the tunnel coupling, so
that the spin components transverse to this splitting field have negligible impact.
The case of degenerate QD spin states, noncollinear polarizations, and cotunneling corrections
has to our knowledge been addressed only in Ref. [194]. While the kinetic equations given there
include all the terms that correspond to the imaginary parts up to O(Γ2) and the real parts up to
O(Γ) in the above rates, our equations additionally include the O(Γ2) corrections to the real parts,
i.e., we include all renormalization effects up to O(Γ2). Our results actually confirm that the O(Γ2)
corrections to the exchange field are irrelevant near the particle-hole symmetry point (cf. App. F.2),
at least for an accurate prediction of the resonance position and the parameter regimes investigated
in Sec. 5.3. However, this is not clear from the start and required a careful testing. Furthermore,
the compact and physically meaningful covariant form of our kinetic equations (5.26), directly
obtained from our covariant diagrammatic technique, aids our physical discussion in Sec. 5.4.2.
Finally, several other works dealing with noncollinearly polarized leads employ completely
different techniques, such as a Green’s function approach in the noninteracting approximation [456],
in a Hartree-Fock approximation [173, 453, 454], or restricted to zero bias [455]. As these works
do not present any kinetic equations, a comparison of the results is more difficult. Some of these
studies address different exchange field effects also for noncollinear polarizations [455, 173]; yet, a
sharp resonance has not been reported there.
Thus, even though we investigate in this Chapter the well-studied ferromagnetic Anderson
model, we go with our technically elaborate and careful analysis beyond previous works, which
gives us access to a parameter regime for which solid predictions were hardly possible before. It
is precisely the combination of (i) slow decoherence of the spin in the Coulomb blockade, (ii) the
degeneracy of the spin levels allowing the coherent evolution to be dominated by the exchange field,
and (iii) complete spin symmetry breaking by noncollinearly polarized ferromagnet, which are all
involved in the generation of the spin resonance.
5.4.4 Incorporation of superconducting terminal
We comment here on the results that we show in Fig. 5.3(d) when adding a proximal super-
conductor to the setup. To simplify the calculations, we included here only the leading-order
contribution in the tunneling rates. Consistent with this, the charging energy U has been chosen
of moderate size there. There are several reasons why this simplification does not affect the con-
clusions we draw from Fig. 5.3(d) that concern only the resonance position. First, we note that
the effect of the superconductor is clearly visible when moving into the Coulomb diamond but still
within the thermal broadening window of 4 T around the SET resonances in Fig. 5.3(d). Here, a
leading-order Γ calculation gives reliable predictions without any question. Second, we note that
this regime covers quite a large part of Fig. 5.3(d) since the presence of the superconductor reduces
the size of the effective Coulomb diamond in the stability diagram, as one sees from comparing
Figs. 5.3(c) and (d). The exponential suppression of the O(Γ) rates is thus attenuated, but it may
still be strong near the particle-hole symmetry point. Here, one should in principle include O(Γ2)
corrections. However – and this is our third point – by comparing results of O(Γ) [not shown
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here], and O(Γ2) [Fig. 5.3(c)] for the same parameters without superconductor, we know that the
resonance is not diminished, as clearly demonstrated by Fig. 5.3(c), but only slightly broadened
due to the additional spin decay introduced by cotunneling [c.f. Sec. 5.5.6]. Once the resonance
appears, its position is determined by the first -order exchange field [cf. Sec. 5.3], modified by the
proximal superconductor [cf. Sec. 5.5.4], the effect we wished to illustrate here. The cotunneling
corrections are not needed to draw a conclusion about the resonance position.
5.5 Stationary-conductance resonance: characterization of
quantum-dot spin valves
In this Section, we scrutinize the spin resonance features in the stationary conductance. We first
demonstrate in Sec. 5.5.1 that the spin resonance emerges already for experimentally feasible
polarizations n >˜ 0.5 and angles α <˜ 0.4π. We then show in Sec. 5.5.2 how to exploit the
resonance for the characterization of QD spin valves: We explain that the resonance position is
determined by only two parameter combinations, namely the ratio of the spin injection rates
a=Γsns/Γdndcos(α) and another ratio that depends only on the electrical parameters Vb, Vg, U ,
and the temperature T . The parameter a can be extracted from an experimental stability diagram
by measuring simply the slope of the resonance near the particle-hole symmetry point. When an
additional superconductor is attached, this slope is just modified as explained in Sec. 5.5.4, but the
general vectorial resonance condition (5.21) still holds and can be used to determine the coupling
Γsup of the QD to the superconductor. We also study the two limits of very large asymmetry,
a≫ 1, and perfect symmetry, a=1, in Sec. 5.5.5. In the latter case, the resonance feature in the
stability diagram resembles that of a Kondo resonance or of the zero-bias anomaly studied in Ref.
[165]; however, it is clearly distinguished by its unique parameter dependence. Finally, while the
position of the resonance is exclusively determined by a leading-order Γ expression, its shape (peak
current and width) reflects the interplay of spin precession and next-to-leading order Γ2 spin decay.
In Sec. 5.5.6, we discuss a approximation formula for the current as a function of the applied
voltages. It reveals that the resonant current and the resonance width are related to the anisotropy
of the spin-decay tensor RS. We identify two limits that are relevant for different applications:
To boost resonance feature in the stationary current, the optimal condition is a critically damped
spin precession, whence a maximal contrast in the gate-pulsing scheme discussed in Sec. 5.6.1 is
achieved for underdamped spin-precession cycles. All plots shown in this Section are obtained by
numerically setting up and solving the kinetic equations applying the crossover scheme as discussed
in Sec. 3.4.3 (except for the fitting formulas).
5.5.1 Experimental feasibility
In the overview section 5.3 of this Chapter, we used large polarizations ns= nd= n= 0.99 and a
small noncollinearity angle α= 0.01π to produce Fig. 5.3. Such large n and small α are employed
there for illustrational purposes: They lead to a strong spin-valve effect that suppresses the SET
resonances sufficiently so that the spin resonance – limited by small cotunneling currents – becomes
visible together with the SET resonances in a single stability diagram. However, achieving these
parameters is an experiment is extremely challenging and actually not needed as we show here.
For this purpose, we compare in Fig. 5.6(a) the nonlinear conductance dI/dVb in the stationary
state for different values of the polarization n=ns=nd. Clearly, already for polarizations n >˜ 0.5
a discernible modification of the conductance can be seen. Such polarization are, for instance,
feasible with Permalloy electrodes (see Sec. 5.2.3). Even larger polarizations n∼0.8, which already
produce strong features according to Fig. 5.6(a), may be achieved with half-metallic electrodes (see
also Sec. 5.2.3). We further show in Fig. 5.6(b) the conductance in the vicinity of the resonance
for different noncollinearity angles α and find a region of negative conductance even for α as large
as 0.4π. We conclude that it is not essential to control the noncollinearity angle very precisely near
α=0 to see a resonance feature in the stability diagram. Moreover, the resonance position moves
in Fig. 5.6(b) as a function of the angle α, which one can exploit to measure the angle α as we
discuss in Sec. 5.5.2 below Eq. (5.46).
5.5 Stationary-conductance resonance: characterization of quantum-dot spin valves 147
Figure 5.6. Experimental feasibility of spin resonance.Diﬀerential conductance dI/dVb as a function
of bias voltage Vb for gate voltage Vg=7.5T , varying (a) the polarization magnitude ns=nd=n as indicated
for ﬁxed noncollinearity angle α= 0.01π and (b) varying the angle α as indicated for ﬁxed ns= nd= 0.99.
All other parameters are as in Fig. 5.3(a).
5.5.2 Extracting the spin-injection asymmetry from resonance position
We next show that the resonance position is determined by only two ratios, namely the asymmetry
ratio of the spin injection rates, characterized by
a 8
Γsns
Γdnd cos (α)
(δ=U +2ε > 0), (5.40)
and an electrically tunable ratio q, which is defined in Eq. (5.44) below. This simple dependence
can be exploited to determine a from the slope of the spin resonance in an experimentally measured
stability diagram. We limit our discussion here to the left half of the Coulomb diamond of the
stability diagram in Fig. 5.3(a) (δ > 0) and discuss the point-symmetric extension to gate voltages
δ < 0 in Sec. 5.5.3.
To investigate how the resonance position depends on the parameters, we first note that the res-
onance position can be excellently predicted from the O(Γ) approximation of the dipolar exchange
field (2.20). For energy-independent spin-polarized density of states for finite U (see Sec. 5.2.1),
the leading-order contribution to the exchange field simplifies to
B =
∑
r
Γrnrnr [φr(ε+U)− φr(ε)], (5.41)
with spin-polarization magnitude nr and unit vector nr pointing in the polarization direction of
the ferromagnet. Equation (5.41) includes the renormalization function
φr(ε) =
∫
−W
+W dω
π
f((ω− µr)/T )
ω− ε = −
1
π
Re ψ
(
1
2
+ i
ε− µr
2πT
)
+ ln
(
W
2πT
)
(5.42)
incorporating the digamma function ψ. We next recast the resonance vector condition (5.21) as
a
q
= 1 (δ > 0). (5.43)
with a given by Eq. (5.40) and
q : =
φd(ε)− φd(ε+U)
φs(ε)− φs(ε+U) . (5.44)
The above condition a/q = 1 has been used to generate the perfectly matching white dashed
curve in Fig. 5.3(a) by solving it for the resonant bias Vb
∗ as function of Vg. Thus, we find on a
numerical basis that the O(Γ) approximation for the exchange field is sufficient to reliably predict
the resonance position for the full numerical calculation up to O(Γ2).
Deep in the Coulomb blockade regime when the distance of the electrochemical potentials from
one of the level positions is large, d8 minr=s,d [|ε− µr |/T , |ε+ U − µr |/T ]≫ 1, the real part of
the digamma function can be approximated by a logarithm, that is, ReΨ (1/2+ i x)≈−ln |x| [196].
This leads to
q ≈ ln |(1+ δ˜ + V˜b)/(1− δ˜ − V˜b)|
ln |(1+ δ˜ − V˜b)/(1− δ˜ + V˜b)|
. (5.45)
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Thus, the factor q becomes independent of temperature and it exclusively depends on the electrical
parameters such as bias through the ratio V˜b = Vb/U > 0 and the gate voltage through the ratio
δ˜ =1+2 ε/U . As a consequence, the resonance feature is just rescaled inside the Coulomb diamond
when the latter is made larger by increasing the interaction energy U . We emphasize that the
nontrivial voltage dependence of the resonance position derives from the drastic changes in the
direction of the exchange field vector B, rather than its magnitude.
To substantiate the simple condition (5.43) further, we next show in Fig. 5.7 our full numerical
results for the resonance when changing various parameters in the setup such that the asymmetry
a remains constant. According to our prediction from Eq. (5.43), this leaves the resonant bias Vb
∗
unchanged, which is confirmed by Fig. 5.7(a)–(d). For example, when changing the tunnel couplings
in Fig. 5.7(a) and the polarization in Fig. 5.7(b), the resonance width is drastically affected, but
resonance position stays indeed at a fixed bias. In Fig. 5.7(c), we also change the noncollinearity
angle α while adapting both polarizations and tunnel couplings to keep a fixed. Finally, we increase
in Fig. 5.7(d) the interaction energy U and find that the resonance condition (5.43) depends only
on the ratios V˜b = Vb/U and δ˜ = 1 + 2ε/U of the voltages and the interaction energy for strong
Coulomb blockade conditions. In opposition to that, the sharpness of the resonance largely changes
because U affects the spin-decay rates, see Sec. 5.5.6.
We next give a simple instruction how to determine the asymmetry a from an experimentally
measured stability diagram. Here, we use that the resonance condition can be drastically simplified
in the vicinity of the particle-hole symmetry point. For δ˜ ≪ 1, the condition a/q=1 implies that
Figure 5.7. Numerical testing of the vectorial resonance condition.Numerically computed diﬀeren-
tial conductance dI/dVb as a function of bias voltage Vb when modifying several parameters but keeping the
spin-injection asymmetry (5.40) ﬁxed to a=2. (a) The tunnel couplings are varied as Γd=Γs/(2cos(α))=
10−3T
 10−1T in six equidistant steps, keeping ns = nd= 0.99 and α= 0.01π ﬁxed. (b) The polarization
magnitudes are varied as nd=ns/cos (α)=0.5
 0.99 in six equidistant steps, keeping Γd=Γs/2=0.1T and
α = 0.01π constant. (c) The noncollinearity angle is varied as α = 0.85π
 0.99π in six equidistant steps,
adjusting Γd= Γs/
(
2 cos (α)
√ )
= 0.1T and nd= ns/ cos (α)
√
= 0.99. The other parameters in (a)–(c) are
U =20T , Vg=7T , andW =1000T . (d) The interaction energy varied as U =10T 
 100T in ten equidistant
steps for ns=nd= 0.99, Γd=Γs/2= 0.1T , α= 0.01π, Vg= 0.45U , and W = 1000T .
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the resonant bias also satisfies V˜b
∗ ≪ 1. Then the resonance position can be found by a linear
expansion of the logarithms in Eq. (5.45), which results in a linear dependence of the resonant
bias on the detuning,
V˜b
∗
= κ(α) δ˜ , (5.46)
with slope
κ(α) =
a(α)− 1
a(α)+ 1
. (5.47)
Thus, measuring the slope of the resonance position near the particle-hole symmetry point allows
one to directly extract the ratio a from experimental data. Expanding Eq. (5.47) to lowest order
in the noncollinearity angle α, we further find that the slope
κ(α) = κ(0)+
1
2
κ′′(0)α2+O(α3), (5.48)
with
κ′′(0) =
a(0)
(a(0)+1)2
, (5.49)
is a direct measure of the angle α when all other parameters are fixed in an experiment5.4. Using
Eq. (5.48) as a fitting formula with constants κ and κ′′, one can moreover determine the ratio
a(0)=Γsns/Γdnd in-situ. We note that the information about the tunneling rates and polarizations
obtained from the spin resonance position is different than that accessible by the asymmetry of
the current plateaus IVb>0
SET for forward and IVb<0
SET backward bias in the SET regime. As we show in
App. B.2, the ratio IVb>0
SET /IVb<0
SET has a different and more complicated parameter dependence for the
experimentally relevant case of an asymmetric junction. This illustrates the usefulness of the novel
spin resonance as alternative and simple route for (partially) characterizing QD spin valve setups.
5.5.3 Particle-hole symmetry
Our above discussion of the resonance position applies only to the left half of the Coulomb diamond,
i.e. for gate voltages δ > 0; cf. Fig. 5.3. We next show that the resonance extends point-symmet-
rically with respect to the particle-hole symmetry point (δ, Vb)= (0, 0). In the region on the right
of this point, where δ < 0, the resonance condition requires the exchange field to be perpendicular
to the drain polarization:
B ·nd = 0 (δ < 0). (5.50)
This condition is fulfilled for negative resonant bias Vb
∗<0. Thus, the drain refers here to the same
physical electrode as the source in Eq. (5.21) because changing the sign of the bias exchanges the
role of source and drain. Equation (5.50) can be understood physically as follows: For δ < 0, the
electrochemical potential of the leads is closer to that for the doubly occupied QD and therefore
the current predominantly involves the doubly occupied QD state. Consequently, when an electron
leaves the QD, it leaves behind a hole polarized along nd. However, an accumulation of hole spins
can be efficiently prevented by the exchange field B if the latter is directed perpendicular to nd,
that is, if condition (5.50) is fulfilled.
5.4. Even though formula (5.48) formally holds for α=0, we note that the peak disappears for strict collinearity,
see Sec. 5.5.6.
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In analogy to Eq. (5.43), condition (5.50) can be recast as
a′
q ′
=1 with a′=
Γsnscos(α)
Γdnd
and q ′8
φd(ε)− φd(ε+U)
φs(ε)− φs(ε+U) (δ < 0), (5.51)
where the spin injection asymmetry ratio a′ is defined differently as in Eq. (5.43). Equation (5.51)
complies with Eq. (5.43): Mapping (δ, Vb)→ (−δ,−Vb), we have to replace q→ 1/q ′ and a→ 1/a′
since the roles of source and drain are interchanged. It is therefore sufficient to discuss only the
case δ > 0 as all results hold for δ < 0 accordingly by reversing δ and Vb.
5.5.4 Impact of proximal superconductor on resonance position
In the presence of a superconductor, the dependence of the leading-order exchange field on the
electric parameters is modified [184]: One has to replace Eq. (5.42) by
φr(ε) =
∑
γγ ′=±
γ ′
2 pi
(
1+
γ δ
2 εA
)
ReΨ
(
1
2
+ i
εγ ′γ
r
2 piT
)
, (5.52)
with the modified energies εγ ′γ
r = γ ′ U
2
+ γ εA − µr due to Andreev reflection processes, incorpo-
rating the Andreev bound state energies εA=
1
2
δ2+(Γsup)2
√
for detuning δ=U +2ε. In the limit
of Γsup→0, Eq. (5.52) reduces to Eq. (5.42). Solving the condition a/q=1 with q modified through
Eq. (5.52) for nonzero (zero) Γsup gives the white (black) dashed curve in Fig. 5.3(b). Clearly, the
presence of the superconductor leads to a significant shift of the resonance position.
Again approximating the real part of the digamma function deep in the Coulomb blockade
regime by a logarithmic expression, we find
q =
∑
γ (1+
γ δ˜
2 ε˜A
) ln |(1+ γ 2 ε˜A+ V˜b)/(1− γ 2 ε˜A− V˜b)|∑
γ
(1+
γ δ˜
2 ε˜A
) ln |(1+ γ 2 ε˜A− V˜b)/(1− γ 2 ε˜A+ V˜b)|
, (5.53)
with ε˜A= εA/U and κ given by Eq. (5.47). The slope κ˜ of the linear resonance condition V˜b
∗
= κ˜ δ˜ ,
which is valid near the particle-hole symmetry point, reads in this case:
κ˜ = κ ln
∣∣∣∣∣1+ Γ˜
sup
1− Γ˜sup
∣∣∣∣∣1−
(
Γ˜
sup)2
2 Γ˜
sup = κ
(
1− (Γ˜sup)2)+O(( Γ˜sup)3) (5.54)
with Γ˜
sup
=Γsup/U . Hence, tuning the tunnel coupling of a proximal superconductor does not only
shift the SET resonance positions in the stability diagram, but also suppresses the slope of the spin
resonance. This can be exploited to extract Γ˜
sup
in an alternative way from the stability diagram,
which may be advantageous since the broadening of the spin resonance can be much smaller than
that of the SET resonances, as demonstrated by Fig. 5.3(b) in Sec. 5.3. (additional broadening
due to cotunneling could be compensated by reducing the angle α, see Sec. 5.5.6). It is possible
to determine κ in the same setup when one can effectively suppress either the superconductivity
or the tunnel coupling Γsup, leading from Fig. 5.3(b) to Fig. 5.3(a), for which Eq. (5.47) applies.
5.5.5 “Half-sided Coulomb diamond” and zero-bias peak
The spin resonance position can be largely tuned depending on the spin-injection asymmetry a.
We illustrate this flexibility for the two extreme cases of very large asymmetries a≫ 1 – where the
resonance becomes parallel to Coulomb edges in the stability diagram – and no asymmetry a=1
– where the resonance appears as a zero-bias conductance peak. The latter features are somewhat
similar to the Kondo resonance and the zero-bias anomaly of Refs. [164, 165] to which we compare
it finally. For the rest of this Chapter, we discuss only the case that no superconducting leads are
present in the setup, i.e., Γsup=0.
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Figure 5.8. Spin resonance for extremal spin-injection ratios. Diﬀerential conductance dI/dVb
as a function of gate voltage Vg and bias voltage Vb. In (a), the spin-injection ratio is a = 10 with
Γs = 0.1/ cos (α)
√
and Γd = 0.01/ cos (α)
√
and in (b) the spin-injection ratio is a = 1 with Γs = Γd =
0.01 cos (α)
√
T . All other parameters in (a) and (b) are as in Fig. 5.3. (c) Diﬀerential conductance dI/
dVb as a function of bias voltage Vb for Γs = Γd = 0.5T , ns = nd = 0.99, α = 0.01π, U = 40T , and W =
1000T . For the gate voltage that restores the particle-hole symmetry, δ˜ =0, the spin resonance is absent and
the broad zero-bias anomaly is visible. For δ˜ =0.025, when the particle-hole symmetry is absent, the conduc-
tance proﬁle is by contrast completely dominated by the spin resonance. We chose here rather larger tunnel
couplings to compare with Refs. [164, 165]. We note that the conductance is shown there for strictly antipar-
allel polarizations, α=0,which has negligible impact as compared to the case α=0.01π considered here.
We first note that the resonance position can appear in the entire voltage range by changing κ
through the tunneling rates, polarizations, and the angle α, limited only by the condition
0 6 V˜b
∗
6 δ˜ ,
(
δ˜ > 0
)
(5.55)
if the electrode with the larger spin injection rate becomes the source for Vb> 0. The restriction
(5.55) is readily proved from Eq. (5.43): Since the asymmetry parameter a=Γsns/Γdndcos(α)>1, it
follows that q>1. The parameter q has a magnitude larger than 1 if the numerator in Eq. (5.43) is
larger than that of the denominator, which implies V˜b
∗
>0. For q to be positive, one additionally has
to demand V˜b
∗
6 δ˜ since δ˜ > 0. The analogous constraint in the other halve place of the CB region,
δ˜ 6 V˜b
∗
6 0,
(
δ˜ < 0
)
, (5.56)
follows by similar arguments.
The above inequalities are satisfied with equality for the two extreme cases illustrated in Fig.
5.8: First, we show the resonance in Fig. 5.8(a) for strong asymmetry a≫ 1. Here, the resonance
position is at V˜b
∗
= δ˜ , i.e., parallel to the Coulomb diamond edges. Strikingly, the resonance is
much sharper than the SET resonances because the width is not limited by temperature T are
tunnel coupling Γ (see Sec. 5.5.6).
Second, we show the resonance for perfect symmetry, a=1, in Fig. 5.8(b), where the resonance
is found at V˜b
∗
=0. Here, the resonance loosely resembles a Kondo resonance (see paragraph “Kondo
effect” in Sec. 2.2), in particular because the spin resonance is also obtained only for an odd number
of electrons on the QD. However, while the Kondo effect requires strong tunnel couplings, the
spin resonance also appears in the intermediate coupling regime, but it disappears at the particle-
hole symmetry point or for strictly antiparallel lead polarizations in contrast to the Kondo effect.
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Furthermore, for symmetric spin-injection rates, the spin resonance should not be mistaken for the
zero-bias anomaly5.5 studied in Refs. [164, 165]. Both can appear together and, as we demonstrate
in Fig. 5.8(c), the spin resonance may be even much larger and sharper as the zero-bias anomaly.
However, it depends on the choice of the parameters which of the two is more pronounced: For
example, while the width of the zero-bias anomaly is set by temperature, the width of the spin
resonance is given by the spin-decay rates and the angle α (see Sec. 5.5.6). Moreover, in contrast to
the spin resonance, the zero-bias anomaly persists for particle-hole symmetry point and antiparallel
lead polarizations. All this illustrates that the spin resonance is really a conductance feature
distinct from other features and can therefore be unambiguously identified in an experiment.
5.5.6 Extracting anisotropy of spin-decay tensor from resonance shape
The resonance shape provides additional valuable information about the QD spin-valve parameters,
in particular the anisotropy of the spin-decay rates, that is, the spin-relaxation rate Γ||=ns ·RS ·ns
and the spin-dephasing rate Γ⊥=n⊥ · RS · n⊥ where n⊥ is a unit vector perpendicular to ns. In
contrast to the position, the shape is significantly influenced by cotunneling corrections.
We next restrict ourselves to voltages near the resonance (such that B‖/B⊥ . 1) in the limit
of strong Coulomb blockade (Vb/2ε≪ 1 and U→∞, i.e., Γ1/Γ0≪ 1), small noncollinearity angles
(α ≪ 1), symmetric polarization magnitudes ns = nd = n, and small spin injection asymmetry
(κ≪ 1). In this case, the stationary current (5.37), I = Is=−Id, flowing through the QD can be
approximated by
Iappr = I0 [1−A (1−M)], (5.57)
as we show in App. B.3. Here,
I0 =
∑
r,τ r(−1)τ Γr,τ Γr¯ ,τ¯
2 Γ0+Γ1
, (5.58)
A = 2
∑
r,τ r(−1)τ (GpSr ·ns)(GSpτ ·ns)Γr¯ ,τ¯∑
r,τ
(−1)τ Γ||Γr,τ Γr¯ ,τ¯ , (5.59)
M =
M0
1+ [(a/q− 1)/H ]2 , (5.60)
where τ takes the values 0 and 1, τ¯ 8 1− τ , and the factor r in the above sums takes the value
r=+ (r=−) for r= s (r= d). Finally, we introduced the abbreviations
M0 =
1
1+ (Γ‖Γ⊥)/B⊥2
, (5.61)
H = α
Γ⊥
Γ‖M0
√
. (5.62)
In App. B.3, we give a more general expression for the current, which is also valid for nonsymmetric
polarizations ns nd and larger spin-injection asymmetry κ. We restrict our discussion here to a
simpler case to facilitate the physical discussion of the resonance shape.
5.5. The zero-bias conductance anomaly studied in Refs. [164, 165] arises for antiparallel lead polarizations and is
unrelated to the Kondo eﬀect. It stems from a competition of a nonequilibrium spin injection, blocking the transport
through the QD, with spin-ﬂip cotunneling processes that reduce the spin accumulation and therefore enlarge the
current. To understand themechanism, one has to compare the eﬀect of single-barrier and double-barrier cotunneling
processes. For a symmetric junction, single-barrier spin-ﬂip processes from ↑ to ↓ and ↓ to ↑ are equally large when
adding the rates from both ferromagnets. These processes stem from electrons at the electrochemical potential of
both electrodes within their thermal smearing. The same is also true for the double-barrier processes in equilibrium
(Vb=0) since the currents from left to right and right to left cancel each other. Thus, there is no equilibrium spin
accumulation (see also paragraph “QD spin valves: the role of spin accumulation” in Sec. 2.3). However, upon
applying a voltage, electrons ﬂow rather in one direction, and therefore double-barrier processes favor one type of
spin-ﬂip processes, leading to a nonzero spin accumulation antiparallel to the drain. This asymmetry increases with
the voltage Vb. As long as Vb<˜T , the spin can relax again due to single-barrier spin-ﬂip processes, and the spin-valve
eﬀect is partly lifted. Thus, the conductance is enhanced. By contrast, the single-barrier spin relaxation becomes
negligible once Vb>˜T and a strong spin-valve eﬀect sets in, i.e., the diﬀerential conductance decreases.
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Equation (5.57) can be interpreted as follows: The value I0 is the current obtained when ignoring
the spin accumulation, that is, forcing S1=0 in the kinetic equations (5.20). Note that is does not
coincide with the current for zero polarization. The actual nonzero spin accumulation S1  0 on
the QD acts back on the charge dynamics, thus suppressing the current to a fraction 1−A< 1 of
the current I0. However, for any nonzero α the exchange-field induced spin precession can suppress
this spin-valve effect. This is captured by the factor 1−M , whereM is a Lorentzian functionM in
the parameter a/q− 1 with intensity M0 and width H . The current becomes maximal at a/q=1,
which is in accordance with the resonance condition (5.43).
The peak value of the current resonance depends on two competing influences of the cotunneling
contributions to the current: On the one hand, they increase the maximally achievable current I0
by providing additional tunneling processes, but on the other hand they enhance the spin decay,
which limits the effectiveness of the spin precession by suppressing M0. The decisive parameter
that controls the current peak value is the ratio
b 8 |B⊥|/ Γ⊥Γ||
√
(5.63)
of the perpendicular exchange field component and the spin decay rates. Notably, the spin reso-
nance appears both for (i) the strongly underdamped case b≫ 1 and for (ii) the critically damped
case b∼ 1, while it disappears for (iii) the strongly overdamped case when b≪ 1, where M0 ≈ 0
and therefore M has negligible impact on the current. The “optimal” value for a maximal current
enhancement is given for b≈ 1. However, even for b< 1 but not yet b≪ 1, the spin precession can
still significantly enhance the current to produce a sharp feature in the conductance. Therefore,
the occurrence of the spin resonance in the stationary conductance is not yet an evidence of an
underdamped spin precession. By contrast, the features of the pulsing scheme discussed in Sec.
5.6.1 require an underdamped spin precession. Before discussing the time-dependent results, we
first compare the differences of the stationary features in the two regimes and moreover explain
how they can be exploited to extract the spin-decay properties in-situ.
Figure 5.9. Resonance shape for the strongly underdamped and the critically damped case.
(a) Strongly underdamped case (b≫ 1) in the inﬁnite-U limit: Stationary current up to O(Γ) and O(Γ2)
as a function of bias voltage Vb, ﬁrst numerically calculated from to extension of Eq. (5.26) to ﬁnite U [cf.
Eqs. (2.17)–(2.18)] for U = 1000 T/3 (red, denoted by I) and approximated by formula (5.57) in the limit
of U →∞ (blue, denoted by Iappr). We also show the current (5.58) for zero spin accumulation (dashed
black, denoted by I0). The other parameters are Vg=75 T/3, Γs=2Γd=0.2 T/3, ns=nd=0.99, α=0.01π,
and W = 1000 T /3. This choice of parameters implies b = O(10) [given by Eq. (5.63)] for both O(Γ) and
O(Γ2). The approximated current and the numerically computed current match well but not perfectly.
The main reason for the deviation is that the resonance does not appear here under strong Coulomb
blockade conditions, as required for Eq. (5.57) to be valid. These conditions are met in Fig. 5.5(b), where
approximation and numerical solution match perfectly. However, if we go deeper into the Coulomb blockade
regime here, the resonance disappears inO(Γ) as one can see in Fig. 2.17(a). Therefore, tomake a comparison
between the O(Γ) and O(Γ2) current, we considered the resonance closer to the SET regime.
(b) Critically damped case (b≈ 1) in the ﬁnite-U case: Stationary current up to O(Γ) and O(Γ2) as a
function of bias voltage Vb numerically calculated from Eq. (5.26) for Vg=5T with all other parameters as
in Fig. 5.3, implying b≈0.5 for O(Γ), b≈0.2 for O(Γ2). Note that our approximation formula (5.57) cannot
be applied for ﬁnite U employed here.
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In the underdamped regime (i) (b≫ 1), the current is restored to the full value I0 at resonance
(a/q=1) since M0≈ 1. This is illustrated in Fig. 5.9(a), in which we plot the current numerically
obtained from Eq. (5.26) extended to finite U and the approximation formula (5.57). Both are
close to the value of I0 (back dashed line) at the resonance. Both agree well, but not perfectly as
we explain further in the caption of Fig. 5.9. The resonance width,
H ≈ α Γ⊥
Γ‖
√
, (5.64)
directly yields the anisotropy of the spin-decay tensor, Γ⊥/Γ‖, when the angle α is known. To
extract Γ⊥/Γ‖ from experimental data, one first determines the spin-injection asymmetry a from
the resonance position, as described in Sec. 5.5.2. One then fits Eq. (5.57) to gate or bias traces
of the current peak, expressing a/q − 1 with the help of Eq. (5.45) as a function of bias and gate
voltage. In the resulting expression, the functions I0, H , and A appear. For fitting to experimental
data, we suggest to treat these slowly varying functions as constant fitting parameters near the
resonance.
In the critically damped case (ii), b ≈ 1, when the spin-decay rate is comparable to the spin
precession rate, the current peak value is not completely restored to I0 as M0 reaches only a
fraction of 1. Here, the spin decay limits the maximally achievable rotation angle for the QD spin
before it decays or tunnels out. This is visible in Fig. 5.9(b), where the peak current may become
smaller in O(Γ2) as compared to that in O(Γ), where the spin-decay is much slower. Furthermore,
cotunneling corrections affect the widthH more strongly than in the strongly underdamped regime:
Here, the width is not exclusively determined by the ratio Γ⊥/Γ|| but also incorporates the b,
which differs depending on whether cotunneling corrections are included or not. This is clearly
visible in Fig. 5.9(b), where the O(Γ) and O(Γ2) results have different widths. This illustrates
that – in contrast to the resonance position – the accurate prediction of the resonance shape
indispensably requires next-to-leading order corrections to be included. The pronounced sensitivity
of the resonance to cotunneling processes in the critically damped limit b≈ 1 is also interesting tor
the characterization of the QD spin valve: Once B⊥ is determined, e.g., from the pulsing scheme
(see Sec. 5.3 and Sec. 5.6), we may again use Eq. (5.57) as fitting formula, taking M0 now as an
additional fitting parameter. One may then extract the spin relaxation rate Γ‖ and the dephasing
rate Γ⊥ individually by combining the results for H and M0.
A salient finding of the scheme proposed here is that the electrical tunability of the exchange
field allows for an all-electric probing of the anisotropic spin-decay tensor RS in-situ. This scheme
resembles that of Ref. [177] where the interplay of the exchange field with an external perpendicular
magnetic field was used to extract the spin dephasing rate. Here, one utilizes the built-in exchange
field instead.
5.6 Gate-pulsing scheme: all-electric single-spin operations
We next elaborate the gate-pulsing scheme that we introduced in Sec. 5.3. Therefore, we first
explain in Sec. 5.6.1 how we compute the average current shown in Fig. 5.5 and discuss why the
Markovian approximation we employ is permissible to draw our qualitative conclusions. Moreover,
we explain in Sec. 5.6.2 how the dwell time τ0 in the initial spin-blocked state can be optimized to
enhance to contrast in the average current oscillations. Finally, we demonstrate that underdamped
spin precession cycles are in principle experimentally feasible assuming realistic spin life times
typical for semiconductor QDs. Thus, all-electric spin control can be accomplished even without
the need of an external magnetic field, spin-orbit interaction, or Kondo processes. However, large
polarizations of the ferromagnets are required.
All plots in this Section are obtained by numerically solving the analytically derived kinetic
equations (5.20) in the limit U→∞ using the crossover scheme discussed in Sec. 3.4.3.
5.6.1 Average current for pulsing scheme
The average current shown in Figs. 5.5(c)–(e),
I¯ =
∫
0
t dt′
t
Is(t′) (t≫ τ , τ0), (5.65)
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is computed as follows: Taking the stationary state at Vg
0 as initial state ρ(0), we then obtain the
time-dependent solution for ρ(t) by solving the kinetic equations (5.20). This yields the time-
dependent particle current Is(t) from Eq. (5.37). For both the current and the kinetic equations
the rates are time-dependently switched by changing the gate voltage Vg
0↔ Vg in the respective
expressions according to the pulsing scheme. To ensure that Eq. (5.65) really gives the current
measured in a circuit, we checked that p˙1(t)≪ |Is(t)|, |Id(t)|, i.e., the magnitudes of the currents
flowing out of the source, |Is(t)|, and into the drain, |Id(t)|, are nearly the same. Under this
condition displacement currents can be neglected, as explained, for example, in Ref. [87].
For comparison, we plot in Fig. 5.5(c)–(e) also the projection of the spin vector S1 on the drain
polarization direction nd. We note that those are not the spin projections of the state ρ(t) following
from the pulsing scheme. Instead, we take the initial state ρ(0) to be the maximally polarized
state with spin S1=ns/2 and corresponding occupation probabilities p0=1 and p1=0. Solving the
kinetic equations (5.20) time-dependently, keeping the gate voltage fixed at Vg, yields the different
spin projection curves S1(τ ) · ns in Figs. 5.5(c)–(e), i.e., the pulsing duration τ corresponds here
to the real time.
Finally, we comment on the validity of the Markovian approximation underlying our kinetic
equations (5.20). To study time-dependent problems in the Coulomb blockade regime, one must
in principle also include non-Markovian corrections into the kernel [393] as we mention in the
paragraph “Beyond the Markov approximation” in App. A.3. However, non-Markovian corrections
appear only as modifications of the next-to-leading order contributions. Thus, non-Markovian
corrections do not affect the exchange field, which is dominated by leading-order terms and deter-
mines the position of the spin resonance and the frequency of the spin precession. On the contrary,
the corrections do alter the spin-decay tensor RS and thereby the time constant of the damped
spin oscillations. In spite of this, the latter will still be of O(Γ2/U) in the Coulomb blockade
regime, which we have identified as the crucial requirement for the underdamped spin precession.
Including non-Markovian corrections is, hence, required only for a quantitative analysis but not
to demonstrate the viability of an underdamped spin precession, which is our aim here. It should
be noted that if such accuracy is desirable, other spin-decay mechanisms should also be taken into
account (see Sec. 5.6.3), which is clearly beyond the scope of this work.
5.6.2 Optimizing the pulsing scheme
To set up an experiment that probes the underdamped spin precession, we provide here some
additional information under which conditions the signal I¯ /Ist, obtained by the pulsing scheme is
maximized.
First, underdamped precession cycles of a single spin are feasible only if the spin-decay time is
much smaller than the spin-precession rate at the resonance (see Sec. 5.5.6), that is, if
b 8 |B⊥|/ Γ⊥Γ||
√ ≫ 1. (5.66)
This condition is different from the condition that maximizes the stationary current. There, we
found a ratio b∼1 to be optimal because then roughly one revolution takes place within the average
dwell time on the QD. If the tunneling rate allows for multiple precession cycles, the stationary
resonant current is suppressed again because tunneling happens infrequently, even if its spin has
optimal overlap with the drain polarization. This current suppression near the resonance does not
appear for the gate-pulsing scheme since one returns to a gate voltage Vg
0 where the tunneling rate is
larger and the electron can tunnel out of the QD quickly after it has been precessed at gate voltage
Vg. Thus, the larger the ratio b, the clearer and the more persistent are the current oscillations.
The second important set of parameters that have to be optimized are the dwell times τ0 and
τ at voltage Vg
0 and Vg. A first requirement is that
τ0 <˜ τ (5.67)
because if τ0 ≫ τ the system is most of the time not at resonance and the average current is
determined by the dynamics at gate voltage Vg
0. However, there is another condition that is equally
important: We find on a numerical basis that τ0 is chosen optimally as
τ0 ≈ 0.1τT0 ≈ 0.1/Ist0 , (5.68)
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Figure 5.10. Optimizing the pulsing scheme. (a) Ratio I¯/Ist as a function of the duration τ0 in units of
the electron dwell time τT
0 =1/Ist
0 ≈4.7 ·104/T . Here, I¯ is the average current (5.65) for the pulsing scheme
and Ist is the stationary current obtained if the QDwas in the stationary state all the time. The gate voltage
Vg=Vg
∗=59.8T is tuned to the resonance and τ =2500/T ≈0.53τP so that a nearly maximal enhancement
of the current occurs after the precession. (b) Average current I¯ − Ist and time-dependent current Is(t)−Ist
as function of the pulse time τ with τP ≈ 4.7 · 103/T and τ0= 10/T = 2.1 · 10−3τP ≪ τ . The results shown
in (a) and (b) are computed for a single pulse, N =1, and all other parameters are the same as in Fig. 5.3.
with the electron dwell time τT
0 at gate voltage Vg
0, which can be estimated by the inverse of the
stationary particle current Ist
0 at voltage Vg
0. If τ0 >˜ τT
0, the average current is mostly determined
by the large stationary current Ist
0 , i.e., the precession-induced initial modification of the current
at Vg
0 is rather insignificant. This is illustrated in Fig. 5.10(a), in which we plot the ratio of the
average current I¯ obtained from the pulsing scheme and the average current Ist that is obtained
if the QD was in the stationary state all the time (but switching between the different levels at
the two gate voltages): Clearly, for small times τ0, the current is drastically enhanced over the
stationary current due to the gate pulsing, while the ratio of both tends to one if τ0 approaches τT
0.
However, if τ0≪ τT0, the ratio I¯ /Ist becomes drastically suppressed as Fig. 5.10(a) also shows.
In this case, the QD electron does not have enough time to tunnel out of the QD when the gate
voltage is switched to Vg
0. The average current is then mostly determined by the time-averaged
current at resonance. This is illustrated in Fig. 5.10(b), which shows the time-dependent current
Is(t) (blue) besides its average current I¯ (green), which loses contrast after roughly two cycles.
We therefore use in Fig. 5.5 a value τ0/τT
0≈1, which is a compromise to keep the spin decay still
within bounds. Furthermore, τ0<τ for most cases, which is nearly an optimal choice. We conclude
that for setting up and optimizing the pulsing scheme in an experiment, the initial characterization
of the spin valve is of the utmost importance. Once the time scales are known our above discussion
should be a guide to choose the pulsing times properly.
5.6.3 Experimental feasibility of underdamped spin precession
We here provide estimates for the spin-decay times and spin-precession periods for experimentally
achievable parameters, demonstrating the feasibility of underdamped spin precession cycles in the
Coulomb blockade regime. Typical spin-dephasing times of ∼10 − 30 ns have been measured in
GaAs QDs [273, 267, 268] and are also compatible with measurements involving carbon nanotubes
(CNTs) [153]. In our case, the cotunneling current through the QD leads to additional dephasing
with time constant ∼U/Γ2 ∼ 10/µeV ∼ 30 ns for typical values of Γ ∼ 0.01 meV and U ∼ 5 meV
feasible both for semiconductor QDs and CNT QDs (cf. Sec. 6.4.4). The energy scale related to the
exchange field may be estimated as µBB>µBB⊥d ≈µB |log (1/2)| Γd nd sinα/π∼0.7 µeV for nd∼0.5
and α∼ 0.2 π. This translates into a maximal period of T ∼2π/0.7µeV∼6 ns at the resonance and
even smaller periods away from it. Thus, indeed, the spin precession period can be made smaller
than the spin-decay time. Although in spin-splitting transport measurements [195, 196, 197] the
precession should be underdamped as well (if noncollinear ferromagnets were used), there a real-
time detection becomes more challenging. Due to the required strong coupling and correspondingly
large dipolar exchange field, precession periods would be only ∼100 ps. Here, due to the moderate
coupling, the period can be much longer.
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5.7 Summary and outlook
In this Chapter, we have identified a spin resonance that, unlike usual resonances, does not appear
when scalar energies of the local quantum system and reservoir match. Instead, a vector condition
(5.21), B · ns = 0, needs to be satisfied. The resonance emerges in the simplest QD spin-valve
setup one can think of: an interacting spin-degenerate single level which is tunnel-coupled to
two ferromagnets for almost (but not exactly) antiparallel magnetizations ns and nd. For this
magnetic configuration, the direction of the dipolar exchange field B strongly depends on the
applied voltages, which generates a sharp feature inside the Coulomb diamond of the transport
stability diagram.
The resonance is clearly distinguished from other features in the stability diagram: It vanishes
at the particle-hole symmetry point, shows a strong current rectification effect even for small
asymmetries of the spin-injection rates, and it strongly responds to changes in the noncollinearity
angle α. The resonance can also appear at zero bias, resembling features of the Kondo effect or the
zero-bias anomaly predicted earlier in Ref. [164]. However, in contrast to both these effects, the
new spin resonance necessarily requires nonzero α and can be clearly distinguished experimentally.
This reveals that noncollinear ferromagnets impose, besides a scalar voltage bias , also a vectorial
magnetic “bias” that completely breaks the local spin symmetry of the QD. This is, moreover,
reflected by an anisotropy of the spin-decay tensor RS in the Coulomb blockade regime.
While the resonance position is entirely dictated by the exchange field direction, the shape of
the resonance (peak value, width) is strongly influenced by the QD spin decay. We have identified
the ratio b= |B⊥|/ Γ⊥Γ||
√
to be the relevant parameter that determines the resonance shape. The
ratio b involves the perpendicular exchange field component B⊥=B ·n⊥, the spin-relaxation rate
Γ||=ns ·RS ·ns, and the spin-dephasing rate Γ⊥=n⊥ ·RS ·n⊥. The resonance appears for b&0.1 in
the stationary transport, which is satisfied in the Coulomb-blockade regime. There, the spin decay
is limited by next-to-leading order cotunneling processes with rate Γ⊥,||∼Γ2/U , which can indeed
be made smaller than the spin-precession frequency B⊥∼Γ at resonance. The strongest contrast in
the stability diagram is expected for b≈ 1 when roughly half a spin revolution happens within the
electron dwell time in the QD. By contrast, in the limit b≫1, the spin coherence lasts much longer
than one spin revolution and underdamped spin-precession cycles becomes feasible. This leads to no
qualitative modifications of the resonance in the stationary conductance, but we suggest to probe
the underdamped spin precession experimentally by a simple gate-pulsing scheme. In the latter,
the precession axis is controlled by electrical means and the rotation angle by the duration of the
pulses. This allows one to determine the magnitude of the exchange field and in combination with
stationary-conductance measurements to measure the anisotropic spin-decay times all-electrically.
This can even be used to realize all single-spin qubit gates in an all-electric way.
Besides opening new avenues for spintronics and single-spin control, the spin resonance studied
in this Chapter just provides an illustration of a generic concept in the simplest conceivable set-
ting: such an anomalous resonance can appear in any open system with quasi-degenerate states
whose coherence is described by a Bloch vector. For a two-level system, it is required that (i) the
Bloch vector suffers only from little decoherence, (ii) the coherent evolution is dominated by a
renormalization-induced field vector – because of level degeneracy – (iii) which is induced by an
environment that breaks symmetries (which are often present in idealized models). The tuning
through experimentally accessible parameters can produce a resonance unrelated to any energy
splitting when the field vector is perpendicular to the Bloch vector.
This can be extended to N -fold degenerate multiplets, described by a generalized Bloch vector
and an associated renormalization field vector. Interestingly, in this case the precession takes place
in a higher dimensional space and is expected to be overlooked even more easily as compared to
the simple case studied here. Scenarios can be envisaged in nuclear spin systems [492], double QDs
[192], or vibrating molecular devices [493, 494, 392]. Our simple example shows that interactions
realize both requirements (i) and (ii) while noncollinear spin valves naturally provide (iii).
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Chapter 6
Stabilizing large spins: spintronic
anisotropy without spin-orbit coupling
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6.1 Introduction
The growing interest in nanomagnets, e.g., magnetic adatoms [312] and single-molecule magnets
[308] is fueled by prospects of their application in novel spintronic devices whose functionality
derives from their unique magnetic features [83]. A key property of such systems is their strong
magnetic anisotropy leading to magnetic bistability (see Sec. 2.7), required for building blocks
for nanoscale memory cells [495, 318] and non-trivial quantum dynamics, useful for quantum-
information processing [496, 497]. In either case, operational stability of such devices hinges heavily
on the height of the energy barrier opposing the spin reversal. Recently, progress has been made in
the control over the magnetic anisotropy by synthesis [498], charging of a molecule [322], mechanical
straining [345], or atomic manipulation [325]. The magnetocrystalline spin anisotropy of a magnetic
ion may even be developed only by the contact to the surface [313]. However, achieving a high spin-
reversal barrier still remains a challenge. Incorporating a nanomagnet into an electronic circuit
may significantly alter its magnetic properties [495, 338, 323], but may also be advantageous. One
possible, spintronic route for manipulation of nanomagnets entails ferromagnetic electrodes and
uses the spin torque due to spin-polarized scattering [95] or Coulomb interaction [142], magnetic
analogs of the proximity effect in superconducting junctions. In this Chapter, we present another
route that combines spintronics with molecular magnetism: High-spin QDs can acquire a significant
magnetic anisotropy that is purely of spintronic origin, instead of deriving from the spin-orbit
interaction, as the tunneling to ferromagnets induces a local, quadrupolar exchange field . Besides
providing an alternative approach to electrical manipulation and engineering of superparamagnetic
nanomagnets, this new quantity is of key importance for the analysis of experiments that probe
atoms or molecules using highly spin-polarized electrodes.
The Chapter is organized as follows:
• Sec. 6.2. We first introduce our high-spin QD spin-valve model and discuss various exper-
imental realizations of it.
161
• Sec. 6.3. In this Section, we highlight the key findings of this Chapter, combining insights
from real-time diagrammatic and numerical renormalization group calculations (the latter
by M. Misiorny). This shall provide the reader with an overview; the details are expounded
in the following Sections.
• Sec. 6.4.We proceed with a detailed analysis how to identify the related uniaxial anisotropy
splitting for transport spectra. Scrutinizing the competition with the dipolar exchange
field and the Kondo effect, we identify an intermediate tunnel-coupling regime for which
the quadrupolar splitting determines the spectral features of the QD. Finally, we substan-
tiate our estimate for the maximally achievable spintronic anisotropy barrier of a about
∼0.04meV.
• Sec. 6.5. To demonstrate the relevance of the quadrupolar field for applications, we present
a couple of new ideas how to utilize it in nanospintronic devices: We discuss a new spin-
filtering effect, illustrate its potential for electric on-demand bistability, and quantify the
associated negative TMR effect.
• Sec. 6.6. We conclude the Chapter with a short summary and outline new, possibly inter-
esting effects arising when combining the spintronic anisotropy with other effects, e.g.,
intrinsic anisotropy.
6.2 Isotropic high-spin quantum-dot spin valves
6.2.1 Model
We illustrate the spintronic generation of anisotropy by analyzing the transport properties of a
high-spin QD embedded between two ferromagnetic electrodes as sketched below in Fig. 6.2(c).
The full Hamiltonian of the system is given by an extension of the Anderson model Hamiltonian
(2.8), Htot=H+
∑
r
Hr+HT . The high-spin QD setup, illustrated in Fig. 2.2(d) and Fig. 6.2(c),
described by
H = ε nˆ+U nˆ↑nˆ ↓+K sˆ · Sˆimp, (6.1)
is a composite system consisting of a single-level QD coupled to a immobile magnetic spin-1/2
impurity with ferromagnetic Heisenberg interaction K< 0 [499, 189]. The crucial feature that the
Heisenberg interaction in this model accounts for is the gap separating the high-spin state from
the excited states, irrespective of their nature (i.e., with either smaller or larger spin). For the
system studied here, this is the spin-singlet state (S = 0). Moreover, ε denotes the gate-tunable
energy of a single electron occupying the QD, while U stands for the Coulomb energy of two
electrons with opposite spins when the QD is doubly occupied. Moreover, nˆ=
∑
σ
dσ
†
dσ represents
the charge operator of the QD, with dσ
† (dσ) being the creation (annihilation) operator of a spin-
σ electron (σ = ↑, ↓) in the QD. Consequently, whenever a single electron resides in the QD, its
spin (characterized by the operator sˆ) forms a S=1 ground state with the impurity spin with the
operator Sˆimp.
The ferromagnetic metallic electrodes are described by non-interacting itinerant electrons with
energy dispersion εkσ,
Hr =
∑
kσ
εkσ crkσ
†
crkσ, (6.2)
with crkσ
† (crkσ) being the creation (annihilation) operator for the rth electrode (r=L,R), and k
denoting an orbital quantum number. For simplicity, we assume that the electrodes are identical,
have parallel spin-polarization vectors, and are described by a constant spin-dependent density of
states (DOS),
∑
k
δ (εkσ
r −ω)≈ νσr, for |ω |≤W , where W is the half-width of the conduction band
(cf. discussion in Sec. 5.2.1). We emphasize that here and above all spin quantum numbers refer
to the z axis taken to in the spin-polarization direction.
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Next, electron tunneling processes between the QD and electrodes are accounted for in a
standard way [500] by Eq. (2.11),
HT =
∑
rkσ
tσ
r dσ
† ckσr +H.c. , (6.3)
where tσ
r stands for the tunnel matrix element between the QD and the rth electrode. We assume
that the junctions are symmetric (tσ
L = tσ
R = tσ) and both ferromagnets possess the same DOS
νσ
r= νσ (except for Sec. 6.5.3). For both the real-time and renormalization group methods applied
in this Chapter, the overall effect of the ferromagnetic electrodes on the QD can then be included
through the reservoir spectral functions6.1:
Γσ
L = Γσ
R = Γσ = 2πνσ |tσ |2 = Γ¯(1+ σn), n = Γ↑−Γ↓
Γ↑+Γ↓
, (6.4)
where here and below σ=±1 and n is the spin-polarization parameter of the electrodes.
Finally, we emphasize the motivation for choosing the model of a single-level QD ferromag-
netically interacting with a spin-1/2, immobile impurity: It is conceptually simple and allows
for an analytical treatment, which complements the rigorous numerical calculations by providing
detailed insight into the novel idea of the quadrupolar field. The model is representative of a class
of systems which share the following crucial ingredients: (i) a high-spin ground state separated by
a finite gap from further excitations, (ii) Coulomb blockade stabilizing the charge state with the
high spin, and (iii) tunnel coupling to ferromagnets. In our high-spin model, the excitation gap is
equal to |K | which is provided by the Heisenberg interaction of the QD with the impurity spin. In
Sec. 6.4.4, we will explain that this model is quite generic to study the appearance of quadrupolar
splittings. Then in Sec. 6.4.4, we check by explicit numerical calculations that our predictions
remain valid not only for models in which the immobile impurity spin is larger than the minimal
value Simp= 1/2 [see Fig. 6.13(c) and (d)] for Simp= 1, 3/2, 2, but also for the case in which the
impurity spin is subject to charge fluctuations [see Fig. 6.13(a) and (b)].
6.2.2 Experimental realizations
We next elucidate experimental systems that realize the isotropic high-spin QD (6.1) model intro-
duced in Sec. 6.2.1. This Section is not crucial for the understanding of our main results highlighted
in the next Sec. 6.3; however, it underpins the experimental relevance of the model we have in
mind. For further information how to realize spin valve structures, we defer the reader also to Sec.
5.2.3. We focus here merely on the realization of a high-spin QD.
In contrast to SMMs and magnetic adatoms on surfaces (see Sec. 2.7), the systems we describe
here have no or negligible spin-anisotropy terms, i.e., they are degenerate with respect to the spin
projection quantum number in the absence of external magnetic fields. High-spin ground states can
be realized whenever the splitting between different orbital states is small enough so that multiple
orbital levels can be occupied by unpaired electrons. A ferromagnetic coupling between their spins
is mediated by direct exchange (similar to Hund’s rule in atomic physics), favoring a high-spin over
a low-spin ground state. Therefore, a simple single-level Anderson model (2.8) studied in Chap. 5
– accounting only for a single unpaired electron – cannot suffice to describe all the states relevant
for the transport features [365].
6.1. Note that our deﬁnition of Γσ
r includes an additional factor of 2 as compared to Ref. [106]. We therefore
introduce Γ¯ here, which coincides with Γ in Ref. [106]. Throughout this thesis, Γr =
∑
r
2π |tr |2ν¯r denotes the
(spin-averaged) sum of the tunnel couplings over all leads while we Γ¯ =
∑
r
2π |tr |ν¯σ/#leads is the average of the
tunnel couplings over all leads. Moreover, we assume for the real-time diagrammatic calculations that the tunneling
amplitudes tσ = t are independent of spin whereas we assume for the NRG calculations that the DOS νσ = ν is
independent of spin. Since the ﬁnal results obtained from both methods depend only on the tunnel couplings Γσ,
the diﬀerences in this treatment turn out to be irrelevant as long aswe take the same values for Γσ in both approaches.
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Figure 6.1. Isotropic high-spin QDs in experiments. (a) Illustration of a QD with two orbital levels
with a singlet ground state and (b) with a triplet ground state. The triplet conﬁguration is favored by direct,
ferromagnetic exchange, which can compensate the energy that has to be paid due to the level splitting
∆ = ∆(Vg). Since the latter can be controlled by the gate voltage, a singlet-to-triplet transition can be
evoked electrically as shown in (e). (c) Illustration of an endohedral fullerene QD as described in the text.
(d) Illustration of a QD electron that is Heisenberg-coupled to a spin in the environment (e.g., nuclear spins)
as described by Eq. (6.1). (e) Diﬀerential conductance as a function gate voltage Vg and bias voltage Vb of
a single molecule embedded in a nanojunction. A transition of a singlet ground state (lower gate voltages)
to a triplet ground state (higher gate voltages) appears where the inelastic cotunneling (ICOT) lines cross
(cf. paragraph “Cotunneling” in Sec. 2.2). Reprinted by permission from Macmillan Publishers Ltd: Nature
453, 633-637, copyright (2008). (f) ICOT transitions corresponding to (e): When the singlet (S) is the
ground state, only ICOT processes into the excited triplet states (T) are possible, whence when the triplet
is the ground state, there are also elastic cotunneling processes between diﬀerent triplet states possible. The
latter is seen as an enhancement of the zero-bias conductance in (e).
High-spin QDs are realized, for instance, in semiconductor QDs including circularly shaped
QDs [501, 100, 366], asymmetrically gated a double QDs [502], and QDs realized in gated two-
dimensional electron gases of GaAs/GaAlAs heterostructures [365, 351]. In QDs with a circular QD
potential, the single-particle states are degenerate with respect to the orbital angular momentum l
due to the rotational symmetry (the Darwin-Fock states [75]). Triplet ground states at zero external
magnetic field have been identified from measuring the evolution of the gate-voltage dependence
of the linear-conductance peaks as a function of an external magnetic field [366]. Yet, the triplet
ground state is not very robust against ellipsoidal deformations of the QD potential and a transition
to a singlet ground state can be observed as a function of the deformation [501, 100].
Transitions between singlet and triplet ground states (in both directions) have been reported
both by applying external magnetic fields [350, 366, 503] and by electrical gating [351]. In the
latter case, which we illustrate in Fig. 6.1(a) and (b), the energy level spacing ∆ between different
single-particle orbital states depends on the gate voltage, ∆ = ∆(Vg) since the involved levels
couple differently to the gate electrode. Here, a competition between the splitting ∆, favoring both
electrons to occupy the lower-lying state as a singlet and the ferromagnetic exchange interaction
K s1 · s2 with K < 0 arises. Since ∆ is controlled by the gate voltage, the transition between a
triplet (∆< |K |/4) and a singlet (∆> |K |/4) ground state can be tuned electrically. To confirm
this electrical gating effect in the absence of external magnetic fields, experiments exploit that
a zero-bias Kondo peak may appear in QDs with triplet ground states despite being occupied
by an even number of electrons [350, 365, 502]. By contrast, if the QD has a singlet ground
state, the zero-bias Kondo peak splits into two inelastic cotunneling resonance lines at nonzero
bias. The transition between these distinct transport features is used to map out the singlet-
to-triplet transition [351]. Electrically tunable singlet-to-triplet splittings are observed both in
semiconductor QDs and single-molecule QDs [368]. Concrete examples of the latter type are Mn2+-
terpyridine complexes [504, 505], C60 molecules [367, 353] [see Fig. 6.1(e)], and carbon nanotubes
[352] embedded into nanojunctions. In these systems, triplet-to-singlet excitation energies on the
order of 0.1-1 meV are feasible [366, 351, 344, 367].
Strictly speaking, the high-spin QD model (6.1) accounts only for QDs that interact with other
spin systems not subject to charge fluctuations as sketched in Fig. 6.1(d). We checked that the
conclusions we draw are valid also when charge fluctuations are allowed (see Fig. 6.13) and therefore
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we mention such high-spin systems above. Yet, the model (6.1) also applies to experimental systems
as, for instance, to nanoparticles coupled via the RKKY interaction to magnetic impurities in the
leads [344], to QD spins Heisenberg-coupled to ions within the QD [449, 450], and to molecules
hyperfine-coupled to an internal, single nuclear spin [506]. Particularly interesting are endohedral
fullerenes [507], i.e., single atoms or ions encaged in and hybridized with a fullerene [508], as
sketched in Fig. 6.1(c). In transport through an endofullerene molecule, a S=1 spin ground state
was shown to be separated by 0.8 meV from excitations with spin S=2 [507], in this case caused
by antiferromagnetic Heisenberg interaction. Finally, also a ferromagnetic exchange between the
spin of an endofullerene included into porphyrin structure has been observed experimentally from
electron spin resonance data [509]. Moreover, high-spin QD systems with even much larger spin
can be realized, for example, in the mesoscopic Stoner regime [510].
Finally, in molecules with even larger gaps abound in the chemistry of molecular magnets,
the main synthetic challenge is to generate a large anisotropy parameter D in high-spin molecules
with a large exchange gap. In these systems, gaps are caused by a non-trivial competition between
several types of exchange interactions and can be several meV large, e.g., 6 meV for the well-
characterized Fe4 class single-molecule magnets [511]. Using a ‘bad’ molecular magnet (i.e., with
a large exchange splitting as in Ref. [511] but with negligible D) as a QD in the setup suggested
in Sec. 6.2.1, can thus also be a starting point for spintronic generation of anisotropy.
6.3 Quadrupolar exchange field: highlights
When we now attach a ferromagnet to a high-spin QD as introduced in Sec. 6.2.1, a quadrupolar
exchange field is generated in addition to the dipolar exchange field arising in a low-spin QD at
the focus of Chap. 5. This Section is dedicated to a compact overview of the most striking effects
of the quadrupolar exchange field as predicted so far, namely to induce a spin-anisotropy barrier
in an otherwise spin-isotropic quantum system. Based on this overview, we expound all details of
ascertaining the experimental feasibility of this spintronic anisotropy in the following Sections.
Dipolar vs. quadrupolar exchange field. The origin of superparamagnetism, usually dom-
inating the magnetic behavior of a nanomagnet, is a magnetic anisotropy energy barrier (see Sec.
2.7). For instance, an adatom with a spin-degenerate ground multiplet (quenched orbital moment),
is described by the generic spin Hamiltonian [308]
Heﬀ = B Sˆz+DQˆzz, (6.5)
where Sˆz denotes the component of the total spin (S> 1) along the z axis, and Qˆzz= Sˆz
2− 1
3
S (S+
1)1ˆ is a diagonal component of the spin-quadrupole moment tensor (2.30). Moreover, B and D are
dipolar and quadrupolar fields, respectively. All parameters are in units of energy (kB=~= |e|=1).
If D < 0, the quadrupolar term prefers the axial spin states over the planar ones, i.e. the spin is
aligned with the z axis but without favoring a particular orientation along it. For spin S=1, the
corresponding energy splitting is sketched in Fig. 6.2(a). At temperatures T < |D |, it prevents
transitions between the axial spin states via an intermediate planar state (i.e., spin reversal),
while maintaining the former ones as ground states. This superparamagnetic blocking is thus of
major interest for applications in which the axial states represent an information bit and such
transitions are unwanted. On the contrary, the first term in Eq. (6.5), coupling the spin-dipole
moment to the external magnetic field B (chosen along the z axis), does introduce a distinction
between the ‘up’ and ‘down’ axial states. The crucial role of the z axis stems from the second term
of Eq. (6.5). It emerges [308] when taking into account virtual scattering within the ground state
multiplet |g〉 of the adatom through the high-energy excited state |e〉 at energy ∆, caused by the
spin-orbit interaction HSO=λLˆ · Sˆ, see Fig. 6.2(a). Often, only one component of orbital angular
momentum has nonzero matrix elements due to ligand-field hybridization and an uniaxial intrinsic
anisotropy along the z-axis is imposed by the negative D=−3
2
|〈g |Lˆz |e〉|2λ2/∆. The origin of this
magnetocrystalline anisotropy is explained in more detail in App. E.1. Hence, by probing the ligand
environment, the atomic electrons experience a broken spin symmetry.
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Figure 6.2. The origin of the magnetic anisotropy splitting of a high-spin ground multiplet.
(a) The atomic case, a spin-1 multiplet with quenched orbital moment with virtual spin-orbit scattering
into an excited state. (b) The spintronic case, a spin-1 QD with virtual electron tunneling into an attached
ferromagnet. (c) Generic model of a high-spin S=1 QD spin valve (see Sec. 6.2.1).
In spintronics, a very similar situation, depicted in Fig. 6.2(b), arises in a completely different
physical setting where spin-orbit interaction is negligible. Electrons localized in a high-spin (S >
1/2), spin-isotropic QD probe the broken spin symmetry in attached ferromagnets by virtual charge
fluctuations. These fluctuations result in a spin current, which transfers spin angular momentum
from the electrode to the QD, resulting in a spin torque. It can be described by replacing the
externally applied magnetic field in Eq. (6.5) by an effective dipolar exchange field introduced in
Sec. 2.3, which appears also in the high-spin QD setup sketched in Fig. 6.2(c). The physics can
be understood by first ignoring the second ferromagnet. Then, the dipolar exchange field B to the
leading order in the tunneling rate decomposes into a difference of two contributions B0 and B2
[142, 179] (cf. Eq. (2.20) in Sec. 2.3):
B = B0−B2, Bk = P
∫
−W
+W dω
2π
n Γ¯f(ω/T )
ω − (ε+ kU/2) . (6.6)
Here, P denotes the principal value integral and f(x)=1/(ex+1) is the Fermi function. Notably,
the exchange field, plotted in Fig. 6.3(a), depends on the gate voltage in an antisymmetric way,
B(ε) =−B(−ε−U), reversing its sign at the symmetry point ε=−U/2. The electron- (B0) and
hole-type (B2) fluctuations cancel there, as experimentally observed by Hauptmann et al. [196].
This is a generic feature of interacting QD spin valves [202] if spin-polarization effects of the
ferromagnets dominate [197]. Approaching the symmetry point, deep in the Coulomb blockade,
processes of higher order in Γ become increasingly important. These are responsible for inelastic
tunneling, as well as the Kondo effect, both being primary experimental tools in atomic-scale spin
detection [343, 104, 486] and manipulation [318]. The interplay of such processes with the exchange
field B(ε) has been analyzed [199, 202] and experimentally demonstrated for S = 1/2 molecular
[128], carbon-nanotube [196, 197] and indium arsenide [470] QDs.
However, for high-spin QDs, these processes result in a drastically different situation as we now
explain. For our S=1QD example, processes of the order Γ2, apart from inessential renormalization
of B(ε) [cf. Chap. 5], generate an additional spintronic anisotropy term of the same form as the
second term of Eq. (6.5). Its calculation is outlined in Sec. 8.6 and the result for this quadrupolar
exchange field D(ε) is plotted in Fig. 6.3(a). It takes a simple, approximate form in the regime
|ε+U/2|≪U/2 when we neglect the excited singlet state at energy |K | and assume a large band
width W ≫U≫T ≫ Γ¯ [as was also done in deriving Eq. (6.6)]:
D(ε) = −B0(ε)∂B0(ε)
∂ ε
−B2(ε)∂B2(ε)
∂(−ε) . (6.7)
The corresponding term in Eq. (6.5) generates a quadrupolar splitting. We find that in the Coulomb
blockade regime this D parameter is negative, i.e., the energy of the triplet axial spin states
|Sz=±1〉 is lowered relative to the planar spin state |Sz= 0〉, as sketched in Fig. 6.2(b). This is
entirely analogous to the uniaxial spin anisotropy typical to magnetic adatoms or molecules, cf.
Fig. 6.2(a). However, this anisotropy is induced by the proximity of the ferromagnet and displays
the characteristic properties of a spintronic exchange field: It is electrically tunable by the gate
voltage as shown in Fig. 6.3(a), and scales as D∝n2Γ¯2. It is thus enhanced with increasing tunnel
coupling Γ¯, similar to the Kondo effect (see below), but, by contrast, it is also enhanced with
increasing spin polarization n, which suppresses the Kondo effect.
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Figure 6.3. Effective exchange fields. (Real-time perturbation theory) (a) Dipolar B(ε) and
quadrupolar D(ε) exchange ﬁelds as a function of the QD level position (−ε ∝ Vg = gate voltage) at
zero bias voltage. Parameters: W = 1 eV, U = 100 meV, Γ¯/U = 0.01, T/U = 0.05, and n = 0.5. (b) Exci-
tation spectrum of a nanomagnet around the symmetry point as generated by the magnetic proximity eﬀect.
Importantly, Fig. 6.3(a) demonstrates that the quadrupolar field is a symmetric function of the
gate voltage with respect to the symmetry point, D(ε) =D(−ε−U). Therefore, the quadrupolar
splitting does not necessarily vanish there and it turns out that the electron and hole contributions
to Eq. (6.7) indeed add up, unlike in Eq. (6.6). Expanding B(ε) and D(ε) linearly around the
symmetry point, we find
B(ε) ≈ −2
π
n Γ¯
ε+U/2
U
, (linear) (6.8)
and
D(ε) ≈ − 1
π2
(n Γ¯)2
U
ln
2W
U
8 D∗. (constant) (6.9)
We thus obtain an all-spintronic superparamagnet described by Eq. (6.5) with a constant
anisotropy D∗ and a magnetic field that is linearly tunable by the gate voltage through ε, see
Fig. 6.3b. Close to the symmetry point, the quadrupolar field dominates over the dipolar one
in the gate voltage range |ε + U/2| ≪ δ ε 8 n Γ¯ ln(2 W /U)/(2π) proportional to the width
Γ¯ of the low-temperature Coulomb peaks. Accordingly, high-spin QD spin valves exhibit a tun-
able interplay of spintronics and nanomagnetism that is not possible for low-spin QDs. This,
in turn, opens the possibility for fast all-electric operations involving the spin, which are chal-
lenging for adatoms and single-molecule magnets.
Spectral signatures of spintronic quadrupolar splittings. Based on the perturbative
results (6.8) and (6.9), we expect a clear experimental transport signature of the spintronic
quadrupolar field for strong tunnel coupling Γ¯. The above considerations are readily extended
to the case of a junction of two ferromagnets with voltage bias Vb and parallel polarizations
(see Sec. 8.6.3). The spintronic fields B and D now also acquire a dependence on the bias voltage,
which is, however, negligible in the situation under discussion (see App. F.1). In order to address
the strong tunneling regime and to better estimate the achievable magnitude of D, we calcu-
late the equilibrium, spin-resolved local density of states (LDOS), see Sec. 3.1.1, using the exact
density-matrix numerical renormalization group (DM-NRG) method we introduce in App. A.2
This allows us to compute transport characteristics, while (i) including the singlet excited state
at finite energy |K | that we neglected so far, and (ii) taking into account the Kondo effect, which
also gains importance with increasing Γ¯ at low temperature.
To set the stage, we show in Fig. 6.4(a) the result for a spin S = 1/2 QD spin-valve model
(obtained by setting K =0), successfully used to analyze the spectroscopy of the dipolar exchange
field [196, 197]. Unlike for nonmagnetic electrodes, a Kondo peak forms only at the symmetry
point where the exchange field B induced by the ferromagnets vanishes [200, 199, 202]. The
finite-temperature precursor of the Kondo peak in Fig. 6.4(a) displays the measured, gate-voltage
dependent splitting [196].
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Figure 6.4. Spectroscopic features of spintronic anisotropy. (DM-NRG, calculation byM. Misiorny)
Dependence of the diﬀerential conductance dI/dVb at Vb=ω, approximated by the symmetrized equilibrium
spectral function A(ω), deﬁned by Eq. (3.6), on the energy ω and the level position ε close to the center of
the Coulomb blockade regime, ε=−U/2. (a) and (b) Spectral function for parallel ferromagnets with spin
polarization n=0.5 coupled to a spin S=1/2 single-level QD (K=0) in (a), and a spin S=1 QD (K<0) in
(b). Dashed lines in (b) represent the gap ∆E (see Fig. 6.3(b) and Fig. 6.6). (c) and (d) For the S=1 case,
relevant ω-cross-sections for several diﬀerent values of the tunnel coupling Γ¯ (c) and the spin polarization
n of the ferromagnets (d) are shown. In both (c) and (d), the left/right side of the ω-axis corresponds to
the regime dominated by the quadrupolar ﬁeld, |B(ε)| ≪ |D(ε)|, and the dipolar ﬁeld, |B(ε)| ≫ |D(ε)|,
respectively. Parameters: W =1 eV, U =100 meV, K/U =−0.01, T/U = 10−8, and in (a)-(b) Γ¯/U = 0.03.
For a high-spin S = 1 ground state (i.e., K < 0), instead of a peak, we find in Fig. 6.4(b) a
pronounced gap, which linearly increases as the gate voltage is detuned from the symmetry point.
This indicates a definite spin excitation, even close to the symmetry point where the influence of
the dipolar exchange field B on the high-spin QD is negligible. As illustrated in Fig. 6.3(b), the
observed excitation as a function of ε + U/2 is the telltale signature of uniaxial spin anisotropy
of the type predicted by Eqs. (6.5) and (6.7). By relating the gate voltage through Eq. (6.8) to
the magnetic field, this signature is seen to coincide with that of intrinsic anisotropy discussed
theoretically and observed experimentally in the transport through real magnetic adatoms and
molecules [346, 325, 322]. The failure to close the gap at the symmetry point in Fig. 6.4(b)
corresponds to a so-called ‘zero-field splitting’ [308] of such systems. During the excitation the spin
transits from the lowest axial state |Sz=±1〉 into the planar state |Sz=0〉, see Fig. 6.3(b). Direct
transitions between the axial spin levels are spin-forbidden and do not show up in Fig. 6.4(b).
Importantly, the different energy units on the left and right ω-axis in Figs. 6.4(c) and (d) reveal
that the DM-NRG gap is indeed of spintronic origin: It scales with Γ¯ and n as predicted by Eqs.
(6.8) and (6.9) for |B | ≫ |D | and |B | ≪ |D |, respectively. We note that only for much stronger
coupling the Kondo effect in Fig. 6.4(b) reinstates the characteristics similar to that in Fig. 6.4(a)
(see Fig. 6.8). Finally, the quadrupolar gap can also be extracted from the temperature dependence
of the transport quantities, see Fig. 6.10.
By attaching the ferromagnets we have thus obtained an artificial molecular magnet, whose
quadrupolar field D is strong enough to suppress the Kondo effect in a wide range of parameters,
as further investigated in Sec. 6.4.3. This is expected from the analysis [358, 354, 447] of the
destructive effect of intrinsic uniaxial anisotropy on the Kondo resonance [325, 322]. Notably, here
both these effects are generated by Γ¯, cf. Fig. 6.5. This has important experimental implications:
Not only does spintronic anisotropy modify an existing, intrinsic anisotropy barrier (induced by
spin-orbit interaction) [330], but it can even create such a barrier from scratch (without spin-orbit
coupling), thus generating the entire observed spin-excitation spectrum. Consequently, care must
be taken when using spin-polarized electrodes to search for signatures of intrinsic superparamag-
netism: Tunneling-renormalization effects, observed for electronic excitations [512], also affect the
quantitative extraction of intrinsic anisotropy parameters, in particular when the spin polarization
becomes significant, as desired in spintronics, and the tunnel coupling becomes strong. So far,
the parameters were chosen to enable a comparison of the results obtained by the complementary
methods used. Having established the scaling (6.9), we can now give a conservative estimate for the
spintronic anisotropy barrier: it can be as large as 0.04 meV, i.e. the gap 2|D∗| is clearly resolvable at
T ∼230 mK, see Sec. 6.4.4. This value is comparable with |D | in the range of tens of µeV for single-
molecule magnets, [308, 322, 323] while |D | can reach up to few meV for some adatoms [312, 316].
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Enhanced spin filtering. Finally, the spintronic quadrupolar exchange field can also be used
to enhance the linear-response spin filtering of electrons transported through a QD with zero dipolar
exchange field and average spin. Fig. 6.5(a) presents the linear conductance (DM-NRG) as function
of the tunnel coupling Γ¯ for fixed, intermediate temperature at the symmetry point where S= 0
(see App. F.2). We observe that with increasing spin polarization n of the ferromagnets, the value
of Γ¯ for which the Kondo unitary conductance is reached strongly increases. This shift is caused by
the spintronic anisotropy, evidenced by the finite quadrupolarization Qzz> 0 in Fig. 6.5(b), which
arises when |D∗(Γ¯)|≫T – well before the Kondo effect sets in. Interestingly, the conductance spin
polarization in Fig. 6.5(c) shows a corresponding peak that develops into a 100%-plateau for n
close to, yet still less than 1. But even for 50% polarized ferromagnets (n= 0.5) the conductance
spin polarization can be almost doubled if the temperature is further reduced, see Fig. 6.14.
This amplification of the conductance spin polarization is a hallmark of the exchange
quadrupolar field: in a broad, intermediate regime of Γ¯-values, the spintronic anisotropy gap |D∗|≫
T makes the planar spin state |Sz = 0〉 inaccessible at low energy, as depicted in Fig. 6.5(ii).
In consequence, tunneling induced spin-flip processes between the axial states |Sz = ±1〉 (Kondo
effect) are strongly suppressed, greatly enhancing the conductance spin polarization, see Sec. 6.5.1.
Such a behavior is absent in the results for S = 1/2 shown for comparison as thin curves in
Fig. 6.5(c): In this case, spin reversal does not involve a planar state. In summary, this enhanced
spin-filtering effect illustrates a promising synergy of spintronics and quantum magnetism.
This completes our overview of the proximity-induced spintronic anisotropy barrier and its
main spectral features that can be probed in experiments. These results show that an artificial,
electrically tunable quantum magnet is experimentally feasible. We next continue with a detailed
discussion of the parameter dependencies of the spintronic anisotropy (tunnel coupling, spin polar-
izations, charging energy, and temperature), substantiate the above findings by showing that
our model is generic for the generation of spintronic anisotropy, and round up our discussion by
outlining a few possible spintronic applications of the quadrupolar field.
Figure 6.5. Spin filtering. (DM-NRG, calculation by M. Misiorny) (a) Linear conductance G=G↑+G↓,
(b) average spin-quadrupole moment 〈Qˆzz〉 (normalized to its maximal value), (c) linear response spin
polarization of transported electrons, γ=(G↑−G↓)/(G↑+G↓), shown as a function of the tunnel coupling
Γ¯ for various values of spin polarization n of the ferromagnets at the symmetry point ε = −U/2. Solid
(thin) lines correspond to the spin S = 1 (S = 1/2) QD. Side diagrams (i)-(iii) illustrate schematically
the competition of the energy scales of temperature T (dashed lines), spintronic anisotropy D∗(Γ¯) (red)
and Kondo spin scattering TK(Γ¯, D∗(Γ¯)) (purple), as found by DM-NRG (see Sec. 6.4.3). Due to the Γ¯-
dependence, starting from thermal regime (i), ﬁrst |D∗(Γ¯)| rises faster, (ii), and ultimately the Kondo eﬀect
catches up, (iii). Parameters are as in Fig. 6.4, except for T =7.5 ·10−6 U ≈9 mK, which is smaller than the
temperature needed to resolve the maximally achievable gap 2|D∗(Γ¯)| in transport spectra of Fig. 6.4(b)
(i.e., for Γ¯ values just before the Kondo eﬀect sets in).
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6.4 Identification and strength of quadrupolar exchange field
A central question addressed by Sec. 6.3 is how far into the strong-Γ¯, low-T regime the real-time
diagrammatic (RTD) prediction of a quadrupolar term in the effective Hamiltonian Eq. (6.5) of the
high-spin QD spin valve remains valid, even qualitatively. For this reason, we show density-matrix
renormalization group (DM-NRG) results (calculation by M. Misiorny) for the same high-spin
model. However, at present there is no direct way of calculating an effective subsystem Hamiltonian
using this method. Therefore, we must resort to carefully inferring the presence of spintronic dipolar
and quadrupolar terms in Eq. (6.5) from their effect on quantities that are accessible with DM-
NRG, such as the current and differential conductance, their spin polarization and local quantities
such as the average spin and spin-quadrupole moment.
The discussion of the question about how the theoretical DM-NRG results demonstrate that
there is an effective non-zero quadrupolar term, naturally ties in with a second, central question:
How can one experimentally prove – based on the same physical quantities, but now their measured
values – that, e.g., a splitting of a feature in the differential conductance dI/dVb, is in fact of
spintronic origin and not intrinsic (due to spin-orbit coupling)? We answer both these questions
by considering the features in the DM-NRG local density of states (3.6), a first approximation
to the dI/dVb spectrum. We proceed in the following steps: In Sec. 6.4.1, we first discuss how to
determine the sign of the underlying D parameter. In Sec. 6.4.2., we next discuss which dependen-
cies on experimental parameters enable one to identify this parameter as spintronic, i.e., induced
by transport, rather than intrinsic. The interplay of the quadrupolar exchange field with the
Kondo effect is explored in Sec. 6.4.3 and three regimes are identified: (i) superparamagnetism, (ii)
superparamagnetic blocking, and (iii) Kondo screening. Finally, we give in Sec. 6.4.4 estimates
for the maximally achievable anisotropy, which can be as large as that of state-of-the art SMMs.
6.4.1 Identification of uniaxial quadrupolar term from transport spectra
In the paragraph “Transport signatures for intermediate coupling regime: inelastic cotunneling” in
Sec. 2.7, we explained that inelastic cotunneling (ICOT) spectra can be used to identify the intrinsic
spin-anisotropy splitting D of quantum magnets. Furthermore, the sign of D can be determined
by applying an external magnetic field: If the threshold voltage increases (decreases), one concludes
D<0 (D>0). In the case of interest here, both the anisotropy and magnetic field are of spintronic
origin . As a result, the exchange field B, Eq. (6.6), can be tuned approximately linearly with the
gate voltage around ε=−U/2 and is always collinearly aligned with the anisotropy axis (both the
direction of B and the axes of D are set by parallel axes of the magnetic moments of electrodes).
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Figure 6.6. Gate-voltage dependence of spin excitations. (DM-NRG, calculation by M. Misiorny)
To trace the gate-voltage position of the excitation in A(ω) shown in Fig. 6.4(a)-(b), we plot here the energy
derivative dA(ω)/dω. (a) The case of spin S=1/2 [K =0 in Eq. (6.1)]. At the symmetry point ε=−U/2,
one ﬁnds a Kondo peak, which splits approximately linearly due to the exchange ﬁeld B(ε) with the gate-
voltage detuning, cf. Eq. (6.8). Note that the peak can be identiﬁed by the black boundary between the red
and green features with the latter ones marking the inﬂection points. (b) The case of spin S =1 [K < 0 in
Eq. (6.1)]. Now, at the symmetry point one can see a pronounced gap, instead of the peak. The ﬁnite energy
spin excitation, indicated by the inﬂection point (the red and green features), shifts to higher energies with
the ε-detuning from the symmetry point. Because there is no excitation shifting towards smaller energies
we conclude that an ‘easy axis’ magnetic anisotropy is present, as explained in Fig. 2.16. The white dashed
lines mark the numerically exact position of the inﬂection point, i.e., the extremal value of dA(ω)/dω.
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The theoretical DM-NRG gap ∆E shown in Fig. 6.4(b) and in Fig. 6.6(b) displays a linear
increase without any additional splitting, see the caption of Fig. 6.6(b) for details on the determi-
nation of ∆E. This confirms that we have an ‘easy-axis’ anisotropy (D < 0) underlying the DM-
NRG calculations. Clearly, this identification can also be made in an experimental situation if
the differential conductance resembles Fig. 6.4(b). Particularly interesting from the experimental
point of view is that the direction of the easy axis of the spintronic anisotropy is known from the
ferromagnets’ polarizations and is controllable by a strong, externally applied (real) magnetic field
that reorients the ferromagnets’ polarization and is then switched off. This stands in contrast to
intrinsic spin-orbit induced anisotropy, which relies on the orientation of single-molecule magnet
on a surface or the detailed atomic structure surrounding an adatom.
In the theoretical DM-NRG calculations, we can furthermore independently infer the sign of
D from the sign of the positive value of Qzz plotted in Fig. 6.5(b): An elementary calculation
shows that it is a direct consequence of having a negative anisotropy term D < 0 in the effective
Hamiltonian in equilibrium, cf. paragraph “Spin-anisotropic Hamiltonian vs. spin-anisotropic state”
in Sec. 2.8.
6.4.2 Spintronic origin of quadrupolar field
Once a quadrupolar gap with a negative signature of D has been identified, one may conclude its
spintronic origin by checking the three following properties, two of which are plotted in Fig. 6.7.
1. Γ¯-dependence: The scaling of the energy axis in Fig. 6.4(c) [compare with Fig. 6.7(a)]
reveals that the DM-NRG gap indeed scales with Γ¯ as predicted by Eqs. (6.8) and (6.9).
Experimentally, this should appear as a clear dependence on the electrode distance in
scanning-probe experiments, as well as in two- and three-terminal mechanically controllable
molecular junctions [513, 514, 515].
2. n-dependence: According to Fig. 6.4(d) [compare with Fig. 6.7(b)], the DM-NRG gap
scales as predicted with the spin polarization n of the electrodes. Experimentally, this may
be tested conveniently in scanning-probe experiments where greater material/technique
flexibility of the magnetic tip’s preparation is available at the moment [103].
3. ε-dependence: In general, the gate-voltage dependence of the exchange fields are their
most characteristic feature. For the dipolar exchange field B this dependence was clearly
mapped out experimentally [196]. The gate-voltage dependence of D, however, becomes
pronounced in the regime where B dominates over D, as shown in Fig. 6.3(a). An external
magnetic field Bext is required to access the values of D(ε) for ε −U/2, see discussion of
Eq. (6.16) below.
Figure 6.7. Spintronic properties of spin excitations. (DM-NRG, calculation byM. Misiorny) Scaling
of the spin-excitation gap ∆E= |D(ε)|+ |B(ε)| [see Fig. 6.6(b)] calculated with DM-NRG. (a) Scaling with
the tunnel coupling Γ¯ for given spin polarization n. (b) Scaling with the spin polarization n for ﬁxed tunnel
coupling Γ¯. According to the RTD results (6.8) and (6.9), we expect B(ε)∝n Γ¯ and D(ε)∝ (n Γ¯)2. Indeed,
at the symmetry point ε = −U/2 where B = 0 (bullets), a scaling typical for D dominates, whereas for a
suﬃciently large ε-detuning from the symmetry point (squares) a scaling characteristic to B prevails. The
continuous lines are quadratic and linear ﬁts to the numerical data, respectively. The inﬂection points were
obtained from the curves shown in Fig. 6.4(c) and (d) of Sec. 6.3.
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6.4.3 Competition between spintronic anisotropy and Kondo effect
As it was mentioned in Sec. 6.3, the Kondo effect reinstates the characteristics similar to those
of a S = 1/2 system shown in Fig. 6.4(a), but only for large tunnel coupling Γ¯. Here, we discuss
this competition with the superparamagnetic blocking in detail, controlled by the experimental
parameters temperature T and tunnel coupling Γ¯.
Despite the zero average spin at the symmetry point ε = −U/2 [cf. Eq. (F.5)], a QD with a
spin S > 1/2 can still be found to have a superparamagnetically blocked state. This nontrivial
superparamagnetic spin state is characterized by
Qzz> 0 for ε=−U/2. (6.10)
In Fig. 6.8, we discuss the appearance of this superparamagnetism in the energy (bias) dependence
as the tunnel coupling is varied. Then, in Fig. 6.9, we show a full (T , Γ¯)-diagram. As mentioned in
Sec. 6.3 (but not shown there), the spintronic anisotropy can also be determined from its signatures
in the temperature dependence of various measurable quantities. This is illustrated in Fig. 6.10.
In all these figures three regimes can be distinguished, denoted by (i)-(iii) as in Fig. 6.5 and its
caption. Compare also with our introductory discussion in Sec. 2.7.
Figure 6.8. Comparison of spectral functions for a low- and high-spin quantum-dot spin-valve.
(DM-NRG, calculation by M. Misiorny) Spectral function A(ω) at the symmetry point ε = −U/2 for (a)
spin S=1/2 [K =0 in Eq. (6.1)] and (b) S=1 [K < 0 in Eq. (6.1)]. In both cases, suﬃciently large tunnel
coupling Γ¯ results in a zero-bias Kondo peak between the Hubbard peaks around ω≈±U . However, only for
S=1/2 the Kondo peak persists for arbitrarily small Γ¯, albeit with an exponentially vanishing width. For
S=1, on the other hand, this does not hold as the bottom panel demonstrates, where we plot relevant zoom-
ins of (a) and (b), using a logarithmic energy scale. We normalize A(ω) to A(0), the spectral function at the
smallest energy resolvable by the DM-NRG (i.e., at ω∼T ). Note that A(0) depends on Γ¯. One now clearly
distinguishes only two regimes for S=1/2 in (c) but three regimes for S=1 in (d). (i) Superparamagnetic
regime: Initially, for small Γ¯ we have T & |D∗(Γ¯)| and TK(Γ¯), so that A(ω) is a featureless elastic tunneling
curve. (ii) Superparamagnetic blocking regime: In (d) for intermediate Γ¯-couplings a quadrupolar gap arises,
scaling as ∝Γ¯2, for which the spectral function at ﬁnite energy ω & |D∗(Γ¯)| is large relative to A(0). This
regime is missing in (c). (iii) Kondo-screened regime: Ultimately, for large Γ¯ there is a Kondo peak at low
energy and the situation reverses, i.e., A(ω) <A(0), see plots (a) and (b). As in Fig. 6.6, the dashed line
in (d) indicates the position of the inﬂection point of A(ω), being the measure of the quadrupolar gap
∆E= |D∗|. To illustrate all possible regimes in a single calculation we assumed T/W = 10−9.
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Figure 6.9. Competition between spintronic anisotropy and Kondo effect. (DM-NRG, calculation
by M. Misiorny) The linear transport through an S = 1 QD spin-valve tuned to the symmetry point
ε = −U/2 is presented for n = 0.5. Various physical observables that distinguish the diﬀerent magnetic
regimes, cf. Fig. 6.8, are shown plotted as functions of (Γ¯, T ). The dashed lines are merely a guide for
eyes, and have the same relative position on all the plots to enable direct comparison of plots (a)-(d). (a)
The linear conductance G=G↑+G↓ shows a transition to the Kondo regime (iii). For high temperatures,
T & |D∗(Γ¯)|, the boundary depends on T . Below this threshold, however, the boundary becomes vertical,
i.e., T -independent and its position is determined by the condition |D∗(Γ¯)| ∼TK(Γ¯,D∗(Γ¯)). (b) The linear
conductance G – now normalized to its low-temperature value G0≡G (T/U = 10−8) – additionally reveals
the opening-up of the quadrupolar gap, which shows up as the border between regimes (i) and (ii). (c)
The average spin-quadrupole moment Qzz (normalized to its maximal value) also shows a transition to the
superparamagnetic regime (ii) along the sloped line where T ∼|D∗(Γ¯)|. Note that above the ‘cusp’ of regime
(ii) in this ﬁgure the transition to the Kondo regime in plot (a) becomes T -dependent. (d) The current
spin polarization γ=(G↑−G↓)/(G↑+G↓) allows one to most clearly distinguish the paramagnetic regime
(i). As noted in the caption of Fig. 6.5, lower temperatures are required to obtain enhanced spin ﬁltering
as compared to having a ﬁnite quadrupole moment: compare the boundaries of regime (ii) in (d) and (c),
respectively. See also Sec. 6.5.1 and the caption of Fig. 6.14. The comparison with corresponding values
for the S=1/2 case shown in Fig. 6.5(c) demonstrates that the system behaves as a free spin.
1. Superparamagnetic regime: Initially, for small tunnel coupling Γ¯, all energy scales fall
below temperature T ,
T & |D∗(Γ¯)|, TK(Γ¯, D∗(Γ¯)) (6.11)
with TK(Γ¯,D∗(Γ¯)) denoting the Kondo temperature (see below). Here, the spin behaves as
an (isotropic) superparamagnet, i.e., Sz=0 and Qzz=0.
2. Superparamagnetic blocking regime: For given temperature T , the superparamagnetic
blocking regime, Qzz> 0, is reached upon increasing the tunnel coupling Γ¯ when
|D∗(Γ¯)| & T , TK(Γ¯, D∗(Γ¯)), (6.12)
i.e., the quadrupolar gap exceeds the thermal energy scale. The condition |D∗(Γ¯)|=T defines
the sloped boundary between (i) and (ii) in Fig. 6.9. The NRG calculations show that this
line shifts up when increasing the polarizations n [center panel of Fig. 6.10], while it shifts
down upon raising the Coulomb energy U [right panel of Fig. 6.10], see Eqs. (6.14)–(6.15).
3. Kondo-screened regime: On the other hand, Kondo exchange processes tend to destroy
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the superparamagnetic state. For the situation of interest here, the singlet state at energy
∼|K | plays no role. We note that the triplet-singlet excitation can be identified as a bright
spot in the left-hand side corner of Fig. 6.9(b). As explained in the caption of Fig. 6.10, the
Kondo scale TK then depends not only on Γ¯, U (as usual [516]) and the spin polarization
n [199, 198], but also on the anisotropy splitting D∗(Γ¯), which in turn depends on Γ¯. In
consequence, as a function of Γ¯, the Kondo regime is thus reached only when Γ¯ satisfies
TK(Γ¯, D
∗(Γ¯)) & |D∗(Γ¯)|. (6.13)
The distinguishing feature of this condition is that, as long as Eq. (6.12) holds, it is inde-
pendent of temperature T , which corresponds to the vertical (ii)-(iii) boundary in Fig. 6.9.
The DM-NRG calculations furthermore confirm that the Γ¯-position of this vertical line shifts
to the right side when increasing spin polarization n as predicted by equations (6.14) and
(6.15) below, see Fig. 6.14: This suppresses Kondo exchange processes (see, e.g., Ref. [199]).
Figure 6.10. Influence of Coulomb interaction and spin polarization on the spintronic
anisotropy barrier. (DM-NRG, calculation by M. Misiorny) Left panel: Dependence of relevant hor-
izontal cross-sections of plots in Fig. 6.9 for the indicated value of temperature T on the Coulomb interaction
U . It shows that the increase of U results in the shift of the onset of the plateaus in (b) and (c) towards
larger values of Γ¯, which corresponds to the decrease of D. On the other hand, the drop of the plateaus
and concomitant saturation of the conductance in (a) prove that the Kondo temperature is also a function
of D, i.e., TK(Γ¯, U ,D∗(Γ¯, U)). Otherwise the onset of the Kondo eﬀect, determined simply by |D∗(Γ¯, U)|=
TK(Γ¯,U), would occur at a ﬁxed ratio of Γ¯/U . Recall that for the symmetric single-impurity Andersonmodel
[131] with S=1/2: TK
(1/2)
(Γ¯, U)=
1
2
Γ¯U
√
exp [−πU/(4 Γ¯)]. Center panel: (d)-(g) Temperature dependence
of the same quantities as above, i.e., vertical cuts through the corresponding plots in Fig. 6.9, shown for dif-
ferent values of spin polarization n. Conductance and current spin polarization data are normalized to their
values at temperature T =10−5 K. In the conductance, a low-temperature (Kondo-enhanced) peak appears
at T = |D∗|, which for very high spin polarization n turns into a step due to the loss of Kondo correlations.
Plot (e) shows that this feature indeed agrees with the onset of the spin-quadrupole moment induced by the
quadrupolar ﬁeld. The spin-ﬁltering enhancement by the quadrupolar ﬁeld, discussed in Fig. 6.5, also shows
up in the temperature dependence of the current spin-polarization γ in panel (f). Finally, plot (g) conﬁrms
the scaling with the polarization n given by Eq. (6.9), but now for the T -dependent signatures. Right panel:
Analogous to the center panel, except that the dependence on the Coulomb interaction U is now shown.
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6.4.4 Estimation of experimentally achievable spintronic anisotropy
In Sec. 6.3, we restricted the parameters employed for calculating Figs. 6.3 – 6.5 to enable a
comparison of the results obtained by the two complementary methods that we use, the real-time
diagrammatic technique (RTD, see Sec. 3.5) and density-matrix renormalization-group approach
(DM-NRG, see App. A.2). Here, we present estimations of the experimentally achievable energy
scale for D∗ corresponding to the symmetry point ε = −U/2. We start from the relation (6.9)
extended to the case of two electrodes and reads:
|DRTD∗ | ≈ ηRTD×n2 Γ¯
U
Γ¯ with ηRTD≈ 0.41× ln
(
2W
U
)
. (6.14)
The logarithmic factor is valid only for U≪W and provides an enhancement, i.e. ln (2W/U)> 1.
Using the DM-NRG we can calculate the gap |D∗| for arbitrary W/U . Since the dependence onW
is very weak (logarithmic) we now discuss the parameter dependence for the fixed ratio W/U = 10
used in Sec. 6.3. Using the DM-NRG we find numerically that
|DNRG∗ | ≈ ηNRG×n2 Γ¯
U
Γ¯ with ηNRG≈ 0.037× ln
(
2W
U
)
. (6.15)
The coefficient ηNRG has been obtained by fitting the above equation (with error less than 1%)
to the data points (bullets) in Fig. 6.7(b), and for comparison ηRTD≈ 1.21. The difference in the
coefficients is expected for various reasons: (i) Equation (6.14) neglects a correction of the first order
relative to ln (2W/U) which tends to decrease |D∗|. (ii) In the RTD calculation we excluded the
singlet excited state, which further reduces |D∗|. Equation (6.14) thus presents an upper bound
in the limit of weak tunnel-coupling. The |K | dependence is explored in Fig. 6.11, recovering
D∗=0 for K =0 as expected (S=1/2 case). We set in the numerical computations K =−1 meV,
which is a large, but still experimentally feasible value [366, 351]. Figure 6.11 shows that the main
conclusions remain qualitatively valid also for smaller magnitudes of the Heisenberg interaction
K. However, the larger values of K also facilitate the comparison with the analytical real-time
diagrammatic calculations which are tractable only for |K |→∞. (iii) The estimation of |D∗| from
the DM-NRG results is based on the low-energy inflection point of the spectral function, which
gives a lower bound to |D∗| [see discussion of Eq. (6.16) below].
Figure 6.11. Influence of the Heisenberg interaction on the spintronic anisotropy. (DM-NRG,
calculation by M. Misiorny) Spectral function A(ω) at the symmetry point ε=−U/2 shown as a function
of the strength of the ferromagnetic Heisenberg interaction |K |, with other parameters the same as in Fig.
6.4(b), the white arrow indicating the value of |K | used there. The dashed lines mark the position of peaks
associated with (A) the triplet-singlet excitation at energy |K | and (B) the quadrupolar gap |D∗|. Our
spintronic mechanism allows for an anisotropy parameter whose magnitude |D∗| increases with the triplet-
singlet excitation gap |K |: the better deﬁned the high spin is, the more anisotropic it becomes. By adjusting
the tunnel coupling Γ¯ and spin polarization n, the anisotropy |D∗| can bemade a sizable fraction of |K |. This
adjustment involves a nontrivial dependence of the interplay with the Kondo eﬀect, see in Sec. 6.4.3. We note
that for any anisotropic spin system, either real single-molecule magnets/adatoms, or spintronic quantum
magnets introduced in Sec. 6.3, it is of no use to have an anisotropy value |D∗| close to or larger than |K |: In
this case, |K | becomes the limiting factor for applications (spin-ﬂips destroy the large spin), rather than |D∗|
(large spin is reoriented). Finally, we also note that increasing the gap |K | to the excited spin state – even
when this state is already out of reach – is advantageous since it enhances the spintronic anisotropy further.
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The achievable magnitude of the quadrupolar gap |D∗| then relies essentially on two factors
whose experimental values we discuss now:
1. Junction parameters Γ¯ and U : The maximal achievable tunnel coupling Γ¯ is probably
the most tunable parameter of all and as a rule it increases as the dimension of a QD
device is reduced. Notably, the ratio U/Γ¯, larger than 2 in typical experiments, is quite
similar for a wide range of QDs with drastically different absolute values of Γ¯. For instance,
in semiconductor QDs [120, 121, 517, 518, 102, 351, 519] Γ¯ . 0.5 meV and U hardly ever
exceeds a few meV. In carbon-nanotube QDs [99, 122, 196, 197, 520] Γ¯ and U can vary in a
significantly broader range with U even reaching tens of meV [521, 522] (typically U ≈5−20
meV/L[µm] [523, 524] depending on the length L of the nanotube captured between the
contacts). In molecules and adatoms, one expects that U achieves values on the eV scale, and
this can indeed be observed [124, 128, 525, 353]. However, the proximity to metal electrode
surfaces not only increases Γ¯, but also leads to significant diminishing of molecular energy
scales due to image charge and polarization effects [526]. For this reason, molecular QDs can
also show rather low U values depending on junction details [527], e.g., U∼30−40 meV and
Γ¯∼ 6−35 meV (depending on the charging state) in Ref. [528]. A strong dependence of the
transport gap (the effective HOMO-LUMO gap to which U contributes) on the electrode
spacing has been demonstrated in three-terminal mechanically-controlled break junctions
[513, 514, 515]. Thus, large values of tunnel coupling Γ¯ with restricted ratios of Γ¯/U can be
achieved in nanoscale QDs and make them attractive for generating spintronic anisotropy.
2. Electrode spin polarization n: The maximal value of the spin-polarization factor n2
in equations (6.14) and (6.15) presents the limiting factor for achieving large spintronic
anisotropy. Naively, one may expect it to be set by the type of material used for fabricating
electrodes. In general, for metallic ferromagnetic metals [529, 530], one can find n∼0.4−0.6,
while for half-metallic ferromagnets (e.g., some Heusler compounds, zinc-blend structure
materials, and some magnetic oxides) at low temperature n can be even larger, reaching in
principle the limit of n∼1, see Chap. 5 of Ref. [95]. However, low-temperature experiments
on junctions involving magnetic electrodes turned out to be challenging, reporting lower
values of n: In experiments with carbon nanotubes, n ≈ 0.1 for contacts made from PdIn
alloy [197], n ≈ 0.2 for PdNi alloy [481] or pure Ni [196, 531], and n ≈ 0.3 for Co [479].
In addition to material properties, in junctions created with a scanning probe, the spin
polarization of the tip can also be modified by different methods of preparation [103].
For instance, for tips from bulk ferromagnetic metal, such as Fe, a spin polarization n ≈
0.4 − 0.5 has been observed (and half of that value for Cr). On the other hand, spin
polarizations of the order of 0.3 for a single magnetic apex atom (Fe or Mn) and 0.4 for
multiple atoms attached to the tip apex (in external magnetic field) have been found hitherto
[318]. This method has been suggested [532] to be able to produce n≈ 0.8. Similarly high
spin polarizations are observed for half metallic electrodes [153]. Still, there is room for
improvement and promising routes have been suggested.
Next, in order to estimate the maximal achievable magnitude of |D∗|, we need to investigate
the nontrivial dependence of the spintronic anisotropy on tunnel coupling Γ¯ and the Coulomb
interaction U . Fig. 6.12 shows that due to the competition of the Kondo effect and the spintronic
anisotropy, discussed in Sec. 6.4.3, the perturbative enhancement of |D∗| with increasing Γ¯ and
decreasing U , as predicted by Eq. (6.14), is stopped as soon as the Kondo effect is restored. This
leads to a saturation of |D∗| at the following approximate value, read off from Fig. 6.12(b)-(c),
|D∗| = 0.02− 0.04meV for K =−1meV, W =1 eV, and n= 0.9, (6.16)
which cannot be overcome by further tuning of Γ¯ and U . Note that for higher (lower) values of n
the Kondo effect is additionally suppressed (enhanced) and the saturation value D∗ of is higher
(lower). Increasing (decreasing) |K | also enhances (suppresses) |D∗|. The value (6.16) is promising
in view of the values obtained for state-of-the-art single-molecule magnets, both for bulk values
of, e.g. |D | ≈ 0.052 meV for Mn12 complexes [319], |D | ≈ 0.053 meV for Mn6-complexes [321],
|D |≈ 0.019 meV for Fe8 complexes [320], and also in transport setups, e.g., |D | ≈ 0.056 meV for a
Fe4 molecule embedded in three-terminal device [322, 324], or |D |≈ 0.06 meV for a Mn12 molecule
grafted on an insulating born nitride monolayer on Rh and studied by means of scanning tunneling
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spectroscopy [323]. Such experiments are challenging since molecular magnets often lose their
magnetic anisotropy when deposited on a metal surface as required for device applications [533, 495,
338, 323]. In our spintronic approach the anisotropy is generated (rather than lost) when a high spin
system is incorporated into a spin-valve device structure. Individual magnetic adatoms, which have
been studied on various substrates [312], display a much wider range of the D parameter values. In
particular, their uniaxial anisotropy constant can be as small as for single-molecule magnets (e.g.,
|D | ≈ 0.04 meV for a Mn adatom deposited on an insulating Cu2N layer [316, 318]), but it can
also reach significantly larger values of the order of few meV (e.g., |D |≈ 1.55 meV for a Fe adatom
[316] or |D | ≈ 2.75 meV for a Co adatom [325] – both deposited on an insulating Cu2N layer,
and the latter one exhibiting the ‘easy-plane’ type anisotropy). The above conservative estimate
(6.15) for the spintronic quadrupolar gap corresponds to an anomalous inelastic cotunneling gap
at the symmetry point of 2|D∗|= 80 µeV, which through kBT ∼ 80/4 µeV =20 µeV translates to a
temperature T ∼230 mK. For this temperature the gap should be clearly visible. In high-resolution
experiments (using, e.g., lock-in techniques) we expect weaker signatures to appear already at
higher temperatures. Note that in our estimate we accounted for a 4kB T broadening of the Fermi-
Dirac distribution of electrons, as well as for the factor 2 in front of |D∗|, the relevant splitting being
that between the spectral function peaks at Vb=ω=±|D∗|, as indicated in Fig. 6.4(b) of Sec. 6.3.
In order to complete the discussion of achievable magnitudes of |D∗|, we also address how
robust the quadrupolar gap is to modifications of the model. We first consider how |D∗| is affected
by the impurity spin Simp: We compare in Fig. 6.13(a) the quadrupolar gap at the symmetry
point ε = −U/2 obtained for a minimal-spin (Simp = 1/2) impurity in Fig. 6.4(b) with cases for
Simp=1, 3/2, and 2. This corresponds to a total high-spin ground state with S=3/2, 2 and 5/2,
respectively. We find that with increasing Simn the size of the gap |D∗| also grows, see Fig. 6.13(b).
Furthermore, our simple model can also be extended to encompass the case of a two-level QD,
i.e., by replacing the immobile impurity with a second orbital level for a mobile electron. Intra-
and inter-level charging energies (both taken equal to U) ensure that in the doubly-occupied charge
state a single electron resides in each level, and their spins are assumed to be coupled by the same
Figure 6.12. Estimation of experimentally achievable spintronic anisotropy. (DM-NRG, calcu-
lation by M. Misiorny) Dependence of the quadrupolar gap ∆E = |D∗| on the Coulomb interaction U for
several values of tunnel coupling Γ¯ and large spin polarization n= 0.9. The gap ∆E is extracted from the
DM-NRG spectral function A(ω) in the same way as in Fig. 6.7. (a) An example of the evolution of the
spectral function with U : the quadrupolar feature in the inelastic tunneling can take the form of a stepped
curve, a Kondo-enhanced peak or a combination of both. Note that the meaning of A(0) is the same as
in Fig. 6.8. (b) The gap ∆ E extracted from the low-energy inﬂection point. (c) Peak position ωp of the
quadrupolar spectral feature. (d) Peak height normalized to the zero-energy value A(0) (cf. caption Fig.
6.8). The inﬂection point in (b) provides the safest and most robust measure of the quadrupolar gap, since
it tends to underestimate the magnitude |D∗| and it is always present, in contrast to the peak, which may
vanish, especially for small U , see plot (d). Since in many cases the step and peak width are comparable with
the size of the gap |D∗|, there is a substantial diﬀerence in these two measures of the quadrupolar splitting.
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Figure 6.13. Generic nature of the model: higher spin values and charge fluctuations of
the impurity. (DM-NRG, calculation by M. Misiorny) (a) Dependence of the spectral function A(ω) at
the symmetry point ε = −U/2 on energy ω for models with diﬀerent values of the impurity spin Simp as
indicated. Colored dots mark the position of inﬂection points (blue dots) and peaks (red dots) of A(ω)
[which is a symmetric function of ω]. As previously, we use the inﬂection points as a conservative estimate
of the quadrupolar gap∆E= |D∗|. Note that the black (top) curve in (a) is a cross-section of Fig. 6.4(b).(b)
Dependence of the inﬂection point energy position on the impurity spin Simp. (c) Same as (a) but for the
model of a two-level QD with two orbitals equally coupled to a single ferromagnetic electrode, assuming
for simplicity equal inter- and intra-dot charging energies equal to a large value of U . (d) The normalized
spectral function A(ω)/A(0) for the two-level QD shows the same quantitative behavior as Fig. 6.8(d) for an
immobile impurity Simp=1/2: We superimposed the white-dashed line indicating the inﬂection point of the
latter ﬁgure. The only diﬀerence arises in the tunnel-coupling regime corresponding to a small portion of the
dashed line extending beyond the red boundary of the yellow region. In order to facilitate the comparison
between diﬀerent cases the same parameters as in Fig. 6.4(b) were used for (a)-(b), while for (c) a smaller
value of the tunnel coupling Γ¯ had to be employed to avoid onset of the Kondo eﬀect mentioned earlier.
ferromagnetic Heisenberg interaction6.2, see Fig. 6.13(c). In this model the impurity is thus subject
to the most extreme perturbation due to charge fluctuations. Nevertheless, our calculations confirm
the general expectation that the quadrupolar gap should appear in any type of system with a
well-separated high-spin ground state. In fact, the gap is exactly the same as for the immobile
impurity model [compare Figs. 6.8(d) and 6.13(d)]. The only effect of the charge fluctuations is
that the Kondo effect kicks in somewhat earlier, cf. Fig. 6.13(d), as evidenced by the significant
augmentation of the peaks at the quadrupolar gap in Fig. 6.13(c).
To conclude our discussion of the feasible spin-anisotropy barrier, we emphasize that our above
estimate is still conservative in the following four respects:
1. We used the inflection point of the spectral function to extract the magnitude of the
quadrupolar D∗ parameter, instead of the peak due to Kondo-enhancement of the inelastic
tunneling that overestimates |D∗| (see caption of Fig. 6.12).
2. For simplicity, we have assumed a half-bandwidth W of 1eV as a reference energy scale.
Clearly, larger magnitudes of D∗ can be achieved when all parameters are rescaled: for a λ-
times larger bandwidth, the value at which D∗ saturates is λ-times larger as well.
3. We used a minimal value of the impurity spin Simp= 1/2 and therefore the smallest total
spin S=1 larger than 1/2. For larger total spins S>1 the spintronic anisotropy gap is larger.
4. Finally, we note that what is estimated above is the minimal magnitude of the negative
D parameter achieved at the symmetry point, i.e., D∗=D (ε=−U/2), see Fig. 6.3. One
may expect larger magnitudes of D to be accessible when an external magnetic field Bext
is used to compensate the dipolar exchange field B. As shown in Ref. [197], this shifts the
symmetry point to values of ε close to the single-electron tunneling resonances where D(ε)
has a larger magnitude while still being negative, see Fig. 6.3(a). A theoretical analysis of
this is, however, beyond the scope of the present study.
6.2. For practical reasons, we analyze the situation when both QD are tunnel-coupled equally to a single
ferromagnetic electrode. For details how the spectral functions are deﬁned and calculated here see Refs. [534] and
[330].
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6.5 Applications of quadrupolar exchange field
We next discuss several potential applications of the quadrupolar field: In Sec. 6.5.1, we discuss a
spin-filtering effect that emerges even for zero average spin on the QD. We outline in Sec. 6.5.2 the
on-demand bistability granted by the fruitful interplay of the dipolar and quadrupolar field, which
can be used to both switch and stabilize the QD spin all-electrically. This extends the capabilities
of low-spin systems in which only electric switching has been achieved. Finally, we expound the
magnetic switching of the spin-anisotropy barrier when tuning the spin valve from the parallel to
the antiparallel magnetic configuration. This switching behavior is reflected by the TMR, which
changes sign as a function of temperature. The TMR is therefore also useful to probe the interplay
with an intrinsic spin-anisotropy barrier, which cannot be switched magnetically.
6.5.1 Spin-filtering effect
We next elucidate the enhancement of the current spin-polarization in Fig. 6.5 due to the spin-
tronic quadrupolar field and show the temperature evolution of that figure. First of all, a general
indication that the spin-filtering is due to the quadrupolar field stems from the fact that this field
is always absent for S =1/2, since in this case Qˆzz≡ 0, i.e., a spin-1/2 system does not ‘support’
a spin-quadrupole moment (see Sec. 4.3.2). To be more precise, the crucial difference between
a spin-1/2 and a spin-1 system is the quadrupolar degree of freedom Qˆzz, both in the effective
Hamiltonian Eq. (6.5), Heﬀ=B Sˆz+D Qˆzz, and in the reduced density operator describing its state
ρ=
1
3
1ˆ+
1
2
Sz Sˆz+Qzz Qˆzz, cf. Refs. [172, 363] and Sec. 8.6.1.
Second, the side panel (ii) of Fig. 6.5 illustrates the effective scheme of the spin-triplet S = 1
energy levels in the superparamagnetic blocking regime. The spintronic anisotropy barrier |D∗|
suppresses tunneling-induced spin-flip transitions between the axial states |Sz=±1〉 and the planar
state |Sz=0〉, which effectively leads to decoupling of the former two states. In linear response to
the bias voltage an asymmetry develops which at low T ≪ |D∗| immediately leads to a complete
Figure 6.14. Temperature dependence of spin-anisotropy spin filtering. (DM-NRG, calculation by
M. Misiorny) Each ﬁgure shows horizontal cuts through Fig. 6.9(a), (c), and (d) and how they develop with
changing spin-polarization n of the ferromagnets. Parameters are as in Fig. 6.5, except for the temperature
(indicated in top ﬁgure for each column). Upper panel: Linear conductance G, center panel: average spin-
quadrupole moment Qzz (normalized to its maximal value), lower panel: linear-response spin polarization of
transported electrons, γ, as a function of the tunnel coupling Γ¯. Note that the spin-ﬁltering eﬀect vanishes
at a temperature scale that is smaller than the scale at which the quadrupolarization Qzz is suppressed,
see for example the evolution of the orange curves.
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domination of one spin-channel for scattering through the high-spin QD. This high sensitivity to
the bias has been discussed in Ref. [535] for intrinsic anisotropy, see in particular Fig. 2 of that
reference (compare black dashed and solid lines of the bottom plots). This asymmetry is lifted as
soon as the Kondo scale exceeds |D∗| and the both channels start playing a role, reducing ultimately
the spin polarization of current to zero. In consequence, it is the possibility of ‘taking out’ the
intermediate planar state |Sz = 0〉 that prevents the high spin S ≥ 1 from reversing and thereby
allows it to act as a perfect spin-filter. A low spin S=1/2, by contrast, can always be flipped.
This picture is confirmed by the temperature dependence of the spin filtering discussed above
in Figs. 6.9 and 6.10. In Fig. 6.14, we show cross-sections of these figures in the same fashion as
in Fig. 6.5 to illustrate the temperature evolution of that figure. As T is increased, the values
of Γ¯ required to achieve superparamagnetic blocking [|D∗(Γ¯)| ≥ T , cf. Eq. (6.12)] grows, to the
point where T and |D∗(Γ¯)| coincide with the Kondo scale and the superparamagnetically blocking
disappears (see Sec. 6.4.3), see for example the evolution of the orange curve (n = 0.25) in the
plot for the average Qzz in Fig. 6.14 when the temperature is increased from the left to the right
column. As noted in the caption of Fig. 6.5, the spin-filtering effect vanishes at a temperature scale
that is larger than the scale at which the average quadrupolarization Qzz is suppressed. There
is thus a range of temperatures for which the quadrupolar gap stays intact but the spin filtering
effect vanishes [see also Fig. 6.9(d)].
6.5.2 On-demand bistability: writing and storing spin
In this section, we comment on the electrical control offered by the spintronic dipolar and
quadrupolar exchange fields B and D, mentioned at the end of Sec. 6.3. It was experimentally
demonstrated by Hauptmann et al. [196] that electrical gating can be used to switch a spin S =
1/2 using the dipolar exchange field on a carbon-nanotube QD by tuning from one side of the
symmetry point to the other. This type of electric control over the exchange field allows for
much faster spin operations than with external magnetic fields. However, by tuning to the sym-
metry point at ε = −U/2 the written spin could not be safely stored after switching off the
exchange magnetic field: At this point the Kondo effect, another consequence of the tunneling
coupling to the ferromagnets, strongly perturbs the spin by resonant spin-exchange processes.
Our results show that by simply increasing the length of the spin of the QD to S = 1, while
keeping the same basic device setup, a well-defined regime around the symmetry point is created
where a spintronic magnetic anisotropy barrier protects the spin from environmental perturbations.
In Fig. 6.15, we schematically depict the stability diagram, as mapped out in Ref. [196], and
Figure 6.15. Writing and storing spin. (a) Schematic stability diagram of the high-spin valve, i.e., a
gate- and bias-voltage plane, where for simplicity we take ε = −Vg. Indicated are the Coulomb blockade
boundaries (black diamond edges), the excitation energy positions of the high-spin QD states [green lines,
cf. Fig. 6.4(c)], and – for completeness – the singlet inelastic cotunneling and connected single-electron
tunneling excitation at |Vb|= |K | (dark green lines). (b) Corresponding energy diagram along the zero-bias
line in (a). At the ‘store’ point, the written axial spin states |Sz=±1〉 are energetically degenerate, while
protected by the quadrupolar gap |D∗| against undesired spin reversal via the planar spin state |Sz = 0〉.
Note that for clarity in both schematics the energy scales are exaggerated.
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indicate the quadrupolar-protected regime that is bounded by conditions on the gate-voltage,
|ε+ U/2| ≪ δ ε= n Γ¯ ln (2W/U)/π = π |D∗|U/4 Γ¯, and on the bias voltage |Vb| ≪ |D∗|. Keeping
a fixed, low bias |Vb| ≪ |D∗|, the spin can thus be rapidly switched by electrically gating from a
neutral ‘store’ point (ε=−U/2) to ‘write’ a spin ‘up’ (ε<−U/2− δ ε) or ‘down’ (ε>−U/2+ δ ε),
and then returned to the ‘store’ regime where |B |≪|D∗| but neither the Kondo effect nor any other
perturbations on energy scales less than |D∗| can affect it. We emphasize that both this writing and
storing functionality is ‘built-in’ by simply connecting a QD with S=1 to ferromagnets. This is a
striking illustration that cotunneling processes may in fact lead to interesting, new functionality
(superparamagnetic blocking), instead of just being a limiting factor in device operation [536]
(charge noise).
6.5.3 Magnetic switching, interplay with intrinsic anisotropy, and TMR
We finally investigate what happens when we switch the ferromagnets’ spin-polarization vectors
from the parallel (P) to the antiparallel (AP) configuration. Importantly, the spintronic anisotropy
vanishes for the AP configuration as the contributions from the two electrodes cancel each other:
The QD then effectively couples to a non-magnetic electrode6.3 (see also Sec. 8.6.1). One can
thus magnetically switch off the spintronic anisotropy by reversing the relative alignment of the
polarization vectors of the spin-valve device.
This magnetic tunability – in addition to the electric tunability – is a key feature that could
possibly be utilized to distinguish the spintronic anisotropy experimentally from the intrinsic
anisotropy generated by spin-orbit coupling (for the latter see App. E.1). So far, we focused
our discussion of the quadrupolar gap entirely on nanoscopic systems in which the intrinsic spin
anisotropy is negligible. However, the natural question what happens when both spintronic (D)
and intrinsic (DSO) anisotropies are present is a complicated one. Here, we merely illustrate the
importance of their interplay, we add to Eq. (6.1) an intrinsic spin anisotropy term DSO
(
sˆz +
Sˆimp,z
)
2 with the same signature as the spintronic one, DSO6 0. Since the intrinsic anisotropy is
not affected by the magnetic configuration of the spin-valve, when changing from the P to the AP
orientation one expects distinctive features in the conductance that signal the coexistence with the
spintronic anisotropy, which is present only in the P case. The experimentally relevant quantity to
identify changes in transport properties of a system in the two magnetic configurations of electrodes
is the tunnel magnetoresistance factor (TMR), defined as [cf. Sec. 2.1]
TMR =
GP−GAP
GAP
with GP/AP=G↑
P/AP
+G↓
P/AP
, (6.17)
where GP/AP (Gσ
P/AP
) is the linear conductance (for spin σ= ↑, ↓).
In Fig. 6.16(a), we present the TMR, calculated using the DM-NRG, as a function of tem-
perature for indicated values of the intrinsic anisotropy DSO. For the case of pure spintronic
anisotropy (DSO=0, black curves in Fig. 6.16), the TMR is a monotonic function of temperature
with a smooth step appearing around the temperature where thermal excitations across the spin-
tronic quadrupolar gap |D∗| are frozen out. This corresponds to a steep drop of the conductance
with decreasing temperature in the P configuration, see Fig. 6.16(b), and coincides with the
appearance of a finite average quadrupole moment Qzz, see Fig. 6.16(c). On the contrary, the
conductance for the AP orientation does not prominently change at this energy scale, besides
showing a smooth increase when the temperature is lowered, see Fig. 6.16(d). This reflects the
absence of a quadrupolar field in this case, as evidenced by the zero average quadrupole moment6.4
Qzz for all temperatures, see Fig. 6.16(d).
6.3. We note that when the electrodes have antiparallel spin-polarization vectors, one has to modify the param-
etrization of the reservoir spectral functions given by Eq. (6.4) as: Γ¯σ
L=(Γ¯/2)(1+ σn) and Γ¯σ
R=(Γ¯/2)(1− σ n).
6.4. At the symmetry point, there is no dipolar ﬁeld, which corresponds to a zero average spin for either
conﬁguration of the spin valve, and consequently we can restrict the discussion to the quadrupole moment as before.
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Figure 6.16. Interplay of spintronic and spin-orbit induced (intrinsic) spin anisotropy. (DM-
NRG, calculation by M. Misiorny) (a) The tunnel magnetoresistance factor TMR=(GP −GAP)/GAP as a
function of temperature T at the symmetry point ε=−U/2 for several values of the intrinsic uniaxial spin
anisotropy constant DSO. (b), (d) Linear conductance G = G↑ +G↓ and (c), (e) average spin-quadrupole
moment Qzz normalized to its maximal value for parallel (left column) and antiparallel (right column)
magnetic conﬁguration of the system. Note that in the pure spintronic limit (DSO=0), the spin-quadrupole
moment is exactly zero in the antiparallel conﬁguration [black curve in (e)]. Except for the values of DSO,
the temperature T , and the polarization n= 0.75, all parameters are the same as for Fig. 6.4(b)
Clearly, when introducing intrinsic anisotropy DSO 0, the TMR shows a pronounced qualita-
tive change: Upon lowering T the TMR now shows an additional stepwise increase followed by a
saturation at a value larger than the TMR value for DSO=0. Since the intrinsic anisotropy exists
in both the P and the AP configuration, the conductance reaches a plateau for low temperatures in
both cases with, however, different saturation temperatures due to the presence of the spintronic
anisotropy only in the P configuration. The corresponding energy scale for the P configuration
is set by the combination of intrinsic and spintronic anisotropy, whereas in the AP configuration
the latter is absent. This characteristic two-step behavior of the TMR, distinctly exemplified, e.g.,
by the orange curve in Fig. 6.16(a), allows the spintronic anisotropy to be detected even in the
presence of an intrinsic one of comparable magnitude. We note that for reasons of consistency we
have used the theoretically-motivated parameters of Sec. 6.3. As mentioned there, achievable values
of the spintronic anisotropy are conservatively estimated to reach values as large as 0.04 meV and
the temperature scales in Fig. 6.16 will change accordingly, see Sec. 6.4.4.
6.6 Summary and outlook
In this Chapter, we have predicted a spintronic way to generate a spin anisotropy à la atomic
and molecular magnetism. Instead of the spin-orbit coupling intrinsic to atoms and molecules, the
crucial ingredient for this externally-induced anisotropy is a tunnel coupling to a spin-anisotropic
environment. The latter is sensed by spin-dependent virtual fluctuations of electrons and holes con-
fined in a nanoscale setup. The resulting quadrupolar exchange field has been shown to dominate
over the dipolar exchange field in the vicinity of the particle-hole symmetry point where particle
and hole fluctuations contributing to the dipolar field extinguish each other, while they add up for
the quadrupolar field.
We suggest to probe the corresponding induced energy gap in the QD level spectrum by inelastic
cotunneling spectroscopy. We demonstrated the experimental feasibility of such a probing in the
intermediate coupling regime by density-matrix numerical renormalization group (DM-NRG) cal-
culations by M. Misiorny. The DM-NRG calculations further confirm the predictions from our
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perturbative approach concerning the quadratic scaling of the gap ∼n2Γ2 with spin polariza-
tion n and tunnel coupling Γ and the logarithmic-algebraic scaling with the Coulomb interaction
∼ ln (const./U)/U . The DM-NRG method allows further to explore the interplay with the Kondo
effect: We show that uniaxial anisotropy splittings |D | ∼ 0.04meV as large as that of state-of-the-
art molecular magnets are possible. This requires stronger tunnel couplings Γ that are still low
enough for the Kondo effect to be suppressed sufficiently.
For nanospintronic applications, the spintronic anisotropy offers new perspectives for magnetic
memories: We explain how to utilize the quadrupolar field as a new means for fast, electrical
control of nanomagnetic memory cells, allowing even for on-demand bistability. In view of these
promising results, it would be interesting to compare predictions for the spintronic anisotropy
for different band structures of the ferromagnets. For example, recent studies [197] indicate that
ferromagnets described by a Stoner model (see Sec. 4.2) show a shift of the compensation point
where B = 0 as compared to ferromagnets described by a constant spin polarization. The latter
is assumed throughout this Chapter. Thus, for other band structures, larger magnitudes of |D |
could become accessible at the compensation point. Moreover, quadrupolar effects from spin-
dependent interfacial phase shifts [203] or RKKY interactions with conduction electrons [141] for
high-spin QDs might additionally contribute to the tunneling-induced spin anisotropy, a topic that
is theoretically fully unexplored.
Another alluring direction of investigation would be to explore the interplay of spintronic and
intrinsic anisotropy in more detail than in our final Sec. 6.5.3: Could the spintronic anisotropy, for
example, be used to electrically switch off an existing intrinsic anisotropy? Or conversely, to which
extent could intrinsic plus spintronic anisotropy boost the spin-anisotropy barriers of SMMs? Also,
studying the effect of an external magnetic field could be interesting as an alternative means to
shift the compensation point in the stability diagram away from ε=−U/2. As Fig. 6.3 illustrates,
the spintronic anisotropy takes even larger values for other level positions ε, i.e., the spintronic
anisotropy could be even boosted further. Current investigations in this direction indicate that
the interplay with external magnetic fields is actually feature-rich, but not so simple as naively
expected.
In this Chapter, we furthermore demonstrated that the spintronic anisotropy, in contrast to
intrinsic anisotropy, can also be turned off magnetically by switching the spin-valve to the antipar-
allel configuration. Exploring the impact of noncollinearities and junction asymmetries on the
spintronic anisotropy would also be an interesting direction for future research. The technical
Sec. 8.6.1 on the quadrupolar field provides already a concrete starting point for this analysis:
The real-time approach allows us to give a perturbative result for the quadrupolar exchange field
for arbitrary lead polarization vectors and tunnel couplings. This could be used, for instance, to
study how the principal axes of the anisotropy change with the applied voltages. Interestingly, this
might even lead to a SQM resonance that, in extension to the spin resonance described in Chap.
5, appears when the quadrupolar exchange field satisfies a tensorial condition. Moreover, the
additional transverse component of the spintronic anisotropy could induce a quantum tunneling of
magnetization (see Sec. 2.7 below Fig. 2.14), similar to the intrinsic anisotropy, which is a topic of
high interest in nanomagnetism. Since the spintronic anisotropy is not limited to the S = 1 case,
this could assist in producing a Kondo effect usually forbidden for half-integer spins, as predicted
for intrinsic quantum magnets in Ref. [358].
Finally, the spintronic anisotropy can also be understood in the broader context of the spin-
multipole circuit theory developed in Chap. 4: Both the dipolar and quadrupolar exchange field
appear in the kinetic equations of a high-spin QD [172] [see Eq. (2.32)], illustrating that both are
generated by spin-multipole currents. It remains an outstanding question how to divide the spin-
quadrupole current into a coherent and a dissipative part – similar to the decomposition of the
kernel into a Hamiltonian and a non-Hamiltonian part (see Sec. 3.4.4). Furthermore, the SQM
network picture provides us with an intuition why a second-order Γ2 tunneling process of two
particles is necessary to obtain a finite spintronic anisotropy: In contrast to the spin network,
two “steps” are required in the related SQM network (see Fig. 8.7). Thus, the quadrupolar exchange
field is truly a multi-electron exchange effect. Similarly, one can expect a tunable renormalization
of singlet-triplet transitions, i.e., a spintronic Dzyaloshinskii-Moriya interaction.
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Chapter 7
Measuring isospins: coherent backaction of
sensor quantum dots on charge qubits
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7.1 Introduction
Quantum computation demands the readout of the state of a quantum bit (qubit) with high fidelity.
In principle, this can be realized for solid-state quits using exclusively all-electric components,
utilizing a capacitive coupling of the qubit to a nearby quantum point contact (QPC), [293, 292]
to a proximal sensor quantum dot (SQD) [213], or to proximal gate electrodes [280, 281] (see also
Sec. 2.5). SQDs are advantageous due their high sensitivity, resulting in a large signal-to-noise ratio
[213]. Charge sensing by radio-frequency single electron transistors (RF-SETs), first introduced
in Ref. [212] as a static electrometer, moreover allows real-time observation of electron tunneling
events [294], which can be applied to measure ultra-small currents [295], to test fluctuation
relations in electronic systems [296] or as which-path detectors in an Aharonov-Bohm ring [297].
However, in all these setups the measured system suffers from dephasing by the environment,
which leads to a cumulative error that is eventually beyond the reach of quantum error-correc-
tion schemes. Yet, such dissipative environmental backaction effects can also be controlled, as for
example demonstrated by the destruction of Aharonov-Bohm oscillations [538, 297]. This may even
offer new prospects for qubit control, e.g., by mediating effective interactions between qubits that
can be implemented to engender entanglement [539, 540, 541, 542]. In addition, quantum memories
may be realized by engineering quantum states through dissipation [543].
Similar dissipative environmental effects are also well-known from nonequilibrium transport
through quantum dots (QDs). However, when a QD is embedded, e.g., into a spintronic device
with ferromagnetic electrodes, dissipative effects are not the only way in which it is influenced by
the environment, even in leading order in the coupling: Spin-dependent scattering and Coulomb
interaction lead to the generation of a spin torque. This torque derives from coherent processes that
renormalize the QD energy levels, resulting in an effective magnetic field, known as the spintronic
exchange field (see Sec. 2.3 or directly in Refs. [171, 142]). The dynamical consequence of the
torque is a precession of the average spin vector on the QD [142], in addition to the shrinking of
the spin magnitude, which is a pure dissipative effect. Similar renormalization effects have not
only been discussed for spintronic devices, but also for STM setups [461] and superconducting
nanostructures [190, 191]. In the latter case an effective magnetic field acts on an isospin that
describes proximity-induced coherences between different charge states on the QD [190, 191].
Moreover, environmentally-induced torques are not only limited to fermionic systems; they have
also been discussed for optical activity [544]. In the context of qubit readout, they have been
considered for QPCs [545].
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It is therefore natural to ask whether similar coherent effects arise when a qubit is measured
by a SQD since any type of readout requires an interaction of the system with its detector, which
may lead to renormalization effects. This is the main focus of this Chapter: We derive and discuss
kinetic equations for the reduced density operator matrix of the composite system of SQD and qubit
by integrating out the lead degrees of freedom and employing a Markov approximation. Related
previous works have studied, e.g., decoherence effects for QD charge qubits [546, 547], or Josephson
junction qubits [548, 549] focusing on time-dependent phenomena. In our study, we address the
continuous measurement limit, in which the qubit level splitting Ω and the SQD-qubit coupling λ
are small as compared to the single-electron tunneling (SET) rates Γ through the SQD: λ,Ω≪Γ.
In this limit, each electron “sees” a snapshot of the qubit state as the qubit evolution is negligible
during the interaction time with an electron on the detector. Our results are not only limited to
weak measurements (λ≪Ω) but are also valid for Ω.λ≪Γ.
We extend previous works in the following four aspects:
(i) We include level renormalization effects of the qubit plus the detector in the kinetic equations
affecting the energy-nondiagonal part of their density matrix. These effects correspond physically
to isospin torque terms that couple the SQD and qubit dynamics. These torques arise due to the
readout processes and cannot be avoided: They incorporate a term that scales in the same way as
the readout terms ∼Γλ/T , where T is temperature. Moreover, the renormalization of the qubit
splitting Ω leads to additional induced torque terms ∼ΓΩ/T , expressing the fact that the charge
fluctuations ∼Γ are sensitive to all internal energy scales (Ω, λ) of the SQD-qubit system.
(ii) Our kinetic equations also necessarily comprise next-to-leading order corrections to the
tunneling ∼Γ2/T affecting also the diagonal part of the density matrix. Generally, these are
expected to be important since maximal sensitivity of the SQD to the qubit state is achieved by
tuning to the flank of the single-electron tunneling (SET) peak. In this regime of crossover to
Coulomb blockade, cotunneling broadening and level renormalization effects may compete with
SET processes ∼Γ. Indeed, in readout experiments on singlet-triplet qubits [213], one finds Γ∼T .
Moreover, the inclusion of this renormalization of the SQD tunnel rates is even a mandatory step
since the weaker isospin torque effects ∼Γλ/T ,ΓΩ/T are included to describe detection at all.
The importance of such an interplay between energy-diagonal and nondiagonal density matrix
parts and higher-order tunnel processes was noted earlier in Refs. [176] and [392]. As in that study,
we find that the failure to account for this leads to severe problems with the positivity of the
density operator in the Markovian approximation. In standard Born-Markov approaches [222] used
to study decoherence effects [235], positivity is usually enforced by a secular approximation [222].
As explained in more detail in Sec. 7.5.3, a secular approximation is not applicable in our case
because the tunneling rate is not assumed to be small (Γ≫Ω, λ). Despite this, the positivity of the
density operator is ensured when consistently including corrections∼Γ2/T as we show in Sec. 7.5.2.
(iii) In extension to Refs. [546, 547, 548, 549], we include the electron spin degree of the SQD
into our study. This has several consequences, most notably, for the qubit-dependent part of the
current through the SQD: This current does not directly measure the qubit isospin but charge-
projected contributions that are weighted differently due to the SQD electron spin.
(iv) Finally, our results cover a broad experimentally relevant regime of finite voltages and
temperatures and not only limits of, e.g., infinite bias voltage Vb in Refs. [546, 547] or zero tem-
perature T as in [548, 549]. The interplay of the above renormalization effects leads to nontrivial
voltage dependencies, similar to that in QD spin valves.
On the technical side, we provide an important sum rule for the qubit dynamics: the kinetic
equations must reproduce the free qubit evolution (i.e., for zero tunnel coupling) when tracing
over the interacting SQD degrees of freedom in addition to the electrodes. This is a concrete
application of the generalized current conservation law discussed in Ref. [550]. We show that our
kinetic equations are consistent with this current conservation. It may be violated if instead a Born-
Markov approach followed by a secular approximation is applied [550] as we demonstrate for our
concrete model in Sec. 7.5.3. More generally, such a sum rule has to hold for any observable that is
conserved by the tunneling. We furthermore prove in Sec. 7.5.2 that any kinetic equation derived
from real-time diagrammatics respects this sum rule order-by-order in SQD tunnel coupling Γ.
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Compared with previous works, however, our study is limited in that we focus on the analysis
of the kinetic equations in the stationary limit. Although for quantum information processing
ultimately the measurement dynamics is of interest, we apply our general kinetic equations only to
test measurements designed to verify that the SQD couples to a nearby qubit at all. We compare the
ensemble-averaged current and differential conductance through the SQD as the readout strength
is varied. Our study clearly indicates that already here the isospin torque terms have a significant
impact. This indicates that these terms will also influence the transient behavior of the qubit in
the measurement process. The kinetic equations that we derive, however, provide a starting point
for a more general analysis of coherent backaction effects, which is beyond the scope of this thesis
and will be the subject of a forthcoming work [551]. This is of interest both for understanding the
limitations of qubit readout devices as well as for exploring new means of controlling qubits by
coherent backaction effects. The Chapter is organized as follows:
• Sec. 7.2. We first formulate the model for the capacitive readout of a charge qubit by a
SQD. We also highlight the relevance of our model for the spin-qubit readout.
• Sec. 7.3. We introduce charge-projected qubit isospins and analyze their dynamics
depending on the SQD charge and find corresponding torque terms in the kinetic equations.
• Sec. 7.4. We illustrate the quantitative importance of the isospin torques for the readout
current through the sensor-QD: They result in corrections to the stationary readout current
and differential conductance, which is often measured directly. We find that torque terms
may significantly alter the qubit-dependent conductance up to 30% for typical experimental
parameters and asymmetric SQD tunnel couplings.
• Sec. 7.5. We next explicitly discuss the necessity of including next-to-leading order cor-
rections in the tunneling to suppress positivity problems. Moreover, we derive the sum rule
and show it to be violated when applying the secular approximation.
• Sec. 7.6. Finally, we summarize our findings and discuss possible extensions.
7.2 Model: sensor quantum dot capacitively coupled to qubit
The readout of spin qubits is usually reduced to a charge readout by spin-to-charge conversion [266,
213] as explained in the paragraph “Noninvasive spin-to-charge-conversion” in Sec. 2.5. Therefore,
we focus here on the conceptually clearest problem, sketched in Fig. 7.1, namely the capacitive
readout of a charge-qubit. The qubit itself consists of a double QD occupied by a single electron,
which occupies either an orbital localized on the left or right dot (l=L,R), i.e., the states
|τ 〉Q = aτ† |0〉Q (τ =L,R), (7.1)
with aτ, aτ
† denoting the electron field operators of the qubit. The qubit is described by a Hamil-
tonian accounting for a real hopping amplitude Ω between the orbitals:
HQ =
1
2
Ω
(
aL
†
aR+ aR
†
aL
)
. (7.2)
The isolated eigenstates of the qubit are thus superposition states (aL
† ±aR† )|0〉Q/ 2
√
, corresponding
to an isospin in the x direction when |τ = ↑, ↓〉 denote the isospin states along the z direction,
respectively. Since we assume that the real spin of the qubit electron does not couple to the mea-
surement device, it remains fixed and we have omitted this quantum number from the beginning.
The sensor quantum dot (SQD) is modeled by a single, interacting, spin-degenerate orbital level
(Anderson model) with Hamiltonian (2.9),
HS =
∑
σ
ε nˆσ+U nˆ↑nˆ↓, (7.3)
containing the occupation operator nˆσ = dσ
†
dσ for electrons of spin σ = ↑, ↓, whose annihilation
and creation operators are dσ and dσ
†, respectively. Due to the strong Coulomb repulsion of the
quantum-confined electrons, the double occupation of the SQD costs an additional energy U .
Typically, U is the largest energy scale (except for the bandwidth of the leads, denoted by W ).
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Figure 7.1. Charge detection with a sensor quantum dot (SQD). (a) Sketch of the model: A SQD
is tunnel-coupled to source and drain electrode and capacitively coupled to a qubit, whose diﬀerent logical
states involve two possible positions left and right in a double quantum dot. (b) If the qubit electron is left
(i) or right (ii), the Coulomb repulsion to the SQD electron is larger or smaller, respectively, as compared to
full delocalization of the qubit electron. We note that the spin-qubit readout can be mapped onto a charge-
qubit readout utilizing spin-to-charge conversion, see paragraph “sensor quantumdots” and below in Sec. 2.5.
Charging energies are on the order of ∼0.1−1 meV [295, 294]. Close to the SET resonance used for
detection [cf. Sec. 7.4.1] this allows us to exclude the doubly occupied state of the SQD, retaining
only |0〉S and |σ〉S= dσ† |0〉S. This, however, implies that we need to keep track of the spin degree
of freedom of the electrons (neglected in Refs. [546, 547, 548, 549]) unless a high magnetic field is
applied. However, for singlet-triplet qubits the applied magnetic fields (required to define the qubit)
are in the range of ∼100mT [293, 273]. The corresponding energy splittings in GaAs are a few
µeV, which is much smaller than typical voltage bias ∼50µeV [213]. Therefore, both spin channels
are energetically accessible and in general relevant for the detection current through the SQD
with noticeable consequences, as we discuss in Sec. 7.4.1. Furthermore, these magnetic energies
are of the same order as typical tunneling rates Γ. This implies that renormalization effects may
be important since states of the SQD plus qubit system can be mixed by the tunnel coupling to
the electrodes. For the sake of simplicity, we assume zero magnetic field here, resulting in energy-
degenerate spin-up and spin-down states on the SQD.
The readout of the qubit state using the SQD involves two couplings: The first one is the capac-
itive interaction of the total charge nˆ = nˆ↑+ nˆ↓ on the SQD with the qubit charge configuration:
HI =
1
2
nˆλ
(
aL
†aL− aR† aR
)
. (7.4)
This qubit-dependent energy shift by ±λ/2 in turn affects the charge current through the SQD
from the source to the drain electrodes, which are described as noninteracting reservoirs,
Hres =
∑
rkσ
εkσ
r crkσ
†
crkσ, (7.5)
each in equilibrium at common temperature T , but held at different electrochemical potentials
µs= Vb/2 and µ
d=−Vb/2. Here, crkσ are the field operators referring to orbital k and spin σ in
source (r= s) and drain (r= d), respectively. The second coupling involved in the readout process
is the tunneling from the SQD to the electrodes, and vice versa, accounted for by
HT =
∑
rkσ
trcrkσ
†
dσ+H.c. . (7.6)
The relevant energy scale is given, in terms of the tunneling amplitudes tr and the density of states
νr of lead r, by the tunneling rates Γr = 2π |tr |2νr. For simplicity, we take both tr and νr to be
spin (σ) and energy (k)-independent. The source-drain coupling asymmetry γ = Γs/Γd
√
of the
SQD, however, is a crucial parameter.
For our analysis, we assume the conceptually simplest continuous measurement limit λ,Ω≪Γ
and perform a controlled perturbative calculation. In the experimental situation [294, 213] in which
the coupling λ∼Γ, the effects may be even stronger.
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7.3 Charge-dependent isospin dynamics
7.3.1 Density operator and isospins
In the following we express the action of the qubit state on the SQD and the corresponding
backaction in terms of the isospin operator
τˆi =
∑
ττ ′
(σi)ττ ′aτ
†
aτ ′, (7.7)
where σi denotes the Pauli matrix for i= x, y, z. The ensemble average of the isospin τ = 〈τˆ 〉 is
obtained by averaging over the state of (integrating out) both electrodes and SQD. This qubit Bloch
vector characterizes the reduced density operator of the qubit and is conveniently normalized to 1.
Its average z component τz quantifies the imbalance of the probability to find the qubit electron
in the left orbital rather than the right orbital, while τx and τy quantify coherences between the
left and right occupation.
It is, however, difficult to directly obtain a kinetic equation for the isospin τ while incorporating
the various effects of the measurement. A general reason for this is that the SQD is also a micro-
scopic system, so that the action of the qubit on the sensor dynamics is not negligible, which then
in turn affects the backaction of the sensor on the qubit. Technically speaking, the assumption that
the total density operator ρtot= ρQ ⊗ ρdet factorizes in a qubit part ρQ and a detector part ρdet
(SQD plus reservoir) breaks down here. This is, however, a common assumption to derive effective
equations for a subsystem (here the quit) weakly coupled to an environment (here the detector),
cf. Sec. 3.3.1. Another complication arises since we take into account an interacting detector (with
proper spinful electrons), which technically cannot be integrated out easily. Moreover, the SQD is
driven out of equilibrium by the connected electron reservoirs.
We therefore instead derive a kinetic equation for the reduced density matrix ρ(t) of SQD plus
qubit by integrating out only the electrodes. Yet, this requires two Bloch vectors for a complete
description of the qubit, as we now explain. The Hilbert space of the joint qubit-SQD system is
spanned by six states denoted by |σ〉D⊗|τ 〉Q with τ =L,R referring to the state of the qubit and
σ = 0, ↑, ↓ denoting the state of the SQD. Thus, the reduced density operator ρ(t) corresponds
to a 6× 6 matrix. However, since the charge, the z component of the SQD electron spin and the
total spin are conserved for the total system including the leads, the reduced density operator is
diagonal in the SQD degrees of freedom and independent of the choice of quantization axis of the
real spin (cf. Sec. 3.4.2 and Ref. [176]). Thus, we only need two 2× 2-density matrices ρQn , one for
each of the two charge states n=0 and n=1 of the SQD,
ρ = Pˆ 0 ρQ
0 + Pˆ 1 ρQ
1 . (7.8)
Here Pˆ
n
denotes the operator projecting onto the charge state n=0, 1 of the SQD, that is,
Pˆ
0 = |0〉DD〈0|⊗1ˆQ, Pˆ 1 =
∑
σ=↑,↓
|σ〉DD〈σ |⊗1ˆQ, (7.9)
where 1ˆQ =
∑
τ
|τ 〉Q Q〈τ | is the qubit unit operator. Next expanding each ρQn in Eq. (7.8) in
terms of the unit and three Pauli matrices we find that the relevant part of the density operator
is parametrized by only 8 real expectation values pn= tr(Pˆ
n
ρ) and τi
n= tr(Pˆ
n
τˆi ρ):
ρ =
1
2
∑
n
pnPˆ
n
+
1
2
∑
n,i
τi
n
(
Pˆ
n
τˆi
)
. (7.10)
The numbers pn= tr(Pˆ
n
ρ) give the probability for the SQD to be in charge state n=0 or 1 obeying
p0+ p1 = 1, (7.11)
which expresses the probability conservation. Furthermore, τi
n are the averages of the isospin
components i=x, y, and z when the SQD is in charge state n=0 or 1, respectively. By definition,
these charge-projected isospins sum up to the average of the total isospin,
τ 0+ τ 1 = τ . (7.12)
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7.3.2 Kinetic equations
The Hamiltonian of the isolated reduced system (qubit plus SQD with HT = 0) can be expressed
in terms of the isospin operator as
Hred =
1
2
Ω · τˆ + Pˆ 1(ε+ 1
2
λ · τˆ ) (7.13)
where the effective magnetic fields of the qubit mixing, Ω=Ω ex, and the readout, λ= λ ez, are
orthogonal. Here we see the action of the measurement: The state of the qubit modulates the
effective level position of the SQD between ε± λ/2. This affects the energy-dependent tunneling
rates between the SQD and the leads and by this the measurable transport current.
The kinetic equations for the isolated reduced system, obtained from the von-Neumann equa-
tion ρ˙=−i[Hred, ρ], show that the charge-projected isospins are subject to different, noncollinear
effective magnetic fields Ω and Ω+λ:
p˙0 = 0, p˙1 = 0, (7.14)
τ˙ 0 = Ω× τ 0, τ˙ 1 = (Ω+λ)× τ 1. (7.15)
If the SQD is singly occupied, the capacitive interaction λ thus exerts a backaction torque, per-
turbing the free qubit isospin precession about Ω.
We note that the following analysis is, in general, not limited to charge qubits: For example,
in singlet-triplet qubits are read out by spin-to-charge conversion (see paragraph “sensor quantum
dots” and below in Sec. 2.5). However, the two-electron double QD Hilbert space is four -dimen-
sional instead of two-dimensional as for the charge qubit, which introduces an additional complexity
to the problem that is beyond the scope of this Chapter. Still, as long as two electrons stay in the
qubit subspace formed by the spin-singlet and the spin-triplet state T0, the Hamiltonian (7.13)
provides a valid model for the readout of a singlet-triplet qubit if one included a z component into
Ω, accounting for the exchange splitting J between S an T0 (the other two triplet states T+ and
T− are usually energetically split off by a large real magnetic field B≫J). Note that the exchange
interaction J between the electrons is typically in the order of a few µeV [273], which can be well
below the tunneling rate Γ. This is a crucial requirement for our analysis.
When including the tunnel coupling HT of the SQD to the electronic reservoirs, Eqs. (7.14) and
(7.15) turn into a set of equations that couple the occupation probabilities pn of the SQD and the
charge-projected isospins τn (n=0, 1). In Sec. 8.7.2, we derive these from the kinetic equation for
the reduced density operator using the real-time diagrammatic technique [402, 134, 176], including
all coefficients of order Γ as well as Γ2/T , λΓ/T , and ΩΓ/T . Remaining terms of higher order in
Γ, λ and Ω are neglected. In Sec. 8.7.1, we explain how to perform this expansion and justify
its validity under the conditions λ,Ω≪Γ≪ T . In addition, we make a Markov approximation as
discussed in Sec. 3.4.1. The kinetic equations read as
d
dt


p0
p1
τ 0
τ 1

 =


−2Γ0 +Γ1 +2C · +C ·
+2Γ0 −Γ1 −2C · −C ·
+2C +C −2Γ0+(Ω− 2 β ′)× Γ1− β ′×
−2C −C +2Γ0+2 β ′× −Γ1+(Ω+λ+ β ′)×




p0
p1
τ 0
τ 1

. (7.16)
The coefficients in Eq. (7.16) are Γn=
∑
r=s,d Γ
r,n with the renormalized dissipative SQD rates
through junction r= s, d,
Γr,0/1 = Γrf r,±±
∑
q=s,d
ΓrΓq
2T
(f r,+)′φq∓
∑
q=s,d
ΓrΓq
2T
(φr)′(2f q,++ f q,−), (7.17)
the vector C=
∑
r
Cr with the isospin-to-charge conversion rates
Cr =
Γr
2T
λ (−fr,+)′, (7.18)
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Figure 7.2. Dissipative and coherent coefficients in kinetic equations (7.16). For simplicity, we
assume the SQD is attached to a single electrode with electrochemical potential µ = 0 (electrode index
suppressed). (a) Dissipative SQD rates (7.17) (Γ0 in red and Γ1 in blue) including the renormalization of the
tunneling (O(Γ2), solid lines) and excluding it (O(Γ), dashed lines) as a function of gate voltage Vg=−ε.
The parameters are Γ/T = 0.2 and W/T = 100. (b) z component of the isospin-to-charge conversion rate
(7.18) (Cz in blue) and the isospin torque (7.19) (βz in red) as a function of Vg. Since Ωz=0 the curve with
the chosen scaling is independent of further parameters. Note that Cz drops exponentially in the Coulomb
blockade regime, whereas βz decreases only algebraically.
which are vectors with positive elements, and finally the vector β ′ =
∑
r
(βr)′ – giving rise to
isospin torque terms – with the effective magnetic fields
(βr)′ = Γ
r
T
(
Ω+
1
2
λ
)
(φr)′. (7.19)
In Fig. 7.2, we plot the contribution of a single electrode to the magnitude of these coefficients as
a function of the gate voltage Vg. In the above expressions, f
r,±= f(±(ε− µr)/T ) abbreviates the
Fermi function for lead r = s, d with f(x) = 1/(ex − 1) and its derivative (f r,+)′ = ∂fr,+(x)/∂x.
The kinetic equations further incorporate the derivative (φr)′=∂φr(x)/∂x of level renormalization
function, φr= φ((ε− µr)/T ), which is defined by
φ(x) = P
∫
−Λ
+Λ dy
π
f+(y)
x− y = −Re ψ
(
1
2
+ i
x
2π
)
+ ln
(
Λ
2π
)
. (7.20)
Here, P denotes the principal value of the integral with a cutoff Λ=W /T , yielding the real part
of the digamma function ψ plus a logarithmic correction. The latter depends on the electrode
bandwidth W , which must be set to W ∼U where U is the large local Coulomb interaction energy
of the SQD (we excluded the doubly occupied state from the SQD Hilbert space). In this way
W ∼U enters into the rates, Eq. (7.17), but W drops out in the derivatives required for the torque
terms (7.19). We note the analogy of the kinetic equations (7.16) to those describing the dynamics
of QD spin valve setups, Eq. (5.26), which we discuss in detail in Sec. 7.3.5 below.
Finally, although we refer to Eq. (7.17) simply as the “renormalized” SQD rate, one should
note that the O(Γ2/T ) corrections to the O(Γ) rate (first term) includes both renormalization of
the energy level ε (second term) as well as an elastic cotunneling contribution (third term). This
can be easily seen when including the second term into the argument of the SET rate,
Γr,0/1 ≈ Γrf r,±
(
ε+
∑
q=s,d
Γq
2T
φq
)
∓
∑
q=s,d
ΓrΓq
2T
(φr)′(f q,+(ε) + 1) , (7.21)
which is correct up to O(Γ2/T ). Figure 7.2(a) illustrates that the renormalization of the level
position to ε˜ = ε +
∑
q=s,d Γ
q φq(ε)/T shows up as a shift and the elastic cotunneling as a
broadening of the resonant step in the rates around ε ≈ µr. We note that we are careful to
restrict our study to weak couplings Γ≪T . This clearly validates the neglect of even higher-order
corrections. In particular, we can safely exclude the occurrence of Kondo physics even for those
results we show in the Coulomb blockade regime.
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7.3.3 Sum rules
The kinetic equations (7.16) clearly satisfy the sum rule p˙0+ p˙1=0, which expresses the probability
conservation (7.11). Moreover, there is a second sum rule for the charge-projected isospins: Their
sum has to reproduce the internal evolution of the total average isospin, i.e., as if the tunneling
was switched off (HT =0); see also Ref. [550]. Their sum is thus given by Eq. (7.15).
τ˙ 0+ τ˙ 1 = τ˙ |int = Ω× (τ 0+ τ 1) +λ× τ 1. (7.22)
This constrains the dynamics of the average charge-projected isospins τ 0 and τ 1 without reducing
one to the other (as happens for p0 and p1). The isospin sum rule is a consequence of the con-
servation of the total isospin operator in the tunneling, that is, [τˆ , HT ] = 0 [550]. It holds in the
presence of the reservoirs, order-by-order in the perturbation expansion in Γ as we show in Sec.
7.5.2. Indeed, we find that our kinetic equations obey Eq. (7.22), as do the results in Ref. [549].
By contrast, the equations (31a-f) given in Ref. [547] in general violate it, unless one expands to
lowest order in the SQD-qubit coupling λ. In that case, assuming energy-dependent tunneling rates,
their kinetic equations agree with our kinetic equations if we (i) send the bias to infinity, implying
energy-independent Fermi functions f s,+= fd,−=1 and f s,−= fd,+=0 in Eq. (7.16), (ii) neglect
all renormalization effects, i.e., the isospin-torque and the renormalization of the tunneling rates,
and (iii) ignore factors of two due to the SQD spin (importance discussed in Sec. 7.4.1).
7.3.4 Isospin torques
The kinetic equations (7.16) together with the probability conservation p0 + p1 = 1 completely
determine the Markovian dynamics of the reduced SQD-qubit system in the limit7.1 λ,Ω≪Γ≪T .
The dynamics of the occupations and the isospins are coupled by the charge-to-isospin conversion
vector rates C: In the upper two rows of Eq. (7.16) they describe the influence of the qubit state
on the occupations, that is, the measurement action, which modifies the current, whereas in the
lower two rows of Eq. (7.16) they represent a backaction of the measurement on the qubit. These
dissipative terms scale as ∼Γλ/T , i.e., with the product of both couplings that are involved in the
measurement process.
When keeping the above terms C∼Γλ/T that describe the readout action and backaction, we
must also keep torque terms β ′× τn induced by the readout since β ′ scales in the same way (note
λ∼ Ω or even λ < Ω) unless prefactors are very small. These torque terms represent a coherent
backaction on the qubit since it derives from level renormalization effects. The isospin torque terms
have a nontrivial voltage dependence. At the resonance of the SQD level with the electrochemical
potential µr, ε=−Vg= µr, the effective magnetic field from lead r vanishes, |(βr)′|=0. However,
it sharply rises to two extrema at |ε − µr | ≈ 2T , i.e., at the “flanks” of the Coulomb peaks. Fig.
7.2(b) shows that here |β ′|∼|C|, right at the crossover regime from single electron tunneling to
Coulomb blockade where the SQD has the highest readout sensitivity. Further away from resonance
the dissipative (back)action terms (C) are exponentially suppressed with d = minr |ε − µr |/T ,
so that the torque terms even start to dominate: The field β ′ only decays algebraically with
(φr)′∼Γr/|ε− µr | for d≫ 1.
It is explicitly stated in Refs. [549, 548] that level renormalization contributions are neglected.
In the limit of infinite bias Vb, torque effects can be neglected as done in Refs. [546, 547] because the
magnitude of β ′ scales as |β ′|∼ 1/Vb. Thus, our results agree in this regard with Refs. [546, 547].
Altogether, it is therefore not surprising that the coherent backaction has not been noted so far.
However, if the bias Vb is large, but finite, corrections from renormalization effect can still be sizable,
see also Ref. [192] for a related discussion. Thus, one should also reckon with renormalization effects
when suppressing the readout current by tuning the SQD into Coulomb blockade where the qubit
state is supposed not to be measured (during other processing steps, e.g., qubit manipulation).
7.1. If we set λ=0 in Eq. (7.16), the resulting equations for the occupations and the charge-projected isospins
decouple. The equations for the occupations coincide with those for the U =∞ Anderson model up to order Γ2
(i.e., the SQD without the qubit present, cf. Eq. (5.26) for zero polarizations nL = nR = 0). Furthermore, when
integrating out the SQD, we reproduce the dynamics of the freely evolving qubit: τ˙ = τ˙ 0+τ 1=Ω×τ . Notably, this
equation does not depend on isospin torque terms which, for nonzero Ω, still remain in Eq. (7.16) for λ=0. Despite
their appearance, these terms thus have no physical consequence in this limit, as it should be. We furthermore note
that there is no unique stationary state of the joint SQD-qubit system in both the cases λ= 0 and Ω= 0. This is
expected since in these cases a subsystem completely decouples from the rest. Finally, we note that if we formally
set Γ=0, we recover the free evolution of Eq. (7.15).
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Although this nearly eliminates the dissipative backaction (|C|≈ 0), the coherent backaction may
still be of appreciable size. Thus, this nontrivial dependence of the induced torque on the gate
(and bias) voltage, illustrated in Fig. 7.2(b), presents interesting possibilities that may be used to
control the quantum state of a qubit.
We finally discuss the dissipative rates ∼Γ+Γ2/T [Eq. (7.17)]: they only contain the tunneling,
i.e., they are associated with the stochastic switching of the detector. Clearly, when describing
the readout for λ . Γ one has to consistently include the renormalization of the tunneling rates
∼Γ2/T [second and third term in Eq. (7.17)]. To our knowledge, this has not been pointed out so
far (cf. Refs. [546, 547, 548, 549]). In Sec. 7.5.1, we show that this consistency is mandatory to
obtain physically meaningful results: When failing to account for the next-to leading order terms
∼Γ2/T , while keeping the coherent backaction effects (isospin torques), the solution of the above
kinetic equations may severely violate the positivity of the density operator (7.10).
7.3.5 Analogy to quantum-dot spin-valves
The torque terms in Eq. (7.16) are generated by coherent fluctuations of electrons tunneling
between the SQD and the leads. This is similar to the origin of the dipolar exchange field [171,
142], which we introduced in Sec. 2.3 and that causes the spin resonance investigated in Chap. 5.
Still, there are also significant differences that we explain next. Recall that in spintronics, when
attaching a QD to ferromagnetic leads, an imbalance of the tunneling rates for spin-↑ and spin-
↓ electrons leads to a different level shift for spin-↑ and the spin-↓ on the QD. The resulting level
splitting shows up as an additional spin torque proportional to φ(ε) [see Eq. (7.20)] in the kinetic
equations (5.26) resembling our qubit isospin equations. In analogy to this case, the strength
of the virtual fluctuations of the SQD depends on the position of the electron in the qubit [see
Fig. 7.3]. For the special case Ω=0 a simple argument can be made: If the isospin is up (down),
the effective level position of the qubit is shifted by +λ/2 (−λ/2). This gives a level splitting
∼φr(ε+ λ/2)− φr(ε−λ/2)≈ λ∂φr(ε)/∂ε in the weak coupling limit and explains why Eq. (7.19)
contains a derivative of the renormalization function7.2. For nonzero mixing Ω of the qubit orbitals,
the additional vector ∼Ω∂φr(ε)/∂ε appears in Eq. (7.19) along a different direction. This accounts
for a renormalization of the qubit splitting.
These torque terms act on the charge-projected isospins7.3, but for the different charge sectors
they have opposite directions [as required by the sum rule (7.22)] and they differ in strength by a
factor of two (due to the SQD electron spin):
τ˙ 0 = (Ω− 2 β ′)× τ 0− β ′×τ 1+
 (7.23)
τ˙ 1 = 2 β ′× τ 0+(Ω+λ+ β ′)× τ 1+
 (7.24)
As in kinetic equations for QD spin valves with nonzero spin in two adjacent charge states [189],
in Eqs. (7.23) and (7.24) we have a spin torque that precesses the isospin (τ˙ 0 ∼ −2 β ′ × τ 0 and
τ˙ 1∼ β ′×τ 1). However, in contrast to the QD spin-valve equations, their sign is opposite for n=0
and n = 1. Additionally, there are torque terms that couple the two isospins of different charge
states of the SQD (τ˙ 0∼−β ′×τ 1 and τ˙ 1∼2β ′×τ 0), similar to the O(Γ2) spin torques BNN ′×SN ′
(N  N ′) in the kinetic equations (2.32) for high-spin QD spin valves. For the analysis of the
coherent backaction, the charge-state mixing torques are crucial as we explain next.
Figure 7.3. Physical picture of coherent backaction. Illustration of coherent processes responsible
for the torque terms ∼β ′ in Eq. (7.16) for Ω=0, further explanation see Sec. 7.3.5.
7.2. The factor 1/2 in Eq. (7.19) occurs because the isospin operator is not normalized.
7.3. These terms in Eq. (7.16) should not be confused with the mixing terms in Eqs. (20)-(27) in Ref. [548]. The
latter equations contain matrix elements of the reduced density operator with respect to the different eigenbases of
the qubit depending on the charge state of the SQD. In contrast, τ0 and τ1 in Eq. (7.16) refer both to the same
(arbitrary) quantization axis. Themixing terms of Ref. [548] are contained in our charge-to-isospin conversion terms,
which becomes clear when comparing to Eq. (5.10) in Ref. [549], which rewrites the result in Ref. [548].
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7.4 Impact of coherent backaction
7.4.1 Readout current
By taking the SQD spin and the strong local interaction U on the SQD into account, the dissipative
rates involving p0 and τ 0 in our kinetic equations (7.16) differ from Refs. [546, 547, 548, 549] by a
factor of 2, as expected7.4. A less obvious, but important difference arises for the qubit-dependent
part of the current flowing through the SQD, i.e., the difference of the current for finite coupling
(Iλ) and zero coupling (I0):
∆I 8 Iλ− I0 . (7.25)
In the stationary limit (p˙n=0, τ˙ n=0) ∆I may be expressed as
∆I = (Γs,0−Γd,0)(pλ0 − p00)− 12(Γs,1−Γd,1)(pλ1 − p01)−
1
2
(Cs−Cd) · (2τλ0 + τ λ1). (7.26)
where pλ
n, τ λ
n and p0
n, τ 0
n are the stationary solutions of Eq. (7.16) for finite and zero coupling λ,
respectively. For both numerical and analytical results shown in this Chapter, we use the crossover
scheme introduced in Sec. 3.4.3. Although we will refer to ∆I as the “signal current”, Eq. (7.26)
reveals it will in general not directly measure the position of the qubit electron for two reasons:
First, the SQD occupations pλ
n depend on the isospins through the kinetic equations (7.16) in an
intricate way. Second, the last term term in Eq. (7.26), the one explicitly depending on the τλ
n, is
not directly sensitive to the total isospin τ = τ 0+ τ 1 since τ 0 is weighted with the factor of two
(due to the SQD-spin degeneracy) relative to τ 1 in Eq. (7.26).
We now study the impact of the torque terms β ′× τn in Eq. (7.16) on the signal current ∆I.
Inserting the stationary solution of Eq. (7.16) into Eq. (7.26) yields to leading orders of λ and Ω:
∆Iβ=0 =
|C|2
Γ1
Γ0+Γ1
2Γ0+Γ1
[ |Cs|
|C| −
2Γs,0+Γs,1
2Γ0+Γ1
]
, (7.27)
∆Iβ 0
∆Iβ=0
= 1+
κ(Γ0/Γ1−Γ1/Γ0)
1−κ/2(1−Γ1/Γ0+2Γ0/Γ1) , (7.28)
with
κ 8
∑
r
Γr
T
(φr)′. (7.29)
At least to lowest order, Eqs. (7.27) and (7.28) are independent of Ω as explained below Eq. (7.31).
The signal currents (7.27) and (7.28) are plotted in in Fig. 7.4(a); let us first focus on their main
features. To this end we neglect the change in the occupations of the SQD due to the coupling to
the qubit: Setting pλ
n= p0
n in Eq. (7.26) we obtain, for symmetric tunnel couplings,
∆I ≈ Γλ
4T
[(f s,+)′− (fd,+)′](2τz0+ τz1). (7.30)
In this case a nonzero isospin polarization acts as an additional gate voltage on the SQD and shifts
the effective level position in the SQD to ε+ λτ z/2 [see Eq. (7.13)]. The signal current (7.26) is
then just the linear response of the tunneling rates Γr,n(ε)→Γr,n(ε+λτ z/2) to that shift. In our
case the energy dependence of these rates (7.17) is mostly through the Fermi functions, which
change sharply when the level is aligned with the electrochemical potentials of source and drain.
This explains the s-shaped curve with a maximum / minimum roughly expected at Vg ≈ ∓Vb/2.
Moreover, the extrema are slightly shifted towards the adjacent Coulomb blockade regimes [see
Fig. 7.4] since τ z still increases on the threshold to Coulomb blockade.
The second feature of Fig. 7.4(a) is the notable asymmetry of the s-shape: The amplitude of
the signal is larger for positive than for negative gate voltages, which we explain in the following.
To this end, we now first neglect the torque terms in Eq. (7.16). The stationary solution of the
resulting equations shows that the charge-projected isospins relax until they are antiparallel to the
effective field in that charge sector (the reduced system tends to occupy the ground state), that is,
τ β=0
0 = −c0Ω, τ β=01 = −c1(Ω+λ), (7.31)
7.4. If the QD is empty, electrons from both spin channels can enter the QD. This doubles the tunneling rates
as compared to the case when the quantum dot is already occupied; then the residing electron can only leave the
QD into a single spin channel.
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Figure 7.4. Impact of coherent backaction on signal current. (a, main panel) Signal current
including torque terms (green) and excluding torque terms (blue) and (b) the ratio of these two cur-
rents as a function of gate voltage Vg. (c) z component of the total isospin τ = τ 0 + τ1 including torque
terms (green), excluding torque terms (blue) and the z component of charge-projected isospin τ1 when
we only keep the term τ˙ 0 = −β ′ × τ 1 in Eq. (7.16) (dashed red). In (a)-(c), the remaining parame-
ters are the same: Vb/T =3, Γs/T =Γd/T = 10−1, λ/T = 10−2, and W/T = 103.
with c0, c1> 0. Clearly, only τ β=0
1 has a component along the detection vector λ and it therefore
solely determines the signal in the case of β ′ = 0 by Eq. (7.30). When the gate voltage is
lowered, the SQD is more likely to be empty and τ β=0
1 is suppressed. This is evident from the
kinetic equations (7.16) since the relaxation rate Γ1 of τ β=0
1 rises while the relaxation rate Γ0
of τ β=0
0 becomes smaller when Vg is lowered, thus transferring a nonzero total isospin to the
projection τ β=0
0 rather than to τ β=0
1 . In conclusion, the signal has the overall tendency to be
decreased with Vg, explaining the asymmetry of the maximum and minimum magnitudes. Finally,
one understands why the signal is independent of Ω: the coefficient c1, relevant for the signal,
is determined exclusively by the relaxation (7.17) and isospin-to-charge conversion rates (7.18),
which do not depend on Ω. This independence of Ω is maintained even when torque terms are next
included because one can show that the corrections to the solution for β ′= 0 are of higher order
in λ and Ω and are thus disregarded in Eqs. (7.27) and (7.28), except for those coming from the
torque terms along λ.
Comparing the two curves in Fig. 7.4(a) we note that the impact of the torque terms on the
signal current become quite significant. Remarkably, the isospin-torque correction to the signal
current may be of the same order as the signal current itself when entering the CB regime. To
illustrate this point, we plot in Fig. 7.4(b) the ratio ∆Iβ 0/∆Iβ=0, which can achieve values even
as large as 2 for the parameters chosen. The reason for this may be inferred from Eq. (7.28): When
tuning away from resonance in either direction, |φ′| and therefore κ in Eq. (7.28) quickly reaches a
maximum [see Fig. 7.2(b)] and simultaneously either Γ0/Γ1 or Γ1/Γ0 rises [see Fig. 7.2(a)]. Beyond
the maximum the latter effect dominates, sustaining a further increase of the ratio ∆Iβ 0/∆Iβ=0.
To identify which terms in the kinetic equations (7.16) are responsible for this correction, we
compare in Fig. 7.4(c) the z component of the total isospin τ when torque terms are included
with the z component of τ 1 for the case when we only keep the term τ˙ 0∼−β ′×τ 1 in Eq. (7.16).
Clearly, this term is sufficient to reproduce the total isospin polarization for Vg > 0. The above
suggests that the torque-induced isospin polarization is the result of a two-step mechanism: First,
an electron resides in the QD for while, and after that a charge transition from n=1 to n=0 occurs
which is accompanied by an induced coherent precession with frequency |β ′| of the isospin. By these
two steps the isospin τ 1 experiences effectively the effective magnetic field B1 = Ω + λ (due to
τ˙ 1∼ (Ω+λ)×τ 1) plus an additional, noncollinear contribution along −β ′ (due to τ˙ 0∼−β ′×τ 1).
We checked that the torque term τ˙ 1∼β ′×τ 1 in Eq. (7.16) is not important here by simply leaving
it out. Thus, the total effective field B1−β ′ is slightly rotated towards +λ if φ′>0 (as for positive
Vg, cf. Fig. 7.2) as compared to B
1. Since τ 1 tends to orient itself antiparallel to these effective
magnetic fields, it acquires a component along −λ, resulting in a decrease in τz, cf. Fig. 7.4(c). A
similar analysis shows that for negative Vg the dominant effect comes rather from the charge-state
conserving torque term τ˙ 0= β ′× τ 0 in Eq. (7.16).
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7.4.2 Differential signal conductance
We next discuss the differential signal conductance
∆G =
∂∆I
∂Vb
, (7.32)
which is directly measured in experiments [213]. Our findings are summarized in Fig. 7.5, which
compares7.5 ∆G∼λ2Γ/T 3, plotted as a function of gate voltage when including and excluding the
torque terms, as well as their difference, the torque correction
δG = ∆Gβ ′ 0−∆Gβ ′=0. (7.33)
Figure 7.5 corroborates that the relative impact of the torque terms on the conductance signal,
δG/∆G ∼ κ, becomes larger when κ ∼ Γ/T is increased. This is generally expected for renor-
malization effects. Moreover, Fig. 7.5(b) and (d) illustrate that an asymmetry of tunnel rates
γ = Γs/Γd
√
> 1 enhances the torque effects. This is also expected, since in this case the SQD
is emptied less often than it is filled, leaving it nearly always singly occupied. Then the coupled
SQD-qubit undergoes long periods of coherent time evolution and the torque terms can precess
the isospin more effectively than for the opposite asymmetry γ6 1.
Figure 7.5. Impact of coherent backaction on the stationary readout signal. (a) and (b) Dif-
ferential signal conductance ∆G, Eq. (7.32), for ﬁnite bias Vb/T =3 as a function of gate voltage Vg=−ε,
shown both including torque terms (green) and neglecting them (blue). In (c) and (d), we show diﬀerence
of the latter two signals, δG as deﬁned by Eq. (7.33). In (a) and (c), we compare the results for diﬀerent
coupling strengths, Γs/T =Γd/T =Γ/T =10−f and λ/T = 10−2f for values of f as indicated and keep the
tunnel rates symmetric, γ = Γs/Γd
√
=1. In (b) and (d), we change the tunnel coupling asymmetry γ and
keep Γ/T = ΓsΓd
√
/T =5 · 10−2 and λ/T = 10−3 ﬁxed. The curves in (a), (b) and (d) are vertically oﬀset
for diﬀerent parameters with the ∆G/δG= 0 line indicated by the gray dotted lines. The axis labels refer
to the lowest curve. In all plots, we set the half bandwidth W/T = 103.
7.5. By virtue of Eqs. (7.27) and (7.28), the λ-dependence of the signal current comes entirely from ∆Iβ ′=0,
i.e., ∆I∼λ2Γ/T 2 due to the ﬁrst factor ∼|C|2/Γ1 in Eq. (7.27). As a result, ∆G∼ λ2Γ/T 3 since the conductance
changes with the bias on the scale T &Γ.
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Figure 7.6. Bias dependence of the torque corrections. The correction δVg
dip, given by Eq. (7.34),
is shown in (a) for diﬀerent coupling strengths Γ/T =Γs/T =Γd/T = λ/T
√
=10−f and in (b) for diﬀerent
asymmetries γ = Γs/Γd
√
. The relative correction R, given by Eq. (7.35), is shown in (c) for diﬀerent
couplings and in (d) for diﬀerent asymmetries, chosen as in (a) and (b), respectively. All deﬁnitions and
other parameters are the same as in Fig. 7.5(a) and (b).
In Fig. 7.6, we systematically investigate the impact on the two main features of the ∆G traces
of Fig. 7.5(a) and (b), namely the position and its magnitude of the large dip at Vg> 0. We plot
the absolute correction due to the isospin torque to the dip position
δVg
dip = Vg,β ′ 0
dip −Vg,β ′=0dip , (7.34)
and a relative correction to its magnitude,
R =
∆Gβ ′ 0
dip −∆Gβ ′=0dip
∆Gβ ′=0
dip , (7.35)
as a functions of the bias voltage. In Fig. 7.6(a) and (b) we see that δVg > 0 for all biases and
parameters, i.e., the dip is shifted deeper into the Coulomb blockade regime due to the isospin
torque. As expected from the above discussion of Fig. 7.5, the correction to the position increases
when Γ/T rises as in Fig. 7.6(a) or the asymmetry Γs>Γd rises as in Fig. 7.6(b).
By contrast, Fig. 7.6(c) shows that the qualitative correction R to the magnitude depends
on the parameters: For small bias, the dip is enhanced (R > 0) by the torque terms, while it is
suppressed (R< 0) in the limit of large bias. Fig. 7.6(d) shows that this tendency is independent
of the asymmetry of the tunnel couplings. If the source tunneling barrier is more transparent
(Γs>Γd), we find a nonmonotonic dependence with a strong enhancement of the dip close to Vb∼2T
that can reach up to 30% for an asymmetry of Γs/Γd=9, a typical experimental value. In this case
the dip position correction δVg in Fig. 7.6(b) is also nonmonotonic. Again this corroborates the
increased relative importance of the torque terms due to long waiting times in the SQD.
7.5 Impact of renormalization effects on positivity and con-
straints from isospin sum rule
We next focus in more detail on the impact of renormalization-induced terms in our kinetic equa-
tions (7.16) on the positivity of the reduced density operator. We discuss in Sec. 7.5.1 that only
when next-to-leading order Γ2/T contributions are included into the kinetic equations, a problem-
atic positivity violation occurring in order Γ can be avoided. Moreover, we derive and generalize the
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isospin sum rule (7.22) in Sec. 7.5.2 and explain in Sec. 7.5.3 how it rules out the applicability of
the secular approximation, which is typically used to ensure the positivity of the density operator.
7.5.1 Renormalization effects and positivity
We emphasized in Sec. 7.3 that a consistent treatment of the readout (back)action terms demands
that if the dissipative backaction |C|∼Γλ/T is included, level renormalization effects |β ′|∼Γλ/T ,
ΓΩ/T must also be accounted for. For weak, continuous measurements λ≪Γ this in turn requires
the inclusion of the renormalization of the tunneling rates of the SQD ∼Γ2/T to obtain a consistent
perturbative expansion as we show in Sec. 8.7.1. However, there is an additional, compelling phys-
ical reason for this: If the corrections∼Γ2/T are dropped, an initially valid reduced density operator
ρ(0) can become severely nonpositive due to the torque terms ∼β ′ when evolving according to the
generalized master equation (7.16)7.6.
To study the positivity of the density operator, consider the solution ρ(t) = eG tρ(0) of the
Markovian equation (7.16), schematically given by ρ˙(t)= G ρ(t) including both the internal SQD-
qubit Liouvillian LS+LQ+LI and the zero-frequency real-time kernelW (i0). The reduced density
operator ρ(t) remains a positive operator for all times t > 0 if the time-evolution generator,
G =
∑
i
(bi+ iai) |Aˆi)(Aˆi′|, (bi, ai∈R) (7.36)
has only eigenvalues with nonpositive real parts bi < 0 (see Ref. [552] or App. B of Ref. [537]).
For simplicity, we assume G to be diagonalize with right and left eigenvectors, |Aˆi) and (Aˆi′|,
respectively and note that in general |Aˆi)† (Aˆi′| because G is non-Hermitian.
It is important to address the question of positivity here even though we are interested only in
the long-time limit here, i.e., the stationary solution of Eq. (3.63), which corresponds to the zero
right eigenvector |ρst) of Eq. (7.36) with ai= bi= 0. In principle, the result for |ρst) is exact (see
3.4.1) and non-Markovian corrections to our kinetic equations affect only the transient approach
to the stationary state. However, if the real part bi of an eigenvalue crosses zero, the degeneracy
of the zero eigenvector gives rise to an unphysical stationary state (e.g., with negative occupation
probabilities) and our approach breaks down.
Figure 7.7. Suppressing positivity violation by including next-to-leading order processes.
Comparison of the ﬁrst three largest real parts b0, b1, and b2 of the eigenvalues of G plotted as a function
of gate voltage Vg. The perturbation expansion of the kernelW in (a) is taken up to O(Γ) and in (b) up to
O(Γ2). The eigenvalues are shown both including torque terms∼β ′ (bold lines) and neglecting them (dashed
lines). The remaining parameters are Vb/T =5, Γs/T =Γd/T = 10−1, Ω/T =λ/T = 10−2, and W/T = 103.
Notably, the naive O(Γ)-approximation for G, i.e., including the torques but not the renormalization of the
SQD rates, inevitably leads to eigensolutions exponentially increasing in time. This is due to eigenvalues
with positive real part that appear in (a) for |Vg| & Vb, i.e., when entering the Coulomb blockade regime.
The consistent inclusion of O(Γ2) terms in (b) prevents the occurrence of exponentially increasing modes.
Only for large negative gate voltages, slightly positive eigenvalues exist, taking only a fraction of 1/100 of
the value compared to the O(Γ) case in (a).
7.6. Interestingly, positivity of ρ(t) is no issue if the SQD and the qubit are decoupled: One can recast G for the
isolated SQD given either up to O(Γ) or O(Γ2/T ) into Lindblad form (3.51). This even rigorously proves complete
positivity of the time evolution superoperator for this case. On the contrary, the generator G does not have Lindblad
form when the coupling is ﬁnite: Even though it can be recast into an expression obeying the form of Eq. (3.51),
some of the coeﬃcients Cα are negative. This indicates a violation of complete positivity here.
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We next compare the three largest real parts of G as function of gate voltage at fixed finite bias,
both excluding the torque terms (dashed lines) and including them (solid lines) for different levels
of approximations. As Fig. 7.7(a) illustrates, the generator G is positive up to O(Γ) only if the
torque terms are neglected. However, this is a physically inconsistent treatment since there is no
reason keep terms ∼C of order Γλ/T while neglecting terms ∼ β ′ of the same order (cf. Fig. 7.2).
If the torque terms are included, the positivity violation starts at the crossover into the Coulomb
blockade regime and then persists. The violation can be traced to the charge-state mixing isospin-
torque terms in Eq. (7.16). By contrast, Fig. 7.7(b) reveals that if contributions O(Γ2/T ) are
consistently included in G, no exponentially increasing modes occur well into the Coulomb blockade
regime. This is a clear indication that O(Γ2/T )-contributions inevitably must be accounted for
when level renormalization effects are considered.
The reason for this behavior of the eigenvalues is as follows: Up to O(Γ), the SQD switching
rates [first term in Eq. (7.17)] are determined by the Fermi function, which is exponentially
small for d = minr=s,d |ε − µr |/T ≫ 1, admitting positive relaxation rates of the coupled
SQD-qubit system. However, when cotunneling processes ∼Γ2/T are included, the third term∑
q
ΓrΓq
2T
(φq)′ ≈ ∑
q
Γq Γr
2pi |ε− µr| in Eq. (7.17) makes the SQD switching rate decay only alge-
braically. The related enhanced relaxation of the SQD-qubit system ensures the positivity of
the density operator.
Finally, we recall from Sec. 3.3.1 that a standard method to enforce the positivity of the reduced
density matrix when deriving kinetic equations is the secular approximation [222, 235]. However,
we explain in Sec. 7.5.2 that this approximation is not applicable and moreover does not comply
with an exact isospin sum rule (which expresses a conservation law), whereas our treatment does.
7.5.2 Sum rules and conservation laws
In this Section, we derive and generalize the sum rule (7.22) for the isospins. We start by noting
that the total isospin operator, τˆ =
∑
n
τˆ n, acts only on the qubit part, in contrast to the charge-
projected ones, τˆ n= Pˆ
n
τˆ . Exploiting the most general form of the generalized master equation,
Eq. (3.63), without any approximations, the time evolution of its average τ (t) = TrQ+S τˆ ρ(t) is
given by
τ˙ (t) = Tr
Q
τˆ
[
−iTr
S
Lρ(t) +
∫
0
∞
dt′Tr
S
W (t′)ρ(t− t′)
]
= −i Tr
Q+S
τˆLρ(t), (7.37)
where the kernel-induced part vanishes because the kernel satisfies the sum rule TrSW (t′)=0 that
guarantees probability conservation [134, 176]. This statement holds individually for contributions
to W of each order in Γ. The right-hand side of Eq. (7.37) now follows from Eq. (7.15) and
gives the sum rule (7.22) of Sec. 7.3.3. In physical terms, it expresses the fact that the isospin is
conserved by the tunneling, i.e. [HT , τˆ ] = 0. Such constraints on kinetic equations have recently
been investigated on a general level in Ref. [550], where a generalized current conservation law is
set up. It expresses the idea that the time evolution of a reduced system observable Aˆ can only be
correctly reproduced by a generalized master equation if the change in this observable induced by
the kernel7.7 equals the change induced by the system-environment interaction. For our formulation
of the kinetic equation this requirement reads TrQ+S Aˆ
∫
0
∞
dt′W (t′)ρ(t− t′)=−iTr[HT , Aˆ ]ρtot(t).
If we insert the isospin τˆ for Aˆ, the right hand side is zero, which yields the isospin sum rule if
the free qubit evolution is added. The authors of Ref. [550] point out that this is not guaranteed
by all approaches used to derive kinetic equations, in particular when a secular approximation is
employed, c. f. Sec. 7.5.3. Our sum rule therefore provides an important consistency check, which
is clearly fulfilled by our kinetic equations (7.16).
To show more generally that real-time diagrammatics respects internal conservation laws of the
reduced system, we next consider the more general case of any observable Aˆ that is conserved in
the tunneling: [Aˆ ,HT ] = 0. The time derivative of its average reads
A˙(t) = Tr
Q+S
{
Aˆ
[
−iLρ(t)+
∫
0
∞
dt′W (t′)ρ(t− t′)
]}
= −iTr
Q
Aˆ Lρ(t). (7.38)
7.7. The kernel is related to the “generalized dissipator” introduced in Ref. [550].
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We emphasize that Eq. (7.38) by no means implies that our model describes a backaction-evading
/ quantum nondemolition measurement of A: the statistics of A still changes due to the tunneling-
induced change in the reduced density operator. The operator Aˆ is still subject to the free evolution
and it is therefore not a constant of motion (as a Heisenberg operator), which would be sufficient
for a QND measurement.
The proof of Eq. (7.37) is particularly simple because the electron reservoir only couples to
the SQD-part HS, while all the qubit observables act only on HQ of the Hilbert space of the
reduced system Hred=HS ⊗HQ. Eq. (7.38) follows from the general observation that the kernel
is a reservoir trace of a commutator with HT : W•=Trres LTX•=TrR [HT ,X•] where X is some
superoperator expression that is irrelevant here. Then the second term in the integral of Eq. (7.38)
vanishes by cyclic invariance of the total trace:
Tr
Q+S
AˆW (t′)• = Tr
Q+S
Aˆ Tr
res
[HT ,X•] = Tr
Q+S
Tr
res
[
HT , AˆX•
]
= 0. (7.39)
This general structure of the kernel W is most easily seen in the Nakajima-Zwanzig formulation,
equivalent to the real-time approach used here [391, 392]. To recover this structure from the
diagrammatic rules first for the Laplace-transformed kernel (3.120), we re-express the contraction
function γ2n,j=Trres(J2nJj) in Eq. (3.114) involving the left-most vertex with label 2n, shift J2n to
its original position next to G2n, and sum over the indices associated with index 2n. This restores
the tunneling Liouvillian and the O(Γn) contribution to Eq. (3.120) then schematically reads
W |n ∼ Tr
res
(
LTJj
1
i0+X2n−1−LG2n−1
G1
)
. (7.40)
This proof can be worked out analogously for the kernel in time representation, which occurs in Eq.
(7.38), since it has a similar structure with the progagator denominators replaced by exponentials
of the form e−i(X2k−1−L)∆t and integrations over all time differences (cf. Sec. 3.5.3 and Refs. [221,
420]).
7.5.3 Secular approximation and sum rule
A common procedure to avoid positivity problems arising when deriving generalized master equa-
tions, e.g., from a Born-Markov approximation [222, 235], is to perform a secular approximation
as explained in Sec. 3.3.1. We recall that one decouples the occupations and secular coherences
of the eigenstates (i.e., states with the same energy) of the reduced system from their nonsecular
coherences (i.e., states with different energies). Following the procedure described in Sec. 3.3.1
and transforming the result back to the Schrödinger picture, we obtain the following generalized
master equations:
p˙0 = −p˙1, (7.41)
p˙1 = +2Γ+p0−Γ−p1+C ·E1 · τ 1, (7.42)
τ˙ 0 = −2Γ+τ 0+Γ−E0 ·E1 · τ 1+Ω× τ 0, (7.43)
τ˙ 1 = +2Γ+E1 ·E0 · τ 0−Γ−τ 1− (E1 ·C)(2p0+ p1)+ (Ω+λ−E1 ·β ′)× τ 1. (7.44)
The above equations are different from our result (7.16) in three different respects: First, due to
the Born approximation, they involve only the leading-order tunneling rates Γ±=
∑
r
Γrfr,±(ε).
Second, when the charge state of the SQD is changed, the isospins are projected by En= en(en)T
onto the directions of charge-dependent effective magnetic fields e0 = Ω/Ω and e1 = (Ω +
λ)/ Ω2+λ2
√
. Thus, the occupations only couple to τ 1 because e0 and C ∝ λ are orthogonal
and only e1 and C have a finite scalar product. This is a consequence of the secular approx-
imation, which also suppresses the tunneling-induced torque-terms that couple different charge
states in our equations (7.16) (although they have a strong impact, cf. the last two paragraphs
in Sec. 7.4.1). Third, since the Markov approximation in Ref. [222] is carried out in the interaction
picture, the effective magnetic fields acting on the isospin within each charge state are also different.
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The stationary solution of the above kinetic equations (7.41)-(7.44) is identical to that obtained
when we neglect cotunneling corrections and the tunneling-induced torque terms in our kinetic
equations (7.16). To understand this, recall that the stationary charge-dependent isospins τn
are pointing in the direction of the effective magnetic fields acting in the respective charge state,
i.e., τn = τnen (cf. Eq. (7.31) and the related discussion there). This can also be found for the
stationary solution of Eqs. (7.41)–(7.44). Inserting the equivalent statement τn= Enτn into our
kinetic equations (7.16), one can readily obtain Eqs. (7.41)–(7.44)7.8.
It has in fact been shown by Davies [553, 554] that the Born-Markov plus a secular approx-
imation become exact when approaching the limit of zero coupling (here the tunneling rate Γ)
between “system” (qubit plus SQD) and “environment” (the leads) for large times t → ∞7.9. In
the limit of weak tunnel coupling Γ≪ λ, Ω, we have checked that the torque-induced corrections
to the stationary conductance become negligible. To approach this limit, we performed only a
leading-order expansion of the kernel in Γ, but not in λ, Ω (cf. results in Sec. 8.7.2). Thus, our
results comply with a Born-Markov plus secular approximation. However, we consider a completely
different situation in this Chapter, namely that of a weak measurement for which the tunnel
coupling Γ is much larger than the internal energy scales Ω and λ of the “system”. Thus, the
occupations and the coherences of the density matrix within one charge state of the SQD do not
decouple and a Born-Markov plus secular approximation is simply not valid in this parameter
regime.
Finally, we mention that Eqs. (7.41)–(7.44) violate the isospin sum rule (7.22): The time
derivative of the total isospin reads
τ˙ 0+ τ˙ 1 = τ˙ |int+2Γ+(E1 ·E0− 1)τ 0+Γ−(E0 ·E1− 1) · τ 1
− (E1 ·C)(2p0+ p1)− (E1 ·β ′)× τ 1, (7.45)
with τ˙ |int=Ω× (τ 0+τ 1)+λ×τ 1. In the stationary limit, the sum rule is trivially fulfilled because
τ˙st = τ˙st
1 = τ˙st
0 = 0, but for time-dependent solutions this may not be the case. Thus, our model
provides a physically relevant example illustrating the importance of the findings of Ref. [550]
to qubit measurements: The step in the derivation of Eqs. (7.41)-(7.44) that leads to a violation
of the sum rule (expressing the violation of the current conservation discussed in Ref. [550]) is
precisely the secular approximation. Further studies [555, 383] discussing different systems have
also indicated that the secular approximation can give rise to strong deviations of the solution of the
secular-approximated equations as compared to that obtained by more accurate approximations.
This does not contradict Davies’ results [553, 554] as the proof only considers the large-time limit.
To sum up, care has to be taken when the secular approximation is invoked; it may capture the
physics incorrectly.
7.6 Summary and outlook
In this Chapter, we have analyzed the backaction of a capacitive readout of a charge or spin qubit
by probing the differential conductance of a nearby sensor quantum dot (SQD). To this end,
we extended the kinetic equations used previously [546, 547, 548, 549] by including spin, local
interaction on the SQD and, most importantly, renormalization effects of (i) the level positions
of the coupled SQD-qubit system, generating qubit-isospin torques and (ii) the tunneling rates
connecting the SQD to the electrodes. Our study, focused on the ensemble-averaged, stationary
conductance signal, already provides indications that these renormalization effects are important
for such detection schemes. In particular at the crossover to Coulomb blockade - the experimentally
relevant regime of highest detection sensitivity - these effects matter.
7.8. The Lamb shift term−(E1 ·β ′)×τ1.in Eq. (7.44) is irrelevant for the stationary solution of τ st1 ∝e1 because
vanishes trivially due to e1× e1=0.
7.9. In Ref. [553], the time is rescaled as τ = g2t where τ is ﬁnite and the coupling g→0, cf. remarks in Ref. [383].
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The isospin torque terms ∼ β ′×τn in the kinetic equations for the coupled SQD-qubit system
induce an additional precession of the charge-projected qubit isospins τn. This renormalization
effect relies on the response of the SQD tunneling rate – scaling as ∼Γ – to perturbations on the
internal energy scales ∼Ω, λ of the SQD-qubit system. This is precisely the sensitivity that is also
exploited for the readout of the qubit state. Thus, isospin torques cannot be avoided since they
incorporate terms that scale in the same way with these parameters as the terms responsible for
the readout.
We have compared these isospin torque terms with analogous terms due to the spintronic
exchange field that is found in QD spin valves [142, 198, 196, 197]. In the latter case, the spin-
dependent level renormalization that the field represents is caused by spin-dependent tunneling
rates, while the above qubit-torque terms derive from an isospin-dependent effective level position
of the electron in the SQD that is used in the readout. A consequence of this difference in the
microscopic origin is that the isospin torque can additionally couple isospins for different SQD
charge states (n= 0, 1), e.g., terms such as τ˙ 1∼ β ′×τ 0 appear, in addition to a precession that
preserves this charge state, i.e., terms of the form τ˙ n∼ β ′× τn. The latter are the only ones that
appear in spintronics. We discussed that both types of isospin torque terms are crucial for the
description of the stationary readout.
Furthermore, the renormalization of the SQD detector tunnel rates (level shifts and cotun-
neling) is found to be crucial - without those terms the positivity of the density operator can be
severely violated, invalidating the approach, at least in the Markovian limit (see Sec. 7.5.1). These
corrections, extensively studied in transport through QDs, have so far received little attention in
the context of quantum measurements and require one to go beyond the standard Born-Markov
approximation plus secular approximation. We have provided an important, general check on any
such extension by deriving a rigorous sum rule for the charge-projected isospins that holds order-by-
order in the SQD tunnel coupling Γ. This sum rule, recently discussed in a general setting [550], is
imposed by the conservation of the qubit isospin during tunneling and in fact holds for any qubit-
SQD observable that respects this symmetry.
The basic reason why renormalization effects are important in weak measurements is a simple
one: If an electron on the detector QD has time to probe the qubit, it also has time to fluctuate
and thereby renormalize system parameters. For the parameter regime considered here, Ω, λ.Γ,
standard Born-Markov approximations, combined with Davies’ secular approximation, are not
applicable, as we have explicitly verified, and these furthermore violate the above general sum rule.
The kinetic equations presented here provide a new starting point for studying the impact of the
isospin torque on the transient dynamics of the qubit Bloch vector and the measurement dynamics .
The measurement-induced isospin torques lead to a modification of the relaxation and dephasing
rates of the isospin τ = τ 0+ τ 1, which can be found by solving the kinetic equations (7.16) time-
dependently for a given initial state. Preliminary results indicate that the time for the exponential
decay of the isospin magnitude |τ | to its stationary value can be significantly altered. The study
of such transient effects requires non-Markovian corrections to be incorporates into Eq. (7.16) as
outlined in App. A.3. Here an interesting question is whether an additional rotation of the qubit
Bloch vector due to the torque terms appears during the decay. Thus, the coherent backaction may
not only be a nuisance, but could also be useful for the manipulation of qubits due to the electric
tunability of the isospin torques that we derived here. More generally, the analogy between the
charge readout in quantum-information processing and the physics of spintronic QD devices may
be a fruitful one to be explored further.
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Chapter 8
Superfermions and extension of real-time
diagrammatics
Contributions and acknowledgements
The material presented in this Chapter contains both published as well as considerable additional unpublished
material. Sections 8.2–8.4 contain reworked parts from Ref. [172], complemented by new relations to the causal
superfermions as well as transformation properties of the “naive” superfermions and the real-time diagrammatic
kernel. The text and the ﬁgures of Section 8.5 have been published in an Appendix of M. Hell, S. Das, and M.
R. Wegewijs, Physical Review B 88, 115435 (2013) (see Ref. [441]). Copyright (2013) by the American Physical
Society. The text of Sections 8.6.1 and 8.6.3 have been published in the Supplementary Information to Nature
Physics 9, 801–805 (2013). Finally, the text of Section 8.7.1 has been published in M. Hell, M. R. Wegewijs,
and D. P. DiVincenzo, Physical Review B 89, 195405 (2014) (see Ref. [537]). Copyright (2014) by the American
Physical Society. The calculations presented in Sec. 8.7.2 are presented here for the ﬁrst time. In all parts referring
to published material, minor modiﬁcations have been made here to adapt text and ﬁgures for this thesis.
The material in Sec. 8.2 – Sec. 8.6 has been worked out by M. Hell under the supervision of M. R. Wegewijs,
and the material in Sec. 8.7 under the additional supervision of D. P. DiVincenzo.
We acknowledge Roman B. Saptsov for valuable discussions about the superfermion approach.
8.1 Introduction: why extending real-time diagrammatics?
The real-time diagrammatic technique has been invented to study the nonequilibrium dynamics of
an open system with a few degrees of freedom, treating its local interactions ∼U exactly and its
couplings ∼Γ to a reservoir perturbatively (cf. Sec. 3.5). We have extended this technique in order
to capture renormalization effects in combination with next-to-leading-order Γ2 tunneling processes
and to apply it to weak-measurement setups – both crucial step to obtain the physical key results
of the four foregoing Chapters. The calculations and associated technical insights are presented
here in a coherent fashion to illustrate their generality and extendability also to other models.
Moreover, we show that real-time diagrammatics in not limited only to (i) derive generalized master
equations (as in Sec. 8.3 for a QD spin valve and in Sec. 8.7 for a SQD charge detector), but can
also be used (ii) to extract effective Hamiltonians (such as the quadrupolar field calculated in Sec.
8.6), and (iii) to compute averages of observables for noninteracting systems (such as the spin-
multipole currents through a tunnel barrier in Sec. 8.5).
In all these three cases, the central object needed is the real-time diagrammatic kernel (or a
closely related object for noninteracting systems), which governs the time evolution of the system
under study. Former works, e.g., Refs. [404, 134, 176, 405], have succeeded in deriving general
expressions for this kernel, resulting for example in an elegant superoperator representation given
by Eq. (3.120). We explicitly take advantage of this representations here to prove general trans-
formation properties of the kernel (see below). However, these general expression do not always
provide a convenient starting point for tangible calculations. In particular, for the situations we
focus on in this thesis, it becomes very challenging to obtain analytical results because of two
reasons: First, we treat systems with one or even more pairs of (nearly) degenerate states. Here, the
density operator cannot be specified only in terms of scalar probabilities, but involves additional
vectors (e.g., a Bloch vector) and possibly tensors of even higher rank. Analytic calculations become
here nearly intractable when next-to-leading order processes are to be accounted for because
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one has to sum over many virtual intermediate states. The solution is here to take advantage
of this tensor structure and to incorporate it into a covariant diagrammatic description. The
second difficulty addressed in this Chapter is how to carry out the weak-measurement limit in
quantum-detection setups. It turns out (as discussed in Sec. 2.4) that one has to include a part
of the quantum detector into the description of the measured system. Here, the local Coulomb
interactions in the quantum detector (e.g., a QD) can be large, whereas the mutual measurement
interaction between detector and qubit are small for a weak measurement. Thus, one does not only
have to account for coherences between the weakly-split states due to the measurement interaction,
but one also has to expand the kernel in terms of the measurement interaction.
To deal with the first difficulty, the nearly degenerate states, in an efficient way, we developed a
covariant real-time diagrammatic technique. This technique has been first introduced in Ref. [172]
for a low-spin (S=1/2) and a high-spin (S=1) QD embedded in a spin valve. The key step is here
to compute supermatrix elements of the kernel for a suitably chosen tensor superbasis instead, i.e.,
one avoids to work with components that refer to a specific spin-quantization axis. For example, for
the low-spin QD studied in Chap. 5, this is the Pauli superbasis (see Sec. 3.2.3). This superbasis
can be extended to multiple charge states and multiple orbital states on the QD, including, e.g.
the spin-quadrupole moment tensor relevant for Chap. 6. In this way, all expressions at each step
of the calculation become independent of the choice of the quantization axis for the spin and the
choice of the spatial coordinate system. The power of this technique is illustrated here by showing
that the full calculation of the kinetic equations for the noncollinear low-spin valve up to O(Γ2)
can be compactly presented on a few pages only.
In this condensed calculation we make also use of symmetries of our covariant diagrams, which
are implied by corresponding transformation properties of the kernel. We therefore show in this
Chapter how the kernel for the noncollinear low-spin QD transforms under several conjugation
operations, charge and spin rotations, as well as time reversal. To prove the relations on a general
level, we start from the general superfermion expression (3.120) of the kernel and exploit the
respective transformation properties of the “bare” QD Liouvillian and the fermionic field superop-
erators. The power of these transformation properties is finally illustrated for a tangible example:
We show that the exchange field vanishes at the particle-hole symmetry point ε=−U/2 for finite
U up to any order in the tunnel coupling for the low-spin QD system. This could in principle be
extended to other QD models as, e.g., the high-spin case. Note that the proof does not work any
more if the polarization vectors of the attached ferromagnets are noncollinear; here, a nonzero
exchange field can be expected even at the particle-hole symmetry point. This seems plausible
because noncollinear ferromagnets present a “vector bias” across the QD (see Sec. 2.1).
We moreover extend the covariant diagram rules given in Ref. [172] for a high-spin QD to
compute the quadrupolar exchange field in the case of finite interaction energy U . This was a
crucial step to make the prediction for a smoking-gun experiment that exploits the vanishing of
the dipolar exchange field at the particle-hole symmetry point.
We further adapt covariant real-time diagrammatic technique to deal with a simple spin-valve
system consisting of two ferromagnets without an embedded QD, which is studied in Chap. 4.
For such a non interacting system, nonequilibrium current averages can be computed directly by
tracing over the entire system. Here, we illustrate the convenience of the covariant techniques by
giving the full calculation of the charge, spin, and SQM current up to O(Γ) on only two pages. For
a comprehensive derivation of the diagram rules, we defer the reader elsewhere [441] for brevity.
After we have presented our advances for the spin-valve setups, we focus on qubit-readout
setups. This addresses the second technical complication mentioned above, namely how to apply
real-time diagrammatics in a weak-measurement setup. Since measurement coupling – character-
ized by the energy scale λ – is much weaker than the tunneling rate Γ, a perturbative treatment of
the setup in Γ also requires a perturbative expansion of the kernel in λ (see Sec. 8.7). Moreover, one
must include higher-order processes in the tunnel coupling. Since we also assume the splitting Ω of
the qubit levels to be small, the derivation of the kernel up to O(Γ2/T , λΓ/T ,ΩΓ/T ) is simplified
a lot because cotunneling terms ∼Γ2/T can be treated as if the coupling between SQD and qubit
was absent. This calculation is performed step-by-step up to the desired order.
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To summarize, the Chapter is organized as follows:
• Sec. 8.2. We first undertake a second quantization of the Liouville space. In contrast to
Refs. [405, 221], we do not use the Keldysh-rotated “causal” field superoperators but so-
called “naive” field superoperators instead. They are more convenient for our purposes as we
explain in Sec. 8.3.1. Both types of superfermions are related by a unitary transformation,
i.e., they are in principle equivalent and it depends on the concrete application which choice
suits best.
• Sec. 8.3.We proceed with a presentation of the covariant diagram rules for the single-level
Anderson model attached to noncollinearly polarized ferromagnets. Based on these rules,
we compute the kinetic equations (5.26) central to Chap. 5.
• Sec. 8.4. We next present the transformation rules of the real-time diagrammatic kernel
for the single-level Anderson model and show how these are rules reflected by symmetries
of the covariant diagrams.
• Sec. 8.5. We next turn to the noninteracting spin-valve setup studied in Chap. 4: We
present and apply the covariant diagram rules to compute the average charge, spin-dipole
and spin-quadrupole current. The rules are strikingly similar to those for an interacting QD
system.
• Sec. 8.6. We also outline the computation of the quadrupolar exchange field and give its
expression for noncollinear ferromagnets, extending the results discussed in Chap. 6, which
is limited to the case of collinear electrodes. We interpret the field it in view of the spin-
multipole circuit theory of Chap. 4 and relate its expression to that for spin-orbit-induced
intrinsic spin anisotropy.
• Sec. 8.7.We finally explain how to apply real-time diagrammatics in a weak-measurement
setup studied in Chap. 7. We further provide the full calculations for the kinetic equations
(7.16) for the coupled system of a sensor quantum dot and a charge quit.
8.2 Second quantization for open systems: superfermions
In analogy to the Fock space corresponding to a Hilbert space of quantum states, we construct in
Sec. 8.2.1 a Fock space for the Liouville space of superstates. We refer to the particles created by
field superoperators as superparticles in order to distinguish them from particles in a Hilbert space.
We address here the question how far the analogy between these two particle concepts reaches,
which is still a topic under investigation.
We begin in Sec. 8.2.1 with a brief review of second quantization in Hilbert space to point out
formal analogies and differences to second quantization in Liouville space, for which we follow the
basic idea presented in Ref. [556]. Superfermions have already been exploited for quite different
methods, showing the generality of the concept: They can be applied to (nonequilibrium) Green’s
function formalisms [556, 557], to convert Lindblad-type equations into a non-Hermitian field
theory [558, 559], or within the real-time diagrammatic approach [405, 221].
In the latter case, a different set of field superoperators is usually introduced, called “causal”
superfermions [405, 221]. One focus of our presentation of second quantization in Liouville space
is to make a comparison between the “naive” superfermions (3.101) we use and those “causal”
superfermions. Both approaches start physically from different ends: The naive superfermions
create superparticles from the “zero-temperature” state8.1, while the causal superfermions create
particles from a “infinite-temperature” state, proportional to the identity operator. Both sets of
superfermions are equivalent as they are related by a unitary transformation as we show in Sec.
8.2.2. We also give Wick’s theorem for supervacuum expectation values for completeness, which is
crucial for the derivation of covariant real-time diagrammatics (see Ref. [172]).
8.1. To be more precise, both temperature T and electrochemical potential µ have to be zero, i.e., T = µ=0.
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We then proceed with the presentation of the transformation properties of the field superop-
erators under various conjugation operations, charge and spin rotations, and time reversal. These
properties are needed for the discussion of relations between covariant diagrams in Sec. 8.4.
8.2.1 Liouville-Fock space
fermions in Hilbert space. In Hilbert space, any state for a number of indistinguishable fermions
can be expressed as a particle number state, denoted by |n1, 
 , ni, 
 〉, and linear combinations
thereof [18]. Here, ni ∈ {0, 1} describes the number of fermions in one-particle state |i〉, charac-
terized by quantum numbers subsumed under the index i, which we do not further specify to
emphasize the generality of our considerations. In second quantization, field operators dηi (η=±)
are introduced by their action on the particle number states:
dηi|
ni
 〉 = (−1)
∑
j=1
i−1
nj |
 ni+ η
 〉 (ni+ η ∈ {0, 1}). (8.1)
For η=+(−), the number of particles is increased (decreased) and thus d+i (d−i) is called creation
(annihilation) operator . The state with zero particles is called the vacuum state and denoted by |0〉.
This state vanishes when the annihilation operator is applied, i.e., d−i|0〉=0. Every particle number
state can be generated by a successive application of creation operators acting on the vacuum:
|n1,
 , ni,
 〉 = (d+1)n1
 (d+i)ni
 |0〉, (8.2)
and by linear combination any state |a〉 can be created from the vacuum. Furthermore, any
observable A can be expressed in terms of field operators. For example the representation of an N
particle operator in second quantization reads schematically:
Aˆ =
∑
{i}
Ai1
 iN ,i1′,
 ,iN′ d+i1
 d+iNd−iN′ 
 d−i1′. (8.3)
The field operators obey anticommutation relations,
[dηi, dη ′ i′]+ = δη η¯ ′δii′, (8.4)
which can be exploited to prove the relation
nˆidηj = dηj
(
nˆi+ δijη1ˆ
)
. (8.5)
Here, the operator nˆi8 d+id−i counts the number of fermions in state i, and the above relation
expresses that dηj changes the particle number in state j by η = ±1. Finally, the total particle
number is then given by Nˆ =
∑
i
nˆi.
“Naive” superfermions in Liouville space. Inspired by the second-quantization formalism
in Hilbert space, an analogous formalism is established now in Liouville space. As explained in
Sec. 3.2.2, one can construct a superbasis in Liouville space from any basis in Hilbert space. If we
specifically use the occupation number states (8.1), the corresponding superparticle number states
can be defined as [556]:
|n1+n1−
ni+ni−
 ) 8 |n1+
ni+
 〉〈n1−
ni−
 | . (8.6)
In contrast to the Hilbert space states, not all of the superparticle number states are physically valid
states due to the fermion-parity superselection rule [560, 561]. This has also been noted in Refs.
[405, 221] in the context of real-time diagrammatics: The density operator ρ and any Hamiltonian
H have to commute with the fermion parity superoperator (see Sec. 3.2.1), i.e.,
(−1)LˆNρ = ρ, (−1)LˆNH = H, (8.7)
where
LˆNˆ • =
[
Nˆ , •]−. (8.8).
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Thus, superparticle states only with even fermion parity are physically acceptable states. Such a
restriction is not imposed on the Hilbert-space analog.
We next introduce field superoperators for these superparticle number states by defining8.2
Gηi
χ • =
{
dηi•, η · χ=+,
(−1)LˆN+1[•dηi], η · χ=−,
(8.9)
similar to the field superoperators introduced by Schmutz [556] except for an additional sign factor
(χη)(1+η)/2 included there. The field superoperators are introduced here first on a general level
without referring to a QD or reservoir subsystem. The fermion parity factor (−1)LˆN+1 appearing in
Eq. (8.9) guarantees that the field superoperators obey simple fermionic anticommutation relations,[
Gηi
χ , Gη ′ i′
χ′
]
+
= (χη)δχ χ¯
′
δη η¯ ′δii′, (8.10)
which they would not obey without the parity factor [405].
Applying Eq. (3.101) to Eq. (8.6) yields
Gηi
χ |
ni
(χη)

 ) = (−1)
∑
j>i
(
nj
+−nj(χη)
)
+
∑
j<i
nj
+
|
ni
(χη)+ χ
 )
(
ni
(χη)+ χ∈{0, 1)
)
. (8.11)
The action of the field superoperators is thus similar to Eq. (8.2) except for sign factors; however,
here the superparticle index χ instead of η specifies whether Gχ is a creation (χ = +) or an
annihilation (χ = −) superoperator, respectively. Because of this simpler interpretation, we use
the index χ in definition (3.101) instead of the common Keldysh index p, related to χ by p= χ · η.
To characterize the superparticle number states, we next introduce the superparticle number
superoperator for orbital i, given by the anticommutator with the Hilbert space particle number
operator:
Nˆi • =
[
Nˆi, •
]
+ =
∑
η
ηGηi
+Gη¯ i
− • . (8.12)
This superoperator sums up the particle numbers in state i on both the bra- and the ket-part of
the occupation number superstates:
Nˆi|
 ni+ni−
 ) = (ni++ni−)|
 ni+ni−
 ). (8.13)
The total superparticle number is then represented by the superoperator Nˆ =∑
i
Nˆi. Employing
the superparticle number operator, we can express the meaning of the particle index χ now more
compactly as
NˆjGηiχ = Gηiχ
(Nˆj+ δjiχIˆ ), (8.14)
in analogy to Eq. (8.5).
We note that a one-particle state i hosts maximally two superfermions (instead of one in
Hilbert space), which is readily seen from Eq. (8.13). The two superfermions referring to the same
one-particle Hilbert-space state are distinguished by their different contribution to the fermion
difference on the bra- and ket-part of the superstate, which is “measured” by the commutator (8.8):
Decomposing the latter as LˆNˆ =
∑
i
LˆNˆi with
LˆNˆi =
∑
η
Gηi
+Gη¯ i
− , (8.15)
and applying the anticommutation relations (8.10), this can be compactly formulated by the
relation
LˆNˆjGηi
χ = Gηi
χ
(
LˆNˆj+ δijηIˆ
)
. (8.16)
8.2. Our deﬁnition coincides with Eq. (47) of Ref. [405] when restoring the Keldysh index p= χη and leaving
out an additional factor (−1) for p=− in Eq. (8.9).
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Equation (8.16) implies that Gηi
χ changes the fermion parity (−1)LˆN of state i by one and we
therefore refer to η as the parity index. This interpretation clearly contrasts with its meaning in
Hilbert space, cf. Eq. (8.5). Considering superparticles created by the two choices for the parity
index η=± as distinguishable superparticles, the analog of Pauli’s principle for superfermions can
be compactly stated as [221]:
(Gηi
χ )2 = 0. (8.17)
Supervacuum, second quantization of superoperators, and Wick’s theorem. Analogous
to the Hilbert space, the superstate
|0) 8 |0〉〈0|, (8.18)
defined from the Hilbert space vacuum state |0〉, acquires the meaning of a supervacuum since
Gηi
− |0) = 0. (8.19)
By Hermitian conjugation (see Eq. (8.39) and below), this equation turns into
(0|Gηi+ = 0. (8.20)
Any superparticle state is then generated by applying the creation superoperators successively to
the vacuum state8.3, see also Refs. [558, 559],
|
 ni+ni−
 ) =
[
(G+1
+ )n1
+

 (G+i
+ )ni
+


][

 (G−i
+ )ni
−

 (G−1
+ )n1
−
]
|0), (8.21)
where we note the reversed order of the Gi’s with respect to the bra- and ket-part. Equation
(8.21) follows readily from Eq. (8.11) and may be exploited to prove the orthonormality of the
superparticle number states by applying the anticommutation relations (8.10).
Physically speaking, the starting point of our second quantization is the “empty space” in the
absence of any physical particles. This is the very opposite limit as compared to Refs. [405, 221],
which study the causal superfermions. In that case, the state of maximal entropy, proportional
to the unit operator |1ˆ) – in a way a maximally occupied state for our superfermions – plays the
role of a supervacuum. Analogous to the superfermions, both supervacua are related by a unitary
transformation as we explain in Sec. 8.2.2. In Ref. [221], it has been further noted that for causal
superfermions only the causal supervacuum is a valid density operator among all superparticle
states since they all have zero trace except for the causal supervacuum. This is different for the
superparticle states (8.6) we define: All of them are valid, pure density operators provided they
have even fermion parity (see Sec. 3.2.1).
Furthermore, any superoperator can be expressed in terms of field superoperators, similar to
Eq. (8.3):
Sˆ =
∑
{i}
Si1
 iN ,i1′,
 ,iN′ Gi1
+

GiN
+G iN′
−

G i1′
− . (8.22)
Here, the multi-index i is a shorthand notation for all indices, including the parity index η but
excluding the superparticle index χ. The latter indices are written out in Eq. (8.22) for the field
superoperators to illustrate that any superoperator can be written as a sequence of creators followed
by annihilators. Since any superstate
∣∣Aˆ ) can be expanded in terms of superparticle states, the
superstate
∣∣Aˆ ) can also be expressed as linear combination of field superoperators acting on the
supervacuum. Thus, analogous to the procedure in Hilbert space, one can express any supermatrix
element by summing over supervacuum expectation values:(
Aˆ
∣∣Sˆ ∣∣Bˆ ) ∼ (0|(
G−
 )(G+
G−
 )(
G+
 )|0). (8.23)
8.3. An alternative route to second quantization in Liouville space is to postulate the anticommutation relations
(8.10). One can then introduce states
∣∣

 ni
+
ni
−


)
, defined via Eq. (8.21) from a supervacuum satisfying Eq. (8.19).
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This fact is exploited in the derivation of the covariant rules for real-time diagrammatics [172]
since any kernel matrix element
(
Aˆ |W |Bˆ ) can be expressed akin to Eq. (8.23). After that,
any such matrix element can be computed by exploiting the anticommutation relations (8.10),
shifting all annihilation operators G− to the right, where they give zero contribution acting on
the supervacuum. Collecting all terms from nonzero anticommutators, we obtain Wick’s the-
orem for supervacuum expectations values (compare also to Sec. 3.5.3),
(0|G1χ1
Gnχn|0) =
∑
pairs 〈ij〉
(−1)Np
∏
〈ij〉
(0|GiχiGjχj |0), (8.24)
with contraction function
(0|GiχiGjχj |0) = (χjηj)δi, j¯δχj,+. (8.25)
Here, the notation χ¯ =−χ and i¯ =(η¯ ,
 )= (−η,
 ) means that the signs of the parity- and the
superparticle index are reversed, keeping all other quantum numbers fixed. Finally, (−1)Np is the
signature of the permutation that maps the sequence of indices (1,
 , n) on the l. h. s of Eq. (8.24)
onto the sequence of pairs on the right hand side Eq. (8.24) while retaining the order of indices
within each pair contraction.
8.2.2 Canonical transformations: from naive to causal superfermions
In Sec. 8.2.1, we introduced the “naive” superfermions that turn out to be most suitable for
the derivation of covariant real-time diagrammatics as we explain below in the paragraph “Idea
and advantages of covariant real-time diagrammatics” in Sec. 8.3.1. Yet, other choices for the
superfermions can also be advantageous from a technical or physical point of view. In principle,
any set of field superoperators obtained from Eq. (3.101) by a unitary transformation defines an
equivalent set of superfermions.
We illustrate this idea for the “causal” superfermions [405, 221], defined by
G¯ηi =
1
2
√ (Gηiη +Gηiη¯ ), (8.26)
G˜ηi =
1
2
√ (Gηiη −Gηiη¯ ), (8.27)
that is, they follow from a Keldysh rotation [562] of naive field superoperators (8.9). Notably,
these superoperators act on both the bra- and the ket-part of the operator they are applied
to. In particular they obey “proper” fermionic anticommutation relations
[
G˜ηi, G˜η ′ i′
]
+
= [G¯ηi,
G¯η ′ i′]+=0,
[
G¯ηi, G˜η ′ i′
]
+= δη η¯ ′δii′ without a sign factor χη that appears in Eq. (8.10). This sign
factor can be removed by a trivial redefinition of the Gησ
χ → (χη)(1+η)/2Gησχ as introduced in Refs.
[556, 557, 558, 559].
Unitary transformations in Liouville space do not only mix different states (e.g., spin-orbitals)
and operators of different parity indices η = ± with each other, but they can also mix field
superoperators that act on the bra- and the ket part, respectively. The latter mixing is achieved
by a unitary transformation that mixes supercreators and superannihilators,
Uˆ (α)Gηiχ Uˆ †(α) = cos (α)Gηiχ + χ sin (α)Gηiχ¯ , (8.28)
with the superoperator
Uˆ (α) = exp
(
α
∑
χi
χGχi
χ
Gχ¯ i
χ
)
. (8.29)
Setting Uˆ 8 Uˆ (α=π/4) with an angle α=π/4, the naive superfermions are rotated onto the causal
superfermions:
G¯ηi = UˆGηi+ Uˆ †, (8.30)
η¯ G˜ηi = UˆGηi− Uˆ †. (8.31)
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Again, the sign factor in Eq. (8.31) can be removed by including a sign factor (χη)(1+η)/2 into the
definition of the Gηi
χ ’s.
The supervacuum is transformed as well, of course:
1
N
√ |1ˆ) = Uˆ |0), (8.32)
where N is the number of single-particle states i available8.4. Notably, the unit operator in Fock
space is (apart from a trivial normalization factor) just given by a rotation of the zero-temperature
supervacuum (8.18).
In general, any set of superoperators obtained by a unitary transformation from (χη)(1+η)/2Gηi
χ
provides an equally valid set of fermionic field superoperators as they also obey anticommuta-
tion relations. Another relevant example for this thesis are the field superoperators that create
superholes, see Eq. (8.131), which are used to construct the particle-hole symmetry relations for
the covariant diagram rules. The choice of the most suitable set of field operators for performing
calculations depends on the symmetries present in the problem under consideration.
8.2.3 Conjugation properties, charge and spin rotations, time reversal
In this Section, we systematically investigate how the field superoperators transform under several
conjugation operators, charge and spin rotations, as well as time reversal for a single orbital level.
These relations are essential to prove respective transformation properties of the kernel, which
is illustrated in Sec. 8.4 for the Anderson model up to any order in the tunnel coupling Γ. We
furthermore introduce here an “s-conjugation”, under which the kernel shows a particularly simply
conjugation rule, reflected by an horizontal mirror rule stated in Sec. 8.4.2.
Conjugation properties. We first investigate how the field superoperators (8.9) transform
under different conjugation operations:
(i) The c-conjugation of a superoperator Sˆ is in general defined by [134]
(
Aˆ
∣∣Sˆ c∣∣Bˆ ) = (Aˆ †∣∣Sˆ ∣∣Bˆ †)∗, (8.33)
and can be reformulated as [405]
Sˆ c = Kˆ Sˆ Kˆ , (8.34)
where Kˆ = Kˆ−1 is the superoperator of Hermitian conjugation, i.e., Kˆ
∣∣Aˆ )= ∣∣Aˆ †). The action of
the c-conjugation on the field superoperators is a parity conjugation
(Gηi
χ )c = (−1)LˆN+1Gη¯ iχ . (8.35)
Therefore, the c-conjugation induces an elemental transformation of the field superoperators in the
sense that it changes only one index, here the parity index η. In Eq. (8.35), the subscript i refers
to other quantum numbers specifying the quantum state the field superoperator G acts on. They
are not affected by the c-conjugation and therefore not further specified here.
(ii) We next introduce an s-conjugation , defined by
(
Aˆ
∣∣Sˆ s∣∣Bˆ ) = (Bˆ †∣∣Sˆ ∣∣Aˆ †). (8.36)
This is motivated by two reasons: First, this operation corresponds to another elemental transfor-
mation of the field superoperator as it causes a particle conjugation,
(Gηi
χ )s = χη(−1)LˆN+1Gηiχ¯ , (8.37)
8.4. Note that Eq. (8.32) is diﬀerent from Eq. (2.21) in Ref. [556] and Eq. (24) in Ref. [558]: They contain only
the creation superoperator part in the exponential.
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that is, it turns a creation superoperator into an annihilation superoperator, and vice versa. Second,
the s-conjugation rule of the kernel is reflected by a useful covariant diagram transformation rule
- the horizontal mirror rule, discussed in Sec. 8.4.2. We note that this operation is distinct from
particle-hole transformation, which is related to charge rotations discussed in the paragraph below.
The s-conjugation can in many respects be viewed as a generalization of the transpona-
tion operation in the complex Liouville space as both share many computational rules. For
example, if the s-conjugation acts on a product of superoperators their order is inverted, that
is
(
Aˆ1
 Aˆn
)s
= Aˆn
s

 Aˆ1
s
. In addition, any complex number c is invariant under s-conjugation,
cs= c, in contrast to the effect of c-conjugation and the Hermitian conjugation (see below).
(iii) The Hermitian conjugation of a superoperator is the composition of s- and c-conjugation:
Sˆ † = ( Sˆ c)s= (Sˆ s)c. (8.38)
Combining Eqs. (8.33) and (8.36) results in the common rule defining the Hermitian conjugation
in terms of matrix elements: (
Aˆ
∣∣Sˆ †∣∣Bˆ ) = (Bˆ∣∣Sˆ ∣∣Aˆ )∗. (8.39)
Applied to the naive field superoperators, this combines parity and particle conjugation,
(Gηi
χ )† = χηGη¯ i
χ¯
, (8.40)
and is therefore not an elemental operation on the naive superfermions.
Charge and spin rotations. We next investigate the transformation properties of the field
superoperators that affect also the quantum numbers contained in the index i, which we have
not specified up to this point. To be concrete, we discuss a single orbital level, for which i= σ is
already specified by the spin projection quantum number with respect to a certain quantization axis
(referred to as the z axis in the following). The many-body Hilbert space is characterized in this
case by the four states |0〉,|↑〉,|↓〉,|2〉= (|↑↓〉 −|↓↑〉)/ 2√ . The field operators dησ can be combined
to form two different irreducible tensor operators operators, namely for spin,
Sˆi =
∑
σσ ′
1
2
(σi)σσ ′|σ〉〈σ ′|, (8.41)
and for charge (see also Ref. [405]),
Tˆi =
∑
ηη ′
1
2
(σi)ηη ′|1+ η〉〈1+ η ′|, (8.42)
with the Pauli matrices σi for the three Cartesian indices i= x, y, z. The above operators satisfy
the algebra [
Sˆi, Sˆj
]
− = iεijkSˆk, (8.43)[
Tˆi, Tˆj
]
− = iεijkTˆk, (8.44)[
Sˆi, Tˆj
]
− = 0, (8.45)
which means that the set
{
Sˆi
}
transforms as a set of rank-1 irreducible tensor operators for spin
rotations and as a set of rank-0 irreducible tensor operators for charge rotations and vice versa [405].
The spin and the charge operator, respectively, are generators of unitary rotations in Liouville
space,
UˆSˆ(a, α) = e−iαa· LˆSˆ, (8.46)
UˆTˆ (a, α) = e−iα a· LˆT, (8.47)
with a · Lˆ
Sˆ
=
∑
i
ai LˆSˆi and a · LˆTˆ=
∑
i
ai LˆTˆi, respectively, for the commutators LˆSˆi•=
[
Sˆi, •
]
−
and LˆTˆi•=
[
Tˆi, •
]
−. Furthermore, a denotes a unit vector and α a real number.
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Likewise, the commutators LˆSˆi and LˆTˆi are generators for superoperator rotations, i.e., Sˆ →
UˆSˆ/Tˆ Sˆ UˆSˆ/Tˆ
†
. To see how the field superoperators transform under those spin and charge rotations,
we note the relations [
LˆSˆi, Gησ
χ
]
− =
∑
σ ′
η
2
Gησ ′
χ (σi
η)σ ′σ, (8.48)
and [
LˆTˆi, Gησ
χ
]
− =
∑
η ′
(ση)
(
η−η′
)
/2
2
Gη ′(ηη ′σ)
(ηη ′χ)
(σi)η ′ η, (8.49)
where σi
η=+=σi and σi
η=−=σi∗. These equations can be derived by applying the anticommutation
relations of the field superoperators. One then obtains from Eq. (8.48) the transformation of the
field superoperators under spin rotations,
e−iαa·LˆSˆGησ
χ e+iαa·LˆSˆ = cos
(
α
2
)
Gησ
χ − iη sin
(
α
2
)∑
σ ′
Gησ ′
χ (a ·σσ ′ση ), (8.50)
and from Eq. (8.49) the transformation of the field superoperators under charge transformations,
e−iα a·LˆTGησ
χ
e+iαa·LˆT = cos
(
α
2
)
Gησ
χ − i sin
(
α
2
)∑
η ′
(ση)(η−η
′)/2Gη ′(ηη ′σ)
(ηη ′χ)
(a ·ση ′η), (8.51)
respectively. In particular, LˆSˆx and LˆSˆy reverse the spin index of Gησ
χ as they correspond to a
spatial rotation about the x and the y axis, while LˆSˆz only implies a multiplication of Gησ
χ with
a sign factor. By contrast, the particle-hole rotation cannot be related to a transformation in real
space. It induces, according to Eq. (8.51), a reversal of all the three indices χ, η, and σ for i= x,
y. Thus, the creator (in case of χ=+) of a superparticle with spin σ is turned into an annihilator
of a superparticle with spin σ¯ , which can be interpreted as a creation of a superhole with spin σ.
Finally, the z rotation by π results only in a multiplication with a sign factor, similar to spin.
Time reversal. In this paragraph, we discuss how the field superoperators transform under
the time reversal transformation. We first recall some basics from the time reversal in Hilbert
space, starting with general fermionic systems and specializing to the single-level Anderson model
without magnetic field after that.
In general, the time reversal transformation is represented by an antiunitary operator Tˆ with
Tˆ Tˆ †= Tˆ †Tˆ = 1ˆ that induces a motion reversal,
Tˆ Xˆi Tˆ † = +Xˆi, (8.52)
Tˆ Pˆi Tˆ † = −Pˆi, (8.53)
Tˆ Sˆi Tˆ † = −Sˆi, (8.54)
where Xˆi, Pˆi, and Sˆi are the position, momentum and spin operator of the ith particle, respectively
[18]. The time reversal operator can be decomposed into
Tˆ = e−ipi SˆyCˆ{xi,σi}, (8.55)
with the linear, unitary rotation e−ipi Sˆy acting on the spin part of a wave function with total spin
operator Sˆ=
∑
i
Sˆi and the anti linear operator Cˆ{xi,σi} of the complex conjugation that leaves the
joint eigenstates |xi, σi〉 of the position operator and the spin quantized along the z axis for each
particle i invariant:
Cˆ{xi,σi}|{xi, σi}〉 = |{xi, σi}〉. (8.56)
In general, any other set of basis states is not unaffected under the action of the complex conju-
gation operator but mapped onto linear combinations of them. The time reversal transformation
of the field operators thus takes a particularly simple form only for those that create or annihilate
particles in position-spin states, d+σ(x)|0〉=|x, σ〉:
Tˆ dησ(x) = σdησ¯(x). (8.57)
212 Superfermions and extension of real-time diagrammatics
Here, Tˆ •= Tˆ •Tˆ † denotes the corresponding time-reversal superoperator. If we classify the spatial
part of the basis states by another set of quantum numbers instead, referred to as the orbital index
l, the time-reversed field operators read
Tˆ dηlσ =
∑
l′
σdη σ¯ l′Cl′ l
η
, (8.58)
where C denotes the matrix elements of the complex conjugation Cx,σ with respect to the orbital
states:
Cl′ l = 〈l ′|Cx,σ |l〉 =
∫
d3x〈l ′|x〉(〈x|l〉)∗. (8.59)
The superscript η in Eq. (8.58) refers to the complex conjugation, Aη=+ = A, Aη=− = A∗. The
matrix C is unitary, i.e.,
∑
m
Cl′mClm
∗ = δll′, which follows from the anti-unitarity of the complex
conjugation operator,
Cˆ{xi,σi}Cˆ{xi,σi} = Cˆ{xi,σi}
†
Cˆ{xi,σi} = 1ˆ. (8.60)
Exploiting Eq. (8.58), we readily obtain the time-reversal-transformed field superoperators:
TˆGηlσχ Tˆ † =
∑
l′
σGη σ¯ l′
χ
Cl′ l
η
. (8.61)
This result can be simplified under further assumptions valid for the Anderson model we consider
in Sec. 8.3 and Sec. 8.4: We first assume we are given a time-reversal-invariant single-particle
Hamiltonian, i.e.,
TˆH Tˆ
† = H, (8.62)
and further that spin-orbit coupling is absent, that is, the eigenstates of the single-particle Hamilto-
nian are tensor product states of an orbital and a spin part, denoted by |l, σ〉. Finally, we consider
a spin-degenerate energy eigenstate, i.e., H |l, σ〉=El|l, σ〉 for a fixed index l that possesses a gap
to all other spin-orbitals. In this case, we can show that Cll′= δll′ for fixed l but arbitrary l
′ by the
following line of arguments: By virtue of Eq. (8.62) and since we consider a fermionic system, all
eigenenergies are at least two-fold degenerate (Kramers degeneracy) [18], with the corresponding
orthogonal eigenstates forming Kramers pairs. In our case, the orbital l is only two-fold degenerate,
and therefore the two spin states |l, σ〉 of orbital l must be Kramers pairs:
Tˆ |l, σ〉 = σ |l, σ¯ 〉. (8.63)
Any further sign factors are absorbed into the orbital part of the wave function8.5. This implies:
Tˆ dηlσ = σdη σ¯ l, (8.64)
and hence
TˆGηlσχ Tˆ † = σGη σ¯ l (8.65)
for fixed orbital index l. This situation is fulfilled for the single-level Anderson model (5.2) in the
absence of an external magnetic field (the interaction term does not break time-reversal symmetry).
8.2.4 Pauli superbasis for Anderson model
In this Section, we explain how to obtain the Pauli superbasis for the single-level Anderson model,
introduced in Sec. 5.2.2, by introducing bosonic creation superoperators, and show how this super-
basis transforms under spin and charge rotations. The Pauli superbasis is crucial for conveniently
dealing with the spin dependence within the covariant real-time diagrammatics [172] since matrix
elements of the kernel with respect to this basis can be computed most easily.
8.5. In other words, the spatial part of the wave function is real, ψl(x)= 〈x|l〉= 〈x|l〉∗=ψl∗(x), so that Cl′ l= δl′ l
for ﬁxed index l using Eq. (8.59) and 1ˆ=
∫
d 3x |x〉〈x|.
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We restrict our considerations to a subspace that is relevant for our calculations: First, according
to the Pauli superselection rule (3.15), the reduced density operator of the QD is a bosonic state,
i.e., it must be a superstate with an even number of superparticles. Thus, we need to introduce a
superbasis only in the bosonic subspace to expand the density operator |ρ). Second, we compute
the kernel here only when charge is conserved and therefore |ρ) stays diagonal in charge8.6. This
leaves the six basis states
|rˇ00)= |0), |rˇµ1)= Rˇµ+|0), |rˇ02)=
(Rˇ0+)2|0), (8.66)
with the bosonic creation superoperator
Rˇµχ =
∑
σσ ′
(−χη)(rˇµ)σσ ′η¯ G η¯ σχ Gησ ′χ , (8.67)
where µ = 0, 1, 2, 3, rˇ0 = 1ˆ/ 2
√
, rˇi = 2
√
sˆi for i = 1, 2, 3, and (rˇµ)σσ ′ = 〈σ |rˇµ|σ ′〉. Note that
Rˇµχ does not depend on the choice of η on the right hand side of Eq. (8.67) because the two
field superoperators can be anticommuted. The corresponding superbra states are obtained by
Hermitian conjugation of Eq. (8.66). Using the property (Rˇµχ)†= Rˇµχ¯, we obtain
(rˇµ
1 | = (0|Rˇµ− , (2| = (0|
[Rˇ0−]2. (8.68)
Finally, any charge-diagonal superstate
∣∣Aˆ ) can be expanded into the Pauli superbasis as
∣∣Aˆ ) = ∑
nµ
Aµ
n |rˇµn), (8.69)
with coefficients Aµ
n= (rˇµ
n|Aˆ).
For the rest of this Section, we discuss how the Pauli superbasis transforms under spin and
charge rotations as well as time reversal, which is needed for the discussion the diagram symmetries
of the kernel in Sec. 8.4. First, the projectors on each charge state are invariant under spin rotations
since they are proportional to the identity operator in the respective charge state,
e−iα a·LˆSˆ|rˇ0n) = |rˇ0n), (8.70)
whence the spin states are mixed among each other by a rotation:
e−iαa·LˆSˆ|rˇin) =
∑
j
RijT (a, α) |rˇjn). (8.71)
On the contrary, the charge rotations leave the states describing the singly occupied QD unchanged,
e−iα a·LˆT|rˇµ1) = |rˇµ1), (8.72)
while charge rotations about the x and y axis induce a particle-hole transformation for a rotation
angle of π, that is,
e
−ipiLˆTˆx,y|rˇ0n) = |rˇ02−n). (8.73)
The rotation about the z axis even leaves the two superstates |rˇ00) and |rˇ02) invariant. We give
only the results for these particular rotation angles and axes since general charge rotations map
superstates diagonal in charge onto superstates nondiagonal in charge. While such rotations are
irrelevant for our considerations as the particle number is conserved for our models, an extension
could be useful when superconducting electrodes are involved.
8.6. The results including the superconductor in Chap. 5 are obtained only up to O(Γ) where the calculations
are still tractable without the covariant technique.
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Finally, to see how the Pauli superbasis transforms the under time reversal, we first note that
the vacuum state is invariant under time reversal, Tˆ |0〉 =|0〉 (if not, this can always be achieved
by a redefinition of the vacuum state [563]), which results in the invariance of the supervacuum,
Tˆ |rˇ00) = |rˇ00). (8.74)
Applying the time reversal superoperator to the bosonic creator (8.67) and taking advantage of the
time-reversal transformation property of the field superoperators (8.65), we find Tˆ Rˇµχ Tˆ †= gµRˇµχ,
with gµ=1 for µ=0 and gµ=−1 for µ= x, y, z, and therefore obtain
Tˆ |rˇµ1) = gµ|rˇµ1), (8.75)
Tˆ |rˇ02) = |rˇ02). (8.76)
The above equations show that the Pauli superbasis has simple conjugation and transformation
properties, which are exploited by the covariant diagrammatic technique that we introduce in the
next Section.
8.3 Derivation of kinetic equations for low-spin QD spin
valves
We now turn to the discussion and application of the covariant real-time diagrammatic technique
for the low-spin QD spin valve setup with noncollinear polarizations studied in Chap. 5. The deriva-
tion of the covariant technique makes extensive use of the Liouville-space formalism introduced in
the previous section. Even though we defer the reader for the derivation to Ref. [172], these insights
are helpful to understand the advantages of the covariant technique, which we discuss first in Sec.
8.3.1. We then summarize the covariant diagram rules and proceed in Sec. 8.3.2 with the derivation
of the kinetic equations (5.26) and the current (5.37) for the low-spin QD spin valve up to O(Γ2).
This also illustrates the power of our covariant technique, as the computation of all necessary kernel
supermatrix elements can be condensed on only a few pages. For this purpose, we also exploit the
transformation properties of the kernel, which we anticipate from the next Sec. 8.4. In the latter
Section, we will apply the transformation properties we have derived in the previous Section.
8.3.1 Covariant diagram rules and their advantages
Idea and advantages of covariant real-time diagrammatics. When it comes to actually
compute kinetic equations from the kernel (3.120), it is practically unavoidable to introduce a
superbasis representation for the field superoperators Gi
χi and the QD Liouvillian L, respectively,
or to compute specific supermatrix elements (Aˆ |W |Bˆ ) of the kernel [403, 194, 176]. Only in this
way, it is possible to set up generalized master equations (see Sec. 8.3.2), compute expectation
values (see Sec. 8.5), or to set up RG equations (see, e.g., Ref. [405]). Thus, to reduce the number
of terms generated by this procedure, it is desirable to find a superbasis which minimizes the
number of nonzero matrix elements of the field superoperators and the QD Liouvillian. This
requirement is satisfied for the particle number superstates given by Eq. (8.6): First, the G’s
induce transitions only from one initial superparticle number state into a certain final superparticle
number state; multiple final states are obviously not possible [cf. Eq. (8.11)]. Second, the Anderson-
model Liouvillian is diagonal in this superbasis due to the spin degeneracy of the Hamiltonian
(2.9). This is different for the causal superfermions and the main the reason why we employ the
naive superoperators for the covariant technique8.7. The naive superfermions have, however, the
disadvantage that carrying out the wide-band limit requires some additional steps afterwards, see
App. C.2.
8.7. For example, cf. Eq. (135) in Ref. [405] by setting Γ = 0 to obtain bare Liouvillian, which still induces
transitions between states of odd fermion parity.
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Figure 8.1. Covariant diagram technique for QD spin valves. Sample diagram for an O(Γ2) contri-
bution to the matrix element (0|W (z)|rˇµ1). The time increases from right to left. There are two state vertices
at the earliest time (right), followed by four kernel vertices. The state and lead contractions are above and
the QD contractions are below the time line. Superparticle indices are indicated below each vertex and
parity indices are ﬁxed by arrows attached to the contraction lines. If an arrow crosses the vertex top-down
(bottom-up), the parity index is η=+ (η=−). The parity indices have only been denoted in this ﬁgure for
clarity. The sign factor is here (−1)1+2+1 = +1 since there is one crossing of contractions, there are two
backward intermediate vertices (at the second and fourth position from the right), and there is one state
contraction. A backward intermediate vertex is a vertex for which in both its contractions the attached
arrow points from later to earlier times.
Next using the second-quantization formalism in Liouville space that we established in Sec.
8.2, we express the all kernel matrix elements (Aˆ |W |Bˆ )∼ (0|(G−
G−)W (G+
G+)|0), as super-
vacuum expectation values and successively apply Wick’s theorem for quantum dot superoperators
as explained in Sec. 8.2.1. After this, on can exploit the spin degeneracy of the QD model to
simplify the calculations: Even though introducing particle superstates generates expressions that
explicitly depend on the choice of the spin quantization axis for the QD8.8, it is possible to recast
the entire spin dependence of the diagrams in terms of spin traces, which are independent of the
choice of the spin quantization axis. The latter may be evaluated efficiently by applying general
computational rules for the spin-1/2 algebra, see App. C.1. This allows one to compute kernel
matrix elements with respect to (spin) scalar, vector, and in general tensor operators directly.
Moreover, all components of, e.g., a vector operator can be obtained from a single evaluation (see
Sec. 8.3.2). This tremendously reduces the analytical effort required in particular for high-spin
systems as considered in Sec. 8.6. Furthermore, one directly obtains the kinetic equations (5.26)
in their convenient covariant form without the need to recombine certain kernel matrix elements
afterwards.
Deferring the reader to Ref. [172] for the derivation of the covariant diagram rules, we here
give only the rules of how to systematically draw all diagrams and to translate them into algebraic
expressions.
Systematic construction of all diagrams. The nth order contribution to the matrix ele-
ments Wµµ′
nn′ = (rˇµ
n|W (i0)|rˇµ′n′) of the zero-frequency kernel (3.120) with respect to the Pauli
superbasis (8.66) reads schematically as
Wµµ′
nn′
∣∣
n
∼ (0|(G−
G−)
(
Gn
1
i0+∆E
Gn−1
G2
1
i0+∆E
G1
)
(G+
G+)|0). (8.77)
Here, the supercreators G+ (superannihilators G−) on the right (left) correspond to the combina-
tion of field superoperators needed to create the superstates |rˇµn) from the vacuum |0) according
to Eq. (8.67).
All diagrams contributing to an nth order contribution to Wµµ′
nn′ are obtained by the following
drawing instructions (a sample diagram is sketched in Fig. 8.1):
1. Vertices. For each G in the sequence of Eq. (8.77), put a vertex on a time line where time
increases from right to left8.9. Symbols : An horizontal line represents the time line; solid
dots refer to the vertices.
8.8. If the polarizations of the electrodes are collinear, it is advantageous to chose the QD spin quantization axis
parallel to the magnetizations of the ferromagnets as this reduces the number of terms that contribute. However,
for noncollinear electrodes, coherences and probabilities mix, no matter how one chooses the Hilbert space basis
(cf. Sec. 3.4.2).
8.9. To avoid confusion with the terminology in Ref. [134], we note that although we associate each “G” in Eq.
(8.77) with a vertex, the vertex also represent the “J” in the tunneling Hamiltonian, LT ∼GJ . Contractions refer
to both the lead and the QD part depending on whether the contraction line lies above or below the time line (see
points 4 and 5). This is diﬀerent from the diagrammatic representation used for the tunnel junction in Sec. 8.5 as
one sees from comparing Fig. 8.1 and Fig. 4.3.
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2. Particle indices. Construct diagrams with all possible superparticle index combinations,
obeying the following rules: (i) All initial (final) state vertices have superparticle index
χ = + (χ = −), (ii) all superparticle indices altogether must add up to zero, and (iii) the
sum of the superparticle indices up to any kernel vertex (counting from earlier times) must
be nonnegative. Symbols : Attach signs below the vertices.
3. State contractions. Connect all state vertices associated with each Rˇµχ by a superstate
contraction. Fix opposite parity indices by attaching an arrow to the contraction line. The
direction of the arrow for each state contraction is arbitrary, but one is allowed to pick only
one of the two possible choices (to avoid double counting). Symbols: Dashed lines connecting
the vertices above the time line. If the arrow crosses the vertex top-down (bottom-up), the
parity index η=+ (η=−). Attach an index “µ” referring to Rˇµχ to the state contractions.
4. Lead contractions. Construct all possible combinations of irreducible lead contractions of
kernel vertices. Further indicate the parity indices of the contracted vertices by adding an
arrow to the contraction line. Note that different arrow directions for the same contraction
line may appear in distinct diagrams contributing to the kernel matrix element (in contrast
to the state vertices). Chose only one diagram from each pair generated by reverting the
directions of all lead contractions. Symbols: Solid contraction lines above the time line with
arrows indicating the parity indices.
5. QD contractions. Construct all possible combinations of reducible QD contractions. QD
contractions are allowed only if (i) the earlier vertex carries superparticle index χ=+, (ii)
the later vertex carries χ=−, and (iii) each loop has a alternating parity indices. Symbols :
Solid contraction lines below the time line with arrows indicating the parity indices. Each
loop must have a unique sense of direction.
6. Charge states. For fixed parity and superparticle indices (η, χ), the charge states ni
+ and
ni
− for ket- and bra-part of each segment are given by the relations ni
(χiηi)=ni−1
(χiηi)+ χi and
ni
−(χiηi)=ni−1
−(χiηi). Symbols: Numbers above and below the time line.
Translating diagrams into algebraic expressions. The kernel matrix elements are schemat-
ically given by
WAB |n = 2Im
∑
contr.
{χi,ηi}
∫
{ωi}
dωi (signs)
(∏
i
1
i0+Xi−Lni+ni−
)( ∏
loops
tr(
 rˇµ
Fi·rˇ)
)
. (8.78)
These expressions are obtained from the diagrams constructed by the above rules as follows:
1. Propagators. For each propagator segment between two kernel vertices i and i+1, write
down a factor
1
i0+Xi−Lni+ni−
with Xi=
∑
(ωearly−ωlate) and Lni+ni−=Eni+−Eni− (8.79)
The sum in Xi involves all frequencies associated with lead contractions that cross over that
segment and are directed towards earlier (later) times. Furthermore, discrete QD energies
are E0=0, E1= ε, and E2=2ε+U [cf. Eq. (3.23) and Eq. (5.2)].
2. Loopwise evaluation of spin traces. Start at any point of a loop and follow in direction
of the arrow. When encountering
− a lead contraction, put a factor Ci=Fi · rˇ
− a state contraction, put a factor Ci= rˇµ
into a spin trace tr(Cn
C1), ordering the operators from right to left. Repeat this for all
other loops in the diagram. Here, Fi=
∑
ri
Fi
ri with the four-component vector
Fi
ri =
1
2
√
π
Γri,χi(ωi)
(
1
nri(ωi)n
ri
)
, (8.80)
with Γri,χi(ωi)= 2π |tri|2ν¯ ri(ωi)f ri,χi(ωi) and ν¯ ri(ωi)= (ν↑ri(ωi)+ ν↓ri(ωi))/2.
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3. Sign factors.
(signs) = (−1)#CR+#BIV+#ST, (8.81)
where #CR is the number of crossings of all contractions (lead and QD), #BIV is the
number of backward intermediate vertices (see Fig. 8.1), and #ST is the number of state
contractions.
4. Complete matrix element: Multiply all expressions obtained from steps 1, 2, and 3
and integrate over all frequencies {ωi}, where i refers to the earlier vertices in each lead
contraction. Take 2 Im(
 ) of this expression and sum up the contributions of all valid
diagrams.
The current kernel WIr is obtained by the same rules with one modification: The latest kernel
vertex, denoted by 2n, must be associated with the transfer of an electron from electrode r to the
QD, i.e., the particle index must be χ2n=+ and one must replace the spectral density F2n→F2nr .
8.3.2 Calculation of kinetic equations and particle current
We next apply the covariant real-time rules for the single-level Anderson model to compute the
kernel matrix elements and the current kernel up to O(Γ2). To condense the calculation, we take
advantage of diagram transformation properties that we thoroughly discuss below in Sec. 8.4.
Calculation of the kernel. The entire kinetic equations can be constructed if only one
occupation-to-occupation rate, one charge-to-spin conversion rate, and the spin-to-spin rates are
computed. All missing kernel matrix elements are found by exploiting the sum rule and the hori-
zontal mirror rule. It is therefore sufficient to compute the matrix elements Wµ0
10, and Wµj
11 (µ=0,
1, 2, 3; j=1, 2, 3).
Applying the diagram rules yields for Wµ0
10 up to O(Γ2):
Wµ0
10 =
= −2Im
∑
ρ1
∫
−W
+W
dω1E1
10Fρ1
+(ω1)tr[ρ1µ]
−2 Im
∑
ρ1, ρ2
∫
−W
+W ∫
−W
+W
dω1dω2
×{E210E2 1¯11E1¯01Fρ2−(ω2)Fρ1+(ω1)tr[ρ2µρ1] +E210E2 1¯11E210Fρ2+(ω2)Fρ1−(ω1)tr[ρ2µρ1]
+E2
10E2 1¯
00E1¯
01Fρ2
+(ω2)Fρ1
+(ω1)tr[ρ2µ]tr[ρ1] +E2
10E2 1¯
00E2
10Fρ2
+(ω2)Fρ1
+(ω1)tr[ρ2µ]tr[ρ1]},
(8.82)
where we used the shorthand notation
E(η22)(η11)
n+n− =
1
i0+ η2ω2+ η1ω1−Ln+n− , (8.83)
tr(αβγ
 ) = tr(σασβσγ
 ). (8.84)
Note that all diagrams have to be associated with a minus sign factor: In all diagrams except for the
first diagram contributing to O(Γ2), there is (i) one state contraction (yielding one minus sign), (ii)
an even number of crossings (no sign), and (iii) an even number of backward intermediate vertices
(no sign). For the first diagram contributing to O(Γ2), there is both an odd number of crossings
as well as an odd number of backward intermediate vertices instead, which result in canceling sign
factors, leaving only the sign factor from the single state contraction.
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Furthermore, the diagram rules yield for Wµj
11:
Wµj
11 =
= 2Im
∑
ρ1
∫
−W
+W
dω1E1
10Fρ1
−(ω1)tr[ρ1 µj]
+2Im
∑
ρ1, ρ2
∫
−W
+W ∫
−W
+W
dω1dω2
×{E210E2 1¯11E1¯01Fρ2−(ω2)Fρ1−(ω1)tr[ρ2µρ1j] +E210E2 1¯11E210Fρ2−(ω2)Fρ1−(ω1)tr[ρ2µρ1j]
+E2
10E2 1¯
00E1¯
01Fρ2
+(ω2)Fρ1
−(ω1)tr[iρ2]tr[ρ1j] +E210E2 1¯
00E2
10Fρ2
−(ω2)Fρ1
+(ω1) tr[ρ2µj]tr[ρ1]}.
(8.85)
We next evaluate the integrals in the O(Γ) expressions using Sokhotsky’s formula
1
i0+ x
=P
( 1
x
)−
iπδ(x) with P denoting the principal value part and find∫
−W
+W
dω1E1
10Fρ
χ(ω) =
1
2
√ (χ¯ βρ− iΓρχ), (8.86)
with the definitions Γρ
χ(ε) =
∑
r
Γρ
r,χ(ε), βρ(ε)=
∑
r
βρ
r(ε), and
Γρ=0
r,χ (ε) = Γr,χ(ε) = 2π |tr |2ν¯ r(ε)f(χ (ε− µr)/T ), (8.87)
Γρ=i
r,χ (ε) = Γr,χ(ε)nr(ε)ni
r (i=1, 2, 3), (8.88)
βρ
r(ε) = P
∫
−W
+W dω
π
Γρ
r,+(ω)
ε−ω . (8.89)
For the O(Γ2) expressions, we introduce the abbreviations Xρ2 ρ1
χ2 χ1=
∑
r1
Xρ2 ρ1
r,χ2 χ1 with
Xρ2 ρ1
r,χ2 χ1 =
∫
−W
+W ∫
−W
+W
dω1dω2
1
i0+ω2− ε
Γρ2
r,χ2(ω2)Γρ1
χ1(ω1)
i0+ω2−ω1
1
i0−ω1+ ε, (8.90)
and Dρ2 ρ1
r,χ2 χ1 is given by the same expression when replacing the right-most propagator by 1/(i0+
ω2− ε). The evaluation of the integrals is given in App. C.2.
Finally, computing the spin traces by applying the formulas given in App. C.1 yields
Wµ0
10 = 2
√
Im
∑
ρ1
(βρ1+ iΓρ1
+ )δρ1 µ
− 1
2
√ Im
∑
ρ1ρ2
(Xρ2 ρ1
−+ +Dρ2 ρ1
+− )(iερ2µρ1+ δµ0δρ2ρ1+ δρ20δµρ1(0)+ δρ10δµρ2(0))
− 2√ Im
∑
ρ1ρ2
(Xρ2 ρ1
++ +Dρ2 ρ1
++ )δρ2µδρ10, (8.91)
and
W0j
11 = Im
∑
ρ1
(βρ1− iΓρ1− )δρ1j
+
1
2
Im
∑
ρ1ρ2
(Xρ2 ρ1
−− +Dρ2 ρ1
−− )(δjρ1δρ20+ δjρ2δρ10+ iερ2 ρ1 j)
+ Im
∑
ρ1ρ2
(Xρ2 ρ1
+− δρ2,0δρ1,j+Dρ2 ρ1
−+ δρ2,jδρ1,0), (8.92)
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and
Wij
11 = Im
∑
ρ1
(βρ1− iΓρ1− )(δρ1,0δij+ iερ1 ij)
+
1
2
Im
∑
ρ1ρ2
(Xρ2 ρ1
−− +Dρ2 ρ1
−− )(δρ1ρ2,0δij+ δρ1,0iερ2 ij+ δρ2,0 iεiρ1 j
+δρ2 iδρ1,j − δijδρ1ρ2(0)+ δρ2jδρ1i)
+ Im
∑
ρ1ρ2
{Xρ2 ρ1+− δiρ2δρ1 j+Dρ2 ρ1−+ (δijδρ2,0+ iερ2 ij)δρ1,0}. (8.93)
The above Eqs. (8.91)-(8.93) can be further simplified by exploiting useful relations for the O(Γ2)
integrals proved in App. C.2: First, the X-integral obeys the relation Xρ2 ρ1
χ2 χ1=Xρ2 ρ1
χ¯2 χ¯1 in the wide-
band limit [cf. Eq. (C.31)], which we use to rewrite the second line of Eq. (8.91). Furthermore, the
general property Xρ2 ρ1
χ2 χ1 =−[Xρ1 ρ2χ1χ2]∗ [cf. Eq. (C.32)] is employed to rewrite the third line of Eq.
(8.92) and the fourth line of Eq. (8.93). After that, we recognize the sum Kρ2ρ1
χ2χ1=
∑
r
Kρ2ρ1
r,χ1 with
Kρ2ρ1
r,χ1 : = χ¯2(Xρ2 ρ1
r,χ2 χ1+Dρ2 ρ1
r,χ2 χ1), (8.94)
which factorizes into O(Γ) integrals (cf. Eq. (C.34) and its proof below):
Kρ2ρ1
χ1 = [χ1βρ2
′ βρ1+Γρ2
′ Γρ1
χ1] + i[χ1Γρ2
′ βρ1− βρ2′ Γρ1χ1]. (8.95)
This yields finally for the rates
W00
10 = 2
√
Γ0
++ 2
√
Im(K00
+ +
1
2
∑
ρ
Kρρ
− ), (8.96)
Wi0
10 = 2
√
Γi
++ 2
√
Im
(
Ki0
+ +
1
2
Ki0
−+ 1
2
K0i
−)− 1
2
√
∑
ρ1 ρ2
εiρ2 ρ1Re (Kρ2 ρ1
− ), (8.97)
W0 j
11 = −Γj−+ Im
( 1
2
(Kj0
− +K0 j
− )+Kj0
+
)
+
1
2
∑
ρ1,ρ2
εjρ2 ρ1 Re (Kρ2ρ1
− ), (8.98)
Wij
11 = δij
[
−Γ0−+ Im(−12K00− +
1
2
∑
i
Kii
−−D00)
]
+
1
2
Im(Kij
−+Kji
−+Xij
+−+Xji
+−)
+εijk
[
βk+Re
( 1
2
Kk0
− − 1
2
K0k
− +Dk0
−+)]. (8.99)
All the other rates may be easily derived by exploiting diagram transformations. We first apply the
horizontal mirror rule (see Sec. 8.4.2) to Wµ0
10. Thus, we have to (i) replace all superparticle indices
χinitial→ χ¯ﬁnal in the Fermi functions and (ii) complex conjugate all spin traces. Discussing first
the modification due to (i), we have to change the sign of Fρ1
χ1→Fρ1χ¯1 in the first two lines of Eq.
(8.82) and Fρ2
χ2→Fρ2χ¯2 in last three lines of Eq. (8.82). Following then the same steps as above, we
merely have to replace Γµ
+→Γµ− in the O(Γ)-term, and to multiply the O(Γ2)-terms with a minus
sign, c.f. Eq. (8.94). The complex conjugation of the spin traces, point (ii), additionally reverses
the sign of the terms in Wµ0
10 incorporating the ε-symbol, see Eq. (8.91). This yields
W00
01 = 2
√
Γ0
−− 2√ Im(K00+ + 12
∑
ρ
Kρρ
− ), (8.100)
W0 j
01 = 2
√
Γi
−− 2√ Im(Kj0+ + 12Kj0− + 12K0 j− )− 12√ ∑
ρ1 ρ2
εjρ2 ρ1Re (Kρ2 ρ1
− ). (8.101)
One can check that the spin-to-spin rate is invariant under applying the horizontal mirror rule.
The remaining rates can be obtained from the sum rule (cf. Sec. 8.4.2):
W00
00 = − 2√ W0010, (8.102)
W0ν
11 = −(1/ 2√ )W0ν01. (8.103)
This completes the derivation of the kinetic equations (5.26).
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Calculation of the current kernel. After the kinetic equation (5.26) has been solved for
the density matrix, one can evaluate the particle current Ir from lead r into the QD provided the
current kernel is known (see Sec. 3.5.5). Based on Eq. (3.123), the current Ir reads for the case
of infinite U as
Ir =
∑
nµ
(1ˆ|WIr |rˇµn)µrµn. (8.104)
The current kernel matrix elements are obtained analogously to the usual kernel matrix elements
but accounting only for processes in which an electron tunnels from lead r onto the QD in the last
tunneling process. This implies (1ˆ|WIr|rˇµn) = (rˇ00|WIr |rˇµn) + 2
√
(rˇ0
1|WIr|rˇµn) = 2
√
(rˇ0
1|WIr |rˇµn) =:
2
√
[WIr]µ
n. The rate [WIr]0
0 is obtained from Eq. (8.82) by replacing Fρ1
χ1 → Fρ1r,χ1 in the O(Γ)
contribution and Fρ2
χ2→Fρ2r,χ2 in the O(Γ2) contribution, i.e., X→Xr and D→Dr in Eq. (8.91).
Using then Xρ2 ρ1
r,χ2 χ1=Xρ2 ρ1
r,χ¯2 χ¯1 in the wide-band limit, the result for the rate reads
[WIr]0
0 = 2
√
Γ0
r,++ 2
√
Im(K00
r,++
1
2
∑
ρ
Kρρ
r,−)+Im (X00
r,+−−X00r,−+). (8.105)
or the rate [WIr]j
1, we consider the expression corresponding to Eq. (8.85) and follow the same
replacements and manipulations leading to Eq. (8.92): However, one has to proceed carefully here
because Xρ2 ρ1
r,χ2 χ1
 −[Xρ1 ρ2r,χ1χ2]∗. We therefore must account for correction terms when rewriting
Dρ2 ρ1
r,+−= χ¯2Kρ2ρ1
r,χ1−Xρ2 ρ1r,χ2 χ1 in the expression analogous to the last line to Eq. (8.92):
[WIr]j
1 = −Γ0r,−+ Im
( 1
2
(
Kj0
r,−+K0j
r,−)+Kj0r,++X0jr,+−−Xj0r,−+)
+
1
2
∑
ρ1 ρ2
εjρ2 ρ1 Re
(
Kρ2ρ1
r,− ). (8.106)
The last missing rate [WIr]0
1 may be found from Eq. (8.82) for W00
10 by applying the horizontal
mirror rule and the sum rule afterwards8.10. We thus start from Eq. (8.82) with the replacements
Fρ1
χ1→Fρ1r,χ1 for the O(Γ) contribution and the X-terms contributing to O(Γ2), while we have to
replace Fρ2
χ2→Fρ2r,χ2 in theD-terms as above. Note that these replacements are needed to guarantee
that the contractions associated with F r are connected to the latest kernel vertex after will have
applied the horizontal mirror rule. Before doing that, we obtain an expression similar to Eq. (8.91),
∼ 2√ Γ0r,+− 12√ Im
(∑
ρr ′
[Xr
′r]ρρ
−++ [Drr
′
]ρρ
+−
)
+ 2
√
Im
(∑
r ′
[Xr
′r]00
+++ [Drr
′
]00
++
)
,
(8.107)
where Xr
′ r is obtained from Eq. (8.90) when decomposing further Γρ1
χ1(ω1)=
∑
r
Γρ1
r,χ1(ω1) into a
sum also over the second electrode index. Using now [Xr
′ r]ρ2ρ1
χ2χ1 = −[Xrr ′]ρ1ρ2χ1χ2∗ [cf. Eq. (C.32)],
we can add the X- and D-terms according to Eq. (8.94) and recover Kρ2 ρ1
r,± after summing over r ′.
We next apply horizontal mirror, which modifies the expression as described below Eq. (8.99) and
after that the sum rule, similar to Eq. (8.103). This yields finally
[WIr]0
1 = −Γ0r,−+ Im(K00r,+)+ 12
∑
ρ
Im
(
Kρρ
r,−)
. (8.108)
Now inserting the above computed current kernel matrix elements together with the stationary
expectation values rµ
n obtained from solving the kinetic equation into Eq. (8.104), we finally arrive
at the stationary current.
8.10. The sum rule also holds for each term in the decompositionW =
∑
r
W r whereW r is the usual kernel but
with the last electrode index ﬁxed to r, i.e., (1ˆ|W r
 = 0. This can be easily seen from the following simple proof
of the sum rule (1ˆ|W
 = tr(W
 )= tr
(∑
χ G
χ


)
=0, which exploits only that the trace expression vanishes when
summing the last vertex Gχ over the superparticle index χ [405]. This proof holds irrespective of whether one sums
over the electrode index of the last vertex or not.
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8.4 Transformation rules of kernel and covariant diagrams
In principle, the covariant diagram rules given in Sec. 8.3.1 allow us to compute all matrix elements
of the kernel W for the single-level Anderson model coupled to ferromagnets up to arbitrary order
in the tunneling rate Γ. As shown above, the computation can be further condensed by taking
advantage of the transformation properties of the kernel under conjugations, spin and charge
rotations, and time reversal. These transformation properties are proved in this Section in two
ways: The first proof, which is given in Sec. 8.4.1, proceeds on a superoperator level by exploiting
the respective transformation properties of the bare QD Liouvillian (see Sec. 8.4.1) and the QD
field superoperators (see Sec. 8.2.3). As a consequence, pairs of kernel matrix elements can be
identified that are closely related to each other. This is reflected by diagram transformation rules,
that is, covariant diagrams that are generated from one another by a few systematic modifications
are associated with algebraic expressions that differ only by a few replacements, too.
In Sec. 8.4.2, we prove three diagram transformation rules: First, we see how the well-known
sum rule, related to probability conservation, can be recognized in the covariant diagrams. We
then introduce two recently established [172] rules for the covariant diagrams that we connect
here in a new way to the transformation properties of the kernel. The first one is the horizontal
mirror rule, which follows directly from the s-conjugation and is indirectly connected with the
time-reversal transformed kernel for the single-level Anderson model. This horizontal mirror rule
should not be confused with the vertical mirror rule for Keldysh diagrams, which is related to the
c-conjugation property of the kernel. We finally discuss a particle-hole transformation rule that is
linked to the transformation property of the kernel under charge rotations. We check that these
rules can also be derived entirely on a diagrammatic level. This at the same time furnishes the
second, diagrammatic proof of the kernel transformation properties.
In Sec. 8.3.2, we have already made use of diagram symetries to set up the kinetic equations
(5.26) for infinite U . While the simple example studied there rather illustrates the application of the
diagram symmetries, they become even more useful for more complex situations. For example, the
simplifications are more substantial for the finite-U case, which is not fully explored here. However,
in Sec. 8.4.3, we do give a nonperturbative proof that the dipolar exchange field vanishes at the
particle-hole symmetry point at Vb=0 and ε=−U/2 for collinear polarizations. The proof exploits
the particle-hole transformation rule. Similar diagram symmetries can also be set up for the high-
spin QD spin valve [172] studied in Chap. 6, where they have been applied in the derivation of the
quadrupolar exchange field outlined in Sec. 8.6.
8.4.1 Conjugation properties, charge and spin rotations, time reversal
To see how the real-time diagrammatic kernel transforms under the various conjugations, rotations,
and time reversal on a most general level, we start from the general expression (3.120) given in
terms of superoperators. We first discuss the transformation properties of the bare QD Liouvillian
focusing here on a single orbital level with only a spin degree of freedom for simplicity. However,
this approach could be worked out straightforwardly for more general QD Liouvillians.
Bare QD Liouvillian. The most general bare QD Liouvillian, L •= [H, •]−, corresponding
to the Hamiltonian of a single orbital level is given by [405]
L = L(ǫ, U ,B) = B · Lˆ
Sˆ
+ ǫ · Lˆ
Tˆ
+
U
2
LˆZˆR, (8.109)
where LˆZˆR•=
[
ZˆR, •
]
− with the dot “•” denoting the operator that LˆZˆR acts on and
ZˆR =
1
2
[
|2〉〈2|+|0〉〈0|−
∑
σ
|σ〉〈σ |
]
=
1
2
(−1)Nˆ , (8.110)
is apart from a factor the fermion-parity operator [cf. Eq. (3.15)].
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Furthermore, U denotes the interaction energy of the electrons for the doubly occupied QD,
B is the magnetic field vector and ǫ is an energy field “vector”. Possible x and y components of ǫ
account for off-diagonal elements of the corresponding bare Hamiltonian in the even charge sector,
i.e., terms of the type |0〉〈2| and |2〉〈0|. These particle-nonconserving terms become relevant when
the QD is attached to a superconducting electrode [185]. Similar terms combing |0〉 or |2〉 with |1〉
are generally prohibited because they do not conserve the fermion parity (3.15). The single-level
Anderson model we consider in Chap. 5 with the Hamiltonian (2.9) is reproduced if we set B=0
and ǫ=(2ε+U)ez (no mixing of charge states) with ε being the single-particle confinement energy.
The bare QD Liouvillian satisfies the following conjugation properties:
Lc = −Lc, (8.111)
Ls = −Ls, (8.112)
L† = +L, (8.113)
which are readily proved from the definitions (8.33), (8.36), and (8.39) of the conjugation opera-
tions. Furthermore, the trace of any operator in the range of L is zero:
tr(L•) = (1ˆ|L |•) = 0 . (8.114)
These are general properties that follow from the commutator structure of the Liouvillian and from
the Hermiticity of H , that is, they are not specific to the model (8.109).
We now turn to the transformation rules that are specific to the form (8.109) of the QD
Liouvillian. For spin and charge transformations, the QD Liouvillian transforms as
e−iαa·LˆSˆL (ǫ, U ,B) = L(ǫ, U ,R ·B), (8.115)
e−iαa·LˆTL (ǫ, U ,B) = L(R · ǫ, U ,B), (8.116)
where R = R(α, a) is the matrix of the rotation about the unit vector a by an angle α and
LˆAˆ•=
[
LˆAˆ ,•
]
− denotes the supercommutator
8.11 for Aˆ= Sˆ, Tˆ. Moreover, the transformation under
time reversal is given by
TˆL(ǫ, U ,B) Tˆ † = L(Iy ǫ, U ,−B), (8.117)
that is, the magnetic field is inverted and the vector ǫ is mirrored at the xz plane according to the
definition of the mirroring operation: Ijǫi=(1− 2δij)ǫi for i, j= x, y, z.
Finite-frequency kernel. The kernel W =W (z, fχinit,n, L) given in the form of Eq. (3.120)
can be considered as a function of the bare QD Liouvillian L, the Fermi function fχinit, and the
polarization vectors n of the ferromagnets in addition to the Laplace variable z. In the following,
χinit (χﬁnal) refers to the superparticle index of the vertex that is the earlier (later) one in the
corresponding pair of contracted vertices.
We start our discussion with the sum rule [134], which reads
tr(W•) = (1ˆ|W |•) = 0. (8.118)
Employing the transformation properties of the field superoperators and the QD Liouvillian, we
find the following transformation properties of the kernel under the different types of conjugation
(introduced in the paragraph “Conjugation properties” in Sec. 8.2.3):
W c(z, fχinit,n, Lǫ,U ,B) = +W (−z∗, fχinit,n, L), (8.119)
W s(z, fχinit,n, Lǫ,U ,B) = −W (−z, f χ¯final,n, L), (8.120)
W †(z, fχinit,n, Lǫ,U ,B) = −W (+z∗, f χ¯final,n, L). (8.121)
The above rules are not independent: We can check that the Hermitian conjugation rule for the
kernel is compatible with the composition rule (•)†= ((•)s)c. We further remark that these rules
hold for any QD Liouvillian L; the transformed kernel on the right hand side of Eqs. (8.119)–
(8.121) does not involve the conjugated QD Liouvillian at all.
8.11. The supercommutator is a “hyper”operator, i.e., a linear operator that acts on superoperators.
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We next turn to the transformation rules specific to the single-orbital QD model. The kernel
transforms under spin and charge rotations as follows:
e−ipi a·LˆSˆW (z, fχinit,n, Lǫ,U ,B) = +W (+z, fχinit, R ·n,+Lǫ,U ,R·B), (8.122)
e
−ipi LˆTˆx,yW (z, fχinit,n, Lǫ,U ,B) = −W (−z, f χ¯init,−n,−LRx,y·ǫ,U ,R·B), (8.123)
e
−ipi LˆTˆzW (z, fχinit,n, Lǫ,U ,B) = +W (+z, fχinit,n,+LRz·ǫ,U ,R·B). (8.124)
For the purpose of deriving the diagram symmetries discussed below, it suffices to give the charge
rotations about the ith axes by an angle π. We note that the transformation formulas are more
involved for arbitrary charge rotations [cf. Eq. (8.49)]. Finally, the time-reversed kernel reads:
Tˆ W (z, fχinit,n, Lǫ,U ,B) Tˆ † = −W (z∗, fχinit,−n, LIy·ǫ,U ,−B). (8.125)
For the spin-degenerate and charge-diagonal model we investigate in Chap. 5, one can show that
time-reversal and s-conjugation lead to the same simplifications on a diagrammatic level; yet, they
lead in general to different transformation properties, as evident from Eqs. (8.120) and (8.125).
8.4.2 Sum rule, horizontal mirror rule, particle-hole transformation rule
The transformation properties listed in Sec. 8.4.1 may be employed to relate different matrix
elements of the kernel to each other. This is useful to reduce the number of diagrams that have to
be actually calculated since other diagrams can be deduced by a few modifications of the diagrams
already evaluated. In this Section, we explain how the transformation properties translate into
diagram relations. We prove that these general rules are compatible with the diagram rules given
in Sec. 8.3.1.
Figure 8.2. Sum rule. Classiﬁcation of diagrams according to their cancellation in Eq. (8.127), Figure
adapted from Ref. [172]. (a) Diagrams with χlast = + contributing to Wrˇ01Bˆ cancel with (b) diagrams
withχlast = − contributing to Wrˇ00Bˆ, and (c) diagrams contributing to Wrˇ01Bˆ with χlast = − cancel with
(d) diagrams with χlast =+ contributing to Wrˇ02Bˆ. We omitted the arrows and the charge states here for
simplicity.
This cancellation can be seen as follows: Each diagram of type (a) has a partner of type (b) obtained by
omitting the ﬁnal state vertices [red part in(a)]. The last kernel vertex is then directly contracted with the
vertex the last state vertex has been contracted with before. The modiﬁed diagram (b) is associated with
the same algebraic expression as the one represented by (a) except for a minus sign: (i) The propagators
are unaﬀected because they do not depend on the last kernel vertex, (ii) the order of the operators in the
spin trace remains the same where the additional rˇ0 = 1ˆ/ 2
√
can be dropped without changing the result
for the spin trace; the factor 1/ 2
√
is compensated by 2
√
in Eq. (8.127), and (iii) we get an additional sign
factor (−1) since the number of state contractions is decreased by one, while the number of crossings plus
the number of backward intermediate vertices changes by an even number.
To see the cancellation of diagrams of type (c) with those of type (d), we insert an additional state
contraction with rˇ0 left (or right, not shown) to the existing ﬁnal state contraction in the (c)-type diagram.
The last kernel vertex is then connected to its former contraction partner via this additional ﬁnal state
vertices [red part in (d)]. Similar to the above case, we need to account for only a factor −1/ 2√ for each
of the two possible (d)-type diagrams contributing to Wrˇ02Bˆ, so that they cancel with the corresponding
partner contained in 2
√
Wrˇ01Bˆ
in Eq. (8.127).
We remark that we show only diagrams in which the red lines in (a) and (d) do not cross. If we use a
reversed contraction pattern instead, the proof can be worked out analogously.
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Probability conservation: sum rule. The sum rule for the kernel, Eq. (8.118), reflects the
preservation of the normalization of the reduced density matrix, Eq. (3.13), that is,
tr
d
(ρ(t)) = 1 (8.126)
for all times t. In physical terms, this expresses the probability conservation. Rewriting the unit
operator,
∣∣1ˆ) = ∣∣rˇ00)+ 2√ |rˇ01) +|rˇ02), in terms of the Pauli superbasis (8.66), the sum rule (8.118)
can be recast as
Wrˇ00Bˆ
+ 2
√
Wrˇ01Bˆ
+Wrˇ02Bˆ = 0, (8.127)
valid for any operator Bˆ .
To prove the sum rule on a diagrammatic level for each order in Γ, we divide all diagrams into
two classes: We distinguish diagrams for which the last (left-most) kernel vertex carries particle
index χlast = + from those with χlast = −, respectively. It is easy to see that all diagrams
contributing to Wrˇ00Bˆ (Wrˇ02Bˆ) belong the the class χlast=− (χlast=+), because otherwise the last
kernel vertex adds (extracts) an electron from the QD and the final charge state cannot be 0 (2)
on both the bra- and ket-part of the final superstate. In Fig. 8.2, we explain how any diagram
in class χlast=+ (χlast= –) contributing to Wrˇ01Bˆ cancels with a partner diagram contributing to
Wrˇ00Bˆ, (Wrˇ02Bˆ) in Eq. (8.127).
S -conjugation and time reversal: horizontal mirror rule. We next explain how the s-
conjugation property (8.120) of the kernel is reflected by a close relation of the algebraic expression
associated with any diagram and its horizontally mirrored partner (see Fig. 8.3). We note that
this horizontal mirror rule is distinct from the vertical mirror rule for Keldysh double-contour
diagrams, which reflects the c-conjugation symmetry (8.119) of the kernel. We further discuss that
for the single-level Anderson model (2.9) one retrieves the horizontal mirror rule by combining
the transformation behavior of the kernel under time reversal and Hermitian conjugation, cf. Eq.
(8.125) and Eq. (8.121), respectively.
The s-conjugation relates kernel matrix elements with interchanged superbra- and superket-
states, i.e.,
(
Aˆ |W s|Bˆ ) = (Bˆ |W |Aˆ ) [c.f. Eq. (8.36)], assuming the superstates are Hermitian,
|Aˆ) =|Aˆ †), |Bˆ ) =|Bˆ †). This is fulfilled by the Pauli superbasis (8.66) employed by the covariant
diagrammatic technique. This leads to the following simple rule: The algebraic expressions of an
horizontally mirrored diagram is obtained by
1. replacing all superparticle indices χinitial → χ¯ﬁnal in the Fermi functions where “initial”
(“final”) refers to the earlier (later) vertex in the lead contractions,
2. either complex conjugating all propagators and multiplying with a total minus sign or
complex conjugating all spin traces.
This rule can be proved on a diagrammatic level by comparing the algebraic expressions obtained
for a diagram and its horizontally mirrored partner as explained in the caption of Fig. 8.3.
Here, we explain how the horizontal mirror rule follows from the s-conjugation transformation
property (8.120), which reads W s(i0, fχinitial) = −W (−i0, f χ¯final) for the zero-frequency kernel.
Turning i0 into −i0 is achieved by a complex conjugation of all propagators (all energies in the
propagators are real). Furthermore, since the diagrams are related to the imaginary part of an
algebraic expression, schematicallyWAˆ Bˆ∼ Im(
 )=−Im([
 ]∗), see Eq. (8.78), we can alternatively
complex conjugate the spin traces while double complex conjugation of the propagators recovers
their original form. The additional minus sign in front cancels with the total minus sign from the
from s-conjugation rule.
To finally see that the horizontal mirror rule can also be derived from the time-reversal trans-
formation behavior of the kernel, we first rewrite the kernel matrix elements as
(rˇµ
n|W ∣∣rˇµ′n′) = ( Tˆ rˇµn∣∣ TˆWTˆ †∣∣Tˆ rˇµ′n′)∗, (8.128)
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Figure 8.3. Horizontal mirror rule. (a) Example diagram and (b) its horizontally mirrored partner,
Figure adapted from Ref. [172]. The rule how to map of the algebraic expression for (a) onto that for (b)
(see text above) is consistent with the diagram rules (see Sec. 8.3.1): Diagram (b) is obtained from (a) by
ﬁrst reverting the time ordering of all vertices and then the sign of all superparticle indices, i.e., χi→ χ¯i
(while all parity indices are left unchanged, i.e., ηi→ ηi). The second step exchanges the evolution of the
bra- and the ket-part. The corresponding algebraic expression is then changed as follows: (i) Propagators:
1/
[
i0 + Xi − Lni+ni−
] → −1/[i0 + Xi − Lni+ni−
]∗ since Xi = ∑k6i ηkωi →
∑
k>i
ηkωi = −Xi and
Lni
+ni
−→Lni−ni+=−Lni+ni−. Note that the ordering of the propagators is irrelevant as they are numbers that
can be freely interchanged. (ii) Spin traces: The order of the spin operators stays the same, but the Fermi
functions are modiﬁed as F χinitial→ F χ¯final. (iii) The sign changes in total by a factor (−1), which follows
from collecting the minus signs from each of the odd number of propagators. All other sign factors remain
unaltered: The number of crossings and the number of state vertices do obviously not change. The number
of backward intermediate vertices #BIV is turned into the number of forward intermediate vertices #FIV.
However, both yield same sign factor (−1)#BIV = (−1)#FIV because their sum is even (which follow from
the fact that there must be as many early vertices as late vertices for state, lead, and QD contractions).
where we used the antiunitarity Tˆ Tˆ †= Tˆ †Tˆ = Iˆ and note that the Hermitian-conjugation is
defined differently for antilinear operators:
(
Aˆ
∣∣Tˆ †Bˆ ) = ( TˆAˆ∣∣Bˆ )∗. Employing the time-reversal
properties (8.74)-(8.76) of the Pauli basis and the time-reversal property (8.125) of the kernel, we
obtain
(rˇµ
n|W ∣∣rˇµ′n′) = −gµgµ′(rˇµn|W (z∗,−n) ∣∣rˇµ′n′)∗. (8.129)
The right hand side can now be easily related to the Hermitian conjugate (8.121) of the kernel,
which yields finally
(rˇµ
n|W ∣∣rˇµ′n′) = gµgµ′( rˇµ′n′∣∣W (z, f χ¯final,−n) |rˇµn). (8.130)
Thus, the initial and the final state are interchanged and the Fermi functions are transformed by the
replacement χinit→ χ¯ ﬁnal. To finally arrive at the horizontal mirror rule, we note that introducing
a minus sign for each polarization vector and each spin operator of the final and initial state (due
to the factors gµ) is equivalent to a complex conjugation of the spin traces as we show in App. C.1.
Charge rotation: particle-hole transformation rule. In Sec. 8.2.3, we physically inter-
preted the charge rotations (8.73) about the x and y axis as a particle-hole transformation. In this
section, we apply this insight to relate a diagram describing a process of creating and annihilating
superparticles to a particle-hole transformed partner diagram that describes the same process but
in terms of superholes. We first discuss the re-interpretation of the diagrams from a physical point
of view, which motivates why the particle-hole transformation rule is helpful for computations.
After that, we show how to obtain this rule straightforwardly by taking advantage of the kernel
transformation property (8.123) under charge rotations.
To start with, we note that the key idea of the derivation of the covariant diagram rules [172] is
to express all kernel matrix elements as supervacuum expectation values, i.e., WAB∼ (0|G
G|0).
This description is based on a particle picture, that is, all the diagrams can be interpreted as a
sum of processes in which superparticles are created from the supervacuum and annihilated again.
However, this procedure becomes tedious if we want to calculate kernel matrix elements such as
Wrˇ02 rˇ02 = (rˇ0
2|G
G|rˇ02) that involve the doubly occupied QD state: We first have to create four
superparticles to generate the initial superstate |rˇ02) and annihilate four superparticles again for
the final state. Since this involves many possible QD contractions, the computation of the arising
lengthy expressions is prone to errors.
It is therefore advantageous to switch to a hole representation. For example, the superstate
|0)H =|rˇ02) contains zero superholes and can therefore be understood as the superhole vacuum.
Furthermore, the superstate |rˇµ1) can be obtained by creating two superholes. Instead of inter-
preting G1
χ as a field superoperator changing the number of superparticles by χ=±1, it can also
be viewed as a field superoperator changing the number of superholes by χ¯ =∓1.
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From a more formal point of view, one could introduce new “hole” field superoperators by a
canonical transformation:
Hησ
χ = e
−ipi·LˆTˆyGησ
χ e
+ipi·LˆTˆy = σGη¯ σ¯
χ¯ . (8.131)
This preserves the anticommutation relations,[
Hησ
χ , Hη ′ σ ′
χ′
]
+
= χ′η ′ δχ χ¯ ′δη η¯ ′δσσ ′, (8.132)
and transforms the superparticle vacuum |0) is into the superhole vacuum,
|0)H = e−ipi·LˆTˆy|0). (8.133)
However, we refrain from reformulating our theory from the start in terms of superholes as we
would have to rewrite QD, lead, and tunneling Liouvillian and see in the derivation of the real-
time kernel how this changes sign factors etc. It is instead much more convenient to start from the
general expression (3.120) for the kernel using the field superoperators we have employed so far
and to express the initial and final states of the kernel matrix elements as
|rˇµn) = (gµRµ− )2−n|0)H , (8.134)
where gµ=+1 for µ= 0 and gµ=−1 for µ=1, 2, 3. One may then simply apply Wick’s theorem
for superhole vacuum expectation values,
H(0|Gnχn
G1χ1|0)H =
∑
pairs
(−1)NP
∏
〈ji〉
H(0|GiχiGjχj |0)H , (8.135)
with the contraction function
H(0|GiχiGjχj |0)H = (χjηj)δi, j¯δχj,−. (8.136)
This is completely analogous to Wick’s theorem (8.24) for superparticle vacuum expectation values.
The mere difference is that the earlier superparticle index χj = − has to be negative instead of
being positive as for superparticles, that is, the “hole index” χ¯j =+ is positive. This leads to the
same diagram rules for superhole diagrams [172], except for two modifications: (i) The contraction
function is different (as explained above) and (ii) the initial and final state involve an additional
factor gµ.
We call a diagram contributing to W
rˇµ
2−nrˇ
µ′
2−n′ the particle-hole partner of Wrˇµnrˇµ′n
′ if it has the
same loop topology with reversed particle indices (including those from the state vertices) and
the initial and final superparticle vacuum is replaced by the superhole vacuum. Thus, a particle
process is turned into a hole process (see Fig. 8.4). The algebraic expressions of both diagrams are
related by
1. inverting all superparticle indices, i.e., fχinit→ f χ¯init,
2. replacing L1+νi+,1+νi−→L1−νi−,1−νi+ in all propagators (νi
±=0,±1),
3. replacing rˇµ→ gµrˇµ with gµ=0=+1 and gµ=1,2,3=−1 for all state contractions.
In the caption of Fig. 8.4, we explain how to obtain these transformation rules from the diagram
rules. The particle-hole transformation rule can be more straightforwardly deduced from the trans-
formation behavior of the kernel under charge rotations, see Eq. (8.123). We find
W
rˇµ
2−nrˇ
µ′
2−n′ = (rˇµ
n|e−ipi LˆTˆx,yW |rˇµ′n′) = −(rˇµn|W (−i0, f χ¯init,−n,−L)|rˇµ′n′), (8.137)
where we used e
−ipi LˆTˆx,yL=L for the bare QD Liouvillian and |rˇµ2−n)=e+ipi·LˆTˆx,y |rˇµn) [Eq. (8.73)].
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Figure 8.4. Particle-hole transformation rule. Figure adapted from Ref. [172]. (a) Example diagram
contributing toWrˇµ1rˇ00 and (b) its particle-hole transformed partner contributing toWrˇµ1 rˇ22 in a hole descrip-
tion (indicated by the lighter color) (c) Same diagram as (b) in a particle description. In all diagrams, the
charge states attached to the propagators and the signs below the vertices refer to particles (and not to
holes). Thus, diagram (b) diﬀers from (a) by reversing all particle indices (i.e., Fermi functions fχinit→ f χ¯init).
Reversing χi→ χ¯i but retaining ηi→ ηi interchanges the evolution between bra- and ket-part. Moreover,
the number of particles is mapped onto the number of holes in the QD (thus L1+ν+,1+ν−→L1−ν−,1−ν+).
Finally, we introduce a sign factor gµ for the state contractions (rˇµ→ gµrˇµ) needed due to Eq. (8.134).
Note that diagrams contributing toWrˇµ1 rˇ00 andWrˇµ1 rˇ22 allow for the same contraction patterns, which allows
for the identiﬁcation of particle-hole partners as discussed above.
The expression on the right hand side of Eq. (8.137) immediately implies the first replacement
of the Fermi functions in the list above. Furthermore, using the general relation −Ln+n−=Ln−n+
[cf. Eq. (3.23)] and taking into account that all superparticle indices are reversed on the right hand
side of Eq. (8.137), we obtain the second replacement. To account for the modification i0→−i0,
we have to complex conjugate all propagators [see Eq. (8.78)], which is equivalent to complex
conjugating all the spin traces and accounting for an additional minus sign, as explained at the
end of the above paragraph “horizontal mirror rule”. This sign cancels with that in front of the
kernel in Eq. (8.137). Now, as proved in App. C.1, the complex conjugation expression of a spin
trace can also be achieved by introducing a minus sign for each spin operator in the spin trace [cf.
Eq. (C.10)], i.e., by replacing rˇµ→ gµrˇµ. Clearly, this factor cancels with that by the inversion of
the polarization vectors in Eq. (8.137); however, the sign factor for the state contractions remains,
which results in the third replacement of the above list, completing the proof.
This brings us to the end of this technical Section about the symmetries of the covariant
diagrams. In the next Section, we provide an application of the particle-hole transformation rule.
8.4.3 Nonperturbative result: vanishing of dipolar exchange field at sym-
metry point
In this Section, we show that the dipolar exchange field vanishes up to any order in Γ if (i) the QD
is tuned to the particle-hole symmetry point, that is, ε=−U/2, (ii) all electrodes are held at zero
electrochemical potential, µr=0 (no bias)8.12, and (iii) the magnetizations of all ferromagnets are
collinear with a symmetric spin-dependent density of states (DOS) νσ
r(ω), that is, νσ
r(ω)= νσ
r(−ω).
The latter condition is fulfilled, for example, in the flat-band approximation even if the bandwidth
is finite. The proof given below illustrates the computational power of real-time diagrammatics
and serves as an example for the application of the particle-hole transformation rule from Sec. 8.4.2.
Applying the general formula for the effective Hamiltonian (3.89) for the singly occupied charge
state with the Pauli superbasis {|rˇµ1)} yields the effective Hamiltonian Heﬀ=B · Sˆ1=
∑
i
Birˇi/ 2
√
with the dipolar exchange field,
Bi = −1
2
∑
kl
εiklWrˇk1rˇl1, (8.138)
which is given by the antisymmetric part of the spin-spin kernel matrix elements. This also follows
readily from the kinetic equation (5.26), S˙i=
∑
j
Wrˇi1rˇj1Sj=RijSSj+ εijkBjSk.
We recall that the O(Γn) contribution to the kernel (8.78) reads schematically as follows:
Wrˇk1rˇl1|n = 2Im
∑
contr.
{χi,ηi}
∫
{ωi}
dωi (signs)
(∏
i
1
i0+Xi−Lni+ni−
)( ∏
loops
tr(
Fi · rˇ
 )
)
. (8.139)
8.12. If all leads are at the same electrochemical potential with a nonzero value µr = µ  0, the particle-hole
symmetry point just shifts to ε = µ − U/2. However, in this case the dipolar exchange ﬁeld vanishes only in the
wide-band limit because the density of states is not symmetric with respect to ω= µ.
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Applying the particle-hole transformation rule from Sec. 8.4.2 to a diagram contributing toWrˇk1rˇl1|n,
we obtain another diagram that also contributes to Wrˇk1rˇl1|n since initial and final superstate are
left invariant: |rˇk1)→|rˇk2−1)=|rˇk1). The corresponding expression for the particle-hole transformed
diagram is just the same as the original one with all spin traces complex conjugated.
This transformation property can be seen as follows. Applying the rules given in Sec. 8.4.2, we
have to (i) revert all particle indices, that is, fχinit→ f χ¯init, (ii) map Lni+,ni−→L2−ni−,2−ni+, and (iii)
replace rˇµ→ gµrˇµ in all state contractions. We first note that (iii) does not lead to any modification
here since gkgl = (−1)2 = 1. Furthermore, since we work at zero bias, f χ¯init(ωi) = fχinit(−ωi) [cf.
Eq. (3.115)]. As we assume that the spin-dependent DOS is symmetric, we find from Eq. (8.80)
that Fχi(ωi)→ Fχi(−ωi) under particle-hole transformation. We next substitute ωi→−ωi in all
integrals, restoring Fχi(ωi), but reverting the sign of Xi=
∑
k6i
ηiωi→−Xi. Thus, the particle-
hole transformed can be expressed by changing only the propagators according to the replacements
1/
(
i0+Xi−Lni+,ni−
)→ 1/(i0−Xi−L2−ni−,2−ni+)=−1/(i0+Xi−Lni+,ni−)∗, where we employed
that L2−ni−,2−ni+ = −Lni+,ni− for ε = −U/2. We next use that a complex conjugation of all
propagators is equivalent to complex conjugating all spin traces and introducing an additional
minus sign (see end of paragraph “horizontal mirror rule” in Sec. 8.4.2). This minus sign cancels
with that in the transformed propagators because their number is odd. Thus, we have just shown
that the particle-hole transformed partners just involve a complex conjugation of the spin traces.
Since in total all diagrams are just reproduced by a particle-hole transformation of all diagrams
contributing to Eq. (8.138), this allows us to re-express the kernel matrix elements as
Wrˇk1rˇl1|n = 2Im
∑
(
 )tr(
 ) = 2Im
∑
(
 )
1
2
[tr(
 )+c.c.] = 2Im
∑
(
 )Retr(
 ). (8.140)
Thus, the dipolar exchange field vanishes according to Eq. (8.138) if we prove the following relation:
∑
k,l,{ji}
εiklRe tr(rˇj1
 rˇk
 rˇl
 )(nj1
 ) = 0. (8.141)
Here, rˇk and rˇl may appear at random positions and nj1 is the unit vector that defines the one
and same magnetization direction of all attached ferromagnets. To proceed, we first we first note
that spin traces are real if and only if the number of the involved spin operators is even (see App.
C.1). Thus, the ε-symbol extracts the symmetric part of a spin trace of an even number of spin
operators with respect to k and l. Note that such spin traces in general do not have a vanishing
antisymmetric part (cf. Eq. (C.4) and interchange 3↔4).
Nevertheless, we can still show that Eq. (8.141) is valid since the contraction with the polar-
ization vectors on the right yields zero. To prove this, we next observe that any spin trace can be
expressed as sums over products of Kronecker symbols δij and ε-tensors, schematically written as
Re(rˇ
 rˇ)∼ (δ
 δε
 ε), where the order of δ and ε on the r. h. s. may be arbitrary. Moreover, since
in Eq. (8.141) only an even number of indices is allowed, the number of ε-symbols appearing due to
the spin trace has to be even as well. We now distinguish two different cases: (i) no ε-symbol appears
in the spin trace of Eq. (8.141): Consequently, the Kronecker symbols lead to expressions of the
type∼εiklδkl=0 or ∼εiklδkmδlnnmnn=0, (ii) at least two ε-symbols appear in the spin trace of Eq.
(8.141): Then, we have at least one ε-symbol from the spin trace, in which either only the index k,
only the index l, or none of the indices k, l appear. Contracting this ε-symbol with two polarization
vectors zero, schematically ∼εmnpnmnn=0, where p can coincide with k, l, or any other index.
Note that the above proof does not work any more if at least two polarization are noncollinear,
nr1 ∦ nr2, since then εmnpnm
r1nn
r2
 0. We therefore expect in general a nonzero exchange field
for noncollinear ferromagnets at the particle-hole symmetry point. This seems plausible because
noncollinear ferromagnets present a “vector bias” across the QD as we explained in Sec. 2.1.
The above proof illustrates that general kernel transformation properties and the related sym-
metries of the covariant diagrams are powerful tools to prove even nonperturbative results. With
the concrete application given here, we conclude this Section and next turn to our adaptation of
the covariant real-time diagrammatics to noninteracting systems.
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8.5 Real-time diagrammatics for computing current averages
in spin valves
We next present our adaptation of covariant real-time diagrammatics to compute expectation
values of observables in noninteracting systems, which we applied to obtain the results of Chap. 4.
In Ref. [441], we derived covariant diagram rules for a simple spin valve modeled by two tunnel-
coupled, noncollinearly polarized ferromagnets. These rules are summarized here in Sec. 8.5.1 and
applied in Sec. 8.5.2 to derive the average charge, spin, and SQM current through a tunnel junction.
A discussion of their physics can be found in Sec. 4.6. Remarkably, the complete calculation of
these currents up to first order in γ=2π |t|2ν¯ Lν¯ R can be condensed to only two pages. However,
our main motivation to adapt the covariant real-time diagrammatics is to understand analogies
between the simple spin-valve system without an embedded QD and those with embedded QDs. In
fact, the covariant diagrams closely resemble those for QD system given in Sec. 8.3.1. Furthermore,
standard Green’s function techniques employed to compute charge and spin currents cannot be
directly applied to the SQM current because the latter is a two-particle operator involving the
computation of two-particle correlations functions.
8.5.1 Covariant diagram rules
Charge and spin current. We first describe the covariant diagram rules to compute the average
IRµr of the combined charge- and spin-current operator IˇRµr introduced in Sec. 4.5.1. The derivation
of the diagram rules can be found in Ref. [441]8.13.
Systematic construction of all diagrams. We first present a systematic way to draw all
diagrams and read off the respective O(γn) contributions to the expectation value IRµr |n, which is
schematically given by
IRµr |n ∼ 2Im
∑
irr. contr.
{χi,ηi}
∫
{ωi}
dωi(signs)
(∏
i
1
i0+Xi
)( ∏
loops
tr[
 (Fi · rˇ)
 ]
)
. (8.142)
The first sum in Eq. (8.142) adds up all possible diagrams, whereas the residual terms correspond
to the individual diagrams. A possible diagram is illustrated in Fig. 4.3(a).
Figure 8.5. Covariant real-time diagrammatics for spin valves. (a) Sample diagram contributing
to the spin current in O(γ3). Time increases from right to left. The tunneling Liouvillian L ∼ tJLJR is
represented by double vertices. Superparticle indices χ are denoted by + or − below the propagator line.
To read oﬀ the propagator denominators (8.143), one can draw a dashed line at the respective propagation
segment and adds up the frequencies of all intersected contractions with a positive (negative) sign if the
arrow is directed to earlier (later) times. For example, for the second segment shown here, the propagator
reads 1/(ω1− ω2+ i0). (b) Diﬀerent types of vertices: (i) late double vertex, (ii) early double vertex, (iii)
and (iv) intermediate double vertices. The corresponding sign factors are denoted below the vertices. Note
that χe and ηe refer here to the earlier vertex of each double vertex and not to being earlier in the attached
contractions.
8.13. In Ref. [441], the derivation and the rules are given also for the case when the tunneling is not spin
conserving. We do not dwell on this case here as all results presented in Chap. 4 are obtained for spin-conserving
tunneling.
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The main difference between the diagrams for the spin valve as compared to those involving
systems with a QD presented in Sec. 8.3.1 is that the tunneling Liouvillian [cf. Eq. (7.6)] is not
associated with a QD and a lead operator but with two lead field operators instead. Consequently,
the propagators in Eq. (8.142) incorporate integrations over two lead frequencies instead of one
lead integration and a discrete electrochemical of the QD as in Eq. (8.77). Moreover, we represent
each tunneling Liouvillian by a double vertex instead of single vertex as for the usual real-time
diagrams involving a QD. In the latter case, the single vertices represent both superoperators in
the tunneling Liouvillian. Yet, the diagram construction rules for the spin-valve system are still
very similar to those for QD systems:
1. Vertices. For the O(γn) contribution to IRµr , put 2n double vertices on a time line with
time increasing from right to left. The later (earlier) vertex of each double vertex refers to
the left (right) electrode. Mark the latest vertex with IˆRµr to designate this one to be the
observable vertex. Symbols : An horizontal line represents the time line; encircled double
dots depict the double vertices; solid (open) dots refer to the left (right) electrode.
2. Contractions. Construct all possible irreducible contractions. Solid (open) vertices are
only permitted to be contracted with solid (open) vertices. Symbols : Contractions are
depicted as solid lines above the propagator; attach to each contraction an index “i”, which
denotes the multi-index of the earlier vertex in each contraction.
3. Parity indices. Construct all possibilities for choosing the parity indices, obeying the
following rules: (i) The parity indices of each double vertex have to be opposite, (ii) the
earlier parity index of the observable vertex is +, and (iii) the parity indices have to alternate
in each loop. Symbols : An arrow pointing to (away from) a vertex is associated with η=+
(η=−).
4. Particle indices. Construct all possible particle index arrangements, restricted by the
following rules: (i) the superparticle indices of a double vertex have to be opposite and (ii)
the superparticle indices of the observable vertex have to be opposite to the parity indices.
Symbols: +,– below the vertex.
Translating diagrams into algebraic expressions. A single diagram contributing to Eq.
(8.142) corresponds to the following algebraic expression:
1. Propagators: For each time-line segment following a tunneling double vertex write down
a factor
1
i0+Xi
with Xi=
∑
(ωearly−ωlate). (8.143)
The sum in Xi involves all frequencies associated with contractions that cross over that
segment from the left to the right (earlier frequencies) or from the right to the left (later
frequencies), respectively. See also the caption of Fig. 8.5.
2. Loopwise evaluation of spin traces: Start at any point of a loop and follow in direction
of the arrow. When encountering
− a tunneling double vertex, put a factor Ci= t
− an observable double vertex, put a factor Ci= Rˇµ with Rˇ0= 1ˆ and Rˇi= sˆi.
− a contraction, put a factor Ci= fi · rˇ with fi= ν¯ ri(ωi)f ri, χ¯i(ωi)
(
1
nri(ωi)n
ri
)
.
into a spin trace tr(Cn
C1), ordering the operators from right to left as they occur following
the loop. Repeat this for all other loops in the diagram. The definitions of the symbols are
the same as below Eq. (8.80). Note that in contrast to the diagrams with a QD, the Fermi
function has opposite sign χ¯i.
3. Signs: Put a factor
(−1)#CR.
∏
early+late
vertices
χe
∏
intermediate
vertices
ηe ,
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where #CR is the number of crossings of contractions and the subscript “e” refers to the
earlier dot of a double vertex. For the meanings of late, early, and intermediate vertices see
Fig. 8.5(b).
4. Complete expectation value: Multiply all expressions obtained from steps 1, 2, and 3
and integrate over all frequencies {ωi}, where i refers to the indices associated with the
contractions. Take 2 Im(
 ) of this expression and sum up the contributions of all valid
diagrams.
Diagram rules for spin-quadrupole current. The diagram rules for the SQM current have to
be modified as compared to the spin current since the SQM current vertex, illustrated in Fig. 8.6,
is a quadruple vertex referring to four field superoperators instead of a double vertex referring to
two field superoperators as for charge and spin current.
Systematic construction of all diagrams.
1. Propagator and vertices: The SQM observable vertex consists of four vertices, the later
two depicting IˆSr and the earlier two depicting Sˆ
r ′ (see Fig. 8.6).
2. Contractions. No changes.
3. Indices. The parity indices of the observable vertex are fixed to (–,+,–,+) and the super-
particle indices are opposite to this.
Translating diagrams into algebraic expressions.
1. Propagators. No changes.
2. Evaluation of loops. If the vertices associated with Sˆr
′
are (i) contracted with each other,
then insert fr
′,+(ω1′) · rˇ sˆ into the spin trace. If they are (i) contracted with other vertices,
then insert 2t2f r1,χ¯1(ω1)f
r1′,χ¯1
′
(ω1′)Aµνr ′ rˇµs rˇν with Aµνr ′ given by (cf. App. D.3).
A00r = 14
∑
σσ ′
νσσ ′
r (ω, ω ′), (8.144)
Ai0r = 14
∑
σσ ′
σνσσ ′
r (ω, ω ′)nir, (8.145)
A0jr = 14
∑
σσ ′
σ ′νσσ ′r (ω, ω ′)njr , (8.146)
Aijr = 14
∑
σσ ′
σσ ′νσσ ′r (ω, ω ′)nirnjr, (8.147)
where the 2DOS (4.21). This accounts for both the spin double vertex and the attached
contractions. Here 1 (1’) refers to the earlier indices of the contractions of the later (earlier)
dots in the spin double vertex.
3. Signs. For evaluating the signs, treat the SQM current vertex as two usual double vertices.
4. Complete expectation value. Multiply with a factor of 2 and retain the symmetric and
traceless part of the tensor-valued result ∼ IˆSr⊗ Sˆr ′. If r r ′, add the same term with r↔r ′
interchanged.
Figure 8.6. SQM current quadruple vertex. The left two vertices represent the current operator, IˆSir,
and the right two vertices the spin operator Sˆj
r ′.
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8.5.2 Calculation of charge, spin, and spin-quadrupole current
We next apply the diagram rules presented above in Sec. 8.5.1 to compute the charge and the
spin current. Accounting for contributions up to first order in γ∼ 2π |t|2ν¯ Lν¯ R, only two diagrams
contribute since only one irreducible contraction is possible:
IRµ
L = . (8.148)
Furthermore, the parity indices η are fixed by the observable double vertex. However, there are two
possibilities to choose the particle indices χ for the tunneling double vertex. The total sign factor
of the diagram equals χ since we have (i) a factor −1 due to one crossing (ii), a factor χ¯ due to
the early and late vertices, and (iii) a factor +1 since there are no intermediate vertices. This yields
IRµ
L = 2 Im
∫ ∫
dω1dω1′
∑
ρ1 ρ1′ τ1 τ1′
∑
χ
χ |t|2 fρ1
L,χ(ω1)fρ1′
R,χ¯(ω1′)
i0−ω1′+ω1 tr(rˇρ1
′ rˇρ1Rˇµ), (8.149)
where Rˇµ is associated with the current vertex and includes different sign factors than rˇµ [cf.
Eq. (4.77)]. Next using rˇ0= 1ˆ/ 2
√
, rˇi= 2
√
sˆi for i=1, 2, 3, and applying the rules in App. C.1 to
compute the spin trace, we obtain the charge current (4.86) given in Sec. 4.6.1,
IN
L = 2 Im
∫
11′
1
π
γ11′
LR(−∆11′)[1+n1Ln1′R(nL ·nR)]
(
P
1
ω1−ω1′ − iπδ(ω1−ω1′)
)
= 2
∫
11′
γ1∆1(1+n1
Ln1
R(nL ·nR)), (8.150)
and for the spin current we obtain Eq. (4.87) given in Sec. 4.6.1,
ISi
L = 2 Im
∫
11′
γ11′
LR(−∆11′) 1
ω1−ω1′+ i0
1
2
(n1
LnL+n1′
RnR+ in1
Ln1′
R(−nL×nR))
=
∫
1
γ1
[
∆1(n1
LnL+n1
RnR) +
n1
L
n
L
ν¯1
R
× b1RnR+ b1LnL× n1
R
n
R
ν¯1
L
]
. (8.151)
We omitted the frequency arguments for brevity and introduced the short-hand notations γ1= γ11
LR,
∆1=∆11, n1
r=nr(ω1), b1
r= br(ω1), and
γ11′
LR = γ1′ 1
RL = 2π |t|2ν¯ L(ω1)ν¯ R(ω1′), (8.152)
∆11′ = f
R,+(ω1′)− fL,+(ω1), (8.153)
br(ε) = P
∫
−W
+W
dω
f r,+(ω)ν¯ r(ω)nr(ω)
ε−ω , (8.154)
where P
( 1
z
)
=Re
(
1
z+ i0
)
denotes the principal-value part.
The calculation of the SQM current in O(γ) for spin-independent tunneling proceeds in a
similar way. However, due to its two-particle nature, there are two pairs of diagrams with different
contraction topologies, which make up the direct and the exchange contribution to the SQM
current, respectively:
IQLL = . (8.155)
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Each pair further differs with respect to particle indices. On the level of diagrams, one immediately
sees that the expressions involving the spin operator and the spin-current operator factorize for
the direct contribution since the contraction labeled with 2’ in Eq. (8.155) does not cross any
other lines. This corresponds to the product of the expectation values of two operators. Therefore,
without any further calculation, we obtain
IQ,dirLL = 2 ISL⊙SL, (8.156)
where IS
L is the previously calculated spin current (8.151). The evaluation of the exchange con-
tribution is more complicated because the 2′ contraction crosses over other lines. Applying the
diagram rules from Sec. 8.5.1, we obtain
IQ,exLL = 2 · 2
∑
χ
χ¯ Im
∫ ∫ ∫
dω1 dω1′dω2′
2t2f2′
L,+
f1
L,χ
fˇ1′
R,χ¯
i0+ω1−ω1′ Aµν
L tr(rˇµsˆ⊙ rˇν sˆ rˇρ1′), (8.157)
where the 2DOS (4.21) enters through the matrix AµνL given by Eqs. (8.144)–(8.147). The first
factor 2 comes from the Hermitian conjugation symmetry, the second factor of 2 is due to the
product rule when applying the derivative to the SQM operator, which is quadratic in the spin
operators [cf. Eq. (4.82)], and the third one in the fraction is associated with the SQM current
vertex (see Sec. 8.5.1). The sign factor is obtained as follows: The number of crossings is even and
the intermediate spin vertex has ηe = +, giving no sign, but from the early and late vertex, we
obtain a sign factor χ¯ . It remains to calculate the spin trace by employing the anticommutation
relations of spin-1/2 operator algebra (see App. C.1) and the identity sˆ⊙ sˆ=0 [cf. Eq. (4.51)]:
IQ,exLL = +2
∫
1,2′
fL,+(ω2′)γ1
LR∆1
[
(A12′L )0i
ν¯1
L
n1
Rei⊙nR+ (A12′
L )ij
ν¯1
L
ei⊙ ej
]
+2
∫
1,1′,2′
fL,+(ω2′)γ11′
LR∆11′P
1
ω1−ω1′
[
(A12′L )ij
ν¯1
L
n1′
R ei⊙ (ej ×nR)
]
(8.158)
= −2
∫
1
γ1
LR∆1[a˜1
Ln1
RnL⊙nR+ a1LnL⊙nL]
−2
∫
1,1′
γ11′
LR∆11′P
1
ω1−ω1′ [a1
Ln1′
RnL⊙ (nL×nR)]. (8.159)
Restoring all indices explicitly, we obtain Eq. (4.88), the main result of Chap. 4. Moreover, we
identified the spin anisotropy functions (4.100) and (4.66):
aL(ω) =
∫
dω ′fL,+(ω ′)
∑
σσ ′
σσ ′
4
νσσ ′
L (ω, ω ′)
ν¯ L(ω)
, (8.160)
a˜L(ω) =
∫
dω ′fL,+(ω ′)
∑
σσ ′
σ ′
4
νσσ ′
L (ω, ω ′)
ν¯ L(ω)
. (8.161)
8.6 Calculation of quadrupolar exchange field
In this Section, we outline the steps involved in the calculation of the analytic, perturbative
result for the quadrupolar exchange field (6.7) discussed in Chap. 6. The covariant diagrammatic
technique used for this derivation has been introduced for the high-spin QD spin-valve model for
noncollinearly polarized leads (see Sec. 6.2.1) in Ref. [172] for infinite interaction energy U →
∞ and extended for this thesis to the case of finite U . This is an important step to identify
the superparamagnetic blocking regime near the particle-hole symmetry point ε = −U/2, where
quadrupolar field stays finite in contrast to the dipolar exchange field that crosses zero as function
of gate voltage.
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8.6.1 Quadrupolar exchange field for multiple noncollinear ferromagnets
The calculation of the quadrupolar exchange field starts out from the generalized master equation
(3.70) in the stationary limit, ρ˙st(t)=0=(−iL+W )ρst. As discussed in Sec. 3.4.1, the Markovian
zero-frequency kernel W =W (i0) suffices to determine the stationary state exactly. To make the
computation of the kernel W including next-to-leading order Γ2 terms tractable, we apply our
covariant diagram technique, which is at every step of the calculation explicitly ‘coordinate-free’,
i.e., invariant under changes of both the real-space coordinate system and the spin-quantization
axis. To extract the quadrupolar exchange field, one actually needs only specific kernel supermatrix
elements as we explain first.
For this purpose, we rearrange the generalized master equation in terms secular and nonsecular
parts of the density operator as explained in Sec. 3.4.2:
ρ = ρs+ ρn. (8.162)
Here, ρs contains both the probabilities and coherences of all spin states, which have to be kept
because of the spin degeneracy of our model (cf. Sec. 6.2.1), while ρn accounts for all other
charge-nondiagonal coherences. For the high-spin QD we consider, the secular part can be further
decomposed into the three charge sectors:
ρs = ρ
0+ ρ1+ ρ2. (8.163)
Here, the density operator blocks for the empty and the doubly occupied QD (ρ0 and ρ2, respec-
tively) correspond to two 2× 2 doublet subspaces accounting for the impurity spin-1/2 degree of
freedom, which can be expanded as
ρn =
1
2
pnPˆ
n
+2Sn · Sˆn (n=0, 2), (8.164)
Furthermore, the density operator block ρ1 for the singly occupied QD corresponds to the 3 × 3
triplet subspace of the spin-1 system of coupled impurity and QD spin, which can be expanded as
ρ1 =
1
3
Pˆ
1+
1
2
S1 · Sˆ1+ tr((Q1)† · Qˆ1). (8.165)
The crucial difference between a spin-1/2 and spin-1 system is thus the additional quadrupolar
degree of freedom: In general, a 3 × 3 Hermitian matrix simply requires more than four basis
elements, the number required for the case of a spin-1/2. For a spin-1 system, the five additional
basis elements form the independent components of the spin-quadrupole tensor operator (see also
Refs. [189, 172]):
Qˆij=
1
2
(
Sˆi Sˆj+ Sˆj Sˆi
)− 1
3
Sˆ2δij , (8.166)
where i, j=x, y, z are their Cartesian components. The superscript “n” in Eqs. (8.164) and (8.165)
denotes the projection Pˆ
n
onto the respective charge states, Aˆ
n
= Pˆ
n
Aˆ Pˆ
n
, of the spin-dipole
operators Sˆi and spin-quadrupole operator Qˆij. We note that we excluded in our model here the
high-lying singlet excitation for the sake of simplicity.
In the third step, we apply the projection technique explained in Sec. 3.4.4 to uniquely extract
the Hamiltonian part of the tunneling-induced time evolution,
Wss
eﬀρs = −i [Heﬀ0 , ρ0]−− i [Heﬀ1 , ρ1]−− i [Heﬀ2 , ρ1]−+ W˜sseﬀρs, (8.167)
Here, Wss
eﬀ is the effective kernel acting in the secular subspace and the Hermitian operators Heﬀ
n
are the effective Hamiltonians acting in the doublet and triplet sectors, respectively, which contain
the spintronic exchange fields. Furthermore, W˜ss
eﬀ incorporates the dissipative, non-Hamiltonian
evolution induced by the leads. Deep inside the Coulomb blockade regime for n = 1, which is of
interest here, only one electron occupies the tunnel-coupled orbital and the effective Hamiltonian
Heﬀ
1 describes the effective evolution of the QD. By virtue of Eq. (3.89), the operator Heﬀ
1 can
be computed from the kernel matrix elements as
Heﬀ
1 =
i
6
∑
Aˆ,Bˆ∈T
(Aˆ |Wsseﬀ|Bˆ )
[
Aˆ , Bˆ
]
−. (8.168)
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Here, the sum runs over an orthonormal superbasis of the traceless triplet subspace of the QD
Liouville space [172, 363]: T ={Sˆi1/ 2
√ }i=x,y,z∪{Qˆij1 }i,j=x,y,z. This already shows that the effec-
tive Hamiltonian only involves specific kernel matrix elements. We show below that their number
can even be further reduced to extract the quadrupolar field. We further note that the above
effective Hamiltonian goes beyond the standard procedure for calculating the renormalization of
the subsystem by Lamb shifts. In a spintronics context, we thus extend Refs. [189], [142], and
[179] by including not only terms of leading order Γ but also terms of order Γ2. From a general
perspective, the quadrupolar exchange field is a striking example where the next-to-leading order
renormalization of a subsystem Hamiltonian provides the crucial physics (that even dominates the
Kondo effect in large parameter regimes).
In a fourth step, we recast Eq. (8.168) into a form similar to the giant-spin Hamiltonian (6.5)
for a single-molecule magnet,
Heﬀ
1 = B · Sˆ1+ tr(D†Qˆ1), (8.169)
in terms of the vectorial dipolar exchange field B and tensorial quadrupolar exchange field D. The
covariant expression (8.169) provides the most general form of any traceless Hamiltonian acting
on a spin-1 system. Irreducible tensor operators of higher rank (e.g., spin-octupole moments) are
identically to zero here. This corresponds to the expansion (8.165) of the triplet sector of the density
operator, from which one expects on general grounds that quadrupolar terms appear (resulting in a
splitting and a suppression of the Kondo effect, spin-filtering, etc.). Our model indeed displays these
effects and is therefore sufficiently generic for a study of the new concept of spintronic anisotropy.
The quadrupolar exchange field tensor, given by
Dij = i
12
∑
knm
(
[Wss
eﬀ]Qˆnm1 Sˆk1tr
{
Qˆij
1 [
Qˆnm
1
, Sˆk
1]
−
}
+ Qˆnm
1 ↔ Sˆk1
)
, (8.170)
is a symmetric and traceless tensor (because Qˆij
1
is symmetric and traceless in the Cartesian
indices) and can therefore be conveniently expressed in terms of its orthogonal principal axes and
principal values. Choosing the Cartesian coordinate system along these principal axes with the z
axis referring to the principal value of largest absolute value, Eq. (8.169) can be recast as [308]
Heﬀ
1 = B · Sˆ1+DQˆzz1 +E
(
Qˆxx
1 − Qˆyy1
)
, (8.171)
with
D = Dzz− 1
2
(Dxx+Dyy) and E = 1
2
(Dxx−Dyy), (8.172)
where we exploited the tracelessness condition
∑
i
Qˆii
1 = 0. Equation (8.171) is the familiar form
of the giant-spin Hamiltonian (2.29) for SMMs, but here with the dipolar and quadrupolar fields
being purely of spintronic origin instead. We note that the supermatrix elements [Wss
eﬀ]AˆBˆ needed
to compute either of the exchange fields B and D is only a subset of the supermatrix elements that
are needed to set up the entire generalized master equation. This enables a targeted calculation
of the exchange fields without computing the full kernel W .
Computing now the kernel supermatrix elements [Wss
eﬀ]Qˆij1 Sˆk1 by applying the covariant real-time
diagrammatic technique up to the order Γ2, we obtain
D = J −+(E221E2 1¯11E1¯01)−J +−(E210E2 1¯11E1¯12)+J −+(E221E2 1¯11E221)−J +−(E210E2 1¯11E210),
(8.173)
Here, the integrals read
J χ1χ2(E1E2E3) = 1
4
Re
∫
−W
+W dω1
π
∫
−W
+W dω2
π
{[Γχ1(ω1)⊙Γχ2(ω2)]E1E2E3}, (8.174)
with the notation (a⊙b)ij= 12(aibj+ajbi)−
1
3
δija ·b. In Eq. (8.174), the vectorial spectral densities
(3.125) of the leads are given by
Γχ(ω) =
∑
r
2π |tr(ω)|2 ν¯ r(ω)nr(ω)f r,χ(ω)nr, (8.175)
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and the propagators are encoded by
Ek1
 kn
nn′ =
1
i0+ωk1+
 +ωkn− (εn− εn′)
, (8.176)
with the definitions ε0=0, ε1= ε, and ε2= ε+U as well as the abbreviation ωk¯=−ωk.
We remark that the expressions (8.173) and (8.174) are in principle valid for any band structure
of the ferromagnet and any energy dependence of the tunneling rates. Thus, Eq. (8.171) provides
a generally applicable formula to study the tunneling-induced anisotropy for a large variety of
environments – with the constraint of spin-conserving tunneling processes; the spin-dependence
enters only via the spin-dependence of the leads’ density of states (cf. Ref. [202]). While we
concentrate in Chap. 6 only on the case of collinear (flat-band) ferromagnets reducing to uniaxial
spin anisotropy (see also Sec. 8.6.3), the quadrupolar exchange field may also comprise transverse
spin anisotropy terms for noncollinearly polarized ferromagnets. This becomes clear from Eq.
(8.174): The direction of the vector spectral density Γχ(ω) depends strongly on the frequency
ω, i.e., in general, Γχ1(ω1) ∦ Γ
χ2(ω2) for ω1  ω2 in Eq. (8.174). This is a central reason for the
appearance of the spin resonance in Chap. 5 and implies here that Γχ1(ω1)⊙Γχ2(ω2) is a completely
anisotropic tensor. The transverse terms could lead to additional transport signatures: For example,
if the impurity and the QD electron spin couple to a half-integer spin (and not an integer spin as
considered here), one might observe an exotic Kondo effect at zero bias voltage [358, 564]. Moreover,
nonequilibrium effects should be considered (see supporting information of Ref. [322]).
8.6.2 Relation to spin-orbit anisotropy and spin-multipole circuit theory
We next compare the expression (8.173) for the spintronic anisotropy tensor D with the spin-orbit-
induced anisotropy tensor [see Eq. (E.2) in App. E.1]:
DSO = λ2
∑
v
〈g |Lˆ|v〉〈v |Lˆ|g〉
Ev−Eg . (8.177)
Both show striking similarities but also differences that can be interpreted in the context of the
spin-multipole circuit theory developed in Sec. 4.5.
To discuss the formal analogies of the spintronic anisotropy tensor with the analogous spin-
orbit expression (8.177), we first assume that the high-spin QD is coupled to only a single electrode
with Γ(ω) = Γn(ω)f(ω)n. We first see that the spin-orbit coupling strength λ corresponds to the
tunneling rate Γ in Eq. (8.173), illustrating that the role of the spin-orbit interaction is replaced
in the spintronic case by the tunnel coupling. Furthermore, the orbital angular momentum Lˆ in
Eq. (8.177) corresponds to the average spin-polarization function s(ω)=n(ω)f(ω)n [cf. Eq. (4.48)]
in Eq. (8.173). Thus, while the spin-orbit induced spin anisotropy probes the anisotropy of the
orbital motion and hence anisotropies of the electrostatic environment, the spintronic anisotropy
probes the anisotropy of the magnetostatic environment.
However, there even more profound differences of the two mechanisms because Eq. (8.177) is
a second-order perturbation theory in the spin-orbit coupling strength λ, while Eqs. (8.173) and
(8.174) result from a fourth-order perturbation theory in the tunnel coupling t. Thus, Eq. (8.177)
involves only one sum over intermediate states, while one has to perform two energy integrals in
Eq. (8.174). In contrast to the spin-orbit anisotropy that relies on a tunneling process of a single
electron, the spintronic anisotropy this arises from a correlations between two tunneling processes.
This is completely in line with the spin-quadrupole network picture developed in Sec. 4.5.2 and
sketched for the high-spin QD spin valve in Fig. 8.7 (in which we again consider there case of two
electrodes). Both the local QD SQM, as well as the nonlocal SQM nodes referring to QD and one
ferromagnet are zero in the absence of the tunnel coupling since the QD is spin isotropic. Only the
local electrode SQM nodes provide a nonzero SQM. Sensing this local spin anisotropy by tunneling
processes therefore requires a cotunneling process since two steps have to be taken in this network
picture to connect the local QD SQM node with these local electrode SQM nodes.
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Figure 8.7. Spin-quadrupole network for the high-spin QD spin valve. Based on Eq. (4.79),
d
dt
Qˆrr ′= d
dt
Qˆrr ′|0+IˆQrr
′
(r, r ′=L,R,D), the internal change in SQM driven by the Stoner ﬁelds, d
dt
Qˆrr ′|0,
is depicted by the external arrows and the transfer of SQM by the currents, IˆQrr
′
=
∑
〈ss′〉 〈rr ′〉 IˆQ
rr ′,ss′,
is depicted by the double arrows connecting the nodes, c.f. Fig. 4.8. We refer with the label “D” here the
QD. Note that there is no internal SQM current for the local QD node due the rotational symmetry of the
QD model.
As a consequence of this network structure, the spin anisotropies induced by two ferromagnets
are not just the sum of the contributions for each ferromagnet, but they also comprise cross-terms
involving tunneling processes into two different ferromagnets. Clearly, if both particles flucutate
into the same ferromagnet, they probe its local anisotropy ∼nr ⊙ nr (r= L, R), while they sense
the nonlocal spin anisotropy ∼nL ⊙ nR of two different ferromagnets otherwise. Noncollinearly
polarized ferromagnets thus effectively break the spin isotropy of the QD in all directions. Similar to
the dipolar exchange field, both the quadrupolar exchange field magnitude, as well as the direction
of its principal axes are highly susceptible to the bias and gate voltage. The latter tunability could
interesting to find tensorial resonances in the stability diagram of a high-spin QD that require a
tensorial resonance condition to be satisfied – in analogy to the vectorial spin resonance found in
Chap. 5. However, in that Chapter, we focus only on the tunability of the spintronic exchange field
magnitudes for collinearly polarized or a single ferromagnet. Here, all expressions can be further
simplified as we show in the next Subsection.
8.6.3 Uniaxial anisotropy for single ferromagnet
We now turn to the situation studied in Sec. 6.3, in which the QD is coupled to a single ferromagnet
with chemical potential at µ=0. Here, the problem simplifies because the spin-rotational symmetry
with respect to the polarization axis of the ferromagnet remains intact (which we take to be the
z axis in the following). This implies that only components referring to the z axis can occur in
Eq. (8.169). Hence, the proximity-induced spin anisotropy is of uniaxial type directed along the
magnetization of the ferromagnet. The D parameter can be expressed from Eq. (8.173) after some
manipulations by
D =
Γ¯2n2
4
Re
∫
−W
W ∫
−W
W dω1
π
dω2
π
f
(−ω1
T
)
f(
ω2
T
)
ω2−ω1+ i0
(
1
ε−ω1+ i0 +
1
ω2− (ε+U)+ i0
)
2
, (8.178)
with f(x) = 1/(ex+1) and Γ= Γ¯= 2π |t|2ν¯ for a single electrode. We note the striking similarity
of this formula to perturbative 2nd order corrections to the Knight shift [565], including a recent
study for probing magnetic adatoms on surfaces [328]. In contrast to the latter work, the anisotropy
barrier here is not just modified by the coupling to an environment but generated from scratch.
The dependence of the quadrupolar splitting D∗=D (ε=−U/2) at the symmetry point on the
interaction energy U for low T≪U can be estimated by substituting 2ω1/U =w1 and 2ω1/U =−w1
in (8.178) and approximating the Fermi functions by step functions. This yields
D∗ = − Γ¯
2n2
U
C
(
2W
U
)
, (8.179)
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where to leading order in U/W we reproduce Eq. (6.9) since
C(Λ) =
1
2
Re
∫
0
Λ dw1
π
∫
0
Λ dw2
π
1
w1+w2+ i 0
(
1
1+w1+ i 0
+
1
1+w2+ i 0
)
2
(8.180)
=
1
π2
[ln (Λ)+O(1)]. (8.181)
The DM-NRG calculations confirm the prediction from Eq. (8.179) that the quadrupolar exchange
field scales quadratically with the tunnel coupling Γ and the spin polarization n of the leads and
the scaling with the interaction energy at the symmetry point, ε=−U/2, see Sec. 6.4.2 for further
discussion.
The numerical evaluation of (8.178) for all level positions ε requires a further step. Proceeding
as described in App. C.2 (here for zero electrochemical potential µ=0), one can convert the double
frequency integral into a double summation over Matsubara frequencies. These are computed
numerically, which yields the plot of D(ε) shown in Fig. 6.3(a).
Finally, we explain how Eq. (8.178) reduces to the analytic result (6.7),
D ≈ −
(
B0(ε)
∂B0(ε)
∂ ε
+B2(ε)
∂B2(ε)
∂(−ε) +
Γ¯2n2
4
f+(ε)
∂f+(ε)
∂ ε
+
Γ¯2n2
4
f−(ε)
∂f−(ε)
∂(−ε)
)
, (8.182)
in the large bandwidth limit W ≫ U . For this purpose, we expand the square of the bracketed
expression in Eq. (8.178). In the vicinity of the symmetry point ε = −U/2, the two cross terms
in this expansion are large only if at the same time ω1 = −U/2 and ω2 = +U/2, at which point,
however, the prefactor (ω2− ω1+ i 0)−1 is small. The remaining two terms contain the square of
each of the propagators in the bracketed expression in Eq. (8.178) and become maximal if either
ω1=−U/2, without restricting ω2, or ω2=+U/2, without restricting ω1. In either case the prefactor
(ω2− ω1+ i 0)−1 can thus become large when ω1≈ ω2 and dominate over the cross-terms, which
we therefore neglect.
We then evaluate the remaining integrals by replacing
1
ε1−ω1+ i 0 →
1
ε1−ω1+ i 0 +
1
ω2− ε1+ i 0 =
ω2−ω1+ i 0
(ε1−ω1+ i 0) (ω2− ε1+ i 0) , (8.183)
1
ω2− ε2+ i 0 →
1
ω2− ε2+ i 0 +
1
ε2−ω1+ i 0 =
ω2−ω1+ i 0
(ε2−ω1+ i 0) (ω2− ε2+ i 0) , (8.184)
where ε1= ε and ε2= ε+U as above. One can show that this does not change the real part of the
integral that is needed. Subsequently canceling the numerator on the right hand side of (8.183)
and (8.184) with the prefactor (ω2−ω1+ i 0)−1 in (8.178), the double frequency integral factorizes
into single frequency integrals. We further use that
1
(εn−ω1+ i 0)2 = −
∂
∂ εn
1
(εn−ω1+ i 0) for n=1, 2, (8.185)
and apply Sokhotsky’s formula,
1
x+ i 0
=P
( 1
x
)− i π δ(x), to finally obtain the approximated version
(8.182) for the quadrupolar field in the limit U ≪ W . At low T ≪ U , the terms involving the
derivatives of the Fermi functions are exponentially small, and thus deep in the Coulomb blockade
regime they can be neglected, which leads Eq. (6.7) in Chap. 6. Finally, we note that the order
Γ2 corrections to the dipolar exchange field B can in principle be calculated in the same way, but
they are not required, see App. F.2.
The case of two electrodes r=L,R, with respective electrochemical potentials µL/R=±Vb/2,
can be accounted for by simple substitutions: One replaces the Fermi function fχ(ω)→∑
r
f r,χ(ω)
with f r(ω)= 1/
(
e(ω−µ
r)/T )+1
)
in Eq. (6.6) for B, and in Eq. (8.178) or Eq. (8.182) for D. After
substituting the distances to the electrochemical potentials ωi=ωi
′+ µri in all Fermi functions we
can proceed with the same steps as sketched above since the resulting shifts µri in the propagators
can be absorbed into the energies ε0 and ε2. As a result, one just has to replace fχ(ω)→∑r f r,χ(ω)
in Eq. (8.182). This finally concludes our outline of the derivation of the quadrupolar exchange field.
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8.7 Real-time diagrammatics for weak measurement setups
Our final objective is to adapt real-time diagrammatics to weak-measurement setups. These are
frequently nanoscale transport devices as, for example, a charge qubit read out by a sensor quantum
dot (SQD) as sketched in Fig. 7.1 and analyzed in Chap. 7. For such devices, the detector is
typically an interacting quantum system, which is coupled to the quantum system to be measured.
Thus, the detector (or at least the relevant nanoscale part of it) cannot be simply treated as a non-
interacting reservoir in equilibrium that can be integrated out. To make progress in understanding
the backaction of the measurement process on the qubit dynamics, one has to apply a two-step
procedure: One first integrates out that part of the detector which can be treated as a reservoir
(as, e.g., leads contacted to the SQD), resulting joint equations for the quantum system plus the
quantum part of its detector. The second step is to eliminate the detector degrees of freedom,
arriving at effective equations for the measured quantum system only.
In this thesis, we present and discuss only the first step, while the second step is deferred to a
forthcoming work [551]. Nevertheless, the first step already provides plenty of new insights about
the role of renormalization effects in the measurement process as expounded in Chap. 7. To inte-
grate out the leads, the standard real-time diagrammatic formalism [134], providing a perturbative
expansion in Γ/T ≪ 1, has to be extended in the weak-measurement limit. The weakness of the
measurement implies only weak measurement coupling λ between quantum system and detector
but does by no means imply weak tunnel coupling Γ. Even oppositely, the measurement strength
is characterized here by the small ratio λ/Γ ≪ 1 (see Sec. 2.4). Thus, in a weak-measurement
setup an additional expansion in the small measurement interaction λ is required. By contrast,
other internal interactions (e.g., the Coulomb charging energy U of the SQD) are large and must
be treated exactly.
In Sec. 8.7.1, we explain how to perform the expansion of the kernel in orders of λ/Γ assuming
for simplicity that internal energy scales of the quantum system, characterized by a parameter Ω,
are also small compared to Γ. In Sec. 8.7.2, we apply this weak-measurement expansion to derive
of the kinetic equations for the SQD-qubit system, including all orders up to λΓ/T , ΩΓ/T , and
Γ2/T . The full calculation given there is further condensed by integrating tricks from the covariant
diagram technique (cf. Sec. 8.3.1), expressing the isospin dependence of all kernel matrix elements
in terms of isospin traces.
8.7.1 Weak-measurement expansion of kernel
To adapt real-time diagrammatics to weak-measurement setups, we show in this Section how to
expand the real-time diagrammatic kernel in the measurement interaction λ. Weak measurement
setups are modeled by indirect probing schemes, sketched in Fig. 2.8(b)8.14, for which the Hilbert
space Htot=HQ⊗HD⊗Hres can be decomposed into three parts: The first part HQ describes the
quantum system to be measured (e.g., a qubit), which is coupled by an interaction of strength λ
to a quantum detector, described by the part HD (e.g., a QD). The quantum detector is further
coupled with coupling constant Γ to an observer, modeled here through a reservoir with Hilbert
space Hres (e.g., the leads).
The Liouvillian of the full system can therefore be written as
L = Lres+LT +LD+LI+LQ, (8.186)
with the Liouvillians Lα•=[Hα,•]− for α=Q, res,D,T , I. Here, the dot “ • ” indicates the operator
on which the superoperator Lα acts. The internal evolution of quantum system, detector, and
reservoir are described by LQ, LD, and Lres, respectively, while the interaction of quantum system
and detector and detector and reservoir are denoted by LI and LT , respectively (cf. Sec. 7.2).
Notably, there is no direct interaction between the quantum system and the reservoir, which results
in constraints for the measurement backaction, formulated for the model studied in Chap. 7 by an
isospin sum rule given in Sec. 7.5.2.
8.14. The detector denoted there by “D” corresponds here to both the SQD, denoted by “D” and the reservoir
denoted by “res”.
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Restricting our considerations here to the stationary limit, our starting point is the zero-
frequency real-time diagrammatic kernel (3.120), whose contribution in O(Γn) reads schematically:
iW (i0)|n =
∑
irr. contr.
{i}
(−1)Np
∏
〈ji〉
γjitjtiG2n
1
i0+X2n−1−L
G2
1
i0+X1−LG1, (8.187)
whereXi=
∑
j6i
ηjωj and L=LD+LS+LI mediates the free evolution of the quantum system plus
the quantum detector [cf. Eq. (8.78)]. To see when higher-order corrections in LT are important, we
divide all bath frequencies in the integrals by temperature T , that is, we substitute by dimensionless
frequencies xi=(ωi− µi)/T . This yields schematically
i
W (i0)|n
T
= (−1)Np
∑
contr
(∏
i
Γi
T
)
In
(
L− µ
T
)
, (8.188)
with
In
(
L− µ
T
)
=
(∏
fi
)
G2n
1
i0+
X2n−1− (L− µ2n−1)
T
G 2n−1
G2
1
i0+
X1− (L− µ1)
T
G1, (8.189)
where fi denotes the Fermi functions and µi=
∑
j6i
ηjµj We see that the kernel W (i0)/T scales
as (Γ/T )n multiplied with a function whose relevant energy scales are set by (L− µ)/T .The latter
are the energy differences of the discrete electrochemical potentials of the reduced system to the
electrochemical potentials of the leads, measured in units of temperature. If Γ/T is small, one can
neglect higher-order terms unless I1 is exponentially suppressed by the Fermi functions in Coulomb
blockade – the situation relevant for the detection setup considered in Chap. 7. Then contributions
of at least O((Γ/T )2) must be included.
Equations (8.187) and (8.188) are so far exact in L. To proceed, we next assume the spectrum
of the corresponding Hamiltonian,
H = H¯ +∆H, (8.190)
can be divided into different blocks defined by H¯ that are split by large energies |H¯ |≫Γ. Smaller
energy splittings within each block are defined by ∆H and satisfy |∆H |≪Γ, cf. Fig. 3.2 and the
related discussion there. In this case, one has to keep coherences within each of these energy blocks
while coherences between states of different blocks can be neglected. Accordingly, we split
L = L¯ +∆L, (8.191)
with L¯ •= [H¯ , •]− and ∆L•= [∆H, •]−. We further assume that both these parts commute,
[L¯ ,∆L]− = 0, (8.192)
which is valid for the system that we consider because H¯ = HD consists of the charge-diagonal
SQD Anderson Hamiltonian (2.9), which commutes both with the qubit Hamiltonian HQ, Eq.
(7.2), (acting on a different part of the Hilbert space) and the capacitive, i.e., charge-diagonal
measurement interaction HI, Eq. (7.4).
In the weak-measurement limit, ∆L contains the measurement interaction LI because by
assumption |HI | ∼ λ ≪ Γ. For simplicity, we additionally assume for our calculations in Sec.
8.7.2 that the qubit energy scale is small, |HQ| ∼ Ω ≪ Γ, i.e., ∆L = LI + LQ also contains the
qubit part. However, the latter assumption is not necessary to achieve the weak-measurement limit.
Keeping thus only the SQD part in L¯ =LD, we next expand the propagators in Eq. (8.189) in ∆L,
1
i0+Xi− (L− µi)/T =
(
1− ∆L
T
∂
∂Xi
)
1
i0+Xi− (L− µi)/T
+O
((
∆L
i0+T ·Xi− (L¯ − µi)
)2)
, (8.193)
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employing the commutation relation (8.192). Truncating this expansion after the first order in
∆L/L¯ is justified if ∆ = max (Ω, λ)≪ Γ. Clearly, if one truncates terms from the perturbative
expansion in LT in orders of Γ/T , a consistent treatment also requires to neglect higher-order terms
in ∆/Γ in the expansion of LI. To sum up, our approximations are valid if
∆ ∼ λ,Ω <˜ Γ ≪ T . (8.194)
To practically compute the kernel (8.188) inserting the expansion (8.193), we next take matrix
elements with respect to a superbasis |ab)=|a〉〈b|, which diagonalizes both the commuting super-
operators L¯ and ∆L:
L¯ =
∑
ab
L¯a b|ab)(ab|, ∆L =
∑
ab
∆La b|ab)(ab|, (8.195)
yielding for
[
W{L}|n]bb′aa′=(ab|W{L}|n|a′ b′) as a functional of the Liouvillian L,
[
W{L¯+∆L}|n]bb′aa
′
=
[
1+
∑
{i}
∆Lbi
ai ∂
∂L¯bi
ai +O((∆/Γ)
2)
][
W{L¯}|n]bb′aa
′
, (8.196)
where {i} denotes the indices referring to the intermediate states. Equation (8.196) presents a
tangible starting point for evaluating the kernel, which we employ in the next Section.
8.7.2 Calculation of kinetic equations for sensor quantum dot plus
qubit
In this Section, we give the derivation of the kinetic equations (7.16) up to O(Γλ/T ,ΩΓ/T ,Γ2/T )
studied in Chap. 7. Remaining terms of higher orders in Γ, λ, and Ω are neglected. The first step
to do so is to find a suitable Hilbert-space basis for the SQD-qubit system, which diagonalizes
both L¯ and ∆L. This forces us to introduce different quantization axes for the isospin operators
depending on the charge state n=0, 1 of the SQD (we consider here the limit of infinite U).
The second step is to compute the kernel matrix elements (8.196) successively in all required
orders in the perturbation parameters. To set up the kinetic equations, we have to combine the
matrix elements (ab|W |a′b′) to obtain the kernel elements ( τˇµn|W |τˇµ′n′) for the charge-projected
isospin operators τˇµ
n (n=0, 1) [see Eq. (8.198)]. In principle, one could also set up here covariant
diagram rules by performing similar steps that lead to the covariant (i.e., isospin-basis-indepen-
dent) rules for QD spin valve given in Sec. 8.3.1. Yet, to avoid an unnecessary technical overload
here, we refrain from this and just show in the concrete calculations below how to account for the
isospin dependence conveniently in terms of isospin trace expressions. We remark at this point an
important difference of the system studied here as compared to the QD spin-valve: While the spin
states are degenerate there, the two qubit isospin energies are not degenerate, which, importantly,
first leads to kinetic equations that are not covariant. To finally derive covariant kinetic equations
(7.16) we have to perform a charge-specific rotation, the third and last step of the computation.
Charge-state specific isospin-quantization axes. The internal Hamiltonian of the SQD-
qubit system reads according to Eqs. (7.2) and (7.4),
H = εnˆ+
1
2
(Ω+λ nˆ) · τˆ +U nˆ↑nˆ↓, (8.197)
where nˆσ=dσ
†dσ is the particle number operator of electrons with spin σ=↑,↓ in the sensor quantum
dot (SQD) and nˆ= nˆ↑+ nˆ↓ is operator for the total number of particles in the SQD. Furthermore
λ=λez and Ω=Ωex for our choice of the components of the isospin operator (7.7), see Sec. 7.3.1.
We next introduce a four-component operator,
τˇµ =
∑
ττ ′
(σµ)ττ ′ s
Q|τ 〉〈τ ′|sQ⊗ 1ˆD, (8.198)
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analogous to the Pauli superbasis (8.66) with σ0 = 1 and σµ=1,2,3 denoting the Pauli matrices.
Note that a “check” refers here to a four component operator , while objects without a check to
their averages, i.e., τµ= 〈τˇµ〉. In Eq. (8.198), 1ˆD denotes the identity operator on the SQD part
and the index τ =L (R) refers to two states for the electron to reside in the left (right) site of the
qubit double QD. This site-state qubit basis |τ 〉sQ are denoted by the subscript “s”. However, the
Hamiltonian (8.197) is not diagonal with respect to the site basis. For the limit U→∞, its spectral
decomposition reads instead
H =
∑
στ
Eτ
|σ ||σ, τ 〉〈σ, τ |, (8.199)
with |σ, τ 〉 = |σ〉S ⊗ |τ 〉nQ, where |τ 〉nQ are the charge-dependent eigenstates of the qubit. These
states are quantized along charge-state dependent isospin fields,
Bn = Ω+nλ = Bnbn(n=0, 1), (8.200)
with magnitude Bn= Ω2+(nλ)2
√
, that is, they are linear combinations of the site basis states.
Furthermore, the index σ refers to the spin state of the SQD, which is σ=0 if the SQD is empty
and σ=±1 if the SQD is occupied by an electron. The corresponding eigenenergies read
Eτ
n = εn+ τBn/2, (8.201)
For the calculations shown below, we next introduce charge-state specific isospin four-component
operators, denoted by vˇ0 and vˇ1, which are defined by
vˇµ
n =
∑
ττ ′
(σµ)ττ ′ n
Q|τ 〉〈τ ′|nQ. (8.202)
These operators act only in the qubit subspace HQ. Introducing the charge-state projectors Pˆ n=
D|n〉〈n|D for the SQD, they can be used to define the charge-projected operators
Vˇµ
n
=
∑
ττ ′
(σµ)ττ ′ n
Q|τ 〉〈τ ′|nQ⊗Pˆ
n
, (8.203)
acting on the enlarged Hilbert space HQ ⊗HD of qubit plus SQD. Note that the average of the
zero component Vˇ0
n
– a basis-independent scalar operator in the isospin space – coincides with the
occupation probability pn=
〈
Pˆ
n〉
= 〈Vˇ0n〉 of the respective charge state of the SQD.
The operators Vˇµ
n
are related to site-state quantized isospin operators τˇ n = Pˆ
n
τˇ by charge-
dependent rotations:
τˇ n = Rn · Vˇn, (8.204)
where
Rn =
(
1 0
0 Rn
)
. (8.205)
The upper left corner of the matrix (8.205) is a “1” because the scalar part – the occupation
probabilities – do not transform under a change of the isospin basis. Only the spatial components
are mixed by the rotation matrix Rn, which is the rotation that maps ez onto bn, i.e., bn=Rn ·ez.
Based on formula (8.204), the two operators vˇ0 and vˇ1, which refer to different isospin quantization
axes, can be related to each other by
vˇ1 = (R1)T · R0 · vˇ0 = R10 · vˇ0 , (8.206)
vˇ0 = (R0)T · R1 · vˇ1 = R01 · vˇ1. (8.207)
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To illustrate the geometric meaning of the different quantization axes, we express the equations of
motion for the charge-projected isospin averages first in terms of site-basis quantized operators,
τ˙ 0 = Ω ex ×τ 0,
τ˙ 1 = (Ω ex+λ ez)× τ 1, (8.208)
i.e., the two three-component isospins vectors8.15 τn precess about noncollinear axes. By contrast,
using the charge-specific eigenbasis, the isospin vectors precess about the z axis:
V˙0 = Ω ez×V0, (8.209)
V˙1 = Ω2+λ2
√
ez×V1. (8.210)
Calculation of kernel matrix elements. We expand the kernel following Eq. (8.196) in orders
of Γ and ∆:=max (λ,Ω):
W = WΓ+WΓ
2
+W∆Γ+
 . (8.211)
Our next aim is to compute the isospin matrix elements (Vˇµ
n|W |Vˇµ′n′) for each of the terms on the
right hand side.
We start with the kernel matrix elements of W Γ, which are of zeroth order in ∆, i.e., we replace
the energies (8.201) in the propagators by
Eτ
n ≈ nε, (8.212)
which are independent of the isospin state τ . Within this approximation, the all isospin states
are degenerate and one can chose in principle any isospin basis for computing the kernel matrix
elements. For the following computation, we chose the charge-dependent isospin basis |σ,τ 〉 because
we then obtain the corrections to the kernel in first order in ∆ by systematic and simple modifi-
cations of the expressions in zeroth order in ∆ for the kernel. We employ here the Keldysh double
contour diagrams [404, 87] for real-time diagrammatics to compute the matrix elementsWa′;b′
a ;b =(a,
a′|W |b, b′), which we need to compute (Vˇµn|W |Vˇµ′n′):
[WΓ]
0,τf
l ;0,τi
l
0,τf
u;0,τi
u
=
[
W(1)
Γ
]
0,τf
l ;0,τi
l
0,τf
u;0,τi
u
+
[
W(2)
Γ
]
0,τf
l ;0,τi
l
0,τf
u;0,τi
u
=
=
∑
τ ,σ
(−i)
∫
dω
Γσ
+(ω)
2π

 〈0,τfu|dσ |σ,τ 〉〈σ,τ |dσ† |0,τiu〉〈0,τil|0,τfl 〉 1
+ω−L¯
0,τi
l
1,τ+i0
+〈0,τfu|0,τiu〉〈0,τil|dσ |1,τ 〉〈1,τ |dσ† |0,τil〉 1−ω−L¯1,τ0,τi
u
+i0
]
, (8.213)
[WΓ]
σ,τf
l ;0,τi
l
σ,τf
u;0,τi
u
=
= (+i)
∫
dω
Γσ
+(ω)
2π
[
〈σ,τfu|dσ† |0,τiu〉〈0,τil|dσ |σ,τfl 〉 1
+ω−L¯
0,τi
l
1,τf
u
+i0
+〈σ,τfu|dσ† |0,τiu〉〈0,τil|dσ |σ,τfl 〉 1−ω−L¯
1,τf
l
0,τi
u
+i0

, (8.214)
8.15. We exclude the zero component here.
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[WΓ]
0,τf
l ;σ,τi
l
0,τf
u;σ,τi
u
=
= (+i)
∫
dω
Γσ
−(ω)
2π
[
〈0,τfu|dσ |σ,τiu〉〈σ,τil|dσ ′† |0,τfl 〉 1−ω−L¯
1,τi
l
0,τf
u
+i0
+〈0,τfu|dσ |σ,τiu〉〈σ,τil|dσ† |0,τfl 〉 1
+ω−L¯
0,τf
l
1,τi
u
+i0

, (8.215)
[W Γ]
σ,τf
l ;σ,τi
l
σ,τf
u;σ,τi
u
=
=
∑
τ
(−i)
∫
dω
Γσ
−(ω)
2π
[
〈στiu|dσ† |0τ 〉〈0,τ |dσ |σ,τiu〉〈σ,τil|σ,τfl
〉 1
−ω−L¯
1,τi
l
0,τ+i0
+〈σ,τiu|σ,τfu〉〈σ,τil|dσ|0,τ 〉〈0,τ |dσ† |σ,τfl 〉 1
+ω−L¯0,τ1,τi
u
+i0
]
. (8.216)
Here, we introduced as usual
Γχ(ω) = 2π
∑
r
fr,χ(ω) νσ
r(ω) = Γ↑
χ(ω) = Γ↓
χ(ω), (8.217)
for spin-independent density of states ν¯ r(ω) = [ν↑r(ω) + ν↓r(ω)]/2 = ν↑r(ω) = ν↓r(ω). Furthermore,
since the entire Hamiltonian is independent of the spin of the tunneling electrons, all other kernel
matrix elements are not needed for the stationary state.
The next aim is to calculate the kernel matrix elements with respect to the isospin operators
Vˇµ
0 and Vˇµ
1, which refer to different quantization axes. To do so, we first exploit the vertical mirror
rule8.16, which states that any two diagrams that come from each other by vertically mirroring
them and inverting their arrow directions are related to complex conjugate algebraic expressions.
Thus, the expressions for the second diagrams W(2)
Γ contributing to WΓ can be obtained from the
expressions for the first diagrams W(1)
Γ [cf. the first line of Eq. (8.213)] by a complex conjugation
and exchange of indices:
W
Vˇµ
0Vˇµ′
0
Γ ∼
∑
{τ }
(σµ
∗)τfuτfl(σµ′)τiuτil
{[
W(1)
Γ
]
0,τf
l ;0,τi
l
0,τf
u;0,τi
u
+
[
W(2)
Γ
]
0,τf
l ;0,τi
l
0,τf
u;0,τi
u
}
=
∑
{τ }
(σµ
∗)τfuτfl(σµ′)τiuτil
{[
W(1)
Γ
]
0,τf
l ;0,τi
l
0,τf
u;0,τi
u
+
[
W(1)
Γ ∗]
0,τf
u;0,τi
u
0,τf
l ;0,τi
l
}
. (8.218)
The second step is to relabel τu↔ τ l in the second term of the sum,
W
Vˇµ
0Vˇµ′
0
Γ =
∑
{τ }
{
(σµ
∗)τfuτfl(σµ′)τiuτil
[
W(1)
Γ
]
0,τf
l ;0,τi
l
0,τf
u;0,τi
u
+(σµ
∗)τflτfu(σµ′)τilτiu
[
W(1)
Γ ∗]
0,τf
l ;0,τi
l
0,τf
u;0,τi
u
}
,
(8.219)
and in the third step we use that the Pauli matrices are self-adjoint, (σµ)ττ ′=(σµ
∗)τ ′ τ, yielding
W
Vˇµ
0Vˇµ′
0
Γ = 2Re
∑
{τ }
(σµ
∗)τfuτfl(σµ′)τiuτil
[
W(1)
Γ
]
0,τf
l ;0,τi
l
0,τf
u;0,τi
u
(8.220)
8.16. The reader should not confuse the vertical mirror rule with the horizontal mirror rule introduced in Sec.
8.4.2.
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We next recast the isospin sums in terms of isospin traces, similar to the covariant diagrams:
W
Vˇµ
0Vˇµ′
0
Γ ∼
∑
{τ }
(σµ
∗)τfuτfl(σµ′)τiuτil〈0, τfu|dσ |1, τ 〉〈1, τ |dσ† |0, τiu〉δτilτfl
=
∑
{τ }
1
Q〈τ |τiu〉0Q(σµ′)τiuτil δτilτfl(σµ)τflτfu 0Q〈τfu|τ 〉1Q
=
∑
{τ }
1
Q〈τ |τiu〉0Q 0Q〈τiu|vˇµ0 |τil〉0Q 0Q〈τil |τfl 〉0Q 0Q〈τfl |vˇµ′0 |τfu〉0Q 0Q〈τfu|τ 〉1Q
= tr(vˇµ
0vˇµ′
0 ) = tr(µµ′) = 2δµµ′. (8.221)
Here, tr(µ1µ2
 µn) is an abbreviation for tr(σµ1σµ2
σµn) and σµ= δµ,01+ δµ,iσi is the identity for
µ=0 or one of the Pauli matrices for µ= i=1, 2, 3, respectively. It follows with the abbreviations
Γ+=Γ+(ε) and Γ−=Γ−(ε) the simple result
W
Vˇµ
0Vˇµ′
0
Γ = 2Re
∑
σ
(−i)
∫
dω
Γσ
+(ω)
2π
1
ω − ε+ i02δµµ′ = −4Γ
+δµµ′. (8.222)
For the other rates, we find by proceeding in the same way,
W
Vˇµ
1Vˇµ′
0
Γ = 2Re
∑
{τ },σ
(σµ
∗)τfuτfl(σµ′)τiuτil
×(+i)
∫
dω
Γσ
+(ω)
2π
〈σ, τfu|dσ† |0, τiu〉〈0, τil|dσ|σ, τfl 〉 1ω − ε+ i0
= 2Re
∑
σ
(+i)
∫
dω
Γσ
+(ω)
2π
1
ω − ε+ i0 tr(vˇµ
1vˇµ′
0 ) = 4Γ+Rµ µ˜10 tr(µ˜µ′)
= 4Γ+Rµµ′10 , (8.223)
W
Vˇµ
0Vˇµ′
1
Γ = 2Re
∑
{τ },σ
(σµ
∗)τfuτfl(σµ′)τiuτil(+i)
×
∫
dω
[
Γσ
−(ω)
2π
〈0, τfu|dσ |σ, τiu〉〈σ, τil|dσ ′† |0, τfl 〉 1−ω+ ε+ i0
]
= 2Re
∑
σ
(+i)
∫
dω
Γσ
−(ω)
2π
1
−ω+ ε+ i0 tr(vˇµ
0vˇµ′
1 ) = 4Γ−Rµ µ˜01 tr(µ˜µ′)
= 4Γ−Rµµ′01 , (8.224)
W
Vˇµ
1Vˇµ′
1
Γ = 2Re
∑
{τ },σ
(σµ
∗)τfuτfl(σµ′)τiuτil(−i)
×
∫
dω
[
Γσ
−(ω)
2π
〈σ, τiu|dσ† |0, τ 〉〈0, τ |dσ |σ, τiu〉〈σ, τil|σ, τfl 〉 1−ω+ ε+ i0
]
= 2Re
∑
σ
(−i)
∫
dω
Γσ
−(ω)
2π
1
−ω+ ε+ i0 tr(vˇµ
1vˇµ′
1 )=−4Γ−tr(µ˜µ′)
= −4Γ−δµµ′. (8.225)
Equations (8.222)–(8.225) reveal that the zeroth order contribution to the kernel is just given
by matrix elements of the kernel for the single-level Anderson model multiplied with a rotation
Rµµ′ or a Kronecker symbol δµµ′ to account for the isospin part. This can be confirmed by direct
comparing with the O(Γ) results from Sec. 8.3.2 when setting the polarizations to zero. This result
is plausible: When the interaction of SQD and quit is zero (λ= 0) and the qubit has no internal
evolution (Ω=0), the SQD can be treated as if the isospin is not present at all. We will see below
that the rotation matrices drop out after rotating back to a common isospin basis for both charge
states. For this reason, the next-to-leading order tunneling contribution W Γ
2
to the kernel is just
given, without further computation, by the results of Sec. 8.3.2 setting the spin polarization to zero:
WVˇµ0Vˇµ′
0
Γ +WVˇµ0Vˇµ′0
Γ2 = −4Γ0δµµ′, (8.226)
W
Vˇµ
1Vˇµ′
0
Γ +W
Vˇµ
1Vˇµ′
0
Γ2 = +4Γ0Rµµ′10 , (8.227)
W
Vˇµ
0Vˇµ′
1
Γ +W
Vˇµ
0Vˇµ′
1
Γ2 = +4Γ1Rµµ′01 , (8.228)
W
Vˇµ
1Vˇµ′
1
Γ +W
Vˇµ
1Vˇµ′
1
Γ2 = −4Γ1δµµ′, (8.229)
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with the renormalized SQD rates (see also Sec. 7.3.2)
Γ0,1 = Γ±(ε)± 1
2
Γ′(ε)β(ε)∓ 1
2
β ′(ε)(2Γ+(ε)+Γ−(ε)), (8.230)
with a dash denoting the derivative with respect to the level position ε.
We next compute the O(∆Γ/T ) correctionsW Γ∆ to the kernel. According to Eq. (8.196), those
are given by taking the derivative of the 0th order kernel with respect to the Liouvillian:
[WΓ∆]
0,τf
l ;0,τi
l
0,τf
u;0,τi
u
=
∑
τ ,σ
(−i)
∫
dω
Γ+(ω)
2π
×
[
〈0,τfu|dσ |σ,τ 〉〈σ,τ |dσ† |0,τiu〉〈0,τil|0,τfl 〉∆L0,τil
1,τ ∂
∂L¯
0,τi
l
1,τ
1
ω−L¯
0,τi
l
1,τ+i0
+〈0, τfu|0, τiu〉〈0, τil|dσ |1, τ 〉〈1, τ |dσ† |0, τil〉∆L1,τ0,τi
u ∂
∂L¯1,τ
0,τi
u
1
−ω−L¯1,τ0,τi
u
+i0
]
,
(8.231)
[W Γ∆]
σ,τf
l ;0,τi
l
σ,τf
u;0,τi
u
= (+i)
∫
dω
Γ+(ω)
2π
×

 〈σ,τfu|dσ† |0,τiu〉〈0,τil|dσ |σ,τfl 〉∆L0,τil1,τfu ∂∂L¯
0,τi
l
1,τf
u
1
ω−L¯
0,τi
l
1,τf
u
+i0
+〈σ,τfu|dσ† |0,τiu〉〈0,τil|dσ |σ,τfl 〉∆L1,τfl
0,τi
u ∂
∂L¯
1,τf
l
0,τi
u
1
−ω−L¯
1,τf
l
0,τi
u
+i0

, (8.232)
[W Γ∆]
0,τf
l ;σ,τi
l
0,τf
u;σ,τi
u
=
∑
σ
(+i)
∫
dω
Γ−(ω)
2π
×

 〈0,τfu|dσ |σ,τiu〉〈σ,τil|dσ ′† |0,τfl 〉∆L1,τil0,τfu ∂∂L¯
1,τi
l
0,τf
u
1
−ω−L¯
1,τi
l
0,τf
u
+i0
+〈0,τfu|dσ |σ,τiu〉〈σ,τil|dσ† |0,τfl 〉∆L0,τfl
1,τi
u ∂
∂L¯
0,τf
l
1,τi
u
1
ω−L¯
0,τf
l
1,τi
u
+i0

, (8.233)
[W Γ∆]
σ ′,τf
l ;σ ′,τi
l
σ,τf
u;σ,τi
u
=
∑
τ ,σ
(−i)
∫
dω
Γ−(ω)
2π
×
[
〈σ,τiu|dσ† |0,τ 〉〈0,τ |dσ |σ,τiu〉〈σ,τil|σ,τfl 〉∆L1,τil
0,τ ∂
∂L¯
1,τi
l
0,τ
1
−ω−L¯
1,τi
l
0,τ+i0
+〈σ,τiu|σ,τfu〉〈σ,τil|dσ |0,τ 〉〈0,τ |dσ† |σ,τfl 〉∆L0,τ1,τi
u ∂
∂L¯0,τ
1,τi
u
1
ω−L¯0,τ1,τi
u
+i0
]
.
(8.234)
We note that, in general, the vertical mirror rule can be applied order-by-order in the expansion
Eq. (8.196). Thus, similar to the O(Γ) contribution, we may calculate all rates from one of the two
diagrams contributing to WΓ∆: We start with the 0→ 0 transition rates
[WΓ∆]
0,τf
l ;0,τi
l
0,τf
u;0,τi
u
= 2Re
∑
τ ,σ
(−i)
∫
dω〈0, τfu|dσ |σ, τ 〉〈σ, τ |dσ† |0, τiu〉〈0, τil|0, τfl 〉∆L0,τil
1,τ ∂
∂L¯
0,τi
l
1,τ
1
ω − L¯
0,τi
l
1,τ + i0
= 2 Im
∑
τ ,σ
∫
dω
Γ+(ω)
2π
〈0, τfu|dσ |σ, τ 〉〈σ, τ |dσ† |0, τiu〉δτilτfl
(
τ
B
2
1− τilB
0
2
)
∂
∂ε
(
1
ω− ε+ i0
)
.
(8.235)
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Further rewriting the kernel matrix elements in terms of isospin traces yields
W
Vˇµ
0Vˇµ′
0
Γ∆ ∼
∑
{τ }
(σµ
∗)τfuτfl(σµ′)τiuτil〈0, τfu|dσ |1, τ 〉〈1, τ |dσ
† |0, τiu〉δτilτfl
(
τ
B1
2
− τilB
0
2
)
=
∑
{τ }

B
1
2
〈1, τ ′|dσ† |0, τiu〉(σµ′)τiuτil(σµ)τilτfu〈0, τfu|dσ |1, τ 〉(σz)ττ ′
−B
0
2
〈1, τ |dσ† |0, τiu〉(σµ′)τiuτil(σz)τilτfl(σµ)τflτfu〈0, τfu|dσ |1, τ 〉
}
=
1
2
B1 tr(vˇµ′
0 vˇµ
0vˇz
1)− 1
2
B0tr(vˇµ′
0 vˇz
0vˇµ
0)
=
1
2
B1Rzl10tr(µlµ′)− 12B0tr(zµµ′). (8.236)
It follows (after replacing
∑
σ
→2),
WVˇµ0Vˇµ′
0
Γ∆ = 4 Im ∂ε
∫
dω
Γ+(ω)
2π
1
ω− ε+ i0
[ 1
2
B1Rzl10tr(µlµ′)− 12B0tr(zµµ′)
]
, (8.237)
and from this
W
Vˇ0
0Vˇ0
0
Γ∆ = Im∂ε
∫
dω
π
Γ+(ω)
ω− ε+ i0[B
1Rzl10tr(l)−B0tr(z)]
= 0, (8.238)
W
Vˇ0
0Vˇj
0
Γ∆ = Im∂ε
∫
dω
π
Γ+(ω)
ω− ε+ i0[B
1Rzl10 tr(0lj)−B0tr(z0 j)]
= −2Γ′[B1Rzj10−B0δzj], (8.239)
WVˇi0Vˇ00
Γ∆ = Im∂ε
∫
dω
π
Γ+(ω)
ω− ε+ i0[B
1Rzl10 tr(il0)−B0tr(zi0)]
= −2Γ′[B1Rzi10−B0δzi], (8.240)
WVˇi0Vˇj0
Γ∆ = Im∂ε
∫
dω
π
Γ+(ω)
ω− ε+ i0[B
1Rzl10 tr(ilj)−B0tr(zij)]
= −2β ′ [B1Rzl10εilj+B0εizj]. (8.241)
where Γ′=dΓ+(ε)/dε, β ′=dβ(ε)/dε, and
β(ε) = P
∫
−W
+W dω
π
Γ+(ω)
ε−ω . (8.242)
We next compute the 0→ 1 transition rates in the same way:
[WΓ∆]
σ,τf
l ;0,τi
l
σ,τf
u;0,τi
u
= 2Re (+i)
∫
dω
Γ+(ω)
2π
∆L
0,τi
l
1,τf
u ∂
∂L¯
0,τi
l
1,τf
u〈σ, τfu|dσ† |0, τiu〉〈0, τil|dσ |σ, τfl 〉 1
ω − L¯
0,τi
l
1,τf
u
+ i0
= −2Im
∫
dω
Γ+(ω)
2π
(
τf
uB
1
2
− τilB
0
2
)
〈σ, τfu|dσ† |0, τiu〉〈0, τil|dσ |σ, τfl 〉∂ε 1ω− ε+ i0 . (8.243)
This yields for the required matrix elements,
WVˇµ1Vˇµ′
0
Γ∆ ∼
∑
{τ }
(σµ)τflτfu(σµ′)τiuτil(τf
uB1− τilB0)〈σ, τfu|dσ† |0, τiu〉〈0, τil|dσ |σ, τfl 〉
=
1
2
B1tr(vˇµ
1vˇz
1vˇµ′
0 )− 1
2
B0 tr(vˇµ
1vˇµ′
0 vˇz
0)
=
1
2
B1Rµ′ν ′01 tr(µzν ′)− 12B0Rµν10 tr(νµ′ z), (8.244)
and therefore we obtain
W
Vˇµ
1Vˇµ′
0
Γ∆ = −2Im
∫
dω
Γ+(ω)
π
∂ε
(
1
ω − ε+ i0
)
1
2
[B1Rµ′ν ′01 tr(µzν ′)−B0Rµν10 tr(νµ′z)]. (8.245)
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It follows
WVˇ01Vˇ00
Γ∆ = 0, (8.246)
WVˇ01Vˇµ′
0
Γ∆ = −Im ∂
∂ε
∫
dω
π π
Γ+(ω)
ω− ε+ i0[B
1Rµ′ν ′01 tr(0zν ′)−B0R0ν10 tr(νµ′z)]
= 2Γ′[B1Rµ′z01 −Ωδzµ′], (8.247)
WVˇµ1Vˇ00
Γ∆ = −Im ∂
∂ε
∫
dω
π
∂
∂ε
Γ+(ω)
ω − ε+ i0[B
1R0ν ′01 tr(µzν ′)−B0Rµν10 tr(ν0z)]
= 2Γ′[B1δµz−B0Rµz10], (8.248)
WVˇi1Vˇj0
Γ∆ = −Im ∂
∂ε
∫
dω
π
∂
∂ε
Γ+(ω)
ω − ε+ i0[B
1Rjν ′01 tr(izν ′)−B0Riν10 tr(νjz)]
= 2β ′[B1 εizν ′Rν ′ j10 +B0Riν10ενzj]. (8.249)
We next calculate the 1→ 0 transition rates
[WΓ∆]
0,τf
l ;1,τi
l
0,τf
u;1,τi
u
= 2Re (+i)
∑
σ
∫
dω
Γσ
−(ω)
2π
〈0, τfu|dσ |σ, τiu〉〈σ, τil|dσ† |0, τfl 〉∆L1,τil
0,τf
u ∂
∂L¯
1,τi
l
0,τf
u
1
−ω − L¯
1,τi
l
0,τf
u
+ i0
= −2Im
∑
σ
∫
dω
Γσ
−(ω)
2π
(
τf
uB
0
2
− τilB
1
2
)
〈0, τfu|dσ |σ, τiu〉〈σ, τil|dσ† |0, τfl 〉∂−ε 1−ω+ ε+ i0 .
(8.250)
Using
WVˇµ0Vˇµ′
1
Γ∆ ∼
∑
{τ }
(σµ)τflτfu(σµ′)τiuτil
(
τf
uB
0
2
− τilB
1
2
)
〈0, τfu|dσ |σ, τiu〉〈σ, τil|dσ† |0, τfl 〉
=
1
2
B0tr(vˇµ
0vˇz
0vˇµ′
1 )− 1
2
B1tr(vˇµ
0vˇµ′
1 vˇz
1)
=
1
2
B0Rµ′ν ′10 tr(µzν ′)− 12B1Rµν01tr(νµ′ z), (8.251)
we find
W
Vˇµ
0Vˇµ′
1
Γ∆ = −2Im
∫
dω
Γ−(ω)
π
∂ε
(
1
ω − ε+ i0
)∗( 1
2
B0Rµ′ν ′10 tr(µzν ′)− 12B1Rµν01tr(νµ′z)
)
= −Im
∫
dω
Γ−(ω)
π
∂ε
1
ω − ε+ i0(−B
0Rµ′ν ′10 tr(µzν ′)∗+B1Rµν01tr(νµ′z)∗)
= −Im
∫
dω
Γ−(ω)
π
∂ε
1
ω − ε+ i0(B
1Rµν01tr(νzµ′)−B0Rµ′ν ′10 tr(µν ′z)). (8.252)
This expression can be quickly evaluated because it has the same structure as Eq. (8.245) when
replacing Γ− by Γ+ and adjusting some factors and indices. Following the same steps as for Eq.
(8.245) and exploiting the relation dΓ−/dε = −dΓ+/dε = −Γ′, we find by comparison with Eq.
(8.245) the following relations for the isospin-to-isospin rates:
WVˇi0Vˇj1
Γ∆ = −WVˇj1Vˇi0Γ∆ , (8.253)
and for the occupation-to-isospin rates,
WVˇi0Vˇ01
Γ∆ = +WVˇ01Vˇi0
Γ∆ . (8.254)
We finally compute the 1→ 1 transition rates
[WΓ∆]
1,τf
l ;1,τi
l
1,τf
u;1,τi
u
= 2Re (−i)
∑
σ,τ
∫
dω
Γσ
−(ω)
2π
〈σ,τfu|dσ |0,τ 〉〈0,τ |dσ† |1,τiu〉δτflτil∆L1,τil
0,τ ∂
∂L¯1,τil
0,τ
1
−ω−L¯1,τil
0,τ+i0
= 2 Im
∑
σ,τ
∫
dω
Γσ
−(ω)
2π
δτflτil
(
τ
B0
2
− τilB
1
2
)
〈σ, τfu|dσ |0, τ 〉〈0, τ |dσ† |σ, τiu〉∂−ε 1−ω+ ε+ i0 .
(8.255)
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Using
W
Vˇµ
1Vˇµ′
1
Γ∆ ∼
∑
{τ }
(σµ)τflτfu(σµ′)τiuτilδτflτil
(
τ
B0
2
− τilB
1
2
)
〈σ, τfu|dσ |0, τ 〉〈0, τ |dσ† |σ, τiu〉
=
∑
{τ }
(σµ′)τiuτil(σµ)τilτfu
(
τ
B0
2
− τilB
1
2
)
〈σ, τfu|dσ |0, τ 〉〈0, τ |dσ† |σ, τiu〉
=
1
2
B0tr(vˇµ′
1 vˇµ
1vˇz
0)− 1
2
B1tr(vˇµ′
1 vˇz
1vˇµ
1)
=
1
2
Rzl01B0tr(µlµ′)− 12B1tr(zµµ′), (8.256)
it follows:
W
Vˇµ
1Vˇµ′
1
Γ∆ = 2 Im ∂ε
∫
dω
Γ−(ω)
π
(
1
ω− ε+ i0
)∗[ 1
2
Rzl01B0tr(µlµ′)− 12B1tr(zµµ′)
]
= Im ∂ε
∫
dω
Γ−(ω)
π
1
ω − ε+ i0[B
1tr(µ′µz)−B0Rzl01tr(µ′ lµ)], (8.257)
and from this
WVˇ01Vˇ01
Γ∆ = 0, (8.258)
WVˇµ1Vˇ01
Γ∆ = ∂ε Im
∫
dω
π
Γ−(ω)
ω− ε+ i0[B
1tr(µz)−B0Rzl01tr(lµ)]
= +2Γ′[δzµB1−B0Rzµ01], (8.259)
WVˇ01Vˇµ′
1
Γ∆ = ∂ε Im
∫
dω
π
Γ−(ω)
ω− ε+ i0[B
1tr(µ′z)−B0Rzl01tr(µ′ l)]
= +2Γ′[δzµ′B1−B0Rzµ′01 ], (8.260)
WVˇi1Vˇj1
Γ∆ = ∂ε Im
∫
dω
π
Γ−(ω)
ω− ε+ i0[B
1tr(jiz)−B0Rzl01tr(jli)]
= 2β ′[B1 εizj+B0Rzl01εilj], (8.261)
again by replacing dΓ−(ε)/dε=−dΓ+(ε)/dε=−Γ′.
Covariant kinetic equations. The kinetic equations are readily obtained from the above
results by exploiting the relation [when taking matrix elements of Eq. (3.71)]:
V˙µ
n
=
1
‖Vˇµ′n‖2
(
−iL
Vˇµ
n
Vˇµ;
n′+WVˇµ
n
Vˇµ;
n′
)
Vµ′
n′ (8.262)
Using ‖Vˇµ′0‖2=2, ‖Vˇµ′1‖2=4, and defining the notation ε[a,b] = a×b, we find
p˙0 = −2Γ0p0+Γ1p1
−Γ′ ez · (B1R10−B01) ·V0 −12 Γ′ez · (B11−B0R01) ·V1
V˙0 = −2Γ0V0+Γ1R01 ·V1+ ε[B0ez ,V0]
−Γ′(B1R01−B0) · ezp0 −12Γ′(R01B1−B0) · ez p1
−β ′ ε[(B1R10+B01) · ez,V0] −12β ′R01 ·ε[(R10B0+B11) · ez ,V1]
p˙1 = +2Γ0p0−Γ1p1
+Γ′ez · (B1R10−B01) ·V0 +12Γ′ ez · (B11−B0R01) ·V1
V˙1 = +2Γ0R10 ·V0−Γ1V1+ ε[B1ez ,V1]
+Γ′ (B1−R10B0) · ez p0 +12Γ′(B1R10−B0) · ez p1
+β ′R10 · ε[(B01+R01B1) · ez,V0] +12β ′ ε[(B11+B0R10) · ez ,V1]
(8.263)
In the above kinetic equations, the first lines on the right hand side correspond to the Hamiltonian
part −iL of the internal evolution and the contribution in zeroth order in ∆ to the kernel, WΓ+
WΓ
2
, and the second lines correspond to the first-order contribution in ∆ to the kernel, W Γ∆.
Recall that the above equations are not covariant since the Cartesian components V0 and V1 refer
to different quantization axes. We next rotate to the common isospin-quantization axis induced
by the site-state basis via
τn = Rn ·Vn. (8.264)
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Exploiting the relation
ε[a,b] = RTε[R · a, R ·b] (8.265)
for any proper rotation R (det (R)=1), we obtain the covariant kinetic equations (7.16), the main
result of Chap. 7:
d
dt


p0
p1
τ 0
τ 1

 =


−2Γ0 +Γ1 +2C · +C ·
+2Γ0 −Γ1 −2C · −C ·
+2C +C −2Γ0+(Ω− 2 β ′)× Γ1− β ′×
−2C −C +2Γ0+2 β ′× −Γ1+(Ω+λ+ β ′)×




p0
p1
τ 0
τ 1

. (8.266)
with
C = −1
2
Γ′λ, (8.267)
β ′ = 1
2
β ′(B0+B1), (8.268)
Γ0,1 = Γ±± 1
2
Γ′β ∓ 1
2
β ′(2Γ++Γ−), (8.269)
for Γ′=dΓ+(ε)/dε, β ′=dβ(ε)/dε, and
β(ε) = P
∫
−W
+W dω
π
Γ+(ω)
ε−ω . (8.270)
This completes the derivation of the kinetic equations.
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Appendix A
Supplementary information on methods
A.1 Linear-response theory for conductance
In this Appendix, we outline the derivation of the linear-conductance formula (3.1) for the inter-
acting Anderson model:
G =
∂I
∂Vb
∣∣∣∣
Vb=0
=
∑
σ
Γσ
LΓσ
R
Γσ
L+Γσ
R
∫
dωaσ(ω)
[
− d
dω
f
(
ω
T
)]
, (A.1)
The derivation is given here first for completeness for the interested reader. A second reason is
that a couple of steps involved its derivation are needed in our sketch of the steps of the numerical
renormalization group method below in App. A.2.
To start with, the kind of time dependence studied by linear-response theory is a quantum
quench illustrated in Fig. A.1: The system is prepared in a stationary state at time t< 0, in which
an observable of interest, Aˆ, has a time-independent expectation value
〈
Aˆ
〉
0. Then, at time t=0,
a sudden perturbation is switched on, e.g., by applying electromagnetic fields or a voltage pulse
to the system. After this quantum quench, the system is not in a stationary state any more and
the expectation value
〈
Aˆ
〉
(t) acquires a transient time-dependent behavior before the system
settles into a new stationary state again in the long-time limit [provided the perturbation is time-
independent as sketched in Fig. A.1(b)].
In linear-response theory, one supposes that the initial state is realized by an equilibrium
stateA.1 ρ0 = e
−βH0/tr(e−βH0) with Hamiltonian H0. The objective is to compute how the non-
equilibrium expectation value of any observable A responds in first order in the perturbation Vˆ of
the Hamiltonian switched on at t=0. Thus, the aim is to compute δ
〈
Aˆ
〉
(t)=
〈
Aˆ
〉
(t)− 〈Aˆ〉
0
with
〈
 〉= tr[
 ρtot(t)] and 〈
 〉0= tr[
 ρ0]. This can be done by applying the general Kubo formula
[408, 94],
δ
〈
Aˆ
〉
(t) =
∫
0
∞
dt′ e−η(t−t
′)G
Aˆ H
R (t, t′), (A.2)
where η > 0 is an infinitesimal positive number. Equation (3.1) incorporates a retarded Green’s
function G
Aˆ1Aˆ2
R (t, t′), defined for any two operators Aˆ1, Aˆ2 by
G
Aˆ1Aˆ2
R (t, t′) = −iθ(t− t′)tr
([
Aˆ1
I(t), Aˆ2
I(t′)
]
±ρ0
)
, (A.3)
where the positive (negative) sign applies when Aˆ1 and Aˆ2 are fermionic (bosonic) operators, and
Aˆ
I(t) = e+iH0 tAˆ e−iH0 t is the time-dependent interaction picture operator corresponding to any
operator Aˆ. In general, Green’s functions are correlation functions, and they are a powerful tool
to study the nonequilibrium evolution of a system within the Keldysh formalism [370].
Figure A.1. Quantum quench. Quantum quench studied by linear-response theory: The system expe-
riences a sudden change in the Hamiltonian at time t = 0 (sketched by the red line) introducing a time-
dependent response of an observable Aˆ of interest (green).
A.1. In general, a stationary state is not necessarily an equilibrium state as explained in Sec. 3.4.1
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By virtue of Eq. (3.1), one can compute the current I flowing through the QD when applying
a small bias to the attached leads. The linear conductance may then be expressed in terms of the
current-current correlator [94],
G = − ∂
∂ω
ImC
Iˆ Iˆ
R (ω)|ω=0, (A.4)
with
C
Iˆ Iˆ
R (ω) =
∫
−∞
+∞
dτeiωτC
Iˆ Iˆ
R (τ ), (A.5)
C
Iˆ Iˆ
R (τ ) = −iθ(τ ) 〈[ Iˆ (τ ), Iˆ (0)]−〉0. (A.6)
The achievement of Eq. (A.4) is to express a nonequilibrium property entirely in terms of equilib-
rium expectation values. If one starts out from a nonequilibrium situation instead, the computation
becomes more difficult. Such a quantum quench is considered in Chap. 5 for the time-dependent
pulsing scheme used to probe the spin precession dynamics of a QD spin valve. Here, the time
evolution of the density operator is computed directly by real-time diagrammatics.
To next compute the current-current correlator, we restrict our considerations to the case
of energy- and spin-independent tunneling amplitudes, tklσ
r = tr, and equal left and right leads,
εkσ
r = εkσ. For this symmetric situation, it is possible to rewrite the two-channel Anderson model
(two reservoirs coupled to the QD) effectively into a one-channel Anderson model (one reservoir
coupled to the QD). This trick is also important to apply the NRG technique to the problem as
we see in App. A.2 and therefore we show it here explicitly. By transforming to “even” and “odd”
fermionsA.2,
(
cekσ
cokσ
)
=
1
|tL|2+ |tR|2√
(
tL tR
−(tR)∗ (tL)∗
)(
cLkσ
cRkσ
)
, (A.7)
the Hamiltonians (2.10) and (2.11) read in terms of the transformed basis
∑
r
Hr =
∑
kσ
εkσ
(
cekσ
†
cekσ+ cokσ
†
cokσ
)
, (A.8)
HT =
∑
kσ
|tL|2+ |tR|2
√
dlσ
†
cekσ+H.c. . (A.9)
Hence, only the “even” fermions couple to the QD, while the “odd” fermions are completely decou-
pled.
The next step is to find a clever representation of the operator Iˆ for the particle current flowing
from the left to the right lead through the QD that simplifies the calculation. Since in the stationary
limit the current flowing from the left lead into the QD equals the current flowing from the QD
into the right lead, there is a certain freedom in the representation of Iˆ . Namely, one can combine
the currents flowing into leads r=L,R into the QD (see Eq. (4.77) in Sec. 4.5.1),
Iˆ
r
= −i
∑
rkσ
trdσ
†
crkσ+ h.c., (A.10)
to Iˆ =−α Iˆ L+ (1− α)IˆR with an arbitrary choice of α. Taking α= tR/ |tL|2+ |tR|2
√
yields the
convenient representation
Iˆ = −i
∑
klσ
tLtR
|tL|2+ |tR|2√ dlσ† cokσ+H.c. , (A.11)
A.2. In contrast to Ref. [94], we deﬁne the tunnel Hamiltonian with the complex conjugate tunneling amplitudes,
which is why our transformation (A.7) is also complex conjugate to that in Ref. [94].
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which has the advantage that is depends only on the “odd” fermions. Since the odd fermions
decouple from the QD and the Hamiltonian (A.8) is already diagonal for the odd fermions, all
equilibrium averages involving them can be easily computed. This simplifies the calculation of
the correlator (A.6) tremendously because inserting the current (A.11) into Eq. (A.6) yields an
expression that does not depend on correlators of even fermions:
C
Iˆ Iˆ
R (τ ) =
|tL|2|tR|2
|tL|2+ |tR|2
∑
k σ
[ 〈
cokσ
† (τ )cokσ
〉
0
〈
dσ(τ )dσ
†〉
0−
〈
dσ
†dσ(τ )
〉
0
〈
cokσcokσ
† (τ)
〉
0−c.c.
]
.
(A.12)
Introducing the “lesser” Green’s functions Gσ
<(τ )=+i
〈
dσ
†
dσ(τ )
〉
0 and gokσ
< (τ )=+i
〈
cokσ
†
cokσ(τ )
〉
0,
as well as the “greater” Green’s functions Gσ
>(τ )=−i〈dσ(τ)dσ†〉0 and gokσ> (τ) =−i〈cokσ(τ)cokσ† 〉0,
and Fourier-transforming (A.12), one finds for the linear conductance from Eq. (A.4):
G = −
∫
−∞
+∞ dω ′
2π
|tL|2|tR|2
|tL|2+|tR|2
∑
kσ
[
∂gokσ
< (ω)
∂ω
∣∣∣∣
ω=ω ′
Gσ
>(ω ′)−Gσ<(ω ′)∂gokσ
> (ω)
∂ω
∣∣∣∣
ω=ω ′
]
. (A.13)
The Green’s functions of the odd, noninteracting fermions are given by the simple expressions
gokσ
< (ω) = +2πiδ(ω − εkσ)f(ω/T ), (A.14)
gokσ
> (ω) = −2πiδ(ω − εkσ) (1− f(ω/T )), (A.15)
with Fermi function f(x) = 1/(ex+1). Identifying the spectral function by virtue of
aσ(ω) = −1
π
ImGσσ
R (ω) =
i
2π
(Gσσ
> (ω)−Gσσ< (ω)), (A.16)
one finally arrives at Eq. (3.1).
A.2 Full density-matrix numerical renormalization group
In this Appendix, we give a brief introduction into the full density-matrix renormalization group
technique, which is a numerical method to compute the equilibrium spectral function (5.13) of a
quantum system. Based on this, the conductance is obtained by applying Eq. (A.1) [cf. Eq. (3.5)].
In Chap. 6, we present fDM-NRG results to verify the predictions from the analytically calculated
quadrupolar exchange field from real-time diagrammatics in the strong-coupling regime.
The numerical renormalization group (NRG) is essentially an iterative technique to diagonalize
the full Hamiltonian of a quantum system including its environment. Although this diagonaliza-
tion requires some approximations in practice, NRG is nonperturbative in all system parameters,
which constitutes its main advantage over other methods. Regarding nanoscale transport, other
techniques are either perturbative in the tunnel coupling (real-time diagrammatics or real-time RG
[134]) or in the local interactions (Green’s function methods [370] or functional RG [135]). For this
reason, NRG is particularly well suited to study Kondo physics besides its original application in
the field of phase transitions [132]. The nonperturbative capabilities of NRG come at the expensive
of being solely a numerical method and therefore the insight into the QD dynamics responsible for
the predicted effects is limited. Moreover, real-time diagrammatics further provides the advantage
of accessing nonequilibrium physics that can be hardly tackled with NRG.
Once the (approximate) diagonalization of the Hamiltonian has been achieved by the NRG
method, one can use the resulting energies and eigenstates to construct the equilibrium density
matrix of the total system. Several techniques have been developed to improve on this construction
during the last decade [410] and to make it as precise as possible. One of the most efficient
techniques at present is the full density-matrix NRG (fDM-NRG). When the density matrix is
known, all desired thermodynamical properties can be computed. For us, this is the spin-resolved
equilibrium spectral function. Although the NRG results shown in Chap. 6 refer to the high-spin
QD coupled to ferromagnetic leads, see Fig. 2.2(c), we restrict our explanations here to a single
interaction level coupled to one nonmagnetic reservoir, which simplifies all expressions but suffices
to illustrate the main ideas.
This warrants a brief introduction into the idea of NRG in App. A.2.1 and the involved com-
putational steps in App. A.2.2.
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A.2.1 Basic idea
The iterative diagonalization procedure of NRG can be compared to the iterative procedure to
compute the energy spectrum in atomic physics [132], cf. Fig. A.2(a). Here, one first considers a
Hamiltonian H1 that takes the electron-core Coulomb interaction into account, giving the largest
energy splittings of different shells on the energy scale of ∼1eV. One next includes relativistic
corrections δHrel into the Hamiltonian, denoted by H2 = H1 + δHrel, yielding a fine-structure
splitting of states with different angular momentum on an energy scale ∼1meV. Finally, one
includes the Lamb shift and the hyperfine interaction, giving the Hamiltonian H3=H1+ δHrel+
δHhyp, resulting in splittings on a yet smaller energy scale ∼1µeV. This procedure could be
continued to include further effects resulting in ever smaller energy splittings.
The idea of NRG is is similar: One first considers a Hamiltonian H1 that describes the impurity
including those environmental degrees of freedom that give rise to energy splittings on the largest
energy scale. Including only a few degrees of freedom, the Hamiltonian H1 can be diagonalized
easily. Next one includes terms responsible for additional, smaller splittings, which requires a
diagonalization of a Hamiltonian H2, then H3, and so on, until one arrives at the full Hamiltonian
Htot. The situation for the impurity is, however, more complicated than that in atomic physics
because the impurity couples to a continuum of energies in the lead. Hence, there is no obvious
separation of the Hamiltonian Htot into terms corresponding to different energy scales. It is one
of the ingenious steps in setting up the NRG technique to actually construct such an (infinite)
sequence of Hamiltonians H1, H2, ... in which each member “refines” the energy spectrum of its
predecessor. We put “refinement” here in quotation marks – and this is where the analogy to the
atomic physics case breaks down – because the level shifts induced by each step may add up and
completely renormalize the energy spectrum. Even if the energies are not changing for many
iteration steps, a drastic crossover in the spectrum can happen after a relatively small number of
iterations steps. The iterative diagonalization of the Hamiltonian can be stopped when the energy
spectrum finally remains stable upon further iteration.
Figure A.2. Numerical renormalization group approach. (a) Iterative diagonalization procedure: A
sequence of HamiltoniansHN,N=1,2,3,
 , gives rise to a sequence of level spectra each being a reﬁnement
of the former one. Each Hamiltonian includes additional degrees of freedom compared to its predecessor,
which correspond to decreasing energy scales. Note the analogy to the procedure in atomic physics as
explained in the text. After a number of steps (here shown for N =3), the Hilbert space has to be restricted
for numerical reasons. (b) Steps of the NRG procedure: (i) single level hybridized with a continuous energy
spectrum [reservoir spectral density Γ(ω) here denoted by ∆(ω) and energies are scales in units of the half
bandwidth W ], (ii) logarithmic discretization of the continuous energy spectrum with increasing resolution
at lower energies, and (iii) mapping of the system of (ii) onto a single level terminating a semi-inﬁnite tight-
binding chain with nearest-neighbor hopping. Reprinted ﬁgure with permission from “R. Bulla, T. A. Costi,
and T. Pruschke”, Review of Modern Physics 80, 398, 2008. Copyright (2008) by the American Physical
Society.
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A.2.2 Computational steps
Following the lines of Refs. [132, 133], we next briefly go through the steps involved in the NRG
procedure. This accomplishes first the above-mentioned separation of energy scales and second the
iterative diagonalization of the Hamiltonian. Our presentation exclusively discusses the Anderson
model contacted to a single lead of noninteracting fermions. Although the system studied in Chap.
6 is a QD coupled to two leads, we consider there the symmetric situation of two identical leads with
the same dispersion relation. As shown in App. A.1, the single level couples effectively in this case
only to one reservoir of “even” fermions [see Eq. (A.9)]. We further assume the spectral density, also
called hybridization functionA.3, to be energy- and spin-independent Γ(ω)=2π
∑
k
|t|2δ(ω−εkσ)=
Γ = const., which simplifies the expressions. For the more general situation see Ref. [133].
(i) Logarithmic discretization. The first step is to split the band with energies ω ∈ [−1, 1],
rescaled in units of the half bandwidth W , into intervals In
+= [xn+1, xn] for positive energies and
symmetrically into intervals In
− = [−xn, −xn+1] for negative energies. This is illustrated in Fig.
A.2(b)(i) and (ii). Taking a logarithmic discretization with points xn=±1/Λn, the intervals have
a decreasing width wn=(1− 1/Λ)/Λn when approaching zero energy as n increases.
We next define Fourier basis for functions of the energy ω in each interval In
q=±, which is given
by ψnp
q=±(ω): =e±iωn pω for ω ∈ In± and ψnp± (ω) = 0 elsewhere. Here, we defined ωn = 2π/wn and
p∈Z. This allows us to introduce new field operators,
cnpσ
q =
∫
−1
+1
dωψnpσ
q,∗ (ω)cσ(ω) ↔ cσ(ω) =
∑
npq
ψnp
q (ω)cnpσ
q (q=±), (A.17)
that are the discrete Fourier components of cσ(ω)=
∑
k
ckσδ(ω − εkσ)/ νσ(ω)
√
in energy interval
In
q. In this basis, the Hamiltonian reads
Htot = H +
∑
nqσ
{
γn
q
π
√ dσ†cn0σq +H.c.
}
+
∑
npqσ
{
ξn
q(cnpσ
q )†cnpσ
q +
∑
p′ p
αnpp′
q (cnpσ
q )†cnp′σ
q
}
(A.18)
with ξn
±= 1
2
(1+1/Λ)/Λn, γn
±= Γwn/2
√
, and αnpp′
q ∝wn=(1− 1/Λ)/Λn, see Ref. [133]. Notably,
the impurity couples only to the field operator cnp0
q with p=0, i.e., the frequency-average of cσ(ω)
over interval In
q. This is taken as a justification to drop all terms with p, p′ 0 in the third term
in Eq. (A.18) because the p=0 mode is only weakly coupled to all other p 0 modes (in the limit
Λ→ 1, one finds αnpp′q → 0). This yields approximately:
Htot ≈ H +
∑
nqσ
{
γn
q
π
√ dσ†cnσq +H.c.
}
+
∑
nqσ
ξn
q(cnσ
q )†cnσ
q
, (A.19)
with cnσ
q = cn0σ
q and completes the first step: The model has been simplified to an impurity coupled
to a discrete number of modes referring to excitations in the discrete energy intervals In
q.
(ii) Mapping on a chain model. The next step is to perform a unitary transformation
bmσ=
∑
nq
umn
q
cnσ
q , umn
q ∈C, of the field operators cnσq that maps Eq. (A.19) onto a semi-infinite
chain with nearest-neighbor hopping as illustrated in Fig. A.2(b)(iii) (details in Ref. [133]):
Htot = H +
∑
σ
{
ξ0
π
√
dσ
† b0σ+
∑
m=0
∞
tm bmσ
† bm+1,σ+ h.c.
}
. (A.20)
Here, the hopping amplitudes decrease exponentially as tm≈ 12(1+1/Λ)/Λm/2 for large m (see Ref.
[133]). This is crucial to identify the sequence of Hamiltonians for the iterative diagonalization:
We define HN : =Λ
(N−1)/2Htot,N with Htot,N given by Eq. (A.20) where the upper limit of the
sum over m is restricted to N . Thus, when N is increased by 1, an additional site of the chain is
included. As N grows, the included energy scales decrease exponentially with the dropping of tm.
A.3. Note that we included a factor of 2 in deﬁnition of hybridization function as compared to Ref. [133].
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(iii) Iterative diagonalization. In principle, one can start now with the iterative diagonaliza-
tion of the Hamiltonian. However, the Hilbert space grows exponentially with the number of sites
included and therefore one has to restrict the Hilbert space to some finite number of states Ns for
practical reasons. When the number of iteration steps N exceeds N0= log2 (Ns), one keeps only the
Ns eigenstates |ErN 〉 with the smallest energies, denoted by |ErN 〉(K), and discards all eigenstates
with larger energy, denoted by |ErN 〉(D)(r labels the states here). This is shown in Fig. A.2(a)
for step N = 3. This truncation is the most critical approximation involved in NRG calculations.
To see whether the truncation scheme is working, one checks that the results are independent of
changes in Ns. To push the number of states that can be kept and to reduce the computational
complexity, the exploitation of symmetries is an important issue for NRG calculations [566].
(iv) Calculation of the spectral function. The spectral function (3.2) can in principle be
computed in the Lehmann representation,
aσ(ω) =
1
Z
∑
r,r ′
|〈Er |dσ |Er ′〉|2(e−βEr+ e−βEr′)δ(ω− (Er ′−Er)), (A.21)
with the partition function Z =
∑
r
e−βEr and the many-particle eigenstates |Er〉 and their
eigenenergies Er obtained from the iterative diagonalization. The difficulty of doing so is that
each of the Hamiltonians HN in the sequence accesses only a part of the spectrum for energies
Er ∈ [ωN , KωN] with K ∼ 5 − 10 with a resolution of roughly ωN/2. Higher energies have been
discarded and lower energies have not yet been included. Thus, each HN characterizes only a part
of the equilibrium density operator ρ. To obtain accurate results for the spectral function, one needs
to access to full spectrum to construct the full density matrix. This requires combining the results
from all iteration steps. AfterM iteration steps (i.e.,M sites included) this can be done by defining
a complete set of states from all discarded states [410, 566] after all steps N 6M . This basis is
formed by the states |ErN ,σ〉M(D)=|ErN 〉(D)⊗|σN+1〉N+1⊗
 ⊗|σM 〉M, where |σ〉L∈{|0〉,|↑〉,|↓〉,|↑↓〉}
is just the spin state σ of site L and σ=(σN+1,
 , σM) is a tuple that contains all the spin states
for L>N . The main approximation is then that high-energy states discarded after N steps stay
degenerate when more sites are included, i.e., Htot,M |ErN , σ〉M ≈ ErN |E, σ〉M . The full density
matrix can be constructed from this set of states as
ρ ≈
∑
N6M
∑
σ,r
|ErN ,σ〉M(D) e
−βErN
ZM
M
(D)〈ErN ,σ |, (A.22)
and the spectral function by replacing |Er〉→|ErN ,σ〉M in Eq. (A.21) accordingly.
To conclude, the fDM-NRG method can be utilized to compute the spectral function of an open
quantum system nonperturbatively in the coupling to the environment and the local interactions
with high precision. It especially accesses effects that rely on low-energy excitations, which is
achieved by the logarithmic discretization of the band. However, the approach is limited to equilib-
rium and gives the conductance only for small bias; strong nonequilibrium physics is not accessible.
The fDM-NRG method is ideally suited to study systems at low temperatures and particular the
Kondo effect at zero bias.
A.3 Markov and secular approximation and beyond
The Markov approximation is widely used in the derivation of kinetic equations describing the
evolution of an open quantum system weakly coupled to an environment [222]. In this Appendix,
we provide for the interested reader additional information on how this approximation is made in
different approaches. In combination with an additional secular approximation (see Sec. 3.3.1),
one may obtain a generator of a completely positive quantum-dynamical semigroup, which we also
briefly discuss here. Yet, the secular approximation can be physically invalid (see, e.g, Sec. 7.5.2).
In that case, including non-Markovian terms can become vital and we therefore sketch how to go
beyond the Markov approximation while still retaining a time-local form of the kinetic equation.
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Markov approximation. The term “Markov approximation” is actually not unique at all –
there are different approximations subsumed under this phrase. Different types of Markov approxi-
mations have already been compared in the literature [567, 555]; yet, we show them here to compare
with the real-time diagrammatic kernel in our Liouville space notation. In leading order in the
interaction Liouvillian LV • = [V , •]− between quantum system and environment (cf. Eq. (3.32)
and below), different kernels have been derived:
• Markov-approximated kernel after Davies [553, 554]:
WD =
∫
0
∞
dt′ eiLt
′
tr
res
[
LV e
−i (L+Lres) t′LV ρres
]
, (A.23)
• Markov-approximated kernel from memoryless generalized master equations (see
below “Beyond the Markov approximation”) [568, 555, 395], which coincides with kernel
(3.42) following from the Bloch-Redfield kernel transformed to the Schrödinger picture:
WML =
∫
0
∞
dt′ tr
res
[
LV e
−i (L+Lres)t′LV ρres
]
eiLt
′
, (A.24)
• Markov-approximated kernel from the real-time diagrammatic zero-frequency kernel
(3.120):
WRT =
∫
0
∞
dt′ tr
res
[
LV e
−i (L+Lres)t′LV ρres
]
. (A.25)
All the kernels (A.23) – (A.25) just differ by an additional or omitted free evolution before or
after the interaction Liouvillians, respectively. However, they may all fail to describe the transient
dynamics since the positivity of the density operator can be violated. For kernels (A.23) and (A.24)
see Ref. [567] and for real-time diagrammatic kernel see Sec. 7.5.1. If one is interested only in the
stationary density operator of the open quantum system, the Markov approximation is even exact
as shown in Sec. 3.4.1.
Secular approximation. To avoid a positivity violation, one frequently applies a secular
approximation (cf. Sec. 3.3.3). In the formulation of Davies [553, 554], this is performed by the
following superprojection,
WD
sec =
∑
ε
PˆεWDPˆε, (A.26)
with the superprojectors given by Eq. (3.24). Davies shows that the above kernel WD
sec generates a
time evolution V (t)=e(−iL+WD
sec)t that approaches the exact propagator Π(t) in the weak-coupling
limit in the sense
lim
g→0
‖Π(t)−V (t)‖ = 0 (g2t= τ = const.). (A.27)
Here,
∥∥Aˆ∥∥= (Aˆ |Aˆ )√ is Hilbert-Schmidt norm and g is a dimensionless parameter g characterizing
the interaction strength (LV → gLV ). This makes explicit that the validity of the Born-Markov-
secular approximation is tied to the weakness of the interaction between environment and system.
We note that time evolutions generated by the secular-projected kernels following from Eqs. (A.24)
and (A.25) do not converge to Π(t). Moreover, using these other secular-approximated kernels,
deviations in the time evolution as compared to that generated by Eq. (A.26) appear already for
simple models [567]. They are equivalent only when the evolution of the density operator can be
reduced to a simple master equation in terms of probabilities, which allows one to drop the free
evolution factors eiLt
′
in Eqs. (A.23) – (A.25).
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Completely positive quantum-dynamical semigroups. The time evolution generated by
the kernel (A.26) is a completely positive quantum-dynamical semigroup [374]. The semigroup
property refers here to the multiplication property, V (t)V (s) = V (t+ s), for all t, s > 0, which is
a fundamental consequence of the Markovian approximation. A quantum-dynamical map has the
property to map any traceless and positive operator (e.g. a density operator) onto a traceless and
positive operator again, i.e., it is a trace-preserving and positive map. This can be considered as
a minimal requirement for a propagator to be physically valid. One frequently demands an even
stronger requirement than positivity preservation, namely the propagator has to be a completely
positive map, which is stronger than being a positive map [222]. A completely positive map f :
CN×N→CN×N is a map such that not only f preserves positivity, but also f ⊗IM×M:CN×N ⊗
CM×M → CN×N ⊗ CM×M preserves positivity for any M ∈ N0. Physically speaking [385], it
means that if we include a part of the environment into the system (a space of dimension M) that
decouples from the system, the positivity of the density operator of the new composite system
should not be violated.
It can even be shown that any propagator V (t) that describes the evolution of the reduced
density operator of a larger, unitarily evolving system must be completely positive [231, 374].
Yet, this requires to account for all memory effects and to include all terms up to any order of the
coupling between system and environment and finding physically reasonable approximations for
the propagator that maintain its complete positivity may not be tractable or useful in practice.
We also emphasize that Eq. (A.27) holds only in the strict limit of vanishing coupling, g→ 0, and
therefore Eq. (A.26) may still fail to describe the time evolution correctly for any finite coupling g.
In this case, the secular approximation may become invalid, see also further discussion in Sec. 7.5.3.
Beyond the Markov approximation. The Markov approximation breaks down when higher-
order effects such as, for instance, cotunneling become important. The presence of cotunneling
signals, roughly speaking, that the correlation time τc of the reservoir is not negligible any more
on the time scale on which ρ changes. Recently, a lot of effort has been made to include non-
Markovian corrections into generalized master equations. An elegant approach that incorporates
such corrections from the start are so-called memoryless [568, 555] or time-convolutionless [395]
master equations. The idea is the following: Since the generalized master equation (3.63) entails
the density operator ρ(t′) at time t′<t smaller than the time t considered, one expresses ρ(t′) by
evolving it backwards from time t. This is why the additional factor eiLt
′
occurs in the memoryless
kernel (A.24) in lowest order. A disadvantage is that this approach is not available for degenerate
QD states so far [395].
Within the real-time diagrammatic formalism (see Sec. 3.5), one can incorporate non-Marko-
vian corrections into a time-local equation in two ways. Starting from the kinetic equation (3.63),
ρ˙(t) = −iLρ(t)+
∫
t0
t
dt′W (t− t′)ρ(t′), (A.28)
the first method [569, 393] is to perform a Taylor expansion of ρ(t′) = ρ(t) + ρ˙(t)(t′− t) + 
 on
the right hand side of Eq. (A.28). One next inserts expressions for the derivatives recursively.
This turns out to give important corrections to decay rates [570, 571]. Another recently developed
approach [394] integrates Eq. (A.28) successively by parts, which produces derivatives of ρ(t) up
to all orders. One can then iterate the equation and define a time-local kernel. Both approaches
allow for a systematic expansion of the effective time-local kernel in the coupling parameter. Thus,
it is indeed possible to go beyond the Markov approximation in a systematic way and to still retain
the time-local form of the resulting kinetic equation.
260 Supplementary information on methods
Appendix B
Calculations for low-spin quantum-dot
spin valve
B.1 Solution of kinetic equations and calculation of current
We derive in this Appendix the general stationary solution of the kinetic equations for the QD
spin-valve model from Chap. 5 up to O(Γ2) applying the crossover scheme (see Sec. 3.4.3). We
further compute subsequently the stationary charge current through the QD. The calculation is
streamlined a lot by taking advantage of the covariant form of all expressions.
We first recall the analytic kinetic equations (5.26) in the limit U→∞:
p˙0 = −2Γ0p0+Γ1p1+2GpS ·S1, (B.1)
S˙1 = GSp
0 p0− 1
2
GSp
1 p1−RS ·S1+B×S1, (B.2)
and p˙1=−p˙0, which is implied by the probability conservation p0+ p1=1. We further recall the
expression for current from lead r= s, d into the QD:
Ir = 2Γr,0p0−Γr,1p1− 2GpSr ·S1. (B.3)
The rates occurring in Eqs. (B.1), (B.2), and Eq. (B.3) can be found below Eq. (5.26) and Eq.
(5.37), respectively.
We first derive an effective equation for the occupations that includes the backaction from the
spin dynamics. For this purpose, we formally solve the equation for the average spin S1 in terms of
the occupations p0 and p1: Setting the left hand side of Eq. (B.2) zero yields the following equation
determining the spin vector:
M·S1 = GSp0 p0− 12GSp1 p1, (B.4)
with the matrixM=RS−B× and the notation a× meaning to compute the crossproduct of the
vector a and the vector that a× acts on. The inverse of this matrix is readily expressed as
M−1 = det (RS)RS
−1 ·+BB ·+(RS ·B)×
det (RS) +B · RS ·B , (B.5)
which can be proved by multiplyingM−1 withM. In Eq. (B.5), the term BB denotes the dyadic
product. Solving next Eq. (B.4) for S1 and inserting into Eqs. (B.1) in the stationary limit yields
0 = −2Γ0(1−α0)p0+Γ1(1−α1)p1, (B.6)
with coefficients
ατ =
GpS ·M−1 ·GSpτ
Γτ
(τ =0, 1). (B.7)
Remarkably, the backaction of the spin dynamics on the charge dynamics can be included by simply
introducing correction factors (1−ατ) into the “bare” charge-relaxation rates, i.e., Γτ(1−ατ) can be
interpreted as “effective” charge-relaxation rates (cf. Sec. 5.4.2). The effect of the spin dynamics can
be artificially suppressed by setting ατ =0 by hand. Yet, even when doing so the charge dynamics
does still not coincide with that for normal metals in this case because the “bare” charge-relaxation
rates Γτ also depend on the lead polarizations (cf. Eq. (5.27) and their discussion in Sec. 5.4.2).
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We may similarly eliminate the spin from the expression for the current (B.3), and find
Ir = 2Γr,0(1−αr,0)p0−Γr,1(1−αr ,1)p1, (B.8)
with
αr,τ =
GpS
r ·M−1 ·GSpτ .
Γr,τ
(B.9)
Solving the effective kinetic equations (B.6) for p0 and p1 following the crossover scheme (see Sec.
3.4.3) with the constraint p0+ p1=1 readily yields
p0 =
Γ1(1−α1)
2Γ0(1−α0)+Γ1(1−α1) , (B.10)
p1 =
2Γ0(1−α0)
2Γ0(1−α0)+Γ1(1−α1) . (B.11)
Inserting these equations into the current (B.8) yields
Ir = 2
∑
τ=0,1 (−1)τ Γr,τ(1−αr,τ)Γτ¯ (1−ατ¯ )
2Γ0(1−α0) +Γ1(1−α1) , (B.12)
where τ¯ =0 (1) if τ =1 (0). Equation (B.12) includes all terms of at least O(Γ2) and presents the
starting point to discuss the asymmetric spin-valve effect in App. B.2 and to derive an analytic
expression for the current near the spin resonance in App. B.3.
B.2 Current rectification in single-electron tunneling regime
We next explain the asymmetric suppression of the single-electron tunneling (SET) conductance
resonances in Fig. 5.3 with respect to the sign of the applied bias voltage. We also explain how
to extract additional information from this asymmetry of the current plateaus as compared to
the spin resonance. The underlying physical picture is mainly an application of the two-current
model (see paragraph “Spin-valve effect and tunneling magnteoresistance” in Sec. 2.2). For the
following discussion, the slight noncollinearity (crucial for the spin resonance) is irrelevant and all
considerations hold qualitatively also for strictly antiparallel polarizations.
The asymmetry of the suppression can be attributed to the asymmetry of the tunnel couplings,
Γs  Γd, and the reversal of source and drain upon changing the sign of the bias. We restrict
our considerations to the left degeneracy point in Fig. 5.3 (ε= 0). If the leads are strongly spin-
polarized, nearly all spins injected from the source into the QD carry the majority spin of the
source. They can enter the QD with a large rate Rs∼Γsns; however since they possess the minority
spin of the drain, they leave the QD only with a very small rate Rd ∼ Γd(1 − nd)≪ Rs. Thus,
transport is spin-blocked and a nonzero spin accumulation antiparallel to the drain magnetization
builds up (c.f. Ref. [189]). Importantly, the relevant time scale for tunneling through the QD is set
by tunneling rate Γd to the drain (if nd is large). For asymmetric tunnel couplings, the current step
at the Coulomb edge consequently depends on the bias directionB.1, i.e., the current experiences
a rectification in the single-electron tunneling regime. From Eq. (5.37), taken up to O(Γ) in the
tunnel couplings, one can easily derive that the current plateaus IVb>0
SET and IVb<0
SET for forward and
backward bias are related by
IVb>0
SET
IVb<0
SET =
2a+
ns
nd
1+ndns
1− (ns)2
2
ns
nd
+ a
1+ndns
1− (nd)2
, (B.13)
B.1. Figure 5.3 showsalso that the sign of the gate voltage inﬂuences the asymmetry of the conductance peaks
(not that for the reached current plateaus): The conductance asymmetry is stronger for Vg>0 than for Vg<0. This
is a ﬁnite-temperature eﬀect: For Vg > 0, the drain is resonant with the QD potential, while the QD potential is
deep below the Fermi edge of the source. Thus, an electron that tunnels from the source with majority spin on the
QD can leave it only to the drain. By contrast, if Vg< 0, the source is resonant with the QD potential and therefore
ﬂuctuations of the injected electrons back to the source are still possible. As a consequence, an electron of source
majority spin can still be replaced an electron of source minority spin. This electron can leave quickly into to drain,
which enhances the current through the device and therefore reduced the conductance-peak asynmmetry .
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where a=Γsns/Γdnd is the spin injection asymmetry at zero noncollinearity angle α=0. At zero
polarization, Eq. (B.13) yields simply the ratio a=Γs/Γd. Furthermore, for nonzero polarizations
and if a is determined from the spin resonance position, Eq. (B.13) provides a formula to extract
information about the polarizations. Thus, the asymmetric spin-valve effect is also useful for the
characterization of QD spin valves in addition to the spin resonance we turn to next. However,
this rectification is muss less pronounced than that due to the spin resonance we turn to next.
B.3 Approximation formula for shape of spin resonance
In this Appendix, we show how to recast the general expression (B.12) for the stationary current
into the approximation formula (5.57) [see also Eq. (B.31) below] valid in the vicinity of the spin
precession resonance.
For the derivation, we employ the following assumptions: (i) The longitudinal component B|| of
exchange field is in the same order or much smaller than the perpendicular component B⊥. This
can be safely assumed as the spin resonance occurs where B|| vanishes. (ii) The noncollinearity
angle α≪ 1 is small. (iii) The QD is tuned deep into the CB regime, that is, Γ/d≪1 and d/T≫ 1
with d=min
r
|ε− µr | denoting the minimal distance of the level position from all electrochemical
potentials. Further assumptions are introduced later. Our first aim is to derive a more generally
valid intermediate result before we obtain the result from Sec. 5.5.6.
We next perform a systematic expansion of Eq. (B.12) in terms of the small parameter
x 8 max (α, γ) with γ 8 max (Γ2/T ,Γ2/d). (B.14)
The first step is to decompose the correction factor (B.9),
αr,τ = γr,τ −mr,τ , (B.15)
into a part that is independent of the exchange field,
γr,τ =
GpS
r · RS−1 ·GSpτ
Γr,τ
, (B.16)
and another one that depends on it:
mr,τ =
GpS
r
Γr,τ
· (B·RS·B)RS
−1·−BB·−(RS·B)×
(GpS
r ·RS−1·GSpτ )(det(RS)+B·RS·B)
GSp
τ , (B.17)
A similar decomposition follows for ατ, Eq. (B.7), by omitting the electrode index r.
We next estimate all rates occurring in Eqs. (B.16) and (B.17) in orders of x. For this purpose,
we decompose the polarization vector of the drain, nd= cos (α)ns+ sin (α)e⊥1 , into a part along (ns)
and perpendicular (e⊥1 ) to the source polarization. We also introduce e⊥2 =(ns×nd)/||ns×nd|| to
obtain an orthonormal basis (ns, e⊥1 , e⊥2 ) of R3. We obtain for the spin-relaxation tensor (5.30),
RS = Γ||nsns+Γ⊥e⊥1 e⊥1 +O(x2)(nse⊥1 + e⊥1 ns), (B.18)
where Γ||,Γ⊥=O(γ) deep in Coulomb blockade since the first-order contribution to RS∼ Γ−1∼
Γe−d/T is equally large or smaller than the O(γ) contribution. Moreover, all the off-diagonal
elements ∼(nse⊥1 +e⊥1 ns) of the spin-relaxation tensor are on the order of O(γα) since they result
from dyadics ∼nsnd, see Eq. (5.30). The inverse of Eq. (B.18) then takes the form
RS−1 = Γ||−1nsns+Γ⊥−1 e⊥1 e⊥1 +O(1)(nse⊥1 + e⊥1 ns). (B.19)
Furthermore, the spin-to-charge rates (5.39) can be approximated as
GpS
r = (GpS
r )||ns+O(x2)e⊥1 +O(x2)e⊥2 , (B.20)
where (GpS
r )|| =GpSr · ns. From Eq. (5.39), it is evident that both contributions pointing along
e⊥1 and e⊥2 are on the order of α, as they involve the drain polarization nd= cos (α)ns+O(α)e⊥1 .
Furthermore, the O(Γ) contribution toGpS
r ∼Γ−∼Γe−d/T is in the same order or smaller than the
O(γ) contribution and has therefore be treated as O(γ). Likewise, the charge-to-spin rates (5.29)
can be estimated as
GSp
τ = (GSp
τ )||ns+O(x1+τ)e⊥1 +O(x2)e⊥2 (B.21)
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with (GSp
τ )||=GSpτ ·ns. Note that here GSp0 ∼Γ+∼O(1), while GSp1 ∼Γ−∼O(γ) and therefore the
perpendicular components are of O(α) and O(γα), respectively. Finally, the exchange field can be
written as
B = B||ns+B⊥e⊥1 , (B.22)
where we only note that both B|| and B⊥ have to be treated as being of O(α): For the perpendicular
component B⊥ ∝ sin (α), this is obvious and for the parallel component this follows from the
condition B|| <˜B⊥. Note that the exchange field is not of O(αγ) since its first-order contribution
is only algebraically and not exponentially suppressed in contrast to the dissipative rates in the
Coulomb blockade (CB) regime.
We next combine the above findings to estimate all terms in Eqs. (B.16) and (B.17). First, we
find
GpS
r · RS−1 ·GSpτ =
(GpS
r )||(GSpτ )||
Γ||
+O(x2+τ), (B.23)
and from this
γr,τ =
(GpS
r )||(GSpτ )||
Γ||Γrτ
+O(x), (B.24)
where the first contribution is on the order of xτ.
We next consider the several terms occurring in mr,τ , Eq. (B.15). Using Eq. (B.18) and Eq.
(B.22), we find
B · RS ·B = Γ||B||2+Γ⊥B⊥2 +O(x4), (B.25)
and together with Eq. (B.23) this yields for the first term in the numerator of Eq. (B.15):
(B · RS ·B)(GpSr · RS−1 ·GSpτ ) =
[
Γ||B||
2+Γ⊥B⊥2 +O(x4)
][ (GpSr )||(GSpτ )||
Γ||
+O(x2+τ)
]
=
(
Γ||B||
2+Γ⊥B⊥2
) (GpSr )||(GSpτ )||
Γ||
+O(x4). (B.26)
Moreover, the second term in the numerator reads by inserting Eqs. (B.20), (B.21), and (B.22):
(GpS
r ·B)(B ·GSpτ ) = GpSr ·GSpτ B||2+O(x4). (B.27)
Finally, third term in the numerator is negligible because (RS ·B)×GSpτ = [O(x2)ns+O(x2)e⊥1 ]×
[GSp
τ ns+O(x1+τ)e⊥1 +O(x2)e⊥2 ] =O(x2)e⊥2 +O(x2)e⊥1 +O(x3)ns and therefore GpSr · [(RS ·B)×
GSp
τ ] =O(x4). Collecting all the terms, we find
mr,τ = γr,τm+O(x) (B.28)
with
m =
B⊥2 /(Γ||Γ⊥)
1+B⊥2 /(Γ||Γ⊥)+B||
2/Γ⊥2
, (B.29)
which is of O(1) but can be less.
We next insert these approximations into the expression (B.12) for the current and decompose
the result into three parts:
I = +
∑
τ (−1)τ Γr,τΓτ¯
2Γ0(1−α0)+Γ1(1−α1) −
∑
τ (−1)τ Γr,τΓτ¯ (γr,τ + γ τ¯ )
2Γ0(1−α0) +Γ1(1−α1) (1−m)
+
∑
τ (−1)τ Γr,τΓτ¯γr,τγ τ¯
2Γ0(1−α0)+Γ1(1−α1)(1−m)
2+O(x2), (B.30)
where the O(x2) corrections stem from Eqs. (B.24) and (B.28) together with Γr,τΓτ¯ ∼ O(γ).
Notably, the third line can be neglected: Inserting Eq. (B.24) into
∑
τ
(−1)τ Γr,τΓτ¯γr,τγτ¯ leads to
a cancellation of the leading-order terms, leaving only an expression of O(x2). Thus, the current
takes the form
I = I0[1−A (1−m) ] +O(x2) (B.31)
264 Calculations for low-spin quantum-dot spin valve
with current level I0
I0 =
∑
τ
(−1)τ Γr,τΓr¯ ,τ¯
2Γ0(1+γ0(1−m))+Γ1(1+ γ1(1−m)) , (B.32)
and modulation amplitude
A =
∑
r,τ r(−1)τ(GpSr )||Γr¯τ¯(GSpτ )||
Γ||
∑
τ
(−1)τ Γr,τΓr ,¯ τ¯ . (B.33)
Equation (B.31) presents our intermediate result to approximate the current near the spin reso-
nance, which holds for asymmetric polarizations nL nR and even strong asymmetry of the spin
injection rates κ=(a−1)/(a+1). However, it is inconvenient for a clear discussion of the influence
of exchange field on the current because the current level I0 still depends on the exchange field.
For the rest of this Appendix, we prove that I0 becomes approximately independent of the
exchange field if (iv) the polarizations are symmetric, nL=nR=n, and (v) the asymmetry of the
spin injection rates κ=(a− 1)/(a+1)∼ (Γs−Γd)/(Γs+Γd)≪ 1, which implies that the resonance
position Vb
∗≪ ε in the CB regime. The current level then reads
I0 =
∑
r r(Γ
r,0Γ1−Γr,1Γ0)
2Γ0+Γ1
+O(κ, x). (B.34)
To show this, we rewrite the denominator of Eq. (B.32) as
(2Γ0+Γ1)
(
1− 2Γ
0γ0+Γ1γ1
2Γ0+Γ1
(1−m)
)
(B.35)
and argue next that the second term in the right bracket can be neglected. Since the exchange-
field-dependent correction term (1−m) can be of O(1) near the resonance position [see Eq. (B.29)],
we must therefore argue that its prefactor is much smaller than 1. To do so, we first note that
Γ1/Γ0=O(x) in the CB regime and therefore
2Γ0γ0+Γ1γ1
2Γ0+Γ1
= γ0+O(x). (B.36)
Inserting Eqs. (B.20) and (B.21) into the expression for γ0, being the same as that for Eq. (5.32)
when the index r is dropped, yields
γ0 =
(GpS)||
Γ||
(GSp
0 )||
Γ0
+O(x2). (B.37)
Using ns ·ndnd=−n+O(x), the second factor in Eq. (B.37) can be approximated by
(GSp
0 )||
Γ0
=
n(Γs−Γd)+O(x, γ)
Γs+Γd+O(γ)
= O(κ, x). (B.38)
Thus, it suffices to prove that the first factor in Eq. (B.37) is of O(1) or smaller. Recall from Eq.
(5.39) that
(GpS)i = Γi
−−Im(Ki0+ + 12Ki0−+ 12K0i−)+O(Γx2), (B.39)
where the real parts contribute to O(x). Recall further from Eq. (5.36) that
ImKi0
χ =
∑
r
ni
rnr[χΓr ′φ− φr ′Γχ], (B.40)
with φ =
∑
r
φr and the renormalization function φr = P
∫
−W
+W dω
pi
Γr,+(ω)
ε−ω , which may be
approximated for infinite U in the CB regime by
φr =
Γr
π
ln
∣∣∣∣ε− µrW
∣∣∣∣+O
(
T
W
,
ε
W
,
ε− µr
W
)
. (B.41)
Neglecting the above higher-order terms in the wide-band limit, we obtain
(GpS)i =
∑
r
ni
rnr[Γr,−+ φr′Γ++ φr ′Γ−] +O(Γx2) (B.42)
=
∑
r
ni
rnr
[
Γr,−+
Γs+Γd
π
Γr
ε− µr
]
+O(Γx2). (B.43)
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Since we assume small spin injection asymmetries, κ≪ 1, the resonance appears for small bias in
the sense that v∗: =Vb∗/ε is rather small. We thus expand Γr/(ε − µr) = Γr/ε+O(xv∗). It then
follows with ns ·ndnd=−n+O(x) and Γs−Γd∼ κΓ:
(GpS)||
Γ||
= n
Γs,−−Γd,−+ Γs+Γd
piε
(Γs−Γd)+O(Γxv∗)
Γs,−+Γd,−+O(Γx)
(B.44)
= n
Γs,−−Γd,−+O(Γxv∗,Γxκ)
Γs,−+Γd,−+O(Γx)
. (B.45)
Note that the corrections to the spin relaxation rate Γ|| are of O(Γx) as there is no such cancellation
of competing contributions from source and drain as for the spin-to-charge rate as one easily finds
from Eq. (5.30). We finally consider two different limits: If Γr,− >˜ O(Γx), the leading order gives
the dominating contribution in Eq. (B.45) and the magnitude ratio is obviously less than 1. If,
however, Γr,−≪O(x) deep in the CB regime, the ratio is even smaller since the corrections in the
numerator are smaller than those in the denominator. This furnishes the proof.
266 Calculations for low-spin quantum-dot spin valve
Appendix C
Evaluation of spin traces and integrals
C.1 Evaluation of spin traces
In this part of the Appendix, we list the results for the spin traces needed for the evaluation of our
covariant diagrams, i.e., traces of products of normalized spin operators. The results can also be
found in text books such as, e.g., Ref. [462]:
tr(1) = 0, (C.1)
tr(12) = δ12, (C.2)
tr(123) =
i
2
√ ε123, (C.3)
tr(1234) =
1
2
(δ12δ34− δ13δ24+ δ14δ23), (C.4)
tr(12345) =
i
2 2
√ (δ12ε345+ ε123δ45− ε124δ35+ ε125δ34), (C.5)
tr(123456) =
1
4
(δ12δ34δ56 − δ12(δ35δ46− δ36δ45)− δ34(δ15δ26− δ16δ25)
+δ56(δ13δ24+ δ14δ23)− ε123ε456+ ε124ε356. (C.6)
Here, the numbers 1, 2, 3, ... abbreviate the Cartesian indices of the spin operators in the traces,
for example tr(123)=tr(rˇ1rˇ2rˇ3). Note that the above relations hold only for the spatial components
of the Pauli operators, that is, the (normalized) identity rˇµ=0 must not appear above.
Eqs. (C.1)–(C.6) can be readily derived from the algebraic properties of the spin-1/2 operators,
namely their (anti)commutation relations, which read in our index notation:
[1, 2]+ = δ121ˆ, (C.7)
[1, 2]− = i 2
√
ε123 3. (C.8)
By rewriting 12= ([1, 2]++ [1, 2]−)/2, a product of n Pauli operators (1
n) can be expressed by
a sum of products of n− 2 and n− 1 Pauli operators, which reads schematically
(1
n) = iα(1
n− 1)+ i2 β (1
n− 2), (C.9)
with α, β ∈ R. Repeating this procedure, one can successively express any product of Pauli
operators in terms of the identity or a single spin operator, for which one uses tr(1ˆ)=2 and
tr(1)= tr(rˇ1)= 0.
We further note the following important complex-conjugation property of the spin traces, which
we use for the derivation of the transformation properties of the kernel in Sec. 8.4:
tr(1
n)∗ = (−1)n tr(1
n). (C.10)
This is equivalent to the statement that the trace of a product of spin operators is real (purely
imaginary) if their number is even (odd). This is immediately clear from Eq. (C.9) because we
collect for each Pauli matrix a factor i (times real factors) when expressing a product of n Pauli
operators by products containing less Pauli operators. Thus, we collect for n Pauli operators in
total a factor in, which is real (purely imaginary) if n is even (odd).
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C.2 General evaluation of X- and D-integrals
The generic form of the frequency integrals appearing in the diagrams contributing to the kernel
in O(Γ2) (see Sec. 8.3) reads
X21
321 =
∫
−W
+W ∫
−W
+W dω1
π
dω2
π
Γ2Γ1E2
3E21
2 E1
1, (C.11)
D21
321 =
∫
−W
+W ∫
−W
+W dω1
π
dω2
π
Γ2Γ1E2
3E21
2 E2
1. (C.12)
with Γi=Γρi
χi(ωi)=
∑
ri
Γρi
rif ri,χi(ωi) [see Eq. (3.125)] and
En
 21
k
8
1
i0+ ηnωn+
 + η2ω2+ η1ω1−Lαk+αk−
. (C.13)
Here, the superscript of En
 21
k refers to the Liouvillian and the subscript to the frequencies.
Assuming all leads are held at a common temperature T , the results of Ref. [420] can be used to
show that
X21
321 =
χ1χ2η1η2
π2T
∑
r1,r2
Γρ2
r2Γρ1
r1 X¯(λ2
3, λ21
2 , λ1
1)+O
( 1
w
)
, (C.14)
D21
321 =
χ1χ2η1η2
π2T
∑
r1,r2
Γρ2
r2Γρ1
r1D¯ (χ1η1)(λ2
3, λ21
2 , λ2
1) +O
( 1
w
)
, (C.15)
with
λn
 21
k : =
1
T
[
Lαk
+αk
−− η1µr1− η2µr2−

]
, (C.16)
and
X¯ (λ2
3, λ21
2 , λ1
1) = −4π2
∑
k1 k2=0
kw
1
zk2−λ23
1
zk1+ zk2−λ212
1
zk1−λ11
, (C.17)
D¯
κ
(λ2
3, λ21
2 , λ2
1) = −4π2
∑
k1k2=0
kw
1
zk2−λ23
1
zk1+ zk2−λ212
1
zk2−λ21
+2πi
∑
k2=0
kw
1
zk2−λ23
log
(
zk2− κw
zk2+ iw
)
1
zk2−λ21
(κ=±). (C.18)
In the above equations, 1/w: =T/W is the inverse bandwidth in units of temperature and zk8
iπ(2k + 1) for k ∈ N are the Matsubara frequencies, which are cut off in the above sums for a
maximal kw = ⌈w/2π − 1/2⌉. The above summations in (C.17) and (C.18) can be carried out
numerically, from which we obtain the coefficients when solving the kinetic equations (5.26) or
computing the quadrupolar field (8.178).
To prove relation (C.14) for the X-type integral, we apply the following result from Ref. [420]:∫
−w
+w ∫
−w
+w
dx1 dx2g
q2(x2) g
q1(x1)
1
i0+ x2−λ3
1
i0+ x1+ x2−λ2
1
i0+ x1−λ1
= δq1,−δq2,−X¯ (λ3, λ2, λ1)+O
( 1
w
)
(C.19)
Here, gq denotes the (anti)symmetric part of the reduced Fermi function f(x) = 1/(ex + 1) for
q=+(−),
gq(x) =


1
2
[f(+x)+ f(−x)] = 1
2
, q=+,
1
2
[f(+x)− f(−x)] = −1
2
tanh (
x
2
)
, q=−. (C.20)
We therefore just have to recast Eq. (C.11) in a form such that Eq. (C.19) can be applied. Inserting
the spectral density Γρ
χ(ω) = Γρ
r
∑
r
f(χ(ω − µr)/T ) and the propagators (C.13) into Eq. (C.11)
yields:
X21
321 =
∑
r1r2
Γρ2
r2Γρ1
r1
∫
−W
+W ∫
−W
+W dω1
π
dω2
π
f(χ2(ω2− µr2)/T )f(χ1(ω1− µr1)/T )
i0+ η2ω2−Lα3+α3−
× 1
i0+ η1ω1+ η2ω2−Lα2+α2−
1
i0+ η1ω1−Lα1+α1−
. (C.21)
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We next substitute ωi =µ
ri + Tηixi, which implies dωi = Tηidxi and note that the sign factor ηi
from rewriting the differential dωi can be canceled by reverting the boundaries of the transformed
integral. We furthermore pull out a factor T of all propagators and exploit the fact that this
does not modify the factor i0 in the denominators because 1/(AT + i0) = lim
ε→0
1/(AT + iε) =
1/T · lim
ε→0
1/(A+ iεT )= 1/T · 1/(A+ i0) for any A∈R. Thus, we find
X21
321 =
∑
r1r2
Γρ2
r2Γρ1
r1
π2T
∫
−w
+w ∫
−w
+w
dx1dx2
1
i0+ x2−λ23
f(η2χ2x2)f(η1χ1x1)
i0+ x1+x2−λ212
1
i0+ x1−λ11
. (C.22)
Next splitting the Fermi functions into their symmetric and their antisymmetric part,
f(χηx) = g+(x)+ χηg−(x), (C.23)
we decompose Eq. (C.22) into expressions of the form of Eq. (C.19). Importantly, only the antisym-
metric parts contribute in the wide-band limit for the X-type integral, which leads to Eq. (C.14).
To prove relation (C.15) for the D-type integral, we use another result from Ref. [420]:∫
−w
+w ∫
−w
+w
dx1 dx2g
q2(x2)g
q1(x1)
1
i0+ x2−λ3
1
i0+x1+ x2−λ2
1
i0+ x2−λ1
= −4π2 δq1,−δq2,−
∑
k1,k2=0
kw
1
zk2−λ3
1
zk1+ zk2−λ2
1
zk2−λ1
+2πiδq2,−
∑
k2=0
kw
1
zk2−λ3
Qk1
q1 1
zk2−λ1
+O
( 1
w
)
, (C.24)
with
Qk
q =
q
2
log
(
zk+ iw
zk+w
)
+
1
2
log
(
zk−w
zk+ iw
)
. (C.25)
Starting from definition (C.12) and following the same steps as for the X-type integral, we obtain
the same expression as Eq. (C.21) but with η1ω1 replaced by η2ω2 in the right-most propagator.
Similarly, one has to replace x2 by x1 and λ1
1 by λ2
1, respectively, in the equation analogous to
Eq. (C.22) in the right-most propagator. Next splitting the Fermi function and applying relation
(C.24), we obtain an additional contribution for q1=+ as compared to the X-type expression,
D21
321 =
χ1χ2η1η2
π2T
∑
r1,r2
Γρ2
r2Γρ1
r1
(

 +2πi
∑
k2
Qk2
− − χ1η1Qk2+
(zk2−λ13)(zk2−λ2)
)
, (C.26)
where 
 denotes the first double sum in the second line of Eq. (C.24). For χ1η1=+, we find
Qk
−+Qk
+ =
∑
q
Qk
q = log
(
zk−w
zk+ iw
)
, (C.27)
and for χ1η1=−, we find
Qk
−−Qk+ =
∑
q
(−q)Qkq = −log
(
zk+ iw
zk+w
)
, (C.28)
so in total
Qk
−+ χ1η1Qk2
+ = log
(
zk2− χ1η1w
zk2+ iw
)
, (C.29)
which inserted into Eq. (C.26) yields Eq. (C.15).
C.3 X- and D-integrals for Anderson model in U→∞ limit
We next consider the specific X- and D-integrals we encounter for the single-level Anderson model
in the infinite-U limit, which read as
Xρ2 ρ1
χ2 χ1 =
∫
−W
+W ∫
−W
+W dω1
π
dω2
π
Γρ2
χ2(ω2)Γρ1
χ1(ω1)
1
i0+ω2− ε
1
i0+ω2−ω1
1
i0−ω1+ ε, (C.30)
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and Dρ2 ρ1
χ2 χ1 is given by the same expression when replacing the right-most denominator in the
expression by 1/(i0 + ω2− ε). For these integrals, we note and prove the following two relations
that we use extensively in Sec. 8.3.2:
Xρ2 ρ1
χ2 χ1 = Xρ2 ρ1
χ¯1 χ¯2, (C.31)
and
Xρ2 ρ1
χ2 χ1 = −[Xρ1 ρ2χ1 χ2]∗. (C.32)
The first relation (C.31) holds only in the wide-band limit where it can be easily checked by virtue
of Eq. (C.14) recalling Xρ2 ρ1
χ2 χ1 ∝ χ2χ1X¯ . However, the second property (C.32) holds generally
and may be proved by interchanging ω1↔ ω2 in Eq. (C.30) and pulling out a minus sign of each
propagator, which yields
Xρ2 ρ1
χ2 χ1 = −
∫
−W
+W ∫
−W
+W dω1
π
dω2
π
1
−i0−ω1+ ε
Γρ2
χ2(ω1)Γρ1
χ1(ω2)
−i0−ω1+ω2
1
−i0+ω2− ε. (C.33)
We next reverse the order of the spectral densities and propagators and recast them in terms of
their complex conjugate as 1/(−i0−ω1+ε)=1/(i0−ω1+ε)∗. This reproduces Eq. (C.30) except
for a total minus sign and the complex conjugation, i.e., we confirm Eq. (C.32).
Another simplification arises in our calculations when applying the following identity:
Kρ2ρ1
χ1 = χ¯2(Xρ2 ρ1
χ2 χ1+Dρ2 ρ1
χ2 χ1) = [χ1βρ2
′ βρ1+Γρ2
′ Γρ1
χ1] + i[χ1Γρ2
′ βρ1− βρ2′ Γρ1χ1], (C.34)
where Γρ
′ = dΓρ
+/dε and βρ
′ = dβρ/dε [cf. Eq. (5.32) and below]. Equation (C.34) is shown in
the remainder of this Appendix. For this purpose, we first add the X-integral (C.30) and the
corresponding D-integral:
X +D =
∫
−W
+W∫
−W
+W dω1
π
dω2
π
1
i0+ω2−ε
Γρ2
χ2(ω2)Γρ1
χ1(ω1)
i0+ω2−ω1
(
1
i0−ω1+ε+
1
i0+ω2−ε
)
. (C.35)
The sum of the propagators in the bracket yields
1
i0−ω1+ ε +
1
i0+ω2− ε =
i0+ω2−ω1
(i0−ω1+ ε)(i0+ω2− ε) , (C.36)
where the numerator cancels with the second propagator in Eq. (C.35). Thus, the two-dimensional
integral can be factorized into two one-dimensional integrals over each frequency. The integral over
ω1 can be written as ∫
−W
+W dω1
π
Γρ1
χ1(ω1)
i0−ω1+ ε = χ1βρ1(ε)− iΓρ1
χ1(ε), (C.37)
c.f. Eqs. (8.86)–(8.89). The second integral contains the square of a propagator, which we rewrite
as a derivative:∫
−D
D dω2
π
Γρ2
χ2(ω2)
(i0+ω2− ε)2 =
∂
∂ε
∫
−D
D dω2
π
Γρ2
χ2(ω2)
i0+ω2− ε = χ¯2βρ2
′ (ε)− iχ2Γρ2′ (ε), (C.38)
where we used dΓρ2
χ2/dε=χ2dΓρ2
+ /dε since f r,−(ε)=1− f r,+(ε) by definition. Inserting Eqs. (C.37)
and (C.38) into Eq. (C.35) finally yields Eq. (C.34).
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Appendix D
Storage of spin-quadrupole moment
Contributions
The text and the ﬁgures of this Appendix have been published in M. Hell, S. Das, and M. R. Wegewijs, Physical
Review B 88, 115435 (2013) (see Ref. [441]). Copyright (2013) by the American Physical Society. Minor modiﬁca-
tions have been made and the discussion of the Bell inequalities has been added to adapt to this thesis. The work
has been prepared in collaboration with S. Das and under the supervision of M. R. Wegewijs.
D.1 Introduction
In this Appendix, we give the calculation of the local average spin-quadrupole moment (SQM)
stored in a ferromagnet, cf. Sec. 4.4.3. We present three derivations, each of which unveils different
physical and technical aspects used in Chap. 4. The first, most straightforward approach is given in
App. D.2. Its main result (D.6) shows how the Pauli exclusion hole arises, which provides the key
to the physical interpretation of exchange SQM. Second, we give a technically more sophisticated
derivation in App. D.3, which is helpful to understand the steps of our transport calculations in
Chap. 8. It expresses the Pauli-exclusion hole in a coordinate-free form by Eq. (D.21). Third, we
present in App. D.4 a derivation that makes explicit the spin-triplet content of the correlations by
vector coupling of the spins of electron pairs. Finally, we discuss the spin-anisotropy function and
derive a closed expression for the exchange SQM in the flat-band approximation (cf. Sec. 4.2.3).
Throughout this Appendix, we focus on understanding the exchange contributions to the SQM,
which we showed to appear only locally (r = r ′) in the absence of tunneling; cf. Sec. 4.4.3. We
therefore only consider one electrode r with one band n and subsequently drop these indices in all
expressions below, e.g., crnkσ→ ckσ, whenever convenient.
D.2 Exchange spin-quadrupole moment and Pauli principle
We here take a coordinate system for which ez= n is parallel to the polarization direction of the
ferromagnet under consideration and quantize the spin along this vector. The calculation of the
average local SQM starts from the operator (4.53) of Sec. 4.3. We insert the second-quantized form
(4.43) of the spin operator and anticommute ck1σ1′
† twice to the left:
Qˆ =
∑
{kiσi′σi}
sσ2′σ2⊙ sσ1′σ1 ck2σ2′
†
ck2σ2ck1σ1′
†
ck1σ1 (D.1)
=
∑
{kiσi′σi}
sσ2′σ2⊙ sσ1′σ1 ck1σ1′
†
ck2σ2′
†
ck2σ2ck1σ1 (D.2)
This generates a term δk2k1δσ2σ1′ck2σ2′
†
ck1σ1, which we omitted because it vanishes after performing
the sum over the spin indices by virtue of sˆ⊙ sˆ=0 (with the definition (a⊙b)ij= 12(aibj+ ajbi)−1
3
∑
k
akbj): For all σ2
′ and σ1, we find∑
σ2σ1
′
sσ2′σ2⊙ sσ1′σ1δσ2σ1′ = 〈σ2′|sˆ⊙ sˆ|σ1〉 = 0. (D.3)
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Figure D.1. Scattering interpretation of direct and exchange SQM. Feynman diagrams for calcu-
lating (a) the direct and (b) the exchange contribution the average SQM.
Computing the average of Eq. (D.2) using Wick’s theorem 〈ck ′σ ′† ckσ〉 = δkk ′δσσ ′f+(εkσ) with
f+(ω) = 1/
(
eω/T +1
)
denoting the Fermi function for zero electrochemical potential,
〈ck1σ1′
†
ck2σ2′
†
ck2σ2ck1σ1〉 = 〈ck1σ1′
†
ck1σ1〉〈ck2σ2′
†
ck2σ2〉− 〈ck1σ1′
†
ck2σ2〉〈ck2σ2′
†
ck1σ1〉, (D.4)
yields a direct part and an exchange part for the average SQM:
Q = 〈Qˆ 〉 =
∑
k2k1σ2σ1
f+(εk2σ2)f
+(εk1σ1)(sσ1σ2⊙ sσ2σ1− δk2k1sσ2σ2⊙ sσ1σ1) (D.5)
=
1
4
∑
k2k1
(1− δk2k1)
∑
σ2σ1
σ1σ2f
+(εk2σ2)f
+(εk1σ1)ez⊙ ez. (D.6)
Here, we used the result
sσ1σ1⊙ sσ2σ2 = sσ1σ2⊙ sσ2σ1 = σ1σ24 ez⊙ ez, (D.7)
which can be proved as follows: First, clearly sσ1σ1⊙ sσ2σ2= σ1σ2 14 ez ⊙ ez, whereas for σ1=−σ2
we have sσ1σ2⊙ sσ2σ1= 12(ex− iσ1ey)⊙
1
2
(ex+ iσ1 ey)=
1
4
(ex⊙ ex+ ey⊙ ey)=−14ez⊙ ez. The last
step follows from
∑
i
ei⊙ ei=0, which is just the traceless, symmetric part of the unit tensor by
the coordinate-space completeness relation,
∑
i
eiei=1, with the unit matrix 1.
With the two-particle operator (D.2) in the standard second-quantized form [see also Eq. (D.25)
below], the contributions to the average Q can be discussed as scattering processes, treating Qˆ as if
it were an interaction (although it is tensor-valued). In Fig. D.1, we represent the two contributions
to the average SQM (D.5) by Feynman diagrams for scattering processes between an initial pair
of states (1, 2) to a final to pair of states (1′, 2′).
The momenta in the final states are the same as for the initial states, ki= ki
′, since the SQM
operator does not act on the orbital part of the wave function as evident from Eq. (D.1). Two
different scattering processes are permitted: The first one is a direct scattering, for which the
electron in initial state i ends up in state i′, restricting the spin indices to σi= σi′ (while already
ki = ki
′). These direct scattering contributions, multiplied with their tensor-valued amplitudes
sσ1σ2 ⊙ sσ2σ1 in Eq. (D.5), add up to the direct average SQM. This contribution to the spin
anisotropy is thus generated by two electrons (labeled by their states 1 and 2) as if they were
distinguishable, i.e., by treating the two-particle scattering classically.
The second type of scattering process, in which the particles are exchanged , accounts for the
fact that electrons are indistinguishable. This is possible only if the momenta are the same,
k1=k2, and, furthermore, the spins are exchanged, σ1
′=σ2 and σ2′=σ1. This exchange contribution
to the average SQM entirely cancels the direct contribution for equal k1 = k2, correcting for the
treatment of electrons as distinguishable particles. In other words, the exchange SQM accounts
for Pauli “holes” in the triplet spin-spin correlation tensor. The Pauli principle thus counters the
direct classical contribution to the spin anisotropy.
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Indistinguishability becomes important only if we consider pairs of electrons from the same k
mode. Since their wave function has a symmetric orbital part in this case, the spin part has to
be antisymmetric due to Pauli’s principle, that is, they form a spin singlet with zero SQM (i.e.,
triplet correlations are forbidden). This is analogous to the direct and exchange contributions to
the average Coulomb interaction with respect to Slater determinants (e.g., in Hartree-Fock theory).
In that case, nearby electrons with parallel spins repel each other due to the exchange potential.
We mention that, as expected from this analogy, thermal fluctuations suppress the effect of the
Pauli principle on SQM as well, c.f. Eq. (D.37) below.
D.3 Spin-trace technique
In the following, we calculate the average charge, spin-dipole, and spin-quadrupole moment in
a more technical way and in some more detail. We illustrate how to rewrite the spin-dependent
part of expectation values most elegantly in terms of expressions independent of the choice of
the coordinate system and the spin-quantization axis. This serves as a good example for the
computations needed for the application of covariant real-time diagrammatics in Chap. 8. First,
the one-particle operators for the charge (4.27) and for the spin (4.29) (now including the reservoir
index r) are jointly described by the four-component operator (4.43),
Rˇµ
r
=
∑
kσσ ′
(Rµ
r )σσ ′ crkσ
†
crkσ ′ (µ=0, 1, 2, 3). (D.8)
with (R0
r)σσ ′=
r〈σ |σ ′〉r= δσσ ′ and (Rir)σσ ′= r〈σ |sˆi|σ ′〉r, which ensures that Rˇ0= Nˆ and Rˇi= Sˆi
for i=1,2,3. Taking the average of Eq. (D.8) and recasting the sum over all k modes in Eq. (D.8)
as an integral over all energies by inserting the 1DOS (4.18) yields
Rµ
r = 〈Rˇµr 〉 =
∑
σσ ′
(Rµ
r )σσ ′
∫
dωδσσ ′ νσ(ω)f
r,+(ω). (D.9)
Using Eq. (4.16), i.e., (nr · sˆ)|σ〉r=(σ/2)|σ〉r, we may rewrite
νσ
r(ω)δσσ ′ = ν¯ r(ω) r〈σ |Nr(ω) · rˇ|σ ′〉r, (D.10)
introducing rˇ0= 1ˆ/ 2
√
, rˇ= 2
√
sˆ, and the four-component vector Nr= 2
√
(1, nr(ω)nr). The spin-
dependent part of Eq. (D.9) can be recast as a trace in spin space:
Rr =
∫
dω ν¯ r f r,+tr [r (Nr · rˇ)]. (D.11)
The trace is clearly covariant in the general sense, i.e., form-invariant under changes of either the
coordinate system and / or the quantization axis (it is not related to concepts from relativity;
vectors with four elements are just convenient). Applying the rules from App. C.1 to compute such
spin-trace expressions, we readily find the expressions (4.46) and (4.47) for the average charge and
spin stored in ferromagnet r.
We next reformulate the calculation in App. D.2 for the exchange spin-quadrupole moment
also in a coordinate-free way. Introducing the electrode index, we take the expectation value of
Eq. (D.1) and find:
Qexrr =
∑
kσσ ′ ττ ′
(sσσ ′
r ⊙sττ ′r )δστ ′δσ ′ τf r,+(εkσr )f r,−(εkσ ′r ). (D.12)
To recast this into a covariant expression, we first introduce the two-particle density of states (4.21)
(2DOS),
νσσ ′
r (ω, ω ′) =
∑
k
δ(ω − εkσr )δ(ω ′− εkσ ′r ), (D.13)
and rewrite Eq. (D.12) in terms of frequency integrals,
Qexrr =
∑
kσσ ′ ττ ′
∫ ∫
dωdω ′(sσσ ′r ⊙sττ ′r )δστ ′δσ ′ τνσσ ′r (ω, ω ′)f r,+(ω)fr,−(ω ′). (D.14)
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The 2DOS νσσ ′
r (ω) can be expressed as a matrix element in spin space by
νσσ ′
r (ω, ω ′)δστ ′δσ ′ τ = 2
∑
µ1,µ2
r〈τ ′|rˇµ1|σ〉rAµ1 µ2r (ω, ω ′) r〈σ ′|rˇµ2|τ 〉r. (D.15)
The four-dimensional matrix Aµ1 µ2r incorporates all relevant 2DOS information. It decomposes
into a scalar, two vectors, and a tensor in coordinate space:
A00r = 14
∑
σσ ′
νσσ ′
r (ω, ω ′), (D.16)
Ai0r = 14
∑
σσ ′
σνσσ ′
r (ω, ω ′)nir, (D.17)
A0jr = 14
∑
σσ ′
σ ′νσσ ′r (ω, ω ′)njr, (D.18)
Aijr = 14
∑
σσ ′
σσ ′νσσ ′r (ω, ω ′)nirnjr. (D.19)
Inserting Eq. (D.15) into the average exchange SQM (D.14) and recasting the sum over the spin
indices as a trace in spin space yields
Qexrr =
∫ ∫
dωdω ′ f r,+(ω)f r,−(ω ′)2
∑
µ1µ2
Aµ1 µ2r (ω, ω ′) tr[rˇµ1sˆ⊙ rˇµ2sˆ] (D.20)
=
∫ ∫
dωdω ′ 1
4
∑
σσ ′
σσ ′νσσ ′r (ω, ω ′) f r,+(ω) f r,−(ω ′)nr(ω)nr(ω ′)nr⊙nr. (D.21)
This recovers the results (4.64)–(4.67) obtained in Sec. 4.3. The explicit calculation in the last step
is now reduced to using spin-1/2 operator algebra sˆisˆj =
1
4
δij1ˆ+
1
2
∑
k
iεijksˆk (cf. App. C.1) and
sˆ⊙ sˆ=0, i.e., without using matrix elements as explained in App. C.1. These steps are analogous
to the evaluation of the diagrammatic expressions for the SQM current in Sec. 8.5.2 and the QD
spin valve in Sec. 8.3.2.
D.4 Spin-quadrupole moment and spin-triplet correlations
Finally, we express the SQM tensor operator Qˆ applying the second-quantization formalism (in
Hilbert space). This allows one to perform a vector coupling of the pairs of the involved spins,
thereby making explicit that only triplet correlations are “measured” by Qˆ, something that is not
clear from the above calculations. This is merely important for the physical understanding, but
seems to bring no advantage for calculations. The many-body quadrupole operator is a sum over
quadrupole operators of pairs of spins, the latter labeled by a, b=1, 2, 3,
 ,
Qˆ =
∑
a<b
Qˆab, (D.22)
with Cartesian components:
Qˆij
ab = 2
(
1
2
(sˆi
asˆj
b+ sˆj
asˆi
b)− 1
3
δij
∑
k
sˆk
asˆk
b
)
(i, j= x, y, z). (D.23)
Here, we inserted the total spin operator Sˆ =
∑
a
sˆa into Eq. (4.1) and used the result Qˆaa = 0
(“a single electron has no spin anisotropy”; cf. Sec. 4.1.2). The SQM from pair 〈ab〉 can also be
expressed by coupling the two spins to Sˆab= sˆa+ sˆb,
Qˆij
ab =
1
2
(
Sˆi
abSˆj
ab+ Sˆj
abSˆi
ab
)− 1
3
δij
(
Sˆab
)
2, (D.24)
using sˆi
asˆj
a=
1
4
δij1ˆ+ i
1
2
∑
k
εijk sˆk
a. Note the factor 2 in Eq. (D.23). The general second-quantization
prescription immediately gives
Qˆ =
∑
{kiσi}
1
2
〈k2′σ2′k1′σ1′|Qˆ12|k2σ2k1σ1〉ck1′σ1′
†
ck2′σ2′
†
ck2σ2ck1σ1. (D.25)
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We next make use of the particular properties of the matrix elements of the pair SQM Qˆ12: First,
we note that Qˆ12 acts only on the spin of the electrons,
〈k2′σ2′k1′σ1′|Qˆ12|k2σ2k1σ1〉 = δk2′k2δk1′k1〈σ2′σ1′ |Qˆ12|σ2σ1〉. (D.26)
If we insert this into Eq. (D.25) we recover Eq. (D.2). However, instead of this, we now introduce
a singlet-triplet basis for each pair of spins σ1 and σ2 above:
|S 〉 = 1
2
√
∑
σ
σ |σ σ¯ 〉, (D.27)
|T 0〉 = 1
2
√
∑
σ
|σ σ¯ 〉, (D.28)
|Tm〉 = |mm〉, m=±, (D.29)
where σ¯ =−σ. The crucial point is that Qˆ12 has nonzero matrix elements only in the triplet sector.
This follows from the fact that Qˆ12 is symmetric under exchange of the spins; i.e., [ Pˆ , Qˆ12]−=0,
where Pˆ is the exchange operator of particle 1 and 2. Therefore, Qˆ12 is block-diagonal with respect
to the eigenspaces of Pˆ , which are here the singlet and triplet states satisfying Pˆ |S 〉=−|S 〉 and
Pˆ |Tm〉=+|Tm〉 (m=0,±1). Thus, 〈S |Qˆ12|Tm〉= 〈Tm|Qˆ12|S 〉=0. Moreover, the diagonal singlet
block is zero, 〈S |Qˆ12|S 〉=0 by Eq. (D.24), with a=1, b=2, and Qˆ12|S 〉=0, completing the proof.
As a result,
〈σ2′σ1′|Qˆ12|σ2σ1〉 =
∑
mm′
〈σ2′σ1′|Tm〉〈Tm|Qˆ12|Tm′〉〈Tm′|σ2σ1〉. (D.30)
Inserting Eq. (D.30) into Eq. (D.25), we obtain the central result of this Appendix,
Qˆ =
∑
mm′
1
2
〈Tm′|Qˆ12|Tm〉
∑
{ki}
Eˆk2k1
m′ †
Eˆk2k1
m
, (D.31)
with two-particle operators that explicitly generate only triplet pairs :
Eˆk2k1
m
=
∑
σ2σ1
〈Tm|σ2σ1〉ck2σ2ck1σ1 =


ck2mck1m, m=±1,
1
2
√
∑
σ
ck2σck1σ¯ , m=0.
(D.32)
Considered as an interaction, Qˆ thus only scatters triplet correlated pairs of electrons. Due to the
restrictions on the spins in these operators Eˆk2k1
m
, the averages are
〈Eˆk2k1m
′ †
Eˆk2k1
m 〉 = δmm′
{
f+(εk2m)f
+(εk1m)(1− δk2k1), m=±1,
1
2
∑
σ
f+(εk2σ)f
+(εk1σ¯)(1− δk2k1), m=0.
(D.33)
with the tensor-valued matrix elements 〈T +|Qˆ12|T +〉 = 〈T −|Qˆ12|T −〉 = −〈T 0|Qˆ12|T 0〉/2 =
1
2
ez ⊙ ez given by Eqs. (4.2) and (4.3) in Sec. 4.3. These relations follow from the fact that Qˆ12
is traceless in the Hilbert space,
∑
m=0,±1 〈Tm|Qˆ12|Tm〉=0 and that the m=± states have the
identical spin anisotropy. We recover Eq. (D.6):
Q = 1
4
ez⊙ ez
∑
k2k1
(1− δk2k1)
( ∑
m=±
f+(εk2m)f
+(εk1m)−
∑
σ=±
f+(εk2σ)f
+(εk1σ¯)
)
(D.34)
This derivation, however, shows explicitly that the m = ±1 terms contribute the same, uniaxial
anisotropy tensor 〈T ±|Qˆ12|T ±〉, whereas the m = 0 term contributes an easy-plane anisotropy
tensor 〈T 0|Qˆ12|T 0〉 = −2〈T +|Qˆ12|T +〉. Moreover, the Pauli-exclusion hole factor 1 − δk2k1 is
immediately explicit. Thus, Q can be calculated by first accounting for triplet correlations between
spins of pairs of electrons in all possible orbitals, including the same orbital,
Qdir = 14
∑
k2k1σ2σ1
σ2f
+(εk2σ2)σ1f
+(εk1σ1)ez⊙ ez = S⊙S, (D.35)
giving Eq. (4.57), and then subsequently canceling the latter violation of the Pauli principle by
the exchange term,
Qex = −qexez⊙ ez , (D.36)
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with the positive exchange SQM magnitude,
qex =
1
4
∑
k
(f+(εk↑)− f+(εk↓))2. (D.37)
We obtain Eq. (4.62) from Sec. 4.3.
Finally, we show that the 2DOS νσσ ′ can be decomposed explicitly into triplet DOS compo-
nents: Converting the sums in Eq. (D.37) into integrals, we obtain
qex =
∫ ∫
dωdω ′ f+(ω)f+(ω ′)
∑
σσ ′
σσ ′νσσ ′(ω, ω ′). (D.38)
The only relevant combination of the 2DOS in the above expression can be recast as∑
σσ ′
σσ ′νσσ ′ = νT++ νT−− 2
√
νT0, (D.39)
with the triplet-exchange 2DOS functions
νTm(ω, ω
′) 8 νmm(ω, ω ′), m=±, (D.40)
νT 0(ω, ω ′) 8
1
2
√
∑
σ
νσ σ¯(ω, ω ′). (D.41)
This gives a precise decomposition into triplet-spin correlations that contribute to Qex.
D.5 Spin-anisotropy function
Finally, we further substantiate the physical interpretation of the spin-anisotropy function, which
plays a key role in Sec. 4.3. The basic idea of “quadrupolarization” of two triplet-correlated electrons
is simply to “count” whether the spins are parallel (↑↑ or ↓↓, counted as +) or antiparallel (↑↓ or
↓↑, counted as −). In both cases their individual orientations, i.e., their dipolarization ↑ or ↓, is
ignored. Eq. (D.38) precisely expresses this notion for the exchange SQM. It is instructive to start
from the k-sum representation (D.37) and to write it as
qex =
∑
kσ
f+(εkσ)akσ . (D.42)
Here, given that an electron with spin σ occupies orbital k, we “count” by
akσ =
∑
σ ′
σσ ′
4
f+(εkσ ′), (D.43)
the average quadrupolarization contribution from electrons in that same orbital k: Parallel spin
σ ′= σ gives +f+(εkσ) and antiparallel spin σ ′= σ¯ gives −f+(εkσ¯)D.1. Converting the sum to an
integral, we obtain Eq. (4.64) of Sec. 4.3:
qex =
∫
dωf+(ω) ν¯ (ω)a(ω), (D.44)
with the anisotropy function a(ω)=
∑
σ
aσ(ω) consisting of two contributions defined by:
ν¯ (ω)aσ(ω) 8
∑
k
akσ δ(ω− εkσ). (D.45)
The quantity ν¯ (ω)aσ(ω) is the exchange quadrupolarization of an electron with spin σ at energy ω.
One should note that the function akσ, defined by Eq. (D.43), does not depend only on the energy
εkσ, but also on the energy εkσ¯. Since εkσ¯ is not necessarily an implicit function of εkσ for arbitrary
band structures, one can, in general, reformulate Eq. (D.45) only in terms of the 2DOS (4.21),
ν¯ (ω)aσ(ω) =
∫
dω ′ f+(ω ′)
∑
σ ′
σσ ′
4
νσσ ′(ω, ω
′), (D.46)
D.1. Note that these two electrons are treated here as if they could occupy the same k mode, which is, of course,
forbidden by the Pauli principle for parallel spins. As explained in App. D.2, this corrects only for the mistake that
is made when the direct SQM is calculated by treating all electrons as distinguishable objects, that is, when ignoring
Pauli principle.
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resulting in Eq. (4.67) of Sec. 4.3.
However, for the Stoner model, which we discuss from hereon, the simple relation εkσ¯=εkσ+σJ
can be exploited to express akσ as a function of εkσ only. We therefore obtain the simpler result,
ν¯ (ω)aσ(ω) =
1
4
νσ(ω)[f
+(ω)− f+(ω+ σJ)], (D.47)
which depends only on the 1DOS νσ. This unfortunately hides the underlying two-particle nature
of the exchange SQM, but aids the interpretation of the total spin-anisotropy function: Equation
(D.47) shows that the contribution a↑(ω) from spin-↑ is positive and comes from the range of
energies µ − J < ω < µ, whereas the contribution a↓(ω) from spin-↓ is negative and comes from
energies µ< ω < µ+ J (both up to thermal smearing). Adding both contributions yields for the
full spin-anisotropy function after some manipulations:
a(ω) =
1
4
[2f+(ω)− f+(ω+J)− f+(ω− J)] + 1
4
n(ω)[f+(ω+ J)− f+(ω− J)]. (D.48)
Here, it should be noted that n(ω) is not independent of J but is a function of it through Eqs.
(4.18), (4.20), and (4.23)D.2. The combinations of Fermi functions in Eq. (D.48) are nonzero only
for energies |ω −J |.T .
As pointed out in Sec. 4.6.3, a finite SQM current remains for a purely thermally biased tunnel
junction even though the spin current vanishes. This finite SQM current arises entirely from the
exchange SQM, i.e., from the antisymmetric part of the spin-anisotropy function a(ω) relative to µ.
Generally, when assuming a weakly energy-dependent average DOS ν¯ (ω) in the range |ω−J |.T ,
the first term of Eq. (D.48) always gives rise to such a term. The second term, in which the spin-
polarization n(ω) is multiplied by a symmetric function relative to µ, can cancel this function only
if n(ω) is strongly antisymmetric, i.e., n(ω)=±1 for ω≷ µ, up to thermal smearing. If we further
specialize to the approximation of a flat band symmetric about µ (cf. Sec. 4.2.3), this second term
is zero because the spin polarization vanishes in the window [ω−J ,ω+J ] up to thermal smearing.
Only the first line of Eq. (D.48) remains and gives a thermally induced pure SQM current as
discussed in Sec. 4.6.3.
D.2. In particular, one cannot set n(ω) = 0 for all ω without setting J = 0 since these are equivalent for the
Stoner dispersion considered.
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Appendix E
Intrinsic origin and electric probing tech-
niques of spin anisotropy
E.1 Microscopic origin of intrinsic spin anisotropy
We review in this Appendix the origin of the spin anisotropy of localized magnetic moments of
magnetic ions in crystals, on surfaces or in complex molecules (single-molecule magnets, SMMs)
[305, 308]. In the majority of the cases, the main contribution to the spin anisotropy arises from
magnetocrystalline anisotropy , which relies on the spin-orbit interaction. In a few cases the shape
anisotropy becomes important, which relies on magnetic dipole interactions. The physics under-
lying both these mechanisms is different from that of the novel spintronic anisotropy predicted in
Chap. 6. The spintronic anisotropy is, by contrast, driven by spin-dependent tunneling of electrons
and holes in a spin-isotropic QD probing the spin-anisotropic environment.
Spin-orbit interaction. The spin-orbit interaction describes the coupling of the magnetic
moment associated with the spin Sˆ of a particle to the magnetic field arising due to the orbital
motion of the particle in its rest frame, associated its orbital angular momentum Lˆ. Relativistic
in nature, the spin-orbit interaction can be incorporated as a correction
HSO = λ Lˆ · Sˆ (E.1)
to the nonrelativistic Hamiltonian for small particle velocities v/c≪1 [572]. Due to the spin-orbit
interaction, the spin becomes also sensitive to the anisotropy of the orbital motion. For an ion
in a crystal lattice, the orbital motion naturally becomes anisotropic because of its anisotropic
electrostatic environment, as we explain next.
Crystal field effects. To understand the mechanism of the spin-orbit induced spin anisotropy
for 3d transition-metal oxides [305, 573] and SMMs with a 3d magnetic core, we first have to
understand the impact of the crystal field because its effect is stronger than that of the spin-
orbit interaction. We therefore first ignore spin-orbit interaction, which may be treated as a
second perturbation on top of the crystal field. In 3d compounds or 3d complexes, the magnetic
properties derive from 3d electrons, which are relatively tightly bound to the atomic cores of the
magnetic ions. Each of these electrons can therefore be considered as being subject to a potential
V (x) = Vcore(|x|) + VCF(x) with the radially symmetric core potential Vcore centered at x=0 and
the crystal field potential VCF of the surrounding atoms (cores plus their electrons). Treating the
crystal-field potential as a perturbation, the unperturbed eigenstates can be classified by angular
momentum statesE.1, denoted by |l,m〉. Their degeneracy in the unperturbed case is subsequently
lifted by the crystal field potential (see Fig. E.1(a), left).
E.1. We suppress other quantum numbers for simplicity.
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Figure E.1. Spin-orbit-induced spin anisotropy. (a) Splitting of the ﬁve degenerate d orbitals in
an octahedral crystal ﬁeld into a ground t2g multiplet and an excited eg multiplet. These multiplets are
then split by the spin-orbit interaction, which thereby generates the spin-anisotropy barrier illustrated for
the ground multiplet. (b) and (c): Magnetic ion in the crystal ﬁeld generated by octahedrally coordinated
neighbors. The electrostatic environment is modeled by negative point charges placed on the connecting
line of the central ion and its neighbors. In (b), we sketch the orientation dx2−y2 orbitals, which are repelled
more strongly by the point charges than the dxy orbitals sketched in (c).
A qualitative understanding of the crystal-field effects is gained by using a real-valued basis of
the wave functions instead of the complex-valued basis |l, m〉. As shown for two examples of the
d-orbital wave functions (l=2) in Fig. E.1(b) and (c), the spatial probability densities of the real-
valued basis wave functions are anisotropic with different symmetry axes. Thus, different d-orbital
wave functions have a different overlap with the crystal field potential. In a crude approximation,
the crystal field potential VCF is represented by negative point chargesE.2 placed in the direction
of the neighboring atoms. This is shown in Fig. E.1(b) and (c) for a octahedral coordination in
a cubic lattice. Clearly, the energy of an orbital is lowered if the associated probability density is
low at the positions of the point charges. For octahedral coordination, this results in a crystal-field
splitting ∆ of the five 3d- states into a t2g-triplet and an eg-doublet as illustrated in Fig. E.1(a).
Spin anisotropy from spin-orbit interaction. We next include the effect of the spin-orbit
interaction. Since the crystal field favors the electrons to occupy the real-valued orbitals, angular
momentum is quenched since these orbitals have zero average angular momentum,
〈
Lˆ
〉
=0. Hence,
the spin-orbit interaction does not yield an energy correction in leading order in the coupling λ:
Using the unperturbed wave functions that are tensor products in spin and orbital part, we directly
find 〈HSO〉= λ
〈
Lˆ
〉 · 〈Sˆ〉 = 0. Thus, spin-orbit effects are at least of second order in HSO. These
processes encompass virtual transitions from the t2g-ground multiplet into the eg-excited multiplet
mediated by the spin-orbit coupling. This yields a spin-dependent renormalization of the orbitals,
which can be described by the giant-spin Hamiltonian in the ground state subspace [305]:
Heﬀ = Eg1ˆ− Sˆ · DSO · Sˆ, with DSO = λ2
∑
v
〈g |Lˆ|v〉〈v |Lˆ|g〉
Ev−Eg , (E.2)
for the many-body ground states |g〉 and virtual intermediate states |v〉 with energies Eg and Ev,
respectively. For the above example, the energy difference Ev − Eg = ∆ is given by the crystal-
field splitting. As the spin-orbit coupling admixes states of different angular momentum, a partial
removal of the quenching of the orbital angular momentum can be observed. We note that the
structure of the spin-anisotropy tensor DSO in Eq. (E.2) shows similarities to the expressions for
the spintronic anisotropy since both are perturbative results. A comparison of both expressions
can be found in Sec. 8.6.2.
The above picture has to be drastically modified for other magnetic materials. For example,
in elemental transition metals, the inter-atomic hopping of electrons plays a more dominant role
than crystal field [305, 574]: Here, orbitals that allow for a stronger inter-atomic hybridization are
energetically more favorable then those orbitals with weaker hybridization strength. Thus, the
sum in Eq. (E.2) refers to itinerant states instead and the energy difference Ev−Eg is related to
E.2. The charge is negative since the negatively charged electron clouds of neighboring atoms are closer to the
atom at the site considered than the positively charged neighboring cores, yielding an overall repulsive Coulomb
interaction. The only exceptions to this rule are hydrogen and boron atoms because of the very small extension of
the valence orbitals [574].
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the bandwidth W set by the hopping parameter. Furthermore, the O(λ2) anisotropy is nonzero
only if the Fermi energy lies between ground state and those excited states that contribute to
the anisotropy. This leads to large anisotropy constants K =−D/V [cf. Eq. (2.28)] in hexagonal
lattices such as Co with K∼ 0.5MJ/m3 [305]. For other crystal symmetries, the O(λ2) may vanish
and even higher-order corrections have to be considered. This yields typically lower anisotropy
constants. Examples are cubic lattices such as Fe with K ∼ 0.05 MJ/m3 and Ni with K ∼
−0.005MJ/m3 [305].
The situation is also different in rare-earth metals and compounds, which are typically better
described by a tight-binding approach instead of an itinerant electron approach. However, the
spin-orbit interaction strength λ∼ Z2 is here much larger than the crystal field strength because
the atomic cores have a larger atomic number Z. Minimizing the spin-orbit energy is therefore
more rewarding here than minimizing the crystal field energy. According to Eq. (E.1), this is
achieved when the spin Sˆ and orbital angular momentum Lˆ are maximal and rigidly coupled to
align collinearly. Thus, the orbital angular momentum is not quenched in this case. Crystal-field
effects are now treated on top of that and determine the preferred alignment of the orbital angular
momentum, which due to the rigid coupling finally determines the spin anisotropy [305].
Modification of spin anisotropy due to interplay with other effects. An outstanding
feature of the spintronic anisotropy is its large tuning flexibility by the applied voltages, the tunnel
coupling and the spin polarizations of the leads. Yet, also the spin-orbit induced spin anisotropy
can be modified within limits in combination with other effects.
For example, the combination of strain and spin-orbit interaction leads to the so-called mag-
netoelastic anisotropy [305]. In a strained crystal, the magnetocrystalline anisotropy changes
because the crystal lattice is deformed. This is particularly important in cubic lattices where
the cubic symmetry is lifted and a nonzero O(λ2) contribution to the spin anisotropy is gen-
erated. The same effect has also been observed for SMMs embedded in break junctions [345]
(see paragraph “Nanoscale transport setups” in Sec. 2.7): Depositing a gold strip on top of a
Si layer, the size of the break junction can be controlled by a pushing screw underneath the Si layer.
The strain distorts the crystal field acting on the molecule in the junction, turning a Co(tpy-SH)2
molecule with degenerate spin S=1 states into a SMM by introducing a spin-anisotropy barrier.
Furthermore, external electric fields may be used to modify an existing spin-anisotropy barrier.
This has been demonstrated mostly for nanomagnets consisting of clusters comprising a single
or a few atomic layers of magnetic materials. Applying an electric field can induce a permanent
reconfiguration the crystal structure, resulting in a nonvolatile magnetoelectric switching between
different anisotropies [575]. Furthermore, electric fields may relocalize charges, either changing the
filling factor of the ground-state band [576] or changing the electrostatic environment of the nano-
magnet [577]. In the latter experiment, the spin-anisotropy parameter can be even continuously
tuned; however the achievable changes in the magnitude are rather small (∼6%). On the scale of
single molecules, tuning the spin anisotropy continuously by electrical means remains a challenge.
Discrete changes have been accomplished by charging a molecule [322, 324]. Here, the spintronic
anisotropy presented in Chap. 6 really provides a new possibility because even the sign of the
anisotropy (i.e., the easy-axis or easy-plane type) can be controlled electrically.
Spin anisotropy from dipole-dipole interaction. Spin anisotropy can also be generated
in the absence of spin-orbit interactions or proximal ferromagnets. The so-called shape anisotropy
is due to dipole-dipole interaction between the magnetic moments associated with the spins of the
magnetic ions. The energy of a pair of magnetic momentsmi and mj with displacement vector rij
reads Eij=mi · [3 rijrij− rij2 1] ·mi/4πµ0 rij5 . This energy is mimimal if the moments are parallel
to each other and each perpendicular to the displacement vector. For a thin film of magnetic
ions, this would favor the out-of-plane alignment over an in-plane alignment of the moments.
However, estimates show that typical anisotropy constants K ∼ 0.1 MJ/m3 fall far behind much
stronger anisotropy constants in particular for rare-earth magnets with constants upK∼10MJ/m3
[305]. The shape anisotropy contributes, for example, to the spin anisotropy of thin, single-domain
magnetic films.
In conclusion, a spin-anisotropy barrier can originate from microscopically very different mech-
anisms and the predominant effect depends crucially on the physical system under consideration.
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E.2 Break junction and STM devices
In this Appendix, we discuss present techniques to probe single-molecule magnets (SMM) and
magnetic adatoms on surfaces. To address them individually , they are typically embedded into by
nanoelectronic circuits: Magnetic adatoms can be probed by scanning tunneling microscope (STM)
setups [342, 343], sketched in Fig. 2.15(a), while SMMs are accessed in molecular spin transistors
[310] by inserting them into break-junction devices [126], sketched in Fig. 2.15(e).
Break-junction devices. Break-junctions are fabricated by sending a large current through
a nanowire contacted by two electrodes. The junction breaks due to electromigration, i.e., due
to the transfer of the kinetic energy the electrons gain in the applied electric field [578]. This
provides a controlled way of fabricating very small junctions of ∼1 nm size. Next, the junctions
are straddled with SMMs, which are synthesized with ligands that have strong a affinity to the
electrode material to achieve the contacting [344]. Break-junctions devices provide a number of
number of advantages: For example, the tunnel coupling can be largely influenced through the type
and the length [126] of the ligands. One can further control the SMMs by electrical fields through
an additional gate electrode [344]. This gives also access to charged variants for the SMMs, which
can have a significantly different anisotropy barriers [322, 324]E.3. Furthermore, the anisotropy
barrier may be controlled by applying mechanical strain [345] as we explained above in App. E.1.
STM devices. While such in-situ manipulation, in particular electrical gating, is not possible
for STM setups at present, they allow to flexibly put different experimental situations into practice.
For example, vertical atom manipulation allows to move single atoms on a substrate so that
different environments can be investigated. Furthermore, two magnetic ions can be placed next to
each other, whose mutual exchange interaction has been probed by modifications of Kondo-related
transport signatures [316, 314, 315].
A major challenge of STM setups is to control the coupling of the adatoms with the substrate.
The coupling is typically strong and therefore the conditions required to observe Kondo effect [342,
343] can be easily achieved. Furthermore, inelastic tunneling spectroscopy becomes feasible, which
has been employed, for instance, to measure the Zeeman spin splitting of single Mn atoms [104].
However, the strong coupling limits the resolution of inelastic tunneling spectroscopy experiments
and also strongly alters the magnetic properties of the magnetic adatoms [338]. For example, the
direction of the anisotropy axes can be quite unexpected [316]. These effects can be suppressed by
inserting of a decoupling layer (typically Cu2N) between the atoms and the substrate, which made
it possible to observe zero-field splittings [316, 325].
Probing SMMs by STM setups is still a formidable challenge [338, 323] because these have
typically smaller anisotropy energies, i.e., they are less robust against environmental influence. Up
to now, it could be shown that Mn12 SMMs retain their anisotropy on Au surfaces [579] and first
STM probing has been accomplished quite recently [323]. In Chap. 6, we make contact to these
questions by ascertaining that a ferromagnetic substrate or a spin-polarized tip can even generate
the spin anisotropy of a high-spin system and therefore the measured features can be even induced
by the environment.
Noninvasive probing. Finally, SMMs and adatoms are not only accessible by invasive elec-
trical probing, but also by noninvasive detection-like setups, see Fig. 2.8(c) and (d) [341]. For
example, SMMs have been coupled to electrons in a nearby conducting channel such as carbon
nanotube [451] or a graphene nanoconstriction [580] or by a current that passes only through the
ligand of the SMM [581]. In the latter case, the read out the spin state of a single atom has been
accomplished. For magnetic adatoms it was possible to see effects of an exchange-coupled second
adatom [582, 314]. A similar setup consisting of a QD exchange-coupled to another magnetic
impurity is studied in Chap. 6, see Secs. 6.2.1 and 2.8.
E.3. Diﬀerent oxidation levels of the SMMs can also be accessed in voltammetry measurements by solving the
SMMs in organic solvents.
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Appendix F
Spintronic exchange field and average spin
at symmetry point
Contributions
The material presented in this Appendix has been published in the Supplementary Information to Nature Physics
9, 801–805 (2013). M. Hell and M. Misorny worked out the material together and M. Misiorny prepared the initial
manuscript.
F.1 Bias dependence of dipolar and quadrupolar field
A key point of the analysis of the spectral signatures of the spintronic anisotropy in Sec. 6.4 that
its dependence on the level position ε (controlled by the gate voltage Vg) is very different from the
dependence on the bias voltage Vb. In this Appendix, we first show that the bias dependence is in
fact negligible for the regimes of interest.
As explained at the end of Sec. 8.6.3, we can extend Eq. (6.6) and Eq. (6.7) to the case
of a junction with two parallel ferromagnets at electrochemical potentials µr by a few simple
substitutions and adding summations. The two functions B0 and B2 that make up both B and D
[cf. Eq. (6.6) and Eq. (6.7)] then become
Bk =
n Γ¯
2π
∑
r=L,R
P
∫
−W
+W
dω
f r,+(ω)
ω− ε− kU/2 =
n Γ¯
2π
∑
r=L,R
ln
∣∣∣∣ ε− µr+ kU/2W + ε+ kU/2
∣∣∣∣, (F.1)
where Γ¯= (ΓL+ΓR)/2 is the electrode- and spin-averaged tunnel coupling. In the second step we
approximated the Fermi function f r,+(ω) = 1/
[
e(ω−µ
r)/T + 1
]
by the step function θ(−ω + µr)
since we focus on the regime of deep Coulomb blockade where thermal fluctuations in Eq. (F.1)
become irrelevant. Assuming |ε+U/2|, Vb≪U ≪W , the leading order terms in the expansion of
the dipolar and quadrupolar exchange fields around the symmetry point in the variables ε+U/2
and Vb are respectively given by:
B (ε, Vb) ≈ B(ε)
[
1+
(
Vb
U
)
2
]
, (F.2)
D (ε, Vb) ≈ D∗
[
1+
(
Vb
U
)
2
]
, (F.3)
where B(ε)≈− 2
pi
n (2Γ¯)
ε+U/2
U
and D∗=− 1
pi2
n2(2Γ¯)2
U
ln
2W
U
are the expressions Eq. (6.8) and Eq.
(6.9) discussed in Sec. 6.3, extended to the case of two electrodes. This indicates that there are
three compelling reasons to neglect the bias dependence of the exchange fields. First of all, the
relevant bias energy is the large energy scale U , i.e., the bias voltage corrections can generally
be neglected as long as Vb≪ U . Second, the leading correction to both B and D is quadratic in
Vb since the linear term vanishes by cancellation for symmetric bias (see App. F.2). There is no
competition between a linear and quadratic dependence as discussed for the dependence on the
level position ε. Third, the ratio of B over D is constant up to the second order in Vb/U , i.e. the
relative importance of the dipolar and quadrupolar fields – of central interest in Chap. 6 – is thus
affected only by terms of at least third order:
B (ε, Vb)
D (ε, Vb)
≈ B(ε)
D∗
+O
((
Vb
U
)
3
)
. (F.4)
283
The above argument can be extended to include an experimentally relevant dependence of the
level position ε on both the gate and bias voltage: as long as the condition ε (Vg, Vb) = −U/2
is maintained, the effect of µL − µR = Vb can be neglected. The nonequilibrium effect of Vb is
thus negligible, whereas the effect of Vb on the level position can be compensated by the gate
voltage. This corresponds to a simple ‘skewing’ of the quadrupole-dominated regions in the stability
diagrams in Fig. 6.15(a).
F.2 Vanishing of average spin at symmetry point
Next, we elaborate on the vanishing of the dipolar exchange field at the symmetry point. The
dipolar exchange field was first obtained for the nonequilibrium spin dynamics [142] of spin-valves
and subsequently also in the case of the Kondo effect [199, 201]. One of the key features of
this exchange field is that it exhibits quantum interference between electron and hole tunneling
processes, which results in a vanishing of the field at the symmetry point ε=−U/2 at zero bias. It
relies on the electron-hole symmetry properties of the composite system of QD plus ferromagnets
[202]. In general, depending on the large-scale energy-dependence of the density of states of the
ferromagnets, this compensation point can shift. Though these considerations concerned low-spin
S=1/2 QD spin valves, they in principle apply in order Γ also to a S=1 system [179], cf. Eq. (6.6).
Earlier NRG calculations [200, 199, 202] have already demonstrated that for S = 1/2 higher-
order Γ corrections indeed preserve the above property of B. Furthermore, we confirmed this
vanishing in this thesis in Sec. 8.4.3 for S = 1/2 nonperturbatively in the tunnel coupling Γ
employing our convenient covariant diagrammatic technique. Thus, the cancellation of the dipolar
exchange field at the symmetry point is a generic feature of interacting QD spin valves if the effects
of spin polarization dominate over those due to the magnetization of ferromagnets, see Ref. [197].
The DM-NRG calculations indicate that this also remains true for spin S=1, i.e., we find that
for ε=−U/2 the average spin is exactly zero:
Sz=0 for ε=−U/2, (F.5)
whereas Sx=Sy=0 follows from symmetry with respect to spin rotations about the common spin-
polarization axis of the ferromagnets (i.e., the z axis). Note that if an effective dipolar field B
was present at the symmetry point, it would certainly split the Kondo resonance in Fig. 6.8(b).
Moreover, an extensive parameter scan confirms that at ε = −U/2 this does not take place for
any set of parameters Γ¯, U , n. This holds despite the added complexity due to the quadrupolar
exchange field.
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Frequently used symbols
Lead parameters
µr electrochemical potential of lead r
T r temperature of lead r
T common temperature of all leads for zero thermal bias
Vb bias voltage, applied symmetrically: µ
s=+Vb/2 and µ
d=−Vb/2
d = min
N,r
|EN − µr | minimal distance of any electrochemical potential EN of the QD
to any of the electrochemical potentials of the leads
f(x) =
1
ex+1
dimensionless Fermi function
f r,±(ε) =
1
e±(ε−µ
r)/T r+1
Fermi function of lead r
νσ
r(ω) =
∑
k
δ(ω− εkσr ) density of states for electrons with spin σ in lead r
ν¯ r(ω) =
ν↑r(ω)+ ν↓r(ω)
2
spin-averaged density of states in lead r
nr(ω) =
ν↑r(ω)− ν↓r(ω)
ν↑r(ω)+ ν↓r(ω)
spin-polarization of the density of states in lead r
Jr Stoner splitting of lead r
nr magnetization direction of ferromagnetic lead r, |nr |=1
Γr = 2π |tr |2ν¯ r spin-averaged tunneling coupling of lead r
Γ =
∑
r
Γr spin-averaged total tunneling coupling of all leads r
Γ¯ =
1
#r
∑
r
Γr spin-averaged tunneling coupling averaged over all leads (#r is
the number of leads)
Quantum dot parameters
Vg gate voltage, Vg=−ε for single-level Anderson model
EN discrete electrochemical potentials of the QD
ε level position in the single-level Anderson model
U charging energy
K ferromagnetic Heisenberg between QD electron and impurity spin
λ capacitive coupling between sensor QD and charge qubit
Ω hopping parameter of the charge qubit
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