We introduce the Directional Gradient-Curvature (DGC) method, a novel approach for filling gaps in gridded environmental data. DGC is based on an objective function that measures the distance between the directionally segregated normalized squared gradient and curvature energies of the sample and entire domain data. DGC employs data-conditioned simulations, which sample the local minima configuration space of the objective function instead of the full conditional probability density function. Anisotropy and non-stationarity can be captured by the local constraints and the directiondependent global constraints. DGC is computationally efficient and requires minimal user input, making it suitable for automated processing of large (e.g., remotely sensed) spatial data sets. Various effects are investigated on * Corresponding author.
ious subjective choices in variogram modeling and interpolation search ra-dius (Diggle & Ribeiro, 2007) . In particular, computationally efficient meth-19 ods are needed for filling gaps in very large data sets (Cressie, 2008; Hartman & Hössjer, 20 2008).
21
In the following, we consider a set of sampling points G s = { s i , i = 
27
The data, Z(G s ) = {z i , ∀ s i ∈ G s }, are considered as a realization of the con- is approximated by considering an arbitrarily high number of levels.
36
The discretization classes C q , q = 1, . . . , N c correspond to the intervals fields. To relax these assumptions, we introduce an almost non-parametric 53 approach that aims at matching short-range correlations in G s with those of
54G
. This idea was recently successfully applied to spatial random fields still 55 assuming spatial isotropy (Žukovič & Hristopulos, 2012 ). The present model 56 extends this approach by relaxing even the isotropic assumption through in-57 corporating anisotropic dependence. In particular, the correlations used in 58 DGC represent the normalized squared gradient and curvature energies of 59 the discretized class identity field along different directions. Let a n be the 60 lattice step in direction e n . The local square gradient and curvature terms 61 in each of the d directions used are given by
C n (I; s i ) = [I( s i + a n e n ) + I( s i − a n e n ) − 2I(
The normalized squared gradient, G n (I g ), and curvature, C n (I g ) energies
63
in a direction e n , are defined as averages of the above over the gridG. 
In the above, w = (w 1 , w 2 ) represent gradient and curvature weights 70 (w 1 , w 2 ≥ 0, w 1 + w 2 = 1), and d is the number of the directions used.
71
We use (4) to measure the deviation between the G s − andG−based val- curvature. If one of the sample quantities is zero, the second line of (4) is 77 used to avoid a singular denominator.
We select w = (0.5, 0.5) and d = 4, representing four directions with the following angles (with respect to the positive x-axis): 0 • , 45
• , 90
• , and 135
• .
80
Given the above, the classification problem is equivalent to determining the 81 optimal configurationÎ p that corresponds to the minimum of (3):
The optimization of (3) is not reached due to absence of sampling points within the maximum stencil.
100
The above method of initial state assignment will be referred to as majority rule with adaptable stencil size (MRASS).
102
The updating of class identity states on G p uses the "greedy" Monte Carlo
103
(MC) method (Papadimitriou & Steiglitz, 1982) 
and the objective function by randomly, i.e., with probability 137 0.5, adding ±1 to the stateÎ
p , maintaining the condition
146 else return to 5 (a); end. The algorithm checks if the number of samples for calculating G n (I s ), C n (I s ) is sufficient for obtaining reliable estimates.
6. Evaluate the statistics from the realizationsÎ * p (j), j = 1, ..., M.
149
The DGC method lies between interpolation and conditional simulation. 
If Z( s p ) is the true value at s p the estimation error is ǫ( s p ) = Z( s p ) −Ẑ( s p ).
187
For N c >> 1 we calculate the following prediction errors: average absolute
average relative error
average absolute relative error
root average squared error
and linear correlation coefficient R. 
222
The classification results for the synthetic data are summarized in Table 1 . parable to BS, with the other models performing worse than DGC. We note
237
that DGC values in Tables 1 and 2 
Real Data

Radioactive Potassium Concentration
260
The first real data set represents soil concentration of radioactive potas-261 sium measured by gamma-ray spectrometry over part of Canada (Anonymous, Table 2 : Interpolation validation measures for Gaussian data with anisotropic Matérn covariance, using (a,b) S = 100 samples generated by 33% and 66% random thinning, respectively, and (c) S = 1 sample generated by removal of a solid block of data. The DGC uses N c = 1000 and the results are based on M = 1 simulation run in (a) and (b) and M = 100 simulation runs in (c). for one sample realization with p = 66% is shown in Fig. 3 . The DGC clas-277 sification CPU time with N c = 8, 16 was 2.6 and 3.3 seconds respectively.
278
The computational time for DGC interpolation is comparable to that of BS, 279 but one order higher than NN, BL, and BC times. The limiting factor in 280 DGC are the MC simulations that involve up to ∼ 10 7 Monte Carlo steps 281 (see Fig. 4(a) ). The histogram in Fig. 4(b) gives the distribution of the ob- Table 3 : Classification (N c = 8, 16) and interpolation (N c = 1500) results for the radioactivity data with p = 33% thinning. DGC is compared with k-nearest neighbor (KNN) and fuzzy k-nearest neighbor (FKNN) models for classifications, and with the nearest neighbor (NN), bilinear (BL), bicubic (BC), biharmonic spline (BS) and inverse distance (ID) models for interpolation. 
Ozone Layer Thickness
285
The second real-world data set represents daily column ozone measure- 
298
In the DGC reconstructed image, as shown in Fig. 5(b) , some traces of 299 the stripe pattern due to overestimation in low-value areas (averaging effect) 300 can still be observed. However, this effect is somewhat less pronounced than 301 in other interpolation methods, presented in Fig. 6 . Indeed, histograms of 
Discussion and Conclusions
305
We presented and investigated the DGC method for the prediction of per direction and n t of compact triplets of sampling points per direction. The 316 first, n p , is equal to the number of terms involved in G n (I s ), while the second, 317 n t , is the number of terms in C n (I s ). For uniform random thinning n p and n t 318 depend only on the degree of thinning p and the domain size L. For p = 66% 319 we obtained (n p , n t ) = (280, 92) for L = 50 and (n p , n t ) = (7523, 2542) for 320 L = 256 without significant differences between different directions. These 321 values are sufficient for reliable estimates of G n (I s ) and C n (I s ). However, 322 smaller grids or higher thinning degrees can lead to insufficient sampling. 
368
Ozone layer thickness data used in this paper were produced with the Gio-369 vanni online data system, developed and maintained by the NASA Goddard Emili, E., Popp, C., Wunderle, S., Zebisch, M., Petitta, M., 2011. 
