We give a direct, pointwise proof for the tube formula of Lapidus-Pearse for self-similar fractals, where we allow non-convex, non-Steiner-like generators.
Introduction
M. Lapidus and E. Pearse proved in [5] a tube formula for higher dimensional fractals, extending the earlier work of Lapidus and his coworkers [4] . They associate certain tilings with fractals and express the volume of the inner ε-neighborhood of the tiling in terms of residues of a certain associated function, called the geometric ζ-function. The residues thereby are taken at the complex dimensions of the fractal, a notion introduced and elaborated by Lapidus and his coworkers.
A recent work of E. Pearse and S. Winter [7] clarifies the relationship between the inner ε-neighborhood of the tiling and the genuine ε-neighborhood of the fractal in a very satisfactory way: If the boundary of the convex hull of the fractal is a subset of the fractal, then the volume of the ε-neighborhood of the fractal is the sum of the volumes of the inner ε-neighborhood of the tiling and the outer ε-neighborhood of the convex hull of the fractal.
As the volume of the outer ε-neighborhood of the convex hull is rather trivial, the tube formula in terms of residues gives effectively the true volume of the ε-neighborhood of the fractal if the Pearse-Winter condition is fulfilled. This circumstance attributes a higher value to the utility of the tube formula.
The proof of the tube formula of Lapidus-Pearse is distributional and they assume Steiner-like generators. Moreover, as their theory goes beyond the self-similar fractals, the proof of the general tube formula for fractal strings is rather involved.
In [2] , we generalized part of their theory to the graph-directed fractals, defined complex dimensions for them and gave a general scheme of summation yielding tube formulas for self-similar as well as graph-directed fractals.
In the present note we want to give a direct and pointwise proof for the tube formula of L-P for self-similar fractals, whereby we consider non-convex and non-Steiner-like generators also.
In the next section we very briefly recall the approach of L-P and in the third section we give the proof of the tube formula.
This condition amounts to int F = ∅. Now define T 1 = int( C \ Φ(C)) and its iterates T n = Φ n−1 (T 1 ), n = 2, 3, . . . (see [6] ). The tiling of the self-similar system is given by
and the volume of the inner ε-neighborhood of the tiling T is defined by
where V Tn (ε) is the volume of the inner ε-neighborhood of T n .
To state the tube formula we need some additional assumptions and definitions. Assume that T 1 is the union of finitely many (connected) components, T 1 = G 1 ∪ G 2 ∪ · · · ∪ G Q , called the generators of the tiling. In the work of L-P they assume the generators to be Steiner-like in the following sense:
A bounded, open set G ⊂ R d is called (diphase) Steiner-like if the volume V G (ε) of the inner ε-neighborhood of G admits an expression of the form
where g denotes the inradius of G, i.e. supremum of the radii of the balls contained in G.
For ε ≥ g we have V G (ε) = volume(G) which is denoted by −κ d (G), the negative sign being conventional [5] .
To be precise, L-P consider also the "pluriphase" case, where V G (ε) is given piecewise by different polynomials in the region 0 < ε < g. But this generalization brings no essential complication.
Lapidus-Pearse introduce the following "scaling ζ-function":
The scaling ζ-function of the self-similar fractal is defined by
where W k is the set of words w = w 1 w 2 · · · w k of length k (with letters from {1, 2, . . . , J}) and r w = r w1 r w2 . . . r w k .
A simple calculation shows that ζ(s) can be expressed as [4, Theorem 2.4]
where D is the similarity dimension of the system (i. Lapidus-Pearse define a second type of "ζ-functions" associated with the tiling and related to the geometry of the (diphase) Steiner-like generators. As the case of multiple generators does not bring additional complication, we assume that there is a single generator G.
Definition 3
The geometric ζ-function ζ T (s, ε) associated with the generator G is defined by
The formula of Lapidus-Pearse for V T (ε) now reads as follows:
Theorem 1 (Distributional tube formula for tilings of self-similar fractals, [5] )
where
In this work however, we want to do a first step into the non-Steiner-like realm. We shall assume the volume V G (ε) of a generator G to have the following form:
where λ G is a continuous and piecewise continuously differentiable function (g denotes the inradius throughout). We will denote Vol(G) again by −κ d (G).
For additional simplicity we also assume that there is a single generator G. ( In the case of multiple generators we have to apply the formula to each generator separately and add them up.) Remark 1 For any (not self-intersecting) polygon P in the plane, the volume of the inner ε-neighborhood of P is given by a quadratic polynomial in ε for sufficiently small ε. Let the polygon P has the vertices A 1 , A 2 , . . . , A n ( with A n+1 = A 1 ) in a certain successive ordering. Denote the length of the edge A i A i+1 with a i and the inner angle at A i by α i , (i = 1, 2, . . . , n), see Fig.1 . Then it can be shown that for small ε
A n a n−1 a n α 1 
More precisely one can compute
and κ 2 (P ) = −3 √ 3.)
We still use the notion of scaling ζ-function and the associated complex dimensions in the sense of L-P. Since the geometric ζ-function depends on the geometry of the generators, we want to define a new geometric ζ-function taking into account the type of generators satisfying (3). Definition 4 The geometric ζ-function ζ T (s, ε) associated with the generator G satisfying (3) is defined by
where Λ(s) is an entire function given by
Now we can state our version of the L-P formula for generators satisfying the condition (3):
Remark 2 Note that d is not included in the set D T . The reason of this exclusion will be clear from the proof of the theorem.
Example 1 (continued)
The scaling ζ-function of the system Φ of Example 1 is given by
where D = 1 + log 6 4.
The set of complex dimension is D = {D + np | n ∈ Z} where p = 2π log 6 . The geometric ζ-function is given by
A
Figure 4:
Thus by Theorem 2 we get
Proof of Theorem 2
Our goal is to find a closed expression for
V Tn (ε) as stated in Theorem 2. As we assumed a single generator for simplicity, the volume of the inner ε-tube of the tiling T is, by the tileset condition, the sum of the volumes of the inner ε-neighborhoods of all the scaled copies of G appearing in the tiling:
where W k and r w are as in Definition 1 and r w G is a copy of G scaled by r w . A simple calculation shows that, if V G (ε) is given as in (3), then
It will be more convenient for us to regard V xG (ε) as a two-variable function of x and ε:
Recall that the Mellin transform M[f ; s] of a function f : (0, ∞) → R is given by
For fixed ε, we take the Mellin transform of V G (x, ε) as a function of x:
. (In the second integral we made the change of variable
If we take the inverse Mellin transform of V G (s, ε), we obtain
For an additional purpose below, we choose c such that
We shall now insert the above expression for V G (x, ε) into the sum
but for the ease of the computation, we order the scaling coefficients r w into a sequence {x m } ∞ m=1 :
so that we get
We can now change the order of the sum and the integral. (For justification see the appendix.)
Changing the variable of the integral by s ′ = −s we find
By (4) we get
The poles of ζ(s) are contained in a horizontally bounded strip D ℓ ≤ Re(s) ≤ D, for some real number D ℓ , which can be assumed to be negative also (see [4, Theorem. 2 .17]). Let c ℓ be chosen such that
ii) ζ(s) is bounded for Re(s) ≤ c ℓ .
(The second property is possible because |ζ(s)| → 0 as Re(s) → −∞.)
We now proceed to show that (see Fig.5) 1 2π
res(ζ τ (s, ε); ω)
and 1 2π
Clearly, this will complete the proof of the theorem.
We begin with (8): First note that there exists a positive increasing sequence {τ n } ∞ n=1 with {τ n } → ∞ such that |ζ(σ ± τ n )| ≤ M for c ℓ ≤ σ ≤ d and for all n,
where M is some positive constant. (see [4, Theorem 3.26] .) Denote the rectangle with the corners c − τ n , c + τ n , c ℓ + τ n , c ℓ − τ n (and with the edges L 1,n , L 2,n , L 3,n , L 4,n ) by S n (see Fig. 6 ). By residue theorem
res(ζ T (s, ε); ω).
(Note that d lies outside the rectangles S n and does not contribute to the above sum.) res(ζ T (s, ε); ω).
Let us consider first the integral over L 2,n . For s ∈ L 2,n we have
Integrating by parts,
whence we can write
τn by the assumption of continuity and piecewise continuous differentiability of λ(u) and c ℓ ≤ σ ≤ c. Thus we obtain
Therefore,
Similarly the integral over L 4,n tends to 0 as n → ∞. Thus letting n → ∞ in (11) gives (8). Now, we will show (9): Let L n be the line segment L n (t) = c ℓ + t, −n ≤ t ≤ n; C n be the semicircle C n (t) = c ℓ + ne t ,
2 and Γ n = L n + C n (see Fig.7 ). By the choice of c ℓ , ζ T (s, ε) is analytic on and inside Γ n and therefore
We will be done when we show that the right-hand side tends to 0 as n → ∞. Using the parametrization of C n , we obtain
By condition (7), ζ(s) is bounded for Re(s) ≤ c ℓ , say |ζ(s)| ≤ K:
Let us denote the right-hand side by I 1 + I 2 + I 3 . We have
where K 1 is some constant. The well-known Jordan Lemma [1] states that lim n→∞ 3π 2 π 2 a n cos t dt = 0, for any fixed a > 1. Since we assumed ε < h for Theorem 2, we thus get I 1 → 0 as n → ∞. Similarly I 2 → 0 as n → ∞, since ε < g as h < g.
To deal with the term I 3 , recall that by (12)
By continuity and piecewise continuous differentiability of λ, we can write
2 ) we have Re(s) = c ℓ + n cos t < 0 and u
Now we show that I 3 → 0 as n → ∞. Since
using (13)
by Jordan Lemma. Hence the claim (9) is verified and thus the proof of Theorem 2 is completed. 1 2π
Recall that
and we assume c > D.
We first prove the following lemma:
Proof. We parameterize the line segment L R beginning at c − R and ending at c + R by
By Fubini's theorem, it suffices to show that
by (15). Now, right-hand side of (14) Henceforth, we will denote by K a finite positive constant whose value might be different at each occurrence. A similar approach shows that for a > j and R > 1 Using the above results, we obtain
