Hemmnisse in Entscheidungsprozessen - Entstehungsfaktoren, deren Messung und Bewertung: Systematisierung und Analyse theoretischer und empirischer Ergebnisse by Hüske, Anne-Karen
Fakultät Wirtschaftswissenschaften
DRESDNER BEITRÄGE ZUR LEHRE DER 
BETRIEBLICHEN UMWELTÖKONOMIE
Nr. 33/2008
Günther, E. / Scheibe, L. (Hrsg.)
Hemmnisse in Entscheidungsprozessen - Entstehungsfaktoren,
deren Messung und Bewertung: Systematisierung und Analyse








Prof. Dr. Edeltraud Günther 
Dipl.-Kffr. Lilly Scheibe 
Dipl.-Kffr. Anne-Karen Hüske 
 
Technische Universität Dresden 
Fakultät Wirtschaftswissenschaften 
Lehrstuhl für Betriebswirtschaftslehre, 
insbes. Betriebliche Umweltökonomie 
01062 Dresden 
 
Telefon: (0351) 463-3 4313  






Als wissenschaftliches elektronisches Dokument veröffentlicht auf dem Hochschulschriftenserver 
der Sächsischen Landesbibliothek – Staats- und Universitätsbibliothek Dresden (SLUB) unter: 
http://nbn-resolving.de/urn:nbn:de:bsz:14-qucosa-25408
 




Die Bedeutung der natürlichen Umwelt in den Wirtschaftswissenschaften hat in den vergan-
genen Jahren kontinuierlich zugenommen: Durch die zunehmende ökologische Knappheit 
entwickelt sie sich zu einem ökonomisch knappen und somit entscheidungsrelevanten Para-
meter. Das Forschungsprogramm des Lehrstuhls für Betriebswirtschaftslehre, insb. Betriebli-
che Umweltökonomie an der Technischen Universität Dresden spiegelt sich auch im Aufbau 
der Lehre wider. So fließen die gewonnenen Erkenntnisse aus theoretischer und praktischer 
Forschung direkt in die einzelnen Lehrveranstaltungen ein. Die vorliegenden „Dresdner Bei-
träge zur Lehre der Betrieblichen Umweltökonomie“ sollen diesen Prozess der Verzahnung 
unterstützen. Inhalt der Schriftenreihe sind in erster Linie ausgewählte Diplomarbeiten des 
Lehrstuhls für Betriebliche Umweltökonomie, durch die der Leser Einblick in die Arbeits-
schwerpunkte und Transparenz über die Arbeitsinhalte gewinnen soll. 
Die Gestaltung der Schriftenreihe ist Frau Dr. Susann Silbermann zu verdanken, die Koordi-
nation der vorliegenden Schriftenreihe erfolgte durch Dipl.-Kffr. Kristin Stechemesser. 
 
Die vorliegende Ausgabe untersucht theoretische und empirische Ergebnisse zu Hemmnissen 
in Entscheidungsprozessen in Organisationen. Zu Beginn steht die Aufarbeitung der Theorie 
zum Hemmnisbegriff anhand folgender Forschungsfragen: Wie wird der Hemmnisbegriff 
definiert? Welche Wörter werden synonym verwendet? Wie entstehen Hemmnisse? Was gibt 
es für Methoden zur Messung und Bewertung von Hemmnissen? Ausgehend von diesen theo-
retischen Betrachtungen erfolgt eine Zusammenschau von 104 empirischen Studien zu 
Hemmnissen in Entscheidungsprozessen unter der Fragestellung: Was gibt es für empirische 
Studien zu diesem Thema? Wie unterschieden sich diese bzw. wie lassen sie sich charakteri-
sieren und systematisieren? Dabei werden der Hintergrund der Studien (Land, Branche, Ent-
scheidungsprozess, Befragte), ihre Methodik, die Methodik der Hemmnisanalyse, der Hemm-
nisbegriff und die Entstehungsfaktoren betrachtet. Zur Systematisierung der Studien werden 
Gruppierungsansätze nach einzelnen Merkmalen (Veröffentlichungsjahrzehnt, Kontinent, 
Entwicklungsniveau des untersuchten Landes, Branche, Entscheidungsprozess, Studienme-
thodik) und eine Clusteranalyse über 49 Variablen durchgeführt. Die Gruppierungsansätze 
werden mittels ihrer Aussagekraft zum Entscheidungsprozess, zur Hemmnismethodik und zu 
den Entstehungsfaktoren von Hemmnissen beurteilt. Die Aufschlüsselung nach Entschei-
dungsprozessen erscheint als empfehlenswert. Die Ergebnisse der Clusteranalyse lassen dar-
auf schließen, dass sich die Studien relativ ähnlich sind. Zusammenfassend gibt es keine all-
gemeingültige First-Best-Lösung zur Systematisierung der Studien. Die Gruppierungsansätze 
bewegen sich im Spannungsdreieck, möglichst von der Größe her vergleichbare aber vom 
Inhalt her unterscheidbare Studiengruppen zu bilden und dabei alle Studien in die Gruppie-
rung einzubeziehen. Der zu wählende Gruppierungsansatz ist davon abhängig, welche For-
schungsfragen im Vordergrund der jeweiligen Untersuchung stehen.1
Edeltraud Günther 
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Sei es die Einstellung eines Mitarbeiters, die Einführung eines neuen Produktionsverfahrens
oder die Umsetzung einer Marketingstrategie, Entscheidungen stehen im Mittelpunkt des be-
triebswirtschaftlichen Forschungsinteresses1. „In jedem Entscheidungsprozess gibt es dunkle,
verschlungene Pfade“2, Entscheidungen werden verzögert, verschoben oder gar abgeblockt. Die
Frage, was Entscheidungsprozesse hemmt, bildet den Ausgangspu kt der Hemmnisforschung.
Mit Hemmnissen in Entscheidungsprozessen in Organisationen beschäftigt sich eine Vielfalt
von Studien. Jedoch wurden diese Studien bisher noch nicht zueinander in Beziehung gesetzt.
Ziel dieser Arbeit ist es, empirische Studien zu Hemmnissen in Entscheidungsprozessen zu
identifizieren und basierend auf der theoretischen Aufarbeitung des Hemmnisbegriffs zu syste-
matisieren. Hierfür stehen die folgendenForschungsfragenim Mittelpunkt der Betrachtung:
• Wie wird der Hemmnisbegriff definiert? Welche Wörter werden synonym verwendet?
• Wie entstehen Hemmnisse?
• Was gibt es für Methoden zur Messung und Bewertung von Hemmnisse ?
• Was gibt es für empirische Studien zu Hemmnissen in Entscheidungsprozessen? Wie
unterschieden sich diese bzw. wie lassen sie sich charakterisier n und systematisieren?
Aus der Zielsetzung dieser Arbeit leiten sich die in Abbildung 1 veranschaulichteVorgehens-
weiseund der Aufbau dieser Arbeit ab.
Beschreibung des Studienfundus
Recherche in Bibliothekskatalogen und Datenbanken
Einordung 
der Studien


















Abbildung 1: Vorgehensweise und Aufbau dieser Arbeit
(Eigene Darstellung.)
1 Vgl. BAMBERG, G.; COENENBERG, A. G. (2006), S. 5.
2 John F. KENNEDY
2 Einleitung
Am Anfang dieser Arbeit steht die Quellenrecherche. Deren Zi l ist es, geeignete Quellen zur
Aufarbeitung der Theorie und relevante Studien für den empirischen Teil zu erschließen. Hierfür
wird in Bibliothekskatalogen und elektronischen Fachdatenbanken mittels vorher festgelegter
Suchbegriffe recherchiert (Kapitel 2).
Danach werden die identifizierten Literaturquellen anhandder Forschungsfragen ausgewertet.
Neben dem Hemmnisbegriff und seinen Synonymen sowie dessenEntstehungsfaktoren und
Bewertungsmethoden erfolgt vorausschauend auf die empirische Untersuchung auch eine Be-
griffsabgrenzung für den Entscheidungsprozess (Kapitel 3).
Diese theoretischen Betrachtungen bilden die Grundlage für das Analyseraster (Kapitel 4) zur
Systematisierung der Studien. Nach der Einordung der Studien in das Analyseraster erfolgt des-
sen Auswertung und die Systematisierung der Studien (Kapitel 5). Hierfür werden im ersten
Schritt die Merkmale des Studienfundus beschrieben. Basierend auf diesen Charakteristika wer-
den im nächsten Schritt Gruppierungsmöglichkeiten vorgestellt. Im dritten Schritt wird eine
Clusteranalyse durchgeführt.
Den Abschluss der Arbeit bilden die Zusammenfassung der Ergebnisse bezugnehmend auf die
formulierten Forschungsfragen, die kritische Würdigung der vorgenommenen Untersuchung
und Anregungen für weitere Forschung (Kapitel 6).
3
2 Suchstrategie
Im ersten Schritt werden die Suchbegriffe festgelegt. Anhand derer wird in ausgewählten Bi-
bliothekskatalogen und elektronischen Datenbanken systematisch recherchiert, mit dem Ziel
theoretische und empirische Quellen zu erschließen.
2.1 Suchbegriffe
Gemäß dem DUDEN wirkt sich ein Hemmnis erschwerend oder hemmend auf etwas bzw. auf
jemanden aus.1 Hemmen bedeutet aufhalten bzw. hindern.2 Synonym für den Begriff Hemmnis
stehen Hindernis, Barriere und Widerstand.3 Um englische Suchbegriffe zu identifizieren wer-
den das OXFORD DICTIONARY4 und der OXFORD THESAURUS5 verwendet. Nach der Über-
setzung des Hemmnisbegriffs werden Synonyme nachgeschlagen und anhand einer inhaltlichen
Gegenprobe geprüft, um in diesem Zusammenhang zutreffendeBegriffe einzugrenzen. Daraus
ergeben sich hurdle, barrier, impediment, obstacle und hinrance als englische Suchbegriffe.



























Abbildung 2: Übersicht zu den Suchbegriffen
(Eigene Darstellung.)
Die Nutzung der Trunkierung „*“ ermöglicht es, die Suche zu erw itern, um Abwandlungen
mit einzubeziehen. So erlaubt beispielsweise Widerst* dieSuche nach Widerstand und Wider-
ständen. Ebenso kann die britische und US-amerikanische Scr ibweise von organisation bzw.
1 DUDEN (Hrsg.) (1989).
2 DUDEN (Hrsg.) (1989).
3 BERTELSMANN (Hrsg.) (2000) verbindet die Wörter Hindernis, Hürde, Barriere, Barrikade, Blockade, Sper-
re, Absperrung, Schranke, Hemmnis, Behinderung, Erschwerung, Erschwernis, Handikap, Hemmung, Fessel,
Hemmschuh, Schwierigkeit, Widerstand. Aufgrund des inhaltlichen Zusammenhangs dieser Arbeit beschränkt
sich die Auswahl auf Hemmnis, Barriere, Widerstand und Hinder is.
4 SOANES, C.; STEVENSONS, A. (Hrsg.) (2004).
5 WAITE , M. (Hrsg.) (2004).
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organization parallel recherchiert werden. Zur Präzisierung der Suche nach Hemmnissen in
Entscheidungsprozessen werden der Suchbegriff Hemmnis* sowie seine Synonyme jeweils mit
den Wörtern: Organisation*, Entscheid*, Innovation*, Veränderung* und Wandel* bzw. orga-
ni*ation*, change*, decision*, innovat* sowie transformation* kombiniert.
2.2 Recherchequellen
Die vorgestellten Suchbegriffe6 werden für die Recherche im Datenbankangebot und in den Ka-
talogen der Sächsischen Landesbibliothek – Staats- und Universitätsbibliothek (SLUB) sowie
der Bibliothek der Hochschule für Technik und Wirtschaft Dresden (HTW Dresden) genutzt.
Daneben werden mittels Fernleihe weitere Quellen beschafft. Au eine Suche in Literaturver-
zeichnissen von Übersichtsarbeiten und auf Konsultationen wird aufgrund der subjektiven Ei-
genschaften dieser Strategien verzichtet.7 Die Recherche konzentriert sich auf Datenbanken,
weil sie als ergiebigste Quelle für Forschungssynthese gelt n.8 Mittels Suchbegriffskombinati-
onen und unter Verwendung der „Cited in“- bzw. „Cited by“-Funktion werden die Datenbanken
im Zeitraum Mai bis Juli 2008 durchsucht.9
Ziel dieser Arbeit ist ein übergreifender Blick auf die Thematik. So bezieht die Auswahl der
Datenbanken neben wirtschaftlichen auch psychologische und fachübergreifende Quellen mit
ein. Um ein ausgewogenes Verhältnis von Quellen zu erreichen, konzentriert sich die Recher-
che auf den US-amerikanischen Datenbankanbieter EBSCO undde europäischen Anbieter
ELSEVIER.10
2.2.1 EBSCO
Nach eigenen Angaben ist EBSCO der meist genutzte Datenbankanbieter.11 Auf Grundlage
seiner Beschreibungen12 werden aus den 34 Datenbanken, die den Nutzern der SLUB zur
Verfügung stehen, Datenbanken der Psychologie (PSYCINFO13, PSYCARTICLES14), der
6 Eine Veränderung der Reihenfolge der einzelnen Wörter hat keinen Einfluss auf die Treffer. Da die deutschen
Suchbegriffe nur verhältnismäßig geringe Trefferzahlen ergeben, wird auf eine Präzisierung mit Hilfe der Such-
begriffskombinationen verzichtet und nur einzeln mit Hemmnis*, Barriere*, Widerst* und Hindernis* recher-
chiert.
7 Nähere Charakterisierung dieser Suchstrategien siehe RUSTENBACH, S. J. (2003), S. 33.
8 Vgl. COOPER, H. (1998), S. 60.
9 Während der Recherche werden die bibliographischen Angaben pot nziell interessanter Quellen in JABREF, ei-
nem Programm zur Verwaltung bibliographischer Daten, eingepflegt. Parallel werden die potenziell relevanten
Studien in einer OPENOFFICE CALC-Datei unter Angabe der Datenbank, der Suchbegriffe und derIdentifikati-
onsdaten erfasst. Daneben werden ebenfalls jede Datenbank, die Anzahl interessanter Treffer und die Gesamt-
trefferzahl für die verwendeten Suchbegriffskombinationen festgehalten.
10 Diese Recherche erhebt keinen Anspruch auf Vollständigkeit.
11 Vgl.: EBSCO INDUSTRIESINC. (Hrsg.) (2008), o. S.
12 Kurzbeschreibungen sowie weiterführende Links sind für SLUB-Nutzer abrufbar unter http://web.ebscohost.
com/ehost/selectdb?vid=1&hid=117&sid=d0838320-7264-489e-8b67-04e8c07e2f04\%40sessionmgr107.
13 PSYCINFO ist als „offizielle Stammdatenbank“ der AMERICAN PSYCHOLOGICAL ASSOCIATION die wich-
tigste Datenbank für Psychologie (RUSTENBACH, S. J. (2003), S. 27).
14 PSYCARTICLES bietet Volltextzugang zu PSYCINFO (vgl. RUSTENBACH, S. J. (2003), S. 28).
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Wirtschaftswissenschaften (BUSINESSSOURCE COMPLETE15, ECONL IT WITH FULL TEXT16
und RISK MANAGEMENT REFERENCECENTER17) sowie interdisziplinäre Fachdatenbanken
(ACADEMIC SEARCH COMPLETE18 und TOC PREMIER19) ausgewählt.
Wegen der Fülle der angebotenen Treffer wird die Suche anhand bestimmter Begriffe unter
Nutzung der „NOT“-Funktion der Datenbanken präzisiert.20 Beispielsweise ergibt die Suchbe-
griffskombination barrier* und organi*ation* die Trefferanzahl 2.218 in PSYCINFO, wobei
auf Basis des Titels und Abstracts nur noch 12 Artikel als relevant einzustufen sind. Die Pro-
be bestätigt, dass die Einschränkungen die Trefferzahl auf602 vermindern, jedoch das Finden
relevanter Studien nicht beeinträchtigt. Nach dem gleichen Verfahren reduziert sich die Suche
für die Kombination obstacle und organi*ation* von 1.130 auf 408, ohne die Anzahl der poten-
ziell relevanten Treffer zu verringern. Dementsprechend wir diese Suchmethodik bei hohen
Trefferzahlen angewandt.
Zusätzlich wird die Funktion „refine search“ der Datenbank EBSCO BUSINESS SOURCE
COMPLETE genutzt, um die Art der Quelle und des Dokuments sowie die Sprache einzuschrän-
ken.21 Auch dies hat keine Auswirkungen auf die Anzahl der potenziellen Treffer, gestaltet
jedoch die Suche erheblich effizienter.
2.2.2 ELSEVIER
SCIENCE DIRECT und SCOPUS sind eingetragende Marken der REED ELSEVIER GROUP.22
Beide Datenbanken bieten die Themenbereiche Physical Science and Engineering, Life Science,
15 BUSINESS SOURCE COMPLETE umfasst „praktisch alle Themenbereiche der Wirtschaftswis enschaften“
(SÄCHSISCHELANDESBIBLIOTHEK – STAATS- UND UNIVERSITÄTSBIBLIOTHEK DRESDEN(o. J.a), o. S.).
16 ECONL IT WITH FULL TEXT beinhaltet „viele Nicht-Englische Volltexte aus den Gebieten Wirtschaft und
Finanzwesen“ (SÄCHSISCHE LANDESBIBLIOTHEK – STAATS- UND UNIVERSITÄTSBIBLIOTHEK DRESDEN
(o. J.b), o. S.).
17 RISK MANAGEMENT REFERENCE CENTER bietet „umfassende Informationen zu verschiedenen Aspekten
des Risiko Managements sowie aktuelle Einschätzungen der jüngsten Entwicklungen in den Bereichen Inter-
nationale Politik, Wirtschaft, Technik und Gesellschaft“(SÄCHSISCHELANDESBIBLIOTHEK – STAATS- UND
UNIVERSITÄTSBIBLIOTHEK DRESDEN(o. J.d), o. S.).
18 ACADEMIC SEARCH COMPLETE ist eine umfangreiche, multidisziplinäre Datenbank, die te lweise bis 1865 zu-
rückreicht (vgl. SÄCHSISCHE LANDESBIBLIOTHEK – STAATS- UND UNIVERSITÄTSBIBLIOTHEK DRESDEN
(o. J.e), o. S.).
19 TOC PREMIER liefert „Inhaltsverzeichnisse von ca. 16.600 Zeitschriften der führenden akademischen Verla-
ge weltweit“. Die Themengebiete beinhalten Wirtschafts-,Natur-, Geistes- und Sozialwissenschaften sowie
Medizin und Technik (vgl. SÄCHSISCHELANDESBIBLIOTHEK – STAATS- UND UNIVERSITÄTSBIBLIOTHEK
DRESDEN(o. J.f), o. S.).
20 Betrachtungen zur Chancengleichheit von Mann und Frau im Beruf schließen die Begriffe women, career und
gender aus dem Trefferkreis aus. Um alternative Methoden und Reformen im Ausbildungsbereich und im Ge-
sundheitssystem sowie ethische Aspekte herauszufiltern, wrden die Begriffe school, teach*, educat*, children,
medical, clinical, ethic* and policy eingesetzt. Ebenso grenzen die Begriffe homeless*, drug* und HIV Betrach-
tungen über soziale Probleme wie Obdachlosigkeit, Drogen und HIV aus. Der Einsatz von entry barrier* und
trade als Filter hat zum Ziel, Markteintritts- und Handelsbarrieren aus der Suche auszuschließen.
21 Hierbei werden Academic Journal, Periodical, Book und Prima y Source Document als Art der Quelle sowie
Articel, Book Entry, Case Study, Interview, Report und Working Paper als relevante Dokumententypen aus-
gewählt. Daneben erfolgt eine Spracheinschränkung auf deutsch, englisch und französisch aufgrund der be-
grenzten Sprachkenntnisse des Verfassers.
22 Vgl. REED ELSEVIER GROUP (Hrsg.) (2008), o. S.
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Health Science und Social Sciences and Humanities, die sichwiederum in verschiedene Teilge-
biete untergliedern.
In ELSEVIER SCIENCE DIRECT können Zeitschriften des ELSEVIER Verlages recherchiert wer-
den.23 Zur effektiveren Gestaltung der Suche erfolgt eine Begrenzung auf Social Science and
Humanities. Von diesem Bereich werden die Teilgebiete Business, Management and Account-
ing und Decision Sciences sowie Psychology ausgewählt. Diese Einschränkung führt zu den
gleichen Resultaten wie die übergreifende Suche in allen vir Themenbereichen von SCIENCE
DIRECT24 und wird deshalb für alle anderen Suchbegriffskombinationen angewandt.
SCOPUS zeichnet sich „durch die weltweit größte Sammlung anAbstracts, Quellenverweisen
und Stichwortverzeichnissen im Bereich der Natur- und Ingenieurwissenschaften, Medizin und
Sozialwissenschaften“ aus.25 Nach eigenen Aussagen deckt SCOPUS alle geografischen Re-
gionen ab.26 Die Datenbank enthält sowohl englische als auch anderssprachige Quellen.27 Die
Recherche greift die mit EBSCO und SCIENCE DIRECT gesammelten Erfahrungen auf.28
2.2.3 WISO
Um neben englischen Titeln29 auch deutschsprachige Quellen aufzunehmen, erfolgt die Re-
cherche anhand von deutschen Suchbegriffen mit Einschränkung auf deutschsprachige Artikel
in WISO. Dieser Datenbankbetreiber stellt nach eigenen Angaben das umfassendste Angebot
deutschsprachiger Literatur für die Wirtschafts- und Sozialwissenschaften dar.30
Für die Suche werden die Datenbanken BLISS BETRIEBSWIRTSCHAFTLICHEL ITERATUR31,
KÖLNER BETRIEBSWIRTSCHAFTLICHER KATALOG32, ECONIS33, L ITERATUR ZUR AR-
23 Vgl. SÄCHSISCHELANDESBIBLIOTHEK – STAATS- UND UNIVERSITÄTSBIBLIOTHEK DRESDEN(o. J.c), o. S.
24 Für die Überprüfung werden die Suchbegriffskombinationenhurdle* AND organi*ation*, obstacle* AND orga-
ni*ation* und hindrance* AND organi*ation* verwendet.
25 SÄCHSISCHELANDESBIBLIOTHEK – STAATS- UND UNIVERSITÄTSBIBLIOTHEK DRESDEN(o. J.g), o. S. Für
eine ausführliche Beschreibung siehe http://info.scopus.com/overview/what/.
26 Vgl. ELSEVIER B.V. (Hrsg.) (2008), o. S.
27 Vgl. ELSEVIER B.V. (Hrsg.) (2008), o. S.
28 Bei hohen Trefferzahlen findet die „AND NOT“-Funktion Anwendung. Eine Probe mit der Suchbegriffskombi-
nation organi*ation* AND hurdle* zeigt auch hier keinen Einfluss auf das Rechercheergebnis.
29 Die bisherigen Suchergebnisse sind nur englische Titel.
30 GBI-GENIOS DEUTSCHE WIRTSCHAFTSDATENBANK GMBH (Hrsg.) (2008), o. S. ausführliche Informatio-
nen zu den Quellen von WISO sind für SLUB-Nutzer unter http://www.wiso-net.de/r_info/quellen.html?nav=
quell&WID=44732-2650498-81127_1\#zwiw abrufbar.
31 Nähere Informationen zu BLISS BETRIEBSWIRTSCHAFTLICHEL ITERATUR sind für SLUB-Nutzer unter http:
//www.wiso-net.de/r_zwiw/BLIS.htx?START=AE0&WID=44732-2650498-81127_2 abrufbar.
32 Nähere Informationen zu KÖLNER BETRIEBSWIRTSCHAFTLICHERKATALOG sind für SLUB-Nutzer unter
http://www.wiso-net.de/r_zwiw/KOEL.htx?START=AE0&WID=44732-2650498-81127_2 abrufbar.





2.2.4 Ergebnisse der Recherche
Als Ergebnis der Recherche sind rund 400 Quellen zu verzeichn n,36 von denen auf Grundlage
des Titels und des Abstracts rund 230 als potenzielle empirische Studien dem Studienfundus
zugeordnet werden. Die anderen Dokumente bilden die Ausgangsb sis für die theoretischen
Betrachtungen (siehe Kapitel 3).
Können während der Aufarbeitung der Literaturquellen für die theoretischen Betrachtungen
weitere potenzielle Studien identifiziert werden, werden diese ebenfalls dem Studienfundus zu-
geordnet. Abschließend beläuft sich der Studienfundus auf245 potenzielle Studien. Weil jedoch
nicht alle Dokumente beschaffbar sind, reduziert sich deren Anzahl auf 240 verfügbare Texte,
die im Rahmen der Auswertung (siehe Kapitel 5) einer Volltextprüfung unterzogen werden.37
2.3 Ergänzende Recherche
Ergibt sich während der Arbeit weiterer Recherchebedarf, wi d vorrangig in den Katalogen der
SLUB und der Bibliothek der HTW Dresden gesucht.38
34 Nähere Informationen zur LITERATUR ZUR ARBEITSWISSENSCHAFTsind für SLUB-Nutzer unter http://www.
wiso-net.de/r_zwiw/IWPR.htx?START=AE0&WID=44732-2650498-81127_2 abrufbar.
35 Nähere Informationen zum SOZIALWISSENSCHAFTLICHEN FORSCHUNGSINFORMATIONSSYSTEMsind für
SLUB-Nutzer unter http://www.wiso-net.de/r_info/SOFI.htx?START=AE0&WID=33342-5680438-51223_7
abrufbar.
36 Die Tabelle 4 (im Anhang auf Seite 62) fasst die Ergebnisse der Datenbankrecherche nach empirischen Stu-
dien zusammen. Für TOC PREMIER ergeben sich für die Recherche mit Suchbegriffskombinatioen mit
organi*ation* keine neuen Studien. Deshalb erfolgt ein Abbruch der Suche. Die Recherchen im SOZIAL -
WISSENSCHAFTLICHEN FORSCHUNGSINFORMATIONSSYSTEMund im KÖLNER BETRIEBSWIRTSCHAFT-
LICHEN KATALOG sowie in ACADEMIC SEARCH COMPLETE bleiben ebenfalls erfolglos. Für die anderen
Datenbanken geben die Tabellen 5 bis 14 (im Anhang auf den Seiten 62ff.) einen Überblick zur allgemeinen
Trefferzahl für die verwendeten Suchbegriffe und die Anzahl der potenziellen Studien. Falls Einschränkungen
vorgenommen wurden, sind diese ebenfalls dokumentiert. Daeinige Dokumente durch unterschiedliche Such-
begriffe und in verschiedenen Datenbanken auffindbar sind,ergeben sich Überschneidungen.
37 Abbildung 19 (im Anhang auf Seite 75) zeigt den von den Studien urchlaufenen Auswahlprozess.
38 Dies erfolgt beispielsweise während der Erarbeitung des Analyserasters für die Beschreibung der Methodik. Als
Suchbegriffe werden wissenschaftliches Arbeiten, Methodik, qualitative Inhaltsanalyse, Metaanalyse, Fallstudie
und Umfrage genutzt. Für die Gruppierung der Studien nach Entwicklungsniveau des untersuchten Landes
wird im Internet, insbesondere mit der Suchmaschine GOO LE bzw. GOOGLE SCHOLAR, recherchiert. Des




Die identifizierten Literaturquellen werden anhand der folgenden Forschungsfragen ausgewer-
tet:
• Was ist ein Entscheidungsprozess? (Kapitel 3.1)
• Wie wird der Hemmnisbegriff definiert? Welche Wörter werden synonym verwendet?
(Kapitel 3.2)
• Wie entstehen Hemmnisse? (Kapitel 3.3)
• Was gibt es für Methoden zur Messung und Bewertung von Hemmnisse ? (Kapitel 3.4)
3.1 Was ist ein Entscheidungsprozess?
Jeder Entscheidungsprozess beginnt mit der Feststellung einer Diskrepanz zwischen der aktu-
ellen und einer gewünschten Situation. Daraus leitet sich das Ziel ab, den angestrebten Zustand
zu erreichen.1 Die Entscheidung ist ein Wahlakt zwischen mehreren Handlungsalternativen.2
Den Wahlakt als zentrales Element des Entscheidungsprozesses belegen BRAUCHLIN , E.; HEE-
NE, R. (1995) in ihrer Gegenüberstellung von wirtschaftswissen chaftlichen, mathematischen
und psychologischen Quellen3. Betrachtet wird nicht mehr nur der Prozess, sondern auch der
Akteur, der einen bestimmten Zustand erreichen will.4 Ein Entscheidungsprozess ist somit ein
Vorgang der bewussten Willensbildung5 und -durchsetzung6. Den erstrebten Zustand klar zu
definieren ist der Ausgangspunkt für den Entscheidungsprozess.7 Die Akteure sind in der Lage
sich Informationen über ihren Zustand und über ihre Umwelt zu beschaffen, diese aufzunehmen
und zu verarbeiten.8 Der Entscheidungsprozess ist zukunftsgerichtet, da zukünftige Ereignisse
und Zustände antizipiert werden.9 Er lässt sich als eine Reihe von Aktivitäten definieren und
auf diese Weise in verschiedene Phasen gruppieren.10
Entsprechend den unterschiedlichen Erklärungsansätzen werden verschiedene Stufen im Ent-
scheidungsprozess unterteilt. Wie Abbildung 3 zeigt, setzen die Autoren verschiedene Schwer-
punkte und bezeichnen die Phasen unterschiedlich. So nehmeHEINEN, E. (1970), GUEN-
THER, E.; SCHEIBE, L. (2004) und BETSCH, T. (2005) ihren Ausgangspunkt bei der Problem-
identifikation bzw. Zielsetzung11, während HESS, W.; TSCHIRKY, H. (1988) direkt mit der
Entscheidungsvorbereitung einsteigen.12 Bei HEINEN, E. (1970) ist der Entscheidungsprozess
1 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005a), S. 145.
2 Vgl. K AHLE , E. (1998), S.9; WERRA, H. V. (1988), S. 54.
3 Vgl. BRAUCHLIN , E.; HEENE, R. (1995), S. 21.
4 Vgl. GRÜNIG, R.; KÜHN, R. (2005), S. 7; BRAUCHLIN , E.; HEENE, R. (1995), S. 20.
5 Vgl. WERRA, H. V. (1988), S. 54; HEINEN, E. (1970), S. 9.
6 Vgl. WERRA, H. V. (1988), S. 54.
7 Vgl. GRÜNIG, R.; KÜHN, R. (2005), S.17; HESS, W. (1988), S. 2; HEINEN, E. (1970), S. 8.
8 Vgl. BRAUCHLIN , E.; HEENE, R. (1995), S. 20.
9 Vgl. HERDINGER, U. K. (1971), S. 121.
10 Vgl. BLEICHER, K. (1970), S. 57.
11 Vgl. HEINEN, E. (1970), S. 9; GUENTHER, E.; SCHEIBE, L. (2004), S. 2 bzw. BETSCH, T. (2005), S. 263ff.
12 Vgl. HESS, W.; TSCHIRKY, H. (1988), S. VIIf.
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bereits mit der Entscheidungsfindung beendet und die Willensdurchsetzung ist nur ein Folge-
schritt der Entscheidung. Hingegen schließen die drei andere Modelle die Umsetzung der Ent-
scheidung mit ein. Zusätzlich erweitern GUENTHER, E.; SCHEIBE, L. (2004) und BETSCH, T.
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HESS, W.; TSCHIRKY, H. (1988)HEINEN, E. (1970) GUENTHER, E.; SCHEIBE, L. (2004) BETSCH, T. (2005)
Abbildung 3: Phasen des Entscheidungsprozesses
(Eigene Darstellung, vgl. HEINEN, E. (1970), HESS, W.; TSCHIRKY, H. (1988),
GUENTHER, E.; SCHEIBE, L. (2004) und BETSCH, T. (2005).)
Entsprechend lassen sich die folgenden fünf Phasen ableiten:
• Zieldefinition : Zu Beginn des Entscheidungsprozesses werden ausgehend vom erstrebten
Zustand Ziele abgeleitet.13 Neben denen der Organisation gibt es individuelle Ziele der
einzelnen Akteure, die nicht klar erkenntlich sind.14 Um alle Ziele einbeziehen zu können,
sollten sie identifiziert und kommuniziert werden.15 Dies schafft die Voraussetzung für
eine gemeinsame klare Vorstellung, was erreicht werden soll.16
• Informationsbeschaffung und Alternativenbewertung: Nachdem das Ziel bzw. der er-
strebenswerte Zustand definiert ist, beginnt die Recherchevon Informationen, Mitteln
und Methoden, um diesen Zustand zu erreichen und somit die Suche nach geeigneten
Alternativen. Mit dem Ziel die bestmögliche Alternative ausz wählen, werden die unter-
schiedlichen Alternativen bewertet und somit die Grundlage für die nächste Phase gelegt.
• Entscheidung(sakt): Hier erfolgt der Entschluss für eine Alternative.
• Umsetzung: In dieser Phase wird die gewählte Alternative durch konkrete Maßnahmen
bestimmter Akteure realisiert.
13 Vgl. GRÜNIG, R.; KÜHN, R. (2005), S. 17; HESS, W. (1988), S. 2; HEINEN, E. (1970), S. 8.
14 Vgl. GUENTHER, E.; SCHEIBE, L. (2004), S. 2.
15 Vgl. GUENTHER, E.; SCHEIBE, L. (2004), S. 2.
16 Am Entscheidungsprozess sind üblicherweise mehrere Akteure beteiligt, die sich bezüglich ihrer Zielsetzung
und den Informationen, über die sie verfügen und wie sie diese v rarbeiten, unterscheiden (vgl. KAHLE , E.
(1998), S. 159). Dementsprechend ist ein Austausch zwischen den Akteuren wichtig, um eine gemeinsame
Basis zu schaffen.
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• Kontrolle bzw. Feedback: Zur Sicherung des Vollzugs der Entscheidung wird in dieser
Phase der Erfolg der Entscheidung beurteilt, d. h. das Ergebnis wird in Beziehung zum
Ziel gesetzt.17 Dies sollte idealerweise bereits während der Umsetzungsphase geschehen,
weil so noch korrgierend in den Entscheidungsprozess eingegriffen werden kann.18 Des
Weiteren beeinflussen die Ergebnisse dieser Phase zukünftige Entscheidungen.19
Menschen und Gruppen von Menschen wirken alsAkteure im Entscheidungsprozess.20 Sie
lassen sich gemäß dem Stakeholderansatz von FREEMAN, R. E. (1984)21 verschiedenen An-
spruchsgruppen zuordnen.22 Akteure können den Entscheidungsprozess fördern oder hem-
men.23
Akteure








Abbildung 4 fasst die Definition des Entscheidungsprozesses zusammen. Er besteht aus fünf
Phasen (Zieldefinition, Informationsbeschaffung und Alternativenbewertung, Entscheidungsakt,
Umsetzung und Kontrolle) und wird durch Akteure (Menschen und Gruppen von Menschen)
beeinflusst.
In jeder Phase und zwischen den Phasen des Entscheidungsprozesses können Hemmnisse auf-
treten, insbesondere kann jeder Akteur hemmend wirken.24 Im Folgenden wendet sich die Be-
trachtung dem Hemmnisbegriff zu.
3.2 Wie wird der Hemmnisbegriff definiert? Welche
Wörter werden synonym verwendet?
Hemmnisse sind „Störgrößen“25 bzw. „Einschränkungen“26, die den Entscheidungsprozess ver-
langsamen, behindern oder völlig blockieren können,27 jedoch auch überwindbar sind28. Neben
17 Vgl. HESS, W. (1988), S. 4.
18 Vgl. GUENTHER, E.; SCHEIBE, L. (2004), S. 3.
19 Vgl. BETSCH, T. (2005), S. 236.
20 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005c), S. 114.
21 FREEMAN, R. E. (1984), S. 31ff.
22 Für eine ausführliche Erläuterung des Stakeholderansatzes im Rahmen von Entscheidungsprozessen siehe bei-
spielsweise GÜNTHER, E.; SCHEIBE, L. (2005c), S.114ff.
23 Vgl. W ITTE, E. (1999), S. 11ff.
24 GÜNTHER, E.; SCHEIBE, L. (2005a), S. 154f.
25 GÜNTHER, E.; SCHEIBE, L. (2005a), S. 155.
26 BITZER, B. (1990), S. 13.
27 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005a), S. 155.
28 Vgl. W ITTE, E. (1999), S. 13.
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Hemmnis werden viele weitere Begriffe wie „Widerstand, Barriere etc.“29 in der Literatur par-
allel verwendet.
Anschließend folgt die Vorstellung von Entstehungsfaktoren von Hemmnissen und Methoden
zu deren Messung und Bewertung. Dabei steht der Akteur als mögliche Quelle für Störfaktoren
im Mittelpunkt der Betrachtung.
3.3 Wie entstehen Hemmnisse?
Dem Dresdner Ansatz der Hemmnisanalyse folgend, orientiert sich diese Arbeit an den Macht-
basen von FRENCH und RAVEN30 und dem von der Forschergruppe um HAUSCHILDT, GE-
MÜNDEN und WITTE entwickelten Promotorenmodell31. Im Gegensatz zu anderen Ansätzen,
die sich meist nur auf ein spezielles Hemmnis konzentrieren32, bieten diese beiden Theorien
eine umfassendere Perspektive für die Analyse von Hemmnissen und deren Entstehung. Der
Akteur bzw. die auf ihn einwirkenden Hemmnisse stehen im Mittelpunkt der Betrachtung. Ent-
stehungsfaktoren von Hemmnissen werden in die vier GruppenDürfen, Wollen, Wissen und
Können eingeordnet.33
3.3.1 Dürfen
Gebote und Verbote bestimmen das Handeln der Akteure.34 Sie basieren auf Legitimations-
macht.35 Die Hemmnisgruppe Dürfen beschreibt alle Barrieren, die sich aus den Zielen des
Unternehmens, den Anforderungen externer Anspruchsgruppen, dem fehlenden Commitment
des Topmanagements und aus der Organisationsstruktur ergeben. Sind dieZiele des Unterneh-
mens nicht klar definiert oder stehen sie im Widerspruch zum Entscheidungsprozess, entstehen
Hemmnisse.36 Zu denAnforderungen externer Anspruchsgruppen zählen unter anderem
Wünsche von Kunden oder gesetzliche Vorgaben des Staates.37
FehlendesCommitment der Führungskräfte ist eine weitere Barriere des Dürfens.38 Die Ak-
teure werden gehemmt, weil die ihnen gegenüber Weisungsbefugten keine Unterstützung für
die Entscheidung signalisieren. Somit können die Akteure nicht beurteilen, ob sie sich engagie-
ren dürfen oder ob dies unerwünscht ist. Die unklare Haltungder Vorgesetzten, insbesondere
29 BITZER, B. (1990), S. 13. So wurde beispielsweise das Wort Hindernis als Suchbegriff in die Recherche mit
einbezogen (siehe Kapitel 2.1 auf den Seiten 3f.). Um neben der Aussage von BITZER, B. (1990) weitere
Begriffe zu belegen, wird in den Studien nach Synonymen gesucht (siehe Kapitel 4.1 auf den Seiten 19ff.).
30 Vgl. FRENCH, J. R. P.; RAVEN , B. (1959) und RAVEN , B. H. (1993).
31 Vgl. HAUSCHILDT, J.; GEMÜNDEN, H. G. (Hrsg.) (1999).
32 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005c), S. 116.
33 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005b), S. 16.
34 Vgl. GEMÜNDEN, H. G.; WALTER, A. (1999), S. 120. Diese Hemmnisgruppe verkörpert den Machtpromotor
(vgl. WITTE, E. (1999), S. 16f.).
35 Ausführliche Erläuterungen zur Macht durch Legitimation siehe RAVEN , B. H. (1993), S. 234f.
36 Vgl. K HANDWALLA , P. N. (2006), S. 3; KILMANN , R. H. (1989), S. 11; WITTE, E. (1977), S. 51.
37 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005b), S. 16; HADJIMANOLIS , A. (2003), S. 561f.; KILMANN , R. H.
(1989), S. 10.
38 Vgl. M CADAMS, J. (2006), S. 40ff.; KLEIN , K. J.; KNIGHT, A. P. (2005), S. 245; GUENTHER, E.; SCHEIBE,
L. (2004), S. 10; HADJIMANOLIS , A. (2003), S. 562.
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wenn sich deren Worte und Taten widersprechen, führt zu Barrieren des Könnens39, da die
Mitarbeiter widersprüchliche bzw. unklare Informationenerhalten40. Dieses Hemmnis wird zur
Barriere des Wollens41, wenn das Anreizsystem der Organisation keine Motivation betet, den
Entscheidungsprozess zu unterstützen bzw. wenn das Vertrau nsverhältnis zum Vorgesetzen ge-
stört ist.42
Die Organisationsstruktur eröffnet bzw. verengt Handlungsspielräume durch festgelegt Hier-
archien und Arbeitsabläufe. Sie schafft strukturelle Barrieren, hemmt den Austausch zwischen
den Akteuren und bautKommunikationsbarrieren auf.43 Dadurch können sich die Akteu-
re nicht direkt austauschen, sondern kommunizieren nur über den teilweise sehr langwierigen
Dienstweg. Beispielsweise berichtet ein Vertriebsmitarbeiter seinem Fachbereichsleiter über Be-
schwerden eines Kunden. Dieser wiederum wendet sich an seinen Vorgesetzten und so läuft die
Kommunikation über Hierarchiestufen bis zur obersten Führungsebene, wo sich Vertrieb und
Forschung austauschen. Der Verantwortliche für Forschungund Entwicklung gibt dann über die
verschiedenen Hierarchiestufen die Informationen an seine Untergebenen weiter. Zwischen den
einzelnen Gliedern dieser Kette wirken zusätzliche Hemmnisse, die teilweise anderen Hemm-
nisgruppen zuzuordnen sind. So können beispielsweise mangelnde Bereitschaft44 oder unzurei-
chende Detail- und Fachkenntnisse45 die Kommunikation behindern. Daraus resultierend fehlen
dem Forschungs- und Entwicklungsmitarbeiter die entsprechenden Informationen und es entste-
hen Barrieren des Könnens46.
3.3.2 Wollen
Neben den in der Organisation begründeten Hemmnissen ergeben sich aus Individualzielen und
der Motivation der Akteure sogenannte Willensbarrieren. Diese ordnen sich in die Hemmnis-
gruppe Wollen ein47 und beschreiben die Bereitschaft des Akteurs, am Entscheidungsprozess
teilzunehmen.48
Sie basieren unter anderem auf demBeharren der Akteure am Status quo als bekannten und ver-
trauten Zustand festzuhalten.49 Der Betroffene hat keine Motivation, eine Entscheidung zu un-
terstützen, wenn sie seinem Sicherheitsbedürfnis widerspricht oder seine Position negativ beein-
39 Siehe Kapitel 3.3.4 zur Barrieren des Könnens.
40 Vgl. TYNAN , S. A. (1999), S. 59; HOLLIS, J. W.; KRAUSE, F. H. (1973), S. 61; LABOVITZ , G. H. (1971);
S. 25; ARGYRIS, C. (1966), S. 84.
41 Siehe Kapitel 3.3.2 zu Willensbarrieren.
42 Das Verhältnis zwischen Managern und Mitarbeitern beeinflusst, ob Widerstände in Veränderungsprozessen
erfolgreich abgebaut werden können (vgl. FURST, S. A.; CABLE , D. M. (2008), S. 458).
43 Vgl. K HANDWALLA , P. N. (2006), S. 3; SCHÄNKE, M. (2006), S. 186f.; SWINK , M. (2006), S. 40;
BRAGANZA , A. (2005), S. 6; ZELL , D. (2001), S. 78; STEFFLRE, V. (1985), S. 6.
44 Siehe Kapitel 3.3.2 zu Willensbarrieren.
45 Siehe Kapitel 3.3.3 zu Wissensbarrieren.
46 Siehe Kapitel 3.3.4 zu Barrieren des Könnens.
47 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005b), S. 16.
48 Vgl. W ITTE, E. (1999), S. 13.
49 Vgl. K LEIN , K. J.; KNIGHT, A. P. (2005), S. 244; WITTE, E. (1999), S. 13; EADIE , D. C. (1996), S. L-31;
WATZKA , K. (1989), S. 50.
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flussen könnte.50 Aus Unerfahrenheit und mangelnden Informationen entwickeln sich Ängste
und Unsicherheiten.51 Emotionen haben einen wichtigen Einfluss auf den Entscheidungspro-
zess.52 Entscheidungen werden gehemmt, wenn sie als Bedrohung für Macht-, Status- und Pres-
tigepositionen empfunden werden und somitVerlustängsteauslösen.53
Akteure können beispielsweise eine angestrebte Zusammenarbeit ls Angriff auf ihre Autono-
mie empfinden.54 Informationen, die ein Akteur durch den Interaktionsprozess rhält, können
einem anderen schaden und erwecken somit dessen Unwillen, am Prozess teilzunehmen.55 Um
das obige Beispiel der gehemmtenKommunikation zwischen der Entwicklungsabteilung und
dem Vertrieb wieder aufzugreifen, könnte der Verantwortliche für Forschung und Entwicklung
nicht gewillt sein, das Produkt an Kundenwünsche anzupassen, da er den zusätzlichen Arbeits-
aufwand scheut oder sich in seiner Ehre gekränkt fühlt, weil„s ine“ Erfindung kritisiert wird.
So halten manche Akteure Informationen aus egoistischen Motiven bewusst zurück, um ihre
eigene Position zu schützen.56
Personeller Widerstand liegt jedoch nicht nur im Charakterdes Individuums sondern ebenso in
der Organisationsstruktur und -kultur begründet.57 Die Abwesenheit eines gemeinsamen Wer-
tesystems kann zum Hemmnis werden, weil eine gemeinsame Ausgang ebene fehlt.58 Die Un-
ternehmenskultur schafft eine Basis gemeinsamerW te und Normen. Doch eine starke Un-
ternehmenskultur kann auch zu Gruppen- bzw. Konformitätsdruck führen und auf diese Weise
Entscheidungsprozesse, die mit ihr im Widerspruch stehen,mmen.59 Ein Akteur wird nicht
bereit sein, Informationen oder Wissen weiterzugeben, wenn im Unternehmen eine Kultur vor-
herrscht, die den Überbringer schlechter Nachrichten sanktioniert.60 Mitglieder einer Kultur der
Schuldzuweisungen werden konservative Entscheidungen bevorzugen und Innovationen ableh-
50 Vgl. ROBINS, S. P.; JUDGE, T. A. (2007), S. 648; SCHÄNKE, M. (2006), S. 180f.; SCHIRMER, A. (2000),
S. 341; ZIESCHE, S. (1993), S. 71; HOLLIS, J. W.; KRAUSE, F. H. (1973), S. 61.
51 Vgl. ROBINS, S. P.; JUDGE, T. A. (2007), S. 648; HOLLIS, J. W.; KRAUSE, F. H. (1973), S. 61. Hier zeigt
sich, wie aus Hemmnissen des Wissens (siehe Kapitel 3.3.3) und Könnens (siehe Kapitel 3.3.4) Willensbarrieren
werden.
52 Vgl. SCHÖLL, R. (2007), S. 78; SEO, M.-G. (2003), S. 9. Emotionen können „irrationale Reaktionen“ auslösen
(vgl. ZIESCHE, S. (1993), S. 71). Werden Gegenargumente nicht ernstgenommen, kann sich der Widerstand
bis zu „Vorwürfen, Drohungen und Polemik steigern“ (SCHÖLL, R. (2007), S. 78.) Betroffene bagatellisieren,
ziehen die Diskussion ins Lächerliche oder die allgemeine Uruhe spiegelt sich in „sinnlosen Streitigkeiten“
wider (SCHÖLL, R. (2007), S. 77f.). Offener Widerstand zeigt sich in Form von bewusster Zurückhaltung von
Informationen, Verweigerung der Zusammenarbeit, Dienst nach Vorschrift oder absichtlichen Fehlleistungen
und kann bis hin zur Sabotage der Entscheidung führen (vgl. WATZKA , K. (1989), S. 51). Passiver Widerstand
äußert sich im Rückzugsverhalten des Betroffenen wie beispielsweise erhöhten Fehlzeiten oder verminderter
Leistungsmotivation (vgl. WATZKA , K. (1989), S. 51), Lustlosigkeit bis hin zur „inneren Migration“ (SCHÖLL,
R. (2007), S. 77f.).
53 WATZKA , K. (1989), S. 50.
54 Vgl. ROBINS, S. P.; JUDGE, T. A. (2007), S. 648; SWINK , M. (2006), S. 40; BRAGANZA , A. (2005), S. 6.
55 Vgl. SEO, M.-G. (2003), S. 12.
56 Vgl. SWINK , M. (2006), S. 41; BRAGANZA , A. (2005), S. 6; SEO, M.-G. (2003), S. 12; KILMANN , R. H.
(1989), S. 12; WATZKA , K. (1989), S. 51; LABOVITZ , G. H. (1971), S. 24.
57 Vgl. K LEIN , K. J.; KNIGHT, A. P. (2005), S. 244; HADJIMANOLIS , A. (2003), S. 563; ZELL , D. (2001), S. 77;
JANSEN, K. J. (2000), S. 53.
58 Vgl. Z IESCHE, S. (1993), S. 71.
59 Vgl. SCHÄNKE, M. (2006), S. 186; KLEIN , K. J.; KNIGHT, A. P. (2005), S. 243; ZELL , D. (2001), S. 77;
K ILMANN , R. H. (1989), S. 11; WATZKA , K. (1989), S. 50.
60 Vgl. O.V. (1994), S. 16; STEFFLRE, V. (1985), S. 4.
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nend gegenübertreten.61 So verursachenAnreiz- und Sanktionsmechanismenim Unterneh-
men Willensbarrieren. Die Menschen widersprechen damit nicht dem Entscheidungsprozess,
sondern den mit ihm assoziierten Verlustängsten oder andere negativen Emotionen.62 Daraus
lässt sich für die Abgrenzung von Barrieren des Wollens und des Dürfens ableiten, dass nicht nur
die mangelnde Bereitschaft festgestellt wird, sondern derBet achter ebenso aufmerksam nach
den Ursachen des Nichtwollens forscht. Entsprechend wird in Beharren auf Status quo, Verlust-
ängste bzw. negative Emotionen, Macht oder Prestige, Anreizsysteme und Unternehmenskultur
als Willensbarrieren unterschieden. Mangelnde Bereitschaft bzw. Unwillen basieren somit auf
fehlenden Zielen der Mitarbeiter oder der Organisation im Snne der Macht durch Identifikati-
on nach FRENCH und RAVEN und auf der Macht durch Belohnung und Bestrafung, die sich im
Anreiz- bzw. Sanktionssystem widerspiegelt.63
3.3.3 Wissen
Macht durch Wissen kennzeichnet den von HAUSCHILDT und GEMÜNDEN beschriebenen Fach-
promotor.64 Er besitzt Expertenmacht65, um Fähigkeitsbarrieren zu überwinden, und kann den
Akteuren helfen, den Anforderungen, die sich aus dem Entscheidungsprozess ergeben, gerecht
zu werden.66 Wenn Betroffene nicht in der Lage sind, sich mit der Entscheidung auseinanderzu-
setzen, kann dies an einem tatsächlichen oder wahrgenommenen Mangel anFähigkeiten und
Fertigkeiten liegen.67 So kann ein Mitarbeiter aufgrund seiner Leistungsfähigkeit oder Qualifi-
kation vorhandene Informationen nicht nutzen.68
Insbesondere unter Zeitdruck und bei eingeschränkter kognitiver Kapazität verfällt der Akteur
in Routinen.69 Diese reduzieren die Komplexität der Suchstrategie und dieMenge der verar-
beiteten Informationen.70 Sie bergen die Gefahr, dass der Akteur nur nach Informationen sucht,
die seine vorgefasste Einstellung bestätigen.71 Auf diese Weise verlieren andere Informationen
an Einfluss.72 Je häufiger sich eine Entscheidung wiederholt, um so mehr tendiert der Akteur
zu konservativem Verhalten.73 Ein weiteres Beispiel für die teilweise auch negative Rollevon
Erfahrungen beschreibt TAUCHER, G. (1993). Mit „technological love“ bezeichnet er, wenn
vergangener Erfolg eines Unternehmens zum Hemmnis wird, weil die Unternehmensmitglie-
61 Vgl. HADJIMANOLIS , A. (2003), S. 563.
62 Vgl. JANSEN, K. J. (2000), S. 53; SCHIRMER, A. (2000), S. 341. Die hemmende Wirkung von Anreizsystemen
beschreiben ebenfalls KOTTER, J. P. (1995) (S. 64), O.V. (1994) (S. 16) und WATZKA , K. (1989) (S. 50).
63 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005b), S. 14ff.; RAVEN , B. H. (1993), S. 234f.
64 Vgl. W ITTE, E. (1999), S. 17.
65 RAVEN , B. H. (1993), S. 234f.
66 Vgl. WATZKA , K. (1989), S. 49; WITTE, E. (1977), S. 51.
67 Vgl. SCHÄNKE, M. (2006), S. 177; SCHIRMER, A. (2000), S. 341; WITTE, E. (1999), S. 13; O.V. (1994),
S. 16; WATZKA , K. (1989), S. 49.
68 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005b), S. 17.
69 Vgl. BETSCH, T. (2005), S. 265.
70 Vgl. ROBINS, S. P.; JUDGE, T. A. (2007), S. 648; BETSCH, T. (2005), S. 264.
71 Vgl. BETSCH, T. (2005), S. 264.
72 Vgl. BETSCH, T. (2005), S. 265.
73 Vgl. BETSCH, T. (2005), S. 266. Die Bedeutung von Erfahrungen bestätigen KLEIN , G.; WEICK, K. E. (2000)
(S. 18ff.).
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der frühere Erfolge als Maßstab für neue Entscheidungen anwenden und sich auf diese Weise
Alternativen verschließen.74
Wissensbarrieren entstehen durch unterschiedliche Erfahrungen, Qualifikationen und Perspekti-
ven der Akteure sowie ihre Unfähigkeit, den anderen ihre Sichtweise zu vermitteln, beispiels-
weise durch die unbewusste Nutzung von Fachsprache.75 Diese fehlende gemeinsameKommu-
nikationsbasis hemmt den Informationsaustausch76 sowie das gegenseitige Verständnis und
führt zu Barrieren des Könnens.
3.3.4 Können
Die Hemmnisgruppe Können beschreibt, ob ein Akteur über Alternativen und Informationen
verfügt.77
UnzureichendeKommunikation der Ziele und Alternativen führt zu Missverständnissen bis
hin zu Unverständnis für die Entscheidung.78 Die Gründe für die Entscheidung sowie Strategien,
um den angestrebten Zustand als Ziel des Entscheidungsproze ses zu erreichen, geraten so in
den Hintergrund.79 Da nicht alle Akteure gleichermaßen informiert und involviert sind, fehlt
das gemeinsame Problembewusstsein als Basis für eine von allen getragene Entscheidung.80
Wie im Zusammenhang mit Barrieren des Dürfens beschrieben,können Organisationsbarrieren
zwischen den Bereichen und zwischen den Hierarchieebenen den Austausch zwischen den Ak-
teuren hemmen, so dass Informationen für den Entscheidungsprozess fehlen.81 Ebenso können
räumliche Barrieren und Zeitunterschiede die Kommunikation zwischen Akteurenerschwe-
ren.82 Arbeiten die Beteiligten in unterschiedlichen Gebäudeteil n oder sogar in verschiedenen
Erdteilen, stellt die räumliche Entfernung ein Hindernis dar, da die Akteure weniger Gelegen-
heit haben sich auszutauschen. Bei größeren Entfernungen könnenZeitverschiebung83 oder
interkulturelle Unterschiede erschwerend hinzukommen.
Durch mangelnde Informationen lassen sich die Konsequenzen schwer abschätzen:Risiko wird
zum Hemmnis für den Entscheidungsprozess.84
Die Hemmnisgruppe Können beschränkt sich nicht nur auf Informationsmangel, sondern bein-
haltet ebenso die Nichtverfügbarkeit von Alternativen. Der Entscheidungsprozess steht in Kon-
74 Vgl. TAUCHER, G. (1993), S.10f.
75 Vgl. WELBORN, R.; KASTEN, V. (2006), S. 12.
76 Vgl. M CADAMS, J. (2006), S. 40ff.; ZIESCHE, S. (1993), S. 71.
77 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005b), S. 17. Hier wirkt die von RAVEN beschriebene Informationsmacht
(vgl. RAVEN , B. H. (1993), S. 234f.).
78 Vgl. SIMONELIC , K. (2006), S. 21; MACCHIARULO, J. (1995), o. S.
79 Vgl. SIMONELIC , K. (2006), S. 21. Ziel, Zweck und Vision der Organisation verkörpern sich in der Strategie
eines Unternehmens. Wird diese unzureichend kommuniziertentstehen Strategiebarrieren (vgl. O.V. (1994),
S. 16.; KILMANN , R. H. (1989), S. 10; LABOVITZ , G. H. (1971), S. 23).
80 Vgl. M ACCHIARULO, J. (1995), o. S.; ZIESCHE, S. (1993), S. 71.
81 Vgl. BEER, M.; EISENSTAT, R.; SCHRADER, D. (2007), S. 4; SWINK , M. (2006), S. 37ff.; WELBORN, R.;
KASTEN, V. (2006), S.12; KOTTER, J. P. (2006), S. 247; GÜNTHER, E.; SCHEIBE, L. (2005b), S. 16; O.V.
(1999), S. 60; O.V. (1994), S. 16; KILMANN , R. H. (1989), S. 12.
82 Vgl. SWINK , M. (2006), S. 40.
83 Vgl. SWINK , M. (2006), S. 40.
84 Vgl. A NDREWS, P. (2007), S. 20; SCHÄNKE, M. (2006), S. 181; MYERS, R. L. (1984), S. 81.
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kurrenz zu anderen Abläufen. Wird ein Projekt angenommen, müssen meist andere dafür abge-
lehnt werden, weil die vorhandenenRessourcenbegrenzt sind.85 Dementsprechend hemmen
personelle, finanzielle, zeitliche und technische Beschränkungen den Entscheidungsprozess.86
Beispielsweise kann der Akteur durchaus wissen, dass er bestimmte technische Voraussetzun-
gen benötigt. Jedoch ist er nicht in der Lage diese Anforderungen zu erfüllen, weil die entspre-
chenden technischen Bedingungen nicht gegeben sind und dieMittel, um eine geeignete Umge-
bung zu schaffen, fehlen. Ebenso weiß der Akteur, dass er entspr chendes Fachwissen benötigt.
Er verfügt jedoch nur über ein begrenztes Budget, um seine Mitarbeiter adäquat zu schulen,
Fachleute anzuwerben oder Beraterdienste in Anspruch zu nehmen. So entstehen aus Hemmnis-
sen des Könnens Wissensbarrieren87, die sich auf Hemmnisse des Dürfens88 begründen, weil
die Ressourcen angesichts konkurrierender Ziele des Unternehmens, der Anspruchsgruppen,
der Organisationsstruktur oder aufgrund des Unwillens eines Akteurs89 nicht zur Verfügung
gestellt werden. Hier zeigen sich erneut Schnittstellen zwischen den verschiedenen Hemmnis-
gruppen.
3.4 Was gibt es für Methoden zur Messung und
Bewertung von Hemmnissen?
Um den verschiedenen vorgestellten Entstehungsfaktoren von Hemmnissen begegnen zu kön-
nen, müssen sie zuerst aufgedeckt und erfasst werden. Zur Beantwortung dieser Frage stellt
Abbildung 5 die folgenden drei Methoden für die Messung und Bewertung von Hemmnissen
gegenüber:
• Die Hemmnisanalyse, entwickelt für Beschaffungsprozesse von der Forschergruppe um
GÜNTHER an der Technischen Universität Dresden90,
• das EIC-BAROMETER91 zur Diagnose von Wandlungsbereitschaft und -fähigkeit, entsta -
den aus der Kooperation der Unternehmensberatung TRISOLUTIONS mit der Universität
Gießen unter Leitung von KRÜGER92, und
• das WIDERSTANDSRADAR der GETRAG GETRIEBE- UND ZAHNRADFABRIK HER-
MANN HAGENMEYER GMBH & C IE. KG93.
Alle drei Methoden messen Hemmnisse mit Fragebögen deren Skalen drei bzw. vier Antwort-
möglichkeiten haben. Diese Fragebögen wurden induktiv erstellt, beispielsweise basieren die
Widerstandsfaktoren des WIDERSTANDSBAROMETERSauf Mitarbeiteraussagen, die während
Workshops und in informellen Gesprächen genannt wurden.94
85 Vgl. A NDREWS, P. (2007), S. 20; MCADAMS, J. (2006), S. 40ff.; WITTE, E. (1977), S. 50.
86 Vgl. B ITZER, B. (1990), S. 15.
87 Siehe Kapitel 3.3.3 zu Wissensbarriern.
88 Siehe Kapitel 3.3.1 zu Barrieren des Dürfens.
89 Siehe Kapitel 3.3.2 zu Willensbarrieren.
90 Vgl. beispielsweise GÜNTHER, E.; SCHEIBE, L. (2005b).
91 EiC steht für Excellence in Change (vgl. KRÜGER, W. u. a. (2006), S. 156).
92 Vgl. K RÜGER, W. u. a. (2006).
93 Vgl. K UNTZ, B. (2006a), KUNTZ, B. (2006b) und KUNTZ, B. (2006c).
94 Vgl. K UNTZ, B. (2006b), S. 29.
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Fragebogen:
- Allgemeiner Teil 
  (Unternehmensgröße, Branche)
- Bereichszugehörigkeit des Befragten
- Hemmnisteil (Einfluss der Akteure in
  einzelnen Entscheidungsprozessphasen,
  27 Hemmnisstatements mit vierer Skala
Auswertung:
- Matrix zur Gegenüberstellung von 
  Bemühung und Einfluss der Akteure
- Hemmnisprofi l  zur Gegenübers von 
  Antwortoptionen und Hemmnissen
- Hemmnisportfol io zur Gegenüberstel lung
   von Abweichungen und Durchschnitten
   zur groben Ableitung von Strategien
- Hemmnismatrix zur Aufschlüsselung
  der Hemmnisstatements nach Entschei-
  dungsprozessphasen und Akteuren)
- Hemmnisnetz zeigt durchschnitt l iche 
  Relevanz der Hemmnisgruppen
Fragebogen:
120 selbstreflexive, hypothetische
Fragen mit dreier Skala
Auswertung:
- Bewertung der Antworten mit 
  1 bis 5 Widerstandspunkten
- Ermittlung des "Total Resistance 
  Factors"
- Erstellung des Widerstandsradars
  mit drei Kategorien, jeweils unter-
  tei l t  nach harten und weichen 
  "Resistance Objects":
   - Andere Einschätzung der 
     Ausgangslage
   - Verständnis für Weg zum Ziel
   - Identif ikation mit Ziel
Fragenbogen:
jeweils 10 Fragen zur
Wandlungsbereitschaft und
-fähigkeit mit vierer Skala
Auswertung: 
- Matrix  zur Gegenüber-
  stellung von Wandlungs-
  bereitschaft und -fähigkeit
Messung
Bewertung
Dresdner  Hemmnisanalyse  EIC-BAROMETER WIDERSTANDSRADAR
GÜNTHER, E.; SCHEIBE, L. (2005b) KRÜGER, W. U. A. (2006) KUNTZ, B. (2006a,b,c)
Abbildung 5: Beispielmethoden zur Messung und Bewertung von Hemmnissen
(Eigene Darstellung, vgl. GÜNTHER, E.; SCHEIBE, L. (2005b), KRÜGER, W. u. a. (2006), KUNTZ, B. (2006a),
KUNTZ, B. (2006b) und KUNTZ, B. (2006c).)
Die Fragen bzw. Hemmnisstatements werden während der Auswertung verschiedenen Hemm-
nisgruppen zugeordnet. So unterteilen KRÜGER, W. u. a. (2006) in Fähigkeits- und Bereit-
schaftsbarrieren95, während GÜNTHER, E.; SCHEIBE, L. (2005b) die vier Hemmnisgruppen
Dürfen, Wollen, Wissen und Können differenzieren96. Das WIDERSTANDSRADARgliedert sich
in Widerstand gegen die Ausgangslage, den Weg und das Ziel, wobei diese drei Segmente je-
weils in Widerstand aus sachlichen oder emotionalen Gründen unterschieden werden.97
Durch die Bewertung der Antworten mit Punkten bzw. das Überführen der ordinalen Skalen in
Zahlen werden die Daten beschränkt quantitativ auswertbar. Beispielsweise können Spannwei-
ten und Mittelwerte errechnet werden.
Die Ergebnisse werden mit grafischen Darstellungen veransch uli ht. Die von GÜNTHER, E.;
SCHEIBE, L. (2005b) entwickelte Hemmnisanalyse visualisiert ihreAuswertung mittels mehre-
rer Grafiken. So werden Bemühungen und Einfluss des Befragtenin ei er Matrix gegenüberge-
stellt bzw. anhand von Funktionen, die die Antworten mit denOrganisationseinheiten der Akteu-
re in Beziehung setzen, verglichen.98 Die Hemmnisstatements werden mit Hilfe der folgenden
vier Bewertungsmethoden analysiert. Das Hemmnisprofil fasst verschiedene Gruppen von Be-
fragten zusammen und bildet deren Antwortverhalten mit Hilfe von Mittelwerten und Spannwei-
ten ab.99 Das Hemmnisportfolio verwendet ebenfalls Durchschnitte und Standardabweichungen.
Es dient der groben Sortierung der Hemmnisse zur Ableitung vo Strategien.100 Die Hemmnis-
95 Vgl. K RÜGER, W. u. a. (2006), S. 156f.
96 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005b), S. 16.
97 Vgl. K UNTZ, B. (2006b), S. 29.
98 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005b), S. 25f.
99 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005b), S. 28f.
100Vgl. GÜNTHER, E.; SCHEIBE, L. (2005b), S. 29f.
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matrix ordnet Hemmnisstatements in die verschiedenen Phasen des Entscheidungsprozesses
ein.101 Das Hemmnisnetz bildet die Relevanz der Hemmnisgruppen ab.102 Im Gegensatz zu
dieser breiten Palette von Auswertungsgrafiken konzentrieren sich das WIDERSTANDSRADAR
und das EIC-BAROMETER auf eine einzige Abbildung, um weitere Strategien abzuleiten.103
Zusammenfassend lassen sich die folgenden Eigenschaften der Hemmnismethodik ableiten:
• Betrachtung eines speziellen Entscheidungsprozesses,
• Anwendung für ein Unternehmen,
• Messung anhand von Fragebögen,
• Bildung von Hemmnisgruppen,
• Überführung von ordinalen Skalen in Zahlen zur eingeschränkten quantitativen Auswer-
tung und
• Veranschaulichung der Ergebnisse anhand von Grafiken.






























Betrachtung eines speziellen Entscheidungsprozesses, Anwendung auf ein Unternehmen, 
Messung anhand von Fragebögen, Bildung von Hemmnisgruppen, Überführung von ordinalen 
Skalen in Zahlen,  quantitative Auswertung, Veranschaulichung der Ergebnisse durch Grafiken
Störgrößen/Beschränkungen, die verlangsamen,
behindern oder völl ig blockieren, jedoch überwindbar sind
Hemmnisse
Dürfen Wollen Wissen Können






Methoden zur Messung und Bewertung
Abbildung 6: Zusammenfassung der theoretischen Betrachtungen
(Eigene Darstellung.)
101Vgl. GÜNTHER, E.; SCHEIBE, L. (2005b), S. 31f.
102Vgl. GÜNTHER, E.; SCHEIBE, L. (2005b), S. 32.
103Abbildungen der EXCELLENCE-IN-CHANGE-MATRIX und des WIDERSTANDSBAROMETERSbefinden sich
im Anhang auf Seite 76.
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4 Analyseraster
Basierend auf den theoretischen Vorbetrachtungen wird dasAn lyseraster zur Einordnung der
empirischen Studien deduktiv abgeleitet.1
4.1 Aufstellung des Analyserasters
Ausgehend von der Fragestellung der Arbeit werden Kategorin gebildet, die die Studienaus-
wertung auf das für die Untersuchung Wesentliche fokusieren.2
Die ersten Spalten erfassenIdentifikationsdaten der Studien wie beispielsweise Autoren, Titel,
Veröffentlichungsjahr und andere bibliographische Datensowie den Informationskanal, der zur
Entdeckung der Studien führte.3
Der zweite Abschnitt widmet sich demHintergrund der Studien.4 Es werden das Land, der be-
trachtete Entscheidungsprozess, die Branche des untersuchten Unternehmens und die Position
der befragten Akteure festgehalten. Falls die Region bzw. das Land nicht nachvollziehbar ist,
wird auf diese Angabe verzichtet.5 Die bisher genannten Spalten werden alle mit Worten bzw.
Zahlen gefüllt.
Im dritten Abschnitt wird dieMethodik der Studien festgehalten.6 Die theoretischen Betrach-
tungen belegen die Komplexität des Hemmnisbegriffs und seiner Entstehungsfaktoren.7 Fallstu-
dien eignen sich, besonders komplexe, soziale Phänomene ganzheitlich und aussagekräftig dar-
zustellen.8 Die zentrale Eigenschaft der Fallstudie ist es, Entscheidungsprozesse zu erklären.9
Des Weiteren gewinnen Fallstudien zunehmend an Bedeutung in der betriebswirtschaftlichen
Forschung.10 Entsprechend werden sich viele Studien dieser Methode bedin n. Im Gegensatz
zum spezifischen Charakter der Fallstudie können Umfragen standardisiert Daten erfassen.11
Basiert die Umfrage auf einer Zufallsstichprobe, ist sie eine vertrauenswürdige und somit reprä-
1 Vgl. M AYRING , P. (2003), S. 75f.
2 Vgl. M AYRING , P. (2003), S. 75 und 83.
3 Vgl. COOPER, H. (1998), S. 27. Die bibliographischen Daten werden aus JABREF importiert. Der Informati-
onskanal, d. h. die Datenbank und der Suchbegriff, werden aus der Suchstatistik übernommen. Falls die Studie
durch unterschiedliche Suchbegriffe oder in verschiedenen Datenbanken gefunden wurde, werden alle Varianten
aufgeführt. Konnten Quellen erst während der Aufbereitungdes Theorieteils als empirische Studien identifiziert
werden, ist deren Informationskanal nicht dokumentiert, dementsprechend erhalten sie nur den Vermerk Litera-
turquelle.
4 Vgl. COOPER, H. (1998), S. 27.
5 Herkunft der Quelle oder des Autors werden aufgrund der zunehmenden internationalen Mobilität der Wissen-
schaftsszene nicht als geeigneter Ersatz angesehen.
6 Vgl. COOPER, H. (1998), S. 28.
7 Vgl. Kapitel 3.
8 Vgl. Y IN , R. K. (2003), S. 2.
9 Vgl. SCHRAMM , W. (1971) wie zitiert in YIN , R. K. (2003), S. 12.
10 Vgl. THOMAS, A. B. (2004), S. 121.
11 Vgl. FOWLER, F. J. (1993), S. 3.
20 Analyseraster
sentative Schätzung für die Grundgesamtheit.12 Aufgrund der standardisierten Messmethoden
sind die erhobenen Daten vergleichbar.13 Umfragen sind manchmal der einzige Weg, alle be-
nötigten Daten für eine Analyse zu bekommen.14 Zusammenfassend lässt sich sagen, dass Fall-
studien den Vorteil haben, eine sehr detaillierte und auf den speziellen Fall bezogene Analyse
von komplexen Sachverhalten zu erlauben, während Umfrageneine allgemeingültigere Aussa-
ge zum Forschungsgegenstand ermöglichen. Folglich werdenfür Fallstudien und für Umfragen
parallel Spalten eingefügt, um das Auftreten der jeweiligen Methode, die Anzahl der befragten
Personen und Unternehmen bzw. Organisationseinheiten sowie die Rücklaufquote von Umfra-
gen festzuhalten. Zusätzlich werden andere Methoden zur Datenerhebung erfasst.15
Nachdem die Studien auf diese Weise beschrieben wurden, wenden sich die folgenden Spal-
ten den im Theorieteil betrachteten Forschungsfragen zu. Die Art des Entscheidungsprozesses
wird bereits im Rahmen des Hintergrundes der Studie erfasst. Neben denSynonymen„Hemm-
nis, Widerstand und Barriere“16 wird zusätzlich das als Suchbegriff genutze Wort Hindernisin
die Untersuchung aufgenommen. Diese Begriffe werden mittels Suchfunktion des Programmes
ADOBE READER in den deutschsprachigen Studien recherchiert.17 Dem vergleichbar erfolgt
die Suche nach hurdle, barrier, impediment, obstacle und hirance in englischen Studien. Soll-
ten während der Untersuchung der Studien weitere Begriffe als Synonyme identifiziert werden
können, werden diese notiert, um als Ansatzpunkte für zukünftige Forschung, d. h. insbesondere
als Suchbegriffe, dienen zu können.
Die Untersuchung derEntstehungsfaktorenordnen sich in die vier benannten Hemmnisgrup-
pen (Dürfen, Wollen, Wissen und Können), die sich in folgende Spalten18 aufteilen:
• Dürfen: Unternehmensziele, externe Anspruchsgruppen, Organisationsstruktur, Commit-
ment des Topmanagements, Kommunikation (Handlungsspielraum),
• Wollen: Beharren auf Status quo, negative Emotionen/Verlustängste, Anreizsystem, Nor-
men & Werte, Kommunikation (Unwillen),
• Wissen: Fähigkeiten & Fertigkeiten, Erfahrung, Routinen, Kommunikation (Fachsprache,
gegenseitiges Verständnis),
• Können: Kommunikation der Ziele (bereichs- und hierarchieübergreifend), Ressourcen,
Risiko, Raum, Zeitverschiebung, Kulturunterschiede.
Ergänzende Spalten erfassen, ob die jeweilige Hemmnisgruppe (Dürfen, Wollen, Wissen, Kön-
nen) angesprochen wird,19 und ob die Studien sonstige Barrieren benennen, die nicht den auf-
geführten Entstehungsfaktoren zuzuordnen sind.
12 Vgl. FOWLER, F. J. (1993), S. 3.
13 Vgl. FOWLER, F. J. (1993), S. 3.
14 Vgl. FOWLER, F. J. (1993), S. 3.
15 Die erste Spalte erfasst mit Eins das Auftreten von weiterenM thoden. In einer zweiten Spalte wird diese
Methode festgehalten.
16 Vgl. B ITZER, B. (1990), S. 13.
17 Die Anwendung der Suchfunktion ist nicht für alle Studien möglich, weil nicht alle Dokumente im PDF-Format
verfügbar sind und nicht jede Datei eine Textsuche zulässt.Das Auftreten wird mit Null für erfolglose Recherche
und Eins für positive Treffer dokumentiert.
18 Für jeden Entstehungsfaktor vermerkt eine binäre Spalte sein Auftreten, das in einer zweiten Spalte mit einem
Zitat aus der betrachteten Studie belegt wird.
19 Eine Hemmnisgruppe gilt als angesprochen, wenn ein ihr zugeordn ter Entstehungsfaktor untersucht wird.
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Nach den Entstehungsfaktoren werden die in den theoretischn Betrachtungen vorgestellten
Eigenschaften derHemmnismethodik abgefragt:
• Betrachtung eines speziellen Entscheidungsprozesses,
• Anwendung für ein Unternehmen,
• Messung anhand von Fragebögen,
• Bildung von Hemmnisgruppen,
• Überführung von ordinalen Skalen in Zahlen,
• quantitative Auswertung und
• Veranschaulichung der Ergebnisse anhand von Grafiken.
Zusätzlich erfasst eine Spalte die von der jeweiligen untersuchten Studie vorgenommene Ein-
teilung von Hemmnisgruppen.20 Aufgrund ihrer inhaltlichen Verwandtschaft wird dieser Ab-
schnitt vorgezogen und an die Spalten zur Methodik der Studien angehängt. Abschließend wird
noch eine Spalte für Bemerkungen eingefügt.
4.2 Einordnung der Studien und Überarbeitung des
Analyserasters
Nach einem Probedurchlauf mit 20 Studien wird das Analyserast überarbeitet21 und induktiv
angepasst.22 Beispielsweise wird die Spalte Interview eingefügt, die erfasst, ob direkte Befra-
gungen stattgefunden haben. Ebenso wird die Spalte Beharren uf Status quo um die Spalten
Widerstand der Mitarbeiter und Widerstand des Mittleren Managements ergänzt.23 Dieses Vor-
gehen wird auch für Ressourcenhemmnisse angewandt, um präziser auswerten zu können.24
Während der Einordnung erfolgt die Volltextprüfung der 240verfügbaren potenziellen Studi-
en.25 Da nicht alle Dokumente auf empirischen Daten basierende Studien sind und sich mit
Hemmnissen beschäftigen, reduziert sich die Anzahl der fürdie Auswertung verwendbaren Stu-
dien auf 104 Stück.26
20 Hemmnisgruppen werden im Rahmen dieser Arbeit als nach bestimmten Kriterien aufgestellte Kategorien defi-
niert, die eine systematische Zuordnung der Entstehungsfaktoren von Hemmnissen ermöglichen.
21 Vgl. M AYRING , P. (2003), S. 83.
22 Vgl. M AYRING , P. (2003), S. 76.
23 Im Hinblick auf die Auswertung über alle Studien erweist sich diese Aufgliederung als nur beschränkt sinnvoll,
weil sich die beiden neuen Spalten mit der Überkategorie Beharr n auf Status überschneiden und nicht alle
Studien eine Präzisierung ermöglichen. Für die detailierte Betrachtung bleibt die Untergliederung erhalten. Bei
übergreifenden Auswertungen werden diese Informationen jedoch unter dem Punkt Beharren auf Status quo
zusammengefasst.
24 Vier zusätzliche Spalten erfassen, ob in finanzielle, personelle, zeitliche und sonstige Ressourcen differenziert
wird. So erlauben beispielsweise die in der Studie von JUN, M.; CAI , S.; PETERSON, R. T. (2004) aufgeführten
„Inadequate resources“ keine spezifischere Zuordnung. Jedoch wird das in der gleichen Studie genannte „time
constraint“ als Zeithemmnis mit einer Eins für Aufgetretenr gistriert. Der in der Studie KASURINEN, T. (2002)
beschriebene Fall, dass ein anderes Projekt priorisiert wird, lässt auf Ressourcenhemmnisse schließen. (Vgl.
Kapitel 3.3.4 Ressourcenhemmnisse bzw. die Ausführungen von WITTE, E. (1977), (S. 50)).
25 Die Abbildung 19 (im Anhang auf Seite 75) zeigt den von den Studien durchlaufenen Auswahlprozess. Ein
Ausschluss aus Qualitätsgründen erfolgt nicht, da dies gemäß COOPER, H. (1998) nicht unbedingt notwendig
und im Sinne des Überblickscharakters dieser Arbeit nicht zielführend ist (vgl. COOPER, H. (1998), S. 83).
26 Im Anhang auf den Seiten 75ff. befindet sich das Verzeichnis der ausgewerteten Studien.
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Binäre Spalten erfassen das Auftreten einer Merkmalsausprägung mit Eins. Zur besseren Nach-
vollziehbarkeit wird diese Aussage mit Zitaten aus den Studien in der darauffolgenden Spalte
belegt.27 Gehören mehrere aufgeführte Hemmnisse in eine Spalte, werden diese nebeneinan-
der vermerkt. Sind Barrieren nicht exakt zuzuordnen bzw. beirk n sie weitere Hindernisse,
werden sie mehrfach erfasst.28
Nach der Einordnung aller Studien wird jede Spalte einer kritischen Prüfung unterzogen. Soll-
ten sich Überschneidungen herausstellen, werden Spalten zusammengefasst. Ergeben sich insbe-
sondere bei der Prüfung der Spalten Sonstiges noch neue Themenschwerpunkte, werden hierfür
neue Spalten kreiert.29
Zur Vorbereitung der Auswertung werden insbesondere Merkmale, die nur mit Textzitaten er-
fasst sind, um eine weitere Spalte im binären Format ergänzt.
Abschließend fasst die Tabelle 15 (im Anhang auf den Seiten 77ff.) die Inhalte des Analyse-
rasters zusammen. Die Spaltenköpfe werden im Überblick dargestellt und die Studie ABDUL-
HADI , N.; AL-SUDAIRI , A.; ALQAHTANI , S. (2005) wird als Beispiel zugeordnet.
27 Füllwörter werden nur entfernt, wenn dies den Sinn nicht verändert und die Dimensionen des Analyserasters da-
für wesentlich einschränkt. Beispielsweise wird der folgend Ausschnitt aus der Studie JACOBS, G. u. a. (2006)
„not part of police officers’ regular training programmes atlower levels“ auf „not part of regular training pro-
grammes“ reduziert. Nur für die Länder- und Regionenspalteerfolgt eine Übersetzung. Auf diese Weise sollen
eine möglichst hohe Nachvollziehbarkeit der Studienauswertungen gewährleistet und potenzielle Übersetzungs-
fehler vermieden werden.
28 So ordnet sich beispielsweise die in der Studie MCGAUGHEY, R. E.; SNYDE, C. A. (1994) aufgeführte „ina-
dequate communication“ in alle vier Hemmnisgruppen in den Spalten Kommunikation ein. Die in TAN , T. K.;
HERACLEOUS, L. (2001) beschriebene „culture of secrecy“ zählt einerseits zu Werten und Normen und an-
dererseits jedoch auch zu Kommunikationsbarrieren im Sinne des Nicht-Wollens. Sie führt zu Hindernissen
im Bereich des Wissens und Könnens, ist jedoch nicht der Organisationsstruktur zuzuordnen. Im Gegensatz
dazu gehören „organisational communication barriers“ derStudie ISAAC-HENRY, K.; PAINTER, C. (1991) in
die Hemmnisgruppe Dürfen. Der daraus resultierende Informationsmangel behindert das Können des Akteurs.
Kosten werden nur als finanzielle Ressourcenhemmnisse erfasst. Sie könnten jedoch auch auf einer Fehleinschät-
zung der Befragten und somit auf Unwissen beruhen. Da diesesj doch einerseits auf die Nichtberücksichtigung
von Informationen (Wissensbarrieren siehe Kapitel 3.3.3)und andererseits auch auf Informationsmangel (Bar-
rieren des Könnes siehe Kapitel 3.3.4) zurückzuführen seinkön te und eine Abgrenzung entsprechend relativ
ungenau ist, unterbleibt eine weitere Zuordnung.
29 So werden aus sonstigen Entstehungsfaktoren der Hemmnisgruppe Können zwei neue Spalten extrahiert: Unter
der Kategorie Technik und Infrakstruktur werden mangelndeAlt rnativen wie das Nichtvorhandensein oder
nur unzureichende Qualität von Produkten oder Dienstleistungen sowie fehlende Unterstützung durch den Staat
dokumentiert. Die zweite neue Kategorie lässt sich mit fehlenden externen Informationen beschreiben. Sie
umfasst ein unzureichendes Angebot an Beratungs- und Weiterbildungsdienstleistungen ebenso wie den Mangel
an technischen Beschreibungen oder eine unzureichende Vergl ichbarkeit von Angeboten, etc. Auf diese Weise
wird auch die Spalte zur Erfassung sonstiger Hemmnisbegriff gruppiert. Es werden die Spalten constraint,
difficulties und sonstige zur Einordung der restlichen Begriffe eingefügt.
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5 Empirische Auswertung: Systematisierung
der Studien
Der empirische Teil dieser Arbeit wird geleitet von der Fragestellung: Was gibt es für empiri-
sche Studien zu Hemmnissen in Entscheidungsprozessen? Wieunterschieden sich diese bzw.
wie lassen sie sich charakterisieren und systematisieren?Um allgemeingültige Ergebnisse ablei-
ten zu können, werden die qualitativen Daten unter Anwendung quantitativer Analyseschritte,
insbesondere der Ermittlung von Häufigkeiten, ausgewertet.1
Die Auswertung gliedert sich in drei Teile. Zuerst wird der Studienfundus durch die Häufig-
keiten der erfassten Merkmale charakterisiert (Kapitel 5.1). Danach wird geprüft, wie sich die
Studien auf Grundlage der beschriebenen Eigenschaften gruppie en lassen und wie sich die
gebildeten Gruppen unterscheiden (Kapitel 5.2). Anschließend an die Betrachtung der Gruppie-
rungsmöglichkeiten nach einzelnen Merkmalen wird eine Clusteranalyse durchgeführt (Kapi-
tel 5.3).
5.1 Beschreibung des Studienfundus
Die ausgewerteten Studien werden anhand der im Analyseraster erfassten Merkmale charakte-
risiert.
5.1.1 Sprache
Die englischsprachigen Studien überwiegen. 93 Stück stehen lf deutschen Studien gegenüber.2
5.1.2 Veröffentlichungsjahr
Abgesehen von drei Dokumenten aus den 1980er Jahren stammenrund ein Fünftel der Stu-
dien aus dem vergangenen und drei Viertel der Studien aus demaktuellen Jahrzehnt (siehe
Abbildung 7). Daraus lässt sich schließen, dass zunehmend Studien zu Hemmnissen publiziert
werden.
1 Vgl. M AYRING , P. (2003), S. 44 und S. 76. Da im Analyseraster vorrangig nomi ale Daten erfasst sind, lassen
sich für diese Merkmale nur Häufigkeiten berechnen (vgl. BACKHAUS, K. u. a. (2006), S. 5).
2 Dieses Ergebnis erklärt sich aus den folgenden beiden Punkten: Die Suchstrategie (siehe Kapitel 2 auf den
Seiten 3ff.) führt aufgrund der gewählten Suchbegriffe vorrangig zu deutsch- und englischsprachigen Treffern.
Entsprechend sind keine anderen Sprachen vertreten. Ebenso li gt durch die Auswahl der Datenbanken ein
Schwerpunkt auf englischsprachigen Quellen.
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Abbildung 7: Anzahl der Studien pro Veröffentlichungsjahr
(Eigene Darstellung.)
5.1.3 Geografische Herkunft der Daten
Für rund neun von zehn Studien ist das Land bzw. die Region ihrer Herkunftsdaten nachvoll-
ziehbar.3 So gehen Daten aus rund dreißig Ländern in die Auswertung ein.4 Über ein Fünftel
der Studien stammen aus Großbritannien. USA und Deutschland teilen sich mit je zehn Studi-
en Platz zwei. Darauf folgen Australien, Kanada, Italien und China. Aus den anderen Ländern
stammen nur ein bis zwei Studien.5
Die Abbildung 8a zeigt die Aufschlüsselung nach Kontinenten. Knapp die Hälfte der Studien
basiert auf europäischen Daten. Während Nordamerika, Australien und Asien weitere Akzente
setzen, sind Afrika, Mittel- und Südamerika nur mit insgesamt drei Studien vertreten.6
Neben den Kontinenten werden die Studien auch nach dem Entwicklungsniveau der von ihnen
untersuchten Länder aufgeschlüsselt (siehe Abbildung 8b).7 Drei Viertel der Studien beziehen
3 Den anderen Studien sind keine konkreten Angaben zu Land oder Region zu entnehmen. So bezieht sich bei-
spielsweise die Studie PUHLMANN , M.; GOUY, M. (1999) auf eine weltweite Umfrage. Konkrete Länder wer-
den jedoch nicht angegeben. Ein Spezialfall ist die Studie von LAM , D. M.; MACKENZIE, C. (2005). Sie
untersucht die US-amerikanische Armee. Die Standorte sindzwar nicht in den USA, dennoch wird die Studie
den USA bzw. Nordamerika zugeordnet, da die Akteure dem US-Militär angehören. Ebenso wird die Fallstudie
DWYER, G.; DOYLE, C. (2002) Irland zuordnet, weil das untersuchte Unternehmen dort seinen Stammsitz hat.
4 Die Tabelle 16 (im Anhang Seite 95) zeigt die untersuchten Läder und die Anzahl der Studien, die sich mit
dem entsprechenden Land beschäftigen.
5 Die Dominanz von englischsprachigen Ländern und Deutschland lässt sich damit erklären, dass durch die Such-
strategie ein Fokus auf diesen beiden Sprachen liegt (sieheKapitel 2 auf den Seiten 3ff.).
6 Untersucht eine Studie mehrere Länder, erfolgt eine doppelte Erfassung. So wird die Studie BERG, A. u. a.
(2000), die Daten aus Kanada und Schweden verwendet, Nordame ika und Europa zugeordnet.
7 Die Abgrenzung beruht auf der aktuellen Länderzuordnung des Human Development Reports 2007/08. Der
Bericht basiert auf Daten von 2005. Für das Länderranking siehe UNITED NATIONS DEVELOPMENT PRO-
GRAMME (Hrsg.) (2007), S. 229ff. Der Einstufung der Länder liegt der Human Development Index (HDI)
zugrunde, welcher Gesundheit, Lebensstandard und Bildungmisst (vgl. UNITED NATIONS DEVELOPMENT
PROGRAMME (Hrsg.) (o. J.b), o. S.). Im Vergleich zu einkommensbasierten Länderrankings erlaubt dieser In-
dex eine bessere Beurteilung des Fortschritts und berücksichtigt auch die Beziehung zwischen Einkommen und
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(a) Kontinente (b) Entwicklungsniveau
Abbildung 8: Aufgliederung nach Kontinenten und Entwicklungsniveau
(Eigene Darstellung.)
sich auf Daten, die in Ländern mit einem hohen Entwicklungsniveau erhoben wurden. Für die
anderen ist größtenteils keine Zuordnung möglich. Länder mit einem mittleren Entwicklungsni-
veau haben nur einen geringen Anteil. Vertreter mit einem niedrigen HDI gibt es nicht.
5.1.4 Branche
Nach dieser geografischen Einordnung wendet sich die Betrachtung der untersuchten Branche
zu.8 Über zwei Fünftel der Studien verfolgen einen branchenübergreifenden Ansatz. Hingegen
konzentriert sich über die Hälfte der Studien auf eine bestimmte Branche. Diese Gruppe wird
gesondert nach der europäischen Systematik der Wirtschaftzweige (NACE)9 aufgeschlüsselt
(siehe Abb. 9). Von den Studien mit Branchenfokus untersucht knapp ein Viertel die öffentliche
Hand und ein Fünftel das verarbeitende Gewerbe. Mit einem Anteil von etwa einem Zehntel
teilen sich Baugewerbe und die Finanzdienstleister den dritten Platz. Andere Branchen werden
nicht oder nur in weniger als fünf Studien untersucht.
Eine Aufgliederung aller Studien, denen Angaben zur Branche zu entnehmen sind, zeigt, dass
ein Fünftel der Studien den öffentlichen Dienst, beispielsw i e Militär, Polizei oder öffentliche
Verwaltung, untersucht. Hierbei ist zu beachten, dass vierdieser Studien sowohl öffentliche als
auch private Organisationen untersuchen und entsprechendm hrfach zugeordnet werden. Die
anderen Studien betrachten privatwirtschaftliche Unternehmen und Nichtregierungsorganisatio-
nen oder erlauben keine nähere Zuordnung.
Wohlergehen (vgl. UNITED NATIONS DEVELOPMENT PROGRAMME (Hrsg.) (o. J.a), o. S.). Zur Entwicklung
des HDI und seinen Vorteilen im Vergleich zum Ranking der Weltbank siehe MEIER, G.; RAUCH, J. E. (2000),
S. 5ff. Für die Zuordnung der betrachteten Länder siehe Tabelle 16 im Anhang Seite 95. Gibt es keine An-
gabe zum Land oder ist nur eine Region mit unterschiedlichemEntwicklungsstand wie beispielsweise Asien
genannt, können diese Studien nicht zugeordnet werden. Einbesonderer Fall ist Taiwan: Weil dieses Land nicht
im Human Development Report 2007/08 gelistet ist, kann hierebenfalls keine Einstufung erfolgen. Dem Be-
richt folgend wird Hongkong als gesonderte Region im Vergleich zum restlichen China und als hoch entwickelt
betrachtet. Da alle Länder in Europa und Nordamerika als hoch entwickelt eingestuft sind, können diese Re-
gionen entsprechend eingeordnet werden. Ebenso erfolgt die Zuordnung der Studien, falls verschiedene Länder
mit gleichem Entwicklungsniveau betrachtet werden.
8 Acht Studien treffen keine Aussage zur Branche.
9 Für die Zuordnung nach NACE werden nur 51 Studien betrachtet. Für die Branchenzuordnung siehe EUROSTAT
(2008), S. 61. Bei Definitionsproblemen wird in der detaillierten Aufstellung nachgeschlagen (siehe EUROSTAT
(2008), S. 65ff).
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Abbildung 9: Anteile der einzeln untersuchten Branchen
(Eigene Darstellung.)
5.1.5 Entscheidungsprozess
Es gibt eine große Vielfalt von untersuchten Prozessen. Siereicht von organisatorischem Wan-
del und Innovationen bis zur Betrachtung von spezifischen Prozessen wie der Einführung von
spezieller Software, Qualitätsmanagementtechniken, Umweltmanagementsystemen und neuen
Produktionsmethoden, um nur einige aufzuführen. Ausgehend vo den ausgewerteten Studi-
en werden Kategorien zur Gruppierung des Entscheidungsprozesses entwickelt, mit dem Ziel,
einen möglichen Ansatzpunkt für Studiengruppen zu bilden.Abbildung 10 zeigt die Ergebnisse
der Entscheidungsprozessgruppierung. Überschneidungenbzw. sich überlappende Kategorien
werden akzeptiert, weil sie zu einer genaueren Beschreibung des Studienfundus beitragen.10
Abbildung 10: Gruppierung der Studien nach Entscheidungsprozessen
(Eigene Darstellung.)
10 Beispielsweise betrachtet die Studie SALOMONE, R. (2007) Managementsysteme mit den Schwerpunkten Um-
welt, Qualität, Arbeitsschutz und soziale Verantwortung.Sie wird entsprechend in die Kategorien Umweltmaß-
nahmen, Umweltmanagement, Qualitätsmanagement, Managementsysteme und organisatorischer Wandel ein-
geordnet. Hingegen passt die Studie EBERLE, D. u. a. (2002) in keine der speziellen Gruppierungen und wir
folglich nur in den Spalten organisatorischer Wandel und Sonstiges erfasst. In organisatorischen Wandel kön-
nen alle Studien eingeordnet werden, da der Entscheidungsprozess einen angestrebten Zustand erreichen bzw.
die Diskrepanz zwischen der aktuellen und einer gewünschten Si uation schließen soll; entsprechend gehen mit
dem Entscheidungsprozess auch Veränderungen einher (siehe Kapitel 3.1 auf den Seiten 8ff.). Deswegen ist
diese Kategorie nicht als Gruppierung geeignet.
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Rund ein Fünftel der Studien beschäftigt sich mit Informationstechnologie wie beispielsweise
der Einführung neuer Software oder von Computer IntegratedManufacturing, nur sehr wenige
untersuchen andere technologische Neuerungen. Umweltmaßnahmen bilden mit einem Anteil
von einem Fünftel den zweiten Schwerpunkt. Jeweils sieben von 104 Studien thematisieren
Qualitätsmanagementmaßnahmen oder Umweltmanagementsyst me. Insgesamt untersucht et-
wa jede zehnte Studie Managementsysteme für Qualität, Umwelt und Arbeitsschutz, wobei
hier noch zu unterscheiden ist, ob ein oder mehrere Systeme im Fokus der Betrachtung stehen.
Mit Marktorientierung oder strategischer Planung beschäftigt sich weniger als ein Zehntel der
Studien. Innovationen werden von rund einem Fünftel der Studien thematisiert. In der Katego-
rie Sonstiges befindet sich ein Viertel der Studien. Diesen sind nur allgemeine Angaben zum
Entscheidungsprozess zu entnehmen oder sie untersuchen sehr unt rschiedliche Entscheidungs-
prozesse, so dass sich die Eröffnung neuer Kategorien nichtals sinnvoll erweist. Somit kristalli-
sieren sich die Schwerpunkte Informationstechnologie, Umweltmaßnahmen und Innovationen
heraus.
5.1.6 Befragte Akteure
Nur zwei Dritteln der Studien sind Angaben zu den befragten Akteuren zu entnehmen. Die
verfügbaren Daten werden in Führungskräfte, Betroffene und Experten unterteilt, um auf die-
se Weise ein genaueres Bild der Informanten zu zeichnen. Diese Gruppierung erweist sich als
problematisch. Einerseits ist die Funktion des Befragten schwierig einzustufen. Entsprechend
lassen sich Experten und Betroffene nur schwer unterscheiden. Andererseits stellt das englische
Wort manager ein Hemmnis dar. Wer diese Berufsbezeichnung führt, muss nicht als Führungs-
kraft tätig sein, sondern könnte auch Fachverantwortlicher o ne disziplinarische Weisungsbe-
fugnisse wie beispielsweise Umwelt- oder Arbeitsschutzbeauftragter sein.11
Dementsprechend sind die folgenden Zahlen kritisch zu betrach en. Von den Studien, denen
Angaben zu ihren Informanten zu entnehmen sind, befragen übr vier Fünftel Manager, über ein
Drittel bezieht Betroffene bzw. Arbeitnehmer und fast ein Drittel Experten in die Untersuchung
ein. Nach dieser Unterteilung werden durch über zwei Fünftel der Studien unterschiedliche
Perspektiven erfasst. Während über die Hälfte der Studien nur Manager befragen, beruht keine
Studie ausschließlich auf Aussagen von direkt Betroffenenoder von Experten.
5.1.7 Methodik der Studien
Nun wendet sich die Betrachtung der Methodik der Studien zu.Da elf Studien keine Aussagen
zur Methodik treffen, können hier nur anhand des Textes bestimmte Merkmale herausgelesen
11 Alle als manager bezeichneten Befragten werden der Kategorie Führungskraft zugeordnet. Lässt die Berufs-
zeichnung auf eine Spezialisierung schließen bzw. handeltes sich um Berater oder andere Externe werden diese
als Experten eingestuft. Betroffene sind Befragte, die dirkt in den Entscheidungsprozess, insbesondere in sei-
ner Umsetzungsphase involviert sind. Arbeitnehmervertreter werden als Vertreter bzw. Sprecher der Betroffenen
ebenfalls in diese Gruppe eingeordnet.
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werden.12 Rund zwei Drittel der Studien sind Umfragen, während zwei Fünftel auf Fallstudien
beruhen. Knapp ein Zehntel der Studien wenden beide Methoden an. Nur eine Studie kann trotz
Angaben zur Methodik weder Fallstudien noch Umfragen zugeordnet werden. Die Auswertung
der Spalte Interview zeigt, dass die Hälfte der Studien direkte Befragungen durchgeführt hat.
Interviews wenden über zwei Drittel der Fallstudien und knapp zwei Fünftel der Umfragen
an. Zusammenfassend zeigt Abbildung 11, wie häufig Fallstudien, Umfragen, beide Methoden,
Interviews und andere Methoden genutzt werden.13
Abbildung 11: Anteile der von den Studien verwendeten Methoden
(Eigene Darstellung.)
Andere Datenerhebungsmethoden werden nur im Zusammenhangmit Fallstudien aufgeführt,
dies betrifft etwa ein Fünftel aller Studien. Drei von ihnenbasieren auf Aktionsforschung.14
Neben diesem Ansatz lassen sich die sonstigen Methoden in die beiden Gruppen Beobachtung
und Dokumentenanalyse einteilen. Drei Viertel der Studien, die sonstige Datenerhebungsme-
thoden angeben, nutzen Beobachtungen. Hierzu werden Firmenbesichigungen ebenso wie die
Teilnahme an Besprechungen gezählt. Ebenso analysieren reichlich zwei Drittel dieser Studien
Dokumente wie beispielsweise Firmenberichte und Besprechungsprotokolle sowie Webseiten
der Unternehmen.
Die Fallstudien geben fast immer die Anzahl der untersuchten Unternehmen an. Knapp drei
Viertel von ihnen nennen die Anzahl der Befragten. Die Anzahl der Organisationen reicht von
12 Entsprechend der Ausführungen von COOPER, H. (1998) „Let the data speak.“ und aufgrund des Zieles dieser
Arbeit, einen Überblick über empirische Studien zu Hemmnissen in Entscheidungsprozessen zu geben, werden
diese Studien nicht von der Auswertung ausgeschlossen (COOPER, H. (1998), S. 83).
13 Studien, die sowohl auf Fallstudien als auch auf Umfragen basieren, werden der jeweiligen Methode zugeordnet
und zusätzlich in einer eigenen Kategorie aufgeführt.
14 Action-Research bzw. Aktionsforschung ist „eine sozialwissenschaftliche Forschungsrichtung, die durch akti-
ve Eingriffe in soziale Verhältnisse oder Gruppensituationen (sozialwissenschaftliche Experimente) planvoll
Änderungen und Wandlungsprozesse anstrebt und zugleich die ausgelösten Wirkungen erforscht, um Rück-
schlüsse auf noch unbekannte soziale Gesetzlichkeiten zu gewinnen“ (BIBLIOGRAPHISCHES INSTITUT & F.
A. BROCKHAUS AG (Hrsg.) (2007), o. S.). Diese Herangehensweise erlaubt den Beteiligten die Problemstel-
lung systematisch zu untersuchen, ihre Situation aussagekräftig darzustellen und konkrete Pläne zu entwickeln,
um mit dem vorliegenden Problem umzugehen. Die angewandtenUntersuchungsmethoden betrachten auch das
Gefühlsleben, die Kultur, den Werdegang der beteiligten Personen und den Umgang untereinander (STRINGER,
E. T. (1996), S. 15). Für weitere Erklärungen bzw. für weiterfüh ende Literatur siehe SMITH , M. K. (2007),
o. S.
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eins bis 36 Stück. Im Durchschnitt werden rund fünf Unternehm n untersucht. Es werden min-
destens zwei Personen befragt.15
Ein ähnlich vielfältiges Bild ergibt sich für die Umfragen.Über drei Viertel dieser Studien
geben die Anzahl der untersuchten Unternehmen bzw. Unternehmenseinheiten und der befrag-
ten Personen an. Die Anzahl der Unternehmen reicht von eins bis rund 6.000. Ähnlich ist die
Spannweite der Befragten, die acht bis rund 6.000 Personen umfasst. Nur knapp die Hälfte der
Umfragen trifft Angaben zu ihrer Rücklaufquote.16 Diese reicht von 5,16% bis zu 86,67%. Je-
doch gibt die Studie HREBINIAK , L. G. (2006), die auf zwei Umfragen zurückgreift, sogar
eine einzelne Rücklaufquote von 100% an, während die andereUmfrage nur 23,4% erreichte.17
Eine Auswertung über Durchschnitte entfällt ebenso wie beiden Fallstudien aufgrund teilweise
unpräziser Angaben. Abschließend bestätigt sich, dass Fall tudien und Umfragen die vorherr-
schend verwendeten Methoden sind.18
5.1.8 Methoden zur Messung und Bewertung von Hemmnissen
Nach dieser allgemeinen Beschreibung der Studien greift die Betrachtung die im Theorieteil
gestellte Forschungsfragen zu Hemmnissen wieder auf. So wird die Frage der Hemmnismetho-
dik anhand der herausgearbeiteten Eigenschaften19 an den untersuchten Studien geprüft (siehe
Abbildung 12).
Abbildung 12: Überprüfung der Hemmnismethodikeigenschaften am Studienfundus
(Eigene Darstellung.)
Die Studien konzentrieren sich meist auf einen Entscheidungsprozess und nicht auf mehrere ne-
beneinander. Ebenso erfolgt die Analyse jeweils für ein Unternehmen. Jedoch erforschen drei
15 Die maximale Anzahl ist schwer festzustellen. Die Studie STOREY, J. (2000) gibt an, 20 Unternehmen und
dort wiederum bis zu 20 Personen befragt zu haben, während MCCABE, D. (2000) von annähernd 200 spricht.
Solche ungenauen Angaben erlauben keine Berechnung von Durchschnittswerten für die Anzahl der befragten
Personen.
16 Falls es die Angaben erlauben, wird die Rücklaufquote von den nicht verwertbaren Fragebögen bereinigt.
17 Da weitere Angaben fehlen, konnte kein gewichteter Durchschnitt für diese Studie gebildet werden.
18 Für die theoretische Begründung siehe Kapitel 4.1 auf den Seiten 19ff.
19 Siehe Kapitel 3.4 auf den Seiten 16ff.
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Viertel der Studien mehrere Unternehmen parallel, um die Ergebnisse auf diese Weise zu ver-
allgemeinern. Fragebögen werden ebenfalls in vier Fünfteln d r Studien verwendet. Hierbei sei
jedoch angemerkt, dass für rund ein Zehntel der Studien aufgrund mangelnder Angaben zur
Methodik nur eine eingeschränkte Auswertung möglich ist. Dies erklärt zum großen Teil den
Sprung zwischen den ersten beiden und den folgenden Balken des Diagramms in Abbildung 12.
Für die anderen abgeleiteten Eigenschaften sind nur wesentlich geringere Häufigkeiten zu ver-
zeichnen. Etwa ein Viertel der Studien stellt Hemmnisgruppen auf. Nur rund ein Drittel über-
führt ordinale Skalen in Zahlen. Zwei Fünftel wenden quantit tive Auswertungsmethoden an,
während nur rund ein Siebentel der Studien ihre Ergebnisse grafisch veranschaulicht. Daraus
lässt sich ableiten, dass häufig nur eine qualitative Analyse stattfindet.
Die Hemmnisgruppen sind ein kontroverses Thema.20 Deshalb werden die von den Studien
verwendeten Einteilungen untersucht21, mit dem Ziel verschiedene Gruppierungsmöglichkeiten
und Schwerpunkte für Hemmnisgruppen herauszuarbeiten.
Wie Abbildung 13 zeigt, überwiegt die Einteilung in drei Hemmnisgruppen, hierbei entstehen
unterschiedlichste Kategorien. Rund ein Fünftel differenzi rt nur in externe und interne Barrie-
ren. Die anderen Studien haben vier bis sechs Hemmnisgruppen.
Abbildung 13: Anzahl der jeweils gebildeten Hemmnisgruppen
(Eigene Darstellung.)
Für Hemmnisgruppen zeichnen sich folgende Themenschwerpunkte ab (siehe Abbildung 14):
• Der Mensch (Verhalten, Willen, Mitarbeiter etc.) wird vonk app der Hälfte der Studien
betrachtet.
• Organisationsaspekte werden von fast zwei Dritteln als Hemmnisgruppe abgegrenzt.
• Wirtschaftliche Aspekte, wie beispielsweise Finanzen, Kosten und Ressourcen, bilden
den dritten Schwerpunkt mit einem Anteil von rund zwei Fünfteln.
• Rund ein Viertel der Studien gruppiert jeweils Informationen bzw. Wissen sowie Technik
als Barrieren.
• Strategie wird von einem Zehntel der Studien thematisiert.
• Daneben entfallen etwa zwei Drittel der gebildeten Hemmnisgruppen in die Kategorie
Sonstige, die neben der Unterscheidung in in- und externe Barrieren auch vereinzelt ge-
nannte Aspekte umfasst.
20 Vgl. ROHDIN, P.; THOLLANDER, P. (2006), S. 1838, WYMER, S.; REGAN, E. (2005), S. 439, THRÄN, D.;
KALTSCHMITT, M. (2004), S. 36 und Expertengespräch mit Herrn Prof. Dr. Frank SCHIRMER am 16.07.2008,
10.30–12.15 Uhr im Georg-Schumann-Bau der TU Dresden, Müchener Platz 1, Zimmer B037.
21 Diese Untersuchung zu den Hemmnisgruppen basiert auf den 28Studien, die eine Gruppierung von Entste-
hungsfaktoren vornehmen.
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Abbildung 14: Themenschwerpunkte der gebildeten Hemmnisgruppen
(Eigene Darstellung.)
5.1.9 Hemmnisbegriff
Ziel der Untersuchung des Hemmnisbegriffs ist es, Synonymeaufzudecken. Für drei Viertel der
Studien lässt sich die Suchfunktion des Programms ADOBE READER anwenden.22
Von den elf deutschen Studien können nur sechs durchsucht werden. Diese deutschen Studien
verwenden die Begriffe Hemmnis, Barriere, Widerstand und Hindernis.23 Es konnten keine
weiteren deutschen Synonyme identifiziert werden.
Rund vier Fünftel der englischsprachigen Studien lassen sich auswerten. Von diesen 74 Stu-
dien verwenden über vier Fünftel den Begriff barrier. Ungefähr die Hälfte nutzt impediment
und obstacle. Hurdle ist in einem Fünftel der Studien vertreten. Nur eine Studie spricht von
hindrance. Dementsprechend kann dieser Begriff eher unterSonstiges gezählt werden. In ei-
nem Viertel der durchsuchten englischsprachigen Studien kon ten weitere Begriffe identifiziert
werden. Constraint nimmt hier mit knapp einem Zehntel einenw sentlichen Anteil am Studi-
enfundus ein und sollte für zukünftige Untersuchungen berücksichtigt werden. Fünf Studien
sprechen von difficulties, wobei dieser Begriff sehr vielfältig verwendbar ist. Daher ist zu ver-
muten, dass er bei der Verwendung als Suchbegriff zu vielen Tr ffern, jedoch eher mit geringer
Relevanz führen wird. Vereinzelt fallen die Begriffe stumbling block, roadblock und challenge.
Angesichts ihres sehr geringen Auftretens scheint ihnen, äh lich wie bei hindrance, wenig Be-
deutung zuzukommen.
Zusammenfassend werden hurdle, barrier, constraint, impedi ent und obstacle sowie Hemm-
nis, Barriere, Widerstand und Hindernis als wesentliche Synon me für den Hemmnisbegriff
festgehalten.24
22 Nicht alle Dokumente sind im PDF-Format verfügbar und nichtjede Datei lässt eine Textsuche zu.
23 Angesichts der geringen Anzahl wird von einer Häufigkeitsauswertung abgesehen.
24 Ziel dieser Untersuchung war es, weitere Synonyme für den Hemmnisbegriff zu finden. Entsprechend entfällt
die Untersuchung dieser Spalten für die weitere Auswertung.
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5.1.10 Entstehungsfaktoren von Hemmnissen
Abbildung 15 zeigt die relativen Häufigkeiten der einzelnenEntstehungsfaktoren und Hemm-
nisgruppen. Die hier verwendeten Hemmnisgruppen (Dürfen,Wollen, Wissen und Können)
werden jeweils von mindestens vier Fünftel der Studien angesprochen. Barrieren des Dürfens
werden hierbei am häufigsten, Barrieren des Könnens am wenigst aufgeführt.
Drei Viertel der Studien untersuchen Ressourcen sowie Fähigkeiten und Fertigkeiten als Ent-
stehungsfaktoren für Barrieren. Über die Hälfte der Studien erforscht Hemmnisse, die auf Be-
harren auf Status quo, Normen und Werte, Organisationsstruktur, Commitment des Topmanage-
ments, externe Anspruchsgruppen und Kommunikationsbarrieren des Könnens zurückzuführen
sind. Widersprüche zwischen Unternehmensziel und Entscheidungsprozess sowie mangelnde
technologische Alternativen bzw. Infrastruktur nennen rund zwei Fünftel der Studien. Etwa ein
Drittel der Studien untersucht die hemmende Wirkung von Kommunikation im Sinne von Dür-
fen, Wollen und Wissen. Den gleichen Anteil nehmen Anreizsysteme, negative Emotionen bzw.
Verlustängste, Erfahrung und Informationsmangel ein. Unsicherheiten bzw. Risiken werden von
weniger als einem Siebentel der Studien als Hindernis gesehen. Nur jeweils zwei der 104 Studi-
en berücksichtigen Routinen und Kulturunterschiede. Die hemmende Wirkung von Raum und
Zeit wird nicht betrachtet.25
Ebenso haben sonstige Hemmnisse des Dürfens einen sehr geringen Anteil. Hier sind nur Recht-
fertigungsschwierigkeiten und die Sorge, vertrauliche Informationen preiszugeben, erfasst. Bei
den anderen Hemmnisgruppen werden die Spalten zur Erfassung onstiger Entstehungsfakto-
ren von jeweils mindestens einem Zehntel aller Studien angesprochen. Sonstige Willensbarrie-
ren beinhalten Motivationsprobleme, den Umgang mit Externen und den Unwillen gegenüber
zusätzlicher Arbeit. Der Großteil der sonstigen Wissenshemmnisse geht auf hohe Fluktuation
zurück. Diese Problematik findet sich ebenso unter sonstigen Hemmnissen des Könnens.26 Da-
neben kristallisieren sich mangelnde persönliche Kontakte bzw. Netzwerke und das Fehlen ge-
eigneter Partner als sonstige Barrieren des Könnens heraus.
Von den 60 Studien, die Beharren auf Status quo erforschen, benennt nur ein Zehntel das Mitt-
lere Management.27 Hingegen beziehen sich knapp zwei Drittel dieser Studien auf Widerstand
von Seiten der Mitarbeiter. Wie für die Spalte Beharren auf Status quo erfolgt auch für Ressour-
cenhemmnisse eine Unterteilung.28 Fast alle Studien, die diesen Entstehungsfaktor untersuchen,
erlauben auch eine weitere Differenzierung nach Art der Ressourcen. Mit einem Anteil von über
zwei Dritteln bilden finanzielle Beschränkungen das größteRessourcenhemmnis, gefolgt von
personellen Engpässen, die von rund der Hälfte benannt werden, und Zeitmangel mit einem
Anteil von über zwei Fünfteln. Reichlich ein Zehntel dieserStudien thematisiert technische
Probleme. Daneben ordnet sich ein knappes Zehntel in sonstige Ressourcenhemmnisse ein.
25 Dementsprechend werden diese beiden Entstehungsfaktorennicht in weitere Untersuchungen einbezogen.
26 Aus dieser Spalte wurden bereits während der Bearbeitung des Analyserasters die neuen Spalten mangelnde
externe Informationen und technische Probleme bzw. mangelnde Infrastruktur extrahiert (siehe Kapitel 4.2).
27 Hierbei ist allerdings zu bemerken, dass nicht jedes untersuchte Unternehmen ein Mittleres Management besitzt,
da auch kleine Organisationen im Mittelpunkt der Betrachtung stehen (vgl. beispielsweise SHI , H. u. a. (2008);
LARSEN, P.; LEWIS, A. (2007); MAU , M. (2004); HADJIMANOLIS , A. (1999); PANIZZOLO , R. (1998)).
28 Siehe Kapitel 4.2 auf den Seiten 21f.
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Abbildung 15: Relative Häufigkeiten der untersuchten Entstehungsfaktoren
(Eigene Darstellung.)
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5.1.11 Zusammenfassung
Abschließend lässt sich der Studienfundus wie folgt beschreiben: Es überwiegen englischspra-
chige Studien, die vorrangig in den 2000er Jahren veröffentlicht wurden. Dreißig Länder werden
betrachtet, von denen die meisten ein hohes Entwicklungsniveau aufweisen. Einen besonderen
Schwerpunkt bilden Großbritannien, Deutschland und die USA. Fast jede zweite Studie unter-
sucht einen dieser drei Staaten. Nach Kontinenten kann knapp die Hälfte des Studienfundus
Europa zugeordnet werden. Während über die Hälfte branchenübergreifende Daten erhebt, fo-
kussieren zwei Fünftel der Studien eine spezielle Branche.Hierbei bilden die öffentliche Hand,
das verarbeitende Gewerbe, das Baugewerbe und Finanzdienstleistungen besondere Untersu-
chungsschwerpunkte. Die betrachteten Entscheidungsprozesse sind vielfältig, besonders sind
Informationstechnologien, Umweltmaßnahmen und Innovatinen hervorzuheben. Rund zwei
Drittel der Studien gibt Auskunft zu den befragten Personen. Diese reichen von Führungskräf-
ten über externe Experten bis zu Arbeitnehmern und deren Vertret rn. Jede zweite Studie führte
direkte Befragungen durch. Reichlich zwei Fünftel der Studien sind Fallstudien, während zwei
Drittel auf Umfragen zurückgreifen.
Für die Hemmnismethodik konnten die ersten Schritte bestätigt werden. Ein spezieller Ent-
scheidungsprozess wird meist bezogen auf ein bestimmtes Unternehmen untersucht. Über drei
Viertel der Studien betrachten mehrere Unternehmen parallel. Fragebögen sind eine gängige
Methode. Die anderen Schritte werden seltener angewandt. So stellt nur ein Viertel der Stu-
dien Hemmnisgruppen auf, diese sind wiederum recht unterschi dlich. Für den Hemmnisbe-
griff werden im Deutschen Hemmnis, Barriere, Widerstand unHindernis verwendet. Für die
englischsprachigen Studien lassen sich barrier, hurdle, impediment, obstacle und constraint als
wichtige Begriffe festhalten. Die Hemmnisgruppen (Dürfen, Wollen, Wissen und Können) wer-
den sehr häufig angesprochen. Die einzelnen Entstehungsfaktoren ergeben ein differenziertes
Bild. Besonders hervorzuheben sind Ressourcenbeschränkungen, mangelnde Fähigkeiten und
Fertigkeiten sowie Hemmnisse, die sich aus der Organisationsstruktur ergeben.
5.2 Untersuchung von Gruppierungsmöglichkeiten
Aufbauend auf den vorgestellten Charakteristika des Studienfundus werden Ansätze für die
Gruppierung von Studien abgeleitet. Ziel dieser Untersuchung ist es, Studiengruppen aufzustel-
len, die sich in wesentlichen Eigenschaften voneinander unterscheiden. Für die Bündelung der
Studien werden die folgenden Gruppierungsansätze genutzt: Veröffentlichungsjahrzehnt, Konti-
nent und Entwicklungsniveau des untersuchten Landes, Branche, Entscheidungsprozess sowie
Methodik der Studie.29
29 Eine Gruppierung nach befragten Akteuren unterbleibt, weil sich dieser Ansatz als nicht praktikabel erweist:
Nur knapp zwei Drittel der Studien sind Angaben zu den befragten Akteuren entnehmbar. So entsteht eine
vergleichsweise große Gruppe Sonstige. Zusätzlich bestehn die im Kapitel 5.1.6 (siehe Seite 27) beschriebenen
Abgrenzungsschwierigkeiten. Aus diesen Gründen wird die Gruppierung nach befragten Akteuren hier nicht
weiter untersucht. Für die weitere Forschung empfiehlt es sich, mögliche Informanten näher zu untersuchen
und auf Basis dieser theoretischen Betrachtungen bessere Gruppierungsansätze zu entwickeln. Diese sollten
bereits zu Beginn der Studienauswertung in das Analyseraster integriert und an den Studien getestet werden,
um aussagekräftigere Abgrenzungen zu ermöglichen.
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Die nach dem jeweiligen Merkmal gebildeten Gruppen werden anhand ihrer relativen Häufig-
keiten untereinander sowie mit dem gesamten Studienfundusverglichen.30 Die Bewertung der
Gruppierungsansätze fokussiert wegen der Fülle der im Analyseraster enthaltenen Informatio-
nen die folgenden wesentlichen Punkte:
• Welcher Entscheidungsprozess wird erforscht?
• Welche Methoden zur Messung und Bewertung von Hemmnissen werden angewandt?
• Welche Entstehungsfaktoren für Hemmnisse werden benannt?
5.2.1 Zeitliche Gruppierung
Für eine zeitliche Gruppierung werden die Studien nach den Jahrzehnten ihrer Veröffentlichung
eingeteilt. So ergeben sich drei sehr unterschiedlich große Gruppen. Aus den 1980er Jahren sind
nur drei Studien vertreten, während 23 Studien in den 1990erund 78 Studien in den 2000er
Jahren veröffentlicht wurden. Entsprechend sind die Studiengruppen nur bedingt vergleichbar.
Insbesondere die erste Gruppe kann nicht als repräsentativgel en und führt zu hohen Abwei-
chungen beim Vergleich mit dem Studienfundus. So konzentriert sich die Untersuchung der
Entscheidungsprozesse auf technologische Neuerungen undI novation, während die Profile der
anderen Jahrzehnte sich nicht erheblich vom Studienfundusunterscheiden (siehe Abbildung 22
im Anhang Seite 96). Aus Gründen der Vollständigkeit wird diese Gruppe in die grafische Dar-
stellung einbezogen, jedoch nicht weiter ausgewertet.
Ähnlich sieht die Auswertung für die Hemmnismethodik aus. Abgesehen davon, dass die Studi-
en aus den 1990er Jahren häufiger mehrere Unternehmen untersuchen (siehe Abbildung 23 im
Anhang Seite 96), sind keine wesentlichen Abweichungen zu verzeichnen.
Bei der Untersuchung der Entstehungsfaktoren weichen die 2000er Jahre kaum vom Durch-
schnitt des Studienfundus ab (siehe Abbildung 24 im Anhang Seite 97). Die Studien der
1990er Jahre betrachten überdurchschnittlich häufig das Commitment des Topmanagements
und sonstige Wissenshemmnisse, die insbesondere eine hoheFluktuationsrate umfassen. Hin-
gegen betrachten diese Studien weniger häufig den Einfluss von Unternehmenszielen, externer
Anspruchsgruppen, Kommunikationsbarrieren des Dürfens und technische bzw. infrakstruktu-
relle Hemmnisse.
Nachteile dieser Gruppierungsmöglichkeit sind die sehr unterschiedliche Größe der Gruppen
und die geringen Abweichungen bezüglich der Studieneigenschaften.
30 Lassen sich Studien nicht unter den gewählten Gesichtspunkten einordnen, wird jeweils eine Gruppe Sonstiges
gebildet, die jedoch nicht weiter in die Auswertung eingehtund nur aus Gründen der Vollständigkeit aufgeführt
wird.
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5.2.2 Gruppierung nach Kontinenten
Nach Kontinenten lassen sich die folgenden fünf Gruppen unterscheiden: Europa, Nordamerika,
Asien, Australien und eine Sammelkategorie für die anderenkaum vertretenen Erdteile sowie
für Studien, die nicht zugeordnet werden können.31
Abbildung 16: Gruppierung nach Kontinenten
(Eigene Darstellung.)
Auch dieser Gruppierungsansatz führt zu einer ungleichmäßigen Verteilung der Studien. Eu-
ropa ist mit einem Anteil von 47 Studien um ein Vielfaches größer als die anderen Gruppen
(siehe Abbildung 16). Entsprechend weicht diese Gruppe bezüglich der betrachteten Merkmale
nur wenig von den Durchschnittswerten des Studienfundus ab( iehe Abbildungen 25 bis 27
im Anhang auf den Seiten 98ff.). Auch Nordamerika bleibt meist im Durchschnitt. Jedoch be-
handelt diese Gruppe häufiger die Einführung von Managementsystemen und sehr viel weniger
Umweltmaßnahmen. Innovationen haben in der Gruppe Asien einen vergleichsweise geringen
Anteil. Die Gruppe Australien besteht nur aus acht Studien,somit zeigt das Profil wesentlich
höhere Abweichungen vom Durchschnitt. Über zwei Drittel dieser Studien untersucht Infor-
mationstechnologien, während im gesamten Studienfundus nur ei Fünftel sich diesem Thema
widmet.
Für die Hemmnismethodik hebt sich nur Asien mit einer häufigeren Überführung von ordinalen
Skalen in Zahlen und der Anwendung quantitativer Methoden im Vergleich zu den anderen
Studiengruppen ab (siehe Abbildung 26 im Anhang Seite 98).32
Bezüglich der benannten Entstehungsfaktoren für Hemmnisse liegt Europa im Durchschnitt
(siehe Abbildung 27 im Anhang Seite 99). Die Studien der Gruppe Nordamerika untersuchen
weniger häufig Kommunikationsbarrieren durch Dürfens, Wollens und Wissens, negative Emo-
tionen sowie Anreizsysteme, während sie häufig sonstige Barrieren des Könnens aufführen. Ri-
siko und Unsicherheiten werden von ihnen nicht betrachtet.Mangelndes Commitment des Top-
managements, unzureichende technische Alternativen bzw.mangelnde Infrastruktur und Barrie-
ren des Könnens werden von der Studiengruppe Asien relativ häufig aufgeführt. Ebenso sind
diese Studien die einzigen, die kulturelle Unterschiede inBetracht ziehen. Im Gegensatz dazu
betrachtet die Studiengruppe Australien verhältnismäßigwenig das Commitment des Topmana-
gements, die Organisationsstruktur, Anreizsysteme, Kommunikationshemmnisse des Wollens,
Wissens und Könnens sowie sonstige Entstehungsfaktoren des Könnens, sondern nennt häufi-
31 Für die Aufschlüsselung nach Kontinenten siehe Abbildung 8a auf Seite 25. Bei Überlappungen erfolgt eine
doppelte Zuordnung. So geht beispielsweise die Studie BERG, A. u. a. (2000) in die Gruppe Nordamerika für
das untersuchte Land Kanada und in die Gruppe Europa für Schweden ein.
32 Die Abweichungen von Australien werden auf die geringe Studienzahl zurückzuführen sein.
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ger externe Anspruchsgruppen, Beharren auf Status quo und Ressourcenbeschränkungen sowie
unzureichende technische Alternativen bzw. mangelnde Infrastruktur.
Die Gruppierung nach Kontinenten führt zwar zu einer relativ starken Gruppe Europa. Dement-
sprechend zeigt diese Studiengruppe kaum Abweichungen. Jedoch sind für die anderen Grup-
pen einige Unterschiede bezüglich der Entstehungsfaktoren ableitbar. Allerdings sollte die In-
terpretation der Ergebnisse von kleinen Studiengruppen wiAustralien nur unter Vorbehalt er-
folgen.
5.2.3 Gruppierung nach Entwicklungsniveaus
Für die Gruppierung nach Entwicklungsniveau ergeben sich drei sehr unterschiedlich große Stu-
diengruppen (siehe Abbildung 8b auf Seite 25): Drei Vierteld r Studien gehören zum hohen
Entwicklungsniveau, während nur ein Zwölftel in das mittlere und keine in das niedrige einzu-
stufen sind. Der Rest erlaubt keine Zuordnung. Entsprechend ihrer geringen Größe lassen sich
die Abweichungen der Gruppe mittleres Entwicklungsniveaubeim Entscheidungsprozess und
bei der Hemmnismethodik auf die geringe Repräsentativitätder acht Studien zurückführen (sie-
he Abbildungen 28 und 29 im Anhang Seite 100). Das Gleiche gilt für die Entstehungsfaktoren,
wobei hier keine wesentlichen Unterschiede mit Ausnahme der sonstigen Barrieren des Kön-
nens zu verzeichnen sind (siehe Abbildung 30 im Anhang Seite101). Insgesamt erscheint das
Entwicklungsniveau für eine Gruppierung des Studienfundus wenig geeignet.
5.2.4 Gruppierung nach Branchen
Hier ergeben sich zwei Gruppierungsmöglichkeiten. Einerseits lassen sich die Studien einteilen,
ob sie eine oder mehrere Branchen untersuchen. Andererseits können die Studien mit Branchen-
fokus nach der jeweils betrachteten Branche unterschiedenwerden.
Zuerst wird untersucht, ob es Unterschiede zwischen den Studien gibt, die eine bzw. mehrere
Branchen betrachten. Entsprechend ergeben sich zwei verhältnismäßig ebenbürtige Gruppen.
Als dritte Kategorie werden die acht Studien zusammengefasst, denen keine Angabe zur Bran-
che zu entnehmen ist.33
Im Bezug auf den analysierten Entscheidungsprozess betrachten die Studien mit Branchenfo-
kus mehr sonstige Entscheidungsprozesse, sonst bleiben die Gruppen nah am Durchschnitt des
Studienfundus (siehe Abbildung 31 im Anhang Seite 102).
Bei einer branchenübergreifenden Untersuchung kann nichtur ein Unternehmen im Mittel-
punkt der Betrachtung stehen. Entsprechend wertet diese Studiengruppe häufiger über mehrere
Unternehmen aus. Hingegen konzentrieren sich Studien mit Branchenfokus häufiger auf ein
Unternehmen34 und verwenden seltener Fragebögen (siehe Abbildung 32 im Anhang auf Sei-
te 102). Dies spiegelt sich in der Methodik der Studien wider. Umfragen werden von rund vier
Fünfteln der branchenübergreifenden Studien durchgeführt, während weniger als ein Drittel die-
33 Diese Gruppe wird aus Gründen der Vollständigkeit aufgenommen, jedoch nicht weiter betrachtet.
34 Weniger als zwei Drittel der Studien mit Branchenschwerpunkt betrachten mehr als eine Organisation. Somit
liegen sie deutlich unter dem Durchschnitt.
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ser Studien auf Fallbeschreibungen beruht. Im Gegensatz dazu basieren über zwei Drittel der
Studien mit Fokus auf eine Branche auf Fallstudien und nur zwei Fünftel auf Umfragen.
Für die Entstehungsfaktoren zeigt sich ein differenziertes Bild (siehe Abbildung 33 im Anhang
auf Seite 103). Für einige Faktoren wie beispielsweise Normen und Werte sowie Routinen
gibt es fast eine vollkommene Übereinstimmung. Während diebranchenübergreifenden Studien
wesentlich häufiger die Hemmniswirkung externer Anspruchsgruppen benennen, untersuchen
sie weniger den Entstehungsfaktor Erfahrung. Die Studien mit Branchenschwerpunkt weichen
kaum vom Studienfundus ab.
Nach diesem allgemeinen Überblick zum Studienfundus werden die Studien, die nur eine Bran-
che untersuchen, wie im Kapitel 5.1.4 (siehe Seite 25) vorgestellt, nach der europäischen Sys-
tematik der Wirtschaftszweige gruppiert (siehe Abbildung9 auf der Seite 26), mit dem Ziel,
Unterschiede zwischen den untersuchten Branchen herauszuarbeiten. Sechs bis zwölf Studien
stehen jeweils stellvertretend für das verarbeitende Gewerbe, das Baugewerbe, Finanzdienstleis-
ter und die öffentliche Hand. Siebzehn Studien entfallen auf die Kategorie Sonstige. Die relativ
geringe Studienanzahl je Gruppe erklärt führt zu höheren Abweichungen, entsprechend werden
hier nur Abweichungen von über 20% betrachtet.35
Für die Entscheidungsprozesse lassen sich drei Aussagen ableiten (siehe Abbildung 34 im An-
hang Seite 104): Beim Baugewerbe liegt ein besonderer Schwerpunkt auf der Informations-
technologie, während sich die Finanzdienstleister überproportional mit Innovationen beschäfti-
gen. Für die öffentliche Hand konnten die untersuchten Entscheidungsprozesse häufig nur unter
Sonstige eingeordnet werden.
Für die Hemmnismethodik zeigt sich, dass die StudiengruppeBaugewerbe die beschriebenen
Eigenschaften am ehesten erfüllt und somit insbesondere für die Bildung von Hemmnisgruppen,
die Überführung von ordinalen Skalen in Zahlen, die quantittive Auswertung und die grafische
Darstellung weit über dem Durchschnitt liegt (siehe Abbildung 35 im Anhang Seite 104). Studi-
en zur öffentlichen Hand untersuchen seltener einen speziellen Entscheidungsprozess und meh-
rere Unternehmen, ebenso werden hier weniger Hemmnisgruppen aufgestellt. Untersuchungen
zu Finanzdienstleistern nehmen keine Gruppierung der Entstehungsfaktoren vor.
Die Betrachtung der Entstehungsfaktoren lässt deutliche Unt rschiede zwischen den Branchen
erkennen (siehe Abbildung 36 im Anhang Seite 105). Aufgrundder geringen Menge von Studi-
en je Gruppe werden nur Abweichungen von mindestens 20% einbezogen (siehe Tabelle 1).
Für das verarbeitende Gewerbe lassen sich keine besonderenEntstehungsfaktoren nennen, je-
doch werden in dieser Branche sehr verschiedene Unternehmen, wie beispielsweise eine Kel-
terei und ein Automobilzulieferer, zusammengefasst. Hingegen ist das Baugewerbe eine rela-
tiv homogene Gruppe, die die folgenden Entstehungfaktorenüberdurchschnittlich häufig un-
tersucht: Unternehmensziel, externe Anspruchsgruppen, Normen und Werte, Fähigkeiten und
Fertigkeiten, Ressourcen sowie Technik und Infrastruktur. Ähnlich sieht es für die Finanzdienst-
leister aus. Hier bilden die Organisationsstruktur, Anreizsysteme, die Kommunikation (Dürfen,
Wollen, Wissen), Fähigkeiten und Fertigkeiten überdurchschnittliche Schwerpunkte. Für Studi-
en, die sich mit der öffentlichen Hand beschäftigen, steheninsbesondere Kommunikationsbar-
35 Beispielsweise untersucht nur eine von sechs Studien zu Finanzdienstleistern technologische Neuerungen. So-
mit kann der Anteil von 17% nicht als repräsentativ gewertetw rden.
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Tabelle 1:Aufschlüsselung der Entstehungsfaktoren mit einer Abweichung von mindestens
20% für die Gruppierung nach Branchen
Branche Abweichung +20 % Abweichung -20 %
Verarbeitendes
Gewerbe
– Unternehmensziel, Beharren auf
Status quo, Negative Emotionen
Baugewerbe Unternehmensziel, externe Anspruchs-
gruppen, Normen und Werte, Fähig-
keiten und Fertigkeiten, Ressourcen,
Technik und Infrastruktur
Organisationsstruktur, Kommu-





(Dürfen, Wollen, Wissen), Anreizsys-




Kommunikation (Können) Topmanagement, Beharren auf
Status quo, Ressourcen
(Eigene Darstellung.)
rieren des Könnens im Vordergrund. Die dritte Spalte der Tabelle 1 könnte auf Forschungsdefi-
zite hinweisen. Entsprechend sollte für zukünftige Untersuchungen in diesen Branchen geprüft
werden, ob es sinnvoll wäre, diese Entstehungsfaktoren zu berücksichtigen.
Durch die Gruppierung in Studien, die eine oder mehrere Branche untersuchen, entstehen zwar
verhältnismäßig vergleichbare Gruppen. Aus dem Vergleichlassen sich jedoch nur wenige Aus-
sagen ableiten. Die Aufgliederung nach einzelnen Branchenbi tet Ansätze für eine branchen-
spezifische Hemmnisforschung. Diese Systematisierung istjedoch auf die knappe Hälfte des
Studienfundus beschränkt.
5.2.5 Gruppierung nach Entscheidungsprozessen
Mit Hilfe dieses Gruppierungsansatzes soll insbesondere die Frage beantwortet werden, ob
die Untersuchung verschiedener Entscheidungsprozesse zueiner unterschiedlichen Hemmnis-
betrachtung führt. Auf diese Weise entstehen acht Gruppen mit einer Anzahl von fünf bis zwei-
undzwanzig Studien. Aufgrund von Überschneidungen zwischen den Gruppen werden einige
Studien mehrfach zugeordnet. In der neunten Gruppe werden 26 Studien zusammengefasst, die
nicht in die aufgestellten Kategorien passen. Entsprechend entfallen sie für die Auswertung.
Aus Gründen der Übersichtlichkeit werden die Profile auf mehrere Abbildungen verteilt (siehe
Abbildungen 37a bis 38b im Anhang auf den Seiten 106ff.).
Für die ersten beiden Eigenschaften der Hemmnismethodik zeigt sich ein homogenes Bild. Al-
le Gruppen untersuchen einen speziellen Entscheidungsprozess jeweils in einem Unternehmen.
Jedoch werten Studien der Gruppe Qualitätsmanagement ihreErgebnisse weniger häufig über
mehrere Unternehmen aus. Hingegen werden die Einführung voUmwelt- und Management-
systemen häufiger über mehrere Unternehmen betrachtet. Hemmnisse für Innovationen, Qua-
litätsmanagementprozesse und die Einführung von Managementsystemen werden überdurch-
schnittlich häufig mit Fragebögen erfasst, während Umweltmanagementsysteme im Verhältnis
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weniger häufig diese Methode nutzen. Hemmnisgruppen werdeninsbesondere für die Untersu-
chung von Informationstechnologien und Umweltmaßnahmen gebildet. Die Studien, die sich
mit anderen Entscheidungsprozessen befassen, stellen weniger häufig Hemmnisgruppen zusam-
men. Insbesondere für die Untersuchung von technologischen Neuerungen und von Qualitäts-
managementmaßnahmen werden wenig ordinale Skalen verwendet u in Zahlen überführt.
Dagegen sind die Studien zu Informationstechnologien wieder überdurchschnittlich vertreten.
Für den Schritt der quantitativen Auswertung ergibt sich ein r lativ einheitliches Bild, wobei
jedoch Marktorientierung bzw. strategische Planung, Informationstechnologie und Umweltmaß-
nahmen eine leicht überdurchschnittliche hohe sowie technologische Neuerungen eine nur ge-
ringe Häufigkeit aufweisen. Die Veranschaulichung anhand von Grafiken wird von wenigen Stu-
dien genutzt. Die Prozesse Marktorientierung bzw. strategische Planung, technologische Neue-
rungen und Innovationen bewegen sich nah am Nullpunkt, während Umwelt- und Qualitätsma-
nagementmaßnahmen überdurchschnittlich häufig ihre Ergebnisse auf diese Weise präsentieren.
Werden die Entstehungsfaktoren nach Entscheidungsprozessen gruppiert, zeigen sich deutliche
Unterschiede, insbesondere, wenn ein Hemmnis allgemein häufig betrachtet wurde (siehe Ab-
bildungen 38a und 38b im Anhang auf den Seiten 107f.). Die Tabelle 17 (im Anhang auf den
Seiten 109f.) schlüsselt die Entstehungsfaktoren nach Entscheidungsprozessen auf und zeigt
Abweichungen von mindestens 10%. Da jedoch die Studiengruppen teilweise nur sieben Studi-
en beinhalten, ergeben sich sehr viele Unterschiede im Vergleich zum Studienfundus. Entspre-
chend wird mit mindestens 20% Abweichung eine größere Bandbreite gewählt. Die Tabelle 2
zeigt die Ergebnisse.
Tabelle 2:Aufschlüsselung der Entstehungsfaktoren mit einer Abweichung von mindestens
20% für die Gruppierung nach Entscheidungsprozessen
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– Kommunikation (Dürfen, Wollen,
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(Eigene Darstellung.)
So konzentrieren sich Betrachtungen zur Informationstechnologie insbesondere auf Ressour-
cenhemmnisse und unzureichende Infrastruktur bzw. technis e Alternativen. Hingegen wird
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Tabelle 2:Aufschlüsselung der Entstehungsfaktoren mit einer Abweichung von 20% für die
Gruppierung nach Entscheidungsprozessen (Fortsetzung)
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das Anreizsystem als Entstehungsfaktor für Hemmnisse weniger häufig in Betracht gezogen.
Für technologische Neuerungen, Innovationen und Umweltmanagementsysteme lassen sich kei-
ne besonderen Schwerpunkte bezüglich der betrachteten Entstehungsfaktoren ableiten. Bei der
Marktorientierung bzw. der strategischen Planung steht das Commitment des Topmanagements
im Vordergrund. Für das Qualitätsmanagement sind ebenfalls die Signale der höchsten Füh-
rungsebene wichtig, gleichermaßen stehen Anreizsysteme,Fähigkeiten und Fertigkeiten, Kom-
munikationsbarrieren des Könnens sowie sonstige Hemmnisse de Wissens und Könnens im
Mittelpunkt der Betrachtung. Die Untersuchung von Managementsystemen hebt besonders die
Rolle externer Anspruchsgruppen und sonstiger Barrieren des Wissens und Könnens hervor.
Allgemein lässt sich ableiten, dass die zweite Spalte der Tabelle 2 Forschungsschwerpunkte für
den jeweiligen untersuchten Entscheidungsprozess benennt, während die dritte Spalte mögli-
che Defizite im Vergleich zur allgemeinen Hemmnisforschung, vertreten durch den hier zusam-
mengestellten Studienfundus, aufzeigt. Für zukünftige Untersuchungen sollten die aufgeführten
Punkte geprüft werden.
Zusammenfassend erscheint die Aufschlüsselung nach Entscheidungsprozessen als aussagekräf-
tige Gruppierungsmöglichkeit, obwohl nur relativ kleine und damit weniger repräsentative Stu-
diengruppen entstehen und durch inhaltliche Überschneidugen einige Studien mehrfach einbe-
zogen werden.
5.2.6 Gruppierung nach Methodik der Studien
Anschließend an die Gruppierungsansätze nach dem Hintergrund der Studie folgt nun die Be-
trachtung der Studienmethodik. Hieraus ergeben sich die Gruppen: Fallstudie, Umfrage, beide
Methoden kombiniert und Sonstige (für die Verteilung sieheAbbildung 17).36
Bezüglich der untersuchten Entscheidungsprozesse zeigt sich, dass eine Kombination von Fall-
studien und Umfragen überdurchschnittlich häufig Innovatinsprozesse untersucht, während
36 Eine Studie ist weder Fallstudien noch Umfragen zuzuordnen, entsprechend repräsentiert sie die Gruppe Sons-
tige und wird nicht in die Auswertung einbezogen.
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Abbildung 17: Gruppierung nach Methodik der Studien
(Eigene Darstellung.)
reine Fallstudien mehr sonstige Entscheidungsprozesse betrachten (siehe Abbildung 39 im An-
hang Seite 111).
Wird die Studien- mit der Hemmnismethodik in Beziehung gesetzt, ergeben sich einige Ab-
weichungen (siehe Abbildung 40 im Anhang Seite 111). Umfragen enügen am besten den
aufgestellten Kriterien.37 Fallstudien werten seltener über mehrere Unternehmen aus und wen-
den weniger häufig Fragebögen an. Ebenso liegen sie auch bei den an eren Eigenschaften unter
dem Durchschnitt des Studienfundus. Studien, die Umfragenund Fallstudien kombinieren, be-
fragen häufiger mehrere Unternehmen anhand von Fragebögen und bilden am häufigsten Hemm-
nisgruppen. Jedoch nutzen sie auch verhältnismäßig wenig ord nale Skalen und quantitative
Auswertungen sowie keine veranschaulichenden Grafiken. Zusammenfassend kann geschluss-
folgert werden, dass ein Zusammenhang zwischen der angewandten Studienmethodik und den
Methoden zur Messung und Bewertung von Hemmnissen besteht.
Für die Entstehungsfaktoren ergeben sich auch einige Abweichungen (siehe Abbildung 41 und
Tabelle 18 im Anhang auf den Seiten 112ff.). Die Umfrage liegt mit Ausnahme der häufigeren
Berücksichtigung von externen Anspruchsgruppen im Durchschnitt. Im Gegensatz dazu thema-
tisieren Fallstudien externe Anspruchsgruppen, Beharrenuf Status quo, Fertigkeiten und Fähig-
keiten sowie Informationsmangel verhältnismäßig wenig. Da nur acht Studien beide Methoden
anwenden, sind hier größere Abweichungen zu verzeichnen. Wird eine Bandbreite von mindes-
tens 20% zugelassen, kristallisiert sich heraus, dass diese Studiengruppe überdurchschnittlich
häufig Unternehmensziel, Erfahrungen und Ressourcenbeschränkungen untersuchen.
Durch eine Gruppierung nach Methodik der Studien entstehensehr unterschiedlich große Grup-
pen. Für die größte Studiengruppe Umfrage lassen nur wenigeAussagen ableiten. Auch sind
die Ergebnisse für die Studien, die Umfragen und Fallstudien kombinieren, aufgrund ihrer ge-
ringen Anzahl kritisch zu betrachten. Dieser Gruppierungsa satz zeigt die Beziehung zwischen
Studien- und Hemmnismethodik. Es zeigen sich jedoch nur gerin Unterschiede in der Unter-
suchung der Entstehungsfaktoren.
5.2.7 Zusammenfassung
Abschließend fasst die Tabelle 3 die Ergebnisse der verschiedenen Gruppierungsmöglichkeiten
überblicksartig zusammen. Die gebildeten Studiengruppenwerden nach ihrer Größe und ihren
inhaltlichen Angaben charakterisiert. Dabei bemisst sichdie Gruppengröße nach der Anzahl
37 Hierbei sei jedoch kritisch angemerkt, dass die aufgestellten Eigenschaften von Methoden abgeleitet wurden,
die alle auf Umfragen basieren (siehe Kapitel 3.4 auf den Seiten 16ff.).
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der ihr zuzuordnenden Studien. Des Weiteren werden Aussagen zum Inhalt der Studiengruppe
durch verhältnismäßig häufig untersuchte Merkmalsausprägungen für den Entscheidungspro-
zess, die Hemmnismethodik und die Entstehungsfaktoren beschri ben.
Tabelle 3:Übersicht zu den Gruppierungsansätzen
Veröffentlichungsjahr
Gruppen Studien- Entschei- Hemmnis- Entstehungsfaktoren
anzahl dungsprozess methodik
1980er 3 - zu kleine Gruppe -





2000er 78 – – –
Kontinent
Gruppen Studien- Entschei- Hemmnis- Entstehungsfaktoren
anzahl dungsprozess methodik






















20 - zu heterogene Gruppe -
Branche (branchenübergreifend oder spezialisiert)












51 Sonstige – –
Keine Angabe 8 - zu heterogene Gruppe -
(Eigene Darstellung.)
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Tabelle 3:Übersicht zu den Gruppierungsansätzen (Fortsetzung)
Eine spezielle Branche(Aufschlüsselung von 51 Studien mit Branchenfokus)










gruppen, Normen & Werte, Fähig-




10 – – –
Finanz-
dienstleister
6 Innovation – Organisationsstruktur, Kommunikati-
on (Dürfen, Wollen, Wissen), Anreiz-
system, Fähigkeiten & Fertigkeiten
Öffentliche
Hand
12 Sonstige – Kommunikation (Können)
Sonstige 17 - zu heterogene Gruppe -
Entscheidungsprozess





führung ordinaler Skalen in
Zahlen, quantitative Auswer-
tung, grafische Darstellung
































9 Quantitative Auswertung Commitment des Topmana-
gements
Innovation 18 Fragebögen –
Sonstige 26 - zu heterogene Gruppe -
(Eigene Darstellung.)
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Tabelle 3:Übersicht zu den Gruppierungsansätzen (Fortsetzung)
Studienmethodik
Gruppen Studien- Entschei- Hemmnismethodik Entstehungs-
anzahl dungsprozess faktoren
Fallstudie 36 Sonstige Hemmnisgruppen –













Sonstige 1 - zu kleine Gruppe -
Entwicklungsniveau
Gruppen Studien- Entschei- Hemmnis- Entstehungs-
anzahl dungsprozess methodik faktoren
Hoch 78 – – –
Mittel 8 – – –
Nicht zuzuordnen 18 - zu heterogene Gruppe -
(Eigene Darstellung.)
Die meisten Ansätze führen zu unterschiedlich großen Gruppen. Insbesondere gilt dies für die
Gruppierungsvarianten nach Veröffentlichungsjahr, Kontinent und Entwicklungsniveau, weil
dort jeweils eine Gruppe den Großteil der Studien bündelt. Stets bildet sich eine Gruppe, die
entweder zu klein oder als Sammelkategorie zu heterogen fürkonkrete Aussagen ist. Insbeson-
dere für die Gruppierungsansätze Kontinent, Entwicklungsniveau, spezielle Branche und Ent-
scheidungsprozess entstehen verhältnismäßig große Kategorien Sonstiges. Aus diesem Grund
können teilweise nur drei Viertel der Studien einbezogen werden.
Die Einteilung nach Veröffentlichungsjahrzehnten deutetdarauf hin, dass sich die Entstehungs-
faktoren im Laufe der Zeit verändert haben. Dies wäre ein interessanter Ansatz für weitere
Forschung.38Aufgrund der ungleichen Gruppengrößen und weil sich keine Uterschiede bezüg-
lich der untersuchten Entscheidungsprozesse aufzeigen lassen, ist dieser Ansatz jedoch für eine
Systematisierung des Studienfundus nicht empfehlenswert.
Die Aufschlüsselung nach Kontinenten erlaubt nur Aussagenzu Nordamerika, Australien und
Asien. Die große Gruppe Europa liegt voll im Trend des Studienfundus. Einerseits hat diese
Gruppe durch ihre bloße Größe einen bedeutenden Einfluss aufdie Eigenschaften des Studi-
enfundus. Andererseits stellt sich die Frage, ob mehr Studien aus den anderen Erdteilen zu
einem anderen Bild führen können oder ob die Ergebnisse wirklich auf Unterschiede zwischen
den Kontinenten zurückzuführen sind. In Nordamerika und Australien sind jeweils nur zwei
Länder vertreten. Für diese beiden Gruppen lassen sich die Themenschwerpunkte Management-
systeme für die USA und Kanada sowie Informationstechnologie für Australien bzw. Neusee-
land feststellen. Im Gegensatz zu diesen beiden Studiengruppen vereint sich in Europa und
38 Siehe Kapitel 6.3 auf den Seiten 59f.
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Asien jeweils eine Vielfalt von Staaten mit sehr unterschiedlichem kulturellen und wirtschaftli-
chen Hintergrund. Dies könnte auch erklären, warum sich fürdiese Gruppen keine besonderen
Schwerpunkte im Hinblick auf die Entscheidungsprozesse herauskristallisieren. Nordamerika,
Asien und Australien lassen sich hinsichtlich der von ihnenuntersuchten Entstehungsfaktoren
vergleichen. So thematisieren die Studiengruppen Nordamerika und Asien besonders sonstige
Hemmnisse des Könnens. Ebenso untersucht Asien besonders das Commitment des Topmana-
gements und kulturelle Unterschiede. Asien und Australienuntersuchen beide überdurchschnitt-
lich häufig mangelnde technische Alternativen bzw. unzureichende Infrastruktur als Hemmnis.
Zusammenfassend sind Kontinente zwar ein interessanter Ansatzpunkt, um Studien zu bündeln,
jedoch beschränken sich die Vergleichsmöglichkeiten auf die drei Studiengruppen Nordame-
rika, Asien und Australien. Fast zwei Drittel des Studienfund s bleiben von der Betrachtung
ausgeschlossen. Entsprechend erscheint auch dieser Gruppierungsansatz für den betrachteten
Studienfundus ungeeignet.
Die Gruppierung der Studien entsprechend dem Entwicklungsniveau der untersuchten Länder
ist zwar auf vier Füntel der Studien anwendbar, jedoch entsthen sehr unterschiedlich großen
Gruppen. Länder mit niedrigem Entwicklungsniveau sind nicht vertreten. Auch lassen sich kei-
ne wesentlichen Unterschiede im Bezug auf betrachtete Entscheidungsprozesse, Hemmnisme-
thodik und Entstehungsfaktoren ableiten.39
Die Einteilung in Studien, die eine bzw. mehrere Branchen untersuchen, weist hinsichtlich der
Gruppengröße sehr gute Eigenschaften auf40, jedoch lassen sich nur wenige Aussagen ableiten.
Die Aufschlüsselung der Studien mit Branchenfokus nach NACE ergibt relativ kleine Studien-
gruppen. Sie zeigt Unterschiede zwischen den einzelnen Branchen hinsichtlich der betrachteten
Entscheidungsprozesse und den untersuchten Entstehungsfaktoren. Dementsprechend erscheint
dieser Gruppierungsansatz, zwar nicht für die Systematisierung des gesamten Studienfundus,
jedoch für die Untersuchung von Hemmnissen lohnenswert.
Die Gruppierung nach untersuchten Entscheidungsprozessen rlaubt es, Gruppen, die sich teil-
weise überschneiden, abzugrenzen. Für fast alle Gruppen lassen sich Schwerpunkte im Bezug
auf die Hemmnismethodik und auf die untersuchten Entstehungsfaktoren ableiten. Jedoch kann
ein Viertel der Studien nur sonstigen Entscheidungsprozessen zugeordnet werden. Trotz dieses
Nachteils sollte dieser Ansatz weiterverfolgt werden, da er eine aussagekräftige Differenzierung
der Studiengruppen erlaubt.
Durch eine Gruppierung nach Methodik der Studien entstehenunterschiedlich große Gruppen.
Dieser Ansatz erscheint insbesondere für die Untersuchungder Hemmnismethodik interessant,
ist jedoch weniger für die Analyse von Entstehungsfaktoreng eignet.
5.2.8 Fazit
Zusammenfassend ergibt sich keine First-Best-Lösung. DieGruppierungsansätze bewegen sich
im Spannungsdreieck zwischen Vergleichbarkeit, Unterscheidbarkeit und Anwendbarkeit auf
alle Studien. So sollten die Studiengruppen verhältnismäßig vergleichbar sein, sich jedoch auch
39 Aus Gründen der Vollständigkeit wird dieser Ansatz mit in die Tabelle 3 aufgenommen. Jedoch an deren Ende
gestellt, um den Vergleich der anderen Ansätze nicht zu beeinträchtigen.
40 Nur acht Studien entfallen aus der Betrachtung. Die beiden Hauptgruppen sind ungefähr gleich groß.
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voneinander unterscheiden und damit verallgemeinerungsfähige Aussagen zu den in ihnen ge-
bündelten Studien erlauben. Der dritte Anspruch ist, dass möglichst alle Studien in die Glie-
derung einbezogen und nicht von der Gruppierung ausgeschlossen werden. Für dieses Span-
nungsfeld gibt es keine optimale Lösung. Kein Gruppierungsa satz erfüllt vollständig alle drei
Kriterien (siehe Abbildung 18).
Abbildung 18: Gegenüberstellung der Gruppierungsversuche
(Eigene Darstellung.)
Die Gruppierung nach Entscheidungsprozessen erscheint amgeeignetsten, weil dieser Ansatz
alle drei Anforderungen zum Großteil erfüllt. Die Studien werden relativ feingliedrig aufteilt.
Es lassen sich Aussagen zur Hemmnismethodik und zu den unters chten Entstehungsfaktoren
ableiten. Jedoch werden gerade bei diesem Ansatz nur drei Viertel der Studien einbezogen.
Deshalb wird als nächster Schritt eine Clusteranalyse durchgeführt, die gleichzeitig alle zur
Gruppierung geeigneten Merkmalen berücksichtigt. Auf diese Weise wird nach neuen, bisher
verdeckt gebliebenen Beziehungen gesucht.
5.3 Clusteranalyse
Nach der Beschreibung des Studienfundus und der Vorstellung verschiedener Gruppierungs-
möglichkeiten auf Basis einzelner Merkmale wendet sich dieBetrachtung nun mit der Cluster-
analyse einem ganzheitlichen Ansatz zu.41 Dieses Verfahren erlaubt die Analyse einer heteroge-
nen Gesamtheit, wie dem hier untersuchten Studienfundus, mit de Ziel homogene Teilmengen
von Studien zu identifizieren.42 Die Clusteranalyse zählt zu den strukturentdeckenden Verfah-
ren.43 Folglich eignet sie sich, Zusammenhänge aufzuzeigen, so dass Studien mit „weitgehend
verwandter Eigenschaftsstruktur“44 zu einem Cluster gebündelt werden, während die Studien-
gruppen untereinander möglichst unähnlich sind45.
41 Im Gegensatz zu den im Kapitel 5.2 vorstellten Gruppierungsmöglichkeiten, werden nun nicht nur eine Eigen-
schaft, sondern alle Merkmale der Studien für die Gruppenbildung herangezogen (vgl. BACKHAUS, K. u. a.
(2006), S. 489).
42 Vgl. BACKHAUS, K. u. a. (2006), S. 489.
43 Vgl. BACKHAUS, K. u. a. (2006), S. 7. Im Gegensatz zu den strukturprüfendenVerfahren erfolgt keine Zweitei-
lung in abhängige und unabhängige Variable (vgl. BACKHAUS, K. u. a. (2006), S. 12).
44 BACKHAUS, K. u. a. (2006), S. 489.
45 Vgl. BACKHAUS, K. u. a. (2006), S. 12.
48 Empirische Auswertung: Systematisierung der Studien
5.3.1 Aufbereitung der Daten
Ausgangsbasis für die Analyse ist eine auf dem Analyseraster basierende Rohdatenmatrix. Es
werden nur Merkmale berücksichtigt, die aus theoretischenÜberlegungen als relevant für den
untersuchten Sachverhalt anzusehen sind.46 Zusätzlich werden alle konstanten Merkmale, ins-
besondere „Merkmale, die fast überall Null-Werte aufweisen“, ntfernt, weil diese zur Nivel-
lierung der Unterschiede führen und nicht trennungswirksam ind.47 Abschließend erfolgt eine
kritische Prüfung, ob Inhalte implizit mehrfach verschlüsselt sind. Auf diese Weise könnten
Redundanzen entstehen, die zu einer Übergewichtung von Eigenschaften führen.48
Die Verarbeitung der Daten setzt ein einheitliches Skalenniv au voraus.49 Entsprechend werden
die intervallskalierten und kategorialen Daten transformie t.50
46 Vgl. BACKHAUS, K. u. a. (2006), S. 549. Entsprechend entfallen die Spaltenzum Hemmnisbegriff sowie auch
zur Sprache. Nicht als Trennungsvariable geeignet sind ebenfalls Sammelkategorien wie die Spalten für sons-
tige Entstehungsfaktoren des Dürfens, Wollens, Wissens und Könnens. Eine Einbeziehung der Spalten, die
die Auswertung eines Merkmals präzisieren, wie die Analyseder Hemmnisgruppen, die Aufschlüsselung nach
NACEund die Präzisierung der Entstehungsfaktoren Ressourcenbeschränkungen und Beharren auf Status quo,
führen zu einer Übergewichtung dieser Eigenschaft und gehen deshalb nicht in die Clusteranalyse ein. In die-
sem Sinne werden auch die Spalten zur Anzahl der befragten Personen, der untersuchten Unternehmen und zur
Rücklaufquote, die sich jeweils nur auf Fallstudien bzw. Umfragen beziehen, von der Auswertung ausgeschlos-
sen. Von einer Fusion dieser Informationen in gemeinsame Spalten für die Anzahl der befragten Personen und
Unternehmen wird abgesehen, weil dies die Trennung zwischen den unterschiedlichen Untersuchungsmethoden
entkräften würde. Ebenso werden die Spalten zu sonstigen Erhebungsmethoden entfernt.
47 BACKHAUS, K. u. a. (2006), S. 550. Folglich entfallen aus der Analyse die Spalten, die über 95% mit Einsen
gefüllt sind, wie Betrachtung eines speziellen Entscheidungsprozesses, Anwendung für ein Unternehmen und
organisatorischer Wandel. Auch werden die Spalten niedrigs Entwicklungsniveau, Kulturunterschiede, Routi-
nen, Raum und Zeitverschiebung entfernt, weil hier wenigerals drei Eintragungen zu verzeichnen sind. Um
die Daten der Spalte technologische Neuerungen (ohne IT) indie Auswertung aufzunehmen, wird diese Spal-
te mit der Betrachtung von Informationstechnologie fusioniert und erhält den Namen neue Technologien. Das
gleiche Verfahren wird auch für die Spalten Mittel- und Südamerika sowie Afrika angewandt. Sie werden in die
Kategorie sonstige Erdteile bzw. nicht zuzuordnen aufgenommen.
48 So ist die Information, dass einige Studien Umfragen und Fallstudien parallel verwenden, bereits in den Spalten
Fallstudie und Umfrage implizit verschlüsselt. Entsprechend entfällt die Spalte, die die Kombination dieser
Methoden erfasst. Ebenso werden die Spalten Angabe zum Landund Angabe zur Branche entfernt, weil diese
Daten die Ausgangsbasis für die Spalten zu Kontinenten, Entwicklungsniveau und Branchen bilden.
49 Vgl. BROSIUS, F. (2006), S. 647f. Die Two-Step-Clusteranalyse erlaubt zwar die Verarbeitung von unterschied-
lichen Skalenniveaus, jedoch ist dieses Verfahren wenigerpräzise und wird deshalb nur für große Datenmengen
empfohlen, weil dann ein Tradeoff zwischen Genauigkeit undRechenaufwand erfolgt (vgl. BROSIUS, F. (2006),
S. 693).
50 Vgl. BACKHAUS, K. u. a. (2006), S. 551. Das Veröffentlichungsjahr wird nach Studien, die in den 1980er
und 1990er Jahren erschienen sind, und jüngeren Publikationen aggregiert. Eine Aufsplittung nach Jahrzehnten
erweist sich wegen der sehr geringen Anzahl von Studien aus den 1980er Jahren als nicht sinnvoll (siehe Ab-
bildung 7 auf Seite 24), deshalb werden diese drei Studien mit der Gruppe 1990er Jahre vereint. Kategoriale
Merkmale werden durch die Einführung von Hilfsvariablen inb äre Daten umgewandelt (vgl. BROSIUS, F.
(2006), S. 647f.). Nominale Variablen mit mehr als zwei möglichen Merkmalsausprägungen werden in binäre
Hilfsvariablen zerlegt (vgl. BACKHAUS, K. u. a. (2006), S. 494). Dieser Schritt wird für die SpaltenVeröf-
fentlichungsjahr, Kontinente, Entwicklungsniveau, und Entscheidungsprozess durchgeführt. Gemäß BROSIUS,
F. (2006) sollten für n kategoriale Ausprägungen nur n-1 binäre Datensätze entstehen, weil die Information
für die letzte Kategorie bereits mit dem Wert 0 in den anderenSpalten verschlüsselt ist (vgl. BROSIUS, F.
(2006), S. 647f.) Jedoch werden für die hier durchgeführte Clusteranalyse Ähnlichkeitsmaße angewandt, die
nur die Übereinstimmung der mit Eins gekennzeichneten Merkmalsausprägung beachten (siehe Kapitel 5.3.2).
Deshalb erfolgt keine Reduktion dieser redundanten Spalten, da keine Gefahr einer übermäßigen Gewichtung
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Zusammenfassend zeigt die Tabelle 19 (im Anhang auf Seite 114) alle Merkmale, die in die
Clusteranalyse eingehen. Die Rohdatenmatrix umfasst 104 Fälle und 49 Variablen. Um diese
Datenmenge verarbeiten zu können, wird ein Statistikprogramm eingesetzt. Hierbei fällt die
Wahl auf SPSS, da es sowohl im Hochschulbereich und als auch in der Praxis eine „sehr weite
Verbreitung“51 findet.52
5.3.2 Durchführung der Analyse
Die Vorgehensweise der Clusteranalyse gliedert sich in drei Schritte. Zuerst erfolgt die Festle-
gung des Ähnlichkeitsmaßes, danach wird der Fusionsalgorithmus gewählt, der im Anschluss
die Cluster bildet.53
Im ersten Schritt wird die Rohdatenmatrix in eine Distanz- bzw. Ähnlichkeitsmatrix überführt.54
Dafür vergleicht ein Ähnlichkeitsmaß jeweils zwei Studiena hand ihrer Eigenschaftsausprä-
gungen.55 Hierfür werden JACCARD56 und DICE57 ausgewählt, weil diese beiden Ähnlichkeits-
maße nur das Vorhandensein und nicht die Abwesenheit einer Eg nschaft als Überstimmung
werten.58
Im zweiten Schritt wird der Clusteralgorithmus festgelegt. Die Wahl fällt auf die hierarchischen
Verfahren, weil diese im Gegensatz zu partitionierenden Verfahren nicht von einer vorgege-
benen Gruppierung ausgehen.59 Hierbei werden die agglomerativen Algorithmen angewandt,
da sie den Clustervorgang auf der Ebene der kleinsten Untersuchungsobjekte starten.60 Weil
die Clusterverfahren unterschiedliche Fusionseigenschaften besitzen,61 werden für die Untersu-
chung alternativ die folgenden Verfahren angewandt:
• Das Nächstgelegener-Nachbar- oder Single-Linkage-Verfahren betrachtet die beiden am
nächsten beieinander liegenden Variablen, die aus unterschi dlichen Clustern stammen.
besteht, sondern das Entfernen dieser vermeintlich redundanten Spalten in diesem Fall sogar zum Informations-
verlust führt.
51 BACKHAUS, K. u. a. (2006), S. 3.
52 Für die folgende Analyse wird die SPSS Student Version 13.0 verwendet (siehe SPSS (2005)).
53 Für die Vorgehensweise der Clusteranalyse siehe BACKHAUS, K. u. a. (2006), S. 492ff. oder BACHER, J. (1996),
S. 151ff.
54 Vgl. BACKHAUS, K. u. a. (2006), S. 493.
55 Vgl. BACKHAUS, K. u. a. (2006), S. 494.
56 JACCARD, auch als TANIMOTO-KOEFFIZIENT bezeichnet, dividiert die Anzahl der Wertepaare, die das Merk-
mal erfüllen, mit der Anzahl der Wertepaare, bei denen das Merkmal mindestens einmal genannt wurde (vgl.
BROSIUS, F. (2006), S. 635).
57 Um die Auswirkungen des Ähnlichkeitsmaßes auf die Ergebnisse zu prüfen, wird der Koeffizient von DICE,
auch CZEKANOWSKI- oder SORENSEN-MASS genannt, parallel angewandt. Dieses Ähnlichkeitsmaß wichtet
im Gegensatz zum JACCARD alle zweifach vorhandenen Merkmale doppelt (vgl. BROSIUS, F. (2006), S. 635).
58 Entsprechend basiert der Vergleich der Studien und somit die Clusterbildung nicht auf dem Nichtbesitz von
Eigenschaften. Des Weiteren vermeiden die hier verwendeteÄhnlichkeitsmaße Verzerrungen, die bei großen
oder zu großer Anzahl von Kategorien auftreten (vgl. BACKHAUS, K. u. a. (2006), S. 494). Folglich wirken sie
der erhöhten Gewichtung von mehrkategorialen Merkmalen, die durch deren Umwandlung in mehrere binäre
Hilfvariablen entstehen, entgegen.
59 Vgl. BACKHAUS, K. u. a. (2006), S. 511.
60 Vgl. BACKHAUS, K. u. a. (2006), S. 511; BACHER, J. (1996), S. 149.
61 Vgl. BACKHAUS, K. u. a. (2006), S. 527.
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Die zwischen diesen beiden Variablen berechnete Distanz beschr ibt den Abstand zwi-
schen den Clustern.62
• Hingegen wählt das Entferntester-Nachbar- oder Complete-Linkage-Verfahren Variablen-
paare mit der größten Entfernung. Diese berechnete Distanzgilt als Entfernung zwischen
den Clustern.63
• Als drittes Verfahren wird das Average-Linkage-Verfahren, auch als Linkage zwischen
den Gruppen bezeichnet, angewandt. Dieser Algorithmus nutzt die Distanzen aller Va-
riablenpaare, die sich zwischen den Clustern bilden lassen.64 Der Durchschnitt dieser
Distanzen wird als Abstand zwischen den Clustern angesehenund bildet das Agglomera-
tionskriterium.65 Die Distanz wird im Gegensatz zu den beiden anderen Verfahren nicht
nur von einzelnen Variablen bestimmt, sondern alle Variablen werden dabei berücksich-
tigt.66
Im dritten Schritt werden die Cluster bestimmt. Single- undComplete-Linkage-Verfahren füh-
ren bei der Anwendung von JACCARD und DICE zur gleichen Clusterzuordnung, während sich
beim Average-Linkage-Verfahren durch den Wechsel des Ähnlic keitsmaßes abweichende Clus-
terungen ergeben.67
Für die Entscheidung über die optimale Clusteranzahl wird die Zuordnungsübersicht genutzt.68
Die Spalte Koeffizient beschreibt den Abstand zwischen den Clustern. An der Stelle, wo dieses
Abstandsmaß sprunghaft abfällt, werden relativ unterschiedliche Cluster zusammengefasst.69
Nach der Festlegung der optimalen Clusterzahl werden die Eig nschaften der Cluster mit dem
Studienfundus verglichen.70 Abschließend wird geprüft, wie sich die Clustereigenschaften än-
dern, wenn ein weiterer Fusionsschritt durchgeführt wird.
5.3.3 Ergebnisse
Die Ergebnisse desNächstgelegener-Nachbar-Verfahrensbelegen seine kontrahierenden Ei-
genschaften71 und zeigen eine deutliche Tendenz zur Verkettung72 (siehe Abbildung 42 im
Anhang auf den Seiten 115f.). Eine große Gruppe wird gebildet und nur zwei Studien bleiben
jeweils als einzelne Cluster stehen. Sowohl für JACCARD als auch DICE ist nur eine geringe
Differenz im Koeffizienten von 0,03 auf dem Weg zum 102. Schritt zu verzeichnen (siehe Ta-
belle 20 und Tabelle 21 im Anhang auf den Seiten 117ff.). Jedoch stellt sich die Frage, ob 0,03
62 Vgl. BACKHAUS, K. u. a. (2006), S. 517f.; POSPESCHILL, M. (2000), S. 7-106.
63 Vgl. POSPESCHILL, M. (2000), S. 7-106.
64 Vgl. BACKHAUS, K. u. a. (2006), S. 521; POSPESCHILL, M. (2000), S. 7-106.
65 Vgl. POSPESCHILL, M. (2000), S. 7-106.
66 Vgl. POSPESCHILL, M. (2000), S. 7-106.
67 Für den Verlauf der Clusterungen siehe Abbildungen 42 bis 45im Anhang auf den Seiten 115ff.
68 Vgl. BÜHL , A. (2006), S. 527; BACHER, J. (1996), S. 159. Für die Zuordnungsübersichtensiehe dieTab llen 20
bis 28 im Anhang auf den Seiten 117ff.
69 Vgl. BÜHL , A. (2006), S. 527.
70 Hierbei werden insbesondere Abweichungen, die größer als 10% sind, beachtet. Bei kleinen Clustern wird die
Bandbreite für Abweichungen auf 20% erhöht.
71 Vgl. BACKHAUS, K. u. a. (2006), S. 527f.
72 Vgl. BACKHAUS, K. u. a. (2006), S. 529.
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als Sprung gewertet werden kann. Entsprechend könnte die optimale Clusterzahl auch bei Eins
liegen.
Beim Vergleich des Nächstgelegener-Nachbar- mit demEntferntester-Nachbar-Verfahren
zeigen sich deutliche Unterschiede im Clusterungsprozess(siehe Abbildung 43 im Anhang auf
den Seiten 123f.). Auch weist die Zuordnungsübersicht größere Differenzen im Koeffizienten
auf (siehe die Tabellen 22 und 23 im Anhang auf den Seiten 125ff.). Bereits zum 100. Schritt ist
bei JACCARD eine Differenz von 0,06 und bei DICE sogar eine Differenz von 0,09 zu verzeich-
nen. Diese Zahlen sprechen für eine Fünf-Cluster-Lösung. Die Tabelle 24 (im Anhang auf den
Seiten 131f.) zeigt die relativen Häufigkeiten der Cluster für die untersuchten Eigenschaften.
Im ersten Cluster befinden sich 52 Studien, die fast alle auf Umfragen basieren. Des Weiteren ist
auffällig, wie gut dieses Cluster die Eigenschaften der Hemmnismethodik erfüllt. Von den Ent-
stehungsfaktoren werden externe Anspruchsgruppen und Informationsmangel besonders häufig
untersucht.
Im zweiten Cluster sind hingegen nur 19 Studien vertreten. Diese konzentrieren sich meist auf
eine Branche und basieren auf Fallstudien. Über die Hälfte nu zt Fragebögen und wertet über
mehrere Unternehmen aus. Die anderen Eigenschaften der Hemmnisanalyse sind kaum erfüllt.
Bei der Betrachtung der Entstehungsfaktoren liegen diese Studien entweder im oder unter dem
Durchschnitt. Nur Erfahrung und Ressourcen werden überdurchschnittlich häufig betrachtet.
Das dritte Cluster besteht aus 22 Studien. Neue Technologien werden in diesem Cluster ver-
hältnismäßig selten untersucht. Jedoch fallen fast die Hälfte der betrachteten Entscheidungs-
prozesse in die Gruppierung Sonstige. Der Großteil dieser Studien verwendet Fragebögen und
gibt Auskunft über die Position der Befragten im Unternehmen. Zwei Drittel der Studien ba-
sieren auf Interviews. Weitere Aussagen zur Methodik sind den Studien nicht zu entnehmen.
Für die Entstehungsfaktoren stehen häufiger als im Studienfundus Kommunikationsbarrieren
des Dürfens, Wollens und Wissens, Unternehmensziel, negativ Emotionen bzw. Verlustängste,
Beharren auf Status quo sowie Anreizsysteme im Mittelpunktder Untersuchung.
Das vierte Cluster umfasst nur fünf Studien, denen keine Angabe zur Methodik entnehmbar ist.
Diese als Falluntersuchungen eingeordneten Studien unters chen meist sonstige Entscheidungs-
prozesse. Nur bei negativen Emotionen und Kommunikationsbarrieren des Wissens liegen sie
mehr als 20% über dem Durchschnitt. Wie das vierte ist auch das fünfte Cluster mit sechs Studi-
en verhältnismäßig klein. Während die anderen Cluster im Vergleich zum Studienfundus keine
besonderen Schwerpunkte auf einen Kontinent erkennen lassen, teht hier mit einem Anteil von
rund zwei Dritteln Nordamerika im Blickpunkt der Betrachtung. Die Hälfte der Studien unter-
sucht Managementsysteme. Falls den Studien eine Angabe zurBranche entnehmbar ist, handelt
es sich um branchenübergreifende Untersuchungen. Im Bezugauf die Entstehungsfaktoren un-
tersuchen alle Studien das Commitment des Topmanagements im Gegensatz zur reichlichen
Hälfte des Studienfundus. Für das vierte und fünfte Clusteri jedoch auf die geringe Anzahl
der Studien hinzuweisen, die die Vergleichbarkeit dieser Cluster erschwert.
Wird das Verfahren nicht nach dem 99. Schritt abgebrochen, fusionieren das erste und das fünf-
te Cluster. Die Eigenschaften des entstandenen Clusters ändern sich kaum. Im Vergleich zum
ersten Cluster der Fünf-Cluster-Lösung ergibt sich eine maxi le Abweichung von 6,2%. Dies
liegt auch in der geringen Größe des fünften Clusters der Fünf-Cluster-Lösung. So kommen zu
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den 52 Studien des ersten Clusters sechs neue hinzu, die die Clust reigenschaften nur geringfü-
gig beeinflussen.73
Für den AlgorithmusLinkage zwischen den Gruppenergeben sich bei der Anwendung der
beiden Ähnlichkeitsmaße unterschiedliche Ergebnisse. Die Abbildungen 44 und 45 (im Anhang
auf den Seiten 135ff.) zeigen die Clusterbildung für JACCARD bzw. für DICE.
Nach dem 100. Schritt sollte für diesen Algorithmus abgebrochen werden, weil im nächsten
Schritt ein Sprung von 0,04 bei der Anwendung des Ähnlichkeitsmaßes JACCARD bzw. von
0,03 bei DICE entsteht (siehe Zuordnungsübersichten 26 für JACCARD im Anhang auf den Sei-
ten 137ff. bzw. 28 für DICE im Anhang auf den Seiten 144ff.). Entsprechend erscheint die Vier-
Cluster-Lösung empfehlenswert, die sich jedoch in ihren Eigenschaften je nach verwendetem
Ähnlichkeitsmaß unterscheiden, weil die unterschiedlichen Ähnlichkeitmatrizen zu verschiede-
nen Clusterzuordnungen führen.74
Zuerst werden die vier Cluster, die bei der Anwendung des Ähnlic keitsmaßes JACCARD entste-
hen, vorgestellt. Die Tabelle 27 (im Anhang auf den Seiten 140) zeigt die relativen Häufigkeiten
der einzelnen Variablen im Vergleich mit dem Studienfundus. Es entsteht ein großes Cluster,
in dem 93 Studien gebündelt werden. Daneben gibt es drei sehrkl ine Cluster, die nur zwei,
vier bzw. fünf Studien umfassen. Das erste Cluster unterschidet sich nicht wesentlich von den
Eigenschaften des gesamten Studienfundus. So basieren fast drei Viertel der Studien auf Um-
fragen und über vier Fünftel werten über mehrere Unternehmen aus. Die anderen drei Cluster
enthalten nur wenige Studien, entsprechend wird auf einen Vergleich mit dem Studienfundus
verzichtet. Diese drei Cluster beinhalten ausschließlichFallstudien, die nicht mit Umfragen
kombiniert sind. Des Weiteren erfolgt keine Anwendung von ordinalen Skalen, quantitative
Auswertung und grafische Veranschaulichung. Die fünf im dritten Cluster vertretenen Studien
erlauben keine Angabe zur Methodik. Im zweiten und dritten Cluster sind nur Betrachtungen,
die sich auf eine Branche konzentrieren, gebündelt. Die beiden Studien des fünften Clusters
basieren auf branchenübergreifenden Daten.
Im folgenden Schritt der Clusterbildung werden die beiden Studien des fünften Clusters in das
erste Cluster aufgenommen. Somit umfasst dieses Cluster über 90% des Studienfundus. Der
Vorgang führt, entsprechend der geringen Größe der neu hinzgekommenen Studien, zu keiner
wesentlichen Veränderung der Clustereigenschaften.
Vergleichbar zur gerade vorgestellten Vier-Cluster-Lösung entsteht bei der Anwendung des Ähn-
lichkeitsmaßes DICE auch ein großes Cluster, das hier jedoch nur 86 Studien bündelt, und drei
kleine Cluster mit jeweils zwei, fünf und elf Studien. Das große Cluster ist von seinen Eigen-
schaften her mit dem Studienfundus und mit dem ersten Cluster der Vier-Cluster-Lösung des
Ähnlichkeitsmaßes JACCARD vergleichbar. Das dritte und das vierte Cluster sind sogar iden-
tisch. Hingegen ist das zweite Cluster mit elf Fallstudien dutlich größer. Auch hier werden
wieder keine Umfragen durchgeführt. Neun von zehn dieser Studien konzentrieren sich auf eine
Branche. Für den Entscheidungsprozess untersucht rund dieHälft die Einführung neuer Tech-
nologien. Im Gegensatz dazu stehen Innovationen nicht im Mittelpunkt der Betrachtung. Erfah-
73 Für die relativen Häufigkeiten der betrachteten Eigenschaften siehe Tabelle 25 im Anhang auf der Seite 25f.
74 Für DICE muss jedoch wie beim Nächstgelegener-Nachbar-Verfahren die Frage gestellt werden, ob 0,03 als
Sprung gewertet werden kann oder ob die Zwei-Cluster-Lösung z bevorzugen ist. Dann entständen ein großes
Cluster mit 99 und ein kleines Cluster mit fünf Studien.
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rung, Ressourcen und durch Technik bzw. Infrastruktur bedingte Hemmnisse werden überdurch-
schnittlich häufig untersucht. Die anderen Entstehungsfaktoren werden weniger häufig bennant
oder liegen im Durchschnitt. Im Gegensatz zum zweiten Cluster der Vier-Cluster-Lösung des
Ähnlichkeitsmaßes JACCARD werden jedoch alle Eigenschaften der Hemmnismethodik ange-
sprochen.
Falls der Algorithmus nicht nach dem 100. Schritt abgebrochen wird, fusionieren die beiden
ersten Cluster. Auf diese Weise werden 97 Studien gebündelt. Danach werden erst die beiden
Studien des vierten Clusters aufgenommen. Im letzten Schritt wi d wie bei der Clusterbildung
basierend auf der mit JACCARD erstellten Ähnlichkeitsmatrix das dritte Cluster der Vier-Cluster-
Lösung aufgenommen. Dieses Cluster stimmt mit dem vierten Cluster der Fünf-Cluster-Lösung
des Entferntester-Nachbar-Verfahrens überein. Im Entferntester-Nachbar-Verfahren fusioniert
es jedoch schon im 101. Schritt mit einem Cluster, das dem zweiten Cluster der Vier-Cluster-
Lösung des Linkage-zwischen-den-Gruppen-Verfahrens unter Anwendung von JACCARD ver-
gleichbar ist.
5.3.4 Interpretation
Die verschiedenen Ergebnisse der drei Clusteralgorithmenbasieren auf deren unterschiedli-
chen Eigenschaften. Das Nächstgelegener-Nachbar-Verfahr n zählt zu den kontrahierenden Ver-
fahren.75 Diese bilden erst wenige große Gruppen, denen dann viele kleine gegenüber ste-
hen.76 Dass im hier betrachteten Fall nur ein großes Cluster entsteht, lässt darauf schließen,
dass die Studien untereinander doch relativ ähnlich sind. Die geringen Differenzen bei Be-
trachtung der Koeffizienten bestätigen diese Interpretation. Jedoch neigt das Nächstgelegener-
Nachbar-Verfahren auch zur Verkettung.77 Somit besteht die Gefahr, das unterschiedliche Clu-
ster verschmolzen werden. Im Gegensatz zum Nächstgelegener-Nachbar-Verfahren neigt das
Entferntester-Nachbar-Verfahren zu kleinen, etwa gleichgroßen Gruppen.78 Diese Eigenschaft
wird als dilatierend bezeichnet.79 Bei der vorgenommenen Clusterung wird jedoch die Hälfte
der Studien in einem Cluster gebündelt. Rund ein Fünftel derStudien entfallen auf zwei mitt-
lere Cluster. Daneben entstehen noch zwei kleine Cluster mit fünf bzw. sechs Studien. Damit
wird die Argumentation unterstützt, dass es eine große Menge von Studien gibt, die sich relativ
ähnlich sind. Das dritte Verfahren, Linkage zwischen den Gruppen, gilt als konservativ, weil es
weder zur Dilatation noch zur Kontraktion neigt.80 Auch hier entsteht wieder ein großes Cluster,
das über vier Fünftel der Studien bündelt, die anderen Cluster sind verhältnismäßig klein. Zu-
sammengefasst führen alle drei Verfahren zu einem großen Cluster, dies deutet darauf hin, dass
die Studien relativ ähnlich sind.
75 Vgl. BACKHAUS, K. u. a. (2006), S. 527f.
76 Vgl. BACKHAUS, K. u. a. (2006), S. 527f.
77 Vgl. BACKHAUS, K. u. a. (2006), S. 529.
78 Vgl. BACKHAUS, K. u. a. (2006), S. 527f.
79 Vgl. BACKHAUS, K. u. a. (2006), S. 527f.
80 Vgl. BACKHAUS, K. u. a. (2006), S. 527f.
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5.3.5 Fazit
Im Folgenden wird die Clusteranalyse ebenfalls im Spannungsfeld von Vergleichbarkeit, Un-
terscheidbarkeit und Anwendbarkeit auf alle Studien bewertet. Theoretisch ist die Forderung
nach der Unterscheidbarkeit der Studiengruppen erfüllt, weil es das Ziel der Clusteranalyse ist,
möglichst unterschiedliche Cluster zu bilden.81 Die kleinen Cluster sind jedoch aufgrund ih-
rer geringen Größe nur bedingt vergleichbar und haben entsprechend nur eine eingeschränkte
Aussagekraft. Das dritte Kriterium, die Anwendbarkeit auflle Studien, ist einerseits erfüllt,
da alle Fälle einbezogen werden, andererseits können sehr kleine Cluster auch als Außenseiter
angesehen werden.
5.4 Zusammenfassung
In diesem Kapitel wurden verschiedene Gruppierungsmöglichkeiten nach ausgewählten Merk-
malen und eine Clusteranalyse mit 49 Variablen als Ansätze zur Systematisierung der Studi-
en geprüft. Von den Gruppierungsansätzen nach einzelnen Merkmalen erscheint der Entschei-
dungsprozess am geeignetsten, weil vergleichbare und aussagekräftige Gruppen entstehen. Je-
doch bezieht dieser Ansatz nur drei Viertel der Studien ein.D e Clusteranalyse führt zu einem
großen Cluster und mehreren kleinen Clustern. Diese Ergebnisse deuten darauf hin, dass sich
die Studien relativ ähnlich sind.
Es gibt keine First-Best-Lösung für den zu wählenden Gruppierungsansatz. Die Systematisie-
rung ist davon abhängig, welche Forschungsfragen im Vorderg und der jeweiligen Untersu-
chung stehen.82
81 Vgl. BACKHAUS, K. u. a. (2006), S. 489.
82 Liegt der Fokus auf einem bestimmten Land, einer bestimmtenZeit, einem bestimmten Entscheidungsprozess,
einer bestimmten Branche etc. lassen sich konkrete Aussagen aus den Studien ableiten. Das Kriterium, mög-
lichst alle Studien einzubeziehen und ins Verhältnis zu setzen, rückt dann aus dem Blickpunkt der Betrachtung,
weil nur bestimmte Studien für die konkrete Aufgabe relevant si d.
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6 Schlussbetrachtungen
Dieses Kapitel fasst die Ergebnisse dieser Arbeit im Hinblick auf die untersuchten Forschungs-
fragen zusammen. Daran anschließend werden die Grenzen derUntersuchung hinterfragt und
ein Ausblick auf weitere Forschung gegeben.
6.1 Zusammenfassung
Zusammenfassend lassen sich die Forschungsfragen zu Hemmnissen und zu den untersuchten
Studien wie folgt beantworten.1
6.1.1 Definition des Hemmnisbegriffs und dessen Synonyme
Hemmnisse sind „Störgrößen“2 bzw. „Einschränkungen“3, die verlangsamend, behindernd oder
blockierend wirken,4 jedoch auch überwindbar sind.5 Synonym werden die Begriffe Hemmnis,
Barriere, Widerstand und Hindernis verwendet.6 Die englischen Studien verwenden vorwiegend
die Begriffe barrier, constraint, hurdle, impediment und obstacle.7
6.1.2 Entstehungsfaktoren von Hemmnissen
Wie diese Arbeit zeigt, wird eine große Vielfalt von Entstehungsfaktoren in der Theorie beschrie-
ben und in den Studien benannt.8 Die drei am häufigsten untersuchten Entstehungsfaktoren fü
Hemmnisse sind Ressourcenbeschränkungen, unzureichendeFähigkeiten und Fertigkeiten so-
wie in der Organisationsstruktur begründete Barrieren. Die Auswertung der Hemmnisgruppen9
gibt einen Einblick in die Vielfalt der Gruppierungsmöglichkeiten von Entstehungsfaktoren und
verweist auch auf die damit verbundene Problematik, eindeutig Abgrenzungen vorzunehmen
und Überschneidungen zu vermeiden.
1 Im Mittelpunkt dieser Abhandlung steht die Hemmnisforschung, insbesondere der Hemmnisbegriff, seine Ent-
stehungsfaktoren und Methoden zu deren Messung und Bewertung. Deshalb wird die im Kapitel 3.1 auf den
Seiten 8ff.) vorgenommene Begriffsabgrenzung für den Entscheidungsprozess hier nicht wieder aufgegriffen.
2 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005a), S. 155.
3 BITZER, B. (1990), S. 13.
4 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005a), S. 155.
5 Vgl. W ITTE, E. (1999), S. 13.
6 Siehe Kapitel 3.3 auf den Seiten 11ff. bzw. Kapitel 5.1.10 auf den Seiten 32ff.
7 Siehe Kapitel 5.1.10 auf den Seiten 32ff.
8 Siehe Kapitel 3.3 auf den Seiten 11ff. bzw. Kapitel 5.1.10 auf den Seiten 32ff.
9 Siehe Kapitel 5.1.8 auf den Seiten 29ff.
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6.1.3 Hemmnismethodik
Die im Kapitel 3.4 vorgestellten Eigenschaften der Hemmnisethodik werden selten alle er-
füllt.10 Meist wird ein spezieller Entscheidungsprozess betrachtet und auf ein bestimmtes Unter-
nehmen bzw. eine Organisationseinheit angewandt. Die empirischen Ergebnisse zeigen jedoch,
dass meist über mehrere Unternehmen und somit auf einer höheaggregierten Ebene ausge-
wertet wird. Fragebögen kommen bei vier Fünfteln der Studien zur Anwendung. Eine weitere
Auswertung findet bei über der Hälfte der Studien nicht statt. Die Messung und Bewertung
von Hemmnissen beschränkt sich meist auf vorrangig qualitative Untersuchungen und auf diese
Weise nur auf die Nennung von Hemmnissen.
6.1.4 Empirische Studien zu Hemmnissen in
Entscheidungsprozessen
Grundlage des empirischen Teils dieser Arbeit bilden 104 Studien zu Hemmnissen in Ent-
scheidungsprozessen.11 Zur Systematisierung des Studienfundus wurden verschiedene Grup-
pierungsmöglichkeiten nach einzelnen Merkmalen12 und eine Clusteranalyse13 über 49 Varia-
blen durchgeführt. Für die Gruppierung nach einzelnen Merkmalen erscheint insbesondere eine
Gruppierung nach Entscheidungsprozessen empfehlenswert. Di Ergebnisse der Clusteranaly-
se lassen darauf schließen, dass die Studien trotz ihrer vielfältigen Eigenschaften doch genug
Gemeinsamkeiten aufweisen, um zum großen Teil einem Cluster zugeordnet zu werden.
Die Gruppierungsansätze bewegen sich im Spannungsdreieckvon Vergleichbarkeit und Unter-
scheidbarkeit der Studiengruppen sowie Anwendbarkeit füralle Studien. Es gibt keinen optima-
len Systematisierungsansatz. Der zu wählende Gruppierungsansatz ist davon abhängig, welche
Forschungsfragen im Vordergrund der jeweiligen Untersuchung stehen.
6.2 Kritische Würdigung
Bei der Beurteilung dieser Arbeit sind ebenfalls die Grenzen d r Untersuchung zu betrachten.
Zu Beginn stehen Einschränkungen während der Recherche, die sich auf die dieser Arbeit zu-
grunde liegenden Quellen auswirken. Darauf folgen kritische Anmerkungen zur Einordnung der
Studien. Abschließend werden Kritikpunkte zur Auswertungd Clusterung des Studienfundus
angesprochen.
10 Siehe Kapitel 3.4 auf den Seiten 16ff. bzw. Kapitel 5.1.8 aufden Seiten 29ff.
11 Für die Beschreibung des Studienfundus siehe Kapitel 5.1 auf den Seiten 23ff.
12 Siehe Kapitel 5.2 auf den Seiten 34ff.
13 Siehe Kapitel 5.3 auf den Seiten 47ff.
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6.2.1 Recherche
Eine erschöpfende Literaturrecherche war innerhalb des zeitlich begrenzten Rahmens dieser Ar-
beit nicht möglich, weshalb kein Anspruch auf Vollständigkeit erhoben werden kann. Entspre-
chend können die untersuchten Studien kein komplettes Bilddes Forschungsstandes liefern.
Im Rahmen der Synthesearbeit können Erhältlichkeits-, Publikations-, Quellen- und Sprachver-
zerrungen auftreten.14 Die Erhältlichkeitsverzerrung entsteht aus Synthesearbeiten zugrunde
liegenden Schwierigkeit, alle potenziell relevanten Dokumente zu beschaffen.15 Diese erklärt
sich zum Teil aus der Publikationsverzerrung, hinter der sich der Fakt verbirgt, dass nicht alle
Studien veröffentlicht werden.16 Auch kann es unter den publizierten Quellen zu Verzerrungen
kommen, wenn spezifische Publikationstypen unberücksichtigt bzw. unterrepräsentiert sind.17
Hinzu kommt, dass die verwendete Schlagwortsuche nicht diegesamte relevante Literatur iden-
tifiziert.18 Darüber hinaus können Sprachverzerrungen auftreten.19 So liegen der Untersuchung
vorrangig englischsprachige und einige deutsche Quellen zugrunde.20 Auch zeigt die Untersu-
chung der aufgelisteten Länder einen deutlichen Schwerpunkt im englischsprachigen Bereich
mit 19 Studien aus Großbritannien und zehn aus den USA (sieheKapitel 5.1.3). Jedoch sind im
Studienfundus auch viele Forschungsergebnisse aus nicht eglischsprachigen Staaten vertreten.
6.2.2 Einordung der Studien
Die Untersuchung der Studien basiert auf einem aus theoretisch n Betrachtungen abgeleite-
ten Analyseraster.21 Diese Herangehensweise bietet den Vorteil einer fundierten th oretischen
Grundlage. Sie steht allerdings in der Kritik, weil die theor tischen Konstrukte zur verzerrten
Abbildung des Materials führen können.22 Jedoch ergänzen induktive Kategoriendefinitionen,
die gemäß MAYRING , P. (2003) für eine qualitative Inhaltsanalyse „sehr fruchtbar“23 sind, die
Einordnung der Studien und die Auswertung des Analyserasters um weitere nicht aus der Theo-
rie abgeleitete Aspekte.
14 Vgl. RUSTENBACH, S. J. (2003), S. 37f.
15 Vgl. RUSTENBACH, S. J. (2003), S. 37f. und COOPER, H. (1998), S. 90. In der vorliegenden Untersuchung
waren fünf potenzielle Studien nicht verfügbar.
16 Vgl.: RUSTENBACH, S. J. (2003), S. 38.
17 Vgl. RUSTENBACH, S. J. (2003), S. 37. So besteht der Großteil des Studienfundus aus Artikeln von Fach-
zeitschriften und wird durch in Büchern veröffentlichte Studien und andere Publikationstypen ergänzt. Eine
Masterarbeit konnte beispielsweise trotz zusätzlicher Internetrecherche und Kontaktaufnahme per Email nicht
beschafft werden.
18 Das belegen die vier Studien, die zusätzlich durch die Nutzung der „Cited-in-“ bzw. „Cited-by-“Funktion ge-
funden wurden. Ebenso deuten die Ergebnisse zum Hemmnisbegriff daraufhin, das constraint als zusätzlicher
Suchbegriff für die weitere Recherchen genutzt werden sollte.
19 Vgl. RUSTENBACH, S. J. (2003), S. 37.
20 Die Ursachen für die Sprachverzerrungsind einerseits die beschränkten Sprachkenntnisse des Verfassers, die nur
die Prüfung deutscher, englischer und französischer Quellen rmöglichte, und die Beschränkung auf deutsche
und englische Suchbegriffe (siehe Kapitel 2).
21 Siehe Kapitel 3 auf den Seiten 8ff. und Kapitel 4 auf den Seiten 19ff.
22 Vgl. M AYRING , P. (2003), S. 75.
23 MAYRING , P. (2003), S. 75.
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Beim Ausfüllen des Analyseraster können Kodierungsfehlerauftreten, so werden beispielswei-
se relevante Informationen nicht extrahiert.24 Im Rahmen des individuellen Charakters dieser
Arbeit erfolgte die Studienauswertung nur durch eine Person. Dementsprechend ist keine Über-
prüfung möglich, ob andere zu abweichenden Ergebnissen kommen. Mit dem Ziel, inkonsis-
tenten Einordnungen entgegenzuwirken, werden die Eintragungen des Analyseraster nach Ein-
ordnung der Studien Plausibilitätsprüfungen unterzogen,um die Fehler auf ein Minimum zu
reduzieren. Abschließend ist für das Analyseraster anzumerken, dass Perfektion unerreichbar
ist und nie alle einzigartigen Eigenschaften der Studien erfasst werden können.25 Häufig blei-
ben einige Felder unausgefüllt.26 „The synthesist can view these occurence as failure (which
they are not) or as target of oppurtunities, highlighting the diversity of the research in their topic
area.“27
Wie bei jeder Sekundärstudie sind auch die vorliegenden Ergebnisse abhängig von der Qualität
der ihr zugrundeliegenden Primärstudien.28
6.2.3 Auswertung
Im Analyseraster sind vorrangig qualitative Merkmale erfasst. Entsprechend ist nur eine be-
schränkte quantitative Auswertung möglich. Die Ergebnisse ollten vorbehaltlich der Eigen-
schaften und Kritikpunkte des Studienfundus betrachtet werden.29
Die während der Aufbereitung der Daten für die Clusteranalyse vorgenommene Transformati-
on mehrkategorialer Merkmale in binäre Hilfsvariablen kann zu einer Übergewichtung dieser
Merkmale führen.30 Demgegenüber wird argumentiert, dass in mehrkategorialenM rkmalen
auch mehr Informationen verschlüsselt sind und so das zusätzliche Gewicht gerechtfertigt wer-
den kann.31 Des Weiteren wirken die hier verwendenten Ähnlichkeitsmaße einer möglichen
Verzerrung entgegen, weil sie nur auf die Übereinstimmung vorhandener Merkmale achten.32
24 Vgl. RUSTENBACH, S. J. (2003), S. 45; COOPER, H. (1998), S. 90.
25 Vgl. COOPER, H. (1998), S. 31.
26 Vgl. COOPER, H. (1998), S. 31.
27 COOPER, H. (1998), S. 31.
28 Vgl. COOPER, H. (1998), S. 90.
29 Für die Eigenschaften des Studienfundus siehe Kapitel 5.1 auf den Seiten 23ff. und Kapitel 6.2.1 sowie Ka-
pitel 6.2.2 für Kritikpunkte zum Studienfundus. Beispielsweise sind einige Länder deutlich überrepräsentiert,
während aus Afrika, Mittel- und Südamerika nur jeweils ein Land vertreten ist. Ebenso liegt ein deutlicher
Schwerpunkt in den 2000er Jahren. Studien mit Australien als Schwerpunkt thematisieren vorrangig Entschei-
dungsprozesse im Zusammenhang mit Informationstechnologien. Es ist jedoch zu vermuten, dass dies nicht die
einzigen gehemmten Entscheidungsprozesse in diesem Erdteil sind. Folglich kann also nicht von einer homoge-
nen und repräsentativen Datengrundlage ausgegangen werden.
30 Vgl. BACKHAUS, K. u. a. (2006), S. 501.
31 Expertengespräch mit Herrn Prof. Dr. Stefan HUSCHENSam 27.09.2008 13.00–14.40 Uhr im Tillich-Bau der
TU Dresden, Mommsenstraße 11, Zimmer 201.
32 Dies belegen auch die Ergebnisse der Clusteranalyse, denn weder der Entscheidungsprozess, repräsentiert durch
acht Hilfsvariablen, noch der Kontinent, repräsentiert durch fünf Hilfsvariablen, treten als Trennungsvariable
hervor.
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Die Clusteranalyse wird als sehr „unscharfes Verfahren“33 kritisiert, weil die Daten der Unter-
suchung manipulierbar und entsprechend wünschenswerte Ergebnisse generierbar sind34. Um
dem Vorwurf der Manipulation entgegen zu wirken, erfolgt die Festlegung der Vorgehenswei-
se vor der Durchführung der Clusteranalyse. Ihre ausführliche Beschreibung gewährleistet eine
hohe Nachvollziehbarkeit der Analyse.35
Abschließend bleibt kritisch zu hinterfragen, ob eine Gruppierung des Studienfundus sinnvoll
ist. Wie die Beschreibung des Studienfundus zeigt, stammendie Daten aus den verschiedens-
ten Ländern und untersuchen diverse Branchen und Entscheidungsprozesse.36 Entsprechend
stellt sich die Frage, ob diese unterschiedlichen Forschungsziele überhaupt zusammengefasst
werden können. Dagegen lässt sich argumentieren, dass Entscheidungen zwar unterschiedliche
Konsequenzen haben, jedoch immer einen bestimmten Zustandanstreben37 und entsprechende
Gegenreaktionen in Form von Hemmnissen hervorrufen können. So belegen die Ergebnisse die-
ser Untersuchung auch, dass trotz der vielen Unterschiede Gmeinsamkeiten in der Erforschung
von Hemmnissen bestehen.
6.3 Ausblick
Im Idealfall sollte zukünftige Forschung auf einem durch erschöpfende Literaturrecherche ent-
standenen Studienfundus beruhen, der Vollständigkeit undRepräsentativität für sich reklamie-
ren kann.38 Jedoch sollte das Streben nach möglichst allen Studien auchdie Vergleichbarkeit
und damit den Wert der daraus abzuleitenden Ergebnisse im Blick behalten.
Neben dem Studienfundus ist auch die Untersuchung weitererVa iablen denkbar. Beispielswei-
se bietet die Größe der betrachteten Unternehmen einen neueAsp kt. Einige Studien beziehen
sich explizit auf kleine und mittelständige Unternehmen39 und bieten entsprechend Ansätze für
auf den Mittelstand fokussierte Hemmnisforschung.
Auch sollten Alternativen zu den hier vorgestellten Gruppierungsmöglichkeien untersucht wer-
den. So bilden die von den Studien verwendeten Literaturquellen inen weiteren Ansatz, Ver-
knüpfungen zwischen den Studien herzustellen. Auf diese Weise könnten Hinweise auf die der
jeweiligen Hemmnisforschung zugrundeliegenden theoretischen Konstrukte aufgedeckt und ein-
ander gegenübergestellt werden.
33 Expertengespräch mit Herrn Prof. Dr. Stefan HUSCHENSam 27.09.2008 13.00–14.40 Uhr im Tillich-Bau der
TU Dresden, Mommsenstraße 11, Zimmer 201.
34 Vgl. BACKHAUS, K. u. a. (2006), S. 552.
35 Siehe Kapitel 5.3 auf den Seiten 47ff. Um Dritten Einblick indie Arbeit zu geben, wird erklärt, welches Ähn-
lichkeitsmaß und welcher Clusteralgorithmus gewählt werden und wie stabil die Ergebnisse bei der Anwendung
unterschiedlicher Ähnlichkeitsmaße, dem Wechsel des Algorithmus und bei der Veränderung der Clusterzahl
bleiben (vgl. BACKHAUS, K. u. a. (2006), S. 553).
36 Siehe Kapitel 5.1 auf den Seiten 23ff.
37 Vgl. GÜNTHER, E.; SCHEIBE, L. (2005a), S. 145.
38 Jedoch bewegt sich Literaturrecherche aufgrund begrenzt vrfügbarer Ressourcen meist im Spannungsfeld einer-
seits möglichst keine relevanten Primärstudien zu übergehn und andererseits möglichst sämtliche irrelevanten
Primärstudien auszuschließen (vgl. RUSTENBACH, S. J. (2003), S. 26).
39 Vgl. beispielsweise SHI , H. u. a. (2008); LARSEN, P.; LEWIS, A. (2007); MAU , M. (2004); HEMEL, C. V.;
CRAMER, J. (2002); HADJIMANOLIS , A. (1999); PANIZZOLO , R. (1998).
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Des Weiteren sollten Parallelen zwischen Entwicklungstendenzen der Organisationstheorie und
der Hemmnisforschung betrachtet werden.40 Hierbei sollte sich die Auseinandersetzung nicht
auf einen Ansatz beschränken, sondern verschiedene Theorien parallel einbeziehen, um auf die-
se Weise von unterschiedlichen Perspektiven zu profitieren.41 Erste Erkenntnisse zeigen, dass
sich die Vielfalt der organisationstheoretischen Strömungen auch in den hier untersuchten Stu-
dien widerspiegelt.42 Dies gilt jedoch nur für wenige Studien, weil der Großteil keinen Bezug
zur Organisationstheorie herstellt.43 Im Gegensatz dazu belegt die durchgeführte Clusteranaly-
se die relative Ähnlichkeit der Studien unabhängig von zugrundeliegenden Theorien. Entspre-
chend sollte eine Einordung der Hemmnisanalyse in eine Strömung der Organisationstheorie
kritisch geprüft werden.
Neben diesen Erweiterungen der hier vorgenommenen Untersuchung bilden die erarbeiteten Er-
gebnisse Ausgangspunkte für weitere Forschung. Auf Basis der hier vorgestellten Gruppierungs-
ansätze können Studienbündel aufgegriffen und im Hinblickauf bestimmte Forschungsschwer-
punkte ausgewertet werden. So können beispielsweise aus der Studiengruppe, die Informati-
onstechnologie thematisiert, bevorzugt Erkenntnisse zu diesem Schwerpunkt abgeleitet werden.
Auch zeigt die Aufschlüsselung nach Kontinenten, dass einenach Ländern differenzierte Unter-
suchung für die Studiengruppen Europa und Asien empfehlenswert ist. Ebenso wäre eine solche
Auswertung für die Studien, die sich nur auf eine Branche bezieh n, ein Ansatzpunkt für weitere
Forschung. Die Ergebnisse des Gruppierungsansatzes nach Veröffentlichungsjahrzehnt deuten
darauf hin, dass sich die benannten Entstehungsfaktoren imLaufe der Zeit verändern. Ursachen
hierfür könnten verschärfte Gesetzgebung, ein Sinneswandel der Lieferanten, neue Ansprüche
der Kunden etc. sein. Entsprechend sollten die beschriebenen E tstehungsfaktoren differenziert
untersucht werden, welche Faktoren neu hinzugekommen sindbzw. welche im Laufe der Zeit
an Bedeutung verloren haben. Dies könnte darauf hindeuten,dass Hemmnisse erfolgreich über-
wunden wurden oder das eine Verlagerung stattgefunden hat.Des Weiteren zeigt die Kritik an
den Hemmnisgruppen44, dass weiterhin Forschungsbedarf für eine geeignete Gruppierung der
Entstehungsfaktoren besteht.
40 Expertengespräch mit Herrn Prof. Dr. Frank SCHIRMER am 16.07.2008, 10.30–12.15 Uhr im Georg-Schumann-
Bau der TU Dresden, Müchener Platz 1, Zimmer B037. Für eine Übersicht zur historischen Enwicklung der Strö-
mungen, ihre Eigenschaften und Kritikpunkte siehe SCHREYÖGG, G. (2003), S. 27ff. Für eine umfangreiche,
kritische Diskussion organisationstheoretischer Entwicklungslinienen und diverser Systematisierungsansätze
siehe GMÜR, M. (1993), S. 1ff.
41 Vgl. VAHS, D. (2007), S. 46f.
42 Angesichts des Grundlagenstreits in der Organisationstheorie xistieren mehrere Perspektiven, die sich teilweise
ergänzen, teilweise widersprechen oder neutral nebeneinander stehen (vgl. SCHREYÖGG, G. (2003), S. 98). So
diskutieren BERG, A. u. a. (2000) Neo-Koorporatismus versus Institionalismu , während MOLINSKY, A. L.
(1999) sich gegen den Institionalismus ausspricht und einen eigenen Ansatz wählt. Die Studie ATTARAN , M.;
NGUYEN, T. T. (1999) baut auf dem sozio-technischen Systemansatz auf. Hingegen wählen SALAMAN , G.;
STOREY, J. (2002) WEBER als Ausgangspunkt und berufen sich beispielsweise MORRIS, M. H.; JONES, F. F.
(1999) auf die Konvergenztheorie.
43 Eine nachträgliche Zuordnung der anderen Studien ist nichtmöglich, weil die dafür notwendigen Angaben
zum Menschenbild und Organisationsverständnis nicht verfügbar sind. Hinzu kommt, dass die verschiedenen
organisationstheoretischen Strömungen teilweise aufeinander aufbauen und entsprechend schwer abgrenzbar
sind.
44 Vgl. ROHDIN, P.; THOLLANDER, P. (2006), S. 1838, WYMER, S.; REGAN, E. (2005), S. 439, THRÄN, D.;
KALTSCHMITT, M. (2004), S. 36 und Expertengespräch mit Herrn Prof. Dr. Frank SCHIRMER am 16.07.2008,





Tabelle 4:Zusammenfassende Übersicht zu den Ergebnissen der Studienrech rche
Datenbank Treffer potenzielle
Studien
EBSCO RISK MANAGEMENT REFERENCECENTER 1.866 18
EBSCO PSYCARTICLES 274 3
EBSCO PSYCINFO 10.696 33
EBSCO ECONL IT WITH FULL TEXT 4.183 11
EBSCO BUSINESSSOURCE COMPLETE 27.383 150
ELSEVIER SCIENCEDIRECT 2.704 73
ELSEVIER SCOPUS 4.541 49
WISO BLISS BETRIEBSWIRTSCHAFTLICHEL ITERATUR 1.397 21
WISO ECONIS 621 4




Tabelle 5:Dokumentation der Suche im EBSCO RISK MANAGEMENT REFERENCECENTER
Suchbegriffskombination Treffer potenzielle Studien
organi*ation* AND hurdle* 40 7
organi*ation* AND barrier* 355 9
organi*ation* AND impediment* 41 0
organi*ation* AND obstacle* 210 1
organi*ation* AND hindrance* 19 0
change* AND hurdle* 57 0
change* AND barrier* 273 0
change* AND impediment* 44 0
change* AND obstacle* 218 0
change* AND hindrance* 15 0
decision* AND hurdle* 33 0
decision* AND barrier* 164 0
decision* AND impediment* 43 0
decision* AND obstacle* 119 0
decision* AND hindrance* 4 0
transformation* AND hurdle* 4 0
transformation* AND barrier* 18 0
transformation* AND impediment* 10 0
transformation* AND obstacle* 22 0
transformation* AND hindrance* 2 0
innovat* AND hurdle* 13 0
innovat* AND barrier* 75 0
innovat* AND impediment* 14 0
innovat* AND obstacle* 54 1








Tabelle 6:Dokumentation der Suche in EBSCO PSYCARTICLES
Suchbegriffskombination Treffer potenzielle Studien
organi*ation* AND hurdle* 2 0
organi*ation* AND barrier* 44 1
organi*ation* AND impediment* 30 0
organi*ation* AND obstacle* 3 1
organi*ation* AND hindrance* 7 0
change* AND hurdle* 6 0
change* AND barrier* 69 0
change* AND impediment* 13 0
change* AND obstacle* 35 0
change* AND hindrance* 2 0
decision* AND hurdle* 1 0
decision* AND barrier* 28 0
decision* AND impediment* 0 –
decision* AND obstacle* 11 0
decision* AND hindrance* 0 –
transformation* AND hurdle* 0 –
transformation* AND barrier* 1 0
transformation* AND impediment* 1 0
transformation* AND obstacle* 1 0
transformation* AND hindrance* 1 0
innovat* AND hurdle* 0 –
innovat* AND barrier* 10 1
innovat* AND impediment* 0 –
innovat* AND obstacle* 6 0








Tabelle 7:Dokumentation der Suche in EBSCO PSYCINFO
Suchbegriffs-
kombination




75 – – 1
organi*ation*
AND barrier*
2.218 NOT entry barrier NOT gender NOT
clinical NOT school NOT medical NOT
career NOT women NOT ethic* NOT
teach* NOT educat* NOT HIV NOT
children NOT policy NOT homeless*









1.130 NOT medical NOT clinical NOT career
NOT gender NOT women NOT child-
ren NOT ethic* NOT policy NOT






71 – – 1
change* AND
hurdle*
75 – – 0
change* AND
barrier*
2.716 NOT trade NOT gender NOT medical
NOT health NOT clinical NOT ethic*
NOT children NOT school NOT career









1.130 NOT medical NOT clinical NOT career
NOT gender NOT women NOT child-
ren NOT ethic* NOT policy NOT





64 – – 1
decision*
AND hurdle*
42 – – 0
decision*
AND barrier*
1.168 NOT medical NOT clinical NOT health
NOT children NOT gender NOT wo-





Tabelle 7:Dokumentation der Suche in EBSCO PSYCINFO (Fortsetzung)
Suchbegriffs-
kombination




100 – – 0
decision* AND
obstacle*
410 NOT medical NOT clinical NOT
health NOT health NOT gender NOT
women NOT career NOT children





28 – – 0
transformation*
AND hurdle*
10 – – 0
transformation*
AND barrier*




16 – – 0
transformation*
AND obstacle*




8 – – 0
innovat* AND
hurdle*
9 – – 0
innovat* AND
barrier*
431 NOT teach* NOT career NOT HIV





56 – – 1
innovat* AND
obstacle*
207 – – 0
innovat* AND
hindrance*
7 – – 0
Hemmnis* 3 – – 0
Barriere* 26 – – 0
Widerst* 59 – – 0
Hindernis* 7 – – 0
Summe 10.696 2.643 33
(Eigene Darstellung.)
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organi*ation* AND hurdle* 44 – – 0
organi*ation* AND barrier* 538 – – 2
organi*ation* AND impediment* 83 – – 0
organi*ation* AND obstacle* 246 – – 1
organi*ation* AND hindrance* 25 – – 0
change* AND hurdle* 54 – – 0




change* AND impediment* 324 NOT trade NOT
policy
164 1
change* AND obstacle* 411 NOT trade NOT
policy
168 0
change* AND hindrance* 10 – – 0
decision* AND hurdle* 82 – – 0




decision* AND impediment* 43 – – 1
decision* AND obstacle* 153 – – 0
decision* AND hindrance* 4 – – 0
transformation* AND hurdle* 10 – – 0
transformation* AND barrier* 73 – – 0
transformation* AND impediment* 12 – – 0
transformation* AND obstacle* 59 – – 0
transformation* AND hindrance* 3 – – 0
innovat* AND hurdle* 15 – – 0
innovat* AND barrier* 354 – – 1
innovat* AND impediment* 55 – – 1
innovat* AND obstacle* 153 – – 2
innovat* AND hindrance* 4 – – 0
Hemmnis* 6 – – 0
Barriere* 60 – – 0
Widerst* 2 – – 0
Hindernis* 3 – – 0
Summe 4.183 – 798 11
(Eigene Darstellung.)
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Tabelle 9:Dokumentation der Suche in EBSCO BUSINESSSOURCE COMPLETE
Suchbegriffs-
kombination




477 – – 4
organi*ation*
AND barrier*
4.541 NOT trade NOT entry barrier NOT
gender NOT women NOT career NOT
policy NOT medical NOT clinical





481 – – 22
organi*ation*
AND obstacle*
1.977 NOT trade NOT medical NOT clinical
NOT policy NOT gender NOT wo-






168 – – 1
change* AND
hurdle*
396 NOT trade NOT policy NOT medical
NOT gender NOT women NOT career




2.739 NOT trade NOT entry barrier NOT po-
licy NOT medical NOT clinical NOT
gender NOT women NOT career NOT





324 NOT trade NOT policy NOT school 164 3
change* AND
obstacle*
1.434 NOT trade NOT policy NOT medi-
cal NOT gender NOT women NOT
career NOT children NOT school
NOT ethic* + Nutzung der Funktion
„refine search“: Einschränkung auf:
Academic Journal, Periodical, Book,
Primary Source Document; Articel,
Book Entry, Case Study, Interview,





117 – – 0
decision* AND
hurdle*
396 – – 5
(Eigene Darstellung.)
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1.450 NOT trade NOT entry barrier NOT po-
licy NOT medical NOT clinical NOT
gender NOT career NOT children
NOT school NOT teach* NOT ethic*
NOT health + Nutzung der Funktion
„refine search“: Einschränkung auf:
Academic Journal, Periodical, Book,
Primary Source Document; Articel,
Book Entry, Case Study, Interview,





198 – – 2
decision* AND
obstacle*
798 NOT trade NOT policy NOT gender
NOT women NOT career NOT school
NOT teach* + Nutzung der Funktion
„refine search“: Einschränkung auf:
Academic Journal, Periodical, Book,
Primary Source Document; Articel,
Book Entry, Case Study, Interview,





72 – – 0
innovat* AND
hurdle*
182 – – 1
innovat* AND
barrier*
10.103 NOT trade NOT barrier to entry NOT
policy NOT career NOT women NOT
gender NOT medical NOT clinical
NOT ethic* NOT educati* NOT child-
ren NOT homeless* NOT health*
NOT school + Nutzung der Funktion
„refine search“: Einschränkung auf:
Academic Journal, Periodical, Book,
Primary Source Document; Articel,
Book Entry, Case Study, Interview,













159 – – 4
innovat* AND
obstacle*
618 NOT trade NOT policy NOT career




67 – – 0
transformation*
AND hurdle*
26 – – 1
transformation*
AND barrier*
259 NOT trade NOT medical NOT gender





34 – – 0
transformation*
AND obstacle*




13 – – 0
Hemmnis* 0 – – –
Barriere* 179 – – 1
Widerst* 19 – – 0
Hindernis* 12 – – 0
Summe 27.383 – 6.679 150
(Eigene Darstellung.)
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Tabelle 10:Dokumentation der Suche in ELSEVIER SCIENCE DIRECT
Suchbegriffskombination Treffer potenzielle Studien
organi*ation* AND hurdle* 28 0
organi*ation* AND barrier* 461 20
organi*ation* AND impediment* 63 8
organi*ation* AND obstacle* 170 7
organi*ation* AND hindrance* 38 0
change* AND hurdle* 32 3
change* AND barrier* 613 13
change* AND impediment* 67 1
change* AND obstacle* 287 0
change* AND hindrance* 13 0
decision* AND hurdle* 18 0
decision* AND barrier* 188 4
decision* AND impediment* 23 0
decision* AND obstacle* 81 0
decision* AND hindrance* 6 0
transformation* AND hurdle* 0 –
transformation* AND barrier* 24 0
transformation* AND impediment* 4 0
transformation* AND obstacle* 18 0
transformation* AND hindrance* 0 –
innovat* AND hurdle* 8 0
innovat* AND barrier* 497 13
innovat* AND impediment* 9 2
innovat* AND obstacle* 40 1








Tabelle 11:Dokumentation der Suche in ELSEVIER SCOPUS
Suchbegriffskombination Treffer Einschränkende Begriffe Treffer potenzielle
Studien
organi*ation* AND hurdle* 64 – – 8
organi*ation* AND barrier* 1.121 AND NOT trade AND
NOT policy AND NOT
gender AND NOT women
AND NOT career AND
NOT children AND NOT





112 – – 1
organi*ation* AND
obstacle*
410 AND NOT trade AND
NOT policy AND NOT
gender AND NOT women




32 – – 0
change* AND hurdle* 61 – – 4
change* AND barrier* 1.048 AND NOT trade AND
NOT entry barrier AND
NOT policy AND NOT
gender AND NOT women
AND NOT children AND
NOT school AND NOT
health*
254 2
change* AND impediment* 87 – – 4
change* AND obstacle* 340 AND NOT trade AND
NOT policy
224 4
change* AND hindrance* 18 – – 0
decision* AND hurdle* 41 – – 1
decision* AND barrier* 527 AND NOT trade AND
NOT entry barrier AND
NOT policy AND NOT




49 – – 4
decision* AND obstacle* 191 – – 0
decision* AND hindrance* 12 – – 0
(Eigene Darstellung.)
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Tabelle 11:Dokumentation der Suche in ELSEVIER SCOPUS (Fortsetzung)




6 – – 1
transformation* AND
barrier*
80 – – 0
transformation* AND
impediment*
11 – – 1
transformation* AND
obstacle*
37 – – 1
transformation* AND
hindrance*
3 – – 0
innovat* AND hurdle* 27 – – 2
innovat* AND barrier* 49 – – 1
innovat* AND
impediment*
34 – – 0
innovat* AND obstacle* 111 – – 1
innovat* AND hindrance* 8 – – 0
Hemmnis* 2 – – 0
Barriere* 14 – – 0
Widerst* 42 – – 0
Hindernis* 4 – – 0
Summe 4.541 1.005 49
(Eigene Darstellung.)
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Tabelle 12:Dokumentation der Suche in WISO BLISS BETRIEBSWIRTSCHAFTLICHEL ITE-
RATUR







Tabelle 13:Dokumentation der Suche in WISO ECONIS







Tabelle 14:Dokumentation der Suche in WISO LITERATUR ZUR ARBEITSWISSENSCHAFT








A.2 Auswahlprozess der Studien








Abbildung 19: Auswahlprozess der Studien
(Eigene Darstellung.)
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(In Anlehnung an KRÜGER, W. u. a. (2006), S. 159.)
Abbildung 21: WIDERSTANDSRADAR
(Quelle: KRAUS, G. (o. J.), o. S.)
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A.4 Aufbau des Analyserasters
Tabelle 15:Übersicht zum Aufbau des Analyserasters
Identifikationsdaten




Bibtechkey Referenzschlüssel, der aus dem Literaturver-
waltungsprogramm JABREF übernommen
wird, ein Code bestehend aus dem ersten
Autor, dem Veröffentlichungsjahr und even-
tuell einem Zusatz bei Verwechslungsgefahr
AbdulHadi2005





Titel Titel der Studie (aus JABREF importierte
Eintragung)
Prioritizing barriers to suc-
cessful business process re-
engineering (BPR) efforts in
Saudi Arabian construction
industry











Heft bzw. Ausgabe der Fachzeitschrift (aus
JABREF importierte Eintragung)
3






Jahr der Veröffentlichung (aus JABREF im-
portierte Eintragung)
2005
Buchtitel Falls Studie in einem Buch und nicht in
einer Fachzeitschrift veröffentlicht ist (aus
JABREF importierte Eintragung)
Reihe Falls Studie in einem Buch und nicht in
einer Fachzeitschrift veröffentlicht ist und




Tabelle 15:Übersicht zum Aufbau des Analyserasters (Fortsetzung)
Informationskanal
Spalte Beschreibung Beispiel
Datenbank Name der Datenbanken, in denen die Studie
gefunden wurde. Bei Dopplungen werden alle
aufgeführt. Als Literaturquelle sind Studien
vermerkt, die während der Aufarbeitung der
Theorie dem Studienfundus zugeordnet wer-





Suchbegriff Suchbegriff bzw. Suchbegriffskombination mit
der die Studie gefunden wurde. Bei Dopplung-




Spalte Beschreibung Datentyp Beispiel




Angabe zum Land bzw. zur Regi-
on




Keine Gruppierung nach Konti-
nent möglich
X 0
Europa Gruppierung nach Kontinent X 0
Nordamerika Gruppierung nach Kontinent X 0
Mittel- und Süd-
amerika
Gruppierung nach Kontinent X 0
Afrika Gruppierung nach Kontinent X 0
Asien Gruppierung nach Kontinent X 1
Australien Gruppierung nach Kontinent X 0
Keine Zuordnung
möglich
Keine Gruppierung nach Entwick-



















Angabe zur Branche X 1 construction
industry
Eine Branche Eine Branche betrachtet X 1
Divers/branchen-
übergreifend
Branchenübergreifende Studien X 0
(Eigene Darstellung.)
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Tabelle 15:Übersicht zum Aufbau des Analyserasters (Fortsetzung)
Hintergrund der Studie (Fortsetzung 1)
Spalte Beschreibung Datentyp Beispiel








Öffentliche Hand Zum Beispiel: Polizei, Militär,
Regierung, öffentlicher Dienst
X 0








F Baugewerbe Baugewerbe/Bau X 1
K Finanzdienst-
leistungen










Andere Branchen als NACE-







































Tabelle 15:Übersicht zum Aufbau des Analyserasters (Fortsetzung)
Hintergrund der Studie (Fortsetzung 2)
Spalte Beschreibung Datentyp Beispiel











prozesses: Einführung von Ma-
nagementsystemen in den Be-
























Nur allgemeine Aussage bzw.
sonstige Entscheidungsprozesse
X 1
Befragte Akteure Befragte Akteure X X 0 k. A.
Führungskräfte Gruppierung befragter Akteure X –
AN-Vertreter
bzw. Betroffene
Gruppierung befragter Akteure X –
Experten bzw.
Fachabteilung








Spalte Beschreibung Datentyp Beispiel









Tabelle 15:Übersicht zum Aufbau des Analyserasters (Fortsetzung)
Methodik der Studien (Fortsetzung)
Spalte Beschreibung Datentyp Beispiel




Fallstudie und Umfrage kombi-
niert angewandt
X 0




Fallstudie: Anzahl der Unter-
nehmen bzw. Organisation(sein-
heit)en




Fallstudie: Anzahl der Befragten X X – –
Fallstudie und
Interview
Fallstudie und Interview kombi-
niert angewandt
X 0
Interview Interview X 1
Umfrage und
Interview
Umfrage und Interview kombi-
niert angewandt
X 1
Umfrage Umfrage X 1
Umfrage: Anzahl
der Unternehmen
Umfrage: Anzahl der Un-
ternehmen bzw. Organisati-
on(seinheit)en
X X 1 25
Umfrage: Anzahl
der Befragten




wenn möglich bereinigt um un-
brauchbare Antworten




Sonstige Methoden bzw. Details
zur Datenerhebung


















Tabelle 15:Übersicht zum Aufbau des Analyserasters (Fortsetzung)
Hemmnismethodik
Spalte Beschreibung Datentyp Beispiel


























X X 0 –
2 Hemmnisgruppen Gruppierung nach Anzahl der
Hemmnisgruppen
X –
3 Hemmnisgruppen Gruppierung nach Anzahl der
Hemmnisgruppen
X –
4 Hemmnisgruppen Gruppierung nach Anzahl der
Hemmnisgruppen
X –
5 oder mehr Hemm-
nisgruppen
Gruppierung nach Anzahl der
Hemmnisgruppen
X –
In- und externe Bar-
rieren
Gruppierung nach Thematik der
Hemmnisgruppen
X –
Mensch Gruppierung nach Thematik der
Hemmnisgruppen
X –





Gruppierung nach Thematik der
Hemmnisgruppen
X –
Technik Gruppierung nach Thematik der
Hemmnisgruppen
X –
Information/Wissen Gruppierung nach Thematik der
Hemmnisgruppen
X –
Strategie Gruppierung nach Thematik der
Hemmnisgruppen
X –





Tabelle 15:Übersicht zum Aufbau des Analyserasters (Fortsetzung)
Hemmnismethodik (Fortsetzung)
Spalte Beschreibung Datentyp Beispiel




















Spalte Beschreibung Datentyp Beispiel
binär Text (1 ja, 2 nein
bzw. Textzitat)
Suche möglich Suchfunktion des ADOBE REA-
DERS ist anwendbar
X 1
Spache: Deutsch Deutschsprachigen Studien X 0
durchsucht (Spra-
che: Deutsch)




Hemmnis Begriff in der Studie verwendet X –
Barriere Begriff in der Studie verwendet X –
Widerstand Begriff in der Studie verwendet X –
Hindernis Begriff in der Studie verwendet X –
Sprache: Englisch Englischsprachige Studie X 1
durchsucht (Spra-
che: Englisch)




hurdle Begriff in der Studie verwendet X 0
barrier Begriff in der Studie verwendet X 1
impediment Begriff in der Studie verwendet X 0
obstacle Begriff in der Studie verwendet X 1
hindrance Begriff in der Studie verwendet X 0
Sonstige Synonyme Sonstige Synonyme für den
Hemmnisbegriff
X X 0 –
constraint Gruppierung der sonstigen Syn-
onyme
X –





Tabelle 15:Übersicht zum Aufbau des Analyserasters (Fortsetzung)
Hemmnisbegriff (Fortsetzung)
Spalte Beschreibung Datentyp Beispiel









Spalte Beschreibung Datentyp Beispiel









klar bzw. im Konflikt
mit Entscheidungspro-
zess)
X X 1 Limited vision of con-
struction firms; Believing








X X 1 Rapid change of external
environment; External
resistance; Laws and re-
gulations
Topmanagement Commitment des Top-
managements
X X 1 Lack of commitment
from top management;




























X X 1 Resistance by middle ma-
nagers because of fear of
losing their jobs; Employ-






X X 1 Resistance by middle
managers because of fear
of losing their jobs
(Eigene Darstellung.)
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Tabelle 15:Übersicht zum Aufbau des Analyserasters (Fortsetzung)
Entstehungsfaktoren(Fortsetzung)
Spalte Beschreibung Datentyp Beispiel











X X 1 fear of losing their jobs;
fear of empowered em-
ployees; unwillingness to
share risk equitably; fear
of losing jobs by employ-
ees; fear of failure by top
management; downsizing
associated with BPR ef-
fort







Normen und Werte X X 1 Culture of construction
firms; Absence of amnes-
ty; Believing that change





























Erfahrung Erfahrungen mit dem
Entscheidungsprozess
oder sich daraus erge-
benden Anforderungen
X X 1 Observing failure cases
of other BPR efforts
Routinen Routinen X X 0 –
(Eigene Darstellung.)
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Tabelle 15:Übersicht zum Aufbau des Analyserasters (Fortsetzung)
Entstehungsfaktoren(Fortsetzung 2)
Spalte Beschreibung Datentyp Beispiel





















































Technisch Gruppierung der Res-
sourcenbeschränkungen
X X 0
Sonstiges Gruppierung der Res-
sourcenbeschränkungen
X X 1
Raum Räumliche Barrieren X X 0 –
Zeitverschie-
bung
Zeitverschiebung X X 0 –
Kulturunter-
schiede
Kulturelle Unterschiede X X 0 –
(Eigene Darstellung.)
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Tabelle 15:Übersicht zum Aufbau des Analyserasters (Fortsetzung)
Entstehungsfaktoren(Fortsetzung 3)
Spalte Beschreibung Datentyp Beispiel



























X X 0 –
Bemerkungen
Spalte Beschreibung Datentyp Beispiel
Bemerkungen Für zusätzliche Bemer-
kungen während der
Auswertung
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A.6 Ergänzungen zur Auswertung
A.6.1 Untersuchte Länder, deren Anzahl und Entwicklungsniveau
Tabelle 16:Anzahl und Entwicklungsniveau der untersuchten Länder
Land/Region Anzahl Entwicklungniveau (HDI)
Australien 7 hohes Entwicklungsniveau
Brasilien 1 hohes Entwicklungsniveau
China 3 mittleres Entwicklungsniveau
China (Hongkong) 1 hohes Entwicklungsniveau
Dänemark 1 hohes Entwicklungsniveau
Deutschland 10 hohes Entwicklungsniveau
Finnland 1 hohes Entwicklungsniveau
Frankreich 1 hohes Entwicklungsniveau
Großbritannien 19 hohes Entwicklungsniveau
Indien 2 mittleres Entwicklungsniveau
Irland 1 hohes Entwicklungsniveau
Italien 4 hohes Entwicklungsniveau
Jordanien 1 mittleres Entwicklungsniveau
Kanada 5 hohes Entwicklungsniveau
Mexiko 1 hohes Entwicklungsniveau
Neuseeland 2 hohes Entwicklungsniveau
Niederlande 2 hohes Entwicklungsniveau
Norwegen 1 hohes Entwicklungsniveau
Polen 1 hohes Entwicklungsniveau
Portugal 1 hohes Entwicklungsniveau
Saudi-Arabien 1 hohes Entwicklungsniveau
Schweden 2 hohes Entwicklungsniveau
Singapur 1 hohes Entwicklungsniveau
Spanien 1 hohes Entwicklungsniveau
Südafrika 1 mittleres Entwicklungsniveau
Taiwan 1 keine Zuordnung, da kein HDI angegeben
Türkei 2 mittleres Entwicklungsniveau
USA 10 hohes Entwicklungsniveau
Zypern 1 hohes Entwicklungsniveau




Abbildung 22: Untersuchter Entscheidungsprozess gruppiert nach Jahrzehnten
(Eigene Darstellung.)
Abbildung 23: Angewandte Hemmnismethodik gruppiert nach Jahrzehnten
(Eigene Darstellung.)
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Abbildung 24: Benannte Entstehungsfaktoren gruppiert nach Jahrzehnten
(Eigene Darstellung.)
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A.6.3 Gruppierung nach Kontinenten
Abbildung 25: Untersuchter Entscheidungsprozess gruppiert nach Kontinente
(Eigene Darstellung.)
Abbildung 26: Angewandte Hemmnismethodik gruppiert nach Kontinenten
(Eigene Darstellung.)
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Abbildung 27: Benannte Entstehungsfaktoren gruppiert nach Kontinenten
(Eigene Darstellung.)
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A.6.4 Gruppierung nach Entwicklungsniveaus
Abbildung 28: Untersuchter Entscheidungsprozess gruppiert nach Entwicklungsniveaus
(Eigene Darstellung.)
Abbildung 29: Angewandte Hemmnismethodik gruppiert nach Entwicklungsniveaus
(Eigene Darstellung.)
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Abbildung 30: Benannte Entstehungsfaktoren gruppiert nach Entwicklungsniveaus
(Eigene Darstellung.)
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A.6.5 Gruppierung nach Branchen
Abbildung 31: Untersuchter Entscheidungsprozess gruppiert danach, ob eine oder mehrere
Branchen untersucht
(Eigene Darstellung.)








Abbildung 34: Untersuchter Entscheidungsprozess gruppiert nach einzeln untersuchten Bran-
chen
(Eigene Darstellung.)
Abbildung 35: Angewandte Hemmnismethodik gruppiert nach einzeln untersuchten Branchen
(Eigene Darstellung.)
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Abbildung 36: Benannte Entstehungsfaktoren gruppiert nach einzeln untersuchten Branchen
(Eigene Darstellung.)
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A.6.6 Gruppierung nach Entscheidungsprozessen
(a) Erste Vergleichsgruppe
(b) Zweite Vergleichsgruppe














Tabelle 17:Aufschlüsselung der Entstehungsfaktoren mit einer Abweichung von mindestens
10% bezüglich des untersuchten Entscheidungsprozesses












Technologische Neuerung (nicht IT),
Marktorientierung bzw. strategische
Planung






































gische Neuerung (nicht IT), Umwelt-
maßnahmen, Umweltmanagement-
system








Sonstige (Wollen) Umweltmaßnahmen, Umwelt-
managementsystem
Informationstechnologie, Technolo-




Tabelle 17:Aufschlüsselung der Entstehungsfaktoren mit einer Abweichung von mindestens
10% bezüglich des untersuchten Entscheidungsprozesses (Fort etzung)




















Sonstige (Wissen) Qualitätsmanagement, Mana-
gementsystem
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Sonstige (Können) Qualitätsmanagement, Mana-
gementsystem





A.6.7 Gruppierung nach Methodik
Abbildung 39: Untersuchter Entscheidungsprozess gruppiert nach der angw dten Methodik
(Eigene Darstellung.)
Abbildung 40: Angewandte Hemmnismethodik gruppiert nach der angewandten Methodik
(Eigene Darstellung.)
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Abbildung 41: Benannte Entstehungsfaktoren gruppiert nach der angewandten Methodik
(Eigene Darstellung.)
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Unternehmensziel 43% 67% 67% 0%
Externe Anspruchsgruppen 55% 36% 69% 44% 0%
Topmanagement 54% 100%
Organisationsstruktur 62% 78% 0%
Kommunikation (Dürfen) 31% 44% 100%
Sonstige (Dürfen) 2%
Beharren auf Status quo 58% 47% 100%
Negative Emotionen 33% 44% 100%
Anreizsystem 30% 44% 0%
Normen & Werte 50% 100%
Kommunikation (Wollen) 30% 44% 0%
Sonstige (Wollen) 11% 0%
Fähigkeiten & Fertigkeiten 75% 58% 89% 100%
Erfahrung 31% 56% 56% 0%
Routinen 2%
Kommunikation (Wissen) 27% 0%
Sonstige (Wissen) 9%
Risiko 13% 0%
Kommunikation (Können) 54% 67% 100%
Ressourcen 76% 100% 100% 100%
Kulturunterschiede 2%
Technik & Infrastruktur 40% 0%
Informationsmangel 33% 19% 44% 0%
(Eigene Darstellung.)
114 Anhang
A.6.8 Variablen der Clusteranalyse
Tabelle 19:Merkmale der Rohdatenmatrix für die Clusteranalyse
Merkmal Merkmalsausprägung
Jahr der Veröffentlichung 1981–1999, 2000er
Kontinent Europa, Nordamerika, Asien, Australien,
sonstige Erdteile bzw. nicht zuzuordnen
Entwicklungsniveau hoch, mittel, nicht zuzuordnen
Branche eine, diverse/branchenübergreifend
Entscheidungsprozess Neue Technologie, Umweltmaßnahmen,
Managementsystem, Marktorientierung/
strategische Planung, Innovation, sonstige
Befragte Akteure keine Angabe: ja, nein
Keine Angabe zur Methodik keine Angabe: ja, nein
Fallstudie durchgeführt: ja, nein
Interview durchgeführt: ja, nein
Umfrage durchgeführt: ja, nein
Auswertung über mehrere Unternehmen durchgeführt: ja, nein
Fragebögen genutzt: ja, nein
Bildung von Hemmnisgruppen durchgeführt: ja, nein
Überführung von ordinalen Skalen in Zahlendurchgeführt: ja, nein
Quantitative Auswertung durchgeführt: ja, nein
Grafische Veranschaulichung durchgeführt: ja, nein
Unternehmensziel vorhanden: ja, nein
Externe Anspruchsgruppen vorhanden: ja, nein
Topmanagement vorhanden: ja, nein
Organisationsstruktur vorhanden: ja, nein
Kommunikation (Dürfen) vorhanden: ja, nein
Beharren auf Status quo vorhanden: ja, nein
Negative Emotionen vorhanden: ja, nein
Anreizsystem vorhanden: ja, nein
Normen & Werte vorhanden: ja, nein
Kommunikation (Wollen) vorhanden: ja, nein
Fähigkeiten & Fertigkeiten vorhanden: ja, nein
Erfahrung vorhanden: ja, nein
Kommunikation (Wissen) vorhanden: ja, nein
Risiko vorhanden: ja, nein
Kommunikation (Können) vorhanden: ja, nein
Ressourcen vorhanden: ja, nein
Technik & Infrastruktur vorhanden: ja, nein
Informationsmangel vorhanden: ja, nein
(Eigene Darstellung.)
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A.6.9 Ergebnisse der Clusteranalyse
(a) Erster Teil
Abbildung 42: Dendrogramm Nächstgelegener-Nachbar-Verfahren
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(b) Zweiter Teil
Abbildung 42: Dendrogramm Nächstgelegener-Nachbar-Verfahren
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 20:Zuordnungsübersicht: Nächstgelegener-Nachbar-Verfahren mit JACCARD
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
1 21 66 0,78 0 0 3
2 27 93 0,78 0 0 5
3 21 86 0,76 1 0 11
4 58 94 0,75 0 0 9
5 27 104 0,74 2 0 8
6 59 60 0,73 0 0 22
7 7 82 0,71 0 0 41
8 27 70 0,71 5 0 14
9 58 79 0,70 4 0 10
10 37 58 0,70 0 9 13
11 21 100 0,69 3 0 15
12 64 84 0,69 0 0 37
13 37 95 0,69 10 0 24
14 27 51 0,68 8 0 17
15 21 90 0,68 11 0 18
16 30 68 0,68 0 0 38
17 27 61 0,68 14 0 20
18 1 21 0,68 0 15 23
19 69 85 0,67 0 0 21
20 27 77 0,67 17 0 29
21 46 69 0,67 0 19 24
22 59 65 0,67 6 0 47
23 1 2 0,67 18 0 27
24 37 46 0,66 13 21 25
25 37 96 0,66 24 0 28
26 11 14 0,65 0 0 27
27 1 11 0,65 23 26 32
28 37 48 0,65 25 0 33
29 27 32 0,64 20 0 32
30 52 91 0,64 0 0 44
31 18 80 0,64 0 0 61
32 1 27 0,64 27 29 37
33 37 83 0,63 28 0 34
34 17 37 0,63 0 33 39
35 36 99 0,63 0 0 63
36 19 67 0,63 0 0 40
37 1 64 0,63 32 12 38
38 1 30 0,63 37 16 39
39 1 17 0,63 38 34 40
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 20:Zuordnungsübersicht: Nächstgelegener-Nachbar-Verfahren mit JACCARD (Fortset-
zung)
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
40 1 19 0,62 39 36 42
41 7 92 0,62 7 0 46
42 1 53 0,62 40 0 45
43 33 42 0,62 0 0 79
44 44 52 0,62 0 30 53
45 1 22 0,62 42 0 46
46 1 7 0,62 45 41 47
47 1 59 0,61 46 22 48
48 1 43 0,61 47 0 49
49 1 9 0,61 48 0 51
50 12 97 0,60 0 0 73
51 1 87 0,60 49 0 54
52 28 45 0,60 0 0 55
53 8 44 0,60 0 44 57
54 1 38 0,60 51 0 55
55 1 28 0,60 54 52 56
56 1 24 0,60 55 0 57
57 1 8 0,60 56 53 58
58 1 41 0,59 57 0 59
59 1 31 0,59 58 0 60
60 1 26 0,59 59 0 61
61 1 18 0,59 60 31 65
62 62 101 0,59 0 0 80
63 36 40 0,59 35 0 72
64 47 98 0,59 0 0 75
65 1 78 0,59 61 0 66
66 1 73 0,59 65 0 67
67 1 102 0,58 66 0 68
68 1 34 0,58 67 0 69
69 1 23 0,58 68 0 70
70 1 4 0,58 69 0 71
71 1 72 0,58 70 0 72
72 1 36 0,58 71 63 73
73 1 12 0,57 72 50 74
74 1 49 0,57 73 0 75
75 1 47 0,57 74 64 76
76 1 35 0,57 75 0 77
77 1 25 0,57 76 0 78
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 20:Zuordnungsübersicht: Nächstgelegener-Nachbar-Verfahren mit JACCARD (Fortset-
zung)
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
78 1 39 0,56 77 0 79
79 1 33 0,56 78 43 80
80 1 62 0,56 79 62 81
81 1 16 0,56 80 0 82
82 1 103 0,55 81 0 83
83 1 15 0,55 82 0 84
84 1 71 0,55 83 0 86
85 6 20 0,55 0 0 86
86 1 6 0,55 84 85 87
87 1 56 0,53 86 0 88
88 1 81 0,52 87 0 89
89 1 29 0,52 88 0 90
90 1 63 0,52 89 0 91
91 1 54 0,52 90 0 92
92 1 89 0,50 91 0 94
93 5 88 0,50 0 0 95
94 1 75 0,50 92 0 96
95 5 57 0,50 93 0 99
96 1 76 0,48 94 0 97
97 1 74 0,48 96 0 98
98 1 50 0,47 97 0 99
99 1 5 0,47 98 95 100
100 1 3 0,47 99 0 101
101 1 13 0,46 100 0 103
102 10 55 0,43 0 0 103
103 1 10 0,43 101 102 0
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 21:Zuordnungsübersicht: Nächstgelegener-Nachbar-Verfahren mit DICE
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
1 21 66 0,88 0 0 3
2 27 93 0,88 0 0 5
3 21 86 0,86 1 0 11
4 58 94 0,86 0 0 9
5 27 104 0,85 2 0 8
6 59 60 0,84 0 0 22
7 7 82 0,83 0 0 41
8 27 70 0,83 5 0 14
9 58 79 0,82 4 0 10
10 37 58 0,82 0 9 13
11 21 100 0,82 3 0 15
12 64 84 0,82 0 0 37
13 37 95 0,82 10 0 24
14 27 51 0,81 8 0 17
15 21 90 0,81 11 0 18
16 30 68 0,81 0 0 38
17 27 61 0,81 14 0 20
18 1 21 0,81 0 15 23
19 69 85 0,80 0 0 21
20 27 77 0,80 17 0 29
21 46 69 0,80 0 19 24
22 59 65 0,80 6 0 47
23 1 2 0,80 18 0 27
24 37 46 0,79 13 21 25
25 37 96 0,79 24 0 28
26 11 14 0,79 0 0 27
27 1 11 0,79 23 26 32
28 37 48 0,78 25 0 33
29 27 32 0,78 20 0 32
30 52 91 0,78 0 0 44
31 18 80 0,78 0 0 61
32 1 27 0,78 27 29 37
33 37 83 0,77 28 0 34
34 17 37 0,77 0 33 39
35 36 99 0,77 0 0 63
36 19 67 0,77 0 0 40
37 1 64 0,77 32 12 38
38 1 30 0,77 37 16 39
39 1 17 0,77 38 34 40
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 21:Zuordnungsübersicht: Nächstgelegener-Nachbar-Verfahren mit DICE (Fortset-
zung)
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
40 1 19 0,77 39 36 42
41 7 92 0,77 7 0 46
42 1 53 0,77 40 0 45
43 33 42 0,77 0 0 79
44 44 52 0,76 0 30 53
45 1 22 0,76 42 0 46
46 1 7 0,76 45 41 47
47 1 59 0,76 46 22 48
48 1 43 0,76 47 0 49
49 1 9 0,76 48 0 51
50 12 97 0,75 0 0 73
51 1 87 0,75 49 0 54
52 28 45 0,75 0 0 55
53 8 44 0,75 0 44 57
54 1 38 0,75 51 0 55
55 1 28 0,75 54 52 56
56 1 24 0,75 55 0 57
57 1 8 0,75 56 53 58
58 1 41 0,74 57 0 59
59 1 31 0,74 58 0 60
60 1 26 0,74 59 0 61
61 1 18 0,74 60 31 65
62 62 101 0,74 0 0 80
63 36 40 0,74 35 0 72
64 47 98 0,74 0 0 75
65 1 78 0,74 61 0 66
66 1 73 0,74 65 0 67
67 1 102 0,74 66 0 68
68 1 34 0,74 67 0 69
69 1 23 0,74 68 0 70
70 1 4 0,74 69 0 71
71 1 72 0,73 70 0 72
72 1 36 0,73 71 63 73
73 1 12 0,73 72 50 74
74 1 49 0,72 73 0 75
75 1 47 0,72 74 64 76
76 1 35 0,72 75 0 77
77 1 25 0,72 76 0 78
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 21:Zuordnungsübersicht: Nächstgelegener-Nachbar-Verfahren mit DICE (Fortset-
zung)
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
78 1 39 0,72 77 0 79
79 1 33 0,72 78 43 80
80 1 62 0,71 79 62 81
81 1 16 0,71 80 0 82
82 1 103 0,71 81 0 83
83 1 15 0,71 82 0 84
84 1 71 0,71 83 0 86
85 6 20 0,71 0 0 86
86 1 6 0,71 84 85 87
87 1 56 0,69 86 0 88
88 1 81 0,69 87 0 89
89 1 29 0,69 88 0 90
90 1 63 0,68 89 0 91
91 1 54 0,68 90 0 92
92 1 89 0,67 91 0 94
93 5 88 0,67 0 0 95
94 1 75 0,67 92 0 96
95 5 57 0,67 93 0 99
96 1 76 0,65 94 0 97
97 1 74 0,65 96 0 98
98 1 50 0,64 97 0 99
99 1 5 0,64 98 95 100
100 1 3 0,64 99 0 101
101 1 13 0,63 100 0 103
102 10 55 0,60 0 0 103
103 1 10 0,60 101 102 0
(Eigene Darstellung basierend auf Analysen in SPSS.)
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(a) Erster Teil
Abbildung 43: Dendrogramm Entferntester-Nachbar-Verfahren
(Eigene Darstellung basierend auf Analysen in SPSS.)
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(b) Zweiter Teil
Abbildung 43: Dendrogramm Entferntester-Nachbar-Verfahren
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 22:Zuordnungsübersicht: Entferntester-Nachbar-Verfahrenmit JACCARD
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
1 21 66 0,78 0 0 51
2 27 93 0,78 0 0 14
3 58 94 0,75 0 0 15
4 59 60 0,73 0 0 42
5 7 82 0,71 0 0 39
6 86 100 0,69 0 0 21
7 64 84 0,69 0 0 43
8 51 104 0,68 0 0 40
9 61 70 0,68 0 0 47
10 30 68 0,68 0 0 32
11 2 90 0,67 0 0 52
12 69 85 0,67 0 0 25
13 11 14 0,65 0 0 67
14 27 77 0,65 2 0 40
15 48 58 0,64 0 3 55
16 52 91 0,64 0 0 72
17 18 80 0,64 0 0 33
18 83 95 0,63 0 0 71
19 36 99 0,63 0 0 48
20 19 67 0,63 0 0 56
21 1 86 0,62 0 6 51
22 37 79 0,62 0 0 29
23 33 42 0,62 0 0 58
24 12 97 0,60 0 0 61
25 46 69 0,60 0 12 44
26 28 45 0,60 0 0 69
27 8 44 0,60 0 0 56
28 62 101 0,59 0 0 81
29 9 37 0,59 0 22 69
30 47 98 0,59 0 0 64
31 32 73 0,59 0 0 63
32 30 31 0,58 10 0 73
33 18 38 0,58 17 0 86
34 25 53 0,57 0 0 63
35 39 41 0,56 0 0 62
36 17 78 0,56 0 0 66
37 87 103 0,55 0 0 61
38 35 40 0,55 0 0 48
39 7 92 0,55 5 0 81
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 22:Zuordnungsübersicht: Entferntester-Nachbar-Verfahrenmit JACCARD (Fortset-
zung)
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
40 27 51 0,55 14 8 47
41 6 20 0,55 0 0 71
42 59 65 0,54 4 0 82
43 16 64 0,54 0 7 77
44 46 96 0,53 25 0 62
45 22 81 0,52 0 0 70
46 56 72 0,52 0 0 79
47 27 61 0,52 40 9 67
48 35 36 0,52 38 19 82
49 24 34 0,52 0 0 60
50 23 43 0,52 0 0 55
51 1 21 0,52 21 1 77
52 2 102 0,50 11 0 74
53 5 88 0,50 0 0 84
54 26 75 0,50 0 0 85
55 23 48 0,50 50 15 66
56 8 19 0,48 27 20 73
57 74 76 0,48 0 0 94
58 33 71 0,48 23 0 79
59 15 57 0,47 0 0 76
60 24 63 0,46 49 0 75
61 12 87 0,46 24 37 83
62 39 46 0,45 35 44 88
63 25 32 0,45 34 31 75
64 47 49 0,43 30 0 80
65 10 55 0,43 0 0 90
66 17 23 0,43 36 55 83
67 11 27 0,42 13 47 74
68 4 89 0,42 0 0 91
69 9 28 0,42 29 26 87
70 22 50 0,41 45 0 90
71 6 83 0,41 41 18 93
72 29 52 0,40 0 16 78
73 8 30 0,39 56 32 89
74 2 11 0,39 52 67 86
75 24 25 0,38 60 63 89
76 3 15 0,37 0 59 84
77 1 16 0,37 51 43 91
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 22:Zuordnungsübersicht: Entferntester-Nachbar-Verfahrenmit JACCARD (Fortset-
zung)
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
78 13 29 0,35 0 72 94
79 33 56 0,35 58 46 93
80 47 54 0,35 64 0 92
81 7 62 0,33 39 28 88
82 35 59 0,33 48 42 85
83 12 17 0,32 61 66 96
84 3 5 0,32 76 53 87
85 26 35 0,31 54 82 95
86 2 18 0,29 74 33 98
87 3 9 0,29 84 69 97
88 7 39 0,28 81 62 96
89 8 24 0,28 73 75 92
90 10 22 0,26 65 70 101
91 1 4 0,25 77 68 95
92 8 47 0,24 89 80 98
93 6 33 0,22 71 79 97
94 13 74 0,20 78 57 100
95 1 26 0,19 91 85 99
96 7 12 0,19 88 83 102
97 3 6 0,17 87 93 101
98 2 8 0,16 86 92 99
99 1 2 0,15 95 98 100
100 1 13 0,09 99 94 102
101 3 10 0,07 97 90 103
102 1 7 0,07 100 96 103
103 1 3 0,00 102 101 0
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 23:Zuordnungsübersicht: Entferntester-Nachbar-Verfahrenmit DICE
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
1 21 66 0,88 0 0 51
2 27 93 0,88 0 0 14
3 58 94 0,86 0 0 15
4 59 60 0,84 0 0 42
5 7 82 0,83 0 0 39
6 86 100 0,82 0 0 21
7 64 84 0,82 0 0 43
8 51 104 0,81 0 0 40
9 61 70 0,81 0 0 47
10 30 68 0,81 0 0 32
11 2 90 0,80 0 0 52
12 69 85 0,80 0 0 25
13 11 14 0,79 0 0 67
14 27 77 0,79 2 0 40
15 48 58 0,78 0 3 55
16 52 91 0,78 0 0 72
17 18 80 0,78 0 0 33
18 83 95 0,77 0 0 71
19 36 99 0,77 0 0 48
20 19 67 0,77 0 0 56
21 1 86 0,77 0 6 51
22 37 79 0,77 0 0 29
23 33 42 0,77 0 0 58
24 12 97 0,75 0 0 61
25 46 69 0,75 0 12 44
26 28 45 0,75 0 0 69
27 8 44 0,75 0 0 56
28 62 101 0,74 0 0 81
29 9 37 0,74 0 22 69
30 47 98 0,74 0 0 64
31 32 73 0,74 0 0 63
32 30 31 0,74 10 0 73
33 18 38 0,73 17 0 86
34 25 53 0,72 0 0 63
35 39 41 0,72 0 0 62
36 17 78 0,71 0 0 66
37 87 103 0,71 0 0 61
38 35 40 0,71 0 0 48
39 7 92 0,71 5 0 81
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 23:Zuordnungsübersicht: Entferntester-Nachbar-Verfahrenmit DICE (Fortsetzung)
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
40 27 51 0,71 14 8 47
41 6 20 0,71 0 0 71
42 59 65 0,70 4 0 82
43 16 64 0,70 0 7 77
44 46 96 0,70 25 0 62
45 22 81 0,69 0 0 70
46 56 72 0,69 0 0 79
47 27 61 0,69 40 9 67
48 35 36 0,69 38 19 82
49 24 34 0,69 0 0 60
50 23 43 0,68 0 0 55
51 1 21 0,68 21 1 77
52 2 102 0,67 11 0 74
53 5 88 0,67 0 0 84
54 26 75 0,67 0 0 85
55 23 48 0,67 50 15 66
56 8 19 0,65 27 20 73
57 74 76 0,65 0 0 94
58 33 71 0,65 23 0 79
59 15 57 0,64 0 0 76
60 24 63 0,63 49 0 75
61 12 87 0,63 24 37 83
62 39 46 0,62 35 44 88
63 25 32 0,62 34 31 75
64 47 49 0,61 30 0 80
65 10 55 0,60 0 0 90
66 17 23 0,60 36 55 83
67 11 27 0,60 13 47 74
68 4 89 0,59 0 0 91
69 9 28 0,59 29 26 87
70 22 50 0,58 45 0 90
71 6 83 0,58 41 18 93
72 29 52 0,57 0 16 78
73 8 30 0,56 56 32 89
74 2 11 0,56 52 67 86
75 24 25 0,55 60 63 89
76 3 15 0,54 0 59 84
77 1 16 0,54 51 43 91
78 13 29 0,52 0 72 94
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 23:Zuordnungsübersicht: Entferntester-Nachbar-Verfahrenmit DICE (Fortsetzung)
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
79 33 56 0,51 58 46 93
80 47 54 0,51 64 0 92
81 7 62 0,50 39 28 88
82 35 59 0,50 48 42 85
83 12 17 0,49 61 66 96
84 3 5 0,48 76 53 87
85 26 35 0,47 54 82 95
86 2 18 0,45 74 33 98
87 3 9 0,44 84 69 97
88 7 39 0,43 81 62 96
89 8 24 0,43 73 75 92
90 10 22 0,42 65 70 101
91 1 4 0,40 77 68 95
92 8 47 0,39 89 80 98
93 6 33 0,36 71 79 97
94 13 74 0,33 78 57 100
95 1 26 0,32 91 85 99
96 7 12 0,32 88 83 102
97 3 6 0,30 87 93 101
98 2 8 0,28 86 92 99
99 1 2 0,26 95 98 100
100 1 13 0,17 99 94 102
101 3 10 0,13 97 90 103
102 1 7 0,13 100 96 103
103 1 3 0,00 102 101 0
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 24:Fünf-Cluster-Lösung des Entferntester-Nachbar-Verfahrens
Cluster 1 2 3 4 5 Studien-
fundus
Studienanzahl 52 19 22 5 6 104
1980–1999 23,1% 15,8% 9,1% 80,0% 83,3% 25,0%
2000er 76,9% 84,2% 90,9% 20,0% 16,7% 75,0%
Keine Zuordnung bzw. andere
Erdteile
21,2% 10,5% 22,7% 20,0% 16,7% 19,2%
Europa 40,4% 57,9% 54,5% 60,0% 0,0% 45,2%
Nordamerika 13,5% 10,5% 9,1% 20,0% 66,7% 15,4%
Asien 15,4% 10,5% 13,6% 0,0% 16,7% 13,5%
Australien 9,6% 10,5% 4,5% 0,0% 0,0% 7,7%
Keine Zuordnung möglich
(Entwicklungsniveau)
17,3% 10,5% 22,7% 20,0% 16,7% 17,3%
Hohes Entwicklungsniveau 73,1% 78,9% 72,7% 80,0% 83,3% 75,0%
Mittleres Entwicklungsniveau 9,6% 10,5% 4,5% 0,0% 0,0% 7,7%
Eine Branche 40,4% 94,7% 31,8% 100,0% 0,0% 49,0%
Branchenübergreifend 48,1% 5,3% 63,6% 0,0% 83,3% 43,3%
Neue Technologie 32,7% 31,6% 9,1% 20,0% 16,7% 26,0%
Umweltmaßnahmen 26,9% 15,8% 13,6% 0,0% 33,3% 21,2%
Umweltmanagementsystem 9,6% 5,3% 0,0% 0,0% 16,7% 6,7%
Qualitätsmanagement 7,7% 0,0% 9,1% 0,0% 33,3% 7,7%
Managementsystem 13,5% 0,0% 0,0% 0,0% 50,0% 9,6%
Marktorientierung/strategische
Planung
7,7% 15,8% 9,1% 0,0% 16,7% 9,6%
Innovation 19,2% 10,5% 22,7% 20,0% 0,0% 17,3%
Sonstiger Entscheidungspro-
zess
9,6% 36,8% 45,5% 80,0% 0,0% 25,0%
Befragte Akteure 65,4% 57,9% 86,4% 0,0% 66,7% 65,4%
Keine Angabe zur Methodik 5,8% 10,5% 0,0% 100,0% 16,7% 10,6%
Fallstudie 13,5% 94,7% 54,5% 100,0% 50,0% 43,3%
Interview 38,5% 78,9% 68,2% 0,0% 33,3% 50,0%
Umfrage 94,2% 5,3% 63,6% 0,0% 50,0% 64,4%
Auswertung über mehrere Un-
ternehmen
96,2% 52,6% 72,7% 0,0% 83,3% 77,9%
Fragebögen 98,1% 57,9% 95,5% 0,0% 66,7% 83,7%
Bildung von Hemmnisgruppen 34,6% 5,3% 36,4% 0,0% 16,7% 26,9%
Überführung von ordinalen
Skalen in Zahlen
57,7% 5,3% 0,0% 0,0% 33,3% 31,7%
Quantitative Auswertung 73,1% 5,3% 13,6% 0,0% 33,3% 42,3%
Grafische Veranschaulichung 26,9% 10,5% 0,0% 0,0% 0,0% 15,4%
(Eigene Darstellung.)
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Tabelle 24:Fünf-Cluster-Lösung des Entferntester-Nachbar-Verfahrens (Fortsetzung)
Cluster 1 2 3 4 5 Studien-
fundus
Unternehmensziel 44,2% 36,8% 54,5% 40,0% 16,7% 43,3%
Externe Anspruchsgruppen 71,2% 42,1% 40,9% 0,0% 50,0% 54,8%
Topmanagement 55,8% 36,8% 63,6% 0,0% 100,0% 53,8%
Organisationsstruktur 65,4% 52,6% 63,6% 80,0% 33,3% 61,5%
Kommunikation (Dürfen) 25,0% 15,8% 63,6% 40,0% 0,0% 30,8%
Beharren auf Status quo 53,8% 52,6% 81,8% 40,0% 33,3% 57,7%
Negative Emotionen 19,2% 21,1% 77,3% 60,0% 0,0% 32,7%
Anreizsystem 15,4% 31,6% 63,6% 40,0% 16,7% 29,8%
Normen & Werte 48,1% 47,4% 59,1% 40,0% 50,0% 50,0%
Kommunikation (Wollen) 15,4% 26,3% 72,7% 40,0% 0,0% 29,8%
Fähigkeiten & Fertigkeiten 82,7% 78,9% 63,6% 20,0% 83,3% 75,0%
Erfahrung 26,9% 52,6% 27,3% 20,0% 16,7% 30,8%
Kommunikation (Wissen) 15,4% 21,1% 54,5% 60,0% 16,7% 26,9%
Risiko 21,2% 0,0% 13,6% 0,0% 0,0% 13,5%
Kommunikation (Können) 46,2% 42,1% 86,4% 20,0% 66,7% 53,8%
Ressourcen 80,8% 94,7% 63,6% 0,0% 83,3% 76,0%
Technik & Infrastruktur 50,0% 47,4% 22,7% 0,0% 33,3% 40,4%
Informationsmangel 50,0% 10,5% 18,2% 20,0% 16,7% 32,7%
(Eigene Darstellung.)
Anhang 133
Tabelle 25:Vier-Cluster-Lösung des Entferntester-Nachbar-Verfahrens
Eigenschaft 1 2 3 4 Studien-
fundus
Studienanzahl 58 19 22 5 104
1980–1999 29,3% 15,8% 9,1% 80,0% 25,0%
2000er 70,7% 84,2% 90,9% 20,0% 75,0%
Europa 36,2% 57,9% 54,5% 60,0% 45,2%
Nordamerika 19,0% 10,5% 9,1% 20,0% 15,4%
Asien 15,5% 10,5% 13,6% 0,0% 13,5%
Australien 8,6% 10,5% 4,5% 0,0% 7,7%
Keine Zuordnung bzw. andere
Erdteile
20,7% 10,5% 22,7% 20,0% 19,2%
Hohes Entwicklungsniveau 74,1% 78,9% 72,7% 80,0% 75,0%
Mittleres Entwicklungsniveau 8,6% 10,5% 4,5% 0,0% 7,7%
Kein Entwicklungsniveau zuzu-
ordnen
17,2% 10,5% 22,7% 20,0% 17,3%
Eine Branche 36,2% 94,7% 31,8% 100,0% 49,0%
Branchenübergreifend 51,7% 5,3% 63,6% 0,0% 43,3%
Neue Technologie 31,0% 31,6% 9,1% 20,0% 26,0%
Umweltmaßnahmen 27,6% 15,8% 13,6% 0,0% 21,2%
Umweltmanagementsystem 10,3% 5,3% 0,0% 0,0% 6,7%
Qualitätsmanagement 10,3% 0,0% 9,1% 0,0% 7,7%
Managementsystem 17,2% 0,0% 0,0% 0,0% 9,6%
Marktorientierung/strategische
Planung
8,6% 15,8% 9,1% 0,0% 9,6%
Innovation 17,2% 10,5% 22,7% 20,0% 17,3%
Sonstiger Entscheidungsprozess 8,6% 36,8% 45,5% 80,0% 25,0%
Befragte Akteure 65,5% 57,9% 86,4% 0,0% 65,4%
Keine Angabe zur Methodik 6,9% 10,5% 0,0% 100,0% 10,6%
Fallstudie 17,2% 94,7% 54,5% 100,0% 43,3%
Interview 37,9% 78,9% 68,2% 0,0% 50,0%
Umfrage 89,7% 5,3% 63,6% 0,0% 64,4%
Auswertung über mehrere Un-
ternehmen
94,8% 52,6% 72,7% 0,0% 77,9%
Fragebögen 94,8% 57,9% 95,5% 0,0% 83,7%
Bildung von Hemmnisgruppen 32,8% 5,3% 36,4% 0,0% 26,9%
Überführung von ordinalen Ska-
len in Zahlen
55,2% 5,3% 0,0% 0,0% 31,7%
Quantitative Auswertung 69,0% 5,3% 13,6% 0,0% 42,3%
Grafische Veranschaulichung 24,1% 10,5% 0,0% 0,0% 15,4%
(Eigene Darstellung.)
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Tabelle 25:Vier-Cluster-Lösung des Entferntester-Nachbar-Verfahrens (Fortsetzung)
Eigenschaft 1 2 3 4 Studien-
fundus
Unternehmensziel 41,4% 36,8% 54,5% 40,0% 43,3%
Externe Anspruchsgruppen 69,0% 42,1% 40,9% 0,0% 54,8%
Topmanagement 60,3% 36,8% 63,6% 0,0% 53,8%
Organisationsstruktur 62,1% 52,6% 63,6% 80,0% 61,5%
Kommunikation (Dürfen) 22,4% 15,8% 63,6% 40,0% 30,8%
Beharren auf Status quo 51,7% 52,6% 81,8% 40,0% 57,7%
Negative Emotionen 17,2% 21,1% 77,3% 60,0% 32,7%
Anreizsystem 15,5% 31,6% 63,6% 40,0% 29,8%
Normen & Werte 48,3% 47,4% 59,1% 40,0% 50,0%
Kommunikation (Wollen) 13,8% 26,3% 72,7% 40,0% 29,8%
Fähigkeiten & Fertigkeiten 82,8% 78,9% 63,6% 20,0% 75,0%
Erfahrung 25,9% 52,6% 27,3% 20,0% 30,8%
Kommunikation (Wissen) 15,5% 21,1% 54,5% 60,0% 26,9%
Risiko 19,0% 0,0% 13,6% 0,0% 13,5%
Kommunikation (Können) 48,3% 42,1% 86,4% 20,0% 53,8%
Ressourcen 81,0% 94,7% 63,6% 0,0% 76,0%
Technik & Infrastruktur 48,3% 47,4% 22,7% 0,0% 40,4%




Abbildung 44: Dendrogramm Linkage zwischen den Gruppen mit JACCARD
(Eigene Darstellung basierend auf Analysen in SPSS.)
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(b) Zweiter Teil
Abbildung 44: Dendrogramm Linkage zwischen den Gruppen mit JACCARD
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 26:Zuordnungsübersicht: Linkage zwischen den Gruppen mit JACCARD
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
1 21 66 0,78 0 0 18
2 27 93 0,78 0 0 14
3 58 94 0,75 0 0 13
4 59 60 0,73 0 0 28
5 7 82 0,71 0 0 39
6 86 100 0,69 0 0 18
7 64 84 0,69 0 0 47
8 51 104 0,68 0 0 27
9 61 70 0,68 0 0 29
10 30 68 0,68 0 0 36
11 2 90 0,67 0 0 45
12 69 85 0,67 0 0 19
13 58 79 0,66 3 0 22
14 27 77 0,66 2 0 27
15 11 14 0,65 0 0 53
16 52 91 0,64 0 0 59
17 18 80 0,64 0 0 40
18 21 86 0,64 1 6 26
19 46 69 0,63 0 12 34
20 83 95 0,63 0 0 72
21 17 48 0,63 0 0 41
22 37 58 0,63 0 13 33
23 36 99 0,63 0 0 42
24 19 67 0,63 0 0 52
25 33 42 0,62 0 0 58
26 1 21 0,61 0 18 45
27 27 51 0,61 14 8 29
28 59 65 0,60 4 0 72
29 27 61 0,60 27 9 53
30 12 97 0,60 0 0 66
31 28 45 0,60 0 0 62
32 8 44 0,60 0 0 67
33 9 37 0,60 0 22 51
34 46 96 0,59 19 0 52
35 62 101 0,59 0 0 93
36 30 31 0,59 10 0 56
37 47 98 0,59 0 0 74
38 32 73 0,59 0 0 50
39 7 92 0,58 5 0 80
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 26:Zuordnungsübersicht: Linkage zwischen den Gruppen mit JACCARD (Fortsetzung)
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
40 18 38 0,58 17 0 57
41 17 78 0,57 21 0 65
42 36 40 0,57 23 0 48
43 25 53 0,57 0 0 79
44 39 41 0,56 0 0 60
45 1 2 0,55 26 11 64
46 87 103 0,55 0 0 66
47 16 64 0,55 0 7 64
48 35 36 0,55 0 42 76
49 6 20 0,55 0 0 89
50 24 32 0,54 0 38 59
51 9 43 0,54 33 0 63
52 19 46 0,53 24 34 60
53 11 27 0,53 15 29 71
54 22 81 0,52 0 0 78
55 56 72 0,52 0 0 89
56 26 30 0,52 0 36 73
57 18 102 0,51 40 0 71
58 33 71 0,51 25 0 70
59 24 52 0,51 50 16 79
60 19 39 0,50 52 44 67
61 5 88 0,50 0 0 77
62 15 28 0,50 0 31 83
63 9 23 0,49 51 0 65
64 1 16 0,49 45 47 75
65 9 17 0,49 63 41 70
66 12 87 0,48 30 46 87
67 8 19 0,48 32 60 84
68 74 76 0,48 0 0 101
69 63 75 0,48 0 0 97
70 9 33 0,48 65 58 80
71 11 18 0,47 53 57 81
72 59 83 0,46 28 20 76
73 26 34 0,46 56 0 75
74 47 49 0,46 37 0 83
75 1 26 0,45 64 73 81
76 35 59 0,45 48 72 84
77 5 57 0,44 61 0 88
78 22 50 0,44 54 0 94
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 26:Zuordnungsübersicht: Linkage zwischen den Gruppen mit JACCARD (Fortsetzung)
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
79 24 25 0,44 59 43 86
80 7 9 0,44 39 70 87
81 1 11 0,43 75 71 86
82 10 55 0,43 0 0 94
83 15 47 0,42 62 74 90
84 8 35 0,42 67 76 91
85 4 89 0,42 0 0 97
86 1 24 0,41 81 79 91
87 7 12 0,41 80 66 90
88 3 5 0,40 0 77 101
89 6 56 0,39 49 55 95
90 7 15 0,38 87 83 93
91 1 8 0,36 86 84 96
92 13 29 0,35 0 0 99
93 7 62 0,35 90 35 95
94 10 22 0,34 82 78 103
95 6 7 0,34 89 93 96
96 1 6 0,33 91 95 98
97 4 63 0,32 85 69 100
98 1 54 0,31 96 0 99
99 1 13 0,30 98 92 100
100 1 4 0,30 99 97 102
101 3 74 0,26 88 68 102
102 1 3 0,25 100 101 103
103 1 10 0,18 102 94 0
(Eigene Darstellung basierend auf Analysen in SPSS.)
140 Anhang
Tabelle 27:Vier-Cluster-Lösung von Linkage zwischen den Gruppen mit JACCARD
Eigenschaft 1 2 3 4 Studien-
fundus
Studienanzahl 93 4 5 2 104
1980–1999 21,5% 0,0% 80,0% 100,0% 25,0%
2000er 78,5% 100,0% 20,0% 0,0% 75,0%
Europa 44,1% 75,0% 60,0% 0,0% 45,2%
Nordamerika 16,1% 0,0% 20,0% 0,0% 15,4%
Asien 14,0% 0,0% 0,0% 50,0% 13,5%
Australien 7,5% 25,0% 0,0% 0,0% 7,7%
Keine Zuordnung bzw. andere
Erdteile
19,4% 0,0% 20,0% 50,0% 19,2%
Hohes Entwicklungsniveau 74,2% 100,0% 80,0% 50,0% 75,0%
Mittleres Entwicklungsniveau 8,6% 0,0% 0,0% 0,0% 7,7%
Keine Zuordnung möglich (Ent-
wicklungsniveau)
17,2% 0,0% 20,0% 50,0% 17,3%
Eine Branche 45,2% 100,0% 100,0% 0,0% 49,0%
Branchenübergreifend 46,2% 0,0% 0,0% 100,0% 43,3%
Neue Technologie 25,8% 50,0% 20,0% 0,0% 26,0%
Umweltmaßnahmen 18,3% 75,0% 0,0% 100,0% 21,2%
Umweltmanagementsystem 5,4% 25,0% 0,0% 50,0% 6,7%
Qualitätsmanagement 8,6% 0,0% 0,0% 0,0% 7,7%
Managementsystem 9,7% 0,0% 0,0% 50,0% 9,6%
Marktorientierung/strategische
Planung
9,7% 25,0% 0,0% 0,0% 9,6%
Innovation 18,3% 0,0% 20,0% 0,0% 17,3%
Sonstiger Entscheidungsprozess 23,7% 0,0% 80,0% 0,0% 25,0%
Befragte Akteure 72,0% 25,0% 0,0% 0,0% 65,4%
Keine Angabe zur Methodik 4,3% 25,0% 100,0% 50,0% 10,6%
Fallstudie 36,6% 100,0% 100,0% 100,0% 43,3%
Interview 54,8% 25,0% 0,0% 0,0% 50,0%
Umfrage 72,0% 0,0% 0,0% 0,0% 64,4%
Auswertung über mehrere Un-
ternehmen
83,9% 25,0% 0,0% 100,0% 77,9%
Fragebögen 92,5% 25,0% 0,0% 0,0% 83,7%
Bildung von Hemmnisgruppen 29,0% 0,0% 0,0% 50,0% 26,9%
Überführung von ordinalen Ska-
len in Zahlen
35,5% 0,0% 0,0% 0,0% 31,7%
Quantitative Auswertung 47,3% 0,0% 0,0% 0,0% 42,3%
Grafische Veranschaulichung 17,2% 0,0% 0,0% 0,0% 15,4%
(Eigene Darstellung.)
Anhang 141
Tabelle 27:Vier-Cluster-Lösung von Linkage zwischen den Gruppen mit JACCARD (Fortset-
zung)
Eigenschaft 1 2 3 4 Studien-
fundus
Unternehmensziel 45,2% 0,0% 40,0% 50,0% 43,3%
Externe Anspruchsgruppen 57,0% 50,0% 0,0% 100,0% 54,8%
Topmanagement 57,0% 25,0% 0,0% 100,0% 53,8%
Organisationsstruktur 64,5% 0,0% 80,0% 0,0% 61,5%
Kommunikation (Dürfen) 32,3% 0,0% 40,0% 0,0% 30,8%
Beharren auf Status quo 62,4% 0,0% 40,0% 0,0% 57,7%
Negative Emotionen 33,3% 0,0% 60,0% 0,0% 32,7%
Anreizsystem 31,2% 0,0% 40,0% 0,0% 29,8%
Normen & Werte 51,6% 0,0% 40,0% 100,0% 50,0%
Kommunikation (Wollen) 31,2% 0,0% 40,0% 0,0% 29,8%
Fähigkeiten & Fertigkeiten 77,4% 75,0% 20,0% 100,0% 75,0%
Erfahrung 29,0% 75,0% 20,0% 50,0% 30,8%
Kommunikation (Wissen) 25,8% 0,0% 60,0% 50,0% 26,9%
Risiko 15,1% 0,0% 0,0% 0,0% 13,5%
Kommunikation (Können) 58,1% 0,0% 20,0% 50,0% 53,8%
Ressourcen 79,6% 75,0% 0,0% 100,0% 76,0%
Technik & Infrastruktur 40,9% 50,0% 0,0% 100,0% 40,4%




Abbildung 45: Dendrogramm Linkage zwischen den Gruppen mit DICE
(Eigene Darstellung basierend auf Analysen in SPSS.)
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(b) Zweiter Teil
Abbildung 45: Dendrogramm Linkage zwischen den Gruppen mit DICE
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 28:Zuordnungsübersicht von Linkage zwischen den Gruppen mit DICE
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
1 21 66 0,88 0 0 19
2 27 93 0,88 0 0 14
3 58 94 0,86 0 0 13
4 59 60 0,84 0 0 28
5 7 82 0,83 0 0 39
6 86 100 0,82 0 0 19
7 64 84 0,82 0 0 46
8 51 104 0,81 0 0 27
9 61 70 0,81 0 0 29
10 30 68 0,81 0 0 36
11 2 90 0,80 0 0 47
12 69 85 0,80 0 0 18
13 58 79 0,80 3 0 22
14 27 77 0,79 2 0 27
15 11 14 0,79 0 0 55
16 52 91 0,78 0 0 59
17 18 80 0,78 0 0 40
18 46 69 0,78 0 12 35
19 21 86 0,78 1 6 26
20 83 95 0,77 0 0 72
21 17 48 0,77 0 0 41
22 37 58 0,77 0 13 33
23 36 99 0,77 0 0 42
24 19 67 0,77 0 0 52
25 33 42 0,77 0 0 57
26 1 21 0,76 0 19 47
27 27 51 0,76 14 8 29
28 59 65 0,75 4 0 72
29 27 61 0,75 27 9 55
30 12 97 0,75 0 0 66
31 28 45 0,75 0 0 62
32 8 44 0,75 0 0 67
33 9 37 0,75 0 22 51
34 62 101 0,74 0 0 91
35 46 96 0,74 18 0 52
36 30 31 0,74 10 0 56
37 47 98 0,74 0 0 73
38 32 73 0,74 0 0 50
39 7 92 0,74 5 0 85
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 28:Zuordnungsübersicht: Linkage zwischen den Gruppen mit DICE (Fortsetzung)
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
40 18 38 0,74 17 0 58
41 17 78 0,73 21 0 65
42 36 40 0,72 23 0 49
43 25 53 0,72 0 0 79
44 39 41 0,72 0 0 61
45 87 103 0,71 0 0 66
46 16 64 0,71 0 7 64
47 1 2 0,71 26 11 64
48 6 20 0,71 0 0 89
49 35 36 0,71 0 42 78
50 24 32 0,70 0 38 59
51 9 43 0,70 33 0 63
52 19 46 0,69 24 35 61
53 22 81 0,69 0 0 77
54 56 72 0,69 0 0 89
55 11 27 0,69 15 29 71
56 26 30 0,69 0 36 74
57 33 71 0,68 25 0 70
58 18 102 0,68 40 0 71
59 24 52 0,67 50 16 79
60 5 88 0,67 0 0 76
61 19 39 0,67 52 44 67
62 15 28 0,67 0 31 93
63 9 23 0,66 51 0 65
64 1 16 0,66 47 46 75
65 9 17 0,65 63 41 70
66 12 87 0,65 30 45 88
67 8 19 0,65 32 61 84
68 74 76 0,65 0 0 102
69 63 75 0,65 0 0 97
70 9 33 0,65 65 57 80
71 11 18 0,64 55 58 82
72 59 83 0,63 28 20 78
73 47 49 0,63 37 0 80
74 26 34 0,63 56 0 75
75 1 26 0,62 64 74 82
76 5 57 0,61 60 0 87
77 22 50 0,61 53 0 94
78 35 59 0,61 49 72 84
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 28:Zuordnungsübersicht: Linkage zwischen den Gruppen mit DICE (Fortsetzung)
Schritt Zusammenführung Koeffizient Erstes Vorkommen Nächster
Cluster 1 Cluster 2 Cluster 1 Cluster 2 Schritt
79 24 25 0,61 59 43 86
80 9 47 0,60 70 73 85
81 10 55 0,60 0 0 94
82 1 11 0,60 75 71 86
83 4 89 0,59 0 0 97
84 8 35 0,59 67 78 90
85 7 9 0,58 39 80 88
86 1 24 0,58 82 79 95
87 3 5 0,57 0 76 93
88 7 12 0,56 85 66 90
89 6 56 0,56 48 54 96
90 7 8 0,54 88 84 91
91 7 62 0,52 90 34 95
92 13 29 0,52 0 0 100
93 3 15 0,52 87 62 96
94 10 22 0,51 81 77 103
95 1 7 0,50 86 91 98
96 3 6 0,50 93 89 101
97 4 63 0,49 83 69 98
98 1 4 0,47 95 97 99
99 1 54 0,46 98 0 100
100 1 13 0,46 99 92 101
101 1 3 0,43 100 96 102
102 1 74 0,41 101 68 103
103 1 10 0,30 102 94 0
(Eigene Darstellung basierend auf Analysen in SPSS.)
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Tabelle 29:Vier-Cluster-Lösung von Linkage zwischen den Gruppen mit DICE
Eigenschaft 1 2 3 4 Studien-
fundus
Studienanzahl 86 11 5 2 104
1980–1999 23,3% 0,0% 80,0% 100,0% 25,0%
2000er 76,7% 100,0% 20,0% 0,0% 75,0%
Europa 45,3% 45,5% 60,0% 0,0% 45,2%
Nordamerika 15,1% 18,2% 20,0% 0,0% 15,4%
Asien 12,8% 18,2% 0,0% 50,0% 13,5%
Australien 7,0% 18,2% 0,0% 0,0% 7,7%
Keine Zuordnung bzw. andere
Erdteile
20,9% 0,0% 20,0% 50,0% 19,2%
Hohes Entwicklungsniveau 74,4% 81,8% 80,0% 50,0% 75,0%
Mittleres Entwicklungsniveau 7,0% 18,2% 0,0% 0,0% 7,7%
Keine Zuordnung möglich (Ent-
wicklungsniveau)
18,6% 0,0% 20,0% 50,0% 17,3%
Eine Branche 41,9% 90,9% 100,0% 0,0% 49,0%
Branchenübergreifend 48,8% 9,1% 0,0% 100,0% 43,3%
Neue Technologie 24,4% 45,5% 20,0% 0,0% 26,0%
Umweltmaßnahmen 19,8% 27,3% 0,0% 100,0% 21,2%
Umweltmanagementsystem 5,8% 9,1% 0,0% 50,0% 6,7%
Qualitätsmanagement 9,3% 0,0% 0,0% 0,0% 7,7%
Managementsystem 10,5% 0,0% 0,0% 50,0% 9,6%
Marktorientierung/strategische
Planung
10,5% 9,1% 0,0% 0,0% 9,6%
Innovation 19,8% 0,0% 20,0% 0,0% 17,3%
Sonstiger Entscheidungsprozess 20,9% 36,4% 80,0% 0,0% 25,0%
Befragte Akteure 74,4% 36,4% 0,0% 0,0% 65,4%
Keine Angabe zur Methodik 3,5% 18,2% 100,0% 50,0% 10,6%
Fallstudie 31,4% 100,0% 100,0% 100,0% 43,3%
Interview 52,3% 63,6% 0,0% 0,0% 50,0%
Umfrage 77,9% 0,0% 0,0% 0,0% 64,4%
Auswertung über mehrere Un-
ternehmen
86,0% 45,5% 0,0% 100,0% 77,9%
Fragebögen 96,5% 36,4% 0,0% 0,0% 83,7%
Bildung von Hemmnisgruppen 30,2% 9,1% 0,0% 50,0% 26,9%
Überführung von ordinalen Ska-
len in Zahlen
37,2% 9,1% 0,0% 0,0% 31,7%
Quantitative Auswertung 50,0% 9,1% 0,0% 0,0% 42,3%
Grafische Veranschaulichung 16,3% 18,2% 0,0% 0,0% 15,4%
(Eigene Darstellung.)
148 Anhang
Tabelle 29:Vier-Cluster-Lösung von Linkage zwischen den Gruppen mit DICE (Fortsetzung)
Eigenschaft 1 2 3 4 Studien-
fundus
Unternehmensziel 45,3% 27,3% 40,0% 50,0% 43,3%
Externe Anspruchsgruppen 57,0% 54,5% 0,0% 100,0% 54,8%
Topmanagement 60,5% 18,2% 0,0% 100,0% 53,8%
Organisationsstruktur 64,0% 45,5% 80,0% 0,0% 61,5%
Kommunikation (Dürfen) 34,9% 0,0% 40,0% 0,0% 30,8%
Beharren auf Status quo 65,1% 18,2% 40,0% 0,0% 57,7%
Negative Emotionen 36,0% 0,0% 60,0% 0,0% 32,7%
Anreizsystem 30,2% 27,3% 40,0% 0,0% 29,8%
Normen & Werte 50,0% 45,5% 40,0% 100,0% 50,0%
Kommunikation (Wollen) 32,6% 9,1% 40,0% 0,0% 29,8%
Fähigkeiten & Fertigkeiten 77,9% 72,7% 20,0% 100,0% 75,0%
Erfahrung 26,7% 63,6% 20,0% 50,0% 30,8%
Kommunikation (Wissen) 26,7% 9,1% 60,0% 50,0% 26,9%
Risiko 16,3% 0,0% 0,0% 0,0% 13,5%
Kommunikation (Können) 59,3% 27,3% 20,0% 50,0% 53,8%
Ressourcen 77,9% 90,9% 0,0% 100,0% 76,0%
Technik & Infrastruktur 39,5% 54,5% 0,0% 100,0% 40,4%
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