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Figure 3: Decision threshold tuning on BL(bin) and BL+WMT2013(bin)
FEATURE SELECTION (FS) SUBMISSIONS AND OFFICIAL RESULTS
CONCLUSIONS AND PERSPECTIVES
 The conventional features (Table 3) : work efficiently in our WMT13 submissions and are inherited in this year's systems.  The WMT14 features (bold and italic in Table 3): are more specifically suggested by us for this year. Table 2 .
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