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Die vorliegende Arbeit besch¨ aftigt sich mit der Ermittlung des Preises von Optionen.
Optionen sind spezielle Derivate, die wiederum Hull in seinem Buch deﬁniert als:
“Ein Derivat ist ein Finanzinstrument, dessen Wert von einem anderen, einfache-
ren zu Grunde liegenden Finanzinstrument (underlying) abh¨ angt“. Ein underlying
kann unter anderem auch eine Anleihe, eine Aktie oder der Umtauschkurs zweier
W¨ ahrungen sein.
Eine besonders einfache Form von Finanzderivaten sind Terminkontrakte. Ein
Terminkontrakt ist ein Vertrag zwischen zwei Parteien, bei der sich der K¨ aufer bzw.
der Verk¨ aufer des Kontraktes zu einem Zeitpunkt verpﬂichtet, zu einem zuk¨ unf-
tigen Zeitpunkt T > t, dem Ende der Laufzeit (maturity), ein Objekt zu einem
heute vereinbarten Preis K, dem Terminkurs, zu kaufen bzw. zu verkaufen. Damit
sichert sich der K¨ aufer gegen unerwartete Preissteigerungen ab, geht aber das Risi-
ko ein, dass der Preis f¨ allt und er dann zu teuer kauft. Andererseits sichert sich der
Verk¨ aufer gegen fallende Preise, vergibt aber die M¨ oglichkeit bei steigenden Preisen
mehr Gewinn zu erzielen. Der Lieferpreis wird dabei so festgelegt, dass der Wert des
Terminkontraktes am Anfang gerade Null ist.
Bei einem Terminkontrakt wechselt das zugrundeliegende Objekt am Ende
der Laufzeit auf jeden Fall den Besitzer. Im Gegensatz dazu gew¨ ahrt eine Option
einem der beiden Vertragspartner das Recht zu entscheiden, ob es ¨ uberhaupt zu
einer Transaktion kommt. Oﬀensichtlich macht es dabei einen Unterschied, ob die
Entscheidung beim K¨ aufer oder beim Verk¨ aufer liegt.
Ein europ¨ aischer Call ist ein Vertrag zwischen zwei Parteien, der dem K¨ aufer
das Recht gibt, zu einem festgelegten zuk¨ unftigen Zeitpunkt T > t, dem Ende
der Laufzeit oder Verfallszeitpunkt, ein Objekt zu einem heute vereinbarten Preis
K, dem Aus¨ ubungskurs (strike), zu kaufen. ¨ Ubt er das Recht nicht aus, verf¨ allt
die Option zur Zeit T ohne weitere Konsequenzen. Ein europ¨ aischer Put gibt dem
K¨ aufer das Recht, das Objekt zur Zeit T zum vereinbarten Preis K zu verkaufen.
Der Inhaber eines amerikanischen Calls bzw. eines amerikanischen Puts kann sein
Recht, das Objekt zu kaufen bzw. zu verkaufen, jederzeit vom Erwerb bis zum
Verkaufszeitpunkt T aus¨ uben.
Daneben gibt es zahlreiche komplexere Finanzderivate, wobei laufend neue ent-
wickelt werden. Diese Finanzinstrumente werden meist nicht an den Terminb¨ orsen
vgehandelt, sondern von Banken f¨ ur einzelne Kunden maßgeschneidert entworfen.
Man spricht dann von exotischen Optionen. Die mathematische Behandlung dieser
exotischen Optionen ist besonders aufwendig.
Schwerpunkt dieser Arbeit liegt in der Anwendungen der Sprung-Diﬀusion Sto-
chastische Diﬀerentialgleichungen (SDGen) auf Bewertung von Optionen. Seit der
bahnbrechende Arbeit von Black & Scholes (1973) hat sich das Optiongesch¨ aft rasant
entwickelt und schnell große Ums¨ atze erreicht. Die Entwicklung des Optiongesch¨ afts
hat im laufe der Jahre, zur stetigen Entwicklung neuer Optionsbewertungsmodelle
gef¨ uhrt (siehe [4]). Speziell wird in dieser Arbeit stochastic-volatility jump diﬀusion
Modell von Bakshi (siehe [4])
dS(t) = S(t)[R(t) ¡ ¸¹J]dt +
p
V (t)S(t)dWS(t) + J(t)S(t)dq(t)
dV (t) = [µv ¡ ·vV (t)]dt + ¾v
p
V (t)dWv(t)
studiert. Mit dem Bakshi Modell lassen sich durch die Zunahme zuf¨ alliger Spr¨ unge
auch die Ereignisse wie “11. September“ (2001) oder die “¨ Ol Krise“ (1972) model-
lieren.
In j¨ ungster Zeit haben sich auf den M¨ arkten außer standardisierter Optionen
auch viele exotische Optionen etabliert. Da sich die exotischen Optionen nicht mit
herk¨ ommlichen Mitteln bewerten lassen, stellt sich die Frage nach einer geeigne-
ten Methode. Die erste ¨ Uberlegung ist die Monte-Carlo-Methode. Mit einem nume-
rischen Verfahren f¨ ur Sprung-Diﬀusion SDGen wird eine Menge von Trajektorien
(> 10000) simuliert und mittels der Monte-Carlo-Methode, die auch als das Gesetz
der großen Zahlen interpretiert werden kann, werden aus der Menge der Trajektorien
die Optionspreise bestimmt.
Nun, wie werden die Parameter aus dem Modell gew¨ ahlt? Die Wahl der Mo-
dellparameter R0;¸;V0;¹J;¾J;µv;·v;¾v;½; die in das Modell von Bakshi eingehen,
werden durch numerische Optimierungsverfahren bew¨ altigt, so dass
n X
i=1
[ˆ ¾i ¡ impvolret(Ci(ModellPar);Market;Ki;Put)]
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minimiert wird , wobei ˆ ¾ Marktvolatilit¨ at und ¾ Implizite Volatilit¨ at bezeichnet.
Die implizite Volatilit¨ at (IV) ist nach Black-Scholes die Zahl, die als Volati-
lit¨ atsparameter in die Black-Scholes Formeln eingegeben wird, so dass der so be-
rechnete Optionspreis mit dem Marktpreis ¨ ubereinstimmt. Zur Bestimmung der IV
wird ein iteratives Optimierungsverfahren (z.B. Newton-Raphson, oder Bisektion
Verfahren) herangezogen.
Die vorliegende Arbeit ist ’chronologisch’ gegliedert. Der Schwerpunkt in den
ersten drei Kapiteln beruht auf den SDGen. Nachdem im ersten Kapitel die Grund-
lage und ben¨ otigte Stochastische Prozesse (Wiener-, Poisson-Prozess) beschrieben
werden, werden in den folgenden zwei Kapiteln (Kapiteln zwei und drei) sowohl die
viSDGen als auch die Sprung Diﬀusion SDGen und deren Numerische L¨ osungsmetho-
den behandelt.
Im Laufe der Jahre hat die Entwicklung des Optionsgesch¨ afts zur stetigen
Entwicklung neuer Optionsbewertungsmodelle gef¨ uhrt, was auch das vierte Kapitel
beschreibt. Besonders wird hier das stochastic-volatility jump diﬀusion Modell von
Bakshi untersucht, mit dem sich auch die am Markt sichtbaren zuf¨ alligen Spr¨ unge
modellieren lassen.
Obwohl das Black-Sholes Modell das ¨ alteste Optionsbewertungsmodell dar-
stellt, werden heute noch einige Anwendungen des Modells, wie Implizite Volatilit¨ at
oder die Sensitivit¨ atskennzahlen, auch Greeks genannt, zu Hilfe genommen, was
auch das Kapitel f¨ unf beschreibt.
Das sechste Kapitel besch¨ aftigt sich mit den exotischen Optionen und be-
schreibt im kurzen die Monte-Carlo-Methode.
Im siebten Kapitel werden die sp¨ ater untersuchten Gradienten-, Simulated
Annealing- und generationelle Optimierungsverfahren dargestellt.
Den Kern dieser Arbeit bildet das letzte Kapitel. Nachdem zuerst die Parame-
ter Calibration beschrieben wird, untersucht man das Bakshi Modell am Beispiel der
Devisen-Optionen (”Foreign Exchange” FX-Optionen). Zu einem untersucht man
das Verhalten des Modells vom Bakshi im Bezug auf die Parameter Calibration zu
verschiedenen Laufzeiten und zu anderen werden auch die im siebten Kapitel be-
schriebenen Optimierungsverfahren untersucht. Eine mehrmonatige Untersuchung
ergab ein sehr gutes Verhalten des Bakshi Modells, nicht nur f¨ ur mittelfristige (ist
der Fall bei Heston Modell, siehe [12]), sondern auch f¨ ur kurze und langfristige
Optionen. Die besten Ergebnisse wurden durch die Kombination des Simulated An-
nealing und generationellen Optimierungsverfahren erzielt. Zuerst wurde ein grober
Punkt mit der Simulated Annealing Methode gesucht, der dann weiter mit dem
generationellen Verfahren verfeinert wurde.
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ixxKapitel 1
Stochastische Prozesse
Das Beispiel der Wasserstandmessung in einem Zeitintervall [t0;T], die Ver¨ ande-
rung des Aktienkurses in einem Zeitintervall [t0;T] oder die Beschreibung des Ortes
eines Partikels unter Brownscher Bewegung als Funktion der Zeit machen die gleich-
zeitige Betrachtung einer Familie von Zufallsgr¨ ossen n¨ otig, die von einem stetigen
Parameter abh¨ angt. Die Familie von Zufallsgr¨ ossen fasst man unter dem Begriﬀ
Stochastischer Prozess zusammen.
Deﬁnition 1.0.1 Sei Ω eine nichtleere Menge. Eine Menge A von Teilmengen von
Ω heißt sigma-Algebra (in Ω), falls
² Ω 2 A,
² aus A 2 A auch A 2 A folgt,
² aus Ai 2 A f¨ ur i 2 N auch
S1
i=0 Ai 2 A folgt.
In einer ¾-Algebra sind immer Ω (das sichere Ereignis) und ; (das unm¨ ogliche Er-
eignis) enthalten. Die einfachste ¾-Algebra in Ω ist oﬀensichtlich
A = (;;Ω)
und die umfangreichste ist oﬀensichtlich
A = P(Ω);
wobei P(Ω) die Potenzmenge von Ω bezeichnet, also die Menge aller Teilmengen
von Ω.
Deﬁnition 1.0.2 Sei Ω die Ergebnismenge eines Zufallsexperimentes und A eine
¾-Algebra von Ereignissen, dann heißt die Abbildung (Zuordnung)
P : A ! [0;1]
A ! P(A)
1eine Wahrscheinlichkeit, falls gilt:
² P(A) > 0 (Nichtnegativit¨ at),
² P(Ω) = 1 (Normierung)
² P(
S1
i=0 Ai) =
P1
i=0 Ai (¾-Additivit¨ at f¨ ur eine Folge A1;A2;::: von paarweise
disjunkten Ereignissen).
Das Tripel (Ω;A;P) heist ein Wahrscheinlichkeitsraum.
Deﬁnition 1.0.3 Sei (Ω;A;P) ein Wahrscheinlichkeitsraum und (Xt)t2T eine Fa-
milie von Zufallsvariablen, d.h. eine Familie von messbaren Abbildungen Xt : Ω !
R, wobei
! ! Xt(!):
Dann heißt (Xt)t2T stochastischer Prozess.
Einen stochastischen Prozess kann man sich als eine Abbildung
X : Ω £ T ! R
(!;t) ! X(!;t)
vorstellen. Er h¨ angt sowohl vom Zufall als auch von der Zeit ab. H¨ alt man nun die
Zeit t fest, so erh¨ alt man die Zufallsvariable
X(¢;t) = Xt : Ω ! R
! ! Xt(!)
H¨ alt man dagegen ! fest, so erh¨ alt man einen Pfad (eine sogenannte Trajektorie
oder Realisation) des Prozesses, n¨ amlich X(!;¢), d.h. eine Funktion
T ! R
t ! X(!;t):
Deﬁnition 1.0.4 Eine Folge ("t)t2R von unabh¨ angigen und identisch standardnor-
malverteilten Zufallsvariablen heißt Gaußscher Prozess.
21.1 Martingale
Deﬁnition 1.1.1 Sei (Ω;A;P) ein Wahrscheinlichkeitsraum. Eine aufsteigende Fa-
milie (At)t2[0;1) von Unter-¾-Algebren von A , so dass f¨ ur 0 · s < t gilt
As ½ At ½ A;
heißt Filtration
Deﬁnition 1.1.2 Ein stochastischer Prozess (Xt)t2[0;1) auf dem Wahrscheinlich-
keitsraum (Ω;A;P) heißt adaptiert an (At)t2[0;1), wenn Xt bzgl. At messbar ist f¨ ur
jedes t 2 [0;1).
Die einfachste Filtration ist durch
At := ¾(X0;X1;:::;Xt);
t 2 N0, gegeben. Hierbei ist At die durch X0;X1;:::;Xt erzeugte ¾-Algebra, also die
kleinste ¾-Algebra, bez¨ uglich der X0;X1;:::;Xt messbar sind. Sie heißt auch nat¨ urli-
che Filtration. Eine Filtration ist einfach zu verstehen, wenn man eine ¾-Algebra
als Informationsmenge interpretiert. W¨ ahrend die ¾-Algebra A alle Informationen
enth¨ alt (bis in alle Ewigkeit), enth¨ alt At nur Informationen bis zum Zeitpunkt t. Da
die ¾-Algebren aufsteigend sind, d.h. As ½ At f¨ ur s < t, geht keine Information aus
der Vergangenheit verloren.
Der Bezug zu einem Finanzmarkt, auf dem ein Finanzgut mit dem Preis Xt (zum
Zeitpunkt t) gehandelt wird, ist auch leicht herzustellen. At enth¨ alt nur solche Infor-
mationen, die bis zum Zeitpunkt t bekannt sind, was sich mathematisch als Messbar-
keit von Xt bez¨ uglich At ausdr¨ uckt. Xt muss nicht bez¨ uglich At¡1 messbar sein, denn
es k¨ onnte sein, dass zum Zeitpunkt t neue Informationen vorhanden sind, die in At¡1
noch nicht enthalten sind, aber in Xt zum Ausdruck kommen sollen. Demgegen¨ uber
ist Xt nat¨ urlich bez¨ uglich At+1 messbar. Xt muss nicht s¨ amtliche Informationen
in At widerspiegeln. Dies w¨ are jedoch der Fall, wenn At := ¾(X0;X1;:::;Xt) gelten
w¨ urde, d.h. wenn die durch X0;X1;:::;Xt erzeugte ¾-Algebra mit At ¨ ubereinstimmen
w¨ urde. Im Allgemeinen gilt jedoch At ¾ ¾(X0;X1;:::;Xt) , d.h. At kann zus¨ atzliche
Informationen enthalten.
Deﬁnition 1.1.3 Sei (Ω;A;P) ein Wahrscheinlichkeitsraum. Ein zu (At)t2[0;1) ad-
aptierter Prozess (Xt)t2[0;1) mit E(jXtj) < 1 f¨ ur t 2 [0;1) heißt
² Martingal, falls E(XtjAs) = Xs f¨ ur s · t,
² Super-Martingal, falls E(XtjAs) · Xs f¨ ur s · t,
² Sub-Martingal, falls E(XtjAs) ¸ Xs f¨ ur s · t.
3Im zeitdiskreten Fall l¨ asst sich die Beziehung E(Xt+1jAt) = Xt leicht interpretieren,
falls Xt den Preis eines Wertpapiers zum Zeitpunkt t und At die bis t verf¨ ugbaren
Informationen bezeichnen. Dann ist, falls (Xt)t2N0 ein Martingal bildet, der im Zeit-
punkt t+1 zu erwartende Preis auf der Basis der Informationen bis zum Zeitpunkt t
gerade Xt, d.h. der tats¨ achliche Preis zum Zeitpunkt t. Der bedingte Erwartungswert
E(Xt+1jAt) = Xt ist aber gerade die beste Approximation (im Sinne des quadrati-
schen Fehlers) von Xt+1 auf der Basis der Information bis zum Zeitpunkt t. Also,
falls (Xt)t2N0 ein Martingal bildet, so ist Xt die beste Approximation von Xt+1 auf
der Basis der Information bis t.
1.2 Wiener Prozess
F¨ ur das Beispiel der Brownscher Bewegung hat Norbert Wiener (1930) ein mathe-
matisches Modell, heute Wiener Prozess genannt, vorgeschlagen.
Deﬁnition 1.2.1 Stochastischer Prozess W = (Wt;t 2 [0;1)) wird Wiener Prozess
genannt (siehe [2]), falls W0 = 0 mit Wahrscheinlichkeit 1 gilt und die folgende
Punkte erf¨ ullt sind:
² Wiener Prozess ist ein Gaußsche Prozess, d.h. 8s ¸ 0 und 8t > 0 Zufalls-
variable Wt+s ¡ Wt ist Normalverteilt mit Erwartungswert 0 und der Varianz
t;
² Alle Zuw¨ achse ∆W sind unabh¨ angig voneinander; d.h. die Wt2 ¡ Wt1 und
Wt4 ¡ Wt3 sind unabh¨ angig 80 · t1 < t2 < t3 < t4;
² W ist mit Wahrscheinlichkeit 1 stetig.
Bemerkung 1.2.2 Weiter gilt:
² Wt ¡ Ws;t > s hat die gleiche Verteilung wie Wt¡s, n¨ amlich N(0;t ¡ s);
² Wts;s > 0 hat die gleiche Verteilung wie
p
tWs, n¨ amlich N(0;ts);
² E(Wt) = 0;8t > 0;
² Cov(Wt;Ws) = E(WtWs) ¡ E(Wt)E(Ws) = s; falls s 6 t,
(man schreibt WtWs als (Wt ¡ Ws)Ws + (Ws)2 und nutzt die Unabh¨ angigkeit
von Wt ¡ Ws und Ws).
Theorem 1.2.3 Die Pfade eines Wiener-Prozesses haben unbeschr¨ ankte Variation
auf jedem endlichen Intervall, d.h.
sup
NT¡1 X
j=0
k Wtj+1(!) ¡ Wtj(!) k= +1;
4wobei t0 6 t1 6 ::: 6 tNT 6 T Unterteilung des Intervalls [t0;T] representiert.
Theorem 1.2.4 Wiener Prozess (Wt)t¸0 bez¨ uglich der nat¨ urlicher Filtration (At)t¸0,
mit
At := ¾(Ws;0 · s · t)
ist ein Martingal.
Beweis:
Ist ein Wiener Prozess (Wt)t2[0;1) auf (Ω;A;P) gegeben, so kann man leicht eine
Filtration deﬁnieren, bez¨ uglich welcher (Wt)t2[0;1) adaptiert ist. Sei
At := ¾(Ws;0 · s · t)
d.h., At ist die von Ws mit 0 · s · t erzeugte Unter-¾-Algebra von A . Oﬀensichtlich
gilt f¨ ur s < t
A0 = fΩ;;g ½ As ½ At ½ A;
d.h. (At)t2[0;1) ist eine aufsteigende Familie von ¾-Algebren, also eine Filtration(
die sogenannte nat¨ urliche Filtration). Per Deﬁnition ist Wt messbar bez¨ uglich At.
Also ist (Wt)t¸0 adaptiert an (At)t¸0 . Da Wt¡Ws f¨ ur t > s von allen Wr mit r · s
unabh¨ angig ist und As = ¾(Wr;r · s) gilt, folgt aus den Rechenregeln f¨ ur bedingte
Erwartungen, dass
E(Wt ¡ WsjAs) = E(Wt ¡ Ws) = 0
gilt. Weiter gilt dann
0 = E(Wt¡WsjAs) = E(WtjAs)¡E(WsjAs) = E(WtjAs)¡Ws;d:h:E(WtjAs) = Ws:
Der Prozess (Wt)t2[0;1) ist also ein Martingal in Bezug auf die nat¨ urliche Filtration.
¤
Es soll nun gezeigt werden, wie man einzelne Pfade t ! Wt des Wiener-Prozesses f¨ ur
t 2 [0;T] simulieren kann. Man betrachtet hierzu eine Folge ("i)i2N von unabh¨ angi-
gen standardnormalverteilten Zufallsvariablen (also einen Gaußschen Prozess) und
konstruiert daraus folgenden zeitstetigen Prozess Sn(t) f¨ ur 0 · t · T und n 2 N
S
n(t) =
8
> <
> :
q
T
n
Pi
j=1 "j falls t = T i
n;i = 0;:::;n
lineare Interpolation sonst
F¨ ur jedes n hat der stochastische Prozess (Sn(t))t2[0;T] folgende Eigenschaften
² Sn(0) = 0;
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Abbildung 1.1: Wiener Prozess
² F¨ ur t = k
nT und s = r
nT mit r < k ist
S
n
µ
k
n
T
¶
¡ S
n
³r
n
T
´
normalverteilt mit Erwartungswert 0 und Varianz t ¡ s;
² F¨ ur 0 < i1 < ::: < im sind die Zufallsvariablen
S
n
µ
i2
n
T
¶
¡ S
n
µ
i1
n
T
¶
;:::;S
n
µ
im
n
T
¶
¡ S
n
µ
im¡1
n
T
¶
stochastisch unabh¨ angig;
² Die Pfade t ! Sn(t) sind stetig.
Der Prozess (Sn(t))t2[0;T] schaut so ¨ ahnlich aus wie der Prozess (Wt)t2[0;T]. Das ist
kein Zufall, denn Donsker hat gezeigt, dass die Folge der Prozesse (Sn(t))t2[0;T] in
einem gewissen Sinne gegen (Wt)t2[0;T] konvergiert ( [16] Seite 375). Den zugeh¨ origen
Grenzwertsatz nennt man auch Donskers Invarianzprinzip oder Funktionalen Zen-
tralen Grenzwertsatz. Die Bezeichnung Grenzwertsatz ist sehr berechtigt, denn das
Invarianzprinzip bleibt selbst dann g¨ ultig, wenn man statt Gaußverteilter "i andere
Zufallsvariablen mit Erwartungswert 0 und Varianz 1 nimmt.
1.3 Poisson Prozess
Deﬁnition 1.3.1 Ein stochastischer Prozess Nt;t 2 [0;1)) mit den Werten k =
0;1;::: auf dem Wahrscheinlichkeitsraum (Ω;A;P) heißt Poisson-Prozess mit der
Intensit¨ at ¸, falls gilt
61. P(N0 = 0) = 1;
2. 8n 2 N und f¨ ur jede Folge 0 · t0 < ::: < tn < 1 sind die Zuw¨ achse Nt1 ¡
Nt0;Nt2 ¡ Nt1;:::;Ntn ¡ Ntn¡1 stochastisch unabh¨ angig;
3. die Zuw¨ achse Nt+h ¡ Nt sind poissonverteilt mit Parameter ¸h > 0, d.h.
P(Nt+h ¡ Nt = k) =
(¸h)k
k!
e
¡¸h; 8k = 0;1;::: :
Die Intensit¨ at ¸ gibt die durchschnittliche Anzahl der eintretenden Ereignisse pro
Zeiteinheit an. Nt z¨ ahlt die Ereignisse in der Zeit t, und Nt ¡ Ns gibt die Zahl der
Ereignisse im Zeitintervall (s;t] an. F¨ ur die Parameter eines Poisson Prozesses gilt
weiter (siehe [21])
E(X(t)) = ¸t; V ar(X(t)) = ¸t
Theorem 1.3.2 Sei (Nt;t 2 [0;1)) ein adaptierter Poisson Prozess mit Intensit¨ at
¸ bez¨ uglich einer Filtration (At)t2[0;1). Dann sind die Prozesse
1. N(t) ¡ ¸t
2. elog(1¡u)N(t)+u¸t, 8 0 < u < 1.
Martingale.
Beweis:
1. F¨ ur s < t gilt
E(Nt ¡ ¸t j As) = E(Nt ¡ Ns + Ns ¡ ¸t j As) = ¸(t ¡ s) + Ns ¡ ¸t = Ns ¡ ¸s
2.
E(e
log(1¡u)N(t+s) j At) = E(e
log(1¡u)N(t)+log(1¡u)(N(t+s)¡N(t))) j At)
= e
log(1¡u)N(t)E(e
log(1¡u)(N(t+s)¡N(t)) j At)
(weil N(t) bez¨ uglich At meßbar ist)
= e
log(1¡u)N(t)E(e
log(1¡u)(N(t+s)¡N(t)))
(weil die Zuw¨ achse unabh¨ angig von A sind)
= e
log(1¡u)N(t)e
¡u¸s:
Multipliziert man beide Seiten mit elogu¸(t+s), erh¨ alt man
e
log(1¡u)N(t)+u¸t:
¤
70.2614 0.0656 0.3357 0.4975 0.5753 0.6024 0.7036
0.3007 0.32290.3519 0.6488 0.6863 0.3472 0.4162
0.658 0.5386 0.7068
Abbildung 1.2: Realisierungen des Poisson-Prozesses mit ¸ = 3, im Zeitintervall
T = [0;1]
8Kapitel 2
Stochastische
Diﬀerentialgleichungen
Die Aufnahme zuf¨ alliger Fluktuationen in die deterministische Diﬀerentialgleichun-
gen stellt eine neue Klasse von Diﬀerentialgleichungen her, genannt stochastische
Diﬀerentialgleichungen. Als Beispiel soll die Gleichung
dX
dt
= a(t;X) + b(t;X)»t
angef¨ uhrt werden, wobei »t das weiße Rauschen bezeichnet.
Bemerkung 2.0.3 Jedem stochastischen Prozess kann man eine verallgemeinerte
Version zuordnen (vergleiche dazu [2], Seite 66). Fasst man den Wiener Prozess
Wt, als verallgemeinerten stochastischen Prozess auf, dann kann Wt diﬀerenziert
werden, so das gilt
»t =
d
dt
Wt;
oder umgekehrt
Wt =
Z t
0
»sds:
Deﬁnition 2.0.4 Sei W = Wt;t ¸ 0; ein Wiener Prozess und seien
a;b : [0;T] £ R ! R
reelle Funktionen. Dann wird der Ausdruck
dX = a(t;X)dt + b(t;X)dWt
stochastische Diﬀerentialgleichung genannt, und symbolisch als Integralgleichung in-
terpretiert
Xt = Xt0 +
Z t
t0
a(s;Xs)ds +
Z t
t0
b(s;Xs)dWs:
9Dabei ist das erste Integral ein Riemannsches und das zweite ein stochastisches
Integral. Fasst man den stochastischen Integral als ein Ito-Integral auf dann nennt
man Xt Ito-Prozess.
Stellt man sich Xt als Wert einer Aktie zum Zeitpunkt t, Xt0 als Wert der Aktie zum
heutigen Zeitpunkt vor, so ist durch den deterministischen Term a(t;X)dt der so
genannte Drift-Term und durch den stochastischen Term b(t;X)dWt der so genannte
Diﬀusions-Term gegeben.
2.1 Stochastische Integrale
Wie schon im letzten Kapitel beschrieben, sind die stetigen Realisierungen von W
fast sicher nicht von beschr¨ ankter Variation. Daher kann man das Integral auch nicht
pfadweise durch das gew¨ ohnliche Integral deﬁnieren. Nahliegend ist zun¨ achst
Z t
t0
dWs = Wt ¡ Wt0:
Hiermit ist schon klar, dass das Integral eine Zufallsvariable sein wird. Ist t0 < t1 <
::: < t und f stochastische Sprungfunktion:
f(t;!) =
n X
v=0
ev(!)Â(tv;tv+1](t);
wobei ÂG(t) indicator Funktion ist, so dass
ÂG(t) =
½
1 falls t 2 G
0 falls t = 2 G
und ! - Realisierung eines stochastischen Prozesses, deﬁniert man
I[f](!) =
Z t
t0
f(s;!)dWs(!) :=
n X
v=0
ev(!)(Wtv+1(!) ¡ Wtv(!)):
Zu gegebenem f wird in jedem Fall eine stochastische Sprungfunktion
f
¤
n :=
n X
v=0
f(t
¤
v;¢)Â(tv;tv+1](t); t
¤
v 2 [tv;tv+1]
zur Deﬁnition des Integrals heranziehen. Dabei ergibt sich f¨ ur
² t¤
v = tv das Ito-Integral;
² t¤
v =
tv+tv+1
2 das Stratonovich-Integral.
10Abbildung 2.1: Ito/Stratonovich Interpretation
Meistens wird eine stochastische Diﬀerentialgleichung im Sinne von Ito interpre-
tiert, aber in verschiedenen Zusammenh¨ angen ist es vorteilhaft, diese im Sinne von
Stratonovich zu interpretieren. Stochastische Diﬀerentiale, die in Termen von Stra-
tonovich Integralen ausgedr¨ uckt sind, gehorchen n¨ amlich den Transformationsregeln
der klassischen Diﬀerential- und Integralrechnung, w¨ ahrend das f¨ ur die Ito Interpre-
tation nicht gilt (insbesondere die gew¨ ohnliche Kettenregel). Die Ito-Formel gibt die
Kettenregel f¨ ur die Ito-Integrale an.
Theorem 2.1.1 (Ito Formel) Sei
dXt = atdt + btdWt
ein stochastisches Diﬀerential,
a;b : [0;T] £ Ω ! R
reelle Funktionen,
U : [0;T] £ Ω ! R
eine stetige zwei mal diﬀerenzierbare Funktion und Yt;0 6 t 6 T stochastische Pro-
zess, so dass mit Wahrscheinlichkeit 1 gilt
Yt = U(t;Xt):
Dann ist das stochastische Diﬀerential f¨ ur Yt gegeben durch
dYt =
½
@U
@t
(t;Xt) + a
@U
@x
(t;Xt) +
1
2
b
2@2U
@x2 (t;Xt)
¾
dt + b
@U
@x
(t;Xt)dWt:
112.2 Numerische Methode zur L¨ osung der SDGen
Bei der numerischen Integration deterministischer Diﬀerentialgleichungen
x
0(t) = f(x(t);t); t 2 [t0;T]
x(t0) = x0
werden h¨ auﬁg bei kurzen Intervallen [0;T] die Runge-Kutta-Verfahren angewandt.
Eine Verallgemeinerung dieses Vorgehens bilden die Einschrittverfahren. Bei diesen
wird ein Integrationsintervall [0;T] durch Unterteilungspunkte ftigi=0;:::;n partitio-
niert, in jedem Unterteiliungspunkt eine (lokale) Zuwachsfunktion berechnet, die das
Teilintegral x(ti+1) ¡ x(ti) approximiert, und somit aus den lokalen Zuwachsfunk-
tionen das Gesamtintegral ¨ uber [0;T] berechnet.
Beim L¨ osen stochastischer Diﬀerentialgleichungen kann analog verfahren werden.
Man ben¨ otigt Unterteilung ¨ uber dem Integrationsintervall, ¨ uber dem Approximati-
onsformeln deﬁniert werden, ferner einen Konsistenzbegriﬀ, eine lokale Konvergen-
zordnung und eine globale Fehlerabsch¨ atzung, Gr¨ oßen, die eine Wertung der G¨ ute
von Approximationsverfahren erm¨ oglichen.
Das stochastische Anfangswertproblem, anhand dessen die wesentlichen Deﬁnitionen
und Aussagen dieses Abschnitts getroﬀen werden, sei ein eindimensionale stochasti-
sche Anfangswertproblem mit einem Rauschterm.
dXt = a(t;Xt)dt + b(t;Xt)dWt t 2 [t0;T]
Xt0 = X0:
Es sei angenommen, dass die Parameter a und b derart gew¨ ahlt seien, dass die
Gleichung einen eindeutigen stochstischen L¨ osungsprozeß X = (Xt;[t0;1);F[t0;1))
besitzen, dass insbesondere a und b den ¨ ublichen Lipschitz- und Wachstumsbedin-
gungen gen¨ ugen
a;b 2 C([t0;T] £ R;R); (t0 < T) 2 R
9KL und KG mit
j a(t;x) ¡ a(t;y) j + j b(t;x) ¡ b(t;y) j6 KL j x ¡ y j und
j a(t;x) j
2 + j b(t;x) j
26 KG(1+ j x j
2)
f¨ ur alle (t;x);(t;y) 2 [t0;T] £ R:
Nachfolgend wird die stochastische Version einer Approximation, ein Appro-
ximationsprozeß, eingef¨ uhrt. Ist Y ein zeitdiskreter Approximationsprozeß von X
so wird Yn;n 2 N geschrieben. Konsistenz und Konvergenz haben die gleiche Be-
deutung wie im deterministischen Fall, wobei jedoch bei der Konvergenz zwischen
schwacher und starker Konvergenz unterschieden werden muss.
12Deﬁnition 2.2.1 Gegeben sei eine Maximalschrittweite ± 2 (0;±0). Unter einer
Zeitdiskretisierung
(¿)± = f¿n : n = 0;1;:::g
des Intervalls [t0;T] versteht man eine zuf¨ allige Folge f¿n : n = 0;1;:::g mit
² t0 =: ¿0 < ¿1 < ::: < ¿nT := T
² supn2f0;:::;nT¡1g(¿n+1 ¡ ¿n) 6 ±, und
² nT < 1
mit Wahrscheinlichkeit 1, wobei ¿n+1 f¨ ur alle n 2 f0;1;:::;nT ¡ 1gA¿n-meßbar ist.
fAt;t > 0g ist eine, meistens mit dem Ito-Prozess assoziierte, wachsende Familie
von ¾-Algebren. Dabei sei nt f¨ ur t 2 [t0;T] als das gr¨ oßte n deﬁniert, f¨ ur welches ¿n
nicht t ¨ ubersteigt, d.h.
nt = maxfn 2 f0;1;:::g : ¿n 6 tg:
Deﬁnition 2.2.2 Y ± konvergiert stark gegen X zur Zeit T, falls
lim
±#0
E(j XT ¡ Y
±(T) j) = 0:
Y ± konvergiert stark mit der Ordnung ° > 0 gegen X zur Zeit T, falls es eine posi-
tive Konstante C, die nicht von ± abh¨ angt, und ein ±0 gibt, so dass
²(±) = E(j XT ¡ Y
±(T) j) 6 C±
°; 8± 2 (0;±0):
Deﬁnition 2.2.3 Y ± konvergiert schwach gegen X zur Zeit T f¨ ur eine Funktion
g : Rd ! R, falls
lim
±#0
j E(g(XT)) ¡ E(g(Y
±(T))) j= 0:
Y ± konvergiert schwach mit der Ordnung ¯ > 0 gegen X zur Zeit T, wenn es f¨ ur
jedes g 2 C
2(¯+1)
P (Rd;R) 1eine positive Konstante Cg, die nicht von ± abh¨ angt, und
ein (endliches) ±0 > 0 gibt, so dass
¹(±) =j E(g(XT)) ¡ E(g(Y
±(T))) j6 Cg±
¯; 8± 2 (0;±0):
Die Konstruktion eines Verfahrens, dass sich auf diskrete Zufallsvariablen st¨ utzt und
mit einer ﬁxierten Schrittweite arbeitet, erfolgt auf der stochastischen Taylor-Formel.
Unter hinreichenden Glattheitsvoraussetzungen an Driftkoeﬃzient a und Diﬀusions-
koeﬃzient b und durch iteriertes Anwenden der Ito-Formel kann Xt um Xt0 in eine
1Cl
P(Rd;R) bezeichnet den Raum der l-mal stetig diﬀerenzierbaren Funktionen g : Rd ! R, die
zusammen mit ihren partiellen Ableitungen bis zur und einschließlich der Ordnung l polynomiales
Wachstum haben.
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Abbildung 2.2: Eine Trajektorie der SDG, simuliert durch das Euler-Maruyama-
Verfahren, a=2, b=1, Y0 = 1, ∆t = 2¡6, t = [0;1].
Reihe von Termen stochastischer Mehrfachintegrale mit bei Xt0 ausgewerteten Ko-
eﬃzienten entwickelt werden, was auch eine stochastische Verallgemeinerung der
deterministischen Taylor-Formel darstellt (siehe [18]).
Soll ein stochastisches numerisches Verfahren schwach mit der Ordnung ¯ konvergie-
ren, dann muß seine Konstruktion auf einer abgeschnittenen Ito-Taylor-Entwicklung
beruhen, die gerade alle ¯-fachen Integrale mit konstanten Integranden enth¨ alt. So
ergibt sich, wenn t0 = ¿0 6 ¿1 6 ::: 6 ¿N = T eine Zeitdiskretisierung des Intervalls
[t0;T] ist und wenn die Koeﬃzienten a und b nur von dem Zustand abh¨ angen, aus
der Entwicklung
X¿n+1 = X¿n + a(¿n;X¿n)
Z ¿n+1
¿n
ds + b(¿n;X¿n)
Z ¿n+1
¿n
dWs;
die lediglich alle einfachen Integrale enth¨ alt, die Iteration
Yn+1 = Yn + a(tn;Yn)∆n + b(tn;Yn)∆Wn
wenn
R ¿n+1
¿n ds durch ∆n := ¿n+1 ¡ ¿n und
R ¿n+1
¿n dWs = W¿n+1 ¡ W¿n durch eine
Zufallsvariable ∆Wn mit E(∆Wn) = 0 und E((∆Wn)2) = ∆n substituiert werden.
Das so erhaltene Verfahren, genannt Euler-Maruyama Verfahren konvergiert schwach
mit der Ordnung ¯ = 1:0 und stark mit der Ordnung ° = 0:5.
Mit der Zunahme des Terms
bb
0
Z ¿n+1
¿n
Z ¿s
¿n
dWudWs =
1
2
b(tn;Yn)b
0(tn;Yn)(∆W
2
n ¡ ∆t)
14in das Euler-Maruyama Verfahren erh¨ alt man das so genannte Milstein Verfahren
Yn+1 = Yn + a(tn;Yn)∆n + b(tn;Yn)∆Wn +
1
2
b(tn;Yn)b
0(tn;Yn)(∆W
2
n ¡ ∆t):
Das so erhaltene Verfahren konvergiert schwach mit der Ordnung ¯ = 1:0 und stark
mit der Ordnung ° = 1:0.
Die Entwicklung
X¿n+1 = X¿n + a
Z ¿n+1
¿n
ds + b
Z ¿n+1
¿n
dWs + (aa
0 +
1
2
b
2a
00
Z ¿n+1
¿n
Z ¿s
¿n
duds
+ (ab
0 +
1
2
b
2b
00)
Z ¿n+1
¿n
Z ¿s
¿n
dudWs + ba
0
Z ¿n+1
¿n
Z ¿s
¿n
dWuds
+ bb
0
Z ¿n+1
¿n
Z ¿s
¿n
dWudWs
liefert eine schwache Approximation der Ordnung 2.0.
Die Aufgabe, ein Approximation Verfahren zu konstruieren, reduziert sich also
im wesentlichen darauf, die in der entsprechenden Ito-Taylor-Entwicklung vorkom-
menden stochastischen Mehrfachintegrale geeignet zu substituieren, d.h. unter Ver-
wendung leicht zu generierender Zufallsvariablen bestimmte Momenteigenschaften
dieser Mehrfachintegrale zu simulieren.
1516Kapitel 3
Sprung Diﬀusion SDGen
Durch die Zunahme der Sprungkomponente c(Xt¡;t)dNt in die Ito-SDG
dXt = a(Xt;t)dt + b(Xt;t)dWt
erh¨ alt man eine neue Klasse von stochastiscnen Diﬀerentialgleichungen genannt
Sprung-Diﬀusion-SDGen
dXt = a(Xt;t)dt + b(Xt;t)dWt + c(Xt¡;t)dNt;
wobei Wt ein Wiener und Nt ein inhomogener Poisson Z¨ ahlprozess ist. Die Exi-
stenz und Eindeutigkeit des Prozesses folgt unter der Annahme der ¨ ublichen Wachs-
tums, uniformen Lipschitz, und Glattheit Bedingungen an die Koeﬃzientenfunktio-
nen a;b;c (siehe dazu [2],[10]).
Symbolische Interpretation der Sprung-Diﬀusion-SDG stellt eine Integralgleichung
in der Form
Xt = Xt0 +
Z t
t0
a(sXs)ds +
Z t
t0
b(s;Xs)dWs +
Z t
t0
c(s;Xs¡)dNs
dar. Der erste integral ist ein Riemann-Integral, zweite Integral ein stochastische Ito-
Integral und der dritte Integral ist ein stochastisches Integral hinsichtlich des Poisson
Z¨ ahlprozesses. Der L¨ osungsprozess wird auch Sprung-Diﬀusion Prozess genannt.
3.1 Numerische Methoden zur L¨ osung der Sprung-
Diﬀusion SDGen
Im folgenden wird auf das numerische Verfahren f¨ ur Sprung-Diﬀusion SDG in der
Form
Xt = Xt0 +
Z t
t0
a(Xs;s)ds +
Z t
t0
b(Xs;s)dWs +
Z t
t0
c(Xs¡;s)dNs
17eingegangen, wobei Xt0 = X0 mit Wahrscheinlichkeit 1 gilt und t 2 [t0;T]. Seien
im folgenden weiterhin Yn die Approximation des Prozesses Xt zur Zeit tn, und
∆Wn bzw. ∆Nn die Zuw¨ achse des Wiener bzw. Poisson Prozesses auf dem Intervall
[tn;tn+1]. Dann ist das einfachste Verfahren das Euler Verfahren dass durch
Yn+1 = Yn + a(tn;Yn)∆n + b(tn;Yn)∆Wn + c(tn;Yn)∆Nn
gegeben ist(siehe dazu [22, 23, 24, 7]). Nach Magshoodi hat das so erhaltene Verfah-
ren, im gewissen Sinne quadratische Varianz der erste Ordnung, d.h. O(h), wobei h
die maximale Schrittweite ist, was auch mit der starke Ordnung ° = 1
2 equivalent
ist (vergleiche dazu [18]).
Das Verfahren, das quadratische Varianz zweiter Ordnung, bzw. starke Ord-
nung ° = 1 besitzt und auf der stochastischen Taylor Entwicklung basiert, wird
generalisiertes Milstein Verfahren f¨ ur Sprung-Diﬀusion SDGen
Yn+1 = Yn +
µ
a ¡
1
2
b
@b
@x
¶
∆n + b∆Wn +
1
2
b
@b
@x
(∆Wn)
2
+
1
2
(3c ¡ cc)∆Nn + (bc ¡ b)∆Wn∆Nn
+
1
2
(cc ¡ c)(∆Nn)
2 +
µ
b
@c
@x
¡ bc + b
¶
∆Zn;
genannt. fc(t;x), f¨ ur f entweder b oder c, ist deﬁniert durch
fc(t;x) = f(t;x + c(t;x))
und die Zufallsvariable ∆Zn durch das stochastische Integral
∆Zn =
Z tn+1
tn
Z s
tn
dWtdNs =
Z tn+1
tn
(Ws ¡ Wtn)dNs:
Das Milstein-Magshoodi Verfahren(siehe [22, 23, 24]), das quadratische Va-
rianz der zweite Ordnung besitzt, ist mittels der Zunahme der Sprung- Zeiten in
die Teilung des Intervalls erreichbar. Die Teilung des Intervalls [t0;T] ist durch
t0 = ¿0;< ¿1 ::: < ¿NT = T gegeben, so dass maxn=0;:::;Nt¡1(¿n+1 ¡ ¿n) 6 ∆t mit
Wahrscheinlichkeit 1 gilt.
Die Gleichung
Yn+1 = Yn + (a ¡
1
2
b
@b
@x
)∆¿n + b∆W¿n +
1
2
b
@b
@x
(∆W¿n)
2
+ c∆N¿n + (bc ¡ b)∆W¿n∆N¿n;
wobei Yn die Approximation von X¿n bezeichnet, stellt das Milstein-Magshoodi Ver-
fahren mit adaptierten Spr¨ ungen dar.
18Kapitel 4
Bakshi Modell
In den letzten Jahrzehnten kam es auf dem Gebiet der derivativen Finanzinstrumen-
ten, insbesondere bei Optionen, zu tiefgreifenden Ver¨ anderungen. Einerseits begann
mit der Etablierung der Chicago Board Options Exchange im Jahre 1973 eine ra-
sante Entwicklung in der Gr¨ undung von Finanzpl¨ atzen sowie im Handel mit solchen
Finanzinstrumenten. Andererseits wurde die Theorie der Optionen in den siebziger
Jahren durch die wegweisende Arbeit von Black und Scholes revolutioniert. Im laufe
der Zeit wurden auch andere Modelle, wie
² stochastic-interest-rate Modelle von Merton(1973) oder Amin & Jarrow (1992),
² jump-diﬀusion / pure jump Modelle von Bates(1991),Madan & Chang(1996)
oder Morton(1996)
² constant-elasticity-of-variance Modell von Cox & Ross(1976)
² Markowsche Modelle von Rubenstein(1994) oder Ait-Sahalia & Lo(1996)
² stochastic-volatility Modelle von Heston(1993), Hull & White(1987),
Scott(1987) oder Stein & Stein(1991)
² stochastic-volatility jump diﬀusion Modelle von Bates(1996), Scott(1997) oder
Bakshi(1997)
vorgeschlagen. Im folgenden wird das Modell von Bakshi (siehe [4]) vorgestellt.
4.1 Modellannahmen
Bakshi verwendet in seinem Model einen zuf¨ alligen Prozess mit Spr¨ ungen
dS(t) = S(t)[R(t) ¡ ¸¹J]dt +
p
V (t)S(t)dWS(t) + J(t)S(t)dq(t):
Dabei ist
19² WS(t) ein Wiener Prozess,
² R(t) der Zinssatz,
² ¸ die durchschnittliche Anzahl der Spr¨ unge in einem Jahr,
² ¹J der Erwartungswert der Spr¨ unge
² Der Sprung-Term J(t)q(t) ist ein zusammengesetztes Poisson-Prozess 1
– q(t) bezeichnet einen Poisson counting Prozess mit Intensit¨ at ¸, so dass
Wsfdq(t) = 1g = ¸dt bzw. Wsfdq(t) = 0g = 1 ¡ ¸dt,
– Sprungh¨ ohe J(t)
ln[1 + J(t)] » N(ln[1 + ¹J] ¡
1
2
¾
2
J;¾
2
J);
ist immer Lognormal, Identisch und Unabh¨ angig Verteilt mit Erwartun-
geswert ¹J und Standardabweichung ¾J(die Volatilit¨ at der Spr¨ unge).
Es wird angenommen, dass alle Wertpapiere am betrachteten Markt einem Prozess
dieser Form folgen und dass die Volatilit¨ at V (t) einem square root process
dV (t) = [µv ¡ ·vV (t)]dt + ¾v
p
V (t)dWv(t)
folgt. Die Gleichung beschreibt einen mean reversion process V , dabei ist µv das
Quadrat der langfristigen instantanen Volatilit¨ at und ·v die St¨ arke der mean rever-
sion. Die Gr¨ oße ¾v bezeichnet die Volatilit¨ at der Varianz, oftmals vol of vol genannt.
Wiener Prozess Wv(t), aus der letzten Gleichung, ist mit WS(t) korreliert
Covt[dWS(t);dWv(t)] = ½dt:
Bemerkung 4.1.1 Zu Erzeugung der korrelierten Zufallsvariablen greift man auf
die Cholesky Zerlegung zur¨ uck (siehe [42]).
Aus zwei unabh¨ angigen Zufallsvariablen X1 und X2 lassen sich durch Linear-
kombination leicht zwei korrelierte Zufallsvariablen erzeugen:
Y1 = X1
Y2 = ½X1 +
p
(1 ¡ ½2)X2:
Sind speziell X1 und X2 unabh¨ angig und standard normalverteilt, dann sind
auch Y1 und Y2 standard normalverteilt mit der Korrelation
Cor(Y1;Y2) = ½:
1 Einen stochastischen Prozess, der die gleichen Sprungstellen wie ein Poisson-Prozess, aber
andere Sprungh¨ ohen besitzt, bezeichnet man als zusammengesetzten Poisson-Prozess.
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Abbildung 4.1: Simulierte Trajektorie des Bakshi Modells
4.2 Analytische Bewertungsformel
Die analytische Formel f¨ ur den europ¨ aischen Call ist durch
C(t;¿) = S(t)Π1(t;¿;S;R;V ) ¡ KB(t;¿)Π2(t;¿;S;R;V )
gegeben (siehe [4]), wobei f¨ ur die Risiko-Neutrale Wahrscheinlichkeiten Πj(j = 1;2)
gilt
Πj(t;¿;S(t);R(t);V (t)) =
1
2
+
1
¼
Z 1
0
Re
·
e¡iÁln[K]fj(t;¿;S(t);R(t);V (t);Á)
iÁ
¸
dÁ:
Die charakteristische Funktionen fj (j = 1;2), aus der obige Gleichung, deﬁniert
Bakshi als
f1(t;¿) = exp
½
¡
µR
¾R
2
·
2ln
µ
1 ¡
[»R ¡ ·R](1 ¡ e¡»R¿)
2»R
¶
+ [»R ¡ ·R]¿
¸
¡
µv
¾v
2
·
2ln
µ
1 ¡
[»v ¡ ·v + (1 + iÁ)½¾v](1 ¡ e¡»v¿)
2»v
¶¸
¡
µv
¾v
2[»v ¡ ·v + (1 + iÁ)½¾v]¿ + iÁln[S(t)] +
2iÁ(1 ¡ e¡»R¿)
2»R ¡ [»R ¡ ·R](1 ¡ e¡»R¿)
R(t)
+ ¸(1 + ¹J)¿
h
(1 + ¹J)
iÁe
iÁ
2 (1+iÁ)¾2
J ¡ 1
i
¡ ¸iÁ¹J¿
+
iÁ(iÁ + 1)(1 ¡ e¡»v¿)
2»v ¡ [»v ¡ ·v + (1 + iÁ)½¾v](1 ¡ e¡»v¿)
V (t)
¾
21f2(t;¿) = exp
½
¡
µR
¾R
2
·
2ln
µ
1 ¡
[»¤
R ¡ ·R](1 ¡ e¡»¤
R¿)
2»¤
R
¶
+ [»
¤
R ¡ ·R]¿
¸
¡
µv
¾v
2
·
2ln
µ
1 ¡
[»¤
v ¡ ·v + iÁ½¾v](1 ¡ e¡»¤
v¿)
2»¤
v
¶
+ [»
¤
v ¡ ·v + iÁ½¾v]¿
¸
+ iÁln[S(t)] ¡ ln[B(t;¿)] +
2(iÁ ¡ 1)(1 ¡ e¡»¤
R¿)
2»¤
R ¡ [»¤
R ¡ ·R](1 ¡ e¡»¤
R¿)
R(t)
+ ¸¿
h
(1 + ¹J)
iÁe
iÁ
2 (iÁ¡1)¾2
J ¡ 1
i
¡ ¸iÁ¹J¿
+
iÁ(iÁ ¡ 1)(1 ¡ e¡»¤
v¿)
2»¤
v ¡ [»¤
v ¡ ·v + iÁ½¾v](1 ¡ e¡»¤
v¿)
V (t)
¾
;
mit
»R =
q
·2
R ¡ 2¾2
RiÁ;»v =
p
[·v ¡ (1 + iÁ)½¾v]2 ¡ iÁ(iÁ + 1)¾2
v
»
¤
R =
q
·2
R ¡ 2¾2
R(iÁ ¡ 1);»
¤
v =
p
[·v ¡ iÁ½¾v]2 ¡ iÁ(iÁ ¡ 1)¾2
v:
Detailierte Herleitung der charakteristischen Funktion ist in [4] beschrieben.
Bemerkung 4.2.1 Setzt man ¸ = µR = µv = ¾R = ¾v = ·R = ·v = 0 in die
analytische Formel f¨ ur den europ¨ aischen Call ein, hat man das Black-Scholes Modell
und f¨ ur ¸ = µR = ¾R = ·R = 0 das Modell von Heston.
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Anwendungen des Black-Scholes
Modells
Der Black-Scholes Preis f¨ ur eine europ¨ aische Call-Option auf eine Aktie, die w¨ ahrend
der Laufzeit der Option keine Dividende zahlt, ist gegeben durch
C = SN(d) ¡ Xe
¡r(T¡t)N(d ¡ ¾
p
T ¡ t)
mit
d =
ln
¡
S
X
¢
+
³
r + ¾2
2
´
(T ¡ t)
¾
p
T ¡ t
;
wobei
² S Kassapreis des Basiswertes
² X Aus¨ ubungspreis der Option
² ¾ Annualisierte Volatilit¨ at des Basiswertes
² r kontinuierlicher Zinssatz
² T Zeitpunkt des Verfalls der Option
² t heutiger Zeitpunkt
² N(¢) Verteilungsfunktion der Normalverteilung.
Eine der wichtigsten Aspekte des Black-Scholes Modells ist die Implizite Volatilit¨ at.
235.1 Implizite Volatilit¨ at
Der Volatilit¨ atsparameter kann nicht von irgendwelchen Marktgr¨ ossen abgelesen
oder hergeleitet werden, sondern ist eine am Devisenmarkt quotierte eigenst¨ andi-
ge Gr¨ oße, die aus einer Sch¨ atzung hervorgehen muss. In den Optionspreisen spiegelt
sich dann die aggregierte Sch¨ atzung aller Marktteilnehmer. Man spricht in diesem
Zusammenhang von impliziter Volatilit¨ at. Die Marktpreise von Optionen kommen
zustande durch die verschiedenen Volatilit¨ atssch¨ atzungen der Marktteilnehmer. Um-
gekehrt kann aus den Marktpreisen die implizite Volatilit¨ at herausgelesen werden.
Die implizite Volatilit¨ at nach Black-Scholes ist die Zahl, die als Volatilit¨ atspa-
rameter in die Black-Scholes Formel eingegeben wird, so dass der so berechnete
Optionspreis mit dem Marktpreis ¨ ubereinstimmt (siehe [15, 12, 31]). Wird beispiels-
weise am Markt f¨ ur eine einj¨ ahrige Call-Option mit Aus¨ ubungspreis 100 auf eine
Aktie die $ 100 kostet, $ 8 bezahlt, bei einem einj¨ ahrigen Kassazins von 4%, dann
muss in die Black-Scholes Formel neben den entsprechenden Werten der anderen
Parameter eine Volatilit¨ at von 15% eingesetzt werden, damit das Modell einen Preis
von $ 8 liefert. Die Option hat demnach eine implizite Volatilit¨ at von 15%. Die
Black-Scholes Formel kann aber nicht einfach nach der Volatilit¨ at aufgel¨ ost werden,
sondern die implizite Volatilit¨ at muss mit einem iterativen Suchverfahren bestimmt
werden. Vereinfachend gesagt werden dabei viele Volatilit¨ atswerte ausprobiert, bis
derjenige Wert gefunden ist, bei dessen Einsetzen in die Formel der Marktpreis der
Option resultiert. Die L¨ osung ist eindeutig im Falle ihrer Existenz.
Sch¨ atzt ein Marktteilnehmer die Volatilit¨ at des Basiswertes f¨ ur die Laufzeit ei-
ner bestimmten Option als kleiner ein als die beobachtete implizite Volatilit¨ at, dann
sind die Optionen f¨ ur diesen Marktteilnehmer teuer. Sch¨ atzt umgekehrt ein zweiter
Marktteilnehmer die Volatilit¨ at h¨ oher ein als die implizite Volatilit¨ at, dann w¨ are die
Option f¨ ur diesen Marktteilnehmer “billig“. Optionspreise am Markt k¨ onnen also
¨ uber die implizite Volatilit¨ at charakterisiert und eingesch¨ atzt werden.
Zur Gewinnung von Volatilit¨ atswerten und f¨ ur die Bewertung von Optionen
ergeben sich im Wesentlichen drei M¨ oglichkeiten, n¨ amlich historische Volatilit¨ aten,
Sch¨ atzungen mit statistischen Modellen wie ARCH/GARCH (generalized autore-
gressive conditional heteroskedasticity) auf der Basis von historischen Volatilit¨ aten,
oder aufgrund von impliziten Volatilit¨ aten, m¨ oglicherweise von anderen Optionen
(siehe [15, 29]).
Wegen der mit historischen Volatilit¨ atssch¨ atzungen verbundenen Problemen
wird oft auf implizite Volatilit¨ aten ausgewichen. Die Idee dahinter ist, dass sich in
der impliziten Volatilit¨ at die Sch¨ atzungen aller Marktteilnehmer aggregieren und
so eine Art Consensus Forecast bilden. Weil statt nur einer einzigen subjektiven
Sch¨ atzung viele Sch¨ atzungen in die implizite Volatilit¨ at einﬂießen, kann argumen-
tiert werden, die implizite Volatilit¨ at enthalte mehr Informationen als andere Vola-
tilit¨ atssch¨ atzungen und sei darum im Durchschnitt eine bessere Sch¨ atzung.
Eine Berechnung der impliziten Volatilit¨ at mit einem iterativen Verfahren er-
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Abbildung 5.1: IV einer Call-option f¨ ur unterschiedliche Strikes: Smile
gibt f¨ ur verschiedene Aus¨ ubungspreise von Optionen auf denselben Basiswert und
mit demselben Verfallsdatum oft verschiedene implizite Volatilit¨ aten. Typische im-
plizite Volatilit¨ aten sind in Abbildung 5.1 und Abbildung 5.2 graphisch dargestellt.
Dabei f¨ allt auf, dass die Linie der impliziten Volatilit¨ aten nicht horizontal verl¨ auft,
sondern im at-the-money Bereich am geringsten ist und ansteigt, je weiter die Opti-
on im oder aus dem Geld liegt. Ein solcher Verlauf der impliziten Volatilit¨ aten wird
Smile genannt. Abbildung 5.2 zeigt ein ¨ ahnliches Bild mit dem Unterschied, dass die
impliziten Volatilit¨ aten im in-the-money Bereich nicht ansteigen. Man spricht in die-
sem Fall von einem Smirk . Die in Abbildung 5.1 und Abbildung 5.2 dargestellten
Eﬀekte beweisen selbstverst¨ andlich nicht die Systematik von Smile- oder Smirk-
Eﬀekten an den Optionsm¨ arkten, sondern sind zuf¨ allig ausgew¨ ahlte Beispiele. Man
hat aber die Erfahrung gemacht, dass solche Verl¨ aufe der impliziten Volatilit¨ aten
bei vielen Optionen typisch sind. Empirische Studien haben bis jetzt nicht nach-
weisen k¨ onnen, dass eine Methode systematisch besser als die anderen abschneidet.
Es kann deshalb nicht eindeutig gesagt werden, dass die implizite Sch¨ atzung der
historischen ¨ uberlegen w¨ are oder umgekehrt. Ein Vorteil der impliziten Sch¨ atzung
im Zusammenhang mit Optionsbewertung liegt darin, dass eine m¨ ogliche Verzer-
rung der Sch¨ atzung aufgrund der Diskrepanz zwischen Markt- und Black-Scholes
Bewertung sich in die Zukunft ¨ ubertr¨ agt. In einem solchen Fall sind die historischen
Sch¨ atzungen im Nachteil, denn es ist nicht oﬀensichtlich, wie die historische, echte
Volatilit¨ atssch¨ atzung adjustiert werden muss, damit die modellverursachte Verzer-
rung in der Sch¨ atzung ber¨ ucksichtig wird. Empirisch kann festgestellt werden, dass
in sehr liquiden M¨ arkten die implizite Volatilit¨ at eine recht gute Sch¨ atzung f¨ ur die
zuk¨ unftige, tats¨ achliche Volatilit¨ at darstellt. Je einfacher Optionsarbitrage mittels
einer Replikation der Option m¨ oglich ist, desto wahrscheinlicher ist es, dass Abwei-
chungen der Markt-IV von der richtigen IV gewisse Marktbeteiligte dazu veranlasst,
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entsprechende Volatilit¨ ats- Gegenpositionen einzunehmen, um aus der Falschbewer-
tung Proﬁt zu schlagen. In solchen M¨ arkten ist die theoretische Interpretation der
Black-Scholes IV, dass die IV die aggregierte Sch¨ atzung der zuk¨ unftigen Volatilit¨ at
des Basiswertes darstellt, durchaus gerechtfertigt, allerdings mit der Einschr¨ ankung,
dass der Markt Optionen anders bewertet als Black und Scholes und so eine Verzer-
rung der Sch¨ atzung entsteht. In weniger liquiden M¨ arkten triﬀt die Interpretation
von IV als aggregierte Marktsch¨ atzung aber kaum zu. In diesen M¨ arkten muss davon
ausgegangen werden, dass die IV nur ein Maß ist f¨ ur die gegenw¨ artige, von Angebot
und Nachfrage erzeugte Bewertung der Option. Damit l¨ asst sich zwar absch¨ atzen,
wie der Optionspreis auf Ver¨ anderung der bewertungsrelevanten Faktoren reagiert,
aber eine Volatilit¨ atssch¨ atzung l¨ asst sich daraus nicht ableiten.
5.2 Greeks
Die “griechischen Variablen“ (Greeks) bezeichnen die Sensitivit¨ atskennzahlen des
Black-Scholes Modells zur Bewertung von Optionen (siehe [40, 41, 8, 37]). Sie zeigen
an, wie sich der Optionspreis bei Ver¨ anderung einer der Optionspreis bestimmenden
Variablen ceteris paribus ver¨ andert.
Die Sensitivit¨ atskennzahlen sind:
² Das Delta beschreibt die Sensitivit¨ at des Optionspreises auf Ver¨ anderungen
des Kurses des Basiswertes (z. B. Aktien). Es gibt an, wieviele Aktien ge-
bzw. verkauft werden m¨ ussen, um die durch die Aktienkursver¨ anderung aus-
gel¨ oste Wert¨ anderung genau auszugleichen. Delta wird aus dem Quotienten
26der Wert¨ anderung der Option und der Wert¨ anderung der Aktie berechnet.
Die Kennzahl Delta berechnet sich f¨ ur eine Call-Option gem¨ aß
∆(c) =
@c
@S
= N(d):
Das Delta f¨ ur eine Put-Option lautet
∆(p) =
@p
@S
= ¡N(¡d):
p bezeichnet eine europ¨ aische Put-Option, c eine europ¨ aische Call-Option, und
N ist die kumulierte Funktion der Standardnormalverteilung.
² Gamma beschreibt die Sensitivit¨ at von Delta auf Aktienkursver¨ anderungen.
Gamma wird aus dem Quotienten der Delta¨ anderung und der Aktienkurs¨ ande-
rung berechnet, wobei zwischen Call- und Put-Optionen kein Unterschied be-
steht. Es kann ebenso als Delta des Deltas betrachtet werden
Γ =
@∆
@S
=
@2c
@S2:
Sowohl f¨ ur Call- als auch f¨ ur Put-Optionen im Black-Scholes Modell berechnet
sich Gamma gem¨ aß
Γ =
N0(d)
S¾
p
T ¡ t
:
N0(d) bezeichnet die Dichtefunktion der Standardnormalverteilung an der Stel-
le d. Gamma wird f¨ ur die Entwicklung von Hedging-Strategien ben¨ otigt.
² Omega gibt die Elastizit¨ at des Optionspreises bez¨ uglich Aktienkursver¨ ande-
rungen an. Omega ist eine Kennzahl, die das Verh¨ altnis der Wert¨ anderung der
Option (in %) und der Wert¨ anderung der Aktie (in %) beschreibt. Daher wird
Omega auch als Leverage-Faktor oder Hebel bezeichnet.
Ω =
@c=c
@S=S
= ∆
S
c
:
² Rho beschreibt die Sensitivit¨ at des Optionspreises auf eine ¨ Anderung des ri-
sikolosen Zinssatzes. Es wird durch den Quotienten aus der Optionswert¨ ande-
rung und der ¨ Anderung des risikolosen Zinssatzes berechnet
½ =
@c
@r
:
F¨ ur Black-Scholes Call-Optionen ergibt sich Rho als
½(c) = X
p
T ¡ te
¡r(T¡t)N(d ¡ ¾
p
T ¡ t);
f¨ ur Put-Optionen
½(p) = ¡X
p
T ¡ te
¡r(T¡t)N(¡d + ¾
p
T ¡ t):
27² Theta beschreibt Sensitivit¨ at des Optionspreises auf Ver¨ anderungen der Zeit.
Es gilt als eine Gr¨ oße zur Messung des Zeitwertverfalls einer Option. Das Theta
einer europ¨ aischer Call-Option betr¨ agt
Θc =
@c
@(T ¡ t)
= ¡
n(d)S¾
2
p
T ¡ t
¡ rXe
¡r(T¡t)N(d¡¾
p
T¡t)
und f¨ ur eine Put-Option ergibt sich
Θp =
@p
@(T ¡ t)
= ¡
n(d)S¾
2
p
T ¡ t
+ rXe
¡r(T¡t)N(d¡¾
p
T¡t):
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Numerische Bewertungsverfahren
exotischer Optionen
In j¨ ungster Zeit ist ein Trend, weg von standardisierten hin zu individuellen Finanz-
marktprodukten zu beobachten. Vor allem im Derivatebereich ist dieser Trend fest-
zustellen. Sogenannte exotische Produkte, wie z.B. Barrier- oder Range-Optionen,
spielen eine immer gr¨ oßere Rolle. Diese sind oftmals durch einen hohen Komple-
xit¨ atsgrad gekennzeichnet. Da f¨ ur viele dieser Produkte analytische Bewertungsfor-
meln nicht mehr verf¨ ugbar sind, ist man auf die Hilfe numerischer Bewertungsver-
fahren wie Monte-Carlo-Methode angewiesen (siehe [36]).
6.1 Exotische Optionen
Die Palette der dem Anleger zur Verf¨ ugung stehenden Optionsprodukte ist in j¨ unge-
rer Zeit durch eine Reihe innovativer Instrumente wesentlich erweitert worden. Ne-
ben klassischen abgetrennten Aktien-Optionsscheinen aus Optionsanleihen und
selbst¨ andigen Optionsscheinen auf unterschiedlichste Basiswerte ﬁnden sich zuneh-
mend sogenannte exotische Optionsscheine, z.B. in Form von Digital-, Barrier- oder
Range-Optionsscheinen (siehe [8, 37, 25, 30]).
Exotische Optionen unterscheiden sich von herk¨ ommlichen (plain vanilla) Call-
und Put-Optionen durch die Art des Optionsrechts und/oder das Hinzutreten zus¨ atz-
licher, den Inhalt des Optionsrechts ver¨ andernder Nebenabreden. Im folgenden wer-
den verschiedene Kategorien exotischer Optionsscheine bzw. exotischer Optionen
beispielhaft angef¨ uhrt.
Digital-Optionsscheine verbriefen Optionsrechte, die am Laufzeitende einen im
voraus bestimmten festen Betrag auszahlen, wenn der Kurs des Basiswerts den ver-
einbarten Basispreis ¨ uber- ) bzw. unterschreitet. Es ist dabei unerheblich, wie weit
der Kurs des Basiswerts ¨ uber bzw. unter dem Basispreis liegt, die H¨ ohe der Auszah-
lung wird dadurch nicht beeinﬂußt. Liegt der Kurs des Basiswerts am F¨ alligkeitstag
29unter bzw. ¨ uber dem Basiskurs des Optionsscheins, verf¨ allt das Optionsrecht wertlos
(siehe [8, 37, 25, 30]). Digital-Optionsscheine werden in der Regel eingesetzt, wenn ei-
ne Prognose ¨ uber den Kurs des Basiswerts bei F¨ alligkeit als nicht sehr verl¨ aßlich und
die Kosten f¨ ur eine Standardoption als zu hoch eingesch¨ atzt werden (siehe [8, 25]).
Gleichzeitig wird das Ertragspotential auf einen festen Betrag begrenzt. Dar¨ uber
hinaus werden Digital-Optionen h¨ auﬁg mit anderen Optionen kombiniert, um spe-
ziﬁsche Auszahlungs- und Risikoproﬁle zu erzeugen (siehe Kombinationen verschie-
dener Optionen).
Barrier-Optionsscheine verbriefen Optionen, die entweder erl¨ oschen (“Knock
Out“) oder aber entstehen (“Knock In“), wenn der Basiswert einen im voraus be-
stimmten Kurs (“Barrier“) erreicht (siehe [8, 37, 25, 30]). Knock Out- und Knock In-
Ausstattungsmerkmale sind Nebenabreden, die jeder Art von Optionsrechten hinzu-
gef¨ ugt werden k¨ onnen. Dabei werden unterschiedliche Barrier-Optionsscheine ange-
boten, bei denen nur detaillierte Informationen Aufschluß ¨ uber das konkrete Chance-
Risiko-Proﬁl geben k¨ onnen. So gibt es Call- und Put-Optionen mit Knock Out- oder
Knock In-Barrieren. Im Vergleich zu Standardoptionen ist die Gewinnchance dieser
Optionen damit eingeschr¨ ankt und das Verlustrisiko erh¨ oht (siehe [8, 37, 25, 30]).
Das spiegelt sich im niedrigeren Preis f¨ ur Barrier-Optionen wider. Sie werden h¨ auﬁg
dann genutzt, wenn eine sehr pr¨ azise Vorstellung ¨ uber die m¨ ogliche Kursentwicklung
des Basiswerts besteht.
Bei Range (“Bandbreiten“)-Optionsscheinen erh¨ alt der K¨ aufer am Ende der
Laufzeit einen Betrag, dessen H¨ ohe davon abh¨ angt, ob der Kurs eines oder mehrerer
Basiswerte w¨ ahrend der Laufzeit der Option ¨ uber bzw. unter einer oder zwischen
mehreren vereinbarten “Grenzwerten“ verl¨ auft. Range-Optionen werden eingesetzt,
wenn f¨ ur den Kurs des Basiswerts ein Seitw¨ artstrend und eine sinkende Volatilit¨ at
erwartet werden (siehe [8, 37, 25, 30]).
Es gibt verschiedene Typen von Range-Optionen, die je nach Ausgestaltung
unterschiedliche Chance-Risiko-Proﬁle ausweisen. Beispiele sind:
² Bottom Up/Top Down
F¨ ur jeden Tag, an dem der Kurs des Basiswerts ¨ uber (“Bottom Up“) bzw.
unter (“Top Down“) dem festgelegten Grenzwert festgestellt wird, erh¨ alt der
Anleger einen festen Betrag gutgeschrieben. Die Auszahlung des “angesam-
melten“ Gesamtbetrags erfolgt am Laufzeitende.
² Single Range
F¨ ur jeden Tag, an dem der Kurs des Basiswerts ¨ uber dem unteren Grenzwert
und unter dem oberen Grenzwert festgestellt wird, wird dem Anleger ein fester
Betrag gutgeschrieben. Die Auszahlung des “angesammelten“ Gesamtbetrags
erfolgt am Laufzeitende.
² Dual Range
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F¨ ur jeden Tag, an dem der Kurs des Basiswerts ¨ uber dem unteren Grenz-
wert und unter dem oberen Grenzwert festgestellt wird, erh¨ alt der Anleger
einen festen Betrag. F¨ ur jeden Tag, an dem der Kurs des Basiswerts außerhalb
des Korridors liegt, wird ein entsprechender Betrag abgezogen. Ein positiver
Auszahlungswert ergibt sich f¨ ur den Anleger erst dann, wenn die Anzahl der
“Plustage“ die Anzahl der “Minustage“ ¨ ubersteigt. Es besteht jedoch keine
Nachschußpﬂicht f¨ ur den Anleger, wenn bei Laufzeitende die Anzahl der Mi-
nustage ¨ uberwiegt.
² Knock Out-Range (I)
Beim Knock Out-Range (I) erh¨ alt der K¨ aufer am Ende der Laufzeit einen
Betrag, wenn der Kurs des Basiswerts w¨ ahrend der gesamten Laufzeit des
Optionsscheins zwischen den vereinbarten Grenzwerten verl¨ auft. Das Opti-
onsrecht erlischt, wenn der Kurs des Basiswerts w¨ ahrend der Laufzeit einen
der Grenzwerte erreicht. Der Anleger erh¨ alt in diesem Fall nichts, auch nicht
f¨ ur den Zeitraum, in dem die Grenzwerte eingehalten wurden.
² Knock Out-Range (II)
F¨ ur jeden Tag, an dem der Kurs des Basiswerts ¨ uber dem unteren Grenz-
31wert und unter dem oberen Grenzwert festgestellt wird, erh¨ alt der Anleger
einen festen Betrag. Das Optionsrecht erlischt, wenn der Kurs des Basiswerts
einen der Grenzwerte erreicht. Abweichend von der obigen Knock Out-Range-
(I)-Variante erh¨ alt der Anleger am Laufzeitende den Gesamtbetrag der bis
zum Erreichen des Grenzwerts angesammelten “Tagesbetr¨ age“ ausbezahlt.
Kombinationen von Optionen werden h¨ auﬁg gew¨ ahlt, um das Risiko des To-
talverlusts zu verringern oder um risikoerh¨ ohend die Ertragsschance zu steigern.
Dadurch werden neue Produkte geschaﬀen, die entweder aus der Kombination von
Standardoption und exotischer Option oder aus der Kombination mehrerer exoti-
scher Optionen entstehen. So kann beispielsweise eine Standardoption der Gestalt
mit einer Digital-Option kombiniert werden, dass unter bestimmten Voraussetzun-
gen am Laufzeitende eine - fest deﬁnierte - Auszahlung auch dann erfolgt (sie-
he [8, 37, 25, 30]), wenn die erwartete Kursentwicklung des Basiswerts nicht eintritt
und die “Haupt“-Option wertlos verf¨ allt (Rebate-Struktur I). Ein ¨ ahnliches Aus-
zahlungsproﬁl ergibt sich, wenn ein Knock Out-Call mit einem Digital-Put kombi-
niert wird, dessen Basispreis der Knock Out-Barriere des Knock Out-Call entspricht
(Rebate-Struktur II).
Wesentliche Faktoren f¨ ur die Kursbildung von Optionsscheinen sind die tats¨ ach-
liche wie auch die von den Marktteilnehmern erwartete zuk¨ unftige Kursentwick-
lung des jeweiligen Basiswerts, die erwartete H¨ auﬁgkeit und Intensit¨ at von Kurs-
schwankungen des Basiswerts (Volatilit¨ at) sowie die Laufzeit der verbrieften Op-
tion. Der zweite Faktor, die Volatilit¨ at, spielt bei der Bewertung exotischer Op-
tionen in der Regel eine gr¨ oßere Rolle als bei den herk¨ ommlichen Optionen (sie-
he [8, 37, 25, 30]). Sowohl die “Alles oder Nichts-Struktur“ digitaler Optionen als
auch die Einschr¨ ankung des Optionsrechts durch “Nebenabreden“ (Knock In- /
Knock Out-Barrieren) bedingen eine verst¨ arkte Abh¨ angigkeit des Optionswerts von
Ver¨ anderungen in der Kursschwankungsbreite und h¨ auﬁgkeit des Basiswerts.
Eine Kursver¨ anderung des Basiswerts, der dem in einem exotischen Options-
schein verbrieften Optionsrecht zugrunde liegt, kann den Wert des Optionsscheins
mindern. Tritt eine Wertminderung ein, so erfolgt sie stets ¨ uberproportional zur
Kursver¨ anderung des Basiswerts (Hebelwirkung/Leverage-Eﬀekt), bis hin zur Wert-
losigkeit des Optionsscheins. Zu einer Wertminderung kommt es im Fall einer Call-
Option generell bei Kursverlusten, im Fall einer Put-Option generell bei Kursgewin-
nen des Basiswerts. Die Besonderheiten exotischer Optionen k¨ onnen diese Zusam-
menh¨ ange verst¨ arken. Der Wert einer nach dem “Alles oder Nichts-Prinzip“ aus-
gestalteten Digital-Option wird durch Kursschwankungen des Basiswerts um den
vereinbarten Basispreis herum st¨ arker beeinﬂußt als der Wert einer herk¨ ommlichen
Plain Vanilla-Option. N¨ ahert sich der aktuelle Kurs des Basiswerts einer unterhalb
des Basispreises liegenden Knock Out-Barriere an, wird dies den Wertverfall eines
Knock Out-Call drastisch beschleunigen (siehe [8, 37, 25, 30]). Gleiches gilt, wenn
sich der Kurs des Basiswerts einer ¨ uber dem vereinbarten Basispreis liegenden Knock
Out-Barriere eines Knock Out-Put n¨ ahert.
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tionen auch abweichende Reaktionen auf Kursver¨ anderungen des Basiswerts her-
vorrufen. So gewinnt eine Call-Option zwar bei einem Kursanstieg des Basiswerts
grunds¨ atzlich an Wert. Ist der fragliche Call aber zugleich mit einer ¨ uber dem verein-
barten Basispreis liegenden Knock Out-Barriere versehen, wird ein weiterer Kurs-
anstieg des Basiswerts in Richtung Knock Out-Level den Wert des Optionsscheins
beeintr¨ achtigen, bei Ann¨ aherung an die Barriere zu einer drastischen Wertminderung
und bei Erreichen des Knock Out-Niveaus zum Totalverlust des Einsatzes f¨ uhren.
Eine vergleichbare Konstellation ergibt sich bei einer Put-Option, die mit einer ober-
halb des Basispreises liegenden Knock In-Barriere ausgestattet ist.
Besonderheiten gelten f¨ ur Range-Optionsscheine. Der Wert einer Range-Option
wird maßgeblich davon beeinﬂußt, ob der Kurs des Basiswerts innerhalb der ver-
einbarten Bandbreite notiert (siehe [8, 37, 25, 30]). Theoretisch ist der Preis einer
Range-Option am gr¨ oßten, wenn sich der Kurs des Basiswerts in der Mitte der Band-
breite beﬁndet. Kursbewegungen des Basiswerts in Richtung “Bandbreiten-Mitte“
resultieren dementsprechend tendenziell in einer Wertsteigerung des Optionsrechts.
Kursbewegungen des Basiswerts von der Mitte der jeweiligen Bandbreite in die Rich-
tung eines Randes f¨ uhren demgegen¨ uber regelm¨ aßig zu einer Wertminderung des
Optionsrechts. Sind die R¨ ander der Range-Option zugleich als Knock Out-Barrieren
ausgestattet, verst¨ arkt dies den bei Ann¨ aherung an eine der Barrieren eintretenden
Wertverfall erheblich. Dabei h¨ angt der Umfang der Wertminderung wiederum von
der konkreten Ausgestaltung des Optionsrechts ab. Sie ist am deutlichsten im Fall
einer Double Knock Out Range-Option, bei der das Erreichen einer der beiden Bar-
rieren zum vollst¨ andigen Erl¨ oschen des Optionsrechts, d.h. zu einem Totalverlust des
gesamten Optionseinsatzes f¨ uhrt. Sie kann tendenziell geringer sein, wenn die Knock
Out-Option so konzipiert ist, dass beim Touchieren der Barrieren das Optionsrecht
zwar erlischt, die ¨ uber die Laufzeit bis zu diesem Zeitpunkt “angesammelten“ Be-
tr¨ age jedoch ausbezahlt werden (siehe [8, 37, 25, 30]).
6.2 Monte-Carlo-Methode
Unter Simulation versteht man allgemein ein Verfahren zur Durchf¨ uhrung von Ex-
perimenten mit dem Ziel, Aussagen ¨ uber das Verfahren eines realen Systems zu ge-
winnen. Die mittels Simulationen gewonnenen Erkenntnisse sollen R¨ uckschl¨ usse auf
reale Zusammenh¨ ange liefern, wozu das Modellexperiment dem gegebenen Systems
hinreichend ¨ ahnlich sein muß. Die Experimente werden zumeist auf einem Digital-
rechner unter Benutzung mathematischer Modelle implementiert. Sind gewisse Ein-
ﬂußfaktoren in der betrachteten Problemstellung nicht deterministisch, so enth¨ alt
die zu simulierende Gr¨ oße Unsicherheitskomponenten. Zumindest eine Modellvaria-
ble wird dabei durch einen Zufallsprozess erzeugt, womit das gesamte System einem
stochastischen Einﬂuß unterliegt; man spricht in diesem Fall von zufallsbedingten
Simulationen. Synonym werden auch die Begriﬀe Monte-Carlo Simulationen bzw.
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Mit Monte-Carlo-Methoden lassen sich unterschiedliche Probleme unter Ver-
wendung von Zufallszahlen l¨ osen (siehe [29, 35]). M¨ ogliche Anwendungsbereiche sind
die L¨ osung von Diﬀerential- und Integralgleichungen bzw. bestimmter Integrale mit
Hilfe statistischer Experimente sowie die Erzeugung von Stichproben von gegebenen
stochastischen Prozessen.
Aufgrund der auftretenden Zufallsvariablen handelt sich bei der Simulation ei-
nes Kurspfades im Rahmen einer Optionsbewertungsaufgabe um eine zufallsbeding-
te Simulation (siehe [29]). Ausgangsbasis der Kurssimulation ist die Darstellung der
Kursdynamik durch eine aus der postulierten Renditeverteilung abgeleitete stocha-
stische Diﬀerentialgleichung, die in einer Rekursionsformel resultiert, mit der suk-
zessive ein den stochastischen Annahmen gen¨ ugender Kursverlauf simuliert werden
kann. Die ben¨ otigten zuf¨ alligen Gr¨ oßen erzeugt man mit Hilfe von Zufallsgeneratoren
und einschl¨ agigen Algorithmen.
Simulationen und damit auch durch Simulationen gesch¨ atzte Optionspreise
unterliegen den zuf¨ alligen Einﬂ¨ ussen durch entsprechende Zufallsvariable das Si-
mulationsprozesses. Die Ergebnisse einzelner Sch¨ atzungen weichen also, eventuell
deutlich, voneinander ab. “Stabile L¨ osungen“ unter Angabe einer Konﬁdenzgr¨ oße
versucht beispielsweise durch das Mitteln ¨ uber eine gr¨ oßere Anzahl simulierte Preise
zu erhalten (siehe [29, 35]). Verfeinerte, sogenannte varianzreduzierende Monte-Carlo
Verfahren k¨ onnen die Stabilit¨ at der erhaltenen L¨ osungen unter Umst¨ anden weiter
verbessern.
Der Programmaufbau von Simulationen ist bei unterschiedlichen Preismodel-
len sehr ¨ ahnlich. Postuliert man eine andere Kursstochastik, so sind in einem ein-
mal implementierten Simulationsprogramm zuweilen lediglich die Algorithmen zur
Erzeugung von Zufallszahlen bzw. die Rekursionsformeln anzupassen. Somit kann
die Simulationstechnik als ¨ außerst ﬂexibel bezeichnet werden. Neben diesem Merk-
mal liegt einer der Hauptvorteile von Simulationen darin, dass der Rechenaufwand
bei zunehmender Komplexit¨ at der Modelle langsamer ansteigt als dies bei anderen
Verfahren der Fall ist. Andererseits ist auch zu beachten, dass der Aufwand bei ge-
ringerer Komplexit¨ at dar Modelle bereits so groß ist, dass sich eine Simulation nur
ab einer gewissen Modellgr¨ oße empﬁehlt.
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Numerische
Optimierungsverfahren
Die L¨ osung vieler technischer Problemstellungen erfordert die Minimierung oder
Maximierung mehrdimensionaler Zielfunktionen. Anschaulich betrachtet ist man
in der Situation eines Wanderers, der das tiefste Tal oder die h¨ ochste Erhebung
ﬁnden muß. Oftmals treten neben das eigentliche Minimierungsproblem zus¨ atzli-
che Gleichungs- oder Ungleichungsnebenbedingungen, die eine Einschr¨ ankung der
L¨ osungsmenge von Anfang an bedeuten. Man spricht dann von Optimierung unter
Nebenbedingungen oder constrained optimization. Ein weit verbreitetes Verfahren
zur angen¨ aherten L¨ osung ¨ uberbestimmter Gleichungssysteme ist die Methode der
kleinsten Quadrate (least squares). Dieses Verfahren wird h¨ auﬁg zur Kurveninter-
polation (curve ﬁtting) eingesetzt, ist aber nicht auf diese Anwendung beschr¨ ankt.
Auch hier existieren Varianten mit Nebenbedingungen sowie lineare und nichtlinea-
re least squares Verfahren. Eine Unterproblemstellung bei der Optimumsuche ist
h¨ auﬁg die Nullstellenbestimmung von nichtlinearen Gleichungssystemen. Methoden
der unrestringierten nichtlinearen Optimierung sind eng verwandt mit Methoden
zur L¨ osung nichtlinearer Gleichungssysteme (siehe [20, 26, 38]) .
Deﬁnition 7.0.1 Eine Optimierungsaufgabe liegt vor, wenn
² Raum H
² Restriktionsbereich S µ H
² Zielfunktion f : S ! R
gegeben sind und
² eine Zahl (Optimalwert) f¤ 2 R, sowie
² ein Element x¤ 2 S (optimale L¨ osung),
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gesucht sind so dass
f
¤ = f(x
¤) 6 f(x); 8x 2 S:
H¨ auﬁg erweist sich, dass das Aufsuchen der optimalen L¨ osung auf Schwierigkeiten
st¨ oßt und man nur in der Lage ist, Punkte zu berechnen, unter denen die gesuchte
optimale L¨ osung sein kann. Das f¨ uhrt zu dem Begriﬀ der lokal-optimalen L¨ osung.
Deﬁnition 7.0.2 Gegeben sei die Optimierungsaufgabe f¤ = infff(x) : x 2 Sg.
Der Punkt x¤ 2 S heißt global-optimale L¨ osung von der Optimierungsaufgabe, wenn
f(x¤) 6 f(x);8x 2 S.
Der Punkt x¤ 2 S heißt lokal-optimale L¨ osung von der Optimierungsaufgabe, wenn
9² > 0 : f(x¤) 6 f(x);8x 2 S \ U²(x¤):
Wenn im Zusammenhang mit einer Zielfunktion von einem “Punkt“ bzw. einem
“L¨ osungspunkt“ gesprochen wird, so ist darunter ein mit Werten innerhalb des De-
ﬁnitionsbereiches belegter Parametervektor x¤ 2 Rm zu verstehen. Die Zielfunktion
bildet die Dom¨ ane, d.h. den Deﬁnitionsbereich, in eine eindimensionale Ko-Dom¨ ane
(Funktions-werte) ab, so dass Rm ! R1 gilt. Da die Dimension des Deﬁnitionsberei-
ches der Qualit¨ atsfunktion durch die Anzahl der unbekannten Parameter m festge-
legt ist, liegt jeder Punkt der Zielfunktion auf einer m-dimensionalen Hyperﬂ¨ ache in
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nale Fall (Abb. 7.1).F¨ ur jeden Punkt, d.h. f¨ ur jeden Vektor mit Unbekannten, l¨ asst
sich ein Funktionswert der Zielfunktion berechnen. Da der Funktionswert ein wichti-
ges Kriterium f¨ ur die G¨ ute eines Punktes ist, wird dieser Wert oft die Qualit¨ at oder
Fitness bezeichnet. Ist der Funktionswert eines Punktes im Vergleich mit Punkten
aus dessen lokaler Umgebung gr¨ oßer (bzw. kleiner) so spricht man von einem lo-
kalen Optimum. Sind alle Funktionswerte des Deﬁnitionsbereiches ohne Ausnahme
weniger optimal, so nennt man diesen Ort globales Optimum.
Im Hinblick auf die globale Optimierung ist die wichtigste Eigenschaft einer
Zielfunktion die Anzahl ihrer lokalen Optima. Wenn gezeigt werden kann, dass ein
Problem nur ein lokales Extremum besitzt, d.h. wenn das Problem unimodal ist,
dann liefert bereits die lokale Optimierung das globale Optimum (siehe [20]).
7.1 Lokale Optimierung
Die lokale Optimierung hat eine lange Tradition. Bereits vor ca. 300 Jahren lieferte
die Diﬀerentialrechnung ein notwendiges Kriterium f¨ ur lokale Optima: der Gradi-
ent rF(x) muß gleich null sein. Diese Erkenntnis erm¨ oglichte die Konstruktion von
eﬃzienten und im mathematischen Sinne “optimalen“ Optimierungsverfahren, die
in “wenigen“ Schritten konvergieren. Dadurch erkl¨ art sich auch deren weite Ver-
breitung. Voraussetzung ist allerdings das Vorhandensein eines diﬀerenzierbaren
funktionalen Modells, denn die lokalen Verfahren ben¨ otigen Informationen ¨ uber die
internen, diﬀerentialgeometrischen Eigenschaften der zu minimierenden Funktion.
Einschr¨ ankend ist anzumerken, dass das Endergebnis eines lokalen Iterationsverfah-
rens lediglich ein station¨ arer Punkt ist und daher nur unimodale Probleme gel¨ ost
werden k¨ onnen. Die Entwicklung dieser Verfahren, die mit Namen wie Newton, Eu-
ler, Lagrange, oder MacLaurin verkn¨ upft ist, kann aber noch nicht als abgeschlossen
gelten, was Publikationen der neunziger Jahre zeigen.
Ausgehend von einem Startwert x0, erzeugen die lokalen Optimierungsverfah-
ren eine Punktfolge x1;x2;x3;:::;xk, die gegen ein lokales Minimum von f(x) kon-
vergiert (siehe [20, 26, 38]). Man spricht auch von lokalen Abstiegsverfahren, weil
im Idealfall jeder Punkt der Folge einen kleineren Funktionswert als sein Vorg¨ anger
aufweist und somit die Punktfolge in eine Senke des Qualit¨ atsgebirges herabsteigt.
Eine Klassiﬁkation der verschiedenen, lokalen Iterationsverfahren kann durch
das Verfahren
xk+1 = xk + tkdk; mit k = 0;1;2;:::
vorgenommen werden. Die einzelnen lokalen Verfahren unterscheiden sich lediglich
in der Wahl des Richtungsvektors dk und einer positiven Schrittweite tk.
F¨ ur ein lokales Abstiegsverfahren m¨ ussen die aufeinanderfolgenden Funktions-
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f(xk+1) = f(xk) + tkdk < f(xk):
Entwickelt man f(xk+1 + tkdk) in eine Taylorreihe und vernachl¨ assigt die Glieder
h¨ oherer Ordnung, so erh¨ alt man f(xk+tkdk) = f(xk)+tkrf(xk)dk. Durch Ersetzung
in obige Gleichung ergibt sich f¨ ur alle Abstiegsrichtungen dk
rf(xk)dk < 0:
Richtungsvektoren, die die Gleichung erf¨ ullen, f¨ uhren zu kleineren Funktionswerten
in der Iterationsfolge. Die Abstiegsrichtungen dk k¨ onnen auch in der allgemeinen
Form
dk = ¡Q(xk)rf(xk)
geschrieben werden, wobei Q(xk) eine beliebige, positiv deﬁnite Matrix sei. Durch
Einsetzen von dk erh¨ alt man die Iterationsformel f¨ ur die gesamte Klasse der Gradi-
entenmethode in Form von (siehe [20, 26])
xk+1 = xk ¡ tkQ(xk)rf(xk);
wobei sich die Verfahren lediglich in der Wahl der positiven Schrittweite tk und
der positiv deﬁniten Matrix Q(xk) unterscheiden. Die Konvergenz dieser Verfah-
ren ist sowohl von dem funktionalen Zusammenhang als auch von N¨ aherungswerten
abh¨ angig und sie kann nicht garantiert werden, da in der Regel nicht vorausgesagt
werden kann, ob die Startwerte eine ausreichende Approximation der L¨ osung dar-
stellen.
Prinzipiell lassen sich beliebig viele Algorithmen entwickeln, die letztendlich
eine Gemeinsamkeit haben, mittels Funktionsableitungen das funktionale Modell
durch ein einfaches zu ersetzen. Im folgenden werden die meist in der Praxis be-
nutzten Verfahren vorgestellt.
Das Newton-Raphson-Verfahren, auch h¨ auﬁg als Newton-Verfahren bezeich-
net, diente urspr¨ unglich als Algorithmus zur Nullstellensuche von Funktionen (sie-
he [20, 26, 38]). Sp¨ ater erkannte man, dass sich auch Optimierungsprobleme l¨ osen
lassen, wenn station¨ are Punkte der Zielfunktion gesucht werden. Es m¨ ussen also
die Nullstellen der ersten Ableitung bestimmt werden, indem das Gleichungssystem
f(x) = 0 gel¨ ost wird. Da ein nichtlineares Gleichungssystem oft nicht geschlossen
l¨ osbar ist, werden die Gleichungen durch eine Taylorreihe ersten Ordnung appro-
ximiert, d.h. sie werden linearisiert. Es entsteht ein lineares Gleichungssystem, das
sich geschlossen l¨ osen l¨ aßt. Hier wird aber gleichzeitig ein entscheidender Nachteil
des Verfahrens deutlich, denn die Frage, inwiefern dieses lineare Gleichungssystem
noch mit dem eigentlichen Optimierungsproblem zu tun hat, l¨ aßt sich nicht leicht
beantworten. Nur noch f¨ ur hinreichend gute Startwerte konvergiert das Verfahren,
andernfalls stellt sich entweder Divergenz oder ein Alternieren ein. Die Grundz¨ uge
des Verfahrens werden durch folgende Betrachtungsweise deutlich. Der Zugang zum
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urspr¨ ungliche Zielfunktion f(x) wird durch eine Taylorreihe mit Gliedern der zwei-
ten Ordnung ersetzt
ˆ f(x) := f(xk) +
@f
@x
(xk)(∆x) +
1
2
@2f
@2x
(xk)(∆x)
2:
Die Ersatzfunktion ˆ f ist leichter zu handhaben, aber es darf nicht vergessen
werden, dass die Nebeneﬀekte, die durch diese Ersetzung entstehen, nur schwer
abzusch¨ atzen sind. Bildet man mit Hilfe der Ableitungen von ˆ f nach den Variablen
x das Gleichungssystem der Ersatzfunktion, so ergibt sich
r ˆ f = rf(xk) +
@2f
@xi@xi
(xk)(∆x) = 0:
Ber¨ ucksichtigt man ∆x = xk+1 ¡ xk und l¨ ost man die Gleichung nach xk+1 auf, so
ergibt sich f¨ ur das Newton- Raphson-Verfahren (siehe [20]) die Iterationsvorschrift
xk+1 = xk ¡ rf(xk)
·
@2f
@2x
(xk)
¸¡1
:
Gem¨ aß der Einteilung f¨ ur lokale Iterationsverfahren ergibt sich eine Schrittweite
tk = 1 und eine Abstiegsrichtung Q(xk) als Inverse der Matrix der zweiten Ablei-
tungen Q(xk) = [@2
xxf(x)]¡1. Durch diese (m £ m)-Matrix mit zweifachen Funkti-
onsableitungen werden Abstiegsrichtung und Schrittweite gemeinsam festgelegt. Die
Zielfunktion wird bei jedem Iterationsschritt quadratisch approximiert. Als Kon-
sequenz konvergiert das Newton-Verfahren schnell, bei quadratischen Funktionen
sogar in einem Schritt, man spricht hier von quadratischer Konvergenz.
Um den Unzul¨ anglichkeiten des Newton-Raphson-Verfahrens entgegenzuwir-
ken, wurde die Modiﬁzierung von Levenberg (1944) durchgef¨ uhrt. F¨ ur diesen Algo-
rithmus, der auch unter dem Namen Trust-Region-Method bekannt ist (siehe [20]),
w¨ ahlt man f¨ ur tkQ(xk) statt der Matrix [@2
xxf(xk)]¡1 eine erweiterte Formel der Form
tkQ(xk) = [@
2
xxf(xk)]
¡1 + ®kM:
Dabei ist ®k ein positiver Skalar und M eine positiv deﬁnite Matrix. Es ergibt sich
die Iterationsformel f¨ ur das modiﬁzierte Newton-Raphson-Verfahren
xk+1 = xk ¡ r(xk)
·
@2f
@2x
(xk) + ®kM
¸¡1
:
Da M eine positiv deﬁnite Matrix ist, kann immer ein hinreichend großes
®k gefunden werden, so dass tkQ(xk) positiv deﬁnit ist. Mit der positiv deﬁniten
Q-Matrix ist immer eine Abstiegsrichtung garantiert. Dadurch kann ein Mangel des
Newton-Raphson-Verfahrens, n¨ amlich der einer eventuell nicht positiv deﬁniten Ma-
trix Q, behoben werden. Andererseits zeigt sich, dass das Verfahren ein Kompromiß
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darstellt. W¨ ahlt man f¨ ur M die Einheitsmatrix I und f¨ ur ®k = 0, so erh¨ alt man
die Formel des Newton-Raphson-Verfahrens. F¨ ur M = I und sehr große ®k geht
das Verfahren in die klassische Gradientenmethode ¨ uber. Die m¨ oglichen Suchrich-
tungen liegen also zwischen der des Newton- und der des Gradientenverfahrens . Die
Variable ®k ¨ ubernimmt dabei die Rolle der Schrittweite tk.
Es bleibt aber die Frage oﬀen, welchen Wert ®k annehmen soll. Da es nicht
m¨ oglich ist, f¨ ur alle Optimierungsprobleme eine allgemeine Regel zu formulieren,
bleibt nichts anderes ¨ ubrig, als einen selbst gew¨ ahlten Wert f¨ ur ®k dahingehend zu
testen, ob eine Abstiegsrichtung vorliegt oder nicht.
Das Gauß-Newton-Verfahren ist das mit Abstand am h¨ auﬁgsten eingesetzte
Verfahren zur L¨ osung von Optimierungsproblemen.Im Gegensatz zu dem Newton-
Raphson-Verfahren wird hier eine Linearisierung nicht außerhalb der Norm (auf
der Ebene Normalgleichungen oder Zielfunktionen), sondern innerhalb einer Norm
vorgenommen, d.h. die Funktionen der einzelnen Residuen werden an einem Taylor-
punkt entwickelt und dann erst einer Norm unterworfen (siehe [20]).
Ausgehend von der Minimierung der Residuenquadrate
j v j=
v u
u
t
n X
i=1
v2
i ! min
k¨ onnen die Residuen vi allgemein als vektorwertige Funktion V (x) aufgefaßt werden.
Es gelte (siehe [20])
V (x) = Y ¡ F(x) = yi ¡ fi(x) i = 1;:::;n
wobei der Unbekanntenvektor der Form x 2 Rm und die Dimension des Beobach-
tungsvektors Y 2 Rn sei, so dass F : Rn ! Rm gilt. Werden die Residuen Vi(x)
durch die Funktion V (x) = ((V1(x);V2(x);:::;Vn(x))T ausgedr¨ uckt, so erh¨ alt man
1
2
n X
i=1
vi(x)
2 =
1
2
k V (x) k
2 8x 2 R
m:
Das Gauß-Newton-Verfahren basiert darauf, die Funktionen V in eine Taylor-
reihe nur bis zu den Gliedern der erste Ordnung zu entwickeln. Nach dieser h¨ auﬁg
als Linearisierung bezeichneten Approximation entsteht dann die Ersatzfunktion
V
¤(x) := V (xk) + V
0(xk)(x ¡ xk); wobei V
0(xk) =
@V (x)
@x
(xk):
Der Entwicklungspunkt muss dabei eine extern bereitgestellte N¨ aherungsl¨ osung xk
sein. Von nun an wird f¨ ur den folgenden Iterationsschritt k+1, statt der urspr¨ ungli-
chen Funktion V , die lineare Ersatzfunktion V ¤ verwendet. Wird die Ersatzfunktion
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Q
¤(x) =
1
2
n X
i=1
[V (xk) + V
0(xk)(x ¡ xk)]
2 ! min:
Lediglich Vektor x beinhaltet die unbekannten Parameter, denn xk, V (xk) und
V 0(xk) sind durch die N¨ aherung gegeben, liegen also schon numerisch fest. Nun
wird deutlich, dass es sich bei Q¤ um ein lineares Problem handelt. Gel¨ ost wird die
unimodale, konvexe Minimierungsaufgabe mit Hilfe des Kriteriums f¨ ur station¨ are
Punkte, n¨ amlich rQ¤ = 0. Nach Ableitung und Nullsetzung der obige Gleichung
erh¨ alt man die Gaußschen Normalgleichungen
[V (xk) + V
0(xk)(x ¡ xk)]V
0(xk) = 0:
L¨ ost man die Gleichung unter Ber¨ ucksichtigung von x = xk+1 nach den Unbekann-
ten xk+1 auf, so ergibt sich die Iterations-formel f¨ ur das Gauß-Newton-Verfahren
(siehe [20, 26])
xk+1 = xk ¡ [V
0(xk)
TV
0(xk)]
¡1V
0(xk)
TV (xk):
Wird das Verfahren als iterative Gradientenmethode interpretiert, so ergibt
sich f¨ ur die Schrittweite tk der Wert 1 und f¨ ur die Matrix der Abstiegsrichtun-
gen Q(xk) der Ausdruck [V 0(xk)TV 0(xk)]¡1. Der Gradient rf(xk) entspricht dem
Gradienten rQ der Zielfunktion Q und wird durch den Ausdruck V 0(xk)TV (xk)
beschrieben.
7.2 Globale Optimierung
Besitzt eine Zielfunktion eine unbekannte Anzahl lokaler Optima, so handelt es sich
um ein echtes globales Optimierungsproblem. Die bisher behandelten Strategien be-
fassten sich lediglich mit der lokalen Optimierung. Globale, multimodale Probleme
k¨ onnen nicht allein durch lokale Optimierung gel¨ ost werden. In der Praxis erfordern
Probleme dieser Klasse ebenfalls eine akzeptable L¨ osung in angemessener Rechen-
zeit. An einem metaphorischen Beispiel,wie im [33] beschrieben, kann dieser Zusam-
menhang illustriert werden: In einem zerkl¨ ufteten Gebirge mit vielen Mulden und
Senken soll der tiefste Punkt gefunden werden. Die lokale Optimierung sucht sich
nun einen Ort aus, f¨ ur den vermutet wird, dass er nicht weit von dem tiefsten Punkt
entfernt liegt und sch¨ uttet dort Wasser aus. Die Stelle, an der sich das Wasser nach
dem Herabﬂießen wieder sammelt, erkl¨ art die lokale Optimierung f¨ ur den tiefsten
Punkt. Was aber, wenn sich das Wasser in einem kleinen, hoch gelegenen Gletscher-
see sammelt? Was, wenn zwei Punkte an verschiedenen R¨ andern des Gebietes mehr
oder weniger beide den tiefsten Punkt repr¨ asentieren? In einem solchen Fall muß
auf global optimierende Verfahren zur¨ uckgegriﬀen werden. Deren wichtigster Un-
terschied besteht in der Generierung vieler Startpunkte. In der Gebirgslandschaft
41w¨ urde es regnen. W¨ are der Regen stark genug, dann ﬁele irgendwann ein Tropfen
auf den tiefsten Punkt des gesamten Gebietes.
F¨ ur die exakte L¨ osung des globalen Optimierungsproblems gibt es zun¨ achst
kein Kriterium, mit dem das globale Minimum aus der oﬀenen Menge lokaler Op-
tima herausgeﬁltert werden kann. Auch k¨ onnen keine Eigenschaften des globalen
Optimums genannt werden, die zu einem eﬃzienten Verfahren zur Gewinnung der
exakten L¨ osung f¨ uhren. Das multimodale Optimierungsproblem ist daher im all-
gemeinen unl¨ osbar, denn es k¨ onnen immer Funktionen konstruiert werden, deren
lokale Optima beliebig weit auseinander liegen.
Es stellt sich nunmehr die Frage, nach welchem Verfahren der L¨ osungsraum
durchsucht werden soll, d.h. wie die Regentropfen verteilt werden sollen. Zun¨ achst
einmal liegt es nahe, den gesamten L¨ osungsraum systematisch zu durchsuchen. Je-
doch steigt die M¨ achtigkeit des L¨ osungsraumes mit zunehmender Anzahl der Di-
mensionen exponentiell an. Bis auf einige “kleinere“ Problemstellungen wird die sy-
stematische Durchforschung des L¨ osungsraumes in angemessener Zeit nicht m¨ oglich
sein. Sicherlich k¨ onnte der L¨ osungsraum mittels Rasterung diskretisiert werden, aber
welche Maschenweite ausreichend ist, bleibt oﬀen. In der Komplexit¨ ats- und Algo-
rithmentheorie werden solche Probleme als NP-schwere Probleme bezeichnet. NP-
schwere Probleme sind dadurch gekennzeichnet, dass eine L¨ osung mit exponentiellem
Aufwand herbeigef¨ uhrt werden kann, im Gegensatz zu NP-eﬃzienten Problemen, de-
ren Aufwand mit der Problemgr¨ oße polynomial ansteigt. Dieser Deﬁnition zufolge
m¨ ussen globale Optimierungsprobleme als eﬀektiv nicht l¨ osbar angesehen werden.
Dennoch besteht die M¨ oglichkeit, heuristische Verfahren auf diese Problemklasse
anzusetzen.
Ein Verfahren wird vor allem durch einen Konstruktionsoperator und einen
Ersetzungsoperator gepr¨ agt. W¨ ahrend der Konstruktionsoperator die Auswahl der
zu berechnenden Punkte triﬀt, entscheidet der Ersetzungsoperator dar¨ uber, welche
Punkte verworfen und welche gespeichert werden. Die Entscheidung dar¨ uber, welche
Punkte konstruiert und welche ersetzt werden, wird in Abh¨ angigkeit von vorausge-
gangenen Auswertungen der Zielfunktion erfolgen. Ein Verfahren muß sich also die
Ergebnisse vorangegangener Berechnungen merken. Damit entsteht die Liste
[x;f]H = f(x1;f1);(x2;f2);:::;(xH;fH)g 2 R
m £ R
mit insgesamt H gespeicherten Elementen bestehend aus Punkten x und Qualit¨ aten
f(x). Die Gr¨ oße H ist die Anzahl der gespeicherten Punkte. H kann zwischen 0
und der Anzahl bisheriger Funktionsauswertungen liegen. Nach jeder Iteration i
eines Verfahrens wird der n¨ achste auszuwertende Punkt xi in Abh¨ angigkeit der Liste
gespeicherter Punkte [x;f]H mit Hilfe des Konstruktionsoperators
Ki : (R
m £ R)H ! R
m
ausgew¨ ahlt. Danach erfolgt die Bewertung des durch Ki bestimmten Punktes xi,
indem xi in die Zielfunktion eingesetzt und dessen Funktionswert f(xi) berechnet
42wird. Anschließend muß entschieden werden, ob der neue Punkt in die Liste der zu
speichernden Punkte aufgenommen werden soll. Dies erfolgt mittels des Ersetzungs-
operators Ψ der Form
Ψi : (R
m £ R)H+1 ! (R
m £ R)H:
Der Index H verdeutlicht, dass ² von vorangegangenen Auswertungen der Zielfunk-
tion abh¨ angt.
Bei nicht adaptiven Verfahren wird die Auswahl der Auswertepunkte unabh¨ an-
gig von den Erfolgen oder Misserfolgen vorangegangener Auswertungen getroﬀen. Es
gilt H = 0, d.h. gespeicherte Punkte haben keinen Einﬂuss auf den Optimierungs-
vorgang.
Verfahren mit H = 1 werden als Markov-Verfahren bezeichnet. Da H die
Anzahl der gespeicherten Punkte ist, k¨ onnen sich die Markov-Verfahren nur eine
Auswertung [x¤;f¤] der Zielfunktion merken. Die Konstruktion neuer Punkte er-
folgt durch einen Konstruktionsoperator K([x¤;f¤]), der von dem Punkt P ¤[u¤;f¤]
abh¨ angt. Neue Punkte werden in der Regel so konstruiert, dass sie in der N¨ ahe des
gespeicherten Punktes liegen. Eine M¨ oglichkeit besteht darin, gleichverteilte Zufalls-
zahlen in einem abgeschossenen Intervall um den gespeicherten Punkt zu bilden. Es
ergibt sich ein Konstruktionsoperator der Form
K = RAND[x
¤ ¡ Si;x
¤ + Si]:
S dient als Schranke f¨ ur die Unbekannten und ist ein Vektor mit positiven reellen
Zahlen. Diese m¨ ussen keine Konstanten sein, sondern k¨ onnen beispielsweise von der
Anzahl durchlaufener Iterationsschritte abh¨ angen. Sowohl bei einer Gleichverteilung
als auch bei einer Normalverteilung l¨ aßt sich durch den Parameter S zwischen globa-
ler und lokaler Suchstrategie umschalten. Je gr¨ oßer S, desto gr¨ oßer ist der Suchraum
um den Punkt x¤ und desto h¨ oher ist die Gewichtung der globalen Suche. F¨ ur S ! 0
entartet das Verfahren zu einem lokalen Optimierungsalgorithmus.
Das Simulated Annealing wird im deutschen Sprachgebrauch als Simuliertes
Ausgl¨ uhen bezeichnet und ist das bekannteste Markov-Verfahren. Der Begriﬀ steht
f¨ ur ein aus der Natur abgeschautes Verfahren (siehe [3, 39]). Beim langsamen Abk¨ uh-
len eines Metallst¨ uckes ordnen sich die einzelnen Atome so an, dass sie einen Zustand
m¨ oglichst niedriger Energie einnehmen. Tritt allerdings eine zu schnelle Abk¨ uhlung
auf, so haben die Atome nicht die Zeit das tats¨ achliche Minimum zu ﬁnden, das
System bleibt in einem lokalen Minimum “h¨ angen“. Ein niedriger Energiezustand
ist in diesem Fall gleichbedeutend mit einem stabilen Endzustand, also einem sehr
stabilen Werkst¨ uck. Der Ablauf der Grundvariante ist Tabelle 7.1 zu entnehmen.
Eine im Intervall [0;1] erzeugte Zufallszahl wird mit dem Ergebnis einer Ex-
ponentialfunktion verglichen, die wiederum von der Diﬀerenz der Funktionswerte
zwischen dem neuen und dem alten Punkt abh¨ angig ist. Ist die G¨ ute des neuen
Punktes besser als der gespeicherte Funktionswert, d.h. es gilt fi < f¤, so ergibt
sich ein positiver Exponent, da T > 0 gilt. Die Wahrscheinlichkeit, dass der neue
43Initialisierung i = 1, x¤ = RAND[xmin;xmax], f¤ = f(x¤)
Konstruktion xi = K(x¤;S)
Bewertung fi = f(xi)
Ersetzung Ψ =
(
x¤ = xj falls RAND [0;1] < e¡
ti¡f¤
T
x¤ sonst
Abbruchkriteruim wenn Bedingung erf¨ ullt zu Ausgabe sonst
i := i + 1, vermindere (S;T), R¨ ucksprung zu Konstruktion
Ausgabe x¤
Tabelle 7.1: Simulated Annealing Verfahren
Punkt ¨ ubernommen wird, betr¨ agt also 1, weil ein positiver Exponent in jedem Fall
einen Wert gr¨ oßer 1 liefert und die Ungleichung in Tabelle 7.1 in jedem Fall erf¨ ullt.
Schlechtere Punkte Pi werden allerdings nur mit einer Wahrscheinlichkeit akzeptiert,
die zwischen 0 und 1 liegt. ¨ Uber den Steuerparameter T kann die Akzeptanzwahr-
scheinlichkeit reguliert werden.
Der Verlauf des Verfahrens ist durch das kontinuierliche Absenken der Steu-
erparameter und das stufenweise Absacken der Zielfunktion (z.B. Q =
P
V TV )
gekennzeichnet.
Die Herabsetzung der Steuerungsparameter, in der Literatur h¨ auﬁg als Abk¨ uhl-
ungsschema bezeichnet, erfolgt in der Regel logarithmisch, um verschiedene Gr¨ oßen-
ordnungen des Suchraumes abzudecken. Die Verminderung von T(i) erfolgt durch
den konstanten Steuerparameter R mit
T(i) = T0R
i:
T0 ist ein extern ¨ ubergebener Startwert. Die Konstante R muss im Bereich zwischen
0 und 1 liegen, beispielsweise 0.9995, um ein langsames, streng monotones Absinken
von T(i) zu erm¨ oglichen. Auch ein monoton fallendes T(i) ist denkbar. In diesem
Fall wird T nicht in jeder, sondern in jeder k-ten Iteration einmal herabgesetzt
(siehe [3, 39]).
Ist die Anzahl gespeicherter Punkte gr¨ oßer eins (H > 1), so ergeben sich viele
M¨ oglichkeiten f¨ ur die Konstruktion von Optimierungsverfahren. Mittels einer Liste
von vorangegangenen Auswertungen der Zielfunktion besteht die M¨ oglichkeit, die
Zielfunktion zu modellieren. Es ist leicht einzusehen, dass, mit Zuhilfenahme dieser
Informationen ¨ uber die Zielfunktion, eﬃzientere Optimierungsverfahren aufgebaut
werden k¨ onnen.
Werden mehrere Punkte gleichzeitig konstruiert und erst anschließend bewer-
44tet, spricht man von einem generationellen Verfahren (siehe [27, 9, 11, 33]). Die
konstruierten Punkte durchlaufen gemeinsam die Zyklen der Konstruktion, Bewer-
tung und Ersetzung, weshalb sie in Generationen mit der Generationsgr¨ oße H zu-
sammengefasst werden. Die daraus resultierenden Verfahren und Untervarianten zur
globalen Optimierung sind sehr vielschichtig. Die Strategien der generationellen Ver-
fahren sind aus den Prinzipen des nat¨ urlichen Prozesses der Evolution abgeleitet.
Deshalb k¨ onnen die generationellen, bzw. genetischen oder evolution¨ aren Verfahren
am treﬀendsten mit Hilfe von Fachausdr¨ ucken aus der Biologie beschrieben werden.
Evolution¨ are Algorithmen sind stochastische Suchverfahren, die an die Prinzi-
pien der nat¨ urlichen biologischen Evolution angelehnt sind. Sie arbeiten gleichzeitig
auf einer Anzahl von potentiellen L¨ osungen, der Population von Individuen. Auf
diese Individuen (L¨ osungen) wird das Prinzip “Der Starke ¨ uberlebt“ angewandt,
um im Sinne einer Zielfunktion immer bessere Individuen zu erzeugen, die am Ende
zu einer guten L¨ osung f¨ uhren.
Durch einer Initialisierungsphase zu Beginn wird in einem Prozess ¨ uber meh-
rere Generationen eine Suche durchgef¨ uhrt. In jeder Generation wird eine Anzahl
neuer L¨ osungen erstellt. Dies erfolgt durch die Auswahl von Individuen entsprechend
ihrer Fitness, aus denen nachfolgend durch die Anwendung evolution¨ arer Reproduk-
tionsoperatoren neue Individuen erzeugt werden. Diese Individuen werden in die
Population eingef¨ ugt, wodurch eine neue Population entsteht. Die neue Population
dient als Ausgangspunkt f¨ ur die Erstellung neuer Individuen in der n¨ achsten Ge-
neration. Dieser Prozess f¨ uhrt zur Evolution (Entwicklung) von Populationen von
Individuen, die immer besser an die jeweilige Zielfunktion angepasst sind, als die
Individuen, von denen sie erzeugt wurden. Dies entspricht der nat¨ urlichen Anpas-
sung. Da evolution¨ are Algorithmen mit Populationen von Individuen arbeiten, wird
die Suche im Problemraum in einer parallelen Art und Weise durchgef¨ uhrt. Evo-
lution¨ are Algorithmen modellieren verschiedene nat¨ urliche Prozesse, wie Selektion,
Reproduktion, Rekombination, Mutation, Migration, Lokalit¨ at, Nachbarschaft, Par-
allelit¨ at und Konkurenz. Jeder dieser Prozesse kann in einer Vielzahl von Varianten
auftreten.
Die Abbildung 7.2 zeigt die Struktur eines einfachen evolution¨ aren Algorith-
mus. Zu Beginn der Arbeit eines evolution¨ aren Algorithmus erfolgt die Initialisie-
rung. Diese beinhaltet neben der Parametrisierung vor allem die Erstellung der
Anfangspopulation. Normalerweise werden die Individuen der Anfangspopulation
zuf¨ allig im Deﬁnitionsbereich der Variablen initialisiert. Allerdings k¨ onnen zu die-
se Initialisierung auch problemspeziﬁsche Verfahren verwendet werden. Die erstellte
Anfangspopulation wird durch die Zielfunktion bewertet. Damit ist die Population
der ersten Generation produziert.
Wenn das deﬁnierte Abbruchkriterium noch nicht erreicht ist, beginnt die Erstel-
lung einer neuen Generation und damit der evolution¨ are Kreislauf. Jedem Indivi-
duum wird entsprechend seines Zielfunktionswertes und im Vergleich zu allen an-
deren Individuen der Population eine Fitness zugewiesen (Fitnesszuweisung). Ent-
sprechend dieser Fitness werden die Individuen (Eltern) durch die Produktion von
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neuen Individuen (Nachkommen) ausgew¨ ahlt (Selektion). Die Eltern produzieren
unter Anwendung evolution¨ arer Operatoren (Rekombination, Mutation) die Nach-
kommen. Durch Rekombination werden die Nachkommen erstellt und diese werden
dann durch Mutation mit einer gewissen Wahrscheinlichkeit ver¨ andert. Die neuen
Individuen werden durch die Zielfunktion bewertet und in die Population durch die
Nachkommen ersetzt werden. Damit ist eine neue Population erstellt. Wenn das Ab-
bruchkriterium noch nicht erf¨ ullt ist, beginnt der Prozess der Erstellung einer neuen
Population von vorn.
In der Fitnesszuweisung wird festgelegt, wieviele Nachkommen jedes Individuum
produziert. Die Selektion entscheidet, welche Individuen f¨ ur die Fortpﬂanzung aus-
gew¨ ahlt werden.
Die Konstruktion von Punkten, die hier als Individuen bezeichnet werden, er-
folgt mit Hilfe von Paarung und Mutation. W¨ ahrend die Paarung neue Individuen
erschaﬀt, indem zwei Eltern (Individuen der alten Generation) rekombiniert wer-
den, erfolgt die Mutation wahllos in Form von zuf¨ alligen Ab¨ anderungen der frisch
erzeugten Kindergeneration.
Bemerkung 7.2.1 Die Matlab GEATbx (Genetic and Evolutionary Algorithm) Tool-
box vom Hartmut Pohlheim stellt die implementierte Verfahren zur Verf¨ ugung, bei
den die Anzahl gespeicherter Punkte gr¨ oßer eins (H > 1) ist.
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Parameter Calibration
Mit den herk¨ ommlichen Mitteln, wie analytischen Bewertungsformeln (siehe Ab-
schnitt 4.2), lassen sich leicht die Preise f¨ ur standardisierte Optionen bestimmen.
Im Falle exotischer Optionen, die wegen ihrer Komplexit¨ at nicht mit herk¨ ommli-
chen Mitteln zu bewerten sind, wird die Monte-Carlo Methode zu Hilfe genommen.
Um die Monte-Carlo-Methode auf zahlreiche Bewertungsmodelle, die sich seit der
bahnbrechende Arbeit von Black & Scholes rasant entwickelten, sinnvoll anwenden
zu k¨ onnen, ist die Bestimmung der Modellparameter notwendig. Speziell die An-
wendung der Monte-Carlo-Methode auf das Bakshi Modell hat die Bestimmung der
Parameter
² V0 initial Varianz,
² ¸ durchschnittliche Anzahl der Spr¨ unge in einem Jahr,
² ¹J Erwartungswert der Spr¨ unge,
² ¾J Varianz der Spr¨ unge,
² µv das Quadrat der langfristigen instantanen Volatilit¨ at,
² ·v die St¨ arke der mean reversion,
² ¾v vol of vol,
² ½ Korrelation
zu folge.
Die Modellparameter werden mit Hilfe numerischer Optimierungsverfahren,
aus impliziten Volatilit¨ aten (vergleiche Kapitel 5) gewonnen, was auch der n¨ achste
Abschnitt verdeutlicht.
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8.1 Parameter Calibration
Ermittlung der Aus¨ ubungspreise
Wie man aus der Abbildung 8.1 (siehe [12]) entnehmen kann, ist ein m¨ oglicher erster
Schritt zur Parameter Calibration die Ermittlung der Black-Scholes Strikes. Mittels
vorgegebener Marktvolatilit¨ aten ˆ ¾ f¨ ur verschiedener Deltas werden die Black-Scholes
Strikes ermittelt (siehe Kapitel 5)
Ki = BlackScholesStrikeRetriever(∆i; ˆ ¾i;Market;Call):
Berechnung des Call/Put
Der n¨ achste Schritt ist die Berechnung der Call/Put Preise aus dem betrachteten
Modell. Die Berechnung erfolgt z.B. wie im Modell von Heston oder im Modell von
Bakshi, mittels analytischer Bewertungsformel
Ci = C(Modell Parameter;Market;Ki;Call):
Implizite Volatilit¨ at
Die implizite Volatilit¨ at (IV) ist nach Black- Scholes die Zahl, die als Volatilit¨ atspa-
rameter in die Black-Scholes Formeln eingegeben wird, so dass der so berechnete
48Optionspreis mit dem Marktpreis ¨ ubereinstimmt (siehe Abschnitt 5.1). Zur Bestim-
mung der IV wird ein iteratives Optimierungsverfahren (z.B. Newton-Raphson, oder
Bisektion Verfahren) herangezogen
¾i = ImpVolRetriever(value = Ci;Market;Ki;Call):
Der in der Abbildung A.2 aufgelistete Algorithmus zur Bestimmung der im-
pliziten Volatilit¨ aten basiert auf der Newton-Raphson Methode (siehe Kapitel 7.1).
Parameter Optimierung
Aus den berechneten impliziten Volatilit¨ aten in beiden Modellen (Black-Scholes und
Bakshi) werden durch Optimierungsverfahren (siehe Kapitel 7) die Modellparameter
kalibriert
M(Modell Parameter) ,
n X
i=1
[ˆ ¾i ¡ ¾i(Modell Parameter)]
2:
8.2 Untersuchungen des Bakshi Modells
In der Literatur ist zu beobachten, dass die Parameter Calibration im Heston Modell
(siehe [12]), f¨ ur kurz bis mittelfristige one-touch-Optionen, sehr gute Ergebnisse lie-
fert. Im folgenden wird die Verhaltensweise des Bakshi-Modells anhand von Devisen
(FX)-Optionen untersucht.
Die Devisen (FX)-Optionen geben dem Optionsinhaber das Recht, gegen Zah-
lung einer Pr¨ amie (Optionspreis) einen bestimmten W¨ ahrungsbetrag zu einem vor-
gegebenen Zeitpunkt zu kaufen oder zu verkaufen. Der Verk¨ aufer der Option erh¨ alt
die Pr¨ amie und hat die Pﬂicht, den W¨ ahrungsbetrag zum vereinbarten Preis zu lie-
fern (Call-Option) oder abzunehmen (Put-Option), sofern der Optionsinhaber dies
verlangt.
Die Marktdaten 1 EUR/USD-spot (0.9300), domestic (USD) rate (0.05) und
foreign (EUR) rate (0.04) werden im folgenden als Market bezeichnet. Marktvola-
tilit¨ aten sind in Tabelle 8.1 aufgef¨ uhrt.
Ermittlung der Aus¨ ubungspreise
Aus den vorgegebenen Marktvolatilit¨ aten f¨ ur verschiedene Deltas und unterschied-
liche Laufzeiten (siehe Tabelle 8.1), werden die Black-Scholes Strikes Ki ermittelt.
Das Delta ist durch die Gleichung
∆ = Áe
¡rdTN(Ád+);
wobei
d+ =
ln S
K + (rd ¡ rf + 1
2ˆ ¾2)T
ˆ ¾
p
T
;
1Die Daten wurden von Dr. Uwe Wystup (Commerzbank AG) zur Verf¨ ugung gestellt.
49mit rd domestic rate, rf foreign rate und entweder Á = +1 (Call) oder Á = ¡1 (Put),
gegeben. Auﬂ¨ osung nach K ergibt
Ki = BlackScholesStrikeRetriever(∆i; ˆ ¾i;Market;Put);
oder explizit
Ki = S exp
©
¡ÁN
¡1(Á∆ie
rf¿)ˆ ¾i
p
¿ + ˆ ¾iµ+¿
ª
:
F¨ ur das ˆ ¾ in der Gleichung werden nur die Werte im ATM Bereich ber¨ ucksichtigt.
Das Ergebnis verdeutlicht die Tabelle 8.2.
Analytische Bewertungsformel
Die Berechnung des Put/Call aus dem Bakshi Modell
Ci = C(R0;¸;V0;¹J;¾J;µv;·v;¾v;½;Market;Ki;Put)
erfolgt mittels analytische Bewertungsformel (Vergleiche Abschnitt 4.2)
C(t;¿) = S(t)B
¤(t;¿)Π1(t;¿;S;R;V ) ¡ KB(t;¿)Π2(t;¿;S;R;V )
mit
Πj(t;¿;S(t);R(t);V (t)) =
1
2
+
1
¼
Z 1
0
Re
·
e¡iÁln[K]fj(t;¿;S(t);R(t);V (t);Á)
iÁ
¸
dÁ;
und
B
¤(t;¿) = e
¡rf(¿¡t):
Bemerkung 8.2.1 Zur numerischen Berechnung der Integrale aus der obigen Glei-
chung wird wegen dem Deﬁnitionsbereich des Integrals (0;1) Gauss-Laguerre Qua-
dratur zu Hilfe genommen.
Die Gauss-Laguerrre Integration berechnet (siehe [14])
Z 1
0
e
¡xf(x)dx ¼
n X
i=1
wif(xi);
wobei die St¨ utzstellen/Abzissen xi die Nullstellen des Laguerre-Polynoms n-ten Gra-
des Ln(x) sind und die Gewichtsfaktoren wi durch
wi =
An+1°n
AnL
0
n(xi)Ln+1(xi)
=
An
An¡1
°n¡1
Ln¡1(xi)L
0
n(xi)
;
gegeben sind. Dabei ist An Koeﬃzient xn in Ln(x). F¨ ur Laguerre Polynome gilt
An =
(¡1)n
n!
;
50Abbildung 8.2: Gauss-Laguerre Nodes and Weights
so dass
An+1
An
= ¡
1
n + 1
;
An
An¡1
= ¡
1
n
:
Es gilt
°n =
Z 1
0
e
¡x[Ln(x)]
2dx = 1;
so dass
wi =
1
(n + 1)Ln
0(xi)Ln+1(xi)
= ¡
1
nLn¡1(xi)L
0
n(xi)
:
Die Rekursion liefert
xLn
0(x) = nLn(x) ¡ nLn¡1(x) = (x ¡ n ¡ 1)Ln(x) + (n + 1)Ln+1(x);
und da xi die Nullstelle des Ln(x) ist,
nLn(xi) = (xi ¡ n ¡ 1)Ln(xi) = 0;
bekommt man
xLn
0(xi) = nLn(xi) ¡ nLn¡1(xi) = (n + 1)Ln+1(xi);
womit gilt
wi =
1
xi[Ln
0(xi)]2 =
xi
(n + 1)2[Ln+1(xi)]2:
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52Parameter Optimierung
Nun sind die Parameter R0;¸;V0;¹J;¾J;µv;·v;¾v;½ aus der analytische Bewertungs-
formel zu bestimmen, so dass die berechneten Put/Call Preise
Ci = C(Modell Parameter;Market;Ki;Put)
mit den gegebenen Marktdaten der Minimierungsaufgabe
n X
i=1
[ˆ ¾i ¡ ¾i]
2 =!min
gen¨ ugen, wobei ˆ ¾i die Marktvolatilit¨ aten(Black-Scholes Modell) und
¾i = ImpVolRetriever(value = Ci;Market;Ki;Put)
die aus dem Bakshi Modell implizierte Volatilit¨ at f¨ ur verschiedene Deltas bezeichnet.
Zur Bestimmung der Put/Call Preise wurde zuerst die Gradienten Methode
(siehe Kapitel 7), die in der Matlab Funktion fsolve, aus der Optimization Toolbox,
implementiert ist, zu Hilfe genommen. Parallel wurde auch die simulated annealing
Methode eingesetzt. Die Ergebnisse, die in der Tabelle 8.3 sichtbar sind, waren iden-
tisch. Die Rechenzeit eines 500 MHz AMD Athlon Prozessors unter der Verwendung
der Gradienten- Methode war wesentlich k¨ urzer (160 sec.) als unter der Verwendung
der simulated annealing Methode (5 min.).
Setzt man die errechneten Bakshi Preise zusammen mit den Marktdaten in
die analytische Bewertungsformel ein, wird eine globale Optimierungsaufgabe, ein
nichtlineares Gleichungssystem sichtbar, wobei die Modellparameter die Unbekann-
ten sind. Zur L¨ osung der Optimierungsaufgabe wurden sowohl die generationellen
Verfahren als auch das simulated annealing Verfahren (siehe Abbildungen A.3, A.4)
eingesetzt.
Zuerst wurde die simulated annealing Methode eingesetzt. Die Ergebnisse
wurden mit einem 500 MHz AMD Athlon PC, in ca. 17 min erzielt, und der
Absch¨ atzungsfehler lag bei 10¡4. Parallel wurden die generationellen Verfahren her-
angezogen. Die lieferten ein etwas besseres Ergebnis (Absch¨ atzungsfehler lag bei
10¡5), allerdings mit einer Laufzeit von 3 Stunden.
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54initial Varianz (V0) 0.046241
die St¨ arke der mean reversion (·v) 1.386352
durchschnittliche Anzahl der Spr¨ unge in einem Jahr (¸) 0.946134
Erwartungswert der Spr¨ unge (¹J) -0.981478
Korrelation (½) 0.978040
Varianz der Spr¨ unge (¾J) 0.966891
vol of vol (¾v) 0.811100
das Quadrat der langfristigen instantanen Volatilit¨ at (µv) 0.339824
Tabelle 8.5: Kalibrierte Parameter aus dem Bakshi Modell angepasst f¨ ur 1 Woche
EUR/USD Volatilit¨ at smile (05. Nov 2001.)
Die besten Ergebnisse, die aus Tabellen 8.5, 8.6, 8.7, 8.8 entnehmen sind, wur-
den durch die Kombination den zwei eingesetzten Verfahren erzielt. Zuerst wurde ein
grober Punkt mit der simulated annealing Methode gesucht, der dann weiter mit den
generationellen Verfahren verfeinert wurde. Der Absch¨ atzungsfehler ist der Abbil-
dung 8.6 zu entnehmen (Best obj. vals per subpop). Die Graphik ganz rechts unten
(Abbildung 8.6, order of subpops) zeigt dass die Optimierung mit f¨ unf Unterpopu-
lationen durchgef¨ uhrt wurde. Jede der Unterpopulationen verwendete eine andere
Strategie, die sich in der Gr¨ osse der verwendeten Mutationsschritte unterscheiden.
Je kleiner die Mutationsschritte sind, um so lokaler ist die Suche dieser Strategie.
Obere rechte Graphik (Obj. vals of all gen. (85 %)) stellt Zielfunktionswerte aller In-
dividuen einer Population ¨ uber mehrere Generation durch einen 2-D Farbenteppich
dar, und die mittlere Graphik unten (Obj. vals (85% best)) bildet Zielfunktionswerte
aller Individuen einer Generation durch einen 2-D Punktdiagramm ab.
Bemerkung
Genetische Algorithmen geben keinerlei Garantie f¨ ur das Finden der optimalen
L¨ osung. Ihre Eﬀektivit¨ at ist sehr von der Gr¨ oße der Population abh¨ angig. Man hat
hier also Tradeoﬀ zwischen Qualit¨ at der L¨ osung und der Laufzeit. F¨ ur Simulated
Annealing wurde ein Beweis der Konvergenz gef¨ uhrt, der auf der Cooling-Strategie
basiert. Durch Manipulationen an dieser Strategie erlangt man eine Kontrolle ¨ uber
das Konvergenzverhalten “je langsamer die Abk¨ uhlung und somit mehr Iterationen
desto besser wird die gefundene L¨ osung“. Bei genetischen Algorithmen hat man kei-
nerlei Kontrolle ¨ uber das Konvergenzverhalten. Weil Simulated Annealing zu jedem
Zeitpunkt nur eine L¨ osung bearbeitet, geht beim Akzeptieren der neuen L¨ osung
die alte Information verloren. Es gibt also keine Redundanz und keine Ged¨ achtnis
¨ uber verarbeitete Strukturen. Demzufolge k¨ onnen gute L¨ osungen verloren werden
und wenn die Abk¨ uhlung zu schnell ist, nie mehr gefunden werden. Genetische Al-
gorithmen verlieren auch L¨ osungen wegen zerst¨ orerischer Wirkung der genetischen
Operatoren. Sie machen dies teilweise wieder gut, indem sie verst¨ arkt ¨ uberdurch-
schnittlich gute Schemata durchforsten. Wird ein ¨ uberdurchschnittlich gutes Schema
¨ ubernommen, geht ein schlechtes Schema verloren, welches eventuell f¨ ur Konstruk-
tion eines optimalen Schemas unbedingt ben¨ otigt wird. Das kann zum Versagen des
55initial Varianz (V0) 0.077914
die St¨ arke der mean reversion (·v) 0.996879
durchschnittliche Anzahl der Spr¨ unge in einem Jahr (¸) 0.315815
Erwartungswert der Spr¨ unge (¹J) 0.997067
Korrelation (½) 0.759525
Varianz der Spr¨ unge (¾J) 0.999788
vol of vol (¾v) 0.961096
das Quadrat der langfristigen instantanen Volatilit¨ at (µv) 0.148484
Tabelle 8.6: Kalibrierte Parameter aus dem Bakshi Modell angepasst f¨ ur 6 Monate
EUR/USD Volatilit¨ at smile (05. Nov 2001.)
initial Varianz (V0) 0.131013
die St¨ arke der mean reversion (·v) 2.139713
durchschnittliche Anzahl der Spr¨ unge in einem Jahr (¸) 0.130836
Erwartungswert der Spr¨ unge (¹J) -0.248598
Korrelation (½) 0.810671
Varianz der Spr¨ unge (¾J) 0.651131
vol of vol (¾v) 0.402012
das Quadrat der langfristigen instantanen Volatilit¨ at (µv) 0.364460
Tabelle 8.7: Kalibrierte Parameter aus dem Bakshi Modell angepasst f¨ ur 18 Monate
EUR/USD Volatilit¨ at smile (05. Nov 2001.)
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Abbildung 8.3: Markt smile (EUR/USD) von 05. Nov 2001 mit entsprechend ange-
passten smile aus dem Bakshi Modell
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Abbildung 8.4: Markt smile (EUR/USD) von 05. Nov 2001 mit entsprechend ange-
passten smile aus dem Bakshi Modell
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Abbildung 8.5: Markt smile (EUR/USD) von 05. Nov 2001 mit entsprechend ange-
passten smile aus dem Bakshi Modell
57Verfahrens bei solchen t¨ auschenden Problemen f¨ uhren. Simulated Annealing hat bei
dieser Art von Problemen auch Schwierigkeiten, weil es viel Zeit beim Besuchen der
lokalen Maxima verlieren wird. Den Erkenntnissen nach ist somit eine Kombination
der beiden Methoden zu empfehlen.
Bemerkung
Die Parameter Calibration wurde ohne den Zinskomponenten durchgef¨ uhrt. Der
Zinssatz wurde als konstant angenommen (R0 = rd ¡ rf).
Zu weiteren Untersuchungen wurden Marktdaten (EUR/USD) von 03. Sep 2002
genommen (EUR/USD-spot=0.9845, domestic (USD) rate=0.0175, foreign (EUR)
rate=0.033). Die zugeh¨ origen Marktvolatilit¨ aten sind in Tabelle 8.9 aufgef¨ uhrt, und
die errechneten Aus¨ ubungspreise mit oben angegebenen Marktdaten sind der Tabelle
8.10 zu entnehmen.
Wie bisher in der Literatur zu lesen war (siehe [12]), vermutete man, dass die
Parameter Calibration f¨ ur kurz- und langfristige Optionsscheine mit einem stochastic-
volatility jump diﬀusion Modell zu bew¨ altigen ist. Die Untersuchungen, die am Baks-
hi Modell durchgef¨ uhrt wurden, mit den Markt Daten von 05. Nov 2001., ergaben
sehr gute Ergebnisse, die die Untersuchungen der Markt Daten von 03. Sep 2002.
bekr¨ aftigten. Sie ”ließen” sich f¨ ur fast alle Laufzeiten gut kalibrieren, was auch Ab-
bildungen 8.7, 8.8 verdeutlichen. Sehr bemerkenswert dabei ist, dass das Modell auch
so eine starke Schiefe im Markt, die die Markt Daten von 03. Sep 2002 aufweisen,
ber¨ ucksichtigen kann. Die ”Risk Reversals” sind in diesem Fall sehr hoch. Die be-
sten Ergebnisse der Parameter Calibration (Markt Daten von 03. Sep 2002) sind
Tabellen 8.11, 8.12, 8.13, 8.14 zu entnehmen.
Die Vermutungen aus der Literatur erwiesen sich durch die Untersuchung des
Bakshi Modells best¨ atigt. Dies liegt vor allem daran, dass das Bakshi Modell (8 Para-
meter) beispielsweise im Vergleich zu Heston Modell (5 Parameter) wesentlich mehr
Parameter aufweist, und man viel mehr ”Spielraum” zu Calibration hat. Anderer-
seits bedeutet es gr¨ oßeren Rechenaufwand mehrere Parameter zu kalibrieren.
Zu einem hat diese Arbeit einige Fragen gekl¨ art, und zum anderen viele neue
Fragen aufgeworfen:
² Wie kommt es zu solchen Werten?
² Wie sinnvoll ist es, ¨ uberhaupt so viele Parameter zuzulassen und was gewinnt
man dadurch?
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60initial Varianz (V0) 0.060128
die St¨ arke der mean reversion (·v) 2.331390
durchschnittliche Anzahl der Spr¨ unge in einem Jahr (¸) 0.609465
Erwartungswert der Spr¨ unge (¹J) -0.845508
Korrelation (½) 0.880420
Varianz der Spr¨ unge (¾J) 0.991871
vol of vol (¾v) 0.663216
das Quadrat der langfristigen instantanen Volatilit¨ at (µv) 0.262698
Tabelle 8.10: Kalibrierte Parameter aus dem Bakshi Modell angepasst f¨ ur 1 Monat
EUR/USD Volatilit¨ at smile (03. Sep 2002.)
initial Varianz (V0) 0.077239
die St¨ arke der mean reversion (·v) 1.111555
durchschnittliche Anzahl der Spr¨ unge in einem Jahr (¸) 0.593811
Erwartungswert der Spr¨ unge (¹J) 0.556571
Korrelation (½) 0.804345
Varianz der Spr¨ unge (¾J) 0.734862
vol of vol (¾v) 0.719007
das Quadrat der langfristigen instantanen Volatilit¨ at (µv) 0.174820
Tabelle 8.11: Kalibrierte Parameter aus dem Bakshi Modell angepasst f¨ ur 6 Monate
EUR/USD Volatilit¨ at smile (03. Sep 2002.)
initial Varianz (V0) 0.081636
die St¨ arke der mean reversion (·v) 2.450380
durchschnittliche Anzahl der Spr¨ unge in einem Jahr (¸) 0.418159
Erwartungswert der Spr¨ unge (¹J) 0.494872
Korrelation (½) 0.766670
Varianz der Spr¨ unge (¾J) 0.211674
vol of vol (¾v) 0.644973
das Quadrat der langfristigen instantanen Volatilit¨ at (µv) 0.140782
Tabelle 8.12: Kalibrierte Parameter aus dem Bakshi Modell angepasst f¨ ur 1 Jahr
EUR/USD Volatilit¨ at smile (03. Sep 2002.)
61initial Varianz (V0) 0.096623
die St¨ arke der mean reversion (·v) 0.603384
durchschnittliche Anzahl der Spr¨ unge in einem Jahr (¸) 0.184013
Erwartungswert der Spr¨ unge (¹J) 0.971422
Korrelation (½) -0.098611
Varianz der Spr¨ unge (¾J) 0.238260
vol of vol (¾v) 0.821778
das Quadrat der langfristigen instantanen Volatilit¨ at (µv) 0.051608
Tabelle 8.13: Kalibrierte Parameter aus dem Bakshi Modell angepasst f¨ ur 2 Jahre
EUR/USD Volatilit¨ at smile (03. Sep 2002.)
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Abbildung 8.7: Markt smile (EUR/USD) von 03. Sep 2002 mit entsprechend ange-
passten smile aus dem Bakshi Modell
0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2 1.25
10.2
10.4
10.6
10.8
11
11.2
11.4
11.6
11.8
12
12.2
Strike
V
o
l
a
t
i
l
i
t
y
EUR/USD 1 year
Market vols
Bakshivols
0.75 0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2
10.2
10.4
10.6
10.8
11
11.2
11.4
11.6
11.8
12
12.2
Strike
V
o
l
a
t
i
l
i
t
y
EUR/USD 2 year
Market vols
Bakshivols
Abbildung 8.8: Markt smile (EUR/USD) von 03. Sep 2002 mit entsprechend ange-
passten smile aus dem Bakshi Modell
Simulationen
Setzt man so errechnete Modellparameter in stochastic-volatility jump diﬀusion Mo-
dell von Bakshi (siehe [4])
dS(t) = S(t)[R(t) ¡ ¸¹J]dt +
p
V (t)S(t)dWS(t) + J(t)S(t)dq(t)
62dV (t) = [µv ¡ ·vV (t)]dt + ¾v
p
V (t)dWv(t);
das mittels Euler Verfahren implementiert wurde (siehe Abbildungen A.5,A.6,A.7),
ein, bekommt man eine Trajektorie, einen simulierten Bakshi Pfad. Die Anwendung
der Monte-Carlo Methode (1000 Pfade)
1
1000
e
¡rdT
1000 X
j=1
(S
(j)
t ¡ K)
+;
mit T = 2 und Schrittweite ∆ = 1=360 liefert Ergebnisse, die in Abbildung 8.9 zu
sehen sind. Die Abbildung 8.9 sind t¨ agliche Ver¨ anderungen des Optionspreises zu
entnehmen. Somit kann man auch die Preise f¨ ur exotische Optionen bestimmen.
Desweiteren wurden auch die Trajektorien mit h¨ ochere initial Volatilit¨ at (V0 =
0:12) simuliert (Abbildung 8.10). Vergleicht man die Abbildungen 8.9 und 8.10 wird
einsichtig, dass die Einsetzung einer h¨ ocherer initial Volatilit¨ at in das stochastic-
volatility jump diﬀusion Modell von Bakshi, das mittels Euler Verfahren implemen-
tiert wurde, auch h¨ ocheren Volatilit¨ at der simulierten Pfaden zur Folge hat.
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Abbildung 8.9: Simulierter Pfad mit errechneten Parametern unter Verwendung der
Monte-Carlo Methode
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Abbildung 8.10: Simulierter Pfad mit errechneten Parametern (inital Vol = 0.12)
unter Verwendung der Monte-Carlo Methode
63Weitere Untersuchungen
Die bisherige Untersuchungen wurden mit einem konstanten Zinssatz durchgef¨ uhrt,
was konkret bedeutet dass alle Zinskomponenten aus der analytische Bewertungs-
formel gleich Null gesetzt waren. Die Versuchung auch die Zinskomponenten
² Zinssatz (R0),
² R¨ ucktriebrate rate of mean reversion (·R),
² Volatilit¨ at der Varianz (¾R),
² langfristige instantane Volatilit¨ at (µR),
in die Calibration mitreinzunehmen ergab erstaunliche Ergebnisse. Die Untersu-
chungen mit den Markt Daten von 05. Nov 2001., lieferten sehr gute Ergebnisse,
allerdings nur f¨ ur eine Laufzeit von zwei Jahren. Die Markt Daten von 03. Sep 2002.
”ließen” sich auch f¨ ur k¨ urzere Laufzeiten, als zwei Jahren, gut kalibrieren.
Im folgenden sind die besten Ergebnisse der Parameter Calibration (siehe Ta-
belle 8.15, 8.16, 8.17, 8.18) angegeben und mit dazu geh¨ orenden Graphiken belegt
(siehe Abbildung 8.11, 8.12).
Zinssatz (R0) 0.00162
initial Varianz (V0) 0.0507713
R¨ ucktriebrate rate of mean reversion (·R) 0.2819509
die St¨ arke der mean reversion (·v) 0.1349423
durchschnittliche Anzahl der Spr¨ unge in einem Jahr (¸) 0.108597
Erwartungswert der Spr¨ unge (¹J) 0.294545
Korrelation (½) 0.684248
Volatilit¨ at der Varianz (¾R) 1.48316
Varianz der Spr¨ unge (¾J) 0.618109
vol of vol (¾v) 1.825962
langfristige instantane Volatilit¨ at (µR) 0.0028246
das Quadrat der langfristigen instantanen Volatilit¨ at (µv) 0.245418
Tabelle 8.14: Kalibrierte Parameter aus dem Bakshi Modell angepasst f¨ ur 2 Jahre
EUR/USD Volatilit¨ at smile(05. Nov 2001)
Obwohl die Parameter Calibration ziemlich gute Ergebnisse ohne die Zinskom-
ponenten ergab, versuchte man, durch die Zunahme zus¨ atzlichen Komponenten mit
denen man mehr ”Spielraum” zur Kalibrierung schuf, Verbesserungen zu erzielen.
Als oﬀene Fragen dieser Untersuchung blieben zu kl¨ aren, weshalb die Hinzunahme
einer stochastischen Zinskomponente die Kalibrierungsergebnisse eher verschlechtert
haben und weshalb in diesem Fall die Marktdaten vom 5. November 2001 f¨ ur einige
Laufzeiten nicht kalibriert werden konnten.
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Abbildung 8.11: Markt smile (EUR/USD) von 05. Nov 2001 mit entsprechend an-
gepassten smile aus dem Bakshi Modell
Zinssatz (R0) 0.000428
initial Varianz (V0) 0.017946
R¨ ucktriebrate rate of mean reversion (·R) 0.504053
die St¨ arke der mean reversion (·v) 0.984509
durchschnittliche Anzahl der Spr¨ unge in einem Jahr (¸) 0.559925
Erwartungswert der Spr¨ unge (¹J) 1.086306
Korrelation (½) 0.862373
Volatilit¨ at der Varianz (¾R) 1.647644
Varianz der Spr¨ unge (¾J) 1.148369
vol of vol (¾v) 0.786723
langfristige instantane Volatilit¨ at (µR) 0.939859
das Quadrat der langfristigen instantanen Volatilit¨ at (µv) 0.219532
Tabelle 8.15: Kalibrierte Parameter aus dem Bakshi Modell angepasst f¨ ur 2 Wochen
EUR/USD Volatilit¨ at smile (03. Sep 2002)
65Zinssatz (R0) 0.017009
initial Varianz (V0) 0.262286
R¨ ucktriebrate rate of mean reversion (·R) 0.372711
die St¨ arke der mean reversion (·v) 1.922335
durchschnittliche Anzahl der Spr¨ unge in einem Jahr (¸) 0.151429
Erwartungswert der Spr¨ unge (¹J) -0.107493
Korrelation (½) 0.797217
Volatilit¨ at der Varianz (¾R) 0.345949
Varianz der Spr¨ unge (¾J) 0.778453
vol of vol (¾v) 1.457889
langfristige instantane Volatilit¨ at (µR) 0.335067
das Quadrat der langfristigen instantanen Volatilit¨ at (µv) 0.113034
Tabelle 8.16: Kalibrierte Parameter aus dem Bakshi Modell angepasst f¨ ur 9 Monate
EUR/USD Volatilit¨ at smile (03. Sep 2002)
Zinssatz (R0) 0.008915
initial Varianz (V0) 0.035901
R¨ ucktribrate rate of mean reversion (·R) 0.022184
die St¨ arke der mean reversion (·v) 0.764251
durchschnittliche Anzahl der Spr¨ unge in einem Jahr (¸) 0.369916
Erwartungswert der Spr¨ unge (¹J) 0.311224
Korrelation (½) 0.718154
Volatilit¨ at der Varianz (¾R) 1.062600
Varianz der Spr¨ unge (¾J) 0.290927
vol of vol (¾v) 1.327819
langfristige instantane Volatilit¨ at (µR) 0.021845
das Quadrat der langfristigen instantanen Volatilit¨ at (µv) 0.149454
Tabelle 8.17: Kalibrierte Parameter aus dem Bakshi Modell angepasst f¨ ur 2 Jahre
EUR/USD Volatilit¨ at smile(03. Sep 2002)
660.96 0.97 0.98 0.99 1 1.01 1.02 1.03
9.2
9.4
9.6
9.8
10
10.2
10.4
10.6
10.8
Strike
V
o
l
a
t
i
l
i
t
y
EUR/USD 2 weak
Market vols
Bakshivols
0.96 0.97 0.98 0.99 1 1.01 1.02 1.03
10.2
10.4
10.6
10.8
11
11.2
11.4
11.6
11.8
12
12.2
Strike
V
o
l
a
t
i
l
i
t
y
EUR/USD 9 month
Market vols
Bakshivols
0.75 0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2
10.2
10.4
10.6
10.8
11
11.2
11.4
11.6
11.8
12
12.2
Strike
V
o
l
a
t
i
l
i
t
y
EUR/USD 2 year
Market vols
Bakshivols
Abbildung 8.12: Markt smile (EUR/USD) von 03. Sep 2002 mit entsprechend an-
gepassten smile aus dem Bakshi Modell
6768Anhang A
Programme
Folgende Programme sind im Matlab implementiert. Der Abbildung A.1 ist das Pro-
gramm GLagNodeWt.m zu entnehmen. Das Programm berechnet Gauss-Laguere
nodes und weights. In der Abbildung A.2 ist das Programm impvol.m dargestellt, was
mittels Newton Methode die Implizite Vol’s berechnet. Das Programm simann.m,
was der Seite “http://univie.ac.at/“ entnommen wurde, ist in den Abbildungen A.3
und A.4 aufgef¨ uhrt. In den Abbildungen A.5, A.6 und A.7 ist die notwendige Ap-
paratur zur Simulation des Bakshi Modells dargestellt.
Abbildung A.1: GLagNodeWt.m
69Abbildung A.2: impvol.m
70Abbildung A.3: simann.m
71Abbildung A.4: simann.m
72Abbildung A.5: bakshi.m
73Abbildung A.6: Winccorr.m
Abbildung A.7: pois.m
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