Abstract. We study the connection between the entropy of a dynamical system and the boundary distortion rate of regions in the phase space of the system.
Introduction
Let X = (X, ρ) be a metric space. For every A ⊂ X and ε > 0, we denote the ε-neighborhood of A by O ε (A). If A = {x} is a single point, then O ε (A) is the ball of radius ε centered at x, and we denote it by B(x, ε). Let τ : X → X be a continuous map and let h µ (τ ) be the Kolmogorov entropy of τ with respect to an invariant probability measure µ. The following conjecture is motivated by some remarks in [7] :
If τ , µ and a function ε → k(ε) ∈ N satisfy some general conditions, then
where the convergence holds at least in measure.
In particular, we assume that lim
(One cannot look forward to reasonable results when k and ε vary independently.) It turns out that the conjecture is true at least within two classes of dynamical systems in some sense opposite of each other: symbolic systems (the first rigorous results for them were obtained in [2] ) and smooth maps. More precisely, (1) can be proved for so-called synchronized subshifts (and hence for all sofic systems) under natural restrictions on µ, and for Anosov diffeomorphisms with SRB (see, e.g., [4] ) measures µ .
We begin with formulating a precise result for synchronized subshifts. Then we will prove the above conjecture for hyperbolic automorphisms of tori to show some basic ideas also employed in a nonlinear case.
Statement of results
Let A be a finite alphabet, S a shift transformation defined on A Z , and let X be an S-invariant compact subset of A Z . We define a metric ρ on X by
where θ ∈ (0, 1) and
We recall the definition of a synchronized system (see, e.g., [1] ).
Definition 1.1. Let (X, S) be a transitive subshift. A word in the alphabet A is an X-block if it is a subblock in some x ∈ X. The pair (X, S) is a synchronized system if there exists an X-block w (a 'magic' word) such that if uw and wv (and hence u, v) are X-blocks, then uwv is also an X-block.
It is known that the family of synchronized systems contains all subshifts of finite type and, more generally, the sofic systems introduced by Weiss [6] . Theorem 1.2. Let (X, S) be a synchronized system and let µ be an S-invariant ergodic probability measure on X. Assume that the function k : (2) and that there exists a 'magic' word w such that
where |w| is the length of the word w. Then for all θ ∈ (0, 1) equation (1) holds with convergence in the sense of L 1 µ . This theorem is proved in [8] . We now remind the reader of several well-known facts concerning algebraic automorphisms of tori (see, e.g., [3, 5] ).
Let τ be a hyperbolic automorphism of the torus T n = R n /Z n and let µ be the Lebesgue (Haar) measure on T n , which is clearly τ -invariant.
We denote the matrix that induces τ by A τ . If λ 1 , . . . , λ max are its eigenvalues, then
Hyperbolicity of τ implies that |λ i | = 1 for all i. Let H s (H u ) be the direct sum of the subspaces in R n corresponding to λ i with |λ i | < 1 (|λ i | > 1, respectively); H s and H u are invariant under A τ , H s ∩ H u = {0}, and R n = H s ⊕ H u . We will use the following simple statement: there exist constants a s > 0, a u > 0, λ s < 1 and λ u > 1 such that for all y 1 ∈ H s , y 2 ∈ H u and m ∈ N,
where || · || denotes the Euclidean norm in R n . We denote the Lebesgue measures on H s and H u by ν s and ν u , respectively. Let λ = i:|λi|>1 |λ i |. For any measurable sets B s ⊂ H s and B u ⊂ H u ,
Theorem 1.3. If k(ε) satisfies condition (2) and if τ and µ are as above, then for each x ∈ T n equation (1) holds.
Proof of Theorem 1.3
Let
Observe that the sets H s (y) and H u (y), y ∈ R n , induce two partitions of R n that are invariant under the action of A τ . We will keep the same notation ν
Let G s,y and G u,y be measurable subsets of H s (y) and H u (y), respectively. We say the set
. Clearly, for a given y ∈ R n , there exist constants C 1 , C 2 depending only on the angle between H s and H u such that
It is easy to see that there exists γ 1 > 0 depending only on the angle between H s and H u such that
The first inequality in (4) implies that
Since λ s < 1 and lim ε→0 k(ε) = ∞, for sufficiently small ε (sufficiently large k(ε)) we have
Now we can estimate ν u O 
where l is the dimension of H s . Now (5) implies that
Let ν be the Lebesgue measure on R n . From (8) - (10) we conclude that
where γ 0 depends only on the angle between H u and H s , and α 1 , α 2 depend only on l.
Lower bound. By (6) and the definition of the parallelogram P C1ε (y), for each m ∈ Z + ,
Let π denote the natural projection of R n onto T n . We will use the following lemma to estimate the measure of the set on the left-hand side of (12).
Lemma 2.1. If ε is small enough, then the restriction of π to the set
Proof. From the definition of the parallelogram P C2ε (y) it follows that
(13) By (2) k(ε) = o(ln(ε)), hence the right-hand side of (13) tends to 0 as ε → 0. But on every set of diameter smaller than 1 the projection π is bijective.
The lemma just proved implies that if ε is small enough, then
By (5) and (12)
where γ 0 , as before, depends only on the angle between H s and H u . Given x ∈ T n and y ∈ π −1 x, from (6) and (14) it follows that
We substitute (11) and (15) into (16) to obtaiñ
≤γ(1 + γ 1 ) l 2 n−l λ k(ε) C 2 n−l ε n , whereγ = γ 0 α 1 α 2 . The measure of the ball B(x, ε) with a small ε equals µ(B(x, ε)) = ν(O ε (y)) = α 3 ε n ,
where α 3 = const. By putting (11), (17), (18) together and taking (3) into account we arrive at (1).
Remark 2.2. For a nonlinear hyperbolic map of a Riemann manifold, the proof inherits these basic constructions. Of course, it is more delicate to estimate the measure of the projections on the stable and unstable manifolds (in general, with nonzero curvature), and we have to use some additional technics to complete the proof. Moreover, we cannot prove (1) for all x and have to content ourself with a weaker kind of convergence.
