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Abstract 
 
Quantum effects are investigated in highly dense and supercooled plasmas.  Diverse issues are 
brought under consideration right from the fundamental subject i.e. Debye shielding to linear and 
nonlinear, electrostatic and electromagnetic waves in a simple electron-ion and multicomponent, 
magnetized and unmagnetized, unbounded and bounded plasmas.  Quantum fluid equations are 
used to describe the quantum behavior of the comparatively lighter particles e.g. electrons and 
positrons.  The Debye shielding which is the basic parameter of collective interaction in plasma 
is worked out for quantum plasma.  It is found that quantum effects change the screening length 
which consequently, set the plasma to modified collective behavior. The quantum 
magnetohydrodynamic model and then reductive perturbation technique is incorporated to study 
the linear and nonlinear magnetoacoustic modes of propagation in electron-positron-ion (e-p-i) 
plasma with quantum effects. Also, the effects of positron concentration, obliqueness and 
magnetic field are investigated to both on fast and slow modes. The nonlinear behavior due to 
the trapping of particles in wave potential in a self-gravitating quantum dusty plasma along with 
the modulational instability is encountered.  The nonlinear structures under the trapping and 
gravitational potential effects are analyzed by employing the Sagdeev potential approach. 
Finally, in bounded plasma, the dust-lower-hybrid surface wave is discussed in both, classical 
and quantum, regimes. 
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Chapter 1 
Introduction to Degenerate Plasmas 
In this chapter, the occurrences, basic characteristics and types of quantum degenerate 
plasma are briefly described. The theoretical approaches to study the quantum plasma are 
illustrated. Complex plasmas and surface waves are also introduced. Layout of the thesis is 
included at the end.   
 
1.1   Degenerate plasma 
As the universe is manifested by matter and energy (light) bestowed with dual nature; 
particle and wave. Both of them show complimentary behavior in classical and quantum 
regimes. Classical world is characterized by light having wave nature and matter having 
particle nature while opposite in the quantum world, the matter behaves as a wave and light 
as particles. Examples of this wave particle duality are pair production of particles and anti-
particles, pair annihilation, photoelectric effect and Compton Effect etc. 
Plasma is composed of different particle species, charged as well as neutral. According to 
a rather rough estimate, 90% of the mass of the universe is invisible lying in form of dark 
matter, showing its existence through gravity. It is believed that 99% of rest of the 10% mass 
survives in plasma state. Generally speaking, most of the plasmas encountered in nature and 
laboratory are hot and tenuous, hence the matter wavelength so-called de Broglie wavelength 
associated with particles is extremely small. Thus the particles do not interact quantum 
mechanically. In this case the particles are treated as point like particles. Thence, the plasma 
is treated as a classical system. However, there are many situations in the universe (interior 
of stars, white dwarfs and neutron stars etc.) where the plasma is extremely dense, the 
neighboring de Broglie wavelengths associated with the charged particles interfere with one 
another, resulting in quantum interactions. Electrons in metals and electron-hole plasma in 
semiconductors even at room temperature are dense enough to qualify for the status of 
quantum plasma. Particles in such environments are characterized by low temperature such 
that the corresponding de Broglie length is large enough to produce quantum interaction 
through entanglement due to the overlapping of particle wave functions. 
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Figure 1.1:   Distribution of classical and quantum plasmas on density-temperature phase diagram. 
The dashed line ߯ ൌ 1  defines the boundary between classical and quantum plasma.  Non ideal 
classical and quantum regimes for singly charged particles is shown by the shaded area enclosed by the 
lines Г஼ ൌ 1	and  Гொ ൌ 1.  High charge number species complex plasmas extend the region widely for 
nonideal behavior. The outer shaded region specifies the quark-gluon plasma.  Complex plasmas 
containing special particles like Yukawa balls and multilayered crystals are also shown [1]. 
 
 
1.2 Occurrences of Degenerate Plasmas  
The degenerate plasmas are, usually, characterized by low temperature and high density contrary 
to the classical plasmas. These plasmas can be found in laboratory frame as well as in space 
objects with different conditions of temperature and density. There are certain situations where 
despite of extremely high temperature the plasma still satisfies the conditions of degenerate 
plasma due to the compensating effect of much high density.  Some common degenerate plasmas 
are discussed briefly in the sections below. 
1.2.1   Condense matter plasmas 
Degenerate plasma occurs in metals as density of the free electrons is high enough (~10ଶଶܿ݉ିଷ 
) so that the de Broglie length becomes comparable to the average distance between  neighboring 
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electrons. Thus,  quantum interactions come into play which makes the electron gas degenerate.  
Recently, tremendous achievements have been made in nano particles developments. The 
physics of the metallic nano structures [2-6] which form nano plasma systems also demands the 
quantum corrections. In semiconductors, electron-hole pairs also fulfill the conditions for these 
quasi particles to behave like a degenerate plasma [7-11]. Modern technological developments 
have reduced the size of the electronic devices up to micron and submicron scale. In such 
systems, the quantum tunneling effect plays an important role in particles transport due to the 
quantum degeneracy. Such systems  are normally referred to as plasma like media. 
 1.2.2   Laboratory plasmas 
In laboratory, plasma is compressed to study the behavior of matter at high density like in dense 
astrophysical objects using diamond anvils [12], gas guns [13,14],  devices based on explosion 
[15,16], highly pinched plasma [17,18] and shock waves [19]. In such situations the density rises 
to the solid density which ensures the degeneracy of electrons even at moderate temperature. 
1.2.3   Astrophysical plasmas 
There are many examples in the astrophysical environment in which the plasma is extremely 
dense so the degeneracy occurs within its species specially electrons being lighter particles [20]. 
Examples of such plasmas are, like in the core of the giant planets e. g. Saturn and Jupiter 
[21,22], core of the Sun [23], white and brown dwarfs [24] and neutron stars [25,26]. In all these 
cases, gravity compresses the matter up to a high density limit so that the electrons comprising 
plasmas in it exhibit degeneracy. In case of neutron star the matter is extremely dense with 
density in the order of ~10ଷ଺ܿ݉ିଷ. At such a high density even the heavier component species 
like protons and other ions also show the quantum degeneracy. The degeneracy of the plasma 
species provides the outward   pressure which balances the inward gravitational pull. 
1.2.4   Laser plasmas 
Invention of laser in 1960’s provided a powerful source of energy implanting technique [27]. 
When the laser is fallen on solids, it ionizes the atoms. Thus, a plasma with solid density is 
appeared which carries the properties of degenerate plasma. Lasers can produce enormous 
electromagnetic pressure [28-30], which is used in the inertial confinement of plasma to sustain 
the nuclear fusion. 
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1.2.5   Quark-gluon plasma 
When plasma is compressed to a very high order of density, the nuclei form a crystalline 
structure.  If it is further compressed, the plasma melts to a degenerate nuclei fluid embedded in 
electron gas.  As they approach each other to the separation equal to the de Broglie length of 
proton or neutron, then the nearest nucleons from two nuclei interact quantum mechanically and 
thus consequently, proton or neutron can tunnel out from the nucleus through Mott transition 
which is expected at nuclear density. 
If the compression still increases up to the density 10ଷଽܿ݉ିଷ and now we can imagine 
easily that when two nucleons are so close to each other that their wave functions overlap. Again, 
the Mott transition takes place and the elementary particles within the nucleons tunnel out from 
their parent nuclei [31]. This is a multicomponent degenerate plasma comprising of electrons, 
quarks, their antiparticles and their intermediating particles (gluons and photons) in exotic state. 
In this quark-gluon plasma, interactions occur through coulomb potential developed due to the 
color charges [32-34]. 
1.3   Types of degenerate plasmas 
There are two types of degenerate plasmas based on the statistics dealt with, i. e. (1) Fermi 
plasma (2) Bose plasma. 
1.3.1   Fermi plasma 
A statistical ensemble of charged particles which satisfies the Pauli exclusion principle and 
obeys the Fermi-Dirac statistics is termed as Fermi degenerate plasma. The wave function 
associated to this system of particles is anti-symmetric. For example, if the two particles are 
interchanged, the wave function is equal to the negative of the original wave function. Let us 
suppose that  ߖሺ1,2,3,……… .ܰሻ  is the wave function of a system of ܰ  particles, then on 
interchanging the position of particles 1 and 2, the wave function obeys the transformation as, 
ߖሺ2,1,3, ……… .ܰሻ ൌ െߖሺ1,2,3, ……… .ܰሻ.                                    (1.1) 
The particles characterized by anti-symmetric wave function designated with half odd integral 
ቀଵଶ ,
ଷ
ଶ ,
ହ
ଶ , … ቁ spin are named as fermions.  Such particles are distributed according to the Fermi-
Dirac distribution function, given by 
݂൫ܧ௝൯ ൌ ଵ௘ഁሺಶೕషಔሻାଵ ,                                                       (1.2) 
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where, ߚ ൌ ଵ௄ಳ்  , ܭ஻  denotes Boltzmann constant, ܶ  represents the temperature and μ	  is the 
chemical potential of a particle. 
1.3.2   Bose plasma  
It is a statistical ensemble of charged particles which obey the Bose-Einstein statistics and is 
independent to Pauli principle restrictions. The wave function of such a assembly of particles is 
symmetric. For example, if the two particles are interchanged, the wave function remains the 
same. Let us suppose that ߖሺ1,2,3, ……… .ܰሻ is the wave function of a group of ܰ particles, 
then on interchanging the positions of particles 1 and 2, the wave function obeys the 
transformation as, 
ߖሺ2,1,3, ……… .ܰሻ ൌ ߖሺ1,2,3, ……… .ܰሻ.                                   (1.3) 
The particles characterized by symmetric wave function designated with integral ሺ0,1,2,3, … ሻ 
spin are named as bosons.  Such particles are distributed according to the energy distribution 
function, given by 
݂൫ܧ௝൯ ൌ ଵ௘ഁሺಶೕషಔሻିଵ.                                                           (1.4) 
    In crystalline shape, a bosonic system is very similar to a fermionic one [35]. At low density, 
the bosons arrange themselves in concentric shells. With rise in density, the crystal begins to 
melt orientationally and set the particles in  a radial order keeping still in concentric shells. If the 
density further increases the radial ordering vanishes and it melts into a liquid state called Bose 
liquid. 
One of the drastic features of Bose system is the superfluidity (no viscosity). It occurs only in 
nonideal Bose liquids in which there exists pair interaction. The temperature below which 
superfluidity occurs is called  λ- point. Bose plasma can be visualized when a few Bosoic ions 
trapped in harmonic potential.  In such systems coupling strength and quantum statistics can be 
taken in account.  Also, in semiconductors when two fermions, e.g. an electron from the 
conduction band and a hole in the valance band make a cooper type pair is called exciton.  These 
excitons act as bosons which then fulfill the requirements of Bose plasma.  Also, in solids two 
electrons forming cooper pairs act as bosons and strongly interact with the lattice phonons. Such 
systems define Bose plasma [1]. 
 
 
18 
 
1.4 Salient Features of Degenerate Plasma 
Plasmas can be found in enormous varieties due to long ranges of temperature and density. They 
can be categorized into two types on the basis of complementary conditions of temperature and 
density. For example, plasmas with high temperature and low density are considered to be 
classical plasmas where as low temperature and high density plasmas are designated as quantum 
or degenerate plasmas. Actually, in classical regime the particle nature of the component species 
dominates over the wave nature, that’s why they are dealt classically. But in quantum regime, 
wave nature of the particles has its upper edge on their particle nature. 
1.4.1   Criterion for degenerate plasmas 
Quantum entanglement of the wave functions is the basic requirement of emergence of the 
quantum interactions. Two neighboring wave functions can overlap each other if the 
corresponding de Broglie wavelength of each particle is comparable to or more than the inter-
particle distance. This, matter wave-wave interaction enables the system to behave as a 
degenerate plasma. As the de Broglie wavelength can be expressed as, 
ߣ஻ ൌ ௛ඥଶగ௠௄ಳ்.                                                                    (1.5) 
Here, ݄ is Planck’s constant, ݉ is mass of particle, ܭ஻ is Boltzmann constant 
Average inter-particle distance  ′݀′ can be written in terms of number density as 
݀ ൌ ݊ିభయ.                                                                          (1.6) 
By using equation (1.5) and equation (1.6), if ߣ஻ ൒ ݀, then we can easily write the condition for 
degenerate plasma as 
1 ൑ 	݊ߣ஻ଷ .                                                                         (1.7) 
if ߣ஻ ൏ ݀, then for classical plasma, we may express the condition as 
1 ൐ ݊ߣ஻ଷ .                                                                          (1.8) 
Now, we define dimensionless degeneracy parameter ߯ as following, 
߯ ≡ 	݊ߣ஻ଷ ∝ ቀఒಳௗ ቁ
ଷ.                                                              (1.9) 
 We can take a better estimate about the level of degeneracy in the system. If the de Broglie 
wavelength is smaller than the inter-particle distance then 	߯ ≪ 1 , so the system behaves 
classically. On the other hand if  ߯ ≫ 1 then it qualifies for a degenerate plasma. The boundary 
between a classical (non-degenerate) plasma and quantum (degenerate) plasma lies at ߯ ൎ 1. 
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1.4.2 Concept of Fermi temperature 
A confined electron gas obeys the Pauli exclusion principle and then consequently the Fermi-
Dirac distribution. Two electrons with opposite spin accommodate in single energy state. The 
energy levels are occupied in a sequence right from the bottom to a particular higher energy level 
so-called Fermi level depending on the total strength of the electrons in the system. The energy 
of this level is called Fermi energy of that system. As the electrons settle themselves in higher 
energy states due to the restrictions of Pauli principle, hence, the average kinetic energy in the 
system increases. The temperature associated with this Fermi type kinetic energy is termed as 
Fermi temperature.  The average kinetic energy of the particles can obtained easily [36], which is 
given by 
〈ܧ〉 ൌ ଷହ ܧி.                                                                     (1.10) 
Also, the momentum corresponding to the Fermi energy is given by [37], 
݌ி ൌ ħሺ3ߨଶ݊ሻ
భ
య.                                                                (1.11) 
Now, we relate the Fermi energy ܧி and momentum as 
ܧி ൌ ௣ಷ
మ
ଶ௠.                                                                       (1.12) 
By using equation (6) in equation (7), we obtain, 
ܧி ൌ ħ
మ
ଶ௠ ሺ3ߨଶ݊ሻ
మ
య.                                                            (1.13) 
Thermodynamics allows us to write, 
ܧி ൌ ܭ஻ ிܶ.                                                                 (1.14) 
By manipulating equation (1.13) and equation (1.14), the Fermi temperature is given by, 
ிܶ ൌ ħ
మ
ଶ௠௄ಳ ሺ3ߨ
ଶ݊ሻమయ.                                                        (1.15) 
It is interesting to note that the Fermi temperature depends only upon the  density of the 
degenerate system. In a degenerate (quantum) plasma, the Fermi (quantum) temperature ሺ ிܶሻ is 
more than the classical temperature ሺܶሻ  and opposite is in case of classical (non degenerate) 
plasma. Thus, for a quantum plasma, ்ಷ் ൒ 1 and for a classical plasma, 
்ಷ
் ൏ 1. 
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1.4.3   Degenerate pressure 
In degenerate plasma, the overall pressure dyad comprises of kinetic pressure dyad, Fermi 
pressure dyad and Bohmian contribution. Using the equilibrium Wigner function the Fermi 
pressure including the kinetic and osmotic parts can easily be derived [38] to be 
ܲி ൌ ௠௡బ௩ಷమ஽ାଶ ቀ
௡
௡బቁ
ଷ                                                           (1.16) 
Here, ݉ is mass of particle, ݊଴ is equilibrium particle density, ݒி is Fermi speed, ݊ is perturbed 
particle density and ܦሺൌ 1,2,3ሻ is number of dimensions. 
By implanting the number of dimensions and the corresponding value of Fermi velocity in 
equation (1.16) one can find the pressure in that dimensions. For a 2-fold degeneracy, the Fermi 
velocity in one dimension can be expressed as given by 
                                         ்௢௧௔௟	௣௛௔௦௘	௦௣௔௖௘	௔௘௥௔௔௥௘௔	௔௖௖௨௣௜௘ௗ	௕௬௢௡௘	௦௧௔௧௘ ൌ 
ଶ௠௩ಷ௅
௛ ൌ
ே
ଶ,                                       (1.17) 
                                                         ݒி ൌ గħ௡బଶ௠ .                                                                        (1.18) 
Where, ܮ is spatial length, ݄ is Planck’s constant, ħ is reduced Planck’s constant ቀħ ൌ ௛ଶగቁ and ܰ 
is total number of particles confined in length ܮ. 
Similarly, for two and three dimensions, one can find the Fermi velocity, respectively, given by 
                                                    ݒி ൌ ħ௠ ሺ2ߨ݊଴ሻଵ ଶ⁄ ,                                                               (1.19) 
And                                            ݒி ൌ ħ௠ ሺ3ߨଶ݊଴ሻଵ ଷ⁄ .                                                              (1.20) 
 
1.4.4   Quantum electrostatic screening   
When an electron gas, lying neutral in the background of positively charged ions, is disturbed. 
An electrostatic attractive field is produced which brings the displaced electrons back to original 
position. But, due to the inertia they overshoot in the opposite side and again a retarding field 
stops the electrons eventually and drags them back to the equilibrium position vice versa. In case 
of collisionless electron gas, oscillations are set up whose frequency so-called plasma frequency 
is expressed as 
߱௣ ൌ ቀସగ௡௘
మ
௠ ቁ
ଵ ଶ⁄ .                                                                      (1.21) 
Fermi velocity in terms of Fermi temperature is given by 
ݒி ൌ ቀଶ௄ಳ்ಷ௠ ቁ
ଵ ଶ⁄ .                                                                       (1.22) 
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One of the peculiar properties of plasma is to screen out the electrostatic potential introduced in 
it. This shielding length specifies the strength of collective behavior. Thomas-Fermi screening 
length analogous to the Debye screening length in classical plasma is written as 
ߣ்ி ൌ ௩ಷఠ೛.                                                                (1.23) 
By substituting equation (1.21) and equation (1.22) in equation (1.23), we get 
ߣ்ி ൌ ቀ௄ಳ்ಷଶగ௡௘మቁ
ଵ ଶ⁄ .                                                       (1.24) 
 
1.4.4   Coupling factor of degenerate plasma 
Coupling factor is the average interactive energy of a particle with respect to its nearest 
neighboring particle ratio to its mean kinetic energy. In the present case of degenerate plasma, 
the kinetic energy is replaced by Fermi energy. Mathematically, the quantum coupling factor is 
expressed as 
Гொ ൌ ห〈௎
೔ೕ〉ห
ாಷ .                                                                (1.25)  
The average Coulomb potential energy ห〈ܷ௜௝〉ห is given by 
ห〈ܷ௜௝〉ห ൌ ௘మ௡భ య⁄ఢబ .                                                        (1.26) 
By incorporating equation (1.13) and equation (1.26) in equation. (1.25), we get  
	Гொ ൌ 2ሺ3ߨଶħଷሻଶ ଷ⁄
݁ଶ݉
߳଴݊ଵ ଷ⁄  
	ൌ ቀ ଵ௡ఒಷయቁ
మ
య ∝ ቀħఠ೛ாಷ ቁ
ଶ.                                                  (1.28) 
The coupling factor gives the extent of local binary interaction compared with the global 
collective interactions. The plasma is ideal or collisionless if Гொ ൏ 1	  and it is nonideal or 
collisional when Гொ ൐ 1. 
 
1.5 Theoretical Formalisms For Degenerate Plasma 
On the similar parity to the study of classical plasma, quantum degenerate plasma is also studied 
through the following theoretical approaches. 
(1)   Wigner-Poisson Kinetic Approach 
(2)   Schrodinger-Poisson Multistream  Approach 
(3)   Quantum Hydrodynamic Fluid Approach 
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1.5.1   Wigner-Poisson kinetic formalism 
In 1932, Wigner laid down the foundation of phase space picture of quantum mechanics [38] to 
study the quantum corrections in statistical effects in a thermodynamic system. Analogous to the 
classical distribution function, it was introduced as a quantum mechanical distribution function 
so-called Wigner function which is the function of position, momentum and time. Due to the 
restriction of uncertainty principle, the position and momentum of a quantum system cannot be 
determined simultaneous without uncertainty. That is the reason, in Schrodinger or Heisenberg 
picture, the wave function is expressed either in position or momentum space. The Wigner 
function is written in both position and momentum space, not specifying a point but area (not 
less than ħ) in phase space. Still, it permits to work out the variables associated with that 
quantum state. For a system of ܰ-particles with mixed states of single particle wave functions 
߰ఈሺݔ, ݐሻ. Let the probability of each particle is ݌ఈ, so for whole the system, we can write 
∑ ݌ఈ ൌ 1ேఈୀଵ .                                                             (1.29) 
The Wigner function can be expressed in terms of density matrix for a ܰ-particle system in 
position-momentum phase space as 
݂ሺݔ, ݒ, ݐሻ ൌ ∑ ௠ଶగħேఈୀଵ ݌ఈ ׬ ߰ఈ∗ ቀݔ ൅
ఒ
ଶ , ݐቁ	߰ఈ ቀݔ െ
ఒ
ଶ , ݐቁ ݁௜௠௩ఒ ħ⁄ ݀ߣ
ஶ
ିஶ .           (1.30) 
 
The Wigner function is not a real representative of probability density due the non-
commutability of position and momentum (Heisenberg’s uncertainty principle). It attains 
negative values in some domain of phase space. Apart from it, the Wigner function has several 
similar properties as that of classical distribution function e. g. it is real valued, normalizable and 
a tool for determination of expectation values. This linkage between classical kinetic approach 
and quantum kinetic approach by Wigner function can be established through the following 
complementary relations. 
Spatial probability density is determined by the integration of Wigner function over the momenta 
as 
׬ ݂ሺݔே, ݌ே, ݐሻ݀݌ே ൌ |߰ఈሺݔே, ݐሻ|ଶ௣ಿ௣భ .                                      (1.31) 
Momentum probability is obtained by taking the integration of Wigner function over space 
variables as, 
׬ ݂ሺݔே, ݌ே, ݐሻ݀ݔே ൌ |߰ఈሺ݌ே, ݐሻ|ଶ௫ಿ௫భ .                                      (1.32) 
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Moreover, the expectation value of dynamical variable, say ܣሺݔே, ݌ேሻ, is obtained by 
〈ܣ〉 ൌ ∬ ܣሺݔே, ݌ே, ݐሻ௫ಿ,௣ಿ௫భ,௣భ ݂ሺݔே, ݌ே, ݐሻ݀ݔே݀݌ே.                              (1.33) 
In classical plasma, the Vlasov equation is used in kinetic model which is obtained from 
Boltzmann transport equation by neglecting the collision term. Similar equation is developed in 
quantum kinetic model using Wigner function which is given by, 
డ௙
డ௧ ൅ ݒ
డ௙
డ௫ ൅
௘௠
ଶగ௜ħమ ∬݀ߣ	݀ݒᇱ݁ݔ݌ ቀ
௜௠൫௩ି௩ᇲ൯ఒ
ħ ቁ ቂ߮ ቀݔ ൅
ఒ
ଶቁ െ ߮ ቀݔ െ
ఒ
ଶቁቃ ݂ሺݔ, ݒ, ݐሻ ൌ 0.     (1.34) 
Equation (1.34) is the quantum analog of Vlasov equation in classical kinetic model. In the 
quasi-classical limit  ħ → 0, equation (1.34) reduces to the classical Vlasov equation. 
To describe electrostatic modes, the Poisson equation is included with Wigner equation  to 
complete the quantum kinetic model, which is expressed as, 
                                                              డమఝడ௫మ ൌ 4ߨݍሺ׬ ݂ܸ݀ െ ݊଴ሻ.                                           (1.35) 
For the description of electromagnetic modes, Maxwell’s equations are coupled with equation 
(1.34). 
1.5.2  Derivation of quantum fluid equations from Wigner-Poisson formalism 
Notwithstanding, Wigner formalism enjoys indeed a few exceptions, but still it has some 
disadvantages e. g. indirect dealing with macroscopic properties of plasma, lengthy and subtle 
analytical treatment and tedious simulation handling etc. The fluid model, despite of its some 
flaws, is adequate to use to study the plasma dynamics. Quantum fluid equations can be obtained 
by taking the lower order moments of the Quantum Vlasov equation (1.34). For example, 
moment of zeroth order defines density, 1st order→ mean velocity, 2nd order→ pressure and so 
on. Mathematically, these macroscopic properties may be written as 
݊ሺݔ, ݐሻ ൌ ׬݂݀ݒ, ݑሺݔ, ݐሻ ൌ ଵ௡ ׬ ݂ݒ݀ݒ, ܲሺݔ, ݐሻ ൌ ݉ሺ׬ ݂ݒଶ݀ݒ െ ݊ݑଶሻ                       (1.36) 
 
On employing above mentioned definitions in equation  (1.34) and performing integration on ݒ, 
one can easily get from zeroth and Ist order moments, the continuity equation and momentum 
equation, respectively, as  
                                                         డ௡డ௧ ൅
డሺ௡௨ሻ
డ௫ ൌ 0,                                                               (1.37) 
                                                 డ௨డ௧ ൅ ݑ
డ௨
డ௫ ൌ
௘
௠
డ∅
డ௫ ൅
ଵ
௠௡
డ௉
డ௫.                                                      (1.38) 
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Here, ݁ is charge on electron, ݉ is mass of electron, ∅ is electrostatic potential and ܲ is pressure 
enclosing the quantum effects in it. Pressure can be split into its fermionic and quantum parts as 
                                                            ܲ ൌ ܲிሺ݊ሻ ൅ ܲொ.                                                         (1.39) 
Where,  ܲிሺ݊ሻ ൌ ܲ௞ ൅ ܲ௢  (kinetic Fermi pressure plus osmotic pressure) and ܲொ  is pure 
quantum pressure with no counterpart in classical plasma. These parts can be worked out by 
considering the Wigner function of (N-body) mixture of states, each with probability ݌ఈ, ߙ ൌ
1,2, … ,ܯ, is expressed as 
                             ݂ሺݔ, ݒ, ݐሻ ൌ ∑ ௠ேଶగħேఈୀଵ ݌ఈ ׬ ߰ఈ∗ ቀݔ ൅
ఒ
ଶ , ݐቁ	߰ఈ ቀݔ െ
ఒ
ଶ , ݐቁ ݁௜௠௩ఒ ħ⁄ ݀ߣ
ஶ
ିஶ        (1.40) 
By using the Madelung [39] decomposed wave function, taken as 
                                               ߰ఈሺݔ, ݐሻ ൌ ܣఈሺݔ, ݐሻ݁ݔ݌ሺ݅ܵఈሺݔ, ݐሻ ħ⁄ ሻ,                                     (1.41) 
and                                  ݑఈ ൌ ଵ௠
డௌഀ
డ௫ ,                        ݑఈ௢ ൌ
ħ
௠஺ഀ
డ஺ഀ
డ௫                                          (1.42) 
Whereby, ܣఈ , ܵఈ , ݑఈ  and ݑఈ௢  are amplitude of wave function, phase of wave function, kinetic 
average speed and osmotic average speed respectively. 
By invoking equations (1.40)-(1.42) in equation (1.36) and then using it along with equation 
(1.39), one can write equations (1.37) and (1.38) as 
                                                        డ௡డ௧ ൅
డሺ௡௨ሻ
డ௫ ൌ 0,                                                                (1.43) 
                                 డ௨డ௧ ൅ ݑ
డ௨
డ௫ ൌ െ
ଵ
௠௡
డ௉ಷሺ௡ሻ
డ௫ ൅
௘
௠
డ∅
డ௫ ൅
ħమ
ଶ௠మ
డ
డ௫ ቀ
డమ൫√௡൯ డ௫మ⁄
√௡ ቁ.                        (1.44) 
We close the set of quantum fluid equations for the description of charged particle collective 
behavior by including the Poisson equation, i.e. 
                                                    డమ∅డ௫మ ൌ 4ߨ݁ሺ݊ െ ݊଴ሻ.                                                             (1.45) 
Hence, the set of equations (1.43)-(1.45) comprises the quantum fluid model. If we use quasi-
classical limit; ħ → 0, equation (1.44) changes into Euler’s equation and thus we get the classical 
fluid equations. The last ( ħଶ~	order) term in equation (1.36) appears amazingly on behalf of the 
pure quantum interactions. It bears it’s no counterpart in classical fluid momentum equation. 
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1.5.3   Schrodinger – Poisson formalism  
The gradients of Schrodinger- Poisson formalism for a system of  ܰ wave functions  ߰ఈሺݔ, ݐሻ are 
ܰ representative Schrodinger equations and coupled Poisson equation; 
                                    ݅ħ డటഀడ௧ ൌ െ
ħమ
ଶ௠
డమటഀ
డ௫మ െ ݁∅߰ఈ,            ߙ ൌ 1,2, …ܰ                             (1.46) 
                                              డమ∅డ௫మ ൌ 4ߨ݁	ሺ∑ ݌ఈ|߰ఈ|ଶ െ ݊଴ேఈୀଵ ሻ.                                              (1.47) 
This system consists of very large number of equations. So analytical solution may not be found. 
Therefore, on the basis of Dawson’s idea of multistreams [30] we can decompose the equation 
(1.46) by using Madelung transfom of wave function, given by equation (1.41) which is repeated 
as 
                                                   ߰ఈ ൌ ܣఈ݁ݔ݌ሺ݅ܵఈ ħ⁄ ሻ.                                                            (1.48) 
Also, density and velocity of each stream may be substituted for as accordingly 
                                          ݊ఈ ൌ |	߰ఈ|ଶ ൌ ܣఈଶ ,               ݑఈ ൌ ଵ௠
డௌഀ
డ௫ .                                       (1.49) 
By using equations (1.48) and (1.49) into equations (1.46) and (1.47) and eventually on 
separating the real and imaginary parts, we get two coupled equations  
   డ௡ഀడ௧ ൅
డሺ௡ഀ௨ഀሻ
డ௫ ൌ 0,      (1.50) 
 డ௨ഀడ௧ ൅ ݑఈ
డ௨ഀ
డ௫ ൌ
௘
௠
డ∅
డ௫ ൅
ħమ
ଶ௠మ
డ
డ௫ ൬
డమ൫ඥ௡ഀ൯ డ௫మ⁄
ඥ௡ഀ ൰.    (1.51) 
If we consider the limit ħ→ 0, classical Dawson’s model equations are left with us. All the 
quantum effects are contained by the ħ -dependent term in equation (1.51). Moreover, this 
quantum term, also, play an important role in imparting some wave dispersion which prevents 
the density to pile up contrary to its classical counterpart. 
1.6  Alternative Approach to the Fluid Equations 
It is appropriate to derive the fluid equations from the Wigner-Moyal type equation instead of 
Wigner equation [40].  We start with nonrelativistic Pauli equation given by 
 ݅ħ డఅഀడ௧ ൅
ħమ
ଶ௠ഀ ∆ߖఈ െ ቂ
௜௘ħ
ଶ௠ഀ௖ ൫ܣԦ. ׏ ൅ ׏ܣԦ൯ ൅
௘మ஺మ
ଶ௠ഀ௖మ ൅ ݁ఈ߮ െ ߤԦఈ. ܪሬԦቃߖఈ ൌ 0,        (1.52) 
Here, ߖఈ ൌ ߖఈሺݎԦ, ݐ, ߪԦሻ shows the wave function of the particle with spin ݏԦ ൌ 1 2ߪԦ⁄  where  ߪԦ ൌ
േ1 .  The symbols ܣԦሺݎԦ, ݐሻ  and ߮ሺݎԦ, ݐሻ  represent the vector potential and scalar potential 
respectively. The last term in equation (1.52) contribute for the magnetic dipole energy. 
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If in special case we ignore the magnetic energy term and split the equation (1.52) using 
Madelung decomposed wave function given by equation (1.41), we get 
      డ௔ഀమడ௧ ൅ ׏. ܽఈଶ
рሬԦഀ
௠ഀ ൌ 0,                   (1.53) 
     ௗрሬԦഀௗ௧ ൌ ݁ఈ ቀܧሬԦ ൅
௩ሬԦഀൈுሬԦ
௖ ቁ ൅
ħమ
ଶ௠ഀ ׏
ଵ
௔ഀ ∆ܽఈ.                             (1.54) 
Here, we replace the notation ܣఈ  by ܽఈ  to avoid the notation conflict. Obviously, ܽఈଶ ൌ |ߖఈ|ଶ 
indicates the probability density for finding a particle at a point in space and  рሬԦఈ ൌ ׏ݏԦ െ ௘ഀ௖ ܣԦ  
gives the momentum operator. 
The quantum Vlasov equation  satisfied by one particle distribution function ఈ݂ሺݎԦ, рሬԦ, ݐሻ is 
     డ௙ഀడ௧ ൅ ቀ
డ௥Ԧ
డ௧ . ׏ቁ ఈ݂ ൅
ௗрሬԦഀ
ௗ௧
డ௙ഀ
డрሬԦഀ ൌ 0.                                      (1.55) 
By incorporating equation (1.54) in equation (1.55), we get 
                   డ௙ഀడ௧ ൅ ቀ
డ௥Ԧ
డ௧ . ׏ቁ ఈ݂ ൅ ݁ఈ ൬ܧሬԦ ൅
௩ሬԦഀൈுሬԦ
௖ ൅
ħమ
ଶ௠ഀ ߘ
ଵ
ඥ௡ഀ ∆ඥ݊ఈ൰
డ௙ഀ
డрሬԦഀ ൌ 0,       (1.56) 
For a one particle distribution function, we replaced the probability density  ܽఈଶ ൌ |ߖఈ|ଶ  by 
particle density ݊ఈ. Eq. (1.56)  presents particle dispersion effects in a phenomenological way as 
compared to Wigner equation which includes them through first principle. The quantum 
interaction term appears with the other contributing source terms i.e. electrostatic, magnetic or 
spin effect in the evolution process. Thus, the rigorous mathematical manipulation required in 
processing Wigner equation can be avoided by using Eq. (1.56) instead.  
In order to obtain the one-fluid quantum kinetic equation, we ignore the electron inertial term 
and supposing ܧሬԦ ൌ െ׏߮  and ܪሬԦ ൌ 0 for a quasineutral plasma, equation (1.56) is written for 
electrons and ions as 
                           ሺݒԦ. ׏ሻ ௘݂ ൅ ׏ ቀ݁߮ ൅ ௩ሬԦഀൈுሬԦ௖ ൅
ħమ
ଶ௠೐
ଵ
√௡ ∆√݊ቁ
డ௙೐
డр ൌ 0,                    (1.57) 
                                        డ௙೔డ௧ ൅ ሺݒԦ. ׏ሻ ௜݂ ൅ ׏݁߮
డ௙೔
డр ൌ 0.                                      (1.58) 
We igored the quantum term in the ion equation due to its smallness.  As the Fermi distribution 
for electrons is 
                                              ௘݂ ൌ ଵ
௘௫௣ቌ
рమ
మ೘೐షೆషഋ೐
೅ ቍାଵ
,                                             (1.59) 
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with  ܷ ൌ ݁߮ ൅ ħమଶ௠೐
ଵ
√௡ ∆√݊  and ߤ௘  represents the chemical potential.  At absolute zero 
temperature ߤ௘ ൌ ԑி (Fermi energy), the step distribution function is then expressed as  
                                               ௘݂ ൌ ݂ ቀԑி ൅ ܷ െ р
మ
ଶ௠೐ቁ.                                        (1.60) 
Now the density can be expressed as 
                                                    ݊ ൌ ଶሺଶగħሻయ ׬ ݂݀ଷр,                                          (1.61) 
By using equation (1.60), equation (1.61) gives 
                                               ݊ ൌ рಷ೐యଷగమħయ ൭1 ൅
௘ఝା ħమమ೘೐
భ
√೙∆√௡
ԑಷ ൱
ଷ ଶ⁄
.                        (1.62) 
Now substituting ݁߮ from equation (1.62) in equation (1.58), we obtain 
                                        డ௙డ௧ ൅ ሺݒԦ. ׏ሻ݂ െ ׏൬ԑி ቀ
௡
௡బቁ
ଶ ଷ⁄ െ ħమଶ௠೐
ଵ
√௡ ∆√݊൰
డ௙
డр ൌ 0.                      (1.63) 
By taking the moments of equation (1.63) following the standard procedure, we get the fluid 
equations describing macroscopic quantities as 
                                                                  డ௡డ௧ ൅ ׏. ሺ݊ݑሬԦሻ ൌ 0,                                                   (1.64) 
                                                డ௨ሬԦడ௧ ൅ ሺݑሬԦ. ׏ሻݑሬԦ ൌ െ
௄ಳ்ಷ
௠೔ ׏ ቀ
௡
௡బቁ
ଶ ଷ⁄ ൅ ħమଶ௠೐௠೔ ߘ
ଵ
√௡ ∆√݊,              (1.65) 
where the macroscopic fluid velocity is obtained by 
                                                            ݑሬԦ ൌ ଵ௡ ׬
ଶௗయ௣
ሺଶగħሻయ ݒԦ݂ሺݎԦ, рሬԦ, ݐሻ.                                             (1.66) 
The equation (1.64) and equation (1.65) are the continuity and momentum equations for quantum 
fluid model which contain the Fermi pressure and Bohm quantum potential contributions. 
1.7  Complex Plasmas 
An ordinary electron-ion plasma mixed with additional components such as negative ions, 
charged dust particulates as well as reactive atoms or molecules is termed as complex plasma or 
commonly known as dusty plasma.  The excessive components make the dynamics of electron 
and ions more complex, that’s why such plasma is called complex plasma.  It also falls in the 
category of soft matter. Dusty plasmas are quite common in nature, lying in both space plasmas 
as well as in laboratory environment e.g. in interplanetary, interstellar and intergalactic regions, 
planetary rings, noctilucent clouds, cometary tails, rocket exhaust and thunder clouds etc.  Dust 
grain size spans from nanometer to micron.  They are highly charged, usually, in several orders 
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of elementary charge either negatively or positively depending on the environment of their 
occurrence. Major sources involved in their charging processes are the electron and ion currents 
collection, secondary emission, photoemission, thermionic emission, field emission, radioactivity 
and impact ionization etc.  Many consequences are produced due to the high enough charge on 
them.  They largely influence the dynamics of electrons and ions. The dusty plasmas are strongly 
coupled even at room temperature. 
One of the distinguishing properties of dusty plasma is to arrange itself in a crystalline form. 
Moreover, the properties (electrical, magnetic, mechanical, optical or structural) of such finite 
coulomb systems are much sensitive to the number of particulates. Properties can be changed 
drastically even if one particle is added to the system. 
1.8 Surface Waves 
Two dimensional waves which are confined at the interface between two media are called 
surface waves. The amplitude of such waves is maximum at the interface and decay 
exponentially in both the directions normal to the interface. Like volume waves, the surface 
waves also occur in both the natures: (1) mechanical waves e.g. gravity waves, ocean waves and 
earthquake waves etc. (2) Electromagnetic waves e.g. long wavelength radio transmission waves 
which travel near the earth surface.  People know the mechanical waves since a long time ago.  
Electromagnetic surface waves were first introduced by Zenick about a century ago when he 
solved the Maxwell’s equations along with the surface boundary conditions. 
 In space plasmas, regions of different characteristics are encountered which are adjacent to 
each other.  Therefore, these regions bear sharp or broad boundary layers between them.  In 
laboratory plasma, the walls of the plasma containing vessels bound the plasma.  In most of the 
cases, boundary layers are extremely sharpe, therefore, we can consider them to be interfaces 
between two regions of different plasmas.  These interfaces can support different propagating 
surface modes. 
1.8.1   Boundary conditions 
Maxwell’s equations are used to solve for field vectors provided the field quantities are well 
behaved functions.  Along boundaries if the medium involve discontinuities in electrical 
behavior (or having sources along the boundaries), the field vectors also become discontinuous 
and thus their behavior across the boundaries is expressed in  terms of so-called surface 
boundary conditions. 
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 For a finite conductivity media the tangential components of electric field across an 
interface are continuous [41] 
                                                               ܧଵ௧ ൌ ܧଶ௧,                                                                  (1.67) 
Here the subscript 1and 2 show the media across the boundary. 
It may be expressed in more comprehensive as  
                                                   ො݊ 	ൈ ൫ܧሬԦଶ െ ܧሬԦଵ൯ ൌ 0.                                                              (1.68) 
Where ො݊ is the normal unit vector to the interface. 
Also, the tangential components of magnetic field vector are continuous, i.e. 
                                                           ܪଵ௧ ൌ ܪଶ௧,                                                                      (1.69) 
or                                               ො݊ 	ൈ ൫ܪሬԦଶ െ ܪሬԦଵ൯ ൌ 0.                                                             (1.70) 
Similarly, the normal components of displacement vetors and magnetic field vectors are also 
continuous, which can be expressed as 
                                                         ܦଵ௡ ൌ ܦଶ௡,                                                                      (1.71) 
or                                               ො݊	. ൫ܦሬԦଶ െ ܦሬԦଵ൯ ൌ 0,                                                                 (1.72) 
and                                                  ܤଵ௡ ൌ ܤଶ௡,                                                                        (1.73) 
or                                               ො݊	. ൫ܤሬԦଶ െ ܤሬԦଵ൯ ൌ 0.                                                                  (1.74) 
For infinite conductivity media, normal components of displacement vector and tangential 
components of magnetic field vector across the boundary are discontinuous, which may be 
expressed, respectively, as 
                                         ො݊	. ൫ܦሬԦଶ െ ܦሬԦଵ൯ ൌ ߩ௘௦ ⇒ 	ܦଶ௡ െ ܦଵ௡ ൌ ߩ௘௦,                                      (1.75) 
                                         ො݊ 	ൈ ൫ܪሬԦଶ െ ܪሬԦଵ൯ ൌ ௘݆௦ ⇒ 	ܪଶ௧ െ ܪଵ௧ ൌ ௘݆௦,                                     (1.76) 
where, ߩ௘௦ is the surface charge density and ௘݆௦ is the surface electric current density. 
 
1.9  Layout of the Thesis 
In quantum regime, the classical pressure term is replaced by two terms.  One in form of Fermi 
pressure appearing due to the restrictions imposed by the Pauli Exclusion Principle so-called the 
statistical quantum effect and the other is a pure quantum potential named as Bohm potential 
representing quantum diffraction or quantum tunneling effect.  The collective interactions in 
plasma are modified due these quantum effects.  In Chapter 2, the Debye shielding which is the 
basic parameter of collective interaction in plasma is worked out for a quantum plasma and is 
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known as the Thomas Fermi length in literature.  It is found that quantum effects change the 
screening length which consequently modifies the collective behavior.  Chapter 3 is devoted for 
the study of low-frequency obliquely propagating magnetoacoustic waves in dense electron-
positron-ion in quantum or degenerate magnetoplasmas in their linear and nonlinear propagation.  
We used quantum magnetohydrodynamic model and then reductive perturbation technique to 
work out the linear and nonlinear modes of propagation with quantum effects. Also, the effects 
of positron concentration, obliqueness and magnetic field are investigated to both on fast and 
slow modes.  The nonlinear behavior in case of trapping of particles in wave potential in a self-
gravitating quantum dusty plasma is studied in Chapter 4.  The nonlinear structures under the 
trapping effects and gravitational potential effects are analyzed by employing the Sagdeev 
potential approach.  It is also shown graphically that the solitary structures depend on Mack 
number and ion temperature.  
Most of the plasmas are bound plasmas, which demand the study of surface propagating modes.  
Chapter 5 discusses the propagation of low frequency dust   surface mode particularly dust-
lower-hybrid surface waves in classical and quantum magnetoplasma.  The quantum effects are 
only incorporated through the lighter particles (electron and positron) dynamics.  The summary 
of work is presented in chapter six. 
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Chapter 2 
Debye Shielding in Quantum Plasmas 
Shielding of an electrostatic potential in plasma is its distinguished property. The extension of 
screening length so- called Debye length depends on temperature and density of plasma in a 
classical regime. According to the classical viewpoint the Debye length decreases when 
temperature decreases but it is not true for a very low temperature i.e. at 0ܭ.  At this limit Fermi 
temperature and Bohm temperature are not zero.  The Debye Shielding length is worked out for 
extremely low temperature quantum degenerate plasma. 
2.1 Introduction 
Since last decade, there has been increasing interest in the study of quantum mechanical effects 
in plasmas and microelectronic devices [42].  The importance of quantum plasmas has been 
shown in miniaturized electronic devices [3], in dense astrophysical situations [43] and in laser 
produced plasmas [44].  New quantum mechanical results have been predicted in super-cooled 
dusty plasmas by a number of workers [45-48]. 
 If a plasma is cooled down up to a very low temperature or made extremely dense, the de 
Broglie wavelength of the charge carriers may be comparable to the average inter-particle 
distance, viz. the Debye length of the plasma.  In this situation, the plasmas must behave as 
degenerate gas and thus the quantum mechanical effects really play an important role in the 
modification of collective behavior of the charged particles. For a system to be called a plasma, 
the Debye length should be smaller than the size of the plasma system.  So, when the de Broglie 
wavelength of carriers is comparable or larger than the Debye length, the quantum mechanical 
effect must be playing a significant role in Debye shielding.  
Shukla et al [48] calculated near and far field potentials of a slowly moving test charge in a 
quantum plasma.  They utilized the already derived dielectric function of Pines [49] considering 
the Fermi temperature of the quantum plasma gas.  However, they ignored the quantum effect 
arising out of the Bohm potential term due to the collective interaction in the equation of motion.  
We work out the modification of the usual Debye shielding in super-cooled Fermi gas plasma 
using a ‘quantum hydrodynamic model’ of the plasmas. 
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2.2 Derivation of Debye Length with Quantum Corrections  
We consider a zero- temperature Fermi gas, an electron-ion plasma with motion of plasma 
particles in one dimension (x-direction).  Fermi gas obeys the pressure law [42,50] 
௝ܲ ൌ ௠ೕ௏ಷೕ
మ ௡ೕయ
ଷ௡ೕబమ
,                                                                      (2.1) 
where ݆ ൌ ݁	(electrons) and ݆ ൌ ݅  (ions), ௝݉  is the mass, ிܸ௝ ൌ ൫2ܭ஻ ிܶ௝ ௝݉⁄ ൯ଵ ଶ⁄  is the Fermi 
thermal velocity, ܭ஻ is the Boltzmann constant, ிܶ௝ shows Fermi temperature.  Here, ௝݊ is the 
perturbed number density. 
The linearized equation of motion for the ݆th species with quantum Bohm potential term is 
௝݉ ௝݊଴ ቀ డడ௧ ൅ ߥ௝ቁ ࣏௝ଵ ൌ െݍ௝ ௝݊଴સ∅ଵ െ ׏ ௝ܲଵ ൅
ħమ
ସ௠ೕ સ൫׏
ଶn୨ଵ൯ ,                      (2.2) 
where  ݍ௝, ௝݉ and  ߥ௝ are the charge ,mass and collisional frequency with neutrals respectively.  
Here, ∅ଵ  is the electrostatic wave potential, ħ  is the Planck’s constant divided by 2ߨ . The 
quantum correction in equation (2.2) appears through the Fermi temperature ிܶ௝and the last term 
of the Bohm potential. The continuity equation of the ݆th species is 
డ௡ೕభ
డ௧ ൅ ௝݊଴
డజೕభೣ
డ௫ ൌ 0.                                                        (2.3) 
Assuming that the variation in 	 ௝߭ଵ௫ , n୨ଵ and  ∅ଵ is proportional to ݁ݔ݌ሾെ݅ሺ߱ݐ െ ݇ݔሻሿ where  ߱ 
and ݇ are the wave angular frequency and wave number, equation (2.2) reduces to 
൫߱ ൅ ݅ߥ௝൯ ௝߭ଵ௫ ൌ ௤ೕ௞௠ೕ ∅ଵ ൅
௞௏ಷೕమ
௡ೕబ ൫1 ൅ ߛ௝൯ ௝݊ଵ,                                       (2.4) 
where                                                             ߛ௝ ൌ ħ
మ௞మ
଼௠ೕ௄ಳ்ಷೕ.                                                    (2.5) 
Combining equations (2.3) and (2.4) and writing the density perturbation as ௝݊ଵ ൌ
െ߯௝݇ଶ∅ଵ 4ߨݍ௝ൗ , the electric susceptibility function with quantum mechanical effects is given by 
߯௝ ൌ െ ఠ೛ೕ
మ
ఠ൫ఠା௜ఔೕ൯ି௞మ௏ಷೕమ ൫ଵାఊೕ൯
,                                                (2.6) 
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where  ߱௣௝ ൌ ൫4ߨݍ௝ଶ ௝݊଴ ݉⁄ ൯ଵ ଶ⁄  is the plasma frequency of the ݆th species.  It is well known that 
the dielectric function of  the plasma can be obtained from ԑሺ߱, ࢑ሻ ൌ 1 ൅ ߯௘ ൅ ߯௜.  We suppose 
that ிܸ௝ ൐ ߱ ݇⁄ , then we can immediately obtained 
ԑ ൌ 1 ൅ ଵ௞మఒವమ ,                                                               (2.7) 
where      ଵఒವమ ൌ
ଵ
ఒವ೐మ
൅ ଵఒವ೔మ       2.8) 
and     ߣ஽௝ଶ ൌ ௏ಷೕ
మ
ఠ೛ೕమ
൫1 ൅ ߛ௝൯.      (2.9) 
The electrostatic potential due to a test charge in its surroundings when the an electrostatic 
modeሺ߱, ݇ሻ is propagating in a uniform plasma, whose dielectric response function is given by 
equation (2.7), is [51] 
ߔሺݔ, ݐሻ ൌ ׬ ௤೟ଶగమ௞మ
ఋሺఠି࢑	.	࣏೟ሻ
	ԑሺఠ,௞ሻ ݁ݔ݌ሺ݅࢑. ࢘ሻ݀࢑݀߱,                                            (210) 
where  ݎ ൌ ݔ െ ߭௧ݐ,  , ߭௧ is the velocity of the test charge particulate, and ݍ௧ is its charge. 
Substituting equation (2.7) in (2.10), one can easily find the Debye-Hückel potential for quantum 
plasma as 
ߔሺݎሻ ൌ ௤೟௥ ݁ݔ݌ሺെݎ ߣ஽⁄ ሻ,                                                     (2.11) 
where the modified Debye length turns out to be 
ߣ஽ ൌ ൬ ଵఒವ೐మ ൅
ଵ
ఒವ೔మ
൰
ିଵ ଶ⁄
,                                                         (2.12) 
where from equation (2.9) ߣ஽௝ ൌ ிܸ௝ඥ1 ൅ ߛ௝ 	߱௣௝ൗ  and  ߛ௝  is given by equation (2.5).  
 
 
2.3 Results and discussion 
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We have analyzed the Debye-Hückel problem in a zero-temperature supercooled Fermi gas 
plasma with quantum effects.  Quantum hydrodynamic equations for electrons and ions are 
employed to find the dielectric function of the quantum plasma.  By employing this appropriate 
dielectric function for such a quantum plasma, we have derived an expression for the quantum 
mechanically modified shielding potential for a static or a slowly moving test charge.  It is noted 
from equations (2.9) and (2.11) that the Debye length does depend on Fermi temperature ൫ ிܶ௝൯  
and quantum correction factor ߛ௝ .  However, for arbitrary ߛ௝ , the Debye length is given by 
equation (2.12) and for ߛ௝~1, the Debye length includes a correction due to the Bohm potential.  
Obviously, our results yield the Debye length derived by Shukla et al [49] in absence of the 
Bohm potential correction. At absolute zero temperature when the density is high enough to 
qualify for the Bohm quantum interaction. The Fermi thermal energy is accompanied by Bohm 
quantum interaction which yields a change in the Debye length appeared as a correction term ߛ௝ 
in Eq. (2.12). We know discuss two extreme conditions.  (i) First, we consider ߛ௝ ≪ 1, i.e. 
ħଶ݇ଶ ≪ 8 ௝݉ܭ஻ ிܶ௝ . In the long wavelength case Fermi temperature term may dominate over 
Bohm potential term, thus, we neglect the Bohm potential term compared to the Fermi 
temperature term in the equation of motion, we retrieve the results of Shukla et al [49].  Here, 
ߣ஽௝ ൌ ிܸ௝ 	߱௣௝⁄ . (ii) For ߛ௝ ≫ 1 , one can have  ħଶ݇ଶ ≫ 8 ௝݉ܭ஻ ிܶ௝ . In extremely short 
wavelength case Bohm potential term can be large enough to dominate over the Fermi 
temperature term. Under this condition the quantum mechanical effect through the Bohm 
potential in the equation of motion becomes more dominant than the collective effect arising 
through the Fermi temperature of the quantum system.  Then, the Debye shielding is due to 
quantum mechanical effect explicitly and ߣ஽௝ ൎ ħ݇ ඥ16ߨ݁ଶ ௝݊଴ ௝݉⁄ . A similar quantum 
mechanical shielding of electrons in metals was earlier shown by Bohm and Pines [52].  Thus, 
the quantum mechanical effects become important for the supercooled plasma due to the 
collective behavior of the quantum plasma.  These results would be useful in understanding the 
modified Debye-Hückel potential  around a test charge  in ultracold quantum plasmas, e.g. in 
micro and nano-systems, dense laser produced plasmas, and dense astrophysical objects like 
white dwarfs and neutron stars. 
Chapter 3 
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Electromagnetic Solitary Structures in Dense  Electron–Positron–
Ion Magnetoplasmas 
 
The linear and nonlinear behavior of low-frequency obliquely propagating magnetoacoustic 
waves in dense electron–positron–ion magnetoplasmas are investigated. Using the quantum 
magnetohydrodynamic (QMHD) model a quantum Kadomtsev–Petviashvili (KP) equation is 
derived employing the reductive perturbation technique. The variation in the fast and slow 
magnetoacoustic solitary structures with the positron density, the directional parameter ߠ and 
the magnetic field is worked out.  
 
3.1 Introduction 
The fundamental modes of a plasma in an obliquely propagating magnetic field are the fast and 
slow magnetoacoustic waves from the magnetohydrodynamics (MHD) standpoint, besides the 
Alfvén wave that is obtained along with them. Nonlinear magnetoacoustic waves have been the 
subject of investigation of several authors on account of their significance for space and fusion 
plasmas, where they are used in particle acceleration and heating experiments [53–57]. Low-
frequency Alfvén and magnetosonic waves have been suggested to be responsible for ion 
acceleration in quasi-parallel shocks [58] and form a part of the shock front structure itself [59, 
60]. The magnetoacoustic waves are also believed to be the precursors that steepen to form a 
shock front in quasi-perpendicular shocks such as the Earth’s bow shock [61]. Low-frequency 
waves are frequently present in solar wind and were found to contain a large part of the shock 
energy [62,63]. De Vito and Pantano [64] investigated the of two-dimensional nonlinear 
magnetoacoustic modes in a cold plasma and showed that the propagation properties of these 
waves are told by the Kadomtsev–Petviashvili (KP) equation. Later, Shah and Bruno [65] 
extended De Vito and Pantano’s work in a warm plasma and showed that the propagation of both 
slow and fast modes was also governed by the same equation. The electron–positron (e–p) 
plasmas have been found to manifest different behavior as opposed to typical electron–ion (e–i) 
plasmas [66,67]. An interesting feature of e–p plasma vis-à-vis the usual e–i plasma is that it has 
the same mass and charge of constituents as an e–p plasma. The e–p plasmas are considered to 
be the dominant constituent in the pulsar magnetosphere [68]. They could also be the major 
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component of the relativistic jets that stream from the nuclei of quasars and active galaxies. They 
are believed to be present in the early universe [69] and are also existed in the center of 
milkyway galaxy [70]. Since in many astrophysical situations, a small number of ions along with 
the electrons and positrons are present, hence it is important to investigate the linear and 
nonlinear characteristics of plasma waves in an electron–positron–ion (e–p–i) plasma. Much 
research has been carried out to study e–p and e–p–i plasmas over the last few years [71–77]. For 
instance, Berezhiani and Mahajan [74] and Mahajan et al [75] have analytically shown that 
large-amplitude stationary structures can be produced in an unmagnetized e–p plasma with a 
small number of ions. Popel et al [76] investigated ion-acoustic solitons in e–p–i plasma and 
illustrated that in the presence of positrons, the amplitude of ion-acoustic solitons reduces. Nejoh 
[77] determined the effect of ion temperature on the large-amplitude ion-acoustic waves in e–p–i 
plasma and verified that the amplitude decreases with the ion temperature and increase the 
maximum Mach number of an ion-acoustic wave. Hasegawa et al [78] worked out the modes 
propagating normal to the magnetic field analytically as well as computationally and observed 
that the mode with low frequency solitary pulse can produce solitons of high frequency provided 
the original pulse is having large amplitude and low ion density. 
Very recently, Sabry et al [79] investigated the nonlinear wave modulation of planar and 
nonplanar cylindrical and spherical ion-acoustic envelope solitons in a collisionless, 
unmagnetized e–p–i plasma with two-electron temperature distributions by employing the 
reductive perturbation method. These authors reported a modulation instability period for the 
cylindrical and spherical wave modulation that was nonexistent in the planar geometry. 
Nonlinear electromagnetic waves have been paid relatively less attention in comparison with the 
electrostatic waves in dense plasmas. Masood and Mushtaq [80] investigated the linear 
properties of obliquely propagating magnetoacoustic waves (both fast and slow) in 
multicomponent e–p–i and dust–electron–ion (d–e–i) quantum magnetoplasma following Haas’s 
quantum magnetohydrodynamic (QMHD) model [81] and found that the propagation 
characteristics of fast and slow magnetoacoustic waves in both of these multi-component 
plasmas were significantly modified due to the quantum diffraction term. The major purpose of 
both [80] and [81] was to highlight the significance of the quantum Bohm potential term, and the 
classical expression for pressure was used, which in itself was a very simplifying approximation. 
Later, Masood et al [82] showed that, in general, the quantum statistical term dominates the 
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quantum Bohm potential term and both the effects should be incorporated into the study of the 
quantum behavior of the system. Masood [83] incorporated all these considerations into his work 
on nonlinear magnetoacoustic shock waves and studied the linear and nonlinear propagation 
characteristics of low-frequency magnetoacoustic waves in e–i quantum magnetoplasmas and 
found that the quantum Bohm potential by increasing the number density, obliqueness angle _, 
magnetic field and resistivity affected the shock structure of the magnetoacoustic wave potential. 
In all these works, the spin effects were ignored using the assumptions spelled out unequivocally 
in this paper earlier. Recently, the spin effects have been included in studies by Marklund et al 
[84] and Brodin and Marklund [85]. These authors have studied the nonlinear propagation 
characteristics of small-amplitude electromagnetic spin solitary structures and highlighted the 
effects brought about by the inclusion of spin effects. 
In this chapter, we present the obliquely propagating two-dimensional magnetoacoustic waves in 
an e–p–I quantum magnetoplasma. The linear dispersion relation and the nonlinear KP equation 
are derived by using the small-amplitude expansion method. The organization of the chapter is as 
follows. In section 3.2, the governing equations and the linear dispersion relation for the system 
under consideration are presented. The nonlinear KP equation is derived in section 3.3 and its 
solution is presented using the tanh method. In section 3.4, the numerical results are presented 
and discussed. Finally, in section 3.5, we recapitulate the main findings of this chapter. 
3.2  Basic Equations and Formulation 
We present here a linear and nonlinear investigation of the magnetoacoustic waves in an e–p–i 
quantum magnetoplasma. We consider a Cartesian system in which the background magnetic 
field  ܤ଴ lies in the (x, y) plane making a small angle ߠ with the x-axis, and the propagation in the 
nonlinear regime is considered in the (x, z) plane. The basic set of equations used in this work is 
the one-fluid QMHD equations. The one-fluid QMHD model for e–p–i plasma can be developed 
by starting with the usual QHD fluid equations for electrons, positrons and ions with both 
statistical and diffraction terms. We treat ions as classical particles since they are three orders of 
magnitude more massive than electrons and positrons. We ignore the spin effects of charged 
particles assuming that ߤ஻ܤ଴ ≪ ܭ஻ܶ  , where ߤ஻ ൌ ݁ħ 2݉ܿ⁄  is the magnitude of the Bohr 
magneton and ħ is Planck’s constant divided by 2ߨ. It has been theoretically shown by Brodin et 
al [86] that while studying the electromagnetic perturbations, an additional condition i.e. 
ߤ஻ܤ଴ ≪ ݉௜ ஺ܸଶ needs to be met besides ߤ஻ܤ଴ ≪ ܭ஻ܶ in order to ignore the electron spin effects. 
38 
 
The basic set of equations of the effective one-fluid QMHD model for e–p–I plasmas is then 
given by 
ௗ࢜࢏
ௗ௧ ൌ
௘ࡱ
௠೔ ൅
௘
௠೔ ሺ࢜࢏ ൈ ࡮ሻ,                                                     (3.1) 
0 ൌ െ݁ࡱ െ ௘௖ ሺ࢜ࢋ ൈ ࡮ሻ െ
સ௉೐
௡೐ ൅
ħమ
ଶ௠೐ સ ൤
׏మඥ௡೐
ඥ௡೐ ൨,                                  (3.2) 
0 ൌ ݁ࡱ ൅ ௘௖ ൫࢜࢖ ൈ ࡮൯ െ
સ௉೛
௡೛ ൅
ħమ
ଶ௠೛ સ ൤
׏మඥ௡೛
ඥ௡೛ ൨.                                   (3.3) 
 
In equations (3.2) and (3.3), two quantum effects, namely quantum diffraction and quantum 
statistics, are included. The quantum diffraction effects appear because of the wave nature of 
particles in a quantum plasma, which is taken into account by the term proportional to ħଶ, also 
known as the Bohm potential. However, quantum pressure is obtained by using quantum 
statistics which takes into account the fermionic nature of electrons. For a three-dimensional 
Fermi gas, electron and positron pressures are defined by [37] 
௘ܲ ൌ ħ
మ൫ଷగమ൯మ య⁄
ହ௠೐ ݊௘
ହ ଷ⁄ ,                                                             (3.4) 
௣ܲ ൌ ħ
మ൫ଷగమ൯మ య⁄
ହ௠೛ ݊௣
ହ ଷ⁄ .                                                            (3.5) 
 
The ion continuity equation is 
డ௡೔
డ௧ ൅ ׏	. ሺ݊௜࢜࢏ሻ ൌ 0.                                                            (3.6) 
 
and Maxwell’s equations are 
 
׏ ൈ ࡮ ൌ ସగ௖ ࢐,                                                                    (3.7) 
׏ ൈ ࡱ ൌ െଵ௖
ࣔ஻
࢚ࣔ ,                                                                  (3.8) 
and 
 
݆ ൌ ∑ ݍ௦݊௦ݒ௦௦ .                                                                   (3.9) 
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Here, ݒ௜ is the ion fluid velocity, whereas ݊௦ሺ݊௦଴ሻ is the perturbed (unperturbed) particle density 
of s species. s = e, p, i stands for electrons, positrons and ions, respectively. E is the electric field 
vector, B is the magnetic field vector, j is the current density and ሺ݀ ݀ݐ⁄ ሻ ൌ ሺ߲ ߲ݐ⁄ ሻ ൅ ሺ࢜࢏. સሻ is 
the hydrodynamic derivative. To derive the basic governing equations of the QMHD model, we 
substitute ݒ௘ from equation (3.9) into equation (3.2) to obtain 
 
ࡱ ൌ െ ଵ௘௡೐௖ ቀ݊௜࢜࢏ െ
௖
ସగ ׏ ൈ ࡮ቁ ൈ ࡮ െ
સ௉೐
௡೐௘ ൅
ħమ
ଶ௘௠೐ સ ൤
׏మඥ௡೐
ඥ௡೐ ൨.                              (3.10) 
 
Using equations (3.1), (3.7) and the quasi-neutrality condition ݊௜ ൅ ݊௣ ൎ ݊௘  we obtain the 
following normalized effective one-fluid momentum equation: 
 
ௗ࢜࢏
ௗ௧ ൌ
ଵ
௡೔ ሺસ ൈ ࡮ሻ ൈ ࡮ െ
ఉሺଵାఙሻ௣
ሺଵି௣ሻ
୬౦
୬౟ સ݊௣
ଶ ଷ⁄ ൅ ு೐మଵି௣
୬౛
୬౟ સ ൤
׏మඥ௡೐
ඥ௡೐ ൨ ൅
௣ு೐మ
ଵି௣
୬౦
୬౟ સ ൤
׏మඥ௡೐
ඥ௡೐ ൨,        (3.11) 
 
where ੠ ൌ ݊௣଴ ݊௜଴⁄ , ∨௤௦ൌ ඥܭ஻ ிܶ௘ ݉௜⁄ , ∨஺ൌ ܤ଴ ඥ4ߨ݉௜݊௜଴⁄ , ߚ ൌ ∨௤௦ଶ ∨஺ଶ⁄  (the ratio of Fermi to 
magnetic pressure), ܪ௘ ൌ ටħଶΩ௜ଶ ݉௘݉௜ ∨஺ସ⁄  is a dimensionless parameter that measures the 
strength of quantum diffraction effects and Ω௜ is the ion gyrofrequency. Now, on eliminating E 
between equations (3.1) and (3.8), the normalized magnetic field induction equation reads as 
డ࡮
డ௧ ൌ સ ൈ ሺ࢜࢏ ൈ ࡮ሻ െ સ ൈ ቀ
ௗ࢜࢏
ௗ௧ ቁ,                                                   (3.12) 
and the normalized ion continuity equation is 
డ௡೔
డ௧ ൅ સ	. ሺ݊௜࢜࢏ሻ ൌ 0.                                                               (3.13) 
 
The following normalizations for the QMHD equations have been used here: 
  ݎ ൌ ௥Ω೔௏ಲ , ݒ௜ ൌ
௩೔
௏ಲ, ܤ ൌ ܤ ܤ଴⁄ , ݐ ൌ Ω௜ݐ, ݊ ൌ ݊ ݊଴⁄  
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3.3  Derivation of the KP equation 
By following the standard procedure of Washimi and Tanuiti [87], we introduce the following 
stretched variables: 
 
ߦ ൌ ߳ଵ ଶ⁄ ሺݔ െ ߣݐሻ,                                                             (3.14) 
߬ ൌ ߳ଷ ଶ⁄ ݐ,                                                                      (3.15) 
߯ ൌ ߳ݖ,                                                                         (3.16) 
 
where ߳ is a small expansion parameter and ߣ is the phase velocity of the wave. We expand the 
field quantities in terms of the smallness parameter ߳. For ݊, ݒ௜௫ , ݒ௜௬ , ܤ௫ and ܤ௬ , we have the 
following form: 
 
ۏ
ێێ
ێ
ۍ ݊ݒ௜௫ݒ௜௬
ܤ௫ܤ௬ ے
ۑۑ
ۑ
ې
ൌ
ۏێ
ێێ
ۍ 10
0
ܿ݋ݏߠ
ݏ݅݊ߠے
ۑۑ
ۑې ൅ ߳
ۏ
ێێ
ێ
ۍ ݊ଵݑଵݒଵ0
ܤ௬ଵے
ۑۑ
ۑ
ې
൅ ߳ଶ
ۏ
ێێ
ێ
ۍ ݊ଶݑଶݒଶ0
ܤ௬ଶے
ۑۑ
ۑ
ې
,                                          (3.17) 
and for 	ݒ௜௭ and 	ܤ௭ 
ቀݒ௜௭ܤ௭ ቁ ൌ ߳
ଷ ଶ⁄ ቀ߱ଵܤ௭ଵቁ ൅ ߳
ହ ଶ⁄ ቀ߱ଶܤ௭ଶቁ. 
 
Substituting equations (3.14) and (3.17) into equations (3.11), (3.13) and collecting terms of 
lowest order in ߳, i.e. ൫߳ଷ ଶ⁄ ൯, 
ߣ݊௜ଵ ൌ ݑଵ, 
                                               ߣ డ௨భడక ൌ ݏ݅݊ߠ
డ஻೤భ
డక ൅
ଶ
ଷ ߚ
డ௡೔భ
డక ൅
ଶ
ଷ ߚଵ
డ௡೛భ
డక , 
ߣ డ௩భడక ൌ ܿ݋ݏߠ
డ஻೤భ
డక ,                                                     (3.18) 
                                                      ߣ డ஻೤భడక ൌ ݏ݅݊ߠ
డ௨భ
డక െ ܿ݋ݏߠ
డ௩భ
డక , 
െߣ డ௡೛భడక ൌ െݏ݅݊ଶߠ
డ௨భ
డక ൅ ݏ݅݊ߠܿ݋ݏߠ
డ௩భ
డక .                                     (3.19) 
 
The normalized dispersion relation is obtained as 
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ߣଶ ൌ ଵଶ ቀ1 ൅
ଶ
ଷ ߚ ൅
ଶ
ଷ ߚଵݏ݅݊ଶߠቁቌ1 േ ඨ1 െ
ఴ
యఉ௖௢௦మఏ
ቀଵାమయఉା
మ
యఉభ௦௜௡మఏቁ
మቍ,                        (3.20) 
 
where ߚଵ ൌ ߚሺሺ1 ൅ ߪሻ੠ 1 െ ੠⁄ ሻ. Equation (3.20) describes the linear dispersion characteristics 
of magnetoacoustic waves propagating obliquely making an angle ߠ with the external magnetic 
field in a quantum e–p–i plasma. In expression (3.20), the positive sign corresponds to the fast 
quantum magnetoacoustic mode, whereas the negative sign corresponds to the slow quantum 
magnetoacoustic mode. Figure 3.1(a) shows the variation of the fast and slow quantum 
magnetoacoustic modes as a function of the obliqueness parameter ߠ. It is observed that the fast 
mode increases and the slow mode decreases with increasing obliqueness. Figure 3.1(b) depicts 
the variation of the fast and slow modes with increasing positron concentration. It is found that 
the fast mode increases and the slow mode decreases with increasing positron concentration. 
This is because the slow mode has a predominantly acoustic character (as it turns into acoustic 
mode at ߠ ൌ 0௢), whereas the fast mode, which has both acoustic and Alfvénic character (the 
dispersion relation for the pure fast magnetoacoustic mode at ߠ ൌ 90௢  has both acoustic and 
Alfvénic contributions), increases with increasing positron concentration, though the increase is 
not very substantial. It is worth mentioning here that the present results are discussed for low ߚ 
plasmas and hence the observed effects at the pure fast mode in the case of low ߚ plasmas has a 
predominantly Alfvénic character. In the next higher order of ߳ i.e. ߳ଶ, we obtain 
                            െߣ డఠభడక ൌ ܿ݋ݏߠ
డ஻೥భ
డక െ ݏ݅݊ߠ
డ஻೤భ
డఞ െ
ଶ
ଷ ߚଵ
డ௡೛భ
డఞ െ
ଶ
ଷ ߚ
డ௡೔భ
డఞ , 
െߣ డ஻೥భడక ൌ ܿ݋ݏߠ
డఠభ
డక ൅ ߣ
డమ௩భ
డకమ .                                                     (3.21) 
From the terms of order ߳ହ ଶ⁄ , we obtain the following: 
െߣ డ௨మడక ൅ ݏ݅݊ߠ
డ஻೤మ
డక ൅
ଶ
ଷ ߚଵ
డ௡೛మ
డఞ ൅
ଶ
ଷ ߚ
డ௡೔భ
డఞ ൌ െ
డ௨భ
డఛ ൅ ݑଵ
డ௨భ
డక െ ܤ௬ଵ
డ஻೤భ
డక ൅ ݏ݅݊ߠ ቀ݊ଵ
డ஻೤భ
డక ቁ ൅
଻
ଽ ߚଵ݊௣ଵ
డ௡೛భ
డఞ ൅
ଶ
ଷ ߚଵ݊௜ଵ
డ௡೛భ
డఞ െ
ଵ
ଷ ߚଵ݊௡ଵ
డ௡೙భ
డఞ ൅
ሺଵା௣ሻு೐మ
ଵି௣
డయ௡೛భ
డకయ ൅
ு೐మ
ଵି௣
డయ௡೛భ
డకయ , 
 
െߣ డ௩మడక ൅ ܿ݋ݏߠ
డ஻೤మ
డక ൌ െ
డ௩భ
డఛ ൅ ݑଵ
డ௩భ
డక െ ܿ݋ݏߠ ቀ݊ଵ
డ஻೤భ
డక ቁ, 
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െߣ డ஻೤మడక ൅ ݏ݅݊ߠ
డ௨మ
డక െ ܿ݋ݏߠ
డ௩మ
డక ൌ െ
డ஻೤భ
డఛ െ ݏ݅݊ߠ
డఠభ
డఞ െ
డ
డక ൫ݑଵܤ௬ଵ൯ െ ߣ
డమఠభ
డకమ ൅ ߣ
డమ௨భ
డకడఞ, 
 
െߣ డ௡మడక ൅
డ௨మ
డక ൌ െ
డ௡భ
డఛ െ
డ
డక ሺݑଵ݊ଵሻ െ
డఠభ
డఞ , 
 
െߣ డ௡೛మడక ൅ ݏ݅݊ଶߠ
డ௨మ
డక െ ݏ݅݊ߠܿ݋ݏߠ
డ௩మ
డక ൌ ݏ݅݊ߠܿ݋ݏߠ
డ
డక ൫ݒଵ݊௣ଵ൯ െ ݏ݅݊ଶߠ
డ
డక ൫ݑଵ݊௣ଵ൯ െ
డ௡೛భ
డఛ ൅
ݏ݅݊ߠܿ݋ݏߠ డమ஻೥భడకమ .                                                                                                                        (3.22) 
By eliminating the second-order quantities (i.e. with subscript 2) and terms containing ܤ௭ଵ and 
߱ଵ from equation (3.21) using equations (3.18) and (3.22), we obtain 
 
డ
డక ቂ
డ஻೤భ
డఛ ൅ ݈ܤ௬ଵ
డ஻೤భ
డక ൅ ݉
డయ஻೤భ
డకయ ቃ ൅ ݊
డమ஻೤భ
డకమ ൌ 0.                                   (3.23) 
 
The nonlinear evolution equation (3.23) is the KP equation that describes the propagation of both 
fast and slow magnetoacoustic solitary waves in a quantum magnetoplasma. The coefficients ݈, 
݉ and ݊ in equation (3.23) are given as ݈ ൌ ܤ ܣ⁄ , ݉ ൌ ܥ ܣ⁄ and ,	݊ ൌ ܦ ܣ⁄  where ܣ, ܤ, ܥ and  ܦ 
are given by 
 
ܣ ൌ 2ߣଷ െ ଶଷ ߣሺ1 ൅ ߚሻ ൅
ଶ
ଷ
ሺଵିఉሻ
ఒ ܿ݋ݏଶߠ, 
ܤ ൌ െସଷ
൫ఒమି௖௢௦మఏ൯మ
ఒమ௦௜௡ఏ ൅
൫ఒమି௖௢௦మఏ൯మ
௦௜௡ఏ െ
ସ
ଷ ߚଵሺߣଶ െ ܿ݋ݏଶߠሻݏ݅݊ߠ െ ሺߣଶ െ ܿ݋ݏଶߠሻݏ݅݊ߠ െ
଻
ଽ ߚଵߣଷݏ݅݊ଷߠ ൅ ߣଶݏ݅݊ଶߠ ൅
ଵ
ଷ ߚ
൫ఒమି௖௢௦మఏ൯మ
ఒమ௦௜௡ఏ ൅ 2 ቀߣଶ െ
ଶ
ଷ ߚ െ
ଶ
ଷ ߚଵݏ݅݊ߠቁ ሺߣଶ െ ܿ݋ݏଶߠሻ െ
ଶ
ଷ ߚଵሾ2ሺߣଶ െ ܿ݋ݏଶߠሻݏ݅݊ଷߠ െ 2ሺߣ െ 2ሻܿ݋ݏଶߠݏ݅݊ଷߠሿ െ
ଵ
ఒమ௦௜௡ఏ ܿ݋ݏଶߠ ቀߣଶ െ
ଶ
ଷ ߚቁ ሺߣଶ െ ܿ݋ݏଶߠሻ െ
ଵ
ఒమ௦௜௡ఏ ܿ݋ݏߠ ቀߣଶ െ
ଶ
ଷ ߚቁ
ଶ ሺߣଶ െ ܿ݋ݏଶߠሻ, 
ܥ ൌ ఒర௖௢௦మఏఒమି௖௢௦మఏ െ
ଶ
ଷ ߚଵ
ఒమ௖௢௦మఏ௦௜௡ఏ
ఒమି௖௢௦మఏ െ
ଶ
ଷ
ఉఒమ௖௢௦మఏ
ఒమି௖௢௦మఏ െ ൫ܪ௘௠ଶ െ ܪ௣௠ଶ ൯ߣଶݏ݅݊ଶߠ ൅ ܪ௘௠ଶ ሺߣଶ െ ܿ݋ݏଶߠሻ ൅
ଶ
ଷ ߚଵ
௖௢௦రఏ௦௜௡మఏ
ఒమି௖௢௦మఏ െ
ଶ
ଷ ߚଵܿ݋ݏଶߠݏ݅݊ଶߠ, 
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ܦ ൌ െଶଷ ݏ݅݊ଶߠ െ
ସ
ଽ ߚଵݏ݅݊ଶߠ െ
ସ
ଽ ߚ
൫ఒమି௖௢௦మఏ൯
ఒమ ൅ ߣ ቀߣଶ െ
ଶ
ଷ ߚ െ
ଶ
ଷ ߚଵݏ݅݊ߠቁ ቀ
ଵିఒమ
ఒ	௦௜௡ఏ ߁ ൅
ఒ௰మ
ሺఒమି௖௢௦మఏሻቁ ൅
ଶ
ଷ ߚଵ ቂ
௖௢௦మఏ௦௜௡మఏ
ఒమି௖௢௦మఏ ߁ ൅ 2߁ݏ݅݊ߠቃ, 
 
where 
 
                                           ߁ ൌ ݏ݅݊ߠ ൅ ଶଷ ߚଵݏ݅݊ߠ ൅
ଶ
ଷ ߚ
൫ఒమି௖௢௦మఏ൯
ఒమ௦௜௡ఏ , 
                                                               ܪ௘௠ଶ ൌ ு೐
మ
ଵି௣, 
                                                               ܪ௣௠ଶ ൌ ௣ு೐
మ
ଵି௣. 
 
It should be noted that quantum statistical effects modify all the coefficients of the solitary wave; 
however, the quantum Bohm potential affects only the dispersion in the dominant direction (i.e. 
the one with the coefficient m). The solution of the KP equation using the tanh method [88, 89] 
(i.e. equation (3.23)) is 
фሺߦ, ߯, ߬ሻ ൌ ଷ௎௟ ݏ݄݁ܿଶሾߞሿ.                                                   (3.24) 
where ߞ ൌ ݇ሺߦ ൅ ߯ െ ܷ߬ሻ  and ܷ ൌ 4݇ଶ݉ , with ݇  being the dimensionless nonlinear wave 
number. 
3.4 Results and discussion 
In this section, we numerically investigate the dependence of the quantum electromagnetic 
magnetoacoustic wave potential on various parameters in dense e–p–i plasmas. In the high-
density plasmas found in dense astrophysical objects such as neutron stars and white dwarfs, the 
plasma densities are enormous and quantum effects may be important. For illustration, 
parameters are chosen that are representative of the plasma in dense astrophysical bodies, i.e. 
݊଴~10ଶ଺ െ 10ଶ଼ܿ݉ିଷ  and ܤ଴~10ଽ െ 10ଵଵܩ  [90, 91]. A graphical analysis of the quantum 
magnetoacoustic solitary profile given by equation (3.23) is presented by plotting the 
electromagnetic wave field ܤ௬ଵ against different parameters affecting the wave.  In Figures 3.2 
and 3.3, the variation of the coefficients of nonlinearity, ݈, predominant dispersion, ݉, and weak 
dispersion, ݊, with increasing the positron concentration and obliqueness parameter for both the 
fast and the slow waves is shown.   It is observed that although the general trend is the same, the 
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variation is different for the fast and slow magnetoacoustic modes.  In Figure 3.4, we study the 
variation of fast and slow modes with increasing positron concentration. It is found that both the 
fast and slow modes show rarefactive solitary structures.  It is worth mentioning here that the 
increase in positron concentration decreases the density dip for slow magnetoacoustic solitary 
waves; however, the fast mode does not get affected by the positron concentration at all. In 
Figure 3.5, we investigate the variation of fast and slow modes with increasing obliqueness 
parameter ߠ. It is again observed that both the fast and the slow modes show rarefactive solitary 
structures and the density dip is greater in the case of fast magnetoacoustic solitary waves in 
comparison with the slow waves.  Note that for both the fast and the slow magnetoacoustic 
solitary waves, the electromagnetic wave potential decreases with increasing obliqueness 
parameter ߠ; however, the change is more pronounced for slow waves for smaller values of 	ߠ 
which is in agreement with the character of slow and fast modes expounded in detail in the 
discussion of linear dispersion for both these modes. Finally, in Figure 3.6, we study the 
variation of fast and slow modes with increasing magnetic field strength. Once again, it is 
observed that both the fast and the slow modes show rarefactive solitary structures and the 
density dip is greater in the case of fast magnetoacoustic solitary waves in comparison with the 
slow waves. Note that the electromagnetic wave potential decreases with increasing magnetic 
field for the fast mode; however, the converse is true for the slow modes.  It can be easily seen 
from equation (3.23) that the expression for the quantum Bohm potential involves magnetic field 
and therefore the variation in magnetic field indirectly represents the change in the wave 
potential with the quantum Bohm potential term. 
 
3.5 Conclusion 
We have presented here a study of linear and nonlinear obliquely propagating nonlinear 
magnetoacoustic waves in dense e–p–i magnetoplasmas using the QMHD model.  In this regard, 
the nonlinear quantum KP equation for obliquely propagating fast and slow magnetoacoustic 
solitary waves has been presented, which admits solitary wave solutions. The variation of the fast 
and slow magnetoacoustic solitary wave profiles with the quantum Bohm potential by increasing 
the magnetic field strength, the obliqueness parameter ߠ and the positron concentration has also 
been investigated.  It is observed that the fast and slow magnetoacoustic modes admit rarefactive 
solitary wave structures in dense e–p–i plasmas. The variation of the coefficients of nonlinearity 
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݈, predominant dispersion ݉, and weak dispersion ݊, with increasing positron concentration and 
obliqueness parameter for both fast and slow waves has been shown, and it is observed that 
although the general trend is the same, the variation is different for the fast and the slow 
magnetoacoustic modes.  It is found that for increasing positron concentration, both the fast and 
slow modes manifest rarefactive solitary structures; however, the fast magnetoacoustic mode 
does not get affected by the variation in positron concentration.  It is found that with increasing 
obliqueness parameter ߠ, both the fast and the slow modes show rarefactive solitary structures; 
however, the density dip is greater in the case of fast magnetoacoustic solitary waves in 
comparison with the slow waves.  
 
 
 
 
Figure 3.1: (a) Variation of the linear dispersion propagation characteristics of fast and slow magnetoacoustic 
waves with obliqueness ߠ. The other parameters are ݊௘଴ ൌ 1.5 ൈ 10ଶ଺ܿ݉ିଷ, ੠ ൌ 0.7 and ܤ଴ ൌ 10ଵ଴ܩ. (b) Variation 
of the linear dispersion propagation characteristics of fast and slow magnetoacoustic waves with positron 
concentration. The other parameters are ݊௘଴ ൌ 1.5 ൈ 10ଶ଺ܿ݉ିଷ, ߠ ൌ 15௢	and ܤ଴ ൌ 10ଵ଴ܩ. 
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Finally, it is observed that the electromagnetic wave potential decreases with increasing 
magnetic field (which is related to the quantum Bohm potential) for the fast mode; however, the 
converse is true for the slow modes. The present investigation may be beneficial for 
understanding the linear and nonlinear propagation of low-frequency electromagnetic solitary 
waves in dense astrophysical environments. 
 
 
Figure 3.2:  Variation of the coefficients of nonlinearity l, predominant dispersion m and weak 
dispersion n, for both fast and slow magnetoacoustic modes with increasing positron concentration p. 
The other parameters are ݊௘଴ ൌ 1.5 ൈ 10ଶ଺ܿ݉ିଷ, ߠ ൌ 15௢ and ܤ଴ ൌ 10ଵ଴ܩ. 
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Figure 3.3: Variation of the coefficients of nonlinearity, l, predominant dispersion, m, and weak dispersion, n, for 
both fast and slow magnetoacoustic modes with increasing obliqueness parameter, ߠ. The other parameters are 
݊௘଴ ൌ 1.5 ൈ 10ଶ଺ܿ݉ିଷ, ੠ ൌ 0.7 and ܤ଴ ൌ 10ଵ଴ܩ. 
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Figure 3.4: Variation of the fast and slow magnetoacoustic potential ܤ௬ଵ with positron concentration, ੠. 
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Figure 3.5: Variation of the fast and slow magnetoacoustic potential ܤ௬ଵ with the obliqueness parameter, ߠ. 
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Figure 3.6: Variation of the fast and slow magnetoacoustic potential ܤ௬ଵ with increasing magnetic field, i.e. ܤ଴ ൌ
5 ൈ 10ଽܩ (dotted line), ܤ଴ ൌ 7.5 ൈ 10ଽܩ (dashed line) and ܤ଴ ൌ 1.0 ൈ 10ଵ଴ܩ (solid line). The other parameters are 
݊௘଴ ൌ 2 ൈ 10ଶ଺ܿ݉ିଷ, ੠ ൌ 0.7 and ߠ ൌ 15௢. 
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Chapter 4 
Trapping effects in a self-gravitating quantum dusty plasma 
Trapping effects on the nonlinear properties of dust-acoustic wave in an unmagnitized 
collisionless self-gravtitating plasma is studied by treating the ions to be Maxwellian, the dust to 
be cold and electrons to be degenerate. The effect of trapping and the gravitational potential on 
the nonlinear structures is investigated by employing the Sagdeev potential approach, which 
shows that the features of solitary wave structures are affected by the change in Mach number as 
well as ion temperature and other physical parameters of the system. Modulational stability 
analysis is also presented and the regions of stability and instability are discussed. 
4.1 Introduction 
The fluid model has been used for both linear [92,93] and nonlinear analysis of different wave 
modes [94,95]. Many theoretical researchers have developed the Korteveg-de Vries (KdV) 
equation, modified KdV equation, nonlinear Schrodinger equation and Burgers equation [96-98] 
to study the nonlinearities in degenerate quantum plasmas.  Recently [99], the Sagdeev potential 
approach was used for investigating solitary wave solutions in electron-ion quantum plasma. 
Dusty degenerate plasmas can be found in both astrophysical bodies and laboratory. It is now 
strongly evident that dust clouds can be present around white dwarfs [100] which can 
contaminate their surfaces.  Dust may also be added to white dwarf when a star swells into a red 
giant, the planets moving around it are engulfed by it. These objects are turned into dust grains 
due to the frictional forces and after the supernova phase, a white dwarf may appear with dust 
grains. In microelectro-mechanical systems, ultra small electronic devices and in laser produced 
plasmas, impurities play the role of dust particles [3,101,102] Thus, once dust is present then it 
plays an important role in the modifications of plasma species dynamics. In the examples given 
above densities are high enough to make the plasma degenerate.  We point out here that in most 
of the situations only electrons are considered to be quantum or degenerate due to their small 
mass and the heavier particles such as ions or charged dust are treated classically. 
 Many papers have been published for inclusion of quantum effects in the study of dusty 
plasmas.  Shukla and Ali [47] studied the modification of dust-acoustic waves in unmagnetized 
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dusty quantum plasma.  Salimullah et al.[103] discussed quantum effects using quantum 
hydrodynamic model on the linear dispersion relation of the dust lower hybrid waves.  Quantum 
effects cannot be ignored in the dense astrophysical environments such as white dwarfs and 
neutron stars. In such systems the thermal pressure is balanced by the inward gravitation force.  
Therefore, we cannot ignore the effects of gravity which are included via the Jeans term. Many 
authors have addressed the Jeans instability in quantum plasmas [46,104-106]. 
Nonlinear dynamics is affected by the trapping of particles. It has been verified that the trapping, 
as considered by us, is a microscopic phenomenon through computer simulations [107] and 
experimental investigations [108].  Gurevich [109] showed, using Vlasov’s equation along with 
Maxwell’s equations, that the adiabatic trapping produces 3/2 power nonlinearity (for 
Maxwellian plasma) rather than the usual quadratic type of nonlinearity in the absence of 
trapping.  In classical plasmas the effect of trapping on the nonlinear characteristics of plasma 
waves and on vortices formation is well investigated [110].  A very small amount of work has 
been done so far on trapping effects in quantum plasmas. Luque et al. [111]  considered first time 
quantum trapping corrections by solving Wigner-Piosson system in an electron-hole plasma. The 
effect of trapping in degenerate plasmas has recently been investigated [112] where the Fermi-
Dirac distribution function was used to determine the number density of free and trapped 
particles.  The effect of the trapped particles results in a nonlinearity of new type and further 
investigation showed that under certain conditions it is possible to obtain both compressive and 
rarefactive solitary structures.  Misra and Chowdhury [113] presented dust-acoustic wave in a 
self-gravitating complex plasma with trapped electrons and also gave linear stability analysis.  
As the dust grains are strongly expected to be present in the extremely dense plasmas, so 
trapping with quantum effects on nonlinear structures becomes important in the investigation of 
self-gravitating plasmas in dense astrophysical plasmas.  
4.2 Mathematical Formulism 
We consider a 3-component plasma consisting of degenerate electrons, classical ions and 
negatively charged dust grains which, due to their mass, are treated as cold. In the presence of 
charged dust particles both electrons and ions are taken to be massless.  Fluid equation of motion 
for dust grains can be written as 
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 



 

dddddd
d
dd nmenZvvt
vnm ).( ,                                    (4.1) 
and the equation of continuity is as usual given by 
0. 

dd
d vn
t
v .                                                        (4.2) 
Where dm , dn , dZ  and   and    are the dust mass, dust number density, dust charge number, 
electrostatic and gravitational potentials respectively. 
The electrostatic and gravitational Poisson equations are as under, respectively, 
)(42 iedd nnnZe                                              (4.3) 
And 
dd nGm 42                                                            (4.4) 
Here, in  and en  are the number densities of the ions and electrons respectively and G  is the 
gravitational constant. We can incorporate the dust charge fluctuations as has been done in many 
previous classical works [114], but this will not change the behavior of the system qualitatively 
and will only cause unnecessary mathematical detail. If the dust dynamics is slower than the dust 
charging time then we can safely ignore the dust charge fluctuations. We would also like to point 
out that it has been shown by Tsinsadze [115] that a dust grain may only be taken as a point 
particle with constant charge as this is dictated by the available electrodynamics theory.We 
consider one dimensional perturbations in the x -direction only and shift to a comoving frame of 
reference with velocity u , and by defining a new variable utx  , this then makes it possible 
to integrate equations (4.1) and (4.2) and thus we obtain 
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 (4.5) 
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We have employed ‘Jeans swindle’ here (ignoring zeroth order gravitational field) [116] still for 
a non-equilibrium system because the effective perturbed gravitational potential should be taken 
into account. According to the myth of Jeans swindle in calculating the potential profile using 
internal kinematics, the distant background potential is always ignored. Without this trick a 
divergent term from the background potential renders the potential profile undefined and thus  
have used the following boundary conditions, when  , all perturbations vanish  i.e. dv ,  , 
0  and 0dd nn  . We further note that for dn to be real, the condition  
d
d
m
eZu   2
2
 must 
be fulfilled. 
In order to compute the number density of the degenerate electrons we use the Fermi-Dirac 
distribution [37] and through integration with respect to energy   we obtain an expression for 
the number density of electrons, , where   is the chemical 
potential. However, in the case when the electrons are trapped due to an electrostatic potential  , 
we follow the work of  Shah et al. [112] to obtain 
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here temperature eT  is considered to be small and higher order terms in eT  are neglected and we 
substitute   eU . 
For a completely degenerate plasma, 0eT  and the chemical potential is
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  , where F  is the Fermi energy. In the fully degenerate case equation 
(4.6)  reduces to 
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The ions are considered as classical particles since their mass is much larger than that of 
electrons, however on the other hand the ion mass is much smaller than that of the dust mass, 
thus it is reasonable to assume that the ions follow the Boltzmann distribution, which is given by 
iT
e
ii enn

 0                                                                           (4.8) 
where 0in   and  iT  are, respectively, equilibrium ion number density and ion temperature. 
Linearizing of equations (4.1)-(4.5), (4.7) and (4.8) gives the linear dispersion relation of dust 
acoustic wave in quantum dusty plasma in which fermionic electrons assist the thermal ions to 
propagate the wave.  The linear dispersion relation takes the form  
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Here, jd 04 dd nmG  is the Jeans frequency, DFpdsFc   is the sound speed where pd
d
dd
m
eZn 2204  is the dust plasma frequency and DF  is the Debye length with quantum effects 
which can be written as 222 111
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Di   . In the long 
wavelength limit, 122 DFk  , the dispersion relation simplifies to 
2222 kcsFjd  .                                                                   (4.10) 
If we suppose that the electrons predominantly define the Debye length then the sound speed, 
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c  . From equation (4.10) using some typical quantum dusty plasma parameters 
such as [117,118] ݉ௗ ൌ 10ିଵଶ݃, ݊௘଴ ൌ 10ଶ଺ܿ݉ିଷ, , ݊ௗ଴ ൌ 10ଵଽܿ݉ିଷ we get the condition for 
the real solution of dust acoustic frequency ߱ i.e.   cmk 6.132   , the thermal length (de-
Broglie length) is evaluated to be cm9105.4   which is longer than the Fermi-Debye length (
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DF ) in our system which turns out to be cm91088.2  . Observations [100] made with the 
Spitzer Space Telescope for a white dwarf, show that most of the dust grains have a diameter less 
than. 0.2ߤ݉.  As we are mainly considering the dusty plasma surrounding a white dwarf,  we 
have a wide range of wavelengths for DAW in which the quantum effects can be considered and 
the size of the dust grains can be neglected, making it possible to treat the charged dust particles 
to be point particles. 
4.3 Nonlinear Treatment 
In this section we investigate solitary wave structures by using the Sagdeev potential approach. 
Using equations (4.5), (4.7) and (4.8) in equation (4.3), and equation (4.5) in equation (4.4), and 
following the procedure developed in [106] we obtain respectively, for the electrostatic and 
gravitational potentials. 
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After some algebraic manipulation, equations (4.11) and (4.12) can be rewritten, respectively, as  
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Where, equations. (4.13) and (4.14) are analogous to the energy integral of a classical particle in 
a 1-dimensional potential well and  EV  and  GV  are the electrostatic and gravitational 
Sagdeev potentials respectively, which are given by 
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where 
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sFc
uM  is the Mach number and 
F
e

  and 
F
dm

  are, respectively, the normalized 
electrostatic and gravitational potential energies and 
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TT   is the normalized ion temperature. 
4.4 Solitary Waves in the Absence of Jeans Terms 
In the present section we consider the formation of solitary structures when the Jeans term is 
absent.  In this case electrostatic Sagdeev potential given by equation (4.15) reduces to 
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(4.17) 
From Eq. (4.17), the nonlinear solution can be obtained if 0)( V . Following Witt and Lotko 
[119], we see that a solitary wave solution is possible when the Mach number satisfies the 
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at 0  and 00  , where 0 is the minimum value of the electrostatic potential. 
Hence, equation (4.17) admits a corresponding solitary wave solution.  The solitary wave 
solution of equation (4.16) cannot be obtained as the above mentioned conditions are not 
satisfied for the case of a gravitational Sagdeev potential.  Thus in this section we have taken 
only the electrostatic potential into account.  
In Figures 4.1–4.8, we numerically analyze the electrostatic potential (equation (4.17)) 
considering the electron trapping with quantum effects.  In the numerical calculations, we taken 
the plasma species number density to be fixed and investigated the effects of the Sagdeev 
potential and the corresponding soliton structures by varying the ion temperature and the Mach 
number.  Figure 4.1 depicts the profiles of the electrostatic Sagdeev potential for different values 
of iT when the Mach number is fixed at 47.0M . Rarefactive soliton structures corresponding 
to the Sagdeev potentials given in Figure 4.1 are shown in Figure 4.2 for the same plasma 
parameters.  We see that for smaller value of iT  the soliton amplitude increases and width 
decreases. Figure 4.3 depicts the profiles of Sagdeev potential for different values of iT at fixed 
value of Mach number 77.0M .  Rarefactive soliton structures corresponding to the Sagdeev 
potentials given in Figure 4.3 are shown in Figure 4.4 for the same plasma parameters. We can 
see that the variation in iT  affects the soliton structure less significantly for the larger value of 
Mach number as compared to Figure 4.2. At smaller value of iT  soliton amplitude increases and 
width decreases. For different values of iT , the change in soliton amplitude is more significant. 
Moreover, the comparison of Figures 4.2 and 4.4 shows that the soliton amplitude increases 
when the Mach number increases. 
Sagdeev potential profiles for different values of Mach number 5.0,44.0M  and fixed value of
1.0iT  are shown in Figure 4.5. Rarefactive soliton structures corresponding to the Sagdeev 
potentials given in Figure 4.5 are shown in Figure 4.6 for the same plasma parameters. We note 
that the variation in Mach number M  affects the soliton structure significantly when iT  is kept 
constant. At smaller value of M  soliton amplitude decreases and width increases. The profiles 
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of Sagdeev potential for soliton structure for higher  values of Mach number in the subsonic 
regime at fixed value of iT  are shown in Figure 4.7.  Rarefactive soliton structures corresponding 
to the Sagdeev potentials given in Figure 4.7 are shown in Figure 4.8 for the same plasma 
parameters.  Again we note that the variation in Mach number M  affects the soliton structure 
when iT  is kept constant.  But the increase in soliton amplitude is more sensitive to the value of 
M when  iT  is set at higher value.  On the other hand, by comparing Figures 4.6 and 4.8 we note 
that the soliton amplitude increases for smaller values of iT  in subsonic regime. 
Further we investigate the effect of the change of the dust charge number, ion number density 
and the ratio of the dust number density to the ion number density on the Sagdeev potential and 
the structures of the solitons.  These are the parameters that specify the quantum behavior of the 
system.  Figure 4.9 presents the behavior of Sagdeev potential for different values of dZ and the 
corresponding soliton structures in Figure 4.12.  We can note that the amplitude of the soliton 
increases with decrease in dZ whereas width shows opposite behavior. Soliton structures of the 
solitary waves shown in Figure 4.10 are drawn in Figure 4.13, which shows that the amplitude is 
not effected by the change in 0in  provided that the 1  is kept constant. On the other hand, width 
of the soliton increases with decrease in ion number density.  The Sagdeev potential profile in 
Figure 4.11 shows that the solitary wave structures are greatly affected by the change in the ratio
1 .  The corresponding change in the amplitude of solitons is shown in Figure 4.14.  It is clear 
that amplitude increases with the decrease in the value of 1 , which is evident again that the dust 
density effectively changes the soliton structure.  We note that in obtaining the above graphical 
analysis the quasineutrality condition was consistently taken into account. 
4.5 Modulational Stability Analysis With Jeans Terms 
As noted earlier when the gravitational Sagdeev potential given by equation (4.16) is taken into 
account then the formation of solitary structures is not possible.  However, as it is obvious that 
equation (4.15) and equation (4.16) are coupled, therefore, the gravitational potential contributes 
to the amplitude modulation significantly. In this section, we shall address the question of 
modulational stability/instability (MI) of the wave and investigate the dependence of MI on the 
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gravitational potential and other parameters of the system.  We expand equations (11) and (12), 
assuming the potentials   and   to be small and restricting the terms up to the square order, 
we obtained. 
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For modulational stability analysis, we adopt a standard technique in which amplitude is 
perturbed around some fixed values for 0  and 0 .  Thus by considering  0 and 
 0 , with  cke~,   where ck  is the wave number of modulation when the 
electrostatic and gravitational potentials are coupled. 
The linear stability is checked by supposing the solutions of the form   ckexp00   and 
  ckexp00   for the electrostatic and gravitational potentials respectively.  By 
substituting these solutions in equations (4.18) and (4.19) we obtain in the zeroth order, 
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Now we collect the 1st order terms from equations (4.18) and (4.19) and get the eigenvalue 
equation for ck , given by, 
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We shall note that Plasma is marginally stable if 02 ck , which is satisfied under two 
independent conditions; either 
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the first condition that the marginal stability is affected by the inclusion of gravitational potential 
62 
 
and also by the ion temperature and electron to ion concentration shown in the second condition.  
The wave is unstable if 02 ck  which demands two coupled conditions  
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Here, again the gravitational potential plays a role in the setting of Mach number in the 
instability conditions.  Now instability occurs at the lower value of Mach number in the presence 
of the gravitational effects of dust particulates. 
We have analyzed numerically the variation of 2ck  with M  at different values of ion temperature 
i.e. 4.0,2.0iT  as shown in Figure 4.15.  At 2.0T  the wave faces a narrow cut off region 
approximately from 41.0M  to 44.0M  and then with the increase in M  the wave changes 
character from being modulationally less unstable Further, the variation in 2ck  with iT , at two 
different values of Mach numbers i.e. 44.0,38.0M  shown in Figure 4.16 shows that the wave 
is modulationally more unstable at the lower value of the Mach number M . The wave is 
marginally stable ( 02 ck ) at low ion temperature for comparatively lower value of Mach 
number.  The wave goes from marginal stability to instability with the increase in ion 
temperature and then faces a narrow cut off region before again showing marginal stability. The 
range of the cut off region changes with different values of Mach number.  As is obvious from 
the Figures 4.15 and 4.16 that 2ck is always positive, therefore, the wave undergoes a critical 
instability, not oscillating instability. 
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4.6 Conclusions 
We have analyzed the dust-acoustic wave in unmagnetized collisionless self- gravitating plasma 
by treating the ions to be Maxwellian and considering the electrons to be degenerate and have 
taken their trapping into account.  We employed Fermi-Dirac distribution for the electrons and 
expressed electron density in equation (4.6) which takes into account the effect of temperature.  
This equation has been used for fully degenerate plasma viz. 0eT .  The nonlinear analysis has 
been carried out through the Sagdeev potential approach when gravitational effects are 
neglected.  The modification in the soliton profile due to changes in Mach number, density 
ratios, ion temperature and dust charge number are investigated numerically and the results are 
presented graphically. We also discussed the condition for MI when gravitational effects are 
taken into account by including the Jean’s term in our considerations.  The effect of the 
gravitational potential and various other physical parameters on the MI are investigated 
numerically and then results are too been presented graphically.  We believe that trapping is a 
fundamental nonlinear effect which has thus for not been investigated in degenerate plasmas 
with a dust component, and our study presents these results for situations when gravitational 
effects are not taken into account initially but then gravitational effects are included to 
investigate MI. 
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Figure 4.1: Profile of Sagdeev Potential )(V  for different values of iT  when the other parameters are 
47.0M , 51 10  and 3260 10  cmni . 
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Figure 4.2: Soliton structures for different values of iT   corresponding to the Sagdeev Potential )(V in 
Figure 4.1. 
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Figure 4.3: Profile of Sagdeev Potential )(V  for different values of iT  when the other parameters are 
77.0M , 51 10  and 3260 10  cmni . 
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Figure 4.4: Soliton structures for different values of iT   corresponding to the Sagdeev Potential )(V in 
Figure 4.3. 
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Figure 4.5: Profile of Sagdeev Potential )(V  for different values of Mach number M  when the other 
parameters are 1.0iT , 51 10  and 3260 10  cmni . 
 
 
 
 
 
 
 
Ti = 0.1M = 0.5
M = 0.44
-0.0006 -0.0004 -0.0002 0.0000 0.0002
-2. μ1010
-1.5 μ1010
-1. μ1010
-5. μ109
0
5.μ 109
F
VF
69 
 
 
Figure 4.6: Soliton structures for different values of Mach number M  corresponding to the Sagdeev Potential 
)(V in Figure 4.5. 
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Figure 4.7: Profile of Sagdeev Potential )(V  for different values of Mach number M  when the other 
parameters are 6.0iT , 51 10  and 3260 10  cmni . 
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Figure 4.8: Soliton structures for different values of Mach number M  corresponding to the Sagdeev Potential 
)(V in Figure 4.7. 
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Figure 4.9: Profile of Sagdeev Potential )(V  for different values of dust charge number dZ  when the 
other parameters are 38.0M , 1.0iT , 71 10  and 3260 10  cmni . 
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Figure 4.10: Profile of Sagdeev Potential )(V  for different values of 0in when the other parameters are 
47.0M , 1.0iT , 410dZ , 31 10  and 3260 10  cmni . 
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Figure 4.11: Profile of Sagdeev Potential )(V  for different values of 1  when the other parameters are 
7.0M , 410dZ , 1.0iT  and 3260 10  cmni . 
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Figure 4.12: Soliton structures )(V  for different values of dust charge number dZ  corresponding to the Sagdeev 
Potential )(V in Figure 4.9. 
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Figure 4.13: Soliton structures for different values of 0in corresponding to the Sagdeev Potential )(V in Figure 
4.10. 
 
 
 
 
 
 
 
 
ni0 = 5 μ 1025 cm-3
ni0 = 1026 cm-3
ni0 = 7.5 μ 1025 cm-3
-2. μ10-7 -1.μ 10-7 0 1.μ 10-7 2.μ 10-7
-0.00005
-0.00004
-0.00003
-0.00002
-0.00001
0
x
F
77 
 
 
Figure 4.14: Soliton structures for different values of 1 corresponding to the Sagdeev Potential )(V in Figure 
4.11. 
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Figure 4.15: Variation of 2ck  with Mach number M at different values of iT  when the other parameters are 
310dZ , 51 10 , 3240 10  cmni  and 3190 10  cmnd . 
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Figure 4.16: Variation of 2ck  with iT at different values of M  when the other parameters are   310dZ , 
5
1 10 , 3240 10  cmni  and 3190 10  cmnd . 
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CHAPTER 5 
 
Dust-Lower-Hybrid Surface Waves in Classical and Degenerate 
Plasmas 
 
The dispersion relation for general dust low frequency electrostatic surface waves propagating 
on an interface between a magnetized dusty plasma region and a vacuum is derived by using 
specular reflection boundary conditions both in classical and quantum regimes. The frequency 
limit ceci   is considered and the dispersion relation for the Dust-Lower-Hybrid 
Surface Waves (DLHSW’s) is derived for both classical and quantum plasma half-space and 
analyzed numerically. It is shown that the wave behavior changes as the quantum nature of the 
problem is considered. 
5.1 Introduction 
Dusty plasmas have become important due to their wide range of applications in space plasmas 
including the Earth's environment as well as in laboratory plasmas and even in microelectronic 
devices composition. In space plasmas, regions with different plasma characteristics are 
encountered which are adjacent to each other. The waves propagating on the interface between a 
plasma region and a vacuum or between two distinct plasmas have been investigated in several 
studies in both unmagnetized [120-126] and magnetized [127-133] plasma cases in classical 
regime. However, surface waves in dusty plasmas have been much less investigated, 
notwithstanding the fact that most of the real plasmas are not dust free. Dust grains usually are 
negatively charged due to the sticking of electrons at their surfaces. The presence of these 
charged dust grains in the plasma changes not only the propagation of electrostatic and 
electromagnetic modes of the usual two species plasmas but also can give rise to some new 
electrostatic waves. Electrostatic surface mode at low frequency, viz. the dust-acoustic surface 
wave in an unmagnetized dusty plasma was studied by Janaki and Das Gupta [134] and then later 
on by Stenflo et. al. [135] they took the effects of dust dynamics and dust charge fluctuations 
into account. Since many real astrophysical and laboratory plasmas are furnished with dust 
component, therefore special attention has been paid to the electrostatic surface waves in a 
magnetized dusty plasma by several authors, e.g. Alam and Chowdhury [136] discussed 
electrostatic and electromagnetic surface modes in a magnetized dusty plasma along with the 
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dust charge fluctuation. Lee [137] studied the surface electrostatic spectrum including high-
frequency electron-acoustic wave and low-frequency ion-acoustic wave which was similar to the 
volume dust-acoustic wave calling it to be a dust-acoustic surface wave. Akimov et.al [138] 
studied electrostatic surface mode at the magnetized dusty plasma-metal interface. They found 
that charged dust grains can, under certain conditions, lead to the propagation of a low-frequency 
surface wave. Kim and Jung [139] have presented the surface electrostatic upper and lower 
hybrid resonance modes in an ordinary electron ion plasma by using specular reflection 
conditions. In space plasmas where the dust plays a significant role, low-frequency dust-lower-
hybrid surface waves (DLHSW's) are believed to be present Shukla and Tsintsadse [140] 
investigated charge grain heating in tokamak edges where the space charge field accelerates dust 
particles which can cause sputtering of dust particles on the tokamak chamber walls. Dust-lower-
hybrid waves are considered good source of heating for the ions in tokamak. In [141], the 
acceleration of dust particles by the ponderomotive force of dust-lower-hybrid waves was 
studied. It would be a genuine expectation that dust and dusty plasmas would play a crucial role 
in the heating processes of the next generation ITER like fusion devices. We note here that 
Salimullah [142] and Shukla et al.[143] introduced the dust-lower-hybrid bulk mode in a dusty 
plasma in the presence of an external magnetic field, however to the best of our knowledge, the 
dust-lower-hybrid surface mode has not yet been investigated specially in degenerate plasmas. 
In recent years much literature has been produced in the study of bulk plasma waves with 
quantum effects. Quite a few workers have evaluated the quantum effects on surface waves. 
Misra e. al. [144] studied electrostatic surface waves propagating along the interface between a 
quantum magnetoplasma composed of electrons and positrons and vacuum. Lazar et al. [145] 
investigated dispersion relation for surface waves on a quantum plasma half-space. Chang and 
Young-Dac [146] worked out the propagation of surface Langmuir oscillations in semi-bounded 
quantum plasmas. In [147] the TE-surface wave was investigated and it was shown that the 
dispersion is remarkably affected by the quantum statistical and quantum tunneling effects. 
Misra [148] carried out the investigations for electromagnetic surface waves along a uniform 
magnetic field in quantum electron-hole plasma. Mohamed [149] showed that that the magnetic 
effects are strong to decay a wave in quantum plasma rather in classical plasma also it is note 
that quantum effects enhance the velocity of the wave. Quite recently, Ali and Shahram [150] 
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studied the dust acoustic wave on a multi-walled nanotubes. Unfortunately, despite the existence 
of many situations where the dense dusty plasmas are encountered with interfaces to vacuum, 
surface phenomena have been rarely investigated in case of quantum dusty plasmas. In [151], it 
has been shown that dust clouds can be present around white dwarfs. We are interested in 
looking at surface phenomena (like surface charge accumulation or surface potential 
development) governing surface modes at the interface between quantum electron-ion-dust 
plasma and vacuum in low frequency range. 
5.2 Linear Dispersion Relation in Classical Plasma 
 We consider a semi-infinite dusty plasma in the region x > 0 and a vacuum for x < 0. The 
external magnetic field  B  is taken in the z-direction. As the dust charge particles form a 
charge layer at the surface due to which an electric field E  is produced along the x -direction 
across the interface. Consequently, 

BE   drift is produced in the y-direction at the interface. 
Thus, an electrostatic wave propagating in the yz-plane can be visualized. We assume that the 
quasineutrality condition is satisfied, i. e., 
0000  ddei ne
q
nn                                                            (5.1) 
 where, 0in , 0en  and 0dn  are the equilibrium number densities of ions, electrons and dust 
particles, respectively and eZq dd   is the equilibrium charge on each dust particle, where dZ  
is the charge number of a dust grain and e is the amount of charge of an electron. Since, we 
consider the electrons to be sufficiently hot and magnetized, the ions to be cold and magnetized 
and the dust grains to be cold and unmagnetized. The relevant equation of motion of plasma 
species is expressed as 
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Here deij ,,  represents ion, electron and dust respectively and jm , jv , jq , jT , 0jn , 1jn , c , 
B  , 1  and Bk  represent species mass, perturbed velocity, charge, temperature, equilibrium 
number density, perturbation in number density, speed of light, external magnetic field , 
electrostatic potential and Boltzmann constant respectively. For ion and electron eq ei ,  and 
for cold ions and dust grains 0 di TT  and unmagnetized dust grains 0 
 Bvd . The 
continuity equation for any specie of the dusty plasma, is given by 
01 

jj
j vn
t
n 
                                                            
(5.3) 
with 10 jjj nnn  . 
The number density perturbations in general may be expressed as, [174] 
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n  ,                                                                (5.4) 
where j  and jq  denote the dielectric susceptibility and charge on the species. Following the 
standard techniques [142,143,152-155], the dielectric susceptibilities for plasma species can be 
obtained by solving equations (5.2)-(5.4), as 
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 pdd                                                                                                     (5.7) 
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where, pe , pi , pd , ce and ci  are respectively the electron plasma frequency, ion plasma 
frequency, dust plasma frequency, electron plasma frequency and ion cyclotron frequency. The 
symbols //k  and k  indicate the parallel and perpendicular components of the wave vector 
defined by   2122//  kkk . 
The Poisson's equation can be expressed for the plasma region, as 


  101112 4 ddei ne
q
nne .                                             (5.8) 
By substituting equation (5.4) for 1in , 1en  and 1dn  in equation (5.8) and by considering all 
perturbed quantities to vary as   zkyktixf zy exp)( , we obtain 
P
P
x 1
2
2
1
2
 
 ,                                                                   (5.9) 
where 
 diek   122 .                                                         (5.10) 
Here, the superscript P  indicates the quantities in the plasma region. The solution of the above 
equation (5.9) can be expressed in the plasma region , as 
 xAxP   exp)(1 ,                                                            (5.11) 
where A  is the amplitude of the wave potential in the dusty plasma region. The Poisson equation 
i.e. equation (5.8) for the nearly vacuum region (extremely low-density region) is given by 
V
V
k
x 1
2
2
1
2
 
                                                                     (5.12) 
where, the superscript V  denotes quantities for the vacuum region. On the vacuum-plasma 
interface, the electric charge is present due to the accumulation of ions and dust grains. Electrons 
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suffer specular reflection at the interface. Therefore, a finite electrostatic potential v1  is also 
present in the vacuum region near the interface. Similar consideration is usually taken into 
account in the literature [139,142-144,168]. The solution of equation (5.12) is given by  
 xkxV exp)( 01                                                                  (5.13) 
where 0  is the maximum potential near to the interface in the vacuum region 0x . We now 
apply the boundary condition for the continuity of the tangential components of electric field and 
normal components of the electric displacement vector at the interface  0x  between plasma 
and vacuum,[41] 
                                                                             VtPt EE  ,                                               (5.14) 
which leads to 
VP
11   .                                                  (5.15) 
And also 
V
n
P
n DD  ,                                                   (5.16) 
where PnD  and VnD  are the normal components of the electric field displacement vector which 
can be explicitly expressed for the plasma and vacuum region as 
x
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V
x
V
n ED  ,                                                                  (5.18) 
respectively. 
Here, the current density perturbation in the x-direction can be expressed as 
dxddexeixix vnqvnevneJ 000                                                 (5.19) 
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Using equations. (5.17)-(5.19) in equation (5.16), we get 
  VxdxddexeixiPx EvnqvnevneiE  0004
 .                                    (5.20) 
Now, we consider the specular reflection for hot electrons, i.e. 0exv  at 0x . But at the same 
time the cold ions and dust grains do not satisfy this condition [134]. Hence they contribute to 
surface charge which forms a thin layer at the interface. equation (5.20) is then modified to give 
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From equation (5.2), we can write the x -component of velocities of ion and dust grain as 
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Substituting equations (5.22) and (5.23) into equation (5.21) and on rearranging various terms we 
obtain the modified boundary condition as 
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Using the solution for P1  and V1  from equations (5.11) and (5.13) in equation (5.24), we obtain 
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We are interested to look at the interface where the solutions from both the regions match, 
resulting from equations (5.12), (5.14) and (5.16) that 0A  at 0x . Hence, equation (5.25) 
on using equations (5.5)-(5.7) and (5.10), gives the general dispersion relation for low frequency 
dust electrostatic surface wave in classical plasmas as, 
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(5.26) 
where cos/// kk  and sin/  kk . Here,    is the angle between the wave propagation 
vector and the external static magnetic field. We now use the approximation ceci    
and //kk   to reduce equation (5.26), which now transforms to dispersion relation for the 
dust-lower-hybrid surface wave as 
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5.3 Linear dispersion relation in degenerate plasma 
In case of extremely cold and highly dense plasmas, the quantum mechanical effects of 
degenerate electrons are vital and must be included. We use quantum hydrodynamic model for 
invoking the quantum statistical effects and quantum scattering effects in the electron dynamics. 
Thus, equation (5.2) for electrons is modified by replacing the classical temperature with Fermi 
temperature and also including the Bohm potential term having no analog in classical regime.  
Since, most of  the boundaries are diffused so we strongly expect the existence of higher order 
derivatives in number density profile at the boundary. The  Bohm potential term having third 
order derivative is legitimate to take in account in momentum equation which caters a purely 
quantum outcome of quantum tunneling effect.   
. So upon including it to the momentum conservation equation for electrons, we write 
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Working out the electron susceptibility on the same lines as has been opted for classical case in 
the previous section, we get 
1
22
2
//
22
222
222
2
2
//
2
22
22
2
2
//
2
2
2
2
22
2
4)(41

 

 


  



ecee
Fe
ce
Fepe
ce
pe
e m
kk
m
kkkvkv
k
k
k
k  .   (5.29) 
Using equations (5.6), (5.7), (5.10) and (5.29) in equation (5.25), the general dispersion relation 
for low frequency dust surface wave is obtained as
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(5.30) 
We are particularly interested for DLHSW’s in a quantum plasma, therefore on using the 
conditions  i.e. ceci    and  //kk   for almost perpendicular mode, the dispersion 
relation for DLHSW’s in quantum plasma reduces to 
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(5.31) 
where 
pe
Fe
DFe
v
   is the Fermi-Debye length. 
We can discuss the dispersion relation in limiting cases, e.g. if 222
22
222
41 kvm
k
Fee
DFepece 


    
with almost perpendicular propagation then the classical dispersion relation is modified with 
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quantum Debye length by 


  22
22
2
41 FeeDFe vm
k  . In the other case if 
2
22
22
222
41 kvm
k
Fee
DFepece 


   , we are left with simple lower hybrid oscillations as can be seen 
in classical plasma. Hence, extremely strong magnetic field changes the wave propagations into 
simple oscillations. By replacing DFe  by classical De  and taking the limit 0  in equation 
(5.33) the classical DLHSW’s dispersion relation i.e., equation (5.27) is retrieved. 
5.4 Results and discussion 
In this paper, we have made an investigation on the propagation of dust-lower-hybrid surface 
wave at the dusty plasma-vacuum interface in the presence of an external static magnetic field. 
We assume the electrons to be hot and magnetized, ions to be cold and magnetized and relatively 
massive dust grains to be cold and unmagnetized in classical domain. A general dispersion 
relation given by equation (5.26) is derived for the low frequency electrostatic dust-surface 
wave. The dispersion relation is quite complex and we have obtained its graphical representation. 
The dispersion relation given by the equation (5.26) can be reduced to equation (5.27) in the 
frequency range ceci   , which is the dispersion relation of DLHSW's. This 
approximation is readily applicable because we have supposed the dust grains are unmagnetized 
due to their larger mass, so practically 0cd .  For sufficiently hot electrons and in the presence 
of appreciably strong magnetic field, the Larmor radius of electrons can be larger than the 
parallel wavelength of the waves under consideration; then the electrons can be taken as 
unmagnetized for motions parallel to the magnetic field. We note here that in many earlier works 
[142,146,147] spatial dispersion for linear DLHW's was not considered explicitly. So the linear 
dispersion relation was in fact representing modified oscillations only.  We feel this as a severe 
limitation on the consideration of the DLHW's. However here the inclusion of the e  gives an 
explicit dependence of the wave frequency   on the wave number k . 
The real solution of the general dispersion relation is plotted in the Figure 5.1 by using typical 
values of the various plasma parameters in the interplanetary / interstellar region: 340 10  cmni , 
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34
0 10  cmnd  , 310dZ , id mm 610  and eVTe 1 [135]. The wave shows the strong 
dispersive behavior in the range for Dk  ).3.006.0(   
In Figure 5.2 the general dispersion relation for the dust low frequency surface wave at 
degenerate plasma-vacuum interface given by equation (5.30) is numerically solved and plotted 
through its unique numerical solution using the dense plasma parameters [136,137]: 
35
0 10  cmnd  , 310dZ , id mm 610  at various values of ion number density i.e., 
325
0 10  cmni (black), 3260 10  cmni (red),  3270 10  cmni (blue) and 3280 10  cmni (green). 
The dispersion lines become steeper as the ion number density is decreased. Thus we get an idea 
about the change in dispersion relation as the quantum nature of the system is changed. At low 
level of quantum effects dispersion is although comparatively strong but only exists at long 
wavelength range as shown by the black curve corresponding to the electron number density 
325
0 10  cmne as compared to the other curve characterized by the increasing number density. 
We conclude here that the level of quantum nature of the system affects both the aspects of 
dispersion: i.e. the dispersion level and the dispersion limit. 
Considering the condition for dust lower hybrid surface wave in quantum plasma, 
ceci   , the general dispersion relation reduces to equation (5.31). Plotting of this 
dispersion relation is shown in Figure 5.3. It is clear from the Figure 5.1 and Figure 5.3 that the 
DLHSW’s support opposite trend in classical and degenerate plasma in their dispersion. The 
frequency in former case deceases with wave number while in the latter one, dispersion exists 
with opposite behavior. 
5.5 Conclusions 
We have studied a dust low frequency electrostatic surface wave propagating at the interface 
between a magnetized dusty plasma and a vacuum in general and the dust-lower-hybrid surface 
wave in particular first time both in classical and quantum regimes. The dispersion relation for 
low frequency dust surface wave is reduced to that of dust-lower-hybrid surface wave under the 
condition, ceci   , with mode propagating dominantly in the perpendicular to the 
external magnetic field. As the status of dust is ubiquitous right from a rare plasma like inter 
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galactic plasmas to dense astrophysical objects like in the surrounding of white dwarf, so we 
worked out also the dispersion relation of DLHSW’s in degenerate plasmas for the inclusion of 
quantum effects. 
Finally, we plotted the classical and quantum dispersion relations and showed that quantum 
effects changes the dispersion remarkably. The relevance of this newly introduced dust lower 
hybrid surface mode may be a feature in space plasma regions as well as in laboratory plasma 
especially in tokomaks where it might be useful in heating ions. 
 
Figure 5.1: Dispersion curve for DLHSW’s in classical plasma with characteristic parameters 340 10  cmni , 
34
0 10  cmnd  , 310dZ , id mm 610  and eVTe 1 . 
92 
 
 
Figure 5.2: Dispersion curves for low frequency dust surface waves at different ion number density in degenerate 
plasma with other fixed characteristic parameters, 350 10  cmnd  , 310dZ , id mm 610  and GB 1010 . 
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Figure 5.3: Dispersion curve for DLHSW’s in degenerate plasma with characteristic parameters, 3260 10  cmni , 
35
0 10  cmnd , 310dZ , id mm 610  and GB 1001 . 
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Chapter 6 
Summary 
The theoretical work and the results obtained presented in forgoing chapters are summarized 
here. 
Due to the versatile parametric conditions of plasma in the universe, it qualifies for to be a 
classical system as well as quantum system. There are many situations e.g. in astrophysical 
objects like white dwarfs, neutron stars, interior of stars and cores of  paramount planets, and  on 
earth, in the magnetic or inertial confinement of fusion plasma, the density is high enough to 
enable the system to act quantum mechanically. Even at moderate temperature the electron gas in 
condense matter, e.g. in metals and in semiconductors the assembly of the charge carriers 
behaves as quantum mechanical system.  
In this thesis we discussed the occurrences, types and the basic characteristics of quantum 
degenerate plasma in Chapter 1.  Also, the theoretical models used for the study of quantum 
plasma have been introduced along with some details concerning their derivations.  The fluid 
model was shown to be derived from different approaches to elucidate the controversies in the 
literature.  Complex plasma and surface waves were introduced briefly.  At the end the layout of 
the thesis is given. 
We worked out the problems in several domains for the understanding of quantum 
mechanical nature of the plasmas.  The problem of Debye-Hückel potential in a quantum plasma 
is tackled in Chapter 2.  Equation (9) is derived for the modified Debye length in quantum 
plasma.  A factor  ߛ௝ appears due to the Bohm potential term in the fluid momentum equation.  In 
case if ߛ௝ ≪ 1 i.e. the Bohm term is negligible as compared to the Fermi pressure term, our result 
becomes equal to that derived by Shukla et al. [48].  At the other end if  ߛ௝ ≫ 1, the Bohm term 
becomes dominant then we get the result similar to that obtained by Bohm and Pines [52].  So 
our result can provide a generic understanding of Debye-Hückel potential in a quantum plasmas.  
Plasma is, due to its additional potential sources, rich for the linear and nonlinear modes 
offer.  We worked out the magnetoacoustic solitary structures in e-p-i quantum magnetoplasma 
in Chapter 3.  The linear dispersion relation has been derived.  The fast and slow modes were 
numerically analyzed with the variation of obliqueness, positron concentration and magnetic 
field strength depicted in Figure 3.1 (a) and (b).  It is shown that fast mode increases while the 
slow mode decreases with increasing obliqueness.  Same is the behavior appears with the change 
in positron concentration. It is also pointed out that the pure fast mode is predominantly Alfvenic 
in low ߚ  plasmas.  For the nonlinear structures KP equation was derived using reductive 
perturbation technique. Again for fast and slow modes we presented the numerical analysis 
showing the dependence of the coefficient of nonlinearity ݈ , strong dispersion ݉ , and weak 
dispersion ݉, on obliqueness, positron concentration and magnetic field strength in Figures 3.2-
3.6.  It is found that both fast and slow modes manifest the rarefactive solitary structures.  In 
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Figure 3.4, it is observed that the increase in positron concentration increases the density dip in 
slow mode case while ineffective for fast mode.  For the case of increasing obliqueness the 
density dip is more for fast mode than that of slow mode.  Also, it is revealed that fast and slow 
modes change oppositely with the variation of magnetic field.  The relevancies of the results are 
also told, e.g. in astrophysical situations where such plasmas are believed to exist. 
Trapping effects in quantum dusty plasma are explored in Chapter 4.  The linear analysis 
is presented with the justification of real solution, clarifying the comparison of de Broglie length 
with the Fermi Debye length. The effects of trapping and gravitational potential were 
investigated on nonlinear dust acoustic wave by employing the Sagdeev potential approach.  The 
Sagdeev potential profile and the corresponding solitary structures were numerically analyzed 
for different values of Mack number, ion temperature, dust concentration and dust charge 
number. Figure 4.1 reveals that solitary structures are rarefactive and in Figure 4.2 it is seen that 
for smaller value of ion temperature the soliton amplitude increases but the width decreases. 
Also this effect is checked at different values of Mack number in Figures 4.3and 4.4, which 
indicate that amplitude is more sensitive to ion temperature at smaller value of Mack number.  In 
Figures 4.5 and 4.6, the variation of Sagdeev potential and soliton structures is depicted.  It is 
noted here that increase in Mack number results in the increase in amplitude and decrease in 
width of the solitons. In Figure 4.7 and 4.8, it is shown that Mack number dependence is more 
sensitive when ion temperature is set at higher value.  Further, the decrease in dust charge 
number increases the amplitude but decreases the width shown in Figures 4.9 and 4.12.  It is 
worthful to point out that change in ion concentration is ineffective to the amplitude while width 
increases with decrease in it as shown by Figures 4.10 and 4.13. Also, increase in dust 
concentration relative to ions results in the decrease of amplitude as indicated in Figures 4.11 and 
4.14.  In the end, we presented the modulational stability analysis in the presence of gravitational 
effects.  In Figures 4.15 and 4.16 the regions of stability and instability are shown with the 
variation of Mack number and ion temperature. 
In Chapter 5, we explored the dust-lower- hybrid surface mode in frequency limit ߱ ≪
߱௖௜ ≪ ߱௖௘  in magnetized bound dusty plasma for both classical and quantum regimes.  We 
derived the dispersion relation by considering the specular reflection condition at the interface 
between plasma and vacuum. Two extreme cases for ߱௖௘  corresponding to weak and strong 
magnetic field has been discussed. In former case the wave is shown to undergo a change from 
classical to quantum through the modification in Debye length.  While in the latter case the wave 
changes into simple oscillations. We presented the numerical analysis by considering the typical 
values of parameters for the classical and quantum systems.  It is noted from Figures 5.1and 5.3 
that the dispersion trend changes as the quantum nature of the system is taken in account.  Also, 
in Figure 5.2, the variation in dispersion with ion concentration in degenerate plasma is 
presented.  The relevance of the work in quantum dusty plasma is indicated in the fusion plasma 
system and in the periphery of white dwarfs. 
For the future research perspective, we indicate the area of Bose plasmas, as are expected 
to be present in condense matters as well as in the interior of neutron stars. 
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