Word sense disambiguation is used in many natural language processing fields. One of the ways of disambiguation is the use of decision list algorithm which is a supervised method. Supervised methods are considered as the most accurate machine learning algorithms but they are strongly influenced by knowledge acquisition bottleneck which means that their efficiency depends on the size of the tagged training set, in which their preparation is difficult, time-consuming and costly. The proposed method in this article improves the efficiency of this algorithm where there is a small tagged training set. This method uses a statistical method for collocation extraction from a big untagged corpus. Thus, the more important collocations which are the features used for creation of learning hypotheses will be identified. Weighting the features improves the efficiency and accuracy of a decision list algorithm which has been trained with a small training corpus.
Introduction
There are some words in every language with multiple meanings and different applications that their meaning is determined based on the context in which they are placed. That is these words are vague words. Context can be a sentence or phrase. Disambiguation of the meaning of these words (WSD: Word Sense Disambiguation) is one of the research areas in the field of natural language processing and is used in Information Retrieval (IR), Machine Translation (MT), information extraction and documents classification.
Ambiguous words are divided into two categories in terms of distinction level meaning. This phenomenon is called granularity. Various meanings of words have low distinction level and are called fine-grained. For example, it should be specified in machine translation that the word "discussion" must be translated to which of its equivalent in Persian according to its context. The meanings of homographs have high different level or are coarse-grained. For example, what does the word ‫"ﺷﯿﺮ"‬ (shir) mean in a sentence (shiras a dairy product which is milk, shir as a tool which is faucet or shir as an animal which is lion)? Most applications in the real world are dealing with coarse-grained level [1] .
In the 1990s when machine learning approaches were raised, a great improvement in the area of disambiguation of the meaning of words was obtained. In this decade, supervised algorithms with optimal accuracy were provided which still have the best accuracy. Since the accuracy of these algorithms is generally related to manually tagged training data, knowledge acquisition bottleneck could be occurred in case of ambiguous words with no corresponding big tagged data or in terms of languages with no available semantic tagged corpus. There isn't any large enough training corpus to cover the entire ambiguous words to train a supervised algorithm, even in languages such as English which was among the first target languages for making big manually labeled corpus. The ability of making such corpus is only a hypothesis because making such training data is time consuming and costly [2] .
On the other hand, unsupervised algorithms do not need semantic tagged corpuses and therefore do not face knowledge acquisition bottleneck problem. However they do not have proper accuracy. The creation of a WSD system is not a goal in itself but they are needed as a tool to improve the efficiency of other practical applications such as information retrieval and machine translation. Therefore the accuracy of such systems can affect the whole system accuracy. Also, the system should not have knowledge acquisition bottleneck problem in order to be able to provide adequate coverage on all the ambiguous words in a Language.
A lot of research has been done to overcome the problem in the recent years. Methods such as semi-supervised training which uses corpus with and without tag at the same time or methods which used other linguistic tools such as dictionaries, thesaurus and ontology in the corpus are from this type.
Small tagged corpus with all ambiguous words coverage in a language is faster and less costly than a large one. The proposed method tries to upgrade the decision list algorithm which is a supervised algorithm with a relatively small tagged corpus and a large untagged one, so that the accuracy of supervised algorithm trained with a small tagged corpus gets close to corresponding supervised algorithm trained with larger untagged one.
Related Works
Collocations extraction usually takes place based on Association Measures (AM) usage on big corpuses. AM uses statistical data of words in corpus in order to identify collocations [3] . One of the best known AM has been suggested based on information theory which is known as Point-wise Mutual Information (PMI) or Association ratio. If we define the probability of collocation of two words of w 1 
This measure considers the ration of dependency of two words to their independence. Other versions of this measure have also been suggested. For example, [4] mentioned the reverse bias problem of this measure compared to frequency and proposed a method to reform it. This method is named Mutual Dependency (MD):
Then they defined another measure named Mutual Dependency With frequency logarithm bias with the explanation that having self-frequency bias (not reverse) is useful in small amounts in statistical factors:
Also [7] has purposed a fuzzy measure by considering this concept that most of the association measures are based on the ration of collocation number to unique occurrence number of the words and the fact that high levels of this ratio are vague and imprecise due to dependence to the size of corpus and occurrence of other words. There are many different measures 82 of which have been evaluated in [8] . In addition to this, Instead of using association measures directly, this has considered the issue of collocation extraction as a classification issue for the first time and has considered these 82 measures as training features to train classifier trainings. In a same method, [9] has used other features for classifier training by considering three association measures of PMI, X 2 and DICE. [10] used a different method using the idea of aligning words in equivalent sentences in parallel bilingual corpuses which has been raised in the field of machine translation in the [11] and has raised the algorithm of aligning words in monolingual corpus and extracted collocation by using it. This method extracts collocations better especially when they occur with longer distance compared to methods that only use the Association Measures. [12] has used a corpus for improving the collocation extraction where sentences are in a meaning dependency graph. Thus, collocation with have been repeated enough in one semantic relation have created a sample collocation bank in from of noun + verb. Then, for better coverage of collocations existing in one language, collocation in this bank which had a nominal role of morphological have been generalized by a semantic dictionary in order to cover words which are in their semantic category. [13] has considered the issue of the effect of corpus size on threshold of separating collocations form candidate compounds after comparison of Association Measures and has provided a method for automatic extraction of collocations which are independent of the corpus size using outlier data identification in Statistics.
Decision List Algorithm
Decision list algorithm was proposed for disambiguation of homograph by [14] . This supervised algorithm uses a semantic tagged corpus to simultaneously perform automated feature extraction and feature classification. Features are words about homograph word. In this algorithm, initially a list of all of the neighbor words of homograph word in form of one word before, one word after, two words before, two words after or a window to the size of (−k, +k) which means k words before homograph and k words after it featured in the corpus are collected regardless of the specific meaning of the homograph word. A separate window can be considered for words which have be featured in (−k, +k) window for greater accuracy which is usually a context in comparison with homograph word which the maximum occurrence has taken place compared to it. Then, for each of the possible meanings of homograph word, for each of the neighboring words that have the same features, one possibility is calculated labeled using corpus as follows:
P Sense | Collocation log likelihood ratio Abs Log P Sense | Collocation
Each probability represents the relationship between each feature with one of the possible meanings of the homograph word. Then this probability is sorted from largest to smallest in a decision list and possibilities which are lower than a certain threshold are excluded. When a new test sample arrives, words in the decision list are searched one by one from top to bottom according to their corresponding window about the new word until an item is found, the search stops in this case and found feature class will be assigned to the new test sample.
Decision List algorithm is a collocation-based algorithm. This means that features are local and only words themselves are about target word. Hence, they do not need pre-processing to determine the grammatical tags and are applicable for languages in which accurate grammatical tagging is not available.
Collocation Extraction
As mentioned, decision list algorithm extracts and classifies desirable features by receiving tagged corpus and use of probabilities which it calculates for neighbor words. These features are a form of collocation words with the target word. Collocation words are defined as follows: words which have simultaneous occurrence frequency in text or speech are greater than being considered as accident.
Since the decision list depends on tagged training corpus for extraction of these collocations and this tagged corpus cannot be prepared in a large volume for all homograph words existing in a language, so some of the collocations existing for homograph in small training corpus are not identifiable.
Collocations are in different forms and their number of involved words and method of their combination are very different. Some collocations are rigid and some are flexible. For example, a flexible collocation such as "making" and "decision" can be seen in different forms such as "to make a decision", "decision has been taken", "a very important decision was taken", etc. on the other hand a collocation such as "General Motors" can be seen in one from and it is a rigid collocation. It is clear that the meaning of collocation in some tasks such as WSD is wider and more flexible than the definitions which are in the field of collocation extraction because WSD methods usually show the fact that a special word could be in a collocation with one of the meanings of an ambiguous word and there is no mandatory in having separate and special meaning in a pair collocation such as "General Motors". For example, the collocation related between ‫"اﺷﺮاف"‬ (nobles) and ‫"ﭘﺎدﺷﺎه"‬ (king). "King" is a word which help to determine the meaning of ambiguous word of "nobles" while these two words are not in one collocation based on some definitions for collocation with have been mentioned above. [15] method has been used in this research from different methods of collocation extraction. One of the positive features of this method which have not been used in other extraction methods is considering the fact that collocations are not same in terms of flexible or rigid or some words that are separated by other words are considered as one collocation if they have certain order of compared to each other. In other words, even if other methods have the ability to simultaneously extract both types of flexible and rigid collocation, they cannot separate this two from each other or determine the distance and position of two collocation words with are separated by other words. For example, PMI is a method which can also extract collocation words with are with separated by spaces in addition to rigid collocations but cannot determine an output list with degree of flexibility of these collocations or the position of their occurrence relative to each other. As we will see later, this method determines degree of flexibility and hardness of candidate collocations and ranks them relative to each other in addition to ranking them. [15] extracted collocations in lexicography tool called Xtract. His method extracts collocations using statistical information of words in the corpus which are next to each other or are in the corpus with a short distance between them.
Smadja Method
Initially, vocabulary relations of pair words are retrieved using only the statistical information. This phase is comparable with the work of [3] which evaluates a particular collocation between pairs of words. Based on [3] words can appear in any order relative to each other and can be in distance of one to several words or separated from each other. However, the statistics measures used by the Smadja provide more information and allow the output to be more careful. These explicit statistical measures use an untagged semantic corpus to retrieve pair wise word relations which depend on each other in case on existing. These bi-gram words are retrieved if they have occurrence frequency higher than a certain threshold and according to the definition of hard collocations with was previously mentioned, words used in these bi-gram words are relatively hard.
Then the output of the first step goes in parallel to the next step. The first stage output pairs of words are used in the second step to create n-gram collocations. This step analyzes all sentences including pair words and distribution of words and POSs (Part-of-speech) of position surrendering these bi-gram words. It keeps words (or POS of words) which capture of a position with possibility higher than specific threshold. For example, bi-gram words of "average-industrial" create a bigger collocation of "the Dow Jones industrial average" because these words can always be seen in more difficult nominal terms in corpus. The corpus must have POS tags before this step and the third step.
Finally, retrieved bi-gram words in the first step will be filtered in the third step by combining the results of a parser and statistical methods. In this step, Xtract adds syntactic information to retrieved collocations of the first step and filters out inappropriate information. For example, if a bi-gram word contains a noun and a verb, this step recognizes it as a bi-gram subject-verb or a verb-object word and if they do not have such relation, they will be rejected.
The Proposed Method
The idea of the proposed method is that the frequency of some of the collocations is not enough to receive appropriate probability and be placed in the upper tier of the decision list used by training corpus due to small size but at the same time they are in a collocation in one of the meanings of homograph. Such collocations can improve efficiency if they are detected and are strengthened in the decision list with added weight. For example, consider this sentence:
‫اﺻﻼﺣﺎت‬ ‫ﻧﺪادن‬ ‫اﻧﺠﺎم‬ ‫ﺳﺒﺐ‬ ‫ﺑﮫ‬ ‫ﮐﮫ‬ ‫اﺳﺖ‬ ‫اﻓﺘﺎده‬ ‫ﻧﻔﺲ‬ ‫از‬ ‫ﺷﺮﻗﯽ‬ ‫اروﭘﺎی‬ ‫اﻗﺘﺼﺎدی‬ ‫ﻗﺪرت‬ ‫دارﻧﺪ،‬ ‫ﻋﻘﯿﺪه‬ ‫"ﮐﺎرﺷﻨﺎﺳﺎن‬ ‫اﺳﺖ"‬ ‫ﻟﮭﺴﺘﺎن‬ ‫در‬ ‫,اﻗﺘﺼﺎدی‬ (Experts believe the Eastern Europe economic power has fallen sharply, because the economic reforms in Poland has not been doing) a decision list with is from a not so great trained corpus accepts the proposed class of ‫"اﺳﺖ"‬ collocation which has the most occurrence along with ‫"ﻧﻔﺲ"‬ among other collocations of the window and is in the upper part of the list. This collocation suggests the wrong class due to being in many sentences such as ‫اﺳﺖ"‬ ‫ﮐﺎذب‬ ‫ﻧﻔﺲ‬ ‫ﺑﮫ‬ ‫اﻋﺘﻤﺎد‬ ‫رﻓﺘﻦ‬ ‫ﺑﺎﻻ‬ ‫ﮐﺎر‬ ‫اﯾﻦ‬ ‫ﻣﻌﺎﯾﺐ‬ ‫از‬ ‫"ﯾﮑﯽ‬ (One of the disadvantages of this work is to rise of Self Confidence, so much). But the collocation of ‫"ﻓﺘﺎده)اﻓﺘﺎدن("‬ is in the lower tiers of the decision list due to small size of corpus and not due to not being in the collocation. Now if we had previously identified ‫"اﻓﺘﺎدن"‬ as a better collection than ‫,"اﺳﺖ"‬ we would be able to add a weight to its probability so that it can be higher in the decision list and identify the correct class. Identification of such collocations is possible by a big untagged corpus. The first step of Xtract has been used in this method for identification of collocation words whether attached or adjacent to each other or spaced a few words from each other (which one of these pairs is the target homograph word). Smadja has called first step as extraction of important bi-gram words. According to (Smadja, 1993) , there are strong evidence that most of the juxtaposition lexical relations are between words which are separated from each other by maximum 5 words. In other words, most of the lexical relations that are involved a word such as w can be retrieved by testing the neighbor of w which occurs in quintuple neighbor window (−5 and +5 around w).
Only statistical methods have been used in this step so that the related bi-gram words are identified. These methods are based on the assumption that if two word are collocation, then:
First: these two words must be observed with each other with a high frequency in a way that being observed together is beyond chance and accident.
Second: these two words must be relatively observed hard (uncompromising) together. The word's distribution in the sentence has been analyzed by considering these two hypotheses and the used filter has been placed based on these hypotheses.
Initially a list of w i words with data and information of collocation frequency of w and w i is provided in which w is the homograph and w i is candidate word for being in collocation with w. this list only contains frequency with collocation of w and w i which has been frequency divided based on the position of it occurrence compared to w (the possible distance between two collocation words). Figure 1 shows occurrence frequency of words occurred in window of (−5, +5) according to its place of occurrence in each of the window locations. Fri is the appearance frequency of w i along with w in the corpus and p j in which j is between −5 and +5 and nonzero is appearance frequency of w i along with w which are spaced by j words. p j shows histogram of appearance frequency of w i along with w in the given position.
Then, more important bi-gram words will be extracted from the list by statistic measures describing connection strength of the words and amount of hardness of this connection. The first measure is power or strength:
In which freq i is simultaneous collocation frequency of w i in window of (−5, +5), f is the mean frequency of all w is of w and σ is the standard deviation around f . In fact, the strength shows the number of standard deviation higher than the mean of frequency of w and w i bi-gram words. The next measure is spread:
( ) p . If a spread is small, then histogram tends to smoothing which means w i can be used equally in each position around w. instead, if the spread is large, histogram tends to having peak which means w i is used only in one or several special positions.
Three following filters have been defined for filtering inappropriate w i s as well as optimal window for appropriate w i s:
This proviso helps to remove pairs of words which do not have enough frequency. This proviso determines that appearance frequency of w i in neighborhood of w must have at least one standard deviation higher than the mean which means that occurrence frequency with the target word must be higher compared to total other candidate words in the corpus. This thresholding eliminates a large number of lexical relations in most of the statistical distributions. For example, ‫"دﻓﺎع"‬ (defense) will be removed in Table 1 .
This proviso will eliminate w i s which their distribution histogram in window around w is smoother and with fewer peaks than a certain limit. In fact, it accepts tougher and more uncompromising bi-gram words. The assumption here is that if two words are frequently used together in a syntactic structure, then we will have a feature pattern of collocation. This means that they will be seen in all positions and statuses with one equal chance. For example, ‫"اﯾﻦ"‬ (this) will be removed in Table 1 .
This proviso is in a different way compared to two previous provisos. First two provisos eliminated w i s completely but this proviso is applied on w i s which has met the previous two provisos and has been identified as appropriate bi-gram words and eliminates the improper position of the window (+5, −5). The first and second provisos delete output rows of the first step, but the third proviso selects the column from the remaining rows. One or more positions may be considered for each bi-gram words which are corresponding with the histogram peaks and so the result is selected in several j i p . For example, p + 1 column remains for ‫"اﺷﺮاف"‬ (nobility or aware) and other positions will be removed. u 0 , k 0 and k 1 thresholds should be determined by tests and depend on the use made of the collocations. Generally, the lower threshold will accept more data and has higher recall and lower accuracy. Smadja which has used Xtract for automatic creation of over a ten-million-word corpus vocabulary has considered threshold values for k 0 , u 0 and k 1 respectively 1 and 10 and 1. Our suggested method also uses three above measures for extraction of bi-gram words with space and without space which the values of each one will be described in the following.
Another point that should be considered is the importance of the distance that the extracted collocation has with the homographs. Decision list applies the rules of ±1, ±2 and ±K words to this aim in order to identify words which are only in collocation with homograph in case of occurrence with space and a particular position compared to homograph which means a word before and a word after, two words before and two words after and at the end words in a window with radius of K around the word. Two ±1 and ±2 rules are for harder collocations while collocations extracted by ±K rule are considered as soft collocations in a way that all collocations obtained from this rule are searched for in the window of ±K.
The idea that comes to mind in this regard is that can the use of that position (compared to the homograph) which has been the maximum occurrence of the collocation word as the accurate size of the window enhance the system efficiency? To evaluate it in Table 2 for 6 homographs, we compared the decision list which considers the maximum frequency for ±k rule with window's common mode with fixed-length of 5. Evaluation measure has been F-Measure and evaluation has been carried out between two 1200 and 500 training corpuses using 5-fold-cross-validation method.
We can see that the utility of this window is not the same for the different homographs. Most utility has been for the word ‫"اﻋﻤﺎل"‬ (impose or acts). While the efficiency for the word ‫"ﮔﺮم"‬ (hot or gram) has fallen. The reason for this could be that the collocations of the homograph word ‫"ﮔﺮم"‬ are softer and this type of windowing limits their scope of the search of reduces their efficiency. However, reduced efficiency percentage for words which have been affected by this method is lower than the percentage of increased efficiency for words that have benefited.
A decision list which only uses collocations suggested by Smadja Method is provided using training corpus 
after the extraction of collocation. It is clear that this list does not need to use ±1, ±2 and ±k rules because size of the window that surrounding the homograph for learning the class of each collocation is determined. Such classification which we call it "special decision list" has a higher accuracy than ordinary decision lists but it has lower recall, because it has learned the learning model with fewer and more accurate collocations.
To overcome the problem of declining recall in special decision list, an ordinary decision list learned on the training corpus. Then the special decision list is used for tagging in tagging step for test samples and if the suggested special decision list did not have any tag, the class suggested by the ordinary decision list is used, or using another method the determined degree of validity of the class is multiplied by a weight and is compared with validity of class determined by the ordinary list and the more valid class is determined.
Evaluating Different Tested Processes to Improve Collocation Extraction Using Xtract
For more compliance of the Smadja Method with the goal of word sense disambiguation and improving the performance of decision list, second and third filters of Smadja method have been focused on and the proposed method created changes in them. Since the results of these changes will be evaluated in the next section, these changes will be classified and introduced in this section. The first six processes will be done in the first step of Figure 1 and are directly involved in extraction of determination of position of occurrence and collocations of a homograph. The seventh process will be done in the fourth step of Figure 1 and examines the method of effectiveness of these collocations on the output algorithm of the decision list. In these processes, an attempt is made to consider the fact that the raw corpus which is used for the extraction of collocations may or may not have been POS tagged and therefore improvements have been suggested in both cases.
This method extracted and weighted pairs of word with different processes. Comparison of the results of these various processes has been mentioned in experiments section of the article. Each of these processes has been explained in continuation of this section:
The first process: this process does not make any changes to the first step of Smadja. Initially we formed a matrix for each homograph which is similar to Table 1 in which each row is a candidate collocation for homograph and columns are frequency of occurrence and number of occurrence in each decuple position of (+5, −5) window around the homograph. This matrix is also used in other processes. Two measures of strength and spread and three mentioned filters have been used in this process. Due to differences of size in our experiments and also different definition and goal that the proposed method has for collocation extraction, it is clear that thresholds must change in this task.
First, the bi-gram words that strength measure is small for them will be ineffective on their own due to not being in the decision list at all. Thus out strength measure threshold which is k0 can be lower. In other words, reducing strength measure does not significantly affect the accuracy but it increases the recall. Also as mentioned in the Smadja article, collocations in the ambiguity of words can be softer. Smadja required hard collocations based on the definition it had for collocation in order to automatically create vocabulary.
Hence two words that were repeatedly mentioned together in the text, such as ‫"اﺷﺮاف"‬ (nobility) and ‫"ﭘﺎدﺷﺎھﺎن"‬ (kings) just due to being in a same field has a high strength with a low spread measure because they can be seen anywhere relative to each other in the sentence, so Xtract were considered high spread threshold. But in WSD such collocations are good and lower spread threshold can be considered.
The second process: the thing which was done in the first process for reducing spread threshold is not useful for all candidate collocations that have different morphological tags. Basically, the words which are considered as collocation in a WSD system are not verbs and letters (article, prepositions, pronouns, etc.). In other words, a verb which is mentioned usually in all steps of homograph forms bi-gram words with lower possibility compared to a verb which has occurrence peak from one to three words after homograph. For example, in this sentence: " ‫ﺑﺒﺮﻧﺪ.‬ ‫ﭘﯿﺶ‬ ‫ﺑﮫ‬ ‫ﺑﺰرﮔﺘﺮ‬ ‫اﺑﺘﻜﺎرھﺎي‬ ‫ﺧﻠﻖ‬ ‫در‬ ‫را‬ ‫ﺑﻌﺪي‬ ‫ﻗﺪم‬ ‫و‬ ‫داﺷﺘﮫ‬ ‫ﻧﻔﺲ‬ ‫ﺑﮫ‬ ‫اﺗﻜﺎي‬ ‫و‬ ‫اﻋﺘﻤﺎد‬ ‫ﻣﯿﺒﯿﻨﯿﻢ‬ ‫اﻣﺮوز‬ " (Today we see that they have Self Confidence and can creating larger initiatives) the verb ‫"دﯾﺪن"‬ is not a pair with the word ‫"ﻧﻔﺲ"‬ but the verb ‫"داﺷﺘﻦ"‬ is a bi-gram words. In general, ‫"داﺷﺘﻦ"‬ has three peaks exactly in +1 and +2, and +3 windows. It is also about letters, in a way that collocation of a letter with homograph is only created in case of it appearing as completely hard or inflexible with it. For example, this sentence ‫ﻣﺜﺒﺖ‬ ‫ﺧﻮﯾﺸﺘﻨﺪاري‬ ‫ﻧﻔﺲ‬ ‫ﺑﮫ‬ ‫ﺑﺮاﻋﺘﻤﺎد‬ ‫ﻋﻼوه‬ ‫داﻧﺸﺂﻣﻮز‬ ‫ورزش‬ ‫ﺑﺎ‬ " ‫ﻣﯿﮕﯿﺮد"‬ ‫ﻓﺮا‬ ‫ﻧﯿﺰ‬ ‫را‬ (Students can learn Self Confidence and continence with exercise) only collocation of ‫"ﺑﮫ"‬ which is located exactly in position of -1 compared to ‫"ﻧﻔﺲ"‬ creates a bi-gram words. In the same sentence, letters ‫,"ﺑﺮ"‬ ‫"را"‬ and ‫"ﻧﯿﺰ"‬ which are frequently used in each corpus and with every ratio with both meanings of ‫"ﻧﻔﺲ"‬ are not appropriate words. The word ‫"ﺑﮫ"‬ itself should be searched for only in −1 window that this proviso is applicable by the third filter.
Thus this process has been considered for two types of morphological verbs and higher and more stringent threshold words and other lower threshold forms in spread measures but the tests have shown the filter is necessarily required for other morphological types because the peak of spread measure of the word is a sign of its desirability as a bi-gram word.
The third and fourth processes: the method of comparing spread measure in this way that if w i word has a low repeat in a corpus, even if all the times it is mentioned in the window around w is a fixed position compared to it, it will not receive a large spread. For example, consider two given wm and w n words which have frequency of distribution similar to Table 3 .
Then we have for each: Spread m = 20.25, Spread n = 30.29. We see that although w m can clearly be a bi-gram good words but due to lack of its repetition in the corpus (which leads to a lack of collocation frequency with the homograph), it has lower spread compared to w n . Although we determine the value of spread threshold to the extent that we do not lose these type of words but we will cause the lack of filter for probably useless words like w n that are present just because the high frequency of occurrence in the body and not because of having a good spread. Especially if these words are letters which have a high frequency of occurrence.
A solution is that we consider the threshold of spread measure related to collocation frequency of the word which means that a word with a high collocation frequency must face more astringency when being filtered for the histogram spread (second filter). Thus, we changed the second filter in the third process as follows:
and in the forth process as follows:
changed and compared their results. It is clear that there is more astringency on the high-frequency words in the forth process compared to the third process. The fifth process: inflectional form of words is not considered in third and fourth processes and filters are same for all words. Thus, the second filter is determined based on POS tag of the word in the fifth process. By testing different types and different thresholds, the most appropriate obtained filter is as follows: Equation (14) for verbs and prepositions and equation 13 for other words.
This means that this will be applied harder on verbs and prepositions of spread measure filter compared to higher collocation frequency.
The sixth process: this process evaluated the third filter; this means the determination of method for window of each word in bi-gram words. As previously mentioned: This filter makes windows smaller for bi-gram words which have been mentioned in previous step. This filter removes positions in (−5, +5) window in which word does not have peak based on spread measure of each word. For example consider this sentence:"‫اﺳﺖ‬ ‫داﺷﺘﮫ‬ ‫را‬ ‫ﮐﺎﻓﯽ‬ ‫ﺗﺴﻠﻂ‬ ‫و‬ ‫اﺷﺮاف‬ ‫دﯾﺮوز‬ ‫ﻧﺸﺴﺖ‬ ‫در‬ ‫او‬ ‫ﮐﮫ‬ ‫ﮐﺮدﻧﺪ‬ ‫ﺗﺎﯾﯿﺪ‬ ‫"رﺳﺎﻧﮭﮭﺎ‬ (Some news had confirmed that he had enough mastery in yesterday's meeting) this filter has already been determined that collocation of ‫"داﺷﺘﻦ"‬ must be searched in (0, +5) window around the homograph and it being used out of (0, +5) positions especially before the homograph is not able to allocate class. This feature is helpful in decision list, because as evaluated at the beginning of this section, if maximum measure for each word compared to homograph is used for determination of its window, this method can provide several appropriate positions instead of one position for limit range of the window and expend the window by replacing this method with the maximum occurrence. For example, it can determine a wider (0, +5) window according to peaks of spread histogram instead of limited window of (0, +3).
In the sixth process in addition comparing to testing different thresholds for constant k1 value, Maximum mode (MAX) which is used in the ordinary decision list and has a position in the list which has the highest occurrence frequency has also be compared. It is clear that higher values of k1 will remove more positions and more astringency will be applied.
The seventh process: this process is done on fourth step of Figure 1 . This means that this will return to the decision list and will test weighting processes. The degree of validity of the proposed class (the logarithm of the probability of the collocation determining proposed class) of special decision list can be multiplied by a weight and then it can be compared with the degree of validity of the proposed class of the ordinary decision list so that the one with higher validity determines the final class. Three different modes have been test for weighting: 1) No weighting be done and instead the class proposed by special decision list always be used and the ordinary decision list be used for tagging only when this list did not have any suggestions in which the ordinary decision list have higher covering measure due to not selecting collocations and thus, if the special decision list does not find a collocation in the field of test sample, the ordinary list may be able to find a collocation.
2) Weighting with constant numbers. Arguably the best weight for all homographs is not unique. Some of them have the best efficiency with lower weightings and some with higher weightings. It can be said that the words which have better spread measure will have the maximum efficiency in higher weighting of the special decision list.
3) Making the assigned weight to correspond the extracted bi-gram words with calculated spread for it:
and
In which w is a constant number and spread i is spread of i bi-gram words which have been extracted in one process and spread is the mean spread of all extracted pairs of words in that process and σ is its variance. A variable is calculated for each extracted bi-gram words and acts as a weight during classification for its bi-gram words and adds a weight to constant weight of w. here a word with higher peak according to the mean and expansion variance of other pairs of words with receive higher weight.
Experiments
Corpus used in the experiments is Hamshahri corpus which is in Persian and is a set of Hamshahri Newspaper's text between 1996 and 2007 and there is no tagging or rooting on it [16] .
We considered six ‫"اﻋﻤﺎل"‬ (impose or acts), ‫"دور"‬ (round or far), ‫"ﺣﺴﻦ"‬ (Hasan or goodness), ‫"ﮔﺮم"‬ (hot or gram), ‫"اﺷﺮاف"‬ (nobility or aware) and ‫"ﻧﻔﺲ"‬ (breath or self) homograph words for the experiment. Initially, we extracted all of the occurrences of these words with five words before and five words after them. Semantic tag was given to each homograph for 1200 occurrence and one semantic tagging corpus was created. Then 5000 occurrences in each homograph were inflectionally tagged and rooted along with surrounding words in order to form a corpus without semantic tagging. Rooting was just limited to changing verbs into infinitive and plural nouns to singular and grammar tagging for dividing to three classes of verbs, letters and others (nouns, adjectives, etc.).
We used the standard method of 5-fold-cross-validation for evaluation. Extraction of features was carried out in the same 5000 samples without semantic tag. Evaluation measure is also F-measure which is a combined measure of accuracy and recall. The reason for selecting this measure is that basically, accuracy and recall alone cannot demonstrate the efficiency and if we aim to improve one of these measures in determination of thresholds, then we will directed to a way where the other is decreased. Thus the best measure to determine the threshold is the F-measure.
It is necessary to mention that tests done to achieve the thresholds in each process showed that better results can be achieved if we find an optimal threshold for each homograph word. But since this act reduces the efficiency of the method in reality, we used it for general threshold. Table 4 has summarized the results for six processes from seven described processes. Thresholds of each process have been mentioned in the table which have been obtained using different experiments and the results of the most appropriate threshold have been shown, except for the sixth process which has been mentioned in the rows, other processes' results have been separated in columns. k 0 threshold in Equation (10) is zero everywhere. Weighting the extracted bi-gram words in the results of this table have been carried out according to the first mode of seventh process.
By comparing the results for different k1s in Equation (12), one general threshold for each six words can be determined. First we examined k 1 = 2.5. This threshold for a window with size 5 is too high so that no occurrence passed through it in practice. Lack of changes compared to the ordinary decision list indicates this fact. Although k 1 = 2.5 is the best threshold for "‫("اﻋﻤﺎل‬impose or acts), but it cannot be considered as a general and common threshold for all six words.
But to select an appropriate value among four modes k 1 = 1, k 1 = 1.5, k 1 = 2 and Max, the numbers of times in which they have achieved the maximum values in each process can be considered. Table 5 shows the number of maximum F-measures for each process for different k 1 s.
The results obtained from Table 5 shows that the threshold of k 1 = 2 is generally more appropriate because generally, threshold of 2 has 17 case of maximum F-measure in each process while this value has been respectively 6, 7 and 0 for 1, 1.5 and Max thresholds. Also except from process 4 which has not shown a special improvement to on certain k 1 , other processes had the maximum peak in k 1 = 2, thus we carried out the experiments of seventh process with this threshold. Table 4 also highlights other points. Generally, process 2 should not achieve lower efficiency compared to process 1. Also the efficiency of process 5 should not be lower than processes 3 and 4 and these processes are expected to have equal efficiency in worst condition where thresholds are not separated in terms of grammatical tag, but it should be noted that considered u0 thresholds are common and general for all six words and were selected in a way that they make the result of all six word optimal. Now if we consider k 1 = 2 we will observe that a word such as ‫"اﻋﻤﺎل"‬ had led to loss of efficiency in 1, 2 and 3 processes. The considered optimal threshold for this word had more difference compared to general threshold and this was more intense in the second process in a way that the second process has achieved lower results compared to the first process despite grammar isolation for threshold determination. This is also applied for ‫"ﺣﺴﻦ"‬ in 4 and 5 processes and for ‫"اﺷﺮاف"‬ in 1 and 2 processes. If there has been the ability for separate determination of optimal threshold for each word then the results for separation of grammar has always been improving and grammatical separation of threshold also reflects that the results will be better. One reason for the better results in processes 3, 4 and 5 is optimal thresholds of different words being closer in these processes in a way that determination of general threshold is less harmful to the optimal threshold results for each word.
Experiments have also been done for seventh process and improvement percentage in each form of weighting has been shown in Table 6 . The number of maximum F-measure for each form of weighting in each process has been shown in Table 7 . In cases where the maximum value has been repeated in two different modes, these have been considered in Table 7 for both forms.
Evaluating Table 7 shows that one form of weighting is not appropriate for all processes. Form 2 with weight equal to 2.5 has generally been the best form in 1, 2 and 3 processes, but form 3 of weighting performed better in 4 and 5 processes, because making the weight assigned to a collocation based on the measure that defines its usefulness-spread measure-should be a more reasonable weighting than what we have in form 2. Because a similar weight is considered for all occurrences in form 2 without considering special utility measure, but since our utility measure is spread and according to what was already clear, the spread measure has been reclaimed in 4 and 5 processes, confidence in this measure has only led to improved results in processes 4 and 5. Table 6 . Percentage of iimprovement obtained from different processes compared to the ordinary decision list for 1200 and 500 corpuses. In general it can be said that when a big POS tagged corpus is available, the fifth process and otherwise the fourth process is more appropriate solution.
Experiments Related to Change Corpus Size
The next experiment tests the effect of improving the weighting of extracted collocations from a different size of a semantic tagged corpus. Results of improvement related to the corpus with 500 training sample have been shown in Table 6 . Generally, Table 6 shows that if there is the possibility to tag POS on the untagged semantic corpus which is used for extraction of collocations, process 5 in the third form and if there is no possibility of tagging POS then process 4 in the third form will have the best results improvement. Two different sizes for training corpus will be obtained from comparison of results improvement percentage in which the purposed method in conditions will have more tangible impact when semantic tagged corpus is smaller.
In another experiment the size of corpus is considered to be even smaller in order to evaluate the effect of purposed method on this small size. Table 8 shows the results obtained for corpus with 50 samples. The size of Table 7 . The number of maximum f-measure for each form of weighting in each process. 50 for training corpus leads to smaller training decision list and it is clear that collocations learned with this corpus have a little diversity. Thus it is expected that a lot of collocation detected by collocation extraction not be mentioned in the decision list and not be able to have effectiveness. Therefore the improvement is lower than results in Table 6 . As it is clear, the fifth process still has better results but this does not apply in the case of the fourth process especially for ‫,"اﻋﻤﺎل"‬ ‫"اﺷﺮاف"‬ and ‫."ﮔﺮم"‬ The reason for this behavior can be due to more astringency of the fourth process in the extraction of collocations which leads to providing fewer collocations. This low number has shown its adverse effect on this small corpus which has a low diversity in learning collocations. This occurred while the fifth process does not have to extract a low number of collocations due to grammatically separated words. Therefore fifth process in Table 8 almost in all homographs has the best improvement.
Finally, it is worth recalling that untagged corpus used in these experiments included 5000 occurrences from each of the ambiguous words and better improvements are expected if they become bigger. However, by changing the size of corpus, the general optimal threshold (u 0 , k 0 ) also can change.
Conclusions
This article has focused on the subject of adverse impact of small size of semantic tagged corpus to remove the ambiguity of the meaning of homograph words in supervised methods. The amount of tagged data required in supervised methods in word sense disambiguation is much more than other tasks related to the field of machine learning. This is due to the frequency of homograph words in natural languages and needs of ambiguity removal methods for training separate classifications for each homograph. Thus the proposed method tries to improve the supervised algorithm using an untagged corpus.
Since collocations to homograph words in a text are considered as the most important features used in classifications, the small size of the corpus can reduce the performance of a disambiguation method. Smadja has a statistical approach for extraction of collections from an untagged corpus. The approach in this article revised and assessed the Smadja method in different processes and weighted the collocations in a supervised algorithm decision list. This weighting has been based on the fact that collocations resulted from a big untagged corpus is more valid than collocations which have been extracted by a decision list which depend on a small tagged corpus. The results of the evaluation for six different homographs have shown an improvement in the purposed method in a way that the improvements in the different homographs and processes have been from 1 to 3 percent.
