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Abstract
A numerical analysis of the effect of artificial viscosity is undertaken in order to understand
the effect of numerical diffusion on numerical boundary feedback control. The analysis is un-
dertaken on the linear hyperbolic systems discretised using the upwind scheme. The upwind
scheme solves the advection-diffusion equation with up to second-order accuracy. The analysis
shows that the upwind scheme with CFL equal to one gives the expected theoretical decay up to
first-order. On the other hand the upwind scheme with CFL less than one gives decay depending
on the second derivative of the data and the CFL number. Further the decay rates deteriorate if
the second derivatives of the solution are small. Thus the decay rates computed by the numer-
ical schemes tend to be higher in comparison to the theoretical prediction. Computations on
test cases which include isothermal Euler and the St Venant Equations confirm the analytical
results.
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1 Introduction
For many physical systems described by hyperbolic equations, boundary feedback stabilisation
based on local observations is possible, see [13, 23]. Based on a novel Lyapunov function, progress
on the analytical treatment of stabilisation of hyperbolic equations has been achieved and, in
particular, for isothermal Euler equations [16, 18, 21] and shallow–water equations [6, 11, 12, 15,
19, 20, 24] stabilisation results on the continuous setting are available. Besides linearisation of
nonlinear hyperbolic equations [12], feedback stabilisation of linear hyperbolic equations has been
considered for a network of vibrating strings [4, 17] or as a model for electric transmission networks
[26]. The most common underlying tool is a suitably weighted L2 or H2 norm used as a Lyapunov
function that gives rise to exponential decay under the so–called dissipative boundary conditions
[9, 11]. It must be noted that in this framework, a comparison of the stabilisation concept with
other existing results has been presented in [7]. Therein it can be observed that stability in higher
order Sobolev norms also yields stabilisation of nonlinear systems [8, 13].
While the research on Lyapunov functions and stabilisation results is usually restricted to the
analytical formulation only a few results on suitable numerical discretisation schemes and their
corresponding analysis exist [1, 3, 22, 26]. The analysis therein also presented explicit decay rates
for the considered numerical schemes. In [1] exponential decay on a finite time horizon has been
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established for nonlinear conservations laws and the results have been extended to linear hyperbolic
balance laws in [3, 22, 26] also with respect to higher–order norms.
However, in the numerical simulations it has been observed that the actual decay of the discretised
Lyapunov function is much stronger compared to the theoretical prediction for the discrete scheme
[1]. It was suggested that the additional decay is related to the presence of numerical diffusion
in the numerical scheme. In fact, it is well–known that finite–volume schemes solve a modified
(diffusive) equation to higher–order than the corresponding hyperbolic equation, the reader may
refer to [25]. The goal of the present work is to clarify this conjecture and to quantify the (possibly
small) diffusive effect on the numerical stabilisation result. As in the previous work, we restrict
ourselves in this paper to the case of linear 2 × 2 systems with one negative and one positive
eigenvalue. However, the main result also remains valid in the case of n × n linear hyperbolic
systems with eigenvalues not equal to zero.
The paper is organised as follows: we present a motivating computation on the continuous level
in Section 2 before presenting the main result in Section 3. The latter states explicit decay rates
of discretised linear hyperbolic equations perturbed by viscosity. Numerical results in Section 4
validate the theoretical findings.
2 Motivation and Definition of the Problem
We start by briefly recall notation and existing results. Consider the stability of a steady state of
a physical system described by a linear 2 × 2 system of hyperbolic differential equations without
source terms given by
∂ty(t, x) +A∂xy(t, x) = 0 (1)
with time and space variables (t, x) ∈ [0,∞) × [0, 1], and y(t, x) ∈ IR2. Let A ∈ R2×2 be a
diagonalisable matrix with real eigenvalues,
a− < 0 < a+, (2)
separated by zero. The steady state, y¯(x), of the system is zero. For such a 2×2 strictly hyperbolic
system there exists a diagonal matrix Λ¯ := diag
{
a+, a−
}
, whose entries are eigenvalues of A and a
matrix E whose rows are left eigenvectors of the matrix A.
We further introduce the Riemann invariants (see Section 7.3 in [14])
U(t, x) :=
(
U+(t, x)
U−(t, x)
)
:= Ey(t, x) ∈ IR2. (3)
Any smooth solutions to equation (1) also solve the system
∂tU(t, x) + Λ¯∂xU(t, x) = 0, x ∈ [0, 1], t ≥ 0. (4)
We prescribe initial conditions U0 ∈ C2(0, 1)
U(0, x) = U0(x), x ∈ [0, 1], (5)
and linear feedback boundary conditions given by(
U+(t, 0)
U−(t, 1)
)
= K
(
U+(t, 1)
U−(t, 0)
)
. (6)
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where a matrix K ∈ R2×2. Due to assumption (2) characteristics are time-independent and can
not intersect. Therefore, a solution U(t, x) to equations (4), (5) and (6) exists for all t ∈ R+0 as
discussed in [14]. We will show that U(t, x) is stable with respect to the L2-norm in the sense of
Definition 1 below, which is taken from [13, Sec. 3], where the precise definition of an L2-solution
is also found.
Definition 1. The system (4), (5) and (6) is exponentially stable with respect to the L2-norm if
there exist constants C1 > 0 and C2 > 0 such that for every U0(·) ∈ L2
(
[0, 1];R2
)
the L2-solution
of equations (4), (5) and (6) satisfies∥∥U(t, ·)∥∥
L2([0,1];R2)
≤ C2e−C1t
∥∥U(0, ·)∥∥
L2([0,1];R2)
, ∀ t ∈ R+0 . (7)
Several conditions on the matrix K have been discussed such that exponential stability in the sense
of Definition 1 holds, see e.g. [7] and references therein.
We are interested in decay rates C1 of numerical approximations to U(t, x) on a spatial and temporal
computational grid. Using a spatial discretisation width ∆x, the space interval [0, 1] is divided
into J cells such that ∆xJ = 1 with cell centres xj :=
(
j − 12
)
∆x for j = 1, . . . , J and outside
the computational domain ghost-cells with centres x0 and xJ+1 are added. The discrete time is
denoted by tn := n∆t for n = 0, 1 . . ., where ∆t > 0 such that the CFL-condition
CFL := max{a+, |a−|}∆t
∆x
≤ 1, (8)
holds. A numerical finite–volume scheme approximates the cell averages of the solution U(t, ·) at
tn by
Unj :=
(
Un,+j
Un,−j
)
≈ 1
∆x
xj+1/2∫
xj−1/2
(
U+(tn, x)
U−(tn, x)
)
dx ∈ R2.
For ∆x sufficiently small, a piece-wise constant reconstruction of U
U(t, x) =
∑
n=0,1,...
j=1,...,J
χ[tn,tn+1]×[xj−1/2,xj+1/2]U
n
j , (9)
is expected to also satisfy the exponential stability criterion in equation (7).
Given a numerical scheme, we are therefore interested in the question of how the numerical dis-
cretisation error deteriorates the theoretical expected rate C1 in equation (7). As discussed in the
introduction, the decay rates observed for U computed by numerical schemes are higher compared
with the theoretical prediction. It has been conjectured [1] that the additional decay is due to
artificial viscosity present in numerical schemes. In order to understand the role of possible viscos-
ity, we present the following formal computation before turning to an analysis of the finite volume
scheme for the computation of U.
Lemma 2. For ǫ > 0, given constant matrices Λ¯ and K and smooth initial data V0(·), assume a
C2([0,∞) × [0, 1])2 solution V (t, x) = (V +, V −)(t, x) of the viscous hyperbolic system
∂tV (t, x) + Λ¯∂xV (t, x) = ǫ∂xxV (t, x), (10)
V (0, x) = V0(x), (11)(
V +(t, 0)
V −(t, 1)
)
= K
(
V +(t, 1)
V −(t, 0)
)
, ∂x
(
V +(t, 0)
V −(t, 1)
)
= K ∂x
(
V +(t, 1)
V −(t, 0)
)
, (12)
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exists. If K satisfies the following conditions
K⊤
(
a+ − ǫµ 0
0 (|a−| − ǫµ)eµ
)
K =
(
(a+ − ǫµ)e−µ 0
0 |a−| − ǫµ
)
, (13)
K⊤
(
1 0
0 −eµ
)
K =
(
e−µ 0
0 −1
)
, (14)
then V is exponentially stable in the sense of Definition 1.
Proof. For a fixed positive value µ > 0, we consider the non–negative candidate Lyapunov function
L defined on [0,+∞) for a C2−solution of equation (10)
L(t) =
∫ 1
0
V ⊤(t, x)P (µx)V (t, x)dx, (15)
where P (µx) := diag{e−µx, eµx}.
Since L is differentiable, we use integration by parts to analyse the time derivative of the Lyapunov
function
d
dt
L(t) =
∫ 1
0
2V ⊤(t, x)P (µx)∂tV (t, x)dx,
=− 2
∫ 1
0
V ⊤(t, x)P (µx)Λ¯∂xV (t, x)dx+ 2ǫ
∫ 1
0
V ⊤(t, x)P (µx)∂xxV (t, x)dx,
=− µ
∫ 1
0
V ⊤P (µx)|Λ¯|V dx− 2ǫ
∫ 1
0
∂xV
⊤P (µx)∂xV dx+ µ
2ǫ
∫ 1
0
V ⊤P (µx)V dx
−
[
V ⊤(t, x)
(
P (µx)Λ¯ + ǫ
d
dx
P (µx)
)
V (t, x)
] ∣∣∣∣x=1
x=0
+ 2ǫ
[
V ⊤P (µx)∂xV
] ∣∣∣x=1
x=0
.
By using the boundary conditions (12), we have
d
dt
L(t) =− µ
∫ 1
0
V ⊤P (µx)|Λ¯|V dx− 2ǫ
∫ 1
0
∂xV
⊤P (µx)∂xV dx+ µ
2ǫ
∫ 1
0
V ⊤P (µx)V dx
−
(
V +(t, 1)
V −(t, 0)
)⊤((
(a+ − ǫµ)e−µ 0
0 |a−| − ǫµ
)
−K⊤
(
a+ − ǫµ 0
0 (|a−| − ǫµ)eµ
)
K
)(
V +(t, 1)
V −(t, 0)
)
+ 2ǫ
(
V +(t, 1)
V −(t, 0)
)⊤ ((
e−µ 0
0 −1
)
−K⊤
(
1 0
0 −eµ
)
K
)
∂x
(
V +(t, 1)
V −(t, 0)
)
,
Let α := min{a+, |a−|}. Then, by (13), (14), the time derivative of the Lyapunov function is
estimated by
d
dt
L(t) ≤− αµ
∫ 1
0
V ⊤P (µx)V dx+ µ2ǫ
∫ 1
0
V ⊤P (µx)V dx = −ηTL(t),
where
ηT := αµ− ǫµ2. (16)
Hence.
L(t) ≤ e−ηT tL(0), t ∈ [0,∞).
We also note that L can be bound in the L2-norm since P (µx) is positive definite, it can be
proved that λmin(P (µx))‖U‖2L2 ≤ L(t) ≤ λmax(P (µx))‖U‖2L2 , where λmin(·) and λmax(·) denote the
smallest and largest eigenvalues, respectively. See [4, 27] for details.
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Remark 3. In the case ǫ = 0, we recover known results on the stability. More general conditions
(13), (14) on K in the case ǫ = 0 exist and we refer to [10] for more details. Later, the value of ǫ
is related to artificially introduced numerical diffusion due to a spatial discretisation [25].
In the next section, a presentation of the analysis of the discretised system will be presented. The
section presents the main results of this paper.
3 Main results
We consider the linear hyperbolic system of conservation laws (4) and use a first order explicit
Upwind scheme to approximate the derivatives. Thus, we obtain the following approximation of
the system (4) at point xj and time t
n
1
∆t
(
Un+1,+j − Un,+j
Un+1,−j − Un,−j
)
+
1
∆x
Λ¯
(
Un,+j − Un,+j−1
Un,−j+1 − Un,−j
)
= 0, j = 1, . . . , J, n = 0, 1, . . . . (17)
By using Taylor expansion on the approximation and taking further derivatives of the Taylor
expansion with respect to time and space, we obtain the final form of the modified equation as (see
Section 1 in [5] for details of the derivation):
∂tU(t, x) + Λ¯∂xU(t, x) =
1
2
∆x|Λ¯|
(
I2 − ∆t
∆x
|Λ¯|
)
∂xxU(t, x) +O (∆t,∆x)2 , x ∈ [0, 1], t ≥ 0. (18)
Remark 4. The diffusion coefficients ǫ+ :=
1
2
a+∆x
(
1− a+ ∆t
∆x
)
and ǫ− :=
1
2
|a−|∆x
(
1− |a−|∆t
∆x
)
vanish for a+∆t = ∆x and |a−|∆t = ∆x, respectively. In such a case, the advection equation is
solved exactly by the Upwind method. The diffusion coefficient is positive for 0 < |a±|∆t/∆x < 1,
as a result the Upwind method is also stable.
On the discretised space and time intervals, the discretisation of the modified equations (18) by
using the Upwind scheme for first-order spatial derivatives, the Euler scheme for first-order time
derivatives and second-order finite difference scheme for second-order spatial derivatives, we obtain
(
Un+1,+j
Un+1,−j
)
=
(
Un,+j
Un,−j
)
− ∆t
∆x
Λ¯
(
Un,+j − Un,+j−1
Un,−j+1 − Un,−j
)
+
∆t
∆x2

ǫ+
(
Un,+j+1 − 2Un,+j + Un,+j−1
)
ǫ−
(
Un,−j+1 − 2Un,−j + Un,−j−1
)

 , (19a)
j = 1, . . . , J, n = 0, 1 . . . ,
U0j =
(
U0,+j
U0,−j
)
, j = 1, . . . , J, (19b)
(
Un,+0
Un,−J+1
)
= K
(
Un,+J
Un,−1
)
,
(
Un,+1 − Un,+0
Un,−J+1 − Un,−J
)
= K
(
Un,+J+1 − Un,+J
Un,−1 − Un,−0
)
, n = 0, 1, . . . . (19c)
Below we present a definition of the discrete Lyapunov function as well as discrete exponential
stability which will be followed by the main results of this section:
Definition 5 (Discrete Lyapunov function). For µ > 0, we define a discrete Lyapunov function by
Ln = ∆x
J∑
j=1
Un⊤j Pj(µ)U
n
j , n = 0, 1, . . . , (20)
where Pj(µ) := diag{e−µxj , eµxj}.
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Definition 6 (Discrete Exponential Stability). The discretised system (19a), initial condition (19b)
and boundary conditions (19c) is exponentially stable with respect to the L2−norm if there exist
C1 > 0 and C2 > 0 such that for every U
0
j , j = 1, . . . , J , the discrete L
2−solution satisfies
‖Unj ‖L2
∆x
≤ C2e−C1tn‖U0j ‖L2
∆x
, n = 0, 1, . . . , (21)
where
‖Unj ‖L2
∆x
:=
√√√√∆x J∑
j=1
(
|Un,+j |2 + |Un,−j |2
)
, ‖U0j ‖L2
∆x
:=
√√√√∆x J∑
j=1
(
|U0,+j |2 + |U0,−j |2
)
.
Theorem 7 (Stability). Assume that the CFL condition (8) holds. Let ǫ = max{ǫ+, ǫ−}. For
µ > 0 and matrix K satisfying the conditions (22) - (24), if
K⊤
( (
a++ ǫ
+
∆x(e
−µ∆x−1)eµ∆x
)
e−µx1 0
0
(
|a−|+ ǫ
−
∆x(e
−µ∆x−1)eµ∆x
)
eµxJ
)
K =
( (
a++ ǫ
+
∆x(e
−µ∆x−1)eµ∆x
)
e−µxJ+1 0
0
(
|a−|+ ǫ
−
∆x(e
−µ∆x−1)eµ∆x
)
eµx0
)
,
(22)
K⊤
(
ǫ+
∆x
e−µx0 0
0 − ǫ
−
∆x
eµxJ+1
)
K =
(
ǫ+
∆x
e−µxJ 0
0 − ǫ
−
∆x
eµx1
)
, (23)
and
K⊤
(
ǫ+
∆x
(
a++2 ǫ
+
∆x
)
e−µx0 0
0 − ǫ
−
∆x
(
|a−|+2 ǫ
−
∆x
)
eµxJ+1
)
K =
(
ǫ+
∆x
(
a++2 ǫ
+
∆x
)
e−µxJ 0
0 − ǫ
−
∆x
(
|a−|+2 ǫ
−
∆x
)
eµx1
)
,
(24)
then the numerical solution Unj of the system (19) is exponentially stable in the sense of Definition
6.
Proof. For a fixed µ > 0, the discrete Lyapunov function defined by (20) is estimated by
e−µ‖Unj ‖2L2
∆x
≤ Ln ≤ eµ‖Unj ‖2L2
∆x
, n = 0, 1, . . . . (25)
From using the discrete candidate Lyapunov function defined by (20), the time derivative of the
candidate Lyapunov function (15) is approximated by
Ln+1 − Ln
∆t
=
∆x
∆t
J∑
j=1
(
Un+1⊤j Pj(µ)U
n+1
j − Un⊤j Pj(µ)Unj
)
, n = 0, 1 . . . ,
=
∆x
∆t
J∑
j=1
((
Un+1,+j
)2
−
(
Un,+j
)2)
e−µxj
︸ ︷︷ ︸
Dn,+j
+
∆x
∆t
J∑
j=1
((
Un+1,−j
)2
−
(
Un,−j
)2)
eµxj
︸ ︷︷ ︸
Dn,−j
.
(26)
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By the discrete system (19a), we have
Dn,+j =
∆x
∆t
J∑
j=1
[
Un,+j −
(
∆t
∆x
a+ +
∆t
∆x2
ǫ+
)(
Un,+j − Un,+j−1
)
+
(
∆t
∆x2
ǫ+
)(
Un,+j+1 − Un,+j
)]2
e−µxj ,
− ∆x
∆t
J∑
j=1
(
Un,+j
)2
e−µxj ,
= − 2
(
∆t
∆x
a+ +
∆t
∆x2
ǫ+
)
∆x
∆t
J∑
j=1
(
Un,+j
)(
Un,+j − Un,+j−1
)
e−µxj
+
(
∆t
∆x
a+ +
∆t
∆x2
ǫ+
)2 ∆x
∆t
J∑
j=1
(
Un,+j − Un,+j−1
)2
e−µxj
+
(
∆t
∆x2
ǫ+
)2 ∆x
∆t
J∑
j=1
(
Un,+j+1 − Un,+j
)2
e−µxj
+ 2
(
∆t
∆x2
ǫ+
)
∆x
∆t
J∑
j=1
(
Un,+j
)(
Un,+j+1 − Un,+j
)
e−µxj
− 2
(
∆t
∆x2
ǫ+
)(
∆t
∆x
a+ +
∆t
∆x2
ǫ+
)
∆x
∆t
J∑
j=1
(
Un,+j − Un,+j−1
)(
Un,+j+1 − Un,+j
)
e−µxj ,
(27)
and
Dn,−j =
∆x
∆t
J∑
j=1
[
Un,−j +
(
∆t
∆x
|a−|+ ∆t
∆x2
ǫ−
)(
Un,−j+1 − Un,−j
)
−
(
∆t
∆x2
ǫ−
)(
Un,−j − Un,−j−1
)]2
eµxj
− ∆x
∆t
J∑
j=1
(
Un,−j
)2
eµxj ,
= + 2
(
∆t
∆x
|a−|+ ∆t
∆x2
ǫ−
)
∆x
∆t
J∑
j=1
(
Un,−j
)(
Un,−j+1 − Un,−j
)
eµxj
+
(
∆t
∆x
|a−|+ ∆t
∆x2
ǫ−
)2 ∆x
∆t
J∑
j=1
(
Un,−j+1 − Un,−j
)2
eµxj
+
(
∆t
∆x2
ǫ−
)2 ∆x
∆t
J∑
j=1
(
Un,−j − Un,−j−1
)2
eµxj
− 2
(
∆t
∆x2
ǫ−
)
∆x
∆t
J∑
j=1
(
Un,−j
)(
Un,−j − Un,−j−1
)
eµxj
− 2
(
∆t
∆x2
ǫ−
)(
∆t
∆x
|a−|+ ∆t
∆x2
ǫ−
)
∆x
∆t
J∑
j=1
(
Un,−j+1 − Un,−j
)(
Un,−j − Un,−j−1
)
eµxj .
(28)
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By using Young’s inequality (i.e. ±2ab ≤ a2 + b2 a, b ∈ R), xj+1 = xj +∆x, j = 0, . . . , J , and the
CFL condition (8) in (27),(28), we obtain:
Dn,+j ≤ − 2
(
∆t
∆x
a+ +
∆t
∆x2
ǫ+
)
∆x
∆t
J∑
j=1
(
Un,+j
)(
Un,+j − Un,+j−1
)
e−µxj
+
(
∆t
∆x
a+ +
∆t
∆x2
ǫ+
)(
∆t
∆x
a+ + 2
∆t
∆x2
ǫ+
)
∆x
∆t
J∑
j=1
(
Un,+j − Un,+j−1
)2
e−µxj
+ 2eµ∆x
(
∆t
∆x2
ǫ+
)
∆x
∆t
J∑
j=1
(
Un,+j
)(
Un,+j − Un,+j−1
)
e−µxj
− eµ∆x
(
∆t
∆x2
ǫ+
)(
2− ∆t
∆x
a+ − 2 ∆t
∆x2
ǫ+
)
∆x
∆t
J∑
j=1
(
Un,+j − Un,+j−1
)2
e−µxj
− 2
(
∆t
∆x2
ǫ+
)
∆x
∆t
[(
Un,+0
)(
Un,+1 − Un,+0
)
e−µx0 −
(
Un,+J
)(
Un,+J+1 − Un,+J
)
e−µxJ
]
−
(
∆t
∆x2
ǫ+
)(
∆t
∆x
a+ + 2
∆t
∆x2
ǫ+
)
∆x
∆t
[(
Un,+1 − Un,+0
)2
e−µx0 −
(
Un,+J+1 − Un,+J
)2
e−µxJ
]
,
(29)
and
Dn,−j ≤ + 2
(
∆t
∆x
|a−|+ ∆t
∆x2
ǫ−
)
∆x
∆t
J∑
j=1
(
Un,−j
)(
Un,−j+1 − Un,−j
)
eµxj
+
(
∆t
∆x
|a−|+ ∆t
∆x2
ǫ−
)(
∆t
∆x
|a−|+ 2 ∆t
∆x2
ǫ−
)
∆x
∆t
J∑
j=1
(
Un,−j+1 − Un,−j
)2
eµxj
− 2eµ∆x
(
∆t
∆x2
ǫ−
)
∆x
∆t
J∑
j=1
(
Un,−j
)(
Un,−j+1 − Un,−j
)
eµxj
− eµ∆x
(
∆t
∆x2
ǫ−
)(
2− ∆t
∆x
|a−| − 2 ∆t
∆x2
ǫ−
)
∆x
∆t
J∑
j=1
(
Un,−j+1 − Un,−j
)2
eµxj
+ 2
(
∆t
∆x2
ǫ−
)
∆x
∆t
[(
Un,−J+1
)(
Un,−J+1 − Un,−J
)
eµxJ+1 −
(
Un,−1
)(
Un,−1 − Un,−0
)
eµx1
]
−
(
∆t
∆x2
ǫ−
)(
∆t
∆x
|a−|+ 2 ∆t
∆x2
ǫ−
)
∆x
∆t
[(
Un,−J+1 − Un,−J
)2
eµxJ+1 −
(
Un,−1 − Un,−0
)2
eµx1
]
.
(30)
By using 2a(a− b) = a2 − b2 + (a− b)2, a, b ∈ R repeatedly, and xj+1 = xj +∆x, j = 0, . . . , J in
8
(29), (30), we have
Dn,+j ≤ −
[(
∆t
∆x
a+ + 2
∆t
∆x2
ǫ+
)
−
(
∆t
∆x
a+ +
∆t
∆x2
ǫ+
)
e−µ∆x −
(
∆t
∆x2
ǫ+
)
eµ∆x
]
∆x
∆t
J∑
j=1
(
Un,+j
)
e−µxj
−
(
∆t
∆x
a+ +
∆t
∆x2
ǫ+
)(
1− ∆t
∆x
a+ − 2 ∆t
∆x2
ǫ+
)
∆x
∆t
J∑
j=1
(
Un,+j − Un,+j−1
)2
e−µxj
− eµ∆x
(
∆t
∆x2
ǫ+
)(
1− ∆t
∆x
a+ − 2 ∆t
∆x2
ǫ+
)
∆x
∆t
J∑
j=1
(
Un,+j − Un,+j−1
)2
e−µxj
+
(
∆t
∆x
a+e−µ∆x +
(
e−µ∆x − 1)( ∆t
∆x2
ǫ+
))
∆x
∆t
[(
Un,+0
)2
e−µx0 −
(
Un,+J
)2
e−µxJ
]
+ 2
(
∆t
∆x2
ǫ+
)
∆x
∆t
[(
Un,+0
)(
Un,+1 − Un,+0
)
e−µx0 −
(
Un,+J
)(
Un,+J+1 − Un,+J
)
e−µxJ
]
−
(
∆t
∆x2
ǫ+
)(
∆t
∆x
a+ + 2
∆t
∆x2
ǫ+
)
∆x
∆t
[(
Un,+1 − Un,+0
)2
e−µx0 −
(
Un,+J+1 − Un,+J
)2
e−µxJ
]
,
(31)
and
Dn,−j ≤ −
[(
∆t
∆x
|a−|+ 2 ∆t
∆x2
ǫ−
)
−
(
∆t
∆x
|a−|+ ∆t
∆x2
ǫ−
)
e−µ∆x −
(
∆t
∆x2
ǫ−
)
eµ∆x
]
∆x
∆t
J∑
j=1
(
Un,−j
)2
eµxj
−
(
∆t
∆x
|a−|+ ∆t
∆x2
ǫ−
)(
1− ∆t
∆x
|a−| − 2 ∆t
∆x2
ǫ−
)
∆x
∆t
J∑
j=1
(
Un,−j+1 − Un,−j
)2
eµxj
− eµ∆x
(
∆t
∆x2
ǫ−
)(
1− ∆t
∆x
|a−| − 2 ∆t
∆x2
ǫ−
)
∆x
∆t
J∑
j=1
(
Un,−j+1 − Un,−j
)2
eµxj
+
(
∆t
∆x
|a−|e−µ∆x + (e−µ∆x − 1) ∆t
∆x2
ǫ−
)
∆x
∆t
[(
Un,−J+1
)2
eµxJ+1 −
(
Un,−1
)2
eµx1
]
+ 2
(
∆t
∆x2
ǫ−
)
∆x
∆t
[(
Un,−J+1
)(
Un,−J+1 − Un,−J
)
eµxJ+1 −
(
Un,−1
)(
Un,−1 − Un,−0
)
eµx1
]
−
(
∆t
∆x2
ǫ−
)(
∆t
∆x
|a−|+ 2 ∆t
∆x2
ǫ−
)
∆x
∆t
[(
Un,−J+1 − Un,−J
)2
eµxJ+1 −
(
Un,−1 − Un,−0
)2
eµx1
]
.
(32)
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From (31), (32), for n = 0, 1, . . ., the discrete time derivative (26) is estimated as
Ln+1 − Ln
∆t
≤ ∆x
J∑
j=1
Un⊤j Qj(µ)U
n
j
+
(
Un,+0
Un,−J+1
)⊤( (
a++ ǫ
+
∆x(e
−µ∆x−1)eµ∆x
)
e−µx1 0
0
(
|a−|+ ǫ
−
∆x(e
−µ∆x−1)eµ∆x
)
eµxJ
)(
Un,+0
Un,−J+1
)
−
(
Un,+J
Un,−1
)⊤( (
a++ ǫ
+
∆x(e
−µ∆x−1)eµ∆x
)
e−µxJ+1 0
0
(
|a−|+ ǫ
−
∆x(e
−µ∆x−1)eµ∆x
)
eµx0
)(
Un,+J
Un,−1
)
− 2
(
Un,+0
Un,−J+1
)⊤ (
ǫ+
∆x
e−µx0 0
0 − ǫ
−
∆x
eµxJ+1
)(
Un,+1 − Un,+0
Un,−J+1 − Un,−J
)
+ 2
(
Un,+J
Un,−1
)⊤(
ǫ+
∆x
e−µxJ 0
0 − ǫ
−
∆x
eµx1
)(
Un,+J+1 − Un,+J
Un,−1 − Un,−0
)
−
(
Un,+1 − Un,+0
Un,−J+1 − Un,−J
)⊤( ǫ+
∆x
(
a++2 ǫ
+
∆x
)
e−µx0 0
0 ǫ
−
∆x
(
|a−|+2 ǫ
−
∆x
)
eµxJ+1
)(
Un,+1 − Un,+0
Un,−J+1 − Un,−J
)
+
(
Un,+J+1 − Un,+J
Un,−1 − Un,−0
)⊤( ǫ+
∆x
(
a++2 ǫ
+
∆x
)
e−µxJ 0
0 ǫ
−
∆x
(
|a−|+2 ǫ
−
∆x
)
eµx1
)(
Un,+J+1 − Un,+J
Un,−1 − Un,−0
)
(33)
where
Qj(µ) := diag{q+(µ), q−(µ)}Pj(µ), j = 1, . . . , J,
with
q+(µ) := − 1
∆t
[(
∆t
∆x
a+ + 2
∆t
∆x2
ǫ+
)
−
(
∆t
∆x
a+ +
∆t
∆x2
ǫ+
)
e−µ∆x −
(
∆t
∆x2
ǫ+
)
eµ∆x
]
,
=
(
e−µ∆x − 1) [ a+
∆x
−
(
ǫ+
∆x2
)(
eµ∆x − 1)] ,
q−(µ) := − 1
∆t
[(
∆t
∆x
|a−|+ 2 ∆t
∆x2
ǫ−
)
−
(
∆t
∆x
|a−|+ ∆t
∆x2
ǫ−
)
e−µ∆x −
(
∆t
∆x2
ǫ−
)
eµ∆x
]
,
=
(
e−µ∆x − 1) [ |a−|
∆x
−
(
ǫ−
∆x2
)(
eµ∆x − 1)] .
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We use the boundary conditions (19c) in the inequality (33) to obtain
Ln+1 − Ln
∆t
≤ ∆x
J∑
j=1
Un⊤j Qj(µ)U
n
j
+
(
Un,+J
Un,−1
)⊤(
K⊤
( (
a++ ǫ
+
∆x(e
−µ∆x−1)eµ∆x
)
e−µx1 0
0
(
|a−|+ ǫ
−
∆x(e
−µ∆x−1)eµ∆x
)
eµxJ
)
K
−
( (
a++ ǫ
+
∆x(e
−µ∆x−1)eµ∆x
)
e−µxJ+1 0
0
(
|a−|+ ǫ
−
∆x(e
−µ∆x−1)eµ∆x
)
eµx0
))(
Un,+J
Un,−1
)
−
(
Un,+J
Un,−1
)⊤(
K⊤
(
ǫ+
∆x
e−µx0 0
0 − ǫ
−
∆x
eµxJ+1
)
K −
(
ǫ+
∆x
e−µxJ 0
0 − ǫ
−
∆x
eµx1
))(
Un,+J+1 − Un,+J
Un,−1 − Un,−0
)
−
(
Un,+J+1 − Un,+J
Un,−1 − Un,−0
)⊤(
K⊤
(
ǫ+
∆x
(
a++2 ǫ
+
∆x
)
e−µx0 0
0 ǫ
−
∆x
(
|a−|+2 ǫ
−
∆x
)
eµxJ+1
)
K
−
(
ǫ+
∆x
(
a++2 ǫ
+
∆x
)
e−µxJ 0
0 ǫ
−
∆x
(
|a−|+2 ǫ
−
∆x
)
eµx1
))(
Un,+J+1 − Un,+J
Un,−1 − Un,−0
), n = 0, 1, . . . .
(34)
By (22), (23) and (24), we have
Ln+1 − Ln
∆t
≤ ∆x
J∑
j=1
Un⊤j Qj(µ)U
n
j , n = 0, 1, . . . . (35)
For µ∆x ≥ 0, using Taylor’s expansion, we estimate
e−µ∆x − 1 ≤ −µ∆xe−µ∆x, and eµ∆x − 1 ≤ µ∆xeµ∆x. (36)
From (36), we have
a+
∆x
−
(
ǫ+
∆x2
)(
eµ∆x − 1) ≥ 1
∆x
(
a+ − ǫ+µeµ∆x) , and
|a−|
∆x
−
(
ǫ−
∆x2
)(
eµ∆x − 1) ≥ 1
∆x
(|a−| − ǫ−µeµ∆x) . (37)
Further, from (36) and (37), if
µeµ∆x ≤ α
ǫ
,
then
Qj(µ) +
(
αµe−µ∆x − ǫµ2)Pj(µ), (38)
is negative definite for all j = 1, . . . , J . Therefore, for µ > 0 such that µeµ∆x ≤ αǫ , we have
Ln+1 − Ln
∆t
≤ −ηNLn, n = 0, 1, . . . , (39)
where
ηN := αµe
−µ∆x − ǫµ2. (40)
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Hence,
Ln+1 ≤ (1−∆tηN )Ln ≤ (1−∆tηN )n+1L0 ≤ e−ηN tn+1L0, n = 0, 1, . . . . (41)
Thus it can be concluded that by the discrete norm equivalence (25), we can obtain the condition
for exponential stability (21).
Having proved the main result above, in the next section we present some numerical results which
will demonstrate the theoretical results given above.
4 Numerical computations
In this section, we illustrate Theorem 7 and show the influence of artificial viscosity on the decay of
the solution of 2× 2 linear systems of conservation laws in one dimension. In particular, we study
this for the linear wave equation in Section 4.1, the isothermal Euler’s equations in Section 4.2 and
the Saint-Venant equations in Section 4.3. In the examples below, we employ a matrix
K =
(
e−µ/2 0
0 e−µ/2
)
, µ > 0
which satisfies the conditions (22), (23), (24) given in Theorem 7.
Most importantly, it can be observed that as ∆x→ 0, for the CFL condition 0 < ∆t∆x max{a+, |a−|} ≤
1 and for µ > 0, ǫ→ 0 and the decay rates, ηT in Equation (16) and ηN in Equation (40) converge
to the expected decay rate, αµ. Further as µ is increased, the decay rate also increases for the
given matrix K. Note that in the computations below, we use a stopping criterion with a tolerance
of 10−07 for time T .
4.1 Example 1 - linear wave equation
The wave equation
∂ttw(t, x) = c
2∂xxw(t, x), (t, x) ∈ [0,∞) × [0, 1], (42)
where w(x, t) is the wave function, and c = 1 the characteristic phase velocity, can be written as
system (4) with a+ = 1, a− = −1, and the Riemann invariants can be obtained by (3) as
U+ := −∂tw + ∂xw, U− := ∂tw + ∂xw.
Since a+ = |a−| = 1, α = min{a+, |a−|} = 1, the theoretical and numerical decay rates are
given by ηT = µ − ǫµ2, see Equation (16), and ηN = µe−µ∆x − ǫµ2, see Equation (40), with the
diffusion coefficient ǫ = 12∆x
(
1− ∆t∆x
)
and the CFL condition 0 < ∆t∆x ≤ 1. The discrete system
(19) approximates (42), and the discrete Lyapunov function is bounded above by
Lnup = e−ηN t
nL0, n = 0, 1, . . . . (43)
We first take a constant initial data U0,+j = −0.5, U0,−j = 0.5, j = 1, . . . , J . For the choice of
the CFL condition 0.95 or 0.5, µ = 0.5, maximum time run T = 12 and the given matrix K, the
L∞∆x and L
2
∆x difference between the upper bound Lnup and Ln, and the rate of convergence of the
discrete Lyapunov function Ln for different number of grid points are computed and summarised
in Table 1 and 2.
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J ‖Lup − Ln‖L∞
∆x
‖Lup − Ln‖L2
∆x
αµ ηT ηN Rate(Ln)
100 0.0025 0.0030 0.5 0.4999 0.4974 2.0298
200 0.0013 0.0016 0.5 0.5000 0.4987 2.0391
400 7.2780e-04 8.9220e-04 0.5 0.5000 0.4994 2.0545
800 4.0501e-04 5.0287e-04 0.5 0.5000 0.4997 2.0785
1600 2.2993e-04 2.9221e-04 0.5 0.5000 0.4998 2.1153
Table 1: The comparison of the upper bound of Lyapunov function with discrete Lyapunov function. Under
∆x = 1
J
, ∆t = CFL∆x, CFL = 0.95, µ = 0.5, and T = 12. Rate(Ln) = ‖Ln
J
− Ln
2J
‖L2
∆x
/‖Ln
2J
− Ln
4J
‖L2
∆x
.
J ‖Lup − Ln‖L∞
∆x
‖Lup − Ln‖L2
∆x
αµ ηT ηN Rate(Ln)
100 0.0027 0.0052 0.5 0.4994 0.4969 2.0874
200 0.0016 0.0031 0.5 0.4997 0.4984 2.1270
400 0.0010 0.0019 0.5 0.4998 0.4992 2.1922
800 6.2921e-04 0.0012 0.5 0.4999 0.4996 2.3004
1600 4.0021e-04 7.9843e-04 0.5 0.5000 0.4998 2.4773
Table 2: The comparison of the upper bound of Lyapunov function with discrete Lyapunov function. Under
∆x = 1
J
, ∆t = CFL∆x, CFL = 0.5, µ = 0.5, and T = 12. Rate(Ln) = ‖Ln
J
− Ln
2J
‖L2
∆x
/‖Ln
2J
− Ln
4J
‖L2
∆x
.
In the above two tables, one observes that with the grid refinement the discrepancy from the upper
bound in L is reduced. The magnitude of the difference also depends on the CFL condition, the
larger the CFL number the smaller are the errors. In addition both ηT and ηN approach αµ
as expected. One also observes that the expected rate of convergence of the discrete Lyapunov
function Ln is guaranteed.
For a fixed number of grid points, J = 1600, different choices of µ > 0 and CFL = 0.95, we computed
the L∞∆x and L
2
∆x difference between the upper bound Lnup and Ln for above constant initial data and
for a perturbation of the initial data, U0,+j = −0.5 + 14π sin (2πxj), U0,−j = 0.5 + 14π sin (2πxj) , j =
1, . . . , J , respectively. The result is summarized in Table 3 and 4.
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µ ‖Lup − Ln‖L∞
∆x
‖Lup −Ln‖L2
∆x
αµ ηT ηN
0.25 1.0106e-04 1.6670e-04 0.25 0.2500 0.2500
0.5 2.2993e-04 2.9221e-04 0.5 0.5000 0.4998
1.25 7.7158e-04 7.8381e-04 1.25 1.2500 1.2490
2.75 0.0048 0.0034 2.7 2.7499 2.7452
4.5 0.0291 0.0165 4.5 4.4997 4.4870
Table 3: The comparison of the upper bound of Lyapunov function with discrete Lyapunov function for
constant initial data. Under ∆x = 1
1600
, ∆t = CFL∆x, CFL = 0.95, and T = 35.
µ ‖Lup − Ln‖L∞
∆x
‖Lup −Ln‖L2
∆x
αµ ηT ηN
0.25 1.7610e-04 2.4173e-04 0.25 0.2500 0.2500
0.5 2.3129e-04 2.8947e-04 0.5 0.5000 0.4998
1.25 6.6414e-04 7.4674e-04 1.25 1.2500 1.2490
2.75 0.0046 0.0033 2.7 2.7499 2.7452
4.5 0.0284 0.0159 4.5 4.4997 4.4870
Table 4: The comparison of the upper bound of Lyapunov function with discrete Lyapunov function for
perturbation of the initial data. Under ∆x = 1
1600
, ∆t = CFL∆x, CFL = 0.95, and T = 35.
In Table 3 and 4 it can be observed that for the constant initial value and the perturbed initial
value, the discrete Lyapunov function is closer to the upper bound for the smaller µ. This explains
the fact that the larger values of µ imply that the matrix K has stronger influence on the Lyapunov
function. It can also be noted that the influence of µ in the decay rate is diminished by the presence
of the term e−µ∆x in the first term of ηN . This seems to be the case even-though the quadratic
term would be dominant. Hence the discrete Lyapunov function remains farther from the upper
bound for larger µ. In all cases ηT and ηN approach αµ. Thus larger values of µ dominate the
discrete Lyapunov function which is also attributed to the choice of K.
In Figure 1, we compare different upper-bounds of the Lyapunov function:
• Lup(αµ) - the upper-bound of Equation (1) or Equation (15) with ǫ = 0;
• Lup(ηT ) - the upper-bound of the Lyapunov function in Equation (15) as established in
Lemma 2;
• Lup(ηN ) - the upper-bound of the discrete Lyapunov function in Equation (1) as established
in the proof of Theorem 7.
It also compares the above with the Ln which is the discrete Lyapunov function stated in Equation
(20). It can also be seen that αµ ≥ αµ−ǫµ2 ≥ αµe−µ∆x−ǫµ2 hence Lup(αµ) ≤ Lup(ηT ) ≤ Lup(ηN ).
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This is demonstrated in Figure 1. In the figure Ln, has the fastest decay such that Ln ≤ Lup(αµ).
For fixed µ this can be attributed to the second-order terms in Equation (19a). This behaviour is
consistent for both problems i.e. with constant or non-constant initial data. We also show that
when the values of µ > 0 increase the decay rate increases for constant and non-constant initial
data in Figure 2. This can also be attributed to the boundary condition in which the matrix K
depends on µ.
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(b) Constant initial data
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(c) Non-constant initial data
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(d) Non-constant initial data
Figure 1: The comparison of the decay of Lyapunov function and the upper bound in (a) and (c), and its
log values in (b) and (d) for constant and non-constant initial data. Under ∆x = 1
200
, ∆t = CFL∆x, CFL
= 0.5, µ = 0.5 and T = 35.
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(d) Non-constant initial data
Figure 2: The comparison of the decay of Lyapunov function in (a) and (c), and its log values in (b) and (d)
for different choices of µ > 0 and for constant and non-constant initial data. Under ∆x = 1
200
, ∆t = CFL∆x,
CFL = 0.5, and T = 70.
Of note is the fact that the upper bound due to ηN has the slowest decay rate. This is caused by
the slight influence of the e−µ∆x term. The expected decay (αµ) i.e. ǫ = 0, is almost similar to the
theoretical decay with viscosity, L(ηT ), i.e. CFL < 1.
4.2 Example 2: Isothermal Euler’s equations
The following Isothermal Euler Equations (see [2])
∂tρ(t, x) + ∂xq(t, x) = 0,
∂tq(t, x) + ∂x
(
q2(t, x)
ρ(t, x)
+ a2ρ(t, x)
)
= 0,
(44)
where x ∈ [0, l], t ∈ [0,+∞), ρ(t, x) is the density of a gas, q(t, x) := ρ(t, x)u(t, x) is the mass flux,
u(t, x) is the velocity of a gas and a is the speed of sound, can also be written as system (4) with
a+ = q∗/ρ∗ + a, a− = q∗/ρ∗ − a (a sub-sonic flow is considered), and the Riemann invariants can
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be obtained by (3) as
U+(t, x) := (q(t, x)− q∗)− a−(ρ(t, x)− ρ∗), U−(t, x) := (q(t, x) − q∗)− a+(ρ(t, x) − ρ∗),
where ρ∗, q∗ is a steady-state solution of the system (44) that satisfies
q∗ = κ1,
q∗2
ρ∗
+ a2ρ∗ = κ2, (45)
where κ1 and κ2 are real constants. Similarly, the discrete systems (19) approximates (44).
We take a = 1, q∗ = 0.6 and ρ∗ = 3. Thus, a+ = 1.2 and a− = −0.8. Then, we define an initial
data by
U0,+j = 0.8e
−xj − 3, U0,−j = −1.2e−xj + 3, j = 1, . . . , J.
Figure 3: The comparison of the decay of Lyapunov function and the upper bound in and its log values.
Under ∆x = 1
200
, ∆t = CFL∆x, CFL = 0.5, µ = 0.5 and T = 45.
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Figure 4: The comparison of the decay of Lyapunov function and its log values for different choices of
µ > 0. Under ∆x = 1
200
, ∆t = CFL∆x, CFL = 0.5, and T = 90.
17
Similar to Section 4.1, in Figure 3, we compare different upper-bounds of the Lyapunov function
with the Ln which is the discrete Lyapunov function stated in Equation (20). It can also be seen
that Lup(αµ) ≤ Lup(ηT ) ≤ Lup(ηN ). For fixed µ, we see that Ln has the fastest decay rate which
can be attributed to the second-order terms in Equation (19a). We also show that when the values
of µ > 0 increase the decay rate increases, see Figure 4. This can also be attributed to the boundary
condition in which the matrix K depends on µ.
4.3 Example 3 - Saint-Venant equations
We consider a flow of water along an open channel of prismatic shape of a unit width and length
of l > 0. This flow is modeled by Saint-Venant equations of the form
∂th(t, x) + ∂xq(t, x) = 0,
∂tq(t, x) + ∂x
(
q2(t, x)
h(t, x)
+
1
2
gh2(t, x)
)
= 0,
(46)
where h(t, x) is height of water, q(t, x) := h(t, x)u(t, x) is mass flux, u(t, x) is the velocity of
water and g is the gravitational constant. The system (46) can be written as the system (4) with
a+ = q∗/h∗ +
√
gh∗, a− = q∗/h∗ − √gh∗ (a sub-critical flow is considered), and the Riemann
invariants can be obtained by (3) as
U+(t, x) := (q(t, x)− q∗)− a−(h(t, x) − h∗), U−(t, x) := (q(t, x) − q∗)− a+(h(t, x) − h∗),
where h∗, q∗ is a steady-state solution of the system (46) that satisfies
q∗ = κ1,
u∗2
h∗
+
1
2
gh∗2 = κ2, (47)
where κ1 and κ2 are real constants. Beside this, the discrete system (19) approximates (46).
We take an equilibrium solution q∗ = 10 and h∗ = 4 with g = 9.8. Thus, a+ = 8.761 and
a− = −3.761. We define initial data by
U0,+j = 10 + 3.761(4 + 0.5 sin(πxj)), U
0,−
j = 10− 8.761(4 + 0.5 sin(πxj)), j = 1, . . . , J.
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Figure 5: The comparison of the decay of Lyapunov function and the upper bound in and its log values.
Under ∆x = 1
200
, ∆t = CFL∆x, CFL = 0.5, µ = 0.5 and T = 14.
18
0 2 4 6 8 10 12 14
Time
0
500
1000
1500
2000
2500
3000
3500
4000
4500
 = 0.25
 = 0.5
 = 1.25
 = 2.75
0 2 4 6 8 10 12 14
Time
-20
-15
-10
-5
0
5
10
 = 0.25
 = 0.5
 = 1.25
 = 2.75
Figure 6: The comparison of the decay of Lyapunov function and its log values for different choices of
µ > 0. Under ∆x = 1
200
, ∆t = CFL∆x, CFL = 0.5, and T = 14.
Similar to Section 4.1 and 4.2, in Figure 5, we compare different upper-bounds of the Lyapunov
function with the Ln which is the discrete Lyapunov function stated in Equation (20). It can also
be seen that Lup(αµ) ≤ Lup(ηT ) ≤ Lup(ηN ). For fixed µ, we see that Ln has the fastest decay rate
which can be attributed to the second-order terms in Equation (19a). We also show that when the
values of µ > 0 increase the decay rate increases, see Figure 6. This can also be attributed to the
boundary condition in which the matrix K depends on µ.
5 Conclusion
In this paper a modified equation of linear hyperbolic systems of conservation laws was considered
to show the effect of artificial viscosity in numerical boundary feedback control stabilisation. It
has been proved that using the upwind scheme and depending on the CFL number that is applied,
the decay rates vary. The decay rates when the CFL number is equal to one reflect the expected
theoretical decay rates. Otherwise the rates depend on the values of the CFL number and the
second derivative terms. This establishes the conjecture that was proposed in [1]. As further work,
it will be interesting to analyse the effect of numerical schemes on the decay of the Lyapunov
function for higher-order discretisation schemes.
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