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ABSTRACT
In preparation for the era of the time-domain astronomy with upcoming large-scale surveys, we
propose a state-space representation of a multivariate damped random walk process as a tool to ana-
lyze irregularly-spaced multi-filter light curves with heteroscedastic measurement errors. We adopt a
computationally efficient and scalable Kalman-filtering approach to evaluate the likelihood function,
leading to maximum O(k3n) complexity, where k is the number of available bands and n is the number
of unique observation times across the k bands. This is a significant computational advantage over
a commonly used univariate Gaussian process that can stack up all multi-band light curves in one
vector with maximum O(k3n3) complexity. Using such efficient likelihood computation, we provide
both maximum likelihood estimates and Bayesian posterior samples of the model parameters. Three
numerical illustrations are presented; (i) analyzing simulated five-band light curves for a comparison
with independent single-band fits; (ii) analyzing five-band light curves of a quasar obtained from the
Sloan Digital Sky Survey (SDSS) Stripe 82 to estimate the short-term variability and timescale; (iii)
analyzing gravitationally lensed g- and r-band light curves of Q0957+561 to infer the time delay. Two
R packages, Rdrw and timedelay, are publicly available to fit the proposed models.
Keywords: Bayesian — damped random walk process— Gaussian process — Kalman-filtering — LSST
— multivariate time series — Ornstein-Uhlenbeck — time delay
1. INTRODUCTION
A Gaussian process (GP) is one of the most important
data analytic tools in astronomy due to its well-known
computational and mathematical conveniences. GPs are
especially useful for analyzing astronomical time series
data in a sense that they are continuous-time processes
accounting for irregular observation cadences. More-
over, GP’s state-space representation enables modeling
heteroscedastic measurement errors as well. Such an-
alytic advantages have made GPs so popular that it
is nearly impossible to list all sub-fields of astronomy
Corresponding author: Hyungsuk Tak
tak@psu.edu
where GPs are useful; 19,483 ApJ articles appear on
the webpage of IOPscience and 18,038 MNRAS articles
show up on the webpage of MNRAS with the keyword
“Gaussian process” (on Feb 19, 2020). However, it is
the case that a multivariate GP (Marquardt & Stelzer
2007; Marquardt 2007; Schlemm & Stelzer 2012), which
is specifically designed for modeling multi-band time se-
ries data, has not been well documented in the astro-
nomical literature.
Thus, we propose a state-space representation of a
multivariate damped random walk process as a specific
class of a multivariate GP. This process is also called
a multivariate Ornstein-Uhlenbeck process (Gardiner
2009; Singh et al. 2018) and a vectorized continuous-
time auto-regressive model with order one, i.e., a vec-
torized CAR(1) or CARMA(1, 0) (Marquardt & Stelzer
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2007). In particular, the proposed is a multivariate gen-
eralization of the work of Kelly et al. (2009). They adopt
a univariate GP with the Mate´rn(1/2) covariance func-
tion (i.e., damped random walk process) to fit single-
filter quasar light curves. Using the single-band model,
they investigate associations between model parameters
and physical properties of quasars. Following their work,
MacLeod et al. (2010) and Koz lowski et al. (2010) show
more empirical evidence for such astrophysical interpre-
tations on the model parameters. The proposed multi-
variate generalization of their analytic tools can incor-
porate more data from all available bands into one com-
prehensive model. This enables more accurate inference
on such physically meaningful model parameters.
Many researchers have also pointed out some limita-
tions of the damped random walk process; Mushotzky
et al. (2011) and Zu et al. (2013) report empirical ev-
idence that the damped random walk process fails to
describe the optical variability of a quasar on a very
short timescale; Graham et al. (2014) and Kasliwal et al.
(2015) echo their arguments that not all types of AGN
variabilities can be described by the damped random
walk process. Looking into the limiting behavior of the
process, Tak et al. (2017) also demonstrate that it fails
to fit AGN light curves if the timescale of AGN variabil-
ity is much smaller than the typical observation cadence
in the data. Thus, they incorporate this limitation into
their model by using an inverse-Gamma prior to set up
a soft-lower bound on the timescale. We adopt this ap-
proach for the proposed multivariate generalization.
Although the damped random walk is not perfect,
the multivariate aspect of the proposed is essential for
studying stochastic AGN variability in the era of Vera
C. Rubin Observatory Legacy Survey of Space and Time
(LSST, Ivezic´ et al. 2019). LSST lightcurves are sup-
posed to be sparse when only one band is considered. In
general, it is challenging to extract information about
short-term variability and timescale from sparsely ob-
served single-band light curves. This problem becomes
worse if the actual timescale of an AGN variability is
much smaller than the typical observation cadence in
each band. The proposed multi-band model, however,
can alleviate this issue of sparse sampling because it
can take advantage of more data points observed at non-
overlapping times across bands. This, in turn, will make
it possible to estimate short timescales that single-band
light curves may not exhibit. If the range of timescales
that can be extracted from the LSST data becomes
wider (toward small timescales), it will be helpful for
investigating AGN variability and light curve classifi-
cation. It will also lead to more accurate inference on
short-term variability because timescale and short-term
variability are negatively correlated (Kelly et al. 2009).
From a methodological point of view, the proposed
method is flexible enough to model various aspects of
astronomical multi-filter light curves. Above all, the
proposed process is a continuous-time process in a state-
space representation, suitable for modeling irregularly-
spaced multi-band time series data with heteroscedastic
measurement errors. Also, the process does not require
the data at each observation time to be a vector of the
same length; the number of observations at each obser-
vation time can range from one to k, the total number
of bands. This feature is desirable because there can be
ties in observation times possibly due to rounding. In
addition, the lengths of multi-filter light curves do not
need to be the same; a light curve from one band can
be longer than other light curves from different bands.
Such a flexibility makes the proposed process ideal for
modeling SDSS and LSST multi-band time series data
with heteroscedastic measurement errors.
Moreover, the proposed process has a couple of com-
putational advantages. We adopt a Kalman-filtering ap-
proach for evaluating the resulting likelihood function
with maximum O(k3n) complexity, where n is the to-
tal number of unique observation times across the entire
k bands. This is more scalable and efficient than an
existing strategy of applying a univariate GP with max-
imum O(k3n3) complexity to multi-filter light curves
that are stacked up in a single vector (Zu et al. 2016;
Czekala et al. 2017). Such an efficient likelihood com-
putation makes the following likelihood-based inference
efficient; we provide both maximum likelihood estimates
and Bayesian posterior samples of model parameters.
Our numerical studies include a simulation study and
two realistic data analyses to show that the proposed
process leads to more comprehensive inference compared
to independent single-band analyses. The simulation
study generates multi-band light curves using the pro-
posed model with some fixed parameter values. Then
it checks whether the resulting inference successfully
recovers these generative parameter values. The next
numerical illustration analyzes realistic five-band light
curves of a quasar obtained from SDSS Stripe 82 to in-
fer short-term variabilities and timescales. Finally, we
apply the proposed process to inferring the time delay
between doubly lensed images of Q0957+561 whose light
curves are observed in g- and r-band.
2. MODEL SPECIFICATION
A univariate damped random walk process (Kelly
et al. 2009) is defined as
dX(t) = −1
τ
(X(t)− µ)dt+ σdB(t),
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where X(t) denotes the magnitude of an astronomical
object at time t ∈ R, τ is the timescale of the process
in days, µ is the long-term average magnitude of the
process, σ is the short-term variability of the process on
the magnitude scale, and B(t) is the standard Brownian
motion.
A multivariate version of the damped random walk
process (Gardiner 2009) is defined as
dX(t) = −D−1τ (X(t)− µ)dt+DσdB(t), (1)
where X(t) = {X1(t), . . . , Xk(t)} is a vector of length
k that denotes magnitudes of the k bands at time
t ∈ R, Dτ = diag(τ1, . . . , τk) is a k × k diagonal ma-
trix whose diagonal elements are k timescales with each
τj representing the timescale of the j-th band in days,
µ = {µ1, . . . , µk} is a vector for long-term average mag-
nitudes of k bands, Dσ = diag(σ1, . . . , σk) is a k × k
diagonal matrix whose diagonal elements are short-term
variabilities (in magnitudes) of k bands, and finally
B(t) = {B1(t), . . . , Bk(t)} is a vector for k standard
Brownian motions whose pairwise correlations are mod-
eled by correlation parameters ρjl (1 ≤ j < l ≤ k) such
that dBj(t)Bl(t) = ρjldt. These correlations are essen-
tially cross-correlations because they govern the correla-
tions among different continuous-time processes. (The
subscripts j and l will be numeric hereafter, i.e., the
subscripts j and l denote the j-th band and l-th band,
respectively, not j-band and l-band.) We use ρ to de-
note a vector of these k(k−1)/2 correlation parameters.
These correlation parameters are the key to the multi-
band modeling. If these correlations are set to zeros,
then the proposed multi-band model is essentially equiv-
alent to a single-band model with an independent as-
sumption across bands. In this case, data from one band
do not contribute to the parameter estimation of other
bands; see the left panel of Figure 1. This is because
a zero correlation between two multivariate Gaussian
random variables means their independence. The pro-
posed multi-band model accounts for the dependence
between bands by introducing their correlation param-
eters, which enables sharing information across multi-
band data to infer parameters of all bands; see the right
panel of Figure 1.
The solution of the stochastic differential equation
in (1) is Gaussian, Markovian, and stationary (105p,
Gardiner 2009), i.e., given X(s) and for t ≥ s,
X(t) |X(s),µ,σ, τ ,ρ
∼ MVNk(µ+ e−(t−s)D−1τ (X(s)− µ), Q(t− s)),
(2)
where MVNk(a, b) represents a k-dimensional multivari-
ate Gaussian distribution with mean vector a and covari-
ance matrix b. The (j, l) entry of the covariance matrix
Figure 1. A diagram illustrating the advantage of jointly
modeling multi-band data. The independent assumption
(zero correlation/covariance in a GP) between two bands
makes it impossible for the data from one band to affect the
parameter estimation of the other band. However, a depen-
dent model between two bands with a correlation parameter
enables the entire data from all bands to contribute to the
parameter estimation of all bands.
Q(t− s) is defined as
qjl =
σjσlρjlτjτl
τj + τl
(
1− e−(t−s)
τj+τl
τjτl
)
. (3)
We evaluate this continuous-time process at n discrete
observation times t = {t1, . . . , tn}. Then the joint prob-
ability density function of X(t) = {X(t1), . . . ,X(tn)}
is
f1(X(t) | µ,σ, τ ,ρ)
=
n∏
i=1
f2(X(ti) |X(ti−1),µ,σ, τ ,ρ),
(4)
where f2 denotes the density function of the multivariate
Gaussian distribution defined in (2), t0 = −∞, and the
subscript i will be used to distinguish observation times
(i = 1, 2, . . . , n).
The observed data x = {x1, . . . ,xn} are multi-filter
light curves measured at irregularly spaced observation
times t with known measurement error standard devi-
ations, δ = {δ1, . . . , δn}. Since one or more bands can
be used at each observation time ti, the length of a vec-
tor xi can be different, depending on how many bands
are used at the i-th observation time. For example, if
g- and r-bands are used at time ti, then xi is a vec-
tor containing two magnitudes from the g- and r-bands,
and δi is a vector of two corresponding measurement er-
ror standard deviations. We assume that these observed
data are realizations of the latent multi-filter light curves
X(t) = {X(t1), . . . ,X(tn)} with known Gaussian mea-
surement error variances δ2. That is, for i = 1, . . . , n,
xi |X(ti) ∼ MVNki(X∗(ti), D2δi), (5)
where ki is the number of bands used at observation time
ti, andX
∗(ti) denotes a sub-vector ofX(ti) correspond-
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ing to the bands that are used to observe xi. For exam-
ple, if g- and r-bands are used for measuring xi at ti,
then X∗(ti) is a vector of length two (ki = 2) composed
of the two elements of X(ti) corresponding to the g- and
r-bands. The notation Dδi denotes a ki × ki diagonal
matrix whose diagonal elements are δi = {δi1, . . . , δiki}.
These observed data x are assumed to be conditionally
independent given the latent dataX(t), and thus the re-
sulting joint probability density function of the observed
data given the latent data is expressed by
h1(x |X(t)) =
n∏
i=1
h2(xi |X(ti)), (6)
where h2 is the multivariate Gaussian density function
defined in (5).
We summarize the proposed state-space representa-
tion in the following diagram.
State : X(t1) X(t2) · · · X(tn)
Space : x1 x2 xn
The arrows represent dependent and conditionally in-
dependent relationships. For example, both X(t2) and
x1 depend only on X(t1), and they are conditionally
independent given X(t1) because there is no direct ar-
row between X(t2) and x1. The conditional distribu-
tions of the latent magnitudes in the State level are de-
fined in (2), and those of the observed data given the
latent magnitudes in the space level are given in (5).
The advantage of this state-space approach is that we
can model the noisy observations x with known mea-
surement error variances δ2, as is done in (5), which is
the unique feature of astronomical time series data. See
also Kelly et al. (2009) and Kelly et al. (2014) for the
state-space representations of univariate CARMA(1, 0)
and CARMA(p, q), respectively, and Sec. 3 of Durbin &
Koopman (2012) for details of state-space representation
of GPs.
Consequently, the likelihood function of the model pa-
rameters with the latent process integrated out is
L(µ,σ, τ ,ρ)
=
∫
h1(x |X(t))f1(X(t) | µ,σ, τ ,ρ) dX(t).
(7)
Here f1 and h1 are defined in (4) and (6), respectively.
3. COMPUTATION OF THE LIKELIHOOD
FUNCTION VIA KALMAN-FILTERING
Kalman-filtering (Kalman 1960) is a well-known tech-
nique to evaluate the likelihood function of a state-space
model when both state and space models are Gaus-
sian. Since the proposed has a Gaussian state-space
representation as shown in (2) and (5), it is natural to
adopt Kalman-filtering to compute the likelihood func-
tion in (7) via a product of n ki-dimensional multivari-
ate Gaussian densities (i = 1, . . . , n). This leads to
O(
∑n
i=1 k
3
i ) complexity. The minimum complexity is
O(n) when only one band is used at each observation
time (ki = 1) and the maximum complexity is O(nk
3)
when all of the k bands are used at every observation
time (ki = k).
Let F(ti) denote the natural filtration at time ti, i.e.,
all of the information about the observed data available
until time ti. Using this notation, we define the following
predictive mean vector and covariance matrix at ti−1:
With ∆ti = ti − ti−1,
µi|i−1 = E(X(ti) | F(ti−1),µ,σ, τ ,ρ)
= µ+ e−∆tiD
−1
τ (µi−1|i−1 − µ),
Σi|i−1 = Cov(X(ti) | F(ti−1),µ,σ, τ ,ρ)
= e−∆tiD
−1
τ (Σi−1|i−1)e−∆tiD
−1
τ +Q(∆ti).
(8)
We assume that
µ1|0 = µ and Σ1|0 = {qjl} =
{
σjσlρjlτjτl
τj + τl
}
.
Here, each element of the covariance matrix Q(∆ti)
in (8) is defined in (3), and the updated mean vector
and covariance matrix (after observing data at ti) are
µi|i = E(X(ti) | F(ti),µ,σ, τ ,ρ)
= µi|i−1 + Σ
.,∗
i|i−1(Σ
∗,∗
i|i−1 +D
2
δi)
−1(xi − µi|i−1),
Σi|i = Cov(X(ti) | F(ti),µ,σ, τ ,ρ)
= Σi|i−1 − Σ.,∗i|i−1(Σ∗,∗i|i−1 +D2δi)−1Σ∗,.i|i−1.
The notation Σ∗,∗i|i−1 denotes a sub-matrix of Σi|i−1 re-
stricted to the bands used for observing xi, Σ
∗,.
i|i−1 is
a sub-matrix of Σi|i−1 whose rows correspond to the
bands used and columns correspond to the entire bands,
and Σ.,∗i|i−1 is a sub-matrix of Σi|i−1 whose rows corre-
spond to the entire bands and columns correspond to
the bands used. For example, suppose there are five
bands, u, g, r, i, z, and we use u- and r-bands to observe
xi. Then, Σ
∗,∗
i|i−1 is a 2×2 covariance matrix constructed
by selecting rows and columns corresponding to u- and
r-bands from Σi|i−1, Σ
∗,.
i|i−1 is a 2×5 matrix made by
choosing two rows corresponding to u- and r-bands and
all columns from Σi|i−1, and Σ
.,∗
i|i−1 is a 5×2 matrix built
by choosing all rows and two columns corresponding to
u- and r-bands from Σi|i−1.
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Consequently, the likelihood function in (7) can be
computed as follows:
L(µ,σ, τ ,ρ) =
n∏
i=1
p(xi | F(ti−1),µ,σ, τ ,ρ), (9)
where p is another multivariate Gaussian density of
xi | F(ti−1),µ,σ, τ ,ρ
∼ MVNki(µ∗i|i−1, Σ∗,∗i|i−1 +D2δi).
(10)
The notation µ∗i|i−1 denotes a sub-vector of µi|i−1 re-
stricted only to the bands used to observe xi.
By definition, the maximum likelihood estimates of
the model parameters are the values that jointly maxi-
mize L(µ,σ, τ ,ρ). We use a gradient-free optimization
algorithm (Nelder & Mead 1965) to obtain the maxi-
mum likelihood estimates.
4. BAYESIAN INFERENCE
For Bayesian hierarchical modeling, we adopt scientif-
ically motivated, weakly informative, and independent
prior distributions on the model parameters (Tak et al.
2017, 2018a): For j = 1, 2, . . . , k and j < l ≤ k,
µj ∼ Unif(−30, 30), τj ∼ inv-Gamma(1, 1),
ρjl ∼ Unif(−1, 1), σ2j ∼ inv-Gamma(1, c),
(11)
where inv-Gamma(a, b) denotes the inverse-Gamma dis-
tribution with shape parameter a and scale parameter b.
We assume that each long-term average magnitude µj
is in a reasonably wide range between −30 and 30. The
correlation parameters are between −1 and 1 by defini-
tion. Setting up an inverse-Gamma(a, b) prior on an un-
known parameter is considered as setting up a soft lower
bound, a/(b + 1), of the unknown parameter (Sec. 4.2,
Tak et al. 2018a). We set up soft lower bounds of τj ’s
and σ2j ’s to prevent undesirable limiting behaviors of
a damped random walk process (Sec. 2.5, Tak et al.
2017). Specifically, the observed time series will look
like a white-noise process if the timescale of the process
is much smaller than the typical observation cadence
(i.e., in the limit of timescale going to zero). Thus, we
set up a half-day soft lower bound for each τj . This
undesirable behavior is also expected if the short-term
variability (variance) of the process is much smaller than
the typical measurement error variance. To reflect this,
the constant c in the inverse-Gamma prior of σ2j in (11)
is set to an arbitrarily small constant, 10−7, so that the
soft lower bound of each σj is 0.00022.
Let q be a joint prior density function of µ, σ, τ , and
ρ whose distributions are specified in (11). Then, the
resulting full posterior density function pi is
pi(µ,σ, τ ,ρ | x) ∝ L(µ,σ, τ ,ρ)× q(µ,σ, τ ,ρ). (12)
We adopt a Metropolis-Hastings within Gibbs sam-
pler (Tierney 1994) to draw (dependent) posterior sam-
ples from the full posterior distribution pi(µ,σ, τ ,ρ | x).
Initial values of the model parameters are set to their
maximum likelihood estimates. Then, it sequentially
updates each parameter given the observed data and all
the other parameters at each iteration. For example,
suppose we have three parameters θ1, θ2, and θ3 to be
updated at iteration s given previously updated values.
We sequentially update each parameter as follows:
Given
(
θ
(s−1)
1 , θ
(s−1)
2 , θ
(s−1)
3
)
,
sample pi1
(
θ1 | θ(s−1)2 , θ(s−1)3 ,x
)
, setting it to θ
(s)
1 ,
sample pi2
(
θ2 | θ(s)1 , θ(s−1)3 ,x
)
, setting it to θ
(s)
2 ,
sample pi2
(
θ3 | θ(s)1 , θ(s)2 ,x
)
, setting it to θ
(s)
3 .
The parenthesized superscript indicates at which itera-
tion the value of the parameter is updated. We use a
truncated Gaussian distribution between −30 and 30 as
a proposal distribution for each µj , a truncated Gaus-
sian proposal distribution between −1 and 1 for each of
ρjl’s, and a log-Normal proposal distribution for each
of σ2j ’s and of τj ’s. We also use an adaptive Markov
chain Monte Carlo (Sec. 3.2, Tak et al. 2017) so that
proposal scales (or so-called jumping scales) are auto-
matically tuned.
A tuning-free R package, Rdrw, that can analyze and
simulate both single- and multi-band light curves ac-
cording to the proposed model is publicly available at
CRAN1.
5. NUMERICAL ILLUSTRATIONS
5.1. A simulation study on five-band light curves
We simulate a set of five-band light curves from the
proposed multi-band model via a two-step procedure.
The first step simulates the entire data and the sec-
ond step deletes some of them to be more realistic, e.g.,
making seasonal gaps. The simulation setting of the
first step is as follows; (i) the total number of unique
observation times across five bands is set to 300; (ii)
the observation cadences are randomly drawn from the
Gamma(α = 3, β = 1) distribution whose mean and
standard deviation are equal to 3 (days); (iii) the mea-
surement error standard deviations of the j-th band are
randomly drawn from the N(0.01+0.004(j−1), 0.0022)
distribution (j = 1, . . . , 5) so that the first band accom-
panies the smallest measurement error standard devi-
ations and the last band involves the largest; (iv) the
1 https://cran.r-project.org/package=Rdrw
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generative parameter values are µj = 17 + 0.5(j − 1),
σj = 0.01j, τj = 100 + 20j for j = 1, . . . , 5. Also,
ρjl = 1.1
−|j−l| for 1 ≤ j < l ≤ 5 so that the first and
last bands are least correlated; (v) given these param-
eter values, the latent magnitudes X(t) are generated
via (2); (vi) finally, conditioning on these latent magni-
tudes, the observed magnitudes x are generated via (5).
The R package Rdrw has a functionality to return x as
a 300× 5 matrix.
Given these simulated data in the first step, we re-
move some observations, assuming that only three con-
secutive observations occur for each band, and there are
three seasonal gaps; (i) for the j-th band, we only keep
the following observation numbers: {(1, 2, 3)+3(j−1)+
15(b − 1) : b = 1, 2, . . . , 20}. For example, the observa-
tion numbers to be kept for the second band (j = 2)
are 4, 5, 6, 19, 20, 21, . . ., 289, 290, 291, and the other
observations in the second band are removed. Similarly,
the observation numbers for the third band (j = 3) are
7, 8, 9, 22, 23, 24, . . ., 292, 293, 294. By this rule, we
can keep the 300 observation times in total and each
observation time accompanies a measurement from one
band (ki = 1 for all i = 1, 2, . . . , 300, leading to O(n)
complexity; see (10)). (ii) Next we create three seasonal
gaps by removing 120 observation times out of 300. The
observation numbers falling into the three seasonal gaps
range from 41 to 80, from 141 to 180, and from 241 to
280. The total number of observations in the final data
set is 180. The simulated five-band light curves before
and after removing some of the data are displayed on
the top and bottom panels of Figure 2, respectively. The
heteroscedastic measurement error standard deviations
are too small to be displayed. Also, the details of the
simulated data are summarized in Table 1.
Using this simulated data set (i.e., after the removal),
we fit a univariate damped random walk model (Kelly
et al. 2009) on each single-band light curve. And we fit
the proposed multivariate damped random walk model
on the entire five-band data set. For each fit, we run a
Markov chain for 60,000 iterations, which is initiated at
the maximum likelihood estimates of the model param-
eters. We discard the first 10,000 iterations as burn-
in, and then we thin the remaining chain by a factor
of five, i.e., from length 50,000 to 10,000. We use this
thinned Markov chain Monte Carlo sample of size 10,000
to summarize the results. We check the convergence of
the Marko chain by computing effective sample sizes as
a numerical indication of auto-correlation function; the
higher the effective sample size is, the more quickly the
auto-correlation function decreases. The average effec-
tive sample size for the five short-term variabilities is
2,896 and that for the five timescales is 1,866.
Figure 2. A simulated data set of five-band light curves be-
fore (top) and after (bottom) removing some observations.
The deleted data are based on three assumptions; (i) there
is only a single-band measurement at each observation time;
(ii) three consecutive observations are made for each band;
(iii) three seasonal gaps exist. After the deletion, the total
number observation times is 180, and each band has 36 ob-
servations with heteroscedastic measurement errors (whose
standard deviations are too small to be displayed).
Table 1. The details of the simulated five-band time series
data. We use ‘Med.’ to denote the median value, ‘mag.’ to
indicate the magnitude value, and ‘SD’ to represent the mea-
surement error standard deviation. The first band data are
the brightest with the smallest measurement uncertainty,
and the last band data are the faintest with the largest mea-
surement uncertainty.
Band Length Med. cadence Med. mag. Med. SD
1 36 3.368 17.492 0.010
2 36 4.044 17.979 0.014
3 36 3.950 18.513 0.018
4 36 4.264 18.963 0.022
5 36 3.547 19.723 0.026
The marginal posterior distributions of the short-term
variabilities obtained by the proposed multi-band model
are exhibited in the first column of Figure 3, and those
of timescales are displayed in the second column of Fig-
ure 3. The black solid curves superimposed on the his-
tograms denote the posterior distributions obtained by
the single-band model. The vertical dashed lines rep-
resent the generative true values. It turns out that the
posterior distributions obtained by the proposed multi-
band model (histograms) tend to have higher peaks
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Figure 3. The outcomes of fitting multi-band and single-
band models on the simulated data. The five marginal poste-
rior distributions (histograms) of the short-term variabilities
obtained by the proposed multi-band model are displayed
in the first column and those of the timescales are shown
in the second column. The solid black curves represent the
marginal posterior distributions of corresponding parameters
obtained by the univariate damped random walk (uDRW)
model. The dashed red vertical lines indicate the generative
true parameter values. Overall, the marginal posterior dis-
tributions obtained by the multi-band model tend to have
higher and narrower peaks near the generative true values.
and narrower spread around the generative true values
than those obtained by the single-band models (solid
curves). These results show that the proposed model
results in more accurate inferences on the model param-
eters. This makes intuitive sense because the single-
band model accesses only 36 observations in each band,
while the multi-band model enables sharing information
across bands via their correlations. That means, the
multi-band model allows all of the 180 observations to
contribute to the inference on every model parameter.
When it comes to cross-correlation parameters, a com-
parison between single-band and multi-band models is
not possible because correlations are available only in
the multi-band model. We display the marginal poste-
rior distributions of the ten cross-correlation parameters
Figure 4. The marginal posterior distributions of the ten
cross-correlation parameters obtained by fitting the multi-
band model on the simulated data set. The dashed red ver-
tical lines indicate the generative true parameter values. It
turns out that the marginal posterior distributions tend to
have modes near the generative true values.
in Figure 4. It turns out that the true parameter val-
ues are closely located near the modes of these posterior
distributions.
5.2. Five-band light curves of an SDSS S82 quasar
The five-band (u, g, r, i, z) light curves of a quasar
used in this illustration are obtained from a catalog of
9,258 SDSS Stripe 82 quasars that are spectroscopically
confirmed (MacLeod et al. 2012)2. The name of the
quasar (dbID) is 3078106. We display these five-band
light curves in Figure 5. Most of the measurement er-
ror standard deviations are too small to be displayed in
this figure. There is no tie in observation times, i.e., a
single-band magnitude is measured at each observation
time (ki = 1 for all i in (10)), leading to O(n) complex-
ity for the likelihood computation. The length of each
single-band light curve is different; 132 observations in
2 http://faculty.washington.edu/ivezic/cmacleod/qso dr7
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Figure 5. The five-band light curves of a quasar 3078106
obtained from a catalog of 9,258 SDSS S82 quasars that
are spectroscopically confirmed. Standard deviations of het-
eroscedastic measurement errors are too small to be dis-
played. There is no tie in observation time, meaning that a
single-band magnitude is measured at each observation time.
Table 2. Details of the multi-band time series data of a
quasar 3078106. We use ‘Med.’ to denote the median value,
‘mag.’ to indicate the magnitude value, and ‘SD’ to represent
the measurement error standard deviation.
Band Length Med. cadence Med. mag. Med. SD
u 132 2.004 20.768 0.102
g 137 1.996 20.383 0.027
r 141 1.995 19.995 0.024
i 138 1.994 19.627 0.025
z 139 1.994 19.473 0.071
u-band, 137 in g-band, 141 in r-band, 138 in i-band, and
139 in z-band. In total, there are 687 observation times
across the bands (n = 687); see Table 2 for more details
of the data.
We run a Markov chain of length 60,000, discarding
the first 10,000 iterations as burn-in. We thin the re-
maining chain by a factor of five from length 50,000 into
10,000. We use this thinned Markov chain to make an
inference on each parameter because the effective sam-
ple sizes are satisfactory across all model parameters.
The sampling result is summarized in Table 3.
We compare the marginal posterior distributions of
the short-term variabilities and timescales obtained by
the proposed multi-band model with those obtained
by the single-band models. Figure 6 displays these
marginal posterior distributions of the short-term vari-
abilities in the first column and those of the timescales
in the second column. The histograms indicate the pos-
terior distributions obtained by the multi-band model,
while the superimposed solid black curves represent
those obtained by the single-band model.
Overall, the marginal posterior distributions obtained
by the multi-band model tend to have higher peak and
narrower spread than those obtained by the single-band
models. In particular, the modes of all five marginal pos-
Table 3. Details of the posterior samples of the model pa-
rameters. We use ‘Mean’ to indicate the posterior mean, ‘SD’
to represent the posterior standard deviation, and the 68.3%
credible interval is based on 15.85% and 84.15% quantiles
of the corresponding posterior sample, and ‘ESS’ to denote
the effective sample size out of 10,000. Numerical subscripts
are indicators of the bands; 1, 2, 3, 4, and 5 correspond to
u, g, r, i, and z, respectively.
Param. Mean SD 68.3% credible interval ESS
µ1 20.780 0.043 (20.739, 20.820) 379
µ2 20.347 0.036 (20.312, 20.382) 290
µ3 19.934 0.034 (19.902, 19.965) 266
µ4 19.616 0.029 (19.588, 19.644) 380
µ5 19.471 0.032 (19.442, 19.499) 397
log10(σ1) −3.774 0.188 (−3.967,−3.585) 704
log10(σ2) −3.967 0.128 (−4.095,−3.837) 697
log10(σ3) −4.119 0.136 (−4.257,−3.983) 475
log10(σ4) −3.971 0.142 (−4.115,−3.825) 804
log10(σ5) −3.984 0.193 (−4.177,−3.792) 800
log10(τ1) 2.147 0.212 (1.937, 2.344) 362
log10(τ2) 2.206 0.153 (2.061, 2.350) 326
log10(τ3) 2.253 0.175 (2.087, 2.415) 253
log10(τ4) 2.093 0.175 (1.924, 2.260) 337
log10(τ5) 2.097 0.212 (1.898 2.296) 430
ρ12 0.811 0.135 (0.685, 0.933) 301
ρ13 0.809 0.125 (0.683, 0.929) 476
ρ14 0.871 0.086 (0.799, 0.944) 493
ρ15 0.543 0.212 (0.322, 0.759) 199
ρ23 0.740 0.123 (0.632, 0.853) 288
ρ24 0.742 0.155 (0.601, 0.882) 220
ρ25 0.490 0.238 (0.239, 0.734) 194
ρ34 0.634 0.165 (0.466, 0.795) 287
ρ35 0.686 0.182 (0.503, 0.859) 224
ρ45 0.862 0.123 (0.769, 0.959) 493
terior distributions of timescales in the second column
are closely located near 2.3, while single-band models
do not exhibit such consistent modal locations. Thus,
the result of multi-band modeling indicates that the true
timescales of quasar 3078106 may be almost the same
across the five bands unlike single-band analyses. Such a
consistent inference may be ascribed to the multi-band
aspect of the proposed model that allows sharing in-
formation across bands. Also, the posterior samples of
timescales obtained by the multi-band model tend to be
smaller than those obtained by the single-band models.
This may be because the multi-band model accounts for
more data across bands, which enables detecting smaller
timescales that individual single-band light curves may
not exhibit.
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Figure 6. The results of fitting multi-band and single-band
models on the realistic data of SDSS S82 quasar 3078106.
The marginal posterior distributions of the short-term vari-
abilities obtained by the proposed multi-band model are dis-
played in the first column and those of the timescales are
shown in the second column. The superimposed solid black
curves represent the marginal posterior distributions of cor-
responding parameters obtained by the univariate damped
random walk (uDRW) model. The results confirm that (i)
the multi-band model leads to more consistent modal loca-
tions because it enables sharing information across bands,
and that (ii) it enables estimating shorter timescales that in-
dividual single-band light curves may not exhibit because it
accounts for more data across bands.
5.3. Time delay estimation between doubly-lensed
multi-band light curves of Q0957+561
Time delay estimation is one of the key factors for
the Hubble constant estimation via time delay cosmog-
raphy (Liao et al. 2015; Treu & Marshall 2016; Suyu
et al. 2017). However, it has been the case that the
time delays are estimated only from single-band light
curves. The proposed process can be used to estimate
time delays among gravitationally lensed multi-band
light curves of an AGN, as is the case for a single-band
model (Dobler et al. 2015; Liao et al. 2015; Tak et al.
2017). For this purpose, we introduce a few more param-
eters for the time delays and microlensing adjustment.
We use the proposed multi-filter process to model each
of multiply lensed images observed in several bands, e.g.,
XA(t), XB(t), XC(t), and XD(t) corresponding to
quadruply lensed images, A,B,C, and D. (The notation
here is consistent to the one in Section 2 except the sub-
scripts that distinguish lensed images.) Taking lensed
image A as an example, the notation XA(t) represents
{XA(t1), . . . ,XA(tn)} and each component XA(ti) is a
vector of length k (the number of available bands), i.e.,
XA(ti) = {XA,1(ti), . . . , XA,k(ti)}. The observed data
of lensed image A are xA = {xA,1, . . . ,xA,n} and cor-
responding measurement error standard deviations are
δA = {δA,1, . . . , δA,n}.
We account for microlensing by subtracting a polyno-
mial long-term trend of order m from each latent mag-
nitude (Hojjati et al. 2013; Tewes et al. 2013; Tak et al.
2017). That is, for j = 1, . . . , k,
X ′A,j(ti) = XA,j(ti)− pA,j(ti), (13)
where pA,j(ti) is the polynomial long-term trend at ti
defined as
pA,j(ti) = βA,j,0 + βA,j,1ti + βA,j,2t
2
i + · · ·+ βA,j,mtmi .
(14)
The notation βA,j = {βA,j,0, βA,j,1, . . . , βA,j,m} denotes
the m + 1 polynomial regression coefficients of band j
for image A. We use βA = {βA,1, . . . ,βA,k} to col-
lectively denote the regression coefficients for image A.
The polynomial order m can be set differently for each
band (e.g., mA,1, . . . ,mA,k). We note that the long-term
average magnitude of band j for image A, i.e., µA,j , is
now absorbed into the intercept term of βA,j .
We assume that each multi-band process, whose poly-
nomial long-term trends are removed across k bands, is
a shifted version of the other in the horizontal axis by
the time delays. That means,
X ′B(t) = X
′
A(t−∆AB),
X ′C(t) = X
′
A(t−∆AC), and
X ′D(t) = X
′
A(t−∆AD)
(15)
Consequently, given the time delays (∆AB , ∆AC , ∆AD)
and polynomial regression coefficients for microlensing
(βA, βB , βC , βD), we can use only one multi-band
process X ′A(·) to model all of the gravitationally lensed
multi-filter light curves, i.e., X ′A(t), X
′
A(t − ∆AB),
X ′A(t−∆AC), and X ′A(t−∆AD).
Moreover, given the time delays and polynomial re-
gression coefficients for microlensing, we can unify the
notation, combining all multi-band light curves of the
lensed images. Let t˜ = {t˜1, . . . , t˜4n} be the sorted 4n
observation times among t, t − ∆AB , t − ∆AC , and
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t − ∆AD. The unified notation for the observed data
at t˜i is yi defined as follows: For i = 1, 2, . . . , 4n,
yi =

xA,i if t˜i ∈ t,
xB,i if t˜i ∈ t−∆AB ,
xC,i if t˜i ∈ t−∆AC ,
xD,i if t˜i ∈ t−∆AD
with measurement error standard deviation
ηi =

δA,i if t˜i ∈ t,
δB,i if t˜i ∈ t−∆AB ,
δC,i if t˜i ∈ t−∆AC ,
δD,i if t˜i ∈ t−∆AD.
The unifying notation for the latent data Y (t˜i) is
Y (t˜i) =

X ′A(t˜i) + pA(t˜i) if t˜i ∈ t
X ′A(t˜i) + pB(t˜i) if t˜i ∈ t−∆AB
X ′A(t˜i) + pC(t˜i) if t˜i ∈ t−∆AC
X ′A(t˜i) + pD(t˜i) if t˜i ∈ t−∆AD,
where pA(t˜i) is a vector of length k composed of
{pA,1(t˜i), . . . , pA,k(t˜i)}, and we similarly define pB(t˜i),
pC(t˜i), and pD(t˜i).
Using the unified notation, we specify the distribu-
tions for the proposed time delay model. Let us define
∆ = {∆AB ,∆AC ,∆AD} and β = {βA,βB ,βC ,βD}.
Then the joint density function of the latent data is
f1(Y (t˜) | σ, τ ,ρ,∆,β)
=
4n∏
i=1
f2(Y (t˜i) | Y (t˜i−1),σ, τ ,ρ,∆,β),
(16)
where the conditional distributions for f2 are defined as
Y (t˜i) | Y (t˜i−1),σ, τ ,ρ,∆,β
∼ MVNk(e−(t˜i−t˜i−1)D−1τ Y (t˜i−1), Q(t˜i − t˜i−1))
(17)
for i = 1, 2, . . . , 4n. The (j, l) entry of the covariance
matrix Q(t˜i − t˜i−1) is defined in (3). The joint density
function of the observed data is
h1(y | Y (t˜),∆,β) =
4n∏
i=1
h2(yi | Y (t˜i),∆,β), (18)
where the conditional distributions for h2 are
yi | Y (t˜i),∆,β ∼ MVNki(Y ∗(t˜i), D2ηi) (19)
for i = 1, 2, . . . , 4n. The notation Y ∗(t˜i) denotes a
sub-vector of Y (t˜i) corresponding to the bands used for
observing yi at t˜i. We also note that the conditions
in (16)–(19) include ∆ and β because without ∆ and β
we cannot define yi’s and Y (t˜i)’s. The resulting likeli-
hood function of the model parameters with the latent
process marginalized out is
L(σ, τ ,ρ,∆,β) =
∫
f1(Y (t˜) | σ, τ ,ρ,∆,β)
× h1(y | Y (t˜),∆,β) dY (t˜),
(20)
where f1 and h1 are defined in (16) and (18), respec-
tively. The same Kalman-filtering procedure in Sec-
tion 3 is used to calculate this likelihood function. The
only difference is that there are two times more observa-
tions (from n to 2n) for doubly-lensed system and four
times more (from n to 4n) for quadruply-lensed system.
The number of unknown parameters when k bands are
used for a lensed images with the m-th order polynomial
regression is 2k+k(k−1)/2+(a−1)+ak(m+1). That
is, k σj ’s, k τj ’s, k(k− 1)/2 ρjl’s, a− 1 time delays, and
ak(m+ 1) polynomial regression coefficients. For exam-
ple, the number of unknown parameters is 103 when five
bands are used (k = 5) for a quadruply lensed quasar
(a = 4) with a cubic polynomial regression (m = 3).
For a Bayesian inference, we adopt the same priors for
σ, τ , and ρ as specified in (11), and weakly-informative
independent prior distributions for the additional pa-
rameters, ∆ and β (Sec. 2.4, Tak et al. 2017). Specif-
ically, we assume an independent multivariate Gaus-
sian distribution, MVNm+1(0m+1, D), for each of βA,j ’s,
βB,j ’s, βC,j ’s, βD,j ’s, where 0m+1 denotes a vector of
m+ 1 zeros and D is a diagonal matrix whose diagonal
elements are set to relatively large constants. We also
adopt a Uniform distribution over the range between
min(t˜)−max(t˜) and max(t˜)−min(t˜) for each of ∆BA,
∆CA, ∆DA. We use q(σ, τ ,ρ,∆,β) to denote the joint
prior distribution of these unknown model parameters.
The resulting full posterior distribution of the unknown
model parameters is
pi(σ, τ ,ρ,∆,β) ∝ L(σ, τ ,ρ,∆,β)× q(σ, τ ,ρ,∆,β).
(21)
We adopt the same adaptive Metropolis-Hastings
within Gibbs sampler to draw posterior samples from
this full posterior distribution. This time, it is natural
to think of a two-step sampling scheme. First, given
the parameters related to the time delay model, i.e., ∆
and β, we can completely determine y and Y (t˜). Thus,
given ∆ and β, we can update the parameters relevant
to the multivariate damped random walk process, i.e.,
σ, τ , and ρ, as done in Sections 5.1 and 5.2. Second,
given the updated parameters, σ, τ , and ρ, we update
the time-delay-related parameters, ∆ and β. Here we
use a truncated Gaussian proposal distribution for each
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Table 4. Details of the r- and g-band time series data of
quasar Q0957+561 (Shalyapin et al. 2012). We use ‘Med.’ to
denote the median value, ‘mag.’ to indicate the magnitude
value, and ‘SD’ to represent the measurement error standard
deviation.
Image
Length Med. cadence Med. mag. Med. SD
(Band)
A (r) 132 1.978 16.983 0.012
A (g) 142 1.881 17.205 0.016
B (r) 132 1.978 16.966 0.012
B (g) 142 1.881 17.144 0.016
of ∆, and we do not need a proposal distribution for β
because the conditional posterior distribution of β is a
multivariate Gaussian. The sampler iterates these two
steps at each iteration. An R package, timedelay, fea-
tures this two-step update scheme to fit the proposed
time delay model on a doubly lensed system observed
in two bands3. (The package will be updated later with
more general cases.)
Using the proposed time delay model and fitting pro-
cedure, we estimate the time delay between doubly
lensed images of Q0957+561. The data are observed
in g- and r-bands and are publicly available (Shalyapin
et al. 2012). The details of the data are summarized in
Table 4. The g- and r-band light curves of lensed im-
age A are displayed on the top panel of Figure 7, and
those of lensed image B are shown on the bottom panel
of Figure 7. The resulting model involves 22 unknown
model parameters.
To fit the proposed time delay model with a cubic
polynomial regression for microlensing (m = 3), we im-
plement a Markov chain of length 60,000, discarding the
first 10,000 iterations as burn-in. We thin the remain-
ing chain by a factor of five (from 50,000 to 10,000).
We summarize our inferential result using this thinned
Markov chain. The effective sample size of the time de-
lay ∆AB is 675, leading to its auto-correlation quickly
decreasing to zero. As for single-band fits, we adopt
a quadratic polynomial regression (m = 2) for the mi-
crolensing adjustment because a Markov chain with a
cubic order (m = 3) does not converge.
The top panel of Figure 8 shows the marginal poste-
rior distributions of ∆AB obtained by fitting two single-
band models independently. The green curve indicates
the marginal posterior distribution of ∆AB based only
on the g-band data, and the red dashed curve repre-
sents the distribution obtained only with the r-band
3 https://cran.r-project.org/package=timedelay
Figure 7. Light curves of doubly-lensed quasar Q0957+561
(Shalyapin et al. 2012). The g- and r-band light curves of
lensed image A appear in the top panel and those of lensed
image B appear in the bottom panel. Due to strong grav-
itational lensing, multi-band light curves of one image lag
behind by the time delay. The g-band light curve has more
fluctuations, which is crucial in estimating the time delay.
data. Clearly, the fitting results are not consistent.
The g-band posterior distribution has a mode near 415
days, while the r-band posterior distribution shows two
modes, one near 415 days and the other near 420 days.
The bottom panel of Figure 8 exhibits the marginal
posterior distribution of ∆AB obtained by fitting the
proposed multi-band model on the entire data. It is now
clear which mode the data support more; the relative
height of the mode near 420 days is not even comparable
to that of the mode near 415 days and the peak near 415
days is higher than before. This makes intuitive sense
because the g-band light curves have more fluctuations,
as shown in Figure 7, and thus it is easier to find the time
delay by matching those fluctuations. Consequently, the
joint model puts more weight on the information from
the g-band, enabling us to narrow the two possibilities
down to the highest mode near 415 days. The result-
ing posterior mean and standard deviation of ∆AB are
414.324 and 2.307, respectively.
This feature of sharing information across different
bands will be useful for finding time delays from the
multi-band LSST light curves. This is because single-
band LSST light curves are sparsely observed, and thus
single-band observations may not exhibit enough fluctu-
ation patterns needed to estimate time delays.
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Figure 8. The solid green curve in the top panel represents
the marginal posterior distribution of the time delay ∆AB of
Q0957+561 obtained by fitting the single-band model on the
g-band data. Similarly the dashed red curve in the top panel
is the one from the r-band data. These single-band fits reveal
a couple of possibilities of the time delay. In the bottom
panel, however, the posterior distribution of ∆AB obtained
from the multi-band model narrows down the possibility of
the time delay by jointly modeling the two-band data.
6. DISCUSSION
The proposed state-space representation of a multi-
variate damped random walk process can be applied
to other sub-fields of astronomy as well. Photometric
reverberation mapping is one of such fields. Zu et al.
(2011) model continuum variability by a univariate GP
with damped random walk covariance function to es-
timate AGN reverberation time lags. Later, Zu et al.
(2016) modify this model to infer a two-band reverber-
ation time lag. They stack up two-band light curves
in one vector and apply the univariage GP framework
with O(n3) complexity. We note that their two-band
time-lag model is closely related to the single-band time
delay model between doubly-lensed light curves. This is
because the former reduces to the later if an indicator
function I∆(t), which is one when t = ∆ and zero oth-
erwise, is used as a transfer function Ψ(t). This implies
that the proposed multivariate process can be useful for
improving their reverberating time-lag estimate, as is
the case in multi-band time delay estimation.
We also note that the proposed parametric approach
can be an alternative to a widely used non-parameteric
method in multi-band data analyses. For example,
though not handled in this work, the cross-correlation
parameters themselves may be of interest when a non-
parametric cross-correlation method is used as a data
analytic tool, e.g., Edelson et al. (2015). This is because
the proposed multivariate process can be considered as
a parametric cross-correlation method in a sense that
it produces posterior distributions of all pair-wise cross-
correlation parameters. Its applicability is not limited to
correlations among multi-band time series of one object.
It can be used to find cross-correlations of multiple time
series data of different sources if they are of interest.
There are a couple of limitations of this work. One ob-
vious disadvantage is the computational cost. The pro-
posed model incorporates more data from all bands and
involves more parameters to model their dependence.
Thus, the resulting computational cost is inevitably ex-
pensive. For example, the CPU time taken for run-
ning the five-band simulation in Section 5.1 is about
26 hours, that for analyzing the SDSS five-band data in
Section 5.2 is about 100 hours, and that for fitting the
time delay model on the Q0957+561 data in Section 5.3
is about 9 hours on a personal laptop. Speeding up the
code is necessary to make it computationally less bur-
densome for fitting bigger data of large-scale surveys.
Another limitation is that the code for fitting the pro-
posed model is for now only available in R (R Develop-
ment Core Team 2018), although astronomers are more
familiar with Python. Thus, we plan to collaborate with
bilingual astronomers or statisticians either to translate
the R code to a Python code or to develop a wrapper.
Several opportunities to build upon the current work
exist. (i) Since multimodality is common in the time
delay estimation, it is promising to incorporate a mul-
timodal Markov chain Monte Carlo sampler. For ex-
ample, a repelling-attracting Metropolis algorithm has
been successfully applied to a single-band time delay
model (Tak et al. 2018b). (ii) Next, the proposed model
is stationary, meaning that it does not account for out-
lying observations. Tak et al. (2019) demonstrate that
the parameter estimation of a univariate damped ran-
dom walk process can be severely biased in the pres-
ence of a few outliers. As an easy-to-implement solu-
tion, they introduce a computational trick that turns
the Gaussian measurement errors to Student’s t-errors,
leading to more robust and accurate inferences. It will
be a great improvement if this trick is incorporated into
the proposed model fitting procedure. (iii) Also, im-
proving the convergence rate of a Markov chain is im-
portant for enhancing computational efficiency. For a
heteroscedastic model, it is theoretically shown that a
specific data augmentation scheme can expedite the con-
vergence rate significantly (Tak et al. 2020). Although
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this scheme has not been applied to heteroscedastic time
series data, it is worth to investigate. (iv) Finally, it is
necessary to generalize the proposed multi-band model
further. This is because the current model can de-
scribe only a specific type of variability defined by a
damped random walk process, i.e., CARMA(1, 0). In a
univarate case, however, a general-order CARMA(p, q)
model has been widely used due to the limitation of
the damped random walk process (Kelly et al. 2014;
Moreno et al. 2019). Thus, more flexible modeling on
AGN variability will be possible by using the general-
order multi-band CARMA(p, q) model (Marquardt &
Stelzer 2007; Schlemm & Stelzer 2012). We note that it
is crucial to carefully design the state-space representa-
tion of the multi-band CARMA(p, q) to account for the
heteroscedasticity of astronomical time series data. We
leave these as future directions to explore.
7. CONCLUDING REMARKS
In the era of astronomical big data with large-scale
surveys, such as SDSS and LSST, it is important to
have various data analytic tools to handle the result-
ing multi-band data. In this sense, it is worth to
mention that there are possibly many existing tools
that can be more powerful than the one presented in
this work if a user is fully aware of their strong and
weak points. For example, if fitting smooth curves
on multi-band time series data is of interest, various
non-parametric curve-fitting methods such as kernel-
smoothing, spline, wavelet, local polynomial regression
(Loader 1999; Schafer & Wasserman 2013) are available.
However, these non-parameteric tools may not neces-
sarily have interpretability that a parametric model can
provide. A multivariate GP regression is a flexible way
to model various types of variability, e.g., incorporating
a quasi-periodic aspect of the Doppler shift in a covari-
ance function (Jones et al. 2017). However, it is well
known that a GP regression often involves a prohibitive
computational cost because it requires taking an inverse
of a covariance matrix. The tool we present in this
work will be useful for modeling stochastic variability
in irregularly-spaced astronomical time series data with
heteroscedastic measurement errors, though it is not a
panacea as described in Section 6. We hope this work to
initiate more active methodological research and discus-
sion on multi-band data analyses in preparation for the
upcoming era of LSST-driven time-domain astronomy.
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