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SCALING LIMITS OF RANDOM OUTERPLANAR MAPS WITH
INDEPENDENT LINK-WEIGHTS
BENEDIKT STUFLER
Abstract. The scaling limit of large simple outerplanar maps was established by Caraceni
using a bijection due to Bonichon, Gavoille and Hanusse. The present paper introduces a
new bijection between outerplanar maps and trees decorated with ordered sequences of edge-
rooted dissections of polygons. We apply this decomposition in order to provide a new, short
proof of the scaling limit that also applies to the general setting of first-passage percolation.
We obtain sharp tail-bounds for the diameter and recover the asymptotic enumeration for-
mula for outerplanar maps. Our methods also enable us to treat subclasses such as bipartite
outerplanar maps.
1. Introduction and main results
The continuum random tree (CRT) was constructed by Aldous [Ald91a, Ald91b, Ald93]
and shown to be the scaling limit of several models of random trees. Since then, the study
of scaling limits of random discrete structures such as trees, graphs and planar maps has
developed into a very active field with contributions by a wide variety of researchers [CHK15,
HM12, Bet15, JS15, PS15].
Much of this progress was made possible by the use of appropriate combinatorial bijections
that relate these objects to trees endowed with additional structures such as vertex colourings.
The reason for this is that trees are generally easier to analyse and such bijections allow for
a transfer of results for random trees to the objects under consideration.
The present paper concerns itself with rooted simple outerplanar maps. These planar maps
may be encoded as bicolored trees of a certain class by using a bijection due to Bonichon,
Gavoille and Hanusse [BGH05]. Their scaling limit was established by Caraceni [Car] using
this bijection and relating the geodesics in the trees and planar maps:
Theorem 1.1 ([Car, Thm. 1.1]). Let Mn be the random map drawn uniformly among all
rooted maps with n vertices that are simple and outerplanar. As n becomes large,
(Mn,
9
7
√
2
n−1/2dMn)
(d)−→ (Te, dTe)
in the Gromov-Hausdorff sense. Here Te denotes the continuum-random tree constructed from
Brownian excursion.
In the following we introduce a new bijective decomposition that identifies (rooted) simple
outerplanar maps as a certain class of trees decorated with ordered sequences of dissections
of edge-rooted polygons. This allows us to provide a new proof of Theorem 1.1 that is short
and extends the result in two directions. First, we may treat in a unified way subclasses of
outerplanar maps that are stable under taking non-separable components, for example bipar-
tite outerplanar maps. Second, we prove a scaling limit for the more general first-passage
percolation metric dFPP obtained by assigning an independent random positive weight to
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each edge and letting the distance of two vertices be the minimum of sums of weights along
any joining paths. Here we allow unbounded link weights, but do require finite exponential
moments. Of course, this includes the classical case of the graph-metric. We obtain sharp
exponential tail-bounds for the dFPP-diameter of random outerplanar maps and precise as-
ymptotic expressions for its moments. Studying first-passage percolation on random planar
maps has received some attention in recent literature, see for example [CL14, AB14, CL]. We
also apply our decomposition to recover the asymptotic enumeration formula for outerplanar
maps given in [BGH05] and obtain a similar formula for the bipartite case.
Let us make this precise. Recall that a planar map is a 2-cell embedding of a connected
planar multigraph on the sphere, considered up to orientation-preserving homeomorphism.
If one of the edges is distinguished and given an orientation, then the map is termed rooted.
This oriented edge is called the root edge of the map and its origin is termed the root vertex.
We call the face to the left of the root edge the root face and the face to the right the outer
face. The outer face is taken as the infinite face in plane representations. By convention, we
also consider the map consisting of a single vertex as rooted, although it has no edges to be
rooted at. We say a map is simple, if it has no loops nor multiple edges. Finally, recall that
a map is termed non-separable, if it has at least one edge and removing any vertex does not
disconnect the map. A simple rooted maps is termed outerplanar if every vertex lies on the
boundary of the outer face.
In order to describe the subclasses under consideration, suppose that we are given a non-
empty class Cs of non-separable rooted outerplanar maps, i.e. a set of dissections of edge-
rooted polygons. We may form the class Ms of all (rooted and simple) outerplanar maps
whose maximal non-separable submaps are required to belong to Cs. For example, in the case
of bipartite outerplanar maps, Cs is given by the unique simple map with 2 vertices and all
dissections of (edge-rooted) polygons in which each face has even degree.
Roughly speaking, we will restrict ourself to subclasses of outerplanar maps having the
property, that all non-separable submaps of a typical large map are small compared to the total
number of vertices. In order to describe this requirement formally, we introduce the following
notation. Let ϕ(z) denote the power series such that the coefficient [zk]ϕ(z) of zk in ϕ(z) is
given by the number of maps in the class Cs with k vertices. Set φ(z) = 1/(1− ϕ(z)/z) and
let ρφ denote the corresponding radius of convergence. Finally, set ν = limt↗ρφ ψ(t) ∈ [0,∞]
with ψ(t) = tφ′(t)/φ(t) and let s denote the greatest common divisor of all integers i with
[zi]φ(z) 6= 0.
Theorem 1.2. Let Msn be the uniformly at random drawn map from the subclass Ms with
n vertices. Consider the first passage percolation metric dFPP on M
s
n in which each edge
receives an independent copy of a random positive weight having finite exponential moments.
If ν > 1, then there exists a constant κ > 0 such that
(Msn, κn
−1/2dFPP)
(d)−→ (Te, dTe)
with respect to the Gromov-Hausdorff topology, as n ≡ 1 mod s becomes large. Morever,
there are constants C, c > 0 such that for all x ≥ 0 and n we have the following tailbound for
the diameter
P(DFPP(Msn) ≥ x) ≤ C(exp(−cx2/n) + exp(−cx)).
This applies to unrestricted and bipartite outerplanar maps, as in these cases we have ν =∞.
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Note that if the link-weights are bounded, then DFPP(M
s
n) is bounded by a constant
multiple of n and hence the tail-bound may be simplified to
P(DFPP(Msn) ≥ x) ≤ D exp(−dx2/n).
The constant ν has a natural interpretation in terms of simply generated trees. Unless
ρφ = 0 (which is equivalent to ν = 0), ν is the supremum of the means of all probability
weight sequences equivalent to the sequence of coefficients of the series φ(z). See Section 4
and in particular Remark 4.3 of Janson’s survey [Jan12] for details.
We calculate the scaling constants for the graph-metric case (i.e. each edge receives weight
1) for unrestricted and bipartite outerplanar maps, recovering Theorem 1.1 and obtaining:
Theorem 1.3. Let Mbipn denote the uniformly at random drawn (simple and rooted) bipartite
outerplanar map with n vertices. Then, in the Gromov-Hausdorff sense,
(Mbipn , 36
√√
3− 1
69− 7√3n
−1/2d
Mbipn
)
(d)−→ (Te, dTe).
The scaling limit of arbitrary (i.e. not necessarily outerplanar) bipartite planar maps was
established by Abraham [Abr13] and is given by the Brownian map rather than the CRT.
The convergence towards the CRT implies that, under the assumptions of Theorem 1.2, we
have for every fixed r
κrn−r/2DFPP(Msn)
r (d)−→D(Te)r.
The exponential tail-bounds for the diameter ensure that DFPP(M
s
n) is arbitrarily high uni-
formly integrable and consequently
E[DFPP(Msn)r] ∼ nr/2κ−rE[D(Te)r].
The distribution of the diameter D(Te) and its moments are known, see Section 1.1 below.
The bijective encoding of subclasses of outerplanar maps established in the present paper
may also be used to asymptotically count these maps by their number of vertices.
Theorem 1.4. If ν ≥ 1, then the number |Msn|of planar maps in the classMs with n vertices
is asymptotically given by
|Msn| ∼ s(φ(τ)/(2piφ′′(τ)))1/2(τ/φ(τ))−nn−3/2
as n ≡ 1 mod s becomes large. Here τ denotes the unique solution of the equation ψ(τ) = 1
in the interval ]0, ρφ].
As an application, we recover the asymptotic enumeration formula for outerplanar maps
found by Bonichon, Gavoille and Hanusse [BGH05, Thm. 3], and establish a similar formula
for the bipartite case.
Corollary 1.5. The numbers |Moutn | and |Mbipn | of (bipartite) rooted simple outerplanar maps
with n vertices satisfy the asymptotics
|Moutn | ∼ 8nn−3/2/(36
√
pi) and |Mbipn | ∼
(
2
√
3− 3)√2
9
√
pi
(√
3− 1)(3
√
3− 5)−nn−3/2.
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1.1. Remarks on the diameter of the CRT. The distribution and moments of the diam-
eter of the continuum random tree Te are known and given by
P(D(Te) > x) =
∞∑
k=1
(k2 − 1)
(2
3
k4x4 − 4k2x2 + 2
)
exp(−k2x2/2)(1.1)
and
E[D(Te)] = 4
3
√
pi
2
, E[D(Te)2] = 2
3
(
1 +
pi2
3
)
, E[D(Te)3] = 2
√
2pi,(1.2)
E[D(Te)r] = 2
r/2
3
r(r − 1)(r − 3)Γ(r/2)(ζ(r − 2)− ζ(r)) if r ≥ 4.(1.3)
The distribution of the diameter D(Te) and its first moment E[D(Te)] = 4/3
√
pi/2 have
been known since the construction of the CRT by Aldous [Ald91b, Ch. 3.4], who used the
convergence of random labelled trees to the CRT together with results by Szekeres [Sze83]
regarding the diameter of these trees. Expression (1.1) was also recovered directly in the
continuous setting by Wang [Wan15].
The higher moments could be obtained directly from (1.1) by tedious calculations, or more
easily by building on known results regarding random trees: Broutin and Flajolet studied in
[BF12] the random tree Tn that is drawn uniformly at random among all unlabelled trees
with n leaves in which each inner vertex is required to have degree 3. Using analytic methods
[BF12, Thm. 8], they computed asymptotics of the form
E[D(Tn)r] ∼ crλ−rnr/2
with λ an analytically given constant the constants cr given by
c1 =
8
3
√
pi, c2 =
16
3
(1 +
pi2
3
), c3 = 64
√
pi,
cr =
4r
3
r(r − 1)(r − 3)Γ(r/2)(ζ(r − 2)− ζ(r)) if r ≥ 4.
By recent results of the author [Stu14, Thm. 1.1] there is a constant g such that the rescaled
tree gn−1/2Tn converges in the Gromov-Hausdorff sense towards the CRT and there are
constants c, C > 0 with P(D(Tn) > x) ≤ C exp(−cx2/n). Thus
E[D(Tn)r] ∼ E[D(Te)r]g−rnr/2
and hence
E[D(Te)r] = cr(g/λ)r.
It remains to calculate the ratio g/λ, which is given by
g/λ = E[D(Te)]/c1 = 1/(2
√
2),
since E[D(Te)] = 4/3
√
pi/2. This yields the expressions in (1.2) and (1.3).
2. A bijection between outerplanar maps and decorated trees
The bijective encoding of outerplanar maps we are going to describe is best treated using
the language of analytic combinatorics by Flajolet and Sedgewick [FS09], or combinatorial
species by Joyal [Joy81].
Let Mout denote the class of rooted simple outerplanar maps and Cout the class of rooted
non-separable simple outerplanar maps, both times with vertices as atoms. Moreover, let
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Figure 1. The decomposition of Mout∗ -objects.
Mout∗ and Cout∗ denote the corresponding classes in which the root vertex does not contribute
to the total number of vertices (and is hence depicted as a ∗-vertex in illustrations).
In a similar way as for graphs (see for example Chapter 3.1 in Diestel’s book [Die10]), we
may call a submap of a planar mapM a block, if it is non-separable and inclusion maximal with
this property. Any two distinct blocks may intersect in at most one vertex, because otherwise
their union would also be non-separable. Moreover, each edge of M is a non-separable submap
and hence contained in a unique block. Any non-separable simple outerplanar map with at
least 3 vertices has a unique Hamilton cycle given by the boundary of the outer face. Hence
the class Cout consists of edge-rooted dissections of polygons and the map consisting of two
vertices connected by a root edge.
Let M ∈ Mout∗ be a given simple outerplanar map with root edge e1. As we assumed M
to be outerplanar and simple, the counter-clockwise ordered list e1, . . . , ed of edges incident
to the root vertex has the property, that if ei and ej are contained in the same block and
i < j, then the edges ei, ei+1, . . . , ej are also contained in this block. Consequently, the blocks
of M that contain the root vertex may be ordered in a natural way, yielding a sequence of
elements (C1, . . . , Ct) in Cout∗ as illustrated in Figure 1: If M consists only of a single vertex,
then the list is empty. Otherwise, it starts with the unique block containing the root edge of
M . This block inherits the root edge of M as its own root edge and hence may be considered
as an element of Cout∗ . If C1 already contains all edges incident to the root vertex, then t = 1
and the list is complete. Otherwise, we may select the first edge after the edges belonging to
C1, orient it as pointing away from the root vertex, and let C2 be the unique block rooted at
this edge. The remaining blocks are selected and rooted in the same manner, until no edges
incident to the root vertex are left.
We let R denote the class of ordered finite sequences of maps in Cout∗ . The size of an
R-object is the sum of the sizes of the individual planar maps, without counting the root
vertices. Hence the blocks incident to the root vertex of M may be interpreted as an R-
object R. The non-root vertices of any map in Cout∗ may be ordered in a canonical way, by
starting with the vertex to which the root edge points and continuing in a counter-clockwise
way. Consequently, the non-root vertices of any R-object may also be ordered in a canonical
way by concatenating the individual linear orders.
Let r denote the size of the R-object R. If we delete the root vertex of M and all the
edges of the blocks incident to the root vertex, we are left with a sequence M1, . . . ,Mr of
submaps of M , such that for each 1 ≤ j ≤ r the map Mj intersects R only at its jth vertex
vj . As illustrated in Figure 1, each of these submaps may be rooted at an oriented edge in a
natural way: For each j, we may consider the counter-clockwise ordered list of edges incident
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Figure 2. The decomposition of simple outerplanar rooted maps into decorated trees.
to vj in M , select the first that comes after the edges in Cj , and orient it as pointing away
from vj . That is, unless Mj consists only of a single vertex, in which case we consider Mj as
edge-rooted by convention.
Summing up, we have established that any Mout∗ -object may be decomposed into an or-
dered (possibly empty) sequence of Cout∗ -objects, where at each non-∗-vertex a Mout-object
is inserted. Expressing this as a combinatorial specification yields
Mout∗ (z) = SEQ(Cout∗ (Mout(z)))
with the variable z marking the number of vertices. Since the classes Mout and Mout∗ are
related by
Mout(z) = zMout∗ (z),
this may be expressed as a recursive decomposition
Mout(z) = zR(Mout(z)),(2.1)
with the class R satisfying
R(z) = SEQ(Cout∗ (z)).(2.2)
Let A denote the class of all pairs (T, α) with T a plane tree and α a function that assigns
to each vertex v of T an R-object α(v) whose size equals the out-degree d+A(v) of the vertex.
We are going to construct a size-preserving bijection between Mout and A by unwinding the
recursive decomposition (2.1) as illustrated in Figure 2.
For each M ∈ Mout the corresponding decorated tree Ξ(M) = (T, α) is assembled as fol-
lows. According to the decomposition (2.1), the map M corresponds to an R-object R where
Mout-objects M1, . . . ,Mt are inserted at each of its canonically ordered non-root vertices. We
begin the construction by letting T be a plane tree consisting of a root vertex u and t sons
u1, . . . , ut, and setting α(u) = R. If t = 0, then the construction is complete, and the number
of vertices of T equals the number of vertices of the map M . If t ≥ 1, then for each 1 ≤ j ≤ t
we may again decompose the map Mj into anR-object Rj whereMout-objects Mj,1, . . . ,Mj,tj
are inserted into each of its ordered non-root vertices. For each j, we attach tj sons to the
vertex uj and set α(uj) = Rj . The full tree (T, α) is then constructed by proceeding in this
way, until we have explored the whole map. In each step we explore the same amount of new
vertices as we add to the tree. Hence the number of vertices of the map M equals the number
of vertices of the tree T . We obtain a size-preserving function Ξ :Mout → A.
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Figure 3. Construction of a map by gluing together the root vertices.
The inverse function of Ξ is constructed as follows. As illustrated in Figure 3, any R-
object R corresponds to a single planar map M(R) from Mout∗ , constructed by placing the
individual maps in a counter-clockwise manner and gluing their root vertices together. The
root edge of the first Cout∗ -object becomes the root edge of the resulting map. The map M
corresponding to a decorated tree (T, α) ∈ A is constructed by taking the maps (M(α(v)))v∈T ,
and identifying for each vertex v ∈ T and each offspring w of v the root vertex of M(α(w))
with the corresponding vertex in M(α(v)). We have thus established the following result.
Theorem 2.1. The function Ξ :Mout → A is a bijection between the class of simple outer-
planar maps and the set of all pairs (T, α) with T a plane tree and α a function that assigns
to each vertex v ∈ T an R-structure with size d+T (v). Here maps with n vertices correspond
to decorated trees with n vertices.
The bijection of Theorem 2.1 is illustrated in Figure 2. Given a subclass Cs ⊂ Cout of non-
separable maps we may form the subclassMs ⊂Mout of all maps whose (canonically rooted)
non-separable submaps are required to be elements of Cs. For example, bipartite outerplanar
maps fall into this setting, for which the corresponding class Cbip of non-separable maps is
given by all bipartite dissections of polygons with an even number of vertices. We define Rs
as the class of all finite sequences of Cs-objects. That is,
Rs(z) = SEQ(Cs∗(z)).(2.3)
The arguments of this section may easily be repeated to obtain
Ms(z) = zRs(Ms(z)).(2.4)
Consequently, maps from Ms correspond to plane trees decorated with Rs-objects:
Lemma 2.2. The restriction Ξ |Ms of the map in Theorem 2.1 is a size-preserving bijection
between the subclass Ms ⊂ Mout and the subclass As ⊂ A of all pairs (T, α) ∈ A satisfying
α(v) ∈ Cs for all v ∈ T .
3. Proofs of Theorems 1.2 and 1.4
3.1. Sampling and counting outerplanar maps. For any integer k let ωk denote the
number of Rs-objects with k non-∗-vertices. This defines a weight-sequence w = (ωk)k. To
any plane tree T we may assign the weight
ω(T ) =
∏
v∈T
ωd+T (v)
with d+T (v) denoting the outdegree of a vertex v. A simply generated tree Tn with weight-
sequence w is a random plane tree with n vertices such that any tree gets drawn with prob-
ability proportional to its weight. The sum Zn of all weights of plane trees with n vertices is
called the partition function.
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Lemma 3.1. Let n ∈ N be an integer with Zn 6= 0. Then the following procedure draws
a random outerplanar simple rooted map with n vertices from the class Ms uniformly at
random.
1. Let Tn denote a simply generated tree with weight sequence w.
2. For any vertex v draw βn(v) uniformly at random from all Rs-structures with size d+Tn(v).
3. Apply the bijection of Theorem 2.1 to the decorated tree (Tn, βn) in order to obtain a rooted
planar map.
Proof. For any decorated plane tree (T, β) with n vertices it holds that
P((Tn, βn) = (T, β)) = Z−1n ω(T )P(βn = β | Tn = T ) = Z−1n ω(T )
∏
v∈T
ω−1
d+T (v)
= Z−1n .
Hence (Tn, βn) is uniformly distributed among allRs-decorated plane trees with n vertices. 
Note that the proof above also shows that the partition function Zn counts the number
of maps from the class Ms with n vertices. Applying the standard asymptotic expression
[Jan12, Thm. 18.11] yields
Zn ∼ span(w)(φ(τ)/(2piφ′′(τ)))1/2(τ/φ(τ))−nn−3/2
with τ ∈]0, ρφ] the unique constant in that interval with ψ(τ) = 1 and span(w) the greatest
common divisor of all integers k with ωk 6= 0. This proves Theorem 1.4.
By definition, the series φ(z) defined in the introduction and the series Rs(z) agree. We
may apply standard results on simply generated trees [Jan12, Ch. 8] to see, that in our setting
the tree Tn is distributed like a conditioned Galton-Watson tree.
Lemma 3.2. Suppose that ν > 1. Then there is a unique positive constant τ ∈]0, ρφ] with
ψ(τ) = 1 and the simply generated tree Tn is distributed like a Galton-Watson tree T condi-
tioned on having size n with offspring distribution ξ given by
P(ξ = k) = ωkτk/φ(τ)
Its first moment and variance are given by E[ξ] = 1 and σ2 = τψ′(τ). Moreover, ξ has finite
exponential moments, i.e. E[exp(tξ)] < 0 for all t in some intervall ]− δ, δ[ with δ > 0.
3.2. The size-biased Galton-Watson tree. We define the size-biased distribution ξ∗ by
P(ξ∗ = k) = kP(ξ = k).
For any integer ` ≥ 0, the size-biased Galton-Watson tree T (`) is a random plane tree together
with a second or outer root having height `. It is defined in [ABDJ13, Ch. 3] as follows. For
` = 0, the tree T (`) is distributed like the ξ-Galton-Watson tree T and the second root
coincides with the first. For ` ≥ 1 there are two kinds of vertices, normal and mutant, and
we start with a single mutant root. Mutant nodes have offspring according to independent
copies of ξ∗. One of those is selected uniformly at random and declared its heir. If the heir
has height strictly less than `, then it is also declared mutant. If it has height `, then it is
declared the outer root, but remains normal. Normal vertices have offspring according to
independent copies of ξ, all of whom are normal. The path connecting the two roots of the
resulting tree is called its spine.
Note that for any mutant node, the probability that it has offspring of size k and precisely
the ith is selected as its heir, is given by P(ξ∗ = k)/k = P(ξ = k). Thus for any plane tree T
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together with a vertex v of T having height ` it holds that
P(T (`) = (T, v)) = P(T = T ).(3.1)
This equation is due to [ABDJ13, Eq. (3.2)].
3.3. A deviation inequality. We will make use of the following well-known deviation in-
equality for one-dimensional random walk, found in most books on the subject.
Lemma 3.3. Let (Xi)i∈N be an i.i.d. family of real-valued random variables with E[X1] = 0
and E[etX1 ] <∞ for all t in some open interval around zero. Then there are constants δ, c > 0
such that for all n ∈ N, x ≥ 0 and 0 ≤ λ ≤ δ it holds that
P(|X1 + . . .+Xn| ≥ x) ≤ 2 exp(cnλ2 − λx).
The proof is by observing that E[eλ|X1|] ≤ 1 + cλ2 for some constant c and sufficiently
small λ, and applying Markov’s inequality to the random variable exp(λ(|X1|+ . . .+ |Xn|)).
3.4. The scaling limit and tail-bounds for the diameter. We are now ready to prove
Theorem 1.2. The idea will be to show that the dFPP-distances in the random map M
s
n
concentrate around a constant multiple of the distances of the decorated random plane tree
Tn of Lemma 3.1. Using the convergence of n−1/2Tn to a multiple of the CRT we are going to
deduce the scaling limit of (Msn, κn
−1/2dFPP) for a suitable constant κ. Tail-bounds for the
diameter of Tn will be used to obtain tail-bounds for the diameter DFPP(Msn).
Proof of Theorem 1.2. Recall that by Lemma 3.2 we know that Tn is distributed like a Galton-
Watson tree conditioned on having n vertices with an offspring distribution ξ that is critical,
not constant and has finite exponential moments. In the following, we let σ2 denote its
variance.
By Lemma 3.1, the random map Msn is obtained from the plane tree Tn by drawing for
each vertex v an Rs-structure βn(v) with size d+Tn(v) uniformly at random and applying the
bijection of Theorem 2.1. The edges of Msn then correspond precisely to the edges of the Rs-
structures. Let ι > 0 denote a random variable having finite exponential moments. We would
like to assign an independent copy of ι to each edge of Msn in order to form the first-passage
percolation metric. To this end, note that for each rooted planar map there is a canonical
linear order of its edges. For example, we could start with the root edge, continue in a
counter-clockwise manner with the other edges adjacent to the root vertex, and then proceed
likewise in a breadth-first-search manner. Hence we may form the first-passage percolation
metric by taking an independent family (ιi)i∈N and assigning ι1, ι2, . . . to the edges of Msn in
that order until each edge of Msn has received a copy of ι.
Likewise, we may form random maps (corresponding to decorated trees) by starting with
other plane trees instead of Tn and decorating its offspring sets with independent, uniformly
drawn Rs-structures. Let T denote a ξ-Galton-Watson tree and T (`), ` ≥ 0 the corresponding
size-biased trees as described in Section 3.2. We are going to assume that all random objects
considered are defined on the same probability space. We may form the decorated trees (T , β)
and (T (`), β(`)). Hence (Tn, βn) is distributed like (T , β) conditioned on |T | = n. Moreover,
we may then form the first-passage percolation metric on the maps corresponding to these
decorated trees by using the same family (ιi)i∈N of independent copies of ι, that we used to
form the metric on the tree (Tn, βn).
Let η be a random variable whose distribution is given by the first-passage percolation
distance between the two spine-vertices in the map corresponding to (T (1), β(1)) and set
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µ = E[η]. Given  > 0 let E1 denote the event, that there exists a vertex v of Msn having the
property, that its tree height hTn(v) is at least log
2 n but the first-passage percolation distance
from the root to v in (Msn, dFPP) does not lie in the interval (1 ± )µhTn(v). Similarly, let
E2 denote the event that there exists a vertex v of Msn such that hTn(v) ≤ log2 n and the
dFPP-distance from the root to v is at least log
4 n. We are going to show:
(1) The probability, that E1 or E2 take place, tends to 0 as n becomes large.
(2) There are constants c, C > 0 such that for all n and x ≥ 0
P(DFPP(Msn) ≥ x) ≤ C(exp(−cx2/n) + exp(−cx)).
(3) There is a constant C > 0 such that with probability tending to 1 each maximal
non-separable submap of Msn has first-passage percolation diameter at most C log n.
(4) For any  > 0, it holds with probability tending to 1 as n becomes large, that for all
vertices u and v of Msn
|dMn(u, v)− µdTn(u, v)| ≤ dTn(u, v)+ log(n)5.
(5) With respect to the Gromov-Hausdorff metric, we have that
(Msn,
σ
2µ
n−1/2dFPP)
(d)−→ (Te, dTe).
We start with claim (1): Conditional on the family (ιi)i∈N, there is a finite set H1 of Rs-
decorated plane trees (T, γ) with n vertices such that E1 takes place if and only if (Tn, βn) ∈ H1.
Recall that (Tn, βn) is distributed like (T , β) conditioned on having size n. Moreover,
P(|T | = n) ∼ cn−3/2
for some constant c > 0, since E[ξ] = 1 and ξ has finite variance. Hence
P(E1 | (ιi)i) = P((Tn, βn) ∈ H1 | (ιi)i) = O(n3/2)P((T , β) ∈ H1 | (ιi)i).
It follows from Equation (3.1), that for each Rs-decorated plane (T, γ) and vertex v of T it
holds that
P((T (hT (v)), β(hT (v))) = ((T, v), γ)) = P((T , β) = (T, γ)).
Setting
H¯1 = {((T, v(T,γ)), γ) | (T, γ) ∈ H1}
we obtain the bound
P(E1 | (ιi)i) = O(n3/2)
∑
log2 n≤`≤n
P((T (`), β(`)) ∈ H¯1 | (ιi)i).
The event (T (`), β(`)) ∈ H¯1 implies that the first-passage percolation distance between the
ends of the spine in the map corresponding to (T (`), β(`)) does not lie in the interval (1±)`µ.
But this distance is distributed like the sum η1 + . . . η` of independent copies of the random
variable η. Hence we obtain that
P(E1) ≤ O(n3/2)
∑
log2 n≤`≤n
P(η1 + . . .+ η` /∈ (1± )`µ)(3.2)
The random variable η has finite exponential moments: it is bounded by the first-passage
percolation diameter of a random Rs-object whose number of vertices is given by the size-
biased random variable ξ∗ with P(ξ∗ = k) = kP(ξ = k). The FPP-diameter of the Rs-object
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is bounded by the FPP-diameter of any fixed spanning tree and hence by the sum of (ξ∗−1)-
many independent copies of ι. Since ξ (and hence ξ∗) and ι have finite exponential moments,
so has η. Thus we may apply the deviation inequality from Lemma 3.3 and obtain that the
bound in (3.2) converges to zero as n becomes large.
Analogously, we may repeat precisely the same arguments for the event E2 in order to
obtain
P(E2) ≤ O(n3/2)
∑
1≤`≤log2 n
P(η1 + . . .+ η` ≥ log4 n).(3.3)
Again, this bound tends to 0 by the deviation inequality from Lemma 3.3.
We continue with claim (2): It suffices to show such a bound for the height HFPP(M
s
n), i.e.
the maximal dFPP-distance of a vertex from the root vertex. Moreover, it suffices to consider
parameters x ≥ √n. With foresight, set s = 1/(2µ). By tail-bounds for conditioned Galton-
Watson trees provided in [ABDJ13], there are constants C1, c1 > 0 (that do not depend on n
or x) such that
P(H(Tn) ≥ sx) ≤ C1 exp(−c1x2/n).
Hence
P(HFPP(Msn) ≥ x) ≤ C1 exp(−c1x2/n) + P(E3)
with E3 the event, that there exists a vertex v in Tn having tree-height hTn(x) ≤ sx but the
first passage percolation distance from the root to v in the map corresponding to (Tn, βn) is
at least x. Using the same arguments as for the event E1 and E2, we obtain
P(E3) ≤ O(n3/2)
∑
1≤`≤min(n,sx)
P(η1 + . . .+ η` ≥ x) ≤ O(n5/2)P(η1 + . . .+ ηbsxc ≥ x).
Recall that 1− sµ > 0 by the choice of s. Applying the deviation inequality from Lemma 3.3
we obtain that there is a constant c > 0 such that for all sufficiently small λ > 0
P(E3) ≤ O(n5/2) exp(x(csλ2 − λ(1− sµ))).
Taking λ sufficiently small and using x ≥ √n we may bound this by C2 exp(−c2x) for some
constants C2, c2 > 0 that do not depend on n or x. Hence there are constants C3, c3 > 0 such
that for all x ≥ √n
P(HFPP(Msn) ≥ x) ≤ C3(exp(−c3x2/n) + exp(−c3x)).
We proceed with claim (3): It suffices to show such a bound for the Rs-structures. Clearly,
for any x ≥ 0
P(DFPP(βn(v)) ≥ x for some vertex v) ≤ O(n3/2)P(DFPP(β(v)) ≥ x for some vertex v)
The diameters of the (maps corresponding to the) β(v) are independent and identically dis-
tributed, hence we may bound this further by
O(n5/2)P(DFPP(β(o)) ≥ x)
with o denoting the root vertex of the tree T . The diameter of (the map corresponding
to) β(o) is bounded by the diameter of any fixed spanning tree and hence by the sum of
(ξ − 1)-distributed many independent copies of the link-weight ι. Since ι and ξ have finite
exponential moments, this bound converges to zero for x = C log n with C a sufficiently large
fixed constant.
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We proceed with claim (4): Let  > 0 be given. Let u and v be vertices of Tn and let w
denote their lowest common ancestor. Then the tree distance between these vertices may be
expressed by their heights
dTn(u, v) = hTn(u) + hTn(v)− 2hTn(w).(3.4)
Moreover, using the fact that maximal non-separable submaps intersect only at articulation
points, we obtain that
dFPP(u, v) = hFPP(u) + hFPP(v)− 2hFPP(w)− C(u, v)(3.5)
with an error term C(u, v) ≥ 0 that is bounded by the first-passage percolation diameter of
some non-separable submap of Msn.
By claim (3) we have with probability tending to 1 that C(u, v) ≤ C log n regardless of the
choice of vertices u and v. Moreover, the complimentary event Ec2 implies that for any vertex
x with hTn(x) ≤ log2 n it holds that hFPP(x) ≤ log4 n and consequently
|hFPP(x)− µhTn(x)| ≤ log2 n+ log4 n ≤ hTn(x) + 2 log(n)4.
The complimentary event Ec1 for ′ = /µ implies that, if hTn(x) ≥ log2 n, then
|hFPP(x)− µhTn(x)| ≤ hTn(x).
It follows by claim (1) that with probability tending to 1 as n becomes large that
|dFPP(u, v)− µdTn(u, v)| ≤ dTn(u, v) +O(log4 n)
for all vertices u and v.
It remains to deduce claim (5). By Lemma 3.2 we know that Tn is distributed like a Galton-
Watson tree conditioned on having n vertices with an offspring distribution ξ that is critical
and has finite variance σ2. Hence n−1/2σTn/2 converges towards the continuum random tree.
Claim (4) implies that for any  > 0 it holds with probability tending to 1 that
dGH((M
s
n, n
−1/2dFPP), (Tn, n−1/2µdTn)) ≤ n−1/2D(Tn) + o(1).
The rescaled diameter n−1/2D(Tn) converges weakly towards a multiple of the diameter of
the CRT, which is almost surely finite. Hence
dGH((M
s
n, n
−1/2dFPP), (Tn, n−1/2µdTn)) p−→ 0
and consequently
(Msn,
σ
2µ
n−1/2dFPP)
(d)−→ (Te, dTe).

4. Applications to the unrestricted and bipartite case
We are going to check that simple outerplanar maps in both the unrestricted and bipartite
case fall into our setting (with ν = ∞) and calculate the scaling constants for the graph
metric. In particular, we recover Theorem 1.1 as a consequence of Theorem 1.2. We also
recover the asymptotic enumeration formula for the number of outerplanar maps and give a
similar result for the bipartite case, proving Corollary 1.5.
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4.1. A formula for the scaling constant.
Lemma 4.1. The scaling constant κ in Theorem 1.2 is given by κ = σ/(2µ′) with σ2 = τψ′(τ)
and µ′ the average first-passage percolation distance between the ∗-vertex and the pointed
vertex in a random (Cs∗)•-object drawn according to a Boltzmann distribution with parameter
τ . That is, (Cs∗)•-objects of the same size are equally likely and the probability generating
function for the size is given by
(Cs∗)•(τz)/(Cs∗)•(τ) = z(Cs∗)′(τz)/(Cs∗)′(τ).
Proof. We established in the proof of Theorem 1.2 that
(Msn, κn
−1/2dFPP)
(d)−→ (Te, dTe)
with κ = σ/(2µ). Recall that σ2 = τψ′(τ) is as defined in Lemma 3.2 the variance of a certain
offspring distribution ξ, with τ the unique number in ]0, ρφ] satisfying ψ(τ) = 1. The constant
µ was given by the first moment µ = E[η] of a random distance η defined as follows: Choose
a size r according to the size-biased offspring distribution ξ∗ and choose an Rs-structure R
with r non-∗-vertices uniformly at random. Glue the Cs∗-objects of that structure together
at the ∗-vertices and let η denote the first-passage percolation distance between the resulting
unique ∗-vertex and a uniformly at random chosen non-∗-vertex uR.
We are going to argue that µ = µ′. The pointed object (R, uR) follows a Boltzmann-
distribution for the class (Rs)• with parameter τ . That is, (Rs)•-objects of the same size are
equally like and the size has probability generating function given by (Rs)•(zτ)/(Rs)•(τ).
The rules for the application of the pointing operator of combinatorial classes imply that the
pointed class (Rs)• given by (Rs)•(z) = z(Rs)′(z) may be decomposed into two factors
(Rs)•(z) = SEQ′(Cs∗(z))(Cs∗)•(z)
with the second factor corresponding to the Cs∗-object containing the pointed vertex. Let C˜
denote the Cs∗-object of R containing the pointed vertex uR. The product rule for Boltzmann
samplers [DFLS02] implies that the random (Cs∗)•-object (C˜, uR) also follows a Boltzmann
distribution with parameter τ . Hence η is distributed like the dFPP-distance from the ∗-
vertex to the distinguished vertex in a Boltzmann distributed (Cs∗)•-object and thus µ =
E[η] = µ′. 
3
2
1
Figure 4. The decomposition of edge-rooted dissections of polygons.
4.2. The class Mout of all simple rooted outerplanar maps.
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4.2.1. Enumeration constants. Recall that the class Cout consists of edge-rooted dissections
of polygons and the map consisting of two vertices connected by a root edge. By traversing
the edges of the root face in clock-wise order, any edge-rooted dissection of a polygon may
be decomposed into an ordered sequence of Cout-objects. This decomposition was previously
established in [BPS10]. In order for the sizes to add up correctly, we require the root vertex
to be replaced by a ∗-vertex that does not contribute to the total number of vertices. This
yields a decomposition of the class Cout∗ illustrated in Figure 4. In the language of analytic
combinatorics, this may be expressed by the equation of generating series
Cout∗ (z) = z +
∞∑
k=2
Cout∗ (z)k = z + Cout∗ (z)2/(1− Cout∗ (z)).
Solving for the series Cout∗ (z) yields
Cout∗ (z) = (1 + z − (z2 − 6z + 1)1/2)/4.
By Equation (2.2) the series corresponding to the R-objects is given by
R(z) = 1/(1− Cout∗ (z)).
For Ms = Mout, the generating function φ(x) = R(x) has positive radius of convergence
ρφ = 3−2
√
2. The unique solution of ψ(τ) = 1 on the interval [0, ρφ] with ψ(x) = xφ
′(x)/φ(x)
is given by τ = 1/6. The sum ν = ψ(ρφ) =∞ is infinite. Hence by Lemma 3.2 the offspring
distribution ξ has variance σ2 = τψ′(τ) = 18. By Theorem 1.4 we obtain that the number
|Moutn | of planar maps in Mout with n vertices is asymptotically given by
|Moutn | ∼ 8nn−3/2/(36
√
pi).
This proves the first half of Corollary 1.5.
4.2.2. The scaling constant. In order to compute the scaling constant κ = σ/2µ, it remains to
compute the stretch factor µ. In Lemma 4.1, we identified µ =: µ(τ) as the average distance
between the ∗-vertex and a uniformly at random drawn root in a random Cout∗ -object that is
Boltzmann distributed with parameter τ . More generally, we may define the constant µ(y)
for arbitrary parameters y with 0 < Cout∗ (y) < ∞. This constant was computed in [PSW14]
in order to compute the scaling constant of outerplanar graphs.
Lemma 4.2 ([PSW14, Lem. 8.9]). With w := Cout∗ (y) it holds that
µ(y) =
8w4 − 16w3 + 4w − 1
(4w3 − 6w2 − 2w + 1) (2w − 1) .
The parameters for outerplanar graphs are approximately given by y ≈ 0.17076 and µ(y) ≈
5.46545 [PSW14]. In the setting for outerplanar maps, we have y = τ = 1/6 and therefore
w = 1/4 and µ = µ(τ) = 7/3. Hence the convergence in Theorem 1.2 now reads
(Mn,
9
7
√
2
n−1/2dMn)
(d)−→ (Te, dTe).
We have thus recovered Theorem 1.1.
4.3. The class Mbip of bipartite outerplanar maps.
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4.3.1. Enumeration constants. We may treat this case in a very similar fashion. Let Mbip,
Cbip and Cbip∗ denote the corresponding bipartite versions of the classes. Any map from Cbip
is either a single edge with distinct ends or a dissection of a polygon in which each face has
even degree. Using the decomposition illustrated in Figure 4, we obtain that any Cbip∗ -object
either is the simple map with 2 vertices or corresponds to a sequence of an uneven number
of Cbip∗ -objects. Hence
Cbip∗ (z) = z +
∞∑
k=1
Cbip∗ (z)2k+1 = z + Cbip∗ (z)3/(1− Cbip∗ (z)2).
We may solve this equation for Cbip∗ (z). Setting φ(z) = (1−Cbip∗ (z))−1and ψ(z) = zφ′(z)/φ(z)
we obtain the parameter τ = −2 + (4/3)√3 as the unique solution of ψ(τ) = 1 in the interval
[0, ρφ]. The sum ν = ψ(ρφ) = ∞ is infinite. The variance of the offspring distribution ξ is
given by
σ2 = τψ′(τ) = 9(
√
3− 1).
Theorem 1.4 yields that the number |Mbipn | of rooted bipartite simple outerplanar maps with
n vertices is asymptotically given by
|Mbipn | ∼
(−3 + 2√3)√2
9
√
pi
(√
3− 1) (3
√
3− 5)−nn−3/2.
This proves the second half of Corollary 1.5.
4.3.2. The scaling constant. In order to compute the scaling constant κ = σ/(2µ), it remains
to calculate the stretch factor µ. This factor may be obtained by adapting the proof of
[PSW14, Lem. 8.9]. We briefly sketch the calculation. We need to compute the expected
distance from the ∗-vertex to the distinguished vertex of a random (Cbip∗ )•-object that follows
a Boltzmann-distribution with parameter τ . The class (Cbip∗ )• is given by
(Cbip∗ )•(z) = z + (Cbip∗ )•(z)
∞∑
k=1
(2k + 1)(Cbip∗ (z))2k.(4.1)
Hence by the construction-rules for Boltzmann samplers [DFLS02, DFLS04], the result of the
following recursive procedure Γ(Cbip∗ )• is distributed according to this distribution.
1. Choose an integer s ≥ 0 with distribution given by
P(s = 0) = τ/(Cbip∗ )•(τ)
and, for each k ≥ 1,
P(s = 2k) = (2k + 1)(Cbip∗ (τ))2k.
2. If s = 0 then return a single oriented root edge from a ∗-vertex to a root vertex.
Otherwise, proceed with the following steps.
3. Let C1, . . . , C2k be independent Boltzmann-distributed Cbip∗ -object with parameter τ .
4. Let (C, v) denote the result of recursively calling the sampler Γ(Cbip∗ )•(τ).
5. Choose an integer 0 ≤ i ≤ 2k uniformly at random and assemble an outerplanar map
with root face degree 2k+2 from the ordered sequence of Cbip∗ -objects
(C1, . . . , Ci, C, Ci+1, . . . , C2k)
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as illustrated in Figure 4. Return this map rooted at the vertex v.
For any integers `, r ∈ N0 with `+ r ∈ 2N we let p`,r denote the probability for the event E`,r
that, in the above sampler, we have that s = `+ r and i = `. Hence
p`,r = (Cbip∗ (τ))`+r.(4.2)
We let L denote the distance from the ∗-vertex to the distinguished vertex v and R the distance
from the other root edge vertex to v. Moreover, we let L`,r = (L || E`,r) and R`,r = (R || E`,r)
denote the corresponding variables conditioned on the event E`,r.
Any shortest path from a root edge vertex to the distinguished vertex must traverse the
boundary of the root face in one of the two directions, until it reaches the (Cbip∗ )•-object.
Hence
L`,r
(d)
= min{`+ L, 1 + r +R},(4.3)
R`,r
(d)
= min{1 + `+ L, r +R}.(4.4)
Using Equation (4.1) we obtain
P(s = 0) = τ/(Cbip∗ )•(τ) = (1− w2 − w3)/(1− w2)(4.5)
with w := (Cbip∗ )(τ). Using the fact that |L−R| ≤ 1, we may deduce from Equations (4.2) to
(4.5) that
E[L] =
∑
`+r∈2N
w`+r(1{`≤r}(`+ E[L]) + 1{`≥r+2}(r + 1 + E[R])) +
1− w2 − w3
1− w2 ,
E[R] =
∑
`+r∈2N
w`+r(1{`≤r−2}(`+ 1 + E[L]) + 1{`≥r}(r + E[R])).
This system of linear equations fortunately admits a unique solution, yielding
µ = E[L] =
2w9 + 2w8 − 6w7 − 8w6 + 5w5 + 7w4 − w3 − 4w2 + 1
4w8 − 16w6 + 19w4 − 8w2 + 1 =
23
8
− 7
24
√
3.
Letting Mbipn denote the uniform simple rooted bipartite outerplanar map with n vertices, we
thus obtain
36
√√
3− 1
69− 7√3n
−1/2Mbipn
(d)−→Te.
This concludes the proof of Theorem 1.3.
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