Motivated by the demand to analyze complex physiological time series, we provide a quasi-uniform spherical t-design for any dimensional sphere based on an optimization approach. The design is generalized to achieve a quasi-uniform spherical (k, l)-design for complex sphere of arbitrary dimension. The real and complex designs are applied to construct a generalized multitaper scheme for the nonlinear-type time-frequency analysis, particularly the concentration of frequency and time (ConceFT), which we coin the QUConceFT. The proposed QU-ConceFT is applied to visualize the spindle structure in the electroencephalogram signal during the N2 sleep stage.
Introduction
Uniform design (UD) is an important statistical problem with many industrial and scientific applications. For example, chemists and chemical engineers have used the UD technique, uniformity of space filling, to improve cost-efficiency, robustness and flexibility of experimental works. For the regression problem, with a small number of sampling points, a significant amount of information can be obtained for exploring the relationship between the response and the contributing factors. Applications of UD can be found in textile, pharmaceutical, and fermentation industries, among others. See [48, 36] for details and a review on the topic [37] for the underlying theory and applications.
The construction of a UD depends on the domain and dimension. In general, it is a tricky job and there are several different types of experimental designs. Examples include factorial designs [24, 54] , optimal designs [1, 20, 42, 76] , U-type designs [37] , and quasi-Monte Carlo (QMC) methods [33, 55] . Different designs have different motivations and applications. Here we summarize some related works. In [51] , the authors propose Latin hypercube sampling, which is a UD on the unit cube in uniformly random fashion. In [34] , the authors study a wide range of "digit nets" that are uniformly distributed on the hypercube and achieve good performance in numerical integration. In [18] , the authors use QMC methods to generate equally distributed points with low-discrepancy in the hypercube for continuous state spaces. In [41] , the authors use space filling curves to construct a set of randomized QMC points, which is a mixture of random and deterministic points on hypercubes and achieves good performance in numerical integration. In [6] , the authors consider deterministic equal area points for the numerical integration on a triangle and product spaces. In [32, 35, 45, 59, 67, 73] , researchers study uniformly random designs on the 2 and 3-dimensional spheres, and in [40] , the authors use deterministic equal area points on high dimensional spheres and the Stolarsky's formula which connects the deviation between the theoretical and empirical (−1)-energy and the spherical cap L 2 -discrepancy for a set of points on S d to approximate the p-value. While this is not an exhaustive list, we see that although there has been extensive work on UD's in hypercubes and triangles, there is relatively limited work on the sphere [3] , particularly for deterministic designs. Probably, this is because of the lack of motivation from the application side. In this paper, due to the requirement to analyze complicated physiological time series and to circumvent the randomness of a recently developed generalized multi-tapered time-frequency analysis tools, we consider the UD problem on real or complex spheres of various dimensions.
1.1.
Motivation from time series analysis. Time series are a ubiquitous data type in science [17] . Analyzing time series has a long history, and various models, approaches and theories have been proposed. Recently, quantifying oscillatory time series has attracted a lot of attention, particularly, when the time series is composed of a stochastic noise component and several deterministic oscillatory components with time-varying frequencies and amplitudes. This kind of problem is a generalization of the widely considered seasonality problem [17] , and is commonly encountered in physiological time series such as electrocardiogram (ECG) [66] , photoplethysmogram (PPG) [56] , and respiratory signal [50] . To the best of our knowledge, this kind of time series is less discussed in the time series literature, except in some recent publications, for example [30, 22] . However, there have been extensive studies in the time-frequency (TF) analysis community trying to handle this kind of time series [38] . A simple but typical model for oscillatory time series is the adaptive harmonic model (AHM) considered in [27, 22] . We say a time series Y satisfies the AHM if it can be modeled as
A l (t) cos(φ l (t)) + Φ(t),
where K ≥ 1 is the number of oscillatory components, A l (t) > 0 is called the amplitude modulation (AM), φ l satisfying φ l (t) > 0 is called the instantaneous frequency (IF), and Φ is a wide-sense stationary mean-zero random process, like a Gaussian white noise. The time series analysis mission is estimating A l (t), φ l (t), and statistical properties of Φ(t) from a given realization of Y , under proper assumptions of A l (t), φ l (t) and Φ(t) [27, 22] . The identifiability issue of the AHM has been extensively discussed in [22] .
1.2.
Time-frequency analysis. TF analysis tools can be roughly classified into three types -linear, bilinear and nonlinear. The basic idea behind linear-type TF analysis is dividing the signal into segments and evaluating the spectrum for each segment, where how the signal is partitioned distinguishes different methods. For example, a fixed window is chosen in the Gabor transform or short-time Fourier transform (STFT) [38] , while in the continuous wavelet transform (CWT), the segments depend on how a given mother wavelet is dilated [26] . Bilinear-type TF analysis quantifies oscillatory properties from the cross-correlation perspective, which includes various methods ranging from the Wigner-Ville distribution to the Cohen class [38] . Nonlinear-type TF analysis aims to depict the signal in a more data-driven way. Specifically, it takes some information from the signal to modify the linear-type or bilinear-type TF analyses. Due to its practical applicability, several methods have been proposed in the past decades, including the reassignment method (RM) [2] , the synchrosqueezing transform (SST) [27, 77] , the empirical mode decomposition (EMD) [43] , and several other variations. We refer the readers to [28] for a recent review of the field.
For the widely applied linear-type TF analysis (like the STFT and CWT), the inevitable uncertainty principle [62] blurs the resulting spectrum. Moreover, the spectrum depends on the chosen window (or mother wavelet) and lacks adaptivity to the signal. Bilinear-type TF analysis suffers from different limitations. For example, the Wigner-Ville distribution is limited by the interference terms when the signal is composed of multiple oscillatory components, or if the frequency is time-varying even when there is a single oscillatory component [38] . Nonlinear-type TF analysis is developed to overcome the aforementioned limitations. Among various nonlineartype TF analyses, the widely applied EMD lacks a theoretical foundation and thus could lead to erroneous interpretation and conclusion with real data. The RM and SST, on the other hand, have been developed rigorously with theoretical support. In the SST, the phase information of the signal is taken into account to sharpen the blurriness caused by the uncertain principle, and the resulting TF representation is less dependent on the chosen windows [27, 77] . While the SST is a nonlinear method, it is shown in [22] that the SST is robust to reasonable amount of different types of noise, including non-stationary and heteroscedastic noises. However, when the signal-to-noise ratio (SNR) is low (e.g., below 1 dB), this tool may again fail.
1.3. Low SNR and ConceFT. To help nonlinear-type TF analysis handle time series with a low SNR, a natural idea is taking the multi-tapering (MT) technique into account [58] . In this work, we focus on the STFT-based SST to illustrate the idea, but the idea can be applied to other nonlinear-type TF analyses. Intuitively, by taking orthonormal windows h 1 , . . . , h J , where J ∈ N, the noise under the SST with different windows are independent. Thus, by averaging all outputs of the SST with those J orthonormal windows, we can suppress the impact of noise [80] . However, due to the Nyquist rate limitation in the TF representation [25] , in practice we can only find limited orthonormal windows (i.e. 6 to 10) that have reasonable supports in the TF domain -hence, noise suppression by the MT scheme is limited. In 2016, driven by the demand to analyze physiological signals with a low SNR, a generalized MT idea was considered, and a new algorithm called concentration of frequency and time (ConceFT) was proposed [28] . The basic idea behind ConceFT is a straightforward generalization of MT by exploiting the nonlinearity of the SST. By taking the coefficients of a linear combination of J orthonormal windows as a point on (J − 1)-dim real sphere S J−1 , one may obtain as many windows as possible. Specifically, by sampling a point x := (x 1 , . . . , x J ) in S J−1 , one may generate a new window by h
Given two points x and x in S J−1 that are not orthogonal, it is clear that the SST's of the noise with h [x] and h [x ] at a given pair of time and frequency are not independent. However, it is numerically observed that the larger angle between x and x , the less correlated the noises become after the SST. Motivated by this observation, in [28] , it was proposed to randomly sample points from S J−1 according to the uniform distribution on S J−1 , and average all outputs of the SST by the associated linear combined windows. This scheme is understood as the generalized MT. It turns out that this generalized MT performs well in real data [49, 78, 79] , and a theoretical support has been established explaining why ConceFT performs well when the SNR is low [28] .
1.4. Limitation of ConceFT and random sampling. For the practical purpose, ConceFT with random samples from S J−1 is not satisfactory. Due to the randomness, the analysis result varies from one experiment to another, unless the random seed is fixed. To alleviate the variation caused by the finite number of random windows, several linear combinations are needed. In practice, one may need up to 100 random linear combinations to stabilize the variability, which constitutes a computational burden. Ideally, the windows should separate as much as possible, but in the random sample scheme, this is not guaranteed. On the other hand, the performance of ConceFT is impacted by the approximation quality of numerical integration over the chosen spherical point set. Therefore, a natural question to ask is if it is possible to have a deterministic set of points "uniformly" distributed on S J−1 and meanwhile have a good performance for numerical integration. In this paper, we answer this question affirmatively by providing a novel spherical design (SD) [31] , which is a UD on the sphere.
1.5. Our contribution -a novel spherical design and a new ConceFT. We offer a deterministic SD scheme that is "uniform" and satisfies a good numerical integration property for real spheres of any dimension. The scheme is based on a recently developed optimization algorithm, which we call the quasi-uniform spherical t-design (t-SD). We extend the quasi-uniform t-SD (QU-t-SD) to complex spheres of any dimension, and provide a new SD called the quasi-uniform spherical (k, l)-design (QU-kl-SD). The QU-t-SD is applied to alleviate the aforementioned issues of the traditional ConceFT algorithm. We call the new algorithm quasi-uniform ConceFT (QU-ConceFT).
Note that Chen and Womersley et al. [1, 20, 19, 69] was the first team to apply the optimization idea to generate SD's for numerical integration when d = 2, 3. In this work, we generalize the algorithm to d > 3 and to complex spheres of any dimension. Prior to this numerical optimization approach, the SD construction was based on an algebraic construction (i.e. using a group orbit). The algebraic approach can only offer t-SD on S d for some specific combinations of t and d; for example, see [3] .
1.6. Application to electroencephalogram. We show the performance of the proposed QU-ConceFT algorithm based on the deterministic SD on both simulation data and real data, including an electroencephalogram (EEG) signal recorded during sleep. We show that with the QU-ConceFT algorithm, we may offer a TF representation showing the spindle structure during the N2 sleep stage with a quality at least as good as the traditional ConceFT, and it is not random. We believe that the offered SD scheme has a potential for more applications.
1.7. Organization. The paper is organized as follows. In Section 2, we review existing results for the SD, in particular the t-SD, and the notion of uniformity. In Section 3, we detail the proposed SD scheme, the QU-t-SD, that is a "spherical tdesign" and is "quasi-uniform". In Section 4, we generalize the QU-t-SD to complex spheres of any dimension. In Section 5, we review the SST and ConceFT, and detail the proposed QU-ConceFT based on the proposed QU-t-SD or QU-kl-SD. In Section 6, the QU-ConceFT is applied to both simulation data and an EEG signal recorded during sleep. The paper is closed with the discussion and conclusion in Section 7. All proofs are put in Section A in the Online Supplementary (OS).
Spherical Designs -old and new
The SD scheme is originated from the discrete geometry society, where the SD problem has been widely studied for various purposes, including numerical integration, interpolation, regularization model, kernel-based approximation, fast Fourier transforms, sparse signal recovery, computation of random fields and so on. There are different notions of uniformly distributed points on the sphere; for example, the energy minimizing points [65] (also called the solution for Thomson problems) and equal area points [47, 60] are both uniformly distributed, but in different senses. In this section, we summarize the notion of SD and uniformity on the unit spheres in d-dimensional real coordinate space R d .
Spherical t-design.
A pleasant property that the designed points on the sphere should fulfill is the "fast numerical integration" property that we now discuss.
Here the "fast" means that we can sample a limited number of points to obtain the integral of a polynomial with zero-loss. A SD is called a t-SD if this fast numerical integration property is satisfied.
is called a real t-SD if for any real spherical polynomial p of degree at most t, we have
where dσ = dσ d is the canonical Riemannian measure on S d .
Note that if p(x) is a harmonic polynomial, then its integration is zero. Therefore, an equivalent definition is that a set X ⊂ S d is a t-SD if
, where 1 ≤ j ≤ t and Harm t (R d+1 ) is the set of homogeneous harmonic polynomials of degree t on R d+1 [31] . For S d , a fixed t and N ∈ N, there might exist more than one t-SD with N points.
For the purpose of fast numerical integration, the t-SD performs better than other kinds of designs, such as randomly uniformly distributed (RU) points, equal area points [60, 47] , Fekete points [68] , Coulomb energy [65] points, 1 Log energy points [65] , 2 generalized spiral points [7, 60] and distance points [16] . To quantify the performance of numerical integration over a set of finite points X N , where N ≥ 2, we may consider the p-th worst-case error (wce), where p > 0, defined on the Sobolev space
1 Coulomb energy points minimize the functional i,j=1,...,N, i =j
, which is a classic but open problem in electromagnetic dynamics. 2 Log energy points minimize the functional i,j=1,...,N, i =j log
Moreover, for a point set X N , we define the strength s * to be the largest s > 0 such that for some given p ≥ 1,
By [16, Theorem 7] , for the set X RU N of N i.i.d. RU points on the sphere (i.e. the points of X RU N are drawn independently with the uniform distribution on S d ), its second worst-case error satisfies
where the constant c(s, d) : wce(X
(which is always achievable [8] and which we use in the optimization in Section 3) for the t-SD, we would obtain the following optimal order bound:
, where the big O is independent of N but may depend on s and d. We call the number N = O(t d ) the optimal-order number for the t-SD. By (2.7) and (2.5), for fixed s, the worst-case error of t-SD has higher order convergence rate than the RU points. Moreover, for the RU points, by (2.5) and the Cauchy-Schwartz inequality, the strength is s * = d/2 on average. On the other hand, the t-SD has the strength s * = ∞. This means that compared with the RU points, the t-SD performs better in the numerical integration. The numerical evidence by Brauchart et al. [16] shows that in S 2 , the strengths for the Fekete, equal area, Coulomb energy, Log energy, generalized spiral and distance are close to s * = 1.5, 2, 2, 3, 3, 4 respectively. Thus, the t-SD is also superior to these points in numerical integration.
2.2.
The notion of uniformity. In addition to the efficient numerical integration, one natural question scientists might ask is how to design points over a sphere that is "uniform" [64] ? While t-SD is a good candidate, in general the t-SD might not be uniform on the sphere. Before we search for "a uniform t-SD", we need to rigorously define the notion of uniformity on the sphere. When d = 2, the t-SD is the roots of unity (and probably with a global phase shift). To be precise, if we want to distribute n points uniformly on S 1 , we can choose {e i(2πk/n+θ) } n k=1 ⊂ S 1 , where θ ∈ [0, 2π/n). When d > 2, the answer is tricky. Specifically, the notion of "uniform" for a deterministic point set is no longer unique, and there are several definitions, including uniformity, quasi-uniformity and hyper-uniformity. The uniformity can be described by Weyl's formula: a set
where C(x, r) is a geodesic ball of radius r > 0 centered at x ∈ S d . This intuitively says that the number of points in all geodesic balls with the same radius is asymptotically the same. Equivalently, the uniformity can be characterized by spherical cap discrepancy [11, 16, 46, 71] . The uniformity was then generalized to hyper-uniformity, which allows to characterize the distribution of determinantal point processes, as motivated by the statistical physics applications; we refer the readers with interest to [13, 14, 74, 75] for details. The quasi-uniformity [12, 52] is a relaxation of the notion of uniformity. We need the following geometric properties of a point set to define the quasi-uniformity.
The separation distance of X N is defined as the minimal distance between the points of X N ,
where dist r (·, ·) is the geodesic distance on S d . The covering distance (which is also called the mesh norm or filling distance) of X N is (2.10)
Finally, the mesh ratio of X N is
The covering distance is the minimal radius, of which the spherical caps with the points of X N as centers cover the whole sphere. The mesh ratio by definition is not less than 1. Definition 2.3 ( [15, 16, 53, 76] ). If the mesh ratio of a (deterministic) point set
If the mesh ratio of a sequence of (deterministic) point sets {X N } N ≥2 is bounded, the point configuration of X N is called almost uniform, or quasi-uniform.
Thus, the quasi-uniformity means that the mesh ratio is bounded by a constant independent of the dimension d. While there are several notions of uniformity, only the quasi-uniformity is computationally friendly as the covering radius can be approximated by the radius of the max circumscribed circle of the polygon of the points and the separation radius can be computed straightforward.
By Definition 2.2, the constant C cannot be lower than 1. By [12, Corollary 1.7] , the covering radius of the t-SD with the optimal-order number of nodes, N = O t d , has the optimal-order bound:
where the constant c depends only on the dimension d. On the other hand, by [15, 61] , for N RU points on S d , asymptotically when N → ∞ we have
, where a b for sequences {a } ∞ =0 and {b } ∞ =0 means that there exist constants c, c > 0 such that c a ≤ b ≤ ca for all ≥ 0 and the implied constant depends only on d. In other words, the t-SD achieves the smallest covering radius. On the other hand, the separation of the t-SD can be arbitrarily small, since any rotation of a t-SD is again a t-SD, and the union of two t-SD's is a t-SD. To have the mesh ratio of the SD bounded, one needs to select from different t-SD's to maximize the separation. This is one of the key steps in the proposed SD scheme introduced in Section 3. The following theorem shows that when C is closer to 1 the point set X N becomes more uniformly distributed. The proof is postponed to Section A in the OS.
Proposed Algorithm for Spherical Designs
We now introduce the proposed deterministic SD that is a t-SD satisfying the quasi-uniformity. We exploit the high-dimensional numerical optimization [1, 19, 20, 21, 76 ] to numerically implement this SD.
Variational characteristics of t-SD.
We now give an equivalent condition of the t-SD in terms of zonal kernel functions.
Definition 3.1. Take a Hilbert space H with the inner product x · y for x, y ∈ H. A zonal (kernel) function K(x, y) is a mapping from H × H to R that depends only on the inner product of x · y. 
2 ) (u)
For ≥ 0, the P (d+1) (x · y), x, y ∈ S d is a zonal function and satisfies the addition theorem
where Z(d, ) is the dimension of the space of spherical harmonics of degree given by
where Γ is the Gamma function. Note that asymptotically when → ∞,
The following shows an equivalent condition of t-SD by a radial basis function on the sphere. The radial basis function ϕ t (u), which is a real-valued polynomial on [−1, 1] of degree t with the expansion of Legendre polynomials, is defined as
where the coefficients a :=
du. We let ϕ t be the ϕ t subtracting the first term (i.e. the constant term) in the Legendre expansion: (1)
where a
Γ(t/2+α+1) when t is odd and a
when t is even. The second example is given by Cohn and Kumar [23] :
. Another example from [69] 
where a = Z(d, ) for = 1, . . . , t. The simple formula of ϕ t in (3.8), (3.9) and (3.10) provides a feasible objective function (which is easy to evaluate) for numerical computation in searching for t-SD with large number of nodes of S d in the optimization.
3.2.
Optimization approach to t-SD. By Proposition 3.2, the t-SD can be obtained by solving the minimization problem (3.11) min
where
and in the penalty, > 0 is a hyper-parameter and ρ(X N ) is the mesh ratio of the point set X N given by (2.11). Note that there are in total N d variables in (3.11).
In fact, except a measure zero subset, x := (x 1 , . . . , x d+1 ) ∈ S d can be parametrized by
By taking the rotation of the point set on S d into account, the number of variables can be reduced to
where d(d + 1)/2 is the dimension of rotation matrix. Clearly, this is a large-scale non-linear optimization problem when N is large. In the following, we focus on some key issues of the numerical solution of (3.11) for = 0. For > 0 the problem becomes more complicated as ρ(X N ) contains max-min factor. We leave it in future work. The number N = N (t) of nodes of the t-SD is critical to the hardness of the optimization: the fewer, the better. However, to satisfy the definition of t-SD, N cannot be as small as we wish. A lower bound N * t for N (t) is shown in [31] using the property of spherical harmonics:
This means that to be a t-SD, a set of points must contain at least N * t nodes. In general, the minimization problem (3.11) for the t-SD with N * t nodes (which is called tight t-SD) does not always have solution as for example, on S 2 , this lower bound cannot be achieved except t = 1, 2, 3, 5 [4, 5] , and for higher dimensions, only a few of t-SD with N * t nodes exist [3] . One has to use more than N * t points to obtain a computationally feasible solution of the minimization (3.11). By [31, 69] , the condition (3.7) with positive coefficients a , = 1, . . . , t, is equivalent to the equations conditions. To solve (3.11), the number of free parameters
cannot be less than the number of conditions. As a result, one needs at least (3.18)
points. In numerical optimization, we can thus use N t points for the t-SD in the problem (3.11). For example, when d = 2, N t = (t + 1) 2 /2 + 1 and the number of free parameters for (3.11) is 2 N t − 3. For N between N * t and N t , the solvability of (3.11) is not guaranteed.
We may further take the symmetry of S d into account. For such a design, the point set X N is symmetric with the property that any node has an antipode; that is, if x i ∈ X N , −x i is also in X N , for i = 1, . . . , N . As any symmetric point set X N satisfies N i=1 Y ,m (x i ) = 0 for all odd degree m given ≥ 1. The constraints are reduced to:
We can then use (3.19 )
points for the numerical optimization. We call the result a symmetric t-SD. See [76] for details.
3.3. Proposed deterministic SD. By [9] and (2.12), we see that t-SD which point set has quasi-uniformity always exists, as we state as follows.
Proposition 3.4. There exists a t-SD with
Here, we call the t-SD that is quasi-uniform the QU-t-SD. Now we propose an optimization algorithm to construct a QU-t-SD. Fix d, t ∈ N, and select N ∈ N so that N ≥ N t d − d(d + 1)/2. Note that this number is larger than N t in general, which we will explain below. The algorithm is composed of two steps.
(Step 1) Solve (3.11) with an appropriate initial point set that is quasiuniform. The minimizer is not unique. (Step 2) Among all possible minimizers, select the one that has the minimal mesh ratio. That is, we solve (3.11) in two steps and the second step is concerned with the penalty term in (3.11). The resulting set of points is the proposed QU-t-SD. We note that choosing the initial point set in the optimization (3.11) is critical to finding the QU-t-SD. Hence, one can use a set of points with a good geometry in the beginning, for example, generalized spiral points for S 2 and equal area points for S d and d ≥ 2. We now discuss why we select N ≥ N t d − d(d + 1)/2. We count on (3.11) and the zonal polynomial.
3 Note that there are concise formula for zonal polynomials, see Example 3.3. The large-scale minimization problem (3.11) is difficult as there might be many local minima. We have the following proposition guaranteeing the global minima. The proof is postponed to Section SI.1 in the OS. When N t > N t d − d(d + 1)/2, since there are more free parameters than the number of constraints, we may obtain multiple global minimizers (that is, t-SD). In all cases, a Levenberg-Marquardt or trust region method can be used with
as the searching direction of parameters (in spherical coordinates), where d are the variables. This is a classical nonlinear least squares optimization in large scale, see for example [57] . Based on the above discussion, we choose N ≥ Z(d+1, t) in the algorithm. When the (numerical) global optimizers have been obtained, 4 we select the one that has the minimal mesh ratio. By definition, the mesh ratio is the quotient of covering and separation radii, where the covering radius can be evaluated by computing the maximal radius facet of the polygon of the nodes, and the separation of the point set can be computed by definition straightforward. The numerical evaluation of the symmetric QU-t-SD is the same, and we omit the details. See Figure 1 for an example of the QU-t-SD, which is obtained by solving (3.11) with zonal polynomial in (3.10). 
A New Spherical Design for Complex Spheres
Motivated by the practical demands to improve ConceFT, we need a SD for the complex sphere that is similar to the proposed QU-t-SD in the real sphere case. Denote Ω d := {z ∈ C d : z = 1} to be the d-dimensional complex unit sphere, and µ be the Riemannian measure on Ω d .
Definition 4.1. For d ≥ 2 and k, l ≥ 0, we call a finite point set X ⊂ Ω d a complex spherical (k, l)-design (kl-SD), where k, l ∈ N, if for any complex polynomial g(z) :=
, with degree at most k in the z i part and at most l in thez i part, we have
In a similar way as the real case, the separation and covering radii of a point set
and the mesh ratio is defined as
We propose to use the following mapping to construct the kl-SD given a t-SD. For d ≥ 1, we define the following mapping φ R→C :
, the real and complex parts of the jth component of φ R→C (x) for x ∈ S 2d−1 are x 2j−1 and x 2j :
The φ R→C is well-defined as |φ
The following proposition of [63, Lemma 3.6] shows that the t-SD of S 2d−1 gives a kl-SD of Ω d for k + l ≤ t under the mapping φ R→C in (4.4).
Proposition 4.3 ([63]
). For d ≥ 2 and t ≥ 1, X N is a t-SD in S 2d−1 if and only if φ R→C (X N ) is a kl-SD in Ω d for all pairs of (k, l) satisfying k + l ≤ t, where the mapping φ R→C is given by (4.4).
We also call the X N satisfying the condition of Proposition 4.3 a triangle complex t-design. The following theorem shows that φ R→C preserves the separation, covering and mesh ratio; that is, if
The proof is postponed to Section SI.1.
Theorem 4.4. Let φ
R→C be the mapping given by (4.4). Then
As a result, to construct a kl-SD on Ω d that is quasi-uniform, we start from constructing a QU-t-SD satisfying the conditions in Proposition 4.3. Then via φ R→C , we obtain a QU-kl-SD on Ω d by Theorem 4.4.
Concentration of frequency and time -old and new
In this section, we apply the proposed QU-t-SD to alleviate the limitation of traditional ConceFT. We start from recalling the SST and the traditional ConceFT with random points.
5.1.
A quick review of the SST. In short, the SST takes the phase information hidden inside the chosen linear TF representation, like the STFT [77] or the CWT [27] , and reallocate the TF representation coefficients to relieve the blurring effect caused by the uncertainty principle. In this paper, we review the STFT-based SST and refer the readers with interest to [27] for the CWT-based SST. First, for a given properly defined function f , e.g., a tempered distribution, the STFT of f associated with a window function h(t), which is a Schwartz function, is defined by
where t ∈ R is the time, ξ ∈ R + is the frequency, and h is the window function chosen by the user. In this paper, we assume that h the Gaussian function. Second, evaluate the reassignment rule,
where Im means taking the imaginary part, and Dh is the derivative of h [77, Definition 2.3.12]. Equation (5.2) is well-defined on every point (t, ν) where V f (t, ν) = 0. Third, the linear TF representation determined by the STFT is sharpened by the following integration formula:
where N t := {ξ : |V • Select all entries (t, ξ) so that the frequency information provided by ω
• Gather all non-zero STFT coefficients to the entry (t, ν). As is shown in [77, Theorem 2.3.14], the SST can be applied to study the AHM model. For example, for f (t) = A(t) cos(2πφ(t)), the TF representation determined by the SST is concentrated on φ l (t) with the AM function A(t) encoded as the intensity, and the resulting TF representation is less dependent on the chosen window. While we do not need it, we mention that the SST also allows the user to decompose the signal and recover each oscillatory component. We refer the interested readers to [77] .
5.2.
A quick review of ConceFT. As is mentioned in the introduction, while the SST is robust to noise, when the SNR is low, the SST does not perform well. In [28] , a generalized MT idea is combined with the SST to handle this situation, and the algorithm is called ConceFT (concentration of frequency and time). Take J orthonormal windows,
or Ω J , we have a new window
to be a quadrature rule for numerical integration on S J−1 or Ω J with N pairs of weights w k ∈ R and nodes x k ∈ S J−1 or x k ∈ Ω J .
Definition 5.1. For a positive odd integer q, the ConceFT for the q-normed SST associated with Q J,N for a given proper function f is
where t ∈ R and ν > 0. We also define the ideal ConceFT as
In [28] , q = 1 and Q J,N is chosen so that {x k } is the set of N RU points from S J−1 and w k = 1/N . We call this approach the traditional ConceFT. Note that in [28] , the traditional ConceFT is defined only on the real sphere, while in practice we can take the set of N RU points from Ω J . On the other hand, the traditional MT approach [80] , called the MT-SST, is
Note that the MT-SST is a special ConceFT when q = 1, N = J, w 1 = w 2 = . . . = w J = 1/J, and x k = e k , the kth unit vector in R J . Due to the nonlinearity of the SST, while x k and x i might be dependent, it is found numerically that the noises become less correlated after the SST [28] . Thus, the averaging process in the ConceFT helps alleviate the impact of noise, particularly when the SNR is low. We thus call the averaging process in the ConceFT the generalized MT scheme. We refer the readers with interest to [78] for more discussion of this generalized MT scheme.
5.3.
A new approach -QU-ConceFT. In the paper, we will take {x k } to be the nodes of a QU-t-SD on a real sphere or a QU-kl-SD on a complex sphere, which replaces the random sample scheme of the ConceFT in [28] . The new algorithm is called the QU-ConceFT. When the quadrature rule in Definition 5.1 is a SD, the weights w k are equal weights 1/N . As a result, (5.5) is reduced to
Note that by the high precision for numerical integration of t-SD or kl-SD, the QUConceFT better approximates the ideal ConceFT than the traditional ConceFT proposed in [28] .
Numerical Examples
In this section, we show numerical experiments of analyzing stochastic signals with noise and real EEG signals by the ConceFT with various designs. 6.1. Stochastic signals with noise. We use the smoothened Brownian motion as the true signal. The signal takes the form (6.1) f (t) = A 1 (t) cos(2πφ 1 (t))χ [5, 16] 
where t ∈ [0, 16] and A 1 (t), A 2 (t), φ 1 (t) and φ 2 (t) are constructed from the same procedure shown in [28, Section 4a]. Specifically, if W is the standard Brownian In the left column, the first and second subplots are f 1 (t) = A 1 (t) cos(2πφ 1 (t))χ [5, 16] (t) and f 2 (t) = A 2 (t) cos(2πφ 2 (t))χ [0,10] (t) in (6.1) with A 1 (t) and A 2 (t) superimposed as black curves, and the third subplot shows a realization of the Gaussian noise ξ(t). In the right column, the first subplot shows φ 1 (t) and φ 2 (t), the second subplot shows the clean signal f (t), and the third subplot is the noisy signal Y (t) that is the superposition of f (t) and ξ(t). motion defined on [0, ∞), the smoothened Brownian motion with bandwidth B > 0 is Φ B := W K B , where K B is the Gaussian function with the standard deviation (SD) B > 0 and denotes the convolution operator. Given T > 0 and parameters ζ 1 , . . . , ζ 6 > 0, define the following family of random processes on [0, T ]:
For the amplitudes A 1 (t) and A 2 (t), we set ζ 2 = ζ 5 = 0 and they are independent realizations of Ψ [2,0,1,200,0,0] (t). To simulate phase functions φ 1 (t) and φ 2 (t), we set ζ 1 = ζ 3 = 0 and Ψ [0,ζ2,0,0,ζ5,ζ6] (t) is then a monotonically increasing process.
In the examples below, we take φ 1 (t) as a realization of Ψ [0,10,0,0,6,400] (t), and φ 2 (t) as a realization of Ψ [0,2π,0,0,2,300] (t). The noisy signal is the superposition Y (t) = f (t) + ξ(t), where the noise ξ(t) is a white mean-zero Gaussian random process with the variance σ 2 . The SNR for Y is 20 log 10 std(f ) std(ξ) , where std(f ) is the standard deviation of f . We set the SNR to be 0.11 dB, and realize the stochastic signal Y (t) for t ∈ [1/ω 0 , 16] with the sampling rate ω 0 = 100 (Hz). Figure 2 shows a realization of the clean signal f (t), Gaussian noise ξ(t), and their superposition Y (t). Figure 3 . TF representation by the SST, the MT-SST and various ConceFT's for clean signal f (t) and noisy signal Y (t) over t ∈ [1/ω 0 , 16], where the sampling rate is ω 0 = 100 (Hz) and the SNR is 0.11 dB. In the first column, from top to bottom shows the TF representations of the clean signal f (t) analyzed by the SST, the noisy signal Y (t) analyzed by the SST, and the noisy signal Y (t) analyzed by the MT-SST. From columns 2 to 5, we show the TF representations of the clean and noisy signals analyzed by the traditional ConceFT with RU, the QU-ConceFT with QU-t-SD, the traditional ConceFT with CRU, and the QU-ConceFT with QU-kl-SD respectively. The first row is for the clean signal f (t), the second row is for the noisy signal Y (t), and the third row is for the noisy signal with the ground truth superimposed. For RU and CRU, we take 32 random points on S 2 and Ω 3 . For QU-t-SD, we take the 7-design with 32 nodes on S 2 . For QU-kl-SD, we take the triangle complex 4-design with 40 nodes on Ω 3 .
6.1.1. Time-frequency representation. Figure 3 shows the MT-SST, QU-ConceFT's with a QU-t-SD [76] 5 and a QU-kl-SD, and traditional ConceFT's with a RU set and a complex RU (CRU) set for the realization of Y in Figure 2 . The MT-SST uses 6 tapers; that is, J = 6 in (5.6). For the MT-SST, we take the first 6 Hermite windows that are the most concentrated in the TF domain among others [25] . The QU-t-SD is a 7-design with 32 nodes on S 2 , the QU-kl-SD is a triangle complex 4-design with 40 nodes on Ω 3 coming from a real sphere 4-design on S 5 , and the RU and CRU sets contain 32 points on S 2 and Ω 3 . This shows the need for the t-SD on the high dimensional sphere. In other words, for the traditional ConceFT's Figure 4 . OTD for the TF representation of QU-ConceFT with QU-t-SD and QU-kl-SD, and traditional ConceFT with RU and CRU for 100 stochastic signals Y (t) with the white Gaussian noise ξ(t) and q = 1, where t ∈ [1/ω 0 , 16], the sampling rate is ω 0 = 100 (Hz) and the SNR is around 0.11 dB. The regions of light red, light maroon, light blue and light cyan show the variances for the QU-t-SD, QU-kl-SD, RU, and CRU cases respectively. For the real cases, the QU-t-SD and RU use points on S 2 . For the complex cases, the QU-kl-SD and CRU use points on Ω 3 .
and QU-ConceFT's, we take J = 3 orthonormal windows. Again, we take the first 3 Hermite windows due to its concentration property in the TF domain. We take q = 1 for all cases. In Figure 3 , it is observed that the information of interest, the two curves representing the IF φ 1 (t) and φ 2 (t), can be easily identified in the TF representation of f (t) determined by the SST. However, the TF representation of Y (t) determined by the SST is not suitable to identify the information of interest since the two curves representing the IF φ 1 (t) and φ 2 (t) are buried in the background noise. The TF representation determined by the MT-SST provides more identifiable curves, but they are widened and blurred. This blurring is due to taking 6 Hermite windows, since the more the Hermite windows we take, the more spreading the Hermite windows is in the TF domain [25] . Visually, the various ConceFT's all enhance the contrast of the information of interest and the curves are sharpened. Specifically, both the traditional ConceFT with CRU and the QU-ConceFT with kl-SD provide the sharpest curves. These results indicate that the QU-ConceFT performs almost equally compared with the traditional ConceFT. In the next subsection, we provide a quantification of this visual finding to compare the performance of variations of ConceFT.
6.1.2. Performance measurement. To evaluate the performance of ConceFT's with various designs, we follow the evaluation scheme proposed in [28, Section 4b] , where the optimal-transport distance (OTD) between the ideal TF representation of the clean signal and the TF representation of the noisy signal is used to measure how accurate an algorithm can approximate the clean signal. The ideal TF representation of f in (6.1) is defined as
Let P Y (t, ω) be the TF representation determined by ConceFT for a stochastic signal. As P Y (t, ·) might not have integral 1 for time t, we normalize them such that P Y (t, ω)dω = 1. To simplify the notation, we use the same symbol for the normalized P Y (t, ·). Then evaluate the OTD between P Y (t, ·) and P f (t, ·), and average all the OTD's over all sampling times to illustrate the quality of the estimator P Y for P f . Figure 4 shows the OTD for TF representations of QU-ConceFT's with t-SD and kl-SD, and the traditional ConceFT with RU and CRU on 100 realizations of Y (t). Here we generate stochastic signal Y (t) for t ∈ [1/ω 0 , 16] with the sampling rate ω 0 = 100 (Hz) and the SNR is around 0.11 dB. As in Section 6.1.1, the QUt-SD and RU are on S 2 and QU-kl-SD and CRU are on Ω 3 . For the ConceFT's with RU and CRU, we realize up to 240 RU and CRU points on S 2 and Ω 3 for 100 times and evaluate the mean and standard deviation of OTD's, as indicated by the red and maroon in the figure. For the QU-t-SD, we use up to the 21-design with nodes N ≤ 243. For the QU-kl-SD, we use up to the 7-design with nodes N ≤ 254. We again use q = 1 for all cases. In the real case, the mean and SD of the OTD's for the QU-ConceFT with QU-t-SD are both smaller than the ConceFT with RU. In the complex case, the QU-ConceFT with QU-kl-SD has smaller mean than the ConceFT with CRU while their standard deviations are almost the same. Moreover, the complex cases have a better performance than the real cases, which is consistent with the results of Section 6.1.1. These results support that the proposed QU-ConceFT has a stable and better or at least equivalently good performance in approximating the ideal TF representation of the clean signal compared with the traditional ConceFT with random points. We mention that the performance of different designs can be partially explained by the numerical integration approximation quality of the designs for the ideal ConceFT. See the discussion in Section 2.1.
Real application to EEG signals.
We apply the QU-ConceFT to analyze the EEG signal during the N2 sleep stage, and compare the results with the SST and the traditional ConceFT. We focus on the C3A2 EEG channel, which is recorded at the sampling rate 200Hz. The signal is recorded from a normal subject without sleep apnea by Alice 5 data acquisition system (Philips Respironics, Murrysville, PA) in the sleep center at Chang Gung Memorial Hospital, Linkou, Taoyuan, Taiwan. The overnight sleep stages for all 30 seconds epochs, including Awake, REM, N1, N2 and N3, are provided by the consensus of two sleep experts. We focus on the EEG signals during the N2 stage. A typical feature of the EEG signal during the N2 stage is the spindle. Sleep spindles are brain activity bursts that oscillate at a frequency range of 11 to 16 Hz with a duration of 0.5 seconds or greater [29] . The nomination "spindle" comes from the fact that the "shape" of a sleep spindle is often like that of a yarn spindle. In Figure 5 Hz, but some have non-constant IF. Moreover, there are three events, indicated by the blue arrows, that look like a superposition of a spindle and a slow wave. This kind of pattern in general is not considered a spindle according to the American Academy of Sleep Medicine criteria [44] . However, the TF analysis tools well suggest the existence of a spindle; for example, see the dashed arrows in the second subplot. This "hidden" spindle structure is less discussed in the sleep literature, which might be due to the lack of proper analysis tools. While it might contain useful physiological information, however, a full exploration of this topic is out of the scope of this paper. Overall, as expected from the above, the QU-ConceFT performs at least equally well compared with the traditional ConceFT from the visualization perspective. Moreover, compared with the SST, both ConceFT's have fewer "artifacts" indicated by the orange arrows.
Discussion and Conclusion
We propose a new UD on the sphere, called QU-t-SD. Its theoretical properties are summarized, and its numerical development and the associated optimization procedure are detailed. We also provide a novel UD scheme for the complex sphere, called QU-kl-SD. With the QU-t-SD and QU-kl-SD, we introduce a novel generalized multitaper algorithm called QU-ConceFT, which alleviates the uncertainty and computational issues we encountered in the traditional ConceFT algorithm.
The numerical simulation and its application to an EEG signal show its potential for the complex physiological time series analysis.
From this exploration, we found several interesting theoretical problems. First, how to design a t-SD on the complex sphere by directly applying the optimization scheme? An optimization approach may provide complimentary freedom compared with the design based on the t-SD provided in Section 4. A natural variation of ConceFT is averaging over RP (J − 1) instead of S J−1 . By the symmetric t-SD approach, we can immediately obtain a t-SD on RP (J − 1). A natural question to ask is if it is possible to construct a t-SD over more general space with symmetry or quotient structure, or even a general manifold. The QU-t-SD is based on finding the most suitable t-SD that has the optimal mesh ratio. While it works well in practice, how to directly solve the optimization problem (3.11), which is nonconvex in nature, is an interesting challenge. While there exists some theoretical support for the ConceFT [28] , we do not fully understand the algorithm due to the intricate statistical property of the SST caused by its nonlinearity. Only up to recently we have a better statistical understanding of the SST [70] , which paves a way toward a complete interpretation of the ConceFT. We will study these theoretical problems in the near future.
For the practical purpose, the developed QU-ConceFT will be applied to study the EEG signal during the N2 sleep stage. One specific mission is developing an automatic system to identify spindles based on the TF representation via the QUConceFT. The developed system will distinguish among different types of spindles by reading its IF, and show how it is related to the sleep dynamics. We will report these clinical studies in future work. This means that {X N } N ≥2 satisfies Weyl's formula, and is thus uniformly distributed.
Proof of Proposition 3.5. To simplify the discussion, without loss of generality, we assume that Recall the parametrization of S d , (φ 1 , . . . , φ d+1 ), shown in (3.13). Denote φ to be the spherical parametrization of points in X N . Rewrite r with the spherical parametrization, and we use the notation r φ . Let A φ be the Jacobian of r φ in the spherical parametrization φ. Then, A φ ∈ R m×M , where M = N d − d(d + 1)/2 is the number of spherical parametrization discussed in (3.14) and m = Z(d + 1, t) − 1 discussed in (3.17) . Then, by a direct calculation, the gradient and Hessian of Appendix B. Relation between performance of ConceFT and SNR Figure 6 shows the relation between the SNR and OTD for various QU-ConceFT's. The realization of Y (t) is sampled at ω 0 = 100 Hz from t ∈ [1/ω 0 , 16]. The SNR ranges from −7 to 7. As in Section 6.1.1, the QU-t-SD uses the 7-design with 32 nodes on S 2 and the QU-kl-SD uses the triangle complex 4-design with 40 nodes on Ω 3 . On the other hand, the RU and CRU use 32 random points on S 2 and Ω
