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Abstract—Deep learning based methods have penetrated many
image processing problems and become dominant solutions to
these problems. A natural question raised here is “Is there
any space for conventional methods on these problems?” In
this paper, exposure interpolation is taken as an example to
answer this question and the answer is “Yes”. A framework
on fusing conventional and deep learning method is introduced
to generate an medium exposure image for two large-exposure-
ratio images. Experimental results indicate that the quality of the
medium exposure image is increased significantly through using
the deep learning method to refine the interpolated image via the
conventional method. The conventional method can be adopted
to improve the convergence speed of the deep learning method
and to reduce the number of samples which is required by the
deep learning method.
Index Terms—High dynamic range, Exposure interpolation, Deep
learning, Fusion, Modelled information, Unmodeled information
I. INTRODUCTION
Deep learning is widely applied to address many image pro-
cessing problems including low-light image enhancement [1],
[2], [3], single image haze removal [4], [5], [6], single image
rain removal [7], [8], single image denoising [9], [10], single
image super-resolution [11], [12], and so on. The deep learning
methods usually outperform those conventional methods [13],
[14], [15], [16]. A natural question would be “Is there any
space for the conventional image processing methods?” The
objective of this paper is to provide an answer to this question
by taking exposure interpolation [17] as an example.
Exposure interpolation is of great significance for high dy-
namic imaging. Because of the limitations of existing digital
device sensor, fusing several differently exposed images is a
simple method to obtain an image with more information.
The number and exposure times of multiple differently images
have significant impact on the quality of fused image [24].
To save capture time and internal storage, it is desired to
reduce the number of differently exposure images as much
as possible, especially for high dynamic range videos [17].
The quality of fused image could be an issue if the captured
differently exposed images are fused directly. To address
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the problem, Yang et al. [17] introduced a new concept of
exposure interpolation and proposed an interesting algorithm
to fuse two large-exposure-ratio images by generated one
intermediate image with a medium exposure. The mapping
function between each pair of differently exposed images is
calculated in [17] and it is used to generate the intermediate
image. However, the limited representation capability of the
mapping functions results in a low quality intermediate image
which will affect the quality of finally fused image.
Considering the limitation of the algorithm in [17] and stronger
representation capability of deep learning methods, fusing
conventional and deep learning methods might be an efficient
way for the exposure interpolation. This is elaborated by
borrowing wisdom from the field of nonlinear control system.
Modelled dynamics and unmodeled dynamics are two well
known concepts in field of nonlinear control system [19].
Inspired by this idea, two new concepts, modelled information
and unmodeled information are introduced to design a frame-
work on fusion of conventional method and deep learning
method here. Considering an image processing problem, such
as exposure interpolation for two large-exposure-ratio images
[17]. Let the two input images be respectively denoted as x1
and x2, and the ground truth of the medium exposure image
be denoted as y. The relationship between x1, x2 and y is
usually represented by a nonlinear equation y = f(x1, x2).
Using the method in [17], an intermediate medium exposure
image x3 can be obtained. The relationship between x3, x1 and
x2 can be represented by a nonlinear equation x3 = g(x1, x2).
Here, g(x1, x2) is the modelled information y by the method
in [17] and (y−x3) is unmodeled information by the method
in [17] with respect to y. Clearly, the quality of the generated
medium exposure image can be improved if part of the unmod-
eled information can be further represented. Fortunately, low
frequency part of the unmodeled information can be further
represented by a deep neural network such as ResNet [30],
DenseNet [30] and VDSR [32]. These networks are superior to
traditional methods in obtaining mapping models. This implies
that the deep learning method can be adopted to improve
the conventional method. Since the low frequency part of
y can be directly represented by a deep neural network, a
natural question would be “is it necessary to generate the
intermediate image x3 by using the conventional method in
[17]?” or “Is there any space for conventional methods for
image processing problems, such as the method in [17] for
the exposure interpolation?”. An answer will be provided to
this question in this paper.
In this paper, a framework is introduced to fuse the con-
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2ventional exposure interpolation method in [17] with a deep
learning based method. Specifically, an intermediate image x3
is firstly produced by using the method in [17]. A lightweight
residual learning (LRL) convolutional neural network will
then be designed to approximate the unmodeled information
(y − x3) via a supervised learning approach, which differs
fundamentally from existing approaches. Instead of direct
generating residual from vanilla convolution terms as in the
existing deep learning methods, inverted residual block is fully
utilized in the LRL to reuse features and improve computing
efficiency. To make up for the demerits of tranditional expo-
sure interpolation, the domain information is also considered
by adding the vanilla convolution without slowing down the
conergence rate. It can maintain performance but lightweight
the network, and suitable for applications on the mobile
devices. Compared with an existing deep learning method
which uses a neural network to approximate y directly, the
proposed framework requires less amount of training data and
has fast convergence speed. This implies that the answer to
the question is “YES”. In summary, our contributions are
hightlighted as follows:
• We build a database which consists of 500 low, medium
and high exposure image pairs. To aviod other influences,
we only change exposure time while other configura-
tions of the cameras are fixed. Camera shaking, object
movement are strictly controlled to ensure that only the
illumination is changed.
• Exposure interpolation via a framework on fusion of
conventional method and deep learning method is pro-
posed in this paper. It combines the advantages of two
types of methods, residual image is taken into account to
enhances the interpolation effect, and avoids the defects
of deep learning in the aspects of largee training data and
difficulty in convergence.
• A novel LRL is designed in this paper. It is very efficient
and suitable for mobile applications.
The rest of this paper is organized as follow: A solution on
fusing conventional and deep learning methods is provided
in Section II. The detail on exposure interpolation via the
proposed method is described in Section III. Experimental
result are provided in Section IV to verify the proposed
framework. Finally, the conclusions are drawn in Section V.
II. A FRAMEWORK ON FUSION OF CONVENTIONAL
METHOD AND DEEP LEARNING METHODS
Let x be an image to be processed and y be its ground truth
image and it can be represented as:
y = yl + yh, (1)
where yl and yh are the low frequency component and high
frequency component of y, respectively. A deep learning based
method intends to use a deep neural network to represent yl
by
yl = f(x). (2)
Convergence of the method will be an important issue. In this
section, an approach on fusing conventional and deep learning
methods will be proposed to address the issue.
Let g(x) be an initial representation of y which is obtained us-
ing a conventional method and it can be regarded as modelled
information of y. Let (y − g(x)) be denoted as y˜ which can
be regarded as unmodeled information of y. It can be derived
that
y = g(x) + y˜l + y˜h, (3)
where y˜l and y˜h are the low frequency component and high
frequency component of y˜, respectively.
Instead of training a neural network to represent yl as in the
equation (2), we train a new neural network to represent y˜l.
Normally, y˜ is sparser than y. It would be easier to train
the latter neural network using a residual network [20]. The
convergence of the new neural network could be increased
while the number of training samples could be reduced.
A new loss function is proposed as:
Ld = ‖y˜ − f(x)‖22 = ‖y − g(x)− f(x)‖22, (4)
and this new function is different from the following loss
function:
Ld = ‖y − f(x)‖22, (5)
which is widely used in the existing deep learning based
methods.
In the next section, the exposure interpolation will be taken as
an example to illustrate the proposed framework.
III. EXPOSURE INTERPOLATION VIA THE PROPOSED
FRAMEWORK
Let x1 and x2 be two large-exposure-ratio images of the same
scene. The exposure times are ∆t1 and ∆t2, respectively. The
target in the paper is to generate an image with the exposure
time as
√
∆t1∆t2.
According to the proposed framework, an intermediate image
will be firstly generated using the method in [17]. A deep
learning based method will then be designed to refine the
intermediate image. The details are provided in the following
two subsections.
A. Generation of Intermediate Image via the Method in [17]
The intermediate image is generated by finding the rela-
tionships between the interpolated image and the two large-
exposure-ratio images. Assume the Camera Response Function
(CRF) be F (·). The two captured images are x1 and x2 which
exposure times are ∆t1 and ∆t2, respectively. Without loss
of generality, ∆t1 > ∆t2. Let the intensity mapping functions
(IMF) from x1 to x2 be denoted as Λ12(·), the function Λ21(·)
can be expressed as:
Λ12(z) = F (
∆t2
∆t1
F−1(z)) (6)
3(a) (b) (c)
Fig. 1: (a) the ground truth images y; (b) the intermediate images x3; (c) unmodeled information (y − x3). The unmodeled
information is usually small, many pixel values are 0.
Fig. 2: Exposure interpolation via fusing conventional and deep learning methods. First, an intermediate image x3 is produced
by the method in [17], and (y−x3) is predicted via the lightweight residual learning Convolutional neural network. A network
is trained to learn (y − x3) from two images {y, x3} with mean squared error loss.
Let x3 be the intermediate image. The exposure time of x3 is
assumed between ∆t1 and ∆t2 which can be defined as:
∆t3 =
√
∆t1∆t2. (7)
Same as in [23], the model of CRF can be used as F (z) =
βzγ . Then the IMFs between virtual image and two large-
exposure-ratio images can be calculated as follow:
Λ13(z) =
√
zΛ12(z)
Λ23(z) =
√
zΛ21(z). (8)
As the IMF is incredible in dark region when mapping a
dark image to a bright image, and it is also incredible in
bright region when mapping a bright image to a dark image.
Therefore, same as [17], two virtual images Λ13(x1) and
Λ23(x2) are generated and the intermediate image x3 is
generated by fusing them via the following formula:
x3(p) =
W1(x1(p))Λ13(x1(p)) +W2(x2(p))Λ23(x2(p))
W1(x1(p)) +W2(x2(p))
,
(9)
where the weights are defined as:
W1(z) =

0; if 0 ≤ z < ξL
1− 3h12(z) + 2h13(z); if ξL ≤ z < 55
1; otherwise.
,(10)
W2(z) =

1; if 0 ≤ z < 200
1− 3h22(z) + 2h23(z); if 200 ≤ z < ξU
0; otherwise.
,(11)
4and h1(z) and h2(z) are defined as
h1(z) =
55− z
55− ξL , (12)
h2(z) =
z − 200
ξU − 200 . (13)
Clearly, the generation of the intermediate image needs a low
computational cost. Actually, the simplicity of the conven-
tional methods is a very important criteria when the convention
methods are fused with deep learning methods to address
image processing problems.Let the ground truth of the medium
exposure image be denoted as y. y˜(= y − x3) is unmodeled
information by the method in [17]. In the next subsection, a
deep learning method will be designed to represent the low
frequency of y˜.
B. Refinement of Intermediate Image via an LRL
As mentioned in the above section, the unmodeled information
y˜ is sparser than the original information y, and most values
are likely to be zero or small as shown in Fig. 1. It can
be expected that it is easier to use a neural network to
approximate y˜ than y. In this subsection, a lightweight residual
learning convolutional neural network (LRL) will be designed
to approximate y˜, and it is more friendly to mobile devices
with limited computational resources.
Fig. 2 summarizes the pipline of our network for exposure
interpolation via fusing a conventional method and a deep
learning method. It differs fundamentally from existing deep
learning approaches, which learns the y˜ = (y − x3) to
approach the ground truth image as a supervised learning
problem. The unmodeled information y˜ with respect to the
method in [17] does exist even though it is sparser than the
original information y as shown in Fig. 1. This implies that x3
cannot completely represent the information of y. Thus, LRL
is adopted to approximate y˜.
As shown in Fig. 2, LRL adopts a residual structure as a
whole, the linear bottlenecks and inverted residual with linear
bottleneck metioned in [18] are well utilized . Inverted residual
with linear bottleneck has two advantages: 1) Reuse features,
mitigating feature degradation. 2) High efficiency and fast
operation. Hence, the convergence of the new neural network
could be increased while the number of training samples could
be reduced. Due to the noise, the intensity mapping functions
between pixels with the same coordinate in differently exposed
images are always influenced by their surrounding pixels
when they are not well-exposed. In order to make full use
of the domain information and enhance the generalization
ability of the network, receptive field in the network should
be large but not larger than the input image as mentioned in
[22]. All spatial convolutions use 3 ∗ 3 kernels, while vanilla
convolution layers are used at the beginning and the end of
LRL to fully utilize domain information. The receptive field
in each layer and the size of parameter are shown in Table
I. L− bottlenet represents linear bottlenecks, R− bottlenet
represents inverted residual bottleneck, Receptive is the size
of receptive field. The receptive field is increased while the
size of parameter can be tolerable. The size of the receptive
field can be expressed as:
Vcurrent = (Vprevious − 1) ∗ Sstride + Sconv, (14)
Vcurrent is the current receptive field size, Vprevious is the
size of previous receptive field, Sstride is stride, Sconvis the
size of convolution kernel . As shown in table I, the receptive
field is as large as 21 × 21, but the size of LRL model is
only 200KB, and it is accordingly suitable for mobile devices.
Considering that the dimensions of the input image and the
output image should be consistent, we padded zeros before
every 3 ∗ 3 Convolution layers. Pooling may destroy the image
information, thus it is not enabled in the LRL.
Based on the above strategy, the goal of LRL is to take the
input x3 and computes the same size residual image f(x3),
make f(x3) and y − g(x) as close as possible.
f(x) = max(0, x ∗Wm + bm),m = 1, 2, ...,K (15)
where ∗ denotes a convolution operator,m is the mth convolu-
tional layer, K is equal to the number of convolutional layers.
And Wm represents the mth kernel, max(·) corresponds to
ReLU.
Clearly, our framework differs from others deep learning
methods which directly learn f(x) in a data-driven approach.
Therefore, the essence of LRL is to learn the residual y˜.
The unmodeled information f(x) is learned from two images
{y, x3} by minimizing the loss function (4) averaged over the
whole training set:
Ld =
1
2 ∗N
N∑
i=1
‖y˜ − f(x)‖22 =
1
2 ∗N
N∑
i=1
‖y − g(x)− f(x)‖22,
(16)
Where N is the number of training samples. The final image is
obtained by adding add the intermediate image generated by
the method in [17], to the output of the LRL as (x3 + f(x3)).
We build our work on caffe, and train it with a mini-batch size
of 32. An Adam optimizer with a fixed learning rate of 10−4
is used to optimize the entire network. Mirroring, cropping
are used to augmentation data. More detail about the hyper-
parameters are shown in .
TABLE I: Lightweight Residual Learning Network Architec-
ture
Input Operator Channels Stride Pad Receptive
60× 90 conv2d 32 1 1 3
60× 90 conv2d 32 1 1 5
60× 90 L-bottleneck 64 1 1 7
60× 90 L-bottleneck 64 1 1 9
60× 90 R-bottleneck 64 1 1 11
60× 90 L-bottleneck 64 1 1 13
60× 90 R-bottleneck 64 1 1 15
60× 90 L-bottleneck 64 1 1 17
60× 90 R-bottleneck 64 1 1 19
60× 90 L-bottleneck 64 1 1 19
60× 90 conv2d 3 1 1 21
5Fig. 3: The first line are low exposure images. The second line are middle exposure images. The third line are high exposure
images. The images are collected by changing exposure time, while other configurations of camera are fixed.The camera is fixed
to mitigate the effects of jitter, and no moving objects can appear in the image, ensuring that the only variable is illumination.
(a)
(b)
Fig. 4: (a) The residual image (y−x3); (b) The residual image (y−x3− f(x3)); The residual image (y−x3) includes much
more visible information than the residual image (y− x3− f(x3)). Clearly, the image by the proposed method is significantly
closer to the ground truth image than the image by the method in [17].
IV. EXPERIMENTAL RESULTS
In this section, the results of the proposed algorithm are shown
in two parts. One is a comparison of the interpolation image
with ground truth and the virtual image generated by [17].
The other is on the application of the proposed framework to
multi-exposure fusion.
A. Dateset
Our dataset contains 500 low exposure/medium exposure/high
exposure image pairs, part of them are shown in Fig. 3. The
interval of exposure ratio between them is 1 exposure value
(EV). The images are all captured by ourselves using Nikon
7200. To aviod other influence, we only change exposure time
while other configurations of the cameras are fixed. Camera
shaking, object movement are strictly controlled to ensure
that only the illumination is changed. Our dataset is diverse,
including architecture, plants, daily necessities, etc., which
greatly meets the needs of LRL learning. Finally, we randomly
split the images in the dataset into two subsets: 400 images
for training and the rest for testing.
B. Comparison of the proposed solution with the method in
[17]
In this subsection, the proposed framework is compared with
the conventional method in [17] to demonstrate the superiority
of our algorithm from both the subjective and objective points
of view.
In order to prove the superiority of our method compared to
the method in [17], the structural similarity index (SSIM) and
Peak Signal to Noise Ratio (PSNR) are considered, as shown
in Table II.
TABLE II: SSIM and PSNR of Two Algorithm
SSIM PSNR
Method in [17] 0.8855 21.755
Our 0.9298 30.5025
6The average SSIM and PSNR of 100 test images are much
higher than that of method in [17]. This implies that the
interpolated images by our method are much closer to the
ground truth images than those by the method in [17] from
the objective point of view.
The proposed algorithm is also compared with the method in
[17] from the visual quality point of view. As described above,
the unmodeled information by the method in [17] (y − x3)
does exist. The proposed framework combines the traditional
method with the deep learning method to learn the residual
image (y−x3). As shown in Fig. 4, the residual image (y−x3)
includes more visible information even though the pixel values
are small but mostly non-zero. On the other hand, the residual
image (y− x3 − f(x3)) is almost negligible, and most of the
pixel values are 0. Visually, the images by our method are
much closer to the ground truth images than the images via
the method in [17]. As shown in Fig. 5, a larger view of the
detail is in the upper right corner of each image. Clearly, all
the results generated by using [17] are darker than the turth
and some details are lost due to the unbelievable IMFs. On
the contrary, the results by using the proposed method are
closer to the true images in details and the brightness. These
demonstrate that the proposed residual network can make up
for the missing details in the image generated via conventional
exposure interpolation.
C. Comparison of the proposed method with existing deep
learning methods
Given the intermediate image x3, an alternative way is to
training a deep neural network f(x3) to approximate the
original image y directly by using the loss function (5). The
proposed approach is compared with the alternative in this
subsection.
The quality of final interpolation images generated by both
methods with different iterations is shown in Fig. 6. In terms
of SSIM and PSNR, after the 2 × 104 iteration operation,
our method nearly converges while the alternative one is far
from convergence. Obviously, the proposed solution converges
faster than the alternative due to the desired output information
from our network is more sparse and more convenient to
be modeled through learning. In addition to Fig. 6, part of
results are in Fig. 7. At first glance, both methods can learn
the illuminance information from the ground truth. However,
there is color bias in the results by using the alternative and
some details are lost. Therefore, compared with the alternative
one, the proposed method can obtain high quality interpolated
images even with the limited training data, it is more suitable
for moblie devices.
D. Comparison of `2 loss function with `1 loss function
In this subsection, `1 loss function is taken into account to
replacce `2 loss function in the proposed framework. The `1
loss function can be described as L`1 = 1N
∑N
i=1 ‖y˜ − f(x)‖ ,
the `2 loss function as shown in the equation (16). The two loss
functions measure errors by different principles, the results are
shown in Fig. 8. In terms of SSIM and PSNR, the `2 loss
function outperforms the `1. SHence, the `2 loss function is
chosen as the loss function in the proposed method.
E. Comparison with state-of-the-art MEF algorithms
As an application, the proposed method is adopted to improve
multi-scale exposure fusion. Same as the algorithm in [17], our
fused image is generated by fusing two different exposured im-
ages with one interpolated image by using the MEF algorithm
in [29]. Here, five state-of-art MEF algorithms in [26], [28],
[27], [29], [17] are compared with our proposed method. It is
worth noting that the input images of all algorithms are two
true exposure images, whose the exposure ratio are 16. The
quality of fused image is evaluated in terms of MEF-SSIM
with the reference images as the three ground truth images
with different exposure times.
As shown in Table III, the proposed algorithm significantly
outperforms all the six state-of-the-art MEF algorithms in
terms of the MEF-SSIM. Part of the results are shown in Fig.
9. The proposed method can well preserve details and the
related brightness is more natural. The related brightness and
some information are lost by using algorithms in [26], [28],
[27], [29]. Although the results in [17] can preserve the global
brightness in fused image, some fine details are still missed.
All these problems are overcomed by the proposed method. It
is also found that the MEF algorithm in [29] outperforms the
algorithm in [26] from the MEF-SSIM point of view if the
image size is large and vice versa otherwise.
V. CONCLUSION REMARKS
A framework has been proposed for exposure interpolation by
fusing a conventional method with a deep learning method.
The conventional method is adopted to generate an intermedi-
ate image for the exposure interpolation and the deep learning
method is utilized to improve the quality of the intermediate
image. Such a framework is applicable to many image pro-
cessing problems. This indicates that there is still a room for
conventional image processing methods if they are simple. It is
also of great importance to fuse conventional image processing
methods with deep learning methods seamlessly.
The proposed method is a complexity scalable framework.
For a mobile device with limited computational resources,
the conventional method could be adopted. For a cloud based
solution where the computational cost is not an issue, the
combination of conventional method and deep learning method
could be adopted.
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8(a) (b) (c)
Fig. 5: (a) The ground truth images y; (b) The interpolated images x3 via the method in [17] ; (c) The interpolated images
by the proposed framework. The proposed framework preserves more details than the method in [17].
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Fig. 6: (a) Comparison of the SSIM values of our framework with existing deep learning method; (b) Comparison of the PSNR
values of our framework with existing deep learning method;
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Fig. 7: (a) The ground truth images; (b) Results of our framework ; (c) Results of existing deep learning method ; (d) The
residual images of our framework; (e) The residual images of existing deep learning method
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Fig. 8: (a) Comparison of the SSIM values of L2 loss function with L1 loss function; (b) Comparison of the PSNR values of
L2 loss function with L1 loss function;
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Fig. 9: Results of six fusion algorithms. (a) fused images by using [26]; (b) fused images by using [28]; (c) fused images by
using [27]; (d) fused images by using [29]; (e) fused images by using [17]; (f) fused images by using our method.
