We continue the study of limited lookahead policies in supervisory control of discrete event systems undertaken in a previous paper. On-line supervisory control using limited lookahead policies requires, after the execution of each event, the calculation of the supremal controllable sublanguage of a given language with respect to another larger language. These two languages are finite and represented by their tree generators, where one tree is a sub-tree of the other. These trees change dynamically from step to step, where one step is the execution of one event. We show how to perform this calculation in a recursive manner, in the sense that the calculation for a new pair of trees can make use of the calculation for the preceding pair, thus substantially reducing the amount of computation that has to be done on-line. In order to make such a recursive procedure possible from step to step, we show how the calculation for a single step (i.e., for a given pair of trees) can itself be performed recursively by means of a dynamic programming algorithm on the vertices of the larger tree.
Introduction
In a recent paper [2] . we introduced a supervisory control scheme for discrete event systems based on "limited lookahead control policies." Instead of attempting to calculate off-line the complete control policy for the entire set of possible behaviors of the discrete event system under control, the strategy with limited lookahead policies, abbreviated LLP's hereafter, is to calcnlale on-line the next control action on the basis of an N-step ahead projection of the behavior of the system (represented as an Nlevel tree). This procedure is repeated after the execution of each event. This approach is motivated by the fact that if the system is complex and has a large number of states, or if it is time-varying. then it may be difficult if not impossible to build the automaton models of the system and of the legal behavior that are necessary for the calculation of the complete control policy. In essence, the computational complexity is broken from one off-line problem into the repetitive solution of similar but smaller problems on-line. The precise formulation and the optimality properties of this "LLP scheme" can be found in 12).
In this paper, we continue our study of the LLP scheme and focus our attention on the on-line calculation of the control actions. In the case of the standard supervisory control problem, 111 
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iiamely that of maintaining the behavior of the system insidc the iegal language with minimally restrictive controls (cf. [8, 1 I]), the LLP scheme requires, after the execution of each event, the calculation of the supremal controllable sublanguage of a given (not necessarily closed) language with respect to another larger closed language. These two languages are finite and represented by their tree generators, where one tree is a sub-tree of the other. These trees change dynamically from step to step, where one step is the execution of one event by the system. The main contribution of this paper is to show how to perform this calculation in a recursive manner, in the sense that the calculation for a new pair of trees can make use of the calculation for the preceding pair, thus substantially reducing the amount of computation that has to be done on-line.
In order to make such a recursive procedure possible from step to step, we show how the calculation for a single step (i.e., for a given pair of trees) can itself be performed recursively by means of a dynamic programming algorithm on the vertices of the larger tree. For this purpose, we first "reformulate" in Section 2 the problem of finding the supremal controllable sublanguage as an optimal control problem with a O/w cost structure. The purpose of this reformulation is to associate the supremal controllable sublanguage with the least-restrictive optimal policies that solve the optimal control problem. We then show in Section 3 how standard dynamic programming techniques can be applied to recursively calculate least-restrictive optimal policies when the languages of interest are finite and represented by their tree generators. The special feature of this dynamic programming problem is that the cost function must account for the fact that the languages of interest need not be closed. We also prove in Section 3 several properties of the dynamic programming solution that constitute the basis of the recursive (step-to-step) procedure that we propose in Section 4 for the calculation of the control actions in the LLP scheme. We first formulate the problem of finding the supremal controllable sublanguage of a given language as an optimal control problem with a O/m cost structure. In this context, we will show that the closed loop behavior supervised by the least-restrictive optimal policies that solve the optimal control problem corresponds to the supremal controllable sublanguage. Kumar and Garg [5] also investigated the issue of formulating a class of supervisory control problems as optimal control problems; they considered constraints that are represented by closed languages and solved these problems using network flow techniques. In contrast, our formulation does not require the constraint to be represented by a closed language. Furthermore, we use dynamic programming to solve the associated optimal control problems, as described in Section 3. (The more general issue of optimally controlling a discrete event system under a cost structure not restricted to O/oo has been addressed in several references, among them [l, 7, 91.) Given the closed language L ( P ) E C' generated by a discrete event process P with event set C, define a control policy g as
where
Let 9 be the set of all control policies for L ( P ) . The resultant language when P is controlled by g is denoted as L(P,g) and is defined as follows:
the empty trace e E L(P,g),
Let L,(P) C L ( P ) be the language marked by P and consider the language L L,(P) representing the "legal" behavior, i.e., L is the language whose supremal controllable sublanguage we wish to calculate. The supremal controllable operation, which is denoted by the symbol 1, is with respect to L ( P ) and to C, c E, the set of uncontrollable events. As usual, we define L,
The control cost associated with policy g and with respect to L is:
(ii) A control policy g is least-restrictive optimal if J ( g ) = 0 and
Therefore, all least-restrictive optimal policies generate the same language. We show in this section that is the language generated by least restrictive optimal policies. We also show that Lr # 0 is a sufficient condition to guarantee the existence of a least restrictive optimal policy. It follows that if g* is defined, then g* is a least-restrictive optimal policy, since J(g*) = 0 by Lemma 1 and since
We are now ready to state the main result of this section.
T h e o r e m 1:
(ii) If LT # 0, then g* is defined.
(iii) Let g be a least-restrictiveoptimal policy in 9.
Solution by finite horizon dynamic programming

Calculation of a least-restrictive optimal policy
In this section, we develop a finite horizon dynamic prograniming solution of the optimal control problem of the previous section for the case when L ( P ) is finite. This solution will be applicable to the case of supervisory control with limited lookahead policies. Tsitsiklis [lo] also discussed dynamic programming solutions of supervisory control problems for the class of closed legal languages L. Our approach is different because it is geared to limited lookahead policies and it does not require L to be closed.
If L ( P ) is a finite language, then we can represent it with a finite generator P whose directed graph representation is a tree, i.e., P = ( X , C , x o , 6 , X m ) and the transition function 6 satisfies the condition G(s1,ro) = ~( S~, Z O ) % s1 = s2. In this case, we can rename each state by its (unique) associated trace.
We now introduce the following new assumption, which is stronger than Assumption 1.
(i) L ( P ) is finite and is represented by P, a finite tree generator, and (ii) L,(P) = L s L ( P ) . 8 Using the above renaming of the state space, we define the two subsets
Also, by Assumption 2 (ii), X m = L. Observe that X = X i / , e g a / U X t r a n a i e n t U X~ where U denotes disjoint union. We now state the main dynamic programming result for calculating a least-restrictive optimal policy. P is depicted in Fig. 1. By (3.1) -(3.3) , we have 
Properties of t h e solution
In this section, we prove special properties of the dynamic programming recursive algorithm (3.1) -(3.3) developed above for the solution of the suprema1 controllable sublanguage problem. These properties will be used in Section 4 in the context of the recursive computation of limited lookahead supervisory controls.
The first result concerns equation (3.3) and demonstrates that the optimal cost-to-go at given state can be determined solely from the optimal costs-to-go from the children of that state, without explicit reference to the associated control action at that state, i.e., to equation (3.2).
The second result uses Theorems 2 and 3 to relate g:p with the non-emptiness of L t .
T h e o r e m 4: The following three statements are equivalent.
(ii) V ( z 0 ) = 0. (iii) gip is a least-restrictive optimal policy.
8
This result complements Theorem 2 in that as long as L' # 0, we do not have to make distinction between g * and g&,. Therefore, we will use g' to denote gip hereafter.
The third result shows how to reconstruct the least-restrictive optimal policy g' from the value function V. 
Several conclusions regarding potential computational savings in the computation of the value function V can be drawn for the tree structure under consideration. We refer the reader to Theorems 6 and 7 in [3] . In an LLP scheme, in order t o determine the control action, In order to distinguish successive windows, we use a superscript t = Is1 (subscript in the case of 9') to index all the relevant notation and the computational results of the current window rooted at trace s. In what follows we let s = s/a. Then st denotes the previous trace before the execution of a E y N ( s / ) , where Is1 = t and ls/l = t -1. In particular, concerning the dynamic programming algorithm presented in Section 3, the value function V is now defined aa V' : X' 4 {O,oo} where the states in X' are labeled by the unique suffix of s that they correspond to. Therefore, z E X' is the same state as as E X*-'. Also, in the following 20 = e where Xt(0) = (50).
We now present an implementation of the LLP scheme of [2] for the standard supervisory control problem of (81, with either a conservative or an optimistic attitude (see 
with respect to L ( P ) and E,.
This definition of -yN(s) is from [2] , with the notation adapted to fit the problem addressed in Section 3, with uncontrolled behavior L ( P ) , desired behavior L = Lm(P), and supremal controllable sublanguage operation in terms of L ( P ) and E,. (Readers familiar with [2] will note that if V'(z0) = CO, then we have what we called in [2] a "Run Time Error" at trace s since
The problem at hand is thus reduced to the calculation of V'(z0) and g;(zo) using the approach and results of Section 3. Theorems 3 and 5 show that in deriving g;, instead of computing simultaneously for all the states in the window both the optimal cost-to-go and the control action, we can compute independently the costs-to-go.
As the system advances from one step to the next, the two succeeding pairs of L and L ( P ) are similar in structure. Hence, we now focus on the issue of how to utilize the costs-to-go calculated from the previous step in calculating those at the current step. For instance, observe that during the dynamic programniing rrcursion, if up to a certain level of the i we, for each state in this level, the newly calculated cost-to-go is identical to that calculated at the previous step, then so is the case for all states in the following backward levels. Furthermore, it can be shown (see Corollary 3 in [3] ) that if the conservative (or optimistic, respectively) attitude is adopted, once the cost-to-go from a trace becomes 0 (or CO, respectively), the cost will remain at that value irrespective of the possible changes in the costs-to-go of the continuations of the trace.
In implementing the dynamic programming algorithm of Section 3.1, we can use the aforementioned results to minimize the number of new calculations required to determine the control action as the system advances one step in time. The following algorithm illustrates how this can be done. Otherwise, by Theorem 3:
Terminate the recursion when j = 0 or when one of the two following termination criteria is satisfied.
for all z E ~Y;,~x'(s). Consider the system G shown in Fig. 2 . Assume that ai is controllable and pi is uncontrollable, i = 1,2. The legal behavior I( is generated by the generator in Fig. 3 . Because the longest uncontrollable subtrace in L(G) has length 2, according to Theorem 5.1 of [2] it is sufficient to construct -jzatm (i.e., a LLP supervisor with window size N = 3 and the optimistic attitude) in order to get L(G,y$,,) = KT, .
At the first step, depicted in Fig. 4-(a) , termination criterion TC1 is satisfied at the third hyer. The control action is r3(0 = { c , a 1 , a 2 } . Suppose that the system executes event al. At the next step, depicted in Fig. 3-(b) , both termination criteria TC1 and TC2 are satisfied at the second layer. The control action is Y 3 ( 0 1 ) = {e, P1, a 2 ) .
Conclusion
We have presented in Section 4 a recursive algorithm for the on-line computation of limited lookahead supervisory controls, in the context of the standard supervisory control problem (i.e., maintain the closed-loop behavior inside the legal language). This algorithm is based on an optimal control reformulation of the problem of finding the supremal controllable sublanguage of a given language (Section 2), a reformulation that then allows us l o solve that problem using a recursive algorithm based on dynamic. programming (Section 3). Overall, the algorithm for computing limited lookahead controls consists of two nested recursions.
Although the main purpose of Sections 2 and 3 is to support the development of the algorithm in Section 4, these sections are also of independent interest since they complement or extend related work in the literature, in particular regarding the treatment of non-closed legal languages and the special properties that resirlt from the assumption of finite languages (cf. Section 3.2).
Further results relative to the efficient implementation of the LLP supervisory control scheme can be found in [4]. 
