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On 15
th
 July 2005 Sir Roy Meadow, eminent paediatrician, was struck off by the General Medical 
Council (GMC) for the “misleading” evidence he gave as an expert witness in the Sally Clark baby 
death case in 1999 (BBC, 2006)
†
. Mrs Clark was wrongly convicted of killing her two baby sons and 
jailed for life. Meadow told the jury the chance of two natural unexplained cot deaths in the same 
family was 1-in-73 million and would only occur once every 100 years in a population the size of 
England, Wales and Scotland (Hill, 2005). The implication of Meadow’s testimony was that the two 
deaths were not natural events thereby supporting the prosecution’s contention that the babies were 
killed at the hands of their mother.  
 
Non-Independence of Observations 
The statistical errors in Meadow’s testimony conspicuously reflect flaws in statistical thinking across 
much contemporary research in Medicine and Psychology. The most fundamental error in Meadow’s 
testimony was that he treated the two deaths as occurring independently and squared the probability 
of a single event occurring to reach the figure of 1-in-73 million for the co-occurrence of two events 
(RSS, 2001). This calculation fails to recognise that the events occurred in the same context, in this 
case family, and the babies therefore shared many influences that could account for their deaths (e.g. 
genetics, parenting practices). Such shared influences mean that the probability of a second cot death 
occurring in a family that has already experienced one is higher than a first cot death in a family that 
has not (Watkins, 2000; Hill, 2004). The true probability of a second cot death occurring in the same 
family has been estimated to be between 1-in-60 and 1-in-400 but could be as high as 1-in-4 where 
the genetic influence is strong (Hill, 2002). 
 
Most commonly encountered statistical tests can be seen as special cases of a statistical family 
known as the Generalised Linear Model (GLM). Analysis of variance (t-test, F-test, ANOVA, 
ANCOVA, MANOVA, MANCOVA) and regression techniques (linear, logistic, Poisson) can all be 
derived from the GLM. The underlying statistical similarity implied by the GLM explains why these 
various tests make similar assumptions about data. One key assumption shared by all these tests is 
that the observations or data are independent. In psychology research, data often take the form of 
observed behaviour or self-report questionnaires. Researchers typically assume the condition of 
independence has been met if the responses or behaviour of one participant are not observed to 
directly influence those of another. While this criterion may seem reasonable, it is too narrow for many 
sampling frames that are encountered in human research and fails to recognise contextual influences 
on multiple participants that contravene the assumption of independence. 
  
Example: Health anxiety and medical help seeking 
Consider a study where researchers examine the link between health anxiety and medical help-
seeking. Figure 1a presents a scatterplot of self-reported health anxiety against the frequency of GP 
visits over the previous year. The graph reveals a positive relationship between the variables (i.e. 
greater anxiety is associated with more visits). The line of best fit is described by a linear regression 
equation shown on the graph.  
 
However, this study was not reporting the association between anxiety and help-seeking for 60 
partici[pants but for 15 participants who contributed data on four occasions, one year apart (thus 60 
data points in total). Given that measures taken at one time point (behaviours, cognitions, emotions, 
health, socioeconomic status etc.) usually predict the same measures taken at a later time point, , 
data contributed by the same participant on different occasions (e.g. health anxiety measured at Year 
1 and Year 2) are temporally related and therefore cannot be truly independent.  
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Figure 1b shows the same graph but now links data points contributed by four randomly selected 
participants on four occasions. The fit lines and regression equations for these four participants 
demonstrate that there are different relationships between health anxiety and GP visits and that the 
pattern of data points is more similar within participants than between participants. Thus, by 
examining observations collected from each participant on different occasions, we begin to see 
structure within the data that was previously erroneously ignored when the data were assumed to be 
independent. 
 
Furthermore, participants were recruited from five family groups, with three participants per family (5 
families x 3 members = 15 participants). Data contributed by participants belonging to the same family 
are likely to be non-independent to the extent that concerns about health and medical help-seeking 
are affected by social influence. Figure 1c shows highlights all data points contributed by members of 
each family.  This shows that patterns of data are more similar for participants within families than 
between families. 
 
 
Dealing with Data Hierarchies 
We have already identified hierarchical data structures in Figure 1, observations (i.e. measurement 
occasions) nested within individuals and individuals nested within families. This is a 3-level 
hierarchical structure (Figure 2) but it could have been truncated to 2-levels if the research was 
cross-sectional, individuals  (nested within) families, or extended to 4-levels if the longitudinal 
study had also collected data about the GPs consulted, observations  individuals  families  
GPs. Once you learn to recognise hierarchies, you start to see them everywhere. In the education 
system, for example, we see pupils  classes  schools, in psychotherapy we see  clients  
therapists and in experimental psychology we commonly see time series hierarchies such as  
repeated measures (e.g. reaction times)  individuals.  
 
There is no limit to the number of levels a hierarchy can have but in all hierarchies a higher level unit 
represents a potential contextual influence on all lower level units. Pupils in the same class, for 
example, will be exposed to similar influences since they all share the same teacher(s), classroom(s) 
and social environment. It is these contextual or class-specific influences that lead pupils in the same 
class to be, on average, more similar than pupils in different classes. Contextual influences may exert 
influence at all levels of a hierarchy. 
 
It is not only observations between individuals that can be represented as hierarchies but also 
observations nested within individuals. Unlike traditional methods MLM approaches are appropriate 
for designs that require individuals to be assessed on more than one occasion. Time series designs 
are particularly common in psychology and range from experimental repeated measures laboratory 
studies (with repeat assessments taken over a period of a few seconds or minutes) through to 
longitudinal studies (with repeated measures taken over a period of many months or years). Much  
experimental psychology employs repeated measures designs in which participants complete multiple 
trials under different conditions using measures such as reaction times, neural activity (ERP, EEG, 
fMRI), skin conductance, cardiovascular reactivity (e.g. heart rate, heart rate variability), muscle 
activity (electromyography), eye movements, changes in pupil diameter and other 
psychophysiological outcomes. In all time series designs the individual is not at the bottom of the 
hierarchy, but higher up with observations (i.e. repeated assessments) nested within the individual. 
 
Given that hierarchies are so pervasive, and assert non-independence of data, researchers to need 
carefully consider how to deal with such circumstances. Several approaches are available:  
 
Disaggregated approach: A common strategy, and the most unwise, is to simply ignore the data 
structure. Taking an example of a study of academic attainment with 20 classes each having 30 
pupils. A naive (single level) analysis would assume 600 independent observations and would fail to 
take into account the 2-level structure of the data. Consequently, the proportion of the overall variance 
that should be attributed to the higher-level units (classes) is misattributed to the lower level units 
(pupils), resulting in deflated estimates of standard errors (SEs) and in turn higher than anticipated 
Type I error rates (rejecting the null hypothesis when it is true, which in the judicial process could be 
likened to convicting an innocent man).     
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Aggregated approach: A somewhat different approach is to aggregate data from lower level units to 
higher level units. Accordingly, classes are attributed variables based on aggregated data that was 
measured at the pupil level. This reduces the units of analysis from 600 (pupils) to 20 (schools). The 
aggregated approach acknowledges the hierarchical nature of the data but deals with this by dropping 
the lower level(s) from the analysis altogether. Although this leads to the loss of all lower level data, 
the aggregated method is statistically valid provided the data are balanced and inferences are limited 
to the level of aggregation (class). In psychology a common example of the aggregated approach 
occurs when researchers aggregate reaction times (or other psychophysiological measures) over a 
series of trials and then analyse the data using ANOVA with each person contributing a mean or 
median reaction time rather than a series of data. However, whenever the aggregated approach is 
employed there is always a temptation to draw inferences about lower levels units leading to 
ecological fallacy (Robinson, 1950). In addition using the aggregated approach inflates the anticipated 
rate of Type II errors (failing to reject the null hypothesis when it is false, or setting a guilty man free).  
 
Multi-level modelling: A more sophisticated approach is an extension of standard regression known 
as multilevel modelling (MLM). MLM exploits the full data structure; therefore no information on the 
lower level is lost. Furthermore, as MLM explicitly models the hierarchy it yields correctly specified 
estimates of the SEs and both Type I and II error rates. MLM also allows considerations of the degree 
to which lower levels are dependent on higher levels. 
 
The costs of failing to apply appropriate multilevel analysis to data with hierarchical structure can 
result in highly spurious results. Twisk (2006) compared disaggregated, aggregated and MLM 
approaches to evaluate a health intervention delivered to patients nested within GPs. For a balanced 
dataset the three approaches produced identical estimates of the treatment effect but with very 
different SEs and p-values. When the analyses were repeated with an unbalanced dataset (which is 
much more likely for real world research) the estimates of the treatment effect, associated SEs and p-
values were substantially different for disaggregated (β = 0.27; SE = 0.14; p < 0.05), aggregated (β = 
0.18; SE = 0.23; p = 0.43) and MLM (β = 0.19; SE = 0.22; p = 0.39) approaches.  
 
Why is MLM important?  
The most powerful argument in favour of the MLM approach is simply that it is the correct analysis for 
hierarchical data because it avoids the distortions of GLM methods. While the concepts underlying 
MLM are far from simple, the approach offers a great deal of flexibility and overcomes weaknesses of 
standard single-level techniques. For example, the assumption of homogeneity (that residuals have a 
constant variance across all values of each covariate) can be relaxed as MLM can explicitly model 
this variance which leads to more accurate estimates of fixed effects and their SEs. As outlined 
above, multilevel approaches do not require balanced datasets and are particularly good at handling 
missing values in time series data where, in some circumstances, they perform better than alternative 
imputation methods. MLM is especially well suited to psychological research where many outcomes 
of interest (e.g. mental health, lifestyle behaviours) are a result of both individual (lower level) and 
socio-cultural (higher level) factors. The partitioning of variance between levels of the hierarchy, the 
accuracy of estimates of fixed effects and the modelling of random variation affords MLM the potential 
to open doors to new insights into the effects of context on individual phenomena (e.g. development, 
cognition, emotional, behaviour).  
 
The commonplace failure of researchers to apply appropriate analyses to their data represents the 
same muddled thinking as evidenced by Roy Meadow in his expert witness testimony. While the 
immediate consequences of such statistical illiteracy for most psychology researchers may seem 
more remote than for expert witnesses, the cumulative costs for the discipline are profound. 
Psychological research not only influences practice and policy in a multitude of areas, but also directs 
allocation of resources. It is therefore incumbent on all psychologists, whether consumers or 
producers of research evidence, to become familiar with multilevel approaches and ensure that these 
methods are applied where appropriate in our own research and recognise where others have failed 
to do this.  
 
Despite the overwhelming justification for multilevel approaches there remain several barriers to 
widespread adoption. MLM imposes other criteria which can be onerous and costly (e.g. there must 
be at least 20, and ideally >50, higher level units). Sampling frames are often not designed with these 
criteria in mind; therefore much data collected are not suitable for MLM even though there may be 
good reason to believe that the data are hierarchically structured. Even when the data are suitable, 
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MLM can be difficult to implement and interpret, especially when analysing random factors. Despite 
these barriers, MLM is becoming more easily accessible. Commercial (SPSS, STATA, SAS) and free 
(MLwiN, R) software capable of implementing MLM is now widely available, and there are an 
increasing number of introductory texts and online resources that describe how to implement MLM 
(see References and Further Reading & Resources). For those who prefer more formal learning there 
are also a growing number of short courses available around the UK (e.g. 
http://www.leeds.ac.uk/statistical_thinking/ ; http://www.bristol.ac.uk/cmm/learning/course.html). 
 
With more opportunities to learn about MLM than ever before the time has come for psychology 
researchers to embrace this flexible approach for exploiting data structure. We should no longer 
convict the innocent but, instead, ensure we do our research justice! 
  
Footnote 
†
 In 2006 Sir Roy Meadow successfully challenged the GMC decision in the High Court. Mr Justine Collins ruled in Meadow’s 
favour on the basis that his testimony did not constitute “serious professional misconduct” (Roberts, 2006).This controversial 
ruling fully accepted the criticisms of Meadow’s statistical evidence. Meadow also gave evidence in the cases of Angela 
Canning and Donna Anthony who served 18 months and six years respectively after being wrongfully convicted of killing their 
own children. These cases continue to influence rules governing prosecutions for shaken baby syndrome and eye witness 
testimony.  
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Figure 1  Health anxiety and GP visits 
 
(a.) Relationship between health anxiety and GP visits with independence assumed 
 
 
 
 
(b.) Relationships between health anxiety and GP visits based on repeated observations 
from five participants (red, green, pink, blue, orange) on four occasions 
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(c.) Relationships between health anxiety and GP visits based on repeated observations 
from five families (red, green, pink, blue, orange) on four occasions 
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Figure 2  An example of a three-level hierarchy 
 
 
 
 
 
 
 
 
 
 
 
 
 
Note: T1 - T4 represent different measurement occasions which may take place over a period of minutes (as in 
repeated measures laboratory studies) or over a period of months or years (as in observational longitudinal 
studies or randomised controlled trials with multiple long-term follow-ups).   
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