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ABSTRACT
The quality of images of the Sun obtained from the ground are severely limited by the perturbing effect of the turbulent Earth’s
atmosphere. The post-facto correction of the images to compensate for the presence of the atmosphere require the combination of high-
order adaptive optics techniques, fast measurements to freeze the turbulent atmosphere and very time consuming blind deconvolution
algorithms. Under mild seeing conditions, blind deconvolution algorithms can produce images of astonishing quality. They can be very
competitive with those obtained from space, with the huge advantage of the flexibility of the instrumentation thanks to the direct access
to the telescope. In this contribution we leverage deep learning techniques to significantly accelerate the blind deconvolution process
and produce corrected images at a peak rate of ∼100 images per second. We present two different architectures that produce excellent
image corrections with noise suppression while maintaining the photometric properties of the images. As a consequence, polarimetric
signals can be obtained with standard polarimetric modulation without any significant artifact. With the expected improvements in
computer hardware and algorithms, we anticipate that on-site real-time correction of solar images will be possible in the near future.
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1. Introduction
Arguably the largest difficulty to face when observing the Sun
from Earth is the perturbing effect of the atmosphere. The tur-
bulent variations of the index of refraction at different layers of
the atmosphere produce distortions in the images that severely
reduce the quality of the observations. Perhaps the most obvi-
ous way of avoiding this effect is to move the telescope to space.
Examples of this are Hinode (Suematsu et al. 2008) and/or Sun-
rise (Solanki et al. 2010), which allowed us to have images of
the solar surface with high quality for the whole duration of the
missions. Still, ground-based telescopes hold many advantages.
Instruments can be modified and tuned online, which can help
reach unprecedented levels of detail in the investigated solar sig-
nals. Additionally, ground-based telescopes can be made with
significantly larger apertures. Large telescopes are complicated
and heavy machines that are better operated at ground level.
Many efforts have been put on compensating for the per-
turbing effect of the atmosphere. A very successful frontline is
the development of active and adaptive optics that measure the
wavefront perturbations at high time cadence and correct it us-
ing deformable optical elements. Working at very high frequen-
cies (up to a few kHz), current adaptive optics (AO) systems can
very well correct for the turbulent layers closer to the telescope,
remarkably enhancing the quality of the science data. Even with
such corrections, turbulence at higher layers, that typically pro-
duce a spatially variant image motion, remains uncorrected. To
this end, multi-conjugate AO (MCAO) systems based on several
deformable mirrors that are conjugate with the turbulence layer
at different heights have been proposed. The first tests for solar
observations (Schmidt et al. 2017) have demonstrated that this
approach is able to correct a much larger field-of-view (FOV).
Another frontline is the development of a-posteriori image
correction algorithms. These methods are also routinely applied
even in observations carried out with AO systems. The reason
is that the corrections carried out by the deformable mirrors are
often incomplete and there is still a non-negligible atmospheric
residual in the observations. Under the assumption of the linear
theory of image formation, the perturbing effect of the atmo-
sphere can be compensated for using optimization methods. In
such an approach, the observed image I is computed from the
real object, O as:
I = P(O), (1)
where P is a linear operator that characterizes the instantaneous
point spread function (PSF) of the atmosphere at every spatial
position of the image. The previous equation can often be simpli-
fied inside small FOVs (the so-called anisoplanatic patch, which
share the same PSF) to the following convolution:
I = P ∗ O. (2)
Since both the real image and the PSF are unknown, almost
all methods that are currently in use or have potential to be de-
veloped belong to the class of blind (or semi-blind) inversion
schemes, in which both the solar image, O, and the PSF, P, need
to be simultaneously obtained. Only in few cases we find ex-
amples of non-blind inversion in which the wavefront is mea-
sured and used to infer the PSF. Blind inversion problems are
always very ill-defined and the solution strongly depends on the
assumption of priors. It is therefore necessary to add extra infor-
mation to better condition the problem, and some avenues have
been tried in Solar Physics. Arguable the first method used in the
field was the speckle technique (Labeyrie 1970; von der Lühe
1993), in which many short-exposure images (where the atmo-
spheric seeing can be considered to be frozen) are obtained. This
method can be understood as a semi-blind inversion, in which
partial statistical information about the wavefront is estimated
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from models (we note that it remains to be checked whether the
speckle method can be posed as an optimization of a merit func-
tion, like the rest of inversion scheme discussed in this section).
They are later combined to estimate the amplitude and phase of
the Fourier transform of the original object. A second method
broadly used in Solar Physics is that of phase diversity (Pax-
man et al. 1992; Löfdahl & Scharmer 1994; Löfdahl et al. 1998).
Under the assumption of uncorrelated Gaussian noise, Paxman
et al. (1992) demonstrated that a proper likelihood function can
be obtained in which the image O does not explicitly appear and
one only needs to optimize for the wavefront. One of the most
widespread application of this approach is that in which two im-
ages (typically one in focus and the other one defocused) are
used to jointly estimate the wavefront and the original object.
To this end, the wavefront (usually defined on a circular or an-
nular pupil) is developed in a suitable orthogonal basis (usually
Zernike polynomials or Karhunen-Loeve modes) and the coeffi-
cients are obtained by maximizing the likelihood. Once the PSF
is estimated, the final image can be obtained with a standard non-
blind deconvolution. This method has been recently used with
success for correcting the data obtained with IMaX (Martínez
Pillet et al. 2011) onboard Sunrise (Solanki et al. 2010).
Perhaps the most successful method so far, and the one
achieving the best corrections, is the multi-object multi-frame
blind deconvolution (MOMFBD; van Noort et al. 2005). This
method consists of a maximum-likelihood solution to the decon-
volution problem which leverage, arguably in order of impor-
tance: i) phase diversity, ii) many frames of the same object ob-
served with different wavefront perturbations, and iii) many dif-
ferent objects (monochromatic images at different wavelengths)
observed simultaneously with exactly the same wavefront per-
turbation. A method to use all of them was already derived by
Löfdahl (2002), who also implemented a computer program tak-
ing into account the first two. It was later extended to many
objects by van Noort et al. (2005). The enormous redundancy
of such the multi-object and multi-frame scheme introduces a
strong constraints in the maximum-likelihood solution and ob-
tain excellent deconvolved images.
The fundamental problem of the majority of a-posteriori im-
age processing algorithms is of computational character, both in
terms of computing power and memory. Of special relevance is
the case of MOMFBD, in which large supercomputers working
during many hours are needed to deconvolve the observed data.
This is a very limiting factor which will become even more se-
vere with the advent of 4-m class telescopes in Solar Physics. In
this contribution we leverage end-to-end deep learning solutions
for deconvolving multi-frame bursts of solar images. The re-
sulting schemes can be deployed on Graphical Processing Units
(GPUs) and can produce deconvolved images almost on real-
time. This opens up the possibility of on the fly blind decon-
volution in current and future telescopes. The methods that we
present here can be applied to produce science-ready data or can
be used to help the observer to have a better intuition of what can
be expected prior to the standard data reduction and MOMFBD
deconvolution.
2. Neural network architectures
The success of machine learning approaches based on deep
neural networks (DNN) is beyond doubt. Apart from the enor-
mous amount of applications1 in computer vision, natural lan-
guage processing and other fields, we also find applications in
1 See, e.g., the curation on https://bit.ly/2ll0dQI.
astrophysics such as the classification of galactic morphologies
(Huertas-Company et al. 2015) or the development of generative
models to help constrain the deconvolution of images of galax-
ies (Schawinski et al. 2017). In the field of solar physics, this
approach has allowed us to infer horizontal velocity fields from
consecutive continuum images (Asensio Ramos et al. 2017)
and also to simultaneously deconvolve and superresolve images
(Díaz Baso & Asensio Ramos 2017) from the synoptic telescope
Helioseismic and Magnetic Imager (HMI; Scherrer et al. 2012)
onboard the Solar Dynamics Observatory (SDO; Pesnell et al.
2012).
In this paper we leverage multiframe (video) correction
methods which, in the deep learning literature, are treated using
fundamentally two approaches. The first one is to fix the num-
ber of input frames and use them as channels in a standard con-
volution neural network (CNN). The output of the CNN is the
corrected frame, taking into account all the spatial information
encoded in the degraded frames. To process a larger number of
frames, one applies the DNN in batches until all frames are ex-
hausted. However, fixing the number of frames in the burst can
be seen as a limiting factor and one would like an approach that
works the same irrespectively of the number of frames in the
bursts. This is of special relevance in the special case that adding
more frames can have a large impact on the final quality of the
corrected image.
The second approach is to use a DNN with some type of
recurrency, so that frames are processed in order. New frames
are injected on the network and a corrected version of the image
is obtained at the output. Introducing new frames on the input
will slowly improve the quality of the output. This procedure
can be iterated until a good enough final image is obtained.
In this paper we have explored the two options. The case
in which we fix the number of frames of the input is an end-
to-end approach based on an encoder-decoder network that we
describe in Section 2.1. The case of a recurrent neural networks
is based on the very flexible strategy followed by Wieschollek
et al. (2017) and is explained in Section 2.2. Although the quality
of the output is similar, there are pros and cons on each one of
the architecture, which we point out in the following. For many
of the technical details, we refer the reader to our previous works
(Asensio Ramos et al. 2017; Díaz Baso & Asensio Ramos 2017).
2.1. Encoder-decoder architecture
The architecture that we use in the encoder-decoder network is
displayed in Fig. 1. The input I contains a fixed number of input
frames (commonly known as channels) of size N × N. We use
7 in our case. The input is marked as a light red block. Then,
several standard differentiable operations (illustrated as colored
blocks) are applied in sequence. These blocks are organized in
8 super-blocks with different image sizes (labeled with the num-
bers above the super-blocks).
In summary, the network follows a standard encoder-decoder
architecture. In the encoder phase the spatial size of the images
is reduced while increasing the number of channels. In the de-
coder phase, the original size is recovered by upsampling. Each
colored block has the following meaning:
– Red blocks are input blocks, containing all 7 frames of the
burst.
– Yellow blocks are output blocks, containing just a single de-
convolved frame (channel), that we label Iˆ.
– Grey blocks are standard convolutional blocks made of (in
this order): a batch normalization layer (BN; Ioffe & Szegedy
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Fig. 1. Architecture of the encoder-decoder deconvolution neural network. The network is composed of the input and 8 super-blocks, each one
made of a different number of blocks. The meaning of colors for the blocks are described in Sect. 2.1. The specific details for each block is
described in Tab. 1. The numbers above the blocks label the super-blocks.
...
...
++
+ + +
+
+
+
+0
1 2
3
4 5
6
7
Fig. 2. Upper panel: end-to-end deconvolution process, where the grey blocks are the deconvolution blocks described in the lower panel. Lower
panel: internal architecture of each deconvolution block. Colors for the blocks are described in Sect. 2.2, with the specific details for each block
being described in Tab. 2.
2015), a rectified linear unit (ReLU; Nair & Hinton 2010) as
activation function and a convolutional layer with kernel size
and depth defined in Tab. 1. To keep the size of the images
unchanged, the images are padded in the borders using re-
flection padding.
– Dark-blue blocks are convolution blocks like the previous
ones, but using a stride of 2 during convolution (in other
words, the convolution is carried out by sliding the kernel
on the input in steps of 2 pixels). This reduces the size of the
output by a factor 2.
– Orange blocks are upsampling convolutional blocks made
of (in order) BN, ReLU, upsampling by a factor 2 using
a nearest-neighbor interpolation and finally a convolutional
layer. We prefer upsampling+convolution as a substitute of
the standard transpose convolution for upsampling given that
the latter can easily produce checkerboard artifacts2.
2 https://distill.pub/2016/deconv-checkerboard/
For the specific details of our implementation, we refer to Tab.
1, where each layer is indicated as Cs,i, with s referring to the
super-block and i to the specific block inside each super-block.
Our architecture also contains many shortcut connections
displayed as arrows connecting two non-consecutive blocks in
Fig. 1. These connection (He et al. 2016) simply add the input
to the output, producing an important acceleration on the train-
ing by avoiding the effect of vanishing gradients3. The encoder-
decoder architecture has at least two advantages as compared
with the fully convolutional architectures that kept the size of the
images throughout the network and that we used in our previous
works (Asensio Ramos et al. 2017; Díaz Baso & Asensio Ramos
2017). The first one is that the computing time is reduced be-
cause convolutions are applied over increasingly smaller images
during the encoder phase. The second one is that small kernels
3 Gradients used during training become exponentially
small when the neural network is sufficiently deep (e.g.,
https://en.wikipedia.org/wiki/Vanishing_gradient_problem).
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Table 1. Architecture of encoder-decoder network
Layer Type Kernel sizea Stride Input shapeb Output shapeb
C0,1 Convolution 7 × 7 × 64 1 N × N × 7 N × N × 64
C1,1 Convolution 3 × 3 × 64 2 N × N × 64 N/2 × N/2 × 64
C1,2-C1,4 Convolution 3 × 3 × 64 1 N/2 × N/2 × 64 N/2 × N/2 × 64
C2,1-C2,4 Convolution 3 × 3 × 64 1 N/2 × N/2 × 64 N/2 × N/2 × 64
C3,1 Convolution 3 × 3 × 128 2 N/2 × N/2 × 64 N/4 × N/4 × 128
C3,2-C3,4 Convolution 3 × 3 × 128 1 N/4 × N/4 × 128 N/4 × N/4 × 128
C4,1 Convolution 3 × 3 × 256 2 N/4 × N/4 × 128 N/8 × N/8 × 256
C4,2-C4,4 Convolution 3 × 3 × 256 1 N/8 × N/8 × 256 N/8 × N/8 × 256
C5,1 Up-convolution 3 × 3 × 128 1 N/8 × N/8 × 256 N/4 × N/4 × 128
C5,2-C5,4 Convolution 3 × 3 × 128 1 N/4 × N/4 × 128 N/4 × N/4 × 128
C6,1 Up-convolution 3 × 3 × 64 1 N/4 × N/4 × 128 N/2 × N/2 × 64
C6,2-C6,4 Convolution 3 × 3 × 64 1 N/2 × N/2 × 64 N/2 × N/2 × 64
C7,1 Up-convolution 3 × 3 × 64 1 N/2 × N/2 × 64 N × N × 64
C7,2 Convolution 3 × 3 × 64 1 N × N × 64 N × N × 64
C7,3 Convolution 3 × 3 × 16 1 N × N × 64 N × N × 16
C7,4 Convolution 1 × 1 × 1 1 N × N × 16 N × N × 1
Notes. (a) Kernel spatial size and depth. (b) Image spatial size and number of channels.
Table 2. Architecture of recurrent network
Layer Type Kernel sizea Stride Input shapeb Output shapeb
C0,1 Convolution 7 × 7 × 64 1 N × N × 2 N × N × 64
C1,1 Convolution 3 × 3 × 64 2 N × N × 64 N/2 × N/2 × 64
C1,2-C1,4 Convolution 3 × 3 × 64 1 N/2 × N/2 × 64 N/2 × N/2 × 64
C2,1-C2,4 Convolution 3 × 3 × 64 1 N/2 × N/2 × 64 N/2 × N/2 × 64
C3,1 Convolution 3 × 3 × 128 2 N/2 × N/2 × 64 N/4 × N/4 × 128
C3,2-C3,4 Convolution 3 × 3 × 128 1 N/4 × N/4 × 128 N/4 × N/4 × 128
C4,1 Convolution 3 × 3 × 256 2 N/4 × N/4 × 128 N/8 × N/8 × 256
C4,2 Concatenate - 1 2 × N/8 × N/8 × 256 N/8 × N/8 × 512
C4,3 Convolution 1 × 1 × 256 1 N/8 × N/8 × 512 N/8 × N/8 × 256
C4,4-C4,6 Convolution 3 × 3 × 256 1 N/8 × N/8 × 256 N/8 × N/8 × 256
C5,1 Up-convolution 3 × 3 × 128 1 N/8 × N/8 × 256 N/4 × N/4 × 128
C5,2 Concatenate - 1 2 × N/4 × N/4 × 128 N/4 × N/4 × 256
C5,3 Convolution 1 × 1 × 128 1 N/4 × N/4 × 256 N/4 × N/4 × 128
C5,4-C5,6 Convolution 3 × 3 × 128 1 N/4 × N/4 × 128 N/4 × N/4 × 128
C6,1 Up-convolution 3 × 3 × 64 1 N/4 × N/4 × 128 N/2 × N/2 × 64
C6,2 Concatenate - 1 2 × N/2 × N/2 × 64 N/2 × N/2 × 128
C6,3 Convolution 1 × 1 × 64 1 N/2 × N/2 × 128 N/2 × N/2 × 64
C6,4-C6,6 Convolution 3 × 3 × 64 1 N/2 × N/2 × 64 N/2 × N/2 × 64
C7,1 Up-convolution 3 × 3 × 64 1 N/2 × N/2 × 64 N × N × 64
C7,2 Convolution 3 × 3 × 8 1 N × N × 64 N × N × 8
C7,3 Convolution 1 × 1 × 1 1 N × N × 8 N × N × 1
Notes. (a) Kernel spatial size and depth. (b) Image spatial size and number of channels.
(like the 3×3 kernels that we use in this work) can produce much
larger receptive fields (they affect much larger regions in the in-
put image after multiple convolutions) thanks to the reduction in
size of the images through the encoder phase4 On the contrary,
the training is often more difficult because the network needs to
recognize how to generate high spatial frequency in the decoder
phase from the combination of information in different channels.
4 As an example, applying one 3 × 3 kernel on an image produces a
receptive field of size 3 × 3. Applying it twice increases the receptive
field to a patch of size 5 × 5. On the contrary, if the image is halfed in
size between both convolutions, the receptive field increases to 7 × 7.
2.2. Recurrent architecture
The recurrent architecture we have used is displayed in Fig. 2,
and is essentially the one used by Wieschollek et al. (2017) but
with a few minor modifications. It consists of a single encoder-
decoder network very similar to our encoder-decoder architec-
ture. This network takes as input two frames, I(i) and I(i+1), and
produces as output a deconvolved frame Iˆ(i+1) (we remind the
reader that we use the hat to denote corrected frames). The out-
put frame is used, together with a new frame of the burst, to
produce a new estimation of the corrected frame. This is iterated
until the frames of the burst are exhausted. The architecture also
propagates some information internally from one block to the
next. The internal structure of each deconvolution block of the
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upper panel of Fig. 2 is displayed in the lower panel of the same
figure. Some of these blocks have been already described above,
while the new ones have the following properties:
– Purple blocks are similar to standard convolutional blocks
but using kernels of spatial size 1 × 1. Therefore, they com-
pute a weighted average along the channel dimension.
– Green blocks carry out the concatenation of two inputs with
the same spatial dimensions and the same number of chan-
nels, producing an output with twice the number of channels.
The memory from previous frames is passed along the green
arrows to subsequent iterations and merged in these green
blocks. Specifically, we extract features from blocks 4, 5, and
6, and blend them again in the same blocks for the next iter-
ation. These connections are obviously not operative for the
first iteration of the deconvolution block.
The reader can note that our architecture differs from that
used by Wieschollek et al. (2017) in two minor points. The first
one is the size of some of the kernels. The second one is that we
have used upsampling+convolution as a substitute of the stan-
dard transpose convolution. We also note that, apart from the
possibility of injecting an arbitrary number n of frames in the
recurrent architecture, this network also allows to output n − 1
corrected frames, which can later be used to improve the signal-
to-noise ratio.
3. Training
3.1. Training dataset
We have trained both DNNs5 using two datasets observed with
the CRisp Imaging SpectroPolarimeter (CRISP) instrument at
the Swedish 1-m Solar Telescope (SST) on the Observatorio del
Roque de los Muchachos (Spain). We have tried to use datasets
that cover a broad variety of solar regions, from quiet Sun to
more active regions. The training set was obtained in fairly good
average seeing conditions. However, there were some signifi-
cant seeing variations, especially at the beginning of the series.
Therefore, we think that the training set contains a broad rep-
resentation of good to average seeing conditions.. One of the
datasets corresponds to a quiet Sun region, observed on 2016-
09-19 from 10:03 to 10:04 UT. The other one is a region of flux
emergence, observed on the same day from 09:30 to 10:00. The
data used for training are spectral scans on the Fe i doublet on
6301-6302 Å, containing 15 wavelength points, and the Ca ii
line at 8542 Å, containing 21 wavelength points. The observa-
tions are recorded in 4 modulated polarization states, which al-
low reconstructing the full-Stokes vector. CRISP includes dual
beam polarimetry to minimize seeing-induced cross-talk (see,
e.g, Casini et al. 2012). The image acquisition is performed in
such a way that the four polarization states are interleaved se-
quentially until 7 acquisitions are acquired in each state. The
exposure time per acquisition is ∼ 17.35 ms and the pixel size is
0.059”. Additionally, strictly simultaneous wide band (WB) im-
ages are acquired with the narrow band (NB) images, which are
used for the deconvolution process.
The images are reduced following the standard procedure (de
la Cruz Rodríguez et al. 2015), that includes: dark current sub-
traction, flat-field correction, and subpixel image alignment be-
tween the two NB cameras and the WB camera. The bursts of
seven images and the simultaneous WB images are used by the
5 The code for the networks using PyTorch can be downloaded from
https://github.com/aasensio/learned_mfbd.
MOMFBD technique to recover a deconvolved final image. The
MOMFBD code applies a Fourier filter to the reconstructed im-
ages that suppresses frequencies above the diffraction limit of
the telescope (or from a practical point of view, above the noise
limit), as described in van Noort et al. (2005). We use these im-
ages as the output of our training set. Two additional datasets of
the same region obtained the same day is used as a validation set
to check for over-fitting during the training.
A total of N = 80000 patches of 88×88 pixels are randomly
extracted from the bursts of 7 images and from the final decon-
volved image. They are also randomly extracted from the spec-
tral positions and from the polarimetric modulation states. The
size of 88 pixels allows to reduce the size of the image three
times in the encoder phase always obtaining images of integer
size. Given that the network is fully convolutional, it can be
safely applied to images of arbitrary size. However, we point out
that in order to recover an output of the same size as the input,
the number of pixels in both directions have to be an integer mul-
tiple of 8. We also apply an augmenting strategy that consists of
randomly flipping the patches horizontally and vertically. This
improves the generalization capabilities of the neural networks.
3.2. Optimization
The previous neural networks are trained by optimizing a loss
function that measures how far the outputs of the network are
when compared with the target images. The encoder-decoder
network is trained by minimizing the following loss function:
L =
N∑
i=1
∥∥∥Iˆ(i) − ID(i)∥∥∥2 , (3)
that measures the sum over the full training dataset ofN patches
of the `2 distance between the deconvolved frames obtained at
the output of the network, Iˆ(i), and the one deconvolved with
the MOMFBD algorithm, ID(i). We note that i loops indisctintly
over the randomly extracted 88×88 patches, the CRISP spectral
scanning positions and the four modulation states. Summarizing,
we use the scalar L as a measurement of the quality of the pre-
diction of the neural network. We have found very good results
using this simple loss function and did not witness a significant
smearing as reported elsewhere (e.g., Ledig et al. 2016; Schaw-
inski et al. 2017). The loss function is optimized with the Adam
stochastic gradient descent type algorithm (Kingma & Ba 2014)
with a learning rate of 3 × 10−4. The network is trained for 180
epochs with a batch size of 1206. The number of trainable pa-
rameters is 3.15 million. Each epoch lasts for roughly 6 min on
an NVIDIA Titan X GPU, so the total training time is close to
19 hours. We check during training that the network is not over-
training (adapting to the training dataset and not correctly gen-
eralizing) by computing the loss on a validation set of images.
The recurrent neural network is definitively more difficult
to train because of the presence of recurrent connections, that
slow down the backpropagation. Anyway, the residual connec-
tions and the Adam optimizer are enough to reach a good con-
vergence. Following Wieschollek et al. (2017), the training is
6 Training with stochastic gradient descent algorithms consists of iter-
ating over the training set in batches. After each batch has been consid-
ered, the model parameters are updated with the "noisy" estimation of
the gradient. An epoch is an iteration over the whole training set.
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MOMFBD Network Sum Raw best Raw worst
Fig. 3. Selection of patches from the training set. The first column shows the target MOMFBD corrected patch. The second column shows the
output ot the encoder-decoder network when converged. The third column shows the average of the 7 frames of the burst, while the last two
columns are two of these individual frames.
carried out by optimizing the following loss function:
L =
N∑
i=1
n∑
j=2
∥∥∥Iˆ( j)(i) − ID(i)∥∥∥2 , (4)
where n is the number of frames included during training (7 in
our case, but can be applied for any number of frames). This loss
function forces that intermediate deconvolved frames approxi-
mate to the final target. Summarizing, this scalar loss function
measures the mismatch between the target image and the predic-
tion produced by the recurrent neural network after each new
frame is injected. The number of trainable parameters in this
case is 4.02 million. Each epoch lasts for roughly 30 min on
an NVIDIA P100 GPU, so the total training time is close to 2.5
days.
3.3. Validation
The results of the network applied to some patches of the val-
idation set for the encoder-decoder arquitecture are displayed
in Fig. 3. The first column shows the target image given by
MOMFBD. The second column gives the output of the deep neu-
ral network. For comparison, we display the best and worst indi-
vidual short-exposure frames (in terms of the rms contrast) in the
last two columns and the time average of the burst in the third
column. It is obvious that the neural network approach is able
to extract high-frequency information from the burst of images,
even though this information is not present in each individual
raw frame.
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Fig. 4. The first column displays the images reconstructed with MOMFBD. The central column displays the output of the recurrent network and
the right column shows the results for the encoder-decoder network. The upper row shows an image in the continuum around 6302 Å, while the
lower panel displays an image in the core of the line in a different part of the FOV.
4. Results
4.1. Testing
Once both neural networks are trained, we apply them to datasets
different to those used for training and validation. Given the fully
convolutional character of both architectures, one can apply it
to frames of arbitrary size (multiple of 8 to end up with input
and outputs of the same size). Additionally, this very same fully
convolutional character allows the network to transparently deal
with spatially variant seeing conditions. The correction carried
out to each pixel in the input image is done as if a potentially dif-
ferent PSF is perturbing it. For this reason, there is no gain in cor-
recting images by mosaicking and one can input the full frames
into the networks. The only practical limitation is in terms of
memory, specially relevant for GPUs with their limited amount
of memory. One needs to make sure that the parameters of the
networks, together with the intermediate results of each step in
the network can be allocated in memory. We have not had any
problem in deconvolving 1k×1k images in an NVIDIA Titan X
GPU with 12 GB of memory. Anyway, images that do not fit in
memory can be corrected by mosaicking with some overlap and
then stitching the patches using, for instance, the median value
for the overlapping regions. In terms of computing time, a Titan
X GPU is able to deconvolve images of 1k×1k in less than 5 ms
for the encoder-decoder architecture and of the order of 50 ms
for the recurrent architecture.
Another interesting side effect of our learning-based ap-
proach to solar image deconvolution is that no WB channel is, a
priori, necessary anymore for the deconvolution. The WB chan-
nel, taken in strict simultaneity with the monochromatic images
of the spectral scan and the polarimetric modulation, are used
by the MOMFBD algorithm to help in the deconvolution. Once
the networks are trained, this channel is not needed anymore,
which largely facilitates the instrumental setup. As a caveat, this
is probably an exaggeration because the WB channel is used in
the current CRISP instrumental setup for other purposes like im-
age alignment.
In terms of performance, Figs. 4 and 5 show the compar-
ison between the encoder-decoder and the recurrent networks
and the target MOMFBD image for two different monochro-
matic images, representative of the general behavior. The left
column shows the image obtained after the MOMFBD process-
ing, with the upper row displaying an image in the continuum
and the lower row an image in the core of the lines. In general,
both networks produce a very similar output, with very detailed
fine structure. One can argue that there is an apparent lack of
sharpness in the output of the networks as compared with the
MOMFBD image. It is more obvious in the filamentary struc-
ture in the upper panel of Fig. 4 and specially in the lower panel
of Fig. 5. Fibrils in the core of the Ca ii 8542 Å line are slightly
more well defined in the MOMFBD image than in the outputs of
the networks. However, we think that part of the sharpness is a
consequence of the residual noise in the MOMFBD image, that
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Fig. 5. Same as Fig. 4 but for the 8542 Å line.
appears as a strongly spatially correlated structure, more visible
in the upper panel of Fig. 5. It is clear that both networks are per-
fectly able to filter out this noise (that is present in the training
set). The random selection of patches for building the training
set has the desirable consequence of breaking a significant part
of the spatial correlation of the noise in the MOMFBD images.
Consequently, the networks are unable to reproduce it and, as a
result, partially filter it out from the predictions.
These properties are better quantified by analyzing the spa-
tial frequencies in the neural network predictions as compared
with those of the original frames and the MOMFBD images. The
left column of Fig. 6 shows the case of the continuum at 6302
Å in a quiet Sun region while we display the results for the core
of the 8542 Å line in the right column of the same figure. The
upper panel shows one of the original frames, the middle panel
displays the frame corrected with the recurrent network while the
lower panel shows the azimuthally averaged power spectrum for
the original and reconstructed frame with all the methods consid-
ered in this work. The general behavior of the power spectrum
is fundamentally the same for a large variety of observed frames
and regions, so the discussion can be made with only these two.
Concerning the photospheric data, the individual frames present
a clear lack of power on spatial periods of ∼3 and ∼30 pixels,
which correspond to those mainly affected by the seeing. Both
the recurrent end encoder-decoder arquitectures are able to re-
cover these spatial frequencies and increase their power, imitat-
ing what is done with MOMFBD. Additionally, noise appearing
in small scales is efficiently dampened by all image reconstruc-
tion methods. Concerning the chromospheric data, we witness
a small general increase in the power for almost all frequen-
cies, except in the very small scales, with periods below 2 pixels,
where noise starts to dominate over the signal.
To show the ability of the recurrent network to correct in-
dividual frames, we show in Fig. 7 the case of observations of
the leading sunspot of AR12326 observed on 2015-04-19 using
CRISP mounted on the SST. Two spectral regions were recorded
sequentially: 6173 Å (with the well-known Fe i line) and 8542 Å,
acquiring four modulation states in 20 and 21 wavelength points,
respectively. For each modulation state and spectral point, 12 (6)
images were recorded in the 6173 Å (8542 Å) spectral range.
In the top row of Fig. 7, we display the final MOMFBD recon-
structed image, together with the final output of the recurrent net-
work after all 12 frames have been considered. Additionally, we
also show the individual frames (on the left) together with their
reconstruction (right). Note that all reconstructions have cumu-
lative information from all previous frames. Note that the first
reconstructed frame happens after two frames have been con-
sidered. It is clear that all individual reconstructed frames are
improved versions of the raw frames, even in the first frame.
This is a direct consequence of Eq. (4), which forces all individ-
ual frames to converge towards the final corrected frame. Note in
passing that the Fe i 6173 Å line was not included in the training.
These results show a first glimpse at the generalization ability of
the trained networks, which is expanded in Sect. 4.3.
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Fig. 6. Top panels: a single raw image from the burst. Middle panels: reconstructed frames with the recurrent network. Lower panels: azimuthally
averaged Fourier power spectra of the images. The left column shows results from the continuum image at 6302 Å while the right column shows
the results at the core of the 8542 Å line. All power spectra have been normalized to the value at the largest period (but not shown in the plot
because it is outside the displayed range).
4.2. Polarimetric demodulation
As mentioned in Section 3.1, the training and validation sets con-
tain modulated Stokes parameters. Given that the linear and cir-
cular polarization signals in the Sun are often very small (nor-
mally much smaller than a percent in units of the continuum
intensity except in strongly magnetized regions), any deconvolu-
tion process might run the risk of creating artificial signals. The
reason is that polarimetric signals are obtained after combining
several (typically four) observed frames. If during the deconvo-
lution we introduce differential corrections in these frames, spu-
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Fig. 7. The top row displays the comparison of the monochromatic im-
age at the core of the Fe i 6173 Å spectral line for MOMFBD (left),
equivalently ID in out notation, and the output of the recurrent network
after all the 12 frames are considered (right), equivalently, Iˆ(12). The next
rows show the comparison between individual frames before and after
the network reconstruction. Note that we start from frame 2, where we
have already used the first two observed frames.
rious signals will be created on the demodulation. To check for
this issue, we display in Fig. 8 the demodulated circular polar-
ization signals in the wing of the Fe i 6302 Å line. Likewise, Fig.
9 shows the demodulated Stokes V signals in the wing of the Ca
ii 8542 Å line. A direct comparison of the four magnetograms
in Fig. 8 shows that the same fine structure is present in all of
them, without any visible spurious signal appearing in any of the
two neural architectures. It is obvious that the fine structure of
the monochromatic image and the magnetogram are nicely re-
covered by our neural network approach, concentrating the po-
larization signals that were smoothed out by the atmosphere.
There are some differences, though, in the weaker signals of
the Ca ii 8542 Å line. The recurrent network seems to produce
slightly better results than the encoder-decoder architecture. The
clearly visible spatially correlated noise in the MOMFBD recon-
struction is strongly dampened by the neural network approach,
producing much cleaner magnetograms. Also, the spurious (at
least not present in MOMFBD) structures that appear more con-
spicuously in the region around (20”,2.5”), which are specially
visible in the encoder-decoder network, are not recovered by the
recurrent architecture. These elongated structures seem to be a
consequence of an artificial cross-talk between Stokes I and V
produced by differential corrections in the different frames used
by the polarimetric demodulation. A possible solution to these
artifacts is proposed in Sect. 4.4. An issue, that according to our
experiments apparently only happens in the encoder-decoder ar-
chitecture, is that the contrast of the umbrae is reduced with re-
spect to the surroundings.
It is also interesting to check the effect of the deconvolution
on the Stokes profiles of an individual pixel. To this end, we dis-
play in Fig. 10 the Stokes profiles of a single pixel in both spec-
tral lines. As reference, we show the Stokes profile of one of the
frames of the burst in blue. We point out that the monochromatic
deconvolution carried out by MOMFBD and the neural architec-
tures proposed in this work do not produce any sizable artifact in
these pixels with strong polarimetric signals. Pixels with weaker
signal are, however, more affected by noise.
4.3. Hα monochromatic images
A neural network that is correctly trained should be generaliz-
able to other inputs, providing reliable outputs. To this end, we
tested the two networks developed in this work to images in the
core of the Hα line. The core of the line displays very dynamic
fibrilar structures that are believed to be tracing chromospheric
material (Rutten 2008), although its physics is still not fully un-
derstood (Leenaarts et al. 2015; Rutten & Rouppe van der Voort
2017). Some of the fibrils present in monochromatic Hα images
are also partially seen in the core of the Ca ii 8542 Å line, so one
should expect the neural networks to generalize well. We use
data obtained on 2016-09-19 from 09:30 to 10:00 with CRISP
on the SST. The rows of Fig. 11 shows two consecutive frames
in the core of Hα, with one of the original frames in the first
column and the deconvolved image using the encoder-decoder
arquitecture in the second column. We do not display the results
of the recurrent architecture to maximize the size of the images
for a better comparison. The results are indeed very similar with
the two neural networks. It is clear from these results that the
network has been able to learn the process of image deconvo-
lution, revealed by the huge amount of small-scale substructure
appears in the Hα filaments7.
4.4. Frame shuffling and committees
All the experiments carried our so far use the input frames in the
order obtained in the telescope. Changing the order of the input
7 A movie showing the time evolution of Hα monochromatic images
can be found on the repository for the code.
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Fig. 8. Left panels: monochromatic images in the core of the Fe i 6302 Å line. Right panels: demodulated circular polarization signals for a single
short-exposure frame, MOMFBD and the two architectures we propose in this work.
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Fig. 9. Same as Fig. 8 but for the Ca ii 8542 Å line.
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Fig. 10. Four Stokes profiles for the same individual pixel both in the photosphere and chromosphere. We compare the original raw frame, together
with the profile obtained after deconvolving with MOMFBD and the two architectures proposed in this work.
by reshuffling can be understood as another check for overtrain-
ing to verify that the networks have not memorized the order-
ing imposed during training. Additionally, the different outputs
can be later combined following the neural network committee
machine paradigm to improve the output. Given the nonlinear
denoising character of the network, it makes sense to combine
the outputs to improve the signal-to-noise ratio and reduce ar-
tifacts. This is indeed what happens, according to Fig. 12, with
the encoder-decoder network (the same happens in the recurrent
architecture). The fundamental reason for this behavior in the
encoder-decoder architecture is that the first convolutional block,
C0,1, produces images with 64 channels by combining with dif-
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Fig. 11. Individual raw frames (left column) and deconvolved images (right column) for two different time steps of monochromatic images in the
core of the Hα line.
ferent weights the 7 input frames. This information is then prop-
agated to the output and, as a consequence, a shuffling in the in-
put layer produces a different output. A similar explanation is the
source of the variability in the recurrent network. The first three
rows of the figure displays three different outputs by shuffling the
input images in the core of the Ca ii 8542 Å line in the left col-
umn and in the peak of Stokes V in the right column. It is clear
that different shufflings produce different artifacts, specially in
the lower right part of the image. This demonstrates that they are
indeed produced by non-perfect reconstructions, which produce
artificial polarization signals after demodulation. The last row
gives the simplest committee machine one can think of, by plain
averaging 20 such shufflings. More elaborate committees can be
studied in the future. The spatial resolution of the final averaged
image is practically the same as that of Fig. 9 because the real
signals all appear at practically the same position and scale in all
instances of the commitee. However, the artifacts are different
in all instances and tend to average to zero. Of special relevance
is the disappearance of the fibrilar structures in the lower right
corner on the circular polarization maps. Additionally, we wit-
ness a small decrease on the noise variance (around a factor 2),
probably a mixture of artifact reduction plus a more efficient de-
noising.
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Fig. 12. Deconvolved images in the core of the Ca ii 8542 Å line (left column) and demodulated circular polarization (right column) for different
shuffling of the input using the encoder-decoder network. The final row shows the average of 20 different shufflings.
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5. Conclusions
We propose in this paper an end-to-end approach for multiframe
blind deconvolution of solar images based on deep convolutional
neural networks. We have used two different architectures. The
first one is a relatively simple encoder-decoder network which
needs to fix a-priori the number of frames considered. The sec-
ond one is a recurrent architecture that can work with an arbitrary
number of frames. Both architectures are trained with data from
CRISP@SST and provide very fast image reconstructions.
We have demonstrated that the neural networks generalize
well to unseen data. They are also able to keep the photomet-
ric quality of the data without compromising the modulated sig-
nals, thus providing polarimetry data of high quality. Addition-
ally, the networks produce comparable results to the MOMFBD
reconstruction without making use of simultaneous WB images.
The only information needed for our end-to-end solution are the
monochromatic frames produced by the etalon narrow filter.
Both networks are made available to the community, with all
the training and testing details necessary for the reproduction of
the results presented in this paper. The networks are developed
with PyTorch which make very efficient use of any available
GPU. Although the image correction is still not done on real
time with current hardware for large images of 1k × 1k, we ex-
pect that future improvements on hardware and neural networks
architectures that one can achieve after some ablation studies al-
low this approach to deal with images in real time. Anyway, the
networks can be easily deployed on the telescope and produce
quasi-realtime image reconstruction. Even if our approach is not
used as the final processing for the science-ready data or man-
aged to run in real-time, they will produce very valuable infor-
mation that can be used by the observer to have a peek on how
will science data look like at the end of the MOMFBD process-
ing.
Despite the successful neural networks presented here, we
anticipate that improvements on the quality of the reconstruc-
tion can be achieved. First, one can use more elaborate loss func-
tions. It is known that the `2 norm of the residual tends to pro-
duce fuzzy reconstructions, specially when the number of frames
is small. One can achieve better results by utilizing adversarial
training (e.g., Ledig et al. 2016). Second, every burst of images
is processed in isolation, so there is no transfer of information
from burst to burst. Imposing some kind of time consistency
can help the neural networks successfully correct burst in which
the seeing get worse. One can anticipate that a hierarchical ar-
chitecture in which information is propagated for consecutive
frames and also for consecutive bursts (similar to our recurrent
architecture but with another level of hierarchy) might be worth
trying. Finally, we note that training DNNs for multiframe im-
age deconvolution can potentially be done using synthetic data.
To this end, one could generate synthetic images from available
magneto hydrodynamic simulations of the solar atmosphere and
perturb them using artificial wavefronts from a synthetic turbu-
lent atmosphere. The advantage in the synthetic case is that the
unperturbed image is available to us, and the application of the
MOMFBD algorithm is not needed. This can help reducing some
of the artifacts produced by the almost unavoidable presence of
spatially correlated noise in the MOMFBD data. However, this
approach might suffer from some lack of realism and it is not yet
clear whether this approach will generalize correctly. It is cur-
rently very difficult to carry out simulations with a sufficiently
realistic chromosphere. Therefore, the synthetic spectral lines
are still not as realistic as desired. Moreover, computing the ef-
fect of a sufficiently realistic turbulent atmosphere is a hard task.
One needs to take into account the known temporal correlation
in the wavefront deformation and the presence of multiple aniso-
planatic patches covered by the images. Work along these line is
presumably needed in the future.
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