Let {X k , k ∈ Z} be an autoregressive process of order q. Various estimators for the order q and the parameters Θq = (θ1, . . . , θq) T are known; the order is usually determined with Akaike's criterion or related modifications, whereas Yule-Walker, Burger or maximum likelihood estimators are used for the parameters Θq. In this paper, we establish simultaneous confidence bands for the Yule-Walker estimators θi; more precisely, it is shown that the limiting distribution of max 1≤i≤dn | θi − θi| is the Gumbel-type distribution e −e −z , where q ∈ {0, . . . , dn} and dn = O(n δ ), δ > 0. This allows to modify some of the currently used criteria (AIC, BIC, HQC, SIC), but also yields a new class of consistent estimators for the order q. These estimators seem to have some potential, since they outperform most of the previously mentioned criteria in a small simulation study. In particular, if some of the parameters {θi} 1≤i≤dn are zero or close to zero, a significant improvement can be observed. As a byproduct, it is shown that BIC, HQC and SIC are consistent for q ∈ {0, . . . , dn} where dn = O(n δ ).
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1. Introduction. Let {X k } k∈Z be a qth-order autoregressive process AR(q) with coefficient vector Θ q ∈ R q . A considerable literature in the past years dealt with various aspects and problems on AR(q)-processes; see, for instance, [4, 17, 23, 29] and the references therein. More recently, people have moved on to more complicated models such as ARCH [14, 19] , GARCH [13] and related models, which again have been extended in many different directions. However, in many applications, AR(q)-processes still form the backbone and are often used as first approximations for further analysis; in particular, many estimation and fitting procedures can be based on preliminary AR(0q) approximations. This includes, for instance, ARMA, ARCH and 1 n n i=h+1 X i X i−h . Depending on the magnitude of h, a different normalization, such as (n − h) −1 , is sometimes more convenient. Denote with Θ q = (θ 1 , . . . , θ q ) T the parameter vector and put Φ q = (φ 1 , . . . , φ q ) T , and let Γ q = (φ |i−j| ) 1≤i,j≤q be the (q × q)-dimensional covariance matrix. Then it follows from (1.1) that Γ q Θ q = Φ q ; hence a natural idea is to replace the corresponding quantities by estimators Φ q = ( φ n,1 , . . . , φ n,q ) T , Γ q = ( φ n,|i−j| ) 1≤i,j≤q , and thus define the estimator Θ q = ( θ 1 , . . . , θ q ) T via Γ −1 q Φ q = Θ q and σ 2 (q) = φ 0 − Θ T q Φ q , (1.2) where σ 2 = E(ε 2 0 ). These estimators are commonly referred to as the YuleWalker estimators, and they have some remarkable properties. For example, if {X k } k∈Z is causal, then the fitted model
is still causal; see, for instance, [17] and [34] . Another interesting feature is that even though the Yule-Walker estimators are obtained via moment matching methods, their variance is asymptotically equivalent with those obtained via a maximum likelihood approach. More precisely, for m ≥ q it holds that (1.3) where Θ m = (θ 1 , . . . , θ q , 0, . . . , 0) T ; see, for instance, [17] . These asymptotic results form the basis for earlier estimation methods of the order q [37, 43, 45] , which focused on a fixed, finite number of possible orders and consist of multiple-testing-procedures, which in practice leads to the difficulty of having a required level. On the other hand, as it was pointed out by Shwarz [39] , a direct likelihood approach fails, since it invariably chooses the highest possible dimension. Akaike [1] and Mallows [30, 31] , developed a different approach, which is based on a "generalized likelihood function." Shibata [41] investigated the asymptotic distribution and showed that the estimator based on (1.4) is not consistent. This issue was successfully dealt with by Akaike [2] (BIC), Hannan and Quinn [25] (HQC), Parzen [36] , Rissanen [38] and Shwarz [39] (SIC), who introduced consistent modifications (Parzen's CAT-criterion is conceptually different). For more recent advances and generalizations, see, for instance, Barron et al. [6] , Foster and George [20] , Shao [40] and the detailed review on model selection given by Leeb and Pötscher [28] . A particularly interesting direction addresses AR(∞) approximations; recent contributions are due to Bickel and Yel [12] and Ing and Wei [26, 27] . Here and now, we will content ourselves with briefly discussing Akaike's approach and closely related criteria. Akaike's generalized likelihood function leads to the expression AIC(m) = n log σ 2 (m) + 2m, (1.4) where n is the sample size and σ 2 (m) is as in (1.2 ). An estimator for the order q is then obtained by minimizing AIC(m), m ∈ {0, 1, . . . , K}, for some predefined 0 ≤ q ≤ K. Consistent modifications are obtained by inserting an increasing sequence C n , and AIC(m) then becomes AIC(m) = n log σ 2 (m) + 2C n m, m ∈ {0, 1, . . . , K}. (1.5)
Most modifications result in C n = O(log n), even though the arguments are sometimes quite different. A notable exception is the idea of Hannan and Quinn [25] , who successfully employed the LIL to obtain C n = O(log log n).
The aim of this paper is to introduce a different approach, based on the quantity max 1≤i≤dn | θ i − θ i |, where d n is an increasing function in n. It is shown, for instance, that, appropriately normalized, this expression converges weakly to a Gumbel-type distribution. On one hand, this allows to construct simultaneous confidence bands for the Yule-Walker estimators Θ dn , but also permits us to construct a variety of different, consistent estimators for the order q of an autoregressive process. The asymptotic distribution of such a particular estimator is also derived. As a byproduct, it is shown that known consistent criteria such as BIC, SIC and HQC are also consistent if the parameter space is increasing; that is, consistency even holds if q ∈ {0, . . . , d n }, where d n = O(n δ ). This partially gives answers to questions raised by Hannan and Quinn [25] and Shibata [41] , and extends results given by An et al. [3] . In addition, the general method seems to be very useful for model fitting for subset autoregressive processes (see, e.g., [33] ), which is highlighted in Remark 2.11 and Section 3. A more thorough treatment of this issue is postponed to a subsequent paper. 2. Main results. We will frequently use the following notation. For a vector x = (x 1 , . . . , x d ) T , we put x ∞ = max 1≤i≤d |x i |, and for a matrix A = (a i,j ) {1≤i≤r,1≤j≤s} , r, s ∈ N we denote with
the usual induced matrix norm. In addition, we will use the abbreviation
The main results involve an array of AR(q) processes; more precisely, we consider the family of AR(d n ) processes {X (r) k } k∈Z , 1 ≤ r ≤ d n , where d n = O(n δ ) (more details are given later). Since we are always only dealing with a single member of this array, the index (r) is dropped for convenience, and we just consider an AR(d n ) process {X k } k∈Z , keeping in mind that the parameters {θ i } 1≤i≤dn may depend on n. This implies that X k satisfies the recurrence relation
where {ε k } k∈Z defines the usual innovations. Note that d n does not need to reflect the actual order q of the AR(d n ) process, as we do not require that {θ i } 1≤i≤dn are all different from zero. All of the results are derived under the following assumption regarding the AR(d n ) process {X k } k∈Z .
In accordance with the previously established notation, we introduce the inverse and estimated inverse matrix
In addition, we will use the convention that θ 0 = θ 0 = −1. We can now formulate our main result.
If we have in addition that
where a n = (2 log
Remark 2.3. Condition inf h |γ * h,h | > 0 may be explicitly expressed in terms of {θ i } 1≤i≤dn [see (4.1)], and is quite general. In fact, it is only needed to control or exclude possible pathological cases.
Remark 2.4. Note that if we have |α i | = O(i −3/2 ), then ϑ ≥ 1/2. Hence condition p > 4 implies that we may choose δ arbitrarily close to 1/2, which essentially results in
The above remark indicates that we may obtain simple bounds for d n , provided that we can control α i asymptotically. If the cardinality of the set {1 ≤ i ≤ d n |θ i = 0} tends to infinity as n increases, then establishing general and simple conditions on the relation between {θ i } 1≤i≤dn and Ψ(m) seems to be very difficult. One may, however, obtain the following corollary.
and that one of the following conditions holds:
Then the conditions of Theorem 2.2 are satisfied and we can choose any d n = O(n δ ) with δ < 1/2. Remark 2.6. The rate of convergence to an extreme-value type distribution as given in Theorem 2.2 can be rather slow; see, for instance, [5, 35] . Hence, in view of (1.3) (and Theorem 6.1), it may be more appropriate to use the approximation
The above results allow us to construct the simultaneous confidence bands
where V 1−α denotes the 1 − α quantile of the Gumbel-type distribution given above. In the literature [4, 17, 23] one often finds the confidence ellipsoids 
and vice versa. The confidence region M 2 (d n ) can be viewed as a global measure, where the impact of single elements {| θ i − θ i |} 1≤i≤dn is negligible, which in turn leads to suboptimal confidence regions for single elements. In contrast, M 1 (d n ) can be viewed as a local measure where single elements have a large impact, which clearly leads to significantly tighter bounds for the single elements {| θ i − θ i |} 1≤i≤dn . This is a very important issue for so-called subset autoregressive models; see Remark 2.11. Theorem 2.2 not only can be used to construct simultaneous confidence bands for the Yule-Walker estimators Θ dn , but also provides a test for the degree of an AR(q)-process. To be more precise, for an AR(q)-process {X k } k∈Z satisfying the assumptions of Theorem 2.2, we formulate the null hypothesis H 0 : q ≤ q 0 , and the alternative H A : q > q 0 . Since for any fixed
as n increases, it follows immediately from Theorem 2.2 that under H 0 we have
for any fixed integer k ≥ 1, since we are assuming that θ i = 0 for i > q 0 . Conversely, it is not hard to verify (see the proof of Theorem 2.8 for details) that the quantity
explodes under the alternative H A : q > q 0 . This can be used to establish a lower bound for the order q or to test if the order was chosen sufficiently large. This is particularly useful if q is large compared to the sample size and the magnitude of Θ q , in which case the AIC and related criteria sometimes heavily fail to get near the true order. More details on this subject and examples are given in Section 3. Generally speaking, such situations are often encountered in subset autoregressive models; see Remark 2.11. The above conclusions lead to the following family of estimators q
zn for q. Let z n be a monotone sequence that tends to infinity as n increases. Then we define the estimator
Using the above ideas, it is not hard to show that the estimators q (1) zn are consistent if z n does not grow too fast. In fact, under some more conditions imposed on the sequence z n , we can even derive the asymptotic distribution of the estimators.
Assumption 2.7. In addition to Assumption 2.1, suppose that: 
Remark 2.9. The stronger conditions of Assumption 2.7 are necessary to control the rate of convergence in Theorem 2.2, which in turn allows for the explicit expansion given above. This, however, also leads to the more restrictive bound q + k = O(d n ) = O(n δ ), δ < 1/7; see also Remark 6.2. If we are only interested in establishing consistency, then we may drop these more restrictive assumptions; see in particular Theorem 2.12 below.
Remark 2.10. Theorem 2.8 yields that in some sense the estimators q (1) zn possess a discrete uniform asymptotic distribution, which leads to the surprising conclusion
This fact can be explained by the maximum function in the definition of q (1) zn , more precisely, due to the weak dependence of the Yule-Walker estima- tors Θ dn . The maximum function essentially does not care at which index i the boundary z n is exceeded, and this results in the uniform distribution. It turns out (see Section 3) that a modified version of the estimator q (1) zn is a very efficient preliminary estimator that establishes a decent lower bound.
An asymptotic uniform-type distribution clearly is not a desirable property for an estimator. However, similarly to Akaike's method, we can introduce a penalty function and construct different yet also consistent estimators for the order q. To this end, for x ∈ R put (x) + = max(0, x) and let
More generally, let F = (f d ) d∈N be a collection of continuous functions such that:
• if a n , d n → ∞ as n increases, then f dn (. . . , a n , . . . , q, d n ) → ∞ as n increases, regardless of the values of the other coordinates.
Then arguing as in the proof of Theorem 2.8 it can be shown that this constitutes a consistent estimator for the true value q. For example, the following estimator
satisfies the conditions above and is consistent.
Remark 2.11. Note that instead of defining a specific order q, one can also consider a special lag configuration, for example, Θ q = (θ 1 , θ 2 , 0, . . . , 0, θ 10 , θ 11 , . . . , θ q ) T . Such configurations are commonly referred to as subset autoregressive models; see, for instance, [16, 32, 33, 42, 46] and the references therein. The AIC(m) and especially related consistent criteria have problems dealing with such subset autoregressive models, which can be seen as follows. By Hannan [23] , Chapter VI, we have for m ∈ N AIC(m)n
This shows that in case of subset autoregressive models, the penalty function 2n −1 C n m is too severe and should be replaced, at least in theory, by
, since this is impossible in practice. Of course the same problem arises if some of the {θ i } 1≤i≤q are close to zero. A maximum based estimator like q (1) zn gets less effected, which is empirically confirmed in Section 3.
An often encountered theoretical assumption for estimators related to AIC(m) is that the parameter space for q is finite; that is, it is usually assumed in advance that q ∈ {0, . . . , K}, where K is "chosen sufficiently large," but finite. In [25] , K is allowed to increase with the sample size with unknown rate, which was specified later by An et al. [3] . Note, however, that for the estimators defined above we allow K = K n = d n . Before extending this result, we give precise definitions of BIC, HQC, MIC (=miscellaneous information criterion) and SIC, as the literature does not seem to be very clear on this subject, in particular in the case of the BIC and SIC. In the sequel, the following definitions are used:
This means that we use the same definitions for BIC and SIC (asymptotically), which is the case mostly encountered in the literature. The MIC differs from the BIC by the choice of the constant 1/2 that naturally leads to a less parsimonious criterion, which performs quite well in the examples given in Section 3. Using some of the results of Section 4 and 6, one may prove the following.
Theorem 2.12. Assume that the conditions of Theorem 2.2 hold, and additionally assume that inf
Let C n be a positive sequence such that:
Then the estimators for the order q defined as
Remark 2.13. Note that condition inf h |1 − θ 2 h | > 0 essentially is already provided by the causality condition in Assumption 2.1. Theorem 2.12 thus implies the bounds d n ∈ O{O(n 1/2 ), O(n 1/2 ), O(log n)} for BIC, MIC and HQC, and thus significantly improves the bounds provided by An et al. [3] [BIC: O(log n), HQC: O(log log n)]. On the other hand, the setting in An et al. [3] is more general, and it is also shown that the estimators are strongly consistent.
3. Simulation and numerical results. In this section we will perform a small simulation study to compare some of the previously mentioned estimators. We will look at the performance in case of AR (6), AR (12) and AR (24) processes. The sample size n satisfies n ∈ {125, 250, 500, 1000}; as for the dimension d n , we chose the functions d n ∈ {2 log n, 4 log n, 6 log n}, and rounded up the values. This implies that the parameter space q ∈ {0, . . . , K} satisfies K ∈ {10, 12, 13, 14}, K ∈ {20, 23, 25, 29}, K ∈ {29, 34, 38, 42}. For reference, note that
The estimators are now defined as
Note that the definition of a n , b n remains unchanged. This modification significantly improves the performance in practice, which is due to the following reason: if one just considers the estimator q (4) zn (d n ) and hence only the equation Θ dn = Γ −1 dn Φ dn , the bias may be quite large since the estimate Γ −1 dn is rather poor for larger d n . Note that this is also true when computing the AIC or related criteria, which is a well-established fact in the literature (cf. [2, 17, 23, 25] ). Hence one may expect that the "maximum" version q
, which is indeed the case in the examples given below. The values for z n were chosen as z n ∈ {x n , y n }, where x n satisfies a n x n + b n = 2.71 for n ∈ {125, 250}, a n x n + b n = 2.91 for n ∈ {500, 1000}. Similarly, we have a n y n + b n = 3 for n ∈ {125, 250}, a n y n + b n = 3.2 for n ∈ {500, 1000}. This means that the estimators get less parsimonious when d n increases. Of course an adaption to maintain the same confidence level is possible, but the general picture remains the same.
For the criteria AIC, BIC, HQC and MIC we use the definitions given in (1.4) and (2.10); in case of HQC we choose c = 1, since, as pointed out by Hannan and Quinn [25] , "it would seem pedantic to choose values as c = 1.01." The following modifications are also considered:
yn (d n )}. All simulations were carried out using the program R; 1 in order to get a sample of size n, a sample path of size 1000 + n was produced and the first 1000 observations were discarded.
Generally speaking, unreported simulations show that in many cases the modified criteria AIC(m) * , BIC(m) * , . . . perform nearly identically as the nonmodified ones AIC(m), BIC(m), . . . . This is in particular the case when dealing with full parameter sets, that is, θ i = 0, 1 ≤ i ≤ q, and θ q is sufficiently large. If this is the case, the performance of the estimators q
is somewhere between the BIC(m) and HQC(m). On the other hand, if the model is not full and/or the order q is sufficiently large, then the differences can be quite striking. The aim of the following examples is to illustrate this behavior.
3.1. AR (6) . First note that the definitions of x n , y n result in
where ξ = (ξ 1 , . . . , ξ dn ) T is a d n -dimensional mean-zero Gaussian random vector where the covariance matrix is the identity. The results shown in Tables 1 and 2 hint at what is to be expected in case of full models, namely that the modifications AIC(m) * , BIC(m) * , . . . perform nearly as well as the normal versions AIC(m), BIC(m), . . . . The estimators q 
, if the model is very sparse. Except for the case n = 1000, the modifications are notably better.
AR(12)
. The definitions of x n , y n result in where ξ = (ξ 1 , . . . , ξ dn ) T is a d n -dimensional mean-zero Gaussian random vector where the covariance matrix is the identity. The results are depicted in Tables 5, 6 , 7 and 8, and are quite similar to the case of the AR (6) processes. If the model is rather full, AIC(m) * , BIC(m) * , . . . perform nearly as well as the normal versions AIC(m), BIC(m), . . . , whereas in case of the sparse model, a significant difference can be observed.
3.3. AR (24) . In this case, the definitions of x n , y n result in
where ξ = (ξ 1 , . . . , ξ dn ) T is a d n -dimensional mean-zero Gaussian random vector where the covariance matrix is the identity. The behavior shown in Tables 9, 10, 11 and 12 is as in the previous two cases. The difference in the sparse model is perhaps the most striking one.
Proofs and ramification.
In this section, we will prove Theorems 2.2, 2.8, 2.12, and also explicitly mention some auxiliary results which have interest in themselves. For d n ≤ m let Γ −1 m = (γ * i,j ) 1≤i,j≤m be the inverse of the covariance matrix Γ m = (γ i,j ) 1≤i,j≤m associated to the AR(d n ) process {X k } k∈Z . Due to Galbraith and Galbraith [21] , it holds that where
and either of the sums is taken to be zero if its upper limit is less than its lower limit. The second sum is zero unless if Assumption 2.1 is valid. Throughout this section and particularly in the proofs of the presented results, we use the notation σ 2 = σ 2 (d n ). Note that Table 6 Simulation of an AR(12) process with nonzero coefficients θ1 = 0.1, θ3 = −0.4, θ5 = 0.5, θ7 = −0.1, θ8 = 0.05, θ10 = −0.3, θ12 = 0.2, ε ∼ N (0, 1), 1000 repetitions, dn ∈ {25, 28} n q AIC AIC* BIC BIC* HQC HQC* MIC MIC* q 
we can rewrite the equation defining the AR(d n ) process as
where Y = (X 1 , . . . , X n ) T , Z = (ε 1 , . . . , ε n ) T , and the n × d n design matrix X is given as Table 8 Simulation of an AR(12) process with nonzero coefficients θ1 = 0.1, θ3 = −0.4, θ12 = 0.2, ε ∼ N (0, 1), 1000 repetitions, dn ∈ {25, 28} n q AIC AIC* BIC BIC* HQC HQC* MIC MIC* q 77  58  983  125  613  125  402  115  125  78  11  0  0  0  2  0  2  0  1  2  1  12  663  678  17  858  360  834  532  808  858  870  13  104  103  0  3  15  16  39  40  3  4  >13  156  161  0  12  12  23  27  36  12  47   1000  <11  0  0  689  2  67  2  35  2  2  2  11  0  0  0  0  0  0  0  0  0  0  12  706  701  307  971  880  926  893  907  972  936  13  124  123  2  2  39  38  54  53  1  3  >13  170  176  2  25  14  34  18  38  25  59 16 M. JIRAK Table 9 Simulation of an AR(24) process with nonzero coefficients θ1 = 0.6, θ2 = −0.1, θ4 = 0.05, θ7 = 0.15, θ8 = −0.27, θ10 = 0.1, θ12 = −0.2, θ15 = −0.25, θ18 = 0.05, θ20 = 0.1, θ21 = −0.3, θ24 = 0.17, ε ∼ N (0, 1), 1000 repetitions, dn ∈ {29, 34} n q AIC AIC* BIC BIC* HQC HQC* MIC MIC* q We have
The following results are key ingredients.
Lemma 4.1. Let {X k } k∈Z be an AR(d n ) process, such that Assumption 2.1 is valid. Then 63  62  716  545  302  288  210  205  589  430  23  38  38  55  60  87  87  85  85  58  71  24  513  512  208  357  490  500  525  526  326  437  25  192  192  18  28  93  93  129  129  19  27  >25  194  196  3  10  28  32  51  55  8  35   1000  <23  0  0  81  30  6  5  3  3  42  18  23  0  0  34  31  8  7  6  6  48  35  24  562  552  835  857  796  775  761  741  868  842  25  197  195  48  45  140  137  160  156  7  24  >25  241  253  2  37  50  76  70  94  35  81 Table 11 Simulation of an AR(24) process with nonzero coefficients θ1 = 0.6, θ2 = −0.1, θ4 = 0.05, θ10 = 0.1, θ12 = −0.2, θ24 = 0.17, ε ∼ N (0, 1), 1000 repetitions, dn ∈ {29, 34} 
where 1 < χ 1 . 351  270  1000  383  952  380  854  379  383  256  23  2  8  0  51  0  48  0  41  51  61  24  451  522  0  547  45  550  130  545  547  637  25  74  73  0  0  3  3  13  13  0  2  >25  122  127  0  19  0  19  3  22  19  44   1000  <23  10  6  986  15  440  15  280  15  15  3  23  0  0  0  14  0  13  0  11  14  12  24  718  715  14  941  522  908  659  887  941  905  25  121  118  0  3  32  31  46  45  3  8  >25  151  161  0  27  6  33  15  42  27  72 18
Lemma 4.3. Assume that the assumptions of Theorem 2.2 are valid. Then:
where u n = a n z + b n , a n , b n , z are as in Theorem 2.2.
The proofs of Lemmas 4.1, 4.2 and 4.3 are given in Section 5. Based on the above results, one readily derives the following weak version of Theorem 2.2.
Corollary 4.4. Assume that the assumptions of Theorem 2.2 are valid. Then for
where a n and b n are as in Theorem 2.2.
Corollary 4.5. Under the same conditions as in Theorem 2.2, we have
Throughout the proofs, the following inequality will be frequently used. For random variables X 1 , . . . , X q , and ε > 0, the inequality between the geometric and arithmetic mean implies
Proof of Corollary 4.4. It holds that
Since inf h γ * h,h > 0 and choosing χ 1 > 1, the claim follows from Lemmas 4.2 and 4.3.
Proof of Corollary 4.5. Trivially, it holds that 
Similarly, we obtain from Lemmas 4.3, 5.2 and Assumption 2.1
Moreover, from the above one readily deduces
Piecing everything together, the claim follows.
Proof of Theorem 2.2. Due to Corollary 4.4, it suffices to show that the error difference
for some χ 1 > 1. Note that per assumption we have that (log n)
Corollary 4.4 gives us
Since σ 2 , γ * i,i ≥ C > 0, we have from Lemma 4.1 that for 1 < χ 1 < χ 2
which by virtue of Corollary 4.5 and Lemma 4.1 is of the magnitude O P (n −1/2 × log n). We thus obtain that
for some χ 1 > 1, which completes the proof.
Proof of Corollary 2.5. First note that both conditions (i) and (ii) imply that |α i | = O(ρ −i ), 0 < ρ < 1 (cf. [17] ). Hence Remark 2.3 yields that we may choose d n = O(n δ ), 0 < δ < 1/2. Now assume that (i) holds. Then relation (4.1) implies
whence the claim. If (ii) holds, then for large enough n we obtain similarly
where α, β are as in (4.1).
We are now ready to prove Theorem 2.8.
Proof of Theorem 2.8. Let q 0 = q be the true order of the AR(q)-process {X k } k∈Z , put
and assume first that k ∈ N, k > 0. Note that θ i = 0 for i > q. Then we have that
Due to Theorem 6.1, we can approximate the sequence {θ i,n } 1≤i≤dn by a suitably transformed corresponding sequence of mean-zero Gaussian random variables ξ dn = (ξ n,1 , . . . , ξ n,dn ) T with covariance matrix Γ * ξ dn
. Let η dn = (η n,1 , . . . , η n,dn ) T be another sequence of i.i.d. mean-zero Gaussian random variables with unit variance. Following Deo [18] , we obtain from max|Γ
Imitating the technique in Berman [9] , we obtain that the above quantity is of the magnitude O(d
). This yields
From the definition of a n , b n , and since z n → ∞, we obtain that (Deo [18] )
This yields
and in particular (4.9) and per assumption the right-hand side goes to zero as n increases. We now consider the case P ( q zn < q). To this end, let k ∈ N, k > 0. Then we have 
, and hence
and in particular
as n increases. This together with (4.9) establishes consistency.
Proof of Theorem 2.12. Let q 0 = q be the true order of the AR(q)-process {X k } k∈Z . The proof then consists of two parts. It is first shown that P ( q * n < q) → 0, whereas in the second part the claim P ( q * n > q) → 0 is established.
First note that Lemma 5.2 and the Cauchy interlacing theorem yield that
By Hannan [23] , Chapter VI, it holds that for k ∈ N log( σ
Then, arguing as in Hannan and Quinn [25] , we have due to C n = O(n) that for large enough n
is a decreasing function in k for 0 ≤ k < q, and strictly decreasing for q − 1 ≤ k ≤ q (since θ 2 q > 0) with probability approaching one. This implies that eventually q * n ≥ q, hence it suffices to establish that the probability of overestimating the order goes to zero as n increases, that is,
Using the same arguments as in [3] , it follows that it suffices to establish
By Theorem 2.2, we have that
This implies that for some increasing χ n → ∞, we obtain that
with probability approaching one. Since log d n = O(C n ) per assumption, (4.15) follows, which completes the proof.
Proofs of the auxiliary results of Section 4.
The following result is required for the proofs.
Lemma 5.1. Let {X k } k∈Z be an AR(q) process such that Assumption 2.1 is satisfied. Then:
Proof. Both properties (i), (ii) follow from Assumption 2.1 via straightforward computations (cf. [17, 23] ).
Recall the notation Γ m = (γ i,j ) 1≤i,j≤m and Γ −1 m = (γ * i,j ) 1≤i,j≤m for the covariance matrix and its inverse.
Lemma 5.2. Assume that Assumption 2.1 holds. Then for
Proof. Using relation (4.1) and the corresponding notation, one obtains
where θ h = 0 for h < 0. Due to Assumption 2.1, the above expression is finite, hence the first claim follows. In order to establish the result for Γ m ,
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by Lemma 5.1(i), which yields the claim.
We can now prove Lemma 4.3, which we reformulate below for the sake of readability. 
Proof. We will first show (i). Using the notation established in Section 4, we have
where α * r,h = {i≥0,j≥0,i+j=r} γ * h,j α i . Let 0 < δ < δ * , and put m n = ⌊n δ * ⌋. Then it follows from Lemma 5.2 that
Due to Assumption 2.1, one may thus repeat the (quite lengthy) proof of Theorem 1 (see also Remark 2) in [48] to obtain the result. In fact, the present case is easier to handle, since {U (h) k } k∈N is a martingale sequence. Assertion (ii) follows directly from Theorem 1 in [48] .
We can now proof Lemma 4.1, which we restate for the sake of readability. 
Proof. We introduce the following abbreviations. Put
Due to the stationarity of {X k } k∈Z it follows that
and thus an application of the Hölder and Minikowski inequalities yields
Due to Lemma 5.1(ii) we have √ n φ n,|i−j| − φ |i−j| p ≤ C p for some finite constant C p , thus the Markov inequality in connection with Minikowski's inequality implies
Due to the sub-multiplicativity of the matrix norm · ∞ , proceeding as in Lemma 3 in [7] one obtains
and in particular if EG < 1
Since we have E < ∞ due to Lemma 5.2, we deduce that for sufficiently large n
Choosing ε = (log n) −χ 1 , the claim follows.
We are now in the position to show Lemma 4.1. Recall that we have
where Y = (X 1 , . . . , X n ) T , Z = (ε 1 , . . . , ε n ) T , and X is the n × d n design matrix.
We introduce the estimator 
Proof. Following the proof of [17] , Theorem 8.10.1, we have the following decomposition: 
Using the Minikowski and the Cauchy-Schwarz inequalities we get
n ), and hence by the Markov inequality
Then by adding and subtracting Γ −1
dn we obtain
. In order to control the first expression, note that dn ∞ < ∞ by Lemma 5.2, the bound in (5.6) implies that for some C > 0
hence we conclude that
We will now treat the second part, which we rewrite as
Due to Lemma 5.3 (requires an easy adaption), we have
and thus the sub-multiplicativity of the matrix norm · ∞ implies
Using (5.9) we thus obtain
Put ∆ n = n −1 (X T X) − Γ dn . By adding and subtracting Γ −1 dn and using Lemma 5.4 (see Remark 5.5) and Lemma 5.2 we obtain
Choosing ε = (log n) −χ 1 , Lemma 5.4 and (5.6) thus yield the bound
We are now in the position to proof Lemma 4.2.
Proof of Lemma 4.2. We have that Setting ε = log n −χ 1 , χ 1 > 2, Proposition 5.6 implies that
Moreover, the proof of Proposition 5.6 gives us
and hence Remark 5.5 and Lemma 5.3 imply that
which completes the proof.
6. Gaussian approximation. In this section we obtain, under suitable assumptions, a normal approximation for the quantity n −1/2 Γ −1 X T Z, where we use the notation introduced in Section 4. This entitles us to obtain a quantitative version of Theorem 2.2 under stronger conditions. Let
Note that V k and U k are both martingale sequences. In particular, it holds that E(V k ) = E(U k ) = 0 and
since ε k is independent of {X k−i } i≥1 . Throughout this section, we will always assume that d n = O(n).
The main theorem is formulated below. 
where v n = √ n(log n) −χ 3 , for arbitrary ν, χ 3 ≥ 0, and max
Remark 6.2. If one succeeds in establishing a quantitative version of Lemma 21 in [48] with an appropriate error bound, corresponding results to Theorem 6.1 with 0 < δ < 1 should be possible. This, however, is beyond the scope of the present paper.
The proof of Theorem 6.1 partially follows [8] , Theorem 4.1, and is based on a series of lemmas. To this end, we require some preliminary notation. For a d-dimensional vector x = (x 1 , . . . , x d ), we denote with |x| d = ( n i=1 (x i ) 2 ) 1/2 the usual Euclidean norm. The following coupling inequality is due to Berthet and Mason [10] . Lemma 6.3 (Coupling inequality). Let X 1 , . . . , X N be independent, meanzero random vectors in R n , n ≥ 1, such that for some B > 0, |X i | n ≤ B, i = 1, . . . , N . If the probability space is rich enough, then for each δ > 0, one can define independent normally distributed mean-zero random vectors ξ 1 , . . . , ξ N with ξ i and X i having the same variance/covariance matrix for i = 1, . . . , N , such that for universal constants C 1 > 0 and C 2 > 0,
The proof of Theorem 6.1 is based on a blocking argument, which in turn requires carefully truncated random variables. Put
Note that V k and U k are both martingale sequences.
Lemma 6.4. Suppose that Assumption 2.7 holds. Then for q ≥ 3:
for arbitrary ν ≥ 0.
Proof. We first show (i). By Lemma 1 in [47] we have 
where v n = √ n(log n) −χ 3 for arbitrary ν, χ 3 ≥ 0.
Proof. Put
and let
Since E(U (h) k ) = 0, an application of the Cauchy-Schwarz inequality yields
which by Assumption 2.7 is of the magnitude O(n −ν ), for arbitrary ν ≥ 0. Hence we conclude Let σ * n = Var(ε k,bn ). Since σ * n > 0 for large enough n, the Cauchy-Schwarz inequality and Assumption 2.1 imply
Then we obtain from the above and Lemma 6.4 (remains valid) 
n ), 1 ≤ h ≤ d n , and piecing everything together, the claim follows.
We will now construct an approximation for the random vector U * k . To this end, we first divide the set of integers {1, 2, . . .} into consecutive blocks H 1 , J 1 , H 2 , J 2 , . . . . Note that per construction, we have that {ξ k } k∈N is a sequence of independent random vectors with |ξ k | d = O( √ dm n b 2 n ). By Lemma 6.3, we can define a sequence of independent normal random vectors ξ * k = (. . . , ξ We thus obtain P max ) ≥ v n = O(exp(−n ε )), (6.6) and similar arguments show that there exists a sequence of independent normal random vectors η * k = (. . . , η Proof of Theorem 6.1. By Lemma 6.5 it suffices to establish the claim for {U * k } 1≤k≤n . This, however, is provided by Lemma 6.6.
