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Abstract. In this paper we give some results concerning the equiconver-
gence and equisummability of series in Jacobi polynomials.
1. Jacobi polynomials and series in the complex plane. Let
α > −1 and β > −1. The polynomials
{
P
(α,β)
n (z)
}+∞
n=0
defined by the equalities
P (α,β)n (z) =
(
n+ α
n
)
F
(
−n, n+ α+ β + 1, α+ 1; 1− z
2
)
,
z ∈ C, n = 0, 1, 2, . . . ,
where F (a, b, c; ζ) is the Gauss hypergeometric function, are called Jacobi poly-
nomials with parameters α and β.
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There exists a unique complex function h, holomorhpic in the region G =
C\[−1,+1], such that h2(z) = z2− 1 when z ∈ G and h(x) > 0 when x > 1. The
value of this function at any point z ∈ G is denoted by √z2 − 1. The function w
defined in G as
w(z) = z +
√
z2 − 1
is holomorphic in G. Moreover, w(z) 6= 0 and [w(z) + (w(z))−1]/2 = z when z ∈
G. Therefore, w(z) may be considered as an inverse of the Zhukovsky function.
As it is well known, the latter one is univalent in the region D = {w : |w(z)| > 1}
and maps it onto G. Hence, the function w maps G onto D. The function w is
meromorphic in the region G = C\[−1,+1] and lim
z→∞
w(z) =∞.
G. Szego¨ gives an asymptotic expansion for Jacobi polynomials in the
region G [4, Theorem 8.21.1]. From this expansion it follows the asymptotic
formula (n ≥ 1, p = 0, 1, 2, . . . )
(1.1) P (α,β)n (z) = ψ(z)n
−1/2(w(z))n
{
p∑
k=0
ϕk(z)n
−k + ϕn,p(z)
}
,
where ψ(z) 6= 0, {ϕk(z)}+∞k=0, {ϕn,p(z)}+∞n=1 (p = 0, 1, 2, . . . ) are a complex func-
tions holomorphic in the region G and
(1.2) ϕn,p(z) = O(n
−p−1) (n→∞)
uniformly on every compact subset of G. In particular, ϕ0(z) ≡ 1.
If p = 0, then it follows from (1.1) and (1.2) that [3, (II.3.1)]
(1.3) P (α,β)n (z) = ψ(z)n
−1/2(w(z))n{1 + ϕn,0(z)},
where ϕn,0(z) = O(n
−1) (n→∞) uniformly on every compact subset of G.
Suppose that r > 1. Denote by γ(r) the image of the circle C(0, r) =
{z ∈ C : z = r exp iθ, 0 ≤ θ ≤ 2pi} by the Zhukovsky transformation. As it is
well known, γ(r) is the ellipse with focuses at the points −1 and +1 and semiaxes
(r + r−1)/2 and (r − r−1)/2.
Let E(r) be the interior of γ(r). Further, we denote E(∞) = C, E(1) = ∅,
E∗(r) = C\E(r) (1 < r <∞), E∗(∞) = ∅ and E∗(1) = G.
The series of the kind
(1.4)
+∞∑
n=0
anP
(α,β)
n (z)
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has the name Jacobi series.
Theorem 1.1 [3, (IV.1.1), (a)]. If the series (1.4) converges at a point
z0 ∈ G, then it is absolutely uniformly convergent on every compact subset of the
region E(r) with r = |w(z0)|.
We remark that in the proof of this theorem it is used the asymptotic
formula (1.3).
Theorem 1.2 [3, (IV.1.1), (b)]. If
(1.5) r = max
{
1,
(
lim
n→+∞
sup |an|1/n
)
−1
}
,
then the series (1.4) is absolutely uniformly convergent on every compact subset
of the domain E(r) and diverges in E∗(r).
The equality (1.5) can be regarded as a formula of Cauchy-Hadamard
type for the Jacobi series. If r > 1, then the sum of the series (1.4) is a complex
function, holomorphic in the domain E(r).
2. (C, δ)-summability of a series. Let us remind that a series
(2.1)
+∞∑
n=0
un
is said to be (C, δ)-summable for δ > −1, if there exists
σ = lim
n→+∞
(Aδn)
−1
n∑
k=0
Aδ−1n−ksk,
where Aδk = Γ(k + δ + 1)/[Γ(k + 1)Γ(δ + 1)] (δ > −1; k = 0, 1, . . . ) and {sk}+∞k=0
are the partial sums of the series (2.1).
Usually the complex number σ is called (C, δ)-sum of the series (2.1).
Every convergent series is (C, δ)-summable for every δ > 0 and its (C, δ)-sum is
equal to its sum in the usual sense.
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3. Equisummability of Jacobi series. Let us to consider a series
of kind
(3.1)
+∞∑
n=1
ann
−1/2(w(z))n.
In the following proposition we give a relation between the series (1.4) and (2.1).
Theorem 3.1. Let δ > −1 and z0 ∈ G. Then the series (1.4) is (C, δ)-
summable at z0 if and only if the series (2.1) is (C, δ)-summable at z0.
P r o o f. Let p be an integer such that p > δ+1. Further, we assume that
a0 = 0.
Suppose that the series (1.4) is (C, δ)-summable for z = z0. Applying [2,
Theorem 46], we obtain that
(3.2) anP
(α,β)
n (z0) = o(n
δ) (n→∞).
We define the numbers µ1, µ2, . . . , µp by the following equalities
µ1 = ϕ1(z0)
µ2 = ϕ2(z0)− µ1ϕ1(z0)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
µp = ϕp(z0)−
p−1∑
j=1
ϕp−j(z0)µj.
If
bn = anP
(α,β)
n (z0){1− µ1n−1 − · · · − µpn−p},
then from [2, Theorem 74] it follows that the series
+∞∑
k=1
bn is (C, δ)-summable.
Using the asymptotic formulas (1.1) and (1.2), we conclude that
bn = ψ(z0)ann
−1/2(w(z0))
n{1 + dn,p(z0)},
where dn,p(z0) = O(n
−p−1) (n → ∞). Obviously, ψ(z0) 6= 0 and P (α,β)n (z0) 6= 0
(n = 1, 2, . . . ) Then, from (3.2), (1.1) and (1.2) it follows that
anψ(z0)n
−1/2(w(z0))
n = o(nδ) (n→∞).
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Further, we have
qn = ψ(z0)ann
−1/2(w(z0))
ndn,p(z0) = o(n
δ)O(n−p−1) (n→∞).
Since p > δ + 1 then
qn = O(n
−2) (n→∞).
Hence, the series
+∞∑
k=1
qn is convergent. Applying [3, Theorem 45] we de-
duce that this series is (C, δ)-summable. Then, from the equalities
ann
−1/2(w(z0))
n = bn/ψ(z0)− qn (n = 1, 2, . . . )
it follows that the series (3.1) is (C, δ)-summable.
Now, let us assume that the series (3.1) is (C, δ)-summable for z = z0.
Then
ann
−1/2(w(z0))
n = o(nδ) (n→∞).
This asymptotic formula and the asymptotic formula (1.2) yield
cn = ψ(z0)ann
−1/2(w(z0))
ndn,p(z0) = o(n
δ)O(n−p−1).
Since p > δ + 1, then cn = O(n
−2). Hence the series
+∞∑
k=1
cn converges.
According to [3, Theorem 45] it is (C, δ)-summable.
The series of the kind
+∞∑
n=1
an(w(z0))
nn−s−1/2,
where s = 1, 2, . . . , p, is (C, δ)-summable by Theorem 45 from [3]. Then, from
the equalities (n = 1, 2, . . . )
anP
(α,β)
n (z0) = ψ(z0)ann
−1/2(w(z0))
n + ψ(z0)
p∑
s=1
an(w(z0))
nϕs(z0)n
−s−1/2 + cn
it follows that the series (3.1) is (C, δ)-summable for z = z0. Thus Theorem 3.1
is proved. 
Having in mind the proof of Theorem 3.1 it is easy to establish the fol-
lowing result:
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Theorem 3.2. If δ > −1 and K is a compact subset of the region G,
then the series (1.4) is uniformly (C, δ)-summable on K if and only if the series
(3.1) is uniformly (C, δ)-summable on K.
The following statement is a corollary of Theorem 3.1.
Theorem 3.3. If z0 ∈ G, then the series (1.4) converges for z = z0 if
and only if the series (3.1) converges for z = z0.
Theorems 3.1 and 3.3 can be called Theorems for equisummability and
equiconvergence of Jacobi series, respectively.
4. Fatou-Riesz theorem for Jacobi series. Let
(4.1)
+∞∑
n=0
ant
n
be a power series with finite and different from zero radius r of convergence
and g(t) be a sum of (4.1) in the region int{C(0, r)}. It is well known that if
the coefficients {an}+∞n=0 satisfy certain additional conditions, there is a relation
between the regular points of the function g(t) on the circumference C(0, r) and
the behaviour of (4.1) on the same circumference. The following result holds [6,
(9.21)].
Theorem 4.1 (Fatou-Riesz). If the power series (4.1) has a finite radius
r of convergence and anr
n = o(nδ) (n → +∞) for some δ > −1, then the series
(4.1) is uniformly (C, δ)-summable on every close arc of C(0, r), all points of
which are regular for the function f(t).
V. Yatsun in [5] described the relations between the singular points of
Jacobi series (1.5) and those of the corresponding power series (4.1). In particular
it follows from his main statement:
Theorem 4.2. Let 1 < r = lim
n→+∞
sup |an|1/n < +∞ and z0 ∈ γ(r) be a
regular point for the sum f(z) of (1.4) in E(r). Then t0 = w(z0) ∈ C(0, r) is a
regular point for the sum g(t) of (4.1).
Using Theorems 4.1 and 4.2 we are going to prove a theorem for the
Jacobi series, which is similar to Theorem 4.1.
Theorem 4.3 [1]. Suppose that r from (1.4) satisfies the inequalities
1 < r < +∞ and anrn = o(nδ) (n → +∞) for some δ > −1/2. Then the series
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(1.4) is uniformly (C, δ − 1/2)-summable on every close arc γ1 ⊂ γ(r), all points
of which are regular for the sum f(z) of (1.4).
P r o o f. Let γ∗1 = {t : t = w(z), z ∈ γ1}. Obviously, γ∗1 is a close arc of the
circumference C(0, r). According to Theorem 4.2 all point of this arc are regular
for the sum g(t) of (4.1). Then, using Theorem 4.1 the series (4.1), we obtain
that this series is uniformly (C, δ)-summable on the arc γ∗1 . Then, the series
+∞∑
n=1
ant
n
is also uniformly (C, δ)-summable on the arc γ∗1 . Using [2, Theorem 76], we obtain
that the series
+∞∑
n=1
ann
−1/2tn
is uniformly (C, δ − 1/2)-summable on the arc γ∗1 . Hence, the series (3.1) is
uniformly (C, δ − 1/2)-summable for z ∈ γ1. According Theorem 3.2 the series
(1.5) is uniformly (C, δ − 1/2)-summable on the arc γ1. Thus Theorem 4.3 is
proved. 
Remark. The proof of Theorem 4.3 is considerably shorter than its
proof given in [1].
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