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General Introduction 
The development of a methodology for the estimation of the information flow between 
different and differently specialized cerebral areas, starting from non-invasive measurements 
of the neuro-electrical brain activity, has gained more and more importance in the field of 
Neuroscience, as an instrument to investigate the neural basis of cerebral processes. In fact, 
the knowledge of the complex cerebral dynamics underlying human cognitive processes 
cannot be fully achieved by the reconstruction of temporal/spectral activations of different 
parts of the brain. The description of the brain circuits involved in the execution of a task is a 
crucial point for understanding the mechanisms at the basis of the specific function under 
examination, as well as for the development of applications in the clinical and rehabilitation 
fields. 
In the last two decades, several approaches were developed and applied to 
neuroelectrical signals in order to estimate the connectivity patterns elicited among cerebral 
areas. Several studies investigated the properties of all the available methods providing 
different solutions for different application fields and highlighting the best approaches able to 
reproduce the brain circuits related to non-invasive EEG measurements.  
The theory of Granger Causality (1969), based on the statistical studies on causality by 
Norbert Wiener (1956), is one of the most generally adopted in EEG based connectivity 
studies, due to its many advantages in terms of  generality, easiness, and possibility to provide 
a fully multivariate analysis of brain circuits in terms of existence, strength, direction of the 
functional links. At the same time, this method avoids the necessity of a priori information on 
the brain circuits under investigation. Since it provides not a mere description of a 
synchronicity between distant brain structures, but an hypothesis on the brain circuits, 
including the influence exerted by a neural system to the others, it can be considered an 
estimator of the so-called effective connectivity. 
Notwithstanding the advancements provided in this respect during the last twenty 
years, the main problem still unsolved regards the stability and reliability of the connectivity 
patterns obtained from Granger Causality-based approaches. Such issue still needs to be 
solved in order to provide an instrument really able to fulfill clinical and applicative purposes, 
where the reliability of the results and their consistence among the population are mandatory. 
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For this reason, my main aim during the three years of my PhD course was to study, 
develop and refine methodologies for effective connectivity estimation allowing to overcome 
the limitations of existent procedures with the aim to produce a valid tool able to reliably 
describe human connectivity networks and their global and local properties in different 
application fields.  
The main aims of my PhD thesis can be summarized by two main goals: 
1. METHODOLOGICAL AIMS 
Development of a stable, consistent and reproducible procedure for effective 
connectivity estimation with a high impact on neuroscience field in order: 
1. To avoid the a priori selection of the channels or brain regions to be included 
in the model 
2. To assess the significance of functional connections, including the corrections 
for multiple comparisons 
3. To consistently describe relevant properties of the brain networks 
4. To accurately describe the temporal evolution of effective connectivity 
patterns 
2. APPLICATIVE AIMS 
1. Testing the new methodologies on real data in order to evaluate their 
application field. 
2. to find quantifiable descriptors, based on brain connectivity indexes, of 
resting condition and cognitive processes (attention, memory)  
In order to reach these two main goals I followed the roadmap reported in the figure below.  
In particular, the first year was dedicated to the study of the state of the art of all 
methodologies for effective connectivity estimation and to the refining of existent approaches 
for the estimation of connectivity patterns in the stationary case, i.e. when the statistical 
properties of the data can be considered stable during the observation window of our 
experiments. During the second year I faced the problem of statistically validating the 
estimated connectivity patterns, by comparing the existent assessing methodologies in an 
extensive simulation study with the aim to understand which was the best approach to be used 
in relation to the quality of the available data. Moreover, for the first time in connectivity 
field, I introduced corrections for multiple comparisons in the statistical validation process in 
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order to avoid the occurrence of false positives which might affect the topology of validated 
connectivity networks. The third year was dedicated to three important issues regarding the 
necessities i) to include all the sources in the model used for connectivity estimation, ii) to 
follow the temporal dynamics of connectivity patterns with a time varying approach and iii) to 
reliably extract indexes characterizing in a stable way the main properties of investigated 
networks. 
 
The structure of the thesis reflects the route followed during these three years with the 
aim to produce a valid tool able to consistently and reliably estimate connectivity patterns 
and investigate their properties.  
In Section I, after a description of the state of the art of stationary connectivity, an 
extensive simulation study aiming at comparing the two existent assessing methods under 
different conditions of data quality was described. 
In Section II, a simulation study comparing the two more advanced methodologies for 
the estimation of time-varying Granger Causality connectivity was proposed. 
In Section III, after a brief introduction on the concepts at the basis of graph theory, a 
study demonstrating how the procedure for the extraction of graph indexes from the 
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connectivity matrix can affect the topological properties of the investigated networks was 
provided. 
In Section IV, all the developed methodologies were tested on real data in two 
neuroscience applications regarding the investigation of resting state brain networks and 
cognitive processes such as attention and memory in humans.   
 
 
 Section I 
Statistical assessment of stationary functional 
connectivity patterns estimated on non-invasive 
EEG measures 
INTRODUCTION 
STATISTICAL ASSESSMENT OF CONNECTIVITY PATTERNS: STATE OF THE ART  
Multivariate Methods for the Estimation of Connectivity 
Partial Directed Coherence  
Statistical tests for the assessment of connectivity patterns  
Shuffling Method: Empirical Distribution  
Asymptotic Statistic Method: Theoretical Distribution  
Reducing the occurrence of Type I errors in assessment of connectivity patterns  
False Discovery Rate  
Bonferroni adjustment  
COMPARING METHODS FOR THE STATISTICAL ASSESSMENT OF CONNECTIVITY PATTERNS: A 
SIMULATION STUDY  
The Simulation Study  
Signal Generation  
Evaluation of performances  
Statistical Analysis  
Results  
Discussion 
CONCLUSION  
SECTION I REFERENCES  
_______________________________________________________________________________________________
         
Introduction 
In neuroscience field, the concept of brain connectivity (i.e. how the cortical areas 
communicate one to each other) is central for the understanding of the organized behavior of 
cortical regions beyond the simple mapping of their activity (Horwitz, 2003; Lee et al., 2003). 
In the last two decades several studies have been carried on in order to understand neuronal 
networks at the basis of mental processes, which are characterized by lots of interactions 
between different and differently specialized cortical sites. Connectivity estimation techniques 
aim at describing interactions between electrodes or cortical areas as connectivity patterns 
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holding the direction and the strength of the information flow between such areas. The 
functional connectivity between cortical areas is then defined as the temporal correlation 
between spatially remote neurophysiologic events and it could be estimated by using different 
methods both in time as well as in frequency domain based on bivariate or multivariate 
autoregressive models (Blinowska, 2011; Kaminski and Blinowska, 1991; Sameshima and 
Baccalá, 1999; Turbes et al., 1983). Several studies have proved the higher efficiency in 
estimating functional connectivity of methods, such as Directed Transfer Function (DTF) 
(Kaminski and Blinowska, 1991) or Partial Directed Coherence (PDC) (Baccalá and 
Sameshima, 2001), which are defined in frequency domain and based on the use of 
multivariate autoregressive (MVAR) models built on original time-series (Kus et al., 2004). 
In fact the bivariate approach is affected by a high number of false positives due to the 
impossibility of the method in discarding a common effect on a couple of signals of a third 
one acquired simultaneously (Blinowska et al., 2004). Moreover the bivariate methods give 
rise to very dense patterns of propagation, thus it is impossible to find the sources of 
propagation (Blinowska et al., 2010; David et al., 2004). The PDC technique has been 
demonstrated (Baccalá and Sameshima, 2001) to rely the concept of Granger causality 
between time series (Granger, 1969), according to which an observed time series x(n) causes 
another series y(n) if the knowledge of x(n)’s past significantly improves prediction of y(n). 
Moreover, the PDC is also of particular interest because it can distinguish between direct and 
indirect connectivity flows in the estimated connectivity pattern better than Directed Transfer 
Function (DTF) and its direct modified version, the dDTF (Astolfi et al., 2007).  
Random correlations between signals induced by environmental noise or by chance can lead 
to false detection of links or to the loss of true existing connections in the connectivity 
estimation process. In order to minimize this phenomenon, the process of functional 
connectivity estimation has to be followed by a procedure able to assess the statistical 
significance of estimated networks, distinguishing the estimated connectivity patterns from 
the null case. As PDC functions have a highly nonlinear relation to the time series data from 
which they are derived, the distribution of such estimator in the null case has not been well 
established for several years. Therefore, several methods have been introduced in order to 
build the PDC distribution in an empirical way (Kaminski et al., 2001; Sameshima and 
Baccalá, 1999). The first one, the Spectral Causality Criterion, consisted in the use of the 
threshold value 0.1 for all the connections, directions and frequency samples included in the 
analysis (Sameshima and Baccalá, 1999). Its non-dependence from the data subjected to 
effective connectivity analysis led to the development of a data-driven approach, the shuffling 
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procedure, able to empirically build the null-case distribution by shuffling the phase of the 
investigated signals. Such approach had the advantage to increase the accuracy of estimation 
approach but at the same time the disadvantage to reduce the speed of validation process, 
being based on a time consuming approach. Only in 2007 the real distribution of PDC in the 
null-case was asimptotically theorized (Takahashi et al., 2007), allowing to increase the 
accuracy of validation process and reducing the computational time required for empirical 
methods.  
All the assessing methods required the definition of a significance level to be applied in order 
to evaluate the statistical threshold for each possible connection between signals in the 
multivariate dataset and for each frequency sample. Due to the high number of statistical 
assessments performed simultaneously, it is necessary to apply corrections to the significance 
level imposed in the validation process, in order to prevent the occurrence of type I errors 
(Nichols and Hayasaka, 2003). In fact, statistical theory offers a lot of solutions for adequately 
manage the occurrence of type I errors during the execution of multiple univariate tests, such 
as the traditional Bonferroni adjustment (Bonferroni, 1936) or the more recent False 
Discovery Rate (FDR) (Benjamini and Yekutieli, 2001; Benjamini and Hochberg, 1995).  
Even if the Shuffling method for statistical validation of connectivity patterns has been 
proposed in literature since 2001, a comprehensive analysis of its performances under 
different conditions of signal-to-noise ratio (factor SNR) and signal lengths (factor LENGTH) 
was not available in literature before my PhD. In addition, the definition of a new assessing 
method allowed to make comparisons between the two procedures in terms of percentages of 
type I and type II errors occurred during the validation process in order to highlight the best 
assessing procedure to be applied also in relation with the quality (SNR level) and amount of 
available data. Moreover, for the first time in the functional connectivity field, I proposed the 
introduction of corrections for multiple comparisons in the assessment process of connectivity 
patterns, also studying their effects on the validated networks.  
In the present section of my thesis, first of all I briefly describe the methods available at the 
moment for assessing the estimated functional connectivity patterns and for adjusting the 
significance level of statistical test by taking into account multiple comparisons. This 
overview was followed by a description of the simulation study performed in order to 
compare the performances achieved by the two validation methods in terms of both false 
positives and false negatives under different condition of signal to noise ratio (SNR) and 
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amount of data available for the analysis. In particular the study allowed to address the 
following specific questions: 
1) Is the Shuffling procedure a reliable method for preventing the occurrence of type I 
and type II errors? 
2) How the statistical corrections for multiple comparisons affect the performances of 
Shuffling procedure? 
3) Known the high computational complexity of the procedure based on empirical 
reconstruction of null-case distribution (shuffling), can the method based on its 
theoretical definition (Asymptotic Statistic) substitute it in the assessment of 
connectivity patterns? 
4) Does the definition of PDC estimator (normalization according to columns or rows) 
influence the performances of the two assessing methods?  
5) How are the performances of the two methods influenced by different factors affecting 
the recordings, like the signal-to-noise ratio (factor SNR) and the amount of data at 
disposal for the analysis (factor LENGTH)? 
In order to answer these questions, a simulation study was performed, on the basis of a 
predefined connectivity scheme which linked several modeled cerebral areas. Functional 
connections between these areas were retrieved by the estimation process under different 
experimental SNR and LENGTH conditions. Analysis of variance (ANOVA) and Duncan’s 
pairwise comparisons were applied in order to: i) evaluate the effect of different factors such 
as SNR and data length on the percentages of false positives and false negatives occurred 
during the validation process; ii) compare the existent Shuffling procedure with the new 
Asymptotic Statistic approach in order to understand the best assessing method also in 
relation to the quality of data available for the analysis. 
 
  
Statistical Assessment of Connectivity Patterns: State of 
the Art 
Multivariate Methods for the Estimation of Connectivity 
Let Y be a set of signals, obtained from non-invasive EEG recordings or from the 
reconstruction of neuro-electrical cortical activities based on scalp measures: 
T
N tytytyY )](),...,(),([ 21=                                                                (1.1) 
where t refers to time and N is the number of electrodes or cortical areas considered. 
Supposing that the following MVAR process is an adequate description of the dataset Y: 
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where Y(t) is the data vector in time, E(t) = [e1(t),…,en(t)]T is a vector of multivariate zero-
mean uncorrelated white noise processes, Λ(1),Λ(2),…,Λ(p) are the NxN matrices of model 
coefficients and p is the model order, usually chosen by means of the Akaike Information 
Criteria (AIC) for MVAR processes (Akaike, 1974).  
Once an MVAR model is adequately estimated, it becomes the basis for subsequent spectral 
analysis. To investigate the spectral properties of the examined process, Eq. (1.2) is 
transformed to the frequency domain: 
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and Δt is the temporal interval between two samples. 
Partial Directed Coherence 
The Partial Directed Coherence (PDC) (Baccalá and Sameshima, 2001) is a full multivariate 
spectral measure, used to determine the directed influences between pairs of signals in a 
multivariate data set. PDC is a frequency domain representation of the existing multivariate 
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relationships between simultaneously analyzed time series that allows the inference of 
functional relationships between them. This estimator was demonstrated to be a frequency 
version of the concept of Granger causality (Granger, 1969), according to which a time series 
x[n] can be said to have an influence on another time series y[n] if the knowledge of past 
samples of x significantly reduces the prediction error for the present sample of y. 
It is possible to define PDC as 
 
∑
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)(π                   (1.5) 
which bears its name by its relation to the well-known concept of partial coherence (Baccalá, 
2001). The PDC from node j to node i, πij(f), describes the directional flow of information 
from the signal yj(n) to yi(n), whereupon common effects produced by other signals yk(n) on 
the latter are subtracted leaving only a description that is exclusive from yj(n) to yi(n). PDC 
squared values are in the interval [0;1] and the normalization condition  
1)(
1
2
=∑
=
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n
nj fπ                                                 (1.6) 
is verified. According to this normalization, πij(f) represents the fraction of the information 
flow of node j directed to node i, as compared to all the j’s interactions with other nodes.  
Even if this formulation derived directly from information theory, the original definition was 
modified in order to give a better physiological interpretation to the estimate results achieved 
on electrophysiological data. In particular, a new type of normalization, already used for 
another connectivity estimator such as Directed Transfer Function (Kaminski and Blinowska, 
1991) was introduced. Such normalization consisted in dividing each estimated value of PDC 
for the root squared sums of all elements of the relative row, obtaining the following 
definition:  
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Even in this formulation PDC squared values are in the range [0;1] but the normalization 
condition is as follows: 
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Moreover, a squared formulation of PDC has been introduced and can be defined as follows 
for the two types of normalization: 
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The main difference with respect to the original formulation is in the interpretation of these 
estimators. Squared PDC can be put in relationship with the power density of the investigated 
signals and can be interpreted as the fraction of ith signal power density due to the jth measure. 
The higher performances of squared methods in respect to simple PDC have been 
demonstrated in a simulation study. Such study revealed higher accuracy, for the methods 
based on squared formulation of PDC, in the estimation of connectivity patterns on data 
characterized by different lengths and signal to noise ratio (SNR) and in distinction between 
direct and indirect pathways (Astolfi et al., 2006). 
Statistical tests for the assessment of connectivity patterns 
Random correlation between signals induced by environmental noise or by chance can lead to 
the presence of spurious links in the connectivity estimation process. In order to assess the 
significance of estimated patterns, the value of functional connectivity for a given pair of 
signals and for each frequency, obtained by computing PDC, has to be statistically compared 
with a threshold level which is related to the lack of transmission between considered signals 
(Fig. 1.1). Due to the high nonlinear dependence of the PDC from the estimated MVAR 
parameters, the theoretical distribution for such estimator in the null case has been not known 
until few years ago. For this reason different procedures for empirically reconstructing the 
distribution of the PDC in the null case (absence of connection) were developed in order to 
extract statistical thresholds to be compared with the inferred patterns by means of statistical 
tests for a fixed significance level α. 
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Figure 1.1 – Flow-chart describing the statistical validation process of functional connectivity  
 
The first assessing method was introduced by Schnider for the directed coherence estimator 
(Schnider et al., 1989) and then was applied to PDC by Sameshima and Baccalà (Sameshima 
and Baccalá, 1999) with the name of Spectral Causality Criterion (SCC). It consists in the use 
of the same threshold, set to 0.1, for all the frequencies and for all the couples and directions, 
below which the connectivity value is considered due to chance. This criterion, which is 
simplex to be applied and does not require any computation, has been demonstrated 
corresponding to the application of a percentile of 99% on the null case distribution achieved 
empirically by estimating  functional connectivity on simulated couples of independent white 
noise (Gourévitch et al., 2006).  
In order to improve the accuracy of the validation process, new methods based on the 
computation of a significance threshold, depending on the data, for each link and for each 
frequency were developed. The shuffling is a time consuming procedure, introduced in 2001 
(Kaminski et al., 2001), which allows to achieve a distribution for the null case by iterating 
the PDC estimation on different surrogate data sets obtained by shuffling the original traces in 
order to disrupt the temporal relations between them. The shuffling procedure may involve 
the phases of the signals in the frequency domain or the samples of data in time domain (Faes 
et al., 2009). The necessity to reduce the time required for the computation of statistical 
thresholds in Shuffling procedure, led to the development of a recent validation approach 
based on the theoretical distribution of the PDC, which tends asymptotically to a χ2-
distribution in the null case (lack of transmission) (Takahashi et al., 2007; Schelter et al., 
2006). A detailed description of the two validation procedures can be found below. 
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Shuffling Method: Empirical Distribution 
Shuffling method is based on the generation of sets of surrogate data (Theiler et al., 1992), 
obtained shuffling the time series of each channel. Data shuffling can be computed in 
different ways, although the most used is the phase shuffling. In particular, original data are 
transformed from time domain to frequency domain by means of Fourier Transform; the data 
phases are mixed without modifying their amplitude and shuffled signals are taken back in the 
time domain. This procedure is able to save the amplitude of the power spectrum, but at the 
same time to disrupt causal links between signals. A MVAR model is fitted to surrogate data 
set and connectivity estimates are derived from the model. Iterating this process many times, 
each time on a new surrogate data set, allows to build an empirical distribution of the null 
hypothesis for the causal estimator (Kamiński et al., 2001). Once obtained the empirical 
distribution, the significance of the estimated connectivity patterns for a fixed significance 
level is assessed. In particular, the threshold value, below which the estimated connection is 
due to the case, is evaluated for each couple of signals and for each frequency by applying a 
percentile, corresponding to a predefined significance level, on the null-case empirical 
distribution computed for the correspondent link. The only connections whose values exceed 
the thresholds are considered as not due to the case.  
Asymptotic Statistic Method: Theoretical Distribution 
The only way to reduce the computational time required for statistical assessment process and 
to improve its accuracy is to use the theoretical distribution of FC for the null case instead 
building its empirical approximation by a time consuming procedure. Recently, Schelter et al. 
introduced the concept that PDC estimator for the not-null hypothesis is asymptotically 
normally distributed, while it tends to a χ2-distribution in the null case (Schelter et al., 2006). 
Relying on this statement, it is possible to derive the null-case distribution of PDC from the 
acquired signals by applying a Monte Carlo method able to reshape the data on a χ2-
distribution to be used in the assessment process. Details about the method can be found in 
Takahashi et al. (Takahashi et al., 2007). Once obtained the null case distribution, the 
procedure of validation is applied as already explained in the previous section for the 
shuffling method. 
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Reducing the occurrence of Type I errors in assessment of connectivity 
patterns 
The statistical validation process has to be applied on each couple of signals for each direction 
and for each frequency sample. This necessity leads to the execution of a high number of 
simultaneous univariate statistical tests with evident consequences in the occurrence of type I 
errors. The statistical theory provides several techniques that could be usefully applied in the 
context of the assessment of connectivity patterns in order to avoid the occurrence of false 
positives.  
The family-wise error rate represents the probability of observing one or more false positives 
after carrying out simultaneous univariate tests. Supposing to have m null hypotheses 
H1, H2, ..., Hm. Each hypothesis could be declared significant or non-significant by means of a 
statistical test. Tab.1.1 summarizes the situation after multiple significance tests are 
simultaneously applied: 
 Null hypothesis is True Alternative hypothesis is True Total 
Declared significant V S R 
Declared non-significant U T m - R 
Total m0 m – m0 m 
Table 1.1 – Table explaining the concept of family-wise error rate 
 
where: 
- m0 is the number of true null hypotheses 
- m-m0 is the number of true alternative hypotheses 
- V is the number of false positives (Type I error) 
- S is the number of true positives 
- T is the number of false negatives (Type II error) 
- U is the number of true negatives  
- R is the number of rejected null hypotheses 
 The FWER is the probability of making even one type I error in the family: 
)1Pr( ≥= VFWER                      (1.11) 
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Many methodologies are available for preventing type I errors (Nichols and Hayasaka, 2003), 
but in the following sections I limit the discussion to False Discovery Rate (FDR) and 
Bonferroni adjustments, which are the most used methodologies in neuroscience field.  
False Discovery Rate 
The false discovery rate (FDR), suggested by Benjamini and Hochberg (1995) is the expected 
proportion of erroneous rejections among all rejections. Considering V as the number of false 
positives and S as the number of true positives, the FDR is given by: 




+
=
SV
VEFDR                                      (1.12) 
where E[] is the symbol for expected value.  
In the following I reported the False Discovery Rate controlling procedure described by 
Benjamini and Hochberg in 1995. Let H1, H2,…, Hm be the null hypotheses, with m as the 
number of univariate tests to be performed, and p1, p2, …, pm their corresponding p-values. 
Let order in ascending order the p-values as p(1) ≤ p(2) ≤ … ≤ p(m) and then select the largest 
i (i=k) for which the condition 
 α
m
iPi ≤)(                            (1.13) 
is verified.  
At the end, the hypotheses Hi with i=1, …, k have to be rejected.  
In the case of independent tests, an approximation for evaluating corrected significance level 
has been introduced (Benjamini and Hochberg, 1995; Benjamini and Yekutieli, 2001): 
αβ
m
m
2
)1(* +=                                       (1.14) 
In this case the new level of significance is β*. Such value guarantees that each test is 
performed with the imposed significance α.  
Bonferroni adjustment 
The Bonferroni adjustment (Bonferroni, 1936) starts from the consideration that if I perform 
N univariate tests, each one of them with an unknown significant probability α, the probability 
p that at least one of the test is significant is given by (Zar, 2010):  
αNp <                                       (1.15) 
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In other words this means that if N = 20 tests are performed with the usual probability α = 
0.05, at least one of them became significant statistically by chance alone. However, the 
Bonferroni adjustment required that the probability p for which this event could occur (i.e., 
one result will be statistically significant by chance alone) could be equal to α. By using the 
Eq. (1.15), the single test will be performed at a probability 
N/* αβ =                            (1.16) 
This β* is the actual probability at which the statistical tests are performed in order to 
conclude that all of the tests are performed at α level of statistical significance, Bonferroni 
adjusted for multiple comparisons. The Bonferroni adjustment is quite flexible since it does 
not require the hypothesis of independence of the data to be applied. 
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Comparing Methods for the Statistical Assessment of 
Connectivity Patterns: A Simulation Study 
The Simulation Study 
In order to compare the two methodologies available at the moment for assessing the 
significance of connectivity patterns, I performed a simulation study in which the 
performances achieved for the two methods were evaluated under different conditions of SNR 
and amount of data available for the analysis. 
The simulation study was composed by the following steps: 
1) Generation of several sets of test signals simulating activations at scalp or cortical 
levels. These datasets were generated in order to fit a predefined connectivity model 
and to respect imposed levels of some factors. These factors were the SNR (factor 
SNR) and the total length of the data (factor LENGTH). 
2) Estimation of the cortical connectivity patterns obtained in different conditions of 
SNR and data LENGTH by means of sPDCcol (squared PDC normalized according to 
columns), sPDCrow (squared PDC normalized according to rows) and sPDCnn 
(squared PDC not normalized). The normalization was applied before and after the 
validation process (factor NORMTYPE). 
3) Application of the two different methods, the shuffling and asymptotic statistic 
procedures (factor VALIDTYPE), for assessing significance of estimated connectivity 
patterns. The evaluation of significant thresholds in both methods was computed 
applying a significance level of 0.05 in three different cases: no correction, corrected 
for multiple comparisons by means of FDR and Bonferroni adjustments (factor 
CORRECTION). 
4) Computation of the total percentage of false positives and false negatives occurred in 
the assessment of significance of connectivity patterns for all the considered factors.  
5) Statistical analysis of percentage of both false positives and negatives by means of 
ANOVA for repeated measures in order to evaluate the effects of some factors (SNR, 
LENGTH, CORRECTION, NORMTYPE ) on the performances achieved by means 
of the two validation methods.  
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Signal Generation 
Different simulated datasets were generated fitting a predefined model, which is reported in 
Fig. 1.2, composed by 4 cortical areas and imposing different levels of Signal to Noise Ratio 
(factor SNR) and data length (factor LENGTH).  
 
Figure 1.2 - Connectivity model imposed in the generation of testing dataset. x1,…, x4 represent the signals of four 
electrodes or cortical regions of interest. aij represents the strength of the imposed connection between nodes i and j, 
while τij represents the delay in transmission applied between the two signals xi and xj in the generation of the dataset. 
The values chosen for connections strength are a12=0.5, a13=0.4 a14=0.2, a23=0.08, while the values set for delays in 
transmission are τ12=10s, τ13=10s, τ14=5s, τ23=20s at sampling rate of 200Hz. 
 
x1(t) is a real signal acquired at the scalp level during a high resolution EEG recording session 
(61 channels) involving a healthy subject during the rest condition. The other signals          
x2(t), …, x4(t) were iteratively achieved according to the predefined scheme reported in      
Fig. 1.2. In particular, the signal xj(t) is obtained adding uncorrelated Gaussian white noise to 
all the contributions of other signals xi(t) (with i≠j), each of which amplified of aij and delayed 
of τij. The scheme is composed by 3 direct arcs (1 → 2; 1 → 4; 2 → 3), a direct-indirect arc   
(1 → 2 → 3) between node 1 and node 3 through node 2 and 8 “null” arcs, i.e. 8 pairs of ROIs 
which are not linked, not directly nor indirectly. Coefficients for connection strengths used in 
the imposed model are a12=0.5, a13=0.4 a14=0.2, a23=0.08. These values are chosen in a 
realistic range which is typical of connectivity patterns estimated on data recorded during 
memory, motor and sensory tasks (Astolfi et al., 2009; Büchel and Friston, 1997). In 
particular the low value chosen for the connection between nodes 2 and 3 was introduced with 
the aim to test the accuracy of validation process even for weak connections. The values used 
for the delay in transmission are τ12=2, τ13=2, τ14=1, τ23=4 data samples which correspond to 
τ12=10 ms, τ13=10 ms, τ14=5 ms, τ23=20 ms at a sampling rate of 200 Hz. 
The procedure of signal generation was repeated under the following conditions: 
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- SNR factor = [ 0.1; 1; 3; 5; 10] 
- LENGTH factor = [3000; 10000; 20000; 30000] data samples corresponding to a 
signal length of [15; 50; 100; 150] s, at a sampling rate of 200 Hz. 
The levels chosen for both SNR and LENGTH factors cover the typical range for the cortical 
activity estimated during high resolution EEG experiments. 
The MVAR models was estimated by means of Nuttall-Strand method, or multivariate Burg 
algorithm, which is one of the most common estimators for MVAR models and has been 
demonstrated to provide the most accurate results (Marple, 1987; Kay, 1988; Schlögl, 2006). 
Evaluation of performances 
A statistical evaluation of accuracy in assessing significance of estimated connectivity 
patterns was required to compare the two considered validation methods. The accuracy was 
quantified by means of two indicators, which are the percentages of false positives and of 
false negatives committed during the statistical assessment of estimated networks. These 
percentages were obtained comparing the results of connectivity estimation with the imposed 
connection scheme.  
The percentage of false positives was computed considering the number of nodes pairs 
between which the estimated connectivity value was significantly different from null case 
while the imposed value in the predefined model was zero (no connection). In particular the 
percentage of false positives (FP%) was defined as follows: 
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where [fstart fend] is the frequency range in which the PDC was computed, n+model is the number 
of not “null” connections in the imposed model and K+(n,f) is 
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where ),(~ fnaij  and ),( fnaij  are the boolean expressions for the estimated and the imposed 
PDC values respectively. In fact ),(~ fnaij  is set to 1 when the PDC value for the link n and at 
frequency f exceeds the significance threshold and is set to 0 when PDC value for the link n 
and at frequency f is below the statistical threshold, while ),( fnaij  is set to 1 when the 
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imposed value is different from zero and is set to 0 when the imposed value in the model is 
zero. 
The percentage of false negatives was computed considering the number of nodes pairs 
between which the estimated connectivity value was not significantly different from null case 
while its imposed value was different from zero in the predefined model. In particular the 
percentage of false negatives (FN%) was defined as follows: 
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where [fstart fend] is the frequency range in which the PDC was computed, n-model is the number 
of “null” connections in the imposed model and K-(n,f) is 
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where ),(~ fnaij  and ),( fnaij  are the boolean expressions for the estimated and the imposed 
PDC values respectively, define as describe above.  
Both indexes were computed for the two validation methods (factor VALIDTYPE), for 
different normalization types (factor NORMTYPE) and for a significance level of 0.05 not 
corrected and corrected with FDR and Bonferroni adjustments (factor CORRECTION). 
Simulations were performed by repeating for 100 times each generation-estimation procedure, 
in order to increase the robustness of the following statistical analysis. 
Statistical Analysis 
The percentages of false positives and false negatives were subjected to separate ANOVAs. 
First, I performed a four-way ANOVA aiming at studying the effect of different 
normalizations applied to PDC spectral estimator (NORMTYPE) on the percentages of false 
positives and false negatives occurred during estimation process, taking into account several 
factors such as the SNR, the length of data used for the processing (LENGTH) and the use of 
different methods of corrections for multiple comparisons (CORRECTION). The within main 
factors of the ANOVA were NORMTYPE (with five levels: NoNorm → no normalization, 
NormRowPre → rows normalization before statistical validation, NormRowPost → rows 
normalization after statistical validation, NormColPre → columns normalization before 
statistical validation, NormColPost → columns normalization after statistical validation), 
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SNR (with five levels: 0.1, 1, 3, 5, 10), LENGTH (with four levels: [3000, 10000, 20000 
30000] data samples, corresponding to a signal length of [15, 50, 100, 150] s, at a sampling 
rate of 200 Hz) and CORRECTION (with three levels: no correction, FDR and Bonferroni). 
The dependent variables were both the percentages of false positives and false negatives 
occurred during the validation process. Duncan’s pairwise comparisons were then performed 
in order to better understand the significance between different levels of the same factor or 
between different factors within the same level. This analysis was executed on the 
connectivity networks validated applying both Shuffling and Asymptotic Statistic procedures.  
The second analysis was a four-way ANOVA aiming at comparing the two validation 
procedures (VALIDTYPE) in terms of both percentages of false positives and false negatives 
occurred during estimation process, taking into account different factors such as the SNR, the 
length of the data subject to the processing (LENGTH) and the use of different methods of 
corrections for multiple comparisons (CORRECTION). The within main factors of the 
ANOVA were VALIDTYPE (with two levels: Shuffling and Asymptotic Statistic 
procedures), SNR (with five levels: 0.1, 1, 3, 5, 10), LENGTH (with four levels: [3000, 
10000, 20000 30000] data samples, corresponding to a signals length of [15, 50, 100, 150] s, 
at a sampling rate of 200 Hz) and CORRECTION (with three levels: no correction, FDR and 
Bonferroni). The dependent variables were both the percentages of false positives and false 
negatives occurred during the validation process. Duncan’s pairwise comparisons were then 
performed. This analysis was executed on the connectivity patterns achieved by applying each 
type of normalization (rows, columns or none). 
The third analysis was a four-way ANOVA aiming at comparing the two validation 
procedures (VALIDTYPE) in terms of percentages of false positives occurred during 
estimation process focalizing the attention on each link (LINK) and taking into account 
different factors such as the SNR, the length of data used for the processing (LENGTH) and 
the use of different methods of corrections for multiple comparisons (CORRECTION). The 
within main factors of the ANOVAs were LINK (with eight levels: 2→1, 3→1, 4→1, 3→2, 
4→2, 4→3, 2→4, 3→4), SNR (with five levels: 0.1, 1, 3, 5, 10), LENGTH (with four levels: 
[3000, 10000, 20000 30000] data samples, corresponding to a signals length of [15, 50, 100, 
150] s, at a sampling rate of 200 Hz) and CORRECTION (with three levels: no correction, 
FDR and Bonferroni). The dependent variable was the percentage of false positives occurred 
during the validation process. Duncan’s pairwise comparisons were then performed. This 
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analysis was executed on the connectivity patterns validated applying both Shuffling and 
Asymptotic Statistic procedure. 
 FACTORS p F 
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NORMTYPE 0.89 0.28 
NORMTYPE x SNR 0.056 1.69 
NORMTYPE x LENGTH 0.9 0.55 
NORMTYPE x CORRECTION 0.84 0.52 
FA
L
SE
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S NORMTYPE 0.59 0.69 
NORMTYPE x SNR 0.11 1.46 
NORMTYPE x LENGTH 0.94 0.46 
NORMTYPE x CORRECTION 0.11 1.64 
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NORMTYPE < 0.00001 1232 
NORMTYPE x SNR < 0.00001 169.21 
NORMTYPE x LENGTH < 0.00001 47.05 
NORMTYPE x CORRECTION < 0.00001 427.46 
FA
L
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NORMTYPE < 0.00001 5406.2 
NORMTYPE x SNR < 0.00001 473.24 
NORMTYPE x LENGTH < 0.00001 458.5 
NORMTYPE x CORRECTION < 0.00001 1202.9 
Table 1.2 – Results of the ANOVA performed on the percentages of false positives and false negatives occurred during the 
validation process executed by means of Asymptotic Statistic and Shuffling methods. The within main factors were the 
normalization type (NORMTYPE), the signal to noise ratio (SNR), the data length (LENGTH) and the statistical 
corrections used for imposing the significance level (CORRECTION) 
Results 
Several sets of signals were generated as described in the previous section, in order to ﬁt the 
connectivity pattern shown in Fig. 1.2. The imposed connectivity model contained three 
indirect arcs, one direct-indirect arc between nodes 1 and 3 through node 2 characterized by a 
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weak connection between nodes 2 and 3, and eight “null” arcs. This topology was chosen in 
order to test the performances of estimation/validation process in: 
- preventing estimates of nonexistent arcs (false positives) 
- avoiding inversions of direct paths (false positives) 
- discarding existent links (false negatives) 
- distinguishing real weak connections from links due to the case (false negatives)  
A MVAR model of order 16 was ﬁtted to each set of simulated data, which were in the form 
of several trials of the same length (1s). The procedure of signal generation, estimation of 
connectivity patterns by means of sPDCnn, sPDCcol, sPDCrow and statistical validation for 
not corrected and adjusted statistical significance level 0.05 was carried out 100 times for 
each level of factors SNR and LENGTH, as indicated in the previous paragraphs, in order to 
increase the robustness of the subsequent statistical analysis.  
 
Figure 1.3 - Results of ANOVA performed on the percentages of false positives (first row) and false negatives (second 
row) occurred applying Asymptotic Statistic (first column) and Shuffling procedure (second column) respectively, using 
NORMTYPE as within main factor. The diagram shows the mean value for the percentages obtained not normalizing 
and normalizing according to rows and columns, before and after the validation process the inferred connectivity 
patterns. The bar represented their relative 95% conﬁdence interval. 
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The indexes of performances used were the percentages of false positives and false negatives. 
They were computed for each generation-estimation procedure performed, and then subjected 
to different ANOVAs. 
A four-way ANOVA was applied separately to the percentages of false positives and false 
negatives occurred during the validation process performed by means of Asymptotic Statistic 
and Shuffling procedures. The within main factors were the normalization type 
(NORMTYPE), the signal to noise ratio (SNR), the data length (LENGTH) and the statistical 
corrections used for imposing the significance level (CORRECTION). The corresponding 
results were reported in Tab.1.2. In particular they revealed no statistical inﬂuence of the main 
factor NORMTYPE on percentages of false positives and false negatives committed using 
Asymptotic Statistic validation procedure. Although high statistical inﬂuence of the main 
factors NORMTYPE and its interactions NORMTYPE x SNR, NORMTYPE x LENGTH, 
NORMTYPE x CORRECTION resulted on percentages of both false positives and false 
negatives occurred applying Shuffling validation method.  
In Fig. 1.3 I reported results of ANOVA performed on the percentages of false positives (first 
row) and false negatives (second row) occurred with the application of Asymptotic Statistic 
(first column) and Shuffling procedure (second column) respectively, using NORMTYPE as 
within main factor. The diagram shows the mean value for the percentages obtained not 
normalizing and normalizing according to rows and columns, before and after the validation 
process, the inferred connectivity patterns. The bar represented their relative 95% conﬁdence 
interval. Diagrams in the two columns of Fig. 1.3 revealed different behavior of the two 
validation methods in discarding both false positives and false negatives during the statistical 
assessment procedure in relation to the applied normalization type. In fact, panel a and c 
showed no significant differences, for Asymptotic Statistic method, between the 
normalization types in the percentages of type I and type II errors, which remained strictly 
around 1.2% and 10% respectively, as confirmed by Duncan’s pairwise comparisons. Panel b 
and d revealed a strong influence of the normalization type on the occurrence of type I and 
type II errors during the application of Shuffling method. In particular, in panel b, the 
percentage of false positives remained within the range [4% – 6%] except for the 
normalization according to columns applied before the validation procedure, for which the 
percentage highly decreased down to 1.5%. Duncan’s pairwise comparisons highlighted 
significant differences (p<0.00001) between the normalization types, with exceptions of the 
cases no normalization, normalization according to row and according to column both after 
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the validation method. In panel d, the percentage of false negatives ranged between 7.5% and 
12% except for the case Normalization according to columns, for which the value reached the 
20%. Duncan’s pairwise comparisons highlighted significant differences (p<0.00001) 
between the normalization types, with exceptions of the cases no normalization, normalization 
according to row and according to column both executed after the validation method. 
 FALSE POSITIVES FALSE NEGATIVES 
FACTORS p F p F 
VALIDTYPE < 0.00001 3996 < 0.00001 625 
SNR < 0.00001 762 < 0.00001 117 
LENGTH < 0.00001 10 < 0.00001 11300 
CORRECTION < 0.00001 6598 < 0.00001 10200 
VALIDTYPE x SNR < 0.00001 549 < 0.00001 206 
VALIDTYPE x LENGTH < 0.00001 7 < 0.00001 35 
VALIDTYPE x CORRECTION < 0.00001 248 < 0.00001 216 
SNR x LENGTH < 0.00001 7 < 0.00001 232 
SNR x CORRECTION < 0.00001 85 < 0.00001 260 
LENGTH x CORRECTION < 0.00001 26 < 0.00001 818 
VALIDTYPE x SNR x CORRECTION < 0.00001 34 < 0.00001 26 
VALIDTYPE x LENGTH x CORRECTION < 0.00001 33 < 0.00001 158 
Table 1.3 – Results of the ANOVA computed considering the percentages of false positives and false negatives occurred 
during the validation processes as dependent variables respectively and as within main factors the validation type 
(VALIDTYPE), the SNR, the data length (LENGTH) and the corrections used for multiple comparisons 
(CORRECTION). 
In order to investigate the effects of different factors, such as SNR and data length, on the 
quality of validation process, I computed two separate ANOVAs using the percentages of 
false positives and false negatives occurred during the validation processes executed through 
Shuffling and Asymptotic Statistic procedure as dependent variables respectively. In both 
ANOVAs the within main factors were the validation type (VALIDTYPE), the SNR, the data 
length (LENGTH) and the corrections used for multiple comparisons (CORRECTION).  
Such analysis has been applied on connectivity patterns estimated by means of sPDCnn, 
sPDCrow, sPDCcol. I reported in Tab.1.3 the results obtained by using normalization 
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according to rows before validation process, but the same trends could be noted for the other 
normalization types.   
 
Figure 1.4 - Results of ANOVA performed on the percentages of false positives (a) and false negatives (b) occurred 
during the validation procedure, using VALIDTYPE, SNR and CORRECTION as within main factors. The diagram 
shows the mean value for the percentages, achieved by normalizing according to rows the inferred connectivity patterns 
before the validation process, for different values of SNR and for different correction types (no correction in blue, FDR 
in red and Bonferroni in green). The bar represents their relative 95% conﬁdence interval. 
 
In Fig.1.4 I reported the results of ANOVA performed on the percentages of false positives 
(panel a) and false negatives (panel b) occurred during the validation procedure, using 
VALIDTYPE, SNR and CORRECTION as within main factors. The diagram shows the mean 
value of the two performance indexes achieved on connectivity patterns normalized according 
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to rows before the validation process, for different values of SNR and for different correction 
types (no correction in blue, FDR in red and Bonferroni in green) used for preventing type I 
errors in the statistical assessment procedure. The bar represented their relative 95% 
conﬁdence interval.  
Panel a highlighted statistical differences between the two validation methods in the 
occurrence of false positives across different SNR levels. The percentage of type I errors, 
achieved by applying Asymptotic Statistic procedure, for the SNR ranging from 0.1 to 10, 
increased from 2% to 4% for the no correction case, but remained constant around 1% for 
FDR case and 0.1% for Bonferroni adjustment. Post hoc analysis revealed statistical 
differences (p<0.00001) between all the SNR levels in the no correction case and with the 
exceptions of SNR 1 and 3 in FDR case, although this differences disappeared completely in 
Bonferroni case. The percentage of false positives, achieved by applying Shuffling procedure, 
was at 3% for SNR 0.1, decreased to 2% for SNR 1, then increased up to 11% for SNR 10 in 
the no correction case. The same trend but with lower percentages resulted for FDR and 
Bonferroni cases where the percentages increased up to 9% and 6% respectively along SNR 
levels. Duncan’s pairwise comparisons revealed statistical differences (p<0.00001) along all 
the levels of SNR for the three CORRECTION cases. The differences between the two 
validation types in the occurrence of false positives are statistical significant across all the 
SNR imposed and all the corrections applied, as stated by the Duncan’s pairwise 
comparisons.  
Panel b showed statistical differences between the two validation types in the occurrence of 
type II errors across different SNR levels. In particular in the first diagram of panel b, for 
SNR values ranging from 0.1 to 1, the percentage of false negatives achieved applying 
Asymptotic Statistic procedure, decreased from 22% to 13% for the Bonferroni correction, 
from 12% to 8% for FDR adjustment and from 9% to 6% for no correction case. For SNR 
values ranging from 1 to 10 the percentages of type II errors remained constant around 13% 
for Bonferroni correction, 8% for FDR and 6% for no correction case. Duncan’s pairwise 
comparisons revealed statistical differences (p<0.00001) between all the SNR levels in all the 
three CORRECTION cases. In the second diagram of panel b, for SNR values ranging from 
0.1 to 1, the percentage of false negatives reached applying Shuffling procedure, decreased 
from 18% to 13% for the Bonferroni correction, from 11% to 10% for FDR adjustment and 
from 9% to 8% for no correction case. For SNR values ranging from 1 to 10 the percentage of 
type II errors moved from 13% to 18% for Bonferroni correction, from 10% to 14% for FDR 
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and from 8% to 12% for no correction case. Pairwise comparisons revealed statistical 
differences (p<0.00001) between all the SNR levels in all the three CORRECTION cases. 
The differences between the two validation types in the occurrence of false negatives were 
statistical significant across all the SNR and all the corrections applied, as stated by the 
Duncan’s pairwise analysis.  
 
Figure 1.5 - Results of ANOVA performed on the percentages of false positives (a) and false negatives (b) occurred 
during the validation procedure, using VALIDTYPE, LENGTH and CORRECTION as within main factors. The 
diagram shows the mean value for the percentages, achieved by normalizing according to rows the inferred connectivity 
patterns before the validation process, for different values of data length (in ms) and for different correction types (no 
correction in blue, FDR in red and Bonferroni in green). The bar represents their relative 95% conﬁdence interval. 
 
In Fig.1.5 I showed results of ANOVA performed on the percentages of false positives (panel 
a) and false negatives (panel b) occurred during the validation procedure, using 
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VALIDTYPE, LENGTH and CORRECTION as within main factors. The diagram shows the 
mean value for both indexes, achieved on connectivity patterns normalized according to rows 
before the validation process, for different values of data length (in ms) and for different 
correction types (no correction in blue, FDR in red and Bonferroni in green). The bar 
represented their relative 95% conﬁdence interval. 
Panel a highlighted statistical differences between the two validation methods in the 
occurrence of false positives across different data lengths. In fact, in the first diagram of panel 
a, the percentage of type I errors, achieved by applying Asymptotic Statistic procedure, for the 
data length ranging from 15s to 150s, increased from 2.5% to 3.5% for the no correction case, 
from 1% to 1.5% for FDR case but remained constant around 0.1% for Bonferroni 
adjustment. Post hoc analysis revealed statistical differences (p<0.00001) between all the 
different data lengths in the no correction case and with the exceptions of 50s and 100s in 
FDR case, although this differences disappeared completely in Bonferroni case. In the second 
diagram of panel a, the percentage of false positives, achieved by applying Shuffling 
procedure, for data length from 15s to 100s, moved from 6.5% to 5% for no correction case, 
from 4.5% to 4% for FDR case and remained around 2.5% for Bonferroni adjustment. For 
data length ranging from 100s to 150s, the percentages of false positives increased from 5% to 
5.5% for no correction case, from 4% to 4.5% for FDR case and from 2 to 2.5% for 
Bonferroni adjustment. Duncan’s pairwise comparisons revealed statistical differences 
(p<0.00001) across all the different data lengths for all the three CORRECTION cases. The 
differences between the two validation types in the occurrence of false positives are statistical 
significant across all the data lengths and all the corrections applied, as stated by the Duncan’s 
test.  
Panel b highligted statistical differences between the two validation methods in the 
occurrence of false negatives across different data lengths. In fact, in the first diagram of 
panel b, the percentage of type II errors, achieved by applying Asymptotic Statistic procedure, 
for the data length ranging from 15s to 150s, decreased from 30% to 2% for Bonferroni 
adjustment, from 25% to 1% for FDR, from 20% to 0% for the no CORRECTION case. Post 
hoc analysis revealed statistical differences (p<0.00001) between all the different data lengths 
in all the three correction cases. In the second diagram of panel b, the percentage of false 
negatives, achieved by applying Shuffling procedure, for data length from 15s to 150s, 
decreased from 28% to 5% for Bonferroni adjustment, from 25% to 2.5% for FDR case and 
from 23% to 2% for no correction case. Duncan’s analysis revealed statistical differences 
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(p<0.00001) across all the different data lengths for all the three CORRECTION cases. The 
differences between the two validation types in the occurrence of false negatives are statistical 
significant across all the data lengths and all the corrections applied, as stated by the Duncan’s 
pairwise comparisons. 
In order to understand which type of links are responsible for the occurrence of type I errors, a 
new ANOVA was applied using the percentage of false positives as dependent variable and 
LINK, SNR and LENGTH as within main factors. I considered only the links corresponding 
to the imposed ‘null’ arcs because type I errors could occur only in their correspondence. A 
specific ANOVA was applied for each validation procedure and for each correction type. For 
the briefness of the text I reported only results achieved applying both Asymptotic Statistic 
and Shuffling methods and imposing a significance level FDR corrected, but the same 
conclusions can be inferred even for the other two correction cases. Results showed high 
statistical inﬂuence of the main factors LINK (P<0.00001, F=15.33) and LINK x SNR 
(P<0.00001, F=7.33) on percentage of false positives occurred during the Asymptotic Statistic 
procedure and high statistical inﬂuence of the main factors LINK (P<0.00001, F=2346), 
LINK x LENGTH (P<0.00001, F=16), LINK x SNR (P<0.00001, F=270) on percentage of 
false positives occurred during the Shuffling procedure.  
In Fig.1.6 I reported results of ANOVA performed on the percentage of false positives, 
occurred during the validation procedure computed by Asymptotic statistic (panel a) and 
Shuffling (panel b) methods, using LINK as within main factor. The diagram shows the mean 
value for the percentage achieved on each considered arc of the networks and its relative 95% 
confidence interval. Panel a showed the percentage of false positives, occurred during the 
Asymptotic Statistic procedure. In particular, such percentage was around 3.5% for links        
2 → 1, 3 → 1 and 4 → 1 and around 2% for links 3 → 2, 4 → 2, 4 → 3, 2 → 4, 3 → 4. 
Duncan’s pairwise comparisons confirmed statistical differences (p<0.00001) between the 
links 2 → 1, 3 → 1 and 4 → 1 each other and with the other considered links.  
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Figure 1.6 – (a) and (b) Results of ANOVA performed on the percentage of false positives,  occurred during the 
validation procedure computed through Asymptotic statistic (a) and Shuffling (b) methods, using LINK as within main 
factor. I considered only the links corresponding to the imposed ‘null’ arcs because they can be origin of type I errors. 
The diagram shows the mean value for the percentage of false positives on each considered arc of the networks and their 
relative 95% confidence interval. (c) The bar diagram shows the mean value, evaluated on different data lengths (in ms) 
and different SNR, for the percentages of type II errors, achieved by normalizing according to rows the inferred 
connectivity patterns before the validation process and validating them through Asymptotic statistic (blue columns) and 
Shuffling (red columns) methods for a significance level of 5% FDR corrected.  
 
Panel b showed a percentage of false positives, occurred during Shuffling validation process. 
In particular, such percentage was around 20% for links 2 → 1, 3 → 1, around 6% for link     
4 → 1, around 7.5% for link 3 → 2 and from 1% to 4% for links 4 → 2, 4 → 3, 2 → 4, 3 → 4. 
Duncan’s analysis confirmed statistical differences (p<0.00001) between the links 2 → 1,      
3 → 1, 4 → 1 and 3 → 2 each other and with the other considered links. 
The bar diagram in Fig.1.6c showed the mean value, computed across different data lengths 
and SNR values, for the percentages of type II errors, achieved on connectivity patterns 
normalized according to rows before the validation process and validated through Asymptotic 
Statistic (blue columns) and Shuffling (red columns) for a significance level of 5% FDR 
corrected. The percentage of false negative is almost due to the link 2 → 3 whose imposed 
connection strength was really weak. 
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Discussion 
In order to evaluate the performances of the two methods in the assessment of functional 
connectivity patterns estimated on non-invasive EEG measurements, I performed several 
statistical analysis (ANOVAs and Duncan post-hoc tests) on different simulated datasets, built 
according to a predefined scheme, under different conditions of SNR and data length whose 
variability ranges are similar to those found during real EEG recordings. The imposed 
connectivity model was built in order to test the validation processes in some situations 
typical of cerebral networks such as the presence of direct, indirect and ‘null’ arcs with 
strengths in ranges consistent with those estimated in previous studies characterized by a large 
sample of subjects performing memory, motor, and sensory tasks. In particular I evaluated the 
capacity of such assessing methods in i) correctly estimating the existent connections; ii) 
preventing the inversion of existent links and iii) avoiding the deletion of real weak 
connections.  
Thus, the occurrence of both type I and type II errors was evaluated for the two validation 
methods in relation to the type of estimator chosen for the connectivity estimation (type of 
normalization, before or after the validation process), to the SNR level, to the length of data 
and to the statistical corrections applied on the significance level imposed during the 
validation process computed with the two methods. 
The simulations provided the following answers to the questions raised in the Introduction: 
1) The Shuffling procedure is a quite reliable method in preventing the occurrence of 
both false positives and false negatives if applied together with methods for preventing 
the occurrence of type I errors. In fact, considering the FDR correction for multiple 
comparisons, the percentages of false positives remained around 5% for all the 
considered data lengths and for SNR values below 3. The percentages of false 
negatives exceeded 5% for all the SNR and data length values considered. 
2) The application of corrections for multiple comparisons improved the performances of 
Shuffling procedure in preventing type I errors but increased the percentage of false 
negatives. In fact, the Bonferroni correction led the percentage of false positives 
around 5% for all the SNR and all data lengths but considerably increased the 
percentages of false negatives especially for low values of SNR (below 1) and short 
data lengths. 
3) The high performances in terms of percentages of false positives and false negatives of 
Asymptotic Statistic procedure has been already highlighted in (Toppi et al., 2011). 
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The comparison between the recent Asymptotic Statistic method and the already 
existent Shuffling procedure performed in this study demonstrated that Asymptotic 
Statistic method can substitute the Shuffling approach in the validation of estimated 
connectivity patterns due to its higher performances in preventing type I and type II 
errors. In fact the percentages of false positives, without applying any corrections, 
were already below 5% for all the considered SNR and data values. The percentages 
of false negatives were below 5% for SNR values above 1 and data length above 50s. 
The application of corrections for multiple comparisons, in particular of Bonferroni 
adjustment, reduced the percentage of false positives but highly increased the number 
of false negatives. 
4) The definition of PDC estimator affected only the percentages of type I and type II 
errors occurred by using Shuffling procedure. In particular for normalization 
according to rows and columns both before the validation process resulted low 
percentages of false positives and high percentages of false negatives. No effects of 
the PDC formulation on the performances achieved during the validation process 
executed by means of Asymptotic Statistic. 
5) The data length has a reliable effect on percentages of type I and type II errors. In fact 
percentages below 5% can be achieved for a number of samples above 15s and 50s for 
Asymptotic Statistic and Shuffling methods respectively. The SNR has a reliable 
effect on the performances of the validation process executed by means of Asymptotic 
Statistic. In fact for SNR above 1 the performances remained around 5%. Conversely 
the SNR has not a reliable effect on the performances of the validation process 
executed by means of Shuffling procedure. High values of SNR increased the number 
of type I errors but decrease the number of type II errors occurred for Shuffling 
method. SNR between 1 and 3 seems to be the right condition for applying Shuffling 
procedure. 
In conclusion, the ANOVA results (integrated with the Duncan’s test performed at p<0.05) 
indicated a clear influence of different levels of the main factors SNR and LENGTH on the 
efficacy of the validation process of connectivity patterns via Shuffling and Asymptotic 
Statistic. The trends are in agreement with previous simulation studies performed on the effect 
of factors such as SNR level and data length on the estimation error (Astolfi et al., 2006). The 
new method for the assessment of PDC significance is a valid tool for the validation of 
connectivity patterns. In fact, considering SNR and LENGTH values largely met, for instance, 
in EEG recordings, the occurrence of type I errors is below 6% for all the three 
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CORRECTION levels. The shuffling procedure showed high percentages of false positives 
for high values of SNR and small amount of data. Such false positives were due to the 
inversion of existent links imposed in the model, as highlighted in a specific analysis 
computed on the percentages of type I errors occurred for each link.  
High percentages of type II errors resulted for both validation methods for SNR values below 
1 and data length below 100s. However, it must be noted that the presence of a very weak 
connection in the model imposed to simulated data (2->3) could be responsible of the increase 
of the number of false negatives.   
As expected, as the severity of correction method increased (from no corrections to FDR and 
Bonferroni) the percentage of false positives is reduced but the percentage of false negatives 
is increased. In particular, the FDR method seems to provide the best compromise in 
preventing both type I and type II errors.  
In conclusion, the estimation of connectivity patterns on high quality data (good SNR or huge 
amount of samples) can assure low percentages of both type I and type II errors even without 
considering severe statistical corrections such as Bonferroni. If the data are characterized by 
low SNR or signals length, statistical corrections are requested for controlling the estimation 
performances in terms of type I errors. However, it should be taken into account that this 
could lead to a loss of weaker connections. 
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Conclusion 
The necessity to obtain stable and reliable connectivity patterns has led in the last ten years to 
the development of different assessing methods able to discard all the spurious links estimated 
by chance in the network. The first proposed approaches allowed to empirically assess the 
inferred connectivity patterns by means of time-consuming procedures based on the empirical 
reconstruction of PDC distribution in the null case. Recent advancements in the effective 
connectivity field allowed to develop a new approach based on the theoretical description of 
the properties of PDC estimator which is characterized by a normal distribution in the not null 
case and tends to a χ2 distribution for the null case. 
Although all the advancements achieved in the field, a complete characterization of the two 
most used approaches, the “empirical” Shuffling procedure and the “theoretical” Asymptotic 
Statistic method have not been provided so far. For this reason, in this section of my thesis I 
reported the results of a simulation study aimed at characterizing the performances of the 
newly introduced asymptotic statistics compared to those of the previous shuffling procedure, 
in terms of false positives and false negatives, under different conditions of SNR and amount 
of data available for the estimate. Moreover, I included corrections for multiple comparisons 
in the validation process, demonstrating that the False Discovery Rate represents a good 
compromise in preventing both type I and type II errors. 
The comparison between the two assessing methods allowed to characterize the application 
field of the two approaches. Moreover, it confirmed the validity of the new asymptotic 
statistic method in preventing both false positives and false negatives under different 
conditions of data quality.  
Notwithstanding the good results achieved by the simulation study, it is necessary to take into 
account that in such study the linear approach was used both for generating the surrogate data 
and for estimating the connectivity pattern. This means that the study took into account only 
estimation errors without evaluating the occurrence of errors in the estimate due to the choice 
of a simple linear model for modeling a complex phenomenon. In the future, similar results 
should be achieved on more complex data models including the nonlinearity of the 
investigated phenomena. 
The characterization of the two assessing methods and the introduction of multiple 
comparisons in the statistical assessment of connectivity patterns allow to increase the 
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stability in the estimation procedure, solving one of the open problems in the connectivity 
field. However, further investigations in that direction are required to allow comparisons 
between connectivity patterns associated to different experimental conditions (task vs 
baseline). In fact, the statistical assessment process allows only to discard the connections due 
to chance, without providing any tool for statistically comparing different investigated 
patterns. 
The development of new methods for comparing patterns associated to two conditions and the 
refining of existent procedure based on the bootstrapping approach are necessary in the future 
for investigating more complex experimental situations. Such advancement should be 
provided starting from what it was learned until now about the statistical assessment. 
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Introduction 
All the MVAR based methodologies for the functional connectivity estimation require the 
hypothesis of stationarity of the signals included. Thus, the temporal dynamics of the 
influences between cerebral areas are completely loss. To overcome this limitation, different 
algorithms for the estimation of MVAR models with time dependent coefficients were 
recently developed (Blinowska, 2011). In particular, the first proposed methodology was 
based on a short-time window approach, assuming the stationarity of signals in short time 
intervals (Ding et al., 2000). In 2001 the multi-trial Recursive Least Square (RLS) method 
with Forgetting Factor was introduced. It consisted in the adaptive estimation of the MVAR 
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model by means of a recursive algorithm involving a weighted influence of the past of the 
investigated signals (Astolfi et al., 2008; Möller et al., 2001). However, even if the RLS 
overcomes the limits of the short time approach, providing a more accurate estimation of the 
dynamics of non-stationary data, due to its computational complexity it presents a limitation 
in the number of signals to be considered at the same time in the estimation (Milde et al., 
2010; Weiss et al., 2008). Since few years ago, the problem of the model dimension has been 
solved by reducing the number of electrodes time series to be included in the model (Zhu et 
al., 2011; Milde et al., 2010; Weiss et al., 2008) or by using cortical waveforms derived for 
some regions of interest from high resolution EEG data (Astolfi et al., 2008). However, the 
need to reduce the model dimension introduces a significant error due to the “hidden source 
dilemma”. In fact, each time a relevant source of information of the problem is removed from 
the autoregressive model, spurious connectivity links are introduced in the estimation, 
degrading the reconstruction of the connectivity network. Moreover, the a priori selection of 
sources, both at scalp or cortical levels, could not be applied every time the dynamics at the 
basis of the investigated cerebral processes are not completely known and the selection of a 
subgroup of areas mostly involved in the investigated task is not so obvious. In 2010, a new 
method based on the Kalman filter, the General Linear Kalman Filter (GLKF), was provided 
as good alternative to RLS in the description of temporal evolution of information flows 
between the nodes of a network and as a solution to the limitation in the number of signals to 
be considered simultaneously in estimation process (Milde et al., 2010). 
Even if the RLS method for time varying functional connectivity estimation has been 
proposed in literature from 2001, its performances under different conditions of signal-to-
noise ratio (SNR) and amount of data available were studied only on datasets composed by a 
small number of signals (Astolfi et al., 2008). The GLKF method has been introduced and 
qualitatively compared with the RLS by means of a simulated time varying MVAR of 
dimension 20 (Milde et al., 2011). Rigorous demonstrations of RLS limitation in the number 
of signals to be considered simultaneously in the estimation and a description of the 
performances achieved by the GLKF under different conditions of SNR and number of trials 
have not been performed before my PhD. In fact, a comparison between the two methods in 
terms of estimation accuracy and speed of adaptation to transitions is necessary to understand 
their limitations and the conditions (SNR, number of trials, adaptation parameters) in which 
each method can be used. 
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In the present Section of my thesis, first of all I briefly described the two methodologies used, 
at the state of the art, for estimating the temporal evolution of connectivity patterns achieved 
on non-invasive EEG measurements, highlighting both their advantages and limits. Then I 
introduced the simulation study performed for comparing the two approaches in terms of 
accuracy in the estimation process and of speed in the adaptation to the temporal evolution of 
the estimated patterns, under different conditions of number of nodes included in the network 
(factor NODE), SNR (factor SNR), amount of trials to be used in the analysis (factor TRIAL) 
and adaptations constants set for applying the methods (factor COST). Such constants are in 
fact responsible for the estimate accuracy and for the speed of adaptation to temporal 
transitions of investigated patterns.  
In particular the simulation study allowed to address the following specific questions: 
1) Does the RLS procedure show a real limitation in estimating time-varying information 
flows in networks characterized by a high number of nodes (N=60)? 
2) Once demonstrated the limits of RLS method related to the model dimension, can the 
GLKF approach substitute it in the estimation of temporal evolution of connectivity 
patterns characterized by a high number of nodes? 
3) What is the influence of the two adaptation constants to be set in the application of 
GLKF on its performances, and which can be a criterion for the choice of their 
optimum values? 
4) How are the performances of the two methods influenced by different factors affecting 
the recordings, like the signal-to-noise ratio (factor SNR) and the amount of trials at 
disposal for the analysis (factor TRIAL)? 
In order to answer these questions, a simulation study was performed, on the basis of a 
predefined connectivity scheme which linked several modeled cerebral areas. Functional 
connections between these areas were retrieved by the estimation process under different 
experimental SNR and TRIAL conditions. Analysis of variance (ANOVA) and Duncan’s 
pairwise comparisons were applied in order to compare the two methods and evaluate the 
effect of different factors on the performances achieved in terms of estimation accuracy and 
adaptation speed. 
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Estimation of Time-Varying Functional Connectivity: 
State of the Art 
Adaptive Partial Directed Coherence 
The PDC (Baccalá and Sameshima, 2001) is a spectral measure, used to determine the 
directed influences between any given pair of signals in a multivariate data set. A description 
of all its possible definitions has been already provided in Section I. 
The original formulation of such estimator is based on the hypothesis of stationarity of signals 
included in the estimation process. Such hypothesis leads to a complete loss of the 
information about the temporal evolution of estimated information flows. 
For overcoming this limitation, a time varying adaptation of squared PDC was introduced. 
The adaptation consisted in modifying the original formulation of PDC by including 
dependence from the time in the MVAR coefficients. Thus, the adaptive squared PDC 
estimator can be defined as follows: 
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where t refers to a dependence of the MVAR coefficients from time and Λij(f,t) represents the 
ij entry of the matrix of model coefficients Λ at frequency f and time t. 
The estimation of time-varying MVAR parameters can be performed by means of two 
different approaches available at the moment, the Recursive Least Square and the General 
Linear Kalman Filter, which will be described below. 
The Recursive Least Square 
The Recursive Least Square with forgetting factor is a method, based on the minimization of 
the squared prediction error, introduced for the analysis of event related EEG data. An 
extended version to the multi-trials case was provided by Moller et al. in 2001 (Möller et al., 
2001).  
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A set of EEG trials, recorded according to a certain stimulus, can be seen as several 
realizations of the same stochastic process. Consider a stochastic process Y composed by N 
repetitions (trials) of M trajectories (signals). At the time point t, the process observation can 
be defined as follows 
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where )()( ty nm is the n-th repetition (n=1,…, N) of the m-th trajectory (m=1,…, M) at time t 
(t=1,…,T). The trajectories Yt will be fitted by the MVAR model, defined in Section I.  
In order to infer the adaptive estimation tΛ
~  of parameters tΛ , the instantaneous prediction 
error should be minimized: 
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Zt is the instantaneous prediction error and describes the difference between the desired 
response Yt and the estimation 1
~
−Λ′ttW , the matrix ),,( 1 pttt YYW −−=   includes the last p 
observations of the time series. The introduction of the exponential itc −− )1( , with 10 <≤ c , 
allows to forget the distant past of the signals in order to follow their non-stationary 
environment (Haykin, 1986). The constant c controls the compromise between adaptation 
speed and the estimation accuracy. In fact, values of c close to zero led to slower adaptation 
but higher stability in the estimation and vice versa. The application range of c and its best 
value to be set for the application of RLS algorithm to EEG signals were defined for different 
conditions of SNR and amount of data available for the analysis in a simulation study 
performed on a predefined model composed by three nodes (Astolfi et al., 2008).   
Further details about the algorithm can be found in Möller et al., 2001. 
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The General Linear Kalman Filter 
In the GLKF an adaptation of the Kalman filter to the case of multi-trial time series is 
provided. In particular:  
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where Ot represents the observation, Qt is the state process, Ht and Gt are the transition 
matrices and Vt and Wt are the additive noises. To obtain the connection with the time-varying 
MVAR it is necessary to make the following associations:  
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where N denotes the number of trials, whereas M is the dimension of the measured process 
(Milde et al., 2011). In particular, for t=p+1: T the following steps were repeated: 
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The rationale behind this set of equations is the demand for a linear and recursive estimator 
for the state Qt(Qt-1, Ot) as a function of the previous state Qt-1 and of the actual observation 
matrix Ot. In particular starting from the coefficient matrix at time t-1, its estimation is 
updated to Q+t-1 by means of eq.2.9 and used for estimating the values corresponding to the 
following time sample Qt by means of eq.2.10. Kt is called the Kalman gain matrix and it 
weights the prediction error. Its formulation is reported in eq.2.11 where Pt-1 is the covariance 
matrix whose evolution is estimated by means of eq.2.13 and 2.14. 
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The quality of estimation is related to the definition of two parameters, c1 and c2, which 
regulate the compromise between the estimation accuracy and the speed of adaptation to 
transitions. A description of the application range of c1 and c2 and their suggested values for 
EEG signals under different condition of SNR and amount of trials available for the analysis 
was not available before my PhD thesis (Toppi et al., 2012). 
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Comparing Methods for the Estimation of Time-Varying 
Functional Connectivity: A Simulation Study 
The Simulation Study 
A simulation study was designed in order to compare the accuracy of the two time-varying 
estimation methods and their adaptation speed to information flows transitions, under 
different conditions of SNR and amount of trials at disposal for the estimation. 
The simulation study involved the following steps: 
1) Generation of different simulated datasets fitting a predefined model Λ composed 
by 60 nodes and achieved imposing different levels of trials number (factor TRIAL: 
10, 20, 30, 50, 100, each trial was composed by 500 samples) and Signal to Noise 
Ratio (factor SNR: 0.1, 1, 3, 5). The levels chosen for both SNR and TRIAL factors 
cover the typical ranges for the cortical activity reconstructed by means of high 
resolution EEG. 
2) Evaluation, for each dataset, of AMVAR coefficients by means of RLS and GLKF 
methods and estimation of related time varying PDC. The AMVAR coefficients 
estimation was repeated for different values of constants c for RLS and c1 and c2 
for GLKF, required for the application of the two methods. In RLS case COST: 
c=[0.02, 0.03, 0.04, 0.05], while in the GLKF case COST: c1=c2=[0.01, 0.03, 0.05, 
0.09]. The levels for the factor COST were chosen on the basis of previous studies 
aiming at describing the properties of both time varying estimation methods. In 
particular, Astolfi et al. identified an interval of values 0.02-0.05 as a valid range 
for high quality time varying functional connectivity estimates by means of RLS 
algorithm for different values of SNR and number of trials used in the estimation 
process (Astolfi et al., 2008). Milde et al. suggested to set, for the GLKF method, 
the two adaptation constants with the same value and around 0.03 (Milde et al., 
2011). 
3) Evaluation of performance indexes, which will be defined below, allowing to 
compare the two methods in terms of estimation accuracy and speed of adaptation 
to transitions.  
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4) Analysis of Variance (ANOVA) for repeated measures of the performance indexes, 
in order to evaluate the effects of the factors TRIAL, SNR and COST on the 
performances of the analyzed methods.  
Simulations were performed by repeating for 50 times each generation-estimation procedure, 
in order to increase the robustness of the following statistical analysis. 
Signal Generation 
The first step of datasets generation consisted in the creation of a predefined time varying 
model. Due to the necessity to test the performances of the two methods in the estimation of 
time varying connectivity on datasets composed by a high number of signals, the process of 
model generation was completely automated. The high number of signals to be generated 
required the use of different independent real EEG sources. In fact creating a dataset of 60 
signals each one achieved as linear combination of its preceding signals led to high 
differences in amplitude between the firsts and the lasts which could induce spurious links in 
the network. The refresh of sources allowed to limit the amplitude differences between the 
source and the signals generated as linear combination of the preceding signals.  
The time varying model ∆ was generated as a juxtaposition of two stationary models Λ and Σ, 
each one repeated for 250 samples (Fig.2.1a). In Fig.2.1b an example of the generated Λ 
model was showed. A sub-model iΛ was generated for each one of the S sources (i=1,…, S). 
Then the models were concatenated across the main diagonal of matrix Λ, as showed in 
Fig.2.1b. Each model Λi consisted in a matrix whose not-null entries were filled with values 
uniformly distributed in the range [0.2 – 0.5] in order to limit the differences in amplitude of 
signals included in the estimation process. The model Σ was built by applying small variations 
of the values imposed in the model Λ to 30% of not-null arcs. In particular, I applied 15% of 
positive transitions and 15% of negative transitions as follows: 
ijij r Λ+=Σ )5.02(        if   25.01.0 ≤Λ≤ ij  (2.15) 
ijij r Λ−=Σ )5.05.0(     if   5.025.0 ≤Λ< ij  (2.16) 
where r is a random number defined within the range [0÷1]. 
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Figure 2.1 – a) The time-varying model is defined as juxtaposition of two different models Λ and Σ, each one replicated 
for 250 samples. Σ was achieved by applying positive or negative transitions to 30% of not null arcs of Λ; b) Graphical 
representation of model Λ, achieved concatenating across the main diagonal Λi sub-models, consisting in an upper 
triangular matrix whose not-null entries were filled with values uniformly distributed in the range [0.2 – 0.5] 
 
Once defined the time-varying model to be imposed, the corresponding dataset was achieved 
by applying the following formula: 
∑
=
+−⋅∆=
M
i
jiijj tntytty
1
)()()()( τ  (2.17) 
where ∆ij(t) is the ij entry of the imposed matrix of parameters ∆, achieved according the 
procedure described above, τ is the corresponding imposed delay for the propagation from j to 
i expressed in samples and nj(t) is the residual representing the part of the jth signal not 
depending from other signals, simulated with a uncorrelated Gaussian white noise. Its 
amplitude was defined according to the imposed level of SNR. Delays applied were randomly 
chosen of one or two samples, corresponding to delays of 4 and 8 ms, respectively, at a 
sampling rate of 256 Hz. The number of external sources included in the model was different 
in relation to the model dimension. In particular I used [1, 2, 3, 6] sources for model 
dimensions of [10, 20, 30, 60] nodes respectively. The sources corresponded to EEG signals 
acquired from different electrodes of the same subject in different periods of the recording. I 
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decided to select signals from a single EEG recording of a subject involved in different tasks 
for avoiding differences in the amplitudes of the sources, which if included in the model could 
affect the estimation process with spurious links.      
All the procedures of signal generation were repeated 50 times, each one under different 
conditions of: 
- number of NODES = [ 10; 20; 30; 60 ] 
- SNR factor = [ 0.1; 1; 3; 5 ] 
- TRIAL factor = [10; 20; 30; 50; 100]. 
The levels chosen for both SNR and TRIALS factors cover the typical range for the cortical 
activity estimated during high resolution EEG experiments. The number of nodes included in 
the study was the one typical of standard EEG montages. 
Evaluation of performances 
In order to compare from different point of views the two methods used for the estimation of 
time-varying connectivity patterns, I defined several parameters able to consider the accuracy 
achieved in the estimation process and the speed of adaptation to the transitions imposed in 
the time evolution of the investigated networks.  
In particular for the evaluation of the accuracy achieved during the estimation process, I 
defined three different types of errors as reported in Fig. 2.2a. Such errors derived directly 
from the way in which the matrix of parameters Λ was built. In particular, I adapted the 
definition of relative error for defining the following error types: 
1) Non-zero arcs of the matrix ∆ (Non Zero Error) for evaluating the errors committed in 
the estimation of the specific imposed values: 
∑∑
−
= = ∆
∆−∆
−⋅−
=
1
0112
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1 ),(
),(~),(
)1()(
1),(
t
t
f
ff ij
ijij
NonZero tf
tftf
tff
jiError  
with  i,j ∈ triup ( ),( tfs∆ )  , s=1,…,S   
(2.18) 
where [f1 f2] is the frequency range in which the PDC estimator was computed, t1 is 
the sample at which the model was subjected to the transition as reported in Fig. 2.2b, 
),( tfij∆  and ),(
~ tfij∆  correspond to the entries ij of the matrix of parameters ∆ and its 
estimate ∆~  respectively at time t and frequency f. The symbol || || indicates the 
frobenius norm, while the symbol triup( ),( tfs∆ ) codes for the upper triangular matrix 
 55 
 
of each sub-matrix Λs or Σs composing Λ or Σ with s=1,…,S (number of independent 
sources included in the model). 
 
Figure 2.2 – a) Graphical representation of the matrix of parameters Λ, helpful for defining the three types of errors for: 
not-null arcs (- - - line), null-arcs within the sub-matrices Λi (- · - line) and null-arcs outside the sub-matrices Λi (· · · 
line); b) Plot of the time evolution of a generic information flow directed from j to i imposed in the model (solid line) and 
estimated by means one of the two investigated method (dotted line) in the period [0 t2]. At time t1 (n=250 samples), a 
transition in the model was imposed. The estimate try to follow the transition with a specific delay τ. 
 
2) Null arcs within the sub-matrices ∆i (Zero In Error) for evaluating the amount of 
inversion occurred during the estimation process: 
∑∑
−
= =
∆−∆
−⋅−
=
1
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1
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t
t
f
ff
ijijZeroIn tftftff
jiError  
with  i,j ∈ trilow ( ),( tfs∆ )  , s=1,…,S   
(2.19) 
where [f1 f2] is the frequency range in which the PDC estimator was computed, t1 is 
the sample in which the model was subjected to the transition as reported in Fig. 2.2b, 
),( tfij∆  and ),(
~ tfij∆  correspond to the entry ij of the matrix of parameters ∆ and its 
estimate ∆~  respectively at time t and frequency f. The symbol || || indicates the 
frobenius norm, while the symbol trilow( ),( tfs∆ ) codes for the lower triangular 
matrix of each sub-matrix Λs or Σs composing Λ or Σ with s=1,…,S (number of 
independent sources included in the model). 
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3) Null arcs outside the sub-matrices ∆i (Zero Out Error) for evaluating the errors 
occurred in links involving signals generated from different EEG sources (one for 
each sub-matrices ∆i): 
 
∑∑
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with  i,j ∉ ),( tfs∆   , s=1,…,S   
(2.20) 
where [f1 f2] is the frequency range in which the PDC estimator was computed, t1 is 
the sample in which the model was subjected to the transition as reported in Fig. 2.2b, 
),( tfij∆  and ),(
~ tfij∆  correspond to the entries ij of the matrix of parameters ∆ and its 
estimate ∆~  respectively at time t and frequency f. The symbol || || indicates the 
frobenius norm. 
In order to evaluate the speed in adaptation to transitions I defined the samples at settling 
parameter as the first instant τ (following the transition) after which the error keeps definitely 
below the 20% of the transition amplitude. In particular the condition was: 
100/)(),(~),( 12 VVtftf ijij −⋅<∆−∆ ε  (2.21) 
where ε was set to 20, ),( tfij∆  and ),(
~ tfij∆  correspond to the entries ij of the matrix of 
parameters ∆ and its estimate ∆~  respectively at time t and frequency f, V1 and V2 are the 
values of PDC related to the arc directed from j to i before and after the transition applied at 
time t1 as reported in Fig. 2.2b. Once calculated τ for each node in which the transition was 
applied and for each frequency sample, it is possible to define the samples at settling as 
follows: 
∑∑
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)(1 τ  (2.22) 
where NT is the number of nodes in which a transition was applied at time t1, F is the 
amplitude of the frequency range used for PDC estimation and τij(f) is the settling time for the 
specific connection directed from j to i at frequency f.  
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Statistical Analysis 
The parameters defined for comparing the two methodologies in terms of accuracy in 
estimation process and of speed of adaptation to transitions characterizing the temporal 
evolution of investigated connectivity patterns were subjected to separate ANOVAs.  
First, I performed a three-way ANOVA aiming at studying the effect of different adaptation 
parameters (COST) set during the estimation process on the performance indexes defined 
above, taking into account several factors such as the SNR and the number of trials (TRIAL) 
available for the analysis. The within main factors of the ANOVA were COST (with four 
levels: c1=c2=0.01, c1=c2=0.03, c1=c2=0.05, c1=c2=0.09), SNR (with four levels: 0.1, 1, 3, 
5) and TRIAL (with five levels: [10, 20, 30, 50, 100]. The dependent variables were the 
samples at settling and the three types of error, NonZero, ZeroIn and ZeroOut. Duncan’s 
pairwise comparisons were then performed in order to better understand the significance 
between different levels of the same factor or between different factors within the same level. 
This analysis was executed on the time-varying connectivity networks estimated by means of 
GLKF. The model used for this specific analysis was composed by 60 nodes, in order to 
describe the behavior of GLKF method for models of high dimensions. 
Secondly, I performed two separate four-way ANOVAs aiming at studying the effect of 
model dimension (NODE) during the estimation process performed by means of both 
approaches on the performance indexes defined above, taking into account several factors 
such as the different adaptation parameters (COST) set during the estimate, the SNR and the 
number of trials (TRIAL) available for the analysis. The within main factors of the ANOVA 
were COST (with four levels: c1=c2=0.01, c1=c2=0.03, c1=c2=0.05, c1=c2=0.09 for GLKF; 
c=0.02, c=0.03, c=0.04, c=0.05 for RLS), SNR (with four levels: 0.1, 1, 3, 5), NODES (with 
four levels: 10, 20, 30, 60) and TRIAL (with five levels: [10, 20, 30, 50, 100]. The dependent 
variables were the samples at settling and the three types of error, NonZero, ZeroIn and 
ZeroOut. For the ZeroOut error the level 10 nodes for the factor NODE was not considered, in 
fact that type of error could not be computed on estimates performed on 10 nodes model, 
being built by using only one independent EEG source. The correction of Greenhouse-Gasser 
for the violation of the spherical hypothesis was used. Duncan’s pairwise comparisons were 
then performed in order to better understand the significance between different levels of the 
same factor or between the same level of different factors. This analysis was separately 
executed on the time-varying connectivity networks estimated by means of GLKF and RLS.    
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Results 
Several sets of signals were generated as described in the previous paragraph, in order to ﬁt 
the connectivity pattern built as described in Fig. 2.1a,b.  
A time varying MVAR model of order 20 was ﬁtted to each set of simulated data, which were 
in the form of several trials of the same length (500 samples), with the transition occurring 
after 250 samples from the beginning. The procedure of signal generation/estimation of time-
varying connectivity patterns by means of RLS and GLKF methods was carried out 50 times 
for each level of factors SNR, TRIAL, COST and NODES as indicated in the previous 
paragraphs, in order to increase the robustness of the subsequent statistical analysis. The 
indexes of performances used were the samples at settling, the NonZero Error, the ZeroIn 
Error and the ZeroOut Error. They were computed for each generation-estimation procedure 
performed, and then subjected to different ANOVAs. 
 SAMPLES AT 
SETTLING 
NON ZERO 
ERROR 
ZERO IN 
ERROR 
ZERO OUT 
ERROR 
FACTORS p F p F p F p F 
COST <0.00001 198.1 <0.00001 8471 <0.00001 9687 <0.00001 58115 
SNR <0.00001 391.3 <0.00001 4096 <0.00001 10705 <0.00001 1143.2 
TRIAL <0.00001 1792 <0.00001 19274 <0.00001 2223 <0.00001 10693 
COST x SNR <0.00001 83.2 <0.00001 430 <0.00001 1616 <0.00001 1684.6 
COST x TRIAL <0.00001 61.3 <0.00001 751.1 <0.00001 899 <0.00001 6984.7 
SNR x TRIAL <0.00001 102.1 <0.00001 603.8 <0.00001 167.3 <0.00001 385.4 
COST x SNR x TRIAL <0.00001 17.7 <0.00001 145.7 <0.00001 141.5 <0.00001 522.2 
Table 2.1 – Results of three-way ANOVA performed on the performance indexes computed on the connectivity patterns 
estimated by means of GLKF applied on a 60 nodes imposed model. The within main factors were the adaptation 
parameters set in the estimation process (COST), the signal to noise ratio (SNR) and the number of trials (TRIAL) 
available for the analysis. 
A three-way ANOVA was applied separately to the performance indexes defined above and 
computed on the connectivity patterns estimated by means of GLKF applied on a 60 nodes 
imposed model. The within main factors were the adaptation parameters set in the estimation 
process (COST), the signal to noise ratio (SNR) and the number of trials (TRIAL) available 
for the analysis. The influence of the main factors and their interactions on the investigated 
performance parameters were reported in Tab.2.1. 
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Figure 2.3 - Results of ANOVA performed on samples at settling (panel a), NonZero Error (panel b), ZeroIn Error (panel 
c) and ZeroOut Error (panel d) computed on 60 nodes time-varying connectivity patterns estimated by means of GLKF, 
using COST x SNR x TRIAL as within main factor. The diagram shows the mean value of the investigated performance 
index. The bar represented their relative 95% conﬁdence interval. 
 
In Fig. 2.3 I reported the results of the ANOVAs performed on samples at settling (panel a), 
NonZero Error (panel b), ZeroIn Error (panel c) and ZeroOut Error (panel d) computed on 60 
nodes time-varying connectivity patterns estimated by means of GLKF, using COST x SNR x 
TRIAL as factor. The diagram shows the mean value of the investigated performance indexes. 
The bar represented their relative 95% conﬁdence interval. Diagrams reported in Fig.2.3 
highlighted the good performances achieved by GLKF in estimating time-varying 
connectivity patterns on high dimensional models. In fact, the time required for following the 
imposed transition and the errors committed in respect to the predefined model are acceptable 
even in bad conditions of low SNR or few trials available for the analysis. In particular in 
each panel I reported the results of ANOVA for the within main factor COST x TRIAL x 
SNR. The plot in each panel is composed by four sub-plots, one for each adaptation constant 
set in the estimation process: c1=c2=0.01 in the first subplot; c1=c2=0.03 in the second 
subplot; c1=c2=0.05 in the third subplot; c1=c2=0.09 in the fourth subplot. On the x-axis of 
the four subplots different values of SNR in ascending order can be found. The results 
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achieved for each number of trials used in the estimation process were reported with different 
colors: 10 trials in blue, 20 trials in red, 30 trials in green, 50 trials in pink and 100 trials in 
black. Panel a showed a high influence of the factors SNR and TRIAL on samples at settling 
parameter, which decreased with the increase of the SNR and of the number of trials used in 
the estimate. In particular a high decrease of the parameter resulted for an increase of SNR 
from 0.1 to 1, then its value remained constant for values of SNR in the range from 1 to 5. 
Moreover, the decrease resulted also in relation with the increase in the number of trials 
available for the analysis. The reduction of the time at settling is mainly evident (around 40% 
from 10 to 100 trials) for values of SNR above 1. No high differences between the different 
values of adaptation constants set during the estimation process for bad conditions of signals 
like low SNR and few trials available for the analysis. Although if the number of trials is 
above 30 or the SNR is above 1, some differences between the adaptation constants resulted 
in the samples at settling, with better performances achieved for the case c1=c2=0.03, as 
confirmed by Duncan’s pairwise comparisons.  
Panel b showed a high influence of the factors SNR and TRIAL on NonZero Error parameter. 
Its values decrease with the increase of the SNR from 0.1 to 1and then increase for values of 
SNR above 1. Moreover values of NonZero Error decrease with the increase of the number of 
trials available for the analysis. However the error remains below 5% for all the values of 
factors SNR and TRIAL. Fixing the level of SNR and the number of trials included in the 
estimate, the increase of the two adaptation constants reduces the NonZero error.  
Panel c showed a high influence of the factors SNR, TRIAL and COST on ZeroIn Error 
parameter. Duncan’s pairwise comparisons highlighted statistically significant increase of 
ZeroIn error with the increase of SNR and the decrease of number of trials available for the 
estimate, for each adaptation constant set in the process. The lowest values of ZeroIn error 
resulted for adaptation constants c1=c2=0.01, the error increases with the increase of both c1 
and c2. However the values reported for the ZeroIn error are below 1% for all the values of 
SNR, for all the trials number and for all the adaptation parameters set in the process.  
Panel d showed a high influence of the factors TRIAL and COST on ZeroOut error parameter. 
The Duncan’s pairwise analysis revealed an increase of the ZeroOut error with the increase of 
number of trials and the increase of the adaptation constant set for applying the GLKF 
method. However, even for this parameter, its values remain below 1%.  
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 SAMPLES AT 
SETTLING 
NON ZERO 
ERROR 
ZERO IN 
ERROR 
ZERO OUT 
ERROR 
FACTORS p F p F p F p F 
NODES p<0.0001 15 p<0.0001 2943.2 p<0.0001 1215 p<0.0001 6429 
COST p<0.0001 176 p<0.0001 2362 p<0.0001 5349 p<0.0001 53610 
SNR p<0.0001 402 p<0.0001 4796 p<0.0001 4198 p<0.0001 2134 
TRIAL p<0.0001 516 p<0.0001 4706 p<0.0001 2400 p<0.0001 808 
NODES x COST p<0.0001 73 p<0.0001 1463 p<0.0001 1007 p<0.0001 2188 
NODES x SNR 0.0002 3.6 p<0.0001 662 p<0.0001 872.3 p<0.0001 459.3 
COST x SNR p<0.0001 81.1 p<0.0001 1228 p<0.0001 2234 p<0.0001 2174 
COST x TRIAL p<0.0001 108.4 p<0.0001 77.2 p<0.0001 2302 p<0.0001 787.8 
NODES x TRIAL p<0.0001 13.7 p<0.0001 395 p<0.0001 398.6 p<0.0001 1219 
SNR x TRIAL 0.0002 3.2 p<0.0001 231.5 p<0.0001 257.6 p<0.0001 215.9 
NODES x COST x SNR p<0.0001 15.3 p<0.0001 533 p<0.0001 685.9 p<0.0001 242.4 
NODES x COST x TRIAL p<0.0001 20.3 p<0.0001 70.4 p<0.0001 511.9 p<0.0001 1130 
NODES x SNR x TRIAL p<0.0001 6.4 p<0.0001 75.8 p<0.0001 50.8 p<0.0001 78.5 
COST x SNR x TRIAL p<0.0001 12.2 p<0.0001 113.2 p<0.0001 273.3 p<0.0001 213.6 
Table 2.2 – Results of four-way ANOVA performed on the performance indexes computed on the connectivity patterns 
estimated by means of GLKF. The within main factors were the adaptation parameters set in the estimation process 
(COST), the signal to noise ratio (SNR), the number of trials (TRIAL) available for the analysis and the number of nodes 
included in the model (NODES). 
Several four-way ANOVAs were applied separately to the performance indexes defined 
above and computed on the connectivity patterns estimated by means of GLKF and RLS 
methods. The within main factors were the adaptation parameters set in the estimation process 
(COST), the signal to noise ratio (SNR), the number of trials (TRIAL) available for the 
analysis and the number of nodes included in the model (NODES). In particular, the results of 
the ANOVAs computed on investigated performance parameters extracted from the time-
varying connectivity patterns estimated by means of GLKF and RLS were reported in Tab2.2 
and Tab.2.3 respectively. 
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Figure 2.4 - Results of ANOVA performed on samples at settling parameter computed on time-varying connectivity 
patterns estimated by means of GLKF (panel a) and RLS (panel b), using NODES x SNR x TRIAL as within main factor. 
The diagram shows the mean value of the investigated performance index. The bar represented their relative 95% 
conﬁdence interval. 
 
In Fig. 2.4 I reported the results of the two ANOVAs performed on samples at settling 
parameter computed on time-varying connectivity patterns estimated by means of GLKF 
(panel a) and RLS (panel b), using NODES x SNR x TRIAL as within main factor. The 
diagram shows the mean value of the investigated performance indexes. The bar represented 
their relative 95% conﬁdence interval. The plot in each panel is composed by four sub-plots, 
one for each model dimension: 10 nodes in the first subplot; 20 nodes in the second subplot; 
30 nodes in the third subplot; 60 nodes in the fourth subplot. On the x-axis of the four 
subplots different values of SNR in ascending order can be found. The results achieved for 
each number of trials used in the estimation process were reported with different colors: 10 
trials in blue, 20 trials in red, 30 trials in green, 50 trials in pink and 100 trials in black.  
Both panels showed a high influence of the factors NODES, SNR and TRIAL on samples at 
settling parameter, which decreases with the increase of both SNR and number of trials used 
in the estimate. In particular a high decrease of the parameter resulted for an increase of SNR 
from 0.1 to 1 and then its value remained constant for values of SNR above 1. Moreover, the 
decrease of such parameter is also related to the increase in the number of trials available for 
the analysis. The reduction of the time at settling is mainly evident (around 30% from 10 to 
100 trials) for values of SNR above 1. Fixing the SNR value and the number of trials included 
in the estimates, significant differences resulted in the time at settling for different number of 
nodes, as confirmed by Duncan’s pairwise comparisons. In particular the lowest values of the 
parameter were found for 20 and 60 nodes for GLKF (panel a) and for 20 nodes for RLS 
(panel b), especially for a high number of trials included in the analysis. For high quality data 
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(high SNR and high number of trials) the number of samples needed for settling is around 
180, guarantying a good speed in adaptation to transitions.   
 SAMPLES AT 
SETTLING 
NON ZERO 
ERROR 
ZERO IN 
ERROR 
ZERO OUT 
ERROR 
FACTORS p F p F p F p F 
NODES p<0.0001 29.7 p<0.0001 75 p<0.0001 277 p<0.0001 212.3 
COST p<0.0001 1149 p<0.0001 66237 p<0.0001 1849 p<0.0001 709.5 
SNR p<0.0001 416 p<0.0001 401.8 p<0.0001 934 p<0.0001 512 
TRIAL p<0.0001 988 p<0.0001 556.9 p<0.0001 3509 p<0.0001 441 
NODES x COST p<0.0001 12 p<0.0001 68 p<0.0001 156.6 p<0.0001 221.5 
NODES x SNR p<0.0001 31.6 p<0.0001 59.5 p<0.0001 131.2 p<0.0001 174 
COST x SNR p<0.0001 31.3 p<0.0001 397.4 p<0.0001 671.2 p<0.0001 474.4 
COST x TRIAL p<0.0001 46.2 p<0.0001 590.4 p<0.0001 1337.2 p<0.0001 440.2 
NODES x TRIAL p<0.0001 11.3 p<0.0001 62.9 p<0.0001 206.3 p<0.0001 122.7 
SNR x TRIAL p<0.0001 38 p<0.0001 376 p<0.0001 126.4 p<0.0001 318.4 
NODES x COST x SNR p<0.0001 3.2 p<0.0001 52 p<0.0001 105.4 p<0.0001 174 
NODES x COST x TRIAL p<0.0001 5.6 p<0.0001 54 p<0.0001 138.3 p<0.0001 138.3 
NODES x SNR x TRIAL 0.0028 1.8 p<0.0001 49.9 p<0.0001 84.9 p<0.0001 98.5 
COST x SNR x TRIAL p<0.0001 2.9 p<0.0001 343 p<0.0001 434 p<0.0001 286.8 
Table 2.3 – Results of four-way ANOVA performed on the performance indexes computed on the connectivity patterns 
estimated by means of GLKF. The within main factors were the adaptation parameters set in the estimation process 
(COST), the signal to noise ratio (SNR), the number of trials (TRIAL) available for the analysis and the number of nodes 
included in the model (NODES). 
The comparison between the two approaches was performed by means of a visual inspection 
of the trends, in fact an ANOVA between the two methods could not be computed due to their 
difference in the adaptation constant to be set during the estimation process. Fixing the level 
of SNR, the number of nodes and the amount of trials included in the estimate, the time 
required for settling was similar except for the case of 20 nodes, in which the RLS showed 
better performances in terms of adaptation speed, especially for high number of trials. 
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Figure 2.5 - Results of ANOVA performed on NonZero error parameter computed on time-varying connectivity patterns 
estimated by means of GLKF (panel a) and RLS (panel b), using NODES x SNR x TRIAL as within main factor. The 
diagram shows the mean value of the investigated performance index. The bar represented their relative 95% conﬁdence 
interval. 
 
In Fig. 2.5 I reported the results of the two ANOVAs performed on NonZero error parameter 
computed on time-varying connectivity patterns estimated by means of GLKF (panel a) and 
RLS (panel b), using NODES x SNR x TRIAL as within main factor. The diagram shows the 
mean value of the investigated performance indexes. The bar represented their relative 95% 
conﬁdence interval. The plot in each panel is composed by four sub-plots, one for each model 
dimension: 10 nodes in the first subplot; 20 nodes in the second subplot; 30 nodes in the third 
subplot; 60 nodes in the fourth subplot. On the x-axis of the four subplots different values of 
SNR in ascending order can be found. The results achieved for each number of trials used in 
the estimation process were reported with different colors: 10 trials in blue, 20 trials in red, 30 
trials in green, 50 trials in pink and 100 trials in black. Both panels revealed a strong influence 
of the factors NODE, SNR and TRIAL on the NonZero error, which decreasing with the 
increase of SNR level and with the amount of trial included in the estimate. The trends 
reported for the NonZero error in relation to SNR and TRIAL factors are similar to those 
achieved for the samples at settling. Fixing the SNR level and the amount of trials included in 
the estimate, a reduction of the NonZero error according to an increase in the number of nodes 
included in the model resulted for GLKF. Similar trends across different number of nodes 
were shown for RLS. Comparing by visual inspection the trends achieved for NonZero error 
by applying both methods, the performances achieved by GLKF are better than those obtained 
for RLS. In fact the NonZero Error remained below 15% in case of low quality data or below 
5% in case of high quality data for the GLKF, while it reached really high values (above 
100%) for the RLS, confirming what was already known in literature about RLS.      
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Figure 2.6 - Results of ANOVA performed on ZeroIn error parameter computed on time-varying connectivity patterns 
estimated by means of GLKF (panel a) and RLS (panel b), using NODES x SNR x TRIAL as within main factor. The 
diagram shows the mean value of the investigated performance index. The bar represented their relative 95% conﬁdence 
interval. 
 
In Fig. 2.6 I reported the results of the two ANOVAs performed on ZeroIn error parameter 
computed on time-varying connectivity patterns estimated by means of GLKF (panel a) and 
RLS (panel b), using NODES x SNR x TRIAL as within main factor. The diagram shows the 
mean value of the investigated performance indexes. The bar represented their relative 95% 
conﬁdence interval. The plot in each panel is composed by four sub-plots, one for each model 
dimension: 10 nodes in the first subplot; 20 nodes in the second subplot; 30 nodes in the third 
subplot; 60 nodes in the fourth subplot. On the x-axis of the four subplots different values of 
SNR in ascending order can be found. The results achieved for each number of trials used in 
the estimation process were reported with different colors: 10 trials in blue, 20 trials in red, 30 
trials in green, 50 trials in pink and 100 trials in black. Both panel revealed a strong influence 
of the factors NODE, SNR and TRIAL on the ZeroIn error, which decreases with the increase 
in the amount of trial included in the estimate and increases with the increase of SNR level. 
The ZeroIn error decreases with the increase in the number of nodes included in the estimate 
especially for GLKF. Similar trends among different number of nodes resulted for RLS, 
except for the case of 20 nodes, where such error is higher than in the other cases. As in the 
NonZero error the comparison between the two methods revealed better performances for the 
GLKF in respect to the RLS for all the conditions of SNR, amount of trials and number of 
nodes. 
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Figure 2.7 - Results of ANOVA performed on ZeroOut error parameter computed on time-varying connectivity patterns 
estimated by means of GLKF (panel a) and RLS (panel b), using NODES x SNR x TRIAL as within main factor. The 
diagram shows the mean value of the investigated performance index. The bar represented their relative 95% conﬁdence 
interval. 
 
In Fig. 2.7 I reported the results of the two ANOVAs performed on ZeroOut error parameter 
computed on time-varying connectivity patterns estimated by means of GLKF (panel a) and 
RLS (panel b), using NOD♥ES x SNR x TRIAL as within main factor. The diagram shows 
the mean value of the investigated performance indexes. The bar represented their relative 
95% conﬁdence interval. The plot in each panel is composed by three sub-plots, one for each 
model dimension: 20 nodes in the first subplot; 30 nodes in the second subplot; 60 nodes in 
the third subplot. On the x-axis of the three subplots different values of SNR in ascending 
order can be found. The results achieved for each number of trials used in the estimation 
process were reported with different colors: 10 trials in blue, 20 trials in red, 30 trials in green, 
50 trials in pink and 100 trials in black. Both panel revealed a strong influence of the factors 
NODE, SNR and TRIAL on the ZeroOut error. The trends reported for the ZeroOut parameter 
computed on connectivity patterns estimated by means of RLS is similar to those already 
described for the samples at settling and for the NonZero error. In fact the error reduces with 
the increase of SNR level and of the amount of trials considered in the analysis. The GLKF 
showed different behaviors in relation to the values of the factors taken in account in the 
simulation study. A reduction of the error related to the increase of the SNR level resulted for 
all the number of nodes. In the 20 Nodes case, the error decreases also in relation to the 
increase in the number of trials considered in the estimate. For 30 and 60 nodes, the error 
increases with the increase of the amount of data included in the analysis. However, the 
ZeroOut error computed on time-varying patterns estimated by means of GLKF was lower 
than the error committed with the application of RLS method, highlighting, also in this case, 
the best performances of the GLKF. 
 67 
 
Discussion 
In order to evaluate the performances of the two methods in the estimation of time-varying 
functional connectivity patterns, I performed several statistical analysis (ANOVAs and 
Duncan’s pairwise comparisons) on different simulated datasets, built according to predefined 
schemes composed by different number of nodes (from 10 to 60), under different conditions 
of SNR and number of trials included in the estimate whose variability ranges are similar to 
those found during real EEG recordings. The imposed connectivity model was built in order 
to test the validation processes in some situations typical of cerebral networks such as the 
presence of direct, indirect and ‘null’ arcs with strengths in ranges consistent with the ones 
estimated in previous studies characterized by a large sample of subjects performing memory, 
motor, and sensory tasks. In particular I evaluated the performances of these two methods in 
terms of accuracy in the estimation process and in terms of speed of adaptation to transitions 
applied on the temporal evolution of connectivity patterns, also putting them in relation with 
the model dimension. Thus, the performance parameters were evaluated for the two time-
varying approaches in relation to the SNR level, to the amount of trials included in the 
estimate, to the adaptation constants set during the estimation process and to the number of 
nodes characterizing the investigated networks. 
The study was conducted with the aims of: i) characterizing the new GLKF method and 
describe its performances in relation to the adaptation constants to be set during its 
application; ii) verifying the limit of RLS in estimating time-varying connectivity patterns 
characterized by a high number of nodes; iii) comparing the performances of the two 
approaches under different conditions of signal quality and model dimension. 
The simulations provided the following answers to the questions raised in the Introduction: 
1) The RLS method showed limits in the estimation of connectivity patterns 
characterized by a high number of nodes. The errors remained below 50% only if the 
signals included in the estimates were characterized by an elevate SNR level        
(SNR ≥ 3) and a high amount of trials available for the analysis (#trials ≥ 100). The 
decline of the quality of data strongly reduced the RLS performances, leading the 
NonZero error over 100%.  
2) The comparison between the recent GLKF method and the already existent RLS 
approach performed in this study demonstrated that GLKF method can substitute the 
RLS approach in the time-varying estimation of connectivity patterns due to its higher 
performances in following the temporal dynamics of investigated networks. In fact the 
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time required for settling was below 500 ms for all the SNR levels, number of trials 
and number of nodes considered in the study. Such time drastically reduced (around 
300 ms) if the signals included in the estimate were of high quality (SNR ≥ 3 and 
#trials ≥ 30). Moreover, the accuracy in estimation process showed by GLKF was 
really high, considering that the NonZero error remained below the 20%, the ZeroIn 
and the ZeroOut errors below 2% for all the SNR levels, number of trials and number 
of nodes considered in the study. As expected, the NonZero error decreased below 5% 
for high quality data. The high performances of GLKF persisted also for models of 
high dimension, confirming from a quantitative point of view what has been 
qualitatively demonstrated in literature (Milde et al., 2010). 
3) The two adaptation constants allowed to regulate the speed of adaptation to transitions 
in temporal dynamics of connectivity patterns. High values of c1 and c2 increased the 
speed of time-varying estimates but at the same time decreased their accuracy. If we 
are interested in increase the adaptation speed the best choice is c1=c2=0.03, if we are 
interested instead in maximizing the accuracy of the estimate it’s preferable the choice 
c1=c2=0.01. However the simulation study provided some guidelines allowing to 
select the best value for the two constants c1 and c2 in relation to the quality of the 
data and to the amount of trials available for the analysis (Toppi et al., 2012). 
4) Both SNR level and the number of trials available for the estimate have a reliable 
effect on performance indexes computed on the estimates achieved by means of both 
methods. In fact a consistent reduction of the time at settling and an increase of the 
estimation accuracy resulted in relation to the increase of SNR level and of the amount 
of trials included in the process. However, the performances achieved with GLKF can 
be considered as acceptable also for low SNR and few trials included in the analysis. 
The RLS showed acceptable performances only on high quality data. 
In conclusion, the ANOVA results (integrated with the Duncan’s test performed at p<0.05) 
confirmed what has been qualitatively introduced in previous studies about the issues of time-
varying connectivity and limits in the dimension of connectivity patterns. The results are in 
agreement with previous simulation studies performed on the effect of factors such as SNR 
level and number of trials on the samples at settling and accuracy parameters (Astolfi et al., 
2008).  
The new method for the estimation of time-varying connectivity is a valid tool able to 
overcome the limits of existent procedures. In fact, the method is able to provide good time-
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varying estimates characterized by a high accuracy and elevate speed of adaptation to 
transitions also for networks composed by a high number of nodes. Such results confirmed 
what has been introduced by Milde et al., 2010.  
The simulation study highlighted high performances of GLKF in conditions which are 
generally obtained in many standard EEG recordings of event-related activity in humans, 
usually characterized by values of SNR ranging from 3 (movement related potentials) to 10 
(sensory evoked potentials) and by a number of trials ranging from 30 to 50. In the same 
conditions the RLS showed bad performances especially in the accuracy of estimated patterns 
characterized by a high number of nodes. 
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Conclusion 
The characterization of event-related tasks whose timing is regulated by an external trigger 
requires the use of time-varying approaches able to follow the temporal dynamics of 
investigated neuronal processes. The first method proposed ten years ago and based on the 
assumption of stationarity of signals in short time windows provided a not sufficient solution 
to the problem, offering time-varying solution with low temporal resolution. Few years later, 
a more advanced approach based on a recursive algorithm involving a weighted influence of 
the past of the investigated signal was proposed. Such approach showed a good speed of 
adaptation to temporal transitions but it presented a limitation in the number of signals to be 
included simultaneously in the estimate. The necessity to overcome this limit led to the 
development of a new approach based on Kalman filter able to provide accurate time-varying 
estimates also for high dimensional model. In fact, the limitation in the dimension of the 
model used for the adaptive connectivity estimation could affect the achieved connectivity 
patterns with spurious links due to “hidden sources”. 
A quantitative description of the properties of the two time-varying methods and of their 
application field was not available so far. In fact in order to understand the advantages and the 
limits of both approaches under different conditions of SNR, amount of trials included in the 
analysis and model dimension, a simulation study was conducted and described in this 
section. 
The results achieved in this section of the thesis highlighted the possibility to have a 
methodology able to estimate the temporal evolution of connectivity patterns with high 
performances also including all the sources in the estimate. In particular, the study provided a 
set of results to be used as guidelines for the application of time-varying methods without any 
a-priori selection of the sources of electrical activity. Such guidelines were reported in 
relation to the quality of data available and the number of sources included in the analysis. 
Even in this case, as for the results achieved in the connectivity assessment in Sec.I, it is 
necessary to take into account that a linear approach is used in both generation of datasets and 
estimation processes. For this reason, these results did not take into account all the errors due 
to a wrong choice of the model but only those related to the inaccurate estimates. In the 
future, the same investigations should be replicated on datasets generated including the 
nonlinearity of investigated signals.   
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Moreover, notwithstanding the advancement achieved by means of the new Kalman-based 
approach, further investigations are necessary for increasing the temporal resolution of time-
varying estimates. In fact, the application of such promising procedure based on Kalman filter 
leads to a reduction of the temporal resolution typical of EEG recordings. Even if the 
estimation is performed for each sample in the observation window, the transitions were 
described by means of an oscillating trend followed by a slow adaptation towards the updated 
state. Such process which is the one typical of models perturbed by an external agent, is 
described by a group of consecutive samples (more than 20 samples) not allowing to get 
instantaneously the variations. For this reason, in the future new methodologies will be 
necessary for reducing the time required for the settling of the algorithm with the aim to 
reduce the delay in the estimation of temporal transitions of information flows. 
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Introduction 
The methodological advancement in the functional connectivity field has been leading to the 
description of neurological mechanisms at the basis of complex cerebral processes involving a 
high number of sources. Once qualitatively described the connectivity pattern achieved for the 
investigated condition, a quantitative characterization of its main properties is necessary in 
order to synthetize the huge amount of information derived from the application of such 
advanced methodologies. The extraction of indexes describing global and local properties of 
the investigated networks could open the way to several different applications in neuroscience 
field. For example, such indexes if achieved from EEG data recorded during human resting 
condition can be used for: i) describing changes in resting properties due to ageing (Zhu et al., 
2011); ii) characterizing properties of the healthy population to be used as model for the 
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description of some pathological conditions and their recovery (Toppi et al., 2012); iii) 
predicting the performances achieved by the subject in executing a particular task (Grosse-
Wentrup and Schölkopf, 2012).  
The extraction of salient characteristics from brain connectivity patterns is thus a challenging 
topic which needed to be improved and refined in order to be performed in a consistent, stable 
and repetitive way. In the last ten years, a graph theoretical approach was proposed for the 
characterization of the topographical properties of real complex networks (Sporns et al., 2004; 
Strogatz, 2001). In fact, it was demonstrated that tools already implemented and used for the 
treatments of graphs as mathematical objects could be applied to functional connectivity 
networks estimated from electroencephalographic (EEG), magnetoencephalographic (MEG) 
or hemodynamic (fMRI) recordings (De Vico Fallani et al., 2012; Bullmore and Sporns, 
2009; Stam and Reijneveld, 2007; Stam, 2004). The use of characteristic indexes, borrowed 
by graph theory, allows the evaluation of real networks in terms of density of connections 
incoming or outcoming from a node, tendency to cluster, centrality of some nodes or edges 
and distances between nodes (Fagiolo, 2007; Sporns et al., 2004; Latora and Marchiori, 
2001). 
The computation of graph indexes can be performed on adjacency matrices achieved by 
applying a threshold on the estimated connectivity values obtained by means of different 
estimators. The application of a thresholding procedure allows to convert the connectivity 
values into edges. An edge connecting two nodes exists if the connectivity value between 
those nodes is above a certain threshold; otherwise the edge is null. The choice of the 
threshold should not depend on the application, and, if done in an arbitrary way, could affect 
the results. In fact, the threshold influences the number of connections considered for the 
subsequent graph analysis and thus affects the indexes extracted from the network (Van Wijk 
et al., 2010). Different methodologies are available for defining such threshold. A possible 
approach is to select a fixed threshold. In this respect, three criteria are typically adopted: 5% 
significant level as a threshold fixed for discarding connectivity values from the random case 
(Ferrarini et al., 2009; Chen et al., 2008; Salvador et al., 2005); an arbitrary value in order to 
discard the weak connections (Van den Heuvel et al., 2009); the largest possible threshold 
allowing all nodes to be connected at least to another node in the network (Bassett et al., 
2006). The second way to extract a threshold is to fix the average degree within the networks 
in order to maximize the small-world properties of the network (Rubinov and Sporns, 2010; 
Wang et al., 2009; de Haan et al., 2009; Ferri et al., 2008; He et al., 2008). A third way to 
define a threshold is to fix the edge density of the network, i.e. the number of existing edges 
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divided by the number of possible edges (Wang et al., 2009). This approach is useful if we are 
interested in comparing different conditions but can produce modifications in the topology of 
the studied network (Van Wijk et al., 2010). 
 All the approaches described above are empirical and do not take into account the 
intrinsic statistical significance of the estimator used in functional connectivity estimation 
process. In fact, when the adjacency matrix is achieved by imposing a threshold fixing the 
number of residual connections of the network, we cannot exclude a-priori that a percentage 
of such residual connections is estimated by chance. My idea was thus to take into account the 
statistical significance of the estimator used for functional connectivity estimation in the 
construction of adjacency matrix. In the case of PDC, the threshold is extracted by applying a 
percentile, for a defined significance level, on the distribution achieved for such estimator in 
the null case. In this way, an edge exists in the adjacency matrix describing the considered 
network if and only if it is statistically different from the null case. 
In the present section of my thesis, first of all I briefly introduced the concepts at the basis of 
graph theory, I described the way in which the adjacency matrix can be extracted and all the 
possible indexes which can be defined. In the second part, I described a simulation study 
conducted for investigating how the methods used for extracting the adjacency matrix on 
which is based the graph theory could affect the global properties of the investigated 
networks.
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Graph Theory Approach: State of the Art 
Concept at the basis of Graph Theory 
A graph is a mathematical object consisting in a set of vertices (or nodes) and edges 
(or connections) indicating the presence of some sort of interaction between the vertices. The 
adjacency matrix A contains the information about the connectivity structure of the graph and 
can be derived directly from the investigated network as reported in Fig.3.1. When a directed 
edge exists from the node j to the node i, the corresponding entry of the adjacency matrix is 
Aij = 1 in binary graphs or Aij = v (where v is the value achieved by the estimator) in weighted 
graphs otherwise Aij = 0. The adjacency matrix can be used for the extraction of salient 
information about the characteristic of the investigated network by defining several indexes 
based on its elements. 
 
Figure 3.1 – Flowchart describing the process of adjacency matrix extraction starting from the estimated connectivity 
pattern. 
 
In relation to the estimator used for building the network, the associated graph could be: 
- undirected → if the estimator is able to extract only the value of the information flows 
and not the direction. In this case the adjacency matrix is symmetric (Aij = Aji). 
- directed → if the estimator allows to reconstruct not only the magnitude but also the 
direction of the connection. In this case the adjacency matrix is asymmetric (Aij ≠ Aji). 
If the estimator used for the analysis is based on multivariate approach, as the case of Partial 
Directed Coherence (Baccalá and Sameshima, 2001), the corresponding graph is 
binary/weighted and directed.  
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Adjacency Matrix Extraction 
Once the functional connectivity pattern is estimated, it is necessary to define an 
associated adjacency matrix for each network, on which extract salient indexes able to 
characterize the network properties. The generic ijth entry of a directed binary adjacency 
matrix is equal to 1 if there is a functional link directed from the jth to the ith signal and to 0 if 
no link exists. As explained in the Introduction section, the construction of an adjacency 
matrix can be performed by comparing each estimated connectivity value to its correspondent 
threshold value. In particular: 
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where ijG and ijA  represent the entry (i,j) of an adjacency matrix G and a connectivity matrix 
A, respectively, and ijτ  is the corresponding threshold. It is possible to derive the adjacency 
matrix simply by applying the same threshold for all the links of the network. In this case, eq. 
(3.1) becomes 
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where τ represents the threshold to be applied to all the links in the network. 
Different approaches have been developed for evaluating the threshold values, as 
already described in the Introduction paragraph, most of them based on qualitative 
assumptions aiming at fixing the number of edges or the degree of some nodes or at 
maximizing some properties of the investigated networks. The selection of the threshold to be 
used for the extraction of adjacency matrices is a crucial step of the graph theory approach; in 
fact the type of threshold used in the process might affect the structure and the topological 
properties of the investigated networks. For this reason, further investigations are needed in 
this field with the aim to establish a consistent and stable procedure to be applied, able to keep 
the real global and local properties of the connectivity patterns under analysis. 
Graph Theory Indexes 
Different indexes can be defined on the basis of the adjacency matrix extracted from a given 
connectivity pattern. The most commonly used, will be described in the following: 
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Global Efficiency. The global efficiency is the average of the inverse of the geodesic length 
and represents the efficiency of the communication between all the nodes in the network 
(Latora and Marchiori, 2001). It can be define as follows 
∑
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where N represents the number of nodes in the graph and ijd the geodesic distance between i 
and j (defined as the length of the shortest path between i and j). 
Local Efficiency. The local efficiency is the average of the global efficiencies computed on 
each sub-graph Gi belonging to the network and represents the efficiency of the 
communication between all the nodes around the node i in the network (Latora and Marchiori, 
2001). It can be defined as follows 
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where N represents the number of nodes in the graph and Gi the sub-graph achieved deleting 
the ith row and the ith column from the original graph. 
Degree. The degree of a node consists in the number of links connected directly to it. In 
directed networks, the indegree is the number of inward links and the outdegree is the number 
of outward links. Connections weight is ignored in calculations (Sporns et al., 2004). Degree 
can be defined as follows 
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where aij represents the entry ij of the Adiacency matrix A. 
Betweenness Centrality. Node betweenness centrality is the fraction of all shortest paths in 
the network containing a given node. Nodes with high values of betweenness centrality 
participate in a large number of shortest paths (Kintali, 2008; Freeman, 1978). It can be 
defined as follows 
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where hjρ  is the number of shortest paths between h and j and )(ihjρ  is the number of 
shortest paths between h and j that pass through i. 
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Characteristic Path Length. The characteristic path length is the average shortest path length 
in the network, where the shortest path length between two nodes is the minimum number of 
edges that must be traversed to get from one node to another. It can be defined as follows 
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where iL  is the average distance between node 𝑖 and all other nodes and ijd is the geodesic 
distance between node i and node j (Sporns et al., 2004). 
Clustering Coefficient. The clustering coefficient describes the intensity of interconnections 
between the neighbors of a node (Watts and Strogatz, 1998). It is defined as the fraction of 
triangles around a node or the fraction of node’s neighbors that are neighbors of each other. 
The binary directed version of Clustering Coefficient is defined as follows (Fagiolo, 2007) 
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where it  represents the number of triangles involving node i, 
in
ik  and 
out
ik  are the number of 
incoming and outcoming edges of nodes i respectively and ijg  is the entry ij of adjacency 
matrix.  
Small-Worldness. A network G is defined as small-world network if randG LL ≅ and 
randG CC >> where GL  and GC  represent the characteristic path length and the clustering 
coefficient of a generic graph and randL and randC  represent the correspondent quantities for a 
random graph (Watts and Strogatz, 1998). On the basis of this definition, a measure of small-
worldness of a network can be introduced as follows 
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So a network is said to be a small world network if S > 1 (Humphries and Gurney, 2008) . 
The indexes described above do not allow to characterize the network in terms of symmetries 
or influences between two different areas of the scalp. For this purpose, during my PhD I 
defined two new indexes: symmetry and influence, able to describe the topological properties 
of the investigated networks (Toppi et al., 2012). For the evaluation of such indexes it is 
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important to modify the adjacency matrix A in A’ by disposing in the first N1 rows and N1 
columns the connectivity values related to the first cerebral area and in the second N2 rows 
and N2 columns the connectivity values related to the second cerebral area. 
Symmetry. The symmetry index is the percentage difference in the number of internal 
connections between two different spatial regions. It could assume values in the range [-1 ; 1], 
where 0 means same number of internal connections within the two regions, 1 means 
connections only within the first region and -1 means only connections within the second 
region. It can be defined as follows  
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where N1 and N2 indicates the number of electrodes belonging to the two scalp regions 
respectively and ijA'  represents the adjacency matrix modified according to the scalp’s 
regions to be compared. 
Influence. The influence index is the percentage difference in the number of inter-
connections between two different spatial regions. It could assume values in the range [-1 ; 1], 
where 0 means no connections or same number of inter-connections between the two regions, 
1 means connections only from the second region to the first and -1 means only connections 
from the first region to the second. 
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where N1 and N2 indicates the number of electrodes belonging to the two scalp regions 
respectively and ijA'  represents the adjacency matrix modified according to the scalp’s 
regions to be compared. 
The last two indexes could be used in neuroscience field for investigating the symmetries and 
influences between for example the two hemispheres or between frontal and parietal areas.
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Beyond the State of the Art: How the Statistical Validation 
of Functional Connectivity Patterns Can Prevent 
Erroneous Definition of Small-World Properties of a Brain 
Connectivity Network 
The extension of graph theory approach to the clinical field required the investigation of a 
reliable and consistent procedure able to extract stable indexes whose variations could be 
attributed only to the experimental conditions and not to the instability of the methodologies 
used. For this reason, during my PhD I performed a study with the aim to reinforce the weak 
link in the graph processing chain by proposing an alternative method for adjacency matrix 
extraction, based on a statistical approach, able to overcome the limitations of existenting 
procedure. 
The general aim of the study is to understand how the methods for extracting the adjacency 
matrix could affect the graph theory indexes and their interpretation, in order to define a 
reliable approach for the derivation of salient indexes from connectivity networks estimated 
by means of multivariate methods. In particular I used two different datasets with the purpose 
of comparing one of the methods extensively used in graph theory applications for extracting 
adjacency matrices from the connectivity patterns (i.e. the method based on fixing the edge 
density) with the new proposed method based on the thresholds extracted by means of the 
statistical validation of connectivity patterns. The first dataset I used consisted of a set of 
random uncorrelated signals, which should represent a null model for functional connectivity 
estimates and a random case for graph theory indexes. In fact, since no correlation exists 
between signals, the connectivity estimation process should discard almost entirely the 
information flows between signals, leaving only a few percentage of connections, estimated 
by chance and organized according to a random network. This dataset can be seen as an ideal 
“null case” model, but it does not take into account some factors strictly related to an 
electroencephalographic recording, such as the existence of a correlation between the 
recorded signals, due to effects of volume conduction, to the spatial positions of electrodes 
disposed on the scalp and to the location of the reference (Nunez et al., 1997). For this reason, 
I introduced a second dataset, composed by signals recorded from a mannequin head during a 
pseudo experiment. This situation represents the null model for functional connectivity 
estimates inferred by applying Partial Directed Coherence on EEG signals recorded at scalp 
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level. In fact, the absence of physiological content in the recorded signals allows to model the 
absence of information flows between electrodes, but at the same time, the use of a real EEG 
cap, with electrodes positioned as 10-20 systems and references placed at the earlobes, models 
the effects of some factors typical of an EEG recording situation. 
I estimated the functional connectivity patterns associated to both applications and I 
extracted the correspondent adjacency matrices by means of two approaches: fixed edge 
density k and shuffling procedure for a significance level of 5%. This second approach was 
explored by applying no corrections for multiple comparisons and by applying False 
Discovery Rate. Several graph indexes were computed on binary adjacency matrices achieved 
with both methodologies. The results, achieved on the two different datasets by means of the 
two methods, were normalized by means of 100 random graphs with the same number of 
connections of the graphs obtained on simulated and mannequin data. A statistical analysis of 
variance (ANOVA) was performed on the results obtained by the two approaches in each 
dataset to study the effect of the methodology applied on the properties extracted from the 
networks. 
Methods 
Datasets used in the experiment 
Simulated data. The first dataset I used to compare the two approaches was generated to build 
the null case (complete lack of correlation between the signals). To this purpose, I generated 
random datasets of signals with the same average amplitude and the same standard deviation 
of the data acquired on the mannequin head (see following paragraph for details) to avoid 
differences between the two datasets due to different signals amplitudes. In particular, each 
dataset is composed by 20 signals segmented in 50 trials of 3s each. 20 electrodes is the 
typical number of sensors used for connectivity measures estimated by means of multivariate 
method on scalp EEG signals. In the following, I will refer to this dataset as “simulated data”. 
Mannequin data. I simulated an EEG recording on a head of a synthetic mannequin by using 
a 61-channel system (Brain Amp, Brainproducts GmbH, Germany). The sampling frequency 
was set to 200 Hz. In order to keep the impedance below the 10 kΩ, the mannequin was 
equipped with a cap positioned over a humidified towel. It must be noted that there were not 
electromagnetic sources inserted within the mannequin’s head, which is instead composed 
only by polystyrene. Thus, the mannequin head cannot produce any possible electromagnetic 
signals on the electric sensors disposed on the recording cap. The only environmental noise 
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was recorded. Fig.3.2 presents the experimental setup employed for the electrical recordings. 
The mannequin was put in front of a screen to take into account the interferences of a monitor 
on EEG recording. To avoid any differences between the two datasets I used the same number 
of trials and samples per trial of simulated data. I referred to this dataset as “mannequin data”. 
 
Figure 3.2 – Experimental setup employed for the simulated electrical recording on a mannequin head by means of a 61 
channels EEG cap. The polystyrene mannequin head was posed in front of a screen in order to include the interferences 
on signals due to the presence of a monitor. 
 
Signal Processing 
Both datasets were subjected to the same signal processing procedure, made by the following 
steps: 
1) Generation of 20 simulated signals (simulated data) or selection of 20 channels 
randomly chosen among the 61 used for the recording (mannequin data) 
2) Functional connectivity estimation performed by means of PDC (details about PDC 
estimator can be found in Sec.I) 
3) Extraction of the correspondent binary adjacency matrices by applying a threshold τ 
achieved in two different ways: 
− by means of shuffling procedure for a significance level of 5% in two 
conditions: i) not corrected for multiple comparisons and ii) adjusted for 
multiple comparisons by False Discovery Rate.  
− by fixing the edge density k to predefined values. The levels of such values 
were chosen equal to those achieved by the shuffling procedure, to avoid 
 84 
 
different performances between the two methods due to the selection of a 
different density of edges. 
4) Extraction of the graph indexes described above from the adjacency matrices achieved 
with both  methodologies 
5) Normalization of the indexes achieved at point 4 with those extracted from 100 
random graphs generated by maintaining the same number of connections of the 
correspondent adjacency matrix, to normalize the values to the model dimension. 
Analysis of Variance 
The signal processing procedure (point 1 to 5 of the previous paragraph) has been 
repeated 50 times in order to increase the power of the statistical test (ANOVA) computed for 
comparing the two different modalities used for the extraction of the adjacency matrices. 
We computed a two-way ANOVA with each graph index as dependent variable. The 
main factors were: 
− the method used for extracting adjacency matrices (METHOD), with two levels: 
• Shuffling procedure 
• Fixed Edge Density procedure 
− the edge density (EDGE) corresponding to two cases: 
• Case 1: percentage of edges survived to the shuffling procedure for a 
significance level of 5% not corrected. This percentage resulted from the 
application of the Shuffling procedure and was consequently imposed also 
to the Fixed Edges procedure, to avoid different performances due to 
different densities 
• Case 2: percentage of edges survived to the shuffling procedure for a 
significance level of 5% corrected by FDR. Same procedure described 
above. 
The ANOVA was applied to both simulated and mannequin data. 
Results  
Simulated data 
To describe how I selected the edge density to be used in the two approaches, I reported in 
Fig.3.3 the histograms describing the distribution of the edge density characterizing the 
adjacency matrices extracted during different iterations of functional connectivity estimation 
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process on simulated data. The situation described in the two panels represents the levels 
Case1 (Fig. 3.3a) and Case2 (Fig 3.3b) used for the ANOVA analysis. In particular the 
average edge density resulting from the Shuffling procedure applied to simulated (random 
uncorrelated) data was 7% for the not corrected case and 4% for the FDR corrected case. 
These results should be interpreted taking in mind that being the simulated data a null model 
for connectivity estimation, all the survived links can be seen as false positives This meant 
that the application of the shuffling procedure together with the FDR correction for multiple 
comparisons allowed to reduce the number of false positive below the significance threshold 
imposed in the statistical test (5% of connections could be due to chance).  
 
Figure3.3 - Distribution of the edge density characterizing the adjacency matrices extracted during the different 
iterations of the connectivity estimation process on simulated data, in two different cases: Case 1 (a) → percentage of 
edges survived to shuffling procedure for a significance level of 5% not corrected for multiple comparison; Case 2 (b) → 
percentage of edges survived to shuffling procedure for a significance level of 5% corrected for multiple comparisons by 
means of FDR. 
 
This first result confirmed the importance of statistical validation process combined with the 
correction for multiple comparisons. In fact, only the application of the shuffling procedure in 
the FDR case allowed to discard spurious links (obtained in this case on random, uncorrelated 
signals) at the correct level (below 5%). The edge densities obtained for the shuffling 
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procedure, reported in Fig.3.3, were used also in the Fixed Edges method, to avoid different 
performance of the two methods to be due to the different number of connections. In 
particular, in the Fixed Edges method, if the imposed edge density is k, the threshold was 
chosen as the value which allowed to keep the k higher connections of the graph. 
The two approaches were statistically compared by means of an ANOVA performed 
imposing, as described in the Methods paragraph, each derived graph index as dependent 
variable. The indexes were normalized with the values obtained from 100 random graphs 
generated by keeping the number of connections of the correspondent adjacency matrix. This 
process was repeated 50 times in order to increase the robustness of the statistical analysis.  
The ANOVA analysis was computed considering the Small-Worldness index as dependent 
variable. The within main factors were the methods used for adjacency matrices extraction 
(METHOD) and the edge density of the achieved adjacency matrix (EDGE). The main factor 
METHOD was composed by two levels: Shuffling Procedure, Fixed Edge Density Method. 
The main factor EDGE was composed by two levels: Case 1 (edge density associated to 
significance level 5%, not corrected for multiple comparisons) and Case 2 (edge density 
associated to significance level 5%, FDR corrected). Results revealed a statistical inﬂuence of 
the main factors METHOD (p<0.00001, F=34.87) and METHOD x EDGE (p<0.00001, 
F=13.46) on the Small-Worldness index computed on connectivity networks inferred from 
simulated data.  
 
Figure 3.4 - Results of ANOVA performed on the Small-World Index computed on networks inferred from simulated 
data, using METHOD x EDGE as within main factor. The diagram shows the mean value for the Small-World index 
computed on the adjacency matrices extracted by means of the Shuffling procedure (blue line) and Fixed Edge Density 
Method (red line) in Case 1 (edge density as described in Fig. 3.3a) and Case 2 (edge density as described in Fig. 3.3b). 
The bars represent their relative 95% conﬁdence intervals. The green dotted line represents the threshold above which a 
network is said to be “small-world”. The symbol (*) indicates a statistical difference between shuffling procedure and 
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fixed edge density method, highlighted by Tukey’s post hoc test (p<0.05). 
 
In Fig. 3.4 I reported results of the ANOVA performed on the Small-World index considering 
METHOD x EDGE as main factor. The diagram shows the mean value for the Small-
Worldness computed on adjacency matrices extracted by means of Shuffling procedure (blue 
line) and Fixed Edge Density (red line), from the connectivity patterns estimated on simulated 
data. The bar represented their relative 95% conﬁdence interval. Considering that the edge 
density is equal by construction for the two methods, the diagram shows significant 
differences between the two methods in the description of the network in terms of Small-
Worldness, confirmed by the post-hoc analysis computed by means of Tukey’s test (* symbol 
in Fig.3.4).  
Such results highlighted the importance of statistically validating connectivity patterns and of 
using the statistical threshold for extracting the adjacency matrix. In fact, the use of the 
method based on a fixed edge density revealed “small-world” properties of the network 
obtained from uncorrelated signals, for both density values. On the contrary, the application 
of the shuffling procedure allowed to correctly identify the absence of small-worldness in the 
network. 
 88 
 
 
Figure 3.5 - Scatterplot of Small-World index vs Clustering Coefficient (panel a) and Small-World vs Path Length (panel 
b) for each iteration of the adjacency matrix extraction process computed by means of fixed edge density method for edge 
densities correspondent to those achieved in Case 2 (as from Fig.3.3b).The solid line represents the linear fitting 
computed on the data. The associated values of correlation (r) and r-square (r2) were reported in the box. 
 
To understand if the erroneous attribution of small-worldness to the networks achieved by 
means of the fixed edge density method is mainly due to the clustering coefficient or to the 
characteristic path length, correlations between the small-worldness index and these two 
indexes were computed for the two different edge densities. The results achieved in the Case 
2 (edge density as Fig. 3.3b) were shown in Fig.3.5. The diagram showed the scatter plot of 
Small-World index vs Clustering Coefficient (Fig 3.5a) and Small-World index vs Path 
Length (Fig. 3.5b) for each iteration of the adjacency matrix extraction process computed by 
means of the fixed edge density method, in the case of edge density correspondent to those 
achieved in Case 2 (edge density as Fig. 3.3b). The line in the figure represents the linear 
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fitting computed on the data. In the box, the associated values of correlation (r) and r-square 
(r2) were reported. From these results, it can be inferred that the small-world of networks 
achieved by means of fixed edge density method in Case 2 can be mainly due to the clustering 
coefficient, with a correlation of 0.93 and a r-square of 0.86. A minor dependence of small-
worldness from path length index is highlighted by low values of correlation coefficient        
(-0.36) and r-square (0.13). The same effect can be described for Case 1 (small-worldness vs 
Clustering r = 0.91, r2 = 0.82; small-worldness vs Path Length r = -0.38, r2 = 0.15). 
Mannequin data 
The simulated dataset used as null model for functional connectivity estimations represents an 
ideal case, because it does not take into account the spatial correlation between neighboring 
electrodes which always occurs during an EEG recording. For this reason, I used a second 
dataset, composed by signals acquired simultaneously from a mannequin head equipped with 
a cap positioned over a humidified towel, which, with its absence of physiological signals but 
with its correlation between neighboring electrodes, represents the null model for connectivity 
inferred from signals acquired during an EEG experiment. In the second dataset I randomly 
selected 20 channels among the 61 acquired (same number of signals used for simulated data) 
and subjected them to functional connectivity estimation process. Then the correspondent 
adjacency matrix was extracted by means of the two considered methods and some graph 
indexes, such as Small-Worldness, Path Length and Clustering Coefficient were computed. 
The indexes were normalized with the values obtained from 100 random graphs generated by 
keeping the number of connections of the correspondent adjacency matrix. This process was 
repeated 50 times in order to increase the robustness of the following statistical analysis.  
The shuffling procedure was applied for a significance level of 5%, both in the not corrected 
case and in the case of FDR correction. In Fig. 3.6 I reported two histograms describing the 
distribution of the edge density characterizing the adjacency matrices extracted during the 
different iterations of functional connectivity estimation process on mannequin data, for the 
uncorrected case (Case 1, Fig.3.6a) and for the FDR corrected case (Case 2, Fig.3.6b). In 
particular the average edge density was 22% for the not corrected case and 16% for the case 
corrected by means of FDR. This result showed the effect on connectivity measures due to the 
spatial correlation of neighboring electrodes. In fact the statistical validation process 
combined with the correction for multiple comparisons could not completely discard spurious 
links due to random fluctuations of the signals (residual edge density above 5%). The same 
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edge densities, reported in Fig.3.6, were used in the second method in order to avoid 
differences between the two methods due to the different number of connections.  
 
Figure 3.6 - Distribution of the edge density characterizing the adjacency matrices extracted during the different 
iterations of connectivity estimation process on mannequin data in two different cases: Case 1 (a) → percentage of edges 
survived to shuffling procedure for a significance level of 5%, not corrected for multiple comparisons; Case 2 (b) → 
percentage of edges survived to shuffling procedure for a significance level of 5%, FDR corrected. 
 
The same statistical analysis described in the previous paragraph for simulated data, was 
computed on graph indexes extracted from mannequin networks. In particular the ANOVA 
was computed considering the Small-World index as dependent variable and the methods 
used for adjacency matrices extraction (METHOD) and the edge density of the achieved 
adjacency matrix (EDGE) as within main factors. The main factor METHOD was composed 
by two levels: Shuffling Procedure and Fixed Edge Density Method. The main factor EDGE 
was composed by two levels: Case 1 (edge density as in Fig.3.6a) and Case 2 (edge density as 
in Fig.3.6b). Results revealed statistical inﬂuence of the main factors METHOD (p=0.00001, 
F=23.42), EDGE (p<0.00001, F=104.47) and METHOD x EDGE (p<0.00021, F=15.99) on 
the Small-World index computed on connectivity networks inferred from mannequin data.  
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In Fig. 3.7 I reported results of the ANOVA performed on the Small-World index considering 
METHOD x EDGE as main factor. The diagram shows the mean value for the Small-World 
computed on adjacency matrices extracted, by means of Shuffling procedure (blue line) and 
Fixed Edge Density (red line), from the connectivity patterns estimated on mannequin data. 
The bar represented their relative 95% conﬁdence interval. The Small World index is above 1 
for both methodologies, with statistically higher values for Fixed Edge Density in respect to 
Shuffling procedure in Case 2 as confirmed by the post-hoc analysis computed by means of 
Tukey’s. 
 
Figure 3.7 - Results of ANOVA performed on the Small-World Index computed on networks inferred from mannequin 
data, using METHOD and EDGE as within main factors. The diagram shows the mean value for the Small-Worldness 
computed on the adjacency matrices extracted by means of Shuffling procedure (blue line) and Fixed Edge Density 
Method (red line) in two cases, Case 1 (edge density as Fig. 3.6a) and Case 2 (edge density as Fig. 3.6b). The bar 
represents their relative 95% conﬁdence interval. The green dotted line represents the threshold above which a network is 
said to be “small world”. The symbol (*) indicates a statistical difference between shuffling procedure and fixed edge 
density method, highlighted by Tukey’s post hoc test (p<0.05). 
 
In order to understand which indexes, between the clustering coefficient and the characteristic 
path length, mainly contributed to the small-worldness of the networks achieved by means of 
shuffling procedure and fixed edge density method, correlations between the small-worldness 
index and these two indexes was computed for the two edge density cases. The results 
achieved in the case of edge density correspondent to Case 2 (edge density as Fig.3.6b) were 
showed in Fig.3.8.  
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Figure 3.8 - Scatterplot of Small-World index vs Clustering Coefficient (panels a and c) and Small-World index vs Path 
Length (panel b and c) for each iteration of the adjacency matrix extraction process computed by means of shuffling 
procedures (first column) and fixed edge density method (second column) for edge densities correspondent to those 
achieved in Case 2 (edge density as Fig.3.6b). The line represents the linear fitting computed on the data. The associated 
values of correlation(r) and r-square (r2) were reported in the boxes. 
 
The diagram showed the scatterplot of Small World index vs Clustering Coefficient (panels a 
and c) and Small-World index vs Path Length (panels b and d) for each iteration of the 
adjacency matrix extraction process computed by means of shuffling procedure (first column) 
and fixed edge density method (second column) in the case of edge density correspondent to 
those achieved in Case 2 (edge density as Fig. 3.6b). The solid lines in the figure represent the 
linear fitting computed on the data. In the box the associated values of correlation(r) and r-
square (r2) were reported. The small-worldness of networks achieved by means of shuffling 
procedure in Case 2 can be due, at the same time, to the clustering coefficient, with a 
correlation of 0.92 and a r-square of 0.85 and to the path length with a correlation coefficient 
of -0.69 and a r-square of 0.48. Same consideration could be done for fixed edge density 
method (Small-Worldness vs Clustering r = 0.83, r2 = 0.70; Small-Worldness vs Path Length r 
= -0.79, r2 = 0.63). The same effect could be described for Case 1 (Shuffling procedure: 
Small-Worldness vs Clustering r = 0.92, r2 = 0.83; Small-Worldness vs Path Length r = -0.79, 
r2 = 0.63; Fixed Edge Density: Small-Worldness vs Clustering r = 0.91, r2 = 0.83; Smal-
Worldness vs Path Length r = -0.87, r2 = 0.76). 
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Discussion 
The strong dependence of graph measures from the number of nodes, the edge density and the 
degree of the networks under analysis should lead to reflect on the modalities used for 
adjacency matrix extraction (Van Wijk et al., 2010). Different methodologies are currently 
used for this purpose, some of them based on the definition of fixed thresholds (Van den 
Heuvel et al., 2009; Bassett et al., 2006), other based on fixed average degree (Rubinov and 
Sporns, 2010; Wang et al., 2009; de Haan et al., 2009; Ferri et al., 2008; He et al., 2008), 
other on fixed edge density (Wang et al., 2009). The choice of a threshold in order to fix the 
number of edges or the degree allows to avoid size and density effects in the comparison of 
networks inferred from two different conditions, but can affect the structure of the network by 
enforcing not significant links and ignoring significant connections (Van Wijk et al., 2010). 
To understand the effects on the structural properties of a network due to the method applied 
for adjacency matrix extraction I computed a statistical comparison between one of the 
methods most extensively used in graph theory applications for extracting adjacency matrices 
from brain connectivity patterns (i.e. the method based on fixing the edge density) with an 
approach based on the statistical validation of achieved connectivity patterns by means of a 
shuffling procedure. The comparison was performed on two different datasets, one composed 
by random and uncorrelated simulated data, modeling the null case for the connectivity 
estimates, and another one composed by signals acquired on a mannequin head in order to 
take into account the spatial correlation between neighboring electrodes (Nunez et al., 1997).  
The results presented in this section allow to discuss about some open problems which affect 
the application of graph measures to the functional connectivity estimates.  
The first issue addressed in the present study was the necessity to statistically validate the 
connectivity measures in order to discard the spurious links due to random fluctuations of the 
signals considered simultaneously in the multivariate (Takahashi et al., 2007; Schelter et al., 
2006; Kaminski et al., 2001) or bivariate model (Amjad et al., 1997; Rosenberg et al., 1989). 
In this paper I confirmed the importance of the statistical validation combined with the 
corrections for multiple comparisons in multivariate estimates (Toppi et al., 2011) by showing 
the edge densities survived to the shuffling procedure on the simulated data (Fig.3.3). Being 
the simulated data a null model for connectivity estimation, all the survived links can be seen 
as false positives. The application of the shuffling procedure for a significance level of 5% not 
corrected produces 7% of false positives. Only applying the statistical correction of FDR the 
false positives went down the threshold of 5%. Unfortunately the application of shuffling 
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procedure to connectivity networks inferred on mannequin data led to a high number of false 
positives (22% in the not corrected case and 16% in the case of FDR correction). This could 
be explained by taking into account that some of the survival links are due to real correlations 
between neighboring electrodes induced by the registration on a wet towel, but which can 
occur also in real EEG recordings (Haueisen et al., 2002; van den Broek et al., 1998). 
A second issue to be considered as relevant in graph theory concerned the modality in which 
the adjacency matrix is extracted from the connectivity network. As already said in the 
previous pragraphs, the threshold choice is crucial for the computation of graph measures 
because it affects the topographical properties of real networks. In the present study I made a 
comparison between one of the methods extensively used in graph theory applications for 
extracting adjacency matrices from the connectivity patterns (i.e. the method based on fixing 
the edge density) and an approach based on the statistical validation of achieved connectivity 
patterns by means of a shuffling procedure, to describe the effects of the modalities for 
adjacency matrix extraction on the “small world” properties of the network. The results 
achieved on simulated data highlighted small world properties of the analyzed networks even 
in random, uncorrelated data, when the fixed edge density method was applied. Such small-
worldness is mainly correlated with an increase of the clustering coefficient and disappeared 
when shuffling procedure was used. The fixed edge density criterion led to an erroneous 
diagnosis of small-worldness for the connectivity patterns estimated on simulated data, 
independently from the edge density chosen. In fact, the simulated data, being uncorrelated, 
should produce connectivity patterns without any topographical properties of small-
worldness. These results led to two conclusions. The first is that the shuffling procedure does 
not just preserve the strongest connections, as demonstrated by different results obtained by 
means of fixed edge density which is based on this criterion. It means that the significance of 
a link is not merely related to its strength. The second conclusion is that the choice of an 
empirical threshold can affect so much the topography of the network that an erroneous 
definition of small-worldness could result. Thus, a statistical validation, combined with 
multiple comparisons adjustments, to be applied on connectivity networks, is necessary to 
define the significance of each edge within the adjacency matrix, in order to extract graph 
measures able to describe the real properties of the considered network. 
The results achieved on mannequin data showed small-world properties of the networks 
extracted by applying both methodologies. In this case, the shuffling procedure could not 
prevent the description of mannequin networks as small world networks, even applying the 
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corrections for multiple comparisons, but the entity of small-worldness is lower than those 
achieved by means of fixed edge density method. In both cases the Small-Worldness is 
equally correlated with an increase of the clustering coefficient and with a decrease of the 
path length. This effect could be explained with the existence of real correlations between 
electrodes, which can occur in real EEG data, due to volume conduction effect and to the 
location of the reference (Gerhard et al., 2011; Bialonski et al., 2010; Nunez et al., 1997). 
These considerations led to a possible redefinition of the meaning of the Small-World Index. 
In fact, it cannot be considered as an absolute measure, because its value contains some of the 
real correlations due to neighboring electrodes. A possible solution is to consider only 
variations of this measure between two conditions within the same subject, or between two 
subjects in the same conditions, in order to discard all the effects due to the position of the 
electrodes on the scalp. Another way to mitigate such effect is to apply the connectivity 
estimation process on the data obtained by methods allowing to reduce the spatial correlation 
between electrodes, such as all the approaches for the reconstruction of cortical sources from 
high resolution EEG recordings (Brancucci et al., 2004; Babiloni et al., 2004, 2003, 2001). 
Such methodologies allow to focus the activations of cerebral sources by means of a high 
number of sensors, realistic head models and the solution of the associated linear inverse 
problem (Astolfi et al., 2007, 2005, 2004). It must be also noted that other methods used for 
reducing spatial correlation at the scalp level, such as Blind Source Separation and Superficial 
Laplacian (Grave de Peralta Menendez and Gonzalez Andino, 1999), cannot be applied on the 
data before being subjected to connectivity analysis. In fact their mathematical algorithms 
introduce correlation in the data, which would, in turn, produces spurious results. 
In conclusion the present study allowed to highlight some erroneous results which can be 
obtained by the application of commonly used approaches for the extraction of adjacency 
matrix from connectivity patterns. Only the statistical validation of investigated connectivity 
patterns allowed to reconstruct the real topography of the network and to extract reliable 
indexes able to describe its salient properties without errors due to the instability of the 
methodologies applied. 
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Conclusion 
During the last ten years the use of effective connectivity for the description of some 
neurological phenomena at the basis of cerebral processes has gained a lot of success in 
different neuroscience applications. In fact, the estimation of the communication flows 
between different parts of the brain provides further information on the investigated cerebral 
processes in respect to those achieved by means of traditional brain mapping tools. 
The use of effective connectivity in complex neuro-scientific fields led to the necessity to find 
quantitative descriptors of the main properties of the investigated networks with the aim to 
synthetize the huge amount of information derived from the application of such advanced 
methodologies. For this reason, recently, the graph theory approach has been applied to brain 
networks analysis in order to extract indexes describing salient properties of the achieved 
connectivity patterns. 
As always happens, the translation of a methodology from a mathematical context to a more 
practical application could not be realized without the adaptation of all the methodologies 
used. Such adaptation required the refining of the existent approaches and the development of 
new methods able to solve the open problems in the field. 
Notwithstanding the introduction of graph theory approach in connectivity field has started 
several years ago, a consistent procedure for the extraction of salient properties of 
investigated connectivity patterns has not been developed yet. In literature different 
approaches were reported without any demonstration of their validity. The instability of such 
approaches could lead to misleading results in the extracted graph indexes. Such aspect is still 
underestimate, if we consider that graph theory indexes are used in the majority of papers 
reporting studies based on effective connectivity appeared in the latest years. 
The necessity of stable and reliable indexes characterizing global and local features of 
connectivity patterns led to the definition of an approach, based on the use of intrinsic 
significance of connectivity links, for deriving the adjacency matrix. This approach 
guarantees that the adjacency matrix obtained is composed only by significant edges and thus 
reflects the real properties of the investigated network. 
The simulation study reported in this Section demonstrated how the procedure for the 
threshold selection, as commonly used in literature, leads to erroneous descriptions of the 
properties of networks under investigation. The use of statistical threshold, also derived by 
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applying corrections for multiple comparisons, mitigated such phenomenon providing correct 
characterization of connectivity patterns. 
The development of such procedure allowed to significantly improve the reliability of the 
graph theory indexes extraction, thus opening the way to clinical applications in which the 
reliability of indexes is mandatory.  
The study revealed also an important issue regarding the small-world properties of a network. 
In fact the small-world index has been used since ten years ago in different neuroscience 
application without taking into account that it is influenced by the correlation of neighboring 
electrodes used in EEG recordings. This discovery changes the meaning associated to this 
particular property of real networks. In fact, small-worldness can thus be defined only as 
variation between two experimental conditions but not as absolute value to be compared with 
random graphs. 
The establishment of a consistent procedure for the characterization of local and global 
properties of the networks is only one step in the development of this new field. Next steps 
will be towards the definition of new indexes and in their statistical validation with respect to 
the chance level.  
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Introduction 
In the previous sections of this PhD thesis several methodological issues were studied and 
possible solutions to the existent limitations were provided. All the described approaches 
showed high performances if tested by means of surrogate data simulating different 
conditions for EEG signals. Once demonstrated their performances by means of simulation 
studies, their application to real data is necessary in order to quantify and verify their action 
field. For this reason in the present section of this PhD thesis I proposed two clinical 
applications in which the real possibilities of investigated methods could be tested. In 
particular, I reported the results achieved in the application of effective connectivity for the 
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study of resting state networks and complex cognitive functions in human. The two studies 
had the double aim of testing the new methodologies on real EEG data acquired during 
complex tasks from one side and of studying the cerebral processes at the basis of human 
conditions not completely investigated from the other side.  
In particular, I selected two applications which, for the limitations in the available 
methodologies, could be investigated only partially in the past, and with results not always 
consistent among the population. By contrast, applying the methods developed in this PhD 
work, the results obtained showed a significant consistency across the population, as will be 
showed by the next paragraphs. 
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Describing Relevant Indexes from the Resting State 
Electrophysiological Networks 
Introduction 
Recent studies in fMRI field highlighted the existence of a “Default Mode network” (DMN) 
characterizing the brain functions during the rest condition (Greicius et al., 2003; Raichle et 
al., 2001). The DMN concept was defined as a consistent pattern of deactivation of some 
regions (precuneus/posterior cingulate cortex (PCC), medial prefrontal cortex (MPFC) and 
medial, lateral and inferior parietal cortex) which occurs during the initiation of task-related 
activity. Such network is active during the resting state activity in which an individual is 
awake and alert, but not actively involved in an attention demanding or goal-directed task 
(Raichle et al., 2001). It has been demonstrated that the deactivation is correlated with the 
attentive load required for the task execution. In fact, the more demanding the task, the 
stronger the deactivation appears to be (Singh and Fawcett, 2008; McKiernan et al., 2006). 
Moreover, some DMN abnormalities could be also put in relation with a number of different 
mental disorders (Broyd et al., 2009).  
Several electroencephalographic (EEG) studies tried to describe some electrophysiological 
properties of DMN by correlating the spectral activity in a specific band with a specific group 
of brain areas belonging to the highlighted network (Chen et al., 2008; Mantini et al., 2007). 
Despite these efforts, an electrophysiological correlate of the DMN discovered in fMRI field 
has not yet been found. Its neuroelectrical description could be useful for describing the 
general properties of a healthy population to be used in the characterization of neurological 
diseases and in the description of the recovery from a pathological state after specific 
motor/cognitive trainings. 
The aim of this study was to use advanced techniques for functional connectivity estimation 
for the description of the electrophysiological properties of resting state condition in human. 
The idea was to extract some salient indexes borrowed from graph theoretical approach for 
characterizing the connectivity networks elicited by a population of 55 healthy subjects during 
the rest condition. Once evaluating their uniformity among the population, the values 
achieved for such indexes were included in a normative database to be used as reference for 
pathological conditions. 
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Material and Methods 
Experimental Design 
55 healthy subjects (age: 27.5±5 years; 25 female) participated in the study. The experiment 
consisted in 2 minutes of recording session during which the subjects were asked to stay in a 
rest condition for one minute with their eyes closed and one minute with their eyes opened, 
without moving or performing any mental activities. A 64-channel system with a sampling 
frequency of 200 Hz (BrainAmp, Brainproducts GmbH, Germany) was used to record EEG 
data.  
Pre-Processing and Functional Connectivity Analysis  
EEG signals were band-pass filtered (1-45  Hz + 50 Hz Notch filter) and ocular artifacts were 
removed by means of Independent Component Analysis. EEG traces were segmented in 
epochs of 1s each in order to increase the robustness of methodologies applied in the 
following and residual artifacts were removed. A subset of 12 channels (spatially distributed 
on the scalp) among the 64 channels used for the recording (Fp1, Fp2, F3, Fz, F4, C3, Cz, C4, 
P3, Pz, P4, O1, O2) were selected and functional connectivity was estimated by means of 
PDC estimator. The achieved connectivity patterns were statistically validated by means of 
asymptotic statistic method for a significance level of 5% FDR corrected, whose higher 
performances have been already demonstrated in Sec.I (Toppi et al., 2011). Validated 
connectivity patterns were then averaged in six frequency bands defined according to the 
Individual Alpha Frequency (IAF) (Klimesch, 1999). The achieved adjacency matrices were 
used for extracting several graph indexes. 
Thus in order to characterize the features of the networks elicited during the rest condition I 
computed a statistical study as described in the follow: 
1) Extraction of several graph indexes from the resting state networks achieved for each 
subject 
2) Generation of 100 random graphs for each achieved network. Random graphs were 
generated by keeping the number of edges of the corresponding real network. 
3) The same graph indexes used in resting networks were extracted from random 
networks and averaged across the 100 repetitions. 
4) Application of a statistical test, repeated measures ANOVA, for comparing the 
indexes extracted from real and random networks under different conditions.  
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The comparison between real and random networks allowed to characterize the salient 
properties of real networks, discarding all what was given by chance or multiple tests.  
 
Figure 4.1 - Grand Average of functional connectivity patterns elicited during the eyes-closed condition by 55 healthy 
subjects in 6 frequency bands defined according to IAF: a) Theta Band (IAF-6, IAF-4), b) Lower1-Alpha Band (IAF-4, 
IAF-2), c) Lower2-Alpha Band (IAF-2, IAF), d) Upper Alpha Band (IAF, IAF+2), e) Beta Band (IAF+2, IAF+15), f) 
Gamma Band (IAF+15, IAF+30). Connectivity patterns are represented on a scalp model seen from above with the nose 
pointing the upper part of the page. Color and size of each arrow code the percentage of subjects who elicited the 
correspondent connection. 
  
Results 
After pre-processing, EEG traces related to the resting condition of 55 healthy subjects were 
subjected to functional connectivity estimation by means of PDC. The optimal order of the 
correspondent MVAR model was estimated by means of Akaike Information Criterion (AIC) 
for each subject. The achieved estimations were averaged within six frequency bands defined 
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according to IAF (IAF = 10.25 ± 0.86). Fig. 4.1 showed the Grand Average of functional 
connectivity patterns elicited during the eyes-closed condition by 55 healthy subjects in 6 
frequency bands: a) Theta Band (IAF-6, IAF-4), b) Lower1-Alpha Band (IAF-4, IAF-2), c) 
Lower2-Alpha Band (IAF-2, IAF), d) Upper Alpha Band (IAF, IAF+2), e) Beta Band (IAF+2, 
IAF+15), f) Gamma Band (IAF+15, IAF+30). Connectivity patterns are represented on a scalp 
model seen from above with the nose pointing the upper part of the page. Color and size of 
each arrow code the percentage of subjects who elicited the correspondent connection. The 
figure highlighted the existence of a consistent pattern elicited by more than 60% of the 
analyzed population. Such pattern was characterized by a sub-network between electrodes in 
frontal regions in theta, lower1 and lower2 alpha, by a role of Cz as source of information in 
all bands and by a sub-network between electrodes located in parietal areas in upper alpha, 
beta and gamma bands.  
In order to extract salient properties for describing the achieved connectivity patterns, I 
computed graph theory indexes on their associated adjacency matrices. The adjacency matrices 
were extracted by means of statistical validation of connectivity patterns as demonstrated in 
Sec.III. In fact, the asymptotic statistic method allowed to building an adjacency matrix whose 
entries were 1 if the connection resulted significantly different from the null case and 0 if not. 
Once extracted the correspondent adjacency matrix for each subject and for each band, several 
indexes, such as global and local efficiencies, symmetries and influences between the two 
hemispheres or between the anterior and posterior parts of the scalp, were computed. 
 
GRAPH INDEXES 
TYPE TYPE x BAND 
F p F p 
Global efficiency 43.8 < 0.00001 8.5 < 0.00001 
Local efficiency 153.9 < 0.00001 16.02 < 0.00001 
SLeft-Right 1.51 0.224 0.18 0.97 
ILeft-Right 1.85 0.18 1.28 0.27 
SAnterior-Posterior 11.73 < 0.00001 10.76 < 0.00001 
IAnterior-Posterior 2.31 0.13 13.67 < 0.00001 
Table 4.1 - Results of the two-way ANOVA performed considering as main factors the type of graph (TYPE: real, random) 
and the band (BAND: theta, lower1-alpha, lower2-alpha, upper alpha, beta, gamma) and as dependent variables all the 
extracted graph indexes    
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In order to validate the values achieved for the graph indexes, 100 random graphs with the 
same number of connections were generated for each adjacency matrix. On each random graph 
indexes described above were computed and averaged among the iterations. Then a statistical 
comparison between indexes values achieved on real and random graphs was computed. 
 
Figure 4.2. Results of ANOVA performed on the indexes Symmetry (a) and Influence (b) between anterior and posterior 
parts of the scalp computed on resting and random network: plot of means with respect to the factor TYPE x BAND. 
ANOVA shows a high statistical significance (F=10.76, p<0.0001) for the case a) and (F=13.67, p<0.0001) for the case b) 
respectively. The bar on each point represents the 95% confidence interval of the mean errors computed across the 
subjects. The symbol * codes a significant difference between resting and random networks revealed by Duncan’s post-
hoc test. 
 
In particular, for each index, a two way ANOVA was computed considering as main factors 
the type of graph (TYPE: real, random) and the band (BAND: theta, lower1-alpha, lower2-
alpha, upper alpha, beta, gamma). The results of each ANOVA were reported in Tab.4.1. In the 
first column the dependent variables are reported. In the other two columns the results (F and 
p) related to the effect of main factors TYPE and TYPE x BAND were showed. The table 
showed a significant influence of factors TYPE and TYPE x BAND on global and local 
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efficiencies. In particular, the Duncan’s post-hoc analysis revealed that the global efficiency of 
the network elicited during the rest condition is lower than those achieved with random graph 
for all bands. Instead a higher local efficiency was showed in resting network in respect to 
random patterns for all bands. No effects of factors TYPE and TYPE x BAND on symmetry 
and influence between the two hemispheres resulted from the ANOVA. Both indexes remained 
around zero for both resting and random networks, indicating a complete symmetry between 
the two hemispheres. Moreover, Tab.4.1 showed statistical influence of the factors TYPE and 
TYPE x BAND on asymmetry index computed between anterior and posterior parts of the 
scalp and of the factor TYPE x BAND on the influence index achieved on the same scalp 
regions.  
Fig.4.2 showed the influence of the different levels of the main factor TYPE x BAND on the 
indexes Symmetry (panel a) and Influence (panel b) computed between the anterior and 
posterior parts of the brain. The bar on each point represents the 95% confidence interval of the 
mean errors computed across the subjects. In panel a Duncan’s post hoc analysis (* symbol) 
revealed differences between resting and random networks in theta, lower1-alpha, beta and 
gamma bands. In particular, in theta, lower1-alpha and lower2-alpha bands a significant higher 
number of connections in the anterior part of the scalp resulted in respect to the posterior part 
(S > 0). Complete asymmetry was showed in upper-alpha, beta and gamma bands (S ≅ 0). In 
panel b Duncan’s post hoc analysis revealed differences in influence index between resting and 
random networks in theta and lower1-alpha bands. The positive values achieved for such index 
revealed a high influence of the anterior part on the posterior part of the scalp for all these 
bands. 
In order to verify the homogeneity of the extracted graph indexes among the population I 
applied the cross-validation process reported in Fig.4.3. In particular, I randomly selected a 
subject among the population and I compared by means of z-score each index of his networks 
with the corresponding average computed on the remaining population. I repeated the process 
for all the subjects and for each index I counted all the times in which no significant 
differences were highlighted between the considered subject and the population. The 
percentages achieved with this process were showed in the bar diagram of Fig.4.4. For each 
index is reported the percentage of subjects resulted no significantly different from the 
population according to the considered index. All the indexes are consistent among the 
population because no significant differences resulted in more than 90% of population. The 
homogeneity of these indexes among the population allowed to use them for the creation of a 
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database of parameters describing the healthy resting condition to be compared with 
pathological conditions. 
 
Figure 4.3 – Flowchart of the Cross-validation process used for verifying the homogeneity of the extracted indexes 
 
Discussion 
The application of advanced methods for functional connectivity estimation to EEG signals 
and the use of methods for statistically validate the achieved connectivity patterns also taking 
into account corrections for multiple comparisons allowed to reconstruct the 
electrophysiological properties of DMN. The use of PDC, its relative statistical validation and 
the graph theory approach led to the definition of a consistent neuroelectrical network elicited 
by a population of 55 healthy subjects during the rest condition. Such network, characteristic 
of more than 70% of the population, involved mainly the frontal part of the scalp in the lower 
bands (theta, lower1 and lower2 alpha) and the parietal part of the scalp in the higher bands 
(beta, gamma) as highlighted by means of grand average connectivity patterns. This result 
was confirmed by the statistical comparison between resting and random networks in terms of 
influences and symmetries between anterior and posterior part of the scalp. The same 
statistical study stated also the existence of a perfect symmetry between the two hemispheres 
during the rest condition.  The ANOVA study highlighted also the small-world properties of 
the network elicited during the rest condition, characterized by a high local efficiency and a 
low global efficiency in respect to random graph.  
 112 
 
 
Figure 4.4 – Bar diagram reporting for each index the percentage of subjects resulted no significantly different from the 
population according to the considered index 
  
The cross-validation study verified the consistency of the results of statistical analysis, in 
particular the values achieved for all the indexes computed on resting networks are uniform 
among the population, thus they could be used to build a normative database to be considered 
in the identification of pathological conditions. 
Moreover, the methodological steps performed for the analysis of DMN and the new graph 
indexes, influence and asymmetry, defined for the purposes of this work, have been revealed 
as valid procedure for the description of the neuroelectrical properties of any neurological 
condition, not only the resting state.  
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Functional Connectivity for investigating the basis of 
cognitive processes 
Introduction 
Several studies demonstrated that the processes at the basis of attentive or memory processes 
involve not isolate and specific cerebral areas but groups of brain areas strictly connected 
each other. The communication between such areas is characterized by a specific timing and 
is subjected to a temporal evolution strictly linked to the explicated cognitive function.   
For this reason, the study of complex cerebral mechanisms such as those at the basis of 
cognitive process required methodologies able to describe phenomena evolving in time and 
which globally involve the brain in terms of functional networks. The methodologies 
available since few years ago did not allow to follow the temporal evolution of cerebral 
networks with sufficient accuracy also taking into account all the sources involved in the 
processes (Möller et al., 2001). The methodological advancements achieved during my PhD 
provided an important contribution to study the complex mechanisms at the basis of cognitive 
processes such as attention and memory. In fact a consistent and reliable approach for the 
estimation of time-varying connectivity patterns with high accuracy and speed in following 
temporal evolutions of phenomenon was provided. Such method is also able to estimate time-
varying patterns including in the process all the cerebral sources without applying any a-priori 
selection which could affect the results (Toppi et al., 2012).  
Advanced methodologies for time-varying connectivity estimation and for the extraction of 
salient indexes describing the most important features of the investigated networks were used 
for the study of cerebral mechanisms at the basis of attention and memory. The identification 
of the indexes describing such cognitive functions were extracted during a pilot testing study 
conducted in normal healthy ageing (N=17 subjects). The study provided high density EEG 
data measured during the execution of two well-known tasks targeting different cognitive 
functions of interest (selective attention and declarative memory). On the basis of scientific 
evidence derived from literature, I defined and computed descriptors of the cognitive 
functions based on connectivity networks elicited by the specific tasks and stable across the 
population analyzed. A statistical analysis proved that such indexes are significantly related to 
the workload imposed to the subjects or to other indicators of the cognitive performances and 
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that they are thus suitable to provide measurable physiological indexes of the cognitive 
performances. 
Material and Methods 
Experimental Design 
17 healthy elderly subjects (between 40 and 60 years old; 8 males) were enrolled in the study. 
EEG signals were recorded by a BrainAmp Standard amplifier (Brain Products GmbH, 
Munich, Germany) from 60 electrodes positions according to the extended 10–20 electrode 
placement system against a linked mastoid reference. Vertical and horizontal EOG signals 
were recorded with three electrodes in total, two placed on the outer canthi of the eyes and 
one on the nasion. Electrode impedances were kept below 5 kOhms for the EEG recording 
and below 10 kOhms for the EOG recording. EEG signals were digitized at 500 Hz and 
filtered with a 0.01 Hz high-pass and a 100 Hz low-pass. 
After 2 minutes of eyes-open and eyes-closed resting EEG recording, each subject performed 
two cognitive tasks: visual oddball and Sternberg tasks. The two paradigms are built to elicit 
specific cognitive components of attention and memory functions and therefore different 
functional networks. 
Details about the stimulation and timing for each task are provided in the following 
paragraphs. 
Visual Oddball Task 
A classic visual oddball task was administered to elicit attentive processes in the subjects 
involved in the study (Squires et al., 1975). In the oddball paradigm, trains of visual stimuli 
(rare stimuli in a stream of frequent stimuli), are used to assess the neural reactions to 
unpredictable but recognizable events (target, i.e. the rare stimulus). It was shown that the 
consequent evoked potential across the parieto-central area, called P300, that is usually 
around 300 ms, is larger after the target stimulus than after the frequent non-target stimuli. An 
oddball paradigm is often used to study effects of stimulus novelty and significance on 
information processing (Ferrari et al, 2010). P300 has been shown to be an attention-
dependent cognitive component, but it also reflects broad recognition and memory-updating 
processes.  
In my study, a sequence of frequent letter “O” and rare (target) letter “X” was presented 
according to a randomized order in the middle of a black screen. The probability associated to 
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frequent and infrequent stimuli was 0.8 and 0.2 respectively. Each stimulus remained in the 
middle of the screen for 120 ms. The inter-stimulus interval varied randomly between 1 and 
1.5 sec. The participant had to press a button with his/her right hand as fast as possible 
whenever a target appears. In sum, 60 targets and 240 standards were presented, for a duration 
of the whole task approximately around 7.5 minutes. A description of the timing used for the 
oddball task is reported in Fig.4.5. 
 
 
Figure 4.5 – Timing of the visual oddball experiment 
 
Sternberg Task  
The Sternberg task is a paradigm used for eliciting all the steps typical of a memory process 
(Sternberg, 1966). The subject is firstly given a short period for memorizing a series of 
numeric digits (encoding phase), secondly, he/she has to retain the memorized information for 
a certain period (storage phase) and then he/she has to retrieve it in a short time interval 
(retrieval phase). In my study, subjects were asked to remember a set of unique digits 
(between 0 and 9), and then a probe stimulus in the form of a digit was presented. The 
subjects were instructed to answer, as quickly as possible, whether the probe was in the 
previous set of digits or not. The size of the initial set of digits determined the workload on 
the subject (4 digits → easy, low workload; 6 digits → difficult, high workload).  
Each trial starts with the presentation of a fixation cross in the middle of the screen, for 2 
seconds. Afterwards, a “memory set” of 4 (e.g. 5682) or 6 digits (e.g. 146372), is presented 
for 1 second to allow memorization (encoding phase). The presentation of the digits series is 
followed by another fixation cross window presented for 2 seconds (storage period). Then a 
single probe digit is presented for 250 ms (retrieval phase) followed by a fixation cross 
presented for 1250 ms. Afterwards, the question “yes or no?” appears at the screen for a 
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maximum duration of 1500 ms, and the participant is required to give an answer. If the probe 
was a member of the preceding set, the participant has to press the left button (Target 
Condition). If the probe was not a member of the preceding memory set, the participant has to 
press the right button (No Target Condition). The duration of the presentation of the question 
“yes or no?” is response-ended, hence, as soon as the participant gives an answer, the next 
trial starts. The probability of Target condition is 0.5. The digits contained in each trial are 
presented in a randomized order.  
 
Figure 4.6 – Timing of the Sternberg experiment for the conditions: a) Target_4digits; b) NoTarget_4digits; c) 
Target_6digits; d) NoTarget_6digits. 
 
The conditions 4/6 digits and Target/NoTarget are randomized within the recording session. 
36 trials for each condition were administered. A detailed description of the timing of the 
experiment for the four different conditions is reported in Fig.4.6. 
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Pre-Processing of EEG traces 
EEG signals were down sampled to 100 Hz and band-pass filtered in the range [1-45] Hz to 
optimize the following connectivity analysis. Independent Component Analysis (ICA) was 
used for removing ocular artifacts. EEG traces were segmented according to the specific 
timing of each paradigm and classified according to different conditions (Oddball: Target and 
No Target; Sternberg: Target_4digits, No Target_4digits, Target_6digits, No Target_6digits). 
Residual artifacts were then removed by means of a semi-automatic procedure based on a 
threshold criterion. Only the artifacts-free trials were considered in the subsequent effective 
connectivity analysis. 
 
Figure 4.7 – Grand Average across subjects of the EEG signals recorded during the oddball paradigm related to the time 
interval [-200 : 1000] ms according to the stimulus onset in correspondence of electrodes Fz (first row), Cz (second row), 
Pz (third row). I reported in red the trace corresponding to Target condition, in green the trace corresponding to No 
Target condition and in black the difference between them. 
Results 
EEG Visual Oddball Task 
Before applying all the functional connectivity methodologies on data acquired during oddball 
paradigm, I performed a classical ERP analysis on the data recorded during the oddball task, 
in order to verify that the paradigm had elicited the expected cognitive components. In 
particular, a grand average of the EEG traces across the population was computed separately 
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for both Target and NoTarget conditions and a comparison between them was performed. The 
results of this procedure were reported in Fig.4.7 for the electrodes Fz, Cz and Pz. In particular, 
I reported the grand average traces in the time interval [-200: 1000] ms for the Target 
condition (in green), the No Target condition (in red) and the difference between them (in 
black). The Grand Average of the difference between Target and No Target conditions 
highlighted the presence of the P300 event-related brain potential, a positive wave located 
around 400 ms after the stimulus onset, as expected from an oddball experiment. Such wave 
reflects the engagement of specific components of attention (alert, selective attention) and of a 
broad recognition and memory-updating processes. This is in agreement with the task, in 
which the subjects had to be ready to press the button once the target appeared on the screen 
and they had to recognize the Target and distinguish it from the No Target (Polich, 2007). 
These results are confirmed also at single subject level in 16 out of the 17 subjects included in 
the study. In Tab.4.2 I reported the amplitude and latency values for the P300 wave elicited in 
correspondence of Fz (red columns), Cz (green columns) and Pz (blue columns) electrodes. 
No significant differences resulted between the three scalp locations in terms of amplitude or 
latency of the P300 wave, as confirmed by two one-way ANOVAs computed considering as 
main factor the LOCATION of the electrodes (Fz, Cz, Pz) and as dependent variables the 
P300 amplitude and latency values. 
Once checked the involvement of each subject in the task execution and the subsequent 
elicitation of the attentive components typical of an oddball experiment, I applied a time-
varying approach for functional connectivity estimation to extract some descriptors of the 
neuronal behaviour at the basis of P300 event-related potential. The method GLKF, described 
in Sec. II was applied to all the data corresponding to Target and No Target conditions in the 
window [0 1000] ms according to the stimulus onset.  
The connectivity patterns estimated for each time sample were averaged in five time intervals 
([0:200] ms; [200:400] ms; [400:600] ms; [600:800] ms; [800:1000] ms) and in four 
frequency bands defined according to the Individual Alpha Frequency (IAF), determined from 
the Fast Fourier Transform spectra over posterior leads (parietal, parieto-occipital, and 
occipital). Individually defined bands considered were: Theta (IAF-6/IAF-2), Alpha (IAF-
2/IAF+2), Beta (IAF+2/IAF+14) and Gamma (IAF+15/IAF+30). A statistical comparison 
between Target and No Target conditions was computed in order to discard all the effects due 
to the environment or to the stimulation used for administering the paradigm. Then a Grand 
Average across the population was computed and the results achieved in Theta and Alpha 
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bands were reported in Fig.4.8 and Fig.4.9, respectively. I limited the presentation of the 
results to only these two bands because they were demonstrated to be highly involved in this 
type of tasks. 
 
Amplitude Latency 
Subjects Fz Cz Pz Fz Cz Pz 
01 7.15 5.04 5 370 370 440 
02 4.22 4.68 4.47 440 480 480 
03 6.81 8.2 7.94 360 380 380 
05 8.89 11.77 11.64 430 450 400 
06 4.36 4.84 4.37 480 470 470 
07 3.99 3.66 5.12 510 500 360 
08 7.41 10.31 10.82 380 440 440 
09 3.47 8.86 10.17 420 430 430 
10 16.22 14.55 13.73 440 400 430 
11 5.69 7 5.86 500 500 490 
12 2.18 4.025 5.26 430 430 430 
13 4.29 11.43 11.8 410 450 430 
14 4.1 5.92 7.13 490 490 370 
15 13.46 12.07 10.42 370 370 370 
16 6.14 3.9 5.79 440 400 400 
17 9.76 10.58 10.67 410 410 380 
MEAN 6.758 7.927 8.137 430 435.625 418.75 
STD 3.785 3.509 3.125 47.046 44.567 40.640 
Table 4.2 – Table listing the amplitude and latency values for P300 elicited in correspondence of Fz (red), Cz (green) and 
Pz (blue) electrodes, for each of the 17 subjects involved in the study 
 
In panel (a) of both figures I reported the Grand Average of functional connectivity patterns 
elicited during Oddball paradigm execution.  
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Figure 4.8 – (a) Grand Average of functional connectivity patterns elicited during Oddball paradigm in Theta band. Each 
network is related to a specific time interval defined according to the stimulus onset: (0:200) ms (first column), (200:400) 
ms (second column), (400:600) ms (third column), (600:800) ms (fourth column), (800:1000) ms (fifth column). 
Connectivity patterns are represented on a 2D scalp model seen from above with the nose pointing to the top of the page. 
Colour and size of the arrows code the percentage of population eliciting the considered connection. (b) Graphical 
representation of the role of each electrode involved in the connectivity patterns reported in (a). The colour and the 
diameter of each sphere code for the role (hub in green; sink in red; source in blue) and the magnitude of the degree of 
the correspondent electrode, respectively. 
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Each network is related to a specific time interval defined according to the stimulus onset (0 
time): (0 ; 200) ms (first column), (200 ; 400) ms (second column), (400 ; 600) ms (third 
column), (600 ; 800) ms (fourth column), (800 ; 1000) ms (fifth column). Connectivity 
patterns are represented on a 2D scalp model, seen from above, with the nose pointing to the 
top of the page. Each electrode is modelled by means of a white circle and the causal 
connections between different electrodes are represented by means of arrows. Colour and size 
of each arrow code the percentage of population eliciting the considered connection. All the 
represented connections were elicited by at least 20% of the considered population. 
In panel (b) of Fig.4.8 and Fig.4.9 I reported a graphical representation of the role of each 
electrode involved in the connectivity patterns reported in (a). Each electrode is represented 
by means of a sphere. The colour of each sphere codes for the role of the electrode within the 
network: green if the electrode is a hub in the network, meaning that it manages the 
information flow in both directions (in and out); red if the electrode is a sink in the network, 
mainly receiving information from the rest of the network and not spreading it further; blue if 
the electrode is a source of information, that is a driving element in the network. If the sphere 
is white, the electrode is not involved in the network. The diameter of each sphere codes for 
the magnitude of the degree index computed for the correspondent electrode.   
Figures 4.8(a) and 4.9(a) showed quite stable connectivity patterns among the population. In 
fact, all the connections were elicited by at least 50% of the considered population (as 
represented by their dark to light red colour). The estimated connectivity pattern evolved 
along the task (zero time: the stimulus onset) in both Theta and Alpha bands. The areas 
mainly involved in the network during the interval [200–600] ms, which resulted to be the 
interval of interest for the P300 from the grand-average analysis, belong to the central and the 
centro-parietal part of the scalp. Figures 4.8(b) and 4.9(b) revealed a high involvement of the 
central electrodes (C1, Cz, C3, FCz, CPz) in the same interval. In particular, in Theta a role of 
sink is shown for Cz in the interval [200:400] ms, while it changes to a source in the interval 
[400:600] ms (Fig 4.8(b)). In Alpha, the same electrode keeps the role of source for both 
intervals as shown in Fig 4.9(b). The role of Cz in attentive paradigms is in line with the 
literature. (Polich, 2007; Duncan et al., 2009). 
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Figure 4.9 – (a) Grand Average of functional connectivity patterns elicited during Oddball paradigm in Alpha band. Each 
network is related to a specific time interval defined according to the stimulus onset: (0:200) ms (first column), (200:400) 
ms (second column), (400:600) ms (third column), (600:800) ms (fourth column), (800:1000) ms (fifth column). 
Connectivity patterns are represented on a 2D scalp model seen from above with the nose pointing to the top of the page. 
Colour and size of the arrows code the percentage of population eliciting the considered connection. (b) Graphical 
representation of the role of each electrode involved in the connectivity patterns reported in (a). The colour and the 
diameter of each sphere code for the role (hub in green; sink in red; source in blue) and the magnitude of the degree of 
the correspondent electrode, respectively. 
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Given the relevant role of Cz in the network in the theta and alpha bands, I wanted to verify if 
the Cz degree index can be a possible quantifiable descriptor of the attentive processes at the 
basis of the execution of the task. To this purpose, I correlated the degree of Cz electrode with 
amplitude and latency values of the P300 measured at Cz location. This choice is motivated 
by the fact that amplitude and latency values of P300 can be considered as describing the 
level of attention showed by the subjects during the execution of an oddball paradigm. In fact, 
several studies demonstrated that P300 amplitude is proportional to the amount of attentive 
resources engaged during the cognitive process, while P300 latency is proportional to time 
required for their allocation (Polich, 2007).  
 
P300 Amplitude in Cz and Cz-degree 
 
0-200 ms 200-400 ms 400-600 ms 600-800 ms 800-1000 ms 
Theta 0,227 0,694 0,546 0,272 0,386 
Alpha 0,242 0,640 0,470 0,181 0,038 
Beta -0,026 0,293 0,334 0,129 -0,026 
Gamma -0,171 0,472 0,204 -0,189 -0,379 
P300 Latency in Cz and Cz-degree 
 
0-200 ms 200-400 ms 400-600 ms 600-800 ms 800-1000 ms 
Theta 0,213 -0,580 -0,628 -0,374 -0,329 
Alpha 0,034 -0,659 -0,708 -0,524 -0,513 
Beta 0,354 -0,365 -0,082 -0,056 -0,104 
Gamma -0,018 -0,133 -0,034 0,257 0,282 
Table 4.3 – Correlation values between the degree of Cz electrode and P300 amplitude (first part of the table, in blue) and 
latency (second part of the table, in green) elicited in correspondence of Cz electrode, for each band and for each time 
interval. The values highlighted in red correspond to statistically significant correlation values. 
 
In Tab.4.3 I reported the results of these correlations computed for each frequency band and 
for each time interval considered in the analysis. I highlighted in red the significant values of 
correlations achieved (p<0.05). The degree of Cz electrode correlated positively with the 
amplitude value of P300 in the intervals [200:400] ms and [400:600] ms defined according to 
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the stimulus onset in Theta band and with the interval [0:200] ms in Alpha band. A significant 
negative correlation between the degree of Cz and the latency value of P300 measured at Cz 
location resulted in Theta and Alpha bands for both intervals [200:400] ms and [400:600] ms. 
The correlation resulted only in the intervals around the P300 onset and in the frequency 
bands of interest for the task. The different sign of the correlation is in agreement with the 
neurological processes at the basis of P300, according to which the higher the engagement of 
attentive resources the higher is the P300 amplitude, and the lower the P300 latency. This 
result confirmed the hypothesis that the degree of Cz can be a descriptor of the attentive 
engagement of a subject during an oddball paradigm. 
EEG Sternberg Task 
The data acquired during the Sternberg task were subjected to a time-varying connectivity 
estimation, to capture the relevant properties of the brain networks at the basis of memory 
processes.  
The EEG traces recorded during Target_4digits, Target_6digits, NoTarget_4digits and 
NoTarget_6digits conditions were segmented in the window [0:6000] ms (zero time 
corresponds to the presentation of the digits string to be remembered) and subjected to time-
varying functional connectivity estimation by means of GLKF. The connectivity patterns 
estimated for each time sample were averaged in three time intervals: [0:1000] ms (encoding 
phase); [1000:3000] ms (storage phase) and [3000:6000] ms (retrieval phase) and in four 
frequency bands, defined according to the Individual Alpha Frequency (IAF), determined 
from the Fast Fourier Transform spectra over posterior leads (parietal, parieto-occipital, and 
occipital). Individually defined bands considered were: Theta (IAF-6/IAF-2), Alpha (IAF-
2/IAF+2), Beta (IAF+2/IAF+14) and Gamma (IAF+15/IAF+30). To discard all the effects 
due to the environment or to the stimulation used for administering the paradigm, a statistical 
comparison between each condition and the corresponding baseline was computed for a 
significance level of 5% FDR corrected for multiple comparisons. The baseline period was 
the time interval [-1000:0] ms defined according to the onset of the screen containing the 
digits series. During this interval, the subject had to look at a fixation cross. 
After the statistical validation of connectivity patterns, a Grand Average across the population 
was computed and the results achieved in Alpha band for Encoding and Storage periods are 
reported in Fig.4.10 and Fig.4.14, respectively. In both figures I reported the Grand Average 
related to Target (first row) and No Target (second row) conditions for the cases 4 digits (first 
column) and 6 digits (second column). Connectivity patterns are represented on a 2D scalp 
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model seen from above, with the nose pointing to the top of the page. Each electrode is 
represented by means of a white circle and the causal connections between different 
electrodes are represented by arrows linking the electrodes. Colour and size of each arrow 
code the percentage of population eliciting the considered connection. All the represented 
connections were elicited by at least 30% of the considered population in the Encoding phase 
and in at least 40% of the population in the Storage phase. In Fig.4.11 and Fig.4.15 I reported 
a graphical representation of the role of each electrode involved in the connectivity patterns 
reported in Fig.4.10 and Fig.4.14, respectively. Each electrode is represented by means of a 
sphere. The colour of each sphere codes for the role of the electrode within the network: green 
if the electrode is a hub in the network, meaning that it manages the information flow in both 
direction (in and out); red if the electrode is a sink in the network, blue if the electrode is a 
source for the network (same representation than in the previous figures). If the sphere is 
white, the electrode has no significant role in the network. The diameter of each sphere codes 
for the magnitude of the degree index computed for the corresponding electrode.   
 
Figure 4.10 - Grand Average of functional connectivity patterns elicited during the Encoding phase of Sternberg 
paradigm in Alpha band. The patterns are referred to the conditions Target (first row), No Target (second row) for the 
cases 4 digits (first column) and 6 digits (second column). Connectivity patterns are represented on a 2D scalp model, seen 
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from above with the nose pointing to the top of the page. Colour and size of the arrows code the percentage of population 
eliciting the considered connection. 
 
From a visual inspection of the grand average connectivity pattern associated to the Encoding 
phase in Alpha band, reported in Fig.4.10, no macroscopic differences resulted between 
Target and No Target condition or between 4 and 6 digits cases. In all the cases the network is 
characterized by an involvement of the frontal and temporal areas with a small prevalence of 
the right hemisphere. These results were confirmed by the analysis of the role of each 
electrode, reported in Fig.4.11. Fronto-central electrodes are involved as source of 
information (in blue), while the right fronto-temporal electrodes mainly act as hub for all the 
conditions (in green).  
 
Figure 4.11 - Graphical representation of the role of each electrode involved in the connectivity patterns elicited during 
the Encoding phase of Sternberg paradigm, in Alpha band. The colour and the diameter of each sphere code for the role 
(hub in green; sink in red; source in blue) and the magnitude of the degree of the correspondent electrode, respectively. 
 
These results highlight that, in this case, local indexes cannot be considered as descriptors of 
the process at the basis of encoding phase. In fact, there’s no electrode whose role results to 
be correlated to the level of difficulty imposed during the memorization phase, which is 
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necessary to assess that the index is not generally linked to the task execution, but is strictly 
(and in a quantifiable way) related to the cognitive function targeted in the experiment. 
We then computed global indexes, able to describe more general properties of the network, to 
be correlated with the modulation of the workload of the memory process. 
In particular, I performed three-way Analysis of Variance (ANOVAs), with the local 
efficiency, the global efficiency and the small-worldness computed on the connectivity 
networks in the different conditions as dependent variables, and with TARGET (Yes or No), 
DIGITS (4 or 6), MEMORY-PHASES (Encoding, Storage, Retrieval) as within-main factors. 
 
 
Figure 4.12 - Results of three-way ANOVA performed on the Small-Worldness computed in Alpha Band: plot of means 
with respect to the interaction between DIGITS (4 or 6) and MEMORY-PHASE (Encoding, Storage or Retrieval) main 
factors. The symbol (*) indicates statistical differences between 4 and 6 digits conditions as confirmed by Duncan’s post 
hoc test (p<0.05). The bar on each point represents the 95% confidence interval of the mean errors computed across the 
subjects 
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Figure 4.13 - Results of three-way ANOVA performed on the Local Efficiency computed in Alpha Band: plot of means 
with respect to the interaction between DIGITS (4 or 6) and MEMORY-PHASE (Encoding, Storage or Retrieval) main 
factors. The symbol (*) indicates statistical differences between 4 and 6 digits conditions as confirmed by Duncan’s post 
hoc test (p<0.05). The bar on each point represents the 95% confidence interval of the mean errors computed across the 
subjects 
 
Statistically significant differences between 4 and 6 digits conditions resulted for the Small-
Worldness and for the Local Efficiency computed in Alpha band in the encoding phase, as 
reported in Fig.4.12 and Fig.4.13. The figures reported the plot of means with respect to the 
interaction between DIGITS (4 or 6) and MEMORY-PHASE (Encoding, Storage or 
Retrieval) main factors. The symbol (*) indicates statistical differences between 4 and 6 digits 
conditions, as confirmed by Duncan’s pairwise comparisons (p<0.05). The two figures 
showed a significant increase of Small-Worldness and Local Efficiency associated to an 
increase of the workload (from 4 to 6 digits) in the encoding phase, meaning that the network 
needs to be better organized when the encoding is more difficult, due to the higher number of 
digits to be remembered. This result indicates that the two indexes of the network 
organization can be considered as descriptors of the processes specifically at the basis of 
encoding phase. 
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Figure 4.14 - Grand Average of functional connectivity patterns elicited during the Storage phase of Sternberg paradigm 
in Alpha band. The patterns are referred to the conditions Target (first row), No Target (second row) for the cases 4 digits 
(first column) and 6 digits (second column). Connectivity patterns are represented on a 2D scalp model seen from above 
with the nose pointing to the top of the page. Colour and size of the arrows code the percentage of population eliciting the 
considered connection. 
 
In Fig. 4.14 I reported the grand average of connectivity patterns elicited during the Storage 
phase of Sternberg paradigm, in Alpha Band. In all the four conditions the pattern involved 
mainly the fronto-central area of the scalp in correspondence of Fz and FCz electrodes. No 
macroscopic differences resulted between Target and No Target condition for both 4 and 6 
digits cases. In both Target and No Target conditions 4 and 6 digits cases differed for the 
involvement of left fronto-temporal area when the difficulty associated to the storage process 
increased. These results were confirmed by the correspondent analysis of the electrodes role, 
reported in Fig.4.15. The role of FT7 as source of information increased from 4 to 6 digits 
case in both Target and No Target conditions, while the role of other electrodes remained 
mostly unchanged. The flows spreading from FT7 was mainly directed to the right occipito-
parietal areas of the scalp. The involvement of the left parietal lobe in difficult memory tasks 
is in agreement with literature. In fact it has already been demonstrated that increases in 
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alpha-band coherence between left temporal and right parietal sites is associated with an 
increase of the memory load (Payne and Kounios, 2009). 
 
Figure 4.15 - Graphical representation of the role of each electrode involved in the connectivity patterns elicited during 
the Storage phase of Sternberg paradigm in Alpha band. The colour and the diameter of each sphere code for the role 
(hub in green; sink in red; source in blue) and the magnitude of the degree of the correspondent electrode respectively. 
 
To evaluate the role of FT7 in the network as a possible descriptor of the processes at the 
basis of the storage process, I computed a three-way ANOVA with the degree of FT7 in alpha 
band as dependent variable and TARGET (Yes or No), DIGITS (4 or 6) and MEMORY-
PHASES (Encoding, Storage, Retrieval) as within-main factors. The results of the ANOVA 
revealed statistically significant differences between 4 and 6 digits for the degree of FT7 
computed in Alpha band, in the Storage phase, as reported in Fig.4.16. The figure reports the 
plot of means with respect to the interaction between DIGITS (4 or 6) and MEMORY-
PHASE (Encoding, Storage or Retrieval) main factors. The symbol (*) indicates statistically 
significant differences between the 4 and 6 digits conditions, as confirmed by Duncan’s post 
hoc test (p<0.05). The figure reveals a significant increase of FT7 degree associated to an 
increase of the workload (from 4 to 6 digits) in the storage phase, confirming from a statistical 
point of view what highlighted by the grand average. This index is specific of the storage 
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phase and can be modulated in relation to the difficulty level of the storage process requested 
to the subject.    
 
Figure 4.16 - Results of three-way ANOVA performed on the degree of FT7 computed in Alpha Band: plot of means with 
respect to the interaction between DIGITS (4 or 6) and MEMORY-PHASE (Encoding, Storage or Retrieval) main factors. 
The symbol (*) indicates statistical differences between 4 and 6 digits conditions as confirmed by Duncan’s post hoc test 
(p<0.05). The bar on each point represents the 95% confidence interval of the mean errors computed across the subjects. 
Discussion 
The main objective of this study was to identify a set of quantifiable indexes derived from 
EEG-based connectivity and suitable to describe specific cognitive functions. To this purpose, 
I set up a study involving a group of 17 normal ageing healthy subjects (age between 40 and 
60) during the execution of cognitive tasks targeting the cognitive functions under 
investigation. The targeted specific cognitive functions were: alert, selective attention and 
broad recognition (oddball) and declarative memory (Sternberg). A body of techniques at the 
state of the art in the estimation of effective connectivity in the time-frequency domain, 
together with well-established indexes for the interpretation of the connectivity networks, as 
well as some new indexes defined ad hoc for the study were applied for this purpose. 
The obtained results demonstrated that the methodological advancement allowed to extract 
indexes able to describe the investigated cognitive functions in a selective manner. Moreover, 
statistical analysis showed that they are modulated by the workload imposed for the specific 
target cognitive function.  
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In the oddball paradigm the degree of Cz, in theta and alpha band, resulted as a valid 
descriptor of the attentive and memory-updating processes elicited. Its positive correlation 
with the amplitude of P300 event-related potential and its negative correlation with the P300 
latency measured at Cz location suggested a direct correlation with the engagement of the 
attentive resources. Such correlations resulted only in the intervals characterized by P300 
waves.  
As for the Sternberg paradigm, I found selective descriptors for the encoding and the storage 
phases. In particular, the small-worldness and the local efficiency of the connectivity network, 
in alpha band, showed a significant increase with the workload requested during the 
memorization phase. A possible interpretation is that the execution of more difficult tasks 
(memorization of 4 to 6 digits) requires a better organization within the networks, 
corresponding to a significant increase of the two indexes. Their modulation in relation to the 
difficulty level of the task shows a relation with the targeted cognitive function. The degree of 
connectivity of FT7 electrode, in alpha band, proved as well to be a possible index of the 
success of the storage phase. In fact, its value is statistically related to the difficulty required 
for the maintenance of the information memorized during the encoding phase.
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Conclusion of Section IV 
The methodological advancement provided during my PhD allowed to study complex 
mechanisms at the basis of resting condition and cognitive functions in human. In particular, 
the consistency of the results and their reliability among the population could be achieved 
only thanks to the use of advanced methods in part developed and mostly refined during my 
PhD thesis. The application of asymptotic statistic method as statistical validation approach to 
be used at the same time to validate the estimated connectivity patterns and to extract the 
correspondent adjacency matrix allowed to achieve stable and reliable indexes to be used in 
the investigation of resting condition and in the identification of normative parameters 
describing the healthy state. The advancement in time-varying connectivity estimation 
allowed to describe cerebral networks at the basis of attentive and memory processes and to 
extract quantifiable indexes characterizing the investigated networks also correlating with the 
workload required for the required cognitive task. These results are completely new and can 
be seen as a confirmation of the quality of the methodology developed. 
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General Conclusion 
The work of these three years of PhD course returns a methodology for the estimation of 
effective connectivity, for its validation and for the extraction of indexes describing in a stable 
and reliable way the properties of the brain circuits underlying different cognitive states in 
humans, which overcomes most of the limitation affecting the approach commonly 
encountered in literature. In particular: 
1. The issue of the statistical validation of the connectivity patterns, also including 
corrections for multiple comparisons, was addressed with a rigorous simulation 
study, demonstrating that the asymptotic statistic recently introduced in literature 
can be applied in a range of conditions usually encountered when dealing with 
EEG experiments, with better performances with respect to the previously used 
shuffling surrogate data procedure.  
2. The procedure for the extraction of adjacency matrices from connectivity patterns 
here suggested was proved able to consistently and reliably describe the real 
properties of the brain networks, avoiding the common errors produced by the 
method previously used in literature. In fact, the application of qualitative 
approaches for extracting adjacency matrices, commonly used in literature, was 
shown to affect the topology of the investigated patterns leading to their erroneous 
description. 
3. The General Linear Kalman Filter method was proved able to accurately describe 
the temporal evolution of connectivity patterns. Moreover, due to its numerical 
stability, it showed good performances when dealing with high dimensional 
models, thus allowing to include an unprecedented number of signals (representing 
the activity in different cortical sites) in the estimation process. This means no 
need to select specific brain regions to be included in the model and a reduction of 
the “hidden source” effect on the connectivity model produced. 
4. The developed methodology was successfully tested on real data related to the 
resting state properties of the brain networks and to cognitive tasks. The results, in 
terms of brain networks and indexes describing their properties, showed a 
consistency across the population investigated which is unprecedented in literature. 
In particular, the indexes obtained were not only able to characterize the specific 
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function examined, but showed a significant correlation with factors like the 
workload imposed to the subjects, their age, the difficulty of the task. Such results 
open the way to clinical applications of the connectivity estimations, which may 
include the patients’ stratification, an aid to the diagnosis of specific levels of 
cognitive deficits, and the description of phenomena of cortical plasticity resulting 
from a spontaneous or trained-induced recovery from different pathologies 
including movement or cognitive impairment.  
Notwithstanding the achievements highlighted in this thesis, some considerations about their 
limits should be provided and addressed in the prosecution of these studies. In particular: 
1) The use of linear MVAR model for both generating the simulated datasets and for 
estimating the effective connectivity patterns represents the first limitation in the 
studies presented in this thesis. In fact in the evaluation of the performances 
achieved by applying the different investigated methodologies (both stationary and 
time-varying) only the measurement errors due to the data variability were 
included. However, the errors related to the choice of a linear model for generating 
the data, which were not considered in the studies, could negatively affect and thus 
reduce the performances obtained.  
2) One of the leitmotifs of the present work is the use of statistics as tool for 
guaranteeing the consistency, reliability and reproducibility of the achieved results. 
The tendency to transform a statistical significance in a conceptual/functional 
significance is a concept to be softened especially in the neuroscience applications. 
In fact, once highlighted significances in the investigated parameters it is necessary 
to reflect on their role and function in the investigated context.   
Next steps of this research may include a better understanding of the properties of the brain 
networks that can be captured by the Granger-based approach to connectivity estimation, by 
testing the methodology here described to simulated datasets generated to include non-linear 
interactions between the activity in different brain sites. By deepening the model and 
introducing more physiological parameters into it, this approach could then move further 
steps toward the comprehension of the physiological phenomena at the basis of the organized 
brain behavior underlying the most complex cognitive tasks in humans. 
