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Abstract 
We consider representations of a quiver over an arbitrary field. Recall that an inde- 
composable representation M without self-extensions is said to be exceptional. We are 
going to show that exceptional representations can be exhibited using matrices involving 
as coefficients just 0 and 1. Actually, if d is the dimension of M, there exists such a ma- 
trix presentation with precisely d - I non-zero coefficients: the corresponding “coeffi- 
cient quiver” is a tree. 0 1998 Elsevier Science Inc. All rights reserved. 
A MS chrs.c.ific.trtion: 16G20; 16E60; 16P20 
Ke~~~,o,tlr: Quiver: Indecomposable representations; Exceptional representations: Partial tilting 
modules: Preprojective and preinjective representations; Coefficient quiver; 0- I -matrices; Braid 
group 
1. Introduction 
Let k be a field, let Q be a (finite) quiver and kQ the path algebra of Q over k. 
Recall that a representation M of Q over k is of the form M = (M,; M,)T,Y; here, 
for every vertex x of Q, there is given a finite-dimensional k-space MY, for every 
arrow x : x + y, there is given a linear transformation M, : hf,. ---f M,.. A repre- 
sentation M of Q over k (or better, the corresponding direct sum C&M,) is just 
an arbitrary (finite-dimensional) kQ-module. 
Let o!, be the dimension of MY, and d = C 4; we call d the dimension of M. A 
basis & of A4 is by definition a subset of the disjoint union of the various 
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k-spaces IV, such that for any vertex x the set a.r = .“A n M, is a basis of MY. Let 
us assume that such a basis &? of M is given. For any arrow c(: x + y, we may 
write A4, as a (dY x &)-matrix Ma,g whose rows are indexed by _$?Y and whose 
columns are indexed by .%‘,. We denote by M,..#(b, b’) the corresponding matrix 
coefficients, where b E Bx, b’ E :B?, these matrix coefficients M,..#(b, b’) are de- 
fined by K(b) = C,,,, M,,,(b, b’)b’. By definition, the coejicient quiver 
T(M,B) of A4 with respect to .%? has the set 2 as set of vertices, and there is 
an arrow (a$ b, b’) provided M,..?A(b, b’) # 0. Note that there is a long-standing 
tradition in matrix theory to focus attention to such coefficient quivers, see e.g. 
[2]. In his lectures [4] at the Banach center in Warsaw in 1988, Crawley-Boevey 
has drawn attention to the use of coefficient quivers for dealing with different 
types of matrix problems, as they arise in representation theory, in particular 
for dealing with representations of quivers. 
We will call an indecomposable representation A4 of Q over k a tree module 
provided there exists a basis :% of A4 such that the coefficient quiver T(M, .%) is 
a tree. Note that for a tree module A4 of dimension d, there is a basis g of M 
such that precisely d - 1 matrix coefficients are non-zero, and one may assume 
that all these coefficients are equal to 1 (see Section 2). Thus, any tree module 
can be exhibited by O-l-matrices. 
We recall that an indecomposable representation A4 of Q over k is said to be 
exceptional (or to be a “partial tilting module”, or a “stone”) provided 
Ext:,(M,M) = 0. The aim of this note is to present the following result: 
Theorem. Let k be a$eId, let Q be a quiver. Any exceptional representation ofQ 
over k is a tree module. 
It seems to us that for every indecomposable representation A4 of Q, there 
may exist a representation M’ of Q which is a tree module, such that A4 and 
M’ have the same dimension vectors. Since any exceptional representation is 
uniquely determined by its dimension vector, such a result would directly imply 
our assertion. 
The proof of the Theorem will use Schofield’s inductive construction of all 
exceptional modules and a detailed consideration of the case of a directed quiv- 
er with 2 vertices (recall that a quiver is said to be directed, provided there are 
no oriented cycles). 
The first considerations below (Sections 24) may be considered as being 
folklore (at least in the case of k being algebraically closed), but at least for 
some of the results it seems difficult to find appropriate references. For a dif- 
ferent proof that sincere exceptional kQ-modules are faithful, we refer to Kern- 
er [8], Lemma 8.3. The referee has pointed out that the results of Section 4 may 
also be obtained by studying polynomial invariants. For the sake of complete- 
ness we include rather direct proofs of all these results. 
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For an exceptional representation M, we may define its support as the full 
subquiver given by all vertices x with M, # 0. Let us stress (see Proposition 
2) that the support of any exceptional module is a directed full subquiver. 
On the other hand, starting with a directed full subquiver Q’, there are many 
exceptional @‘-modules (and they are also exceptional when considered as 
@-modules), namely the preprojective and the preinjective indecomposable 
modules. In particular, for the representation finite quivers, all the indecom- 
posable representations are preprojective, thus exceptional, thus tree modules. 
In this special case, the result is due to Crawley-Boevey [4]. When Gabriel [7] 
exhibited matrix presentations of these modules, he used O-l-matrices with few 
non-zero entries, but in four instances, the number of non-zero entries still can 
be reduced. Corresponding matrix presentations can be found in Section 7. 
The referee has pointed out that the method of Crawley-Boevey [4] for quiv- 
ers of finite type can be adapted to prove also the general case: one uses an in- 
duction as in the tame and wild theorem, and uses the existence of an open 
orbit to ensure that no loop with differential zero arises. We also should stress 
that in proving the theorem, one may assume that k is algebraically closed, in 
view of [lo]. On the other hand, the arguments presented below are valid for an 
arbitrary field. However, the choice of a basis in Section 3 seems to depend on 
the characteristic of the field k. see Section 9. 
2. Tree modules 
Let A4 be a representation of Q over k. Here are some obvious properties of 
the coefficient quiver. 
Property 1. If’M is indecomposable and .% is a basis of M, then T(M: 2) is 
connected. If’ M is decomposable, then there exists a basis 3 of M such that 
T(M, 3) is not connected. 
Proof. Clearly, any decomposition of T(M, a’) yields a direct decomposition of 
M. Conversely, if we deal with a direct decomposition M = M’ @ M”, and if 9’ 
is a basis of M’ and @’ a basis of M”, then let g be the disjoint union of the 
various sets 9.: and $I:. Clearly, $?I is a basis of M and T(M, .?$I) is the disjoint 
union of the quivers T(M’, @) and T(M”, 8”). (Note that the zero module is 
said to be decomposable, and the empty quiver is said to be not connected; thus 
the last assertion is valid also in the trivial case.) 
Remark 1. Note that, in general, T(M,B) may be connected whereas M is 
decomposable. 
For example, consider the representation M = (k’, k; [l 11) of the quiver 
o ----) o, and let .k% be given by the canonical bases of k’ and k. Then T(M,B) 
is connected, but M is decomposable. 
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Remark 2. In general, the shape of the coefficient quiver T(M..B) not only 
depends on the representation M, but also on the choice of &‘, even if we 
choose .# so that the number of non-zero matrix coefficients is minimal. 
As typical example. consider a quiver of type D4 and take for A4 the inde- 
composable representation of dimension 5. On the left, we exhibit two different 
matrix presentations and on the right, the corresponding coefficient quivers: 
even the underlying graphs are different. 
Two bases .2?, .#’ of A4 are said to be pruportionul provided for every element 
b E .93, there is a (non-zero) scalar i(b) E k such that i_(b)b belongs to 2’. Note 
that if 3, .%’ are proportional bases, then we may identify the coefficient quivers 
T(M, 2) and T(M. .#). 
Property 2. Let ~3 be u basis of’M such thut T(A4, W) is u tree. Then there is N 
busis 28’ of M which is proportionul to 9 such that all the non-zero coefficients 
Al,,,,1 (b. b’) me equal to 1. 
Proof. Fix one of the elements ho of 9, let A(bo) = 1. Let us assume that 6, b’ 
are neighbours in the coefficient quiver T(M,,X?) and that i.(b) is already 
defined. In case there is an arrow (cy. b. 6’) in T(M, 8). let 
A(b’) = 2(b) .A4,..~(b, b’): otherwise, there will be an arrow (a, b’, b) and we 
define 2(b’) = A(b) M,,#(b’, b)-‘. Since T(M. 99) is a tree, this procedure 
defines non-zero scalars i,(b) for all b E d, in a unique way. We set 49’ as the set 
of elements R(b)b with b E 4. It is easy to check that M,,.,l(/l(b)b, i(b’)b’) = 1 
in case M,,,~(b, b’) # 0, and that M,,,t(i(b)b. A(b’)b’) = 0 otherwise. 
Remark 3. Given a special biserial algebra, the string modules (or “modules of 
the first kind”) are always tree modules. 
Remark 4. We may consider the coefficient quiver as a coloured quiver, with 
colours given by Q: any arrow of the form (a, b, 6’) will be endowed with colour 
LX, and any vertex of the form b E B,y has colour x. 
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(By definition, a coloured quiver is just a morphism c : r + r’ of quivers. To 
be precise, let r be a quiver with To as set of vertices, rr as set of arrows, and 
similarly, let f’ be a quiver with r{, as set of vertices, r{ as set of arrows. For 
any arrow cr (in r, or r’,), we denote by g(z) its tail and by h(x) its head. A 
quiver morphism c = (co,c~) is given by two maps co: TO -+ ri, and 
C’I : I-, + r’, such that g(ci(u)) = c,,(g(x)) and h(c,(x)) = co(h(x)), for any ar- 
row a in ri If c: r - r’ is a coloured quiver, then a vertex x of r is said to 
be c?f’colour co(x), similarly an arrow @ of r is said to be oj’colour cl (2). Note 
that if r has at least one vertex and is connected, then clearly the colours of the 
arrows allow to recover the colours of the vertices.) 
In case we deal with a representation A4 with a basis .# such that all the co- 
efficients M,. #(b. b’) are 0 or 1, then the coefficient quiver considered as a col- 
oured quiver, allows to recover M. 
Remark 5. We should stress that our use of the notion of a tree module follows 
the considerations of Crawley-Boevey in [4], but deviates from the terminology 
used elsewhere. In particular, the “tree modules” in his paper [3] form a much 
narrower class of modules: these “tree modules” are also “tree modules” as 
defined above, but the converse is not true (see the example exhibited in 
Remark 2). 
3. Extensions of representations of quivers 
The set of vertices of the quiver Q will be denoted by Qo, its set of arrows by 
Qi. Given an arrow x, we denote by g(a) its tail, and by h(x) its head. 
Let M, M’ be representations of the quiver Q over the field k. For any vertex 
X, let d,, be the dimension of A4, and d: the dimension of M:. 
Let us recall [9] that the group Ext&(M,M’) can be constructed as follows: 
consider the k-spaces 
C”(A.4. M’) = @ HomA (M,, M:) 
ak 
6,b,&,, : C”(M. M’) 4 c’ (M. M’) 
be given by 
The kernel of cS,~~,~,, is just the set HomBo(M. M’) of homomorphisms, the coker- 
nel is Ex&(M, M’). 
Now assume that we have fixed a basis .+Y of M, and a basis M’ of M’. We 
obtain a basis of C’(M: M’) consisting of matrix units: For 1 <s < (j,,,y, and 
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I < t < dhCo), let us denote by E MM,(~, s, t) the corresponding matrix unit in 
Horn&V,.,), ML,,,) (the matrix with one coefficient equal to 1, namely the coef- 
ficient in the column with index s and the row with index t, the remaining co- 
efficients being zero). Let Q,,,,M, be the set of all such matrix units. Since the set 
gMM1 is a basis of C’ (M, M’), we may choose a subspace @ = QMMl of C’ (M, M’) 
generated by a subset of 6FMM1 such that @ is a direct complement for the image 
of 6MMI. We see that there is a subset of’& MM1 such that the residue classes modulo 
the image of bM.Ml form a basis of ExtL,(M, M’). 
A pair X, Y of representations is said to be orthogonal provided we have 
Homkp(X, Y) = 0 = Homke(Y,X). 
Let X, Y be orthogonal representations of Q over k, such that 
EndkQ(X) = k = Endke( Y). Let dimk Ext&(X, Y) = n. We consider the full sub- 
category 9 = ,F(X, Y) of the category of all representations of Q given by all 
representations M which fit into an exact sequence of the form 
0 + Y” i M + X” --f 0, 
with arbitrary natural numbers u, u. It is well-known (see for example [9]) that 
.F is equivalent to the category of representations of the quiver o(n) over k, 
with n arrows. 
The existence of such an equivalence can be seen quite easily: Clearly, .F is 
an abelian length category. Since Ext&(X, Y) has dimension n, there exists an 
exact sequence 
o+Y”+z--tx+o 
such that Z has no direct summand isomorphic to Y. Then Z is indecomposable 
and belongs to 9. It is easy to see that Y @ Z is a progenerator for 9 and that 
the endomorphism ring of Y @ Z is just the path algebra of o(n). 
We are going to study this equivalence in more detail. Consider an exact se- 
quence of the form 
0 + Y“ --t M + X” --f 0, 
thus an element of Ext&(X”, Yc). We may write X” = X @ k”, Y’ = Y @ k' , with 
8 = @&. As we have noted, the vector space Ext&(X 63 k”, Y @k“) is the coker- 
nel of the map fix,snl,.ux,kr , but this map may be identified with dxr @ lHom(kU.kV~: 
C”(X, Y) @ Hom(k”, k”)6x”*AUi”C’(X, Y) @ Hom(k”, k’). 
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Thus, the cokernel of 6X,Zku,YXk’. may be identified with 
Ext:,(X, Y) @ Hom(k”, k’). 
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This is of course not surprising, but it shows the following: Let @ be a direct 
complement in Cl (X, Y) of the image of bxr. We may use the elements of 
@ @I Hom(k”, k“) in order to obtain representatives of all the exact sequences 
o--i Y’iM-+X”--tO. 
In order to deal with the elements of @ @ Hom(k”, k“), we choose a k-basis 
4,. : 4, of @. An arbitrary element of @ @ Hom(k”, k”) is of the form 
24, @ 7, with ;ti E Hom(k”: k’), 
!=I 
thus it is given by the n-tuple (y,, . . . , 7,) of (U x v)-matrices. Note that we may 
consider arbitrary base changes in k” and in k”: different bases of k” and k’ cor- 
respond to different direct decompositions of X” and Y“ into indecomposables. 
This shows explicitly in which way the classification problem for 5(X, Y) is re- 
lated to the classification of representations of the quiver o(n). 
In particular, we see the following: As we have mentioned above, we may 
start with a subspace @ of C’ (X, Y) having a basis &, . . . ! 4, which is a subset 
of &*r, thus consisting of element of the form Efl(cr, s! t). If we deal with a rep- 
resentation (U, V; 2;) of @( n with dimension vector [U v], then the element ) 
c:=, 4, @ X! in C’ (X”, Y”) gives a corresponding representation M in 
.9(X. Y). If we assume that the linear transformations ai,. . . : cc,, are given in 
matrix form, then these matrices occur once as blocks in Cl.‘_, $j ($3 tli, all other 
blocks being zero. 
4. Representations without self-extensions 
The path algebra kQ has as k-basis the set of all paths in Q. We denote by 
kQ’ the ideal generated by all paths of length at least 1. A representation M 
of Q over k is said to be nilpotent, provided there is a natural number n such 
that (kQ+)“M = 0. Note that in case Q is not directed, there are simple repre- 
sentations which are not nilpotent. A module of finite length is nilpotent if and 
only if all its composition factors are nilpotent. The nilpotent simple represen- 
tations are those of the form S(x), where x is a vertex of Q; by definition, 
S(X),~ = k, So = 0, for y # x, and S, = 0 for every arrow ~1. 
A representation M of Q is said to be sincere, provided A4, # 0 for any vertex 
x of Q. Of course, M is said to befaithful provided there is no non-zero element 
r E kQ with rM = 0. 
Proposition 1. Let S he a simple representation of Q. If S is not nilpotent, then 
Ext# S) # 0. 
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Proof. We may assume that S is sincere. Let d be the dimension vector of S. As 
we have mentioned in Section 3, Ex&(S, S) may be calculated as the cokernel 
of the map 
ii.y.7 : cys: S) + c’ (S, S). 
The dimension of C”(S. S) is 1 dz, that of C’ (S, S) is C, d,,,,dh,,,. Since the 
kernel of dss is the set of all endomorphisms of S and therefore non-zero, it 
is sufficient to see that we have 
Given any vertex x of Q, let .I- be the set of arrows x with h(x) = x. We claim 
that the map 
4 = (S& : @%s, - & 
7E.Y 
is surjective, for any x. Namely, if 4, is not surjective, for some x, we define a 
subrepresentation U(x) of S as follows: let U(x), be the image of 4,, and let 
U(x),. = S,, for y # x. Since S is simple, we see that U(x) = 0. But this means 
that x is the only vertex (since we have assumed that S is sincere) and that S, 
is the zero map, for any arrow 3, thus S is nilpotent. 
Since 4, is surjective, we see that 
and therefore 
This completes the proof. 
Recall that the support of an object A of finite length in an abelian length 
category is the set of isomorphism classes of composition factors of A (see 
[I 11). The proposition shows that the support of a representation of Q without 
self-extensions may be identified with a subset of Qo, or, as we prefer, with the 
full subquiver given by these vertices. 
Proposition 2. Let M he CI sincere rt~prestwtution of’ the quiwr Q ,vith 
Ext&(M, M) = 0. Then Q is dirrcted md M is a ,f~itl$il kQ-mod&. 
Proof. Let .cy/ be the category of all (finite dimensional) representations of Q 
over k, this is a hereditary abelian category. Consider the full subcategory 
add M of .cJ. Since we assume that Ext&(M, M) = 0. it follows that add A4 is 
extension closed. According to Lemma 1.1 in [ 111, the class ?? of subfactors of 
objects in add A4 is closed under extensions. 
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Since A4 is of finite length, it has finite Loewy length, say L(M) = t. It follows 
that all the objects in % have Loewy length at most t. 
Let S be a composition factor of M. We claim that S is nilpotent. Otherwise, 
according to Proposition 1, we know that Ex&(S,S) # 0. Since .d is heredi- 
tary, there are objects in .d which are of finite length, but of arbitrarily large 
Loewy length, such that all the composition factors are of the form S. These 
objects belong to the extension closure of any subcategory of .d containing 
S. However, any object in % has Loewy length at most t. 
Since all the composition factors of M are nilpotent, it follows that M itself is 
nilpotent. Since M is sincere, all the simple modules S(x) occur as composition 
factors (thus as subfactors) of M. Altogether we see: On the one hand, the sub- 
category $9 is extension closed and contains all the representations S(x), on the 
other hand, all the objects in $7 have Loewy length at most t. It follows that the 
length of the paths in Q is bounded by t - 1. In particular, Q is a directed quiv- 
er. Also, VZ contains the indecomposable projective kQ-modules, therefore M is 
faithful. This completes the proof. 
Remark 6. As we have mentioned already in Section 1, a different proof for the 
second assertion has been given by Kerner in [8], Lemma 8.3. 
Remark 7. We should stress that the sincere representations of Q are usually 
not “sincere” kQ-modules in the sense of [l 11: Let A4 be a representation of Q. 
In order that M is a “sincere” kQ-module in the sense of [l 11, any simple kQ- 
module has to occur as a subfactor of M, a much stronger assertion than our 
assumption that M, # 0 for any vertex x of Q. Of course, in case the quiver is 
directed, then both notions coincide. 
Remark 8. Recall that representations without self-extensions are the basic 
ingredients in tilting theory. Let Q be a directed quiver with s vertices and let A4 
be a representation of Q without self-extensions. If we denote by m(M) the 
number of isomorphism classes of indecomposable direct summands of M, 
then always m(M) 6 s, and the tilting modules are those representations with 
m(M) = s. Since any representation without self-extensions occurs as a direct 
summand of a tilting module, such representations often are called partial 
tilting modules. 
5. Directed quivers with 2 vertices 
Let us assume that we deal with the quiver B(n). A representation of G(n) is 
of the form (U, V; r,), where U, V are vector spaces and x, : U -+ V with 
1 < i < n is a sequence of n linear transformations. 
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For n < 1, all the indecomposable representations are exceptional and also 
(rather trivial) tree modules, thus we may assume that n 3 2. The exceptional 
modules are the preprojective and the preinjective modules [9]. Since the dual 
of a tree module again is a tree module, it is sufficient to deal with the prepro- 
jective modules. 
Here we use the reflection functor CJ as introduced by Bernstein Gelfand and 
Ponomarev [l]: Start with 
this is a linear transformation U --+ V” and let b: V” + W be its cokernel. 
Thus, we deal with an exact sequence of the form 
We can write /I = [/I, . . . b,] with linear transformations pi: V -+ W. Thus we 
obtain a representation (V, W; fl,), of the quiver. Let P(0) be the simple projec- 
tive representation (its dimension vector is [0 l]), let P(t) = a’P(0). These rep- 
resentations I’(t) with t = 0, 1,2, . . . are the preprojective representations of Q. 
Since these representations I’(t) are exceptional, they are uniquely determined 
by their dimension vectors. 
Fix some t > 0 and let P(t) = (U, V; CQ), with dimension vector [U 01. Let us 
assume that there exists a basis 6?” of U and a basis BY of V such that the co- 
efficient quiver of A4 with respect to BU u 98” is a tree and such that one of the 
maps ai is a monomorphism mapping :Bv into BV. Of course, these assertions 
are obvious for t = 0 and also for t = 1. 
We can assume that CII is a monomorphism mapping 3?” into 8~. Let U’ be 
the subspace of V generated by the set aV \ al (3!IU) and denote this set by .%?“I. 
Then V = cc, (U) CB U’. We denote by E : V --f U the projection with kernel U’, 
thus sczI = lU. Similarly, we may consider the projection rc: V --+ U’ with kernel 
CI, (U). Consider the map B : V” - V”-’ $ U’ = W, given by the following 
matrix: 
--clqe 1 
p= t . . . 
-C&E 1 
n 0 ‘.’ o_ 
One easily checks that /Ax = 0. Since fl is surjective and 
dim U + dim W = dim V”, it follows that the sequence 
0 -+ $+V”<W -+ 0 
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is exact. Thus p is the cokernel of LX, and P(t + 1) = aP(t) is given by 
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where pi are the columns of fi. 
Let .Bcr be the union of the n - 1 canonical copies of 3v inside 
W = Y+’ @ U’ together with the copy of aUJ considered as a basis of 
U’ = 0 @ U’. In this way, we see that the linear transformations &. . /3,, 
are injective maps sending .gV into BV. 
By assumption, the coefficient quiver of P(t) with respect to :a,,! U .49y is a 
tree, thus there are precisely u + v - 1 non-zero coefficients. Also, the matrix 
corresponding to ~1~ has precisely u non-zero entries, thus the sum of the num- 
ber of non-zero entries of the matrices corresponding to a~, . ? CI,, is v - 1. 
Consider now the matrices corresponding to the linear transformations pi 
with respect to the bases 9#“, 9#?w. For 2 < i ,< n, there are precisely u non-zero 
entries, whereas the number of non-zero entries for /I, is (v - U) + (v - 1) (the 
number L’ - u is the dimension of U’). Altogether, the number of non-zero en- 
tries is 
where w = n . v - u is the dimension of W. Thus, we see that P(t + 1) has a co- 
efficient quiver with u + w vertices and u + w - 1 arrows. Since P(t + 1) is inde- 
composable, this coefficient quiver has to be connected, thus it has to be a tree. 
Also, we know that all the maps /I; with 2 6 i 6 n are monomorphisms mapping 
.aV into gw. This completes the induction step. 
Explicit presentations for the preprojective representations P(t) as tree mod- 
ules will be exhibited in Section 8. 
6. Proof of the Theorem 
We recall the following result due to Schofield: Let M be an exceptional rep- 
resentation of’ Q, and assume that M is not simple. Then there are exceptional 
modules X, Y Gth the properties 
Homxo(X, Y) = Hom&Y,X) = Ext&(Y,X) = 0, 
and an exact sequence 
trhere [u v] is the dimension vector of an exceptional representation of G(n) and 
n = dim Ext&(X, Y). 
The proof of Schofield [12] (see also [5]) assumes that k is algebraically 
closed, for a proof dealing with arbitrary fields k, we refer to [lo]. 
Thus, let us assume that there are given exceptional representations X, Y 
with 
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Horn&, Y) = Hom&Y.X) = Ext:p(Y.X) = 0. 
dim Ext&(X, Y) = n, 
and a non-trivial exact sequence 
(*) 0 -+ Y” + M i X” i 0, 
where [U v] is the dimension vector of an exceptional representation of o(n). By 
induction, we can assume that both X and Y are tree modules, thus there are 
bases SSX, :gy such that the coefficient quivers of X with respect to ~3~ and 
of Y with respect to 98y are trees. If x is the dimension of X and y the dimension 
of Y, then the coefficient quiver of X with respect to A9X has x - 1 arrows, that 
of Y with respect to .By has y - 1 arrows. 
Consider now any exact sequence of the form (*). Such an exact sequence 
corresponds to a representation of the quiver o(n) as follows: there are v diag- 
onal blocks of the form Y, there are u diagonal blocks of the form X; we con- 
sider those additional blocks which are responsible for obtaining an extension 
of the form (*). We choose matrix units Exy(c(;. s,: ti) with 1 < i < II whose res- 
idue classes modulo the image I of 6 X.F form a basis of Ext:,(X. Y). Let us de- 
note E, = EXy(cli,s,, t,) + 1. If we deal with an extension in Ext&(X”; Y’) 
involving only scalar multiples of ci, we consider a (U x v)-matrix Z, with en- 
tries in k. Since the dimension of Ex$(X, Y) is n + 1, we obtain in this way 
n + 1 (U x v)-matrices ZO, .Z,. 
The given exact sequence (*) corresponds to an exceptional representations 
Z of o(n) with dimension vector [U v]. This representation Z can be written 
using precisely u + z’ - 1 non-zero coefficients (all being equal to 1). This pat- 
tern of coefficients can be used in order to write down explicitly the extension 
(*), altogether we obtain a representation A4 which is given by matrices which 
are distributed into blocks. There are the v diagonal blocks of the form Y, there 
are u diagonal blocks of the form X; the blocks of the form Y involve y - 1 
non-zero coefficients, the blocks of the form X involve x - 1 non-zero coeffi- 
cients: altogether we obtain in this way v.(y-l)+~.(x-l)= 
ux + vy - u - v non-zero coefficients. Inserting the coefficients of Z, we obtain 
in addition u + v - 1 non-zero coefficients. Thus the total number is 
(ux-tuy-u-v)+(u+v- l)=ux+vy- 1 = dimM-- 1. 
Of course, we know that A4 is indecomposable, thus the coefficient quiver 
has to be connected. Since the number of arrows of this quiver is dim M - 1, 
whereas the number of vertices is dim M. we see that the coefficient quiver is 
a tree, thus A4 is a tree module. 
7. Examples: Quivers of finite representation type 
Let us consider the representation finite quivers, thus the quivers of type 
A,, , D,, , E6, ET? Es. The indecomposable representations of these quivers have 
C. M. Ringrl I Lineur Alg&a und its Applicutions 275-276 11996r) 471493 483 
been determined by Gabriel [7] in 1972; for the non-trivial representations of a 
quiver with “subspace orientation”, his paper has exhibited corresponding ma- 
trix presentations using O-l-matrices. For most of the cases, he used bases so 
that the coefficient quivers are trees. It seems to be worthwhile to exhibit tree 
presentations also in the remaining cases. The existence of such presentations is 
mentioned already by Crawley-Boevey in [4]. We will use the notations of Ga- 
briel’s paper [7]. 
Cusr E,: The representation N,. It is given by k4 with subspaces 
k x 0’ c k’ x O* c k3 x 0; 0’ x k’ c 0 x k3: U. 
where U is generated by [l 1 1 0] and [l 0 0 11. 
Cusr Es: The representation 9~. It is given by k5 with subspaces 
k x O4 c k’ x 0’ c k3 x O* c k4 x 0, O4 x k c 0’ x k3. U. 
where U is generated by [l 1 1 0 01, [l 0 0 1 01, [0 1 0 0 I]. 
The representation Q2. It is given by kh with subspaces 
k x OS c k’ x O4 c k’ x O3 c k5 x 0. O4 x k’ c 0’ x k4. U, 
where U is generated by [l 1 1 0 1 01, [0 1 0 1 0 01, [0 0 0 1 0 11. 
The representution Q3. It is given by k6 with subspaces 
k x O5 c k’ x O4 c k4 x O* c ks x 0, O4 x k’ c 0’ x k4. U. 
where U is generated by [l 0 0 1 1 01, [0 1 1 0 0 01, [l 0 1 0 0 11. 
8. Directed quivers with 2 vertices: A recipe 
Let o(n) be the directed quiver with 2 vertices and n arrows. As we have 
mentioned above, we are going to write down explicitly the preprojective 
and the preinjective representations of o(n) as tree modules. The special cases 
n < 2 are well-known (in the case n = 2, we deal with matrix pencils as consid- 
ered already by Kronecker), thus let us assume that n 3 3. 
First, let us define inductively the numbers a, as follows: 
a() = 0. al = 1, u,+~ = n . a, - a,_~ for tgl 
Clearly, the dimension vector of P(t) is [a, a,+l], therefore we have to exhibit n 
matrices of size u,,~ x a,. or, as we prefer, their transposes, thus (a, x ~,+~)-rna- 
trices. 
Given two matrices AI,A2 with the same number of rows, let AI/A2 be the 
matrix obtained by concatenation: if Al has 6, columns, and A2 has b2 columns, 
then the first bi columns of A1 IA2 are those of A,, whereas the column of Al IA2 
with index hi + i is equal to the column of A* with index i, for 1 < i < b?. 
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In the following, we will deal with the concatenation of matrices with say a 
rows, where usually a = a,. For any non-negative number b, let Z(b) = Z,(b) be 
the zero (u x b)-matrix; also, let E(b) = E,(b) be the (a x b)-matrix with diag- 
onal entries E(b)ii = 1, and all other entries equal to zero; we will consider E(b) 
only in case b < a, so that E(b) has the following shape: 
1 
E(b) = ” 
1 . 
0 
Let us denote by C(b, c) = C,(b, c) the alternating concatenation of n - 2 
copies of E(b) and n - 3 copies of Z(c), starting and ending with E(b), followed 
by an additional copy of Z(b), thus 
C(b, c) = E(b)lZ(c)lE(b) I . . lZ(c) P(b) P-(b): 
of course, it is an (a x e)-matrix, with e = (n - l)b + (n - 3)~. 
Proposition 3. Let t > 1. The preprojective representation P(t) of o(n) is given by 
the transposes of thefbllowing n matrices M(t), ~ . M(t),, (with a, rows and a,+ I 
columns) 
M(tji = Z((i - l)a,)lE(a,)lZ(a,+I - iat) 
for 1 < i < n, and 
M(t), = Z(U,-I)IC(~,-I,~,)I ... lC(~~,m)lZ(n - l)lE(ar); 
this is a presentation of P(t) us u tree module. 
Here, the dots refer to the concatenation of all the matrices C(ai_1, a,) with 
t 2 i 3 2. The matrix Z(n - 1) may be considered as the concatenation of 
C(ao, ai)lZ(2), thus an alternative description of M(t), is 
M(t), = z(a,-l)lC(a,-l ,a,)1 IC(~O,~I)IZ(~)I~(~,). 
Note that for t = 1, this concatenation is reduced to the (1 x n)-matrix 
M(t), = Z(n - l)IE(a,) = [0 0 ‘0 11. Thus, for t = 1 the matrices 
M(t),, . . ,M(t), are just all possible (1 x n)-matrices with one entry 1 and 
the remaining entries 0. 
As a less trivial example, consider the case n = 4 and t = 2. In this case, the 
matrix M(2), has four rows and is of the form 
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(as usual, all the remaining entries are supposed to be zero). 
We are using the transposes of the matrices M(t)l in order to obtain the pre- 
projective representation P(t); the matrices M(t), themselves just yield the corre- 
sponding preinjective representation of G(n) with dimension vector [al+, a,]. 
Proof of Proposition 3. We use the notation introduced in Section 4, but we 
change the inductive construction of the representation P(t + 1) of o(n) 
slightly: First of all, instead of P(t + 1) = (V! IV; /I,!. . . , /3,,), we consider the 
isomorphic representation 
p’(t+ 1) = (V,W;82,~...,Bn,B,) 
(it is isomorphic to P(t + 1) since it is indecomposable and has the same dimen- 
sion vector). Second, instead of starting with M = (U, V, aI,. . . , LY,,), we con- 
struct P(t + 1) and P’(t + 1) as cokernels of a corresponding map CC’ which is 
based on the representation M’ = (U, V, tll, -CQ, . . . , --s(,) (note that M’ is is- 
omorphic to M, again using the argument that M’ is indecomposable and 
has the same dimension vector as M). In this way, we remove all the minus 
signs in the matrix presentations of P(t + 1) and P’(t + 1). 
We are going to show that the matrices corresponding to the maps 
are as exhibited above. This should be clear for the first n - 1 matrices. Thus let 
us consider the matrix corresponding to B1, or better its transpose; we denote this 
transpose by ML, it as an (a[+, x a,+?)-matrix. As abbreviation, let a = a,, 
a’ = a,+1 , and let d = a’ - a. By induction we assume that the transpose of the 
matrices describing P’(t) are the matrices Mi = M(t), , . . . , M, = M(t), as de- 
scribed above. Let 5 be the (a’ x a/)-matrix obtained from the (a x a’)-matrix 
Mj by adding d zero rows as last rows. Let F be the (a x d)-matrix with coeffi- 
cients Fa+r,i = 1, for 1 < i < d, and E;;I = 0 otherwise (thus, the first a rows are zero 
rows, the remaining rows of F form a unit matrix); the transpose of this matrix 
just describes the projection rc. Note that A4,!, is the following concatenation 
A4; =M21..+4,1F. 
In order to rewrite this matrix, we use that for 1 < i < n, we have 
4 = Z’( (i - 1)a) If!?(a) IZ’(a’ - ia), 
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where Z’ = Z,# and E’ = Eat. Similarly, we also write C’ instead of &I, and we 
see: 
s/ . IA4,,_, = Z’(a) IE'(a) jZ'(a' - 20) IZ’(2a) IE’(a) lZ’(a’ - 3~) 1 
lZ’((n - 2)a) IE’(a) IZ’(a’ - (fl - 1)a) 
= Z’(a)lC’(a. a’)lZ’(a’ - (ir - 1)a). 
Let us stress that the last matrix mentioned here is Z’(a’ - (n - l)a), whereas 
the first one of 
M,l = Z’(a,~,)1C’(a,_,,a,)I ... IC’(a,,az)iZ’(n - l)IE’(a). 
is Z’(a,_l). These two matrices Z’(a’ - (H - 1)~) and Z’(a,_,) concatenate to 
Z’(u), since 
a’ - (ir - l)u + a,_1 = a. 
Finally, we have to concatenate M,, and F. In the concatenation which yields 
M,, the last matrix used is E’(a). Of course, E’(u)jF = E’(u’). Altogether we 
see that 
A4,: = Z’(u)IC’(u,,u,+,)I ... IC’(u,,uz)lZ’(n - l)IE’(u’), 
as required. 
It remains to be seen that we obtain in this way a tree module. We have to 
show that the sum s of the numbers of non-zero entries in the matrices 
M(t),, . . . ,M(t),l is precisely u,+~ + a, - 1. First of all, any of the matrices 
M(t),, ” ,Wt),_, involves precisely a, non-zero entries. Let us consider the 
matrix M(t),l. A matrix of the form C(h, c) has (n - 1)h non-zero entries, thus 
the number of non-zero entries of M(t),l is 
r-l 
(n - 2)-& + a,. 
,=o 
Thus, we see that 
f-l 
s = (fl - l)Qt + (n - 2)Cu, + a,. 
I=0 
By induction, one observes that 
@+I = a, + (?i - 2)-&; + 1. 
,=O 
This is clear for t = 0, and the induction step is shown by 
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a/+2 = fw+l - 4 = (ff - l)a,+, + Qr+l - 4 
= (?I - l)Ul+l + U, + (PI - 2)CQi + l - ut 
id) 
I+1 
= a,+1 + (n - 2)X + 1. 
i=o 
Thus, we see: 
r-l 
s = (?I - l)u, + (PI - 2)Cu; + a, 
i=O 
= 2u, + (i? - 2)ku, = a, + a,+1 - 1 
,=o 
This completes the proof. 0 
Example 1. The case n = 3. For t = 1, the matrices MI, MI, M3 are as follows: 
[l 0 01 
10 1 01 
10 0 11 
For t = 2, they are: 
[ 











For t = 3, we deal with the matrices: 
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0 0 0 1 0 0 0 1 0 
0000000000 
0 0 0 0 0 
0 0 1 
1 
Here are the corresponding coefficient quivers: we label the vertices using 
numbers, they refer to the usual row and the column indices, and we add a 
bracket to mark the row indices. Of course, there is no need to label the ver- 
tices, but it may be helpful for the reader in order to be able to compare the 
quivers with the matrices as exhibited above. This distinction between the 
row and the column indices allows us to drop the orientation of the arrows; 
for the preprojective representations, the arrows point from the vertices with 
brackets to those without (for the preinjective representations, one has to 
take the opposite direction). In order to distinguish the different colours of 
the arrows, we use solid, dashed and dotted ones (the solid arrows corres- 
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pond to the matrix MI, the dashed ones to I&, and the dotted ones to the 
matrix &). 
9. An open question 
The aim of this note was to show that any exceptional representation M of a 
quiver over a field k is a tree module, thus is given by a coloured tree c: I- ---f Q. 
Note that our inductive construction of c: r + Q seems to depend on the base 
field k, or at least its characteristic. Our procedure uses two ingredients: First of 
all, a tree presentation of the preprojective and the preinjective representations 
of a directed quiver with two vertices, and these presentations will work over 
any field. Second, given two orthogonal exceptional representations M,M’, 
we need a basis of Ext&(M,M’), or better: a subset QiMMt of gMM, such that 
the residue classes modulo the image of dM.,,,t form a basis of Ext&(M,M’). 
Our choice of QiMM, was based on the trivial fact that for any vector space over 
k, any generating set contains as a subset a basis, but such a choice may depend 
on the k. 
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In general, we deal with the following problem: Assume there is given an 
(H x m)-matrix A with coefficients 0 and 1. For any field k, this matrix A de- 
scribes a linear map ci = d4 : k”’ + k”, and we are looking for a subset 
I=I(A,k)of{1,2,... : n} such that the subspace (I) of k” generated by the ba- 
sis vectors with index in I is a direct complement for the image of 6. In general, 
the choice of such a subset I will depend on the characteristic of k. For exam- 
ple, the matrix 
[ 0 1 0 1 0 1 1 
is regular in characteristic different from 2 (thus 1 has to be empty), but singu- 
lar in characteristic 2 (take for I any singleton). 
Problem 1. Let M be an exceptional representation of Q over k. Does there exist 
a (coloured) tree T which occurs as the coefficient quiver of M with respect to 
some basis ,g, such that for any field k’ the representation of Q with coefficient 
quiver T and coefficients 0 and 1 is indecomposable? 
Note that Crawley-Boevey has shown in [6] that all the exceptional represen- 
tations of a quiver are defined over the integers. Our question means that we 
are looking for integral tree modules. Actually, we may ask the following 
stronger question. 
Problem 2. Let M be an exceptional representation of Q over k and let T be any 
(coloured) tree which occurs as the coefficient quiver of M with respect to some 
basis 37. Let k’ be a field. Is the representation of 
quiver T and coefficients 0 and 1 indecomposable? 
10. Final remark 
Q over k’ with coefficient 
The set of exceptional modules is closed under the reflection functors of Bern- 
stein, Gelfand and Ponomarev, and consequently under the corresponding Cox- 
eter functors @’ and @-. Let us show that theset of tree modules is not closedunder 
the Coxeter functors @- and @- (thus also not under the reflection functors). 
We denote by Z(n) the n-subspace quiver with n + 1 vertices. 
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Almost all the indecomposable representations of Z(n) can be written in the 
formV=(&:fi:... , V,), where V- is a vector space and the V with 1 < i < n are 
subspaces of V. (the only exceptions are the simple injective representations for 
n 3 1). 
We deal with the case n = 6 and consider the representation 
M= (Mo:M,,..., M6) = (k’; k x 0. k x 0,O x k. 0 x k. A. A) 
of C(6), where d = {(c,c) 1 c E k}. Of course, M is indecomposable. 
First of all, we show that M is not a tree module: Let V = (V,: V,, . . Kz) be 
a representation of C(6) with dimension vector (2: 1,. . . , 1). If V is a tree mod- 
ule, then there exists a basis br, 62 of Vi such that five of the six subspaces 
V, ). . , & are generated by just one of the elements of the basis. But this implies 
that three of the subspaces V,, , V, coincide. This is not the case for M. 
Now, let us calculate P(M) and Q’(M). In order to obtain Q-(M), we first 
have to form the cokernels g, : MO + A4: of the inclusion maps M, -+ MO, for 
1 < i < 6, and then we form the cokernel of the map g = (gi), : MO ---f @F==, IV,!. 




1 0 ’ 
1 -1 
_I -l_ 
a cokernel of this map is given by the matrix 
This matrix completely describes the representation M’ = C(M), its columns 
yield the inclusion maps A4,’ + M& for 1 < i < 6. Thus, the number of non-zero 
entries of this matrix is 9. Since we deal with a representation M’ with dimen- 
sion vector (4; 1,. . , l), we see that M’ is a tree module. 
Similarly, let us show how to write down M” = Q’(M). First of all, we form 
a kernel of the map h : @fz,M, + M,. We may assume that h is given by the 
matrix 
110011 1 001111’ 
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thus a matrix presentation of the kernel h’ of h is given by the matrix 
-1 0 0 o- 
-1 0 0 1 
0 1 0 0 
0 -1 0 1 ( 
0 0 1 0 
-0 0 -1 -l_ 
its rows furnish the maps hi : Ml --f Mi, for 1 6 i < 6. It remains to calculate ker- 
nels hy : M,” + M{ of these maps hi. We can use the following six matrices in 
order to exhibit the hr. maps . . . hg: 
Altogether, we see that the number of non-zero entries needed is 21. Since 
Q+(M) = M” has dimension vector (4; 3,. . ~ 3), it follows that we deal with 
a tree module. 
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