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Resumen—La estimación temprana del esfuerzo para la 
construcción de un producto software, es crucial en la previsión 
del costo y tiempo necesarios para su desarrollo. Los modelos y 
técnicas para la estimación del esfuerzo presentan como principal 
inconveniente, la poca precisión en las predicciones realizadas y 
generalmente se hace una mínima consideración de los aspectos 
no funcionales del software. Se propone la construcción de un 
modelo de estimación para el esfuerzo en el desarrollo de 
software denominado MONEPS, que pretende mejorar la 
precisión en la estimación del esfuerzo, utilizando una Red 
Neuronal Artificial (RNA) en Backpropagation, cuya capa de 
entrada se estructura sobre la base de un conjunto de 
características y atributos tomados de la norma ISO/IEC 25000 
de la calidad del software. La RNA fue entrenada con datos 
recopilados de aplicaciones desarrolladas en el ámbito 
académico, de las cuales se conocían sus tiempos de desarrollo y 
costos asociados. Las estimaciones de tiempo y costo, para dos 
casos de prueba, muestran más precisión en el modelo neuronal, 
en comparación con los modelos Cocomo-81 y Cocomo-II. 
MONEPS ha logrado la convergencia de aspectos funcionales y 
no funcionales para mejorar la precisión en la estimación del 
esfuerzo en proyectos de software. 
Palabras Clave—Software, Inteligencia Artificial, Redes 
Neuronales, Estimación del Esfuerzo. 
I. INTRODUCCIÓN 
La estimación del esfuerzo es un aspecto de particular 
importancia en la elaboración de los proyectos de software [1]. 
Las pequeñas y medianas empresas de software se enfrentan al 
desafío de seleccionar, de una parte, el método de estimación 
más adecuado para su contexto, y de otra parte, adoptar 
mejores prácticas que permitan consolidar una base histórica de 
estimación, con el propósito de disminuir cada vez más la 
brecha entre los valores estimados y los valores reales [2]. 
La estimación del esfuerzo para el desarrollo de software es 
una actividad compleja y de poca precisión en los resultados 
obtenidos [3], lo que ha ocasionado la aparición de varias 
herramientas comerciales para la estimación de costos del 
software, tales como [4]: Cocomo-II [5], CoStar [6], 
CostModeler [7], CostXpert [8], KnowledgePlan® [9], SEER 
[10], y SoftCost-R [11]. Por otra parte, existen algunas 
herramientas de estimación de costos que están tendiendo a la 
obsolescencia [12], debido principalmente a su temprana 
aparición; así tenemos: CheckPoint [13], ESTIMACS [14], 
REVIC [15] y SPQR/20 [16]. 
El número de herramientas existentes no significa que la 
problemática de la estimación del esfuerzo en proyectos de 
software haya sido solventada favorablemente, al contario ésta 
se ha incrementado, debido principalmente a la falta de  
mantenimiento de las herramientas y modelos disponibles [17]. 
En el presente artículo se presenta una propuesta de Modelo 
Neuronal de Estimación para el Esfuerzo de Desarrollo en 
Proyectos de Software (MONEPS), utilizando una RNA en 
Backpropagation, cuya capa de entrada se basa en un conjunto 
de atributos de naturaleza funcional y no funcional tomados de 
la norma de calidad del software ISO/IEC 25000 [18]. Esta 
RNA fue entrenada con datos de aplicaciones desarrolladas en 
el ámbito académico, de las que se conocían el tiempo 
empleado para su desarrollo y los costos asociados. La 
evaluación de MONEPS se llevó a cabo sobre dos aplicaciones 
específicas, obteniéndose mejoras significativas en las 
predicciones de tiempo y costo, en relación a los modelos 
Cocomo-81 [19] y Cocomo-II [20]. Este resultado evidencia la 
convergencia de los aspectos funcionales y no funcionales para 
mejorar la precisión en la estimación del esfuerzo en este tipo 
de aplicaciones. 
El documento está organizado de la siguiente manera: En la 
Sección II se pone de manifiesto la importancia de mejorar la 
precisión en la estimación de proyectos de software. También 
se describen las principales categorías de los modelos de 
estimación para el esfuerzo, enfatizando en las técnicas de 
inteligencia artificial y en el modelo Cocomo-II. La Sección III 
presenta la propuesta neuronal para la estimación del esfuerzo 
en el desarrollo de proyectos de software, y se muestran los 
resultados obtenidos en la fase de entrenamiento de la RNA. 
En la Sección IV se muestra el desempeño de MONEPS 
cuando sus resultados son comparados con aquellos calculados 
a través de los modelos Cocomo-81 y Cocomo-II.  Finalmente, 
en la Sección V, se mencionan las principales conclusiones de 
esta investigación y el trabajo futuro. 
II. ANTECEDENTES 
A. Necesidad de mejorar la precisión en la estimación del 
esfuerzo 
El estado actual del arte evidencia, por una parte, una falta 
de consenso al momento de seleccionar los atributos para la 
concepción de los modelos sobre los que se implementan las 
herramientas de estimación de software; por otra parte, las 
relaciones causales entre los atributos y el esfuerzo, tampoco 
están claras, lo cual se aprecia en la insatisfacción de los 
usuarios respecto a los resultados de estimación obtenidos [21]. 
Los resultados de la estimación del esfuerzo en software 
siguen siendo aún muy distantes de los valores reales, lo que 
conduce a reflexionar acerca del grado de adecuación que se 
consigue con las herramientas de estimación disponibles, 
respecto a las necesidades particulares de los diferentes tipos 
de proyectos [22]. 
Como se puede notar, la tarea de estimar esfuerzo en 
software no está exenta de dificultades; los modelos y 
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herramientas de estimación tradicionales enfrentan algunos 
problemas, como los que a continuación se exponen. 
El principal inconveniente de los modelos predictivos 
basados en líneas de código (p.e. del tipo Cocomo), es que las 
líneas de código no pueden medirse hasta que el sistema esté 
completo [23]. Además, los modelos genéricos como Cocomo 
fallan a la hora de realizar ajustes de la predicción sin 
calibración. La necesidad de calibración se confirma en los 
estudios de Kemerer [24], Kitchenham & Taylor [25] y Low & 
Jeffery [26]. La poca atención de los aspectos no funcionales 
del software ha sido otra característica de los modelos 
predictivos para estimar el esfuerzo [27]. 
Frente a las dificultades que presentan los modelos 
tradicionales de estimación, han surgido nuevos enfoques que 
proponen la utilización de las técnicas de inteligencia artificial 
para mejorar las predicciones del esfuerzo; así podemos 
mencionar: 
El clustering [28] es utilizado en la estimación del software 
para salvar el inconveniente de los modelos paramétricos que 
utilizan una única ecuación que representa a toda una base de 
datos de proyectos. Mediante el clustering los proyectos de 
software son divididos en grupos homogéneos, de tal manera 
que, un nuevo proyecto será asociado al grupo con el que tenga 
más coincidencias. Este enfoque requiere la disponibilidad de 
un gran conjunto de datos para establecer los grupos.  
Chiu & Huang [29, 30] proponen mejorar la estimación del 
esfuerzo basados en analogía, con la ayuda de algoritmos 
genéticos y medidas de distancias (p.e. Euclidea, Manhattan, y 
Minkowski) entre parejas de proyectos. Este modelo calcula 
una distancia entre el proyecto de software que se estima y 
cada uno de los proyectos de software históricos, y a 
continuación, recupera el proyecto más similar para generar 
una estimación de esfuerzo.  Luego, un algoritmo genético 
ajusta el esfuerzo reutilizado en función de las distancias de 
similitud entre pares de los proyectos. Los algoritmos 
genéticos, en general, requieren muchos recursos de cómputo 
para procesar las posibles soluciones. 
Kumar [31] utilizó redes neuronales para predecir el 
esfuerzo en software con la ayuda de funciones de 
transferencia de Morlet y Gaussiana; estas funciones tienen un 
buen desempeño en RNA con más de dos capas ocultas.  Más 
específicamente se utilizaron dos redes neuronales: WNN 
(Wavelet Neural Network) y TAWNN (Threshold Accepting 
Trained Wavelet Neural Network). Datos experimentales 
mostraron un mejor desempeño en la configuración WNN. 
Jodpimai [32] hace una propuesta neuronal para predecir el 
esfuerzo, basado en la reducción de características del modelo 
Cocomo-81. La propuesta consta de tres pasos: a) preparación 
de datos tomados de dominios públicos; b) reducción del 
número de características, considerando sólo aquellas 
relevantes; c) transformar el problema de la estimación de 
esfuerzo del software en un problema de clasificación y 
aproximación funcional mediante el uso de una red neuronal en 
cascada.  Lamentablemente, el modelo Cocomo-81 no ha 
podido acoplarse satisfactoriamente a la dinámica del software. 
En el 2011, García [33] hace una propuesta neuronal para 
estimar el tiempo de duración en proyectos de software, 
recurriendo a un subconjunto de datos obtenido de la 
organización International Software Benchmarking Standards 
Group (ISBSG1);  en dicha propuesta se filtró el conjunto de 
                                                          
1 El sitio web de ISBSG está disponible en: http://www.isbsg.org/ 
 
características disponibles, excluyendo aquellas referentes al 
cálculo de puntos de función. 
En síntesis, las dificultades de los modelos tradicionales 
que inciden directamente en la poca precisión de las 
predicciones, requieren enfoques alternativos que permitan 
disponer de herramientas actuales y útiles para estimar costos y 
tiempos en el desarrollo de proyectos software. Esto propició la 
presente propuesta para la estimación del esfuerzo en software 
desde una perspectiva neuronal. 
 
B. Modelos y técnicas de estimación para el esfuerzo en 
software  
Las técnicas de estimación, pueden ser clasificadas bajo 
tres categorías principales [34]: 
 Juicio del experto: un estimador de proyectos de software 
usa su experticia para estimar, basado en información 
histórica y en proyectos similares. El principal 
inconveniente de esta técnica es la dificultad de 
estandarización en los criterios de los expertos [35, 36]. 
 Modelos algorítmicos: es la categoría más popular en la 
literatura. Estos modelos incluyen Cocomo [37], SLIM 
[38] y SEER-SEM [39].  El factor principal de costo de 
estos modelos es el tamaño del software, que usualmente 
está asociado con las líneas de código. Estos modelos 
usan fórmulas de regresión lineal o también fórmulas de 
regresión no lineal.  La desventaja de estos modelos 
radica en la necesidad de hacer ajustes a las predicciones, 
cuando los modelos no están calibrados [40]. 
 Aprendizaje de máquina: actualmente estas técnicas 
están siendo utilizadas en conjunción con los modelos 
algorítmicos, o como alternativas a éstos. Las técnicas de 
aprendizaje de máquina pueden incluir: lógica difusa [41], 
redes neuronales artificiales [42], minería de datos, 
sistemas neuro-difusos [43] y algoritmos genéticos [44]. 
La Tabla I muestra un resumen de las principales ventajas e 
inconvenientes para los enfoques de juicio del experto y 
modelos algorítmicos, para la estimación del esfuerzo en 
software. 
TABLA I.  PRINCIPALES VENTAJAS Y DESVENTAJAS EN DOS ENFOQUES 
PARA LA ESTIMACIÓN DEL ESFUERZO EN SOFTWARE 
Enfoque Ventajas Inconvenientes Aplicación 
idónea 
Modelos 
algorítmicos 
Entradas y 
parámetros 
concretos. 
 
Objetividad. 
 
Eficiencia en 
cálculos. 
No prestan 
atención a 
circunstancias 
excepcionales. 
 
Rechazan 
opiniones 
subjetivas. 
Proyectos con 
escasas 
alteraciones 
accidentales, 
con equipos de 
desarrollo 
estables y 
productos 
sencillos. 
Juicio del 
experto 
Gran cantidad de 
opiniones subjetivas. 
 
Consideración de 
circunstancias 
excepcionales. 
Dependencia de 
los expertos. 
 
Posturas de 
expertos difíciles 
de adoptar. 
Primeras fases 
de desarrollo 
del producto. 
 
Por otra parte, varios modelos de estimación que se han 
publicado desde los años 60 han quedado obsoletos [45], así 
tenemos los modelos de: Aaron (1969), Wolverton (1974), 
Walston-Feliz (1977), Doty (1977), Putnam (1978), SLIM 
(1979), entre otros. 
Cabe indicar que, el modelo Cocomo-81 (1981) y su 
actualización Cocomo-II (1997), han ido evolucionando para 
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constituirse como la base de las herramientas de estimación 
existentes en la actualidad [46]. 
En el 2012, P.K. Suri y Pallavi Ranjan [47] hacen un 
análisis de los métodos de estimación desde la década de los 
70s, concluyendo que en los últimos 5 años se introdujeron 
diversos métodos en aras de incrementar la precisión de los 
resultados, tras la identificación de algunos problemas teóricos 
(Kitchenham, 2009). Para ello, la tendencia propone combinar 
diferentes métodos de estimación y utilizar a la par técnicas de 
inteligencia artificial, entre las que destacan: lógica difusa, 
sistemas basados en conocimiento y redes neuronales 
artificiales [48]. 
Por lo tanto, se cree conveniente aportar con una propuesta 
neuronal para estimar el esfuerzo de desarrollo en proyectos 
de software, basada en el uso de la norma ISO/IEC 2500 para 
la calidad de software. Esta propuesta no tiene una fórmula 
explícita con coeficientes preestablecidos para el cálculo del 
esfuerzo; tampoco precisa de líneas de código ni puntos de 
función (como es el caso del modelo Boehm [49] y el modelo 
Albretch [50]) en el proceso de estimación del esfuerzo. En 
contraposición, MONEPS necesita inputs (p.e. número de 
requisitos funcionales del proyecto, nivel de seguridad 
requerido, tipo de lenguaje de programación utilizado, etc.) 
fundamentados en la norma referida anteriormente, para 
estimar el costo y tiempo de desarrollo de un producto 
software. A través de MONEPS se muestra el mecanismo 
predictivo de las RNA's [51] para mejorar la precisión en la 
tarea de estimar el tiempo y costo para el desarrollo de 
software. 
III. PROPUESTA DEL MODELO NEURONAL DE ESTIMACIÓN 
PARA EL ESFUERZO DE DESARROLLO EN PROYECTOS DE 
SOFTWARE (MONEPS) 
A. Topología neuronal para MONEPS 
La estructura neuronal seleccionada para MONEPS es de 
tipo Backpropagation. Estas redes neuronales artificiales (ver 
Figura 1) presentan algunas características [52, 53, 54], las 
cuales se indican a continuación: 
 
 
Fig. 1. Ejemplo de una red neuronal en cascada (Backpropagation) 
 Aprenden de manera supervisada e inductiva. 
 Son suficientes 3 capas (una de entrada, otra oculta, y una 
de salida) para las tareas de aprendizaje e identificación 
de patrones. 
 No tienen mayor complejidad estructural ni algorítmica 
(lo que no sucede p.e. con las topologías recursivas de 
redes). 
 Existe una buena disponibilidad de herramientas 
automatizadas, tanto libres como propietarias, para el 
diseño y funcionamiento de estas redes. 
 Han sido utilizadas y probadas de manera satisfactoria en 
varios campos de aplicación (p.e. reconocimiento de 
imágenes, clasificación de patrones, codificación / 
decodificación de información, etc.). 
B. Diseño neuronal de MONEPS 
Para definir la topología de entrada del modelo neuronal se 
consideraron 42 atributos pertenecientes a características del 
estándar ISO/IEC 250002, que describen varios aspectos para la 
calidad de un producto software. Estos atributos fueron 
seleccionados en base a que consideran la tendencia actual 
hacia la mejora en el desarrollo de software [55]. A modo de 
ejemplo, en la Tabla II se describen cinco de los cuarenta y dos 
atributos seleccionados. 
TABLA II.  TIEMPLOS DE ATRIBUTOS QUE FORMAN PARTE DE LA CAPA 
DE ENTRADA PARA LA RNA UTILIZADA POR MONEPS 
Atributo/Código Valores Descripción 
Nivel de seguridad 
(A#2) Alto, Medio, Bajo 
Indica el nivel de 
seguridad requerido 
para la aplicación. 
Número de 
programadores  
(M#3) 
1, 2, 3, ... 
Número de 
integrantes del 
equipo de desarrollo 
asignados a esta 
actividad. 
Facilidad de 
navegación (C#1) Alta, Media, Baja 
Indica la facilidad 
requerida para 
navegar en la 
aplicación. 
Lenguaje de 
Programación  
(F#1) 
Imperativo, 
Declarativo, 
Orientado a Objetos, 
Orientado al Problema 
Tipo de lenguaje de 
programación 
utilizado. 
Disponibilidad de 
arquitectos de 
software (M#2) 
0, 1, 2, 3, ... 
Arquitectos 
asignados al 
proyecto. 
 
Por consiguiente, la capa de entrada tendrá en total 42 
neuronas, mientras que la capa de salida tendrá solamente 2 
neuronas (una para el tiempo y otra para el costo requerido). 
En la Figura 2 se muestra un esquema parcial de la RNA 
utilizada en MONEPS.  Como se puede observar en la red, las 
conexiones unidireccionales van desde la capa de entrada 
hasta la capa de salida (es decir, no hay ciclos), a través de una 
capa oculta que tiene 7 neuronas; esta capa posibilita el 
aprendizaje de la RNA. En la misma figura se muestran 
algunos atributos de la capa de entrada de la red.  Cabe referir 
que, los atributos pueden ser de naturaleza cuantitativa (p.e. 
número de programadores asignados) o cualitativa (p.e. 
experiencia del equipo de desarrollo). 
C. Implementación y resultados obtenidos en la fase de 
entrenamiento de la RNA 
El diseño de MONEPS fue implementado en la 
herramienta JustNN3. Durante la fase de entrenamiento de la 
RNA fueron utilizados 9 proyectos académicos desarrollados 
por estudiantes pertenecientes a los últimos niveles de la 
carrera de Ingeniería en Sistemas e Informática de la 
Universidad de las Fuerzas Armadas ESPE de Ecuador. De 
cada uno de los proyectos académicos se obtuvo la 
información correspondiente a los 42 atributos de entrada de 
                                                          
2 El sitio web de esta norma está disponible en:  http://iso25000.com/ 
3 Las caracteristicas de JustNN están disponibles en: http://www.justnn.com/  
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la RNA; así por ejemplo, se disponía de información como: 
nivel de seguridad, tiempo de respuesta requerido, nivel de 
escalabilidad de la aplicación, entre otros. Para poder 
estructurar las dos salidas de la RNA, se utilizó el tiempo de 
desarrollo y costo de cada proyecto académico referido.  
 
Fig. 2. RNA en Backpropagation usada en MONEPS 
El funcionamiento de la RNA es similar al de una caja 
negra (en este caso con 42 entradas y 2 salidas); es decir, 
dentro de la caja negra la red aprende a configurar patrones de 
entrada/salida, actualizando los valores de los denominados 
“pesos sinápticos” o “conexiones neuronales”, lo cual es 
transparente para el usuario. Luego del entrenamiento de la 
RNA utilizando la herramienta JustNN, se pudo constatar que 
la red tuvo un desempeño satisfactorio después de 44 ciclos (o 
épocas) de aprendizaje (ver Figura 3).   
 
 
Fig. 3. Resultados obtenidos durante la fase de entrenamiento de la RNA 
El error de la red durante la fase de entrenamiento estuvo 
en el orden del 0.5 %, lo que denota un rendimiento muy 
aceptable en relación al mínimo error requerido que es del 
1.0%. En consecuencia, la red aprendió rápidamente a 
configurar patrones de comportamiento para tiempos y costos 
referidos a proyectos de software, lo que se puede ver en la 
Figura 4. 
 
 
Fig. 4. Variación del error máximo, mínimo y medio durante el entrenamiento 
de la red 
Adicionalmente, la Figura 5 muestra la importancia relativa 
(en valor porcentual) de cada atributo de entrada en la RNA.  
Por ejemplo, la disponibilidad de un arquitecto de software 
(atributo M#2) no es muy importante; al contrario, la facilidad 
de navegación (atributo C#1) es muy importante en la 
determinación del esfuerzo en los proyectos académicos. 
 
 
Fig. 5. Importancia relativa de cada atributo en la RNA 
IV. EVALUACIÓN DEL MODELO 
El desempeño de la RNA de MONEPS está dado 
principalmente por su carácter predictivo, es decir, la capacidad 
de responder ante casos que no ha visto. En tal virtud, se 
estudiaron tres proyectos académicos de software; dos de éstos 
formaron el conjunto de prueba (proyectos académicos de 
software que no fueron considerados en la fase de 
entrenamiento de la RNA). 
En la fase de evaluación, la RNA fue consultada sobre el 
tiempo y costo de desarrollo de los tres proyectos académicos 
referidos, para lo que se ingresaron (por cada proyecto) los 42 
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datos que precisa la red en su capa de entrada. Los resultados 
obtenidos de la evaluación se muestran en la Tabla III. 
TABLA III.  TIEMPO Y COSTO ESTIMADO PARA 2 CASOS DE PROYECTOS 
QUE LA RED NO HA VISTO. *TAMBIÉN SE PRUEBA CON UN EJEMPLO DE 
ENTRENAMIENTO 
 
El primer proyecto evaluado corresponde a un simulador 
para la evaluación de aptitudes de aspirantes para el desarrollo 
de software, denominado Codesoft. El segundo proyecto es un 
sistema de facturación. El tercer proyecto se refiere a un 
sistema para control de fichas odontológicas. 
Puede observarse que, los costos y tiempos estimados por 
MONEPS, son muy cercanos a los costos y tiempos reales.  
Para una mejor contrastación se ha creído conveniente realizar 
una comparación de resultados con respecto a los modelos 
Cocomo-81 y Cocomo-II, lo que se muestra en las Tablas IV y 
V, respectivamente. 
TABLA IV.  TIEMPOS ESTIMADOS APLICANDO COCOMO-81 
Tiempo (meses) 
Caso 
Real Estimado por Cocomo-81 
Estimado por 
Moneps 
1 3.0 6.85 3.65 
2 5.0 7.75 3.97 
TABLA V.  TIEMPOS Y COSTOS ESTIMADOS EN COCOMO-II 
Caso Estimado 
por Cocomo-
II 
Estimado 
por Moneps 
Estimado 
por 
Cocomo-II 
Estimado 
por 
Moneps 
1 12.20 3.65 10371.01 8139.45 
2 10.20 3.97 12376.34 7273.05 
 
La comparación con los modelos Cocomo-81 y Cocomo-II, 
permite apreciar que MONEPS mantiene una mejor 
aproximación al tiempo real de duración y costo.  En la Tablas 
VI y VII se muestra el cálculo del error relativo para Cocomo-
II, Cocomo 81 y MONEPS. 
V. CONCLUSIONES Y TRABAJO FUTURO 
La RNA utilizada por MONEPS aprendió rápidamente a 
configurar patrones de comportamiento para tiempos y costos 
referidos a proyectos de software, y por ende, las estimaciones 
realizadas son bastante cercanas a los costos y tiempos reales. 
Los resultados arrojados por la propuesta neuronal, en la fase 
de evaluación, mostraron mejor precisión respecto a los 
modelos Cocomo-81 y Cocomo-II, en la estimación de costo y 
tiempo para proyectos académicos de software. Más 
específicamente, el error relativo promedio en tiempo y costo, 
fue respectivamente, 10 y 3 veces menor en MONEPS con 
relación a Cocomo-II, para dos aplicaciones de prueba. Por otra 
parte, el error relativo promedio para el tiempo fue 4 veces 
menor en MONEPS con relación a Cocomo-81, para las 
mismas dos aplicaciones de prueba. 
TABLA VI.  TABLA VI. ERRORES RELATIVOS EN COCOMO-II Y 
MONEPS 
  
TABLA VII.  ERRORES RELATIVOS EN COCOMO-81 Y MONEPS 
Error relativo para el tiempo Caso Nombre del proyecto Cocomo-81 Moneps 
1 CODESOFT 128.33% 21.67% 
2 FACTURACIÓN   55.00% 20.60% 
 
La RNA tiene sus entradas fundamentadas en el uso de 
atributos del estándar ISO/IEC 25000, para la calidad de 
software.  La asociación directa de estos atributos con la capa 
de entrada de la RNA, ayudó a simplificar la información que 
alimentó el modelo neuronal. El criterio de diseño para 
MONEPS, posibilitó la convergencia de aspectos funcionales y 
no funcionales en la estimación temprana de tiempo y costo 
para el desarrollo de proyectos de software de tipo académico. 
Sin embargo, es necesario validar la propuesta neuronal en 
otros proyectos de software fuera del ámbito académico.  
 MONEPS es de fácil uso y escalable; se pueden realizar 
los ajustes necesarios para mejorar el nivel de adecuación y 
precisión en la naturaleza dinámica del software. Tales ajustes 
se refieren básicamente a activar/desactivar atributos de 
entrada, y también a la alimentación de la RNA con datos de 
nuevas aplicaciones. 
Como trabajo futuro se vislumbra la identificación de 
nuevos atributos críticos y métricas especializadas para los 
aspectos no funcionales, que podrían incidir notablemente en el 
nivel de precisión para las estimaciones realizadas por la 
propuesta neuronal.  Asimismo, se pretende más adelante, 
añadir un componente fuzzy (difuso) para realizar 
interpretaciones lingüísticas de las entradas y respuestas 
obtenidas (sistemas neuro-difusos). 
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