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Abstract
A Householder transformation, or Householder reflection, or Household matrix, is a reflection
about a hyperplane with a unit normal vector. Not only have the Household matrices been used
in QR decomposition efficiently but also implicitly and successfully applied in other areas. In the
process of investigating a family of unitary filterbanks, a new family of Householder matrices are
established. These matrices are produced when a matrix filter is required to preserve certain order
of 2d digital polynomial signals. Naturally, they can be applied to image and signal processing
among others.
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1. Introduction
Householder transformation (Householder (1958)) has been widely used in a wide range of areas.
Wung et al. (2020) established stable and fast online weighted least squares algorithms through
Householder recursive least squares and Householder least squares lattices. Modified Householder
transform was used in Merchant et al. (2019) to Kalman filter for implementing modified Fad-
deeva algorithm. Householder transformation was repeatedly used in Chang et al. (2018) to com-
pute signal subspace to reduce the covariance matrix order based on the power method, an itera-
tion algorithm widely used to obtain the main eigenvalue and the main eigenvector. Some ratio-
nal Householder transformations were investigated in Couto and Jeffery (2018). Blocking House-
holder transformations were applied on developing fast graphics processing units (GPU) in Tomás
214
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Dominguez and Quintana Orti (2018). Huang et al. (2017) constructed Householder transforma-
tions and applied to obtaining optimal signal estimate by searching the maximum of the variance of
the enhanced signal with the Wiener filter. Suzuki (2015) used a lifting-Householder factorization
of a particular 4× 4 symmetric orthogonal matrix to a four-channel Hadamard transforms.
In signal and image processing, a matrix filter is simple, cost effective, and used in general to
linearly transform the original image to another for various purposes. A p × q block of 2d digital
polynomial signal can be described as ((i + k)j+`−1)p,qi=1,j=1 for fixed integers k and `. A typical
lowpass filter sometimes is desired to preserve digital polynomials up to certain degree. It will be
shown in this paper that a special family of such matrix filters are Householder matrices.
This paper is arranged in the following. Some preliminaries will be in Section 2, with the main
results and its proof being given in Section 3. Some explicit Householder transformations estab-
lished in this paper will be illustrated in Section 4. A simple demonstration of application to signal
and image processing will be shown in Section 5, while Section 6 constitutes the conclusions.
2. Preliminaries
Let x ∈ Rn. The hyperplane of x through the origin is simply x·v = 0, where v is the normal of the
hyperplane. The reflection of x about its hyperplane through the origin, namely, again, x · v = 0,
is
x− 2 x · v
‖v‖2










where In is the identity matrix of size n. The matrix In − 2vv>/‖v‖2 in (1) has been coined the
name of Householder matrix, cf., e.g., Householder (1958). Introducing the unit vector v = v/‖v‖,
together with the consideration of complex-valued vectors, yields the simple and general form of
a Householder matrix
A = In − 2vv?, (2)
where v is a unit vector, with v? being the Hermitian transpose or conjugate transpose of v. Cer-
tainly, v? = v> if v is real-valued. The linear transformation is also called Household transforma-
tion (Burten and Faires (2004), p. 575) and (Householder (2006)).
Observe that a real-valued Householder matrix is orthogonal and symmetric, and all its eigenval-
ues are 1 and −1, with multiplicities n − 1 and 1, respectively. Householder transformation is
commonly used for matrices’ QR factorization (Lehoucq (1996)).
3. Main Results
There are n−1 independent vectors that are orthogonal to v for a real-valued Householder matrixA
in (2). These n−1 independent vectors are in fact the eigenvectors corresponding to the eigenvalue
1 with multiplicity n− 1.
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A real-valued orthogonal matrix A of size n, A 6= In, satisfies
Abk = bk, (3)
bk = (1, 2
k, · · · , nk)>, k = 0, . . . , n− 2, (4)


































ik = 0, k = 0, . . . , n− 2, (7)












Here, with a little abuse of notations, i in (7) is the dummy index variable while i in (8) is the
imaginary unit, namely: i =
√
−1. The necessity will be shown in the following.
(1) By using (3)-(4) and A 6= In, write A as
A = PΛP−1, (9)
P = (b0,b1, . . . ,bn−2,xn), (10)
Λ = diag(1, . . . , 1︸ ︷︷ ︸
n−1
,−1), (11)
where xn is an eigenvector with respect to A’s eigenvalue −1.
(2) A−1 = A> leads to
(b0,b1, . . . ,bn−2)
> xn = 0. (12)
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for some (n− 1)-d vectors cn−1 and dn−1, and constant β, with










vn−1 = (1, n, . . . , n
n−2)>, (16)
α = (−1)n−1. (17)
It follows from PP−1 = In that
UV + un−1d
>
n−1 = In−1, (18)
Ucn−1 + βun−1 = 0, (19)
v>n−1V + αd
>
n−1 = 0, (20)























UV − un−1d>n−1 Ucn−1 − βun−1








where (18)-(21) are applied in (22).











4α2(d>n−1dn−1) + (1− 2αβ)2 = 1. (25)
From (25), with α = (−1)n−1 in (17),
d>n−1dn−1 = β((−1)n−1 − β),
so that (24) becomes
dn−1 = (−1)n−1βun−1. (26)
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(6) It follows from (22), (26), and (27) that



















which is given in (5), serves the purpose. This completes the proof of Theorem 3.1. 
4. Some Explicit Examples
Explicit examples of Householder matrices with n = 3, 4, 5, and 6 are in the following.










 [1,−2, 1] = 1
3
 2 2 −12 −1 2
−1 2 2
 . (28)













 [1,−3, 3,−1] = 110

9 3 −3 1
3 1 9 −3
−3 9 1 3
1 −3 3 9
 .





34 4 −6 4 −1
4 19 24 −16 4
−6 24 −1 24 −6
4 −16 24 19 4
−1 4 −6 4 34
 .
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Figure 1. The 3 × 3 matrix A3 in (28) is applied to a 9 × 9 text dataset on upper left and the standard color image
yellowlily.jpg on lower left
5. Application in Signal and Image Processing
Fix n = 3. Let X = {xi,j}M,Ni=,j=1 represent a gray image. To apply A3 in (28), extend X appropri-
ately and partition the extended X into 3 × 3 block matrice). For illustration purposes, let X be a
9× 9 matrix, so any extension of X is unnecessary. Partition X into 3× 3 block matrices Xij’s, as
shown in the following:
X =

x11 x12 x13 x14 x15 x16 x17 x18 x19
x21 x22 x23 x24 x25 x26 x27 x28 x29
x31 x32 x33 x34 x35 x36 x37 x38 x39
x41 x42 x43 x44 x45 x46 x47 x48 x49
x51 x52 x53 x54 x55 x56 x57 x58 x59
x61 x62 x63 x64 x65 x66 x67 x68 x69
x71 x72 x73 x74 x75 x76 x77 x78 x79
x81 x82 x83 x84 x85 x86 x87 x88 x89
x91 x92 x93 x94 x95 x96 x97 x98 x99

=
X11 X12 X13X21 X22 X23
X31 X32 X33
 . (29)
Then A3 in (28) can be applied to each of the 9 blocks of X in (29). Let YL be the result after A3
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in (28) is applied to the left of X . Then
YL =
A3X11 A3X12 A3X13A3X21 A3X22 A3X23
A3X31 A3X32 A3X33
 . (30)
Observe that (1) the matrix operations are not convolutions but rather matrix multiplications; (2)
with w = (1,−2, 1)>,
A3Xij = (I3 −
1
3
ww>)Xij = Xij −
1
3
w(w>Xij), i, j = 1, 2, 3.
This is particularly computational efficient when image sizes are large; (3) A3 can also be applied
to either the right in (30) or both left and right, namely:
YR =
X11A3 X12A3 X13A3X21A3 X22A3 X23A3
X31A3 X32A3 X33A3
 , YLR =
A3X11A3 A3X12A3 A3X13A3A3X21A3 A3X22A3 A3X23A3
A3X31A3 A3X32A3 A3X33A3
 .
For demonstration purposes, Figure 1 illustrates A3 in (28) is applied to the following matrix data:
X =

11 12 13 14 15 14 13 12 11
12 12 24 44 85 44 24 12 12
13 24 44 10 5 10 44 24 13
14 44 10 6 54 6 10 44 14
15 85 5 54 99 54 5 85 15
14 44 10 6 54 6 10 44 14
13 24 44 10 5 10 44 24 13
12 12 24 44 85 44 24 12 12
11 12 13 14 15 14 13 12 11

,
and the standard image yellowlily.jpg of size 1632×1224×3. The results in Figure 1 show
in the middle after A3 is applied once while the last column are the results when A3 is applied
twice, which should be the reconstruction of the original images.
6. Conclusion
A family of Householder matrices were established. They were consequences when a family of
lowpass matrix filters were required to preserve certain order of digital polynomial signals. The
first advantage of these matrices is their orthogonality and symmetry. The second advantage is the
total number of multiplications is dramatically reduced when they are applied to either vectors or
matrices. This is simply due to the fact that such operations can be achieved by subtractions when
the vector or matrix to be applied to (on the right of a Householder matrix) is distributed inside.
The third advantage is that the original signal can be recovered when the Householder matrices
are applied twice, without considering any minor round-off errors. Observe also that the family of
Householder matrices in (2) have entries as rational numbers. Another way to view the results in
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Theorem 3.1 is that a non-indentical orthogonal matrix with (n− 1)-tuple eigenvalue 1 and n− 1
associated linearly independent eigenvectors in (4) have been explicitly expressed in (2) with v
in (5). In addition, v in (5) is the eigenvector associated with the simple eigenvalue −1. These
Householder matrices were briefly demonstrated of being used in signal and image processing and
can also be applied in other areas such as, e.g., encryption and decryption, or cybersecurity. Two
future research topics will be (1) to determine an orthogonal matrix when its n − 1 eigenvalues,
not necessarily 1 and−1’s, with their n−1 associated linearly independent eigenvectors are given;
and (2) to unravel an orthogonal matrix polynomial when A itself is a matrix polynomial.
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