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1. INTRODUCTION AND RESULTS
In this paper, we study the global smooth solution and the global
attractor for the following system of nonlinear parabolic equations:
c s ac q lcc q f u q « cŽ .Ž . xt x 1 x x 0 - x - L, t ) 0 1.1Ž .½ u s bu q nc q cu q « uŽ . xt x 2 x x
with boundary conditions
 4c , u x , t s 0, x g 0, L , t ) 0 1.2Ž . Ž . Ž .
and initial conditions
c , u x , 0 s c , u x , 0 F x F L 1.3Ž . Ž . Ž . Ž . Ž .0 0
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where L, « , and « are all positive constants, while a , b , l, and n are1 2
‘ Ž .given real constants. We suppose that f g C R satisfiesloc
f 9 z F k , ;z g R 1.4Ž . Ž .
for some constant k, and the initial data c and u satisfy a compatibility0 0
condition
 4c , u x s 0, x g 0, L . 1.5Ž . Ž . Ž .0 0
Ž .The motivation to study system 1.1 is based on its two special cases
which have their own physical backgrounds. The first one is the Van der
Waals fluid in the Eulerian coordinates. In this case, the coefficients in
Ž .1.1 satisfy
a s b s n s 0, l s 1. 1.6Ž .
w xThis problem was numerically solved in 1 and the motivation to study it
was also discussed there. We note that there are many works related to the
Ž w x.Van der Waals fluid see the references in 1 , but no rigorous result, as
far as we know, on the global existence and asymptotic behavior for the
Ž . Ž .system 1.1 , even under the restriction 1.6 .
Taking
l s 0 and f u s su , 1.7Ž . Ž .
we obtain the second special case. It appeared first in the study of
w x w xhydrodynamic instabilities in 2 with « s 0 and in 3 with « ) 0. It is1 1
well known that the case « s 0, because of its instable mechanism, is too1
w xdifficult to be dealt with. See 3, 4 . On the other hand, some diffusion
mechanisms may yield a positive « . We could also consider a positive «1 1
as a somewhat artificial viscosity.
Ž .The spatially periodic Cauchy problem for system 1.1 , under the
Ž .condition 1.7 , s , a , b - 0 and « , « , n ) 0, was numerically studied1 2
w xextensively by Hsieh, Tang, Wang, and Wu in 3]5 . For its theoretical
w xapproach, Hsiao and Jian in 6 proved the existence and uniqueness of
global classical solutions. The same global result for the Cauchy problem
Ž . Ž . w xof 1.1 and and 1.7 was obtained in 7 . Unfortunately, the techniques in
w x6, 7 are not enough to obtain a estimate independent of the time variable
w xt for the solutions. In fact, the estimates obtained in 6, 7 tend to the
infinite as t “ ‘.
In the present paper, we will prove the existence of the global attractor
Ž . Ž .for the dynamical system 1.1 ] 1.3 . In order to state our main results,
w x Žwe recall some terminologies and general results in Chap. 3 of 8 . Also
w x .see 9 .
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Ž .Let X be a complete metric space. A family of mappings S t : X “ X,
t G 0, is said to be a C r-semigroup, r G 0, provided that
Ž . Ž . Ž . Ž .i S t q s s S t ? S s , ;s, t G 0;
Ž . Ž . Ž .ii S 0 s I identity on X ;
Ž . Ž .iii S t x is continuous in x, t together with Frechet derivatives in
Ž . w .x up through order r for x, t g X = 0, ‘ .
Ž .A set A in X is said to be in¤ariant of semigroup S t , t G 0, if, for any
Ž .t G 0, S t A s A. A compact invariant set A of a semigroup is said to be a
maximal compact in¤ariant set if every compact invariant set of the semi-
group belongs to A.
Ž .Let t G 0. A semigroup S t , t G 0, is said to be completely continuous1
for t ) t if, for each bounded set B in X and each t ) t , we have1 1
 Ž . 4 Ž .T s B, 0 F s F t bounded and T t B precompact.
Ž .Let d x, y denote the distance of x and y in X, A and B be two
subsets of X. We will say that A attracts B if
def
dist S t B, A s sup inf d x , y “ 0 as t “ ‘.Ž . Ž .Ž .
ygAŽ .xgS t B
A semigroup is said to be point dissipati¤e if there is a bounded set that
attracts each point of X.
DEFINITION I. We say that A ; X is a global attractor for a semigroup
if A is a maximal compact invariant set that attracts each bounded set
of X.
We will need the following abstract result which is a special case of
w xTheorem 3.4.8 in 8 .
THEOREM II. Let X be a Banach space. Suppose that there is a t G 01
0 Ž .such that C -semigroup S t : X “ X, t G 0, is completely continuous for
t ) t and point dissipati¤e; then there is a global attractor A which is1
connected in X.
The main results of this paper are following Theorems 1.1 and 1.2.
1Žw x. Ž Ž .THEOREM 1.1. For any c and u gi¤en in H 0, L satisfying 1.5 of0 0 0
. Ž Ž . Ž .. Ž . Ž .course , there exists a unique classical solution c x, t , u x, t of 1.1 ] 1.3
which satisfies
w 1 w x ‘c , u g C 0, ‘ , H 0, L l C 0, L = 0, ‘ . 1.8. Ž . Ž . Ž .Ž Ž . Ž .0
Moreo¤er, the mappings
S t : c , u “ c t , u t t G 0 1.9Ž . Ž . Ž . Ž . Ž .Ž .0 0
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def0 1 1 1Žw x. Žw x.define a C -semigroup on the space H s H 0, L = H 0, L . We call it0 0 0
Ž . Ž .the semigroup associated with the problem 1.1 ] 1.3 .
The proof of this theorem will be given in Section 2.
Ž .THEOREM 1.2. i If a F 0 and b F 0, then the solution obtained in
Theorem 1.1 fulfills
1 1max c t q max u t F M ,Ž . Ž .H H0 0
0Ft-‘ 0Ft-‘
5Ž .5 1where M is a constant which may depend on c , u .H0 0 0
Ž . Ž .ii If a - 0 and b - 0, then the semigroup 1.9 associated with the
Ž . Ž . 1problem 1.1 ] 1.3 possesses a global attractor A ; H . Moreo¤er, A is0
1 2Žw x. 2Žw x.connected in H and bounded in H 0, L = H 0, L .0
Its proof will be carried out in Section 4, while Section 3 is designed for
a priori estimates which are essential for the proof of Theorem 1.1 as well
as the proof of Theorem 1.2.
Remark 1.3. If c and u satisfy a periodic boundary value condition, by
Ž . w xintegrating 1.1 in x over 0, L , we can see that for all t G 0,
L L




b tu x , t dx s e u x dx.Ž . Ž .H H 0
0 0
The two equalities shows that the condition for a and b in Theorem 1.2 is
necessary.
Throughout this paper, we use the following notations.
Žw . pŽw x..Given 0 - T F q‘, for u and ¤ g C 0, T , L 0, L , denote
w x wu t s u x , t , x g 0, L , t g 0, T ;Ž . Ž . .




u t s u x , t dx ;Ž . Ž .HP ž /0
u t s u t .Ž . Ž . 2
kŽw x. kŽw x. kŽ .We will also use usual function spaces like H 0, L , H 0, L , C I, X0
with an interval I ; R and a Banach space X. For their definitions and
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w x w x p k kproperties, we refer to 10 or Chapter 2 of 9 . The notation L , H , H0
denotes, respectively, its corresponding space of vector-valued functions
Ž .with two components. The same Capital C and C i s 1, 2, . . . will bei
used again and again to denote various bounded positive constants inde-
pendent of t, c and u , but may be depending on L, a , b , l, n , « , « , k0 0 1 2
def
Ž . Ž . Ž .in 1.4 and k s f 0 . Obviously, 1.4 implies0
< <f z F k z q k , ;z g R . 1.10Ž . Ž .0
2. THE PROOF OF THEOREM 1.1
In this section, we will first employ the abstract theory on evolution
w xequations in Henry 11 to prove the local existence for the problem
Ž . Ž .1.1 ] 1.3 . Then, by virtue of the results of a priori estimates in the next
section, we will complete the proof of Theorem 1.1. The proof of local
w xexistence is almost as same as that in the second section of 7 . For
completeness, we give the details here.
We begin with recalling some preliminary facts. Denote
def 2 2 2 k k kw x w x w x w xX s L s L 0, L = L 0, L , H s H 0, L = H 0, L ,Ž . Ž . Ž . Ž .
k k w x k w xH s H 0, L = H 0, L .Ž . Ž .0 0 0
Define the operator
y« D 01A s ž /0 y« D2
2 2 Ž . 2 1where D s › r› x . The domain of A is taken as D A s H l H . Since0
« and « are positive constants, it is easy to verify that A is a self-adjoint,1 2
densely defined, and positive operator on X. Thus, due to the Example 2
w x w xin 11; p. 19 and the result in 11; p. 33 , the operator A is sectorial on X.
g Ž g . Ž w x.Hence, one can define fractional space by X s D A See 11; p. 29 ,
5 5 g Ž wwhich, with the graph norm ? , is a Banach space see 11; TheoremX
x. g ŽŽ .g . ŽŽ .g .1.4.8 . Obviously, X s D y« D = D y« D . If g G 0 and 2g s k1 2
w xis an integer, it follows from 11; p. 57, p. 77 that
g g k 1 w xD y« D s D y« D s H R l H 0, L ,Ž . Ž . Ž . Ž .Ž . Ž .1 2 0
5 5 gand the graph norm ? is equivalent to the usual norm on the SobolevX
space H k. In particular,
X 1r2 s H 1. 2.1Ž .0
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Let
cc 0u s , u s . 2.2Ž .0ž / ž /uu 0
Define the mapping F: X 1r2 s H 1 “ L2 by0
f u q lcc q acŽ .Ž . x xF u s . 2.3Ž . Ž .ž /cu q nc q buŽ . x x
Ž . Ž .Then the problem 1.1 ] 1.3 can be rewritten as
du¡ 1q Au s F u , u g HŽ . 0~ 2.4dt Ž .¢u 0 s uŽ . 0
LEMMA 2.1. F: X 1r2 s H 1 “ X s L2 maps e¤ery closed bounded set in0
H 1 to a bounded set in L2.0
Ž . Ž . 1Proof. It is direct from 2.3 , 1.4 , and the embedding theorem H ¤0
L‘.
LEMMA 2.2. F: X 1r2 s H 1 “ X s L2 is locally Lipschitzian.0
Proof. Let
c i
u s , i s 1, 2i iž /u
and, recalling the notation C in the end of Section 1, we have
1 1 2 1 21 ‘5 5 5 5 5 5 5 5F u y F u F C u y u q c c y c q u y uŽ . Ž . Ž .H L1 2 1 2 x x x x
5 1 2 5 ‘ 5 2 5 5 2 5q c y c c q uŽ .L x x
25 5q f 9 u y f 9 u u‘Ž . Ž .1 2 xL
1 1 2 1 2 2
‘ ‘5 5 5 5 5 5 5 5q u c y c q u y u c .L Lx x x
5 5 ‘ 5 5 ‘ 1 ‘Let Z* s u q u . Since H ¤ L , we obtainL L1 2 0
F u y F uŽ . Ž .1 2
1 1 15 5 < 5 5 5 5F C 1 q u q 1 q max f 0 z u u y u ,Ž . .H H H1 2 1 2ž /
< <z FZ*
which implies the desired result.
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w x ŽNow, applying Theorems 3.3.3, 3.3.4, and 3.5.2 in Henry 11 with
2 . Ž .X s L , g s 1r2 to the abstract problem 2.4 , we obtain
Ž .LEMMA 2.3 local existence . There exists a unique solution
 Ž . Ž .4 Ž . Ž .c x, t , u x, t to the problem 1.1 ] 1.4 such that
w 1 w x 1 1 w xc , u g C 0, T , H 0, L l C 0, T , H 0, L , 2.5. Ž . Ž .Ž . Ž .Ž . Ž .0 0 0 0
where T may depend on c and u , and satisfies one of the following:0 0 0
Ž .i T s q‘;0
Ž . yii lim c , u t s q‘.1Ž . Ž .t “ T H0
Ž .  Ž . Ž .4LEMMA 2.4 regularity . The unique c x, t , u x, t obtain in Lemma
Ž . Ž . ‘ŽŽ . Ž ..2.3 is classical. Moreo¤er, c x, t and u x, t are in C 0, L = 0, T .0
Ž . Ž .Proof. Using 2.5 , 1.4 , and the fact that
1 w x 1r2 w x ‘ w xH 0, L ¤ C 0, L ; L 0, L , 2.6Ž .Ž . Ž . Ž .0
Ž .we have, by Lemma 2.3 and the equation 1.1 , that
2 w xu t , c t , u t , c t g L 0, L , ; t g 0, T .Ž . Ž . Ž . Ž . Ž .Ž .t t x x x x 0
We formally differentiate c and u repeatedly with respect to x and t,t t
Žrespectively the rigorous justification can be established by the finite
. 2, 2 Ž w xdifferentiate method , and use the theory of the W estimate see 10 or
w x. Ž .12 . As a result, we can obtain that for t g 0, T ,0
› mq n c , uŽ .
2g L , m , n s 0, 1, 2, . . . .m n› x › t
Ž .Thus, the embedding of 2.6 implies the desired result.
Proof of Theorem 1.1. Applying the results of a priori estimates in the
Ž .next section See Theorem 3.5 below , we know that if T - ‘, then there0
Ž . w .exists a finite constant C T such that for all t g 0, T ,0 0
1c , u t F C T . 2.7Ž . Ž . Ž . Ž .H 0
Thus, the second case in Lemma 2.4 cannot happen. So T s q‘. Fur-0
thermore, Lemmas 2.3 and 2.4 lead us to the existence and uniqueness of
Ž . Ž . Ž .the global solution to the problem 1.1 ] 1.3 as well as 1.8 . Due to
w xLemma 2.2 and the result of Example 1 in 11, p. 82 , we know that the
Ž . 0 1mapping 1.9 defines a C -semigroup on H .0
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3. A PRIORI ESTIMATES
Throughout this section, we assume that T F q‘ and that
 Ž . Ž .4 Ž . Ž . w x w .c x, t , u x, t is a solution to 1.1 ] 1.3 in the domain 0, L = 0, T
such that
w 1 w x ‘c , u g C 0, T , H 0, L l C 0, L = 0, T . 3.1. Ž . Ž . Ž .Ž . Ž .Ž .0
w .LEMMA 3.1. For all t g 0, T ,
b t 5 5u t q n F n L q e u q n y n L . 3.2Ž . Ž .Ž .11 0
Ï Ž .Proof. Let u s u q n . Then 1.1 turns to2
Ï Ï Ï Ïu s ybn q bu q cu q « u , 0 - x - L, 0 - t - T . 3.3Ž .Ž .t 2 x xx
For each t, denote
ÏA t s x g 0, L : u x , t / 0 .Ž . Ž . Ž . 4
Ž . Ž .Due to 3.1 , A t is an open set, so it is a union of some open intervals on
Ï y1 4 Ž . Ž . Ž .endpoints except 0, L , u ?, t s 0. Multiply 3.3 by 2m 2m y 1
Ï1rŽ2 my1. Ž . w x Ž .u m g N and integrate it then in x over 0, L . Using 1.2 and
integration by parts, we get
d Ž .2 mr 2 my1L Ïu x , t dxŽ .Hdt 0
2mbn L 1rŽ2 my1.Ïs y u x , t dxŽ .H2m y 1 0
2mb Ž .2 mr 2 my1L Ïq u x , t dxŽ .H2m y 1 0
1 Ž .2 mr 2 my1L Ïq u x , t c x , t dxŽ . Ž .H x2m y 1 0
2m«2 2 w2Ž1ym.xrŽ2 my1.Ïy u u x , t dx.Ž .H x2 Ž .A t2m y 1Ž .
If b s 0, noticing that the last term on the right hand side of the equality
w xabove is nonpositive, we integrate it over 0, t , then let m “ ‘ so as to
Ž .get 3.2 .
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w xOtherwise, the Gronwall lemma 8; pp. 88]89 yields
Ž .2 mr 2 my1L Ïu x , t dxŽ .H
0
Ž .2 mr 2 my1L2 m b trŽ2 my1. ÏF e u x , 0 dxŽ .H
0
t2 m b trŽ2 my1. y2 m b srŽ2 my1.q e eH
0
1 L 2 m rŽ2 my1.Ï< <= u c x , s dxŽ .H x2m y 1 0
2mbn Ž .1r 2 my1L Ïy u x , s dx ds.Ž .H2m y 1 0
Ž .Letting m “ q‘ again, we also obtain 3.2 .
Ž .In order to obtain the a priori estimate 2.7 , at the same time, the one
useful for proving Theorem 1.2, we distinguish two cases:
Ž . Ž .A T - ‘. In this case we will use C T to denote various constants
5Ž .5 1which may depend on L, a , b , l, n , « , « , k, k , c , u and T ;H1 2 0 0 0
Ž .B T s q‘, a F 0, and b F 0.
w xUsing Theorem 2.2 and Remark 2.1 in 10; pp. 62]63 we have a positive
constant L depending only on L such that0
4 2 2
u t F L u t u t ,Ž . Ž . Ž .4 10 x
w .which, combined with Lemma 3.1, implies that for all t g 0, T
2 4 22u t s u t F g t u t , 3.4Ž . Ž . Ž . Ž . Ž .4 1 x
where
1 q C T , if case A holdsŽ . Ž .
g t s 3.5Ž . Ž .21 b t½ < < 5 51 q L 3 n L q e u , if case B holds.Ž .Ž .10 0
LEMMA 3.2. Let
min « , «Ž .1 2
d s y2a q , 3.6Ž .28 L
g tŽ .12 2
J t s u t q c t , 3.7Ž . Ž . Ž . Ž .
« «1 2
NONLINEAR EVOLUTION SYSTEM 133
and
tyd t yd t d s 3g t s e J 0 q Ce e 1 q g s ds. 3.8Ž . Ž . Ž . Ž .H2 1
0
w .Then for all t g 0, T ,
g sŽ .t 1 2 2yd t d sJ t q e e c s q « u s ds F g t .Ž . Ž . Ž . Ž .H x 2 x 28«0 2
Ž . Ž .Proof. Multiplying 1.1 by c and 1.1 by u , respectively, and apply-1 2
Ž . Ž .ing integration by parts, 1.2 , 1.10 , and Young's inequality, we have
1 d 2 2 2² :c t s a c t y f u , c t y « c tŽ . Ž . Ž . Ž . Ž .x 1 x2 dt
3« 2k 2 2k 2 L1 02 2 2F a c t y c t q u t q ,Ž . Ž . Ž .x4 « «1 1
3.9Ž .
and
1 d 12 2 22² : ² :u t s b u t q n u , c t q c , u t y « u tŽ . Ž . Ž . Ž . Ž .x x 2 x2 dt 2
2 2 22F b u t y « u t q n « t u tŽ . Ž . Ž . Ž .2 x
1 « tŽ . 22 2q c t q u t , 3.10Ž . Ž . Ž .x2« t 4Ž .
Ž . y1 Ž . Ž .Ž .y1 Ž .where « t s g « . Adding 3.9 multiplied by g t « « to 3.10 , we1 2 1 1 2
dŽ . Ž . Ž .see, by 3.4 and the fact g t F 0 which is directly from 3.5 , that1dt
1 d a g t g t 3«Ž . Ž .1 1 22 2 2
J t F c t y c t y u tŽ . Ž . Ž . Ž .x x2 dt « « 4« 41 2 2
2k 2 n 2« 2k 2 Lg tŽ .2 0 12q b q g t q u t q .Ž . Ž .12 2ž /g t« « « «Ž .11 2 1 2
3.11Ž .
Ž . w .It is obvious from 1.2 that for all t g 0, T ,
2 22c t F L c t . 3.12Ž . Ž . Ž .x
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So
12 2y c t F y c t . 3.13Ž . Ž . Ž .x 2L
Ž .Thus, we use Young's inequality and 3.4 again to get
2k 2 n 2«2 2
b q g t q q d u tŽ . Ž .12ž /g t« « Ž .11 2
22 2« t 2k n «Ž . 24 y1F u t q L« t b q g t q q dŽ . Ž . Ž .12ž /4 g t« « Ž .11 2
«2 2 3F u t q C 1 q g t , 3.14Ž . Ž . Ž .Ž .x 14
recalling the notation C in the end of Section 1.
Ž . Ž . Ž .By virtue of 3.13 and 3.14 , 3.11 can be rewritten as
d g tŽ .1 2 2 3J t F yd J t y c t y « u t q C 1 q g t ,Ž . Ž . Ž . Ž . Ž .Ž .x 2 x 1dt 8«2
3.15Ž .
w xwhich, applied to the Gronwall lemma 9; pp. 88]89 , yields the desired
result.
Ž .LEMMA 3.3. For all t g 0, T ,
t2 2 2Xyd t d s yd t 5 5c t q « e e c s ds F e c q G c , u , t ,Ž . Ž . Ž .Hx 1 x x 0 3
0
where
t 2 2 2yd t d sG c , u , t s Ce e g s 1 q c s c s q u s ds.Ž . Ž . Ž . Ž . Ž .H ž /3 2 x x
0
3.16Ž .
Ž . Ž .Proof. Obviously, the condition 1.2 implies that for each t g 0, T ,
Ž . Ž Ž . .there exists x t such that c x t , t s 0. Thus, we have1 x
2 22c t F L c t , 3.17Ž . Ž . Ž .x x x
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which, together with Lemma 3.2, yields
22 2 2y1 y1
2c t c t F C g t g t q g t g t c tŽ . Ž . Ž . Ž . Ž . Ž . Ž .Ž .Žw x.H 0, L 2 1 2 1 x x
22F C g t q g t c t .Ž . Ž . Ž .2 2 x x
Ž Ž . w x.By virtue of the interpolation inequality see 4.99 in 8; p. 155 , we find a
constant L depending only on L such that1
4 2 2
2c t F L c t c tŽ . Ž . Ž . Žw x.H 0, Lx 1
22F C g t q g t c t , ; t g 0, T . 3.18Ž . Ž . Ž . Ž . Ž .2 2 2 x x
Ž . Ž .On the other hand, 1.2 implies that for all t g 0, T ,
L2
c t F 2 c c t dxŽ . Ž . Ž .Žw x. HC 0, L x
0
« 2 16l2 C g tŽ .1 2 22 2F c t q c t . 3.19Ž . Ž . Ž .x2 216l C g t «Ž .2 2 1
Ž .This estimate and 3.18 lead to
² :2l cc , c tŽ .x x x
« 4l21 2 2 25 5F c t q c t ? cŽ . Ž . Žw x.C 0, Lx x x4 «1
« «1 12 4 2 25 5F c t q c t q Cg t c t cŽ . Ž . Ž . Ž .x x x 2 x4 4C g tŽ .2 2
« «1 12 2 25 5F c t q Cg t c t c q g t . 3.20Ž . Ž . Ž . Ž . Ž .x x 2 x 22 4
Ž . Ž . Ž . Ž . Ž .Now, by 1.1 , 1.2 , 1.4 , and 3.20 , we have that for all t g 0, T ,1
d 2 ² : ² :c t s 2 c , c t s y2 c , c tŽ . Ž . Ž .x x x t x x tdt
2 2 ² :s y2« c t q 2a c t y 2l cc , c tŽ . Ž . Ž .1 x x x x x x
² :y 2 c , f 9 u u tŽ . Ž .x x x
5«1 2 2 2F y c t q 2a c t q C u tŽ . Ž . Ž .x x x x4
2 2q Cg t 1 q c t c t .Ž . Ž . Ž .2 x
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Ž .But 3.17 implies
« min « , «Ž .1 1 22 2y c t F y c t .Ž . Ž .x x x24 4L
So,
d 2 2 2
c t F yd c t y « c tŽ . Ž . Ž .x x 1 x xdt
2 2 2q C u t q g t 1 q c t c t . 3.21Ž . Ž . Ž . Ž . Ž .ž /x 2 x
Applying the Gronwall lemma to this estimate, we have proven Lem-
ma 3.3.
LEMMA 3.4. Let
t 2 2 2 2yd t d sG c , u , t s Ce e c s u s q c s q u s ds.Ž . Ž . Ž . Ž . Ž .H4 x x x x
0
3.22Ž .
Ž .Then for all t g 0, T ,
t2 2 2Xyd t d s yd t 5 5u t q « e e u s ds F e u q G c , u , t .Ž . Ž . Ž .Hx 2 x x 0 4
0
Ž .Proof. It is easy from 1.2 to get
1r2 wmax c x , t F L c t , ; t g 0, T 3.23Ž . Ž . . Ž .x
0FxFL
and




cu t F 4L u t c t .Ž . Ž . Ž . Ž .x x x
Ž . Ž .Using this inequality, one can obtain from 1.1 , 1.2 , and Young's2
Ž .inequality that for all t g 0, T ,
d 2 ² : ² :u t s 2 u , u t s y2 u , u tŽ . Ž . Ž .x x x t x x tdt
2 2 ² :s y2« u t q 2b u t y 2 cu , u tŽ . Ž . Ž . Ž .x2 x x x x x
² :y 2n u , c tŽ .x x x
2 2 2 2F yd u t y « u t q C c t q u tŽ . Ž . Ž . Ž .x 2 x x x x
2 25 5q c t u . 3.25Ž . Ž ..x x
Therefore, the Gronwall lemma gives us the conclusion of Lemma 3.4.
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Ž .THEOREM 3.5. Assume that the initial data in 1.3 satisfy
c , u F C 3.261Ž . Ž .0 0 0H
Ž .for some constant C . If T - q‘, then there exists a constant C T , C0 0
depending only on L, a , b , l, n , « , « , k, k , T , and C such that1 2 0 0
1c , u t F C T , C , ; t g 0, T . 3.27Ž . Ž . Ž . Ž . Ž .H 0
Ž .Proof. In this case, 3.5 implies
w1 F g t F C T , C , ; t g 0, T .Ž . Ž . .1 0
Ž . Ž . w .Furthermore, 3.8 shows that g t is also bounded on 0, T . So, it follows2
w .from Lemma 3.2 that for all t g 0, T ,
t2 2 2 2yd t d sc t q u t q e e c s q u s ds F C T , C .Ž . Ž . Ž . Ž . Ž .H x x 0
0
3.28Ž .
Therefore, Lemma 3.3 yields
2 wc t F C T , C ; t g 0, T ,Ž . Ž . .x 0
Ž .which, combined with 3.28 and Lemma 3.4, implies
2 wu t F C T , C ; t g 0, T .Ž . Ž . .x 0
Ž .In this way, the proof of 3.27 has been completed.
4. THE PROOF OF THEOREM 1.2
Ž .Throughout this section, we assume that the initial data satisfy 3.26
Ž . Ž . Ž .and c , u is the unique solution to 1.1 ] 1.3 in Theorem 1.1.
We begin with the proof of the first part of Theorem 1.2. In this
connection, we have
a F 0 and b F 0.
Ž .So, 3.6 implies
min « , «Ž .1 2
d G .28 L
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Thus, Lemma 3.2 yields
t2 2 2 2yd t d sc t q u t q e e c s q u s ds F C C ,Ž . Ž . Ž . Ž . Ž .H x x 0
0
; t G 0.
Using the two results, one can easliy get from Lemma 3.3 that
2
c t F C C , ; t G 0,Ž . Ž .x 0
and so from Lemma 3.4 that
2
u t F C C , ; t G 0.Ž . Ž .x 0
Ž .In this way, we have proved conclusion i of Theorem 1.2.
LEMMA 4.1. If a - 0 and b - 0, then there exist a constant R depend-1
Ž .ing only on L, a , b , l, n , « , « , k, k , and a positi¤e constant t s t C1 2 0 0 0 0
which may depend on C such that0
t2 2 2yd t d s
1c , u t q e e c s q u s ds F R , ; t G t .Ž . Ž . Ž . Ž .HH x x x x 1 0
0
Proof. Let's check the a priori estimates in Section 3 under this special
Ž . Ž .case. At first, 3.6 shows that d is a positive constant, while 3.5 shows
Ž .that there exists a constant t s t C such that1 1 0
2< <g t F 2 q L n L , ; t G t 4.1Ž . Ž . Ž .1 0 1
and
wg t G 1, ; t g 0, q‘ . 4.2Ž . . Ž .1
Thus,
3t t 21yd t d s 3 yd t d s < < 5 5e e g s ds F e e 1 q L 3 n L q u dsŽ . Ž .H H 11 0 0
0 0
3t 2yd t d s < <q e e 2 q L n L ds,Ž .H 0
t1
Ž .which implies that there exists a t s t C such that2 2 0
3t 2yd t d s 3 y1 < <e e g s ds F d 3 q L n L , ; t G t . 4.3Ž . Ž . Ž .H 1 0 2
0
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Ž . Ž . Ž .This estimate, 4.1 , 4.2 , and Lemma 3.2 give us a t s t C such that3 3 0
t2 2 2 2yd t d sc t q u t q e e c s q u s ds F C , ; t G tŽ . Ž . Ž . Ž .H x x 3 3
0
4.4Ž .
Žfor some constant C independent of t and C recalling the notation C3 0
.and C in Section 1 .i
Since
t 2 2 212Xyd t yd t d s5 5e c q Ce e g s 1 q c s c s q u s dsŽ . Ž . Ž . Ž .H ž /0 2 x x
0
Ž .tends to zero as t “ ‘, it follows from 4.4 , Lemma 3.3, and Theorem 3.5
Ž .that there exist constants C and t s t C such that4 4 4 0
t2 2yd t d sc t q e e c s ds F C , ; t G t . 4.5Ž . Ž . Ž .Hx x x 4 4
0
Ž . Ž .Similarly, by 4.4 , 4.5 , Lemma 3.4, and Theorem 3.5, we have C and5
Ž .t s t C such that5 5 0
t2 2yd t d su t q e e u s ds F C , ; t G t ,Ž . Ž .Hx x x 5 5
0
Ž . Ž .which, together with 4.4 and 4.5 , yields the desired result.
LEMMA 4.2. If a - 0 and b - 0, then there exist a constant R depend-2
X X Ž .ing only on L, a , b , l, n , « , « , k, k , and a constant t s t C which may1 2 0 0 0 0
depend on C such that0
2 Xc , u t F R , ; t G t .Ž . Ž .x x x x 2 0
Proof. Obviously, Lemma 4.1 leads to
t q1 2 20yd Ž t q1. d s0e e c s q u s ds F R .Ž . Ž .H x x x x 1
t0
w xBy the mean value theorem, we have a t* g t , t q 1 satisfying0 0
2 2
c t* q u t* F eR . 4.6Ž . Ž . Ž .x x x x 1
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Moreover, Lemma 4.1 implies that for all t G t*,
t2 2yd t d s y1
1 2c , u t q e e c , u s ds F R 1 q 16d ,Ž . Ž . Ž . Ž . Ž .HH H 1
t*
Ž . Ž .which, together with 4.6 and the equation 1.1 , leads us to
J t* F C 4.7Ž . Ž .1 6
and




J t s c t q u t . 4.9Ž . Ž . Ž . Ž .1 t t
It is obvious from the embedding H 1 ¤ L‘ that
‘c , u t F C , ; t G t*. 4.10Ž . Ž . Ž .L 7
Ž .On the other hand, we differentiate 1.1 with respect to t, multiply it1
w x Ž .by c , and then integrate for x over 0, L . Using 1.2 , integration by parts,t
Ž .4.10 and Young's inequality, we can obtain that for all t G t*,
1 d 2 2 2 y1 2c t s y« c t q a c t y 2 l c , c t² :Ž . Ž . Ž . Ž .Ž .t 1 x t t x tt2 dt
² :y c , f u tŽ . Ž .Ž . tx t
2 2F C c t q u t . 4.11Ž . Ž . Ž .8 t t
Ž .Similarly, we begin with by differentiating 1.1 and can also obtain that2
for all t G t*,
1 d 2 2 2
u t F C c t q u t . 4.12Ž . Ž . Ž . Ž .t 9 t t2 dt
Ž . Ž .Now, combining 4.11 and 4.12 , we arrive at
d
J t F yd J t q C J t , ; t G t*Ž . Ž . Ž .1 1 10 1dt
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w xwhich, applied by the Gronwall lemma over t*, t , yields
tyd t yd t d sJ t F e J t* q c e e J s ds, ; t G t*.Ž . Ž . Ž .H1 1 10 1
t*
Thus, we see that the conclusion of Lemma 4.2 can be obtained by this
Ž . Ž . Ž . Ž . Ž .estimate, 4.7 , 4.8 , 4.9 , 4.10 , Lemma 4.1, and the equation 1.1 .
Ž . 1 Ž .Proof of Theorem 1.2 continued . Let X s H and S t : t G 0 be the0
0 Ž . Ž . Ž .C -semigroup 1.9 associated with the problem 1.1 ] 1.3 . By virtue of
Ž .Lemmas 4.1 and 4.2, we have a positive constant t s t C and a positive1 1 0
constant R depending only on L, a , b , l, n , « , « , k, and k such that3 1 2 0
for all t G t ,1
2c , u t F R . 4.13Ž . Ž . Ž .H 3
2 1 Ž .Since the embedding H ¤ X s H is compact, it follows from 4.13 and0
Ž .the conclusion of the first part of Theorem 1.2 that S t , t G 0, is
Ž Ž ..completely continuous for t ) t . Moreover, Lemma 4.1 or 4.13 implies1
0 Ž . Žthat the C -semigroup S t , t G 0, is point dissipative. See the related
.definitions in Section 1. Therefore, using Theorem II, we have arrived at
Ž . 1the conclusion that the semigroup 1.9 possesses a global attractor A ; H0
which is connected in H 1. Particularly, by Definition I, A is bounded in0
1 Ž . Ž .H and S t A s A for each t ) 0. So, 4.13 implies that A is bounded0
in H 2. In this way, we have proved Theorem 1.2.
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