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Abstract
Let C be a basic indecomposable hereditary K-coalgebra, where K is an arbitrary field. We in-
vestigate a technique for studying C and left C-comodules by means of the left valued Gabriel
quiver of C, an associated Tits quadratic form and locally nilpotent representations of the Ext-
species of C. One of the main aims of the paper is to prove the following result. Let {S(j)}j∈IC
be a complete set of pairwise non-isomorphic simple left C-comodules and, given i, j ∈ IC , we
set s1
ij
= dimK Ext1C(S(i), S(j)). Then every left C-comodule is a direct sum of finite dimensional
C-comodules if and only if the following four conditions are satisfied:
(a) for any j ∈ IC , the sum
∑
i∈IC s
1
ij
+∑i∈IC s1ji is finite,
(b) the set {i ∈ IC;
∑
j∈IC s
1
ji
= 0} is finite,
(c) there is no infinite sequence j1, . . . , jm, . . . of elements of IC such that Ext1C(S(j2), S(j1)) = 0,
Ext1
C
(S(j3), S(j2)) = 0, . . . ,Ext1C(S(jm+1), S(jm)) = 0, . . . ,
(d) the integral Tits quadratic form qC :Z(IC) → Z of C defined by the formula qC(v) =∑
j∈IC s
0
j
v2
j
−∑i,j∈IC s1ij vivj is positive definite, where s0j = dimK EndC S(j), v ∈ Z(IC)
and Z(IC) is the direct sum of IC copies of Z.
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F
(M) associated to
the Ext-species of C, where F is the direct sum of the division algebras Fj = EndC S(j), M =⊕
i,j∈IC iMj , and iMj = HomFi (Ext1C(S(i), S(j)),Fi). We also describe the Auslander–Reiten
quiver Γ (C-comod) and the structure of the category C-comod of left C-comodules of finite di-
mension.
 2005 Published by Elsevier Inc.
1. Introduction
Throughout this paper we fix an arbitrary field K . Given a K-coalgebra C, we denote by
C-Comod the category of left C-comodules, and by C-comod the full subcategory of C-
Comod formed by comodules of finite K-dimension. The category of right C-comodules
is denoted by Comod-C. A K-coalgebra C is called hereditary, if the category C-Comod
of left C-comodules is hereditary, that is, Ext2C(M,N) = 0 for all M and N in C-Comod,
or equivalently, epimorphic images of injective C-comodules are injective C-comodules.
It was shown in [26] that the definition is left–right symmetric, see also [15].
One of the aims of the paper is to investigate a technique for studying a coalgebra
C and the left C-comodules by means of the left valued Gabriel quiver (CQ,Cd) of C,
an associated Tits quadratic form and locally nilpotent representations of the Ext-species
of C. In particular, we give a characterisation of hereditary right semiperfect coalgebras
(Theorem 4.7), hereditary perfect coalgebras (Corollary 4.12), and hereditary left pure se-
misimple coalgebras by means of (CQ,Cd), see Theorem 4.14. We prove in Theorem 4.7
that a hereditary coalgebra C is right semiperfect if and only if, for each vertex j of
(CQ,Cd), the set CQ(→ j) of all paths in (CQ,Cd) ending at j is finite.
We recall from [34,35,39,41] that a K-coalgebra is said to be left pure semisimple if
every left C-comodule is a direct sum of finite dimensional C-comodules, or equivalently,
if every infinite sequence N1
f1−→ N2 → ·· · → Nm fm−−→ Nm+1 → ·· · of monomorphisms
f1, f2, . . . between finite dimensional indecomposable left C-comodules N1,N2, . . . ter-
minates, that is, there exists m0  1 such that fj is bijective for all j m0.
It was shown in [33] that the comodule category C-Comod over an indecomposable
cocommutative coalgebra C is pure semisimple if and only if dimK C is finite and the
commutative K-algebra C∗ = HomK(C,K) dual to C is uniserial, that is, the ideals of C∗
form a finite chain. A diagrammatic characterisation of basic left pure semisimple hered-
itary K-coalgebras C over an algebraically closed field K is given in [41, Theorem 9.3]
and in [28].
In Corollary 4.15, we give a characterisation of left pure semisimple hereditary K-
coalgebras C presented in Abstract, where the field K is arbitrary. This is a consequence of
Theorem 4.14 asserting that a basic indecomposable hereditary K-coalgebra C of infinite
K-dimension is left pure semisimple if and only if the left valued Gabriel quiver (CQ,Cd)
of C (see Definition 4.3) is of one of the forms presented in Table 1.
The underlying valued graphs obtained from the valued quivers A(s)∞ , ∞A(s)∞ , B(s)∞ , C(s)∞
and D(s)∞ by forgetting the orientation are denoted by A∞, ∞A∞, B∞, C∞ and D∞, re-
spectively.
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Infinite pure semisimple locally Dynkin valued quivers
A
(s)∞ 0 1 2 · · · s − 1 s s + 1 · · ·
∞A(s)∞ · · · −2 −1 0 1 2 · · · s − 1 s s + 1 · · ·
B
(s)∞ 0
(1,2)
1 2 · · · s − 1 s s + 1 · · ·
C
(s)∞ 0
(2,1)
1 2 · · · s − 1 s s + 1 · · ·
D
(s)∞
−1
0 1 2 · · · s − 1 s s + 1 · · ·
Note. 0 s <∞ and t r means t ← r or t → r .
We finish Section 4 by describing in Corollary 4.17 the left pure semisimple basic inde-
composable hereditary K-coalgebras C of infinite K-dimension that are left serial.
Our characterisation of left pure semisimple hereditary coalgebras given in Theo-
rem 4.14 is in fact a coalgebra analogue of the well-known characterisation of hereditary
representation-finite basic K-algebras given in [20] and [13], and asserting that any such
a K-algebra R is representation-finite (or equivalently, left pure semisimple) if and only
if the underlying valued graph of the left valued quiver of R is any of the Dynkin valued
diagrams An, with n 1, Bn, with n 2, Cn, with n 3, Dn, n 4, E6, E7, E8, F4 and
G2 presented in Table 2 of Section 3. For, we recall that a finite dimensional K-algebra R
is representation-finite if and only if R is left (and right) pure semisimple, that is, every left
R-module is a direct sum of finite dimensional R-modules, see [2,3,32,33].
In Section 5, the Auslander–Reiten quiver of any left pure semisimple basic hereditary
K-coalgebra of infinite K-dimension is described.
It is also proved there that if s  1 and (CQ,Cd) is any of the infinite valued quivers
A
(s)∞ , ∞A(s)∞ , B(s)∞ , C(s)∞ , D(s)∞ presented in Table 1, then there exists at least one indecom-
posable non-injective comodule X in C-comod such that there is no almost split sequence
0 →X → Y → Z → 0 in the category C-comod.
The reader is referred to [15,25,41,46] for the coalgebra and comodule terminology (see
also [7]), and to [1,4,40] for the representation theory terminology.
Main results of the paper were announced on an algebra seminar in Tokyo Univer-
sity of Agriculture and Technology by the second named author in October 1999, and on
Budapest–Chemnitz–Prague–Torun´ Algebra Symposium in Budapest, June 2001.
2. Linear representations of species and valued quivers
In order to formulate our main result of this section we need some notation. Following
Gabriel [21], by a quiver Q = (Q0,Q1) we mean an oriented graph (in general infinite)
with the set Q0 of vertices and the set Q1 of arrows. By a quiver opposite to Q we mean
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a unique arrow β◦ : j → i in Q◦1 corresponding to β .
By a valued quiver we mean a pair (Q,d), where Q is a quiver and each arrow β :• → •
in Q is equipped with a pair (d ′β, d ′′β) of positive integers d ′β, d ′′β or the infinity ∞, called
the values over the arrow β . In this case we write
• (d
′
β ,d
′′
β )−−−−→ •,
and we call it a valued arrow of (Q,d). In case d ′β = d ′′β = 1, we simply write • → •
instead of • (1,1)−−−→ •, see [14] and [23]. The valued quiver opposite to (Q,d) is de-
fined to be the valued quiver (Q◦,d◦), where Q◦ is the quiver opposite to Q and we set
(d◦ ′β◦ , d◦ ′′β◦ )=(d ′′β, d ′β), for each arrow β :• → • in Q.
A valued quiver (Q,d) is said to be locally finite if, for each arrow β :• → • in Q, the
numbers d ′β , d ′′β are finite and, for each vertex i of Q, the number of arrows starting from
i is finite and the number of arrows ending in i is finite. Following [1], we call a valued
quiver (Q,d) acyclic if the quiver Q has no oriented cycle.
Following Gabriel [21], a species is a system
M= (Fi, iMj )i,j∈IM ,
where Fi is a division ring, for each i ∈ IM, and iMj is an Fi -Fj -bimodule, for each pair
i, j ∈ IM. A speciesM= (Fi, iMj )i,j∈IM is called a K-species [31] (respectively locally
finite dimensional K-species) if
• for each i ∈ IM, Fi is a division K-algebra (respectively a finite dimensional division
K-algebra),
• for each pair i, j ∈ IM, the Fi -Fj -bimodule iMj is a K-vector space (respectively a
finite dimensional K-vector space), and
• the field K acts centrally on each Fi and on each iMj , see [31].
Following Dlab and Ringel [14], to any species M= (Fi, iMj )i,j∈IM , we associate a
valued quiver (QM,dM) as follows. The vertices of QM are the elements of IM and, for
each pair i, j ∈ IM such that iMj = 0, there exits a unique valued arrow
i
(d ′ij ,d ′′ij )−−−−−→ j
in (QM,dM), where d ′ij = dim(iMj )Fj and d ′′ij = dimFi (iMj ).
We denote by QM the quiver obtained from the valued one (QM,dM) by deleting the
pair (d ′ij , d ′′ij ) of values over each of its valued arrows.
Definition 2.1. Let M= (Fi, iMj )i,j∈IM be a K-species.
(a) A right K-linear representation of M is a system X = (Xi,ϕij )i,j∈IM , where Xi is an
Fi -vector space, ϕij :Xi⊗ iMj →Xj is an Fj -linear map, for any pair i, j in IM, such
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space, for any j in IM, we call the representation X pointwise finite dimensional. If,
in addition, Xj = 0 for almost all j in IM, we call X finite dimensional.
The subset supp(X)= {i ∈ IM; Xi = 0} of IM is called the support of X.
(b) A morphism f :X → X′ of representations of M is a system f = (fi)i∈IM of Fi -
linear maps fi :Xi →X′i , i ∈ IM, such that ϕ′ij (fi ⊗ 1)= fjϕij for all i, j ∈ IM, that
is, the following diagram is commutative
Xi ⊗ iMj
ϕij
fi⊗1
Xj
fj
X′i ⊗ iMj
ϕ′ij
X′j ,
where − ⊗ iMj = − ⊗Fi iMj . We denote by HomM(X,X′) the abelian group of all
morphisms from X to X′.
A representation X of M is said to be of finite length if X has a finite composition
series (see [4], [40, Chapter 14]). We say that X is locally finite if X is a directed union of
subrepresentations of finite length.
We denote by RepK(M) the Grothendieck category of all K-linear representations of
M, and by repK(M) ⊇ repfK (M) the abelian full subcategories of RepK(M) formed by
finitely generated objects and by finitely generated representations of finite length, respec-
tively. Finally, we denote by RepfK (M) the full Grothendieck subcategory of RepK(M)
formed by locally finite representations. Throughout, we write simply Rep(M) instead of
RepK(M), if the field K is fixed.
It is clear that the Grothendieck category Repf (M) is locally finite (see [30]) and
repf (M) consists of all objects of Repf (M) of finite length.
Given an object X = (Xi,ϕij )i,j∈IM of the category Rep(M) and a path i0 → i1 →
·· · → im in the quiver QM, we denote by
ϕi0...im :Xi0 ⊗ i0Mi1 ⊗ · · · ⊗ im−1Mim →Xim (2.2)
the composed K-linear map
Xi0 ⊗ i0Mi1 ⊗ · · · ⊗ im−1Mim
ϕi0i1⊗id−−−−−→Xi1 ⊗ i1Mi2 ⊗ · · · ⊗ im−1Mim
ϕi1i2⊗id−−−−−→
ϕim−2im−1⊗id−−−−−−−−→Xim−1 ⊗ im−1Mim
ϕim−1im⊗id−−−−−−−→Xim.
Given a set V =⋃i Vi , where Vi is a subset of Xi (possibly empty), we define the rep-
resentation
XV = (XV ,ϕV ) (2.3)i ij i,j∈IM
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• XVi = ViFi +
∑
i0,i1,...,im−1,i ϕi0...im−1,i (Vi0Fi0 ⊗ i0Mi1 ⊗ · · · ⊗ im−1Mi)⊆Xi ,
• ϕVij = ϕij |XVi ⊗iMj :X
V
i ⊗ iMj →XVj ,
where ViFi is the Fi -subspace of Xi generated by the set Vi and the sum is taken over all
paths i0 → i1 → ·· · → im−1 → i of the quiver QM.
It is straightforward to prove that XV is a subrepresentation of X generated by the set
V =⋃i Vi . If X = XV , we say that X is generated by the set V . If X is generated by a
finite set, we say that X is a finitely generated representation of M.
It is easy to see that X = (Xi,ϕij )i,j∈IM is a finitely generated representation of M if
and only if X is a finitely generated object of the Grothendieck category Rep(M), see [30].
For each s ∈ IM, we define
F(s)= (F (s)i , ϕ(s)ij )i,j∈IM and P(s)= (P(s)i , φij )i,j∈IM (2.4)
to be the representations of M with
• F (s)s = Fs and F (s)j = 0, for all j = s in IM,
• ϕ(s)ij = 0, for all i, j ∈ IM,
• P(s)s = Fs ⊕⊕s=i0,i1,...,in=s Fs ⊗ i0Mi1 ⊗ · · · ⊗ in−1Mi0 ,
• P(s)i =⊕s=i0,i1,...,in=i Fs ⊗ i0Mi1 ⊗ · · · ⊗ in−1Mi , for all i = s,
• φij :P(s)i ⊗ iMj ↪→ P(s)j , the canonical monomorphism for all i, j ∈ IM.
For each s ∈ IM, we denote by
π(s)= (π(s)j )j∈IM : P(s)→ F(s) (2.5)
the morphism in the category Rep(M) with π(s)s : P(s)s → Fs the projection on Fs and
π(s)j = 0 for j = s. The subobject rad P(s)= Kerπ(s) is called the radical of P(s).
Definition 2.6. A representation X = (Xi,ϕij )i,j∈IM of M= (Fi, iMj )i,j∈IM is defined
to be locally nilpotent (compare with Gabriel [21, Section 7.4]) if, for each i0 ∈ IM and
each x0 ∈ Xi0 , there exists an integer m 1 such that the composed K-linear map ϕi0...im
(2.2) vanishes on the Fim -subspace x0Fi0 ⊗ i0Mi1 ⊗ · · · ⊗ im−1Mim of Xi0 ⊗ i0Mi1 ⊗ · · · ⊗
im−1Mim , for any path i0 → i1 → ·· · → im in QM of length m.
The representation X is said to be nilpotent if there exists an integer m  1 such that
ϕi0...im = 0, for all paths i0 → i1 → ·· · → im in QM of length m.
We denote by nilrepf (M) the full subcategory of repf (M) formed by all nilpotent
representations of finite length, and by Repnf (M) the full subcategory of Repf (M)
formed by all locally nilpotent representations.
Now we collect basic facts on locally nilpotent representations of a K-species.
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(a) A linear representation X of M is locally nilpotent and locally finite if and only if X
is a directed union of representations from nilrepf (M).
(b) {F(s)}s∈IM is a complete set of pairwise non-isomorphic simple representations in
nilrepf (M) and in Repnf (M).
(c) For each s ∈ IM, the representation P(s) is a finitely generated (cyclic) projective
indecomposable object of the category Rep(M) and {P(s)}s∈IM is a complete set of
pairwise non-isomorphic projective generators of Rep(M).
(d) Given s ∈ IM, the simple object F(s) admits a projective cover if and only if the
valued quiver (QM,dM) has no oriented cycle containing the vertex s. If F(s) admits
a projective cover then the morphism π(s) : P(s) → F(s) (2.5) is a projective cover,
rad P(s) = Kerπ(s) is a unique maximal subobject of P(s) and there is a K-algebra
isomorphism End P(s)∼= Fs .
(e) Assume that the valued quiver (QM, dM) is acyclic.
(i) If X is a representation from repf (M) then X has finite support and dimFi Xi is
finite, for each i ∈ IM.
(ii) nilrepf (M)= repf (M) and Repnf (M)= Repf (M).
(iii) For each s ∈ IM, there is a K-algebra isomorphism End P(s)∼= Fs .
Proof. (a) First, we prove that any locally nilpotent representation of finite length of M
is nilpotent. Assume, to the contrary, that X is a locally nilpotent representation of finite
length which is not nilpotent. Then, for each m  1, there exists a path i(m)0 → i(m)1 →
·· · → i(m)m in QM such that the map ϕi(m)0 ...i(m)m (2.2) is non-zero. Since X is locally nilpo-
tent and not nilpotent, there exist positive integers m1 <m2 <m3 < · · · , such that
ϕ
i
(mi )
0 ...i
(mi )
mi
= 0 and ϕ
i
(mi )
0 ...i
(mi )
mi+1
= 0.
For any i > 0, we define Y (mi) = YV (mi ) to be the subrepresentation of X generated by the
set V (mi) =X
i
(m1)
0
∪ · · · ∪X
i
(mi )
0
. It follows that the sequence
Y (m1)  Y (m2)  · · ·  Y (mr)  · · ·
is infinite and hence the representation X is not of finite length, contrary to our assump-
tions. Consequently, X is nilpotent.
Let X be a linear representation of M which is locally nilpotent and locally finite.
Then X is a directed union of a family {X(α)}α∈Λ of subrepresentations X(α) of X of finite
length, for each α ∈Λ. If there exists X(α) which is not nilpotent, then the arguments given
above imply that X(α) and X are not locally nilpotent.
Conversely, assume that X is a directed union of nilpotent representations of finite
length. Then X is locally finite. Assume, to the contrary, that X is not locally nilpotent.
It follows that there exist i0 ∈ IM and x0 ∈ Xi0 such that the map ϕi0...im (2.2) is non-zero
on the Fim -subspace x0Fi ⊗ i Mi ⊗ · · · ⊗ i Mim of Xi ⊗ i Mi ⊗ · · · ⊗ i Mim , for0 0 1 m−1 0 0 1 m−1
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generated by x0 is not nilpotent. Since X is a directed union of nilpotent representations
of finite length, there exists a subrepresentation Y of X, which is nilpotent of finite length
and such that x0 ∈ Y . So the subrepresentation Z of X generated by x0 is nilpotent of finite
length. This is a contradiction which finishes the proof of (a).
(b) First we note that each of the representations F(s), s ∈ IM, is simple. Next, assume
that X is a simple representation in nilrepf (M). Choose i0 ∈ supp(X). Since X is nilpo-
tent, there exists a path i0 → i1 → ·· · → im in QM such that the composed map ϕi0...im
(2.2) is non-zero and the map ϕi0...im,j is zero, for each j such that there exists an ar-
row im → j in QM. Let Y = (Yi,ψij ) be the representation of M with Yim = Imϕi0...im ,
Yj = 0 for all j = im in IM and ψij = 0, for all i, j ∈ IM. It is clear that Y is a sub-
representation of X. Since X is simple, it follows that Y = X. Consequently X ∼= F(im),
because Fi is a division algebra and we are done.
(c) It follows from the definition that representation P(s) is cyclic and is generated by the
identity element 1s ∈ Fs ⊆ P(s)s of the division algebra Fs . It follows that, given s ∈ IM
and a representation X of M, any morphism f = (fj )j∈IM : P(s) → X in the category
Rep(M) is uniquely determined by image fs(1s) ∈ Xs of 1s ∈ Fs ⊆ P(s)s under the Fs -
linear map fs :P(s)s →Xs . Hence we easily conclude the following two statements.
• For any s ∈ IM and a representation X of M, the Yoneda type map
HomM
(
P(s),X
)→ HomFs (Fs,Xs)∼=Xs, (2.8)
defined by attaching to any morphism f = (fj )j∈IM : P(s) → X the restriction of the
Fs -linear map fs :P(s)s → Xs to the summand Fs of P(s)s , is a functorial isomor-
phism.
• For each object X of Rep(M), there exists an epimorphism P → X, where P is a
direct sum of the objects P(s), with s ∈ IM.
It follows that P(s) is a projective object in the category Rep(M), because for any epi-
morphism g :X → Y in Rep(M) the Fs -linear map gs :Xs → Ys is surjective, the induced
map HomFs (Fs, gs) : HomFs (Fs,Xs)→ HomFs (Fs, Ys) is also surjective and therefore the
map HomM(P(s), g) : HomM(P(s),X)→ HomM(P(s), Y ) is an epimorphism.
Now we show that, for each s ∈ IM, the projective representation P(s) is indecompos-
able. For this purpose, we recall from [36] that there is a K-linear equivalence of categories
Rep(M)∼= ModTF (M), (2.9)
where F =⊕j∈IM Fj (direct sum of division rings Fj , viewed as a ring with the local
units ηj = 1j ∈ Fj ), the K-vector space M =⊕i,j∈IM iMj is viewed as a unitary F -F -
bimodule in an obvious way, and
TF (M)= F ⊕M ⊕M⊗2 ⊕M⊗3 ⊕ · · · ⊕M⊗m ⊕ · · · (2.10)
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product of m copies of M . Here ModTF (M) means the category of unitary right TF (M)-
modules. Since, for each s ∈ IM, the local unit ηj = 1j ∈ Fj is an idempotent of the
algebra TF (M) and the equivalence Rep(M) ∼= ModTF (M) carries the representation
P(s) to the right ideal ηsTF (M) of TF (M) then the standard arguments show that there
are K-algebra isomorphisms
End P(s)∼= ηsTF (M)ηs ∼= TFs
(
sMs
)
,
where sMs =⊕j1,j2,...,jm sMj1 ⊗ j1Mj2 ⊗ · · · ⊗ jmMs and the sum is taken over all cycles
s → j1 → j2 → ·· · → jm → s in the quiver QM. Throughout we make the identification
P(s) = ηsTF (M). It is easy to see that any idempotent of the tensor K-algebra TFs (sMs)
of the Fs -Fs -bimodule sMs is either zero or the identity. It follows that the object P(s) of
Rep(M) is indecomposable.
It remains to prove that P(s) ∼= P(r), for s = r . But this follows from the fact that
HomM(P(s),F(s)) = 0 and HomM(P(s),F(r)) = 0, for r = s.
(d) To prove the necessity, we assume that F(s) admits a projective cover π : P → F(s)
in the category Rep(M), that is, the object P is projective and π is a minimal epimorphism
in the sense that a morphism f :X → P is an epimorphism if and only if πf :X → F(s)
is an epimorphism, see [29] and [30]. Since the morphism π(s) : P(s) → F(s) is obviously
an epimorphism then, by the minimality of π , the object P(s) is isomorphic to a direct
summand of P and, consequently, there is an isomorphism P ∼= P(s). This shows that the
morphism π(s) : P(s) → F(s) is a projective cover. Now assume, to the contrary, that the
valued quiver (QM, dM) has a cycle
j1
(d ′β1 ,d
′′
β1
)−−−−−→ j2
(d ′β2 ,d
′′
β2
)−−−−−→ j3 −→ · · · −→ jm
(d ′βm ,d
′′
βm
)−−−−−−→ j1 (∗)
where j1 = s. We define the representation S = (Si, ϕij )i,j∈IM of M by setting
Si =
{
Fjr , for i = jr and r = 1, . . . ,m,
0, for all i /∈ {j1, . . . , jm}.
Given r = 1, . . . ,m, we take for ϕjrjr+1 :Fjr ⊗ jrMjr+1 → Fjr+1 a fixed non-zero homo-
morphism of right Fjr+1 -modules. Here we set jm+1 = j1 = s. The remaining maps ϕij
are defined to be zeros. Since dimFjr Sjr = 1 and the Fjr+1 -linear map ϕjrjr+1 is surjec-
tive, for r = 1, . . . ,m, it is easy to see that S is a simple representation. Obviously, S is
not isomorphic to F(s), where s ∈ IM. On the other hand, by (2.8), the Fs -linear map
fs : P(s)s → Ss = Fs such that fs restricted to Fs ⊆ P(s)s is the identity map on Fs ,
defines a non-zero morphism f = (fj ) : P(s) → S, which is an epimorphism, because S
is simple. Since s = j1 and the simple objects S, F(s) are not isomorphic, then Kerf
and Kerπ(s) are maximal proper subobjects of P(s) such that Kerf + Kerπ(s) = P(s).
It follows that the composite morphism Kerf ↪→ P(s) π(s)−−→ F(s) is non-zero, hence an
epimorphism. Since the embedding Kerf ↪→ P(s) is not an epimorphism in Rep(M) then
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assumption.
To prove the sufficiency, assume that (QM, dM) has no oriented cycle of the form
(∗), with j1 = s. It follows from the definition of P(s) that P(s)s = Fs , for each s ∈ IM
and, consequently, the maximal subobject Kerπ(s) of P(s) has zero space over the point
s ∈ IM and the space P(s)j over each remaining point j ∈ IM \ {s}. We recall that the
representation P(s) is generated by P(s)s = Fs . Hence, in view of the definition (2.4),
it follows that any proper subobject X = (Xs, iϕj ) of P(s) satisfies Xs = 0. This shows
that rad P(s) = Kerπ(s) is a unique maximal subobject of P(s). Hence, by applying the
Nakayama lemma, we conclude that π(s) is a projective cover of F(s). Finally, by applying
(2.8) to X = P(s), we get K-algebra isomorphisms
End P(s)= HomM
(
P(s),P(s)
)∼= P(s)s = Fs.
This finishes the proof of (d).
(e) Assume that the valued quiver (QM, dM) is acyclic. In order to prove (i), we as-
sume that X = (Xi,ϕij )i,j∈IM is a finitely generated representation of finite length of M.
First we show that the support of X is finite. Assume, to the contrary, that the support of
X is infinite. Since (QM, dM) has no oriented cycles, it is enough to consider Cases 1◦
and 2◦ stated below.
Case 1◦. There exists an infinite set of pairwise different elements i1, i2, . . . ∈ supp(X)
such that i1Mi2 = 0, i2Mi3 = 0, . . . . In this case we get an infinite chain of proper subrepre-
sentations · · ·  X(3)  X(2)  X(1) ⊆X of X, where X(j) =XV (j) is a subrepresentation
of X generated by the set V (j) =⋃k0 Xij+k . This contradicts the assumption that X is of
finite length.
Case 2◦. Any non-empty subset J of supp(X) has a sink vertex m, i.e., m is no start-
ing point of any arrow in QM. In this case we construct an infinite sequence i1, i2, . . . ∈
supp(X) such that ij is a sink vertex of the set supp(X) \ {i1, . . . , ij−1} and we get the infi-
nite chain of subrepresentations X(1)  X(2)  · · ·  X(n)  · · · of X, where X(j) =XW(j)
is generated by the set W(j) =Xi1 ∪ · · · ∪Xij−1 . This contradicts the assumption that X is
of finite length.
It follows that X has a finite support. Moreover, since (QM, dM) has no oriented cycles
and X is finitely generated, it follows easily that dimFi Xi < ∞ for any i ∈ IM. This
finishes the proof of (i).
Now we prove the statement (ii) of (e). The inclusions nilrepf (M) ⊆ repf (M) and
Repnf (M) ⊆ Repf (M) are obvious. Since the valued quiver (QM, dM) has no ori-
ented cycles, it follows easily from (i) that nilrepf (M)= repf (M). Therefore the equal-
ity Repnf (M)= Repf (M) follows from (a).
Since the statement (iii) of (e) follows from (d), then the proof is complete. 
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generated object (respectively every object) of Rep(M) has a projective cover, see [29]
and [30].
It follows from Proposition 2.7(c) that the category Rep(M) has enough projective
objects. Moreover, we have the following useful fact.
Corollary 2.11. Let M= (Fi, iMj )i,j∈IM be a K-species and let (QM, dM) be the val-
ued quiver of M.
(a) The category Rep(M) is semiperfect if and only if the quiver (QM, dM) is acyclic.
(b) If the quiver (QM,dM) has no infinite chains of the form
• (d
′
β1
,d ′′β1 )←−−−−− • (d
′
β2
,d ′′β2 )←−−−−− • ←− · · · ←− • (d
′
βm
,d ′′βm)←−−−−−− • ←− · · · (2.12)
(hence is acyclic), then the category Rep(M) is perfect and hereditary.
Proof. (a) Assume that the category Rep(M) is semiperfect. It follows that the simple
representation F(s) has a projective cover f : P → F(s), for each s ∈ IM. It follows from
Proposition 2.7(d) that P ∼= P(s) and the valued quiver (QM, dM) is acyclic.
Conversely, assume that the valued quiver (QM, dM) is acyclic. Then, by Proposi-
tion 2.7(d), for each s ∈ IM, End P(s) ∼= Fs and the morphism π(s) : P(s) → F(s) (2.5)
is a projective cover of F(s). Hence we conclude that every finitely generated object of
Rep(M) has a projective cover, that is, the category Rep(M) is semiperfect.
To show this, we denote by P the full subcategory of Rep(M) formed by the objects
P(s), where s ∈ IM. It follows from Proposition 2.7(c) and a famous result of Freyd–
Gabriel, that the category Rep(M) is equivalent to the category Add(Pop,Ab) of all
contravariant functors from P to the category Ab of abelian groups. Since, according to
(iii) in Proposition 2.7(e), End P(s) = HomM(P(s),P(s)) ∼= Fs , then EndP is a semiper-
fect K-algebra, for every finitely generated projective object P of Rep(M), because P
is a finite direct sum of the objects P(s), s ∈ IM, and the valued quiver (QM, dM) has
no oriented cycles. Hence, in view of [33, Theorem 5.6] and [44, Theorem 1.2], every fi-
nitely generated object of Rep(M) has a projective cover (see also [36, Theorem 2.3]).
This finishes the proof of (a).
Since (b) is a consequence of [36, Theorem 2.3], the proof is complete. 
We finish this section with the following definition we need later.
Definition 2.13. The K-species opposite to a K-species M= (Fi, iMj )i,j∈IM , is the K-
species
M◦ = (F ◦i , iM◦j )i,j∈IM ,
where F ◦i = F opi is the division ring opposite to Fi and jM◦i = iMj is viewed as an F ◦j -
F ◦-bimodule in an obvious way, for each pair i, j ∈ IM.i
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of M.
Now, given a locally finite dimensional K-species M= (Fi, iMj )i,j∈IM and its oppo-
site M◦, we define a duality of categories
(−)◦ : nilrepfK (M)→ nilrepfK
(M◦) (2.14)
as follows. Let X = (Xi,ϕij )i,j∈IM , be a pointwise finite dimensional K-linear repre-
sentation of M, where Xi is an Fi -vector space, ϕij :Xi ⊗ iMj → Xj is an Fj -linear
map. We associate to X a pointwise finite dimensional K-linear representation X◦ =
(X◦i , ϕ◦ij )i,j∈IM of M◦. We set X◦j = X∗j = HomK(Xj ,K) and we define ϕ◦ji :X◦j ⊗
jM
◦
i →X◦i to be the F ◦i -linear map adjoint to the composite F ◦j -linear map
X◦j =X∗j
ϕ∗ij−−→ (Xi ⊗ iMj )∗ ∼= HomFi
(
Xi, (iMj )
∗)∼= HomFi (iMj ,X∗i )
= HomF ◦i
(
jM
◦
i ,X
◦
i
)
.
If f = (fj )j∈IM :X → Y is a morphism of pointwise finite dimensional K-linear rep-
resentation of M we define the morphism f ◦ = (f ◦j )j∈IM :X◦ → Y ◦ by taking for
f ◦j :X◦j → Y ◦j the map f ∗j :X∗j → Y ∗j K-dual to fj .
It is easy to see that the correspondences X → X◦ and f → f ◦ define a contravariant
K-linear functor (2.14), which is a duality of categories.
3. Pure semisimple categories of representations of species
We give in this section a characterisation of locally finite dimensional K-speciesM for
which the category Rep(M) is pure semisimple.
We recall from [33] and [35] that a locally finitely presented Grothendieck category
A is said to be pure semisimple if every object of A is a direct summand of a direct
sum of finitely presented objects. We note that A= Rep(M) is locally finitely presented
Grothendieck category and we have the following criterion for its pure semisimplicity.
Theorem 3.1. The locally finitely presented Grothendieck category Rep(M) is pure semi-
simple if and only if the category rep(M) is noetherian and every infinite sequence
N1
f1−→N2 → ·· · →Nm fm−−→Nm+1 → ·· ·
of monomorphisms f1, f2, . . . between indecomposable objects N1,N2, . . . ,Nm, . . . of
rep(M) terminates, that is, there exists m0  1 such that fj is bijective for all j m0.
Proof. See [22,32], [33, Theorem 6.3] and [37, Theorem 1.3]. 
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Valued Dynkin diagrams
An • • · · · • • (n vertices, n 1)
Bn •
(1,2) • • · · · • • (n vertices, n 2)
Cn •
(2,1) • • · · · • • (n vertices, n 2)
Dn
•
• • • · · · • •
(n vertices, n 4)
E6
•
• • • • •
E7
•
• • • • • •
E8
•
• • • • • • •
F4 • •
(2,1) • •
G2 •
(3,1) •
We recall from [14] that a valued Dynkin diagram is any of the diagrams presented
in Table 2. By a valued Dynkin quiver we mean a finite valued quiver whose underlying
non-oriented graph is a valued Dynkin diagram.
Definition 3.2.
(a) A valued quiver (Q,d) is said to be a locally Dynkin quiver, if (Q,d) is locally finite
and every connected finite subquiver (Q′,d′) of (Q,d) is a valued Dynkin quiver.
(b) (Q,d) is said to be a pure semisimple locally Dynkin valued quiver, if (Q,d) is a val-
ued Dynkin quiver or (Q,d) is any of the infinite valued quivers presented in Table 1.
It is clear that a connected infinite valued quiver (Q,d) is a locally Dynkin valued
quiver, if and only if (Q,d) is any of the quivers A(s)∞ , ∞A(s)∞ , B(s)∞ , C(s)∞ , D(s)∞ of Table 1,
up to orientation.
Now we prove the following useful result.
Lemma 3.3. Let K be an arbitrary field and M= (Fi, iMj )i,j∈IM a locally finite dimen-
sional K-species such that the valued quiver (QM,dM) of M is any of the quivers A(s)∞ ,
∞A(s)∞ , B(s)∞ , C(s)∞ , D(s)∞ presented in Table 1.
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j ∈ IM.
(b) The categories Rep(M) and Repf (M)= Repnf (M) are pure semisimple.
Proof. If d ′ij d ′′ij  1, for all i, j ∈ IM, then (QM,dM) is A(s)∞ , ∞A(s)∞ or D(s)∞ and the
lemma follows from [16, Theorem 1].
Assume that there exists a pair i, j ∈ IM such that d ′ij d ′′ij  2. By our assumption,
(QM,dM) is either B(s)∞ or C(s)∞ , with s  0.
Let (Qk,dk) be the full valued subquiver of (QM,dM) defined by the vertices
{0,1, . . . ,k}. Denote by Mk = (Fi, iMj )i,jk the restriction of the K-species M to
{0,1, . . . ,k}. Let X = (Xi,ϕij )i,j∈IM be a finitely generated representation of M. Since
(QM,dM) is B(s)∞ or C(s)∞ and X is finitely generated, then there exists t  0 such that
ϕi,i+1 :Xi ⊗Fi iMi+1 −→Xi+1, (∗)
for all i  t . Thus, X is indecomposable if and only if the restricted representation Xt =
(Xi,ϕij )i,jt of the species Mt is indecomposable. Then (a) follows from [13].
Now we prove (b). We assume as above that (QM,dM) is either B(s)∞ or C(s)∞ , with
s  0. Given X in the category rep(M), we denote by htX the minimal integer t  s + 1
such that ϕi,i+1 in (∗) is an isomorphism, for all i  t . Note that if X and Y are inde-
composable representations in rep(M) and there exists a monomorphism f : X → Y in
rep(M) then htX  htY , the restriction ft :Xt → Yt of the morphism f :X → Y
to {0,1, . . . , t = htX} is a monomorphism in rep(Mt ) and the objects Xt and Yt of
rep(Mt ) are indecomposable.
Now we prove that Rep(M) is pure semisimple by applying Theorem 3.1. For this
purpose, we assume that
X(0) →X(1) → ·· · →X(n) → ·· · (∗∗)
is an infinite sequence of proper monomorphisms between indecomposable representations
X(n) = (X(n)i , ϕ(n)ij )i,j∈IM in rep(M). If we set t = htX(0) then, according to the remark
above, we get the inequalities t  htX(1)  htX(2)  htX(3)  · · · . Moreover, the restric-
tion of the sequence (∗∗) to {0,1, . . . , t} induces the infinite sequence
X
(0)
t →X(1)t → ·· · →X(n)t → ·· ·
of proper monomorphisms between indecomposable representations in rep(Mt ). Since,
by [14], the category rep(Ms) is of finite representation type, we get a contradiction.
Consequently, every such a sequence (∗∗) of monomorphisms between indecomposable
representations terminates.
Now we show that the category rep(M) is noetherian. We do it by proving that every
object X of rep(M) is noetherian. Since (QM,dM) is one of the quivers A(s)∞ , ∞A(s)∞ , B(s)∞ ,
C
(s)∞ , or D(s)∞ then the representation X has dimK Xj finite, for each j . Moreover, in view of
a specific orientation of (QM,dM), the map ϕm,m+1 :Xm⊗mMm+1 →Xm+1 is bijective,
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sufficiently large, in case (QM,dM) = ∞A(s)∞ ). Then X is uniquelly determined by its
restriction X′ to a finite subquiver of (QM,dM) and, in particular, X is generated by X′.
Since X′ is finite dimensional then every subobject Y of X is generated by a finite subset
of X′ and, consequently, X is a noetherian object of the category rep(M). This shows that
the category rep(M) is noetherian and Theorem 3.1 applies to Rep(M).
As a consequence, the category Rep(M) is pure semisimple. This finishes the proof of
(b) and of the lemma. 
Let M be a K-species. We define two additive functions
length,dim : nilrepf (M)→ Z(IM) (3.4)
by associating to each representation X = (Xi,ϕij )i,j∈IM in nilrepf (M) its dimension
vector
dimX = (dimK Xj )j∈IM ∈ Z(IM)
and the composition length vector
lengthX = (x(j))
j∈IM ∈ Z
(IM),
where Z(IM) is the direct sum of IM copies of the free abelian group Z and x(j) ∈ N is the
number of simple composition factors of X isomorphic to the simple representation F(j).
It is clear that x(j)= dim(Xj )Fj and that lengthX = dimX, if the field K is algebraically
closed.
Now we are able to prove the main result of this section.
Theorem 3.5. Let K be an arbitrary field andM= (Fi, iMj )i,j∈IM a locally finite dimen-
sional K-species such that the valued quiver (QM,dM) ofM is connected. The following
conditions are equivalent.
(a) The category Rep(M) is pure semisimple.
(b) The category Repnf (M) is pure semisimple.
(c) The valued quiver (QM,dM) is either any of the Dynkin valued quivers An, with
n  1, Bn, with n  2, Cn, with n  3, Dn, with n  4, E6, E7, E8, F4 and G2, or
(QM,dM) is any of the infinite locally Dynkin valued quivers A(s)∞ , ∞A(s)∞ , B(s)∞ , C(s)∞
or D
(s)∞ , with s  0.
(d) The valued quiver (QM,dM) is locally finite, contains no infinitely many source ver-
tices and no infinite chains of the form (2.12), and the integral Tits quadratic form
qM :Z(IM) → Z defined by the formula
qM(v)=
∑
j∈IM
v2j dimK Fj −
∑
i,j∈IM
vivj dimK iMj (3.6)
is positive definite.
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(i) gl.dim Rep(M)= gl.dim Repf (M) 1,
(ii) the map length : nilrepf (M) → Z(IM) defines a bijection between the isomorphism
classes of indecomposable objects of nilrepf (M) and the positive roots of the Tits
quadratic form qM, that is, the vectors v ∈ N(IM) such that qM(v) = dimK Fj for
some j .
Proof. The implication (a) ⇒ (b) is obvious.
(b) ⇒ (c). Assume that M = (Fi, iMj )i,j∈IM is a locally finite dimensional K-
species such that the valued quiver (QM,dM) of M is connected and the category
Repnf (M) is pure semisimple. Given a subset L of IM, we consider the restric-
tion M|L = (Fi, iMj )i,j∈L of the K-species to L. It is easy to see that the restric-
tion functor Rep(M) → Rep(M|L), with M|L = (Fi, iMj )i,j∈L admits a left adjoint
HL : Rep(M|L) → Rep(M), which is a fully faithful embedding (see [2]). Moreover, it
restricts to a fully faithful embedding
H ′L : Repnf (M|L)→ Repnf (M).
If L is finite, it follows from [36] that there is a K-linear equivalence of categories
nilrepf (M|L)∼= modnf TFL(ML),
where FL =⊕i∈L Fi (direct sum of division rings, viewed as a ring with local units),
ML =⊕i,j∈L iMj is viewed as a unitary FL-FL-bimodule in an obvious way, and
TFL(ML)= FL ⊕ML ⊕M⊗
2
L ⊕M⊗
3
L ⊕ · · · ⊕M⊗
m
L ⊕ · · ·
is the tensor K-algebra of ML over FL. Here M⊗
m
L = ML ⊗FL ML ⊗FL · · · ⊗FL ML
is the tensor product of m copies of ML, modf TFL(ML) is the category of unitary
right TFL(ML)-modules of finite length and nilmodf TFL(ML) is the full subcategory
of consisting of nilpotent modules in modf TFL(ML), that is, the modules X such that
X · M⊗mL = 0, for some m  1. We denote by Modnf TFL(ML) the full subcategory of
Mod TFL(ML) consisting of directed unions of modules from nilmodf TFL(ML). It fol-
lows that, for any finite subset L of IM, we have
(U1) the category Modnf TFL(ML) is pure semisimple, and
(U2) if, in addition, dimK TFL(ML) is finite then the K-algebra TFL(ML) has an iden-
tity element, is of finite representation type and we have Modnf TFL(ML) =
ModTFL(ML), see [14].
We split the proof of (c) in four steps.
1◦. First we show that (QM,dM) has no oriented cycles, that is, there is no sequence
i0, . . . , in ∈ IM such that i0Mi1 = 0, . . . , inMi0 = 0. Assume, to the contrary, that there ex-
ist n 0 and a sequence i0, . . . , in ∈ IM such that i Mi = 0, i Mi = 0, . . . , inMi = 0. Let0 1 1 2 0
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of TFL(ML). By definition, the quotient right TFL(ML)-module X(m) = TFL(ML)/Mm,
viewed as a representation of the species M|L, is nilpotent and of finite length, because it
is of finite K-dimension. Moreover, since (QM,dM) is connected, each of the modules
X(m) is indecomposable.
For any m ∈ TFL(ML), we denote by m the image of m in X(m) under the natural
epimorphism. Consider the sequence of monomorphisms
X(1) h
(1)−−→X(2) h(2)−−→X(3) h(3)−−→ · · ·
between right TFL(ML)-modules defined as follows. Given k  1, we fix a non-zero el-
ement mk ∈ ikMik+1 ⊆ M and we set h(k)(1) = mk ∈ ML. It is easy to prove that h(i) are
well-defined proper monomorphisms. Applying the functor HL we get an infinite sequence
of proper monomorphisms between indecomposable representations in nilrepf (M). By
Theorem 3.1, this is a contradiction to the assumption that the category Repnf (M) is
pure semisimple. Therefore i0Mi1 = · · · = inMi0 = 0 and the quiver (QM,dM) has no
oriented cycles. In particular it has no loops.
2◦. Next we show that, for each pair i, j such that i = j we have (dimFi iMj ) ·
(dim (iMj )Fj )  3. For this purpose, suppose that i = j and iMj = 0. Let L = {i, j}.
It follows from 1◦ that jMi = 0. Since M is locally finite dimensional, the K-algebra
TFL(ML)
∼=
(
Fi iMj
0 Fj
)
is finite dimensional. By (U2), the algebra TFL(ML) is of finite representation type and our
claim is a consequence of [13,14].
3◦. Now we show that (QM,dM) is locally Dynkin valued quiver. Let (Q′,dM|Q′)
be a finite connected full subquiver of (QM,dM) and let L = Q′0 be the set of points
of Q′. Since (QM,dM) has no oriented cycles, the tensor K-algebra TFL(ML) is finite
dimensional, and it follows from (U2) that TFL(ML) is of finite representation type. Hence,
the categories repf (M|L) ∼= modf TFL(ML) ∼= modTFL(ML) ∼= rep(M|L) are of finite
representation type and, according to [14], (Q′,dM|Q′) is a Dynkin valued quiver.
4◦. By applying 3◦ we easily conclude that, if QM has infinitely many vertices then,
up to orientation, the valued quiver (QM,dM) is one of the infinite locally Dynkin valued
quivers A(s)∞ , ∞A(s)∞ , B(s)∞ , C(s)∞ and D(s)∞ , with s  0.
In order to show that the orientation of (QM,dM) is that one shown in Table 1, we
suppose, to the contrary, that this is not the case. Since the valued quiver (QM,dM) is
a connected locally Dynkin valued quiver and contains an infinite subquiver (Q′,d) with
the underlying graph of type A∞, then (QM,dM) contains an infinite valued subquiver
(Q′,d) with d ′ij d ′′ij  1, for all i, j ∈Q′0, and either Q′ is an infinite chain of the form (2.12)
or Q′ has an infinite number of sink vertices. In both cases, the constant representation X of
M|Q′0 , with Xj = Fj and ϕij an isomorphism for all i, j ∈Q′0, is indecomposable and not
finitely generated. If we apply the functor HQ′0 , we get an indecomposable infinitely gen-
erated representation of M. Consequently, the category Rep(M) is not pure semisimple,
contrary to our assumption. This completes the proof of the implication (b) ⇒ (c).
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quired in (d), and any connected finite valued subquiver of (QM,dM) is a Dynkin valued
quiver. It then follows from [14] that the Tits quadratic form qM is positive definite, be-
cause any vector v ∈ Z(IM) has only finitely many non-zero coordinates and they live over
a finite valued subquiver of (QM,dM). Hence we also conclude the statement (ii).
(d) ⇒ (a). In view of [14] and the arguments given above, the statement (d) implies (c).
Now, if d ′ij d ′′ij  1, for all i, j ∈ IM, then (a) follows from [16, Theorem 1]. In remaining
case, (QM,dM) is either finite and Rep(M) is pure semisimple, by (U2) and [14], or
else (QM,dM) is infinite and it is one of the valued quivers B(s)∞ or C(s)∞ , with s  0. By
Lemma 3.3, in these two cases the category Rep(M) is pure semisimple. This finishes the
proof that the conditions (a)–(d) are equivalent.
In order to prove (i), we suppose that the category Rep(M) is pure semisimple. It fol-
lows from (c) that (QM,dM) is either a valued Dynkin quiver or (QM,dM) is any of
the infinite valued quivers presented in Table 1.
First, we suppose that (QM,dM) is a valued Dynkin quiver. Then, by [14], the category
rep(M) ∼= modTF (M) is of finite representation type, (i) holds and rep(M) is hereditary.
It follows that gl.dimTF (M) 1, and we are done.
Next, we suppose that (QM,dM) is any of the infinite valued quivers A(s)∞ , ∞A(s)∞ ,
B
(s)∞ , C(s)∞ or D(s)∞ presented in Table 1, where s  0. In each of this cases, Rep(M) =
Repnf (M). Let X be an indecomposable finitely generated representation of M. By
the arguments given in the proof of Lemma 3.3, there exists a natural number t  0
such that the map ϕi,i+1 :Xi ⊗ iMi+1 −→ Xi+1 is an isomorphism, for all i  t , and also
the map ϕ−i,−i−1 :X−i ⊗ −iM−i−1 −→ X−i−1 is an isomorphism, for all i  t , in case
(QM,dM) = ∞A(s)∞ . It is clear that the restriction Xt = (Xi,ϕij )i,jt of the represen-
tation X to L = {i ∈ IM; −t  i  t} is indecomposable in rep(M|L). Moreover, the
subquiver (L,d) of (QM,dM) is a valued Dynkin quiver. Hence, according to [14], the
category rep(M|L) is of finite representation type and hereditary. It follows that there ex-
ists a projective resolution of Xt of the form
0 →
⊕
r∈L
P(r)nr →
⊕
r∈L
P(r)mr →Xt → 0
in the category rep(M|L), where nr,mr  0 are integers and P(r) is the projective repre-
sentation (2.4) in rep(M|L) corresponding to r ∈ L. Hence, the induced sequence
0 →
⊕
r∈L
P(s)nr →
⊕
r∈L
P(r)mr →X → 0,
is a projective resolution of X in Rep(M), where P(r) is the projective representation (2.4)
corresponding to r ∈ IM. It follows that gl.dim Rep(M)  1 and the statement (i) is a
consequence of [14], because the category Rep(M) is pure semisimple and, therefore, any
object in Rep(M) is a direct sum of finitely generated objects. This finishes the proof. 
Remark 3.7. Let K be an arbitrary field,M a K-species and TF (M) the tensor K-algebra
(2.10) of M. By a modification of the arguments in [5, Appendix], one can prove that the
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of the category Rep(M)∼= ModTF (M) (2.9) is at most one. This is a generalisation of the
statement (i) in Theorem 3.5.
4. Species and valued quivers associated to a coalgebra
Throughout K is an arbitrary field and C a basic K-coalgebra. We fix a left C-comodule
decomposition
socCC =
⊕
j∈IC
S(j), (4.1)
of the left socle socCC of C, where IC is a set and {S(j); j ∈ IC} is a set of pairwise
non-isomorphic simple left C-comodules. Since C is basic then socCC = socCC , each
S(j) is a simple right C-comodule and there is a right C-comodule decomposition
socCC =
⊕
j∈IC
S′(j), (4.1′)
where S′(j) = S(j), for each j ∈ IC . This yields a left C-comodule decomposition and a
right C-comodule decomposition
CC =
⊕
j∈IC
E(j) and CC =
⊕
j∈IC
E′(j), (4.2)
of CC and CC , respectively, where E(j) is the injective envelope of the left simple C-
comodule S(j) and E′(j) is the injective envelope of S′(j) in Comod-C.
We recall that a K-coalgebra C is said to be indecomposable (or connected), if C is
not a direct sum of two non-zero subcoalgebras. It is clear that the category C-Comod
is equivalent with the category product C1-Comod × C2-Comod, if C is the direct sum
of coalgebras C1 and C2. Consequently, in the study of left pure semisimple hereditary
coalgebras C we can suppose, without loss of generality, that C is indecomposable.
Following Gabriel [21], we associate to C a species CExt and a quadratic form qC of C,
see [43, (2.10)].
Definition 4.3. Let K be any field and C be a basic K-coalgebra with fixed decompositions
(4.1), (4.1′) and (4.2).
(a) The left (respectively right) Ext-species of C is the K-species
CExt =
(
Fj ,
C
iEj
)
i,j∈IC
(
respectively ExtC =
(
Fj , iE
C
j
)
i,j∈IC
)
,
where Fj = EndC S(j)= EndC S′(j), CiEj = Ext1C(S(j), S(i)) and iECj = Ext1C(S′(j),
S′(i)), viewed as Fi -Fj -bimodules in an obvious way.
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(respectively (QExtC ,dExtC )) of the left (respectively right) Ext-species CExt (respec-
tively ExtC ) of C.
(c) The left valued Gabriel quiver of C is the valued quiver (CQ,Cd), where CQ0 = IC
and, given two vertices i, j ∈ CQ0, there exists a unique valued arrow
i
(Cd
′
ij , Cd
′′
ij )−−−−−−−→ j
from i to j in CQ1 if and only if Ext1C(S(i), S(j)) = 0 and
Cd
′
ij = dim Ext1C
(
S(i), S(j)
)
Fi
, Cd
′′
ij = dimFj Ext1C
(
S(i), S(j)
)
.
In other words, (CQ,Cd) is the opposite to the valued quiver (QCExt,dCExt) of the left
Ext-species CExt of C.
(c′) The right valued Gabriel quiver (QC,dC) of C is the opposite to the valued quiver
(QExtC ,dExtC ) of the right Ext-species ExtC of C.
(d) Assume, in addition, that C is hereditary and Ext-finite, see [43]. The Tits Z-bilinear
form and the Tits quadratic form of C (see [41,43]) are the integral forms
bC :Z
(IC) × Z(IC) → Z and qC :Z(IC) → Z (4.4)
defined by the formulae
bC(v,w)=
∑
j∈IC
s0j vjwj −
∑
i,j∈IC
s1ij viwj and qC(v)= bc(v, v)
where v,w ∈ Z(IC), s0j = dimK EndC S(j) and s1ij = dimK Ext1C(S(i), S(j)).
Note that qC is the quadratic form of the species CExt# (4.11) that is #-dual to the left
Ext-species CExt of C.
The following useful fact is proved in [43, Lemma 2.12].
Lemma 4.5. Assume that K is an arbitrary field, C is a hereditary K-coalgebra and
socCC =⊕j∈IC S(j)tj is the decomposition (4.1).
(a) For any simple left C-comodule S(j) there exists an exact sequence
0 → S(j)→E(j)→
⊕
a∈IC
E(a)
(d ′aj ) → 0
in C-Comod, where d ′ = Cd ′ = dim Ext1 (S(a), S(j))Fa .aj aj C
J. Kosakowska, D. Simson / Journal of Algebra 293 (2005) 457–505 477(b) If C is Ext-finite and bC is the Euler bilinear form (4.4) then
bC(lengthX, lengthY)= dimK HomC(X,Y )− dimK Ext1C(X,Y ),
qC(lengthX)= dimK HomC(X,X)− dimK Ext1C(X,X), (4.6)
for any pair of comodules X, Y in C-comod.
Now we establish connections of the shape of the left valued Gabriel quiver (CQ,Cd) of
C with the structure of the coalgebra C and the properties of C-comodules. We start with
a characterisation of right semiperfect coalgebras in terms of the properties of (CQ,Cd).
We recall from [24] that a coalgebra C is right semiperfect if every finite dimensional
right C-comodule has a finite dimensional projective cover, or equivalently, if the injective
left C-comodule E(j) is finite dimensional, for each j ∈ IC .
Given a vertex s ∈ Q0, we denote by CQ(s →) and CQ(→ s) the set of all paths in
(CQ,Cd) starting from s and ending at s, respectively.
Theorem 4.7. Assume that K is an arbitrary field and C is a basic indecomposable K-
coalgebra. Let (CQ,Cd) be the left valued Gabriel quiver of C.
(a) Given j ∈ IC , the K-dimension of soc(E(j)/S(j)) is finite if and only if the set of
arrows i
(d ′,d ′′)−−−−→ j in (CQ,Cd) is finite.
(b) Given j ∈ IC , the K-dimension of E(j) is finite if the set CQ(→ j) is finite. The
converse implication also holds, if C is hereditary.
(c) A hereditary coalgebra C is right semiperfect if and only if, for each j ∈ IC , the set
CQ(→ j) is finite.
Proof. (a) Given j ∈ IC , we consider the exact sequence
0 → S(j) vj−→E(j) pj−→E∨(j)→ 0, (4.8)
in C-Comod, where E∨(j) = E(j)/S(j), vj is the canonical embedding, and pj is the
canonical epimorphism. By applying the functor HomC(S(i),−) to (4.8), for each i ∈ IC ,
we derive the long exact sequence
0 → HomC
(
S(i), S(j)
) −→ HomC(S(i),E(j))
→ HomC
(
S(i),E∨(j)
) −→ Ext1C(S(i), S(j))→ 0. (∗)
Since socE(j) = S(j), we have HomC(S(i), S(j))  HomC(S(i),E(j)) and, conse-
quently, there is a K-linear isomorphism
HomC
(
S(i),E∨(j)
) Ext1C(S(i), S(j)). (∗∗)
Since dimK socE∨(j) is finite if and only if soc E∨(j) is a direct sum of a finite number
of simple comodules S(i), that is, there is only a finite number of simple comodules S(i)
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(a) follows.
(b) Suppose that j ∈ IC and that the set CQ(→ j) is finite. Let E∨(j) =E(j)/S(j). It
follows that there exists a minimal non-negative integer (j) such that the length of each
path in the quiver (CQ,Cd) ending at j is at most (j). We prove by induction on (j)
that the injective comodule E(j) is finite dimensional.
Assume that (j) = 0. This means that j is not a source of any valued arrow
in (CQ,Cd), that is, Ext1C(S(i), S(j)) = 0, for all i ∈ IC . Hence, in view of (∗∗),
HomC(S(i),E∨(j)) = 0 for all i ∈ IC . It follows that E∨(j) = 0 and consequently
E(j)= S(j) is of finite K-dimension.
Assume that (j) 1 and E(s) is finite dimensional, for each s ∈ IC such that (s) <
(j). It follows that S(j) is not injective and the comodule E∨(j) is non-zero. By (a),
the K-dimension of soc E∨(j) is finite and therefore there exist j1, . . . , jr ∈ IC such that
soc E∨(j) ∼= S(j1) ⊕ · · · ⊕ S(jr). It follows from (a) that there are only finitely many
arrows j1 → j, . . . , jr → j in the quiver CQ and, obviously, (j1) < (j), . . . , (jr ) <
(j). Then, according to the inductive hypothesis, the comodules E(j1), . . . ,E(jr ) are
finite dimensional. Consequently, the comodule E∨(j) ⊆ E(j1) ⊕ · · · ⊕ E(jr) is finite
dimensional and, in view of (4.8), so is the comodule E(j).
To prove the converse implication, assume that the coalgebra C is hereditary and that the
comodule E(j) is finite dimensional. We show that the set CQ(→ j) is finite, by applying
the induction on the length j  1 of E(j).
If j = 1, we get E(j) = S(j), that is, Ext1C(S(i), S(j)) = 0, for each i. This means
that the set CQ(→ j) contains only the stationary path at j .
Assume that j  2. It follows that S(j) is not injective, E(j) is not simple and
the injective comodule E∨(j) is non-zero of length smaller than j . Hence, there exist
j1, . . . , jr ∈ IC such that socE∨(j) ∼= S(j1) ⊕ · · · ⊕ S(jr) and E∨(j) ∼= E(j1) ⊕ · · · ⊕
E(jr), because C is hereditary. It follows from (∗∗) that there are only finitely many ar-
rows j1 → j, . . . , jr → j in the quiver CQ and, obviously, j1 < j , . . . , jr < j . Then,
according to the inductive hypothesis, the sets CQ(→ j1), . . . , CQ(→ jr ) are finite and,
consequently, the set CQ(→ j) is finite. This finishes the proof of (b).
(c) Assume that the coalgebra C is hereditary. Since, according to [24], C is right semi-
perfect if and only if the injective left C-comodule E(j) is finite dimensional, for each
j ∈ IC , then (c) follows from (b) and the proof is complete. 
We recall that the Jacobson radical of a skeletally small additive Krull–Schmidt cat-
egory L is the two-sided ideal radL = rad(L) of the category L generated by all non-
invertible morphisms between indecomposable objects in L (see [4], [40, Chapter 11]). By
the infinite Jacobson radical of L we mean the ideal rad∞
L
=⋂∞j=1 radjL, where radjL is
the j th power of the Jacobson radical radL for j  1. In case C is a K-coalgebra and L =
C-comod is the category of finite dimensional left C-comodules, we set radC = radC-comod
and rad∞C = rad∞C-comod.
We associate to C the left injective comodule K-species
CI = (Fj , iNj )i,j∈I , (4.9)C
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radC-inj = rad(C-inj) denotes the radical of the category C-inj of injective left
C-comodules.
Note that radC-inj(E(j),E(j)) is the unique maximal ideal of EndC E(j) consisting
of all f ∈ EndC E(j) such that f vanishes on the socle S(j) of E(j). It follows that the
restriction homomorphism EndC E(j)→ EndC S(j) defines a K-algebra isomorphism
EndC E(j)/ radC-inj
(
E(j),E(j)
)∼= EndC S(j)= Fj
and therefore iNj can be viewed as an Fi -Fj -bimodule in an obvious way.
Proposition 4.10. Let K be any field and C be a basic K-coalgebra with fixed decompo-
sitions (4.1) and (4.2).
(a) The species CI (4.9) is isomorphic to the K-species
CExt# =
(
Fi,
C
jE
#
i
)
i,j∈IC (4.11)
#-dual to the left Ext-species CExt = (Fi, CiEj )i,j∈IC of C, where CjE#i = HomFj (CiEj ,
Fj ) is viewed as an Fj -Fi -bimodule in a natural way.
(b) The valued quiver (QI ,dI) of I = CI coincides with the left Gabriel valued quiver
(CQ,Cd) of C.
Proof. (a) Let C be a basic K-coalgebra and let C∗ = HomK(C,K) be the associated
pseudocompact algebra, see [41, Sections 3 and 4] for details. Note that, given j ∈ IC , the
direct summand projection C → E(j) induces an injection E(j)∗ ↪→ C∗ of left pseudo-
compact C∗-modules and an isomorphism E(j)∗ ∼= C∗ej , where ej is a primitive idempo-
tent of C∗.
By [41, Corollary 5.5], the decomposition (4.2) induces the product decomposition
C∗ = ∏j∈IC C∗ej of the pseudocompact K-algebra C∗ in the category C∗-PC of left
pseudocompact C∗-modules. Let F = C∗/J (C∗) ∼= ∏j∈IC F ◦j , where F ◦j ∼= ejC∗ej ∼=
homFj (C∗ej ,C∗ej ) ∼= HomC(E(j),E(j))◦. Here homFj (Y,Fj ) is the space of contin-
uous Fj -homomorphisms from Y to Fj . Consider the pseudocompact F -F -bimodule
M = J (C∗)/J (C∗)2 = J (C∗)/J (C∗)2
and view iMj = F ◦i MF ◦j = eiMej as an F ◦i -F ◦j -bimodule. Note that the square J (C∗)2
of the Jacobson radical J (C∗) of C∗ is a closed ideal of C∗. We recall that, for each pair
i, j ∈ IC , there exist isomorphisms
C
jEi
∼= homF ◦j
(
jMi,F
◦
j
)
and jMi ∼= HomFj
(
C
jEi,Fj
)◦ (∗)
of Fj -Fi -bimodules and F ◦j -F ◦i -bimodules, respectively, where
C
jEi = Ext1C(S(i), S(j)) is
viewed as an Fj -Fi -bimodule, see [21, Section 7.3] and [41]. On the other hand, in view
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bimodule dualities
radC-inj
(
E(i),E(j)
)∼= radC∗-proj(E(j)∗,E(i)∗)∼= radC∗-proj(C∗ej ,C∗ei),
rad2C-inj
(
E(i),E(j)
)∼= rad2C∗-proj(E(j)∗,E(i)∗)∼= rad2C∗-proj(C∗ej ,C∗ei).
Consequently, in view of (∗), the F ◦i -F ◦j -bimodule iN◦j , opposite to the Fj -Fi -bimodule
jNi = radC-inj(E(i),E(j))/ rad2C-inj(E(i),E(j)), is isomorphic to the F ◦i -F ◦j -bimodule
radC∗-proj
(
C∗ej ,C∗ei
)
/ rad2C∗-proj
(
C∗ej ,C∗ei
)
∼= eiJ
(
C∗
)
ej
/
eiJ
(
C∗
)2
ej ∼= ei
[
J
(
C∗
)/
J
(
C∗
)2]
ej
∼= eiMej ∼= iMj ∼= HomFj
(
C
iEj ,Fj
)◦
.
It follows that, for each pair i, j ∈ IC , there are Fj -Fi -bimodule isomorphisms
jNi ∼= HomFj
(
C
iEj ,Fj
)∼= CjE#i ,
that is, the K-species CI and CExt# are isomorphic.
Since (b) is an immediate consequence of (a), the proof is complete. 
An important consequence of Proposition 4.10 is a characterisation of right perfect coal-
gebras given in Corollary 4.12 below, compare with [12, Corollary 5.8]. Following H. Bass
we call a coalgebra C right perfect if every right C-comodule M has a projective cover epi-
morphism P →M , see also [12].
Corollary 4.12. Assume that K is an arbitrary field and C is a basic indecomposable
hereditary K-coalgebra. Let (CQ,Cd) be the left valued Gabriel quiver of C. The coal-
gebra C is right perfect if and only if, for each j ∈ IC , the set CQ(→ j) is finite and the
valued quiver (CQ,Cd) has no infinite path of the form
j1
(d ′β1 ,d
′′
β1
)−−−−−→ j2
(d ′β2 ,d
′′
β2
)−−−−−→ j3 −→ · · · −→ jm
(d ′βm ,d
′′
βm
)−−−−−−→ · · · .
Proof. Without loss of generality, we can suppose that C right semiperfect. Indeed, if C
is right perfect then C is right semiperfect [24]. Moreover, in view of Theorem 4.7(c), C is
right semiperfect if the set CQ(→ j) is finite, for each j ∈ IC .
Assume that C right semiperfect. Then, according to a famous result of Freyd–Gabriel,
see [18,19], the category Comod-C of right C-comodules is equivalent to the category
Add(Pop,Ab) of all contravariant functors from P to the category Ab of abelian groups,
where P is the full subcategory of comod-C consisting of projective comodules. It follows
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C is right perfect if and only if for every infinite sequence
P1
f1−→ P2 −→ · · · −→ Pm fm−−→ Pm+1 −→ · · ·
of non-zero non-invertible homomorphisms f1, f2, . . . between indecomposable projective
comodules P1,P2, . . . ,Pm, . . . in comod-C there exists m0  1 such that fj · · ·f1 = 0, for
all j  m0. Hence, in view of duality D : comod-C → C-comod, the right semiperfect
coalgebra C is right perfect if and only if for every infinite sequence
E(j1)
g1←−E(j2)←− · · · ←−E(jm) gm←−−E(jm+1)←− · · · (∗)
of non-zero non-invertible homomorphisms g1, g2, . . . between indecomposable injective
comodules E(j1),E(j2), . . . ,E(jm), . . . in C-comod there exists m0  1 such that g1 ·
g2 · · ·gj = 0, for all j m0. Without loss of generality, we may suppose that
gm ∈ radC-inj
(
E(jm+1),E(jm)
)∖
rad2C-inj
(
E(jm+1),E(jm)
)
,
for each m, that is, the coset
g¯m ∈ radC-inj
(
E(jm+1),E(jm)
)/
rad2C-inj
(
E(jm+1),E(jm)
)= jmNjm+1
of gm is non-zero. Indeed, since C is hereditary and the comodules E(j1), . . . ,E(jm), . . .
are finite dimensional, then the non-zero non-invertible homomorphism gm :E(jm+1) →
E(jm) is surjective and, by induction on dimK Kergm, we show that there exists a sequence
E(jm+1)
gm1−−→E(jm,1) gm2−−→E(jm,2) gm3−−→ · · · gms−−→E(jm,s)=E(jm)
such that gm1, gm2, . . . , gms ∈ radC-inj \ rad2C-inj and gm = gms · · ·gm2gm1.
According to Proposition 4.10, for all s = r , there is an Fr -Fs -bimodule isomorphism
rNs ∼= CrE#s = HomFr (CsEr,Fr). By Proposition 4.10(b), the existence of a non-zero element
g¯m ∈ jmNjm+1 is equivalent to the existence of a valued arrow
jm
(d ′m,d ′′m)−−−−−→ jm+1
in the left Gabriel quiver (CQ,Cd) of C. Consequently, there exists an infinite sequence
(∗) of non-zero non-invertible homomorphisms if and only if the valued quiver (CQ,Cd)
admits an infinite path of the form required in corollary. Hence the corollary follows. 
In the proof of our main result of this section we essentially use the following repre-
sentability theorem.
Theorem 4.13. Let K be a field andA a Grothendieck K-category with a set {Pj }j∈I of fi-
nitely generated indecomposable projective objects Pj satisfying the following conditions.
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objects from {Pj }j∈I .
(b) For each pair i, j ∈ I , dimK Hom(Pi,Pj ) is finite, and the ring Gj = EndPj is a
division K-algebra of finite K-dimension.
(c) For any sequence Pj1 h1←− Pj2 h2←− · · · hr←− Pjr+1 hr+1←−−− · · · of monomorphisms h1, h2,
. . . , hr , hr+1, . . . , there exists m 2 such that hj is an isomorphism, for j m.
(d) For each pair i, j ∈ I , such that i = j , the objects Pi and Pj are not isomorphic and
there exists mij  1 such that
Hom(Pi,Pj )= radP (Pi,Pj )= · · · = radmijP (Pi,Pj )
and radmij+1P (Pi,Pj ) = 0, where radP is the Jacobson radical of the full subcategoryP of A whose objects are the objects Pj , with j ∈ I .
Let MP = (Gj , iPj )i,j∈I be the species of the category P , that is, Gj = EndPj and
iPj =
{
Hom(Pj ,Pi), if i = j and rad2P (Pj ,Pi)= 0,
0, otherwise.
If the category A is hereditary, then A is locally artinian, the opposite to the valued
quiver of MP has no infinite path of the form (2.12) and there are equivalences of K-
categories A ∼= ModTG(M) ∼= Rep(MP ), where TG(M) is the tensor K-algebra of the
species MP .
Proof. We follow the proof of the implication (a) ⇒ (b) in [36, Theorem 4.5]. By the
well-known arguments of Freyd [18] and Gabriel [19], it follows from (a) that the formula
X → HomA(−,X) defines a K-linear equivalence of categories A∼= Add(Pop,ModK),
where the right-hand side is the category of all contravariant K-linear functors from P to
the category ModK of K-vector spaces.
Assume that A is hereditary and satisfies the conditions (a)–(d). It follows from (c)
that each projective object Pj is artinian, and therefore A is locally artinian. Consider the
additive tensor K-category T = TMP of the species MP defined as follows, see [36,
Section 2]. The objects of T are the division K-algebras Gi , i ∈ I . Given two objects Gi
and Gj of T we set
HomT (Gi,Gj )=
{
Gi, if i = j,⊕∞
m=0 jP
(m)
i , if i = j,
where jP (0)i = 0 and jP (m)i =
⊕
s1,...,sm−1 jPs1 ⊗ s1Ps2 ⊗ · · · ⊗ sm−1Pi and the sum is
taken over all sequences s1, . . . , sm−1 in I . The morphism addition and the morphism
composition in T are defined in a usual way (see [36, Section 2]). In view of [32] and
[33, Theorem 5.4], it follows from the assumptions (b) and (c) that the functor category
Add(P,ModK) is perfect, because A is hereditary and, hence, every non-zero morphism
Pi → Pj is a monomorphism and, consequently, (b) implies that the Jacobson radical
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then, by [33], each of its flat object is projective and we get the following inequali-
ties gl.dim Add(P,ModK) = w.gl.dim Add(P,modK) = w.gl.dim Add(Pop,ModK) 
gl.dim Add(Pop,ModK) = gl.dimA  1. This shows that the category Add(P,ModK)
is perfect and hereditary.
Note also that the valued quiver of the species MP of P has no infinite paths of the
form
j1
(d ′β1 ,d
′′
β1
)−−−−−→ j2
(d ′β2 ,d
′′
β2
)−−−−−→ j3 −→ · · · −→ jm
(d ′βm ,d
′′
βm
)−−−−−−→ · · · ,
because otherwise there is an infinite sequence Pj1
h1←− Pj2 h2←− · · · hm←−− Pjm+1 hm+1←−−− · · · of
non-zero non-isomorphisms h1, h2, . . . , hm,hm+1, . . . , which are in fact monomorphisms,
by the hereditariness of A. But this contradicts the assumption (c).
It then follows that the valued quiver of MP has no oriented cycles and [36, The-
orem 2.3(e)] applies. Hence we conclude that the category Add(T ,ModK) is perfect
and gl.dim Add(T ,ModK) = gl.dim Add(T op,ModK)  1. Consequently, the category
Add(T ,ModK) is hereditary and the radical of T is left T -nilpotent, see [33, Section 5].
Now we show that the categories T and P are equivalent. For this purpose, we define a
K-linear functor T :T → P by the formulae:
1◦ T (Gj ) = Pj and T (f ) = f ∈ EndP (Pj ) = Gi , for every object Gj of T and each
f ∈ EndT Gi =Gi ,
2◦ given two objects Gi and Gj of T , with i = j , we define the restriction T (1) of T
to jP
(1)
i ⊆ HomT (Gi,Gj ) to be the embedding jP (1)i ⊆ Hom(Pi,Pj ), and then we
extend T (1) to the action f → T (f ) on arbitrary morphisms f ∈ HomT (Gi,Gj ) in a
usual way.
It follows from the assumption (d) that, given two indices i = j , every morphism
f ∈ Hom(Pi,Pj ) = radP (Pi,Pj ) = · · · = radmijP (Pi,Pj ) is a finite sum of composite
morphisms of the form Pi = Pi0 → Pi1 → Pi2 → ·· · → Pis = Pj , where s  mij and
rad2P (Pir ,Pir+1) = 0, for r = 0,1, . . . , s − 1. This shows that f is in the image of the
functor T and therefore the dense functor T is full.
Next we show that the two-sided ideal A= KerT , consisting of all morphisms h in T
such that T (h)= 0, is zero, compare with [17]. Since T is full, then it induces a functorial
isomorphism
HomP (Pj ,−)∼= HomT (Gj ,−)/A(Gj ,−),
for each j ∈ I , and an equivalence of the category Add(P,ModK) with the full subcate-
gory of Add(T ,ModK) defined by all objects that are annihilated by A.
Denote by JP = rad(P) and JT = rad(T ) the radical of P and T , respectively. It is
clear that T induces an isomorphism JP ∼= JT /A.
For each object Gj of T , consider the exact sequence, see [17],
0 →A(Gj ,−)/JT A(Gj ,−)→N ϕ−→ JT (Gj ,−)/A(Gj ,−)→ 0,
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JT A(Gj ,−) ⊆ A(Gj ,−) ⊆ JT (Gj ,−), where N = JT (Gj ,−)/JT A(Gj ,−). The iso-
morphism JP ∼= JT /A yields the monomorphism
A(Gj ,−)/JT A(Gj ,−)⊆ (JT /A)N ∼= JPN.
Since the category Add(P,ModK) is perfect then JP is left T -nilpotent and, according to
[33, Lemma 5.3], JPN is superflous in N , or equivalently, the epimorphism ϕ is minimal.
On the other hand, since there is a monomorphism
JT (Gj ,−)/A(Gj ,−)→ HomT (Gj ,−)/A(Gj ,−)∼= HomP (Pj ,−)
in the hereditary category Add(P,ModK) and the object HomP (Pj ,−) is projective,
then JT (Gj ,−)/A(Gj ,−) is also projective and hence ϕ is an isomorphism. It follows
that A(Gj ,−) = JT A(Gj ,−) and, according to [33, Lemma 5.3], the object A(Gj ,−)
equals zero, because we have shown above that JT is left T -nilpotent. This shows that
A(Gj ,−) = 0, for each object Gj of T , and consequently A = KerT = 0, that is,
T :T → P is an equivalence of K-categories. Hence, according to [36, Theorem 2.1],
there are K-linear equivalences of categories
A∼= Add(Pop,ModK)∼= Add(T op,ModK)∼= ModTG(M)∼= Rep(MP ).
This finishes the proof of the theorem. 
Now we are able to prove one of the main results of this section.
Theorem 4.14. Let K be an arbitrary field and let C be a basic indecomposable K-
coalgebra. Let CExt = (Fj , Ci Ej )i,j∈IC be the left Ext-species of C and let (CQ,Cd) be
the left valued Gabriel quiver of C. The following conditions are equivalent.
(a) The coalgebra C is hereditary and left pure semisimple.
(b) There exists an equivalence of K-categories C-comod ∼= nilrepf (CExt#) and the val-
ued quiver (CQ,Cd) is any of the Dynkin valued quivers An, with n  1, Bn, with
n 2, Cn, with n 3, Dn, with n 4, E6, E7, E8, F4 and G2, or is any of the infinite
locally Dynkin valued quivers A(s)∞ , ∞A(s)∞ , B(s)∞ , C(s)∞ or D(s)∞ , where s  0.
(c) There exists a locally finite dimensional K-species M such that C-Comod ∼=
Repnf (M) and (QM,dM) is a pure semisimple locally Dynkin valued quiver.
(d) The coalgebra C is hereditary, the valued quiver (CQ,Cd) is locally finite, (CQ,Cd)
has no infinitely many sink vertices, the quiver CQ does not contain infinite chains
of the form • ← • ← • ← · · · ← • ← • ← · · · and the Tits quadratic form
qC :Z
(IC) → Z (4.4) of C is positive definite.
If the condition (a) is satisfied, then
(i) the coalgebra C is right semiperfect,
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most split sequence 0 →X → Y →Z → 0 in the category C-comod, and
(iii) the map length :C-comod → Z(IC) (see [41, (6.2)]) defines a bijection between the
isomorphism classes of indecomposable left C-comodules and the positive roots
of the Tits quadratic form qC , that is, the vectors v ∈ N(IC) such that qC(v) =
dimK EndC S(j), for some j ∈ IC .
Proof. (a) ⇒ (b). Suppose that C is hereditary and left pure semisimple. Denote by C-inj
the full subcategory of C-Comod formed by the injective comodules. First we show that,
since C is hereditary and left pure semisimple, then given a pair of non-isomorphic inde-
composable injective C-comodules E and E′ the following four conditions are satisfied:
(P0) radmC-inj(E,E′)= radmC(E,E′), for each m 1,
(P1) E and E′ are finite dimensional and the endomorphism rings FE = EndC E and
FE′ = EndC E′ are finite dimensional division K-algebras,
(P2) if HomC(E,E′) = 0, then dimFE′ HomC(E,E′) · dim HomC(E,E′)FE  3 and
HomC(E′,E)= 0, and
(P3) there exists an integer u  1 such that u  m = dimK E, raduC(E,E′) = 0 and
HomC(E,E′)= radC(E,E′)= · · · = radu−1C (E,E′).
Since C is left pure semisimple, then the indecomposable injective C-comodules E
and E′ are in C-inj. Then (P0) follows from the fact that C is hereditary, because then
epimorphic images of injective C-comodules are injective.
To prove (P1), we note that since C is pure semisimple then every indecomposable
comodule E has finite K-dimension. If E is injective and f :E → E is a non-zero C-
endomorphism of E, then Imf is an injective subcomodule of E, because C is hereditary.
It follows that f is an epimorphism and, consequently, it is an isomorphism, because E is
finite dimensional. This shows that EndC E is a finite dimensional division K-algebra, and
(P1) follows.
(P2) The second statement is obvious, because C is hereditary and the comodules E, E′
are finite dimensional.
To prove the first statement of (P2), we recall from [37, Corollary 2.7] that the endo-
morphism K-algebra
EndC
(
E ⊕E′)∼= (EndC E′ HomC(E,E′)0 EndC E
)
∼=
(
FE′ HomC(E,E′)
0 FE
)
of the injective comodule E⊕E′ is right pure semisimple and therefore it is representation-
finite, because it is a finite dimensional K-algebra and [3] applies. By [13, Theorems B
and C] and [14], the valued quiver of EndC(E ⊕ E′) is any the Dynkin valued diagrams
A2, B2, G2. This shows the required inequality.
To prove (P3), assume that HomC(E,E′) = 0. Note that every sequence E → E1 →
·· · → Es → E′ of non-zero non-isomorphisms between indecomposable injective C-
comodules E,E1, . . . ,Es,E′ is of length at most m, because E is injective, the coalge-
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epimorphisms and the length of the sequence is at most m = dimK E < ∞. It follows
that raduC(E,E′) = 0 and radu−1C (E,E′) = 0, for some u  m. Since, according to (P2),
the FE′ -FE-bimodule HomC(E,E′) is simple then HomC(E,E′) = radC(E,E′) = · · · =
radu−1C (E,E′). This finishes the proof of (P1)–(P3).
Now we prove the following properties of the left injective comodule K-species CI =
(Fj , iNj )i,j∈IC associated to C in (4.9).
(P4) For each i ∈ IC , radC(E(i),E(i)) = 0, iNi = 0 and there is a K-algebra isomorphism
EndC E(i)∼= Fi .
(P5) Assume that i, j ∈ IC are such that iNj = 0. Then
(i) i = j and rad2C(E(j),E(i))= 0,
(ii) iNj = radC(E(j),E(i))= HomC(E(j),E(i)), and
(iii) jNi = 0.
(P6) CI = (Fj , iNj )i,j∈IC , where Fj = EndC S(j) ∼= EndC E(j), iNi = 0 for all i ∈ IC
and iNj = HomC(E(j),E(i)) is viewed as an Fi -Fj -bimodule in an obvious way.
To prove (P4), we recall from (P1) that EndC E(i) is a division K-algebra. It follows that
radC(E(i),E(i)) = 0 and the K-algebra homomorphism EndC E(i) → EndC S(i) = Fi ,
defined by attaching to any f :E(i) → E(i) the restriction f | :S(i) → S(i) of f to S(i),
is an isomorphism. Moreover, since radC(E(i),E(i)) = 0 then iNi = 0 and (P4) follows.
Now we prove (P5). Since iNj = 0 then, by (P4), i = j , and, therefore, E(i) ∼= E(j).
It follows that HomC(E(j),E(i)) = radC(E(j),E(i)). Since, according to (P2), the Fi -
Fj -bimodule HomC(E(j),E(i)) is simple then rad2C(E(j),E(i)) = 0, because otherwise
rad2C(E(j),E(i)) = radC(E(j),E(i)) and we get iNj = 0, contrary to our assump-
tion. This finishes the proof of (i) and (ii). To prove (iii), assume to the contrary that
jNi = 0. It follows that there exist non-zero non-isomorphisms ϕ :E(j) → E(i) and
ψ :E(i) → E(j). Since C is hereditary, the maps ϕ and ψ are surjective and the com-
posite homomorphism ψϕ :E(i) → E(i) is a non-zero non-isomorphisms. It follows that
0 = ψϕ ∈ radC(E(j),E(i)), and we get a contradiction to (P4). This completes the proof
of (P5). The statement (P6) is a consequence of (P4) and (P5).
Now we prove the statement (b) of the theorem by applying Theorem 4.13 to the cate-
goryA= Comod-C of right C-comodules. Assume (a), that is, C is a left pure semisimple
coalgebra. It follows that the left C-comodule C is a direct sum of finite dimensional C-
comodules and the indecomposable injective left C-comodule E(j) is finite dimensional,
for each j ∈ IC . Hence the category C-inj of injective comodules in C-comod contains
E(j), for each j ∈ IC . Let pr-C be the full subcategory of comod-C consisting of pro-
jective comodules. The standard duality D = HomK(−,K) :C-comod → comod-C [41,
(4.7)] induces an equivalence of categories C-inj ∼= (pr-C)op. Thus the right C-comodules
Pj = D(E(j)), with j ∈ IC , form a complete set of pairwise non-isomorphic indecom-
posable projective objects of the category comod-C and each X in comod-C admits an
epimorphism P → X, where P is a direct sum of copies of Pj , with j ∈ IC . Denote by P
the full subcategory of pr-C formed by the C-comodules Pj =D(E(j)), with j ∈ IC .
Let CI = (Fj , iNj )i,j∈IC , be the K-species (4.9) and let MP = (Gj , iPj )i,j∈IC be the
K-species associated to the category P in Theorem 4.13. It follows that Gj = EndC Pj ∼=
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Gi -Gj -bimodules, for all i, j ∈ IC (in the notation of 2.13). Consequently, D induces an
isomorphism M◦P ∼= CI of K-species.
It follows from (P1)–(P5) that the subcategory P of A= Comod-C satisfies the condi-
tions (a)–(d) of Theorem 4.13. Consequently, the valued quiver ofMP is acyclic and there
are K-linear equivalences of categories
Comod-C ∼= Rep(MP ) and comod-C ∼= repf (MP )= nilrepf (MP ),
see Proposition 2.7(e). Since the functor (2.14) defines a duality (repf (MP ))op ∼=
repf (M◦P ) then, in view of the isomorphismsM◦P ∼= CI ∼= CExt# (4.11), we get K-linear
equivalences of categories
C-comod ∼= (comod-C)op ∼= repf (M◦P)∼= repf (CI)∼= repf (CExt#)= nilrepf (CExt#).
This induces an equivalence of categories C-Comod ∼= Repnf (CExt#). Since the left val-
ued Gabriel quiver (CQ,Cd) is isomorphic to the valued quiver of the species CI ∼= CExt#,
then (b) is an immediate consequence of Theorem 3.5. This finishes the proof of the impli-
cation (a) ⇒ (b).
(b) ⇒ (c). We take for M the #-dual CExt# to the left Ext-species CExt of C.
(c) ⇒ (a). Apply Theorem 3.5.
(b) ⇒ (d). It follows from (b) and Proposition 2.7(e) that there are equivalences of cate-
gories C-Comod ∼= Repf (M)∼= Repnf (M). Then (d) is a consequence of Theorem 3.5.
(d) ⇒ (b). Since the Tits quadratic form qC is positive definite, then the left valued
Gabriel quiver (CQ,Cd) of C is any of the Dynkin valued quivers An, with n  1, Bn,
with n 2, Cn, with n 3, Dn, with n 4, E6, E7, E8, F4 and G2, or is any of the infinite
locally Dynkin valued quivers A(s)∞ , ∞A(s)∞ , B(s)∞ , C(s)∞ or D(s)∞ , where s  0. It follows that
the valued quiver (CQ,Cd) is a valued tree, then (b) is a consequence of Proposition 4.16
proved below. The proof of the equivalence of the conditions (a)–(d) is now complete.
Now we observe that (a) implies (i), because the left pure semisimplicity of C implies
that indecomposable injective left C-comodules are finite dimensional and [24] applies.
Next we prove that (a) implies (ii) by applying the arguments used in the proof of
[38, Proposition 2.4(a)]. Since the category C-Comod is pure semisimple then, by [37,
Corollary 2.6], every contravariant K-linear functor F from C-comod to the category
of K-vector spaces is noetherian. In particular, the subfunctor radC(−,Z) of the Yoneda
functor hZ = HomC(−,Z) is finitely presented, for every non-projective indecomposable
C-comodule Z in C-comod. It follows that there is a minimal projective presentation 0 →
hX
hu−→ hY hv−→ radC(−,Z)→ 0. Hence we easily conclude that 0 →X → Y → Z → 0 is
an almost split sequence in C-comod.
It remains to prove that (a) implies (iii). Since (a) implies (b), then C-comod ∼=
repf (M) ∼= nilrepnf (M), where M= CExt# is a locally finite dimensional K-species
and, according to Definition 4.3(b), (CQ,Cd) is the valued quiver of the species CExt#
(4.11). It follows that any indecomposable C-comodule N in C-comod corresponds to a
representation XN of a connected finite subspecies N of M. Therefore the valued quiver
(QN ,dN ) ofN is a connected subquiver of (CQ,Cd). Consequently, (QN ,dN ) is one of
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root of qC . Then (iii) is a consequence of [14]. This finishes the proof of the theorem. 
Now we are able to prove our main result announced in Abstract.
Corollary 4.15. Let K be an arbitrary field, C a basic indecomposable hereditary K-
coalgebra with a decomposition (4.1), and let s1ij = dimK Ext1C(S(i), S(j)), for i, j ∈ IC .
Then C is left pure semisimple if and only if the following four conditions are satisfied:
(i) For any j ∈ IC , the sum ∑i∈IC s1ij +∑i∈IC s1ji is finite.
(ii) The set {i ∈ IC;∑j∈IC s1ji = 0} is finite.(iii) There is no infinite sequence j1, j2, . . . , jm, . . . of elements of IC such that
Ext1C
(
S(j2), S(j1)
) = 0,
Ext1C
(
S(j3), S(j2)
) = 0, . . . , Ext1C(S(jm+1), S(jm)) = 0, . . . .
(iv) The integral Tits quadratic form qC :Z(IC) → Z (4.4) of C is positive definite.
Proof. Since C is hereditary, and the conditions (i)–(iv) are equivalent to the four con-
ditions stated in Theorem 4.14(d), respectively, then the corollary is a consequence of
Theorem 4.14. 
In view of the topological dualities ([39, p. 404], [41, (3.2) and (4.4)]), the following
result shows that any basic hereditary K-coalgebra C (over an arbitrary field K), such
that the left Gabriel quiver of C satisfies some acyclicity conditions, is isomorphic to the
(co)tensor coalgebra T 1F (M) associated to the K-species M= CExt# (4.11). In particular,
any left pure semisimple basic hereditary K-coalgebra C is of this form. Here T 1F (M) is
the tensor K-algebra (2.10) equipped with a usual coalgebra structure, see [6,7,15,27,47].
Proposition 4.16. Let K be an arbitrary field and let C be a basic indecomposable hered-
itary K-coalgebra such that the left valued Gabriel quiver (CQ,Cd) of C is a valued
tree and contains no infinite path of the form (2.12). Then there is an equivalence of K-
categories
C-Comod ∼= Repnf (M)∼= T 1F (M)-Comod,
where M= CExt# is the #-dual to the left Ext-species of C described in Proposition 4.10.
Proof. By Theorem 4.7 and our assumption, the injective comodule E(j) is finite dimen-
sional, for each j ∈ IC , or equivalently, the coalgebra C is right semiperfect, that is, every
finite dimensional right C-comodule has a finite dimensional projective cover, see [24].
We recall from Proposition 4.10 that the species CExt# is isomorphic to the left injective
comodule species CI = (Fi, iNj )i,j∈I (4.9) of C. It follows that the left valued GabrielC
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of a valued arrow
i
(d ′ij ,d ′ij )−−−−−→ j
in (CQ,Cd) is equivalent to the existence of an irreducible epimorphism E(j) → E(i)
between the indecomposable injective left C-comodules E(j) and E(i).
First we note that radC(E(j),E(j))= 0, for each j ∈ IC , because f ∈ radC(E(j),E(j))
if and only if f :E(j)→E(j) is a non-isomorphism. Since C is hereditary, then each such
a homomorphism f is zero, because otherwise f is an epimorphism, and dimK E(j) <∞
yields f is an isomorphism; a contradiction.
It follows that jNj = 0 and the restriction homomorphism EndC E(j)→ EndC S(j) =
Fj is a K-algebra isomorphism, for each j ∈ IC .
Now we prove the following three properties of the category C-inj.
(I-1) Given a pair i, j ∈ IC such that i = j and HomC(E(i),E(j)) = 0, there exists a
sequence j0 = i, j1, . . . , jr = j of pairwise different elements of IC such that
• 1 r  dimK E(i)− dimK E(j),
• radr+1C (E(i),E(j))= 0,
• rad2C(E(js),E(js+1))= 0 and HomC(E(js),E(js+1))= radC(E(js),E(js+1)) =
0, for s = 0,1 . . . , r − 1.
In this case, there is a unique valued path
i = j0 (d
′
1,d
′′
1 )←−−−− j1 (d
′
2,d
′′
2 )←−−−− j2 ←− · · · ←− jr−1 (d
′
r ,d
′′
r )←−−−− jr = j (∗)
of length r from j to i in the left valued Gabriel quiver (CQ,Cd) of C.
(I-2) Given a pair i, j ∈ IC such that i = j , there exists a valued arrow i
(d ′j i ,d ′′j i )←−−−−− j if and
only if HomC(E(i),E(j))= radC(E(i),E(j)) = 0 and rad2C(E(i),E(j))= 0.
(I-3) Assume that i, j ∈ IC and i = j . If HomC(E(i),E(j)) = radC(E(i),E(j)) = 0 and
mij is the length r of the unique path (∗) from j to i in the quiver (CQ,Cd), then
radmij+1C
(
E(i),E(j)
)= 0 and
HomC
(
E(i),E(j)
)= radC(E(i),E(j))= · · · = radmijC (E(i),E(j)).
To prove (I-1), assume that HomC(E(i),E(j)) = 0. If rad2C(E(i),E(j)) = 0 we set
r = 1 and we are done, because then
jNi = HomC
(
E(i),E(j)
)= radC(E(i),E(j)) = 0,
that is, there exists a valued arrow i
(d ′j i ,d ′′j i )←−−−−− j in (CQ,Cd).
Assume that rad2C(E(i),E(j)) = 0. It follows that there is an index u ∈ IC such that
HomC(E(i),E(u))= radC(E(i),E(u)) = 0 and HomC(E(u),E(j))= radC(E(u),E(j))
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E(j) such that Kerf = 0 and Kerg = 0. It follows that dimK E(i) − dimK E(u) <
dimK E(i)− dimK E(j) and dimK E(u)− dimK E(j) < dimK E(i)− dimK E(j). Then,
by an obvious induction applied to HomC(E(i),E(u)) = 0 and HomC(E(u),E(j)) = 0,
there exist sequences j0 = i, j1, . . . , jr1 = u and jr1 = u, jr1+1, . . . , jr = j of pairwise dif-
ferent elements of IC such that the corresponding conditions for HomC(E(i),E(u)) = 0
and HomC(E(u),E(j)) = 0, stated in (I-1), are satisfied. It is clear that the sequence
j0 = i, j1, . . . , jr1 = u, jr1+1, . . . , jr = j satisfies the conditions required in (I-1) for
HomC(E(i),E(j)) = 0.
Now we prove (I-2). Assume that there exists a valued arrow i (d
′
j i ,d
′′
j i )←−−−−− j . Then jNi = 0
and hence HomC(E(i),E(j)) = 0. It then follows from (I-1) that there exists a sequence
j0 = i, j1, . . . , jr = j of pairwise different elements of IC such that the conditions stated in
(I-1) are satisfied. Since the path (∗) is unique and there exists a valued arrow i (d
′
j i ,d
′′
j i )←−−−−− j ,
then r = 1 and rad2C(E(i),E(j)) = 0. Conversely, assume that HomC(E(i),E(j)) =
radC(E(i),E(j)) = 0 and rad2C(E(i),E(j)) = 0. Then jNi = radC(E(i),E(j)) = 0, and
we are done.
Finally, we prove (I-3). Assume that HomC(E(i),E(j)) = radC(E(i),E(j)) = 0,
where i = j , and mij is the length r of the unique path (∗) from j to i as in (I-1). It
follows from (I-1) that radmij+1C (E(i),E(j))= 0.
If mij = 1, the statement (I-3) holds. Assume that mij  2. It follows that the unique
path (∗) from j to i is of length mij  2, and therefore jNi = radC(E(i),E(j))/ rad2C(E(i),
E(j))= 0, that is, HomC(E(i),E(j))= radC(E(i),E(j))= rad2C(E(i),E(j)). We show
that the inclusion HomC(E(i),E(j)) ⊆ radmijC (E(i),E(j)) holds. For this purpose take
a non-zero homomorphism f ∈ HomC(E(i),E(j)) = rad2C(E(i),E(j)). It follows that
f =∑s f ′′s f ′s , where f ′s ∈ radC(E(i),E(s)), f ′′s ∈ radC(E(s),E(j)) are non-zero non-
isomorphisms and s ∈ IC runs through a finite set. Since C is hereditary, then the maps f ′s
and f ′′s are surjective and we get the inequalities dimK E(i)− dimK E(s) < dimK E(i)−
dimK E(j) and dimK E(s)− dimK E(j) < dimK E(i)− dimK E(j). It follows that mis +
msj =mij , where mis  1 and msj  1 are the lengths of the unique paths (∗′) and (∗′′) ob-
tained by applying (I-1) to HomC(E(i),E(s)) and HomC(E(s),E(j)), respectively. Since
mis < mij and msj < mij , then an obvious induction yields f ′s ∈ radC(E(i),E(s))= · · · =
radmisC (E(i),E(s)) and f ′′s ∈ radC(E(s),E(j))= · · · = rad
msj
C (E(s),E(j)). It follows that
f ′′s f ′s ∈ radmsjC
(
E(s),E(j)
) · radmisC (E(i),E(s))⊆ radmijC (E(i),E(j)),
and consequently, f =∑s f ′′s f ′s ∈ radmijC (E(i),E(j)). This shows that HomC(E(i),E(j))
= radmijC (E(i),E(j)) and finishes the proof of (I-3).
Now we prove the proposition, by applying Theorem 4.13 to the category A =
Comod-C of right C-comodules. By our assumption, each injective indecomposable left
C-comodule E(j) belongs to C-comod and therefore the category C-comod has enough
injective objects. By the standard duality D = HomK(−,K) :C-comod → comod-C [41,
(4.7)], the category comod-C has enough projective objects and obviously D induces the
duality C-inj ∼= (pr-C)op, where pr-C is the category of finite dimensional projective right
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projective object in comod-C is isomorphic to Pj = DE(j), for some j ∈ IC . Denote by
P the full subcategory of pr-C formed by the comodules Pj = DE(j), with j ∈ IC .
Since C is hereditary, it follows from (I-1)–(I-3) that the categories A= Comod-C and
P satisfy the conditions (a)–(d) in Theorem 4.13. Moreover, it follows from (I-1)–(I-3) that
the species (4.9) has the form CI = (Fj , iNj )i,j∈IC , where Fj = EndC S(j)∼= EndC E(j),
iNi = 0 for all i ∈ IC and
jNi =
{
Hom(E(i),E(j))∼= Hom(Pj ,Pi), if i = j and rad2C(E(i),E(j))= 0,
0, otherwise.
Hence, there is an isomorphism CI ∼=M◦P , where MP = (Gj , iPj )i,j∈IC is the species
associated to the category P in Theorem 4.13, with Gj = EndC P (j) ∼= (EndC E(j))op ∼=
F
op
j . It follows from Theorem 4.13, applied to the categories A = Comod-C and P , that
there exist K-linear equivalences of categories
Comod-C ∼= Rep(MP ) and comod-C ∼= repf (MP )= nilrepf (MP ),
see Proposition 2.7(e). Since the functor (2.14) defines a duality (repf (MP ))op ∼=
repf (M◦P ) then, in view of the isomorphisms M◦P ∼= CI ∼= CExt# of K-species (4.11),
we get K-linear equivalences of categories
C-comod ∼= (comod-C)op ∼= repf (M◦P)∼= repf (IC)∼= repf (CExt#)
= nilrepf (CExt#).
The right-hand equality follows from Proposition 2.7(e), because (CQ,Cd) is isomorphic
to the valued quiver of the species CI ∼= CExt# and, according to the assumption (ii), it
has no oriented cycles. The composite equivalence C-comod ∼= nilrepf (CExt#) induces
a K-linear equivalence of categories C-Comod ∼= Repnf (CExt#). Since the left valued
Gabriel quiver (CQ,Cd) of C is isomorphic to the valued quiver of the species CI ∼=
CExt#, then (b) is an immediate consequence of Theorem 3.5. This finishes the proof of
the proposition. 
We finish this section by a characterisation of hereditary and left pure semisimple
K-coalgebras C that are left serial in the sense of [11]. We recall that a K-coalgebra C
is left serial if every indecomposable injective left C-comodule E is uniserial, that is, the
C-subcomodules of E form a chain.
Corollary 4.17. Let K be an arbitrary field. Assume that C is a basic indecomposable
hereditary and left pure semisimple K-coalgebra of infinite K-dimension. Then C is left
serial if and only if the left valued Gabriel quiver (CQ,Cd) of C has any of the following
six forms:
A(r)∞ : 0 1 2 · · · r − 1 r r + 1 r + 2 · · ·
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0B
(r)∞ : 0 1
(1,2)
2 · · · r − 1 r r + 1 r + 2 · · ·
C(0)∞ : 0
(2,1)
1 2 · · · m m+ 1 · · ·
D(1)∞ :
−1
0 1 2 · · · m m+ 1 · · ·
D(s)∞ :
−1
0 1 2 · · · s s + 1 s + 2 · · ·
where r  0 and s  1.
Proof. “⇒” Suppose that C is hereditary, left pure semisimple and dimK C is infinite. It
follows from Theorem 4.14 that the left valued Gabriel quiver (CQ,Cd) of C is any of the
quivers presented in Table 1. Suppose, to the contrary, that the valued quiver (CQ,Cd) of
C is not of any of the six forms listed above. Then (CQ,Cd) is any of the valued quivers
A
(s)∞ , ∞A(s)∞ , C(s)∞ , with s  1 and different orientation from that ones presented above, or
(CQ,Cd) = B(s)∞ , with s  0, or else (CQ,Cd) is of type D(s)∞ , with s  1 and different
orientation from that two ones presented above. A case by case inspection of the shapes
of (CQ,Cd) shows that, in each of the cases, there exists an indecomposable injective
left C-comodule E(j) such that soc(E(j)/S(j)) is not simple. For this, one can use the
equivalence of K-categories C-comod ∼= nilrepf (M) established in Theorem 4.14, where
M= CExt#, see also (5.3).
“⇐” Suppose that the left valued Gabriel quiver (CQ,Cd) of C is of one of the six
forms listed above. Since, according to Theorem 4.14, there exists an equivalence of K-
categories C-comod ∼= nilrepf (M), with M = CExt# (4.11), then, for every j ∈ IC , in
each of the cases, one shows that the following hold:
(i) the injective left C-comodule E(j)/S(j) has a simple socle and is of the form E(tj ),
for some tj ∈ IC , and
(ii) dimK E(j)r  1, for all r ∈ IC ,
where E(j) is identified with the corresponding representation (E(j)r , ϕr,t )r∈IC of the
species M.
Since E(j) is of finite length, it follows that the iterated socle chain of E(j) is a unique
composition series of E(j), for each j ∈ IC . This finishes the proof. 
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One of the aims of this section is to give a complete list of the indecomposable left
C-comodules and a description of the Auslander–Reiten quiver Γ (C-comod) of the cate-
gory C-comod, for any indecomposable left pure semisimple hereditary K-coalgebra C,
where K is a field. It is known that, without loss of generality, we can suppose that C is
basic, see [10,39,41]. We recall from Theorem 4.14 that, for any such a coalgebra C, the
indecomposable left comodules are of finite K-dimension and there exists an equivalence
of K-categories C-comod ∼= repf (CExt#), where CExt# is the #-dual K-species to the left
Ext-species CExt = (Fj , CiEj )i,j∈IC of C, see Proposition 4.10. Moreover, the left valued
Gabriel quiver (CQ,Cd) of C is any of the Dynkin valued quivers An, with n  1, Bn,
with n 2, Cn, with n 3, Dn, with n 4, E6, E7, E8, F4 and G2, or is any of the infinite
locally Dynkin valued quivers A(s)∞ , ∞A(s)∞ , B(s)∞ , C(s)∞ or D(s)∞ , where s  0.
In the case that dimK C is finite, the K-species CExt# is finite, (CQ,Cd) is any of the
valued Dynkin quivers and our problem reduces to the classification given in [20] and [14].
Then, it remains the case, when dimK C is infinite, that is, (CQ,Cd) is any of the infinite
locally Dynkin valued quivers A(s)∞ , ∞A(s)∞ , B(s)∞ , C(s)∞ or D(s)∞ , where s  0.
In this case, we associate to C the standard K-species
C Eˆ =
(
Fˆj , i Eˆj
)
i,j∈IC (5.1)
as follows. If (CQ,Cd) is one of the homogeneous infinite locally Dynkin quivers A(s)∞ ,
∞A(s)∞ or D(s)∞ , we denote by F the division ring F0 = EndC S(0). We set Fˆj = F and
i Eˆj =
{
FFF , iff there is an arrow i → j in CQ,
0, otherwise,
for all i, j ∈ IC .
Assume that (CQ,Cd) is B(s)∞ or C(s)∞ . We denote by G the division ring F1 =
EndC S(1). Given j  1, we set Fˆj =G and
(5.1′) • j Eˆj+1 = GGG, and j+1Eˆj = 0, for all j  s,
• sEˆs−1 = GGG, and s−1Eˆs = 0,
• j Eˆj+1 = GGG, and j+1Eˆj = 0, if 1 j  s − 2 and there is an arrow j → j + 1
in CQ,
• j Eˆj−1 = GGG, and j−1Eˆj = 0, if 2 j  s − 1 and there is an arrow j → j − 1
in CQ.
The definition of the division ring Fˆ0 and the bimodules 0Eˆ1 and 1Eˆ0 is splitted in two
cases.
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from 0 to 1 in (CQ,Cd) is of the form
0 (1,2)−−−→ 1,
that is, the dimension of C0E
#
1 equals 1 and 2 over F1 = G and F0, respectively. Given a
non-zero element e ∈ C0E#1 , we define a division ring embedding σ :F0 → G = F1 by the
formula x · e = eσ (x). It is easy to see that F = Imσ is a division subring of G isomorphic
to F0 such that dimF G = 2 and there is an F0-G-bimodule isomorphism C0E#1 ∼= FGG
along σ :F0 −→ F . We set Fˆ0 = F , 1Eˆ0 = 0 and 0Eˆ1 = FGG. If C0E#1 = 0, then C1E#0 = 0
and the valued arrow from 1 to 0 in (CQ,Cd) is of the form
1 (2,1)−−−→ 0
and, analogously as above, we define a division ring embedding σ : F0 → G = F1 such
that F = Imσ ∼= F0 is a division subring of G, dimF G= 2 and there is an G-F0-bimodule
isomorphism C1E
#
0
∼= GGF along σ :F0 −→ F . We set Fˆ0 = F , 0Eˆ1 = 0 and 1Eˆ0 = GGF .
Case 2◦. Assume that (CQ,Cd) = C(s)∞ . By the arguments used in Case 1◦, there is a
division ring embedding G ⊂ F = F0 such that dimG F = 2 and there is a bimodule
isomorphism C1E
#
0
∼= GFF or C0E#1 ∼= FFG, if C1E#0 = 0 or C0E#1 = 0, respectively. We set
Fˆ0 = F = F0, and 1Eˆ0 = 0, 1Eˆ0 = GFF or 0Eˆ1 = 0, 1Eˆ0 = FFG, respectively.
The following useful lemma is a consequence of Theorem 4.14 and the construction of
the K-species C Eˆ (5.1).
Lemma 5.2. Let C be a basic indecomposable left pure semisimple hereditary K-
coalgebra of infinite K-dimension and let C Eˆ = (Fˆj , iEˆj )i,j∈IC be the standard K-species
(5.1) of C.
(a) The valued quiver of C Eˆ is the left valued Gabriel quiver (CQ,Cd) of C, there is a
K-species isomorphism C Eˆ ∼= CExt# and an equivalence of K-categories
C-comod ∼= repf (C Eˆ). (5.3)
(b) If (CQ,Cd) is any of the valued quivers A(s)∞ , ∞A(s)∞ or D(s)∞ , with s  0, then
C-comod ∼= repfF (Q), where Q is the left Gabriel quiver CQ of C.
If C is a left pure semisimple hereditary K-coalgebra such that left Gabriel quiver
(CQ,Cd) is A(s)∞ , ∞A(s)∞ or D(s)∞ , where s  0, then a complete description of the in-
decomposable left C-comodules and the Auslander–Reiten quiver Γ (C-comod) follows
from [16], [28, Section 3] and [42], because we know from Lemma 5.2 that C-comod ∼=
repf (Q), where Q is the left Gabriel quiver CQ of C. Now we get a similar classificationF
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introduce some notation like for modules over a finite dimension algebra.
Let X, Y be indecomposable comodules in C-comod. Then the quotient rings F(X) =
EndC(X)/J (EndC(X)) and F(Y ) = EndC(Y )/J (EndC(Y )) are finite dimensional divi-
sion K-algebras and
IrrC(X,Y )= radC(X,Y )/ rad2C(X,Y ) (5.4)
is an F(Y )-F(X)-bimodule, called the bimodule of irreducible morphisms from X to Y . It
is easy to see that a C-comodule homomorphism f :X → Y is irreducible if and only if
f ∈ radC(X,Y ) and the coset f¯ ∈ IrrC(X,Y ) of f modulo rad2C(X,Y ) is non-zero, see [1,
Sections IV.1, IV.4], [4, Sections V.5–V.7] and [40, Chapter 11].
We define the Auslander–Reiten valued quiver Γ (C-comod) of C-comod to be the val-
ued quiver whose vertices are the isomorphism classes [X] of indecomposable objects in
C-comod. There is a unique valued arrow
[X] (d
′
XY ,d
′′
XY )−−−−−−→ [Y ]
in Γ (C-comod), if there exists an irreducible morphism X → Y and
d ′XY = dimF(Y ) IrrC(X,Y ), d ′′XY = dim IrrC(X,Y )F(X),
see [1, Chapter IV], [4, Chapter V] and [40, Chapter 11]. It is clear that the valued quiver
Γ (C-comod) is a disjoint union of connected components, known as the Auslander–Reiten
components.
If (CQ,Cd) is any of the quivers A(s)∞ , ∞A(s)∞ or D(s)∞ , the Auslander–Reiten val-
ued quiver Γ (C-comod) is described in [28]. Now we describe Γ (C-comod) in case
(CQ,Cd)= B(s)∞ .
Here we use the fact that for any indecomposable non-projective comodule Z in
C-comod there exists an almost split sequence 0 → X → Y → Z → 0 in the category
C-comod, see Theorem 4.14. It is easy to see that the comodule X is also indecomposable
and the indecomposable summands of Y are related with the indecomposable comodules
X, Z and with the irreducible morphisms between them by the formulas given in [1, Chap-
ter IV], [4, Chapters V, VII] and [40, Chapter 11] for modules over finite dimensional
K-algebras. In particular the formulas given in [40, Proposition 11.13] are of importance
in the calculation the Auslander–Reiten quivers, see [4, Chapter VII] and [23] for simple
examples.
Proposition 5.5. Let K be a field. Assume that C is a hereditary K-coalgebra such that
(CQ,Cd) is the valued quiver
B
(s)∞ : 0
(1,2)
1 2 · · · s − 1 s s + 1 · · ·
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standard K-species (5.1) of C, with Fˆ0 = F ⊂ Fˆj =G, for all j  1; j Eˆj+1 = GGG and
j+1Eˆj = 0, for all j  s; 1Eˆ0 = GGF and 0Eˆ1 = 0, if s  1; 0Eˆ1 = FGG and 1Eˆ0 = 0,
if s = 0. The remaining bimodules i Eˆj are defined as in (5.1′). Here F ⊆ G are division
rings which are finite dimensional over K with dimF G= 2.
(a) There is an equivalence of categories (5.3) and a left C-comodule, viewed as a repre-
sentation of the K-species C Eˆ , is indecomposable if and only if, up to isomorphism, it
has one of the following forms rIt (5.6), with r  t , rJt (5.7), with r < t , and Jt (5.8)
defined below, where r, t ∈ {0,1, . . . ,m, . . .}.
(b) The Auslander–Reiten valued quiver Γ (C-comod) ∼= Γ (repf (C Eˆ)) of the category
C-comod ∼= repf (C Eˆ) has two connected components X and Q shown in Fig. 1,
if s = 0, and has three connected components P , X and Q, if s  1 (presented in
Fig. 1A in case that (CQ,Cd)= B(s)∞ is oriented as in (5.9) below). The component P
is postprojective and Q is preinjective, see [1,4].
(c) HomC(Z,X) = 0, HomC(Z,P ) = 0 and HomC(Z,P ) = 0, for all X in X , P in P
and Z in Q. For every indecomposable X in X ∪P there exists an indecomposable Z
in Q such that HomC(X,Z)= radC(X,Z)= rad∞C (X,Z) = 0.
Proof. (a) The equivalence (5.3) is a consequence of Lemma 5.2. To prove the second part
of (a), we assume that X is an indecomposable left C-comodule. Since, by Theorem 4.14,
the coalgebra C is left pure semisimple then dimK X is finite and X has finite support, when
we view it via (5.3) as a representation X = (Xj ,ϕij ) of the K-species C Eˆ . In other words,
Xj = 0, for j sufficiently large, and therefore X = (Xj ,ϕij ) is a representation of a finite
K-subspecies N of C Eˆ . Since the valued quiver of N is a subquiver of (CQ,Cd) = B(s)∞ ,
then it is a Dynkin quiver of type Bm. Then [14] applies (see also the proof of Lemma 3.3)
and hence we infer that, the indecomposable C-comodule X is isomorphic to one of the
following rIt (5.6), with 1  r  t , rJt (5.7), with 0  r < t , and Jt (5.8), with t  0,
defined as follows.
Given two integers r and t such that 0 < r  t <∞, we set
rIt : 0 · · · 0 Gr id Gr+1 id · · · id Gt−1 id Gt 0 · · · (5.6)
where Gr =Gr+1 = · · · =Gt =G. Given t  0, we set
Jt :F
ϕ
G1
id
G2
id
G3
id · · · id Gt−1 id Gt 0 · · · (5.7)
where G1 = · · · = Gt = G. The G-linear map ϕ = ϕ0,1 :F ⊗F GG −→ G is the canonical
isomorphism, if s = 0, and the F -linear ϕ = ϕ1,0 :G∼=G⊗G GF → F is a fixed non-zero
F -linear map, if s  1. Finally, given two integers r and t such that 1  r  t + 1 < ∞,
we set
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ϕ′
G21
id · · · id G2r
ϕ′′
Gr+1
id · · · id Gt−1 id Gt 0 · · · (5.8)
where G1 = · · · = Gt = G. Let 1, a be a fixed F -basis of G. The G-linear map ϕ′ =
ϕ0,1 :G ⊗F GG ∼= G2 → G2 is the identity map, if s = 0, and F -linear map ϕ′ =
ϕ1,0 :G2 ⊗G GF ∼= G2 → G is given by (g1, g2) → g1 + g2, if s  1. The G-linear map
ϕ′′ = ϕr,r+1 :G⊕G → G = Gr+1 is given by (g1, g2) → g1 + a · g2, if there is an arrow
r → r + 1 in (CQ,Cd), and ϕ′′ = ϕr+1,r :G=Gr+1 →G⊕G is given by g → (g, a · g),
if there is an arrow r + 1 → r in (CQ,Cd).
It is easy to check that the comodules rIt , Jt , rJt are pairwise non-isomorphic,
EndC(rIt ) ∼= G, EndC(Jt ) ∼= F and EndC(rJt ) ∼= G, for all r and t , see [14]. It follows
that the comodules rIt , Jt and rJt are indecomposable. This finishes the proof of (a).
(b) First, we consider the case that s = 0. In view of (a), a simple calculation shows that
the indecomposable injective objects in the category repf (C Eˆ) form a chain
J0 ← 0J1 ← ·· · ← 0Jj ← 0Jj+1 ← ·· ·
of irreducible epimorphisms. By Lemma 5.2, the chain corresponds via (5.3) to the chain
E(0)←E(1)← ·· · ←E(j)←E(j + 1)← ·· ·
consisting of a complete list of the indecomposable injective comodules in C-comod
connected by irreducible epimorphisms. Hence we conclude that the connected compo-
nent of Γ (C-comod) ∼= Γ (repf (C Eˆ)) containing all the indecomposable injectives is
the preinjective component Q shown in Fig. 1. Moreover the remaining indecompos-
ables in C-comod ∼= repf (C Eˆ) form the connected component X , see Fig. 1. In this case
there is no non-zero projective comodule in C-comod, that is, there is no postprojective
(= preprojective) component P , see [1,4,40]. By looking at the homomorphisms between
indecomposable comodules we show that Irr(0J1,J0) ∼= FGG, Irr(0Jm, 0Jm−1, ) ∼= GGG,
for all m 1, and Irr(1Im, 0Im−1, )∼= FFF , for all m 1.
Now, starting from the simple comodule J0 and applying [40, Proposition 11.13], we
describe the component Q. Similarly, starting from the comodule 1I1 and applying [40,
Proposition 11.13], we describe the component X presented in Fig. 1. The details are left
to the reader. Hence we conclude that the Auslander–Reiten valued quiver Γ (C-comod)∼=
Γ (repf (C Eˆ)) has the form of Fig. 1.
Next, we consider the case that s  1. We suppose, for simplicity of the presentation,
that the valued quiver (CQ,Cd) has the following orientation
B
(s)∞ : 0 1
(1,2)
2 · · · s − 1 s s + 1 · · · . (5.9)
The proof of (b) in a general case is similar, and we leave it to the reader.
In view of (a), a simple calculation shows that the indecomposable injective objects in
the category repf (C Eˆ) form the diagram
Js → 1Is → ·· · → s−1Is → sIs ← sIs+1 ← sIs+2 ← sIs+3 ← ·· ·
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of irreducible epimorphisms. By Lemma 5.2, the diagram corresponds via (5.3) to the
diagram
E(0)→E(1)→ ·· · →E(s − 1)→E(s)←E(s + 1)←E(s + 2)←E(s + 3)← ·· ·
consisting of a complete list of the indecomposable injective comodules in C-comod con-
nected by irreducible epimorphisms. Hence we conclude that the connected component of
Γ (C-comod) ∼= Γ (repf (C Eˆ)) containing all the indecomposable injectives is the prein-
jective component Q shown in Fig. 1A.
Further, since s  1, then we conclude from the shape of the valued quiver (5.9) that
J0 is the unique simple projective representation in repf (C Eˆ) and that a complete list of
indecomposable projective representations in repf (C Eˆ) is the chain
J0 ↪→ 0J1 ↪→ ·· · ↪→ 0Js−2 ↪→ 0Js−1,
where the maps are irreducible monomorphisms. By Lemma 5.2 again, the chain corre-
sponds via (5.3) to the chain
P(0) ↪→ P(1) ↪→ ·· · ↪→ P(s − 2) ↪→ P(s − 1)
consisting of a complete list of the indecomposable projective comodules in C-comod
connected by irreducible monomorphisms. Hence we conclude that the connected compo-
nent of Γ (C-comod)∼= Γ (repf (C Eˆ)) containing all the indecomposable projectives is the
postprojective component P shown in Fig. 1A.
Finally, we observe that the indecomposables in C-comod ∼= repf (C Eˆ) lying outside
P ∪ Q form the connected component X , see Fig. 1A. Hence we conclude that the
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Auslander–Reiten valued quiver Γ (C- comod) ∼= Γ (repf (C Eˆ)) has the form of Fig. 1A.
The details are left to the reader.
Now we prove (c) in case that s  1. The Hom vanishing statements in (c) eas-
ily follow from the description of the indecomposable representation in the category
C-comod ∼= repf (C Eˆ) given in (a). In order to prove the remaining part of (c), assume
that X is an indecomposable representation in P ∪X . It follows from the description
given in (a) that there exists an indecomposable Z in Q such that HomC(X,Z) = 0. In
this case HomC(X,Z) = radC(X,Z), and since every indecomposable U in Q has an al-
most split sequence 0 → U ′′ → U ′ → U → 0 in C-comod, see Theorem 4.14(ii), then
we easily conclude that for any non-zero morphism f :X → Z there exists an infinite se-
quence · · · fm−−→ Zm fm−−→Zm−1 fm−1−−−→ · · · f1−→ Z0 f0−→ Z inQ and a morphism f ′m :X → Zm
such that f = f0f1 · · ·fm−1fmf ′m, for every m 0. It follows that f ∈ rad∞C (X,Z). This
finishes the proof of (c).
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and we take for X the indecomposable module rIt in X , see Fig. 1. Since there is a
monomorphism f : rIt → tJt+1, we set Z = tJt+1. By consulting Fig. 1, we easily see
that there exists an infinite sequence · · · fm+1−−−→ tJt+m+1 fm−−→ tJt+m fm−1−−−→ · · · f2−→ tJt+2 f1−→
Z = tJt+1 of proper epimorphisms in Q. If we take for f ′m :X → tJt+m+1 the canonical
embedding, then we get a factorisation f = f1f2 · · ·fm−1fmf ′m, for every m  0. Thus
f ∈ rad∞C (X,Z). 
Now we describe Γ (C-comod) in case (CQ,Cd)= C(s)∞ .
Proposition 5.10. Let K be a field. Assume that C is a hereditary K-coalgebra such that
(CQ,Cd) is the valued quiver
C
(s)∞ : 0
(2,1)
1 2 · · · s − 1 s s + 1 · · ·
where s  0 and i j means either i → j or i ← j . Let C Eˆ = (Fˆj , iEˆj )i,j0 be the
standard K-species (5.1) of C, with Fˆ0 = F ⊃ Fˆj = G, for j  1; j Eˆj+1 = GGG and
j+1Eˆj = 0, for j  s; 1Eˆ0 = GFF and 0Eˆ1 = 0, if s  1; and 0Eˆ1 = FFG and 1Eˆ0 = 0,
if s = 0. The remaining bimodules i Eˆj are defined as in (5.1′). Here F ⊇ G are division
rings that are finite dimensional over K with dimG F = 2.
(a) There is an equivalence of categories (5.3) and a left C-comodule, viewed as a repre-
sentation of the K-species C Eˆ , is indecomposable if and only if, up to isomorphism,
it has one of the following forms rI′t (5.11), with r  t , rJ′t (5.13), with r < t , and J′t
(5.12) defined below, where r, t ∈ {0,1, . . . ,m, . . .}.
(b) The Auslander–Reiten valued quiver Γ (C-comod) ∼= Γ (repf (C Eˆ)) of the category
C-comod ∼= repf (C Eˆ) has two connected components X and Q shown in Fig. 2, if
s = 0, and has three connected components X , P and Q, if s  1. The component P
is postprojective and Q is preinjective, see [1,4].
(c) HomC(Z,X) = 0, HomC(Z,P ) = 0 and HomC(Z,P ) = 0, for all X in X , P in P
and Z in Q. For every indecomposable X in X ∪P there exists an indecomposable Z
in Q such that HomC(X,Z)= radC(X,Z)= rad∞C (X,Z) = 0.
Proof. (a) The equivalence (5.3) is a consequence of Lemma 5.2. To prove the second part
of (a), we assume that X is an indecomposable left C-comodule. Since, by Theorem 4.14,
the coalgebra C is left pure semisimple then dimK X is finite and X has finite support, when
we view it via (5.3) as a representation X = (Xj ,ϕij ) of the K-species C Eˆ . In other words,
Xj = 0, for j sufficiently large, and therefore X = (Xj ,ϕij ) is a representation of a finite
K-subspecies N of C Eˆ . Since the valued quiver of N is a subquiver of (CQ,Cd) = C(s)∞ ,
then it is a Dynkin quiver of type Cm. Then [14] applies (see also the proof of Lemma 3.3)
and hence we infer that, the indecomposable C-comodule X is isomorphic to one of the
following rI′t (5.11), with 1 r  t , rJ′t (5.12), with 0 r < t , and J′t (5.13), with t  0,
defined as follows.
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rI
′
t : 0 · · · 0 Gr id Gr+1 id · · · id Gt−1 id Gt 0 · · · (5.11)
where Gr =Gr+1 = · · · =Gt =G. Given t  0, we set
J′t :F
ϕ
G1
id
G2
id
G3
id · · · id Gt−1 id Gt 0 · · · (5.12)
where G1 = · · · = Gt = G. The G-linear map ϕ = ϕ0,1 :F ⊗F FG → G is a fixed G-
linear map, if s = 0, and the F -linear ϕ = ϕ1,0 :F ∼= G ⊗G FF −→ F is the canonical
isomorphism, if s  1. Finally, given two integers r and t such that 1 r  t + 1 <∞, we
set
rJ
′
t :F
ϕ′
G21
id · · · id G2r
ϕ′′
Gr+1
id · · · id Gt−1 id Gt 0 · · · (5.13)
where G1 = · · · = Gt = G. Let 1, a be a G-basis of F . The G-linear map ϕ′ =
ϕ0,1 :F ⊗F FG  F → G2 is given by 1 → (1,0), a → (0,1), if s = 0, and F -linear map
ϕ′ = ϕ1,0 :G2 ⊗G FF  F 2 → F is given by (f1, f2) → f1 + a ·f2, if s  1. The G-linear
map ϕ′′ = ϕr,r+1 :G ⊕ G → G = Gr+1 is the addition (g1, g2) → g1 + g2, if there is an
arrow r → r + 1 in (CQ,Cd), and ϕ′′ = ϕr+1,r :G=Gr+1 →G⊕G is the diagonal map,
if there is an arrow r + 1 → r in (CQ,Cd).
It is easy to check that the comodules rI′t , J′t , and rJ′t are pairwise non-isomorphic and
EndC(rI′t ) ∼= G, EndC(J′t ) ∼= F , EndC(rJ′t ) ∼= G, for all r and t , see [14]. It follows that
the comodules rI′t , J′t and rJ′t are indecomposable. This finishes the proof of (a).
(b) First, we consider the case that s = 0. In view of (a), a simple calculation shows that
the indecomposable injective objects in the category repf (C Eˆ) form a chain
J′0 ← 0J′1 ← ·· · ← 0J′j ← 0J′j+1 ← ·· ·
of irreducible epimorphisms. By Lemma 5.2, the chain corresponds via (5.3) to the chain
E(0)←E(1)← ·· · ←E(j)←E(j + 1)← ·· ·
consisting of a complete list of the indecomposable injective comodules in C-comod
connected by irreducible epimorphisms. Hence we conclude that the connected compo-
nent of Γ (C-comod) ∼= Γ (repf (C Eˆ)) containing all the indecomposable injectives is
the preinjective component Q shown in Fig. 2. Moreover the remaining indecompos-
ables in C-comod ∼= repf (C Eˆ) form the connected component X , see Fig. 2. In this
case there is no non-zero projective comodule in C-comod, that is, there is no post-
projective component P . Hence we conclude that the Auslander–Reiten valued quiver
Γ (C-comod)∼= Γ (repf (C Eˆ)) has the form of Fig. 2. The details are left to the reader.
The statement (c) follows by applying the same type of arguments as in the proof of
Proposition 5.5(c). 
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Now we are able to complete [28, Corollary 3.10] as follows.
Corollary 5.14. Let K be a field and let C be a basic indecomposable left pure semisimple
hereditary K-coalgebra of infinite K-dimension. Let (CQ,Cd) be the left valued Gabriel
quiver of C.
(a) The number cC of connected components of the quiver Γ (C-comod) is at most 4.
(b) If (CQ,Cd)= A(0)∞ , then cC = 1. If (CQ,Cd)= A(s)∞ and s  1, then cC = 2.
(c) If (CQ,Cd)= ∞A(s)∞ then cC = 3, if CQ has no sink vertices, and cC = 4 if CQ has a
sink vertex.
(d) If (CQ,Cd) = D(s)∞ , then 2 cC  4. Moreover, cC = 4 if s = 1 and CQ has two sink
vertices, whereas cC = 2 if CQ has no sink vertices. In remaining cases cC = 3.
(e) If (CQ,Cd)= B(s)∞ or Q= C(s)∞ , then cC = 2, if s = 0, and cC = 3, if s  1.
Proof. It follows from Theorem 4.14 that the left valued Gabriel quiver (CQ,Cd) of C is
any of the infinite pure semisimple locally Dynkin quivers A(s)∞ , ∞A(s)∞ , B(s)∞ , C(s)∞ , D(s)∞ ,
presented in Table 2. Then (e) is a consequence of Propositions 5.5 and 5.10.
If (CQ,Cd) is one of the homogeneous quivers A(s)∞ , ∞A(s)∞ and D(s)∞ then, by
Lemma 5.2, that there are K-linear equivalences of categories C-comod ∼= repfF (Q) ∼=
FQ-comod, where F is the division K-algebra Fˆ0 = EndC S(0) in the standard species
C Eˆ (5.1) of C, Q= CQ is the left Gabriel quiver of C and FQ is the path F -coalgebra of
the quiver Q. Then the statements (b)–(d) are a consequence of [28, Corollary 3.10]. Since
(a) follows from (b)–(e), the proof is complete. 
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sumption in Corollary 5.14, the Auslander–Reiten quiver Γ (C-comod) of C-comod is
directed (see [1]) and has the disjoint union form
Γ (C-comod)=P ∪X ∪Q,
where
(a) P is either empty or consists of two simple projective C-comodules or is a finite post-
projective component,
(b) Q is an infinite preinjective component,
(c) X = X1 ∪ · · · ∪ Xr is a disjoint union of r infinite components X1, . . . ,Xr , where
1 r  2, and the following three conditions are satisfied:
(i) HomC(Q∪X ,P)= 0, HomC(Q,X )= 0 and HomC(Xj ,Xi )= 0, for i = j ,
(ii) HomC(Xj ,Q) = 0, for j  2, HomC(P,Xj ) = 0 and HomC(P,Q) = 0, pro-
vided that P is not empty, and
(iii) every non-zero homomorphism f :U → V between C-comodules U and V lying
in different components of Γ (C-comod) belongs to rad∞C .
We finish this section by a result that answers the question, when the category C-comod
has almost split sequences, compare with [8,9], [28, Theorem 3.1] and [45].
Corollary 5.16. Let K be a field and let C be a left pure semisimple basic indecomposable
hereditary K-coalgebra such that dimK C is infinite. The following four conditions are
equivalent.
(a) For every indecomposable non-injective comodule X in C-comod there exists an al-
most split sequence 0 →X → Y →Z → 0 in the category C-comod.
(b) The Auslander–Reiten quiver Γ (C-comod) of the category C-comod is connected.
(c) The infinite radical rad∞C of the category C-comod is zero.
(d) The left valued Gabriel quiver (CQ,Cd) of C is the quiver
A(0)∞ : 0 → 1 → ·· · → m → ·· · .
Proof. Assume that C is a basic indecomposable hereditary K-coalgebra which is left
pure semisimple and of infinite K-dimension. It follows from Theorem 4.14 that the left
valued Gabriel quiver (CQ,Cd) of C is any of the infinite pure semisimple locally Dynkin
quivers A(s)∞ , ∞A(s)∞ , B(s)∞ , C(s)∞ , D(s)∞ , presented in Table 2.
First, we consider the case that (CQ,Cd) is one of the homogeneous quivers A(s)∞ , ∞A(s)∞
and D(s)∞ . It follows from Lemma 5.2 and [41, Proposition 8.1(d)] that there are K-linear
equivalences of categories C- comod ∼= repfF (Q) ∼= FQ-comod, where F is the division
K-algebra Fˆ0 = EndC S(0) in the standard species C Eˆ (5.1) of C and, Q = CQ is the
left Gabriel quiver of C and FQ is the path F -coalgebra of the quiver Q. Since C is basic,
then according to [10], [39, p. 404], [41, Proposition 5.6], there is a coalgebra isomorphism
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this case.
It remains to show that if (CQ,Cd) is one of the non-homogeneous valued quivers B(s)∞
and C(s)∞ , then each of the statements (a)–(c) does not hold. The statements (b) and (c)
follow from the statements (b) and (c) of Propositions 5.5 and 5.10. Now we prove that (a)
does not hold. For this purpose, we recall from Propositions 5.5 and 5.10 that Γ (C-comod)
has at least two components X and Q presented in Figs. 1, 1A, and 2. Assume to the con-
trary, that for any indecomposable non-injective comodule X in X there exists an almost
split sequence 0 → X → Y → Z → 0 in the category C-comod. It follows that there is
an irreducible morphism X → Y ′, where Y ′ is an indecomposable direct summand of Y .
But this is impossible, if we take for X such a comodule in X that there is no irreducible
morphism starting from X, see Figs. 1, 1A, and 2. This finishes the proof. 
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