The function of many important biomolecules is related to their dynamic properties and their ability to switch between di erent conformations, which are understood as almost invariant or metastable subsets of the positional state space of the system. Recently, the present authors and their coworkers presented a novel algorithmic scheme for the direct numerical determination of such metastable subsets and the transition probability between them 24]. Although being di erent in most aspects, this method exploits the same basic idea as Dellnitz and Junge 5] in their approach to almost invariance in discrete dynamical systems: the almost invariant sets are computed via certain eigenvectors of the Markov operators associated with the dynamical behavior.
Introduction
The chemically interesting function of many important biomolecules, like proteins or enzymes, results from their dynamical properties, particularly from their ability to undergo so{called conformational transitions (cf. 27] ). In a conformation, the large scale geometric structure of the molecule is understood to be conserved, whereas on smaller scales, the system may as well rotate, oscillate or uctuate. Recently, Deuflhard et al. demonstrated that conformations can be understood as metastable or almost invariant sets of the Hamiltonian system governing the molecular dynamics 6]. Dellnitz and Junge demonstrated that such metastable or almost invariant sets of discrete dynamical systems with small random perturbations can be identi ed numerically via certain \dominant" eigenvectors of the Markov operator associated with the perturbed system 5].
By transferring this idea to statistical mechanics, Sch utte et al . 24] showed that the almost invariant sets of dynamical uctuations in statistical molecular ensembles can be determined via the \dominant" eigenvectors of a speci c class of Markov operators associated with discrete time continuous space Markov chains 24, 23] . It has been demonstrated that, even for larger biomolecules, the eigenvectors of interest can be computed e ciently and allow to identify the desired almost invariant sets 23, 7] . This allows for the rst time to identify dynamical conformations of molecular ensembles including their stability life spans and the rate of transitions between them 12].
Although being di erent in most algorithmic aspects, the two approaches are both based on the same three fundamental concepts rst introduced in 5]: (1) some set B is called almost invariant if it is almost certain (with respect to the invariant probability measure of the system) to nd the system in B initially and again after a discrete observation time step; (2) the presence of m almost invariant sets results in a cluster of m eigenvalues k (of a speci c Markov operator) with absolute value close to one, while the remaining part of the spectrum is contained in some disc with radius signi cantly smaller than one. The almost invariant sets can be determined via the eigenvectors corresponding to these eigenvalues k ; (3) these eigenvectors are computed via a Galerkin discretization of the Markov operator; the entries of the resulting discretization matrix are evaluated via appropriately chosen short{term trajectories of the (randomly perturbed) dynamical system under investigation.
In this contribution we consider (high{friction) Langevin models of molecular motion under the in uence of a heat bath and apply the rst two concepts mentioned above to this type of dynamics. In this case, the Markov operators that describe the dynamical uctuations, are given by the evolution semigroup of a Fokker{Planck equation associated with the Langevin equation. This will allow us to compute the dominant eigenvectors of these Markov operators via the Fokker{Planck operator generating the semigroup and, thus, entirely without any trajectory simulation. Moreover, we will show that this new approach leads exactly to the situation already discussed by Davies 3, 4] in the early 80's.
We will concentrate on the comparison of this approach with some related aspects on random perturbations of dynamical systems as originating from the work of Freidlin and Wentzell 9] . For example, we will discuss the relation between the rst exit time from some domain (Sec. 4) and its characterization as almost invariant in the above sense (Sec. 5). (2) describe the dynamics of the molecule. In the following we set M = Id for brevity. In most cases, the phase space is simply given by ? = R d . We will call R d the position space of the system.
Statistical Mechanics
Due to measurement uncertainties it is in principle impossible to determining the precise initial state|all the positions and momenta| of the entire molecule. Thus, when modelling physical reality, we are forced to propagate a collection of trajectories which \samples" the distribution of possible initial states. In this sense, we always have to simulate an ensemble of molecular systems which represents the distribution of possible initial states determined via the initial measurement. Then, every comparison of later measurements with simulation results will concern mean or expectation values and not any single system in the ensemble. Hence, we now consider an ensemble of systems described by a time dependent probability density f = f(x; t) in the phase space. Most experiments on molecular systems are performed under the equilibrium conditions of constant temperature, particle number, and volume. The corresponding stationary density is the canonical density associated with the 
where we normalize P and Q so that Z P(p)dp = Z Q(q)dq = 1:
3 Langevin Dynamics
The canonical ensemble cannot be simulated via time averages over long{ term simulations of the pure Hamiltonian dynamics (2) of any single molecular system from the ensemble, since for every single system the energy is conserved. In order to get the dynamical behavior of a typical system within the ensemble one has to remodel the equation of motion under the restriction that the canonical density is the unique invariant density of the remodelled dynamics.
One approach involves a thermal embedding of the molecular system into the dynamical description. Most commonly one assumes that the thermal embedding is due to a heat bath surrounding the molecule and that the in uence of the heat bath can be modelled by an additional random force acting on the molecular system. 
Every family of solution processes fQ q 0 t g t 0 of (7) for given initial positions q 0 constitutes a Markov process P t . The evolution of an ensemble of systems u(q; t) induced by (7) is determined by the Cauchy problem given by the well{known Fokker{Planck or Kolmogorov{forward equation:
with initial distribution u(q; t = 0) = f(q). Thus, the semigroup P t is generated by the Fokker{Planck operator A f , i.e., P t = exp(tA f ) and u(q; t) = P t f(q). The stationary density of the Fokker-Planck equation (8) is the canonical position density Q:
and, again under certain conditions on the potential, this is the unique normalized stationary density and the semigroup P t is asymptotically stable,
i.e., P t f ! Q for t ! 1 and for every normalized position densities f 2 L 1 ( ) 11, 15, 25] . In fact, in many situations the convergence P t f ! Q is even exponentially fast 2]. Due to this properties, the Langevin equation is the most prominent stochastic model for the heat{bath{driven relaxation of molecular ensembles to the canonical ensemble.
Metastability
The most popular example for the existence of almost invariant sets in the dynamical behavior of Smoluchowski processes is the double-well potential
with one{dimensional position space = R. Fig. 1 illustrates the typical dynamical behavior of the process which is connected to the existence of the two almost invariant sets B 1 = (?1; 0) and B 2 = (?1; 0).
For applications to complex systems, the main computational problem is the following: In most realistic applications, the almost invariant sets are unknown and it is impossible to e ciently determine them via analyzing the structure of the potential energy function. The algorithmic problem discussed herein is how to identify the most signi cant almost invariant sets in this situations. But even if we assumed that the almost invariant sets have already been determined, the question remains how to compute the rate of transitions between them. Before we explain how the \main computational problem" can be attacked (see Sec. 5), we summarize some results concerning the probability to leave the neighborhood of some local minimum of the potential energy function V , which is a almost invariant set whenever the noise amplitude is small enough.
Small Noise Asymptotics
Let us consider the behavior of the solution process of the Smoluchowski equation (7) for the case of small noise amplitudes = . Since the inverse temperature is then given by = 2 = , its limit corrresponds to the limit of zero temperature. Suppose that fQ q; t g t 0 denotes the corresponding family of Smoluchowski Markov processes started in q at time t = 0.
Let our potential V be twice continuously di erentiable, let q 0 2 be one of its local minima, and D some domain with su ciently smooth boundary @D containing q 0 in its interior but no other minimum of V (no other minimum in D @D). Without loss of generality we may assume that V (q 0 ) = 0.
Whenever is su ciently small, the invariant density Q of the process will be exponentially close to zero in D excluding a small neighborhood of q 0 , i.e., the system will be with overwhelming probability near q 0 and far from @D. Nevertheless It can be shown that the exit of the process happens with probability close to one near the point of minimal potential energy along @D. That is, suppose that q min is the unique point on the boundary @D with
Then, the following theorem holds: 
The condition hn(q); rV (q)i > 0 guarantees that the trajectories of the (unperturbed) dynamical system _ q + rV = 0 converge to the potential energy minimum at q 0 whenever started on @D. Thus, the condition excludes limit cycles of the dynamical system.
In addition to these results for the limit ! 0, full asymptotic expansions up to arbitrary orders in have been constructed, cf. Fleming and James 8].
If q min is not the unique minimum on @D, the exit takes place at all minima at @D, and the probability of exit near each minimum can be estimated (14) where V barrier is the same as in Thm 4.1, cf. 9, Thm. 7.4 in Chap. 6].
Identi cation of Almost Invariant Sets
We are herein only interested in considering transition probabilities which are suitable for an experimental determination. In most experiments on biomolecular systems, one has only access to an ensemble of molecules| in contrast to a single molecule|and can measure only at discrete points in time|in contrast to a permanent measurement. Therefore, we do not characterize the metastability of a subset B in terms of the mean exit time q from B but proceed in a di erent way.
Measurable Transition Probabilities
The typical (experimental) measurement process for any kind of transition probabilities is the following two{step experiment for given subsets B; C 
Thus, we may try to apply the basic algorithmic scheme explained in the introduction: Determine the almost invariant sets of the Smoluchowski dynamics in the canonical ensemble via the dominant eigenfunctions of the semigroup P t . Since P t is generated by the Fokker{Planck operator A f due to (8), we may reduce this problem to the eigenfunctions associated with the lowest eigenvalues of A f .
Transformation into a Schr odinger Problem
For convenience, we set = 1 and assume that the potential V is scaled appropriately. Thus, there is only one parameter ( ) left, since the inverse temperature is given by = 2= 2 .
Associated with the Smoluchowski equation (7) 
Using (16) Since all operators from above are conjugate to each other, we may investigate the spectrum of any one operator to get spectral information for the remaining two. In the following, we will concentrate on the Schr odinger operator.
For the Hamiltonian operator H de ned in (17) we have the following characterization of its spectrum in L 2 ( ): 
Decay of Transition Probabilities
The weighted scalar products allows to rewrite our de nition (15) Then, the transition probabilities may be computed due to:
w(B; C; t) = P 1 k=0 c k b k e ?t k P 1 k=0 jb k j 2 : (18) Half-Time Periods. According to our de nitions, the probability to stay within some set B is given by w(B; B; t). Due to (18) , this probability to stay within decays from its initial value w(B; B; 0) = 1 exponentially to the asymptotic value w 1 (B) = lim 
Almost Invariant Sets
We are interested in almost invariant sets of the stochastic motion, i.e., sets B for which the decay w(B; B; t) ! w 1 (B) is as slow as possible.
Let us rst consider the case where the second{lowest eigenvalue 1 is signi cantly close to 0 = 0 and well separated from the remaining part of the spectrum by a spectral gap, i.e., k 1 for all k > 1. Since for every subsets B with b 1 6 = 0 the decay is asymptotically governed by exp(? 1 t), the main di erence is connected to the magnitude of jb 1 j 2 = jh B ; 1 ij 2 . Since h p Q; 1 i = 0, the eigenvector 1 must take positive and negative values and the subset B , for which jb 1 j 2 is maximal, is given by the sign 
where the B j are the desired almost invariant sets (see 7] for details and Fig. 3 for illustration) . If (21) were an identity, the B j could be identi ed uniquely via the sign structure s : ! f+1; ?1; 0g m given by s(q) = (s k (q)) k=1;::: ;m ; s k (q) = sign (u k (q)) : Up to sets of measure zero, the B j would be the sets on which the sign structure s is constant (since the eigenvectors have to be orthogonal!). Since (21) holds only approximately, the algorithmic strategy is to identify the \core" sets of the B j via sign structures and assign the remaining positions to these cores in order to construct a decomposition of into almost invariant subsets. The details of this identi cation algorithm (including an error estimation scheme) can be found The corresponding behavior of the sign structure map s is indicated in 
Half{Time Periods versus Mean Exit Times
It is clear from the de nition, that the half{time period of the probability to stay in some set B as introduced above will in general be larger than the mean exit time from the B. We saw in Sec. A comparable formula for the second{lowest eigenvalue 1 of A f in L 2 Q ?1 ( ) seems to be not available in general. One knows that, asymptotically for = , the eigenvalue 1 = 1 ( ) scales like lim !0 2 log 1 ( ) = ; with some constant < 0, whose intrinsical dependency on the potential V seems to be unknown 13]. However, in speci c situations, the value of can be constructed: for example, the symmetry of double-well potential implies that = 2V barrier = 1 in this case. (The eigenvector corresponding to = 0 can be found in Fig. 4 ).
