In reservoir flood control operation, selection of criteria is an important part of the multi-criteria decision making (MCDM) procedure. This paper proposes a method to select criteria for MCDM of reservoir flood control operation based on the back-propagation (BP) neural network. According to the concept of ideal and anti-ideal points, we propose a method to generate training samples of the BP neural network via stochastic simulation. The topological structure of a three-layer BP neural network used for criteria selection is established. The relative importance of criteria is derived via the learned connection weights of a trained BP neural network, and its calculation method is proposed.
INTRODUCTION
Reservoir flood control operation is an important non-engineering measure in the flood management of river basins, which is complicated in nature because it involves many conflicting factors resulting from technical, environmental, social and political concerns (Chou & Wu ) . Reservoir flood control operation needs to simultaneously optimize several incommensurable and often conflicting objectives, such as flood control, water supply, hydropower generation, navigation, irrigation, ecology and so on. It is impractical or even impossible to obtain a single optimal solution that simultaneously optimizes all of these objectives due to the presence of multiple conflicting objectives (Cheng & Chau Numerous methods have been developed to solve MCDM problems since the 1960s. Hajkowicz & Collins () classified these methods into six categories: (1) multi-criteria value functions; (2) outranking approaches;
(3) distance to ideal point methods; (4) pairwise comparisons; (5) fuzzy set analysis; (6) tailored methods. In recent years, many researchers have also proposed new MCDM methods or improved the existing techniques, and applied them in the field of reservoir flood control operation (Cheng & does not refer to this subjective way of selection, but a comprehensive and quantitative examination of criteria. During the selection process, the criteria should be examined from two aspects. Firstly, each criterion has different contributions to the final MCDM results, namely, each criterion has inherently different degrees of importance. Some criteria may contribute more to the MCDM results, while some criteria may contribute less. Secondly, changes in the value of each criterion may lead to different responses of MCDM results, that is, the MCDM results have different sensitivity strength to each criterion. Before MCDM modeling, those criteria with a small importance degree and sensitivity strength can be regarded as redundant criteria and should not be selected, because they do not strongly influence the MCDM results. Although plenty of methods are available to solve an MCDM problem of reservoir flood control operation once it has been structured, little attention has been paid to help decision makers select criteria in the first place.
The back-propagation (BP) neural network is one kind of the most widely applied feedforward neural networks, in which a gradient descent algorithm is used for network training (Hassoun ) . The BP neural network is a distributed information processing system with the ability to store experiential knowledge obtained by network learning and make it available for future use (Parasuraman et al. ) . BP neural networks allow nonlinear mapping between inputs and outputs. Inputs are weighted and processed through nodes.
Networks are commonly trained using the error-back propagation algorithm by adjusting connection weights to minimize errors between network outputs and target outputs.
Therefore, information about the system is finally stored in connection weights. In this paper, we study the network's weights to assess the relative importance of inputs. This paper aims to propose a method to select criteria for MCDM of reservoir flood control operation based on the BP neural network. The novel aspects and main contributions of this study are as follows: (1) the method to generate training samples of the BP neural network is developed based on the concepts of ideal and anti-ideal points; (2) the topological structure of the BP neural network used for criteria selection is established; (3) definitions and calculation methods for the relative importance and relative contribution ratio of criteria are proposed; (4) the principle and threshold value of criteria selection are presented.
The rest of this paper is organized as follows. The 'Methodology' section consists of five subsections: (1) generating training samples of the BP neural network; (2) designing the topological structure of the BP neural network; (3) identifying the relative importance of criteria; (4) sensitivity analysis; (5) principle of criteria selection. The next section presents the results of a case study using the proposed methodology, followed by discussions and conclusions in the final section.
METHODOLOGY

Generating training samples of the BP neural network
The core of criteria selection is to enable BP neural networks to evaluate flood control operation alternatives as MCDM models, and this can be achieved through network training. The training process of the BP neural network aims to establish a nonlinear mapping between the input and output layer so that each input vector can produce output values that are as close as possible to the target output desired.
The concept of ideal and anti-ideal points has been widely employed to solve MCDM problems according to the principle that the best alternative should be the one as close as possible to the ideal alternative and as far as possible from the anti-ideal alternative. The so-called ideal and anti-ideal alternatives are not real alternatives which are physically meaningful, but suppositional alternatives used to characterize the upper and lower limit state of the alternative set (Hwang & Yoon ; Fu ) . In this paper, the ideal and anti-ideal alternatives are also defined for flood control operation, based on this, we propose a method for generating training samples by randomly sampling criteria values between ideal and anti-ideal alternatives in order to meet the accuracy requirement of network training. Criteria values of the training samples are chosen as the network inputs, and the closeness coefficient (Hwang & Yoon ) , which is usually used to rank alternatives, is selected as the comprehensive evaluation index, i.e., the network output. The following steps are involved:
1. Use flood control operation models to generate m mutually non-dominating alternatives, i.e.,
, where m and n represent the number of alternatives and criteria, respectively. (1) 
Determine the ideal alternative
3. Generate the input data of the BP neural network through stochastic simulation. Generate k random numbers following the uniform distribution u g ∼ U(0, 1), g ¼ 1, 2, …, k, the value of k can be determined according to the accuracy requirement of network training. For each simulation, a unique ug is used for all criteria. Randomly sample the criteria values between the ideal and anti-ideal alternatives by the following equation:
In addition, take the ideal and anti-ideal alternatives as two input data, then the input data of the BP neural network can be expressed as fx tj jt ¼ 1, 2, Á Á Á , p;
4. Calculate the Euclidean distances from each training sample to the ideal and anti-ideal alternatives, as given by:
5. Calculate the closeness coefficient ct by Equation (5).
The closeness coefficient ct ranges between 0 and 1, and reflects the relative distance from the tth training sample to the ideal and anti-ideal alternatives.
The larger the ct is, the tth training sample is closer to the ideal alternative and farther from the antiideal alternative, and then the better the tth training sample is.
6. In order to avoid the influence of dimension differences to the network training accuracy, the input data are scaled to the range of [0, 1] by the linear normalization approach (Shi ), expressed as follows:
where x tj and x Ã tj are the original and normalized input data, respectively; x j max and x j min are the maximum and minimum values within the original input data, respectively.
The normalized criteria values x Ã tj serve as the input data of the BP neural network, the closeness coefficient c t is selected as the network output, and the final training sample set can be expressed as
Designing the topological structure of the BP neural by Equation (7). The training process stops until the prescribed training times or the error tolerance is reached.
where z t and c t are actual and target output of the tth training sample, respectively.
Identifying the relative importance of criteria
The BP neural network is commonly trained by adjusting connection weights to minimize errors between network outputs and target outputs. Therefore, for a trained BP neural network, information about the system is finally stored in connection weights. In this section, we propose a method to identify the relative importance of criteria from a trained BP neural network via the learned connection weights.
As shown in Figure 1 , the input vector is expressed as
represents the actual output of the BP neural network. The jth input neuron and sth hidden neuron are connected with the connection weight w js . Similarly, w s is the connection weight between the sth hidden neuron and the output neuron. Parameters θ s and θ represent the bias of corresponding neurons in the hidden and output layer, respectively. The initial connection weights and biases are given randomly from the range (À1, 1). The inputs are transformed to output by the following equations:
where β s represents the inputs of the hidden layer; α is the inputs of the output layer; f(Á) is the sigmoid function, i.e.,
The importance degree of the jth criterion to the network output is derived by the partial derivative of actual output z to the jth component of the input vector X, shown as follows:
For a given input vector X, f(α) and f(β s ) in Equation (10) are constants. Comparing the importance degree of the jth criterion and ( j þ 1)th criterion:
It can be seen from Equation (11) that the connection weights directly decide the relative importance between criteria. Therefore, we define the relative importance of the jth criterion R j as follows:
Considering that the initial connection weights are given randomly before network training, the learned connection weights and the calculated R j always show slight differences during each training cycle. Consequently, the mean value of R j (denoted by R j ) is used to represent the relative importance of the jth criterion as follows:
where N is the total number of training times; R l j is the relative importance of the jth criterion during the lth training cycle.
The larger the value of R j , the more the jth criterion contributes to the MCDM results, making it inherently more important than the other criteria.
Sensitivity analysis
In this section, we used the closeness coefficient equation (1) Assume the original input vector is X ¼
For the value of the jth criterion (denoted as x j ), we set nine scenarios for changes in x j by adjusting x j via delta changes, i.e.,
(2) The corresponding new input vector is expressed as
Then, the closeness coefficient is recalculated (denoted as c) under each changing scenario.
(3) The relative changes of each criterion against the relative changes of the closeness coefficient are calculated and plotted as sensitivity curves.
In order to quantify the relative contribution ratio of each criterion, the absolute change of the closeness coefficient is expressed as Δc j ¼ c À c j jwhen Δx j ¼ þ20% (c is the original closeness coefficient). Then the relative change is expressed as:
The relative contribution ratio of the jth criterion is defined as:
The relative contribution ratio measures the relative influence of criteria changes to the closeness coefficient, namely, the relative sensitivity strength of MCDM results to each criterion. The larger the G j , the stronger the relative sensitivity of the jth criterion. Therefore, those criteria with large G j should be selected for MCDM modeling.
Principle of criteria selection
The relative importance and relative contribution ratio introduced above can reveal valuable information about the degree of importance and sensitivity strength of criteria, and provide necessary references for decision makers to select appropriate criteria for MCDM modeling. During the criteria selection process, each criterion needs to be examined in terms of the relative importance and relative contribution ratio, which may make decision makers feel perplexed to select criteria via subjective judgment due to the fact that some criteria may have a large relative importance but a small relative contribution ratio. Consequently, it is necessary to establish the principle and threshold value for criteria selection. Here we define the comprehensive index F j , which combines the relative importance and relative contribution ratio via a multiplying operator as follows:
where R j and G j are the relative importance and relative contribution ratio of the jth criterion, respectively. R j and G j range from 0 to 1, so the use of multiplying operator can make the comprehensive index easier to be discriminated.
The criteria with a large F j should be selected for MCDM modeling, while the criteria with a small F j should be deleted from the original criteria system. The priority of deleting criteria can be determined according to the value of F j , that is, the criteria with a smaller F j should be deleted earlier. Particularly, if the value of F j is smaller than the mean value of all criteria (denoted by F j ) over one order of magnitude, the relative importance and relative contribution ratio of this criterion are considered significantly smaller than the average level of all criteria and the criteria should be deleted from the original criteria system. In order to quantify the logical judgment process, the comprehensive discrimination index of the jth criterion is defined as:
The comprehensive discrimination index can reflect the difference between the order of magnitude of F j and F j . If P j > 0, the jth criterion's F j is larger than the average level;
if P j < 0, the jth criterion's F j is smaller than the average level; particularly, if P j À1, the jth criterion's F j is significantly smaller than the average level over one order of magnitude, and this criterion should be deleted from the original criteria system. Therefore, we choose P j À1 as the threshold value of criteria selection, this threshold value can avoid the influence of criteria selection on MCDM results, but it cannot guarantee the original criteria system to be simplified to the greatest extent. This paper tries to transform the criteria selection process from subjective judgment to quantitative calculation process, however, subjectivity is still unavoidable when choosing the appropriate threshold value of criteria selection. In real-world applications, we can determine the ultimate threshold value by decreasing the threshold value step by step until a change of MCDM results occur.
CASE STUDY
Overview of the Pubugou reservoir In this case study, we establish the original criteria system consisting of 10 criteria. This first criterion is the difference between the check flood water level and the highest water level (denoted as Z ch -Z max ), which is used to reflect the reservoir's own safety during flood control operation. The terminal water level is an important criterion used to balance flood control and hydropower generation, a large value of the terminal water level is beneficial to hydropower generation but will lead to future flood control risks, while a small value corresponds to a large flood control storage for future use but will result in a low productive head for hydropower generation. (). Due to the sediment problem, the flood control capability of the reservoir has been reduced to a great extent, thus in the flood control process, we should consider the sediment load (denoted as S l ) to expand the reservoir's life cycle. The Pubugou reservoir is also built for shipping, which requires the reservoir outflow to be as stable as possible. Therefore, we choose the standard deviation of outflows (denoted as Q sd ) as an initial criterion to measure the influence of different alternatives to shipping.
Among all of the 10 criteria, Z ch -Z max is a benefit criterion, and other criteria are cost criteria.
In previous studies (Cheng & formulated as follows:
where t and T are the time sequence and the number of time periods, Q out (t) is reservoir outflow, and Q e (t) represents the lateral inflow between the reservoir and Leshan city.
The constraints of the optimization operation model include water balance constraint, the highest water level constraint, terminal water level constraint, outflow limit constraint, and outflow variation limit constraint. These constraints are formulated below:
where V(t) represents the reservoir storage at time t, Δt is the time interval, Z(t) and Z m (t) denote the water level and the upper limit of water level at time t, respectively, Z e and Z id represent the terminal water level and ideal water level, respectively, and ∇Q m is the permissible outflow variation limit (500 m 3 /s).
An actual flood event is used as the input to the flood Table 1 .
Training the BP neural network
Based on the generated 10 alternatives, ideal and anti-ideal alternatives are determined using Equations (1) and (2).
The criteria values are randomly sampled and normalized between the ideal and anti-ideal alternatives by Equations According to the number of original criteria and Figure 1 , the architecture of the BP neural network is determined as BP (10: 11: 1). The main parameters of the Furthermore, the trained network shows a good forecasting performance, namely, the highly nonlinear mapping between the criteria values and the closeness coefficient has already been established.
Selection of criteria
Based on the trained network, the relative importance, relative contribution ratio and comprehensive discrimination index of each criterion are calculated through Equations (13), (15) and (17). Then, the initial criteria are selected according to the proposed threshold value, the results of criteria selection are listed in Table 3 . Furthermore, the sensitivity analysis is implemented, and the relative changes of the closeness coefficient against the relative changes of the criteria values are plotted as sensitivity curves in According to Table 3 , the ranking of the relative importance is determined as:
The ranking of the relative contribution ratio is:
Furthermore, the ranking of the comprehensive discrimination index is then determined as: Z ch -
It can be seen from Table 3 that the comprehensive Z e -Z id ) are smaller than À1, indicating that the relative importance and relative contribution ratio of these five criteria can be considered significantly smaller than the average level of all criteria over one order of magnitude.
According to the principle and threshold value of criteria selection, they should be deleted from the original criteria system. The comprehensive discrimination indices of the other five criteria (i.e., Z ch -Z max ; Q f ; Z f ; W ex ; Q max ) are greater than À1 and these criteria should be selected for further MCDM modeling.
Rationality analysis of criteria selection
According to 
DISCUSSION AND CONCLUSIONS
In reservoir flood control operation, candidate alternatives are ranked through MCDM approaches, and selecting criteria is the most important part of the MCDM process.
This paper proposed a method to select criteria for MCDM of reservoir flood control operation based on the BP neural network. The main conclusions are summarized as follows.
Based on the concepts of ideal and anti-ideal points, we proposed a method to generate training samples of the BP neural network via stochastic simulation. The topological structure of a three-layer BP neural network used for criteria selection was established. The relative importance of criteria was derived via the learned connection weights of a trained BP neural network, and its calculation method was proposed.
The sensitivity curve method was employed to conduct sensitivity analysis, and the relative contribution ratio was defined to quantify the relative sensitivity strength of each criterion.
The principle and threshold value of criteria selection were presented based on the comprehensive discrimination index defined by the combination of the relative importance and relative contribution ratio.
We applied the proposed methodology to a case study. The original criteria system consisting of 10 criteria was established. Then, the flood control optimization operation model based on the rule of maximum flood peak reduction was developed to generate 10 flood control operation alternatives. The results from the case study indicate that the method of generating training samples via stochastic simulation can guarantee a high accuracy of network training. The relative importance based on the learned connection weights can provide valuable information about the inherent contribution of each criterion to the MCDM results. This paper transforms the criteria selection process from subjective judgment to quantitative calculation process, and provides an effective tool for decision makers to select criteria before MCDM modeling of reservoir flood control operation.
It should be mentioned that the case study performed in the flood control system consists of a single reservoir and a single flood control section. However, compared with multireservoir systems, the original criteria system will be more complicated since more criteria are required to assess the performances of candidate alternatives, and the complexity will increase with the increasing number of reservoirs. Consequently, for large-scale multi-reservoir systems, the proposed methodology may have more effective applications to select appropriate criteria for MCDM modeling, which can further reduce the dimensionality of the original criteria system and simplify the MCDM modeling process.
