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POSITIVE SOLUTIONS TO SCHRO¨DINGER EQUATIONS AND
GEOMETRIC APPLICATIONS
OVIDIU MUNTEANU, FELIX SCHULZE AND JIAPING WANG
Abstract. A variant of Li-Tam theory, which associates to each end of a com-
plete Riemannian manifold a positive solution of a given Schro¨dinger equation
on the manifold, is developed. It is demonstrated that such positive solutions
must be of polynomial growth of fixed order under a suitable scaling invariant
Sobolev inequality. The results are then applied to study the number of ends
for shrinking gradient Ricci solitons and submanifolds of Euclidean space.
1. Introduction
Recall that a complete manifold (M, g) is a gradient shrinking Ricci soliton if
there exists a function f on M such that the Ricci curvature of M and the hessian
of f satisfy the equation
Ric + Hess(f) =
1
2
g.
As self-similar solutions to the Ricci flow, gradient shrinking Ricci solitons arise
naturally from singularity analysis of the Ricci flow. Indeed, according to [42, 33,
14], the blow-ups around a type-I singularity point always converge to nontrivial
gradient shrinking Ricci solitons. It is thus a central issue in the study of the
Ricci flow to understand and classify gradient shrinking Ricci solitons. While the
issue has been successfully resolved for dimension 2 and 3 (see [19, 37, 33, 35, 3]),
it remains open for dimension 4, though recent work [31, 32, 13] has shed some
light on it. Presently, there is very limited information available concerning general
gradient shrinking Ricci solitons in higher dimensions.
The potential f and the scalar curvature S are related through the following
equation [19].
(1.1) |∇f |2 + S = f.
By [7], S > 0 unless (M, g) is the Euclidean space. Moreover, according to [4, 18],
there exists a point x0 ∈M and a constant c (n) depending only on the dimension
such that
(1.2)
1
4
r2(x)− c(n)r(x) ≤ f(x) ≤ 1
4
r2(x) + c(n)r(x)
for all x ∈M, where r(x) = d(x0, x) is the distance from x0 to x.
Perelman’s entropy is given by
(1.3) µ(g) = ln
(
1
(4π)
n
2
ˆ
M
e−f
)
.
Since the volume of M grows polynomially by [4, 18], this is well defined in view of
(1.2).
1
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Assume that the scalar curvature of M satisfies
(1.4) sup
M
(S f) <∞.
For q ≥ 1, set
(1.5) α = lim sup
R→∞
R2
(
1
A(R)
ˆ
Σ(R)
(Sf)
q
) 1
q
,
where A(R) is the area of Σ(R) = {x ∈M, f(x) = R24 }.
We have the following result.
Theorem 1.1. Let (M, g) be a gradient shrinking Ricci soliton satisfying (1.4).
Then the number of ends of M is bounded from above by Γ(n, α, µ(g)), a constant
depending only on dimension n, µ(g) and α with q > n−12 . In the case M is asymp-
totically conical, the same conclusion holds with q = n−12 .
A gradient shrinking Ricci soliton M is called asymptotically conical if there
exists a closed Riemannian manifold (Σ, gΣ) and diffeomorphism
Φ : (R,∞)× Σ→M \ Ω
such that λ−2 ρ∗λ Φ
∗ g converges in C∞loc as λ→∞ to the cone metric dr2+ r2 gΣ on
[R,∞)×Σ, where Ω is a compact smooth domain of M. Clearly, an asymptotically
conical shrinking Ricci soliton must satisfy (1.4). The converse is known to be true
in dimension four [31].
Recall that an end of a complete manifold M with respect to a compact smooth
domain Ω ⊂ M is simply an unbounded component of M \ Ω. The number of
ends e(M) of M is the maximal number obtained over all such Ω. The novelty
of Theorem 1.1 is that only the scalar curvature integral information at infinity
is needed. Another feature is that the critical exponent for q in the theorem is
n−1
2 , not the commonly seen
n
2 in analysis. We emphasize that the estimate here is
explicit. An implicit estimate readily follows by assuming that the scalar curvature
of M is bounded. Indeed, as observed in [15], (1.1) and (1.2) imply that |∇f | ≥ 1
outside a compact subset of M and M must have finite topological type.
The proof of Theorem 1.1 relies on a variant of Li-Tam theory. In [25], to each
end E of M, they associate a harmonic function fE on M. The resulting harmonic
functions are linearly independent. So the question of bounding the number e(M)
is reduced to estimating the dimension of the space spanned by those functions.
The theory was successfully applied to show that e(M) is necessarily finite when
the Ricci curvature ofM is nonnegative outside a compact set. We shall refer to [24]
for more applications of this theory. Here, we develop a variant of their theory by
considering instead the Schro¨dinger operator L = ∆−σ with σ being a nonnegative
but not identically zero smooth function on M.
Theorem 1.2. Let (M, g) be a complete manifold and E1, E2, · · · , El the ends of M
with respect to a geodesic ball Bp(r0) of M with l ≥ 2. Then for each end Ei, there
exists a positive solution ui to the equation ∆ui = σui on M satisfying 0 < ui ≤ 1
on M\Ei and
sup
M
ui = lim sup
x→Ei(∞)
ui(x) > 1.
Moreover, the functions u1, · · · , ul are linearly independent.
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One nice feature here is that all the functions ui are positive, while in the case
of harmonic functions fE is positive if and only if M is nonparabolic, that is, it
admits a positive Green’s function. With this result in hand, we set out to bound
the dimension of the space F spanned by the functions u1, · · · , ul. The work of
[9, 11, 23] on the dimension of spaces of harmonic functions with polynomial growth
inspires us to consider the mean value property for positive subsolutions to L.More
precisely, assume that M admits a proper Lipschitz function ρ > 0 satisfying
(1.6)
1
2
≤ |∇ρ| ≤ 1 and ∆ρ ≤ m
ρ
,
in the weak sense for ρ ≥ R0, a sufficiently large constant and some constantm > 0.
Denote the sublevel and level sets of ρ by
D(r) = {x ∈M : ρ (x) < r}
Σ(r) = {x ∈M : ρ (x) = r} .
Definition 1.3. A manifold (M, g) has the mean value property (M) if there exist
constants A0 > 0 and ν > 1 such that for any 0 < θ ≤ 1 and R ≥ 4R0,
(1.7) sup
Σ(R)
u ≤ A0
θ2ν
1
V((1 + θ)R)
ˆ
D((1+θ)R)\D(R0)
u
holds true for any function u > 0 satisfying ∆u ≥ σu on D(2R)\D(R0).
With this definition at hand, we can now state our main estimate on positive
solutions to the Schro¨dinger equation Lu = 0. For q ≥ 1, define the quantity
(1.8) α = lim sup
R→∞
(
R2q
 
Σ(R)
σq
) 1
q
,
where  
Σ(R)
σq =
1
Area (Σ (R))
ˆ
Σ(R)
σq.
Theorem 1.4. Assume that (M, g) admits a proper function ρ satisfying (1.6) and
has the mean value property (M) . For a polynomially growing positive solution u of
∆u = σu on M\D (R0) , if α <∞ for some q > ν− 12 , then there exists a constant
Γ (m,A0, ν, α) > 0 such that
u ≤ Λ (ρΓ + 1) on M\D (R0) ,
where Λ > 0 is a constant depending on u. In the critical case q = ν − 12 , the
same conclusion holds true with Γ = Γ(m,A0, ν) provided that α ≤ α0(m,A0, ν), a
sufficiently small positive constant.
This result is reminiscent of Agmon type estimates in [1, 26, 27], where a positive
subsolution u to L is shown to decay at a certain rate if it does not grow too fast,
provided that a Poincare´ type inequality holds on M. Whether a positive solution
u to Lu = 0, under the assumptions in Theorem 1.4, is automatically of polynomial
growth is unclear at this point. But we do confirm this is the case under a pointwise
assumption on σ > 0 that
(1.9) sup
M
(
ρ2σ
)
<∞.
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If we let
Ld(M) =
{
v : ∆v = σv, |v| ≤ c ρd on M} ,
the space of polynomial growth solutions of degree at most d, then an argument
verbatim to [23] immediately gives the following estimate of the dimension.
Lemma 1.5. Assume that (M, g) admits a proper function ρ satisfying (1.6) and
has mean value property (M) . Then dimLd(M) ≤ Γ(m,A0, ν, d).
Summarizing, we have the following conclusion, where P is the space spanned
by all positive solutions to the equation ∆u = σu on M.
Theorem 1.6. Assume that (M, g) admits a proper function ρ satisfying (1.6)
and has mean value property (M) . Suppose that σ decays quadratically. Then
dimP ≤ Γ(m,A0, ν, α) provided that α <∞ for some q > ν− 12 . In the critical case
q = ν − 12 , the same conclusion holds for some Γ(m,A0, ν) when α ≤ α0(m,A0, ν),
a sufficiently small positive constant. Consequently, the number of ends e(M) of
M satisfies the same estimate as well.
It is well known that the mean value property (M) is implied by the following
scaling invariant Sobolev inequality via a Moser iteration argument with the number
ν determined by the Sobolev exponent µ through the equation
1
µ
+
1
ν
= 1.
Definition 1.7. (M, g) is said to satisfy the Sobolev inequality (S) if there exist
constants µ > 1 and A > 0 such that
(1.10)
( 
D(R)
φ2µ
) 1
µ
≤ AR2
 
D(R)
(
|∇φ|2 + σφ2
)
for φ ∈ C∞0 (D (R)) and R ≥ R0.
Consequently, Theorem 1.6 continues to hold if one replaces the mean value
property (M) by the Sobolev inequality (S). Note that for gradient shrinking Ricci
soliton M, by Li-Wang [28], the following Sobolev inequality holds.(ˆ
M
φ
2n
n−2
)n−2
n
≤ C (n) e− 2µ(g)n
ˆ
M
(
|∇φ|2 + Sφ2
)
for φ ∈ C∞0 (M) , where S is the scalar curvature of M and µ(g) is Perelman’s
entropy. For ρ = 2
√
f and σ = S, since Vol(D(r)) ≤ c(n) rn by [4, 18], it is easy to
see that M satisfies the Sobolev inequality (S) with constant A = A(n, µ(g)) and
Sobolev exponent µ = n
n−2 for n ≥ 3.
In attempting to apply the preceding result to Theorem 1.1, one finds that
ν = n2 and the critical value ν − 12 = n−12 . Clearly, this causes difficulty for the
asymptotically conical case as α may not be small. To overcome this difficulty, we
establish a version of Theorem 1.4 localized to an end.
For an end E of M, define
αE = lim sup
R→∞
(
R2q
A(R)
ˆ
∂E(R)
σq
) 1
q
,
where E(R) = E ∩D(R) and ∂E(R) = E ∩Σ(R).
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Proposition 1.8. Assume that (M, g) admits a proper function ρ satisfying (1.6)
and that the Sobolev inequality (S) holds. Suppose that σ decays quadratically along
E. Then there exists Γ (m,A, µ, αE) > 0 such that
u ≤ Λ (ρΓ + 1) on E
for positive solutions u to ∆u = σu on E, where Λ > 0 is a constant depending on
u, provided that αE < ∞ for some q > ν − 12 . In the case q = ν − 12 , the same
conclusion holds for some Γ(m,A, µ) > 0 when αE ≤ α0(m,A, µ), a sufficiently
small positive constant.
Corresponding to an end E, let uE be the positive solution of ∆uE = σuE on M
constructed in Theorem 1.2. Then 0 < uE ≤ 1 on M \ E. Proposition 1.8 implies
that such uE must be of polynomial growth on M with the given growth order.
With this in hand and in view of Lemma 1.5, for the case of critical q = ν − 12 , one
concludes that the number of ends with small αE is bounded. For an asymptotically
conical gradient shrinking Ricci soliton M, we manage to show that there are at
least k ends, k ≥ L2 , with small αE if the total number of ends L is large. Obviously,
Theorem 1.1 follows from these facts.
Sobolev inequalities are prevalent in geometry. Other than the aforementioned
one for gradient shrinking Ricci solitons, we have the well known Michael-Simon
inequality [2, 29] for submanifolds in the Euclidean space.
(1.11)
(ˆ
M
φ
n
n−1
)n−1
n
≤ C(n)
ˆ
M
(|∇φ|+ |H |φ)
for any φ ∈ C∞0 (M), where H is the mean curvature of M . In fact, this inequality
holds for submanifolds in Cartan-Hadamard manifolds as well [16]. These inequal-
ities are particularly useful in studying minimal submanifolds, i.e., α = 0. We refer
to [6, 34, 5, 38] and the references therein for some of the results.
For manifolds with Ricci curvature bounded from below by a constant −K,
K ≥ 0, according to [40], the Sobolev inequality (1.10) holds on any geodesic ball
B(x0, R) with constant A = e
c(n)(1+
√
KR) and σ = 1
R2
.
Finally, for a locally conformally flat manifold M, by [41], a suitable cover of
M can be mapped conformally into Sn and satisfies a similar Sobolev inequality of
gradient shrinking Ricci solitons.
For a comprehensive study of Sobolev inequalities on manifolds and their appli-
cations, we refer to [17, 39].
The paper is organized as follows. In Section 2 we present the proof of Theorem
1.2. We then turn to estimates of positive solutions to ∆u = σu in Section 3
and prove Theorem 1.4. The dimension estimate given in Lemma 1.5 is proved in
Section 4. Section 5 is devoted to proving the fact that the mean value property
(M) follows from the Sobolev inequality (S). Finally, we discuss various geometric
applications, including Theorem 1.1, in Section 6.
2. Ends and solutions to Schro¨dinger equations
In this section we prove Theorem 1.2. The standing assumption in this section
is that M is complete and that σ is a nonnegative, but not identically zero, smooth
function on M.
We first recall an interior gradient estimate for positive solution u of ∆u = σu
established by Cheng and Yau (see Theorem 6 in [8]).
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Lemma 2.1. Suppose u > 0 is a solution to ∆u = σu on geodesic ball Bp(2r)
centered at point p ∈M of radius 2r. Then
|∇ lnu| ≤ C(r) on Bp(r),
where C(r) is a constant depending on r, σ and the Ricci curvature lower bound of
M on Bp(2r).
In particular, the lemma implies that on any compact subset K of Bp(2r), the
Harnack inequality u(x) ≤ C(K)u(y) holds for x, y ∈ K with a constant C(K)
independent of u.
We now construct nontrivial solutions of the equation ∆u = σu when M has
more than one end. In contrast to [25], there is no need to distinguish the two cases
of M being parabolic or nonparabolic.
Theorem 2.2. Let (M, g) be a complete manifold and E1, E2, · · · , El the ends of
M with respect to the geodesic ball Bp(r0) with l ≥ 2. Then for each end Ei, there
exists a positive solution ui to the equation ∆ui = σui on M satisfying 0 < ui ≤ 1
on M\Ei and
sup
M
ui = lim sup
x→Ei(∞)
ui (x) > 1.
Moreover, the functions u1, · · · , ul are linearly independent.
Proof. We first construct the functions ui. To ease notation, let E = Ei and F =
Fi =M\Ei. As l ≥ 2, F must be unbounded. For R ≥ r0, denote E(R) = E∩Bp(R)
and F (R) = F∩Bp(R). Let vR : Bp(R)→ R be the solution of the Dirichlet problem
∆vR = σvR in Bp(R)
vR = 0 on ∂F (R)
vR = 1 on ∂E(R).
Since σ ≥ 0 on M, by the strong maximum principle, it follows that 0 < vR < 1 in
Bp(R). We now normalize vR by setting
uR = CR vR,
where
CR =
(
max
Bp(r0)
vR
)−1
> 1.
Then uR is a solution of
∆uR = σuR in Bp(R)
uR = 0 on ∂F (R)
uR = CR on ∂E(R).
In addition,
(2.1) max
Bp(r0)
uR = 1.
Hence, by Lemma 2.1 and the remark following it, we conclude from (2.1) that for
any fixed r > 0,
sup
Bp(r)
uR ≤ C (r)
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and
sup
Bp(r)
|∇uR| ≤ C(r),
where C (r) is a constant independent of R. It is now easy to see that a subsequence
of uR converges to a solution u > 0 of ∆u = σu on M. Note that u can not be a
constant function as σ is not identically 0.
Since uR = 0 on ∂F (R), the strong maximum principle implies that sup∂E(r) uR
is strictly increasing in r and sup∂F (r) uR decreasing in r. Therefore, the same holds
true for function u. In particular, by the fact that
(2.2) max
Bp(r0)
u = 1,
one concludes that 0 < u ≤ 1 on F =M\E and
sup
M
u = lim sup
x→E(∞)
u (x) > 1.
This finishes our construction of function ui.
We now turn to prove that the functions u1, · · · , ul are linearly independent.
Assume that
(2.3)
l∑
j=1
ajuj = 0
for some constants aj ∈ R. For an arbitrary but fixed j, if uj is unbounded on Ej ,
then clearly aj = 0 as ui is bounded on Ej for all i 6= j.
So we may assume from here on that each uj is bounded on Ej . Let
Sj = sup
Ej
uj > 1.
Then there exists a sequence xj,k ∈ Ej such that
(2.4) lim
k→∞
(Sj − uj) (xj,k) = 0.
Note that Sj−uj > 0 onM. In particular, there exists a constant Cj > 0 satisfying
Sj − uj > 1Cj on Bp(r0). We now claim that for i 6= j,
(2.5) ui ≤ Cj (Sj − uj)
on Ej .
Indeed, recall from the construction that ui is the limit of a subsequence of ui,R
satisfying
∆ui,R = σui,R in Bp(R)
ui,R = 0 on ∂Fi(R)
ui,R = Ci,R on ∂Ei(R),
where Fi =M\Ei, together with
max
Bp(r0)
ui,R = 1.
Now the function
wi,R = ui,R − Cj (Sj − uj)
satisfies ∆wi,R ≥ 0 on Fi(R) \Fi(r0) as σ ≥ 0. Also, wi,R < 0 on ∂Fi(R)∪ ∂Fi(r0).
By the maximum principle, wi,R < 0 on Fi(R)\Fi (r0) . After taking limit, one
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concludes that ui ≤ Cj (Sj − uj) on Fi\Fi (r0) . Since i 6= j and Ej ⊂ Fi\Fi (r0) ,
the claim follows.
By (2.4) and (2.5) it follows that
lim
k→∞
ui (xj,k) =
{
0
Sj
if i 6= j
if i = j.
Plugging this into (2.3), one infers that aj = 0. But j is arbitrary. This proves that
u1, · · · , ul are linearly independent. 
3. Growth estimates
Our focus in this section is on growth rate estimates for positive solutions to
∆u = σu.We fix a large enough positive constant R0 and assume that the manifold
M admits a proper function ρ satisfying
(3.1)
1
2
≤ |∇ρ| ≤ 1 and ∆ρ ≤ m
ρ
in the weak sense for ρ ≥ R0, where m is a positive constant. Denote the sublevel
and level set of ρ by
D(r) = {x ∈M : ρ (x) < r} and Σ(r) = {x ∈M : ρ(x) = r}
respectively. They are compact as ρ is proper.
Definition 3.1. A manifold (M, g) has the mean value property (M) if there exist
constants A0 > 0 and ν > 1 such that for any 0 < θ ≤ 1 and R ≥ 4R0,
(3.2) sup
Σ(R)
u ≤ A0
θ2ν
1
V((1 + θ)R)
ˆ
D((1+θ)R)\D(R0)
u
holds true for any function u > 0 satisfying ∆u ≥ σu on D(2R)\D(R0).
We begin with a simple observation. Integrating by parts, one immediately sees
that for any C1 function w and r ≥ R0,ˆ
D(r)
w∆ρ+
ˆ
D(r)
〈∇w,∇ρ〉 =
ˆ
Σ(r)
w
∂ρ
∂η
where η is the unit normal vector to Σ(r) given by η = ∇ρ|∇ρ| . Taking a derivative in
r of this identity yields the following formula:
(3.3)
d
dr
ˆ
Σ(r)
w |∇ρ| =
ˆ
Σ(r)
〈∇w,∇ρ〉
|∇ρ| +
ˆ
Σ(r)
w∆ρ
|∇ρ| .
The following lemma provides volume and area estimates.
Lemma 3.2. Let A(r) be the area of Σ(r) and V (r) the volume of D(r). Then
A(r) ≤ c(m)
r
V(r),
V((1 + θ)r) ≤ (1 + θ)c(m)V(r),
V(r) ≤ rγ(m)
for all r ≥ R0 and 0 < θ ≤ 1, where c(m) and γ(m) depend only on m.
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Proof. By the co-area formula, there exists r2 < t < r such that
V(r) ≥ Vol
(
D(r)\D
( r
2
))
(3.4)
=
r
2
ˆ
Σ(t)
1
|∇ρ| .
From (3.1) we have
∆ρ ≤ 4m
ρ
|∇ρ|2
for all r ≥ R0. Hence, applying (3.3) with w = 1 implies
d
dr
ˆ
Σ(r)
|∇ρ| =
ˆ
Σ(r)
∆ρ
|∇ρ|
≤ 4m
r
ˆ
Σ(r)
|∇ρ| .
Integrating in r we conclude thatˆ
Σ(r)
|∇ρ| ≤
(r
t
)4m ˆ
Σ(t)
|∇ρ|
≤
(r
t
)4m ˆ
Σ(t)
1
|∇ρ| .
Together with (3.4), this implies
(3.5)
ˆ
Σ(r)
|∇ρ| ≤ c(m)
r
V (r) .
Now the area estimate follows from (3.1).
Note that (3.5) and (3.1) also imply
V′ (r) ≤ c(m)
r
V(r).
Integrating in r we obtain
(3.6) V(R) ≤
(
R
r
)c(m)
V(r)
for all R0 < r < R. Clearly, it gives both the volume doubling property and growth
estimate. This proves the result. 
The next lemma is our starting point for establishing growth estimates for posi-
tive solutions to ∆u = σu.
Lemma 3.3. A positive solution u of ∆u = σu on D(R)\D(R0) satisfies
d
dr
(
1
r4m
ˆ
Σ(r)
u |∇ρ|
)
≤ 1
r4m
ˆ
D(r)\D(r0)
σu+
1
r4m
ˆ
Σ(r0)
〈∇u,∇ρ〉
|∇ρ|
for all R ≥ r ≥ r0 ≥ R0.
Proof. Applying (3.3) to w = u and taking into account that
ˆ
Σ(r)
〈∇u,∇ρ〉
|∇ρ| =
ˆ
D(r)\D(r0)
∆u +
ˆ
Σ(r0)
〈∇u,∇ρ〉
|∇ρ| ,
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we obtain
(3.7)
d
dr
ˆ
Σ(r)
u |∇ρ| =
ˆ
D(r)\D(r0)
σu+
ˆ
Σ(r)
u
∆ρ
|∇ρ| +
ˆ
Σ(r0)
〈∇u,∇ρ〉
|∇ρ| .
By (3.1) we have thatˆ
Σ(r)
u
∆ρ
|∇ρ| ≤
m
r
ˆ
Σ(r)
u
|∇ρ| ≤
4m
r
ˆ
Σ(r)
u |∇ρ|
for r ≥ r0 ≥ R0. Plugging this into (3.7) implies
d
dr
ˆ
Σ(r)
u |∇ρ| ≤
ˆ
D(r)\D(r0)
σu +
4m
r
ˆ
Σ(r)
u |∇ρ|+
ˆ
Σ(r0)
〈∇u,∇ρ〉
|∇ρ| .
This proves the result. 
We now prove a preliminary growth estimate by imposing a pointwise quadratic
decay assumption on σ of the form
(3.8) σ ≤ Υ
ρ2
on M\D(r0),
where r0 ≥ 4R0 and Υ > 0 is a constant.
Proposition 3.4. Assume that (M, g) admits a proper function ρ satisfying (3.1)
and has the mean value property (M) . If σ decays quadratically as in (3.8), then
there exists a constant C = C(m,Υ) > 0 such that
u ≤ (ρ+ 1)C sup
D(r0)
u on D
(
R
2
)
for any positive solution of ∆u = σu on D (R) with R ≥ r0.
Proof. The result is obvious if R ≤ 2r0. Hence, we may assume from now on that
R > 2r0. By Lemma 2.1, it follows that there exists C(r0) > 0 such that
(3.9)
∣∣∣∣∣
ˆ
Σ(r0)
〈∇u,∇ρ〉
|∇ρ|
∣∣∣∣∣ ≤ C(r0) supΣ(r0)u
with the constant C(r0) independent of u.
By normalizing u if necessary, we may assume that
(3.10) sup
D(r0)
u = 1.
So we get
(3.11)
∣∣∣∣∣
ˆ
Σ(r0)
〈∇u,∇ρ〉
|∇ρ|
∣∣∣∣∣ ≤ C(r0).
By Lemma 3.3 and (3.1) we have that
d
dr
(
1
r4m
ˆ
Σ(r)
u |∇ρ|
)
≤ 1
r4m
ˆ
D(r)\D(r0)
σu +
1
r4m
ˆ
Σ(r0)
〈∇u,∇ρ〉
|∇ρ|
≤ 4
r4m
ˆ
D(r)\D(r0)
σu |∇ρ|2 + 1
r4m
ˆ
Σ(r0)
〈∇u,∇ρ〉
|∇ρ|
(3.12)
for all r ∈ [r0, R].
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Combining (3.12), (3.11) and (3.8), we conclude
(3.13)
d
dr
(
1
r4m
ˆ
Σ(r)
u |∇ρ|
)
≤ 4Υ
r4m
ˆ
D(r)\D(r0)
u
|∇ρ|2
ρ2
+
C(r0)
r4m
for all r ∈ [r0, R] . If we set
(3.14) ω (r) =
ˆ
D(r)\D(r0)
u
|∇ρ|2
ρ2
,
then the co-area formula gives
ω′ (r) =
1
r2
ˆ
Σ(r)
u |∇ρ| .
So (3.13) becomes
d
dr
(
1
r4m−2
ω′ (r)
)
≤ 4Υ
r4m
ω (r) +
C(r0)
r4m
or
(3.15) r2ω′′ (r)− (4m− 2) rω′ (r)− 4Υω (r) ≤ C(r0)
for all r ∈ [r0, R] . Direct calculation then implies that the function
(3.16) ξ (r) = raω(r)
satisfies
(3.17) rξ′′ (r) − (2a+ 4m− 2) ξ′ (r) ≤ C (r0) ra−1
for all r ∈ [r0, R] , where
(3.18) a =
√
(4m− 1)2 + 16Υ− (4m− 1)
2
.
Rewriting (3.17) into
d
dr
(
ξ′ (r)
r2a+4m−2
)
≤ C(r0)
ra+4m
and integrating from r0 to r, we get
(3.19) ξ′ (r) ≤
(
r
r0
)2a+4m−2
ξ′(r0) + C(r0)r2a+4m−2
for all r ∈ [r0, R] .
According to (3.16) and (3.14) we have
ξ′(r0) = ra−20
ˆ
Σ(r0)
u |∇ρ| .
Hence, by (3.10),
ξ′(r0) ≤ C(r0)ra0 .
Plugging into (3.19) we conclude that
ξ′(r) ≤ C(r0)r2a+4m−2
for all r ∈ [r0, R] . After integrating from r0 to r, this immediately leads to
ω(r) ≤ C(r0)ra+4m−1.
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In view of (3.14) and (3.18), we haveˆ
D(r)
u ≤ C(r0)rC(m,Υ)
for all r ∈ [r0, R] . Finally, the mean value property implies that
sup
Σ( 12 r)
u ≤ C(A, µ, r0)rC(m,Υ)
for all r ∈ [2r0, R] . This proves the result. 
We remark that the assumption of σ being of quadratic decay is optimal in the
sense that any slower decay will render the result to fail. Indeed, on Euclidean space,
the function u(x) = exp (rǫ(x)) satisfies the equation ∆u = σu with σ decaying of
order 2− 2ǫ.
Our main result of this section is that the order of polynomial growth of u in
fact only depends on an integral quantity of the function σ provided that u is a
priori of polynomial growth, namely,
|u| ≤ ρC on M\D(R0)
for some constant C > 0.
In the following, we denote
α = lim sup
R→∞
(
R2q
 
Σ(R)
σq
) 1
q
with q ≥ 1 to be specified.
Theorem 3.5. Assume that (M, g) admits a proper function ρ satisfying (3.1) and
has the mean value property (M) . For a positive function u of polynomial growth,
satisfying ∆u = σu on M\D (R0), if α <∞ for some q > ν − 12 , then there exists
a constant Γ(m,A0, ν, α) > 0 such that
u ≤ Λ (ρΓ + 1) on M\D(R0),
where Λ > 0 is a constant depending on u. The same estimate for u holds true
in the case q = ν − 12 with Γ = Γ(m,A0, ν) provided that α ≤ α0 (m,A0, ν) , a
sufficiently small positive constant.
Proof. By the Ho¨lder inequality, α is increasing in q. So we may restrict our atten-
tion to those q that
0 ≤ ε < 1
2
,
where
(3.20) ε =
2q + 1− 2ν
q
.
To treat both cases q > ν − 12 and q = ν − 12 at the same time, we let
(3.21) α¯ = min {α, 1} and α˜ = max {α, 1} .
Note that α = α¯ α˜. In the following,
(3.22) C0 = C0 (m,A0, ν, α˜) > 1
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is a fixed large constant, depending only on m,A0, ν and α˜, to be specified later.
In view of the definition of α, there exists r0 ≥ 4R0 such thatˆ
Σ(r)
σq
|∇ρ| ≤ 3α
qr−2qA(r)
for all r ≥ r0. From Lemma 3.2 it follows that
(3.23)
ˆ
Σ(r)
σq
|∇ρ| ≤ c (m)α
qr−2q−1V(r),
for all r ≥ r0.
Denote
(3.24) χ(r) =
ˆ
D(r)\D(R0)
u
|∇ρ|2
ρ4m
.
We claim that χ satisfies the following inequality.
(3.25) r4mχ′′(r) ≤ C0α¯
θ
2ν
q
ˆ r
r0
χ
1
q ((1 + θ)t)(χ′(t))1−
1
q t4m−2−
1
q dt+ Λ0
for all r ≥ r0 and 0 < θ ≤ 1, where
(3.26) Λ0 =
ˆ
Σ(r0)
(u+ |∇u|) .
We first prove (3.25) for q > 1. By the co-area formula,
(3.27) χ′(r) =
1
r4m
ˆ
Σ(r)
u |∇ρ| .
Hence, using Lemma 3.3, we have
χ′′(r) =
d
dr
(
1
r4m
ˆ
Σ(r)
u |∇ρ|
)
≤ 1
r4m
ˆ
D(r)\D(r0)
σu+
1
r4m
ˆ
Σ(r0)
〈∇u,∇ρ〉
|∇ρ| .
(3.28)
The first term can be estimated by the co-area formula and Ho¨lder inequality as
ˆ
D(r)\D(r0)
σu =
ˆ r
r0
(ˆ
Σ(t)
σu
|∇ρ|
)
dt
≤
ˆ r
r0
(ˆ
Σ(t)
σq
|∇ρ|
) 1
q
(ˆ
Σ(t)
up
|∇ρ|
) 1
p
dt,
(3.29)
where
1
p
+
1
q
= 1.
Invoking (3.23) we conclude
(3.30)
ˆ
D(r)\D(r0)
σu ≤ c(m)α
ˆ r
r0
(ˆ
Σ(t)
up
|∇ρ|
) 1
p
V(t)
1
q
t2+
1
q
dt.
14 OVIDIU MUNTEANU, FELIX SCHULZE AND JIAPING WANG
On the other hand, the mean value property (3.2) implies
sup
Σ(t)
u ≤ A0
θ2ν
1
V((1 + θ)t)
ˆ
D((1+θ)t)\D(R0)
u
≤ 4A0
θ2ν
((1 + θ) t)
4m
V(t)
ˆ
D((1+θ)t)\D(R0)
u
|∇ρ|2
ρ4m
≤ c(m)A0
θ2ν
t4m
V(t)
χ((1 + θ)t)
(3.31)
for all t ≥ r0. Therefore,(ˆ
Σ(t)
up
|∇ρ|
) 1
p
≤
(
sup
Σ(t)
u
) 1
q
(ˆ
Σ(t)
u
|∇ρ|
) 1
p
≤ c(m)A
1
q
0
θ
2ν
q
t
4m
q
V(t)
1
q
χ
1
q ((1 + θ)t)
(ˆ
Σ(t)
u
|∇ρ|
) 1
p
≤ c(m)A
1
q
0
θ
2ν
q
t4m
V (t)
1
q
χ
1
q ((1 + θ)t) (χ′ (t))
1
p ,
where in the last line we have used (3.27).
Plugging this into (3.30) we conclude that
(3.32)
ˆ
D(r)\D(r0)
σu ≤ C0α¯
θ
2ν
q
ˆ r
r0
χ
1
q ((1 + θ)t) (χ′(t))
1
p t4m−2−
1
q dt,
where C0 = c(m)A
1
q
0 α˜ for some c(m) depending only on m.
By (3.28) and (3.32) it follows that
χ′′(r) ≤ C0α¯
θ
2ν
q r4m
ˆ r
r0
χ
1
q ((1 + θ)t) (χ′ (t))
1
p t4m−2−
1
q dt
+
1
r4m
ˆ
Σ(r0)
〈∇u,∇ρ〉
|∇ρ| .
In view of (3.26), this can be rewritten into
r4mχ′′(r) ≤ C0α¯
θ
2ν
q
ˆ r
r0
χ
1
q ((1 + θ)t) (χ′ (t))1−
1
q t4m−2−
1
q dt+ Λ0.
Hence, (3.25) holds for any q > 1.
To extend the result to q = 1, we simply let q → 1 in (3.25) and note that both
sides are continuous as functions of q.
In conclusion, we have
(3.33) r4mχ′′(r) ≤ C0α¯
θ
2ν
q
ˆ r
r0
χ
1
q ((1 + θ)t) (χ′ (t))1−
1
q t4m−2−
1
q dt+ Λ0
for all r ≥ r0 and 0 < θ ≤ 1.
Since u is assumed to be of polynomial growth, there exist constants b¯ > 0 and
Λ¯ > 0 such that
u ≤ Λ¯ρb¯ on M\D(r0).
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Together with Lemma 3.2 we get
χ′(r) =
1
r4m
ˆ
Σ(r)
u |∇ρ| ≤ c(m)Λ¯ rb¯+γ(m).
Therefore, for r ≥ r0,
(3.34) χ′(r) ≤ Λrb
for some constants b > 0 and Λ > 0.
Obviously, the constant b in (3.34) can be chosen in such a way that (3.34) no
longer holds with b replaced by b − 1 for whatever constant Λ. Also, the constant
Λ can be arranged to satisfy that Λ ≥ Λ0 and
(3.35) Λ ≥
ˆ
D(r0)\D(R0)
(u + |∇u|).
For ε in (3.20) and C0 = C0 (m,A0, ν, α˜) from (3.33) we assume by contradiction
that
(3.36) min
{
bε
α¯
, b
}
> (100C0)
2
.
We now prove by induction on k ≥ 0 that
(3.37) χ′(r) ≤ Λ
(( α¯
bε
) k
2
rb + rb−1
)
for all r ≥ r0.
Clearly, (3.37) holds for k = 0 in view of (3.34). We assume it is true for k and
prove it for k + 1. Integrating (3.37) we obtain that
χ(r) ≤ Λ
ˆ r
r0
(( α¯
bε
) k
2
tb + tb−1
)
dt+ χ(r0)
≤ Λ
b
(( α¯
bε
) k
2
rb+1 + rb
)
+ Λ,
where the last line follows from (3.35). Since
Λ ≤ Λ
b
rb,
this implies
χ(r) ≤ 2Λ
b
(( α¯
bε
)k
2
rb+1 + rb
)
for all r ≥ r0. Therefore,
(3.38) χ((1 + θ)r) ≤ 2Λ
b
(1 + θ)b+1
(( α¯
bε
) k
2
rb+1 + rb
)
for all r ≥ r0 and 0 < θ ≤ 1.
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By (3.37) and (3.38) we getˆ r
r0
χ
1
q ((1 + θ)t) (χ′(t))1−
1
q t4m−2−
1
q dt
≤ 2Λ
b
1
q
(1 + θ)
b+1
q
ˆ r
r0
(( α¯
bε
)k
2
tb + tb−1
)
t4m−2dt
≤ 2Λ
b1+
1
q
(1 + θ)
b+1
q
(( α¯
bε
)k
2
rb+4m−1 + rb+4m−2
)
.
Plugging into (3.33), we arrive at
χ′′(r) ≤ 2ΛC0α¯
θ
2ν
q b1+
1
q
(1 + θ)
b+1
q
(( α¯
bε
) k
2
rb−1 + rb−2
)
+
Λ0
r4m
for all r ≥ r0. Integrating in r then yields
(3.39) χ′(r) ≤ 3ΛC0α¯
θ
2ν
q b2+
1
q
(1 + θ)
b+1
q
(( α¯
bε
)k
2
rb + rb−1
)
+
1
2
Λ0 + χ
′ (r0)
for all r ≥ r0 and 0 < θ ≤ 1. Note that by (3.26)
χ′(r0) =
1
r4m0
ˆ
Σ(r0)
u |∇ρ| ≤ 1
2
Λ0.
Setting θ = 1
b
in (3.39) and using (3.20), we obtain that
χ′(r) ≤ 4eC0 α¯
bε
Λ
(( α¯
bε
) k
2
rb + rb−1
)
+ Λ0.
In view of (3.36),
4eC0
α¯
bε
≤ 1
2
( α¯
bε
) 1
2
.
Hence, the preceding inequality becomes
χ′(r) ≤ 1
2
Λ
(( α¯
bε
)k+1
2
rb + rb−1
)
+ Λ0.
However,
Λ0 ≤ Λ ≤ 1
2
Λrb−1
for r ≥ r0. In conclusion,
χ′(r) ≤ Λ
(( α¯
bε
)k+1
2
rb + rb−1
)
for all r ≥ r0.
This completes the induction step and (3.37) holds for all k ≥ 0. We have thus
established that
(3.40) χ′(r) ≤ Λ
(( α¯
bε
) k
2
rb + rb−1
)
for all k ≥ 0 and all r ≥ r0.
By (3.36) we have α¯
bε
< 1. Hence, by letting k →∞ in (3.40) one sees that
χ′(r) ≤ Λrb−1
for all r ≥ r0. This clearly contradicts with the choice of b.
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In conclusion, we must have
(3.41) min
{
bε
α¯
, b
}
≤ (100C0)2
for some constant C0 = C0(m,A0, ν, α˜).
Let us consider first the case q > ν − 12 or ε > 0. It is easy to see from (3.41)
that
b ≤ (100C0)
2
ε .
Therefore, ˆ
Σ(r)
u
|∇ρ| ≤ Λr
Γǫ−1
for all r ≥ r0, where
Γε = (100C0)
2
ε + 4m+ 1.
Integrating in r and applying the mean value inequality (3.2), we get
(3.42) u ≤ Λ˜ρΓǫ on M\D(r0),
where Λ˜ = 2
ΓεΛ
V(R0)
.
Assume now that q = ν − 12 or ε = 0. Then (3.41) implies
(3.43) min
{
1
α¯
, b
}
≤ (100C0)2 .
So if α < α0 with
1
α0
= (100C0)
2
,
then
1
α¯
=
1
α
> (100C0)
2
and (3.43) implies that
b ≤ (100C0)2 .
As above, we conclude that
(3.44) u ≤ Λ˜ρΓ on M\D(r0)
for some Γ(m,A0, ν), where Λ˜ =
2ΓΛ
V(R0)
.
By (3.42) and (3.44), the theorem is proved. 
Combining Proposition 3.4 with Theorem 3.5, we have the following corollary
concerning positive solutions u to ∆u = σu on M \D(R0).
Corollary 3.6. Assume that (M, g) admits a proper function ρ satisfying (3.1)
and has the mean value property (M) . Suppose that σ decays quadratically. Then
there exists Γ(m,A0, ν, α) > 0 such that
u ≤ Λ (ρΓ + 1) on M\D(R0),
where Λ > 0 is a constant depending on u, provided that α <∞ for some q > ν− 12 .
In the case q = ν − 12 , the same conclusion holds for some Γ(m,A0, ν) > 0 when
α ≤ α0(m,A0, ν), a sufficiently small positive constant.
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4. Dimension Estimate
In this section, we establish a dimension estimate for the space P spanned by all
positive solutions to the equation ∆u = σu on M. We continue to assume that M
admits a proper function ρ satisfying (3.1) and has the mean value property (M) .
Our argument closely follows that in [23].
Define
Ld(M) =
{
v : ∆v = σv, |v| ≤ c ρd on M} ,
the space of polynomial growth solutions of degree at most d.
Lemma 4.1. Assume that (M, g) admits a proper function ρ satisfying (3.1) and
has the mean value property (M) . Then dimLd(M) ≤ Γ(m,A0, ν, d).
Proof. Let Wl be any l-dimensional subspace of Ld(M), where l > 1. For R > 0,
define inner product
AR(u, v) =
ˆ
D(R)
u v
for u, v ∈ Wl. We claim that there exists R > R0 large enough so that for
{u1, · · · , ul}, an orthonormal basis of Wl with respect to A2R,
(4.1)
l∑
i=1
ˆ
D(R)
u2i ≥
l
Γ¯
,
where Γ¯ = 2γ(m)+2d+1 with γ(m) being the same constant from Lemma 3.2.
Indeed, assume by contradiction that (4.1) fails for all R > R0. To simplify
notation, for R2 > R1, we denote by
trAR2AR1 =
l∑
i=1
ˆ
D(R1)
v2i
for orthonormal basis {v1, · · · , vl} with respect to AR2 . Since (4.1) fails for all
R > R0, we have that
1
Γ¯
>
trA2RAR
l
≥ (detA2RAR)
1
l ,
where the last estimate follows from the arithmetic-geometric mean inequality. In
other words,
(4.2) detA2RAR ≤
1
Γ¯l
for all R ≥ R0. Iterating (4.2) and using that
(detATAR) (detARAS) = detATAS ,
we get
detA
2jR
AR ≤ 1
Γ¯lj
.
Equivalently,
(4.3) detARA2jR ≥ Γ¯lj
for all j > 0 and R ≥ R0.
On the other hand, Lemma 3.2 implies that V(2jR) ≤ (2jR)γ(m). Together with
the fact that u ∈ Wl is of polynomial growth of order at most d, we conclude
detARA2jR ≤ Λ2l(2jR)(γ(m)+2 d)l.
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As Γ¯ > 2γ(m)+2 d, this contradicts (4.3) after letting j →∞. This proves (4.1).
For x ∈ D(R) we note that there exists a subspace Wx of Wl, of codimension at
most one, such that u(x) = 0 for all u ∈ Wx. So one may choose an orthonormal
basis in Wl with u2, · · · , ul ∈ Wx. By the mean value property (M) we get
l∑
i=1
u2i (x) = u
2
1(x)
≤ C(A, µ)
V(2R)
ˆ
D(2R)
u21
=
C(A, µ)
V(2R)
.
We have thus proved that
l∑
i=1
u2i (x) ≤
C(A, µ)
V(2R)
for x ∈ D(R). Together with (4.1) we get
l
Γ¯
≤
l∑
i=1
ˆ
D(R)
u2i (x)
≤ C(A, µ)
V(2R)
V(R).
Therefore,
l ≤ C(A, µ)Γ¯.
Since this holds true for any l-dimensional subspaceWl of Ld(M), we conclude that
dimLd(M) ≤ C(A, µ)Γ¯
as well. This proves the result. 
Summarizing, we have the following theorem. Recall P is the space spanned by
all positive solutions to the equation ∆u = σu.
Theorem 4.2. Assume that (M, g) admits a proper function ρ satisfying (3.1)
and has the mean value property (M) . Suppose that σ decays quadratically. Then
dimP ≤ Γ(m,A0, ν, α) provided that α < ∞ for some q > ν − 12 . In the case
q = ν − 12 , the same conclusion holds for some Γ(m,A0, ν) when α ≤ α0(m,A0, ν),
a sufficiently small positive constant. Consequently, the number of ends e(M) of
M satisfies the same estimate as well.
Proof. According to Theorem 2.2, the number of ends e(M) is at most the dimen-
sion of P . However, Corollary 3.6 implies that P ⊂ Ld(M) with d = Γ(m,A0, ν, α)
in the case q > ν − 12 and d = Γ(m,A0, ν) in the case q = ν − 12 , respectively.
The conclusion on the dimension estimate of P then follows from Lemma 4.1. This
proves the theorem. 
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5. Sobolev inequality
In this section, we show that a scaling invariant Sobolev inequality implies the
mean value property (M), a classical fact proven by a well-known Moser iteration
argument. For the sake of completeness, we will spell out the details below. We
continue to assume that M admits a proper Lipschitz function ρ > 0 satisfying
(1.6), namely,
(5.1)
1
2
≤ |∇ρ| ≤ 1 and ∆ρ ≤ m
ρ
in the weak sense for ρ ≥ R0. The sublevel and level sets of ρ are denoted by
D (r) = {x ∈M : ρ(x) < r}
Σ (r) = {x ∈M : ρ(x) = r} ,
respectively, and their volume and area by
V(r) = Vol(D(r))
A(r) = Area(Σ(r)).
Recall that (M, g) satisfies the Sobolev inequality (S) if there exist constants
µ > 1 and A > 0 such that
(5.2)
( 
D(R)
φ2µ
) 1
µ
≤ AR2
 
D(R)
(
|∇φ|2 + σφ2
)
for φ ∈ C∞0 (D(R)) and R ≥ R0. Here and in the following, 
Ω
u =
1
Vol(Ω)
ˆ
Ω
u
for a compact subset Ω ⊂ M and an integrable function u on Ω. We denote ν to
be the number determined by
1
µ
+
1
ν
= 1.
Proposition 5.1. Assume that (M, g) admits a proper function ρ satisfying (5.1)
and that the Sobolev inequality (S) holds. Then there exists a constant C(A, µ) > 0
such that
sup
Σ(R)
u ≤ C(A, µ)
θ2νV(2R)
ˆ
D((1+θ)R)\D(R4 )
u
for any 0 < θ ≤ 1 and a positive subsolution u of ∆u ≥ σu on D(2R)\D(R0) with
R ≥ 4R0. In particular, M has the mean value property (M).
Proof. The proof is by Moser iteration and can be found in Chapter 19 of [24]. We
may assume 0 < θ < 18 . For a function φ with compact support in D(2R) and a
positive integer k ≥ 1, applying the Sobolev inequality (5.2) to φuk, we get
(5.3)
(ˆ
D(2R)
(
ukφ
)2µ) 1µ ≤ 4AR2
V(2R)
1
ν
ˆ
D(2R)
(∣∣∇ (ukφ)∣∣2 + σu2kφ2) ,
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where 1
ν
= 1 − 1
µ
. Integrating by parts and using ∆u ≥ σu, we compute the first
term of the right side asˆ
D(2R)
∣∣∇ (ukφ)∣∣2 = k2 ˆ
D(2R)
|∇u|2 u2k−2φ2 +
ˆ
D(2R)
|∇φ|2 u2k
+
1
2
ˆ
D(2R)
〈∇u2k,∇φ2〉
= −k (k − 1)
ˆ
D(2R)
|∇u|2 u2k−2φ2 − k
ˆ
D(2R)
(∆u)u2k−1φ2
+
ˆ
D(2R)
|∇φ|2 u2k
≤ −
ˆ
D(2R)
σu2kφ2 +
ˆ
D(2R)
|∇φ|2 u2k.
Plugging into (5.3) we conclude
(5.4)
( ˆ
D(2R)
(
ukφ
)2µ) 1µ ≤ 4AR2
V(2R)
1
ν
ˆ
D(2R)
u2k |∇φ|2 .
For fixed constants T1, T2, δ1 and δ2 with
R
2 < T1 < T2 <
3R
2 and 0 < δ1, δ2 <
1
4R,
let
φ(x) =

1 on D(T2)\D(T1)
1
δ2
(T2 + δ2 − ρ(x)) on D(T2 + δ2)\D(T2)
1
δ1
(ρ(x) − T1 + δ1) on D(T1)\D(T1 − δ1)
0 otherwise.
Plugging into (5.4) we get
(5.5) ‖u‖2kµ,T1,T2 ≤
(
4AR2
V (2R)
1
ν min{δ1, δ2}2
) 1
2k
‖u‖2k,T1−δ1,T2+δ2 ,
where
‖u‖a,T1,T2 =
(ˆ
D(T2)\D(T1)
ua
) 1
a
.
We now iterate the inequality. Fix 3R8 < R1 < R2 <
5
4R and 0 < ǫ1, ǫ2 <
1
8 . For
each integer i ≥ 0, set
ki = µ
i
δ1,i =
ǫ1R1
2i+1
, δ2,i =
ǫ2R2
2i+1
T1,i = (1− ǫ1)R1 +
i∑
j=0
δ1,j , T2,i = (1 + ǫ2)R2 −
i∑
j=0
δ2,j .
Applying (5.5) with k = kj , δ1 = δ1,j , δ2 = δ2,j and T1 = T1,j and T2 = T2,j , and
iterating from j = 0 to j = i, one obtains
‖u‖2µi+1,T1,i,T2,i ≤
i∏
j=0
(
4AR2
V(2R)
1
ν min{δ1,j, δ2,j}2
) 1
2µj
‖u‖2,(1−ǫ1)R1,(1+ǫ2)R2 .
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Letting i→∞ yields
‖u‖∞,R1,R2 ≤
(
C(µ)A
V(2R)
1
ν min{ǫ1, ǫ2}2
) ν
2
‖u‖2,(1−ǫ1)R1,(1+ǫ2)R2
for 3R8 < R1 < R2 <
5
4R and 0 < ǫ1, ǫ2 <
1
8 .
So we have
‖u‖∞,R1,R2 ≤
C (A, µ)
V (2R)
1
2 min {ǫ1, ǫ2}ν
‖u‖2,(1−ǫ1)R1,(1+ǫ2)R2
≤ C (A, µ)
V (2R)
1
2 min {ǫ1, ǫ2}ν
‖u‖
1
2
∞,(1−ǫ1)R1,(1+ǫ2)R2 ‖u‖
1
2
1,(1−ǫ1)R1,(1+ǫ2)R2 .
(5.6)
Applying (5.6) for each i with
R1 = R1,i =
R
2
− θR
2
i∑
j=1
1
2j
, ǫ1 = ǫ1,i = 1− R1,i+1
R1,i
R2 = R2,i = R+ θR
i∑
j=1
1
2j
, ǫ2 = ǫ2,i =
R2,i+1
R2,i
− 1
and iterating, we conclude that
‖u‖∞,R2 ,R ≤
C(A, µ)
V(2R)θ2ν
‖u‖1,(1−θ)R2 ,(1+θ)R .
This proves the result. 
We note that only |∇ρ| ≤ 1 on M \D(R0) from (5.1) was used in the proof of
Proposition 5.1. The following corollary is immediate.
Corollary 5.2. Assume that (M, g) admits a proper function ρ satisfying (5.1)
and that the Sobolev inequality (S) holds. Then there exists C(A, µ) > 0 such that
sup
D(R)
u ≤ C (A, µ)
θ2ν
 
D((1+θ)R)
u
for any 0 < θ ≤ 1 and positive subsolution u of ∆u ≥ σu on D(2R) with R ≥ R0.
By combining Proposition 5.1 with Theorem 4.2, we have the following result.
Theorem 5.3. Assume that (M, g) admits a proper function ρ satisfying (5.1) and
that the Sobolev inequality (S) holds. Suppose that σ decays quadratically. Then
dimP ≤ Γ(m,A, ν, α) provided that α <∞ for some q > ν− 12 . In the case q = ν− 12 ,
the same conclusion holds for some Γ(m,A, ν) when α ≤ α0(m,A, ν), a sufficiently
small positive constant. Consequently, the number of ends e(M) of M satisfies the
same estimate as well.
We also remark that Proposition 5.1 can be localized to an end E ofM as follows.
For r ≥ R0, we denote
E(r) = E ∩D(r),
∂E(r) = E ∩ Σ(r).
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Corollary 5.4. Assume that (M, g) admits a proper function ρ satisfying (5.1)
and that the Sobolev inequality (S) holds. Then there exists a constant C(A, µ) > 0
such that
sup
∂E(R)
u ≤ C(A, µ)
θ2νV(2R)
ˆ
E((1+θ)R)\E(R4 )
u
for any 0 < θ ≤ 1 and positive subsolution u of ∆u ≥ σu on E(2R)\E(R0) with
R ≥ 4R0.
Proof. In the proof of Proposition 5.1 one may choose the cut-off φ with support
in the end E as follows.
φ(x) =

1 on E(T2)\D(T1)
1
δ2
(T2 + δ2 − ρ(x)) on E(T2 + δ2)\D(T2)
1
δ1
(ρ(x) − T1 + δ1) on E(T1)\D(T1 − δ1)
0 otherwise.
with R2 < T1 < T2 <
3R
2 and 0 < δ1, δ2 <
1
4R. The rest of the proof is verbatim. 
It is perhaps worth pointing out that the normalization in Corollary 5.4 is by
the volume of D(2R), not of its intersection with E. We now apply this localized
version to improve Corollary 3.6.
For an end E of M, define
(5.7) αE = lim sup
R→∞
(
R2q
A(R)
ˆ
∂E(R)
σq
) 1
q
.
Corollary 5.5. Assume that (M, g) admits a proper function ρ satisfying (5.1)
and that the Sobolev inequality (S) holds. Suppose that σ decays quadratically along
E. Then there exists Γ(m,A, ν, αE) > 0 such that
u ≤ Λ (ρΓ + 1) on E
for any positive solution u to ∆u = σu on E, where Λ > 0 is a constant depending
on u, provided that αE < ∞ for some q > ν − 12 . In the case q = ν − 12 , the same
conclusion holds for some Γ(m,A, ν) > 0 when αE ≤ α0(m,A, ν), a sufficiently
small positive constant.
Proof. First, Lemma 3.3 can be localized to the end E to yield
d
dr
(
1
r4m
ˆ
∂E(r)
uE |∇ρ|
)
≤ 1
r4m
ˆ
E(r)\E(r0)
σuE +
1
r4m
ˆ
∂E(r0)
〈∇uE ,∇ρ〉
|∇ρ|
for any r0 ≥ R0. Using the fact that σ decays quadratically along E, one con-
cludes that u is of polynomial growth along E by adopting the same argument as
Proposition 3.4.
Recall by Corollary 5.4 that
(5.8) sup
∂E(R)
uE ≤ C(A, µ)
θ2ν
1
V(2R)
ˆ
E((1+θ)R)\E(R0)
uE
for R > 4R0 and 0 < θ ≤ 1. Following the proof of (3.25) we obtain that the
function
χE(r) =
ˆ
E(r)\E(R0)
uE
|∇ρ|2
ρ4m
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satisfies the following inequality:
r4mχ′′E(r) ≤
C0α¯E
θ
2ν
q
ˆ r
r0
χE((1 + θ)t)
1
q (χ′E(t))
1− 1
q t4m−2−
1
q dt+ Λ0
for r ≥ r0 and 0 < θ ≤ 1, where
Λ0 =
ˆ
∂E(r0)
(uE + |∇uE |)
and α¯E = min {αE , 1} , with the constant C0 depending only on m,A, µ and αE .
Using an induction argument as in Theorem 3.5, we arrive atˆ
∂E(r)
uE ≤ ΛrC(m,A,µ,αE)
for r ≥ r0. Integrating in r and using (5.8), we conclude
u ≤ Λ˜ (ρΓǫ + 1)
on end E. This proves the result. 
Corresponding to an end E, let uE be the positive solution of ∆uE = σuE on
M constructed in Theorem 2.2. Then 0 < uE ≤ 1 on M \ E. In particular, under
the assumptions of Corollary 5.5, uE must be of polynomial growth on M with the
given growth order.
6. Geometric applications
In this section, we discuss some applications of Theorem 5.3 and Corollary 5.5.
We begin with gradient shrinking Ricci solitons and prove Theorem 1.1.
6.1. Shrinking Ricci solitons. Recall that a complete manifold (M, g) is a gra-
dient shrinking Ricci soliton if there exists a function f on M such that the Ricci
curvature of M and the hessian of f satisfy
Ric + Hess(f) =
1
2
g.
The potential f and the curvatures are related through the following equations.
∆f + S =
n
2
|∇f |2 + S = f
Ric (∇f) = 1
2
∇S ,
(6.1)
where S is the scalar curvature of (M, g) . By [7], S > 0 unless M is the Euclidean
space.
According to [4, 18], there exists a point x0 ∈M and a constant c(n) depending
only on the dimension such that
(6.2)
1
4
r2(x)− c(n)r(x) ≤ f(x) ≤ 1
4
r2(x) + c(n)r(x)
for all x ∈M, where r(x) = d(x0, x) is the distance from x0 to x.
Perelman’s entropy is given by
(6.3) µ(g) = ln
(
1
(4π)
n
2
ˆ
M
e−f
)
.
POSITIVE SOLUTIONS AND APPLICATIONS 25
Since V(D(r)) ≤ c(n)rn by [4, 18], this is well defined in view of (6.2).
Let
ρ = 2
√
f.
Assume that the scalar curvature of M satisfies
(6.4) sup
M
(S f) <∞ .
For q ≥ 1, set
(6.5) α = lim sup
R→∞
(  
Σ(R)
(Sf)
q
) 1
q
.
We have the following result.
Theorem 6.1. Let (M, g) be a gradient shrinking Ricci soliton satisfying (6.4).
Then the number of ends of M is bounded from above by Γ(n, α, µ(g)), a constant
depending only on dimension n, µ(g) and α with q > n−12 .
Proof. According to (6.2), the function ρ = 2
√
f satisfies
(6.6) r − c(n) ≤ ρ ≤ r + c(n) .
Moreover, (6.1) and (6.4) imply that
(6.7) 1− c
r4 + 1
≤ |∇ρ| ≤ 1 on M
and
∆ρ =
n− 1
ρ
− 2S
ρ
(
1− 2
ρ2
)
≤ n− 1
ρ
(6.8)
on M\D(R0) for sufficiently large R0. Hence, we conclude that (5.1) holds with
m = n− 1.
We now claim that Theorem 5.3 is applicable here with σ = S. Indeed, by Li-
Wang [28], the following Sobolev inequality holds.(ˆ
M
φ
2n
n−2
)n−2
n
≤ C(n)e− 2µ(g)n
ˆ
M
(
|∇φ|2 + Sφ2
)
for φ ∈ C∞0 (M). Using the fact that V(D(r)) ≤ c(n)rn for r ≥ R0, one concludes(  
D(R)
φ
2n
n−2
)n−2
n
≤ C(n, µ(g))R2
 
D(R)
(
|∇φ|2 + Sφ2
)
.
Therefore, (M, g) satisfies the Sobolev inequality (S) with A = C(n, µ(g)) and
µ = n
n−2 . The result follows from Theorem 5.3. 
A gradient shrinking Ricci soliton M is called asymptotically conical if there
exists a complete Riemannian manifold (Σ, gΣ) and a diffeomorphism
Φ : (R,∞)× Σ→M \ Ω
such that λ−2 ρ∗λΦ
∗ g converges in C∞loc as λ → ∞ to the cone metric dr2 + r2 gΣ
on [R,∞)× Σ, where Ω is a compact smooth domain of M .
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Clearly, an asymptotically conical shrinking Ricci soliton must satisfy (6.4). The
converse is known to be true in dimension four [31]. For asymptotically conical
shrinking Ricci solitons Theorem 6.1 can be improved to include the case q = n−12 .
Theorem 6.2. Let (M, g) be an asymptotically conical shrinking Ricci soliton.
Then the number of ends of M is bounded from above by a constant Γ(n, α, µ(g))
for any q ≥ n−12 .
Proof. In view of Theorem 6.1 it suffices to consider q = n−12 for n ≥ 4. We may
assume that M is not the Euclidean space as otherwise the result is trivial. By
(6.5), there exists r0 > 0 large enough such that
(6.9)
ˆ
Σ(r)
S
n−1
2 ≤ 2αn−12 A(r)
rn−1
for all r ≥ r0.
Assume that the number of ends ofM is is given by L, satisfying L ≥ Γ(n, α, µ(g))
for some Γ(n, α, µ(g)) to be specified below. Then (6.9) implies that
(6.10)
L∑
i=1
ˆ
∂Ei(r)
S
n−1
2 ≤ 2αn−12 A(r)
rn−1
for all r ≥ r0 by arranging r0 to be large enough. Here, as before, ∂Ei(r) =
Ei ∩ Σ(r).
In view of [10], the limit
lim
r→∞
1
A(r)
ˆ
∂Ei(r)
(
ρ2S
)n−1
2
exists and is positive as M is assumed to be asymptotically conical and nonflat.
Hence, by further increasing r0 if necessary, we may assume that
(6.11)
1
A(r)
ˆ
∂Ei(r)
(
ρ2S
)n−1
2 ≤ 2
A(r0)
ˆ
∂Ei(r0)
(
ρ2S
)n−1
2
for all r ≥ r0 and i = 1, 2, · · · , L.
We may relabel the indices if necessary to arrange thatˆ
∂Ei(r0)
S
n−1
2
is increasing in i = 1, 2, · · · , L. Obviously, from (6.10), we get
ˆ
∂Ei(r0)
S
n−1
2 ≤ 2α
n−1
2
L− i+ 1
A(r0)
rn−10
for i = 1, 2, · · · , L. In particular, if L ≥ Γ(n, α), a large enough constant, then
(6.12)
ˆ
∂Ei(r0)
S
n−1
2 ≤ 1√
L
A(r0)
rn−10
for i = 1, 2, · · · , L¯, where L¯ = [L2 ] .
By (6.11) it follows that ˆ
∂Ei(r)
S
n−1
2 ≤ 2√
L
A(r)
rn−1
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for all r ≥ r0 and all i = 1, 2, .., L¯. In view of the definition of αE from (5.7) we
conclude that
αEi ≤
(
2√
L
) 1
n−1
for all i = 1, 2, · · · , L¯.
As noted in Theorem 6.1, (M, g) satisfies the Sobolev inequality (S) with A =
C (n, µ (g)) and µ = n
n−2 . So we may arrange L ≥ Γ(n, µ(g)) is large enough to
ensure that
αEi ≤
(
2√
L
) 1
n−1
≤ α0,
where α0 = α0 (n, µ(g)) is the constant specified in Corollary 5.5. Now the remark
following Corollary 5.5 implies that
uEi ≤ Λ
(
ρΓ + 1
)
on M for i = 1, 2, · · · , L¯, where Γ = Γ(n, µ(g)). According to Theorem 2.2, the
functions {uEi}i=1,··· ,L¯ are linearly independent. On the other hand, Theorem 5.3
implies that the vector space spanned by {uEi}i=1,L¯ has dimension bounded by
Γ(n, µ(g)). Since L¯ =
[
L
2
]
, this shows that L is in turn bounded by a constant
depending on n, µ(g) and α. 
Clearly, Theorem 1.1 follows from Theorem 6.1 Theorem 6.2. We mention that
in [30] it was shown that any complete shrinking Ka¨hler Ricci soliton must have
one end. The proof uses Li-Tam’s theory and a fact special to the Ka¨hler situation
that the gradient vector ∇f is real holomorphic.
6.2. Submanifolds of the Euclidean space. We now consider submanifolds in
the Euclidean spaces. Let Mn be an n dimensional proper submanifold of Rn+1,
where n ≥ 2. Define
f(x) =
1
4
|x|2 ,
ρ(x) = |x| .
Then ρ is proper on M . As before, let
D(r) = {x ∈M : ρ(x) < r}
Σ(r) = {x ∈M : ρ(x) = r} ,
which are compact for any r > 0. We assume that the mean curvature H of M
satisfies
(6.13) sup
M
(ρ |H |) <∞
and that near the infinity of M
(6.14)
|〈x,n〉|
ρ(x)
≤ 1
2
,
where n is the unit normal vector to M .
It is well known that
f = |∇f |2 + 1
4
〈x,n〉2
∆f =
n
2
− 1
2
H 〈x,n〉 .
(6.15)
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Therefore,
(6.16) |∇ρ|2 = |∇f |
2
f
= 1− 〈x,n〉
2
ρ2
and
(6.17) ∆ρ =
1√
f
(
∆f − 1
2
|∇f |2
f
)
=
n− 1
ρ
− 1
ρ
H 〈x, n〉+ 1
ρ3
〈x, n〉2 .
Define
(6.18) α = lim sup
R→∞
(
R2q
 
Σ(R)
|H |2q
) 1
q
and assume the volume growth
(6.19) Vol (D (R)) ≤ V∞Rn
for R sufficiently large.
Theorem 6.3. Assume that a proper submanifold Mn ⊂ Rn+1 satisfies (6.13),
(6.14) and (6.19). If α <∞ for some q > n−12 , then M has finitely many ends and
e(M) ≤ Γ(n,V∞, α). In the case q = n−12 , there exists α0 = α0(n,V∞) > 0 such
that if α < α0, then the number of ends e(M) ≤ Γ(n,V∞).
Proof. The Michael-Simon Sobolev inequality states that
(6.20)
(ˆ
M
ψ
n
n−1
)n−1
n
≤ C(n)
ˆ
M
(|∇ψ|+ |H |ψ)
for ψ ∈ C∞0 (M). Take ψ = φ2a with φ ∈ C∞0 (D(R)) and a satisfying n−2n−1a ≤ 1.
Then (ˆ
M
φ
2na
n−1
)n−1
n
≤ C(n, a)
ˆ
M
(|∇φ|+ |H |φ)φ2a−1
≤ C(n, a)
(ˆ
M
|∇φ|2 +H2φ2
) 1
2
(ˆ
M
φ2(2a−1)
) 1
2
.
(6.21)
But ˆ
M
φ2(2a−1) ≤
( ˆ
D(R)
φ
2na
n−1
) (n−1)(2a−1)
na
V(R)1−
(n−1)(2a−1)
na .
Plugging this into (6.21) and after some simplifications, we conclude(  
D(R)
φ
2na
n−1
)n−1
na
≤ C(n, a)V (R) 2n
 
D(R)
(
|∇φ|2 +H2φ2
)
≤ C(n, a,V∞)R2
 
D(R)
(
|∇φ|2 +H2φ2
)
for any a ≤ n−1
n−2 , where we have used (6.19) in the last line.
In conclusion, the Sobolev inequality (S) holds with µ = n
n−2 for n ≥ 3 and
any µ > 4 for n = 2. We now claim that Theorem 5.3 is applicable here with the
above ρ and σ = H2. Indeed, plugging (6.14) and (6.13) into (6.16) and (6.17) we
see that the function ρ satisfies (5.1) with m = n, and that the function σ decays
quadratically on M by (6.13). Note that ν − 12 = n2 − 12 ≥ 1 for n ≥ 3. However,
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ν− 12 < 1 for n = 2. Since q is required to be at least 1, in the case of n = 2 equality
q = ν − 12 can not occur. The theorem is proved. 
Recall that a hypersurface M ⊂ Rn+1 is a self shrinker of the mean curvature
flow if it satisfies the equation
H =
1
2
〈x,n〉 ,
where x is the position vector, H the mean curvature and n the unit normal vector.
Self shrinkers arise naturally in the singularity analysis of mean curvature flow. In
fact, it follows from the monotonicity formula of Huisken [20] that tangent flows
at singularities of the mean curvature flow are self shrinkers. Many examples have
been constructed by gluing methods by Kapouleas, Kleene, and Mo¨ller in [22] and
Nguyen in [36].
Note that (6.16) and (6.17) become
|∇ρ|2 = 1− 4H
2
ρ2
∆ρ =
n− 1
ρ
− 2
ρ
H2 +
4
ρ3
H2
(6.22)
If the mean curvature of M decays linearly or
(6.23) sup
M
(ρ |H |) <∞,
then both (6.13) and (6.14) hold on M and Theorem 6.3 becomes applicable.
Corollary 6.4. For Mn ⊂ Rn+1, a proper self shrinker of the mean curvature flow
of dimension n ≥ 2 satisfying (6.23), if its volume growth satisfies (6.19), then its
number of ends e (M) ≤ Γ(n,V∞, α), a constant depending on dimension n, V∞
and α with q > n−12 .
Note that (6.23) is automatically satisfied for an asymptotically conical self
shrinker according to [44]. A self shrinker M is asymptotically conical if there
exists a regular cone C ⊂ Rn+1 with vertex at the origin such that the rescaled
submanifold λM converges to C locally smoothly as λ→ 0. By a theorem of Wang
[44], the limiting cone C uniquely determines the shrinker M .
For an asymptotically conical shrinker, clearly the quantity
V∞ = lim sup
R→∞
Vol(D(R))
Rn
<∞.
Moreover, for n ≥ 3 and q = n−12 ,
(6.24) α = lim sup
R→∞
R2
(  
Σ(R)
|H |n−1
) 2
n−1
and for n = 2 and q = 1,
(6.25) α = lim sup
R→∞
R2
 
Σ(R)
|H |2
Following an argument parallel to Theorem 6.2, one can show that for asymp-
totically conical self shrinkers Corollary 6.4 holds with q = n−12 for n ≥ 3 and q = 1
for n = 2.
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Corollary 6.5. Assume that Mn ⊂ Rn+1 is a proper, asymptotically conical self
shrinker of the mean curvature flow of dimension n ≥ 2. Then the number of ends
e(M) ≤ Γ(n,V∞, α), where α is defined in (6.24) and (6.25).
We would also like mention a recent result of Sun-Wang [43] which bounds e(M)
in terms of the entropy and genus when n = 2. We also note that for n = 2 or 3, the
quantity α in (6.24) and (6.25) can be expressed in terms of the area convergence
rate at infinity as
α =
1
2
lim sup
r→∞
(
r3
(
n− 1
r
− A
′ (r)
A (r)
))
,
where A(r) = Area(Σ(r)). Indeed, from (6.15) we obtain
f = |∇f |2 +H2
∆f =
n
2
−H2.(6.26)
By the co-area formula, V(r) = Vol(D(r)) satisfies
V′(r) =
ˆ
Σ(r)
1
|∇ρ| .
Hence, using (6.26) we have thatˆ
Σ(r)
H2
|∇ρ| =
ˆ
Σ(r)
(
f − |∇f |2
) 1
|∇ρ|
=
1
4
r2V′(r) − r
2
ˆ
Σ(r)
∂f
∂η
=
1
4
r2V′(r) − r
2
ˆ
D(r)
∆f
=
1
4
r2V′(r) − r
2
ˆ
D(r)
(n
2
−H2
)
,
where η = ∇ρ|∇ρ| is the outward unit normal vector of Σ (R) . This proves that
(6.27)
ˆ
D(r)
H2 =
n
2
V(r) − 1
2
rV′(r) +
2
r
ˆ
Σ(r)
H2
|∇ρ| .
It follows from (6.27) that
α = lim sup
r→∞
(
r2
A(r)
ˆ
Σ(r)
H2
)
=
1
2
lim sup
r→∞
(
r3
(
n− 1
r
− A
′ (r)
A (r)
))
.
(6.28)
In conclusion, for Mn ⊂ Rn+1, an asymptotically conical self shrinker with n = 2
or 3, its number of ends e(M) is bounded by V∞ in (6.19) and α in (6.28).
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