This paper considers appointment scheduling for outpatient services when the service of scheduled patients can be interrupted by emergency arrivals. We consider a single doctor who consults K patients during a fixed-length session. Each patient has been given an appointment time during the session in advance. Our evaluation approach aims at obtaining accurate predictions at a very low computational cost for the waiting times of the patients and the idle time of the doctor. To this end, we investigate a modified Lindley recursion in a discrete-time framework. We assume general, possibly distinct, distributions for the patient's consultation times and allow for individual no-show probabilities. This fast evaluation method is then used in a local search algorithm to provide insights into scheduling with service interruptions. Numerical examples show that this method outperforms simulation optimization and naive approaches in terms of cost and running time.
INTRODUCTION
Due to the demographic development and increasing need of health care services, health care providers are faced with certain operational challenges. In order to give timely medical access to all patients while still maintaining a high level of service, hospitals need to improve the efficiency of their processes. One of the tools to achieve this is the design of the appointment system. A good and effective appointment scheduling system tries to balance two important factors: the waiting times experienced by the patients and the idleness experienced by the service provider. Scheduling appointments closely together leads to longer waiting times but less risk of idleness for the doctor. On the other hand, spacing appointments far apart reduces the waiting times at the expense of increased idleness of the doctor. This dilemma becomes even more complex when we also consider emergency arrivals which have to be served as soon as possible.
In this paper, we investigate the optimization of appointment schedules with heterogeneous patients in the presence of no-shows and service interruptions. We primarily focus on service interruptions that are caused by emergency arrivals and require nonpreemptive priority. This contribution builds upon the fast procedures to evaluate patient schedules under uncertainty introduced in Lau and Lau (2000) and De Vuyst et al. (2014) . We then include this fast evaluation method in a local search algorithm and compare our results with simulation optimization and naive methods.
The outline of this paper is as follows. In the next section, we review the relevant literature. In Section 3 we introduce our mathematical model. The calculations of the performance measures are presented in Section 4. Section 5 demonstrates our approach and presents some numerical results. Section 6 concludes and suggests ideas for future work.
Literature review
An overview of the literature on appointment scheduling can be found in the survey papers Cayirli and Veral (2003) and Gupta and Denton (2008) . While being prevalent in many service systems, limited attention has been given to service interruptions. In what follows we discuss contributions on service interruptions and emergency arrivals. Fiems et al. (2007) developed a discrete-time queueing model with preemptive service of emergency patients and loss of work. Service times are assumed to be deterministic and steady-state analysis is carried out to investigate the impact on the waiting time of regularly scheduled patients in a radiology department. In Begen and Queyranne (2011) , a nonpreemptive approach is discussed in which emergency jobs may arrive during the processing of another job. The approach considered in the paper falls short in taking into account emergency jobs that arrive during idle time. This can be a restriction if the service times of emergency patients are longer than those of scheduled patients. In addition, there are also limitations on the number of emergency jobs that can arrive during the processing of a job. Luo et al. (2012) proposed a model where service interruptions have an exponentially distributed duration and occur according to a, possibly nonhomogeneous, Poisson process. Additionally, the service times of scheduled patients are assumed to be identically distributed according to an exponential distribution. Their results indicate that significant savings can be made by including interruptions in the evaluation and optimization model. They also report that when the interruption rate is high the optimal policy has a monotone structure rather than a "dome-shape". Klassen and Yoogalingam (2013) used a simulation optimization approach to study the effects of service interruptions on outpatient appointment scheduling. They report that a "plateau-dome" scheduling rule is robust for low interruption rates. The present study most closely relates to Koeleman and Koole (2012) , where the scheduling problem is studied for homogeneous patients.
Furthermore, the problem of service failures and service vacations is also studied in the traditional queueing literature. The vast majority of these papers however conduct a steady-state analysis, which does not really fit for the appointment scheduling problem where only a limited number of services are performed. For example, Fiems et al. (2004) considers a discrete-time queueing model in which the service process is subject to interruptions which are modelled as an on-off-process with geometrically distributed on-times and generally distributed off-times.
Finally, mixed arrival processes are also studied in Kolisch and Sickinger (2008) and Sickinger and Kolisch (2009) . Besides regularly scheduled patients and emergency patients, these studies also consider unscheduled inpatients who are available for treatment at any time during the day. Kortbeek et al. (2014) considers a non-stationary stream of unscheduled patients without priority (walk-ins). Their goal is to balance the access time of scheduled patients and the waiting time on the day of service.
Model description
In this section we briefly describe the methodology used in this paper. We adopt the notation of De Vuyst et al. (2014) , which provides an evaluation method for the appointment scheduling problem under the implicit assumption that there are no interruptions.
Mathematical model
We consider a consultation session of a single doctor, which is divided into T slots of equal length ∆. The session spans a time period of [0,t max ]. Prior to this session, a practitioner has to choose K, the number of patients to be scheduled in this session and subsequently needs to allocate appointment times to each of these K patients. Let τ k denote the slot that is assigned to the appointment of the kth patient. A schedule is then fully defined by the vector τ τ τ = (τ 1 , τ 2 , . . . , τ K ). We assume that all patients either arrive punctually at their appointed time or do not arrive at all (no-show). Let p k denote the probability that the kth patient does not show up. We assume that the consultation times form a sequence of independent random variables. Let s k (n) = Pr[S k = n] denote the probability mass function of the consultation time S k of the kth patient.
Emergency arrivals are modelled by a sequence of independent Bernoulli random variables {N t }, t = 0, . . . , T − 1 with constant event probability α, N t = 0 if no emergency arrived at slot t. Here, we assume that whenever an emergency patient arrives, he gets non-preemptive priority over the regularly scheduled patients. That is, once started, the service of a patient needs to be carried out till completion. If there are multiple emergencies, they are served in order. The inter-arrival times of emergencies thus constitute a series of geometrically distributed random variables. Finally, the consultation times of emergencies are modelled as a series of i.i.d. positive random variables with common probability mass function s e (n) = Pr[S e = n].
The fact that each patient can have an individual service time distribution and no-show probability allows us to take prior knowledge about the patients into account. For example, for each appointment request, the scheduler can estimate the service time distribution based on the patient's characteristics like age and medical record. Similarly, no-show probabilities can
Figure 1: Illustration of the effective service time approach when there are two emergency arrivals, one at time t 1 and one at time t 2 .
be estimated based on the type of service, appointment lead time and past no-show record.
Effective service times When emergencies occur during the service time of a patient, the waiting time of the next patient can be calculated by means of an effective service times approach. Such an approach replaces the service time of a patient by an effective service time which not only includes the patient's own service time, but also all time dedicated to emergency patients that arrived while the patient was being treated, as well as all service of emergency patients that arrived while an emergency patient was being treated, etc. Formally, the effective service time B k starts when the patient's service time starts, and ends when the doctor becomes available for the next scheduled patient. Let S k (z) be the probability generating function of the (discretised) service time S k of the kth patient and S e (z) that of the consultation time S e of an emergency patient, then the generating function of the effective service time B k of the kth patient is
with B(z) the probability generating function of the time to process a single emergency as well as all emergencies that arrived while processing this emergency, etc.
Because in every slot of the service time of the emergency there is a probability α to have a new emergency which needs to be processed, we have the following functional equation for the generating function B(z),
We provide the derivation of (1) in Appendix. We thus have,
and
We need the probabilities b k (n) corresponding to the generating function B k (z) as well as the corresponding moments. To obtain these, we first have to solve for the probabilities b(n) corresponding to generating function B(z). Since emergencies are independent of each other, the probabilities can be found by applying the property of composite generating functions:
The nth coefficient in the series expansion of B(z) is the probability b(n) equal to
Analogously, for the nth probability of the effective consultation time we find
Note that we need the emergencies to be independent of the scheduled patients as well as independent of each other. Now, consider the situation where the doctor has finished the consultation of patient k and that there are no patients left in the waiting room. Without the possibility of emergencies arriving to the system, we know that the next scheduled patient, patient k + 1, will experience zero waiting time. This is no longer true with emergencies since an emergency may arrive prior to the arrival of patient k +1. Since the idle times are bounded by the inter-arrival time, we can calculate the distribution of the waiting time of patient k + 1. Let g(n|i) denote this distribution, given that the idle time has length i, then
where the first term corresponds to the case an emergency period starts and ends after the idle time, the second to the case where an emergency period starts and ends before the end of the idle time and the last term corresponds to the case where no emergency arrives during the idle period. We are able to do the same for the moments of the waiting time, after an idle time. Let E[G q i ] be the qth moment of the waiting experienced after an idle time of length i, then
where the first expectation can easily be rewritten in terms of E[B] and the probabilities b(n).
Performance measures
In this section we show how to evaluate the performance of a given schedule, i.e. assuming the appointment times τ τ τ are fixed. We consider the following measures: the patient waiting times, the doctor's idle time and the session overtime.
First of all, we introduce a virtual arrival instant τ K+1 at the end of the session. This will enable us to calculate the overtime of the service provider (see Section 4.3). Furthermore, we introduce a notation for the time between consecutive appointment times: a k = τ k+1 − τ k , k = 1, . . . , K with a 0 = τ 1 . Note that, in accordance with this definition, a K denotes the time between the appointment time of the last patient and the end of the session.
Waiting times
Let the waiting time W k of the kth patient be the number of slots between the arrival of this patient and the start of his consultation. Consecutive waiting times then relate as
and with d k (i), the probability of an idle time of length i,
The probabilities of the waiting times are denoted by w k (n) = Pr[W k = n] and relate as
if n > 0 and
The moments and probabilities of the first patients are treated separately. Note that it is possible that between the start of the session and the service of the first scheduled patient, emergency patients arrive and thus extend the waiting time of the first patient
Note that the calculations are also valid for a preemptive interruption if we assume that the waiting time is defined as the time the patient has to wait until the treatment starts and if there is no loss of work. That is, if we exclude any intermediate waiting time of a preemptive treatment of emergency patients.
Effective idle times
We define the idle time I k of the kth patient as the time the doctor has to wait between the end of the service of the kth patient and the start of the service of the (k +1)th patient excluding any service of emergencies during this period of time. The qth moment of this effective idle time is then equal to
with Z k (i) denoting the expected effective idle time given an idle time of length i,
Overtime
The overtime O, which is the amount of time that the service provider works beyond the previsioned session length, can be calculated as the waiting time of the virtual patient. Indeed, if a patient were to be scheduled at the end of the session, this patient must wait till the overtime is completed. Hence, we find,
Local Search Algorithm
Because of the sheer number of possible schedules, a heuristic method is required to find a good solution in a reasonable amount of time. Other studies in the literature have shown that local search procedures perform well for this type of problem (Kaandorp and Koole, 2007; Koeleman and Koole, 2012) . The main idea of local search algorithms is to perform an iterative search throughout the solution space, by continuously evaluating and making small adjustments to a solution. The local search algorithm used in this study uses tabu search as a secondary heuristic and uses the search neighborhood N which is defined as,
The algorithm is initialized with the best candidate solution from a reference set containing diverse solutions. The goal of the local search algorithm is to determine the vector of appointment times τ τ τ which minimizes a certain objective function. For simplicity, we choose an objective function which only includes the first moments of the performance measures:
where c W , c I and c O respectively denote the waiting, idle and overtime cost per time unit (e.g. dollars per time unit). Note that the relative importance of each term greatly depends on the type of service and organisation. The overtime cost c O for example depends on the equipment and the number of assistants that are needed. In most environments, a greater weight will be assigned to idle time and overtime since the doctor's time is typically valued higher than the patient's time.
Numerical Results
In this section, we report the results of our numerical study. In particular, we focus on studying the effects of service interruptions and emergency arrivals on patient scheduling and the performance of our heuristic compared to simulation optimization.
Base case scenario
The parameters for our base case scenario are based on empirical results and assumptions made in prior studies. The parameters are given in Table 1 . We use a time granularity of ∆ = 1 minute to make a reasonable trade-off between precision and computation time. In practice, data about service distributions will often be available as discrete data (a histogram). If this is not the case, discrete approximations can be obtained from the corresponding continuous distributionŜ as 
Comparison to simulation
First of all, to illustrate the usefulness of our exact evaluation algorithm, we compare its performance with simulation in terms of precision and running times. Most studies in the literature rely entirely on brute-force simulation to evaluate and optimize schedules. For example, Klassen and Yoogalingam (2014) applied a simulation optimization approach, in which they replicated each solution 10 000 times. Table 2 compares the computed values with the corresponding confidence intervals for their estimation by simulation for two sample sizes, i.e. 10 000 and 100 000 replications. It can be seen that the width of the 95% confidence intervals of the total cost TC is about 6% and 2% of the exact solution for respectively SS=10 000 and SS=100 000. The experiment is executed in Java Eclipse 2.0 on a Dell laptop with an i7-4900MQ 2.8 GHz processor and we find that the simulation run with sample size SS=10 000 (or 100 000) requires 1.3 (or 11) times more CPU time than our exact evaluation procedure which took less than 0.1s when we omit the preprocessing calculations of E[B] and E [G] . Next, we included our evaluation method in a local search algorithm as described in Section 4.4 to compare its performance with a simulation optimization method. Numerous test instances were developed to capture a diverse set of environments. For each instance, we run the local search algorithm five times using simulation to estimate a schedule's performance. We then compared the average cost TC sim over these five runs with the cost obtained by using our exact evaluation method TC * . The gap between these costs is defined as,
The following parameters were represented in the experiment:
• The number of patients K in the schedule is equal to 6, 8, 10 or 12 patients.
• Service interruptions occur with a probability of α= 0.005 for each time slot, and are exponentially distributed with mean 30 minutes.
• The service times follow, before discretisation, a lognormal distribution with a mean equal to • The no-show probability p k of a patient was selected from the set {0, 0.1, 0.2}.
This represents a total of 36 different environments. From a practitioners point of view, the choice of cost function is of great importance as well. To this end, we consider four different cost functions for which the c I /c O ratio is fixed at 1.5. The c I level was then selected from the set {1, 2, 5, 10}. This adds up to a total of 144 test instances. These values reflect environments where patients' waiting times are highly valued as well as environments with high fixed costs for the service provider.
From Table 3 we can see that the exact evaluation method outperforms the simulation heuristics and significant cost reductions are obtained in about 10 seconds. Clearly, the variance on the simulated values has a big impact on the performance of the local search algorithm. The heuristic is often stuck in a suboptimal point after it underestimated the cost of a certain schedule.
Finally, we look at the performance of Bailey's rule in these environments. In Sickinger and Kolisch (2009) , it is shown that Bailey's rule performs very well over a wide range of problem parameters if the cost of waiting is relatively low. Bailey's rule schedules two patients in the first slot, i.e. τ 1 = τ 2 = 0, while for the other patients the appointment time τ k is equal
Figure 2 compares the heuristic solutions with Bailey's rule for the four different cost structures. It can be seen that the cost structure has a big impact on Bailey's performance.
Service time distribution emergency
In this section we look at the impact of the service time distribution of the emergencies S e . We consider three different scenarios for the scheduled patients. For Scenario 1, we assume deterministic service times of 20 minutes and set p = 0. For Scenario 2, we assume S k ∼ logN(20,4) with p k = 0 while for Scenario 3 we set p k = 0.2 andŜ k ∼ logN (25, 12) . For each scenario, we set K=10, t max = 240, c I = 2 and c O = 3.
For each scenario, we assume that the service time of the emergency is exponentially distributed and vary its mean E[S e ], namely 5, 10, 30 and 60 minutes. The arrival rate of the emergencies, α, is chosen so that the expected effective service time is the same for each scenario (E[B k ]=22.22). For each instance of the problem, we first determine the local search solution by taking emergency arrivals into account. We denote the total cost of this heuristic solution as TC * . In addition, we also determine the performance of the following policies: the policy that ignores emergencies and the policy that considers emergencies approximately by assuming that service times follow the corresponding distribution where the mean and variance are adjusted to its respective values of the effective service time given in equations 4 and 5. In the following, we use TC nointer and TC approx to denote the value of the total cost under these policies respectively. Figure 3 depicts the heuristic solutions for Scenario 1 for different values of E[S e ]. Clearly, for this scenario, the best found inter-appointment times greatly depend on S e and the interruption rate α. When the expected length of a service interruption is small and α is high, we find a dome-shaped pattern for the inter-appointment times. Figure 4 depicts the heuristic solutions for Scenario 3. It can be seen that in a more stochastic environment, the service time distribution of the emergencies S e has a much smaller impact on the solution. From Table 4 , we can see that capturing the interruptions approximately by adjusting the service time distribution seems to work reasonably well for short and common service interruptions (low E[S e ], high α). However, when there are few other sources of variability (Scenario 1 and 2), the difference between TC * and TC approx is significantly greater for long and uncommon interruptions.
CONCLUSIONS
This paper presents a method to assess the moments of the waiting times of patients as well as the idle times and overtime of the doctor in a setting with emergency arrivals. The method allows patients to have general, distinct service time distributions and can handle no-shows. The algorithmic approach advocated here is fast in comparison with simulation and was included in a local search algorithm. Some numerical examples are presented in which we focus on the effects of emergency arrivals and service interruptions on patient scheduling. A possible direction for future research could be to investigate non-stationary arrival processes for the emergencies.
APPENDIX
Functional relation for the generating function of the unavailability time due to an emergency Let B denote the time that the service provider is unavailable for scheduled patients due to the service of an emergency. This time equals the time that is needed to serve this initiating emergency as well as all other emergencies that arrived while serving these emergencies (Fiems et al., 2007) :
where G S denotes the number of emergency arrivals during the service of the initiating emergency and where B ( j) denotes the unavailable period corresponding to the jth emergency arrival during the service of the initiating emergency. In contrast to Fiems et al. (2007) , service times are stochastic now. Due to the Bernoulli nature of the emergency arrival process, one easily verifies that the random variables B ( j) are mutually independent and have the same distribution as B. This expression then translates into the following functional equation for the probability generating function B(z) of the unavailable periods 
