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Abstract
Material properties play a critical role in durable products manufactur-
ing. Estimation of the precise characteristics in different scales requires
complex and expensive experimental measurements. Potentially, com-
putational methods can provide a platform to determine the fundamental
properties before the final experiment. Multi-scale computational model-
ing leads to the modeling of the various time, and length scales include
nano, micro, meso, and macro scales. These scales can be modeled sepa-
rately or in correlation with coarser scales. Depend on the interested scales
modeling, the right selection of multi-scale methods leads to reliable re-
sults and affordable computational cost. The present dissertation deals
with the problems in various length and time scales using computational
methods include density functional theory (DFT), molecular mechanics
(MM), molecular dynamics (MD), and finite element (FE) methods.
Physical and chemical interactions in lower scales determine the coarser
scale properties. Particles interaction modeling and exploring fundamen-
tal properties are significant challenges of computational science. Down-
scale modelings need more computational effort due to a large number of
interacted atoms/particles. To deal with this problem and bring up a fine-
scale (nano) as a coarse-scale (macro) problem, we extended an atomic-
continuum framework. The discrete atomic models solve as a continuum
problem using the computationally efficient FE method. MM or force
field method based on a set of assumptions approximates a solution on the
atomic scale. In this method, atoms and bonds model as a harmonic os-
cillator with a system of mass and springs. The negative gradient of the
potential energy equal to the forces on each atom. In this way, each bond’s
total potential energy includes bonded, and non-bonded energies are sim-
ulated as equivalent structural strain energies. Finally, the chemical nature
of the atomic bond is modeled as a piezoelectric beam element that solves
by the FE method.
Exploring novel materials with unique properties is a demand for vari-
ous industrial applications. During the last decade, many two-dimensional
(2D) materials have been synthesized and shown outstanding properties.
Investigation of the probable defects during the formation/fabrication pro-
cess and studying their strength under severe service life are the critical
tasks to explore performance prospects. We studied various defects in-
clude nano crack, notch, and point vacancy (Stone-Wales defect) defects
employing MD analysis. Classical MD has been used to simulate a con-
siderable amount of molecules at micro-, and meso- scales. Pristine and
defective nanosheet structures considered under the uniaxial tensile load-
ing at various temperatures using open-source LAMMPS codes. The re-
sults were visualized with the open-source software of OVITO and VMD.
Quantum based first principle calculations have been conducting at elec-
tronic scales and known as the most accurate Ab initio methods. However,
they are computationally expensive to apply for large systems. We used
density functional theory (DFT) to estimate the mechanical and electro-
chemical response of the 2D materials. Many-body Schro¨dinger’s equa-
tion describes the motion and interactions of the solid-state particles. Solid
describes as a system of positive nuclei and negative electrons, all electro-
magnetically interacting with each other, where the wave function the-
ory describes the quantum state of the set of particles. However, dealing
with the 3N coordinates of the electrons, nuclei, and N coordinates of the
electrons spin components makes the governing equation unsolvable for
just a few interacted atoms. Some assumptions and theories like Born
Oppenheimer and Hartree-Fock mean-field and Hohenberg-Kohn theories
are needed to treat with this equation. First, Born Oppenheimer approx-
imation reduces it to the only electronic coordinates. Then Kohn and
Sham, based on Hartree-Fock and Hohenberg-Kohn theories, assumed an
equivalent fictitious non-interacting electrons system as an electron den-
sity functional such that their ground state energies are equal to a set of
interacting electrons. Exchange-correlation energy functionals are respon-
sible for satisfying the equivalency between both systems. The exact form
of the exchange-correlation functional is not known. However, there are
widely used methods to derive functionals like local density approxima-
tion (LDA), Generalized gradient approximation (GGA), and hybrid func-
tionals (e.g., B3LYP). In our study, DFT performed using VASP codes
within the GGA/PBE approximation, and visualization/post-processing of
the results realized via open-source software of VESTA.
The extensive DFT calculations are conducted 2D nanomaterials prospects
as anode/cathode electrode materials for batteries. Metal-ion batteries’
performance strongly depends on the design of novel electrode material.
Two-dimensional (2D) materials have developed a remarkable interest in
using as an electrode in battery cells due to their excellent properties. De-
sirable battery energy storage systems (BESS) must satisfy the high energy
density, safe operation, and efficient production costs. Batteries have been
using in electronic devices and provide a solution to the environmental is-
sues and store the discontinuous energies generated from renewable wind
or solar power plants. Therefore, exploring optimal electrode materials
can improve storage capacity and charging/discharging rates, leading to
the design of advanced batteries.
Our results in multiple scales highlight not only the proposed and em-
ployed methods’ efficiencies but also promising prospect of recently syn-
thesized nanomaterials and their applications as an anode material. In this
way, first, a novel approach developed for the modeling of the 1D nan-
otube as a continuum piezoelectric beam element. The results converged
and matched closely with those from experiments and other more com-
plex models. Then mechanical properties of nanosheets estimated and
the failure mechanisms results provide a useful guide for further use in
prospect applications. Our results indicated a comprehensive and useful
vision concerning the mechanical properties of nanosheets with/without
defects. Finally, mechanical and electrochemical properties of the several
2D nanomaterials are explored for the first time—their application perfor-
mance as an anode material illustrates high potentials in manufacturing
super-stretchable and ultrahigh-capacity battery energy storage systems
(BESS). Our results exhibited better performance in comparison to the
available commercial anode materials.
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Y Elastic modulus
BNNT Boron nitride nanotube
CNT Carbon nanotube
QM Quantum mechanics
CM Continiuum mechanics
MD Molecular dynamics
MM Molecular mechanics
MEMS&NEMS Micro/nanoelectromechanical devices
MC Monte Carlo method
DFT Density functional theory
T B Tight-binding
BOPs T B bond-order potentials tight binding
BOPs T BP bond-order potentials Tersoff–Brenner potential
QMs MNDO quantum-chemical semiempirical modified neglect of differential overlap
S Least action function
q; q˙; q¨ Position, Velocity, Acceleration
q¨p; q¨c Predicted, estimated accelerations
LJ Lennard-Jones potential
qi j Distance between ith and jth atoms
Qi;Q j Charges of ith and jth atoms
SW Stillinger-Weber potential
qlist Neighboring list sphere radius
qcuto f f Neighboring list cutoff radius
NV T Canonical ensemble
NPT Isothermal-isobaric ensemble
NV E Microcanonical ensemble
µV T Grand canonical ensemble
HPC High performance computers
H Hamiltonian
Hˆ Hamiltonian operator
T Absolute temperature
k Boltzman constant
Z Partition function
h BN Hexagonal boron-nitride
H Hilbert space
jyi State vector of a physical system
} Plank constant
y State vector of the quantum system
Y Many-body wave function
E Total energy of the quantized system
Une Potential energy (nucleus–electron interactions)
Uee Potential energy (electron–electron interactions)
Unn Potential energy (nucleus–nucleus interactions)
UH Hartree potential
Uext External potential energy (attractive interaction between electrons and nuclei)
Te Electrons kinetic energy
Tn Nucleus kinetic energy
O2 Laplacian operator
HF Hartree-Fock
SCF Self-consistent field
r Electrons densities
Chapter 1
Introduction
1.1 Motivation
Scale-dependent computational methods are promising tools to understand the funda-
mental mechanisms in different engineering fields. Physical systems in nature and arti-
ficially manufactured devices are intrinsically multi-scale phenomena. In a wide range
of scientific/engineering disciplines, problems arise in different scales and need to be
treated in multiple time and length scales. The complexity of underlying physics from
the atomic to the bulk scale (bottom-up) necessitates using valid theoretical models
in separate scales. Multi-scale modeling plays a critical role in an accurate simula-
tion of physical systems. It has become prevalent for scrutinizing complex systems
in essential applications in biology, medicine, energy, and aerospace. In these meth-
ods, modeling a different time and length scales is the critical issue and is generally
divided into hierarchical, semi-concurrent, and concurrent modelings. The main differ-
ence between these classifications is the modeling of the scales as a bridged (fine-scale
linking to coarse-scale ) or separate scales. In the hierarchical modeling approach,
adaptive computational methods independently calculate physical properties in a fine-
scale to evaluate constitutive relations for coarser scale models. The semi-concurrent
and concurrent processes not only model hierarchical levels but also linking parameters
between scales. Multi-scale modeling uses theories in classical Newtonian, quantum,
and statistical mechanics to estimate precise results. These methods are used to ex-
plore the fundamental properties of complex systems and identify efficient parameters
that influence bulk-scale characteristics. Therefore, multi-scale problems are the major
challenge of computational science.
Theoretical models in various scales explicitly depend on the applied length and time
ranges that generally divide into four scales include nano-, micro-, meso-, and macro-
scales. Advanced computational methods in multiple scales that contribute to the pre-
cise modeling, contains the finite-element method (FEM), molecular mechanics/force
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field (MM), molecular dynamics (MD), and density functional theory (DFT) tech-
niques.
The FEM is a powerful discretization tool to analyze the continuum domains. This
method can even solve higher-order differential equations with proper boundary and
initial conditions for complex structures. In the molecular scale (mesoscale), MD,
based on time averaging, simulates molecular interactions using Newton’s equations
of motion (classical model) and predefined interatomic potentials. Likewise, the MM
models the interatomic bonding and non-bonding potential energies as a function of
atomic coordinates. In this method, forces acting on each atom are equal to the nega-
tive derivative of potential energy respect to the positions. This method neglects elec-
trons’ interactions and applicable for a system with a considerable amount of atoms.
Indeed, all the mentioned methods have advantages and limitations depending on ap-
plied domains and scales. In the lowest possible scale (electronic-scale), first principal
or ab initio methods are the most reliable approaches. The DFT deals with systems
of identical particles (solid) where the Schro¨dinger equation is valid. According to
the Kohn-Sham theorem, the DFT based on the wave function theory solves the many-
body Schro¨dinger equation (interacting system) as an independent-body equation (non-
interacting system). The equivalency between interacting and non-interacting systems
are satisfying using exchange-correlation functionals, which are the heart of DFT anal-
ysis.
Computational modeling is the most efficient approach to exploring the nature of com-
plex systems like human bodies, living organisms, and human-made structures besides
the advanced experimental methods. Computational multi-scale modeling not only
provides a useful platform for interpretation of experimental results but also unrav-
eling the comprehensive prediction of the properties. Robustness of computational
methods cannot be neglected since their advantages have explored in unlocking of the
many commercial applications.
The present dissertation is devoted to the multi-scale modeling of 1D and 2D materials
to investigate the mechanical and electrochemical properties, which are gain primary
importance in practical applications like battery energy storage systems. Nowadays,
advanced batteries with ultra-high energy storage capacity and reliable performance
are of importance for engineering devices. Increasing adverse environmental effects
of using fossil fuels and, on the other hand, developing renewable power plants that
necessitate storing discontinuous energies, and also increasing demand for electrified
transport and mobile devices attract scientists to search for the efficient improvement
of batteries. Therefore, one of the main challenges in the performance improvement of
batteries is exploring alternative novel electrode materials with fast ion diffusion, high
capacity, long-lasting battery life, and affordable prices.
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Over recent decades, the importance of computational modelings in various scales has
demonstrated in a wide range of scientific disciplines [1, 2, 3, 4] like mechanics, mate-
rials science, biology, chemistry, physics, and mathematics [5, 6, 7, 8]. Computational
multi-scale methodologies have considered in a broad range of developing applica-
tions in material design, energy production/storage, health and disease healing, climate
variations, and economic fluctuation predictions [9, 10, 11, 12, 13, 14, 15, 16]. Prac-
tical application developments depend on the combination and correlation of scale-
dependent valid theories. For instance, the computational prospect of biology and
biomedicine is extending theoretical modeling in different scales to find a reliable
clinical therapeutic plan for a critical human disease like cancer, vascular, and or-
gan dysfunction syndrome [8, 17, 18, 19]. Likewise, the multi-scale approach has
gained crucial importance in most engineering applications, [20, 21]. The most com-
mon challenges in energy engineering include the search for novel energy production
technologies and overcome to storage problem of discontinuous energy production
from available renewable power-plants. The multi-scale methods can play an essential
role in the development of the energy systems, especially in the modeling of nuclear
energy power-plants [22, 23] and the invention of new energy resources and advanced
storage systems like batteries [24, 25].
Novel energy production and storage systems have received remarkable research inter-
est. Increasing energy demand and developing renewable power plants attract scientists
to searching for more reliable and robust storage systems. Ultrahigh-energy storage
systems have been demanded in most industrial devices. Desirable energy-storage de-
vices must satisfy the high energy density, safety, and lower cost criteria [26]. Indeed,
rechargeable Lithium-ion batteries (LIB) are among the best available storage devices
due to high energy density and long-life performance [27, 28]. The electrochemical
reactions inside ordinary LIB make lithium ions insertion/extraction into/from elec-
trodes during the charging and discharging process. Batteries based on intercalation
electrode materials have played a crucial role in a wide range of portable electronic
devices [29, 30, 31]. Generally, conventional metal-ion-storage batteries’ performance
depends on the energy/power density and transmission/diffusion rate of the ions on the
electrode materials. Graphite is the commercial anode electrode that is stable, but it
has a low ion diffusion rate and charge capacity due to irreversible capacity loss due
to the formation of clustered ions between the electrode-electrolyte interface [32, 33].
Consequently, one of the critical issues to improve the performance of the metal-ion
batteries is to find efficient alternative electrodes at the material level and in the upper
scale configuring novel battery cells to satiate the growing market.
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The main objectives of the present dissertation generally are divided into three cate-
gories: first, modeling atomic bonds as piezoelectric continuum element and estimat-
ing mechanical and piezoelectric properties of a nanotube as a 1D nanomaterial. The
second aim involved the investigation of the mechanical properties and failure mech-
anisms of 2D nanomaterials. The final objective includes exploring electrochemical
properties to evaluate the performance of novel 2D nanomaterials as electrodes for the
batteries. The first goals include method development of the computationally efficient
multi-scale modeling from discrete-atomic to the continuum-bulk scales and perfor-
mance assessment of the existed computational methods in various problems. The
second aim covers exploring different defect impacts on the mechanical properties of
the nanosheet. The third aim involves the application development of battery energy
storage systems. The first-principal method, as the most reliable approach, is needed
to gain deep insight into the enhancement of rechargeable batteries.
Novelties of the thesis originate from the ongoing research trends in the computational
science community. They include successful modeling and simulation methods in var-
ious scales to solve different problems in critical industrial applications like energy
storage in the energy industry. The novelties can outline within four categories: a)
Development of a multi-scale atomistic-continuum framework for a 1D nanotube. b)
Investigation of the failure mechanisms of the nanosheets in the presence of the various
defects. c) Estimation of the mechanical and electrochemical properties of the novel
2D materials. d) Assessment of the novel electrode materials for metal-ion batteries.
1.4 Overview of the dissertation
The dissertation’s topic, methodology, objectives, and innovations are introduced in
the previous sections. The rest of the thesis is organized as follows:
Chapter 2 contains the fundamental formulations of the finite element method (FEM),
which are used in this dissertation.
Chapter 3 is devoted to the multi-scale modeling and expansion of the atomic fine-scale
to the continuum coarser-scale. In this chapter, a novel modeling approach is proposed.
Chapter 4 deals with molecular-level simulations using molecular dynamics(MD) meth-
ods. The mechanical properties and failure mechanism of the defected nanosheet were
estimated employing classical molecular dynamics.
Chapter 5 focuses on the first principal method, where the ab-initio analysis conducted
using density functional theory (DFT). Where the Ab-initio mechanical and electro-
chemical responses of the 2D nanomaterials are investigated.
Chapters 6, 7, contain the development of battery energy storage systems. The perfor-
mance of novel electrode materials is investigated, employing first-principle analysis.
4
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Chapter 8 summarized results and outlined the main contributions. Finally, some rec-
ommendations for future work are suggested.
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Chapter 2
Fundamentals of Finite Element
Method
2.1 A brief introduction to finite element methods
A wide range of engineering disciplines deals with different types of problems in their
respective fields. All these physical phenomena can mathematically model as partial
differential equations (PDEs). Solving the PDEs derived from a system with com-
plex geometries and finding an exact solution is not possible with classical methods.
The numerical approach is needed to approximate a solution for engineering problems
where the final solution plan depending on domain boundaries and interior field vari-
ables that are space and time-dependent.
The macro-scale physics defines by the continuum field theories such as the theory
of elasticity or plasticity, where the governing equations in continuum mechanics are
solving through numerical methods like the finite difference method (FDM), the bound-
ary element method (BEM), the finite volume method (FVM), finite element methods
(FEM), and meshfree FEM methods. FEM is a numerical approach to find out the spa-
tial and temporal variations of the field variables. Mathematically, FEM formulation of
a field problem (entire domain problems like elastic and thermal problems) is defined
by differential equations or by integral expressions. FEM yields approximate solution
at discrete numbers of nodes in the continuum element. The basic idea is approximat-
ing the field variables in each element connecting by the simple interpolation func-
tions; shape functions in the entire domain. The element quantities calculate in nodes
where the elements linked together and loads and boundary conditions applying there.
Discretization of continuum domain to piecewise finite elements and nodal quantities
interpolation results in the final approximate solution. The discretizing technique has
been using for predicting the behavior of the structural, mechanical, electrical, ther-
mal, and chemical systems, since many engineering problems like strain-stress analy-
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sis, heat transfer, convection-diffusion, fluid flow, mass transport, and electromagnetic
can be solved using this approach.
2.2 Overview of strong- and weak-forms
The engineering problems with simple or complex geometries are treating by the nu-
merical methods that include the higher-order operators. Classical numerical methods
such as finite differences and spectral approximations can solve simple problems, while
most of the applications involve complex geometries that arise the need for compati-
ble methods. FEM is a geometry compatible method that widely used in engineering
analysis. In this method, constitutive PDEs with boundary condition build a problem
in strong-form. Generally, finding a solution to the strong-formulation of a problem is
not easy. So, we need to convert the PDEs representation of a problem to the integral
expressions, such as a functional, which implicitly contains the differential equations
and is known as the weak-form formulation. The strong- and weak-forms are mathe-
matically equivalent to the same problem. The weak-forms representation of the PDEs
facilitates the finite element approximation procedure[34].
The weak-form of the PDEs is derived using weighted residual or variational meth-
ods. To define the weak-form from strong-representation, first, the trial solutions and
weighting functions characterize using Dirichlet and Neumann boundary conditions,
respectively. A weighted residual method expresses the PDEs of a problem as an inte-
gral form. The most common weighted residual method is called the Galerkin method
that generally used for the finite element formulations. An alternative approach for
developing the finite element equations is the variational method. The variational prin-
ciple defines an integral form, which is called a functional that result in the govern-
ing differential equations and boundary conditions. The results of these methods are
equivalent to the weak-form for symmetric systems. For example, the variational prin-
ciple corresponding to the weak-form for elasticity is called the minimum potential
energy theory. The principle of stationary potential energy is one of the most popular
variational principles. Despite the critical role of FEM in solving various engineering
problems, its validity domain is limited by the order of PDEs derived from the physical
problem. For instance, the Cahn–Hilliard equation involves fourth-order spatial par-
tial differential operators, and the FEM solution for this equation is computationally
expensive. FEM has an affordable computational cost in treating second-order spatial
operators.
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2.3 Finite-element implementation of the piezoelectric
beam
2.3.1 Governing equations
In this section, the governing equations of the piezoelectric continuum element and dis-
cretizing process are represented using FEM. The electrostatic response of the piezo-
electric element with volume of W , and boundary surface of G are derived by the
momentum conservation equations and divergence theorem. The stress equation of
motion in Cartesian component and electrostatic equilibrium is defined as:
si j; j + fi = ru¨i (2.1)
Di;i q = 0 (2.2)
Where, fi, r , q are mechanical body force, mass density, and electric body charge,
respectively. sij and Di are the components of the symmetric Cauchy stress tensor and
electric displacement vector. They are related to the Cauchy strain tensor (s) and the
electric field vector (E) components which lead to the formation of the constitutive
equations of the piezoelectric continua. The constitutive equations of the piezoelec-
tric materials can be derived from different thermodynamic potentials like the internal
energy; U= U (sij, Di), the Helmholtz free energy; F = F (sij, Di), the elastic Gibbs
energy; GE= GE (sij, Pi), the Gibbs free energy; G= G (sij, Ei), and the electric en-
thalpy or the electric Gibbs energy; H= H (sij, Ei). The different set of piezoelectric
constitutive formulations will derive using whichever thermodynamic potentials. We
used the electric Gibbs energy density or electric enthalpy to derive the constitutive
equation of the piezoelectric element.
The first law of thermodynamics (conservation of energy) for the piezoelectric contin-
uum is represented as:
U˙ = si j s˙i j +EiD˙i (2.3)
where, U , si j, si j, Ei, and Di represent the stored energy density, stress tensor, strain
tensor, electric field tensor, and electric displacement tensor, respectively, and over-
dot represents the differentiation respect to time. The electric enthalpy is defined as
following equation;
H =U EiDi (2.4)
Time derivitive of Eq. (2.4) is as follows:
H˙ = U˙ EiD˙i  E˙iDi (2.5)
By substituting Eq.(2.3) into Eq.(2.5), time derivitive of the electric enthaly function
becomes as following equation:
H˙ = si j s˙i j DiE˙i (2.6)
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It should be noted that electrostatic relations can be represented in four transformed
formulations depend on considering independent variables to describe the coupled in-
teractions between mechanical and electrical variables. They take different electric
enthalpy function correspondingly. The most common representation used in linear
piezoelectricity is as current presented form. Equation (2.6) implies that the electric
enthalpy function; H, has two independent variables; strain (sij) and electric field vec-
tor (Ei), and two dependent variables; stress (sij) and electric displacement (Di) that
implies H =H(si j;Ei), therefore dependent variables ;stress and electric displacement;
and further constitutive equations could be derived as follows:
si j =
¶H
 
si j;Ei

¶si j
=Ci jklskl  eki jEk (2.7)
Di = 
¶H
 
si j;Ei

¶Ei
= eiklskl +kikEk (2.8)
The electric enthalpy function that included elastic, electric, and coupling terms is give
as:
H
 
si j;Ei

=
1
2
 
Ci jklsi jskl ki jEiE j
  eki jsi jEk (2.9)
where Ci jkl , eki j, and ki j are the fourth-order elastic tensor measured at a constant
electric field, piezoelectric tensor, and dielectric tensor measured at a constant strain,
respectively. The strain tensor and electric field vector components related to the dis-
placement vector u and the electric potential F, described by the following equations:
si j =
1
2
 
ui; j +u j;i

(2.10)
Ei = Fi;i (2.11)
in which a comma denotes partial differentiation. The electro-mechanic problem in-
cludes finding the mechanical displacement components; ui, and electric potential; F,
satisfying the mechanical and electrical boundary conditions like:
 Mechanical B.C.:
ui = usi or si jn j = Fi (2.12)
 Electrical B.C.:
Fi = v or Dini = Q (2.13)
Where uis, Fi, v, Q and ni are specified mechanical displacement, surface force compo-
nents, electric potential, surface charge, and outward unit normal vector components.
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2.3.2 Variational method
The Hamilton principle derives the dynamic equations of a piezoelectric continuum.
The Lagrangian and virtual work should be adapted to hold the electrical and mechan-
ical contributions in Hamiltonian. Suppose that the surface tractions; fi, and surface
charge per unit area; q, assigned to a linear piezoelectric continuum. The virtual work
done by predefined forces in a small variation of the displacement (du) and electric
potential (dF) in the surface[35] are as follow:
dWme = f idui (2.14)
dWel = qdFi (2.15)
where () denotes the changed functions and Wme and Wel are the virtual work of surface
displacement and electrical field per unit area, respectively. In the variational principle
for the electromechanical medium the electric enthalpy/Gibbs energy equal to the elec-
tromechanical internal energy function in the Lagrangian (L). The variational principle
for the arbitrary space and time dependent variable vanishing at t0 and t1, takes the
following equation forms;
d
Z t1
t0
(L+W )dt = 0 (2.16)
Sum of the Eqs. (2.14) and (2.15), and using the divergence theorem the virtual work
variation is derived as;
dW =
Z
G

f idui qdFi

dG (2.17)
=
Z
G
f iduidG 
Z
G
qdFidG=
Z
W
fiduidW 
Z
W
qdFidW (2.18)
The Lagrangian is defined by integration of the kinetic (T) and electric enthalpy (H)
energies over domain as follows:
L =
Z
W

1
2
ru˙iu˙i H
 
si j;Ei

dW (2.19)
dL = d
Z t1
t0
Z
W

1
2
ru˙iu˙i H
 
si j;Ei

dWdt (2.20)
The integrations of Eq. (2.20) express as term by term and time-dependent variables
(dui and dF) vanishing at t0 and t1 [36, 37]:
 First term:
d
Z t1
t0
Z
W

1
2
ru˙iu˙i

dWdt =
Z t1
t0
Z
W
(ru˙idu˙i)dWdt
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=
Z t1
t0
Z
W

¶
¶t
(ru˙iduidW) ru¨iduidW

dt (2.21)
=
Z
W
[ru˙idui] l
t1
t0
dW 
Z t1
t0
Z
W
[ru¨iduidW]dt = 
Z t1
t0
Z
W
ru¨iduidWdt (2.22)
 Second term:
d
Z t1
t0
Z
W
[H (skl;Ek)]dWdt =
Z t1
t0
Z
W

¶H
¶skl
dsi j +
¶H
¶Ek
dEi

dWdt (2.23)
By using following variations of Eqs. (2.10) and (2.11):
dsi j =
1
2
d
 
ui; j +u j;i

=
1
2
h
(dui); j +
 
du j

;i
i
(2.24)
dEi = dFi;i = (dFi);i (2.25)
Considering constitutive equations and substituting Eqs. (2.24) and (2.25) into Eq.
(2.23), and using divergence theorem with considering to the symmetry of si j, we
have: Z t1
t0
Z
W
h
si j (dui); j +Di (dFi);i
i
dWdt (2.26)
=
Z t1
t0
Z
G

nisi jdui+niDidFi

dGdt–
Z t1
t0
Z
W

si jdsi j DidEi

dWdt (2.27)
=
Z t1
t0
Z
G
FiduidG 
Z
G
QdFidG 
Z
W
si jdsi jdW+
Z
W
DidEidW

dt (2.28)
Substituting Eq. (2.22) and Eq. (2.28) into Eq. (2.20), we have the Lagrangian varia-
tion:
dL=
Z t1
t0

 
Z
W
ru¨iduidW+
Z
G
FiduidG 
Z
G
QdFidG 
Z
W
si jdsi jdW+
Z
W
DidEidW

dt
(2.29)
Therefore, after substituting Eqs. (2.18) and (2.29) into the Eq. (2.16), the variational
principle takes the final weak form as follow:
Z t1
t0
(dL+dW )dt =
Z t1
t0
24  RWsi jdsi jdW+ RW fiduidW+ RGFiduidG RWru¨iduidW+ RWDidEidW  RGQdFidG
 RW qdFidW
35dt = 0
(2.30)
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Substituting constitutive into Eqs. (2.7) and (2.8) concludes to the variational principle
which is the beginning point for the discretization using independent variables ui and
Fi . The first line of Eq. (2.30) denotes as the virtual displacement principle and the
second line refers as the virtual electric potential.Z
W
ru¨iduidW+
Z
W
 
Ci jklskl  eki jEk

dsi jdW 
Z
W
(eiklskl +kikEk)dEidW
=
Z
W
fiduidW+
Z
G
FiduidG 
Z
G
QdFidG 
Z
W
qdFidW (2.31)
2.3.3 Finite-element discretization
In the finite element discretization process, a continuum element divided into several
numbers of simple geometrical shapes, which are known as finite elements. These
meshing elements connected by the nodes where the unknown variables defined as
the nodal values. The overall field variables calculated throughout the computation of
the contribution of each nodal value. In the piezoelectric continuum element, the dis-
placement field fug and the electrical potentialF variables define as the corresponding
nodal representations using corresponding shape functions; [Nu] and [NF], which as the
following equations:
fug= [Nu]fuig (2.32)
F= [NF]ffig (2.33)
The independent variables; strain and the electric fields vectors,fsg and fEg, are re-
lated to the displacement field and the electric potential and subsequently to the nodal
correspondence values as following equations:
fsg= [D]fug= [D] [Nu]fuig (2.34)
fEg= OF= O[NF]fi (2.35)
whereO is the gradient operator and [D] is the derivation operator. The shape functions
derivatives [Bu] and [BF], and derivation operator defined as:
[Bu] = [D] [Nu] (2.36)
[BF] = O [NF] (2.37)
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[D] =
2666666664
¶
¶x 0 0
0 ¶¶y 0
0 0 ¶¶z
0 ¶¶z
¶
¶y
¶
¶z 0
¶
¶x
¶
¶y
¶
¶x 0
3777777775
(2.38)
Substituting Eqs.(2.32) to (2.38) into matrix form of the variational principle in Eq.(2.31),
the matrix representation of the discretized parameters satisfy the essential boundary
conditions for any arbitrary variation of displacements and electric potentials; fduig
and fdfig, and for an element can be derived as:
[M] 0
0 0

u¨i
f¨i

+

[Kuu] [KuF]
[KFu] [KFF]

ui
fi

=

fi
gi

(2.39)
where M, Kuu, KuF /KFu, KFF represent the element mass, stiffness, piezoelectric cou-
pling and capacitance matrix and fi and gi denote the external mechanical force and
electric charge, respectively as follow:
[M] =
Z
W
r [Nu]T [Nu]dW (2.40)
[Kuu] =
Z
W
[Bu]
T [C] [Bu]dW (2.41)
[KuF] =
Z
W
[Bu]
T [e]T [BF]dW (2.42)
[KFu] = [KuF]
T (2.43)
[KFF] =
Z
W
[BF]
T [k]T [BF]dW (2.44)
f fig=
Z
W
[Nu]
T f fgdW+
Z
G
[Nu]
T fFgdG (2.45)
fgig=
Z
W
[NF]
T fqgdW+
Z
G
[NF]
T fQgdG (2.46)
Each part of the discretized finite elements or meshing elements is connected to the
adjacent elements throughout the global nodes, where the field variables are continuous
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from one to another element. Localization matrices; [Lu] and [LF], can transform the
local degree of freedoms (DOFs) to the global DOFs as follows:
fuig= [Lu]fUg (2.47)
ffig= [LF]fFg (2.48)
[M] 0
0 0

U¨
F¨

+

[KUU ] [KUF]
[KFU ] [KFF]

U
F

=

F
G

(2.49)
[M] =å
n
[Lun]
T [Mn] [Lun] (2.50)
[KUU ] =å
n
[Lun]
T [Knuu] [Lun] (2.51)
[KUF] =å
n
[Lun]
T [KnuF] [LFn] (2.52)
[KFU ] =å
n
[LFn]
T [KnFu] [Lun] (2.53)
[KFF] =å
n
[LFn]
T [KnFF] [LFn] (2.54)
fFg=å
n
[Lun]
T [ fi] (2.55)
fGg=å
n
[LFn]
T [gi] (2.56)
where U;F;F;G are mechanical variables, electric potentials of the continuum struc-
ture, external forces applied to the structure, and electric charges, respectively.
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Development of a Multi-Scale
Atomistic-Continuum Framework
3.1 Introduction
Most of large molecular systems problems cannot be treated using quantum mechan-
ics methods. Quantum mechanics deals with the electronic structure of molecular
systems; even one neglects some electrons, like in the semi-empirical methods, there
are still many particles that should be taken into account. Molecular mechanics (MM)
or force-field methods rely on classical mechanics and are an essential part of compu-
tational material science. MM methods have been used to obtain quantitative informa-
tion about the chemical reaction of the large molecules. MM emanated from Hill [38],
Westheimer [39], and Mayer’s works in 1946 and developed by the Engler et al. [40]
in 1973, and later in 1976 by the Allinger [41]. MM methods neglect the electronic
interactions of a system and expresses system energy as a function of the nucleus posi-
tions. So, MM can predict the molecular energy and corresponding physical properties
of the large molecular systems with an affordable computational cost. In fact, during
the formation process of a molecule in nature, the molecular structure has received
the lowest energy or stable form of a molecule. The main principle behind the MMs
method is to calculate the energy as a function of the bond stretching, bending, inver-
sion, and in-plane/out of plane torsion. Using this model of a molecule should find the
minimum energy structure. MM is an empirical method that depending on parameters
derived from experimental data and known as the force field parameters.
3.2 Molecular mechanics/force field method
MM’s method is defined based on several assumptions. Born-Oppenheim approxima-
tion [42] is the most crucial postulation and indicates the nuclei movements are negli-
15
3.3 Extension of chemical bond-energy as an equivalent mechanical
strain-energy
gible in comparison to the quick motion of electrons. In fact, without this assumption,
it is not possible to express the system energy as a function of the nuclei coordinates.
MM modeling is a relatively simple model of system-interactions that define as simple
mass-spring models. The electronic interactions are not considered in these models,
and molecular energy express as a function of bonds’ stretch, torsion, and angles vari-
ations.
In MM or force field method, the negative derivative of the potential energy with re-
spect to the displacement of the particles is equal to the forces on each particle. Gener-
ally, a sum of bonded and non-bonded potential energies represents each bond’s total
potential energy. Bonded energies include the bond stretching, bond angles (bend-
ing contributions), and torsion angles, while the non-bonded energies contain van der
Waals and Columbic electrostatic interactions.
Utotal =Ubonded +Unon bonded (3.1)
The most crucial advantage of the MM method is that it requires less computing time
compared to the more complex quantum mechanics methods and can be applied for
large molecular systems. However, using this method has some disadvantages like it
is not applicable for investigation of the electronic properties and limited by the force-
field parameters, which change for different force-fields and atoms.
3.3 Extension of chemical bond-energy as an equiva-
lent mechanical strain-energy
In this part, we developed an atomic-continuum multi-scale framework where a struc-
tural beam element is accounting for coupled multi-physics problems representing a
chemical bond. To capturing bonded and non-bonded interatomic interactions, the
chemical bond is modeled as a piezoelectric beam element, including the coupled
electrical and mechanical properties, for the first time. The formulation is based on
the piezoelectric element enthalpy energy density and chemical bond potential energy
to set up an equivalency between chemical bond and structural beam nature.
The DREIDING force field is employed since ideally suited for predicting structures,
relative energies, rotational barriers, and dynamics of organic/biological and inorganic
molecules. The total potential energy in this force field can be additively decomposed
as [43]:
U =Ua+Uq+Uj+Uw+UvdW +Uel (3.2)
where Ua;Uq;Uj and Uw denote the potential energy due to axial stretching, bending,
torsion and inversion (one of three bonds in the same plane is inverted), UvdW and Uel
are the non-bonded potential energies that determine the van der Waals and electro-
static terms, respectively. The subscripts a , q , j , w , vdW and el indicate bond
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length, bond angle, dihedral angle, inversion angle, van der Waals and electrostatic, re-
spectively. Some of these parameters are shown in Fig. (3.1). We assume small strain
theory accounting for the electrostatic non-bonded energy to model the piezoelectric
behavior. Only the van der Waals non-bonded energy is neglected in the calculation.
The DREIDING force field describes the total energy terms for one single bond [44].
They need to be related to the energy terms expressed as:
Ua =
1
2
Ka (a a0)2 (3.3)
Uq =
1
2
Kq (q q0)2 (3.4)
Uj =
1
2
Kj f1  cos [2(j j0)]g (3.5)
Uw =
1
2
Kw (w w0)2 (3.6)
where Ka , Kq , Kj , and Kw are the force field coefficient for the bond axial stretching,
bending, dihedral torsion, and inversion, respectively. The subscript ”0” refers to the
equilibrium positions.
According to [45], the harmonic expression appropriately describes the potential ener-
gies. In order to simplify the calculation, the total bond potential energy in the DREI-
DING force field is modified by combining the dihedral angle, torsion and inversion.
This compound energy is considered as an equivalent torsion energy in the harmonic
form. Eq. (3.5) and Eq. (3.6) then becomes:
U? =Uj+Uw =
1
2
K? (j j0)2 (3.7)
in which, bond axial stretching and bending energy coefficients ( Ka , Kq and K? ) are
given in the DREIDING force field [44].
One can write the last term of Eq. (3.2) as [46]:
Uel =
q2
4pe0a
(3.8)
where q , e0 and a are the electric charge, vacuum permittivity, and the length of
the bond, respectively. The most significant advantage of the molecular mechanics ap-
proach is the separation of the potential energy components into physically meaningful
terms. It makes the modeling process easier, and facilitates establishing an equivalency
between the discrete atomistic lattice structure and continuum elements.
On the other hand, the constitutive equation of the piezoelectric materials can be de-
rived from different thermodynamic potentials. In this study, the electric Gibbs energy
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density or electric enthalpy is used to derive the constitutive equation of the piezoelec-
tric element. The electric enthalpy function; H
 
si j;Ei

; has two independent-variables
(strain ( si j ), electric field vector ( Ei )), and two dependent-variables (stress ( si j ),
electric displacement ( Di )) and can be written as [47].
H
 
si j;Ei

=Upe Uc f (3.9)
where Upe , and Uc f are the piezoelectric potential energy density and the coupling
field energy densities, respectively given by:
Upe =
1
2

CEi jklsi jskl  ksi jEiE j

(3.10)
Uc f = eki jsi jEk (3.11)
in which CEi jkl , eki j, and k
e
i j are the fourth order elasticity tensor, the third order piezo-
electric tensor, and the second order dielectric tensor, respectively. The superscripts
E and s refer to ’electric’ and ’strain’, respectively. By substituting Eq.(3.10) and
Eq.(3.11) into Eq.(3.9), the electric enthalpy function becomes:
H
 
si j;Ei

=
1
2

CEi jklsi jskl  ksi jEiE j

  eki jsi jEk (3.12)
where s, and E being the linear strain tensor and the electric field vector related to the
displacement vector u and the electric potential F:
si j =
1
2
 
ui; j +u j;i

; Ei = F;i (3.13)
where a comma denotes spatial derivatives. In order to make further equivalency be-
tween bonded/non-bonded energies and mechanical/ electrostatic counterpart energies,
according to Eq. (3.12), the complex electric enthalpy energy term which contains the
electrostatic, mechanical and piezoelectric field energies, should be divided into two
parts which are expressed as:
H
 
si j;Ei

= Hm
 
si j;Ei

+Hel
 
si j;Ei

(3.14)
Hm
 
si j;Ei

=

1
2
CEi jklsi jskl

 Wn
 
eki jsi jEk

(3.15)
Hel
 
si j;Ei

=

1
2
ksi jEiE j

  (1 Wn)
 
eki jsi jEk

(3.16)
where Hm, Hel , and Wn are the pure mechanical energy, electrostatic energy, and con-
tribution of coupled field energy percentage to each part, respectively. We assume
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Wn = 0:99 [48] which means that 1% of the coupled field energy is attributed to the
electrical part of the energy density function.
The bond potential and piezoelectric continuum energies can be separated into elas-
tic and electrostatic terms. Equivalence energies between molecular and continuum
models is satisfied as follows:
U 
Z
W
HdW (3.17)
Ua+Uq+U? =
Z
W
HmdW (3.18)
Uel =
Z
W
HeldW (3.19)
Eq. (3.18) states the equivalence mechanical energies, while Eq. (3.19) guarantees the
equivalence electrostatic energies.
By assuming one-dimensional piezoelectric properties in axial direction, the mechani-
cal and electrostatic equivalence energies yield following equations:
 Bending:
1
2
Kq
 
Dq2

=
Y I
2a
 
Dq2

(3.20)
 Torsion:
1
2
K?
 
Dj2

=
GJ
2a
 
Dj2

(3.21)
 Axial:
1
2
Ka
 
Da2

=
YA
2a
 
Da2
 Wne33Daa EW

(3.22)
 Electrostatic:
q2
4pe0a
=
1
2
kE2  (1 Wn)

e33
Da
a
EW

(3.23)
where Y , G;E , e33 , k , A , W, q are the elastic modulus, shear modulus, electric field,
piezoelectric coefficient, dielectric constant, cross-sectional area, volume of element
and charge, respectively.
3.4 Electromechanical properties of 1D Boron Nitride
Nanotube
3.4.1 Introduction
Boron Nitride Nanotubes (BNNTs) are one-dimensional nanostructures with unique
mechanical, electrical, and thermal characteristics. They have been synthesized in the
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1990s and have been the interest of research in various research communities [49, 50].
The importance of BNNTs emanates from their outstanding strength, lightweight, high
heat resistance, radiation shield, and piezoelectric properties, making them excellent
candidates in industries like energy, health, aerospace, defense, and security. BN-
NTs are also smart materials being frequently used in micro/nanoelectromechanical
devices (MEMS/NEMS) [51]. They show potential in fire-retardant products, drug de-
livery, water desalination, hydrogen storage, energy harvesters, and power generation
[50, 52]. The structure of BNNT is similar to hexagonal Carbon Nanotube (CNT).
However, BNNTs do not only possess 95% of the CNT’s elastic modulus but also they
show superior characteristics like high thermal stability and piezoelectricity [53, 54].
Research of BNNT materials has focused on the prediction of effective properties such
as elastic and shear modulus, piezoelectric and dielectric coefficients. Since it is some-
times difficult to extract those parameters experimentally, computational modeling has
become a complementary and excellent alternative. A wide range of approaches from
quantum mechanics (QM) and molecular dynamics (MD) to continuum mechanics
(CM), including multi-scale modeling, have been developed and employed for this
purpose. For instance, QM simulations based density functional theory (DFT) [55]
solve the Schro¨dinger equation, while MD [56] and Monte Carlo (MC) methods are
based on the numerical solution of the equation of motion.
QM-based models are usually very accurate, but they are computationally expensive
and cannot be used for large systems. Force field methods such as molecular mechan-
ics (MMs) are based on energy minimization. These methods reduce the computational
cost. However, they also require more input parameters such as the aspect ratio, length,
chirality, volume fraction, aligned direction, number of nanotube layer, and composite
contents [57]. The total potential energy in the harmonic force field, for example, is
the sum of the bonded and non-bonded potential energies. The bonded potential en-
ergy is based on two, three, and four atoms body interactions, which are referred to
as the axial, bending, and torsion energies. The non-bonded potential energy includes
the electrostatic and Van-der-Waals energies related to each bond. These energies can
also be formulated in so-called equivalent elements, in which the spring, rod, and
beam elements have been used to model the atomistic structure in multi-scale analysis
[9, 58, 59, 60].
Xiang et al. [61] predicted the piezoelectric properties of zigzag BNNTs with a hy-
brid density functional (B3LYP) method. They found that the piezoelectric properties
of BNNTs are higher compared to those of most polymers. Nakhmanson et al. [62]
studied the spontaneous polarization and predicted piezoelectric properties of a zigzag
BNNT by ab-initio simulations and the polarization theory of Berry phases or Wan-
nier functions. The results revealed the spontaneous polarization coupling with lattice
symmetry breaking, leading to the piezoelectric behavior of BNNT. The results also
implied that the zigzag BNNT piezoelectric properties are lower than the inorganic
piezo-ceramic contents such as PZT, BTO, and STO materials, but higher than those
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in the piezo-polymer categories like PVDF. Sai and Mele [63] used ab-initio and a
tight-binding (TB) approach to predict the piezoelectric properties of a BNNT. The
zigzag and armchair tubes are induced by uniaxial and torsional strains yielding differ-
ent piezoelectric behavior. While the zigzag tubes only respond to the uniaxial strain,
the armchair nanotubes have a linear electric dipole moment related to torsion. Zhang
and Meguid [64] investigated the effect of the number of tube layers on the piezoelec-
tric properties of a multi-wall BNNT employing MD simulations and a CM model.
The MD simulation for the zigzag single-walled BNNT resulted in e11 = 0:24 Cm2 while
CM modeling gave a similar value of e11 = 0:25 Cm2 . Also, both approaches for the
armchair counterpart led to an equal torsional piezoelectric coefficient of e14 = 0:25 Cm2
. The piezoelectric coefficient is positive/negative for the odd/even layers’ number and
decreased by increasing the number of layers. The MD results were replicated well by
the CM model. Yamakov et al. [65] presented a strain-dependent dipole energy term
in their MD model to investigate the piezoelectric properties of a BNNT for all chiral
angles under axial and torsional loading showing the dependency of the piezoelectric
properties on both chiral angle and nanotube radius.
Jaffari et al. [66] studied the effective elastic, and piezoelectric characteristics of a
thin film made of BNNT reinforced polymers exploiting the finite element method
(FEM) and representative volume elements (RVEs). They considered several volume
fractions, aspect ratios, and compared their predictions to three analytic approaches
(Voigt, Reuss, and Mori–Tanaka). They showed that the effective elastic and piezo-
electric properties improved with increasing the BNNT volume fraction, while the
dielectric properties decreased slightly. Jaffari et al. [48] predicted the Young’s and
shear modulus as well as the axial and torsional piezoelectric constants of zigzag BN-
NTs. Therefore, they employed a structural element accounting for chemical bonds
and interactions. The results showed that the axial piezoelectric coefficients fluctu-
ated depending on the diameters of the nanotubes and then approached a value of
0:2 Cm2 while Young’s modulus increased with increasing tube diameter and converged
to a maximum value of 1 TPa. Several studies have revealed that the average elastic
module range is from 0.5 TPa up to 1.22 0.24 TP [67, 68, 69]. Also, the torsional
piezoelectric coefficients are varying around a value of 510 6 Cm2 .
In this study, we present a structural beam element accounting for modeling the atom-
istic bond scale as a piezoelectric continuum scale. The bonded and non-bonded in-
teratomic interactions are captured by satisfying the equivalency of chemical bond
and structural beam element formulation. The formulation is based on our extended
method that could set up equivalency between chemical and structural nature.
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3.4.2 Chemical bond modeling as a piezoelectric beam
The BNNT bond length is between 0.137 to 0.148 nanometers. In this study, we
adopted a value of 0.145 nanometers [70, 71, 72, 73]. Fig. (3.1). shows the atomic
structure of the zigzag nanotube. In order to design the chemical bonds as equiv-
Figure 3.1: Atomic structure of zigzag nanotube (BNNT)
alent structural beam elements; represent the discrete atomistic-scale in continuous
continuum-scale, we used the Eqs.(3.20)-(3.23). Where the B-N bond axial stretch-
ing and bending energy coefficients are given in the DREIDING force field [44], such
that; Ka = 700
h
kcal=mol
A˚2
i
, Kq = 100
h
kcal=mol
rad2
i
and K/0 is the modified torsion energy
coefficient [45] that is predicted as K/0 = 90
h
kcal=mol
rad2
i
, and Y , G; E, e33, k, A, q are
the elastic modulus, shear modulus, electric field, piezoelectric coefficient, dielectric
constant, cross-sectional area and charge, respectively.
In this case, the length-to-height ratio of the beam is assumed to be about 10 with cir-
cular cross section [48]; I and J are the second and polar moment of the circular cross
section with radius r.
I =
p
4
r4 ; J =
p
2
r4 (3.24)
The charge value for the BNNTs ranges from 2.605 to 2.739 units of electron [63],
so q = 2:6e
 
1e = 1:602210 19 C is used in the calculations here. The electric
force between two charges (F) is described by Coulomb’s law. The Coulomb field;
electric field surrounding a point charge, is given by [74];
E =
F
q
=
q
4pe0a2
(3.25)
The required parameters for the piezoelectric beam element are accourding Eq. (3.20)
to Eq. (3.25), and calculated as following values;
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Y = 0:0468 Nnm2 , G = 0:0211
N
nm2 , poison ratio n = 0:1115;e33 = 9:0542e  10 Cnm2 and
k= 7:0866e 13.
3.4.3 Finite-element solution
The finite element simulations are done with the commercial FE-software ANSYS and
Nanotube Modeler software to extract the atomic coordinates of the BNNT. In ANSYS,
we use the piezoelectric solid-beam element – SOLID227 – with ten nodes and up
to five degrees of freedoms (DOFs) per node, i.e. translational (UX ; UY and UZ),
electrical (VOLT ) and thermal (T EMP). In this study four DOFs – UX ;UY;UZ and
VOLT – are assigned to each node. Fig.(3.2) a) and b) shows the piezoelectric element
local orientations and polarization vectors. Each element has a piezoelectric property
along the local z-axis. The piezoelectric constitutive equations are given by:
a)
b)
Figure 3.2: a) Piezoelectric element orientation. b) Element’s polarization vectors.
si j =
¶H (s;E)
¶si j
=Ci jklskl  eki jEk (3.26)
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Di = ¶H (s;E)¶Ei = eiklskl +kikEk (3.27)
where s , C , s , e , k, D and E are the stress tensor, fourth-order elasticity tensor,
linear strain tensor, piezoelectric tensor, dielectric tensor, electric displacement vector
and the electric field vector, respectively. In order to extract the Young’s modulus, the
nanotube is fixed at the left-hand side. The electric field is assumed to be zero and
a small displacement is applied to the free end of the nanotube. In order to estimate
the effective axial piezoelectric coefficient of the nanotube, zero axial displacements
are assumed and a potential V is applied at one end of the nanotube. The materials
constants are obtained by the following equations:
Y =
Fre
Aeq
L
DL
(3.28)
e33 =
Fre
Aeq
L
V
(3.29)
where Fre, L, Aeq denote the reaction force for each boundary condition. The length of
the nanotube and the equivalent cross section of the continuum nanotube is given by:
Aeq = p
h
(R+ r)2  (R  r)2
i
(3.30)
where R being the average radius of the nanotube. The finite element discretization of
the isolated zigzag BNNT including the polarization vectors due to axially stretching
is shown in Fig.(3.3).
Figure 3.3: Finite element discretization of a BNNT
3.4.4 Result and discussion
We now predict the electromechanical properties of the isolated zigzag BNNT. The
elastic modulus versus the aspect ratio for two diameters can be found in Fig. (3.4).
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It increases with increasing aspect ratio and approaches a stationary value. Nanotubes
with larger diameters tend to this stationary value quicker. In other words: They are
less sensitive with respect to the aspect ratio. The length variations do not affect the
elastic modulus of the nanotubes with higher aspect ratios for small diameters. The
opposite tendency is observed for nanotubes with larger diameters. Table(3.1) lists
Figure 3.4: Elastic modulus of the zigzag BNNT over different length / diameter aspect
ratio
the elastic moduli and axial piezoelectric coefficients for various aspect ratios. The
variation of these parameters depends on the nanotube chirality and the diameter. An
increased elastic modulus and decreased value of the piezoelectric coefficients are ob-
served for increasing chirality and diameter, indicating the bonded and non-bonded
interatomic interaction are well captured and coupled. Moreover, the identified elastic
moduli are consistent with other predictions which are in the range of 0:5 to 1:22T Pa
[48, 67, 68, 69]. Although the piezoelectric coefficients fluctuate, they remain in al-
ready predicted intervals about 0:1 to 0:4 Cm2 [61, 62]. Due to the interconnected nature
of the potential energy in the atomic structure and the coupled energies (mechani-
cal and electrostatic), defining energy equivalence is challenging. However, the good
results – which agree well with experimental data and analytical theories [63, 75] –
suggest the validity of our approach. Furthermore, due to the electronic and structural
arrangement of the zigzag nanotubes, they exhibit a coupled piezoelectric coefficient
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in the axial strain. This point is not the case for torsional loading, unlike in the arm-
chair BNNTs [63]. In this investigation, the effective torsional piezoelectric coefficient
is not considered for the zigzag nanotube. As previously stated, this study deals with
Table 3.1: Elastic moduli and axial piezoelectric coefficients of the BNNT
BNNT (n,0) D(nm) Y(TPa) e33 Cm2
(6,0) 0.4634 0.7117 0.2359
(8,0) 0.6378 0.7969 0.2281
(10,0) 0.7972 0.8414 0.2041
(12,0) 0.9567 0.8616 0.1762
(14,0) 1.1161 0.89224 0.1684
(16,0) 1.2756 0.9154 0.1725
(18,0) 1.4350 0.9469 0.1521
(20,0) 1.5944 0.9589 0.1009
the prediction of mechanical and piezoelectric properties. Earlier studies neglected
the non-bonded electrostatic interaction in the structural element. However, as indi-
cated in Fig. (3.5) and Fig. (3.6), in small strain theory, the compatible trend of the
piezoelectric and elastic module curvature is noticeable. This deficiency is removed
when accounting for the non-bonded electrostatic interaction within the piezoelectric
element yielding physical meaning results, i.e., the intrinsic dependency between the
elastic and electrostatic properties leads to an increase/decrease when the other quan-
tity is decreased/increased.
The predicted values in Fig. (3.5)[45, 69, 76, 77] and Fig. (3.6)[61, 62, 78] also agree
well with other more complicated models in the literature(bond-order potentials tight-
binding(BOPs-TB) and bond-order potentials Tersoff–Brenner potential(BOPs-TBP)
or quantum-chemical semiempirical modified neglect of differential overlap (QMs-
MNDO). Although the influence of the non-bonded electrostatic interaction in the elas-
tic modulus prediction is small, it plays a significant role in the prediction of the piezo-
electric coefficient. Hence, by neglecting the non-bonded electrostatic interaction, it is
not possible to predict the piezoelectric coefficient using the force field method.
3.4.5 Conclusion
We have presented a new approach to model the intrinsic discrete nature of the atom-
istic structure by using a beam element. To capture the physical phenomena at the
atomistic scale, bonded and non-bonded interactions are accounted for in the piezo-
electric beam element. Accuracy of the proposed method is evaluated by performing
several simulations and extracting the elastic and piezoelectric coefficients respect to
the nanotube chirality, diameter, and aspect ratio of the isolated zigzag BNNT. We
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Figure 3.5: Elastic modulus of the zigzag BNNT for different diameters
were able to match the predicted values of other, more sophisticated models or experi-
ments. The model seems to be particularly useful in extensive scale simulations, which
will be studied in the future.
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Figure 3.6: Piezoelectric coefficients of the zigzag BNNT for different diameters
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Chapter 4
Molecular Dynamics Simulation
4.1 Introduction
Energy quantization of a system of particles like molecular or atomic systems is de-
scribed by the quantum mechanics using the Schro¨dinger equation. The result of this
equation is not continuous and varies in quantities. There are discrete states for allowed
values of specific physical quantities, and the results for given systems have a distinct
set of allowed energies. Several distinct states have the same amount of degenerate
energies for each energies level of a system.
To explore any physical properties of all system states, we need to know the average
energy of all states. Statistical mechanics, based on the Ergodic hypothesis and con-
servation energy laws, describes the probability of a system to be in each distinct state.
Ergodic hypothesis indicates that all distinct energy states with the same energy (de-
generate states) have the same probability that the system be in those states.
In dealing with many-particles or large molecular systems, to find the most stable struc-
ture of a system, first, the energy minimization or geometry optimization is conducting
using steepest descent or conjugate gradient methods. A set of lowest energy config-
urations considers further analysis to explore any physical quantities of the system.
However, to estimate the precise properties of a system, instead of just considering a
set of low-energy structures, we need to explore average or ensemble properties over
the contribution of all states of a system or all structures.
The ensemble or average property of a system can be calculated using statistical me-
chanics. Any physical property of a system like A, where it can be energy, bond length,
pressure, temperature or other properties, is given by:
Probability of ensemble properties! A =
Z
i states
Pi(~qN)Ai(~qN)d~qN (4.1)
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The probability that the system is going to be in a given state is proportional to the
Boltzmann factor of the state:
Probability of each state! Pi µ e 
Ei
kbT  Boltzmann factor (4.2)
Where Ei, kb, and T are the energy of the states, Boltzmann constant, and tempera-
ture, respectively. The partition function of a system is the most important function
of statistical mechanics. By knowing this function, all (average) properties of a ther-
modynamic system can be explored. Any physical properties that can learn about a
system are carrying inside a partition function:
Partition function! Z =
Z
IRN
e 
E(~qN )
kbT d~qN (4.3)
The probability of all states properties, normalized by partition function, and add up to
one:
Pi =
1
Z
e 
Ei
kbT = 1 (4.4)
Finally, the Boltzmann-weighted average of property A is given by:
A =
R
IRN e
 Ei(~qN )kbT A(~qN)d~qNR
IRN e
 Ei(~qN )kbT d~qN
(4.5)
Finding an analytic or exact solution for this high dimensional integral which has 3N
coordinate (N is the number of atoms) is challenging issue, and computational cost is
exponentially increasing by increasing constituent atoms. So, numerical approxima-
tions are the most common approach to solve this integration. Numerical approxima-
tion methods include integrate on grids, molecular dynamics (MD) (time averaging),
and Monte Carlo method (random averaging).
MD, based on classical mechanics, simulates the time evolution of the large particle or
molecular systems and can cover the system’s possible states within an affordable com-
putational framework. The theory of molecular dynamics and applications originated
from a theoretical physicist’s studies in the 1950s [79, 80]. The time evolution of an
interacting atomic system calculates by integrating the Newtonian equation of motion
for the constituent particles. The atoms/molecules in the system are spherically sym-
metric and interactions define by implemented potentials. The potential depends on the
instantaneous atomic positions and interatomic spacing known as a soft-sphere model.
Numerical methods like finite difference, Verlet algorithm, predictor-corrector (Gear),
and multiple timestep methods solve the dynamics of a set of N particles system over
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time. Solving the equations for each timestep leads to the estimation of a dynami-
cal trajectory that describes the variations of the positions and velocities of particles;
their instantaneous position and velocity define a trajectory of the particles. An iso-
lated volume of particles includes identical energy, temperature, and pressure, which
are conserved along time. The average of any dynamic property over trajectory is an
approximation of the observable value of that property for the thermodynamic state
of a specific number of atoms, volume, and energy. This average is equivalent to an
average over a microcanonical ensemble if the identified trajectory passes through all
states of phase space that has the specified energy [81]. The time correlation functions
like stationary correlation, cross-correlation, and autocorrelation functions, which are
a measure of the time-dependent quantities, can be derived directly through MD data.
One can calculate the thermal conductivity and diffusion coefficients by using these
functions. MD simulations are usually applying in a nano/picosecond time scale for
1000 to 1,000,000 atoms such that for 100 picosecond MD simulation with one fem-
tosecond timestep, we need105 steps. Hence, the macroscopic properties of the system
can be obtained by taking the average of the observable properties approximated by
MD simulation.
The graphical representation of the classical MD simulation procedure is shown in
Fig. (4.1). Initial positions of particles derived using Maxwell-Boltzmann distribution
or from previous MD run. The particles should define slightly away from their known
equilibrium positions so that the atoms will eventually reach their global equilibrium
position during the relaxation period. Initial velocities of atoms are generally assigned
randomly. However, those velocities are rescaled by the thermostat during the simula-
tion to achieve the desired temperature. The simulation loop runs until satisfying the
termination condition, which is usually the number of iterations.
4.2 Equations of motion
MD simulates the dynamic of a particle system using statistical and classical me-
chanics laws. Early MD simulations were based on molecular mechanics or force-
field method, where the atoms and bonds modeled as small mass and spring, respec-
tively. This approach was able to calculate systems with a few atoms. Advanced
high-performance computers with high processing rates are facilitated computing of
the complex models for large molecular systems. MD simulation takes atoms as the
primary particles, neglects nuclei and electron interactions, and simplifies calculation
by just considering atoms interactions, and finally, classical Newton’s equations de-
scribe the dynamics of an atomic system.
Different formalisms are available to represent or derive the classical equations of mo-
tion. Some of these formalisms are more adaptive to theoretical interpretations and
31
4.2 Equations of motion
Figure 4.1: Graphical representation of the basic MD simulation procedure.
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analysis of complex systems as follows:
 Newtonian mechanic’s framework: force and acceleration vectors should ana-
lyze precisely, and the governing equations in any coordinate system have the
same form.
 Lagrangian formalism: there are no force and accelerations vectors and no need
for analyzing them. Euler-Lagrange equations of motion independent from the
coordinate systems, which make them mathematically pleasant formulation.
 Hamiltonian formalism: appropriates for extension of the classical mechanics
within the quantum mechanics framework.
4.2.1 Classical/Newtonian mechanics
The translational motions of a particle due to external forces are described by Newton’s
second law, which established a direct relationship between acting forces and particle
motions:
Fi = mq¨i i = 1;2;3; :::::;N (4.6)
where F, m, q¨, and N are the force, particle mass, acceleration, and number of particles
respectively. The particle mass is assumed to be independent of the position, velocity,
and time. For the N particles system, the second law of motion in three directions
is described as 3N second-order differential equations. If any forces act on a mobile
particle, it continues moving with constant velocity already had, which is the first law
of Newton. By using the second law, the third law of Newton can be derived. In
an isolated system of two particles, there are no external forces, and the total force
should be zero. Consequently, the interaction force between two particles should be
contracted by each other, which refers to Newton’s third law.
Ftot = F1+F2 = 0 ! F1 = F2 (4.7)
By using Newton’s law of motion, the kinetic energy (T) is calculated as in the follow-
ing equation. The kinetic energy is defined as the needed energy for a particle to start
motion from rest state to velocity of q˙
T =
1
2
mq˙2 (4.8)
4.2.2 Lagrangian mechanics
Consider a system that describes by position set of (q1;q2;q3; : : : ;qN) . The coordinate
system can be Cartesian, polar coordinate or length, angle or any other coordinate sets
that needed for describing the state of the system. The extended velocities are defined
33
4.2 Equations of motion
as (q˙1; q˙2; q˙3; : : : ; q˙N) . We consider a set of parameters qi; q˙i for configuration space
of a system with 2N degree of freedom. The obvious law of the nature is by using the
position and velocity parameters the acceleration of a system can be calculated in a
moment. This means for the next small period of time, the positions and velocities can
be calculated as follows:
qi (t+ e) = qi (t)+ eq˙i (4.9)
q˙i (t+ e) = q˙i (t)+ eq¨i (t) (4.10)
Therefore, if a physical system configuration is known in a specific time, then the
time evolution of all configurations of this system can be uniquely estimated. So, with
knowing (q(0) ; q˙(0)) one can estimate the other configurations (q(t) ; q˙(t)) or the
motion’s trajectory uniquely. It is worthy to remind that the coordinates and velocities
of a configuration space are independent quantities. It means that by knowing just one
of them in a specific moment, it is impossible to estimate the other quantity at the same
time.
The system’s trajectory in a configuration space can be estimated using the least action
principle. The least action principle is a significant mechanic’s law that conceptually
means that a system tends to pass through the pathway with a minimum force acting on
its components. In all possible trajectory space of a system, it mathematically means
the first derivative with respect to the small variation is equal to zero, which is the
description of an extremum point and shown as:
S (qi; q˙i) =
Z t2
t1
L(qi; q˙i)dt (4.11)
where L(q; q˙) is Lagrangian function. This equation describes the least action function
(S) for a system that in t1 time is on configuration of (qa; q˙a) and dynamic evolution of
system move it to the configuration of (qb; q˙b) in time t2. Hence, the trajectory of the
system can be estimated between configurations as follows:
dS
dq
= 0 or! lim
Dq!0
(S (q+Dq) S (q)) = 0 (4.12)
S (qi+Dqi; q˙i+Dq˙i) =
Z t2
t1
L(qi+Dqi; q˙i+Dq˙i)dt (4.13)
Using the increment theorem for two-variables functions the following equations can
be derived:
DS (qi; q˙i) = S (qi+Dqi; q˙i+Dq˙i) S (qi; q˙i)
=
¶S (qi; q˙i)
¶q
Dqi+
¶S (qi; q˙i)
¶q˙
Dq˙i+ e1Dqi+ e2Dq˙i
(4.14)
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where;
e1 = e1 (Dqi;Dq˙i)! 0
e2 = e2 (Dqi;Dq˙i)! 0
(4.15)
using Eqs.(4-12), (4-14) and (4-15) we have:Z t2
t1

L(qi; q˙i)+
¶L(qi; q˙i)
¶qi
Dqi+
¶L(qi; q˙i)
¶q˙i
Dq˙i

dt (4.16)
where the first term equal to the least action function and by the expansion of the last
function using integral by parts the following equations derived as:
= S (qi; q˙i)+
Z t2
t1

¶L(qi; q˙i)
¶qi
Dqi+
d
dt

¶L(qi; q˙i)
¶q˙i
Dqi

  d
dt

¶L(qi; q˙i)
¶q˙i

Dqi

dt
= S (qi; q˙i)+
¶L(qi; q˙i)
¶q˙i
Dqijt1t2 +
Z t2
t1

¶L(qi; q˙i)
¶qi
Dqi  ddt

¶L(qi; q˙i)
¶q˙i

Dqi

dt
= S (qi; q˙i)+0+
Z t2
t1
Dqi

¶L(qi; q˙i)
¶qi
  d
dt

¶L(qi; q˙i)
¶q˙i

dt
(4.17)
According to the fact that for a little variation on the system’s trajectory, changes of S
function should be zero. We can conclude the following equation:
¶L(qi; q˙i)
¶qi
  d
dt

¶L(qi; q˙i)
¶q˙i

= 0 (4.18)
This equation is known as the Euler-Lagrange equation. The Lagrangian function, L,
for a system is defined as the difference between the potential, and kinetic energies (U
and T) expressed as a function of positions and velocities respectively, as follows:
L(qi; q˙i) = T (qi; q˙i) U (qi) (4.19)
For a particle in the potential, U, in a Cartesian coordinate system, the Lagrangian is
described as:
L =
1
2
m
 
x˙2+ y˙2+ z˙2
 U (x;y;z) (4.20)
By solving the Euler-Lagrange equation for this system, we have:
mx¨ = ¶U
¶x
;my¨ = ¶U
¶y
;mz¨ = ¶U
¶z
(4.21)
Eq.(4.21) are the classical equations of motion. For a system with N degree of freedom,
there is N number of second-order differential equations. Finally, the unique trajectory
of a system can be derived in configuration space by using initial coordinates and
velocities.
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4.3 Numerical integration methods
Realistic modeling of the inter-molecular interactions depend on the continuous po-
tential description where all particles’ motion is interdependent. Finding an analytical
solution for the many-body interacting systems is not applicable. So, the time evolution
of many-particle systems in the MD simulations calculates by numerical integration of
the equations of motion.
4.3.1 Finite difference method
Molecular dynamics trajectories can be estimated using finite difference methods. In
this method, the integration time is divided into several small timesteps—the forces
and subsequently accelerations of each particle derived from vector summation of the
interactions with other particles. The dynamic trajectory in each time step depends
on the previous time step values, considering that the force is constant in time inter-
vals. So, in high temperatures for light molecules and potential functions with sharp
variations, a very small timestep should be selected. A wide range of finite difference
algorithms developed based on Taylor series expansion to estimate the dynamic prop-
erties of a molecular system. The consecutive positions, velocities, and accelerations
can be estimated using the following equations:
 Position:
q(t+dt) = q(t)+dtq˙(t)+
1
2
dt2q¨(t)+
1
6
dt3
...q (t)+ : : : (4.22)
 Velocity:
q˙(t+dt) = q˙(t)+dtq¨(t)+
1
2
dt2
...q (t)+ : : : (4.23)
 Acceleration:
q¨(t+dt) = q¨(t)+dt
...q (t)+ : : : (4.24)
where q, q˙ , and q¨ are the position, velocity and acceleration. For a dynamic trajectory
like S(q, q˙ , q¨ ), the forward, backward and central differences in each time intervals
can be calculated as:
 Forward: 
¶S
¶t

i
= Si+1 Sidt (4.25)
 Backward: 
¶S
¶t

i
= Si Si 1dt (4.26)
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 Central: 
¶S
¶t

i
= Si+1 Si 1
2dt
(4.27)
4.3.2 Verlet algorithm
The Verlet algorithm [82] is one of the most common numerical integration in MD
simulations. The main idea behind this algorithm is by using the summation of the
forward and backward Taylor series for positions, the new positions can be estimated
based on the previous positions and acceleration at time t and positions at a previous
time (t-dt), as following equations:
q(t+dt) = q(t)+dtq˙(t)+
1
2!
dt2q¨(t) (4.28)
q(t dt) = q(t) dtq˙(t)+ 1
2!
dt2q¨(t) (4.29)
by adding two equations the forward step at t+Dt is derived as follows:
q(t+dt) = 2q(t) q(t dt)+dt2q¨(t) (4.30)
Velocities disappear in the Verlet integration algorithm, Eq.(4.30). To find the veloci-
ties, one can take the position difference divided by time difference as follows:
q˙(t) =
q(t+dt) q(t dt)
2dt
(4.31)
or by using Verlet leap-frog algorithm [83]; half-time step method as:
q˙

t+
1
2
dt

=
q(t+dt) q(t)
dt
(4.32)
q˙

t+
1
2
dt

= q˙

t  1
2
dt

+dtq¨(t) (4.33)
The velocity Verlet algorithm [84] is another equivalent method that can compute the
positions, velocities, and accelerations simultaneously;
q(t+dt) = q(t)+dtq˙(t)+
1
2
dt2q¨(t) (4.34)
q˙(t+dt) = q˙(t)+
1
2
dt [q¨(t)+ q¨(t+dt)] (4.35)
This algorithm is a three-step procedure because of Eq. (4.35), the accelerations at
two-time steps (t and t + dt ) are needed for calculating the new velocities. Thus,
37
4.4 Potential energy
in the first step, by using velocities and acceleration at the time (t), the positions at
time (t+dt) are computed according to Eq. (4.34), then the velocities at half-timestep
(t+ 12dt) can be calculated using the following equation:
q˙

t+
1
2
dt

= q˙(t)+
1
2
dtq¨(t) (4.36)
From the current positions at the time (t + dt), the new forces and accelerations are
calculated. Finally, the velocities at (t+dt) are calculated using:
q˙(t+dt) = q˙

t+
1
2
dt

+
1
2
dtq¨(t+dt) (4.37)
4.3.3 Predictor-corrector methods
The predictor-corrector [85] method include three main stages. In a first step, the
positions, velocities, and accelerations are calculated using Taylor series expansion.
Then the forces compute in the new positions and accelerations are obtained at time
t+dt. Eventually, in the correction stage, the difference between predicted acceleration
( q¨p ) by Taylor series and estimated acceleration ( q¨c ) are used to find the corrected
positions, velocities, and accelerations as in the following equations:
Dq¨(t+dt) = q¨c (t+dt)  q¨p (t+dt) (4.38)
qc (t+dt) = qp (t+dt)+ c0Dq¨(t+dt) (4.39)
q˙c (t+dt) = q˙p (t+dt)+ c1Dq¨(t+dt) (4.40)
q¨c (t+dt)
2
=
q¨p (t+dt)
2
+ c2Dq¨(t+dt) (4.41)
...q c (t+dt)
6
=
...q p (t+dt)
6
+ c3Dq¨(t+dt) (4.42)
where c0, c1, c2, and c3 are the proposed coefficient by Gear [85] and take the values
of 16 ;
5
6 ;1; and
1
3 , respectively.
4.4 Potential energy
The position of atoms and molecules are playing an essential role in the modeling of
molecular interactions. The positions can express globally as a coordinate system like
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Cartesian coordinate or as a local coordinate such as the bond length, bond angles, and
dihedral angles. In molecular modeling, the Born-Oppenheimer approximation [42]
is always assumed to distinguish the nucleus and electrons motions. Due to the tiny
mass of electrons in comparison to the nucleus and very quick motion of the electrons,
they can be compatible with any changes in the nucleus positions. Thus, the molecular
energy in the electronic ground state considers as a function of the nucleus coordi-
nates. Force field methods derive the total energy of a molecular system. The energy
in molecular mechanics is defined as the sum of contributions of the bonded and non-
bonded energies. Bonded energies include the bond stretching, bending, and torsions,
while the non-bonded energies contain Van der Waals and Columbic electrostatic in-
teractions.
The interaction energy of the two atoms in an infinite distance is equal to zero. By de-
creasing the interatomic distance, the potential energy decreases to a minimum amount.
However, after a specific interatomic distance, which is known as a stable bond length,
distance decrement results in a quick increment in the potential energy. Interatomic en-
ergy fluctuation is interpreted by the balancing of the attractive and repulsive forces that
arise from non-bonded interactions. These forces are effective in long and short-range
distances, respectively. The attractive forces are due to the dispersive forces described
by London [86] in the quantum mechanics framework. A sudden increase of the po-
tential energy in very close interatomic distance is described by the Pauli exclusion
principle. According to this principle, two electrons with similar quantum numbers or
the same spin electrons cannot be in the same quantum state with a quantum system
simultaneously. Due to this reason, the repulsion forces known as exchange forces.
The dispersion and exchange force interactions can be described using quantum me-
chanical principles that account for interactions at both atomic and subatomic levels,
where the electronic correlations should be taken into account. However, such simu-
lations are computationally expensive and can simulate only a small number of atoms.
Thus, non-bond interatomic potentials are developed based on an empirical approach.
MD simulation adopts a classical approach to simulate a more significant number of
atoms by using interatomic potentials.
The potential energy due to non-bonded interactions between the system’s particles is
the sum of energies due to external forces, pairwise, and triplets’ interactions, of the
form:
U (q1;q2;q3; : : : ;qn) =å
i
U1 (qi)+ å
i; j>i
U2
 
qi;q j

+ å
i; j>i; k> j
U3
 
qi;q j;qk

+ : : :
(4.43)
where qn is the radius of the nth atom, Ui is an i-body potential. In order to reduce
computational costs, the energy due to external forces are usually ignored, and multi-
body interactions are usually restricted to three.
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4.4.1 Pairwise interactions
Pairwise interactions potential provides the attractive and repulsive forces between
atoms nuclei surrounded by negatively charged electrons cloud. One of the most
used potentials which describe pairwise interactions is the Lennard-Jones (LJ) poten-
tial [87], as follow:
U
 
qi j

= 4e
"
s
qi j
12
 

s
qi j
6#
; qi j = qi q j (4.44)
where qij is the distance between the atoms i and j, s represents equilibrium distance,
the distance at which the energy U(q) is zero meaning that the attractive and repulsive
forces are in equilibrium, and e is the well depth that indicates the energy needed
for pulling a pair of atoms in the strongest van der Waals binding state apart or how
strongly the atoms attract each other. The 1/q12 term in the potential represents short
range repulsive forces and is based on Pauli exclusion principle, while long range
attractive forces represented by the 1/q6 term is based on Van der Waals forces. Fig.
(4.2) shown the potential energy parameters respect to the interatomic distance. has
unit is electron volt (eV). The force between atoms can be computed as the derivative
of the potential function with respect to interatomic distance as:
Fi j = ¶U (q)¶q =

48e
s2
"
s
qi j
14
  1
2

s
qi j
8#
qi j (4.45)
A precise interatomic potential function should model a large number of the Van der
Waals interactions for many pairwise atoms. To reduce the computational cost and
optimize the modeling implementation, a cutoff radius qc is defined, to separate a set
of interacted atoms within the cutoff radius. A cutoff radius of 2.5s and 3.2s are
commonly used in simulations that use LJ potential. The LJ potential function in Eq.
(4.44) can be written as the following function using cutoff radius:
U (q) =

U
 
qi j

q qc
0 q > qc
(4.46)
A harmonic or Morse potential [88] describes the pairwise interactions where the
Coulomb force is often subtracted for covalently bonded atoms, and the attractive in-
teraction comes from the chemical bond formation. These potentials are described
as:
 Harmonic:
U
 
qi j

=
1
2
ki j
 
qi j q0
2 (4.47)
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Figure 4.2: Interatomic potential energy respect to the distance.
 Morse:
U
 
qi j

= A+ e

e 2a(qi j q0) 2e a(qi j q0)

(4.48)
where a, k, and A are the related potentials coefficients. The following is a list of other
pairwise potential functions which is comprehensively investigated in [89].
 Buckingham potential [90]:
U
 
qi j

=
QiQ j
qi j
+Ai jexp

 qi j
ri j

 Ci j
q6i j
(4.49)
Qi and Qj are the charges of ith and jth atoms. C, A, and r are the potential
parameter.
 Lennard-Jones Buffered potential:
U
 
qi j

=
Ai j 
qi j +q0
m   Bi j qi j +q0n (4.50)
 Rydberg potential:
U
 
qi j

= Ai j

1+Bi j

qi j
q0
 1

exp

 Bi j

qi j
q0
 1

(4.51)
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 Covalent exponential potential:
U
 
qi j

= Di jexp
 
 ai j
 
qi j q0
2
2qi j
!
(4.52)
where B, A, C, m, n are the related potentials known coefficients.
4.4.2 Triplet interaction
Simple force fields cannot describe the n-body interactions for systems containing
more than a few atoms. On the other hand, the n-body interactions are not easy to
define and put into account. Thus, the many-body potential implementation is gen-
erally restricted to the three-body interactions by taking some assumptions that takes
other possible interactions. These potentials have been commonly used for metallic
systems and many large molecules. Commonly used multi-body potentials include
Tersoff potential, embedded atom method, and Stillinger-Weber.
The Tersoff potential [91, 92] is a triplet interaction function which includes an an-
gular contribution of force to calculate the complex covalently bonded systems. The
interatomic potential is taken to have the form:
U
 
qi j

=
1
2åi6= j
fc
 
qi j

:

fR
 
qi j

+bi j fA
 
qi j

(4.53)
where, bij represents a measure of the bond order. fc, fR, and fA are smooth cutoff
function, repulsive pair, and attractive pair bonding related respectively, and given by:
fR
 
qi j

= Ai jexp
  li jqi j (4.54)
fA
 
qi j

= Bi jexp
  µi jqi j (4.55)
fc
 
qi j

=
8>><>>:
1 qi j < Ri j
1
2 +
1
2cos

p(qi j Ri j)
Si j Ri j

Ri j < qi j < Si j
0 qi j > Si j
(4.56)
where,
bi j = xi j

1+bni x
ni
i j
  12ni (4.57)
xi j = å
k 6=i; j
fc
 
qi j

wi jg
 
qi jk

(4.58)
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g
 
qi jk

= 1+

ci
di
2
  c
2
i 
hi  cosqi jk
2 (4.59)
wi j = 1 ; xi j = 1 (4.60)
Ai j =
 
AiA j
 1
2 ; Bi j =
 
BiB j
 1
2 ; li j =
 
li+l j

2
; µi j =
 
µi+µ j

2
Ri j =
 
RiR j
 1
2 ; Si j =
 
SiS j
 1
2
(4.61)
i , j and k subscripts indicate the atoms of the system, qi jk is the bond angle between ij
and ik bonds. The parameter xij has a value of unity if between two atoms of the same
type. Ai , Bi, Si, Ri, l i, ni and µi , are material constants depending on the atoms type.
b , n, c, d, and h parameters depend on atom type. The energy is modeled as a sum
of interactions, however, the coefficient of attractive term in the pair-like potential or
bond strength depends on the local environment.
Embedded atom method (EAM) [93] is a first principle-based approach for the descrip-
tion of metallic systems properties. EAM deals with the atoms in electronic clouds
overlapping, which is defined as well-using quantum mechanics approach like density
functional theory (DFT). Atom energy nonlinearly depends on the number and dis-
tance of the surrounding atoms, which measured using electron density. EAM embeds
an atom into a linear superposition of spherically averaged atomic electron densities
with its neighbors.
The embedded atom method energy potential is provided energy as all-atom-summation
function of the electron density (F(ri)) at ith nucleus and the usual pairwise interaction
accounting for the cores repulsion effect (U(qij)), as shown below:
UEAM =
N 1
å
i=1
N
å
j=i+1
U
 
qi j

+
N
å
i=1
F (ri) (4.62)
where, i and j are the atoms pairs and N is number of all atoms. F(ri) is an embed-
ding function defining the energy required to embed atom i into an environment with
electron density ri [94, 95]. The contribution to the electron density function from
all neighboring atoms; jth, at the ith coordinate is represented by a linear summation
of partial electron density (fj(qij)) which describes the contribution of an atom to the
electron density field [96].
ri =
N
å
j=1
f j
 
qi j

(4.63)
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Stillinger-Weber (SW) potential [97] is for semiconductor modeling contains two-body
and three-body interactions terms as follows:
USW =å
i
å
j>i
U2
 
qi j

+å
i
å
j 6=i
å
k> j
U3
 
qi j;qik;qi jk

(4.64)
U2
 
qi j

= Ai jei j

Bi j

si j
qi j
pi j
 

si j
qi j
zi j
exp

si j
qi j ai jsi j

(4.65)
U3
 
qi j;qik;qi jk

= li jkei jk
 
cosqi jk  cosq0i jk
2 exp gi jsi j
qi j ai jsi j

exp

giksik
qik aiksik

(4.66)
where qi jk is an angle between ij and ik bonds. A, B, p and z are constant parameters
of the SW potential for pairwise interactions. e , s and a are constant parameters of
the SW potential which is used for both pairwise and triplet interactions. g and l are
constant parameter of the SW potential which are used only for triplet interactions.
This potential gives a reasonably realistic description of crystalline silicon. The po-
tential parameters for carbon and germanium are also available in the literature. SW
potential is widely used in research, due to merely modeling the structural and dynam-
ical properties with very high precision.
4.5 Initializing simulation procedure
In the MD simulation process, some restrictions should be taken into account to reduce
the computation time. Several initial inputs should be prepared to minimize meaning-
less data to have reliable results. These constraints include the cutoff potential, periodic
boundary conditions, neighbor list, number of atoms and system size, initial positions
and velocities, timestep and total simulation time, and ensemble types.
4.5.1 Potential cutoff distance
The process that increases the computation time in the MD run is accounting the forces
generated by the potentials acting on atoms. Generally, for a long-distance from an
atom, the potential is cutting through describing a cutoff distance value. Fig. (4.3)
shown the cutoff distance under periodic boundary condition in two dimensions. A
cutoff distance must be smaller than half of the original simulation box size to corre-
late the atomic interactions. As shown in Fig. (4.3), the atom i has a neighboring atom
k in the primary box and many k’in the surrounding image boxes. The minimum image
criterion indicates that only the closest atoms (k’) will be considered for force calcu-
lation. Thus, two atoms in the image box at the left are included for force calculation
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instead of their first box counterparts (k). The eliminated part of the potential (attrac-
tive portion) is usually negligible or may re-contributing as a constant value. Normal
cutoff distances for usual potentials include LJ potentials, EAM potentials, and Tersoff
potentials are the values of 2.5–3.2 s,  5 A˚, and 3–5 A˚, respectively.
4.5.2 Periodic boundary conditions
Modeling of a large number of atoms such as modeling one-mole bulk containing
 1023 atoms is not possible in any computational framework. Generally, periodic
boundary conditions proposed by Born and Karman [98] are used to solve this problem.
Fig. (4.3) has shown the periodic boundary condition by the infinite number of image
boxes around a primary box. The simulation only was done for the primary box, and
other boxes are its copy. By imposing periodic boundary conditions, for example, if
one atom in primary box moves out into an image box, then the same counterparts in
an image box will follow the same trajectory to maintain the number of atoms constant
in the primary box. The forces between an atom and its periodic image remove each
other and coordinate transformation update the neighboring image boxes positions.
Figure 4.3: representation of potential cutoff distance and neighbor-list radius under
periodic boundary conditions in two dimensions.
4.5.3 Neighbor lists
In order to optimize the atomic force calculations and naturally the calculation time,
neighboring list criteria select a set of atoms that passed enough distance from the pri-
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mary positions. The force calculation of atoms that has negligible movement is not
meaningful. Verlet [82] proposed a neighboring list approach to reduce the calcula-
tions by listing adjacent pairs of atoms and checking their movement distances. The
neighboring list sphere radius; qlist, is shown in Fig.(4.3), which is generally fix to the
default value of the 1.1 qcutoff. A list covers all the neighbors of each atom within the
circle. Finally, the list updates every defined timestep and force calculation only done
for the atoms in the list which usually moved more than Dq=2.
qlist qcuto f f > NupdatevDt (4.67)
where Nupdate, v, and D t are the number of timesteps for updates, velocity, and the
timestep for a considered atom.
4.5.4 Initial configuration
The system size or the number of considered atoms in the primary simulation box
plays a vital role in MD simulation. The size of the considered system should be small
enough to satisfy a reasonable computation process and should also be sufficiently
large as long as it represents the real system. Generally, more than a hundred atoms
needed to incorporate in simulation for acceptable results.
The initial positions and velocities as input simulation data define the primary config-
uration to solving Newton’s equations of motion for the system. The initial positions
can be randomly selected or defined by the already-known lattice coordinates that are
available in many sources. The initial velocities can be zero or statistically chosen
from the Maxwell-Boltzmann or Gaussian distribution in a given temperature:
P(v) =

m
2pkBT
 1
2
exp

  mv
2
2kBT

(4.68)
where P(v), kB, and m are the probability that an atom has a velocity v at an absolute
temperature T, Boltzmann’s constant and particle’s mass, respectively.
The time evolution of a many-particle MD simulation calculates by numerical integra-
tion of the equations of motion. The velocity, acceleration, and force are assumed to
be constant in each timestep. Generally, the timestep is chosen according to the lattice
vibration period, which in the solid lattice is the range of 10-14 second (100 femtosec-
onds). In this way, the time step of 10-15 second (1 femtosecond) should be reasonable
for an MD calculation. The large timestep will speed up the computation process;
however, it may cause the system to exchange energy instability.
On the other hand, the small timestep may lead to a precise result; however, it in-
creases the computational cost. Thus, proper timestep could satisfy the accurate and
cost-efficient computations. Furthermore, the total simulation time should be large
enough to capture the system’s static and dynamic properties. The MD simulation
time usually should be longer than the full relaxation time of the system.
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4.5.5 Thermodynamic ensembles
In each timestep in MD simulation, various movements and behavior of atoms build a
new microstate of the system. A set of possible microstate configurations are form an
ensemble which has the same macroscopic and thermodynamic properties. Different
ensembles are using in the MD simulation process to represent the experimental con-
ditions of a real system. The ensembles, namely microcanonical, canonical, isobaric-
isothermal, and grand canonical, are shown in Fig. (4.4). All have own fixed variables
and virtually surrounded by constraining systems like an isolated experiment in the lab-
oratory. The different types of ensembles are using to estimate the interested-property
of a particular system. These properties include entropy (S), Helmholtz free energy
(F), Gibbs free energy (G), and the chemical potential (µ ). The microcanonical en-
semble (NVE) fixes the number of atoms (N), the simulation box volume (V), and total
energy (E) and is an isolated system without any exchange with its surroundings. This
ensemble is most often used in MD since it represents actual systems properly. The
canonical ensemble (NVT) fixes the number of atoms (N), the simulation box volume
(V), and temperature (T). The isothermal–isobaric ensemble (NPT) fixes the number
of atoms (N), pressure (P), and temperature (T), whereas the grand canonical ensemble
(µ VT) fixes chemical potential (µ ), volume (V), and temperature (T), with a various
number of atoms. Where, W is the accessible phase-space volume or partition function
Figure 4.4: MD thermodynamics ensembles.
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(Z) for the corresponding ensembles.
4.5.6 Equilibration - temperature and pressure control
In the MD simulation process, the configured initial system should bring to the equi-
librium as a start point for further analysis. The isolated system has any exchange
energy with surroundings, and the energy remains constant. The equations of motion
are solved until the system properties have any further changes over time. Thus, af-
ter initial fluctuation, the atoms will eventually reach their global equilibrium position
where no force is acting on atoms.
When a system is in equilibrium at the T temperature with its surrounding, the statisti-
cal physics described the system distribution function on any possible configurations.
The Boltzmann-Gibbs theorem is the fundamental principle of the statistical mechan-
ics and expresses the following probability density function:
P(qi; pi) =
1
Z
e bH(qi;pi) (4.69)
Z =
Z
dqd pe bH(qi;pi) (4.70)
b=
1
kT
(4.71)
where (qi,pi), H(qi,pi), T, k, and Z are the generalized coordinates of a system (posi-
tions, momentums), sum of kinetic and potential energy of a system or Hamiltonian,
absolute temperature, Boltzman constant, and partition function of a system respec-
tively. According to this principle, a system takes any configuration with E energy by
the probability of Eq. (4-69). Where the probability density of that a system takes
the configurations of the neighboring volume of dqdp near the point (q,p) in the phase
space. Indeed, the sum of all probability functions should be equal to one. The parti-
tion function of a system, Z, could define all macroscopic thermodynamic properties
like average energy or the system’s behavior.
On the other hand, the equipartition theorem states that energy is shared equally amongst
all energetically accessible degrees of freedom of a system with the value of kT. For the
generalized coordinate (qi,pi), each will have the equal values from the average energy
of a system; 12kT: In other word, each degrees of freedoms of a system in equilibrium
at T temperature takes the kT2 energy value.
In the MD simulation, for the NVE/microcanonical ensemble, the constant temperature
mostly needed to be controlled instead of the energy fixing. The temperature control
could be done by rescaling of the velocities. In this sense, temperature corresponds to
the instantaneous kinetic energy of a system. Thus, the temperature is directly related
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with average velocity, for particles in the three-dimensional degree of freedoms (3N)
is as the following equation:
hkinetic energyi= h1
2åi
miv2i i= 3N
kT
2
(4.72)
hvi=

3kT
m
 1
2
µ T
1
2 (4.73)
Therefore, temperature control could be done by multiplying each velocity component
with a factor as follows:
hvnewi= hvoldi
 
T
0
T
! 1
2
(4.74)
Using this equation, the velocities of all atoms are gradually increased to the desired
value in predetermined iteration steps. However, in this way, the system is not ex-
actly equal to an NVT/canonical ensemble in a strict thermodynamic viewpoint. Sev-
eral methods have been introduced to maintain a constant temperature on average us-
ing the microcanonical ensemble. Temperature controlling techniques include this
velocity rescaling, the Andersen thermostat [81], the Nose´–Hoover thermostat [99],
Nose´–Hoover chains [100], the Berendsen thermostat [101] and Langevin dynamics
[102].
In order to use the NVT/canonical ensemble, a thermostat should add to the MD sim-
ulation. A thermostat is interacting with the system by coupling system to a heat bath
or by extending the system with artificial coordinates and velocities.
In the NPT/isothermal–isobaric ensemble, to keep constant pressure, there is an ex-
tended ensemble; barostat is used while the system volume is allowed to change. Gen-
erally, the simulation box length is coupled to the pressure piston that has its degree of
freedom, as shown in Fig. (4.4).
4.5.7 Energy minimization
The energy minimization of a system is an iterative process that finally derives the most
stable system configuration. Generally, the minimized structure acquired by changing
the individual bond potential energy parameters as described in the molecular me-
chanics/force field methods. Interatomic bond length and angels determine the size
and shape of the molecular structures. The final atomic lattice coordinates depend on
the globally minimized-energy structure, which is also known as optimized geometry.
The energy minimization is gradually developing in each iteration by tracking the local
minimum energies to reach the ever-possible global minimum point. Usually, numeri-
cal methods like steepest-descent and conjugate gradient are used in the minimization
process to follow the energy decrement/increment slope and correlating steps.
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4.6 MD-estimated properties
MD simulation can product various properties of the considered system like micro-
scopic characteristics include positions and momenta of atoms, energies, forces, stresses.
Likewise, macroscopic properties contain bulk modulus, and the thermal expansion
coefficient can be calculated from the individual atom trajectory employing statisti-
cal processing. The static and dynamic properties of a system can be generated from
atomic-scale data via a time-averaging method.
4.7 Mechanical responses of pristine and defective hexag-
onal boron-nitride nanosheets
In this part, we conducted classical molecular dynamics (MD) simulation to investi-
gate the mechanical characteristics and failure mechanism of hexagonal boron-nitride
(h-BN) nanosheets. Pristine and defective structure of h-BN nanosheets were con-
sidered under the uniaxial tensile loadings at various temperatures. Three types of
initial defects, which are the most common types of defects in engineering materials
are considered, which includes cracks and notches with various size and point vacancy
defects with a wide range of concentration. MD simulation results demonstrate a high
load-bearing capacity of extremely defective (amorphized) h-BN nanosheets. Our re-
sults also reveal that the tensile strength decline by increasing the defect content and
temperature as well. Our MD results provide a comprehensive and useful vision con-
cerning the mechanical properties of h-BN nanosheets with/without defects, which is
very critical for the designing of nanodevices exploiting the exceptional physics of
h-BN.
4.7.1 Introduction
Successful realization of graphene with outstanding properties [103] has attracted sci-
entists to focus more on novel two dimensional (2D) materials in various research
communities. A wide range of experimental and theoretical studies confirmed the re-
markable properties of 2D materials in comparison to their bulk counterparts [104, 105,
106]. Hexagonal boron-nitride (h-BN) bulk materials were investigated experimentally
by Lynch and Drickamer back to the 1960s [107]. In recent years, h-BN nanosheets
[108] have been fabricated with outstanding semiconducting, mechanical strength, and
heat conduction properties [109, 110, 111]. h-BN nanostructures have been discussed
in a wide range of research studies due to their extraordinary mechanical, electrical,
and chemical characteristics. They have proven to show high thermal stability up to 
1000 C [112] and thermal conductivity of 500 Wm-1K-1 [113, 114]. Their prospect
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applications are in aerospace, energy storage/conversion, medical, and many other in-
dustries [115, 116]. The crystal structure of h-BN is strongly stable due to its covalent
bonding nature and is very close to that of the graphene. However, h-BN presents a
wide bandgap of  5 - 6 eV and acts as an insulator, in sharp contrast with the zero
bandgaps and highly electrical conductivity of graphene [49, 117].
The material’s durability during the service strongly depends on their tensile strengths
under extreme loading conditions. However, materials may have primary defects,
which can reduce the prospect’s performance. Specially in lower scales, deficiency
of precise control during growth or processing, some possible defects may form spon-
taneously, which can deteriorate the application performance of materials and suppress
the mechanical and thermal conduction properties and affect the electronic properties
[118]. Defect assessment thus plays a critical role in material’s commercial applica-
tions as micro/nanoelectromechanical (MEMS/NEMS) devices. Generally, material
properties have to be investigated in the presence of various kinds of defects like; im-
purity atoms, point vacancy, Stone-Wales, bivacancy, cracks, grain boundaries, and
notches as they may substantially affect the properties [119, 120, 121, 122, 123, 124,
125, 126]. Experimental advances [127, 128] demonstrated the importance of ongoing
studies to explore the defect-related deterioration of material properties for novel struc-
tures. Since the complexities and high cost of experimental methods in lower scales,
computational approaches have become a complementary and versatile alternative. A
wide range of approaches from quantum mechanics (QM) and molecular dynamics
(MD) to continuum mechanics (CM), including multiscale modeling, have been devel-
oped and employed for this purpose [129, 130, 131]. Katzir et al. [132] were the first to
carry out the study of point defects, impurities, and vacancies in h-BN by electron para-
magnetic resonance (EPR). Jimenez et al. [133] identified the formation of point de-
fects in boron nitride by x-ray absorption near-edge spectroscopy (XANES). Hirano et
al. [134] synthesized the amorphous BN by pressure pyrolysis of borazine with a high
yield below 700 C at 100 MPa. Amorphous boron nitride (BN) powder was prepared
by mechanically milling hexagonal BN and used as a starting material for studying BN
phase transformation behavior. Fabricated amorphous BN (aBN) powder was signif-
icantly reactive with humidity in the air [135]. Mortazavi and Ahzi [136] conducted
classical MD simulations to investigate the effects of point vacancy, Stone–Wales, and
bivacancy defects on the thermal conductivity and tensile responses of single-layer
graphene sheets. They found out decrement in the mechanical properties of graphene
by increase of defects concentrations. They confirmed that defects can substantially
suppress the thermal conduction, considerably larger than the mechanical properties.
Ding et al. [137] investigated vacancy defects between interface of graphene and h-BN
using density functional theory (DFT). They found out vacancies have significant ef-
fect on the mechanical and electronic properties of the hybrid graphene/h-BN. Gu¨ryel
et al. [138] studied structural defects and chemical functionalization influence on me-
chanical properties of graphene employing finite element method. They demonstrated
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reduction of the elastic limit in the presence of structural defects. Han et al. [139] and
Abadi et al. [140] performed MD simulations to evaluate the effects of temperature,
strain rate, and grain size on the mechanical properties of pristine h-BN nanosheets.
Their results reveal decreasing trends in the ultimate tensile strength and failure strain
by increasing the defect content and temperature. In this study, we conducted exten-
sive MD simulations to explore the mechanical deterioration and failure mechanism
of the h-BN with/without defects. Various initial and well-known defects like cracks,
notches, and Stone-Wales point defects were considered in the h-BN nanosheets. The
mechanical properties of the pristine and defective h-BN in various temperatures were
estimated by applying uniaxial tension loading.
4.7.2 MD simulation
MD simulations were conducted employing the large-scale atomic/molecular mas-
sively parallel simulator (LAMMPS) [141]. The interactions between boron and ni-
trogen atoms were represented by modified Tersoff potential proposed by Matsunaga
et al. [142], which have been successfully employed in the previous studies for the
mechanical properties of h-BN nanosheets [111, 140]. Once the system was fully re-
laxed by the Nose´-Hoover barostat and thermostat method (NPT) [99, 100, 143, 144],
the mechanical properties of the pristine and defected h-BN in various temperatures
were estimated by applying the uniaxial tension loading [145, 146, 147]. Periodic
boundary conditions were applied in the plane directions, so the simulated systems
are representative of nanosheets and not the nanoribbons. During the uniaxial loading,
the size of the simulation box along the loading direction was increased by a constant
engineering strain rate of 2108s-1, in which we used a time step of 0.25 fs, which is
small enough to simulate the thermal and mechanical properties by the MD simulations
[59, 148, 149]. In order to guarantee the uniaxial stress condition, the size of the box in
the perpendicular direction of loading was controlled by the NPT method to reach the
negligible stress values in the transverse direction of loading [145, 146, 147, 150, 151].
The stress tensors were computed based on the Virial theorem [152]. The atomistic
models were visualized using the OVITO [153] package. Worthy to note that the
methods which do not require any discretization have been presented in very recent
works based on deep machine learning [154, 155, 156]. In Fig.(4.5) atomic lattice of
the h-BN monolayer is illustrated, which shows the honeycomb structure as that of
the graphene. In this work, we studied the h-BN monolayers with different degrees of
defects, from a little density to fully amorphized structures. In Fig.(4.6) , fully amor-
phized h-BN monolayers after the relaxation at the room temperatures are illustrated.
In this work, we considered Stone–Wales defects on the h-BN nanosheet mechanical
properties. Stone–Wales defect does not contain removed or added atoms. In this
defect, by rotating one of the B-N bonds by 90 with respect to the midpoint of the
B-N bond, four hexagons transform into two pentagons and two heptagons. We found
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Figure 4.5: lattice structure of monolayer h-BN. The unit cell is shown as a parallelo-
gram contains one nitrogen and one boron atoms.
that in order to have stabilized defective h-BN structures, the system should initially
be energy-minimized using the conjugate gradients method. The number of formed
non-hexagon lattices introduces the Stone–Wales defects concentrations concerning
the total number of hexagons in the pristine structure.
4.7.3 Results and discussion
First of all, in order to have reference structural parameters for comparison with de-
fected lattice properties, we investigate the mechanical properties of pristine nanosheet
with dimensions of 300 300 and the thickness of 3.4 A˚ within a temperature range of
200, 300, 400, 500, 700, and 900 K. Fig.(4.7) revealed stress-strain curves of all con-
sidered configurations. The ultimate tensile stress/strain decreased by increasing tem-
perature and subsequently resulted in elastic module decrement, as we demonstrated
in Table (4.1). High-temperature values increase phonon frequencies, which cause an
easier stretch of the atomic bonds [157, 158, 159]. According to our results, pristine
h-BN nanosheets at 300 K can keep its load-bearing ability within a considerable strain
value of  0.38, which is higher in comparison to the pristine graphene with the value
of  0.27 and  0.20 [160]. They also exhibited more strong tensile capacity than 2D
phagraphene and graphene-like C3N with maximum strain values of  0.13 [161] and
 0.18 [162, 163] in the same direction and temperature, respectively. Influence of
Table 4.1: Young’s Modulus (E) of the pristine nanosheet at the 200, 300, 400, 500,700,
and 900 K
Temperature(K) 200 300 400 600 900
E (GPa) 635.56 627.52 619.61 605.40 586.50
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Figure 4.6: Top and side views of the atomistic model of amorphized h-BN with (a and
b) 70% and (c and d) 10% defect concentrations made from 92,800 atoms. The inset
shows a detailed view focusing on a highly defective zone.
Figure 4.7: Stress-strain response of the pristine h-BN nanosheet under the uniaxial
tension at temperatures of 200, 300, 400, 500, 700, and 900 K.
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crack and notch defects on the ultimate tensile strength and failure mechanisms of the
h-BN lattice were investigated by considering four different sizes. First, cracks with
the length of L/3, L/6, L/9, and L/12 lengths were modeled, L is the size of sheets
width. To investigate crack propagation, cracks were considered to be in-plane tension
loading along the perpendicular to the loading direction. Several MD simulations in
various temperatures range of 200, 300, 600, and 900 K were performed. Fig.(4.8) rep-
resent failure mechanisms and crack propagation of the h-BN nanosheet with an initial
crack length of L/9 at 300 K. Maximum stress concentration of 95 GPa occurs at the
strain value of 0.18 which indicates propagation crack leading to complete rupture of
the nanosheet. The maximum bearing stress of h-BN nanosheet in the presence of
Figure 4.8: Failure mechanisms and crack propagation of h-BN nanosheet with a
length of L/9 at 300 K under tensile loading in various strain values.
cracks with various lengths and temperatures are summarized in Fig.(4.9a). Crack free
pristine lattice is considered as 0L to compare the results. As expected, ultimate ten-
sile strength decreases by increasing the crack length and takes  30% of the pristine
lattice strength for the crack length of L/3. Accordingly, the ultimate tensile strength
of the nanosheet reduces by increasing temperature. Strain values at the maximum
tensile stress were exhibited in Fig.(4.9b). As it is clear from these results, maximum
bearing strains of h-BN nanosheet decrease by increasing the crack length and temper-
ature as well. Initial notch defect was investigated to demonstrate failure mechanisms
and defect propagation under the various diameter of L/3, L/6, L/9, L/12 and temper-
ature range of 200, 300, 600, 900 K. Fig.(4.10) depicts the failure mechanisms and
crack propagation of the sample h-BN nanosheet with initial notch diameter of L/9 at
room temperature. In Fig.(4.10) d), defect starts to propagate in the transverse direc-
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Figure 4.9: a) The tensile strength of the nanosheet in the presence of crack with
different lengths, which are studied at a range of temperatures from 200 K to 900 K, b)
Engineering strain at a maximum tensile strength of the C3N nanosheet with various
cracks at different temperatures.
tion of loading at the strain value of  0.16 and experience the complete failure strain
value at Fig.(4.10) f) with a value of  0.17. The maximum stress concentration of
 89 GPa occurs at the failure strain value of  0.17. To elaborate on the ultimate
tensile strength of pristine and notch-defected h-BN nanosheet, we reported maximum
stresses and equivalent strains, in Fig. 7a and b, respectively. These results illustrate
the decrement of the maximum stress/strain due to an increase of notch diameter and
temperature as well. Strain at maximum stress of the defected lattice with smaller
notch diameters of L/6 and L/9 at room temperature is less than the strain of the lattice
that the system with a larger notch diameter of L/3. This observation is because of the
folding of the lattice in the perpendicular direction and exhibiting higher tensile strain
under stretch. The elastic modulus and tensile strength of the h-BN nanosheet as a
function of crack or notch sizes at different temperatures are compared in Fig.(4.12).
In all calculated cases, elastic modulus and tensile strength decreased by increasing
the size of crack/ notch or temperature. Our results show that h-BN nanosheet, even
with the largest defect size, could exhibit a remarkably high elastic modulus of  480
and  475GPa and tensile strengths of  62 and  71GPa at 300 K for crack and
notch, respectively. In comparison to the amorphized graphene with the  500 GPa
elastic modulus and 60 GPa tensile strength [164], we predict h-BN structures bear-
ing considerable loading even in the presence of high defects. Besides, we found that
h-BN nanosheets maintain their excellent mechanical properties even at high defects
and temperature levels. In Fig.(4.13), stress-strain responses of defect-free and highly
defective h-BN monolayers are compared. Initial defects were imposed in the various
concentration range of 10% , 40% , and 70% . As can be observed, a linear relation
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Figure 4.10: Failure mechanisms and notch propagation of h-BN nanosheet with a
length of L/9 at 300 K in various strain values under the uniaxial tensile loading.
Figure 4.11: a) The ultimate tensile strength of the nanosheet in the presence of
the notch defect with different diameters, b) Engineering strain at maximum tensile
strength in the presence of notch defect with different diameters, at various tempera-
tures of 200, 300, 500, 700, and 900 K
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Figure 4.12: h-BN nanosheet elastic modulus (E) in the presence of a) crack b) notch
defects. Elastic modulus values normalized by the pristine elastic modulus at 200 K
(EP-200 K= 635.56 GPa
exists at a low strain level, which is followed by a non-linear response up to the tensile
strength point and leading to a sudden decline, which corresponds to the nanosheet
failure. Stone-Wales defects reduced the ultimate tensile strength by increasing defect
concentrations. As it clears from results, imposing 70% defect concentration reduced
ultimate tensile strength to the value of  20% less than the defect-free nanosheet.
Since the number of atoms in Stone–Wales defects is as same as the defect-free h-
BN nanosheet, the minimum effect on ultimate tensile strength could be observed in
comparison to the crack and notch defects. Ultimate tensile stress/strain and asso-
ciate elastic modulus were shown in Fig. (4.14) . In order to better understand the
defect dependent variations, we normalized the values by related pristine amounts at
room temperature (P-300K). The elastic modulus and tensile strength decreased by in-
creasing defects concentration. Our results show that h-BN nanosheet with high defect
concentration shows the elastic modulus of  200 GPa and tensile strengths of  135
GPa at 300 K. Obviously, imposing 70% defect concentration reduced elastic modulus
to the  30% of the defect-free nanosheet value. It could be concluded that more than
10% concentration of Stone-Wales defects has the most severe reduction effect on the
elastic modulus of h-BN nanosheets in comparison to the crack and notch defective
nanosheets.
4.7.4 Conclusions
We conducted extensive MD simulations to investigate and explore the mechanical
properties and failure mechanism of h-BN nanosheets under critical conditions. The
pristine h-BN at room temperature exhibits remarkable strain at failure of  0.38 and
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Figure 4.13: Stress-strain response of the pristine h-BN nanosheet under the uniaxial
tension at different Stone-Wales defects concentrations (10% , 40% , and 70% ) in
room temperature
the ultimate tensile stress of  170 GPa. To provide a comprehensive vision concern-
ing mechanical aspects of h-BN nanosheets, we modeled most critical types of defects
in engineering materials, cracks, notches, and point vacancies with various sizes and
concentrations under the different loading temperatures. At 300 K, ultimate tensile
stresses of  95,  89 GPa, and  130 GP at corresponding strain levels of  0.18,
 0.17, and  0.35 were estimated for the systems with the largest crack, notch, and
Sone-Wales defects, respectively. MD simulations showed that the decrement of the
maximum tensile stress/strain due to the increase of defect size and temperature.
Consequently, our results demonstrate that h-BN nanosheet, even with large crack and
notch, could exhibit a remarkably high elastic modulus of 480 and 475 GPa at 300
K, respectively. However, Stone-Wales defects yield the most serious elastic modulus
reduction in comparison to crack or notch. Our MD results reveal outstanding mechan-
ical properties of h-BN nanosheets with and without defects, which are attractive for
the designing of nanodevices with h-BN as a building block.
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Figure 4.14: Normalized a) Ultimate tensile stress (UT Stress) b) Ultimate tensile strain
(UT Strain) c) Elastic modulus (E) by corresponding pristine values versus to the Stone-
Wales defects concentration content (% )
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Chapter 5
First-Principle Density Functional
Theory
5.1 Introduction
Quantum mechanics is one of the most important fundamental concepts discovered
at the end of 19th century. The microscopic world has been discovering by quantum
mechanics principals. In quantum mechanics, a solid described as a system of the pos-
itively/negatively charged nuclei/electrons that interact electromagnetically and obey-
ing the Schro¨dinger equation. Solving a many-body interacting as in a solid-system
is impossible and necessitates a robust computational platform. Computational sci-
ence advancement is vital to develop quantum computing from the viewpoint of either
hardware or software. The high-performance computers (HPC) and advanced quantum
methods include the first principle, or ab-initio methods enable fast, efficient, reliable,
and affordable calculations.
The quantum behavior of an atomic or molecular system could be estimated using the
first-principle (ab-initio) methods. These methods are the most robust and reliable ap-
proaches that ever developed without requiring input data from the experiment. The
advance of remarkable first-principle methods started from the modeling of hydrogen-
like atoms in the 1930s. This progress builds a platform for calculating systems that
have a large number of atoms by extending density functional theory (DFT) [165, 166].
Solid-state systems typically have a large number of interacting particles, and their so-
lution needs to be treated and optimized computationally. The DFT methods are based
on Hohenberg-Kohn-Sham theorems provide a computationally applicable and precise
approach to deal with the many-body systems. In this approach, instead of the wave
function in the direct solution of the Schro¨dinger equation, the equivalent density func-
tional theory describes the whole characteristics of solid-state systems.
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5.2 Hamiltonian mechanics
Hamilton provides a mechanism for deriving equations of motion and presents differ-
ent formalism for extension of the classical mechanics within the quantum mechanics
framework. Hamiltonian mechanics aims to replace the generalized velocity variables
with generalized momentum variables, also known as conjugate momenta. Momentum
and the coordinates of a system are independent variables in Hamilton’s formalism.
Conjugate momenta; pi, and first derivatives; p˙i, describe as following equations:
pi =
¶L
¶qi
; p˙i =
¶L
¶qi
(5.1)
Hamiltonian is defined as follows:
H =
N
å
i=1
q˙i pi L (5.2)
In order to derive the equation of motion in Hamilton formalism, we have:
dH =
N
å
i=1
dq˙i pi+ q˙id pi dL =
N
å
i=1
dq˙i pi+ q˙id pi  ¶L¶qi dqi 
¶L
¶q˙i
dq˙i (5.3)
By substituting Eq.(5.1) into Eq.(5.3);
dH =
N
å
i=1
q˙id pi  ¶L¶qi dqi = q˙id pi  p˙idqi (5.4)
The Hamiltonian equations of motion can be as follows:
q˙i =
¶H
¶pi
(5.5)
p˙i = ¶H¶qi (5.6)
The system’s unique trajectory will be estimated by imposing the initial conditions for
the two independent variables. Hamiltonian can convert N number of second-order
differential equations, which are derived by Lagrangian in Eq. (4.22), to the N number
of first-order differential equations for a system with an N degree of freedom.
Hamiltonian is also known as the energy function for a system. The Hamiltonian
relation with kinetic and potential energies (T and U) defines as the following equations
by considering the Lagrangian function (L) description in Eq.(4.15):
H =
N
å
i=1
q˙i
¶L
¶q˙i
 L =
N
å
i=1
q˙i
¶T
¶q˙i
  (T  U) (5.7)
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Generally, the kinetic energy function (T) is a second-order homogeneous function of
velocities. According to a mathematical theorem that indicates for an n-order homoge-
nous function like, f, we have:
n
å
i=1
xi
¶ f
¶xi
= n f (5.8)
Using this theorem in Eq. (5-7) the Hamiltonian derives as;
H = 2T  T +U = T +U (5.9)
5.3 Quantum mechanics
The principles of quantum mechanics were derived based on the phenomenon include
Planck’s black body radiation, photoelectric effect, Compton effect, particle-wave du-
ality, and the Bohr atomic model. The intrinsic properties are derived from the pos-
tulates of quantum mechanics.. The first postulation indicates that a Hilbert space
attributes to any physical system. System conditions could be defined as a vector of
Hilbert space. Generally, H refer to a Hilbert space and state vector of a physical
system shown as jyi . The second postulation is the observable, dynamic-observable
for a classical system like A(p,q) is defined as a function on the phase space. A lin-
ear self-adjoint operator (Hermitian operator) devoted to each observable in a system.
Measurement is expressed mathematically by acting the operator corresponding to the
physical observable on the state vector. Possible values of a measurement (outcomes)
are the set of eigenvalues for that operator. They are the direct physical result of the
spectral theorem. The third postulate of quantum mechanics is the measurement and
known as the canonical quantization postulation. If an observable like A to be mea-
sured from a physical system on the jyi state, the eigenvalues of the operator Aˆ like
a will be acquired stochastically, and state of the system will be reduced to the corre-
sponding eigenvalue of a. The probability domain of acquiring value is hajyi, and the
probability is as follow:
P(a) = jhajyij2 (5.10)
If the eigenvalues of operator Aˆ are continuous, this equation expresses the probability
density function. The fourth postulation is the dynamics of a physical system. The time
evolution of a physical system in quantum mechanics estimates by the Schro¨dinger
equation as follows:
i}
d
dt
jy(t)i= Hˆ (t) jy(t)i (5.11)
}=
h
2p
(5.12)
63
5.4 Fundamentals of first-principles method
where Hˆ, } , y are the Hamiltonian operator, Plank constant, and the state vector of
the quantum system respectively. The state-space (q,t) Schro¨dinger equation written
as:
i}
¶
¶t
jy(q; t)i= Hˆ (q; t) jy(q; t)i (5.13)
5.4 Fundamentals of first-principles method
First-principle/ab-initio method is based on quantum mechanics governing equations
and calculates the electromagnetically interacting particle system. Only the atomic
number of the constituent atoms are required as input information. The electromag-
netic properties and bonds forming/breaking can be calculated using first-principles
methods. In this principle, particular microstate energy determines by solving the
many-body Schro¨dinger equation;
HˆY(qi; t) = EY(qi; t) (5.14)
Hˆ = Tn+Te+Une+Uee+Unn (5.15)
which is an eigenvalue problem where E represents the total energy of the quantized
physical system (eigenvalues), and Y is a many-body wavefunction (eigenstates) for
a configuration. The Hamiltonian operator, Hˆ , is a sum of all system’s energies in-
cluded kinetic; T, and potential energies; U. The subscripts ‘n’, ’e’ indicate the nu-
cleus and electrons contributions. The kinetic energies are sum of the nucleus and
electrons kinetic energies. The potential energy involves the Coulomb interactions by
nucleus–electron; Une, electron–electron, Uee, and nucleus–nucleus; Unn.
This equation could be solved and obtain the eigenstates and energies of a many-
body system. However, such an approach is extremely computationally expensive
and does not apply to a real solid-system. Thus, some assumptions and approxima-
tion approaches are needed to treat real solid systems. In order to simplify equations,
Born-Oppenheimer approximation [43] usually allows us to assume that the nuclei and
electron wave functions are independent due to the significant difference between their
masses. Thus the nuclei positions are assumed to be fixed with respect to the electron
wavefunction. Therefore, the terms connected with nuclei could be ignored as:
Hˆ = Te+Une+Uee (5.16)
The kinetic energies of N electrons defined as following equation:
Te =  }
2
2m
N
å
i
O2i (5.17)
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where O2 is the Laplacian operator described as:
O2 = ¶
2
¶x2
+
¶2
¶y2
+
¶2
¶z2
(5.18)
The attractive potential energies of N electrons due to the M number of nuclei given
by:
Une = 
M
å
i
N
å
j
Qi
jqi jj (5.19)
where Qi is charges of the nuclei. The interaction from all electrons to all nuclei indi-
cated by adding a double sum. The electrons move around fixed nuclei, so from the
electron’s view, this potential is called the static external potential. The positions of
nuclei; q vectors, are involved potential and can be expressed in Cartesian coordinates
as:
jqj=  x2+ y2+ z2 12 (5.20)
The third part of Hamiltonian operator, is repulsive potential energies of N electrons
interactions with each other, is given with the usual correction factor of 12 for double
counting correction between ith and jth electrons, as follow:
Uee =
1
2
N
å
i6= j
1
jqi jj (5.21)
Since the many-body problems, where the m electrons interact with all other electrons
at the same time, are not easy to be solved directly. Multiple approximation approaches
like Hartree-Fock (HF) approach, density functional theory (DFT), and various hybrid
methods yield somewhat decent results [167]. HF ignores the correlation effect of elec-
trostatic repulsion between electrons; two electrons are not allowed to occupy the same
position in the space. However, HF is more computationally expensive than DFT. DFT
is a widely used method due to its versatility, the low computational cost in compari-
son, and satisfactory results. The major challenge of the DFT approach is finding an
exact exchange-correlation functional. However, hybrid functionals somehow resolve
this problem by allowing the exchange energy to get involved as in the Hartree-Fock
theory.
5.4.1 Hartree method
Hartree’s method (1928) described a simple model of one electron. In order to solve the
wave equations, each particle assumes to be an independent body that interacted with
others in an averaged feeling. Where for several electrons, each electron recognizes
others as a mean-field of electrons. Thus, a set of electrons becomes a set of non-
interacting one-electron, and each electron moves in the average density of the other
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electrons. Hartree treated one electron at a time and introduced a procedure he called
the self-consistent field (SCF) method to solve the wave equation:
 1
2
O2+Uext (q)+UH (q)

Y(q) = EY(q) (5.22)
where Uext and UH represented the attractive interaction between electrons and nuclei,
and the Hartree potential coming from the classical Coulomb repulsive interaction be-
tween each electron and the mean-field respectively. Thus, only for the two electron-
electron interaction, the Hartree energy is approximate by considering the mean-field
as electrons densities (r) interaction function as follow;
EH =
1
2
ZZ r(q)rq0
jq q0 j dqdq
0
(5.23)
Since electrons are independent, the total energy and wavefunction are the sum and
product of one-electron energies and wavefunctions, respectively, as follow:
E = E1+E2+E3+ : : :+Em (5.24)
Y= y1y2y3 : : :ym (5.25)
The Hartree model was tested for the hydrogen atom, and the ground-state energy
is acquired as precise as the experimental value. However, for complex models will
estimate an approximate value due to simplifying assumptions. Thus, Hartree proposed
a starting point for the other first-principle methods.
5.4.2 Hartree-Fock method
In Hartree-Fock (1930) method is based on the one-electron and mean-field. The wave-
function of interacting system is assumed to be a single Slater determinant of spin or-
bitals. The ground-state wavefunction (Y0) is estimated as an anti-symmetrized prod-
uct of N orthonormal spin orbitals (yi (Fi)), where each one is a product of a spatial
orbital (Fi (qi)) and a spin function (up or down). The Slater determinant represent as
follow:
Y0 (Fi)YHF (?i;" or #) = 1p
N!

y1 (?1;") y2 (?1;#) : : : yN (?1;" or #)
y1 (?2;") y2 (?2;#) : : : yN (?2;" or #)
...
...
...
y1 (?N ;") y2 (?N ;#) : : : yN (?N ;" or #)

(5.26)
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Spin is the intrinsic angular momentum of a particle, and according to Pauli’s principle,
two electrons cannot occupy the same-spin wavefunctions or spin-orbitals. Where it is
satisfied with the determinant of two identical rows or columns is equal to zero. So, by
neglecting the spin variable, the general expression of the Slater determinant takes the
form:
Y(qi) =
1p
N!

y1 (q1) y2 (q1) : : : yN (q1)
y1 (q2) y2 (q2) : : : yN (q2)
...
...
...
y1 (qN) y2 (qN) : : : yN (qN)
 (5.27)
where 1=
p
N! is the normalization factor for an N-electrons system. For even numbers
of electrons, a one slater determinant is enough to describe wavefunction fully, while
for the odd number of electrons, a linear combination of more than two Slater determi-
nants could estimate the wavefunction.
The variational principle for the ground-state energy estimation, derives a minimum
energy value (E) by using a trial wavefunction. This energy is a close value in upper
bound to the real ground-state energy (E0), and by integrating over the whole space the
energy equation becomes as;
E [Y] =
hYjHˆjYi
hYjYi  E0 [Y0]
E [Y] =
R
YHˆYdqR
YYdq
(5.28)
hYjHˆjYi=
Z
YHˆYdq (5.29)
where Y is the complex conjugate of the wavefunction and gives the physical mean-
ing of probability to the wave function. The actual ground-state energy could be es-
timated by minimizing the energy functional ; E [Y] , with respect to the all electrons
wavefunctions. It should remind here, for any quantum system wavefunction, the or-
thogonality and normality conditions should be satisfied.Z
yiy jdq = 0 orthogonality(i 6= j) (5.30)Z
yiy jdq = 1 normality(i = j) (5.31)
These conditions indicate that the probability of finding an electron as a product of
wavefunction and integrate it over the whole space should be equal to one.
The total energy in the Hartree-Fock method is described as the following equation:
EHF = Ekin+Eext +(EH +Exch) (5.32)
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where Ekin, Eext, and (EH, Exch) are the kinetic and external (electron-nucleus attrac-
tion) energies for one electron and last term is the Coulomb energy for the interactions
between two electrons which is the Hartree energy and the exchange energy coming
from the antisymmetric nature of wavefunction in the Slater determinant form. The
Hartree-Fock energy equal to the Eq.(5.29) that can be express as:
EHF = hYjHˆjYi=
N
å
i=1
Hi+
1
2
N
å
i; j=1
 
Ji j Ki j

(5.33)
where;
Hi =
Z
Yi

 1
2
O2 Uext

Yidq (5.34)
Ji j =
ZZ
Yi (q1)Yi (q1)
1
q12
Yj (q2)Y j (q2)dq1dq2 (5.35)
Ki j =
ZZ
Yi (q1)Y j (q1)
1
q12
Yi (q2)Yj (q2)dq1dq2 (5.36)
where Jij, Kij are Coulomb integrals and exchange integrals respectively. Jij defines as
the average repulsive potential experience by the ith electron due to the rest of other
electrons, and known as Coulomb operator:
Jˆ j (q1) =
Z
jY j (q2) j2 1q12 dq2 (5.37)
The Coulomb operator, Jˆ, represents the potential that an electron at position q1 ex-
periences due to the average charge distribution of another electron in spin-orbital Y j.
The exchange operator describes through its effect when operating on a spin-orbital as
follow:
Kˆ j (q1)Yi (q1) =
Z
Yj (q2)
1
q12
Yi (q2)dq2Y j (q1) (5.38)
If we minimize the system energy with respect to wavefunction (as much as possible),
the energy at the end will be the ground-state energy.
EHF = min(E (YHF)) (5.39)
According to the variation principle in the ground-state energy, the following equation
should be zero:
d
Z
YHˆYdq

= 0 (5.40)
Eventually, the initially estimated wavefunction in the Slater determinant will approach
to the actual ground-state energy.
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5.4.3 Density functional theory
First-principles density functional theory (DFT) deals with the constituents’ atoms and
their electronic structure. The electron density, r (q), is the number of electrons per
unit volume at point q, where the q is the spin coordinates and the spatial variables (KS-
orbitals). It is written as integration over a set of squares or occupied non-interacting
KS-orbitals as following:
r(q) =
Z
  
Z
jy(q1;q2;q3; : : : ;qN) j2dq1dq2dq3 : : :dqN (5.41)
The electron density is observable and could be measured in practice by an X-ray
diffraction experiment. Subsequently, it means in quantum physics, there should be an
operator for that property. All electron densities over whole space naturally identify
the total number of electrons, N, as:Z
r(q)dq = N (5.42)
The density of electrons in atoms and molecules is the most crucial concept in DFT
calculations. The density function represents particle wavefunctions, number of elec-
trons, and directly related to all the properties of the system, such as energies and
potentials. The electron density operator is describing as delta function as follow:
rˆ(q) = d

q
0 q
 0 q0 6= q
¥ q0 = q
(5.43)
where for one electron it becomes as:
r(q) = hyjrˆ(q) jyi=
Z
y

q
0
y(q)d

q
0 q

dq
0
= y (q)y(q) = jy(q) j2
(5.44)
It is interpreted as the probability of finding an electron at q. The wavefunctions con-
tain all information about the system; however, it depends on 4N variables (three co-
ordinates and spin (spin up and spin down)) where N is the number of electrons and is
very complicated to be identified using experimental methods.
The first theorem of Hohenberg-Kohn [166] expresses that the ground-state energy
from Schro¨dinger’s equation is a unique functional of the electron density, and demon-
strates that the electron density could uniquely find the Hamiltonian operator and sub-
sequently all the properties of the system. This theorem derives the external potential
as a unique functional of the electron density. In other words, since the external po-
tential fixes the Hamiltonian of a system, it could be concluded that the many-body
ground-state is a unique functional of electron density. Therefore, the electron density
determines the number of electrons and the external potential that can subsequently
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identify the ground-state properties like kinetic energy, potential energy, and eventu-
ally, the total energy of the system. The total energy can be written as a function of
electron density;
Eˆ [r] = Tˆ [r]+ Eˆee [r]+ Eˆne [r] (5.45)
Eˆne [r] =
Z
r(q)Unedq (5.46)
FˆHK [r] = Tˆ [r]+ Eˆee [r] (5.47)
Eˆee [r] =
1
2
ZZ r(q1)r(q2)
q12
dq1dq2+ Eˆncl [r] = Jˆ [r]+ Eˆncl [r] (5.48)
where FˆHK [r] is the Hohenberg-Kohn functional; which is the main part of DFT cal-
culation and the Schro¨dinger equation can be solved by using this functional. It is a
universal functional and independent from the considered system. The kinetic energy
functional, Tˆ [r] , and the electron-electron interaction functional, Eˆee [r] , which are
included to this functional are not easy to identify explicitly. However, the Eˆee [r] can
be divided into two terms: the classical part as Jˆ [r] and the non-classical contribution
as Eˆncl [r] , like self-interaction correction, exchange and Coulomb correlation.
The second theorem of the Hohenberg-Kohn [166] states that a universal functional
for the energy in terms of the electron density, Eˆ [r] (Eq.(5.45)), can be defined for any
external potential ( Eˆne [r] ). The exact ground-state energy of the system is the global
minimum, and the density that minimizes this functional is the exact ground-state en-
ergy density. In other words, the functionals that determine the ground-state energy
of the system derives the lowest energy if and only if the input density is the actual
ground-state density. For any trial density associated with some external potential, the
energy obtained from the functional, Eˆ [r], represents an upper bound to the actual
ground-state energy.
The Hohenberg-Kohn theorems imply that the importance of the density function such
that density function contains all information of N interacted electronic system in
ground-state and as import as a ground-state wavefunction. Furthermore, since the
Hamiltonian operator gives the energy, the system’s ground-state energy can be writ-
ten as functional of density function using the variational principle.
To solve the particle equations of motion or many-body Schro¨dinger equation, Kohn
and Sham decomposed the energies of n electrons and mapping the n-electron sys-
tem (interacting) to the n single-electron system (non-interacting) using the exchange-
correlation energy functionals. The most critical challenge of the DFT is dealing with
functional, FˆHK [r], to find the precise expressions for the kinetic and non-classical
functionals ( Tˆ [r] ; Eˆncl [r] ). To solve this problem, Kohn-Sham [165] proposed the ap-
proach that calculates the exact kinetic energy of a fictitious system of non-interacting
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electronics where the ground-state density is equal to the real system, which includes
the interacting electrons. The real and artificial systems with interacting and non-
interacting electrons have the same positions and atomic number of the nuclei which
emphasize that they have the same density;
r(q) = rS (q) (5.49)
where the subscript ‘S’ reminds that it belongs to the artificial system. Kohn and Sham
defined the functional Fˆ [r] as follows:
Fˆ [r] = TˆS [r]+ Jˆ [r]+ EˆXC [r] (5.50)
where EˆXC [r] represents the exchange-correlation functional that contains whatever is
unknown and affects the precision of the calculated energy, and describe as the sum of
the distinct exchange and correlation terms, as follow:
EˆXC [r]
 
Tˆ [r]  TˆS [r]

+
 
Eˆee [r]  Jˆ [r]

(5.51)
The next step is finding the orbitals or external potential uniquely for a non-interacting
system derived from Slater determinant with the contribution to the same density as
the real system. The total energy of the interacting system can be written as:
Eˆ [r] = TˆS [r]+ Jˆ [r]+ EˆXC [r]+ Eˆne [r]
= TˆS [r]+
1
2
ZZ r(q1)r(q2)
q12
dq1dq2+ EˆXC [r]+
Z
r(q)Unedq
= 1
2
N
å
i
hyijO2jyii+ 12
N
å
i
N
å
j
ZZ
jyi (q1) j2 1q12 jy j (q2) j
2dq1dq2
+EˆXC [r] 
N
å
i
Z M
å
A
ZA
q1A
jyi (qi) j2dq1
(5.52)
By applying the variational principle and minimizing the energy functional, the Kohn-
Sham equations result as follows: 
 1
2
O2+
"Z r(q2)
q12
+UXC (q1) 
M
å
A
ZA
q1A
#!
yi = eiyi
 1
2
O2+US

yi = eiyi
(5.53)
US =UH +Uext +UXC (5.54)
where US, UH, Uext, and UXC denote the effective, Hartree, external, and exchange-
correlation potentials respectively.
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5.4.4 Exchange-Correlation functional
Exchange-Correlation energy is estimated in terms of electron density and contains of
all quantum effects;
EˆXC = EˆX + EˆC (5.55)
where EˆX and EˆC are the exchange energy functional between electrons with the same
spin, and the correlation energy functional between electrons with a different spin, re-
spectively, the exact form of the exchange-correlation functional is not known. How-
ever, there are widely used methods to derive functionals like local density approxima-
tion (LDA) and Generalized gradient approximation (GGA). GGA includes more phys-
ical information than the LDA because it includes information about the local electron
density and the local gradient in the electron density. In our study, the GGA/Perdew-
Burke-Ernzerhof functional (PBE) approximation was used to estimate the exchange-
correlation energy functional. Various types of GGA functionals have been widely
used and demonstrated excellent results for different physical problems.
5.5 First-principles mechanical properties of 2D nano-
materials
5.5.1 Introduction
Graphene [103, 168, 169] is among the most popular 2D materials. The materials di-
mension affects the features of the same chemical compounds and may exhibit unique
properties. For instance, 2D transition metal dichalcogenides (TMDs) have a direct
energy bandgap, whereas its 3D counterpart has an indirect energy bandgap [104].
Two dimensional (2D) materials such as graphene, TMDs (MXi, M= transition metals,
X= chalcogen elements such as S, Se, and i=2) and transitional metal halides (TMHs)
attracted attention due to their outstanding mechanical, optical, electrical, energy stor-
age, magnetic, and heat conduction properties [105, 136, 149, 170, 171, 172, 173]. In
order to evaluate the mechanical properties, advanced computational approaches can
be used as effective and inexpensive alternatives to experimental testing.
Transition metal halides (TMHs) in 3D form were synthesized in the past decade
[174, 175]. Recently, TMHs were synthesized in the 2D form with ABC stacking ar-
rangement of the layers up to each other, interacting with weak van-der-Waals forces.
Their general formula is known as MnYm in which M= Zr, Hf, Ti, V, Cr, Fe, Mo, Ru,
Rh, Ir, and Y= Cl, Br, I [176, 177, 178]. These 2D materials have gained attention in re-
cent studies due to their catalytic nature and photochemical, thermodynamic, electrical,
and magnetic properties [179, 180, 181, 182, 183, 184]. These attractive 2D nanostruc-
tures can be fabricated from bulk TMHs structures by a chemical exfoliation approach
or restacking of individual 2D nanosheets [185] and chemical vapor transport (CVT)
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method [186]. Multi-layered a -RuCl3 (RuCl3), b -RuCl3 and Oxide chlorides with
different properties have been obtained by Kolbin and Raybov [187]. They examined
the residues remaining when ruthenium was attacked by chlorine alone at temperatures
from 280 to 840 C. They result indicated RuCl3 as lustrous black plates, insoluble,
and volatile above 6oo C; and b -RuCl3 as a dark brown, matt, fluffy, hygroscopic,
and soluble in aqueous alcohol; and oxide chlorides with hygroscopic, soluble, volatile
above 300 C. In recent experimental studies [188, 189] based on neutron diffraction,
scanning transmission electron and scanning tunneling microscopy, a novel layered
RuCl3 crystals nanosheets were realized. The 2D layered RuCl3 have displayed Ki-
taev physics on a 2D honeycomb lattice, and attracted interest to elaborate as a Kitaev
material, with strong interests for their high interactions between spin-orbit coupling
(SOC) [179, 181, 189, 190, 191, 192], and electronic correlations and unusual mag-
netism [185, 193, 194]. Iyikanat et al. [195] conducted DFT calculation to investigate
the structural, vibrational, electronic, and magnetic properties of monolayer RuCl3 .
They found strong magnetic anisotropy and interaction between Ru atoms with a mag-
netic moment of 0.9 µ B per Ru atoms. Their most interesting results were changing of
magnetic ground state by external strains and the considerable variation of the valence
and conduction band-edges under in-plane strains. Sarikurt et al. [196] studied elec-
tronic and magnetic properties of single-layer RuCl3 using DFT and Monte Carlo (MC)
simulation methods. They found that the cleavage energy (CE) values are smaller than
that of graphite, indicating that single layer RuCl3 can be obtained from its bulk phase.
The magnetic momentum of 1 µ B per Ru atoms and 4µ B total magnetic moment per
square cell were measured. The energy band gap around high symmetry points, G M,
has been identified around 3 meV using the Perdew-Burke-Ernzerhof [197] functional,
while by considering SOC-effect, a value of 57 meV was predicted. Ersan et al. [198]
studied the magnetic and electric properties of RuBr3 and RuI3 in their bulk and single-
layer phases using DFT and MC methods. They found that these materials can also
form 2D layered structures like other TMHs. Moreover, they observed that the mono-
layers of RuX3 prefer ferromagnetic spin orientation in the plane for Ru atoms. They
also find intense magnetic properties different from those of the bulk counterpart to a
single-layer of the RuBr3 and RuI3.
Super-stretchable material refers to a material that can highly stretch without any bond
breaking and defects on the lattice structure and return to its original length. Super-
stretchable materials with excellent mechanical stretchability and electrical properties
have critical potential applications in various nanoelectronics devices. Stretchable con-
ductors and semiconductors are crucial components of nanoelectronics, energy har-
vesters, and biomedical devices. Generally, stretchable materials are based on metallic
nanowires, liquid metals, carbon nanomaterials, polymers, and composites [199].
2D materials can exhibit extraordinary properties when subjected to an external strain
[200, 201]. Indeed, studying the mechanical properties is vital to gain more in-depth
insight into their applicability [131, 151, 202, 203, 204, 205, 206]. In this study, we
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perform spin-polarized DFT calculations to investigate the dynamic behavior and me-
chanical properties of single-layer RuCl3 and RuBr3.
5.5.2 DFT computational modeling
This work was carried out by performing the spin-polarized DFT [207, 208] calcula-
tions. The Vienna Ab-initio Simulation Package (VASP) [209, 210, 211] was employed
using the generalized gradient approximation (GGA) functional proposed by Perdew-
Burke-Ernzerhof (PBE) [197] for the exchange-correlation potential. The projector
augmented wave (PAW) method [212] as a pseudo-potential approach with plane-wave
cutoff energy of 500 eV was set for the DFT calculations. The PAW is classified as
frozen-core all-electron (AE) potential, which exploits the efficiency of the pseudopo-
tential (PP) and the accuracy of the AE potential. The graphical representation of the
atomic structures was done with the VESTA package [213]. The energy minimized
structures were acquired using the robust mixture of the Davidson and RMM-DIIS al-
gorithms and then employing the conjugate gradient method for the ionic relaxation
with energy convergence criteria of 10-5 eV, and a 13 13 1 Monkhorst-Pack [214]
k-points mesh size. Subsequently, the mechanical properties were calculated by per-
forming uniaxial tensile simulations [145, 147, 163].
In this study, we investigated the mechanical properties and phonon dispersions of
single layer RuCl3 and RuBr3 structures. We obtained the phonon dispersion to in-
vestigate the dynamic stability and conducted density functional perturbation theory
(DFPT) simulations for 2 2 super-cells within the finite displacement method using
the Phonopy code [215, 216]. The phonon frequencies were calculated along with
the high symmetry directions (G M K  G) in the Brillouin zone. The uniaxial
tensile loading was applied in both zigzag and armchair directions, assuming periodic
boundary conditions (PBC). Since PBCs are applied along the planar directions and
dynamical effects like temperature are not considered, only unit-cell modeling is accu-
rate enough for the evaluation of mechanical response [160]. We used a unit-cell with
a vacuum layer of 17 A˚ to avoid image-image interactions along the normal planar
direction to analyze the mechanical properties of RuCl3 and RuBr3. Once we obtained
the minimized energy structures, the (external) strain was applied along armchair and
zigzag direction, while the negligible stress condition was satisfied along the trans-
verse direction of loading (uniaxial loading condition sl 6= 0, st = 0) by changing the
corresponding simulation box size.
5.5.3 Results and discussions
The atomic configurations of the energy minimized RuCl3 and RuBr3 monolayers with
corresponding lattice constants of 5.92 and 5.99 A˚ are shown in Fig. (5.1). Unit-cell
of considered nanosheets present as a parallelogram with two Ru and six Cl/Br atoms.
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Phonons govern the dynamic behavior and thermal properties of materials. We there-
Figure 5.1: (a) Top and (b) side views of atomic configuration in RuCl3 and
RuBr3lattice.
fore first calculated the phonon dispersions using the DFPT. As illustrated in Fig. (5.2),
the dynamic stability of RuCl3 and RuBr3 monolayers were examined by calculating
the phonon frequencies along with the high symmetry directions (G M K G) in
the 2D Brillouin zone. The results confirmed the inexistence of negative frequencies
in the Brillouin zone, demonstrating the dynamic stability of these structures. For both
structures, a gap in the phonon dispersion frequencies is observable. By increasing the
weight of the halogen atoms, the gap in the phonon dispersions is narrowed. Also,
lattices with lighter halogen atoms were found to exhibit slightly higher frequencies
than those with heavier halogen atoms.
To evaluate the nanosheets’ elastic properties, we employed Hooke’s law by applying
the unidirectional straining. Hence, the strain stays zero perpendicular to the load-
ing direction, i.e. e t =0 (uniaxial strain condition). Hooke’s Law for a plate with
orthotropic elastic properties can be written as:
exx
eyy

=
" sxx
Ex
 nyx syyEy
 nxy sxxEx +
syy
Ey
#
(5.56)
here eii , sii , nij and Ei are the strain, stress, Poisson’s ratio and elastic modulus along
the ”i” direction, respectively. With eyy=0, we obtain:
nxy =
syyEx
sxxEy
(5.57)
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Figure 5.2: Phonon dispersions of free-standing and single-layer a) RuBr3 and b)
RuCl3.
However, based on the symmetry of the stress and strain tensors [217], the following
relation exist:
nyx
nxy
=
Ey
Ex
(5.58)
By substituting the Eq.(5.58) in Eq.(5.57), the Poisson ‘s ratio can compute as;
nyx =
syy
sxx
(5.59)
By computing Ex and Ey from Eq. (5.58) and substituting in Eqs. (5.56),
Ey =
Exnyx
nxy
! exx = sxxEx  nyx
syy
Ey
(5.60)
Ex =
Eynxy
nyx
! eyy = nxysxxEx +
syy
Ey
(5.61)
Finally, the elastic moduli can be calculated in both directions using Eqs. (5.60) and
(5.61):
Ex =
sxx
exx
 nxysyyexx (5.62)
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Ey = nyxsxxeyy +
syy
eyy
(5.63)
where sxx and syy are the stresses in longitudinal and transverse directions, respec-
tively. In Fig.(5.3), the stress-strain relations for the uniaxial tensile straining along the
armchair directions for both nanosheets are illustrated, which reveal completely linear
relations corresponding to the linear elasticity. We, therefore, fitted lines to the stress-
strain values for the strain values below 0.02 to report the elastic properties based on
the mentioned relations. Our results for the uniaxial tensile straining along the zigzag
direction (not shown in Fig.(5.3)) reveal that the initial linear responses of the consid-
ered 2D structures in both directions match closely, which means isotropic elasticity in
the studied nanosheets. It is also evident that the elastic properties of RuCl3 structure
are higher compared to RuBr3, and the bromide compound of the considered struc-
tures is softer than the chloride counterparts. The DFT estimations of the mechanical
properties are summarized in Table (5.1). The elastic modulus along the zigzag and
armchair directions are nearly identical. Interestingly, the calculated Poisson’s ratios
were found to be almost independent of the lattice structure, and slightly higher Pois-
son ratios were acquired along the zigzag direction. Note that the reported elastic
moduli and the Poisson ratios are size-independent since we applied PBC boundary
conditions in all directions. The strain values at the ultimate tensile strength are high-
est along the armchair direction.
Structure Earmchair Ezigzag n armchair n zigzag eu-armchair eu-zigzag UTSarmchair UTSzigzag
RuBr3 17.07 17.16 0.24 0.27 0.70 0.67 4.76 5.08
RuCl3 24.55 24.83 0.41 0.42 0.45 0.42 6.07 6.70
Table 5.1: Mechanical properties of RuCl3 and RuBr3sheets, E, n, eu and UTS indicate
the elastic modulus, Poisson’s ratio, strain and stress at ultimate tensile strength points,
respectively. The stress units are in GPa.nm.
We subsequently study the mechanical responses of these 2D structures by performing
uniaxial tensile simulations. Fig.(5.4) depicts the uniaxial stress-strain responses of
RuCl3, and RuBr3monolayers extended along with the armchair and zigzag directions.
In both cases, the stress-strain response exhibits an initial linear relation followed by
a nonlinear trend up to the ultimate tensile strength. It is obvious from stress-strain
curves that the tensile response is not perfectly isotropic and, in both cases, slightly
stronger along the zigzag direction compared to the armchair direction. Our results
also reveal a 30% higher strain level along with the armchair and zigzag directions
of RuBr3 compared with RuCl3. The most striking result is that the stretchability of
both RuCl3 and RuBr3 monolayers are considerably higher than other 2D porous net-
works [218] and graphyne [219] structures. Nevertheless, they show lower stretchabil-
ity in comparison with boron-graphdiyne [150]. To further highlight the considerable
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Figure 5.3: DFT predictions for the stress-strain responses of single-layer RuCl3 and
RuBr3uniaxially strained along the armchair direction. Here, sl and st denote the
stress values along the loading and transverse directions, respectively. Using Hooke’s
Law, the elastic modulus and Poisson’s ratio were then calculated. We remind that for
the uniaxial tensile straining, the stress tensor includes two main components, longi-
tudinal and transverse, whereas for the uniaxial tensile loading, only the longitudinal
component is important, and other terms are negligible.
stretchability of the studied nanosheets, we should remind that the strain at the ulti-
mate tensile strength for the pristine graphene and hexagonal boron-nitride were found
to be  0.27 and  0.20 [160],  0.31 and  0.29 [220, 221] along armchair and
zigzag directions, respectively. Besides, for the graphene kirigami and h-BN kirigami
structures were get the value of  0.65 [222] and  0.67 [223], respectively. Overall,
these results indicate ultrahigh stretchability and considerable mechanical properties
of RuCl3 and RuBr3 nanosheets.
In order to demonstrate the deformation process (according to the lattice structure
similarities of these 2D materials), we exemplary plot the bromide compound struc-
ture along the armchair loading direction in Fig.(5.5) at three different strain levels (e
): first energy minimized structure (e = 0), second under half of the strain at ultimate
tensile strength (e = 0.5eu) and finally at the ultimate tensile strength point (e = eu). The
extension along the loading direction not only causes a shrinkage along the transverse
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Figure 5.4: Uniaxial stress-strain responses of single-layer RuCl3 and RuBr3 stretched
along the armchair and zigzag directions.
direction, implying a positive Poisson ratio of these TMHs but also results in a gradual
decrease in thickness by increasing the strain level. In both structures, we observed
higher ratios in zigzag directions when the structure is stretched along the armchair
direction, which is obvious from Fig.(5.5) for RuBr3.
To better understand the failure mechanism of the studied nanosheets, we consider
the structures at different strain levels concerning the strain at the tensile strength
point. The important bond lengths and thickness of the hexagonal unit-cell structure
are shown in Fig.(5.5). During uniaxial tensile loading, twelve bonds named as ”Ri”
i=1,2, 3 : : : ,12 and two unit-cell diagonals are indicated by ”d1” and ”d2”; the thick-
ness of unit-cell is represented as ”h”. The armchair direction is the ”x” direction, and
the variations of the RuBr3 structure were obtained in this direction.
The unit-cell structure was imposed to the five strain levels (e ) as a function of the
ultimate strain value (eu), i.e. e = 0, e = 0.25 eu, e = 0.5 eu, e = 0.75 eu, and e = eu
. Fig. (5.6) illustrates the coding that we used for distinguishing the various bonds in
these monolayers. The unstrained form length normalized these variations. For the de-
formation during the uniaxial loading, expected symmetry bonds can be distinguished
in bond groups with similar bond length variations. According to our results, which is
shown in Fig. (5.7), the first group includes R1, R3, R6, and R12, which are elongated
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Figure 5.5: Top and side view of uniaxial tensile deformation processes of single-layer
RuBr3 elongated along the armchair at different strain levels (e ) with respect to the
strain at ultimate tensile strength (e u).
Figure 5.6: Unit cell bond lengths and thickness.
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along the loading direction; R2, R7, R8, and R11 bonds belong to the second group.
Interestingly, this group has the highest elongation among all bond groups due to the
spatial atomic configuration. These bonds, oriented along with the transverse and load-
ing directions with higher length variations, help the material to stretch along the load-
ing direction. The last symmetry group R4, R5, R9, and R10 are aligned along the
transverse direction and gained the lowest bond length variations. Due to their atomic
spatial positioning, the bonds were extended at a strain level of e=0.25 eu and subse-
quently decreased in length with further increasing strain values. On the other hand,
we observe non-identical stretching of the bonds along the stretching direction. These
may be explained by the higher tendency of the two center-two electrons (c2-2e) bonds
to be stretched easier than the three center-two electrons (3c-2e) bonds, which were not
studied here.
The thickness of the unit-cell gradually decreased with increasing strain levels, but
the intensity of this contraction remains below 3.2%, which is consistent with the 3%
thickness decrement of prior studies on 2D materials [224]. The unit-cell diagonal,
d2 (large parallelogram diameter), was aligned mostly along the loading direction and
gained 19.60% in length at the ultimate strain value. The other diagonal, d1 (small
parallelogram diameter), did not experience considerable changes. First, it decreased
0.25% in length under compression before increasing about 1.1% when the unit-cell is
stretched perfectly along the loading direction.
5.5.4 Conclusion
We conducted first-principles spin-polarized DFT calculations to predict the mechani-
cal response and stability of defect-free single-layer RuCl3 and RuBr3. We first inves-
tigated the stability of the considered structure by calculating the phonon dispersions.
The phonon frequencies results indicate no negative frequency inside the Brillouin
zone, confirming the dynamic stability of both nanosheets. For RuCl3 and RuBr3 the
elastic properties were found to be isotropic and the elastic modulus were computed
25 and 17 GPa.nm, respectively. Our DFT results reveal further that the tensile strain
responses of these 2D systems are not isotropic, and along the zigzag direction, they are
slightly stronger than the armchair direction. The maximum strain at tensile strength
along with the armchair and zigzag directions were 0.75 and 0.68 for the bromide, and
0.48 and 0.44 for the chloride compounds, confirming their super-stretchability. Our
results may be useful for the design of highly stretchable and flexible nanodevices us-
ing RuCl3 and RuBr3 as 2D components.
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Figure 5.7: Evolution of unit-cell bond lengths and thickness variations in RuBr3 with
increasing strain in the uniaxial armchair direction. The variations are normalized by
unstrained form length and are shown in percent.
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5.6 Ab-initio mechanical and electrochemical responses
of 2D nanomaterials
5.6.1 Introduction
The great success of graphene [103, 168], emerged the two-dimensional (2D) materi-
als as a new class of materials suitable for numerous and diverse applications ranging
from nanoelectronics to aerospace structures. For the applications in nanoelectronics,
presenting a semiconducting electronic character with moderate and tuneable band-gap
is highly desirable. Nevertheless, graphene in its natural form presents zero-band-gap
semiconducting property and such that opening a band-gap in graphene requires com-
plex physical or chemical modifications such as chemical doping or defect engineering
[225, 226, 227, 228]. As an alternative, synthesize of other 2D material with an inher-
ent semiconducting character such as transition metal dichalcogenides [106, 229, 230]
has been considered as a more reliable approach to exploit in post-silicon electronics.
The success of silicon in electronics is not only due to its moderate bandgap of 1.1
eV, but also because of the existence of SiO2 as a high-quality native insulator. In this
case, other competitors of silicon lack stable oxides and must rely on deposited in-
sulators [231], which imposes compatibility challenges. A recent experimental study
confirmed that 2D ZrSe2 and HfSe2 semiconductors with band-gaps ranging from 0.9
to 1.1 eV can serve as up-and-coming candidates to replace the silicon in electronic
devices. These 2D materials are highly technologically desirable because of the exis-
tence of high-k native dielectrics of HfO2 and ZrO2 [231].
For the engineering design of novel nanodevices using the 2D materials, comprehen-
sive understanding of electronic, mechanical, and thermal properties of 2D components
play crucial roles. It should be noted that for the materials at nanoscale such as the 2D
materials, experimental techniques for the evaluation of properties are complicated,
time-consuming, and expensive as well. In these cases, classical and first-principles
theoretical approaches can be considered as fast viable alternatives to explore various
material properties such as thermal conductivity, mechanical response, electrochemi-
cal performance and electronic properties in low cost and trustable level of precision
[59, 110, 163, 232, 233, 234, 235]. The material properties predicted by the first-
principles simulations can be later employed in the hierarchical, semi-concurrent, and
concurrent multi-scale approaches [236] in order to design real nanodevices. Advanced
multi-scale techniques can play critical roles in engineering and performance improve-
ment of the future nanodevices.
Motivated by the high technological prospects for the 2D HfS2, HfSe2, ZrS2 and ZrSe2,
in the present investigation we accordingly intend to investigate their properties in
single-layer and free-standing form by conducting extensive first-principles density
functional theory (DFT) simulations. In this case, we analyzed the structural and elec-
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tronic properties of these 2D materials at minimum energy conditions. We applied
uniaxial tensile loading conditions to elaborate on the mechanical properties and de-
formation process as well. Because of the highly attractive electronic properties of
these 2D materials, we particularly explored the possibility of tuning bandgap using
the uniaxial or biaxial loading conditions. This study addresses some critical proper-
ties of 2D HfS2, HfSe2, ZrS2 and ZrSe2 and therefore may act as a useful guide for
their practical applications in nanodevices.
5.6.2 Computational methods
DFT calculations in this study were performed using the Vienna ab-initio simulation
package (VASP) [209, 210, 211]. The plane wave basis set with an energy cut-off of
500 eV and the gradient approximation exchange-correlation functional proposed by
Perdew-Burke-Ernzerhof [197] were employed. VMD [237] and VESTA [213] pack-
ages were also used for the visualization of atomic structures. Fig.(5.8), illustrates the
hexagonal lattice of HfS2, HfSe2, ZrS2 and ZrSe2 atomic structure which shows ABA
atomic stacking sequence.
In this work we analysed the anisotropy in the mechanical response by uniaxial
Figure 5.8: Top and side views of atomic configuration in single-layer HfS2, HfSe2,
ZrS2 and ZrSe2. We studied the properties along the armchair and zigzag directions as
shown.
stretching the structures along the armchair and zigzag directions. We applied periodic
boundary conditions along all three Cartesian directions and such that the obtained re-
sults represent the properties of large-area single-layer films and not the nanoribbons.
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Since the dynamical effects such as the temperature are not taken into consideration
and periodic boundary conditions were also applied along the planar directions, only
a unit-cell modelling is accurate enough for the evaluation of mechanical properties,
and such that we only used a unit-cell consisting of 3 atoms. We considered a vacuum
layer of 20 A˚ to avoid image-image interactions along the sheets normal direction. Af-
ter obtaining the minimized structure, we applied loading conditions to evaluate the
mechanical properties. For this purpose, we increased the periodic simulation box
size along the loading direction in a multistep procedure, every step with a small en-
gineering strain of 0.001. For the uniaxial loading conditions, upon the stretching
along the loading direction the stress along the transverse direction should be negli-
gible. To satisfy this condition, after applying the loading strain, the simulation box
size along the transverse direction of the loading was changed accordingly in a way
that the transverse stress remained negligible in comparison with the stress along the
loading direction. For the biaxial loading condition, the equal loading strain was ap-
plied simultaneously along the both planar directions. After applying the changes in
the simulation box size, the atomic positions were rescaled to avoid any sudden void
formation or bond stretching as well. We then used the conjugate gradient method
for the geometry optimizations, with strict termination criteria of 10-5 eV and 0.005
eV/A˚ for the energy and the forces, respectively, using a 19 19 1 Monkhorst-Pack
[214] k-point mesh size. The final stress values after the termination of energy mini-
mization process were calculated to obtain the stress-strain curves. The ground state
electronic properties were first calculated using the PBE functional. Due to underes-
timation of experimental band-gap values using the PBE functional, we also used the
screened hybrid functional HSE06 [238] and quasi-particle many-body perturbation
theory (MBPT) via G0W0 approximation [239, 240] to evaluate the electronic prop-
erties of these materials. A 14  14 1 G centered Monkhorst-Pack k-point mesh is
used was used for PBE and HSE06 calculations.
5.6.3 Results and discussions
We first study the atomic structure of HfS2, HfSe2, ZrS2 and ZrSe2, which can be
well defined by the hexagonal lattice constant (a ) and transition metal-chalcogen
atom bond length (bl). In Table (5.2) the lattice constants and the bond lengths for
the considered 2D structures at their minimum energy condition are mentioned. We
next study the mechanical responses of these 2D structures by conducting the uniaxial
tensile simulations. In Fig. (5.9), the DFT predictions for the uniaxial stress-strain
responses of HfS2, HfSe2, ZrS2 and ZrSe2, elongated along the armchair and zigzag
directions are plotted. In all cases, the stress-strain responses present an initial linear
relation which is followed by a nonlinear trend up to the ultimate tensile strength point,
a point at which the material illustrates its maximum load bearing. The slope of the
first initial linear section of the stress-strain response is equal to the elastic modulus.
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In this work we therefore fitted a line to the stress-strain values for the strain levels
below 0.02 to report the elastic modulus. For these initial strain levels within the elas-
tic limit, the strain along the traverse direction (st) with respect to the loading strain
(sl) is acceptably constant and can be used to obtain the Poisson’s ratio using the -st/sl.
Our results shown in Fig. (5.9) reveal that the initial linear response of the consid-
ered 2D structures match closely which means that their elastic properties are close.
In another side, the non-linear part of the stress-strain curves are different depending
on the atomic structure and loading direction as well. Our DFT results reveal that
the tensile response is not isotropic and along the armchair direction the single-layer
HfS2, HfSe2, ZrS2 and ZrSe2, are considerably stronger as compared with the zigzag.
Such an observation is in agreement with earlier studies for the mechanical proper-
ties of transition metal dichalcogenides [241] and group IV 2D materials [242]. The
obtained mechanical properties of considered 2D structures are summarized in Table
(5.2). In general, the elastic modulus is around 6% higher when the structure is elon-
gated along the armchair in comparison with zigzag. For the both tensile strength and
elastic modulus we found the anisotropy in the mechanical response is almost inversely
correlated with the stiffness: such that the lower the elastic modulus or tensile strength,
the higher is the anisotropy in the mechanical response. However, such a correlation
for HfSe2 and ZrS2 is not consistent since they show very close mechanical properties
and their anisotropy in mechanical properties are also very close. Interestingly, the
calculated Poisson’s ratios were found to be almost independent of the structure and
slightly higher Poisson’s ratios were acquired along the armchair. For ultimate tensile
strength point we predict that along the zigzag direction studied 2D films yield slightly
higher strain values.
We next conduct the electronic structure analysis to investigate the origin of differ-
Figure 5.9: Uniaxial stress-strain responses of single-layer and free-standing HfS2,
HfSe2, ZrS2 and ZrSe2 stretched along the armchair and zigzag directions.
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Structure a bl Y Arm Y Zig PArm PZig UTSArm UTSZig STSArm STSZig CT
HfS2 3.535 2.572 80 76 0.40 0.34 10 7.6 0.21 0.22 1.05
HfSe2 3.672 2.706 69 65 0.40 0.35 9.0 6.5 0.20 0.21 0.98
ZrS2 3.574 2.594 72 68 0.41 0.36 9.2 6.6 0.19 0.20 0.97
ZrSe2 3.705 2.726 62 58 0.40 0.34 8.3 5.5 0.21 0.22 0.90
Table 5.2: Summary of structural and mechanical properties of single-layer HfS2,
HfSe2, ZrS2 and ZrSe2. a , bl, Y, P, CT, STS and UTS depict lattice constant, transi-
tion metal-chalcogen atom bond length, elastic modulus, Poisson’s ratio, charge trans-
fer from transition metal to a single chalcogen atom, strain at ultimate tensile strength
point and ultimate tensile strength, respectively. Stress and the length units are in N/m
and A˚, respectively, and subscripts zig. and arm. are for the properties along the zigzag
and armchair directions, respectively.
ences in the mechanical properties of studied structures. To this aim we first calculated
the electron localization function (ELF) [243]. In Fig. (5.10a) a sample of obtained
ELF for HfSe is illustrated which reveals that the electron localization is more concen-
trated around the Se atoms. This result suggests the charge transfer from the transition
metal to the chalcogen atoms. To characterize this charge transfer from transition
metal to every chalcogen atom, we conducted the Bader charge analysis [244] and
the obtained results are included in Table (5.2). As a general trend, by increasing the
charge transfer both the elastic modulus and tensile strength values increase, which is
in agreement with the results for transition metal dichalcogenides [241]. Nevertheless,
an exception exist and for the HfSe2 and ZrS2 the values of charge transfer are very
close and in this case the lighter structure with slightly lower charge transfer presents
negligibly higher elastic modulus and tensile strength.
To better understand the underlying mechanism that results in anisotropic tensile re-
sponse of HfS2, HfSe2, ZrS2 and ZrSe2, we analyzed the deformation process. Due to
the similarities in the deformation behaviour of the studied 2D structures, in this case
we only examine the ZrSe2 structure. For the deformation during the uniaxial loading,
two different bonds can be distinguished, the bond along the armchair (blarm) and the
bond oriented along the zigzag (blzig) direction, which are depicted in Fig. (5.8). Fig.
(5.10), compares the change in the bond lengths as a function of strain for the uniaxial
loading along the armchair and zigzag directions. As a general observation, during the
uniaxial tensile loading, the bond oriented along the loading direction elongates and
the other bond oriented along the transverse direction of loading contracts. Based on
our results for the both loading directions, during the stretching the structures contract
slightly along the sheet thickness, however the intensity of this contraction remains
almost below 3% . For the stretching along the armchair direction, one bond is exactly
along the loading direction and directly involves in the load bearing and such that by
increasing the strain level this bond increases substantially. In this case, the bond ori-
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ented along the transverse direction remains almost unchanged and only after the strain
level of  0.15 starts to contract slightly. On the other side, for the uniaxial stretching
along the zigzag, one bond is almost oriented along the loading direction and the other
bond is exactly along the transverse direction. In this case, based on our results shown
in Fig. (5.10b), since the bond involving in the load transfer is not exactly inline of
the loading by increasing the strain level the bond stretching is moderate. In this case
the contraction of the bond along the transverse direction is more considerable, which
helps the material to flow easier along the loading direction. As it is clear, the distinctly
higher tensile strength as well as the slightly higher elastic modulus along the armchair
direction can be attributed to the fact that during the stretching along the armchair half
of the bonds are exactly aligned to the loading direction and such that the deformation
is achieved mainly by the bond elongation.
Next, we shift our attention to explore the evolution of band-gap of aforementioned
Figure 5.10: (a) Electron localization function (ELF) results of the unstrained single-
layer HfSe showing the localization of electrons around the Se atoms. The change in
the bond lengths and the sheet thickness for the uniaxial loading of ZrSe2 structure
along the (b) zigzag and (c) armchair direction.
2D materials under different loading conditions. In Fig. (5.11), the band structure
and total DOS of HfS2, HfSe2, ZrS2 and ZrSe2 monolayers for different biaxial or
uniaxial tensile strains by the PBE are compared. The band structure and DOS for
unstrained systems and maximum magnitudes of strain are reported. It is well visible
that the free strained nanostructures present indirect band-gaps in which the valence
band maximum (VBM) coincides along the K-G direction and the conduction band
minimum (CBM) locates at M-point which is in a good agreement with that reported
previously for HfSe2 monolayer [231]. The acquired results show that the band-gaps
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Figure 5.11: Band structure and total DOS of unstrained and strained HfS2, HfSe2,
ZrS2 and ZrSe2 monolayers for different biaxial or uniaxial tensile loading predicted
by the PBE functional.
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of the HfS2, HfSe2, ZrS2 and ZrSe2 sheets, using PBE, are 1.15, 0.95, 1.0 and 0.85 eV,
respectively, which are slightly larger than those found for transition-metal dichalco-
genides monolayers in the T phase [245]. For all monolayers, their band-gap decreases
when the biaxial or uniaxial tensile loading is applied. Note that the reduced band-gap
for biaxial strains is lower than uniaxial ones. In order to obtain accurate results of
electronic band-gap, the screened hybrid functional HSE06 and quasi-particle G0W0
approaches have also been used. Fig. (5.12) and Fig. (5.13) illustrate total DOS of 2D
HfS2, HfSe2, ZrS2 and ZrSe2 monolayers using HSE06 and G0W0 approaches, respec-
tively. The HSE06 functional and GWA approaches gave remarkably larger band-gaps
than the PBE functional for the all studied structures. The corresponding values within
HSE06 for 2D HfS2, HfSe2, ZrS2 and ZrSe2 monolayers are 1.72, 1.50, 1.45 and 1.22
eV. The band-gap value for HfSe2 monolayer is in excellent agreement with previ-
ous calculation [231]. Taking the electron-electron interactions into account in G0W0
reduces screening, resulting in an increase over the PBE band-gap. The calculated in-
direct band-gap from G0W0 is 1.90, 1.70, 1.65 and 1.30 eV for the unstrained HfS2,
HfSe2, ZrS2 and ZrSe2 sheets, respectively. In Table (5.3) the band-gap of the strained
and unstrained systems obtained by different methods are summarized.
s = 0 s = 0:1 biaxial s = 0:15 biaxial s = 0:1 uiaxial s = 0:15 uiaxial
PBE HSE06 G0W0 PBE HSE06 G0W0 PBE HSE06 G0W0 PBE HSE06 G0W0 PBE HSE06 G0W0
HfS2 1.15 1.72 1.90 0.82 1.31 1.75 0.62 1.19 1.45 0.92 1.55 1.84 0.77 1.36 1.60
HfSe2 0.95 1.50 1.70 0.70 1.15 1.45 0.52 1.0 1.25 0.72 1.25 1.30 0.60 1.10 1.20
ZrS2 1.0 1.45 1.65 0.63 1.22 1.40 0.40 0.70 0.97 0.79 1.23 1.47 0.68 0.97 1.25
ZrSe2 0.85 1.25 1.30 0.56 0.97 1.01 0.38 0.67 0.76 0.63 1.05 1.12 0.52 1.0 0.84
Table 5.3: The energy band-gap (eV) values of 2D HfS2, HfSe2, ZrS2 and ZrSe2 mono-
layers calculated within PBE, HSE06 and G0W0 approaches.
5.6.4 Conclusion
We conducted extensive first-principles DFT calculations to explore the mechanical
and electronic responses of pristine and single-layer HfS2, HfSe2, ZrS2 and ZrSe2
monolayers. We first investigated the mechanical responses of these 2D structures
by conducting the uniaxial tensile simulations. It was found that the charge transfers
from the transition metal to chalcogen atoms correlates directly to elastic modulus and
tensile strength. Our DFT results reveal that the mechanical responses of these 2D sys-
tems are not isotropic and along the armchair direction the single-layer HfS2, HfSe2,
ZrS2 and ZrSe2, are considerably stronger as compared with the zigzag. It was found
that during the stretching along the armchair the deformation evolves more by the
bond elongation which explains the higher stress values at any certain strain value as
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Figure 5.12: The total DOS predicted by the HSE06 functional.
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Figure 5.13: The total DOS of free-standing and single-layer HfS2, HfSe2, ZrS2 and
ZrSe2 predicted by the G0W0 approach.
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compared with the loading along the zigzag. According to the G0W0 method estima-
tions, indirect band-gaps of 1.90, 1.70, 1.65 and 1.30 eV were predicted for unstrained
single-layer HfS2, HfSe2, ZrS2 and ZrSe2, respectively. Based on the PBE, HSE06
and G0W0 methods predictions, it was found that the band-gap decreases through ap-
plying the biaxial or uniaxial tensile loading which notably confirms the tunability of
electronic properties of these 2D structures. It was found that biaxial strains can be em-
ployed as a more effective approach for tuning the electronic response of HfS2, HfSe2,
ZrS2 and ZrSe2.
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Chapter 6
2D Anode Materials for Battery
Energy Storage System
6.1 Introduction
Rechargeable metal-ion batteries play a crucial role in modern transport, communi-
cation and electronic industries [29, 30, 31]. Ordinary batteries are commonly based
on Li-ion transfer and diffusion. Their superior energy density, capacity, and life-
time highlight them as the main power supply for various portable electronic devices
[246, 247, 248]. A common commercial anode electrode material is graphite, which is
highly stable, but it has only a moderate charge capacity of 372 mAh/g, and the ion dif-
fusion is not fast enough. Therefore alternative anode materials have been used in order
to satisfy the quickly growing market [32, 33]. During the last decade, various bulk
materials like silicon have been probed as anode electrodes to improve the performance
of metal-ion batteries. However, for the commercialization of these materials, there are
several technical issues such as degradation [249, 250, 251, 252, 253]. Since two di-
mensional (2D) materials and their hetero-structures exhibit good stability, extensive
adsorption energy, fast ion diffusions and high storage capacity due to their great sur-
face to volume ratio, they have progressively attracted attention as electrodes in high
performance rechargeable batteries [59, 234, 254, 255, 256, 257, 258, 259, 260, 261].
As an emerging class of 2D materials, transition metal dichalcogenides (TMD) [106,
230] exhibit unique photoelectronic, thermal and mechanical properties. They include
a stoichiometric formula of MX2 in which M is a transition metal element such as Mo,
W, Sc, Cr or V; and X is a chalcogen element; such as S, Se or Te. Each monolayer
contains a layer of M atoms sandwiched between two layers of X atoms. These at-
tractive 2D nanostructures can be fabricated from bulk TMD structures by a top-down
exfoliation approach [262], or they might be directly synthesized by a bottom-up tech-
nique such as molecular beam epitaxy (MBE) [263] or chemical vapour deposition
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(CVD) [264]. An exciting fact about the TMD structures is their polymorphism na-
ture. In this regard, TMDs may exist in three different structural phases including 2H,
1T and 1T’ [265, 266]; 2H and 1T phases contain the hexagonal and trigonal structure,
respectively and 1T’ is a distorted form of 1T.
Recently 2D vanadium dichalcogenides (VX2) including VS2, VSe2, and VTe2 have
gained utmost attention stemming from their outstanding optical, electrical and chem-
ical properties [267]. In electronics and phonon dispersion calculations, Ataca et. al
[268] predicted that all 2H and 1T VX2 structures exhibit metallic behaviour and they
are energetically stable although the 1T phase is more favourable than the 2H struc-
ture. In 2011, few-layer thick nanosheets of VS2 were successfully synthesized from
the bulk counterpart through exfoliation [262, 269, 270]. Most recently, the fabrica-
tion of the 1T VSe2 nanosheet via a chemical vapour deposition approach has been
reported [271]. Remarkably, these recently grown 2D structures show excellent metal-
lic properties including an extensive electrical conductivity of up to 106 Sm  1 [271].
A theoretical study [272] suggests that VX2 structures show fascinating magnetic prop-
erties due to their intrinsic ferromagnetism which makes them unique candidates for
spintronic devices. Jing et. al [273] investigated the 2H VS2 monolayer as an anode
for the Li ion battery storage and they reported that this monolayer provides a larger
adsorption energy, lower diffusion energy barrier, and greater ideal capacity compared
to MoS2 and common graphite anodes.
A high electrical conductivity is always among the most desirable factors for the appli-
cation as anode or cathode material in rechargeable metal-ion batteries. Motivated by
the recent experimental advances [262, 267, 269, 271] in the synthesis of highly con-
ductive VX2 nanosheets with 1T atomic structure, which is more stable than the 2H
counterpart, in this study we aim to explore the application of 1T VS2 and 1T VSe2 as
anode materials for Li-, Na-, Mg-, Ca -and Al ion-storages. For this purpose, we car-
ried out first-principles simulations to probe the interactions of adatoms with 1T VS2
and VSe2 monolayers. Therefore, we computed critical factors including the adsorp-
tion energy, diffusion energy barrier, open circuit voltage profile, electronic density of
states (DOS) and storage capacity.
6.2 Computational methods
We conducted first-principles density functional theory (DFT) simulations in order to
explore the stretchability and application of 1T VS2 and VSe2 2D structures as anode
materials. In this study, the spin polarized DFT method within the Vienna ab-initio
simulation package (VASP) [209, 210, 211] was used. The plane wave basis set with
an energy cut-off of 500 eV and generalized gradient approximation (GGA) exchange-
correlation functional proposed by Perdew-Burke-Ernzerhof (PBE) [197] was also em-
ployed. A dispersion scheme, DFT-D2 [274], developed by Grimme was employed to
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improve the binding energy calculations by accounting for the dispersion corrections.
To illustrate the atomistic structures and charge densities, we used the VESTA [213]
package.
The adsorption of Li, Na, Mg, Ca and Al adatoms were simulated over 1T VS2 and
VSe2 super-cells under periodic boundary conditions in all directions. In order to avoid
the image-image interactions, a vacuum layer of 20A˚ are imposed along the sheet
thickness. For the studied VX2 monolayers, 3 probable binding sites were postulated
as the most favourable binding sites for Li, Na, Mg, Ca and Al adatoms; on the top
of V atoms, on the top of X atoms (X= S or Se), or on the top of the V-X bonds.
The optimized structure was acquired by employing the conjugate gradient method
with a convergence criteria of 10-4 eV and 0.01 eV/A˚ for the energy and the forces,
respectively, using a 6 6 1 Monkhorst-Pack [214] k-point mesh size. In order to
simulate the gradual atoms intercalation over the VX2 sheet as an anode material, the
adatoms were randomly but uniformly positioned on the predicted stable binding sites.
The DFT calculations were carried out to find energy minimized structures for differ-
ent coverages of adatoms over VX2 nano-membranes. To more precisely calculate the
final energy values, charge densities and electronic density of states (DOS), we con-
ducted single point calculations using the tetrahedron method with Blo¨chl corrections
in which the Brillouin zone was sampled with a 15 15 1 Monkhorst k-point mesh
size. Bader charge analysis [275] was then achieved using the acquired charge densi-
ties in order to estimate the charge transfer from the adatoms to the VX2 substrate and
predict the final charge capacities of VX2 films for each studied adatom. The climbing
image nudged elastic band (CNEB) [276] method was employed to simulate the diffu-
sion of a single adatom over the single-layer VX2. In this case, we constructed a 3 2
super-cell of the single-layer 1T VX2.
The mechanical properties of 1T VS2 and VSe2 were investigated by conducting uni-
axial tensile modelling for a unit-cell [145, 163]. The periodic simulation box size was
increased along the loading direction with a constant engineering strain step of 0.001.
Then its size along transverse loading direction was changed to comply the negligi-
ble transverse stress [131, 151, 204, 206]. Finally, the conjugate gradient method was
employed to perform geometry optimization with termination criteria of 10-5 eV and
0.005 eV/A˚ for the energy and the forces, respectively, using a 25 25 1 Monkhorst-
Pack [214] k-point mesh size. Once the energy minimization process was completed,
the final stress values were calculated to obtain the stress-strain curves. Although the
first-principles simulations provide powerful tools to investigate properties of novel
materials and structures, they can only be used for systems consisting of a few-hundred
atoms due to their high computational cost. Computational multiscale methods as pre-
sented in [59, 149, 277, 278, 279, 280] is a good pathway to study structures at larger
length scales.
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6.3 Results and discussions
The 2H phase of VS2 or VSe2 atomic lattice shows a hexagonal lattice with ABA
atomic stacking sequence. In the 1T phase configuration the S or Se atoms on the
bottom atomic plane of 2H phase is converted into the hollow center of the hexagonal
lattice. Fig. (6.1),indicates the atomic lattice of 1T VS2 or VSe2 with ABA atomic
stacking sequence. The atomic structure 1T VS2 or VSe2 can be represented by the
hexagonal lattice constant (a ) and V–S or V–Se bond length. The unit-cell energy
minimization and geometry optimization, derived by the DFT method, results in the
lattice constants of 1T VS2 and VSe2 of 3.181 A˚ and 3.328 A˚, respectively. The V–S
and V–Se bond lengths were also obtained to 2.351 A˚ and 2.490 A˚, respectively. More-
over, our estimated lattice parameters for the 1T VS2 phase match very closely with
those of the 2H phase reported by Jing et. al [273], a =3.17 A˚ and V–S bond length
of 2.36 A˚. Similar to graphene, 1T MX2 structures also show two major directions of
armchair and zigzag, as shown in Fig.(6.1).
Fig. (6.2) depicts the DFT predictions for the uniaxial stress-strain responses of 1T
Figure 6.1: Top and side views of atomic configuration in single-layer 1T VS2 and
VSe2.
VS2 and VSe2, in armchair and zigzag directions. In all cases, the stress-strain re-
sponses start with an initial linear relation followed by a nonlinear trend up to the
ultimate tensile strength. The slope of the first initial linear section of the stress-strain
curve is equal to the elastic modulus. As shown in the Fig. (6.2) , the initial linear
responses are very close and independent from the loading direction. Therefore, in
order to extract the elastic modulus, a line is fitted to the stress-strain response for the
strain ratios below the 0.02. For the 1T VS2 or VSe2, the elastic modulus predicted
as 88.5 N/m and 71 N/m, respectively. The Poisson’s ratio was also estimated to be
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0.16 and 0.18 for 1T VS2 or VSe2, respectively. On the other side, the non-linear part
of the stress-strain curves are found to be distinctly different for armchair and zigzag
loading in which along the zigzag direction the single-layer 1T VS2 or VSe2 are con-
siderably stronger and more stretchable as compared with the armchair. Surprisingly,
when the 1T VS2 or VSe2 are stretched along the zigzag they can yield their ulti-
mate tensile strength at strain levels of 0.45 and 0.39, respectively. We remind that for
the single-layer transition metal dichalcogenides with 2H atomic configuration their
strain at tensile strength point were found to be mostly below 0.32 [241]. The strain
at the ultimate tensile strength point for pristine graphene and hexagonal boron-nitride
were also found to be  0.27 [160] and 0.3 [220], respectively. The most striking
result is that, the stretchability of 1T VS2 and VSe2 are also considerably higher than
other 2D carbon porous networks [281], and graphyne [219] structures, but are lower
than Nitrogen-graphdiyne [147] and Boron-graphdiyne [150]. Overall, these results
indicate that, both 1T VS2 or VSe2 show ultrahigh stretchability and considerable me-
chanical properties as well.
Let us now focus on the application of 1T VS2 and VSe2 as anode material for re-
searchable batteries. The adatoms adsorption energy profiles over the anode material
is the most important issue. We therefore first find the strongest binding sites and the
corresponding adsorption energies of Li, Na, Mg, Ca and Al adatoms over the 1T VS2
and VSe2. The adsorption energy, Ead, is defined by:
Ead = ET M ET  EMa (6.1)
where ET is the total energy of 1T VS2 or VSe2 pristine films, ETM is the total energy
of the system after metal atoms adsorption and EMa is the per atom lattice energy of
the metal adatoms (Ma=Li, Na, Mg, or Al). For the 1T VS2, the maximum adsorp-
tion energies for Li, Na, Mg, Ca and Al, were calculated to -1.58 eV, -1.5 eV, -0.17
eV, -1.89 eV and 0.2 eV, respectively. These preliminary results clearly indicate that
1T VS2 cannot serve as an anode material for Al ions storage because the adsorption
energy is positive. On the other hand, concerning the 1T VSe2 structure, the maximum
adsorption energies for Li, Na, Mg, Ca and Al, were calculated to be, -1.19 eV, -1.15
eV, -0.01 eV, -1.3 eV and 0.47 eV, respectively. As it is clear in the case of 1T VSe2,
this structure is not suitable for Mg and Al atoms storage since the adsorption energy
is very close to zero or positive. Therefore, we subsequently consider Li, Na, Mg, Ca
storage over the 1T VS2 and neglect Mg and Al storage for the 1T VSe2.
We found that the single adatom is the favourable adsorption place, on the top of the V
atoms in which the adatoms form the strongest binding, and only in the case of Ca over
the 1T VS2 this adatom tends to adsorb on the top of the S atoms. Fig. (6.3) shows
the differential charge density of the energy minimized structures of the most stable
configurations of adatoms over 1T VS2 and VSe2 monolayers.
These results suggest that 1T VS2 and VSe2 surfaces strongly interact with consid-
ered alkali elements and accept electron charge densities from the adatoms. On the
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Figure 6.2: Uniaxial stress-strain responses of single-layer 1T VS2 and VSe2 stretched
along the armchair and zigzag directions.
basis of Bader charge analysis for the single-layer 1T VS2, from a single Li, Na, Mg
and Ca adatoms, a charge transfers of 0.992 j ej , 0.992 j ej , 0.991 j ej and 1.436 j ej
occurs, respectively. For the 1T VSe2, the charge transfer values to the substrate were
estimated to 0.998 j ej , 0.991 j ej and 1.398 j ej , for a single Li, Na and Ca adatom,
respectively. Note that for the 2H VS2 the charge transfer from a single Li adatom was
predicted to be 0.36 j ej and 0.88 j ej by Jing et al. [273] and Samad et al. [282],
respectively, which are distinctly lower than what we found for the 1T structure.
The adatoms coverage have now been increased by positioning the metal atoms uni-
formly on both sides of the 1T VS2 and VSe2 surfaces until all predicted adsorption
sites were covered. Accordingly, the maximum coverage equal to 1.0 means that the
system was fully covered by the adatoms (like Li2VS2). In order to evaluate the suit-
ability of a material as an anode material for rechargeable batteries, the evolution of
adsorption energy by increasing the adatoms coverage plays a critical role. The average
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Figure 6.3: Top and side views of the most favourable adsorption sites for different
adatoms over the 1T VS2 (a-d) and VSe2 (f-k) surfaces. Colour coding illustrate the
binding charge transfer due to the adsorption of adatoms over the substrate, in which
green shows the charge losses and red reveals the charge gains.
adsorption energy in this study was calculated using the following equation:
Eav ad =
(ET M nEMa ET )
n
(6.2)
where ETM is the total energy of monolayers with ”n” metal adatoms adsorbed on the
surface. Fig. (6.4) illustrates the evolution of the average adsorption energy of adatoms
over (a) 1T VS2 and (b) VSe2 as a function of the coverage. For the all considered
cases, increasing the adatoms coverage decreases the absolute value of the adsorption
energy. This observation is expected since by increasing the adatoms coverage the
repulsive forces applied by the previous adsorbed atoms make the bindings of new
coming metal atoms more difficult. In the case of 1T VS2, it is obvious that due to the
small content of Mg atoms the adsorption energy reaches a negligible value close to
the zero, which confirms that neither the 1T VSe2 nor the 1T VS2 are suitable for the
Mg ions storage. For the rest of studied cases, our results shown in Fig. (6.4) reveal
that the average adsorption energy remains negative also for the fully covered sheets.
The maximum changes in the adsorption energy occurs for Ca adatoms.
Another critical factor for the assessment of the performance of a material as an
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Figure 6.4: Evolution of average absorption energy as a function of adatoms cover-
age. Coverage equal to1 is equivalent with the system that all the most favourable
adsorption sites are filled from the both sides of the 1T VS2 and VSe2
anode is the open-circuit voltage profile. The open-circuit voltage should be positive.
However, to increase the cell output voltage, an anode material with a lower voltage
range is preferable. Voltage values close to zero are also not desirable because this
increases the probability of dendrite formation during the adatom intercalation in the
anode, which may lead to thermal runaway and other serious damages to the battery.
In this work, the average voltage in the coverage range of x1  x x2 can be estimated
by the following equation [283, 284]:
V 

ET Mx1  ET Mx2 +(x2  x1)EMa

(x2  x1) jej (6.3)
where ET Mx1 and ET Mx2 are the total energies of the systems with x1 and x2 adsorbed
metal adatoms, respectively. Fig. (6.5) shows the open circuit voltage profiles of the
monolayer 1T VS2 and VSe2 as a function of the adatoms coverage. Note that the neg-
ative values of the voltage suggest that foreign adatoms prefer to form metallic clusters
instead of adsorption to the electrode. For the Ca atoms storage using both considered
nanosheets, after the coverage of 0.5 the voltage values drop below zero which means
that the use of these nanosheets for the Ca atoms storage with coverage higher than
0.5 is not appropriate. On the other hand, the voltage profiles are positive and mostly
below 1 V for the Li and Na adatoms which additionally confirms the suitability of 1T
VS2 or VSe2 as an anode material for Li or Na-ion batteries. In the case of VSe2, the
voltage profiles are more desirable than VS2 due to their lower values. At the same
time, they are far enough from the zero voltage limit.
According to the obtained results for the adsorption energy and voltage profile, the
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Figure 6.5: Open circuit voltage profiles as a function of adatoms coverage.
charge capacity of 1T VS2 or VSe2 for Li, Na and Ca ions storage can now be cal-
culated. Bader charge analysis was employed to evaluate the charge transfer between
the adatoms and the substrates. For the Li-ion storage, both 1T VS2 and VSe2 yield
charge capacities of 466 mAh/g and 257 mAh/g, respectively. For the Na-ion storage,
similar capacities of 466 mAh/g and 257 mAh/g were predicted for 1T VS2 and VSe2,
respectively. For the Ca adatoms, charge capacities of 466 mAh/g and 257 mAh/g
were predicted for 1T VS2 and VSe2, respectively. Note that the charge capacities of
commercial graphite and TiO2 structures for the Li ion storage were reported to be
around 372 [285] and 200 mAh/g [286], respectively. Obviously, 1T VS2 has a higher
charge capacity than both graphite and TiO2, which is appealing for future batteries.
Another important criteria for an anode material is the stability of the structure upon the
adatom adsorption. In a rechargeable battery, during the service (charging/discharging)
the ions coverage frequently increases or decreases. This frequent loading and unload-
ing of the anode material may induce compositional or structural changes which might
affect the efficiency and performance of the battery. Fig. (6.6) illustrates the energy
minimized structures with the maximum capacity for Li, Na and Ca atoms. The stud-
ied 2D nanomembranes act very stably upon the adatoms coverage and no damages to
the chemical bonds are observed. This observation is in agreement with our analysis
of mechanical properties confirming a considerable stiffness of 1T VS2 and VSe2.
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A high electronic conductivity is a desirable characteristic for both a cathode and
Figure 6.6: Top and side views of energy minimized 1T VS2 and VSe2 nanomembranes
with the maximum capacity for Li, Na and Ca atoms.
anode material in batteries. To reach higher voltage outputs, the internal electronic
resistances should be as low as possible which can be achieved through employing
electrodes with higher electronic conductivity. Moreover, to decrease the risk of over-
heating and to suppress the joule heating, the electronic conductivity of electrode ma-
terials should be high. In this regard, 1T VS2 and VSe2 are very promising since they
show an excellent electronic conductivity [271]. We analysed the electronic density of
states (DOS) to probe the effects of adatom adsorption on the electronic response of
1T VS2 and VSe2. The DOS of all systems with various coverages of Li, Na and Ca
adatoms were conducted. Fig. (6.7) confirms that in all cases, at the zero state energy
(Fermi level) the DOS is not zero, which further verifies that the metallic electronic
character is intact.
The usefulness of 1T VS2 and VSe2 with respect to the ionic conductivity was ex-
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Figure 6.7: Calculated electronic density of states (DOS) for the 1T VS2 and VSe2
monolayers, with different coverages of adatoms (coverage of 0.0 is illustrative of the
DOS for the pristine structure). The Fermi level is aligned to zero.
plored by calculating the single Li or Na adatom diffusion using the CNEB method
and corresponding energy barriers. Fig. (6.8) depicts the predicted path for a single
Li or Na adatom diffusion starting from the most stable adsorption site and ending on
the neighbouring equivalent site predicted by the CNEB method for 1T VS2 and VSe2,
respectively. Interestingly, for the all studied cases, the adatoms follow a zigzag path
for the diffusion in which the middle point is on the top of the S or Se atoms. For the
Na ion diffusion, the energy barriers over the 1T VS2 and VSe2 are slightly above 0.1
eV. For Li atoms, 1T VS2 shows superior performance with a small energy barrier of
0.22 eV as compared with the barrier of 0.33 eV predicted for the 1T VSe2. We note
that the Li ion diffusion energy barrier on graphene is 0.37 eV [287] which is higher
compared to the values we obtained for 1T VS2 and VSe2. For a battery system, ac-
cording to the Arrhenius equation the diffusion rate of adatoms shows an exponential
dependence on the energy barrier and therefore even a small difference in the energy
barrier can lead to considerable changes in the diffusion rate. This clearly highlights
the promising characteristics of 1T VS2 as anode material for both Li and Na ions stor-
age.
6.4 Conclusion
2D Vanadium dichalcogenides (VX2) such as VS2, VSe2 with 1T atomic configura-
tions have recently gained growing attention stemming from their outstanding optical,
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Figure 6.8: Nudged-elastic band results for the (a) diffusion path and corresponding
energy barriers of Li and Na adatom hopping over single-layer1T (b) VS2 and (c)
VSe2.
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electrical and chemical properties. The main focus of the present investigation was to
extensively explore the application of 1T VS2 and VSe2 as anode materials for Al, Mg,
Ca, Na or Li-ion batteries. To this aim, we conducted first-principles density functional
theory simulations.
To analyze the structural stiffness of 1T VS2 and VSe2, we first determined the me-
chanical properties by performing uniaxial tensile simulations. According to the ac-
quired uniaxial stress-strain curves, the elastic modulus of 1T VS2 and VSe2 were
predicted to be 88.5 N/m and 71 N/m, respectively. Despite of the isotropic elastic
responses, the non-linear part of the stress-strain curves were found to be anisotropic,
in which along the zigzag direction the single-layer 1T VS2 and VSe2 are consider-
ably stronger and more stretchable as compared to the armchair direction. Notably,
when 1T VS2 or VSe2 are stretched along the zigzag direction they can yield their
ultimate tensile strength at strain levels of 0.45 and 0.39, respectively, which are dis-
tinctly higher compared to many other 2D materials. The ultimate tensile strength of
1T VS2 and VSe2 along the zigzag direction was predicted to be 12 N/m and 9.8 N/m,
respectively.
We subsequently probed the potential application of 1T VS2 and VSe2 nanomembranes
as anode materials for Li, Na, Ca, Mg and Al ion storage. We first predicted the
strongest binding sites for the adatoms adsorption and then increased the coverage of
metal atoms. Both 1T VS2 and VSe2 were found to be not suitable for Mg and Al
atoms storage because of yielding very low or positive adsorption energy. The charge
analysis results reveal that 1T VS2 or VSe2 surfaces strongly interact with single Li,
Na or Ca adatoms and with high efficiency accept electron charge densities from these
adatoms. Nevertheless, for Ca storage the open circuit voltage profiles become nega-
tive at coverage ratio higher than 0.5, which accordingly questions the suitability of 1T
VS2 and VSe2 for this adatom storage.
For the 1T VS2, the open circuit voltage profiles were predicted to be in ranges of 
1.56 V to  0.46 V and  1.5 V to  0.37 V for Li and Na storages, respectively.
For the 1T VSe2, very similar open circuit voltage range of  1.15 V to  0.25 V was
found for the both Li and Na atoms. According the Bader charge results, 1T VS2 and
1T VSe2, respectively, exhibit remarkable charge capacities of 466 mAh/g and 257
mAh/g for Li-, Ca- or Na-ion storages.
Based on the climbing image nudged elastic band results for 1T VS2, low diffusion
energy barriers of 0.22 eV and 0.1 eV were estimated for the Li and Na adatoms,
respectively, promising to achieve fast charging/discharging. Our study highlights the
promising prospect of highly conductive and ultrahigh stretchable 1T VS2 for the appli-
cation as an anode material for the design of advanced flexible Li or Na-ion recharge-
able batteries.
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Chapter 7
First-Principles Prediction of
N-Triphenylene-Graphdiyne as a
Remarkable Anode Material for
Metal-Ions Storage
7.1 Introduction
Advanced energy storage systems are of major importance for industrial devices. De-
veloping renewable power plants, increasing need for the electrified transport and mo-
bile devices attract scientist to search for more efficient and reliable storage systems.
Energy-storage devices must satisfy the demand for high energy density, safety, and
low cost [26]. Indeed, rechargeable Lithium-ion batteries (LIB) are among the best
available storage devices due to their high energy density and long life performance
[27, 28]. The electrochemical reactions inside ordinary LIB lead to lithium ion inser-
tion/extraction into/from electrodes during charging and discharging process. Batter-
ies based on intercalation electrode materials play important roles in a wide range of
portable electronic devices [29, 30, 31]. The performance of conventional metal-ion
storage batteries depends on the energy/power density and transmission/diffusion rate
of the ions on the electrode materials. Graphite belongs to the class of commercial an-
ode electrodes, which is stable. Unfortunately, it has a low ion diffusion rate and charge
capacity [33]. Key to success of improving the performances of metal-ion batteries are
efficient alternative electrode materials, and packing them to build novel battery-cells
with affordable prices.
During the last decades, extensive studies have been devoted exploring promising an-
ode materials for rechargeable metal-ion batteries. Fabrication of two dimensional
(2D) graphene (monolayer carbon allotrope) [103, 168, 169] with excellent mechani-
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cal strength, high electric conductivity and heat conduction promoted the development
of novel 2D materials. Such materials have gained highest interest for various appli-
cations [146]. For instance, graphene has been using in various applications, like na-
noelectronics, mechanical components, thermal management systems, energy storage
devices, drug, and many others. The great achievements of graphene have encouraged
the search for other types of 2D structures. Despite of the high electric conductivity
of the graphene, it has moderate charge capacities which is essential for applications
such as energy storage devices [254, 259, 288]. To overcome this deficiency, exten-
sive studies of novel 2D lattices with not only high electric conductivity but also high
charge storage capacity have been emanated [254]. For instance, 2D carbon allotropes
with covalently bonded sp and sp2 carbon like graphdiyne [289, 290] nanosheets yield
high storage capacities. Graphdiyne is a class of 2D carbon allotropes that has been ex-
perimentally synthesized through a cross-coupling reaction using hexaethynylbenzene
[289]. These graphdiyne nanosheets show remarkable electrical conductivity, charge
capacity, low thermal resistance, and high stretchability [147, 150, 291, 292, 293, 294].
Recent investigations confirmed graphdiyne nano-membranes as excellent materials
for energy storage devices [295, 296, 297], electrochemical actuators [298], catalysts
[299, 300] and water reduction [301].
A recent experimental study [302] confirmed the synthesis of a novel graphdiyne
nanosheets, so called triphenylene graphdiyne (TpG), which was fabricated by the
gas/liquid interfacial synthesis method. TpG exhibited polymeric nature with good
thermal durability (up to 250  C). Subsequently, in the recent computational studies
[284, 303], the stability and properties of novel nitrogenated-TpG (N-TpG), phosphorated-
TpG (P-TpG), and arsenicated-TpG (As-TpG) nanosheets were examined and con-
firmed. N-TpG nanosheets show the closest atomic structure as that of the pristine TpG
lattice. The first-principles investigation also confirmed the high energetic stability and
electric conductivity [284], which are always among the most desirable factors for the
application as an anode or cathode material in batteries. In this work, we employed
density functional theory (DFT) calculation to explore the application of N-TpG as
an anode material for Na-, K-, Mg-, Ca-ion storages. We investigated the adsorption
energy, open circuit voltage profiles, electronic density of states (DOS) and storage
capacity.
7.2 Computational method
We conducted first-principles density functional theory (DFT) simulations by employ-
ing the Vienna ab-initio simulation package (VASP) [209, 210, 211]. Generalized gra-
dient approximation (GGA) was used with exchange-correlation functional of Perdew-
Burke-Ernzerhof (PBE) [197]. We used plane-wave basis set with an energy cut-off
of 500 eV. The VESTA [213] package was used for the visualization of the atomic
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lattice. Periodic boundary conditions in planar directions with a vacuum layer of 20 A˚
along the sheet thickness were imposed. Energy minimized structures were acquired
by employing the conjugate gradient method with a convergence criterion of 10-4 eV
and 0.01 eV/A˚ for the energy and the forces, respectively. A 3 3 1 Monkhorst-Pack
[214] k-point mesh size was used for the finite number of points in the Brillouin zone
(BZ). It was found that the employed 3 3 1 grid is not only computationally effi-
cient but also yields accurate results for the adsorption energies as compared with finer
k-point grids. For the simulation of gradual metal atoms intercalation, the adatoms
were first added to the predicted most stable binding sites and then randomly posi-
tioned on the surface until the full capacity is reached [254, 259]. To more accuracy
report the energy values, we conducted single point calculations using the tetrahedron
method with Blo¨chl corrections and 5 5 1 Monkhorst k-point mesh size. Bader
charge analysis [275] was then achieved to predict the final charge capacities.
7.3 Result and discussion
An energy-minimized N-TpG monolayer with hexagonal lattice is shown in the Fig.
(7.1). Ionic/electronic relaxation and geometry optimization was derived using the
DFT algorithm. The hexagonal lattice constant and average C-N bond lengths were
measured to be 13.5 A˚ and 1.34 A˚, respectively. Unit-cell optimization results indicate
that the bond length variation between C-C bonds to be as  1.23-1.46 A˚. As it shown
in Fig. (7.1), to qualitatively investigate the nature of the chemical bonding in the stud-
ied structure, we also illustrated spatial-dependent electron localization function (ELF)
[304] for pristine nanosheet. It takes values between 0 and 1, such that ELF equal to
0, 0.5, 1, indicates delocalized electron, electron gas-like behavior and completely lo-
calized electron regions, respectively. Electron localization intensity in the middle of
the C-C bonds specify the covalent bonding features, but the electron localization of
the C-N bonds is mostly around the N atoms due to the higher electronegativity of the
N atoms in comparison with C atoms.
We focus on the application of N-TpG as anode material for researchable batteries.
The adatoms adsorption energy profiles over the anode material is the most important
issue. We first estimated the most stable adsorption sites. Our predicted strongest
bonding sites, S1, S2, S3, are depicted in Fig. (7.2). These bonding sites satisfy the
highest adsorption energy with minimum total energy conditions. S1 and S3 were
placed inside the nanosheet plane hollow sites, while S2 was placed out-of-plane, on
top of the hexagonal part. The corresponding adsorption energies of Na, K, Mg, and
Ca ions over N-TpG were calculated using the following relation, in which adsorption
energy (EAds) is defined by:
EAds = ES EP EAt (7.1)
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Figure 7.1: Atomic structure of N-TpG monolayer. Contours illustrate the electron
localization function within the unit-cell.
where EP is the total energy of the pristine N-TpG nanosheet, ES is the total energy of
the system after metal atoms adsorption and EAt is the per atom lattice energy of the
metal adatoms (At =Na, K, Mg, Ca). The S1 site exhibits the maximum adsorption
energies for Na, K, Mg, and Ca adatoms as -2.62 eV, -3.08 eV, -0.81 eV, and -2.48
eV, respectively. Stable binding sites are reported in detail in Table (7.1). The desired
adsorption energy for the anode materials in batteries should not very close to zero or
be positive value. According to the Table (7.1), except the Mg adatom in the S2 and S3
adsorption sites with the positives value of 0.92 eV and 0.73 eV respectively, the other
cases have the negative adsorption energy values which indicates accpetable bonding
between considered adatoms and N-TpG nanosheets. These preliminary results clearly
indicate that the considered configurations for the Mg atom storage in the S2 and S3
sites, and Ca atom storage in the S2 site, are not suitable since the adsorption energies
are very close to zero or positive. Generally, the highest adsorption energies were found
in the S1 site. Bader charge exchange analysis for these configurations illustrates the
ionization process of a single adatom over the substrate material. According to the
results represented in Table (7.1), Na, K and Ca adatom were fully ionized.
Evaluation of adsorption energy by increasing adatoms coverage plays a critical role
in the assessment of a material suitability as an anode. The average adsorption energy
was calculated by:
EAds =
(ESM EP nEAt)
n
(7.2)
where ESM is the total energy of system with n metal adatoms adsorbed on the sur-
face. In this study, in order to simulate the intercalation of metal ions over the N-TpG
anode, we gradually and uniformly increased the coverage of metal adatoms. To this
aim, metal adatoms were fist positioned at the strongest binding sites, predicted earlier.
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Figure 7.2: Most stable adsorption sites for Na, K, Mg and Ca atoms over N-TpG.
Table 7.1: Predicted most stable adsorption sites for the single Na, K, Mg and Ca
adatoms over the single-layer N-TpG. Here, EAds, Lx-y, LZ and DQ depict, respectively,
the corresponding adsorption energy, distance between the x and y atoms, the out-of-
plane movement of an adatom at the adsorption sites (shown in Fig.(7.2b)), and the
charge transfer from a single adatom to the N-TpG monolayer according to the Bader
charge analysis.
AdsSites Na K Mg Ca
EAds = 2:63eV EAds = 3:09eV EAds = 0:81eV EAds = 2:48eV
LN Na = 2:317A˚ LN K = 2:735A˚ LN Mg = 2:030A˚ LN Ca = 2:243A˚
S1 LC Na = 3:306A˚ LC K = 3:569A˚ LC Mg = 3:114A˚ LC Ca = 3:225A˚
LZ = 0:084A˚ LZ = 0A˚ LZ = 0A˚ LZ = 0A˚
DQ = 0:99jej DQ = 0:90jej DQ = 1:63jej DQ = 1:55jej
EAds = 1:28eV EAds = 1:99eV EAds = 0:92eV EAds = 0:69eV
LN Na = 2:629A˚ LN K = 2:993A˚ LN Mg = 3:920A˚ LN Ca = 2:336A˚
S2 LC Na = 2:631A˚ LC K = 2:951A˚ LC Mg = 3:970A˚ LC Ca = 2:481A˚
LZ = 2:180A˚ LZ = 2:539A˚ LZ = 3:541A˚ LZ = 2:041A˚
DQ = 0:99jej DQ = 0:92jej DQ = 0:09jej DQ = 1:42jej
EAds = 2:18eV EAds = 2:78eV EAds = 0:73eV EAds = 1:94eV
LC1 Na = 4:349A˚ LC1 K = 4:411A˚ LC1 Mg = 6:530A˚ LC1 Ca = 4:332A˚
S3 LC2 Na = 4:351A˚ LC2 K = 4:338A˚ LC2 Mg = 2:888A˚ LC2 Ca = 4:284A˚
LZ = 0:139A˚ LZ = 0:766A˚ LZ = 2:234A˚ LZ = 0:046A˚
DQ = 1:00jej DQ = 0:88jej DQ = 1:24jej DQ = 1:57jej
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After filling all the strongest adsorption sites, the additional adatoms were uniformly
located on the both sides of the nanosheet surface and mostly over the 4 membered
carbon atom linkers. Worthy to note that there exist numerous possibilities for posi-
tioning the adatoms over the N-TpG. To count for this statistical issue, in this work for
every coverage, three different structures were constructed and after the energy min-
imization, the results for the system with lowest energy was chosen for the average
adsorption energy calculation. Fig. (7.3) illustrates the evolution of the average ad-
sorption energy of different adatoms over N-TpG as a function of the storage capacity.
According to our analysis the adsorptions of adatoms over the N-TpG do not lead to
the formation of chemical bonds. Based on the results shown in Fig. (7.3), at the
initial stages of the storage by increasing the adatoms content the adsorption energy
decreases sharply and later declines smoothly. This observation reveals that for the
high coverages of metal atoms over the N-TpG, the nature of interactions between the
adatoms and N-TpG becomes weaker and approaches the very weak bonding, so called
the physisorption [305]. The storage capacity is related to the number of adsorbed ions
by the Faraday equation;
Sc =
n:Ve:F
ma
(7.3)
where n is the number of adatoms over nanosheet, Ve denotes the number of valance
electrons of adsorbed metal atom, F is the Faraday constant and ma designates the
atomic mass of the N-TpG unit-cell. We considered n equal to 4, 7, 10,18, 22, 26, and
30 for the considered adatoms. For all those cases, an increasing adatoms coverage
yields a decrease in the absolute value of the adsorption energy. This observation is
expected since the high adatom coverage produces repulsive forces for the new coming
atoms and makes the adsorbing more difficult. As Fig. (7.3) indicates, for the small
contents of the Mg atoms, the adsorption energy reaches unsuitable positive values or
values close to zero while for the fully covered sheet by Na and Ca adatoms remains
negative and far enough from zero. The maximum changes in the average adsorption
energy occurs for the case of K adatom, in which the adsorption energy stays negative
but very close to zero after coverage of certain amount of adatoms.
Another important factor for the assessment of the performance of a material as an
anode is the open-circuit voltage profile. The negative values of the voltage suggest that
foreign adatoms prefer to form metallic clusters instead of adsorbing to the electrode.
Thus, the open-circuit voltage should be positive. However, to increase the battery cell
output voltage, a lower voltage profile for an anode is more desirable. The voltage
values that are very close to zero, are also not suitable because of the risks of dendrite
formation during the intercalation process, which may lead to thermal runaways and
other serious damages to the battery. In this work, the average voltage in the coverage
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Figure 7.3: Evolution of average adsorption energy as a function of storage capacity
over N-TpG.
ranging from x1  x  x2 can be estimated by the following equation [283]:
V =

ESMx1  ESMx2 +(x2  x1)EAt

(x2  x1) jej (7.4)
ESMx1 and ESMx2 denoting the total energies of the systems with x1 and x2 adsorbed
metal ions, respectively. Fig. (7.4) shows the open circuit voltage profiles of the
monolayer N-TpG as a function of the storage capacity. The maximum coverage of
10, 26, for Mg, K, and 30 for Na, Ca atoms, respectively, can be stored over N-TpG.
Hence, it can be concluded that the N-TpG can exhibit ultrahigh capacities of 1439
mAh g-1, 1871 mAh g-1, 2159 mAh g-1, and 4319 mAh g-1, respectively. Makaremi et
al. [306], most recently predicted that for the Na-ion batteries, different N-graphdiyne
structures, can show high storage capacities in a range of 623-934 mAh/g. Accord-
ing to our results N-TpG can exhibit a considerably higher storage capacity than N-
graphdiyne nanosheets for the Na-ion storage. Note that the charge capacities of com-
mercial graphite [285], TiO2 [286], and VS2/VSe2 [130] structures for the Li ion
storage were reported to be 372 mAh g-1, 200 mAhg-1, and 466 mAh g-1 respectively.
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Obviously, the N-TpG has a higher charge capacity compared with commercial anode
materials. As it is clear from the voltage profiles, after the first ion adsorption the
voltage values drop immediately under the value of about 0.3 V, which indicate the
desirable performance for the increase of the cell output voltage.
In charging and discharging processes of the rechargeable batteries, the ions coverage
Figure 7.4: Open circuit voltage profiles as a function of adatoms coverage.
frequently increases or decreases. This frequent loading and unloading of the anode
material may induce compositional or structural changes, which may accordingly af-
fect the efficiency and performance of the battery. Another decisive criterion for the
application of a material as an anode is the stability of structure after the ions adsorp-
tion. Fig. (7.5) illustrates the energy minimized structures with the maximum capacity
for Na, K, Mg and Ca atoms. N-TpG acts very stably for various ions coverage and
exhibits no sign of damage. It is also worthy to note that according to the ab-initio
molecular dynamics calculations [284], N-TpG nanosheets can stay intact at the high
temperature of 2000 K, which is certainly higher than the working temperatures of the
batteries.
Metallic electronic characteristics are highly desirable for electrode materials in bat-
teries, in order to reach internal electronic resistances. Metal atoms generally have low
ionization energy and low electronegativity, so over anode material they tend to lose
electrons. Therefore, we conducted total electronic density of states (DOS) calcula-
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Figure 7.5: Top and side views of the most stable/energy-minimized monolayer N-TpG
with content of adatoms.
tions for all the configurations with three table coverage level of 10, 22, and 30 atoms
over the N-TpG for each of Na, K, Mg and Ca adatoms. In Fig. (7.6), we confirmed
that at the zero-state energy (Fermi level) the DOS is not zero verifying the metallic
electronic behaviour for the composite structures.
Figure 7.6: Electronic density of states (DOS) for different pristine N-TpG nanosheet
and the monolayer interacting with various coverages of X = Na, K, Mg, and Ca
adatoms. The dashed line represents the Fermi level and is aligned to zero.
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7.4 Conclusion
We studied the potential application of N-triphenylene-graphdiyne (N-TpG) nanosheets
as anode electrodes for Na, K, Mg, and Ca storages. Our results reveal that N-TpG
nanosheets can yield ultrahigh capacities of 1439 mAh g-1, 1871 mAh g-1, 2159 mAh
g-1, and 4319 mAh g-1, for Mg-, K-, Na-, and Ca-ion storage, respectively. Predicted
open circuit voltage profiles reveal promising performance of N-TpG nanosheets, in
which the voltage profiles are positive and mostly below the 0.3 V after adsorption of
single adatom. The insight provided by the first-principles results highlight the out-
standing prospect of the N-TpG nanosheet as an anode material to design advanced
energy storage systems with superior charge capacity.
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Chapter 8
Concluding Remarks and Future
Prospects
8.1 Summary of achievements
This dissertation is devoted to computational multi-scale modeling of mechanical and
electrochemical properties of 1D and 2D nanomaterials. The employed theories and
methods are valid in specific scales from angstrom to macro scales. This work is based
on the ongoing multi-scale research trend as well as the current development chal-
lenges of the novel battery energy storage systems. The results of present dissertation
were verified and validated with previous simulations and experimental outcomes.
The macro-scale physics defines by the continuum field theories such as the theory
of elasticity or plasticity, where the governing equations are in the field of continuum
mechanics. The governing equations of the piezoelectric continuum element and dis-
cretization are represented employing FEM. A new modeling approach was presented
to simulate the intrinsic discrete nature of the atomistic structure as a piezoelectric
beam element.
Molecular mechanics or force field methods rely on classical mechanics and are an
important part of computational material science. The molecular mechanics’ methods
have been used to obtain quantitative information about the chemical reaction of the
large molecules. In order to capture the physical phenomena at the atomistic scale,
bonded and non-bonded interactions are accounted for in the piezoelectric beam el-
ement. The accuracy of the proposed method was evaluated by performing several
simulations. The elastic properties and piezoelectric coefficients of the isolated zigzag
BNNT were identified with respect to the nanotube chirality, diameter, and aspect ra-
tio. We were able to match the predicted values of other, more complex models or
experiments. The model seems to be particularly useful in large scale simulations,
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which will be studied in the future.
MD is a mechanics-based computer simulation method. MD plays a significant role in
treating a large number of particle systems within an affordable computational frame-
work. The extensive MD simulations were conducted to explore the mechanical prop-
erties and failure mechanism of h-BN nanosheets. The pristine h-BN at room tem-
perature exhibits remarkable strain at failure of 0.38 and the ultimate tensile stress of
170 GPa. To provide a comprehensive vision concerning mechanical aspects of h-BN
nanosheets, we modeled most critical types of defects in engineering materials, cracks,
notches, and point vacancies with various sizes and concentrations under the different
loading temperatures. At 300 K, ultimate tensile stresses of 95, 89 GPa, and 130 GP
at corresponding strain levels of 0.18, 0.17, and 0.35 were estimated for the systems
with the largest crack, notch, and Sone-Wales defects, respectively. MD simulations
showed that the maximum tensile stress/strain decreased due to the increase of defect
size and temperature.
Consequently, our results demonstrate that h-BN nanosheet, even with large crack and
notch, could exhibit a remarkably high elastic modulus of 480 and 475 GPa at 300
K, respectively. However, Stone-Wales defects yield the most serious elastic modulus
reduction in comparison to crack or notch. Our MD results reveal outstanding mechan-
ical properties of h-BN nanosheets with and without defects, which are attractive for
the designing of nanodevices with h-BN as a building block.
Solid-state systems typically have a large number of interacting particles, and their so-
lution needs to be treated and optimized computationally. The DFT methods are based
on Hohenberg-Kohn-Sham theorems providing a computationally applicable and pre-
cise approach to deal with the many-body systems. We conducted first-principles spin-
polarized DFT calculations to predict the mechanical response and stability of defect-
free single-layer RuCl3 and RuBr3. We first investigated the stability of the considered
structure by calculating the phonon dispersions. The phonon frequencies results indi-
cate no negative frequency inside the Brillouin zone, confirming the dynamic stability
of both nanosheets. For RuCl3 and RuBr3, the elastic properties were found to be
isotropic, and the elastic modulus was computed 25 and 17 GPa.nm, respectively.
Our DFT results reveal further that the tensile strain responses of these 2D systems
are not isotropic, and along the zigzag direction, they are slightly more durable than
the armchair direction. The maximum strain at tensile strength along with the arm-
chair and zigzag directions were 0.75 and 0.68 for bromide compounds, and 0.48 and
0.44 for chloride compounds, confirming their super-stretchability. Our results may be
useful for the design of highly stretchable and flexible nanodevices using RuCl3 and
RuBr3 as 2D components.
We conducted extensive first-principles DFT calculations to explore the mechanical
and electronic responses of pristine and single-layer HfS2, HfSe2, ZrS2, and ZrSe2
monolayers. We first investigated the mechanical responses of these 2D structures by
conducting the uniaxial tensile simulations. It was found that the charge transfers from
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the transition metal to chalcogen atoms correlate directly to elastic modulus and tensile
strength. Our DFT results reveal that the mechanical responses of these 2D systems
are not isotropic, along the armchair direction of the single-layer HfS2, HfSe2, ZrS2,
and ZrSe2, are considerably stronger as compared with the zigzag. It was found that
during the stretching along with the armchair, the deformation evolves more by the
bond elongation, which explains the higher stress values at any specific strain value as
compared with the loading along the zigzag. According to the G0W0 method estima-
tions, indirect band-gaps of 1.90, 1.70, 1.65, and 1.30 eV were predicted for unstrained
single-layer HfS2, HfSe2, ZrS2, and ZrSe2, respectively. Based on the PBE, HSE06,
and G0W0 methods predictions, it was found that the band-gap decreases through ap-
plying the biaxial or uniaxial tensile loading, which notably confirms the tunability
of electronic properties of these 2D structures. It was found that biaxial strains can
be employed as a more effective approach for tuning the electronic response of HfS2,
HfSe2, ZrS2, and ZrSe2.
Rechargeable metal-ion batteries play a crucial role in modern transport, communi-
cation, and electronic industries. Ordinary batteries are commonly based on Li-ion
transfer and diffusion. Their superior energy density, capacity, and lifetime highlight
them as the main power supply for various portable electronic devices. As an emerging
class of 2D materials, transition metal dichalcogenides (TMD) exhibit unique photo-
electronic, thermal, and mechanical properties. The main focus of the present investi-
gation was to extensively, explore the application of 1T VS2 and VSe2 as anode mate-
rials for Al, Mg, Ca, Na or Li-ion batteries. To this aim, we conducted first-principles
density functional theory simulations.
To analyse the structural stiffness of 1T VS2 and VSe2, we first determined the me-
chanical properties by performing uniaxial tensile simulations. According to the ac-
quired uniaxial stress-strain curves, the elastic modulus of 1T VS2 and VSe2 were
predicted to be 88.5 N/m and 71 N/m. The ultimate tensile strength of 1T VS2 and
VSe2 along the zigzag direction was predicted to be 12 N/m and 9.8 N/m. The open-
circuit voltage profiles for the 1T VS2, the open circuit voltage profiles were predicted
to be in ranges of 1.56 V to 0.46 V and 1.5 V to 0.37 V for Li and Na storages, respec-
tively. For the 1T VSe2, a very similar open-circuit voltage range of 1.15 V to 0.25 V
was found for both Li and Na atoms. According to the Bader charge results, 1T VS2
and 1T VSe2 exhibit remarkable charge capacities of 466 mAh/g and 257 mAh/g for
Li-, Ca- or Na-ion storages. Based on the climbing image nudged elastic band results
for 1T VS2, low diffusion energy barriers of 0.22 eV and 0.1 eV were estimated for the
Li and Na adatoms, respectively, promising to achieve fast charging/discharging. Our
study highlights the promising prospect of highly conductive and ultrahigh stretchable
1T VS2 for the application as an anode material for the design of advanced flexible Li
or Na-ion rechargeable batteries.
Advanced energy storage systems are of significant importance for industrial devices.
Developing renewable power plants and increasing the need for electrified transport
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and mobile devices attract scientists to search for more efficient and reliable storage
systems. Energy-storage devices must satisfy the demand for high energy density,
safety, and low cost. A recent experimental study confirmed the synthesis of a novel
graphdiyne nanosheets, so-called triphenylene graphdiyne (TpG), fabricated by the
gas/liquid interfacial synthesis method. TpG exhibited polymeric nature with excellent
thermal durability (up to 250 C). Subsequently, in the recent computational studies,
the stability and properties of novel nitrogenated-TpG (N-TpG), phosphorated-TpG (P-
TpG), and arsenicated-TpG (As-TpG) nanosheets were examined and confirmed. We
studied the potential application of N-triphenylene-graphdiyne (N-TpG) nanosheets
as anode electrodes for Na, K, Mg, and Ca storages. Our results reveal that N-TpG
nanosheets can yield ultra-high capacities of 1439 mAh g-1, 1871 mAh g-1, 2159 mAh
g-1, and 4319 mAh g-1, for Mg-, K-, Na-, and Ca-ion storage, respectively. Predicted
open-circuit voltage profiles reveal the promising performance of N-TpG nanosheets,
in which the voltage profiles are positive and mostly below the 0.3 V after adsorption
of single adatom. The insight provided by the first-principles results highlight the out-
standing prospect of the N-TpG nanosheet as an anode material to design advanced
energy storage systems with superior charge capacity.
8.2 Future research prospects
The present thesis established a methodology in various scales to investigate the me-
chanical and electrochemical properties of the 1D and 2D nanomaterials and evaluate
the performance of novel 2D nanomaterials as electrodes for the battery energy storage
systems.
A few possible extensions to the current work can be suggested as follows:
 We have presented a new approach to model the intrinsic discrete nature of the
atomistic structure by using a piezoelectric beam element. We were able to
match the predicted values of other, more complex models or experiments. The
model seems to be particularly useful in large scale simulations, which will be
studied in the future.
 The comprehensive insight provided concerning the intrinsic properties and fail-
ure mechanisms of the 2D nanomaterials those that will be used for the possible
design of novel applications in future nanodevices.
 Contributing the developed methodology towards the design of micro and nanoscale
battery energy storage with novel electrode materials to enhance the storage ca-
pacity and charging/discharging rates.
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 Our study highlights the promising prospect of highly conductive and ultrahigh
stretchable transition 2D metal-dichalcogenides for the application as an anode
material for the design of advanced flexible rechargeable batteries. The metal-
organic framework (MOF) will be investigated to use as electrode material for
the battery energy storage system.
 Next-generation batteries will take advantage of quantum features, which will
be investigated in future research.
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