Loss functions play a key role in training superior deep neural networks. In convolutional neural networks (CNNs), the popular cross entropy loss together with softmax does not explicitly guarantee minimization of intra-class variance or maximization of inter-class variance. In the early studies, there is no theoretical analysis and experiments explicitly indicating how to choose the number of units in fully connected layer. To help CNNs learn features more fast and discriminative, there are two contributions in this paper. First, we determine the minimum number of units in FC layer by rigorous theoretical analysis and extensive experiment, which reduces CNNs' parameter memory and training time.
Introduction
In the early studies about image classification based on the convolutional neural networks (CNNs), there is no theoretical analysis and experiments explicitly indicating how to choose the number of units in FC layer. If the number of units in FC layer is too big, continued training can result in overfitting of the training data, increasing redundant parameter and training time, and if too small, training can result in underfitting of the training data. FC layer is a form of Artificial Neural Networks (ANN). Early works about determining the number of hidden units for an ANN model [1, 2] mainly focus on the size of the training set and the number of input variables, which does not provide theoretical analysis. Without theoretical foundation in the number of nodes of CNNs' FC layer, researchers tend to choose a larger number of nodes. In YOLO [3] , the number of units in FC layer is 1000 for dataset COCO [4] with 80 classes and RCNN series [5, 6, 7] In recent years, CNNs have been widely applied in many vision tasks like object recognition and segmentation [8, 9, 10, 11] , face verification [12] and handwriting character recognition [13] . In the CNNs, the convolution layers together with pooling layers are generally used to extract discriminative feature representations, then fully connected layers implement the regression map from features to target labels, i.e., they involve two stages, features extraction and classification, as shown in Fig.1 .
In the aspect of feature representation learning, many effective techniques have been presented during the past decade. For example, the deeper and wider network architectures are built to improve the performances of CNNs [14] [15] ; different feature normalizations are adopted, like batch normalization [16] , layer normalization [17] , instance normalization [18] and group normalization [19] ; diverse non-linear activation functions are exploited, like PReLU [20] ; weights regularization [21] and stochastic pooling [22] are also investigated. However, all these techniques play a supporting role in extracting features fast and accurately, since the training of network is driven by loss calculated in fully connected (FC) layer. Now, overfitting is still a challenge to be addressed for CNNs.
In features classification subtask, FC layer with softmax loss is the mainstream where softmax loss tends to makes CNNs early stop in training. Actually, softmax function is sensitive to the size of input values, which is the main weakness of softmax loss. For example, considering the binary classification(referring to Fig.3 C = 2 case), the decision boundary of conventional Softmax loss is depicted as y 1 = y 2 (y 1 = w 1 x cos (θ 1 ), y 2 = w 2 x cos (θ 2 )), where w 1 and w 2 denote the weight vectors of two classes, x denotes the feature representation for a given instance, θ 1 and θ 2 are the angles between weight vectors and feature. Here we suppose w 1 = w 2 = 1, cos (θ 1 ) = 0.05 and cos (θ 2 ) = −0.05, which means feature x is very close to the decision boundary. When we increase the norm of feature x, e.g., let x equal 1, 10, 30, 50 respectively, The weakness of CNNs that softmax loss does not rigorously encourage intraclass compactness and inter-class separability is revealed by experiments. To overcome this problem, many research works have been carried out [23, 24, 25, 26, 27, 28] . All these studies focus on encouraging better discriminating performance: minimizing intra-class variance and maximizing inter-class variance.
Wen et al. [23] proposed the center loss and used Euclidean distance to measure the distance between two instances, in which the input must be a pair of instances. It does not explicitly encourage the inter-class separability, which still not gets rid of overfitting. Chen et al. [24] proposed contrastive loss and set hyper-parameter margin to train Siamese network, in which the input pairs should be careful selected ones from training sets. Similar to citeChen2014Deep, Schroff et al. [25] proposed triplet loss to learn more discriminating representation in which the input triplets need to be designed too. Yang et al. [26] proposed prototype learning to increase CNNs robustness, however, prototype learning totally abandoned softmax layer. [27] and [28] when hyper-parameter α gets bigger. When training CNNs using the conventional softmax loss, the decision boundary between any two classes is coincident, and it brings premature convergence of CNNs in training when features distribute around the decision boundaries. However, by using the proposed the W-Softmax loss, the problem can be addressed, since the loss of CNNs will be enlarged if features locate around the original decision boundaries, separating the decision boundaries and enlarging the decision margins.
The W-Softmax loss can force features to draw close to the weight vectors of their corresponding class by increasing the value of α(α ≥ 0). A bigger α corresponds to a larger decision boundary margin, and the strong constraint tends to make intra-class variance decrease and inter-class variance increase. Compared with other works [27, 28] , the proposed loss function does not need to calculate the cosine values and use multiple-angle formula, thus it is computationally very efficient in the training and optimization, just as the conventional Softmax loss.
In fact, the softmax loss is a special case of W-Softmax loss when α = 0. The contributions of this work are summarized as follows:
1. We determine the minimum number of units in FC layer by rigorous theoretical analysis and extensive experiments for various classes tasks, which reduces CNNs' parameter memory and training time.
2. We present a new W-Softmax loss to make CNNs learn more discriminative features, and it can effectively improve the classification performance by avoiding premature convergence. 
Loss Functions
The design of loss functions plays a significant role in training deep networks.
Various loss functions have been presented and applied to learn discriminating feature representations. Contrastive loss [24] and triplet loss [25] need to care- 
where c is the index of positive classifier weight vector, i is the index of negative classifier weight vector, w c is positive classifier weight vector and w i is negative classifier weight vector. When training instance with label c, the weight matrix in the last FC layer is transformed as
where only the positive weight vector with true label c is not transformed. After the inner product between W and x, we get the output of the last FC layer
And then f is input into the softmax layer and the softmax loss is calculated the same as original softmax loss. In testing time, we use original
In this case, we encourage the negative classes probabilities in softmax and increase their loss, which makes CNNs more stricter with the positive class and learn more discriminating features.
Determining the Number of Units in FC Layer
For C-classes classification task, the feature vector extracted from convolutional network is x with length M and classifier weight matrix without biased in Fig.3 . Geometrically, vector x and w i are the points in R M (i.e. x, w i ∈ R M ). Theoretically, the distribution of weight vectors is optimal when the weight vectors are uniformly distributed in space, which means the angle between any two weight vectors is a constant value. To facilitate analysis, all the weight vectors are normalized by
T and w i = 1. In the feature vector space R M , all the weight vectors are points on the hyper unit sphere and for all index i, j and
where d( * ) is Euclidean distance function. So the solution is turned to how to determine the range of variable M to ensure that the problem that the angle between any two weight vectors is a constant value has a solution.
The problem is formulated by
. . .
The minimum value of M denoted as M min for C-classes task can be determined by mathematical induction. For continuously increasing number C, the weight matrix W C is constructed from a special solution W 2 of Eq.2, which is
where each weight matrix W C satisfies the condition in Eq.2 and for all i, w i = 1, and there exists
In Eq.3, the distribution of W 2 , W 3 and W 4 are the cases C = 2, 3, 4 respectively shown in Fig.3 . Because the special case W 2 (M = 1) in Eq.3 is the simplest case and the size of weight matrix W C is M × C, we can determine the minimum value of M as M min = C − 1, which means if M ≥ C − 1, the Eq.2 has solution.
Next, we will prove that the C − 1 is the minimum value for M in construction. Reductio ad absurdum is adopted to prove the assumption. Proof. Suppose there is a unit vector w C+1 with length C − 1 making new
According the construction, the rank of weight matrix W C is C − 1, there exits
Substituting Eq.6 into Eq.5 and then simplifying the equation by Eq.4, we gets
Because C > 2, Eq.7 has only one solution b 1 = b 2 = · · · = b C−1 = 0, which is inconsistent with the assumption. Therefore, according to Reductio ad absurdum, assumption1 is correct, which means that the length of weight vector w C+1
is at least C. Under the condition of 2, the construction in Eq.3 ensures that each weight vector w i in weight matrix W C has the minimum length(C − 1), in other words M min = C − 1.
Extensive experiments on many benchmark datasets validate our conclusion.
Weights-biased Softmax Loss

Review of Conventional Softmax Loss
In this section, we review the conventional softmax loss. Suppose we have a C-classes classification task. For a given instance with label c, its feature is x.
The probability for every class can be evaluated by
where w i and b i denote the weights and biases of the last FC layer. In the prediction stage, an instance is classified to label i if p i > p j (for all j and j = i). It can be converted as w
e., w i x cos θ i + b i > w j x cos θ j + b j , where θ i denotes the angle between w i and x, 0 ≤ θ i ≤ π.
The decision boundary of two classes i and j is defined by w i x cos θ i + b i = w j x cos θ j + b j . If we let w i = 1 and remove the biases, the decision boundaries become cos θ i = cos θ j , so the angle between weight vector w i of each class and feature x is very important for classification.
The multi-class softmax loss for an instance x can be formulated by
where c is the class label of instance x. The decision boundary for class c and class i can be defined by w c x cos θ c + b c = w i x cos θ i + b i (i = c). Because the decision boundary between two classes is coincident, the conventional softmax loss cannot make CNNs learn a more discriminative feature representation. To encourage the ability of feature representation, we propose a new weights-biased softmax loss.
Weights-Biased Softmax Loss
Positive Probability and Negative Probabilities. w 1 x cos θ 1 > w 2 x cos θ 2 , equivalent to cos θ 1 > cos θ 2 . Because of θ 2 = θ 2 + θ w 2 ,w2 > θ 2 , it is satisfied that cos θ 2 > cos θ 2 . Hence, in testing phase, it's satisfied that cos θ 1 > cos θ 2 > cos θ 2 by a large angular margin. As a result, there are two decision boundaries between any two classes with a large margin.
Weights-biased Softmax Loss. Based on previous discussion, for an instance x from class c, we evaluate its W-Softmax loss by
and it can be simplified as
Further, for a set of instances {x k , k = 1, 2, · · · , N }, we can evaluate their average W-Softmax loss by Transform classifier weight matrix, gets W i as
Calculate instance loss
Add up instance loss L ← L + L i ;
8: end for 9: Update all weights in CNNs, w ← w − learning rate * ∂L ∂w .
Discussion of Hyperparameter α
In the proposed W-Softmax loss, parameter α plays an important role in regulating the decision angular margin. As shown in Fig.2 , the decision margin will be zero when α = 0, and in this case, W-Softmax loss becomes the conventional softmax loss. As the value of α increases, the decision margin also increases and the decision boundaries among different classes become more separated. It should be noted that, for L-Softmax loss and A-Softmax loss, hyper-parameter m is an integer, i.e., m = 2, 3, 4..., while hyper-parameter α in our W-Softmax loss is a positive real number (α ≥ 0). Although a big value of α can make learned features more discriminative, it also increases the difficulty of training convergence, because it imposes a stronger constraint on the spatial distribution of learned features.
Experiments and Results
Experimental Setting
Datasets. We carry out the experiments on several standard benchmark datasets, MNIST [13] ,CIFAR10 [29] , CIFAR100 [29] and LFW dataset [30] . MNIST dataset consists of 60000 binary training images and 10000 binary testing images, and the size of images is 28×28. Each of datasets CIFAR10 and CIFAR100
consists of 50000 color training images and 10000 color testing images with image size 32×32. LFW dataset is mainly for face recognition and face verification.
In this paper, we focus on face verification part. LFW dataset has 13233 training images covering 5749 people, only 1680 people with two or more images and 6,000 pair images for testing.
CNN Setup. In order to compare expediently with the conventional original softmax loss and other existing losses, we use the CNN architecture presented by [27] as the backbone. Our experiments are carried with a Quadro P5000 GPU on TensorFlow. In convolution layers, the stride is 1 and PReLU [20] is chosen as the activation function. Momentum optimizer is used in training and the momentum is set to 0.9. We set the initial learning rate as 0.01 for MNIST and CIFAR10/CIFAR100, its exponential decay rate is 0.9 and the decay step is 6000. The weights are initialized by xavier initializer and the weight parameter of weights regularization is 0.0005. Batch normalization is used after PReLU and the dropout is not adopted for the sake of fair comparison.
Training Detail. To make the network converge quickly in training, we first train the CNNs using the conventional softmax loss, and refine the network using the proposed W-Softmax loss. For LFW dataset, there is an alignment process before training. In our experiment, the faces cropped from all the images are set to 160x160 and the alignment algorithm is adopted from MTCNN [31] . 
Experiments and Analysis on MNIST
In the experiments on MNIST, the batch size is set to 50. Table 1 lists the best results of different methods on MNIST. The results in Table 1 and Fig.4(a) show the proposed W-Softmax loss has better performance than the conventional Softmax loss based on the same network architecture and can achieve the state-of-the-art performance compared with the other methods. The larger α in the W-Softmax loss can bring the higher accuracy to the trained CNN network. Learned Features Comparison. We calculate the angles between learned features and the weight vectors of classifiers corresponding to their true categories, and then get the mean of these angles, i.e.,
where C is the number of classes in dataset, N i is the number of instances with label i, x i . The statistical results are shown in Fig.5 , where lower mean angle corresponds to the compactness of intra-class. We can see that the mean angle of each class with original softmax loss is larger than those in W-Softmax loss with different α, which denotes conventional softmax loss can not encourage the intra-class compactness. It's conspicuous that the mean angle gets smaller when α increases. The mean angle of training dataset is slightly less than the one of testing dataset for each class, and larger α in the W-Softmax loss can encourage the intra-class compactness and inter-class separability.
Experiments on CIFAR10 and CIFAR100
Both CIFAR10 and CIFAR100 have 50000 training instances and 10000 testing instances. But, CIFAR10 has 5000 training instances for each class, and CIFAR100 only has 500. In the training, batch size is 256 for CIFAR10 and CIFAR100. The experimental results in Table 2 show that the W-Softmax loss achieves 2%-3% improvement on CIFAR10 and improves more than 4% accuracy on CIFAR100 compared with the conventional softmax loss. When training feature extraction network, batch size is set to 128 and the learning rate is initially 0.1 and divided by 10 for every 10k iterations, and training is stopped at 30k iterations. The cosine distance of features is adopted as the similarity score. The result is shown in Tabel 3. Compared with the original softmax loss, the accuracy of W-SoftMax loss is greatly improved, which proves that encouraging intra-class compactness and inter-class separability is more conducive to improving the accuracy of face verification. 
Experiments with Multi-class
To explore the effect of W-Softmax when the number of classes increases, we design the experiments on MNIST and CIFAR10. Concretely, we randomly select k classes from 10 classes. Since the accuracy on MNIST almost reaches 100% when k = 2, we choose k from 5 to 10, and specially select the first k classes from 10 classes and set α = 1 in our experiments. The experimental results in Table 4 show that (1) the classification accuracy decreases as k increases; (2) when k is small, the advantage of W-Softmax loss over conventional Softmax is not obvious, and when k is big enough for a specific dataset, a big gain can be obtained. 
Conclusion
In this paper, we theoretically determine the minimum number of nodes of classifier weight and verify this by experiments, which reduces the CNNs' parameter and training time. We present a new weights-biased Softmax(W-Softmax) loss, which is useful to build high-performance CNNs by learning highly discriminative features. By applying it, the decision margin can be flexibly adjusted by parameter α. The preliminary experiments show W-Softmax loss can achieve obvious improvement over conventional Softmax loss and obtain comparable or better classification accuracy in CNNs training compared with state-of-the-art loss functions.
