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Abstrakt
Práce popisuje metody detekce funkcí při zpětném překladu programů. Obsahuje základní
informace o vědním oboru reverzní inženýrství a jeho užití ve výpočetní technice i mimo
ni. Představen je zpětný překladač, vyvinutý výzkumnou skupinou Lissom na FIT VUT v
Brně. Hlavním cílem je objasnění několika metod detekce funkcí, diskutování jejich výhod
a nevýhod a zjištění problémů detekce funkcí. Po detekování začátku, konce a těla funkce
je potřebné nalézt parametry a návratové hodnoty. Jsou představeny některé algoritmy z
této oblasti. Výstupem jsou navržená a implementovaná řešení detekce funkcí a parametrů
nezávislá na architektuře.
Abstract
This work describes methods of functions detection in decompilation. It contains basic
information about reverse engineering and its applications in computer science and beyond.
Decompiler developed by research group Lissom at FIT VUT Brno is introduced. The main
objective is to elucidate several methods of functions detection, discuss their advantages
and disadvantages, and identify the problems of functions detection. After detecting the
start, end and body of function, it is needed to find the parameters and return values.
There are some algorithms presented in this area. The output of this thesis is design and
implementation of architecture independent function detection and parameter detection.
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Kapitola 1
Úvod
Dekompilace je jednou z forem zpětného inženýrství. Je to proces, při kterém se nízko-
úrovňový kód transformuje na vysokoúrovňový. Tuto transformaci provádí program zvaný
zpětný překladač (decompiler). Mezi hlavní využití patří verifikace programů a překladačů,
ladění optimalizovaného kódu, migrace programů na jiné architektury, hledání zranitelností,
hledání škodlivého softwaru, hledání chyb v programech a mnoho dalších.
Zpětné překladače mohou být navržené pro specifickou platformu a programovací ja-
zyk, nebo mohou být rekonfigurovatelné (nezávislé na platformě a programovacím jazyce).
Některé aspekty zpětného překladu, byť pro jednu platformu, jsou srovnatelné s problémem
zastavení Turingova stroje (Halting problem) [16]. Zpětný překlad nezávislý na platformě
a programovacím jazyku je ještě mnohem obtížnější, jelikož se nemůže využít dodatečných
informací specifických pro danou platformu a jazyk.
Zpětný překlad se skládá z několika fází. Jednou z nich je detekce funkcí. Tato fáze je
důležitá z hlediska správného strukturování transformovaného kódu. Každý vývojář soft-
waru strukturuje svůj kód do jednodušších operací, které pak skládá dohromady. Tyto
operace jsou reprezentovány právě funkcemi, či jejich obdobou v příslušném programova-
cím jazyce. Metod detekce funkcí bylo vymyšleno několik. Často jsou však cílené na jednu
jedinou a nebo několik velmi podobných architektur. Obecné funkční řešení použitelné na
různé druhy architektur doposud chybí.
Cílem této diplomové práce je navrhnout, implementovat a odzkoušet takové metody
detekce funkcí, které nejsou závislé na architektuře. Pro tento účel budou analyzovány
dostupné jednoúčelové řešení a poznatky o problémech obecného řešení. Navržené metody
budou zakomponovány do již existujícího zpětného překladače.
Práce vzniká jako součást výzkumného projektu Lissom [25] probíhajícího na Fakultě
informačních technologií VUT v Brně. Projekt Lissom se zabývá vytvořením automatizova-
ných prostředků pro návrh hardwaru i softwaru aplikačně specifických procesorů. Součástí
projektu je i automaticky generovaný, architektonicky a jazykově nezávislý zpětný překla-
dač, který je v práci představen.
Tato diplomová práce navazuje na stejnojmenný semestrální projekt, jehož úkolem bylo
seznámit se s dostupnými metodami detekce funkcí a identifikovat problémy s detekcí spo-
jené.
V druhé kapitole je popsána problematika reverzního inženýrství. Vybrány byly příklady
z oblasti informačních technologií i mimo ně. Nejdůležitější součástí kapitoly je osvětlení
pojmu zpětný překlad. Jsou zde uvedeny i existující zpětné překladače.
Ve třetí kapitole je představen zpětný překladač z projektu Lissom. Popsány jsou jeho
součásti a architektura. Diskutován je výsledný kód zpětného překladu a jeho vlastnosti.
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Jsou zmíněny možnosti vylepšení zpětného překladače.
Čtvrtá kapitola je věnována popisu funkcí ve strojovém kódu. Jsou rozebrány jednotlivé
součásti funkce, druhy funkcí a jejich vlastnosti. Obsahuje informace o aplikačním binárním
rozhraní (ABI – application binary interface), které se používá při volání funkcí. Zmíněny
jsou metody optimalizace a obfuskace (zatemnění) strojového kódu.
V páté kapitole jsou popsány metody detekce funkcí ve strojovém kódu a jejich stěžejní
části. Vysvětleny jsou některé hlavní problémy, které detekci funkcí značně ztěžují a jejich
možné řešení.
V šesté kapitole jsou uvedeny nejdůležitější metody pro detekci parametrů a návratových
hodnot funkcí a jejich nedostatky či omezení. Jsou zde popsány problémy, se kterými se
musí detekce vyrovnat.
Sedmá kapitola se věnuje návrhu rozšíření zpětného překladače projektu Lissom a vy-
lepšení stávajících metod detekce funkcí, parametrů, návratových hodnot a adres. Popsány
jsou možnosti využití a komunikace více detekcích funkcí. Navrženy jsou i metody pro
detekci parametrů, návratových hodnot a adres.
V osmé kapitole je popsána implementace návrhu a její součásti. V diagramech jsou
zobrazeny důležité části a hierarchie.
Kapitola devátá se zabývá testováním implementovaného řešení a jsou zde shrnuty do-
sažené výsledky.
Závěrečná kapitola diskutuje výsledky testování v souvislostech s možnými vylepšeními
a nastiňuje další vývoj.
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Kapitola 2
Zpětné inženýrství
Zpětné (reverzní) inženýrství je proces, jehož cílem je pochopit zkoumaný objekt, jeho
vlastnosti, vnitřní stavy, architekturu a návrh. Může být použito pro vylepšení vlastních
produktů, stejně tak jako pro analyzování produktů druhých. Výsledkem tohoto procesu
jsou informace, pomocí kterých můžeme objekt znovu zrekonstruovat. Zpětné inženýrství
převádí zkoumaný objekt do vyšší formy reprezentace. Jako takové nezahrnuje změnu ob-
jektu nebo jeho znovuvytvoření. Je to pouze proces zkoumání. Může být rozděleno do
několika podskupin, které se zabývají jinými úrovněmi abstrakce objektu.
Redokumentace je nejjednodušší a nejstarší forma zpětného inženýrství, jejíž cílem je
znovuvytvoření dokumentace k produktu.
Extrakce návrhu je další forma zpětného inženýrství. Cílem je znovuvytvoření návrhu na
základě dostupných informací o existujícím produktu. Je to například dokumentace (pokud
je dostupná), osobní zkušenost a celkové znalosti z domény produktu.
Restrukturalizace je forma, která nemění úroveň abstrakce. Jejím cílem je vylepšení
stávající reprezentace objektu při zachování funkcionality.
Reinženýring je poslední forma zpětného inženýrství. Úkolem je renovace existujícího
objetu s cílem jeho vylepšení a přidání funkcionality.
Opakem zpětného inženýrství je dopředné inženýrství, které je tradičním procesem vý-
roby produktu z vysoké úrovně abstrakce. Je to proces, při kterém se výchozí požadavky
převedou na návrh produktu a následné realizace produktu.
Informace obsažené v této kapitole byly získány z [20, 21, 6]
2.1 Zpětné inženýrství mimo informační technologie
Zpětné inženýrství se uplatňuje v mnoha odvětvích lidské činnosti. Nejvíce je spojováno
s oblastí informačních technologií. Dále je hojně využíváno ve vojenství, architektuře, au-
tomobilovém průmyslu, letectví, chemickém průmyslu i genetice.
Genetika je věda zabývající se geny a dědičností. Základní jednotkou dědičnosti je gen,
přičemž genem se nazývá úsek DNA (deoxyribonukleová kyselina), který má schopnost
vytvořit svojí identickou kopii, či přenést svoji informaci do dalších generací buněk. Podle
DNA dostává buňka různé vlastnosti a schopnosti. Z oboru genetika vychází genetické
inženýrství, které se stalo tím nejzajímavějším pro reverzní inženýrství. Snaží se modifikovat
nebo vytvářet identické kopie zvířat či rostlin. Tyto kopie mohou být pak odolnější nebo
výživnější.
Vojenství je oborem často zneužívajícím zpětné inženýrství. Národy se snaží dohnat
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technologickou vyspělost svého nepřítele. Zařízení, informace a zbraně jsou získávány po-
mocí špionáže nebo vojáky na bitevním poli. Následně pak v laboratořích vědci za pomoci
zpětného inženýrství získané předměty zkoumají a pokoušejí se je sami znovu vytvořit.
Pokud se špionáži podaří ukořistit plány, chrání se protistrana použitím implementace fa-
tálních chyb do návrhů nových technologií. Zakreslují se například chybné části způsobující
při sestrojení výrobku někým nepovolaným minimálně nefunkčnost.
V chemickém průmyslu se využívá zpětné inženýrství převážně pro výrobu léčiv. Zde
je nutné z přírodních léčiv zjistit vzorec účinné látky. Historicky se zpětné inženýrství
zneužívalo i v odvětví parfumerie. Parfuméři zjišťovali složení konkurenčních parfémů.
Své uplatnění nalézá zpětné inženýrství i v okamžiku, kdy potřebujeme zjistit postup
výroby díla, které jsme kdysi vytvořili, ale již jsme ztratili výrobní postup. Totéž se může
hodit i ve firmě, která ztratí klíčového pracovníka, jenž nezanechal podklady ke své práci.
2.2 Zpětné inženýrství v informačních technologiích
Reverzní inženýrství se v informačních technologiích rozšířilo do celé řady podoborů. Zná-
zornění procesu reverzního inženýrství na obrázku 2.1 zobrazuje tento proces jako inverzní
proces k softwarovému inženýrství. Jednotlivé kroky těchto procesů jsou tedy navzájem
opačné (návrh, implementace, zdrojový kód, . . . ).
Obrázek 2.1: Vztah reverzního inženýrství a softwarového inženýrství [21]
Jedním odvětvím, kde nalézá uplatnění zpětné inženýrství v informatice, je kryptoana-
lýza zabývající se úrovní bezpečnosti šifer a šifrovacích algoritmů. Pomocí různých metod
se kryptoanalytici snaží šifry prolomit, a tím demonstrovat jejich zastaralost. Takto zne-
hodnocené šifry se pak musí co nejdříve nahradit novými silnějšími šiframi. Při analýze
bezpečnosti asymetrických šifrovacích algoritmů se zkoumá především dostatečná délka šif-
rovacího klíče. Při prolomení klíče se musí jeho délka zvýšit.
Dalším odvětvím využívající zpětné inženýrství je návrh integrovaných obvodů. Výrobci
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těchto obvodů často zkoumají výrobky konkurence za účelem vylepšení svých produktů
nebo okopírování konkurenčního produktu a vydávání ho za své. Důvodem je hlavně vysoká
cena vývoje technologií. Využitím zpětného inženýrství se tato cena mnohonásobně sníží.
Z právního hlediska se ale jedná o nezákonné obohacování.
Při vývoji softwaru se také hojně využívá zpětného inženýrství. Běžně se v praxi používá
techniky redokumentace, kdy se vytvářejí dokumentace k produktu až v konečné fázi vývoje.
Dalším příkladem při vývoji softwaru může být zkoumání kvalit kódů třetích stran, jako
jsou moduly, knihovny či celé operační systémy. I zde existuje mezi vývojáři softwaru snaha
získat technologie použité v cizích produktech.
Důležitým pomocníkem ve vývoji softwaru je ladicí nástroj (neboli
”
debugger“). Pro-
gramy jsou příliš složité na to, aby člověk pouze pohledem do zdrojového kódu dokázal
nalézt chybu. Debugger je program, který umožňuje programátorovi vidět, co jeho aplikace
vykonává. Debugger dokáže zobrazovat stav programu přímo za běhu pomocí hodnot a
stavů proměnných, registrů procesoru, zásobníku a případně dalších.
Disassembler (Zpětný překladač jazyka symbolických instrukcí)
Disassembler je počítačový program, který překládá strojový kód do jazyka symbolických
instrukcí. Tento nástroj je používaný pro tzv. zpětný překlad a pracuje opačným způsobem
než assembler (překladač jazyka symbolických instrukcí). Výstupem bývá většinou lidsky
čitelný kód, někdy též nazývaný mrtvý kód.
Při překladu do strojového kódu odstraňují překladače téměř vždy názvy proměnných,
uživatelské komentáře a jména návěští. Je to dáno snahou optimalizovat výsledný kód a také
faktem, že procesor nepotřebuje znát tyto údaje pro vykonávání programu. Disassemblerem
vytvořený kód je častokrát velice strohý a lidsky těžko čitelný. Některé disassemblery tento
nedostatek eliminují vytvářením vlastních názvů proměnných. Uživatel si je zapamatuje
lépe než třeba číslo paměťové adresy.
Proces převodu ze strojového kódu do jazyka symbolických instrukcí je silně závislý na
architektuře procesoru a na typu instrukční sady. Ty se od sebe dosti liší a je značně ob-
tížné vytvořit disassembler, který by umožňoval práci s instrukčními sadami více procesorů.
Samotný převod není triviální a při jeho provádění nastává řada problémů. Nejpalčivějším
problémem je oddělení kódu od dat. Zejména ve von Neumannovských architekturách do-
chází k prolnutí datových a řídicích částí programů především kvůli nepřímým skokům. Se-
parace částí programu disassemblerem je ekvivalentní problému zastavení Turingova stroje
(Halting Problem) [16]. Veškeré metody a algoritmy použité při tomto procesu mají za
výsledek pouze přibližnou podobu originálního programu. Naší snahou je maximalizovat
jejich úspěšnost.
V následujících odstavcích budou zmíněny nejznámější disassemblery, mnoho dalších je
možno nalézt na [12].
IDA Pro je komerční program, který napsal Ilfak Guilfanov. Podporuje celou řadu
architektur a typů binárních souborů. Dokáže poloautomaticky separovat data od kódu a
obsahuje schopnost automatického komentování. Jeho součástí je i debugger. Má modulární
charakter a je dostupný pro většinu populárních operačních systémů.
Objconv je disassembler pro kód architektury x86. Je dostupný pro několik operačních
systémů. Dokáže modifikovat názvy symbolů v objektových souborech.
Bastard je volně šiřitelný, rychlý a výkonný diassembler. Je určený pro platformy Win-
dows, Linux a FreeBSD. Zatím pracuje pouze s architekturou Intel x86, v budoucích verzích
by měl ale být rozšířen o další architektury.
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Dissy je grafický diassembler používající program objdump. Usnadňuje prohlížení překla-
dačem vygenerovaného kódu. Obsahuje podporu pro zvýrazňování kódu a sledování cílů
skoků v programu. Dokáže vyhledávat v kódu na základě vzorů.
Objdump je jeden z nejrozšířenějších disassemblerů. Jeho multiplatformní řešení je možné
použít nejen k převodu programů do jazyka symbolických instrukcí, ale také pro získávání
užitečných informací o objektových souborech. Dokáže například zobrazit informace relo-
kační tabulky programů.
Dekompilace (zpětný překlad)
Dekompilace je forma zpětného inženýrství, která transformuje vstupní spustitelný soubor
(strojový kód) do kódu vyššího programovacího jazyka [7, 8, 34]. Je to opačný proces k pro-
cesu kompilace (překladu). Překladač vygeneruje ze zdrojového kódu interní reprezentaci
programu, provede nad ní různé analýzy a vygeneruje strojový kód tak, jak je ukázáno na
obrázku 2.2 vlevo. Zpětný překladač dekóduje strojový kód do interní reprezentace, provede
různé analýzy a vygeneruje zdrojový kód tak, jak je možno vidět na tomtéž obrázku vpravo.
Strojový kód je zpětnému překladači vstupem, překladači je výstupem. Pro zdrojový kód
je situace opačná. Porovnání obou kódů je v tabulce 2.1.
Tabulka 2.1: Rozdíly mezi strojovým kódem a zdrojovým kódem [34]
zdrojový kód strojový kód
vysoká úroveň abstrakce nízká úroveň abstrakce
méně detailů více detailů
komplexní výrazy jednoduché výrazy
strojově nezávislý strojově závislý
více strukturovaný méně strukturovaný
jednodušší pochopení činnosti složitější pochopení činnosti
Podle vstupu zpětného překladače můžeme rozlišovat čtyři druhy zpětného překladu:
• Dekompilace ze strojového kódu, jde o nejčastější případ, kdy vstupem je binární
spustitelná reprezentace programu.
• Dekompilace z jazyka symbolických instrukcí, vychází z předpokladu, že pro danou
instrukční sadu již existuje disassembler. Ten provede první zpětný překlad a na něj
naváže zpětný překladač.
• Dekompilace z virtuálního kódu, jedna z jednodušších forem dekompilace, neboť se
ve virtuálním kódu uchovává velké množství informací. Díky přítomnosti těchto in-
formací je vyřešeno mnoho problémů, které by musel řešit klasický dekompilátor.
• Dekompilace z objektového kódu, založena na dekompilaci přeloženého zdrojového
kódu, ale dosud nesestaveného do programu. Objektový kód obsahuje mnohé uži-
tečné informace, jako jsou relokační informace a symbolická jména. Tento způsob
dekompilace je spíše výjimečný, protože dostupnost objektového kódu je raritní.
V praxi mají dekompilátory dvě hlavní využití. Jsou to získání kódu a získání znalostí.
První zmíněné využití (získání kódu) se hodí například pro obnovení nedostupného zdro-
jového souboru z binární spustitelné reprezentace programu. Dalším využitím je překlad
8
Obrázek 2.2: Symetrie překladače a zpětného překladače [34]
programu do jazyka jiného, než v jakém byl původně vytvořen, případně pro migraci soft-
waru na jinou platformu.
U druhého typu využití (získání znalostí) se jedná o snahu porozumět přeloženému
programu z hlediska jeho funkčnosti. Tímto přístupem můžeme například zjistit, zda neob-
sahuje program zranitelná místa pro útok, zda neobsahuje chyby nebo není-li tento program
nějakým způsobem škodlivý. Mimo to můžeme pomocí dekompilátoru i verifikovat správ-
nost implementace překladačů.
Fáze dekompilace jsou zachyceny na obrázku 2.3a. Za povšimnutí stojí absence lexikální
analýzy. Důvodem je jednoduchost strojového jazyka, kde všechny lexémy jsou reprezento-
vány bajty nebo bity jednotlivých bajtů.
Fáze syntaktické analýzy sdružuje bajty programu do gramatických frází (nebo vět)
strojového jazyka. Největším problémem této analýzy je separace dat od instrukcí. Tento
problém nastává převážně ve von Neumannovské architektuře, kde jsou data i instrukce
uloženy ve společné paměti. Není tedy možné analýzu provádět sekvenčně s předpokladem,
že následující bajt bude vždy instrukce. Je nutné zavádět heuristiky.
Fáze sémantické analýzy kontroluje sémantický význam skupiny instrukcí a sbírá ty-
pové informace. Binární program je sémanticky správný, pokud je možné jej vykonat na
dané architektuře. Sémantické chyby mohou nastat z několika důvodů. Jedním je možnost
chyby analýzy z předchozí fáze, druhým je analyzování dat místo instrukcí a třetím důvo-
dem je dekompilace na kompatibilních architekturách. Ty se liší v počtu zdrojů a novými
instrukcemi. Dalším úkolem sémantické analýzy je hledání idiomů (instrukcí se stejným
významem) a jejich nahrazení.
Vnitřní reprezentace vstupního programu je důležitá pro následné analýzy. Tato repre-
zentace musí být snadno generovatelná ze zdrojového programu. Měla by být vyhovující
pro cílený programovací jazyk.
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(a) Fáze (b) Moduly
Obrázek 2.3: Struktura dekompilátoru [7]
Graf toku řízení programu je také velice důležitý pro analýzy programu. Je možné jej
vygenerovat pro každý podprogram zvlášť i pro celý program. Využívá se pro nalezení
řídicích struktur vyšších programovacích jazyků, jako jsou smyčky či podmínky. Graf toku
řízení se využívá i pro eliminaci některých skoků, které překladače generují kvůli limitaci
maximální skokové délky.
Analýza toku dat slouží pro identifikaci výrazů vyššího programovacího jazyka. Elimi-
nuje použití dočasných registrů a zjednoduší vnitřní reprezentaci programu. Dokáže identi-
fikovat parametry a návratové hodnoty podprogramů. Napomáhá vyřešit adresy nepřímých
skoků.
Analýza toku řízení vyhledává řídicí struktury vyšších programovacích jazyků. Tyto
struktury by měly být generické, čili společné většině programovacích jazyků. Mezi takové
struktury patří smyčky a podmínky. Pro hledání struktur se výhodně využije graf toku
řízení, ve kterém se vyhledávají vzory řídicích struktur (obrázek 2.4).
(a) if. .then. .else (b)
while
Obrázek 2.4: Generické řídicí struktury [21]
Generování kódu vyššího programovacího jazyka je poslední fází dekompilace. Využívá
10
se při ní graf toku řízení a vnitřní reprezentace vstupního programu. Zde jsou zavedena
jména pro proměnné a podprogramy. Řídicí struktury a vnitřní kód jsou přeloženy do
výrazů daného programovacího jazyka.
Fáze dekompilace se sdružují v implementaci dekompilátoru do větších celků (modulů).
Běžné sdružení do modulů je zobrazeno na obrázku 2.3b.
Přední část se skládá z fází. Fáze jsou závislé na architektuře stroje. Výstupem je repre-
zentace programu nezávislá na architektuře. Patří do ní lexikální, syntaktická a sémantická
analýza, generování vnitřního kódu a grafu toku řízení.
Analyzační část je univerzální, strojově a jazykově nezávislá. Provádí se při ní analýza
toku dat a řízení.
Výstupní část je závislá na zvoleném programovacím jazyku a provádí generování
kódu pro tento jazyk.
Sdružení fází do těchto tří částí napomáhá vytváření strojově a jazykově rozmanité de-
kompilátory. Pro podporu více architektur je nutné předělat pouze přední část, pro podporu
více jazyků pouze výstupní část.
V praxi je dekompilační systém tvořen několika oddělenými programy, jak je nastí-
něno na obrázku 2.5. Binární programy obsahují tabulku adres, které mají být přemístěny
při zavedení programu. Tuto práci zajišťuje program zvaný zavaděč (loader). Jeho vý-
stup převezme disassembler, který přeloží program do jazyka symbolických instrukcí. Na
něj naváže dekompilátor. Vygeneruje program zapsaný ve vyšším programovacím jazyce.
Tento výstup je možné upravit dalším programem jménem postprocesor. Ten převede
některé konstrukce programovacího jazyka na sémanticky ekvivalentní konstrukce v tomtéž
jazyce.
Generátor signatur je program umožňující na základě dodané knihovny vytvořit sig-
naturu (vzor) pro identifikaci podprogramů knihovny. Jeho úkol je opačný sestavovacímu
programu při překladu. Po vyhledání signatur v kódu vstupního programu je možné rozpo-
znat uživatelsky definované podprogramy od podprogramů knihoven. Dále je též možné do
výstupního kódu generovat jména podprogramů z knihoven.
Pro kompletní znalost podprogramů je potřeba znát ještě počet a typy parametrů,
případně typ návratové hodnoty. Generátor prototypů je program pro dodání těchto
informací z hlavičkových souborů knihovny.
Dekompilátor navíc potřebuje ještě informace pro propojení jmen podprogramů z kniho-
ven. V každém programovacím jazyce se mohou podprogramy jmenovat jinak a být obsaženy
v jiných knihovnách.
Existující dekompilátory jsou více méně závislé na určité architektuře. Několik málo
příkladů je zmíněno níže, další jsou k nalezení na [12].
dcc [31] je určený pro operační systém MS-DOS a architekturu i386 vytvořený Cristinou
Cifuentes pro podporu jejího konceptu dekompilátoru. Byl vydán pod licencí GPL. Provádí
analýzy běžné pro optimalizační techniky překladačů. Je schopen rekonstruovat řídicí struk-
tury podprogramů. Je navržen pro použití s pouze jednou architekturou a instrukční sadou.
Tento projekt se již dále nevyvíjí, ale navázalo na něj několik jiných. Jako příklad může být
uveden Reverse Engineering Compiler [28], který rozšířil návrh o podporu více architektur
a binárních formátů. Později přidal i grafické uživatelské rozhraní pro komfortnější ovládání
programu.
boomerang [5] určený pro architekturu x86, Sparc-Solaris a PowerPC klade důraz přede-
vším na modularitu a rozšířitelnost. Tento projekt měl velice dobré výsledky s dekompilací
programů napsaných v jazyce C. Práce na něm započala v roce 2000, avšak o 6 let později
se na něm pracovat přestalo.
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Obrázek 2.5: Dekompilační systém [7]
Hex-Rays decompiler [15] je komerční produkt pro zpětný překlad programů pro archi-
tektury x86 a ARM. Je postavený na disassembleru IDA Pro. Obsahuje grafické uživatelské
rozhraní pro snadné ovládání a vizualizaci toku řízení programu. Tento projekt započal
v roce 2007 a doposud pokračuje. Plánuje se rozšíření na více architektur.
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Kapitola 3
Zpětný překladač projektu Lissom
Následující kapitola popisuje zpětný překladač projektu Lissom v době začátku práce na
diplomovém projektu. Informace jsou čerpány z [37].
Zpětný překladač projektu Lissom je automaticky generovaný, architektonicky a jazy-
kově nezávislý. Je založený na jazyce ISAC, který slouží pro návrh nových aplikačně speci-
fických architektur procesorů. Může být použit i pro specifikaci již existujících platforem.
Přední část dekompilátoru je generovaná právě z této specifikace.
Jádro dekompilátoru je postavené na LLVM (Low Level Virtual Machine - nízkoúro-
vňový virtuální stroj) překladovém systému. LLVM je infrastruktura pro překladač na-
vržená pro optimalizaci překladového a sestavovacího času a času běhu programů napsa-
ných v libovolném programovacím jazyce. Hlavními rysy LLVM jsou univerzálnost, jazykově
nezávislý soubor instrukcí, typový systém, interní reprezentace (LLVM IR), mnoho vestavě-
ných sofistikovaných optimalizačních algoritmů a aplikačně programové rozhraní pro několik
programovacích jazyků. Pro více informací poslouží [32].
V současné době je možné generovat dekompilátor pro architekturu MIPS. Dekompilá-
tor je testován na herní konzoli Sony R©PlayStation R©Portable, která využívá dva MIPS
procesory. V plánu jsou další architektury, v nejbližší době jde hlavně o ARM a Intel x86.
Výstupem dekompilace je program zapsaný v kódu jazyka založeném na jazyce Python.
Brzy bude rozšířen o výstup v jazyce C a později i o další jazyky.
3.1 Architektura
Dekompilátor se skládá ze třech hlavních částí: přední část, optimalizační část a výstupní
část (obrázek 3.1). Na platformě je závislá pouze přední část, která je generována z popisu
modelu architektury v jazyce ISAC.
LLVM IR
LLVM IR se ve zpětném překladači používá pro vnitřní reprezentaci instrukcí. Ve své pod-
statě jde o 3-adresnou formu zápisu. Všechny instrukce ve zpětném překladači jsou rozděleny
na mikrooperace, které dohromady popisují její sémantiku. Je dodržována jednotná struk-
tura všech mikrooperací (až na některé výjimky). Má vždy formu přiřazení do proměnné
na levé straně. Na pravé straně se nachází operační kód instrukce, datový typ a operandy.
Na obrázku 3.2 je již zobrazena instrukce inkrementace (inc ax) v LLVM IR, která
je rozdělena do tří mikrooperací. Nejprve je nahrána hodnota ax do dočasné proměnné,
poté je k proměnné přičtena jednička a nakonec je výsledná hodnota uložena. Za zmínku
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Obrázek 3.1: Zpětný překladač projektu Lissom
stojí fakt, že každé přiřazení se provádí do nové unikátní proměnné. Je tedy nedestruktivní.
Tento zápis (SSA - Satic Single Assignment) navrhl Mik Van Emmerik ve své práci [34] pro
vylepšení procesu zpětného překladu.
%X = load i8* @ax
%Y = add i8 %X, 1
store i8 %Y, i8* @ax
Obrázek 3.2: Příklad zápisu instrukce v LLVM IR [21]
Přední část (front-end)
Prvním krokem dekompilace je namodelování cílové architektury v jazyce ISAC, což za-
hrnuje popis zdrojů procesoru a instrukční sady. Následně je možné extrahovat sémantiku
a binární kódování jednotlivých instrukcí extraktorem sémantiky, což je jeden z nástrojů
vyvíjených v projektu Lissom. Ten vygeneruje ze sekce popisující chování každé instrukce
jazyka ISAC sekvenci LLVM IR instrukcí. Tak je zajištěno mapování sémantiky instrukcí
na jejich strojový kód.
Vstupní program pro dekompilaci je uložen v platformě specifického formátu a je tedy
nutné ho převést do unifikované formy. Pro tento účel slouží interní formát spustitelných
souborů, založený na formátu COFF, spolu s algoritmy pro převod na něj. Podporované
převody jsou z Windows PE, Unix ELF, Symbian E32, Mach-O od Applu a Android DEX
formátu.
Vygenerování vnitřní reprezentace, sekvence nízkoúrovňových instrukcí LLVM IR pro
každou instrukci vstupního kódu, z architektonicky specifického strojového kódu má na sta-
rosti instrukční dekodér založený na extrahované sémantice a binárním kódování instrukcí.
Jeho funkce je velice podobná zpětnému překladači symbolických instrukcí s tím rozdílem,
že výstupem je sémantický popis instrukcí programu. Tato část překladu se musí vyrovnat
s vlastnostmi různých platforem, jako jsou například zpožděné skoky nebo způsob uložení
dat v paměti.
Přední část je schopná rozpoznat staticky sestavený kód na základě signatur knihoven.
Díky této vlastnosti je možné dekompilovat a analyzovat méně kódu. Každá knihovna se
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skládá z několika objektových modulů, které se přetransformují do unifikované formy. Pro
každý modul je vygenerován vzor. Ten obsahuje prvních 32 bitů modulu, CRC kód, celkovou
délku, jména a adresy exportovaných veřejných symbolů. Hledání statického kódu je pak
prováděno metodou porovnávání vzorů.
Po nalezení vzoru sice známe adresu a jméno podprogramu, ale neznáme jeho parametry
a případnou návratovou hodnotu (v případě funkce). Tyto informace jsou uloženy v hla-
vičkách knihoven. Pomocí nástroje dekompilátoru je možné takové informace extrahovat a
zakomponovat do interní reprezentace.
Posledním úkolem přední části dekompilátoru je provedení několika statických analýz
na vygenerovaném LLVM IR kódu. Všechny analýzy jsou zaměřeny na transformaci kódu
pro lepší optimalizaci v následující části.
Optimalizační část (middle-end)
Do této fáze vstupuje velmi nízkoúrovňový LLVM IR kód. V něm může být mnoho re-
dundantního a přebytečného kódu. Hlavní funkcí optimalizační části je vylepšení vlastností
LLVM IR kódu a jeho připravení pro konečnou fázi generování výsledného kódu. Jsou zde
prováděny operace pro hledání idiomů, hledání vyšších řídicích struktur (podmínky, cykly)
a vestavěné optimalizace kódu.
Výstupní část (back-end)
Poslední fází dekompilátoru je vygenerování výsledného kódu z LLVM IR do vyššího pro-
gramovacího jazyka. Dosavadně dostupný je jazyk založený na jazyce Python, ale jak již
bylo zmíněno, v plánu jsou i další jazyky. Součástí této fáze je i transformace vygenero-
vaného kódu do lépe čitelného. Například jsou odstraněny přebytečné závorky nebo jsou
zjednodušeny složité výrazy.
3.2 Výsledný kód
Pro zkoumání kvality výsledného kódu poslouží program v jazyce C přeložený překladačem
gcc (v4.3.2) z PSP-SDK (kolekce nástrojů a knihoven vytvořených pro podporu vývoje pro-
gramů pro herní konzoli Sony R©PlayStation R©Portable [27]) s povolenými optimalizacemi
(parametr -O2), jehož kód je na obrázku 3.3a.
Kód po dekompilaci je na obrázku 3.3b. Je vidět, že kód staticky linkované funkce sum()
byl odstraněn a místo něj byla použita pouze deklarace pro lepší orientaci v kódu. Byl
rozpoznán i překladač, lépe řečeno jeho statický kód, a jeho startovací kód nebyl též použit
při výstupu. Pro lepší čitelnost kódu byla vygenerována jména pro proměnné. Správně byl
také detekován cyklus for a jeho indukční proměnná. Funkce sum() byla správně zavolána
díky ruční úpravě kódu LLVM IR. Ručně byly dopsány parametry a návratová hodnota.
Jiný vstupní program na obrázku 3.4a byl přeložen stejným způsobem jako předchozí.
Nyní jsou již vidět po dekompilaci (obrázek 3.4b) značné rozdíly. Byla chybně detekována
funkce main(), lépe řečeno byla zaměněna za funkci func(). Tento fakt je způsoben dvěma
problémy. První je neuvažování vstupního bodu do programu a druhý procházení kódu
lineárně do první návratové instrukce. Pokud by byla funkce main() považována za func(),
pak nebyl rozpoznán její parametr. Místo toho je považován za globální proměnou. Správně
byla detekována konstrukce větvení i s podmínkou a návratová hodnota funkce.
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#include <pspkernel.h>
#include "sum.h"
/* Initialization */
PSP_MODULE_INFO("template", 0, 1, 1);
PSP_MAIN_THREAD_ATTR (0 x80004000 );
int main(void) {
volat i le int a = 3;
int b;
for (b = 1; b < 100; b++)
a = sum(a, b);
return a;
}
(a) Kód vstupního programu (C)
# ---------- Global Variables ----------
pineapple = 0
banana = 0
lemon = 0
# ----------- Declarations -------------
# int sum(int , int)
# -------- Defined Functions -----------
def main ():
global pineapple
global banana
global lemon
pineapple = 3
result = pineapple
for i in range(0, 99):
banana = result
lemon = i + 1
result = sum(banana , lemon)
return result
(b) Výstupní kód
Obrázek 3.3: Porovnání vstupu a výstupu - zdařilá dekompilace
#include <pspkernel.h>
/* Initialization */
PSP_MODULE_INFO("template", 0, 1, 1);
PSP_MAIN_THREAD_ATTR (0 x80004000 );
int func( int x)
{
int ret = 0;
i f (x > 0)
ret = 1;
return ret;
}
int main()
{
int a = 5;
a = func(a);
return a;
}
(a) Kód vstupního programu (C)
# ---------- Global Variables ----------
pineapple = 0
# -------- Defined Functions -----------
def main ():
global pineapple
result = 1
i f pinaple > 0:
result = 1
return result
(b) Výstupní kód
Obrázek 3.4: Porovnání vstupu a výstupu - nezdařilá dekompilace
3.3 Možnosti vylepšení
Možností vylepšení je stále mnoho. Automatická detekce funkcí, hranic funkcí, jejich pa-
rametrů a návratových hodnot je záměrem této práce. Přispěje ke generování uživatelsky
definovaných funkcí do výstupního kódu a vylepší jeho čitelnost. Dalšími možnými vyle-
pšeními jsou vyhledávání idiomů a jejich nahrazení ekvivalentními instrukcemi. Interpret
LLVM IR kódu by mohl napomoci při hledání hodnot registrů a jiných paměťových míst.
Mohl by být využit i při hledání cílů nepřímých skoků, a tím vylepšit tvorbu grafu toku
řízení. Mohou se vytvářet moduly pro analýzu souborů obsahující různé typy ladicích infor-
mací a dalších možných analýz nad LLVM IR. Ve výstupní části je možné vylepšit genero-
vání cyklů, které nemají žádnou indukční proměnnou. Prozatím se generují jako nekonečné
smyčky. V neposlední řadě je možné vytvářet moduly pro podporu více výstupních jazyků.
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Kapitola 4
Podprogram ve strojovém jazyce
Programy se skládají z instrukcí, které se mohou logicky sdružovat do větších celků. Jedním
z těchto celků je základní blok. Základní bloky se formují ve větší celky, kterým říkáme
podprogramy. Podprogramy dělíme na otevřené a uzavřené [19].
Otevřený podprogram je uložen v rámci hlavního, často jediného zdrojového textu.
Nemá definované pevné rozhraní, tzn. vstupní a výstupní bod, parametry, výsledek a po-
dobně. Vstup se děje skokem na příkaz, jímž má výpočet podprogramu začít. Ukončení
podprogramu je dáno vyvoláním příslušného příkazu. Otevřené podprogramy tak slouží
k uložení kódu, který je možné spustit vícekrát a uspořit tak místo v paměti a čas pro-
gramování. Velmi často je nemožné vnořovat volání otevřených podprogramů. Uplatnění
rekurze je zcela nemožné. Parametry i výsledky jsou předávány prostřednictvím globálních
proměnných.
Uzavřené podprogramy umožňují vnořené zpracování určitých logických funkcí/operací.
Podprogram je volán skrze své rozhraní. Rozhraní definuje předávané parametry a výsledek.
Implementace je skryta v definici podprogramu, kde může docházet jak k volání jiných
podprogramů, tak i k rekurzi (podprogram zavolá sám sebe). Každý podprogram má tedy
svou jednoznačnou identifikaci, která jej zpřístupňuje. Pokud podprogram vrací hodnotu,
nazývá se funkce, pokud nevrací, nazývá se procedura 1.
4.1 Teorie
Definice 4.1.1 (Program). Binární program je definován jako čtveřice P = (I, J, s, F ),
kde I je konečná množina instrukcí, které nemění tok vykonávání; J je konečná množina in-
strukcí, které mění tok vykonávání, jako jsou skoky, volání a návrat; s je vstupní bod (první
instrukce) do programu; a F je množina instrukcí, které způsobují ukončení programu.
Nechť
−−→
i1, i2, i1, i2 ∈ I ∪ J označuje fakt, že instrukce i1 je přímo následována instrukcí i2
ve směru toku vykonávání programu. Pak můžeme definovat funkce pred a succ: pred : i→
{j|−→j, i, j, i ∈ I ∪ J}; succ : i→ {j|−→i, j, i, j ∈ I ∪ J}
Nechť A je konečná množina všech po sobě jdoucích adres programu, pak definujeme funkci
map : A→ I ∪ J . [17]
Definice 4.1.2 (Základní blok). Základní blok b ⊆ P je posloupnost instrukcí i0, i1,
i2, . . . , im, kde i0 ≡ s ∨ pred(i0) ∩ J 6= ∅, ∀0≤k≤m−1 : ik ∈ I, im ∈ I ∪ J, k,m ∈ N.
Jinými slovy všechny instrukce daného bloku jsou vykonány v daném pořadí a neexistuje
skok dovnitř bloku ani vně.
1Pro účely této práce bude procedura brána jako zvláštní případ funkce
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Definice 4.1.3 (Funkce). Funkce f ⊆ P je množina základních bloků takových, že ⋃b∈P b
je množina po sobě jdoucích adres. Jinak řečeno adresy instrukcí funkce jsou z uzavře-
ného intervalu < amin, amax >, kde amin je nejmenší adresa a amax je největší adresa
instrukce funkce. Rozsah adres funkce f je uzavřený interval od minα|α = min(b),∀b ∈ f
do maxα|α = max(b),∀b ∈ f . Horní a dolní mez tohoto intervalu se nazývají počáteční a
koncová adresa.
Definice 4.1.4 (Graf toku řízení). Graf toku řízení je orientovaný graf, jehož uzly repre-
zentují základní bloky a hrany reprezentují cesty toku řízení. [1]
Definice 4.1.5 (Graf volání). Graf volání je orientovaný graf, jehož uzly reprezentují pod-
programy a hrany reprezentují volání podprogramů. [29]
Definice 4.1.6 (Paměťové místo). Nechť R je množina registrů a příznakových registrů,
M je množina umístění hodnot v hierarchii pamětí a zásobníku. Paměťové místo l ∈ R∪M
označuje místo, kde je uložena hodnota proměnné [36].
Prolog a epilog
Podprogramy mohou volat jiné podprogramy. Podprogram, který předává řízení, se nazývá
volající. Podprogram, který převezme řízení, je volaný.
Prolog [9] je množina instrukcí, která se objevuje před voláním podprogramu nebo na
začátku jeho kódu. Epilog je množina instrukcí, která se objevuje po volání podprogramu
nebo na jeho konci podle zvyklostí překladu programovacího jazyka. Jak volaný, tak volající
mohou obsahovat prolog i epilog. Prolog a epilog definují změny v rámci podprogramu.
Prolog volajícího je instrukce nebo série instrukcí naznačující, že skok do podprogramu
byl vykonán. Počet instrukcí obsažených v prologu volajícího může záviset na architektuře
stroje, překladači, parametrech funkce, lokálních proměnných funkce, návratovému typu
funkce a způsobu návratu z podprogramu. Instrukce volání je vždy přítomna v prologu
volajícího.
Prolog volaného zahrnuje sérii instrukcí pro zavedení rámce podprogramu. Vyčleňuje
na něm dostatek místa pro lokální proměnné a pro přístup k parametrům funkce. Rámec
podprogramu může být buď zaveden zcela nový, nebo může být použit rámec volajícího.
V obou případech musí být uložena paměťová místa důležitá pro správný chod celého
programu, aby nedocházelo ke ztrátě důležitých informací.
Epilog volajícího je série instrukcí. Ty navrátí vše do stavu před voláním podprogramu
poté, co je řízení vráceno zpět. Pokud podprogram vrací nějakou hodnotu, je tato hodnota
převzata a náležitě uložena. Epilog volajícího provádí inverzní operace k prologu volajícího.
Epilog volaného je série instrukcí, které popisují navrácení řízení volajícímu, znovu usta-
novení zásobníku (pokud je potřeba) a vrácení návratové hodnoty (pokud existuje). Pro na-
vrácení řízení volajícímu musí epilog zajistit obnovení všech relevantních informací pro běh
volajícího, převážně pak obnovení paměťových míst. Znovu ustanovení zásobníku se pro-
vádí odstraněním přidaného obsahu. Epilog volaného provádí inverzní operace k prologu
volaného.
Operace prováděné v rámci prologu a epilogu závisí kromě architektury a překladače
také na faktech, zda podprogram vrací nějakou hodnotu, zda je podprogram tzv. listový
v rámci grafu řízení, zda je návratová hodnota již na správném paměťovém místě, či si
podprogram vyhradil svůj vlastní rámec. Volaný může mít přiřazeny i některé operace
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v prologu a epilogu, které provádí volající a naopak. Například ustanovení rámce podpro-
gramu a k tomuto inverzní operace mohou být přiřazeny volajícímu a volaný již tuto činnost
nebude provádět.
4.2 ABI
ABI (Application binary interface - binární aplikační rozhraní) definuje rozhraní pro in-
terakci programů, podprogramů, systémových a knihovních volání na úrovni strojového
kódu. Je pevně spjato s architekturou procesoru a překladačem. Zahrnuje reprezentaci dat,
sekvence pro volání podprogramů, rozhraní operačního systému a knihoven, pravidla pro
spuštění programu [9].
Překladače využívají informace z definice ABI pro překlad programů ze zdrojového do
strojového kódu. Mohou využívat více definic ABI. Jednu pro interní účely, jinou pro zacho-
vání kompatibility v rámci celého systému. Běžně však používají pouze jednu definici ABI,
přičemž při interním použití je tato definice velice ovlivněna použitými optimalizacemi. Na-
příklad se mohou měnit registry pro předávání parametrů, registry pro ukazatele zásobníku,
mohou se vynechávat některé sekvence volaní podprogramů či návratová pravidla.
Příklady definic ABI je možno nalézt v [3, 11, 26, 30].
Reprezentace dat
ABI definuje povolené datové typy a jejich velikosti v bitech, dále pak číslování těchto bitů a
také řazení nejvíce významných a nejméně významných bajtů v paměti. U typů s plovoucí
řádovou čárkou definuje nejen jejich velikost, ale i přesnost. Pro složené typy, jako jsou
struktury nebo výčty, definuje jejich zarovnání a rozestupy. Především definice zarovnání
je důležitá pro efektivní přístup k jednotlivým položkám složeného typu.
Příklad definice pro zarovnání slova v paměti a zarovnání struktury je na obrázku
4.1. Z příkladu lze vyčíst, že nejvíce významový bit se uloží na nižší adresu a nejméně
významový na vyšší adresu. Jedná se tedy o způsob uložení dat
”
big-endian“ (ponecháno
bez překladu). Dále jo možno si všimnout způsobu číslování jednotlivých bitů. U struktury
je patrné zarovnání jednotlivých položek na dva bajty, čímž vznikne prázné místo, které se
nikdy nevyužije. Z tohoto důvodu je nutné dobře volit datové typy používané v programu.
(a) slovo (b) struktura
Obrázek 4.1: Příklad definice dat
Sekvence volání podprogramu
Pro sekvenci volání podprogramu je důležitá znalost paměťových míst procesoru. Nejvyu-
žívanějšími paměťovými místy jsou registry, zásobník a hlavní paměť. ABI definuje počet
a pojmenování registrů a účel jejich použití. Účelem použití je myšleno vyhodnocování
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výrazů, předávání parametrů, ukládání návratových hodnot, ukládání návratové adresy,
programový čítač, či ukazatel zásobníku.
Sekvence volání podprogramu definuje strukturu zásobníku pro volání podprogramu,
převážně místa pro předání parametrů, předané parametry, lokální proměnné, uložení důleži-
tých registrů a návratové hodnoty. Důležitá informace je i zarovnání hodnot na zásobníku.
Nejdůležitější součástí sekvence volání podprogramu jsou pravidla pro volání podpro-
gramu. ABI definuje postup pro volání podprogramu počínaje zavedením rámce, uložením
návratové adresy, uložením persistentních registrů, skokem do podprogramu, předáním ná-
vratových hodnot a skokem zpět konče. To znamená, že definuje standardní prolog a epilog
pro volaného i pro volajícího.
Tabulka 4.1: Příklad přidělování parametrů registrům a zásobníku
Argumenty Přidělení registrů a zásobníku
d1, d2 $f12, $f13
s1, s2 $f12, $f13
s1, d1 $f12, $f13
d1, s1 $f12, $f13
n1, n2, n3, n4 $4, $5, $6, $7
d1, n1, d2 $f12, $6, zásobník
n1, n2, d1 $4, $5, ($6, $7)
n1, d1 $4, ($6, $7)
V tabulce 4.1 je uveden příklad z definice ABI, a to přidělování parametrů registrům a
zásobníku. Parametry jsou v levém sloupci číslovány podle pořadí, d znamená typ s dvojitou
přesností plovoucí řádové čárky, s znamená jednoduchou přesnost a n typ s pevnou řádovou
čárkou. $f v pravém sloupci znamená registr pro plovoucí řádovou čárku a $ je registr pro
pevnou řádovou čárku. Zajímavé na tomto příkladu je přiřazení registrů pro parametr
s dvojitou přesností. V závislosti na předchozím přiřazení se přiřadí registr pro plovoucí
řádovou čárku, dva registry pro pevnou řádovou čárku a zásobník.
Příklady definice ABI jsou uvedeny v následujících řádcích, další příklady je možno
nalézt na [2].
Definice ABI pro architekturu MIPS [30] je poměrně rozsáhlý dokument definující kromě
definice dat a sekvence volání podprogramu i rozhraní operačního systému, typy objekto-
vých souborů, zavádění programů a rozhraní systémových knihoven. V definici rozhraní
operačního systému se především definuje virtuální adresní prostor, zpracování výjimek a
inicializace procesů. V rozhraní systémových knihoven se definují vstupní body a globální
symboly.
Dokument pro vestavěné procesory PowerPC [11] definuje běžnou sadu pravidel pro
volání podprogramů a zarovnání dat. Jsou zde definovány tzv. malé datové oblasti (seg-
menty). Data v těchto oblastech je možné zpřístupnit méně bity, než by bylo potřeba pro
jiná data. Jsou proto vhodné pro uložení globálních a statických proměnných a konstant.
ABI pro procesor AMD64 [26] definuje zarovnání dat, pravidla pro volání podprogramů,
rozhraní operačního systému, inicializaci procesů a pravidla pro různé typy objektových sou-
borů. Přidány jsou i zvláštní konvence pro různé programovací jazyky a operační systémy.
ABI architektury ARM [3] se soustředí převážně na programovací jazyky C/C++. De-
finuje zvláštní konvence pro knihovny s přemístitelným kódem.
U architektur typu Intel x86 a jiných používaných pro PC je velmi těžké nalézt jednotné
ABI. Mění se v závislosti na operačním systému a programovacím jazyku s větší variabili-
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tou než na jiných architekturách. Z těchto důvodů není uveden žádný příklad konkrétního
dokumentu.
4.3 Vlastnosti funkcí
Následující část se zabývá funkcemi z hlediska obsahu operací v prologu a epilogu, jejími
parametry a možnými návratovými hodnotami.
Parametry a návratové hodnoty
Pro správné zavolání funkce ve strojovém kódu musí být znám počet jejích parametrů, typ
parametrů a typ návratové hodnoty. Bez této znalosti by mohlo dojít k nechtěným chováním
funkce. Z toho důvodu se zavádějí deklarace funkcí, aby bylo možné kontrolovat správnost
volání. Z příkladu deklarace funkce v jazyce C 4.2 je možno zjistit, že funkce vyžaduje dva
parametry typu int2 a návratová hodnota je typu int.
int sum( int a, int b);
Obrázek 4.2: Deklarace funkce v jazyce C
Parametry je možné předávat odkazem nebo hodnotou. Při předávání parametru hod-
notou je hodnota proměnné zkopírována do paměťového místa, do kterého má volaná funkce
přístup. Vyhodnocením funkce se hodnota předané proměnné nezmění. Při předávání pa-
rametru odkazem se zkopíruje do paměťového místa odkaz (ukazatel) na proměnnou a
vyhodnocením funkce se hodnota proměnné může změnit.
Nejpoužívanějšími paměťovými místy pro předávání parametrů jsou registry a zásobník.
Některé architektury procesorů používají jen registry, nebo jen zásobník. Jiné používají oba
způsoby. Při použití registrů se hodnoty nebo odkazy zkopírují do předem předurčených
registrů (podle ABI) a funkce poté používá tyto registry. Hodnoty v registrech nemusí být
zachovány po volání funkcí. Při použití zásobníku se na něm vyčlení místo pro parametry,
ty se do tohoto místa zkopírují. Po vyhodnocení funkce se vyčleněné místo musí uklidit.
Při použití registrů s podporou zásobníku se část parametrů zkopíruje do registrů a část na
zásobník. Jelikož počet parametrů funkce není teoreticky omezen, pak nejčastějšími způsoby
předání parametrů jsou zásobník a registry s podporou zásobníku. Paměťová místa pro
návratové hodnoty jsou stejná, jako místa pro parametry.
Speciálním případem parametru (návratové hodnoty) je složený datový typ. Pokud se
předává odkazem, není s tímto typem problém. Problém nastává při předávání hodnotou.
Předání může vyžadovat použití více paměťových míst. Řešením tohoto problému je předání
parametru interně odkazem, nebo do určitého počtu paměťových míst je předání hodnotou.
Pokud se tento počet překročí, je nutné parametr předat odkazem, nebo tento problém
ignorovat.
Funkce s rámcem a bez rámce
Funkce mohou používat speciální registr zvaný ukazatel rámce . Ve svém prologu zavádějí
tzv. rámec a v epilogu jej ruší. Některé procesorové architektury mají pro tuto operaci
zavedené speciální instrukce. Nicméně pokud procesor speciální instrukce nemá, je možno
2Velikost typu int v bitech by bylo možno dohledat v ABI pro danou architekturu a překladač
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je nahradit větším počtem jednodušších instrukcí. Příklad zavedení rámce s vytvořením
prostoru pro lokální proměnné a zrušení rámce v architektuře x86 je na obrázku 4.3.
push ebp ;zavedení rámce
mov ebp, esp
sub esp, ## ;## - velikost lokálních proměnných
... ;instrukce těla funkce
mov esp, ebp ;zrušení rámce
pop ebp
Obrázek 4.3: Příklad zavedení rámce (x86 )
Z příkladu je vidět, že funkce s rámcem pracují se zásobníkem. V těle funkce je možné
zjistit, která instrukce pracuje s lokálními proměnnými (přístup k proměnným je přes uka-
zatele rámce buď sníženého, nebo zvýšeného o pořadí proměnné). Pokud jsou parametry
předány přes zásobník, zjistí se instrukce pracující s parametry a pravděpodobný počet
parametrů (přístup k parametru přes ukazatele rámce buď zvýšený, nebo snížený o pořadí
parametru).
Funkce bez rámce, jak již název napovídá, nezavádí žádný rámec a tudíž víceméně nevy-
užívají registr ukazatele rámce. Překladač může generovat funkci pouze bez rámce v případě,
že v jakémkoliv bodě funkce může přesně určit přístup k jakémukoliv parametru a lokální
proměnné. V dnešní době je to většina funkcí. Příklad funkce bez rámce v pseudokódu
architektury x86 je na obrázku 4.4.
esp -= ## ;## - velikost lokálních proměnných
...
eax = [esp + ## - 8] ;přístup k lokální proměnné
push eax
ebx = [esp + ## - 8 + 4] ;opětovný přístup k lokální proměnné
esp += ##
Obrázek 4.4: Příklad funkce bez rámce (x86 )
Funkce z ukázky používá pro lokální proměnné zásobník. Rozlišení parametrů od pro-
měnných je již složitější, ne však nemožné. Při každé instrukci pracující s pamětí je třeba
brát v úvahu velikost lokálních proměnných.
Další vlastnosti funkcí
Funkce, u nichž není přesně určený počet parametrů, se nazývají funkce s proměnným poč-
tem parametrů. Pro tyto funkce by měl být vždy definovaný alespoň jeden pevný parametr.
Musí existovat způsob, jak se dozvědět přesný počet předaných parametrů. Pokud neexis-
tuje, pak může docházet k chybnému chování funkce. Jedním způsobem je předat počet
parametrů v pevném parametru (číslo či formátovaný řetězec). Druhou možností je předat
parametr typu zarážka pro signalizace konce výčtu parametrů.
Následuje příklad deklarace funkce s proměnným počtem parametrů v jazyce C s jedním
pevným parametrem pro určení počtu zbylých parametrů přes formátovací řetězec:
void foo(char *c, ...);
Dalším typem funkcí jsou tzv. listové funkce. Jak již název napovídá, jsou to funkce,
které se nacházejí na pozici listů ve stromu volání podprogramů. Znalost listových funkcí
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je důležitá pro zpětný překlad programů. Pomocí nich je možné zpětně dopočítat počty
parametrů nelistových (uzlových) funkcí.
Rekurzivní funkce jistým způsobem volají samy sebe. Rozeznáváme dva druhy rekurze,
a to přímou a nepřímou. Při přímé rekurzi volá podprogram přímo sám sebe, při nepřímé
rekurzi existuje posloupnost volání podprogramů bez návratu, kde se vyskytuje funkce dva-
krát a více a není to přímá rekurze. Podle počtu volání sama sebe ve svém těle dělíme rekurzi
na lineární, kde se podprogram volá právě jednou, a stromovou, při níž se podprogram volá
dvakrát a více. Rekurze způsobuje problémy při procházení grafu podprogramů. Je důležité
si dávat pozor na opakovaný průchod stejným podprogramem.
Vliv optimalizací
Optimalizace [13] hrají důležitou roli při zvyšování rychlosti programů. Na funkce mají zna-
čný vliv v průběhu generování jejich výsledného kódu. Jedním z příkladů jsou funkce bez
rámce, pro něž je výsledný vygenerovaný kód kratší, proto se používají více. Funkce s rámci
se používají převážně při ladění chyb programů. Proto je jednodušší sledovat volání podpro-
gramů přes zásobník, zjišťování parametrů a lokálních proměnných. Optimalizace mohou
výsledný kód zjednodušit natolik, že se ztratí všechny informace dodané navíc v původním
zdrojovém kódu a jejich znovuzískání nemusí být možné.
Obrázek 4.5: Zaměření optimalizací
Překladače se snaží optimalizovat na tři základní parametry programů (obrázek 4.5).
Při optimalizaci rychlosti je nutné využít veškerý nevyužitý čas mezi prováděním instrukcí
a provádět co nejmenší množství instrukcí. Optimalizace velikosti není v dnešní době příliš
aktuální, ale koresponduje s optimalizací rychlosti. Optimalizace paměťového přístupu se
snaží o lokalitu dat a instrukcí, aby nevznikaly zbytečné prostoje a zpoždění při čtení
(zápisu) z paměti. Paralelizace taktéž může přispět ke zrychlení provádění pokud přidaná
režie není příliš velká.
Pro zvýšení rychlosti programu se mohou vložit instrukce za tzv. zpožděné skoky (de-
lay slots). Tyto instrukce se provedou ještě před provedením skoku. Eliminují se návra-
tové instrukce bezprostředně za voláním podprogramů a upraví se adresa návratu. Tato
optimalizace bude ještě dále probrána. Mohou se eliminovat nepodmíněné skoky (volání
podprogramů) vložením kódu na pozici cíle skoku. Mohou se odstraňovat závislosti mezi
instrukcemi pro lepší využití linkového zpracování.
Optimalizace velikosti se snaží využívat kratší instrukce a kratší adresy. Velmi často se
při zkracování využívá znalost zarovnání dat a instrukcí na dané architektuře.
Pro optimalizaci paměťového přístupu se překladače snaží data zarovnávat podle dané
architektury. Navíc se snaží používaná data shromažďovat do stejné části paměti pro využití
před načítání a paměťové hierarchie.
Zvláštní pozornost se věnuje především smyčkám. Překladače se snaží minimalizovat
režijní instrukce smyčky. Přesouvají kód, který má uvnitř smyčky stále stejný výsledek, před
smyčku samotnou. Snaží se eliminovat úzká místa smyčky, jako jsou paměťové přístupy a
závislosti mezi instrukcemi. Důležitou optimalizací je i rozbalení smyčky.
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Obfuskace
Obfuskace [10, 23], nebo-li mlžení (zatemnění), je jedním za způsobů ochrany softwaru proti
nelegálnímu kopírování duševního vlastnictví. Obfuskací se rozumí pozměnění přeloženého
kódu tak, aby byl co nejméně zpětně přeložitelný, ale měl stále stejné chování. Bohužel
je tato technika využitelná i při skrývání vlastností škodlivého software. Zpětné inženýr-
ství stěžuje především přidáváním přebytečného kódu, restrukturalizací kódu a skrýváním
podstatných částí.
Obrázek 4.6: Možnosti obfuskace
Typy obfuskace jsou na obrázku 4.6. Obfuskace rozložení je jednoduchá vizuální změna
kódu. Datová obfuskace se snaží zakrýt datové struktury a proměnné. Obfuskace řízení se
snaží měnit graf toku řízení, nebo do něj přidává nové uzly. Preventivní transformace se
snaží eliminovat známé nástroje pro zpětný překlad a zpětnou obfuskaci.
Obfuskace rozložení je pravděpodobně nejjednodušší způsob zatemnění kódu. Odstra-
ňují se při ní komentáře, mění jména proměnných a formátování kódu.
Datová obfuskace může být dosažena například změnou kódování, rozkladem jedné pro-
měnné do více proměnných, konverzí řetězců do podprogramů generující tyto řetězce či
změnou délky života proměnné. V objektově orientovaném kódu může měnit strom dědič-
nosti objektů, spojovat skalární proměnné a rozdělit, spojit nebo měnit dimenzi polí. Dále
může přehazovat instance objektů, metody nebo řazení polí.
Obfuskace řízení mohou způsobovat neefektivnost provádění programu. Vkládají tzv.
mrtvý kód, který se nikdy neprovede a nebo kód, který se provede, ale není z hlediska
algoritmu podstatný. Zavádí více vstupních bodů do smyček, a tím způsobují restrukturali-
zaci kódu. Nahrazují volání podprogramů z knihoven vlastním kódem těchto podprogramů.
Prokládají metody mezi sebou, klonují metody a transformují smyčky. Mohou i částečně
měnit naprogramovaný algoritmus.
Preventivní transformace se nezabývají zatemněním kódu. Přidávají závislosti mezi in-
strukce, a tím stěžují analýzy nad takovýmto kódem. Na základě znalostí o programech
pro zpětný překlad a zpětnou obfuskaci vkládají do programu kód, který způsobí pád nebo
nefunkčnost těchto programů.
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Kapitola 5
Detekce funkcí ve strojovém kódu
Detekce funkcí ve strojovém kódu znamená nalezení začátku funkce (počáteční instrukce,
adresa) a konce funkce (koncová instrukce, adresa). Tělo funkce se podle definice nachází
mezi počáteční a koncovou adresou a není nutné ho nějak zvlášť detekovat. Ne vždy je však
možné všechny funkce detekovat [17].
Z detekovaných funkcí se vytváří graf volání funkcí. Ten má nejčastěji podobu stromu.
Není-li však možné rozhodnout některé nepřímé skoky nebo posloupnost volání, může být
graf pouze orientovaný.
5.1 Metody detekce
Bylo vyvinuto několik metod pro detekci funkcí. V následujícím textu budou představeny
metody, které nejméně závisejí na architektuře procesoru a překladači.
Analýza shora dolů
Analýza shora dolů [17] vychází z jediné velké funkce obsahující celý program. Ta je následně
dělena na menší části, dokud nezbývají jen pravé funkce obsahující jeden velký základní
blok. Dále jsou ještě děleny velké základní bloky každé funkce, dokud nezbudou jen pravé
základní bloky.
Pro následující výklad se předpokládá, že každá instrukce programu má velikost 1 a mezi
adresami instrukcí nejsou žádné mezery. První předpoklad může být dosažen abstrakcemi,
druhý přečíslováním adres programu.
Operace dělení bloků je pro funkce i základní bloky společná. Pro svoji činnost vyžaduje
několik dalších operací. Jednou z nich je funkce inb : A∪{0} → B (A je množina adres, B je
množina bloků) mapující adresy na bloky. Výsledkem výpočtu funkce pro zadanou adresu je
blok obsahující tuto adresu nebo speciální blok b0. Další operací je funkce s : (B×A)→ B
rozdělující blok zadanou adresou na dva bloky. Pokud je adresa začátkem nebo koncem
bloku, blok zůstane zachován. Funkce t : P(B)× (A∪{0})→ P(B) převede množinu bloků
na jinou rozdělením bloku, který obsahuje danou adresu.
t(B, a) =
{
B pro inb(a) = b0
B \ inb(a) ∪ s(inb(a), a) jinak (5.1)
Funkce r : P(B)× P(A ∪ {0})→ P(B) je základní operce dělení bloků. Funkce dělí bloky
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rekurzivně na základě dodaných adres.
r(B,A) =
{
B pro A = ∅
r(t(B, a), A \ {a}), a ∈ A jinak (5.2)
V každém kroku rekurze funkce vybere (na způsobu výběru nezáleží [17]) jednu adresu z A a
rozdělí blok obsahující tuto adresu. Vybraná adresa je následně odebrána z množiny adres.
Výpočet končí, jakmile je množina adres prázdná. Funkce r dělí blok takovým způsobem,
že daná adresa a se stane koncovou adresou prvního bloku a succ(a) počáteční adresou
druhého bloku.
Základním principem analýzy je spočítat funkci r s předchůdci počátečních adres všech
funkcí v programu jako parametr. Je nutné tedy ještě nalézt adresy všech volání funkcí
v programu, tento úkol je silně závislý na architektuře. Samotná funkce r je na architektuře
nezávislá.
Obrázek 5.1: Příklad analýzy shora dolů
Příklad možného provedení výše zmíněných operací je na obrázku 5.1. Množina adres
A obsahuje 0x039C, 0x041C, a 0x03DC. První blok 0x0368 – 0x0468 obsahuje celý program
a je dělen adresami z množiny A.
Analýza zdola nahoru
Analýza zdola nahoru [33] je opakem analýzy shora dolů. V prvním kroku analýzy se každá
instrukce považuje za blok. V druhém kroku se bloky spojují dokud nezůstanou jen pravé
základní bloky. V posledním kroku se spojují základní bloky do funkcí.
Základem analýzy je operace spojení bloků s : B × B → B. Spojí dva bloky instrukcí
v jeden. Jako počáteční adresa je brána počáteční adresa prvního bloku a jako koncová
adresa druhého bloku. Je důležité dávat pozor na pořadí bloků při výpočtu. Ukázka detekce
funkcí touto metodou je na obrázku 5.2.
Nejsložitější fází analýzy je rozhodnutí, které dva bloky spojit. Stejně tak jako u analýzy
shora dolů, je nutné i zde vyhledat všechny instrukce volání podprogramu. Je to nejtěžší
úkol, často řešený heuristikami. Základem je nalezení množiny rozhodnutelných skoků Jr.
Některé skoky z této množiny nezpůsobují volání podprogramu a je nutné je odebrat (heu-
risticky). Dále se vytvoří množina nerozhodnutých skoků Jn. Heuristické funkce napomáhají
k rozhodnutí skoků z množiny Jn. Ideálním stavem je prázdná množina Jn a množina Jr
obsahující pouze volání podprogramů. Ne vždy je možné takového stavu dosáhnout [17].
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Obrázek 5.2: Příklad analýzy zdola nahoru
Analýza s abstraktní interpretací
Abstraktní interpretace [24] je technika statické analýzy. Vyhodnocuje provedení programu
pro všechny možné vstupy přes abstraktní domény získané pomocí abstrakce.
Analýza s abstraktní interpretací je založená na abstrakci instrukcí do abstraktních
domén. Tyto domény reprezentují bloky. Výpočet je založen na postupném zpřesňování
abstraktní domény, a to zmenšováním množiny nerozhodnutých skoků Jn. Pokud již není
možné zpřesnit abstraktní doménu, výpočet došel do pevného bodu, abstrakce reprezentuje
detekované funkce. Bližší detaily jsou poskytnuty v [18].
Největším přínosem tohoto postupu je střídání analýzy toku dat s analýzou toku řízení.
Tím je dosaženo lepšího vyhodnocování nerozhodnutých skoků a zmenšování množiny Jn.
Další možnosti detekce
Jednoduchou verzí detekce je označení všech přímých skoků za volání podprogramů, odstra-
nění skoků generované překladačem pro smyčky a podmínky a nakonec zjištění cílů skoků.
Na základě těchto cílů se označí začátky funkcí. Konce se označí podle definice funkce. Tato
verze detekce je velmi jednoduchá, rychlá, ale nepřesná.
Jiná možnost detekce je použít definici ABI. Můžeme využít definice prologu a epilogu
v ABI, a tím zjistit instrukce začátku a konce funkce. Můžeme identifikovat v programu
specifické instrukce pro volání podprogramů definovaných v ABI. Oba tyto přístupy mají
nevýhodu v pokrytí pouze malého množství architektur.
Další skupinou možností je provázání více analýz dohromady. Jedna z nich již byla
zmíněna (analýza s abstraktní interpretací). Jejich hlavním účelem je vylepšování výsledku,
dokud se nedosáhne nějakého pevného bodu.
Další možnosti jsou k nalezení v [4, 22, 35].
5.2 Problémy detekce
Problémy detekce funkcí souvisejí s optimalizacemi a charakteristickými vlastnostmi pro-
gramovacích jazyků [4, 33, 34, 7].
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Zpožděné skoky
Zpožděné skoky se vyskytují na architekturách s řetězeným zpracováním instrukcí pro le-
pší využití času do vykonání skoku. Vždy se vykoná určitý počet instrukcí za zpožděným
skokem. Počet instrukcí závisí na době mezi načtením instrukce skoku a jejím provedením.
Obrázek 5.3 znázorňuje zpožděné skoky na architektuře MIPS.
beq $2,$0,$L2 ;zpožděný skok
nop ;vždy vykonaná instrukce (delay slot)
l i $2 ,3
sw $2 ,0( $fp)
j $L3 ;zpožděný skok
nop ;vždy vykonaná instrukce (delay slot)
$L2:
l i $2 ,5
sw $2 ,0( $fp)
$L3:
Obrázek 5.3: Část programu v kódu symbolických instrukcí se zpožděnými skoky (MIPS )
Největší problém je přiřazení vždy vykonaných instrukcí za zpožděným skokem do správ-
ných bloků. Řešení jsou dvě. První posunuje důležité instrukce nad skok a nahrazuje je
instrukcemi nop. Druhé převádí sekvence kódu do kódu ideálního počítače. Ideální počítač
má čas provádění každé instrukce jeden takt.
Konstrukce větvení
Konstrukce větvení (příkazy switch, case, if-else-if v programovacích jazycích) před-
stavují zvláštní problém pro detekci funkcí. Především pro rozpoznání začátku a konce
funkce. Překladače pro konstrukce větvení generují tzv. tabulky skoků se záznamem pro
každou větev. Pro vyvolání výpočtu větve se používají nepřímé skoky.
switch (expr) {
case 1:
stmt1;
break;
case 2:
stmt2;
break;
case 3:
stmt3;
break;
default:
stmt3;
break;
}
(a) Jazyk C
mov eax, expr
cmp eax, #1
j l t L_default
cmp eax, #3
jgt L_default
sub eax, #1
shl eax, #2
mov ebx, jmpTable[eax] ;přístup do tabulky skoků
jmp [ebx] ;nepřímý skok
L_1:
...
jmp L_break
L_2:
...
jmp L_break
L_3:
...
jmp L_break
L_default:
...
L_break:
(b) Assembler
Obrázek 5.4: Příklad kódu s konstrukcí větvení (x86 )
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Příklad konstrukce větvení v jazyce C je na obrázku 5.4a. Přeložení do kódu symbo-
lických instrukcí je na obrázku 5.4b. Je možné si všimnout přístupu do tabulky skoků a
nepřímého skoku.
Nepřímá volání a překrytí ukazatelů
Nepřímá volání ztěžují nalezení cíle skoku. Často vyžadují načtení adresy skoku z paměťo-
vého místa (registru, zásobníku), jehož hodnota může být ovlivněna dalšími instrukcemi.
Bez cíle skoku není možné správně identifikovat počáteční instrukci funkce.
Programovací jazyky, jako je C nebo C++, mohou používat ukazatele na funkce (obrá-
zek 5.5). Při zavolání funkce přes ukazatel se vždy vygeneruje nepřímé volání. Navíc může
docházet k překrývání ukazatelů (pointer aliasing), tedy situaci, kdy dva ukazatele označují
totéž paměťové místo. Identifikace cíle skoku je pak ještě o něco složitější.
int (*ptr)()
ptr = addr1;
...
(*ptr)()
(a) Jazyk C
L1:
mov eax, addr1
mov [ptr], eax
...
L2:
mov ebx, [ptr]
mov ebx
(b) Assembler
Obrázek 5.5: Příklad kódu s ukazatelem na funkci (x86 )
Optimalizace volání a návratu (tail call)
Pokud je volání funkce posledním příkazem podprogramu, překladač se může rozhodnout
generovat instrukci skoku místo instrukcí volání a návratu. Návrat z volané funkce se poté
provede rovnou do prarodičovské funkce. Touto optimalizací se ušetří nejen čas, ale i režie
volání podprogramů. Nemusí se ukládat stálé registry a odpadá režie s voláním funkce.
void func1 ( )
{
. . .
func2 ( )
return ;
}
(a) Jazyk C
push fp
mov fp, sp
...
ca l l func2
mov SP, FP
pop FP
ret
(b)
Neoptimalizováno
push fp
mov fp, sp
...
mov sp, fp
pop fp
jmp func2
(c)
Optimalizováno
Obrázek 5.6: Optimalizace volání a návratu (x86 )
Na obrázku 5.6 je příklad kódu s touto optimalizací. Je možno vidět, že se přesunul
úklid před volání funkce func2 a ubyla instrukce návratu.
Problémem při této optimalizaci je existence dvou vstupních bodů pro funkci na je-
den výstupní. U první funkce nemusí být rozpoznána koncová instrukce a konec může být
posunut na další návratovou instrukci.
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”
inline“ funkce
”
Inline“ funkce jsou takové, jejichž kód může být přímo vložen na místo jejich volání. Jedná
se především o jednoduché krátké funkce. Doba jejich zpracování je nepoměrně malá s režií
volání.
”
Inline“ funkce nemusí být při detekci vůbec rozpoznány a samotné rozpoznání je
velice složité. Překladač většinou odstraní všechny informace o existenci takovýchto funkcí.
#include <s t d i o . h>
int main (void ) {
int number , value , r e s ;
s can f ( ”%d” , &number ) ;
s can f ( ”%d” , &value ) ;
r e s = func1 (number , va lue ) ;
return value ;
}
int func1 ( int x , int y ) {
return x + y ;
}
(a) Jazyk C
main:
...
ca l l scanf
mov sp[4], eax
ca l l scanf
add eax, sp[4] ;inline funkce func1
...
ret
func1:
mov eax, sp[8]
add eax, sp[12]
ret
(b) Assembler
Obrázek 5.7:
”
inline“ funkce (x86 )
V příkladu na obrázku 5.7 je vidět, že se z kódu funkce main() vůbec nevolá funkce
func1(). Toto volání bylo nahrazeno rovnou kódem volané funkce. V kódu bez optimalizace
by se volání objevilo i s nutnou režií.
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Kapitola 6
Detekce parametrů a návratových
hodnot funkcí
Kromě detekcí funkcí samotných je důležité detekovat jejich parametry a návratové hodnoty.
Na úrovni strojového kódu nestačí informace o počtu a typech parametrů. Musí se najít
paměťová místa, ve kterých jsou parametry uložené. Stejně tak to platí i pro návratové
hodnoty.
6.1 Metody detekce parametrů a návratových hodnot
Detekce parametrů a návratových hodnot se provádí analýzou těla funkce. Pokud nejsou
k dispozici informace o uložení parametrů v paměťových místech (například z ABI), je
žádoucí kontrolovat shodu detekovaných parametrů ve volané i volající funkci. Stejně tak
to platí i pro návratové hodnoty. Někdy mohou situaci natolik zkomplikovat optimalizace,
že se musí detekce parametrů provádět několika průchody celým grafem volání. Informace
pro následující text byly získány z [36, 14].
Znalost ABI
Znalost ABI výrazně zjednodušuje detekci parametrů a návratových hodnot. V těle funkce
se vyhledávají instrukce, které jakýmkoliv způsobem pracují s paměťovými místy definova-
nými v ABI pro předání parametrů a návratových hodnot. Při detekci se musí dávat pozor
na instrukce pracující s paměťovými místy pouze lokálně. To je slabina této detekce. V těle
funkce mohou existovat instrukce pracující s paměťovými místy používanými pro předávání
parametrů a návratových hodnot, přes které nebyly parametry předány.
func:
...
sw $4 ,0( $fp) ; parametr 1
sw $5 ,4( $fp) ; parametr 2
...
move $3,$2 ; špatně detekovaný registr návratové hodnoty
...
mflo $2 ; dobře detekovaný registr návratové hodnoty
j $31
Obrázek 6.1: Detekce parametrů pomocí ABI (MIPS )
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Pro příklad může posloužit kód na obrázku 6.1, přičemž funkce v jazyce C byla defi-
nována takto: int func(int x, int y). Pravidla pro předávání parametrů obsahují pro
jednoduchost definici n1, n2, n3, n4 -> $4, $5, $6, $7 a pravidla pro návratové hod-
noty int -> $2, long -> ($2, $3). Při použití detekce na základě znalosti ABI se správně
detekují předávané parametry x, y v registrech $4, $5 a chybně se detekuje návratová
hodnota. Místo návratové hodnoty typu int v registru $2 se detekuje návratová hodnota
typu long v registrech ($2, $3).
Tato metoda ve výše uvedené podobě má uplatnění pouze pro zrychlení detekce a upřes-
nění informací o parametrech a návratových hodnotách.
Detekce prologu a epilogu
Metoda je založená na znalosti standardního prologu a epilogu. Je speciálním případem de-
tekce založené na znalosti ABI využívaná především v architekturách x86 a jim podobným.
Detekuje pouze parametry, ne návratové hodnoty.
V architekturách x86 se parametry předávají přes zásobník. Způsob předání je natolik
specifický, že je velice snadné parametry detekovat. Záleží pouze na faktu, jestli funkce
v prologu vytvoří rámec. Pokud ano, vyhledávají se instrukce přistupující na zásobník přes
ukazatel rámce buď snížený, nebo zvýšený o pořadí parametru podle zvyklosti architektury.
Takovéto instrukce přesně identifikují parametr. Pokud funkce nevytváří rámec, musí se
navíc zjistit velikost lokálních proměnných. Detekce probíhá zjištěním instrukcí přistupují-
cích na zásobník a uvažováním velikosti lokálních proměnných. Příklad funkce vytvářející
zásobník je na obrázku 4.3, funkce bez rámce je na obrázku 4.4.
Porovnávání počtu předaných hodnot
Detekce parametrů a návratových hodnot se provádí ve volaném i volajícím. Tím se docílí
přesnější detekce. Nejprve se detekují paměťová místa, která volaný i volající používají.
Následně se porovnají a pokud se některá shodují, identifikují se parametry.
int func ( int a , int b)
{
return a + b ;
}
int main (void )
{
int a = 1 ;
int b = 2 ;
int c = func (a , b ) ;
return c ;
}
(a) Jazyk C
func:
...
sw $4 ,0( $fp)
sw $5 ,4( $fp)
lw $3 ,0( $fp)
lw $2 ,4( $fp)
addu $2,$3,$2
...
j $31
nop
main:
...
lw $4 ,8( $fp)
lw $5 ,4( $fp)
j a l func
nop
sw $2 ,0( $fp)
...
(b) Assembler
Obrázek 6.2: Porovnávání parametrů (MIPS )
Pro demonstraci tohoto způsobu detekce poslouží obrázek 6.2. Původní program v jazyce
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C je zobrazen vlevo s dvěma parametry typu int a návratovou hodnotou taktéž typu int.
Vpravo jsou vidět důležité části programu přeložené do jazyka symbolických instrukcí. Je
možné si všimnout zápisu do registrů $4 a $5 před skokem do funkce func a čtení registru
$2 po návratu z této funkce v těle funkce main. V těle funkce func je čtení z registrů $4 a
$5 po předání řízení a zápis do registru $2 před návratem. Neformálně, pouhou intuicí, lze
v tomto případě správně zjistit jak parametry, tak návratovou hodnotu. Formálně se místa
zápisu do registrů $4 a $5 nazývají definice (
”
definition“) a místa čtení těchto registrů
použití (
”
use“). Nad místy zápisů a čtení lze zkonstruovat graf definice-použití [36] a přes
procházení tímto grafem detekovat jak parametry, tak i návratové hodnoty.
Při detekci je třeba dávat pozor na následnost zápisu a čtení do paměťových míst. Pokud
se do paměťového místa ve volaném nejprve zapisuje a poté čte, signalizuje to výskyt lokální
proměnné. Podobné je to i u paměťových míst volajícího.
Vylepšením této detekce je propagace parametrů v grafu volání. Listové funkce propa-
gují své parametry směrem ke kořeni. Jestliže graf volání podprogramů nemá stromovou
strukturu, snaží se funkce propagovat své parametry obecně všem svým volajícím. Tímto
způsobem je možné detekovat předávání parametrů přes více funkcí.
6.2 Problémy detekce
Podobně jako u detekce funkcí je při detekci parametrů a návratových hodnot řada problémů
spojených s optimalizačními technikami překladačů a různými metodami obfuskace.
Optimalizace spojování volání
Tato optimalizace provádí spojení některých částí kódu, zpravidla základních bloků, které
jsou stejné. Například v situaci na obrázku 6.3 překladač spojil identický kód pro úklid a
vyzvednutí návratové hodnoty. Navíc spojil i kód pro předání proměnné. Takový kód je
rychlejší a má větší pravděpodobnost zásahu ve vyrovnávací paměti.
i f ( cond )
x [ i ] = func1 ( 1 ) ;
else
x [ i ] = func2 ( 1 ) ;
(a) Jazyk C
cmp ecx, cond
jne Lelse
push 1
ca l l func1
add sp, 4
mov ecx, i
x[ecx*4] = eax
jmp L1
Lelse:
push 1
ca l l func2
add sp, 4
mov ecx, i
x[ecx*4] = eax
L1:
(b) Neoptimalizováno
cmp ecx, cond
push 1
jne Lelse
ca l l func1
jmp Ljoin
Lelse:
ca l l func2
Ljoin:
add sp, 4
mov ecx, i
x[ecx*4] = eax
(c) Optimalizováno
Obrázek 6.3: Optimalizace spojování volání (x86 )
Problémem detekce je existence předání parametrů, úklidu, a vyzvednutí návratové
hodnoty v jiných základních blocích než samotné volání funkce. Někdy je situace mnohem
složitější a parametry se předávají přes několik základních bloků. Řešením je rozšířit analýzu
tak, aby bylo možné zjistit závislosti mezi bloky.
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Splývání uvolňování zásobníku
Tato optimalizace se vyskytuje v těle volajícího. Pokud se v něm vyskytne více volání funkcí
(obrázek 6.4), pak po každém tomto volání by mělo nastat uvolnění parametrů předaných
přes zásobník. Překladač se může rozhodnout neuvolňovat parametry po každém volání,
ale pouze až po posledním volání. Takto optimalizovaný kód je kratší a eliminuje se mnoho
instrukcí pracujících se zásobníkem, čímž se program urychlí.
a = func1 ( 1 ) ;
b = func2 ( 2 , 3 ) ;
func3 ( func4 ( 4 ) ) ;
(a) Jazyk C
push 1
ca l l func1
sp += 4
a = R0
push 3
push 2
ca l l func2
sp += 8
b = R0
push 4
ca l l func4
sp += 4
push R0
ca l l func3
sp += 4
(b)
Neoptimalizováno
push 1
ca l l func1
a = R0
push 3
push 2
ca l l func2
b = R0
push 4
ca l l func4
push R0
ca l l func3
sp += 20
(c)
Optimalizováno
Obrázek 6.4: Optimalizace splývání uvolňování zásobníku (x86 )
Pokud se překladač rozhodne použít tuto optimalizaci, je poměrně náročné rozpoznat,
kolik parametrů každá volaná funkce očekává. Většinou je těžké určit, kolik bajtů je předáno.
Řešením může být použití funkčního prototypu, je-li je znám, nebo se spolehnout na analýzu
přístupu do paměti ve volané funkci.
Stálé registry
Tento problém není způsoben optimalizacemi ani obfuskacemi. Je to vlastnost dané ar-
chitektury. Hodnota některých registrů je povinně přechovávána skrz volání funkcí. Nesmí
být po návratu změněná. Překladače se pak snaží tyto hodnoty po (před) voláním funkce
uložit a před (po) předáním řízení zpět obnovit. Na obrázku 6.5 je tato situace znázorněna
uložením a obnovením stálých registrů $16, $17 a $18.
func:
...
sw $17 ,8($sp)
sw $16 ,4($sp)
sw $31 ,12( $sp)
...
lw $31 ,12( $sp)
lw $17 ,8($sp)
lw $16 ,4($sp)
j $31
Obrázek 6.5: Ukládání a obnovení stálých registrů (MIPS )
Tyto registry mohou být detekovány jako místa pro uložení parametrů. Překladač jejich
hodnoty ukládá, protože do nich pravděpodobně bude zapisovat novou hodnotu. Jestliže se
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do nich zapíše nová hodnota před voláním funkce, dá se předpokládat, že se ukládá hodnota
parametru. Tento problém je možné vyřešit detekováním stálých registrů. Vždy se v prologu
ukládají a v epilogu obnovují.
Některé další problémy
Při optimalizaci volání a návratu (5.2) je obtížné detekovat návratové hodnoty. Definice
návratové hodnoty může být jak ve funkci s optimalizací, tak i ve funkci v ní volané.
Ovšem místo užití návratové hodnoty je jen jedno, a to ve volajícím optimalizované funkce.
Řešení této situace je několik. Jedno z nich spočívá v přeuspořádání grafu volání tak,
aby se v něm funkce s takovou optimalizací nevyskytovaly. V tomto případě je nutné upravit
kód optimalizované funkce na neoptimalizovaný. Jiné řešení se snaží propagovat návratové
hodnoty od listových funkcí směrem ke kořenovým. Oba dva zmíněné způsoby samozřejmě
předpokládají detekci těchto volání.
6.3 Funkce s proměnným počtem parametrů
Funkce s proměnným počtem parametrů mohou mít jeden a více parametrů. Vždy mají
alespoň jeden parametr, ve kterém je uložen počet předaných parametrů (4.3). Kromě pro-
blému detekce parametrů je nutné ještě vyřešit reprezentaci funkce ve zpětném překladači
a rozhodnutí, že daná funkce má proměnný počet parametrů.
Reprezentace funkce ve zpětném překladači je nelehký úkol. Může nastat situace, kdy
bude funkce s proměnným počtem parametrů volána na dvou místech programu. Jednou
bude zavolána s m parametry a podruhé s n parametry. Jádro problému spočívá v tom,
kolik parametrů se má pro funkci deklarovat. Řešením může být deklarace funkce pomocí tří
teček jako v jazyce C. Bohužel se tím ztratí některé důležité informace v procesu předávání
parametrů. Jiným řešením může být konstrukce univerzálního normalizovaného prototypu
pro reprezentaci seznamu proměnných parametrů. Prototyp bude reprezentovat všechna
paměťová místa předaná volajícím.
void func ( int count , . . . ) {
v a l i s t ap ;
v a s t a r t ( ap , count ) ;
int i = 0 , a ;
for ( ; i < count ; i++)
a = va arg ( ap , int ) ;
va end ( ap ) ;
}
(a) Jazyk C
func:
...
sw $5 ,36( $fp)
... ; uložení hodnot registrů na zásobník
sw $4 ,16( $fp)
addiu $2,$fp ,64
addiu $2,$2 ,-28 ; výpočet začátku parametrů
sw $2 ,8( $fp)
j $L2
$L3:
lw $3 ,8( $fp) ; ukazatel na parametry
addiu $2,$3 ,4
sw $2 ,8( $fp) ; zvýšení a uložení ukazatele
... ; práce s parametrem
; zvýšení hodnoty čítače
$L2:
... ; porovnání na konec smyčky , jinak L3
(b) Assembler
Obrázek 6.6: Funkce s proměnným počtem parametrů (MIPS )
Detekce funkce s proměnným počtem parametrů může probíhat na základě porovnávání
vzorů chování. Funkce musí vždy zjistit, kolik parametrů jí bylo předáno. Jak je vidět
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na obrázku 6.6, funkce nejprve uloží všechny registry s možným obsahem parametrů na
zásobník. Pak si vytvoří ukazatel na aktuální parametr na zásobníku. Při každé operaci
s parametrem je tento ukazatel zpřístupněn, použit pro přístup k parametru, zvýšen (aby
ukazoval na další parametr) a uložen. Pro takovéto chování je možné vytvořit vzor a podle
něj vyhledávat funkce s proměnným počtem parametrů [14].
V těle funkce s proměnným počtem parametrů je možné nalézt paměťová místa, ve
kterých se nacházejí parametry, a pořadí předávaných míst. Nezjistí se přesný počet para-
metrů. Běžná analýza většinou detekuje více parametrů, než jich bylo skutečně předáno.
Přesný počet parametrů je zjistitelný z prvního předaného povinného parametru. Je možné
provést speciální analýzu nad tímto parametrem a odhalit konvence volání funkce.
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Kapitola 7
Rozšíření zpětného překladače
projektu Lissom
Obsah této kapitoly je klasifikován jako utajený, viz licenční ujednání.
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Kapitola 8
Implementace
Obsah této kapitoly je klasifikován jako utajený, viz licenční ujednání.
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Kapitola 9
Experimenty
Experimentální ověření správnosti implementace bylo prováděno jak na jednoduchých pří-
kladech, tak na reálných programech. Jednoduché programy byly zvoleny tak, aby otestovali
specifickou část implementovaného řešení. Reálné programy mají otestovat implementaci
jako celek.
Detekce funkcí a detekce parametrů, návratových hodnot a adres byly provedeny u jed-
noduchých programů zvlášť, aby nedocházelo k vzájemným ovlivnění analýz a k chybnému
vyhodnocení experimentu. Bylo i upuštěno od provádění všech možností optimalizací, je-
likož se stávalo, že testovaný kód překladač odstranil. Experimenty s obecnými programy
jsou již prováděny bez rozdělení detekcí, s různými druhy optimalizace a jinými možnými
parametry. U každého příkladu je konfigurace testu uvedena.
Experimenty proběhly na architekturách MIPS a ARM. Celkově byly vybrány dva
překladače. Překladač z projektu Minimalist PSPSDK pro MIPS a překladač z projektu
GNU ARM pro ARM.
9.1 Detekce funkcí
Detekce funkcí byla testována na deseti jednoduchých programech testujících od jednodu-
chých po složitější problémy. Všechny příklady byly přeloženy bez optimalizací (přepínač
=-O0). Je to z důvodu jednoduchosti příkladů. Překladač by s největší pravděpodobností
odstranil kód testovaných problémů. Zpětný překladač nepoužívá ladicí a symbolické infor-
mace. Programy jsou překládané s parametrem -s, který způsobí jejich odstranění. U archi-
tektury MIPS je navíc testováno řešení zpožděných skoků, které jsou spojovány i se skokem
dohromady v jednu instrukci.
Zdrojové kódy programů jsou uvedeny v příloze.
Po sobě jdoucí tři programy testují základní detekci funkcí a generování grafu volání.
První obsahuje jednu funkci s cykly for, while a jednoduchou podmínku if-else. Sna-
hou je předvést schopnost vyrovnat se s přímými skoky, které nejsou voláním funkcí. Ty
se používají pro vynechání podmíněného kódu při nesplnění podmínky. Druhý testuje kon-
strukce větvení switch a if-else-if a generování grafu volání se statickou funkcí. Cílem
je ukázat schopnost zpětného překladače vyrovnat se s problémem větvení a negenerovat
v tomto případě funkce. Třetí program se již snaží o detekci dvou funkcí, z nichž jedna volá
druhou. Jedná se o příklad s jednoduchým přímým skokem do funkce. Všechny tři případy
dopadly úspěšně. Grafy volání nejsou kvůli jejich jednoduchosti uvedeny.
Další dva příklady se zabývají detekcí většího počtu funkcí a generování grafu volání pro
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dva typy provázání funkcí. Oba programy obsahují po čtyřech funkcích volaných přímými
skoky. V prvním případě jsou funkce provázány v grafu do šířky, tj. tři funkce jsou postupně
volány z jedné kořenové. V druhém případě jsou funkce provázány do hloubky tj. každá
funkce volá funkci podřízenou, kromě poslední funkce. Graf volání funkcí pro první případ
je na obrázku 9.1. Test skončil úspěšně.
funct ion_8900368 funct ion_890039c funct ion_89003d0
main
(a) Překladač Minimalist PSPSDK
funct ion_8218 funct ion_8248 funct ion_8278
main
(b) Překladač pro ARM
Obrázek 9.1: Graf volání příkladu více funkcí
Následuje program s voláním funkce přes ukazatel. Takové volání je prováděno pomocí
nepřímého skoku přes registr nebo zásobník. Jedná se tedy o složitější způsob detekce
cílové adresy skoku. Z grafu volání (obrázek 9.2) je vidět, že volaná funkce byla detekována.
Nepřesnosti se detektor dopustil u architektury ARM. Sice detekoval správně funkci volanou
nepřímo, ale na úkor toho nedetekoval volání staticky linkované funkce printf(). Bylo to
způsobeno zastíněním volání a je možné provést úpravu, která vše napraví. U tohoto testu
byly zjištěny částečné nedostatky.
rand [D] printf [D] funct ion_8900368
main [U]
(a) Překladač Minimalist
PSPSDK
rand [D] funct ion_8218
main [U]
(b) Překladač pro
ARM
Obrázek 9.2: Graf volání s ukazatelem na funkci
Součástí testů jsou i rekurzivní funkce. Pro tento účel byly vytvořeny dva programy.
První pro demonstraci přímé rekurze a druhý pro nepřímou rekurzi. Demonstrace přímé
rekurze je prováděna výpočtem faktoriálu. Program se skládá ze dvou funkcí, kořenové
a rekurzivní. Druhý program testuje detekci nepřímé rekurze. Obsahuje tři funkce, jednu
kořenovou a dvě, které se navzájem volají. Účelem je ukázat schopnost zpětného překladače
detekovat rekurzivní funkce a správným způsobem reagovat na vzniklé smyčky v grafu
volání. Graf volání je zobrazen pouze pro nepřímou rekurzi (9.3), pro přímou je triviální.
Test proběhl úspěšně.
Dalším vstupem experimentu je program, jehož kód v jazyce symbolických instrukcí byl
upraven tak, aby splňoval problém volání a návratu (tail call). Výstupem jsou tři funkce
provázané způsobem do hloubky, přičemž prostřední z nich byla upravena. Graf volání není
z důvodu jednoduchosti uveden. Test proběhl úspěšně.
Posledním testem je program, který obsahuje provázání většiny jednoduchých případů
jmenovaných výše. Účelem je ukázat, jak bude detekce fungovat při výskytu více problémů.
Vybrány jsou problémy rekurze, cyklů, podmínek, větvení a volání více funkcí. Výsledný
graf volání je na obrázku 9.4. Test proběhl bez problémů.
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funct ion_8900368
funct ion_89003d0
main
(a) Překladač
Minimalist
PSPSDK
funct ion_8218
funct ion_8260
main
(b) Překla-
dač pro
ARM
Obrázek 9.3: Graf volání příkladu nepřímé rekurze
rand [D] printf [D] funct ion_8900368 funct ion_890043c func t ion_89004e0
main [U]
(a) Překladač Minimalist PSPSDK
rand [D] printf [D] funct ion_8218 function_82c0 funct ion_8350
main [U]
(b) Překladač pro ARM
Obrázek 9.4: Graf volání komplexního programu
9.2 Detekce parametrů, návratových hodnot a adres
Pro detekci parametrů, návratových hodnot a adres byla taktéž vybrána skupina deseti
krátkých programů zaměřujících se jednotlivě na určité problémy. Programy jsou přeloženy
bez optimalizací (přepínač -O0) ze stejných důvodů jako u detekce funkcí. Aby se odstranily
vlivy detekce funkcí, zpětný překladač použil všechny dostupné ladicí a symbolické infor-
mace. Parametr -s tedy použit nebyl. Tímto přístupem se taktéž zanesou názvy funkcí do
dekompilovaného programu.
Prvních čtyři programy se soustředí na otestování detekce jednoduchých parametrů a
návratových hodnot. Jsou testovány funkce bez parametrů, bez návratových hodnot, funkce
s malým počtem parametrů typu int, float a jejich kombinací. Cílem je ukázat detekce
předávání hodnot přes registry.
Další program obsahuje funkci s velkým počtem parametrů. Některé z nich jsou předá-
vány přes zásobník. Důvodem tohoto testu je demonstrace spolupráce detekce parametrů
předávaných přes registry a detekce parametrů na zásobníku.
Součástí experimentů jsou i dva programy s rekurzivním voláním funkcí. V příkladu
přímé rekurze se navíc po předání řízení volá další funkce. Ta by způsobila detekci nad-
bytečného parametru. Ve výstupu testu se nadbytečný parametr nevyskytuje díky aplikaci
konečné analýzy toku dat, která ho odstraní. Cílem těchto dvou experimentů je otestovat
vliv rekurze na detekci.
Speciálním testovaným případem je předání ukazatele zásobníku jako parametr. Tato
situace nastane např., když se předává datový typ pole. Nejprve se všechny prvky pole
zkopírují na zásobník a poté se předá ukazatel na začátek pole. Cílem je ukázat schopnost
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rozpoznání toho případu a správná detekce parametru.
Nedílnou součástí testů je demonstrace vyrovnání se s optimalizací spojování volání.
Zdrojový kód programu testující tento problém v jazyce symbolických instrukcí byl ručně
upraven, aby splňoval specifika spojování volání. V tomto případě se ukazuje výhoda na-
vrženého řešení detekce parametrů přes množiny paměťových míst, které je schopno detekce
při výskytu tohoto problému bez jakékoliv úpravy.
Výsledky jednotlivých testů na architektuře MIPS shrnuje tabulka 1 9.1. Jediný pro-
blém nastal v příkladu s předáváním ukazatele na zásobník, kdy se nerozpoznala návratová
hodnota. Chyba byla způsobena zpožděným skokem. Tento nedostatek je možné opravit v
budoucnu opravit. Parametry se detekovaly přesně. V souhrnu dopadly testy dobře.
Tabulka 9.1: Tabulka výsledků analýzy toku dat pro překladač Minimalist PSPSDK
test funkce parametry n. hodnota adresa
funkce bez parametrů func – void r[31]
√
typy int func r[4], r[5] r[2] r[31]
√
rand – r[2] r[31]
√
printf r[4], r[5] r[2] r[31]
√
typy float man f[12], f[13] f[0] r[31]
√
typy int a float func r[4], f[12] r[2] r[31]
√
mnoho parametrů man r[4], r[5], r[6], r[7], r[8], r[2] r[31]
√
r[9], r[10], r[11], s, s
přímá rekurze factorial r[4] r[2] r[31]
√
calculate r[4], r[5] r[2] r[31]
√
nepřímá rekurze A r[4] r[2] r[31]
√
B r[4] r[2] r[31]
√
ukazatel zásobníku strcpy r[4], r[5] void r[31] ×
spojování volání func1 r[4] void r[31]
√
func2 r[4] void r[31]
√
ABI printf r[4], r[5], r[6], r[7], r[8], r[2] r[31]
√
r[9], r[10], r[11], s, s, s
Výsledky testů na architektuře ARM shrnuje tabulka 9.2. Zde je již nepřesností více. Ve
výsledcích se vyskytuje stejná chyba s návratovou hodnotou v příkladu předávání zásobníku
parametrem jako na architektuře MIPS. V případu s mnoha parametry se nedetekovaly dva
parametry předávané v registrech, jelikož se registry označily za stálé. Nakonec v příkladu
s nepřímou rekurzí nebyly rozpoznány jak parametry, tak návratové hodnoty. Zjistilo se, že
v tomto příkladu se chybně procházel graf volání. Obě chyby je možné v budoucnu napravit.
9.3 Experimenty s obecnými programy
Obecné experimenty slouží pro reálné zhodnocení úspěšnosti navrženého a implementova-
ného řešení. Bylo zvoleno deset programů pro architekturu MIPS a devět programů pro
architekturu ARM. Překlad probíhal s parametrem -s z důvodu odstranění ladicích infor-
mací a dále s možnostmi optimalizace -O0, -O1 a -O2. Detekce funkcí mohla ovlivňovat
analýzu parametrů, návratových hodnot a adres. V tomto případě se parametry počítaly
1Poznámky k tabulkám: označení
”
r“ znamená registr s pevnou řádovou čárkou,
”
f“ registr s plovoucí
řádovou čárkou a
”
s“ zásobník
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Tabulka 9.2: Tabulka výsledků analýzy toku dat pro překladač GNU ARM
test funkce parametry n. hodnota adresa
funkce bez parametrů func – void r[14]
√
typy int func r[0], r[1] r[0] r[14]
√
rand – r[0] r[14]
√
printf r[0], r[1] r[0] r[14]
√
typy float man r[0], r[1] r[0] r[14]
√
typy int a float func r[0], r[1] r[0] r[14]
√
mnoho parametrů man r[0], r[1], s, s r[0] r[14] ×
s, s, s, s
přímá rekurze factorial r[0] r[0] r[14]
√
calculate r[0], r[1] r[0] r[14]
√
nepřímá rekurze A – void r[14] ×
B – void r[14] ×
ukazatel zásobníku strcpy r[0], r[1] void r[14] ×
spojování volání func1 r[0] void r[14]
√
func2 r[0] void r[14]
√
ABI printf r[0], r[1], r[2], r[3], s, r[0] r[14]
√
s, s, s, s, s, s
jen pro správně detekované funkce. V některých případech se změnil celkový počet funkcí
v programu z důvodu optimalizací. Maximální možný počet detekovaných funkcí byl proto
v těchto případech upraven.
Dílčí výsledky jednotlivých optimalizací zvlášť pro MIPS a ARM jsou na grafech 9.5 a
9.6. Celkové výsledky všech optimalizací na architektuře MIPS a ARM jsou na grafech 9.7
a 9.8. Konečné výsledky všech testů jsou zobrazeny v grafu 9.9.
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Obrázek 9.5: Graf úspěšnosti jednotlivých optimalizací na architektuře MIPS
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Obrázek 9.6: Graf úspěšnosti jednotlivých optimalizací na architektuře MIPS
9.4 Zhodnocení testů
Celkově bylo vyhodnoceno 97 testů. Ve 40 testech na typových příkladech fungovalo imple-
mentované rozšíření zpětného překladače lépe pro architekturu MIPS. V 57 testech obec-
ných příkladů naznačují výsledky lepší detekci na architektuře ARM. Detekce funkcí pro-
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Obrázek 9.7: Graf celkové úspěšnosti na architektuře MIPS
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Obrázek 9.8: Graf celkové úspěšnosti na architektuře ARM
běhla celkově velmi úspěšně, stejně jako detekce parametrů. Problém nastal při detekci
návratových hodnot. S největší pravděpodobností byla detekce návratových hodnot ovliv-
něna novým řešením zpožděných skoků, které bylo přidáno do zpětného překladače poměrně
nedávno. Analýza nebyla pro toto řešení připravena a nepodařilo se ji včas uzpůsobit a do-
sáhnout lepších výsledků. Konečné procentuální zhodnocení testů je v tabulce 9.3.
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Obrázek 9.9: Graf celkové úspěšnosti
Tabulka 9.3: Procentuální zhodnocení experimentů
Funkce [%] Parametry [%] Návratové hodnoty [%]
Správné detekce 89 87,4 59,2
Chybné detekce 3,8 9,2 2,6
Nedetekováno 7,2 3,4 38,2
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Kapitola 10
Závěr
Cílem práce bylo seznámení se s metodami detekce funkcí při zpětném překladu kódu a
návrh vlastního řešení této problematiky. Pro tento účel bylo prostudováno několik metod
detekce s přihlédnutím k nezávislosti na platformě a překladači. V rámci logické návaz-
nosti byla popsána problematika reverzního inženýrství. Byl představen zpětný překladač
projektu Lissom, do kterého byly zakomponovány navržené metody detekce funkcí. Pro
vylepšení zpětného překladu byly prostudovány metody analýzy parametrů, návratových
hodnot a adres. Bylo navrženo vylepšení těchto analýz a následně implementovány. Veškerá
rozšíření zpětného překladače byla důkladně testována.
Bylo zjištěno, že detekci funkcí ve strojovém jazyce ovlivňuje příliš mnoho faktorů.
Architektury procesorů mají hodně specifických vlastností, které ztěžují proces detekce.
Příkladem jsou specializované instrukce pro volání funkcí a specifická paměťová místa pro
předávání parametrů. Překladače používají techniky volání funkcí, které dělají proces de-
tekce velmi komplexní. Příkladem jsou definice prologu a epilogu ve volaném a volajícím,
optimalizace volání funkcí a optimalizace předávání parametrů. Z těchto důvodů jsou me-
tody detekce funkcí často zaměřené pouze na jednu nebo několik podobných architektur. Po
prostudování existujících metod byly identifikovány části, které jsou nezávislé na platformě.
Ty se použily ve vlastním řešení.
Pro kompletnost funkce je důležité znát její parametry a návratové hodnoty. Jejich
detekce je ovlivněna podobnými faktory jako detekce funkcí. Nejjednodušším způsobem
jejich nalezení je znát konvence volání funkcí. Ty přesně určují, který parametr se jak
předá. Implementována je možnost definice těchto konvencí, které se následně využijí při
hledání parametrů. Využití je cíleno na funkce staticky linkované nebo rozhraní operačního
systému, jelikož dodržují ustálené konvence. Detekce parametrů obecných funkcí je řešena
analýzou nezávislou na architektuře.
Experimentálně byla ověřena správnost implementovaného řešení na více architekturách.
Dosažené výsledky experimentů vykazují vysokou úspěšnost při detekci funkcí a parame-
trů. Průměrných výsledků bylo dosaženo při detekci návratových hodnot. Je to z důvodu
přechodu na jiný způsob řešení reprezentace zpožděných skoků. Analýza nebyla pro toto
řešení připravena a nepodařilo se ji včas uzpůsobit a dosáhnout lepších výsledků. Po přizpů-
sobení analýzy se detekují návratové hodnoty se stejnou pravděpodobností jako u funkcí a
parametrů. Celkově by se výsledky experimentů mohly hodnotit jako úspěšné.
V rámci sdílení výsledků s větší komunitou odborníků byl sepsán článek [38] se spo-
luúčastí autora diplomové práce. Byly v něm prezentovány především hlavní myšlenky
detekce parametrů a návratových hodnot a popsány jednotlivé části řešení. V době psaní a
odevzdání diplomové práce byl článek v recenzním řízení.
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Vylepšením zpětného překladače projektu Lissom o detekci funkcí se ukázaly další mož-
nosti vývoje. Jednou z nich může být rozpoznání funkcí s proměnným počtem parametrů
a detekce jejich parametrů. Vlastnosti takových funkcí a způsoby detekce jsou nastíněny
v této práci. Další možností je detekce metod tříd v jazyce C++, potažmo objektově ori-
entovaných jazyků. Ty totiž využívají skoky přes tzv. virtuální tabulky metod. Jinými vy-
lepšeními mohou být řešení problému překrývání ukazatelů, propagace parametrů v grafu
volání funkcí, propagace a detekce typů parametrů včetně složených struktur atd.
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Příloha A
Obsah CD
• Text práce v elektronické podobě
• Zdrojové kódy implementace
• Spustitelná verze překladače
• Testovací vstupy a referenční výstupy
• Soubor README s pokyny pro překlad a spuštění
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Příloha B
Definice ABI
Definice ABI pro architekturu ARM
section data
i8 i32
i16 i32
double i32:i32
i64 i32:i32
float i32
* i32
section direction
left
section stack
Reg 13
start 0
align 4
section jump
i32 Reg 14
section return
i32 Reg 0
i32:i32 Reg 0:1
section passing
i32 from 0 to 4 Reg start 0
i32 Stack
section f lags
OF flagv
SF flagn
ZF flagz
CF flagc
QF flagq
Definice ABI pro překladač Minimalist PSPSDK
section data
i8 i32
i16 i32
double i32:i32
i64 i32:i32
* i32
section direction
left
section stack
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Reg 29
start 0
align 4
section jump
i32 Reg 31
section return
i32 Reg 2
float fReg 0
i32:i32 Reg 2:3
section passing
#if 1 i32 then float Reg
i32:i64 from 0 to 8 Reg start 4
i32:i64 Stack
float from 0 to 8 fReg start 12
float Stack
Definice ABI pro architekturu MIPS
section data
i8 i32
i16 i32
double i32:i32
i64 i32:i32
* i32
section direction
left
section stack
Reg 29
start 0
align 4
section jump
i32 Reg 31
section return
i32 Reg 2
float fReg 0
i32:i32 Reg 2:3
section passing
#if 1 i32 then float Reg
i32:i64 from 0 to 4 Reg start 4
i32:i64 Stack
float from 0 to 8 fReg start 12
float Stack
54
Příloha C
Typové testovací programy
Detekce funkcí – smyčky
#include <stdio.h>
int main( int argc , char *argv [])
{
int a = argv [0][0];
int b = argv [1][0];
int c = 0;
i f (a == 1) {
while (b < 0) {
c += b;
b++;
}
int d;
for (d = 0; d < b; d++)
c += a;
}
return c;
}
Detekce funkcí – větvení
#include <stdio.h>
int main( int argc , char *argv [])
{
int a = argv [0][0];
i f (a == 1)
printf("one");
else i f (a == 2)
printf("two");
else i f (a == 3)
printf("three");
else
printf("I don’t know");
switch (a) {
case 1:
printf("one");
break;
case 2:
printf("two");
break;
case 3:
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printf("three");
break;
default:
printf("I don’t know");
break;
}
return 1;
}
Detekce funkcí – jednoduché volání
int func( int x)
{
return x;
}
int main()
{
int a=rand ();
a = func(a);
printf("%d",a);
return a;
}
Detekce funkcí – tři funkce
#include <stdio.h>
int man( int a, int b)
{
return a + b;
}
int dan( int a, int b)
{
return a + b;
}
int zan( int a, int b)
{
return a + b;
}
int main( int argc , char *argv [])
{
int a = argv [0][0];
int b = argv [1][0];
int c = man(a, b);
int d = dan(a, c);
int e = zan(c, d);
return c;
}
Detekce funkcí – tři funkce volané po sobě
#include <stdio.h>
int man( int a, int b)
{
return a + b;
}
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int dan( int a, int b)
{
return man(a,b);
}
int zan( int a, int b)
{
return dan(a,b);
}
int main( int argc , char *argv [])
{
int a = argv [0][0];
int b = argv [1][0];
int c = zan(a,b);
return c;
}
Detekce funkcí – přímá rekurze
#define RESULT 40320
int factorial( int n) {
i f (n == 0)
return 1;
return n*factorial(n-1);
}
int main( int argc ,char *argv)
{
volat i le int x = 8;
return !( factorial(x) == RESULT );
}
Detekce funkcí/parametrů – nepřímá rekurze
int A( int rec) {
i f (rec < 0)
return 1;
return B(--rec);
}
int B( int rec) {
i f (rec < 0)
return 0;
return A(--rec);
}
int main( int argc , char *argv [])
{
return A(argv [0][0]);
}
Detekce funkcí – ukazatel na funkci
#include <stdio.h>
int func( int x)
{
return x;
}
int main()
{
int a=rand ();
int (* pointerFunction )( int) = 0;
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pointerFunction = func;
a = pointerFunction(a);
printf("%d",a);
return a;
}
Detekce funkcí – optimalizace volání a návratu
#include <stdio.h>
int bar( int *b)
{
return *b * 10;
}
int foo()
{
int a = 5;
return bar(&a);
}
int main()
{
int r = foo ();
printf("main %d", r);
return 1;
}
Detekce funkcí – komplexní příklad
#include <stdio.h>
#include <stdlib.h> /* atoi() */
stat ic unsigned int calls;
unsigned int naive_ackermann(unsigned int m, unsigned int n) {
calls ++;
i f (m == 0)
return n + 1;
else i f (n == 0)
return naive_ackermann(m - 1, 1);
else
return naive_ackermann(m - 1, naive_ackermann(m, n - 1));
}
unsigned int iterative_ackermann(unsigned int m, unsigned int n) {
calls ++;
while (m != 0) {
i f (n == 0) {
n = 1;
} else {
n = iterative_ackermann(m, n - 1);
}
m--;
}
return n + 1;
}
unsigned int formula_ackermann(unsigned int m, unsigned int n) {
calls ++;
while(1) {
switch(m) {
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case 0: return n + 1;
case 1: return n + 2;
case 2: return (n << 1) + 3;
case 3: return (1 << (n+3)) - 3;
default:
i f (n == 0) {
n = 1;
} else {
n = formula_ackermann(m, n - 1);
}
m--;
break;
}
}
}
int main( int argc , char* argv []) {
unsigned int m, n, result;
m = rand() % 4 + 1;
n = rand() % 3 + 1;
calls = 0;
result = naive_ackermann(m, n);
printf("Naive:     %u (%u calls)\n", result , calls);
calls = 0;
result = iterative_ackermann(m, n);
printf("Iterative: %u (%u calls)\n", result , calls);
calls = 0;
result = formula_ackermann(m, n);
printf("Formula:   %u (%u calls)\n", result , calls);
return 0;
}
Detekce parametrů a návratových hodnot – bez parametrů
#include <stdio.h>
void func()
{
printf("func");
}
int main()
{
int a=rand ();
func ();
printf("main");
return 1;
}
Detekce parametrů a návratových hodnot – parametry int
#include <stdio.h>
int func( int a, int b)
{
return a + b;
}
int main()
{
int a = rand ();
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int b = rand ();
int c = func(a, b);
printf("main %d", c);
return 1;
}
Detekce parametrů a návratových hodnot – parametry float
#include <stdio.h>
#include <stdlib.h>
f loat man( f loat a, f loat b)
{
return a + b;
}
int main(void)
{
f loat a = 1.0;
f loat b = 1.0;
f loat c = man(a, b);
lldiv_t d = lldiv (-1548, 15);
d.rem = 16;
return d.rem;
}
Detekce parametrů a návratových hodnot – parametry int a float
#include <stdio.h>
#include <stdlib.h>
int func( int a, f loat b)
{
return a + b;
}
int main()
{
int a = rand ();
f loat b = ( f loat )rand ();
func(a, b);
printf("main");
return 1;
}
Detekce parametrů a návratových hodnot – mnoho parametrů
int man( int a, int b, int c, int d, int e, int f, int g, int h, int i, int j)
{
return a + b + c + d + e + f + g + h + i + j;
}
int main(void)
{
int a = 1;
int b = 2;
int c = man(a,b,1,2,3,4,5,6,7, 8);
return c;
}
Detekce parametrů a návratových hodnot – přímá rekurze
#include <stdio.h>
int factorial( int n) {
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i f (n == 0)
return 1;
return n * factorial(n-1);
}
int calculate( int a, int b) {
return a * factorial(b);
}
int main( int argc , char *argv []) {
int c;
int a = rand ();
i f (a > 10)
c = calculate(a, 10);
else
c = calculate (10, a);
printf("raid 2012: %d", c);
return c;
}
Detekce parametrů a návratových hodnot – ukazatel zásobníku jako parametr
char *strcpy(char *dest , const char *src) {
char *save = dest;
while (*dest++ = *src ++)
;
return save;
}
char * text = " Hello world !";
int main( int argc ,char *argv)
{
char temp [255];
strcpy(temp ,text);
return 0;
}
Detekce parametrů a návratových hodnot – optimalizace spojování volání
#include <stdio.h>
void func1( int x)
{
printf("func1 %d", x);
}
void func2( int x)
{
printf("func1 %d", x);
}
int main()
{
int a = rand ();
i f (a > 0)
func1(a);
else
func2(a);
return 1;
}
Detekce parametrů a návratových hodnot – test ABI
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#include <stdio.h>
int main( int argc , char *arg[])
{
int a = rand ();
int b = rand ();
printf("Mam %d a %d\n", a, b);
printf("%d %d %d %d %d %d, %d, %d, %d, %d\n",
a / b, a % b, a * b, a + b, a - b, a * (b-2),
a * (b-3), a * (b-4), a * (b-5), a * (b-6));
printf ("%d / 2.33 = %f\n", a, a / 2.33);
return 0;
}
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