. Let k ≥ 1 be an integer. We prove that a suitable asymptotic formula for the average number of representations of integers n = p k 1 + p 2 2 + p 2 3 , where p 1 , p 2 , p 3 are prime numbers, holds in intervals shorter than the ones previously known.
.
I
The problem of representing an integer as a sum of a prime power and of two prime squares is classical. It is conjectured that every sufficiently large n subject to some congruence conditions can be represented as n = p k 1 + p 2 2 + p 2 3 , where k ≥ 1 is an integer. Let now N be a large integer and denote by E k (N) the cardinality of the set of integers not exceeding N that satisfy the necessary congruence conditions but can not be represented as the sum of a k-th prime power and two prime squares. Several results about E k (N) were obtained; the first one who proved a non-trivial estimate for =n log p 1 log p 2 log p 3 .
( )
In this paper we study the average behaviour of r k (n) over short intervals [N, N +H], H = o (N) thus generalising our result in [ ] which just deals with the case k = 1.
Theorem . Let N ≥ 2, 1 ≤ H ≤ N, k ≥ 1 be integers. Then, for every ε > 0, there exists C = C(ε) > 0 such that as N → ∞, uniformly for N 1−5/(6k)+ε ≤ H ≤ N 1−ε for k ≥ 2 and N 7/12+ε ≤ H ≤ N 1−ε for k = 1.
It is worth remarking that the formula in Theorem implies that every interval [N, N + H] contains an integer which is a sum of a prime k-th power and two prime squares, where N 1−5/(6k)+ε ≤ H ≤ N 1−ε for k ≥ 2 and N 7/12+ε ≤ H ≤ N 1−ε for k = 1. In fact, for k = 1 Zhao's estimate previously mentioned leads to better consequences than our Theorem , but for k ≥ 2 our result gives non-trivial information.
Assuming that the Riemann Hypothesis (RH) holds, we prove that a suitable asymptotic formula for such an average of r k (n) holds in much shorter intervals. We need the following auxiliary function: let
We have the following
Theorem . Assume the Riemann Hypothesis RH . Let N ≥ 2, 1 ≤ H ≤ N, k ≥ 2 be integers. We have
We remark that a version for k = 1 of Theorem was obtained in [ ]. We further remark that the formula in Theorem implies that every interval [N, N + H] contains an integer which is a sum of a prime power and two prime squares, where
The proofs of both Theorems -use the original Hardy-Littlewood settings of the circle method to exploit the easier main term treatment they allow (comparing with the one which would follow using Lemmas . and . of Vaughan [ ]) .
It is worth remarking that the expected best result using circle method techniques is H ≥ N 1−1/k ; so our Theorem , under the assumption of the Riemann Hypothesis, comes very close to this bound. We also obtained similar results in [ ] and [ ].
We remark that
and, moreover, we also have the usual numerically explicit inequality
see, e.g., on page of Montgomery [ ]. We list now the needed preliminary results.
Lemma (Lemma of
Lemma . Let ℓ ≥ 1 be an integer, N ≥ 2 and α ∈ [−1/2, 1/2]. Then
where ρ = β + iγ runs over the non-trivial zeros of ζ (s). 
Proof

Lemma (Lemma of [ ])
. Let N be a positive integer and µ > 0. Then
Lemma . Let ε be an arbitrarily small positive constant, ℓ ≥ 1 be an integer, N be a sufficiently large integer and L = log N. Then there exists a positive constant c 1 = c 1 (ε), which does not depend on ℓ, such that 
where 
. Let ℓ ≥ 2 be an integer and
Proof. The first part was proved in Lemma of [ ]. For the second part we argue analogously. We use Corollary of Montgomery-Vaughan [ ] with T = ξ, a r = log(r) exp(−r ℓ /N) if r is prime, a r = 0 otherwise and λ r = 2πr ℓ . By the Prime Number Theorem we get
The second part of Lemma follows.
In the following we will also need a fourth-power average of S 2 (α).
ONE PRIME POWER AND TWO SQUARES OF PRIMES IN SHORT INTERVALS
Lemma (Lemma of [ ])
. We have
. P T Let ε > 0 and H > 2B, where
where d = d(ε) > 0 will be chosen later. Recalling ( ), we may write
We find it also convenient to set
say. Now we evaluate these terms.
. . Evaluation of J 1 . Using Lemma and ( ) we immediately get
ONE PRIME POWER AND TWO SQUARES OF PRIMES IN SHORT INTERVALS
. . Estimation of J 6 . Using S k (α) ≪ k N 1/k , ( ), Lemma and a partial integration, we obtain that
which, comparing with ( ), is under control for H = ∞(N 1/2 L 2 ) and B = ∞(L 2 ) (which is fine thanks to ( )).
. . Estimation of J 5 . By Lemmas and , ( ) and a partial integration we get
which, comparing with ( ), is under control for
Clearly we have
and hence, by ( )-( ), we can write
for every k ≥ 1. Now we estimate K 1 ; depending on k, we need to perform different computations.
Let k = 1. Using the Cauchy-Schwarz inequality, the Prime Number Theorem, ( ) and Lemma , we obtain that
Hence, by ( ) and ( )-( ), for k = 1 we get
Using ( ) and Lemma , we obtain that
Hence, by ( ), ( ) and ( ), for k = 2 we get
Using the Cauchy-Schwarz estimate, ( ) and Lemma , we obtain that
Hence, by ( ), ( ) and ( ), for k = 3 we get
Summing up, from ( ), ( ) and ( )-( ) we can write that
where E(k) is defined in ( ).
. . Estimation of J 2 . Now we estimate J 2 . Using the identity
say. Using ( ), ( ), Lemma and a partial integration argument we obtain that, for every ε > 0, there exists c 1 = c 1 (ε) > 0 such that
provided that H ≥ BN 7/12+ε . Using the Cauchy-Schwarz inequality and arguing as for I 2 we get
. . Estimation of J 3 . Now we estimate J 3 . By the Cauchy-Schwarz inequality, ( ), Lemmas and Lemma , we obtain that, for every ε > 0, there exists c 1 = c 1 (ε) > 0 such that
. . Final words. Let k ≥ 2. By ( )-( ), ( ) and ( )-( ) we have that, for every ε > 0, there exists c 1 = c 1 (ε) > 0 such that
provided that H ≥ BN 1−5/(6k)+ε . The second error term is dominated by the first one by choosing d = c 1 in ( ). So from now on we have H ≥ N 1−5/(6k)+ε for k ≥ 2. The third error term in ( ) is now dominated by the first. Let k = 1. In this case ( ) holds provided that H ≥ BN 7/12+ε and the second error term is dominated by the first one by choosing d = c 1 in ( ). Hence, for k = 1, we get that H ≥ N 7/12+ε . The third error term in ( ) is now dominated by the first.
Summing up, for every k ≥ 1 we can write that, for every ε > 0, there exists C = C(ε) > 0 such that
provided that H ≤ N, H ≥ N 1−5/(6k)+ε for k ≥ 2 and H ≥ N 7/12+ε for k = 1. Using e n/N ≤ e 2 and ( ), the last error term is ≪ k H 2 N 1/k−1 . Hence we get
We recall that we set L = log N for brevity. From now on we assume that RH holds. we may write
In this conditional case we can simplify the setting. Using Lemma , recalling definition ( ) and that Γ(1/2) = π 1/2 , we can write
. . Evaluation of I 1 . Using Lemma we immediately get
. . Estimation of I 4 . Clearly I 4 = J 4 of section . . Hence we have that
. . Estimation of I 2 . Now we estimate I 2 . Using the identity
say. Using ( ), ( ), Lemma and a partial integration argument we obtain
For J 1 we need few cases. Let k ≥ 3. Using the Cauchy-Schwarz inequality and arguing as for J 2 we get
For k = 2 arguing as before we get
Combining ( )-( ), and assuming H ≥ N 1/2 , we finally obtain
. . Estimation of I 3 . Now we estimate I 3 . By the Cauchy-Schwarz inequality, ( ) and Lemma we obtain
where in the last step we used Lemma and a partial integration argument. 
which is an asymptotic formula for ∞(
Using e n/N ≤ e 2 and ( ), the last error term is 
