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Abstract—The problem of training a deep neural network with
a small set of positive samples is known as few-shot learning
(FSL). It is widely known that traditional deep learning (DL)
algorithms usually show very good performance when trained
with large datasets. However, in many applications, it is not
possible to obtain such a high number of samples. In the
image domain, typical FSL applications are those related to
face recognition. In the audio domain, music fraud or speaker
recognition can be clearly benefited from FSL methods. This
paper deals with the application of FSL to the detection of
specific and intentional acoustic events given by different types
of sound alarms, such as door bells or fire alarms, using a
limited number of samples. These sounds typically occur in
domestic environments where many events corresponding to a
wide variety of sound classes take place. Therefore, the detection
of such alarms in a practical scenario can be considered an
open-set recognition (OSR) problem. To address the lack of a
dedicated public dataset for audio FSL, researchers usually make
modifications on other available datasets. This paper is aimed
at providing the audio recognition community with a carefully
annotated dataset1 for FSL and OSR comprised of 1360 clips
from 34 classes divided into pattern sounds and unwanted sounds.
To facilitate and promote research on this area, results with a
baseline system based on transfer learning are also presented.
Index Terms—Few-Shot Learning, Machine Listening, Open-
set, Pattern Recognition, Audio Dataset, Taxonomy, Classification
I. INTRODUCTION
The automatic classification of audio clips is a research
area that has grown significantly in the last few years [1]–
[5]. The research interest in these algorithms is motivated
by their numerous applications, such as audio-based surveil-
lance, hearing aids, home assistants or ambient assisted living,
among others. While deep learning-based methods have shown
outstanding results in many areas, especially in traditional
ones such as image classification/segmentation [6], [7] or
speech recognition, these remarkable results are based on
data-intensive strategies and algorithms. In contrast, Few-Shot
Learning (FSL) tackles the problem of learning with few
samples per class. FSL approaches gained focus when trying to
address intra-class classification in the face recognition context
1https://zenodo.org/record/3689288
[8], including applications such as access control and identity
verification [9]–[11].
In order to tackle this problem, loss functions such as Ring
Loss [12] or Center Loss [13] have been proposed, together
with different network architectures such as siamese [14],
[15] and triplets [16], [17]. These loss functions are aimed
at solving convergence issues both in siamese and triplet
networks, which also require a careful training procedure to
choose appropriately the pairs or triplets used. Solutions of this
kind have been tested in the image domain with datasets such
as MegaFace, containing around one million samples [18].
Standard public datasets are a very important aspect of
automatic classification research, whether it is based on deep,
few-shot or any other learning technique. Several datasets have
been released in order to validate different types of algorithms
[19]–[22]. To address the lack of a dedicated public dataset
for audio FSL, researchers usually make modifications on
other available datasets [23]. Thus, the dataset presented in
this paper is aimed at facilitating research on FSL for audio
event detection. A domestic environment is considered, where
a particular sound must be identified from a set of pattern
sounds, all belonging to a general “audio alarm” class. The
challenge resides in detecting the target pattern by using only
a reduced number of examples.
Moreover, a relevant aspect of the present dataset is that it
allows to evaluate algorithms intended for open-set recognition
(OSR). When running inference in a real-world application,
the classification system will have to predict on samples
from classes unseen during the training stage. To account
for openness conditions, the dataset provides as well a folder
of unwanted sounds containing audio samples from different
subclasses which are not considered to be audio alarms or
pattern sounds. An optimal FSL/OSR system would be able
to identify correctly all the instances belonging to the different
pattern sounds by using only a few training examples, while
rejecting all the examples pertaining to the general unwanted
class.
Even though OSR is a relevant problem in realistic applica-
tions, it has typically been addressed using classical machine
learning algorithms such as Support Vector Machines [24]
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or Nearest neighbors [25]. Deep learning solutions for this
particular type of recognition problem are not so popular,
evidencing the need for further research in this direction [26]
[27]. Therefore, the motivation of this paper is to facilitate
open research in the field of FSL and OSR in the audio
domain. For this purpose, the dataset is accompanied by a
baseline system. The baseline system is based on a transfer
learning (TL) approach, which uses the well known L3net
network [28]. The concept of openness, as defined by Scheirer
et al. in [29], will be used to evaluate the baseline system
under different open-set conditions and a different number of
training examples.
The paper is structured as follows. Section II presents the
general structure and organization of the dataset. Section III
presents the experimental set-up used for evaluating the base-
line system that accompanies the dataset, which is presented
in detail in Section IV. The results of the experiments are
discussed in Section V. Finally, the conclusions of this work
are summarized in Section VI.
II. DATASET
The dataset is divided into 34 taxonomic classes. These
34 classes are classified into one of two main sub-categories:
pattern sounds and unwanted.
• Pattern sounds category: it is comprised of a total of 24
classes, each one being a different type of audio alarm
or pattern sound. Each pattern sound class has 40 audio
clips.
• Unwanted category: it is comprised of a total of 10 dif-
ferent classes, each one representing everyday domestic
audio sources: car horn, clapping, cough, door slam,
engine, keyboard tapping, music, pots and pans, steps
and water falling. Each of these unwanted classes has 40
audio clips.
Moreover, a k-fold configuration is provided in order to check
the generalisation of the results. The number of folds (k) for
cross-validation depends on the number of shots. That means,
when training with 4 shots, the number of folds is k = 10.
For 2 shots, k = 20. Consequently, there are 40 for 1 shot.
All the audio sequences have a duration of 4 seconds
and have been recorded with a sample rate of 16 kHz,
16 bits per sample, PCM codification and mono. The dataset is
available in the following link2. For illustrative purposes, the
log-Mel spectrograms corresponding to audio examples be-
longing to the different classes of the pattern sounds category
are represented in Fig. 1. The log-Mel spectrogram has been
calculated with a window size of 40 ms, an overlap of 50%
and 64 Mel filters. All frequency bins have been normalized
with mean zero and standard deviation equal to one.
The examples corresponding to a given pattern sound class
are all significantly similar, as they all come from a specific
type of audio alarm. In contrast, the examples from unwanted
classes have a higher degree of variability. This can be
2https://zenodo.org/record/3689288
observed in Fig. 2, which shows three examples from three
classes: one pattern sound class and two unwanted classes.
III. EXPERIMENTAL SETUP
The aim of the experiments is to test the performance of
the baseline system over the proposed dataset considering
both OSR and FSL conditions. The evaluation under open-set
conditions is based on the concept of openness [29]. For this
purpose, the pattern sounds and unwanted categories detailed
in Sect. II are further subdivided as follows:
• Known Known (KK) classes: KK are the classes whose
audios have been used for training/validation labeled as
positive events to be recognized by the system. In the
context of this work, KK classes would match the pattern
sounds category.
• Known Unknown (KU) classes: KU are the classes whose
audios have been used for training/validation, but labeled
as unwanted categories so that they are not classified as
positive events during testing. In this work, KU classes
would be represented by a subset of the unwanted classes.
• Unknown Unknown (UU) classes: as in the case of KU
classes, UU classes are a subset of the unwanted group.
The difference between KU and UU is that the audios in
UU classes are not used for training/validation; instead,
they are only used in the testing phase. It is expected
that audios in UU subset will be classified as unwanted
by the system after the training/validation stage has been
finished.
The openness, O∗, can be calculated using the following
formula [30]:
O∗ = 1−
√
2× TTR
TTR + TTE
, (1)
where TTR corresponds to the number of classes used during
training and TTE corresponds to the number of classes used
in testing phase. Openness values are bounded to the range
0 ≤ O∗ < 1. When TTR = TTE , O∗ reaches its minimum
value then O∗ = 0, meaning that, during testing, the algorithm
was not forced to face events that belong to classes unseen
during training. On the contrary, as the difference between
TTE and TTR becomes larger, with TTE > TTR, the openness
approaches to its maximum value: O∗ −→ 1. This means
that, during testing, the system had to face the problem of
identifying when an event belongs to a new unknown class.
In a first batch of experiments all 24 pattern sounds classes
have been used together as KK classes. In a second batch,
pattern sounds have been selected in 8 groups of 3 classes each
(8 trios), therefore, only 3 classes per run have been used as
KK. This second batch reflects a more realistic scenario where
the number of classes in the union of KU and UU subsets (KU
∪ UU) outnumbers the classes in the KK group. Besides, the
experimental setup was designed to have several degrees of
freedom taking into account the number of true positive audio
samples used for training (also called shots) and different
values of openness. Experiments with one, two and four shots
have been carried out. In order to obtain different values of
Fig. 1. Log-Mel spectrogram of the sounds in pattern sounds category. One sample sound per class is shown. The horizontal axis denote the time frame and
the vertical axis the Mel frequency band.
Pattern 01 (01) Pattern 01 (10) Pattern 01 (25)
Unwanted - Music (01) Unwanted - Music (17) Unwanted - Music (37)
Unwanted - Pots & Pans (30)Unwanted - Pots & Pans (14)Unwanted - Pots & Pans (01)
Fig. 2. Comparison of log-Mel spectrograms from within-class examples corresponding to a pattern sound class (first row) and two classes from the unwanted
category (second and third rows). Note that the inter-class variability of the examples in the first row is considerably smaller than in the rest of examples
extracted from more general sound classes. The number in parenthesis denotes the example index within the class.
openness, the ratio given by the number of KU classes and
the number of UU classes has been set to 10/0, 5/5 and 0/10.
This results in O∗ = 0, 0.04 and 0.09 for the first batch of
experiments and O∗ = 0, 0.13 and 0.39 for the second batch.
IV. BASELINE SYSTEMS
Transfer learning [3], [8] is a well-known technique that
takes advantage of prior knowledge from previously trained
neural networks to tackle new problems. New training samples
are embedded into a specific domain that has been calcu-
lated with some other data. Such internal representations are
commonly known as embeddings or deep features [31], [32],
and are considered as a powerful alternative for typical hand-
crafted features such as Mel-Frequency Cepstral Coefficients
(MFCCs) [33]. This approach shows excellent results in con-
texts where, as in the case of FSL, a small training dataset is
available.
The system is based a pre-trained network used for feature
extraction, as provided by L3net3 embeddings [28]. L3net
is a neural network trained with two specific partitions of
3https://openl3.readthedocs.io/en/latest/tutorial.html
TABLE I
FULL FRAMEWORK DIVIDED PER LAYERS. CONVOLUTIONAL LAYERS ARE
INDICATED USING # TO REPRESENT THE NUMBER OF FILTERS AND THE
VALUES IN BRACKETS AS THE KERNEL SIZES. ALL ACTIVATIONS IN THE
CONVOLUTIONAL LAYERS ARE SET AS RELU. THIS ARCHITECTURE IS
EXPLAINED WITH MORE DETAIL IN [34]. THESE LAYERS ARE FROZEN AS
ARE ONLY USED AS FEATURE EXTRACTOR. THE LAYERS SPECIFIED IN
BOLD CORRESPOND TO THE CLASSIFIER. THE ACTIVATION FUNCTIONS IS
SET AS RELU EXCEPT THE LAST LAYER THAT IS SET TO SIGMOID. THE
NUMBER OF UNITS ALSO VARY DEPENDING ON THE NUMBER OF KK
CLASSES THAT WANT TO BE TARGETED.
Baseline Full-Framework
Conv2D(#64, (3, 3)) × 2
MaxPooling (2, 2)
Conv2D(#128, (3, 3)) × 2
MaxPooling (2, 2)
Conv2D(#256, (3, 3)) × 2
MaxPooling (2, 2)
Conv2D(#512, (3, 3)) × 2
MaxPooling (32, 24)
GlobalAveragePooling()
Dense(512)
Dense(128)
Dense(3/24, activation=sigmoid)
Audioset4 from subsets corresponding to environmental and
music videos. The parameters of the embedding were set as
follows:
• content type = “music”
• input repr = “mel256”
• embedding size = 512
• hop size = 0.5
For the computation of the L3, each audio clip is divided
into 1-second segments with a hop size of 0.5 seconds. This
yields a 512 × 7 feature matrix. The final representation
is a 512 × 1 column-vector that is the result of averaging
the columns of the matrix. For visualization purposes, a t-
SNE representation of the L3 vectors of all the elements
in KK classes is shown in Fig. 3. This representation gives
insight about the mapping of the different classes into the
feature space. Note that the t-SNE representation captures
faithfully the similarity existing among examples of the same
pattern sound class, leading to visibly condensed clusters.
Moreover, pattern sound classes having a similar spectro-
temporal structure can be identified to be closely separated in
the t-sne mapping. For example, classes 3/4 or 23/24 appear
close to each other and, according to Fig. (1, there is an
obvious similarity between them.
For the classification task, a multi-layer perceptron with
two fully-connected hidden layers with 512 and 128 units
respectively was implemented as in [28]. All activation units
are ReLUs. The output layer has 24 or 3 units (each one corre-
4https://research.google.com/audioset/
Fig. 3. t-SNE mapping from L3 representation of 24 KK categories.
sponding to a class of pattern sounds) with sigmoid activation
function. Labels that correspond to different unwanted sound
audio clips subcategories are set to a 24/3-zero vector. This
indicates the absence of any pattern sounds category. Adam
optimizer [35] was used. The loss function during training was
binary cross-entropy and the evaluation metric was categorical
accuracy. Results of this baseline framework are discussed in
Section V.
V. RESULTS
The aim of the experiments is to test the capability of the
baseline system to correctly classify the examples correspond-
ing to the set of target pattern sounds (KK classes) while suc-
cessfully rejecting any sound pertaining to an unwanted class,
regardless of wheter it belongs to a KU class or a UU class.
Therefore, the final accuracy of each experiment, ACCw, must
take into account not only the correct classification of KK
sounds, but also the identification of any unwanted sounds as
negatives.
Following the criteria of Task 1C of DCASE-2019 [36],
ACCw is calculated using the following weighted average:
O∗ = 0 (without UU) :
ACCw = wACCKK + (1− w)ACCKU ,
(2a)
O∗ 6= 0 (with KU and UU) :
ACCw = wACCKK + (1− w)ACCKUU ,
(2b)
O∗ 6= 0 (with only UU) :
ACCw = wACCKK + (1− w)ACCUU ,
(2c)
where w is an arbitrary weight factor that allows to balance
the importance of the accuracy relative to target and unwanted
classes. The metric ACCKK is the accuracy over the set of test
examples pertaining to the target classes. Thus, ACCKK = 1
when all the test examples belonging to the KK classes
are correctly classified. The metric ACCKU is the accuracy
corresponding to the set of test examples pertaining to KU
classes, involving only a binary decision, i.e. ACCKU = 1
if all the test examples that are unwanted sounds pertaining
TABLE II
BASELINE SYSTEM ACCURACIES (%) WITH 24 KK CLASSES. SHOTS CORRESPOND TO THE NUMBER OF TRAINING EXAMPLES PER CLASS.
Openness coefficient
Shots O∗ = 0 O∗ = 0.04 O∗ = 0.09
ACCKK ACCKU ACCw ACCKK ACCKUU ACCUU ACCw ACCKK ACCUU ACCw
1 13.8±12.9 99.8±1.0 56.8 57.7±8.4 90.4±5.4 84.8±9.8 74.1 60.1±7.8 39.6±13.4 49.9
2 81.1±5.5 99.4±0.8 90.3 83.2±4.8 90.2±5.1 82.5±9.6 86.7 83.3±5.6 33.3±11.6 58.3
4 94.8±2.2 99.6±0.4 97.2 94.3±2.2 88.3±5.7 79.4±9.5 91.3 94.8±2.4 26.1±10.1 60.5
to any of the KU classes are correctly identified as such.
Similarly, the metric ACCUU refers to the accuracy relative
to the test examples from the UU classes. Finally, when the
openness is such that there are both KU and UU classes, then
the rejection capability is measured by the ACCKUU , which
is the mean of ACCKU and ACCUU . In the present work
w has been given a fixed value of w = 0.5. Note that the
formulas in Eq. (2) take into account accuracies of all the
categories, KK, KU and UU. Therefore, it is a convenient way
of analyzing false positive and false negative misclassifications
in all categories. An audio clip will be classified as known,
or pattern sound, when it is targeted with a probability higher
than 0.5.
Results are presented following k-fold cross-validation as
indicated in Sec. II. For statistical reasons, the folds were run
5 times each. Tables II and III show the mean accuracy and
standard deviation across all runs and folds.
A. Analysis
Table II shows the results of the first batch of experiments:
24 KK classes, openness conditions O∗ ∈ {0, 0.04, 0.09};
whereas Table III presents the ones from the second batch:
KK classes selected in groups of 3 classes per group, leading
to openness values O∗ ∈ {0, 0.13, 0.39}. The difference in
the openness value between the first and the second batch is
because of the different number of KK classes considered.
In the second batch, when a particular trio is selected for
experiments, the samples of the remaining 21 pattern sound
classes are not used at all, neither for the KK set nor for KU
or UU sets.
In general, several conclusions can be drawn from both
batches of experiments. First, the results confirm that the lack
of a large number of training examples affects considerably
the performance of conventional deep learning approaches. As
expected, when the number of shots decreases, the accuracy
is also reduced. In fact, in many single-shot experiments
the classification results could not be considered feasible
for practical systems. As the openness value increases, the
accuracy of KK events remains similar whereas the accuracy
of KU-UU classes decreases. Such observation is more evident
in the second batch of experiments (with KK trios) than in the
first one (24 KK classes).
Low values in ACCUU and/or ACCKU indicate that the
system is misclassifying unwanted events as pattern sounds,
meaning that false positives are observed in the KK categories.
As expected, the problems arising from UU classes are more
evident under higher openness conditions. By letting the
system learn from a set of unwanted sounds, the rejection
capabilities are considerably increased. This is evidenced by
the higher values in ACCUU for O∗ = 0.04 in Table II and
O∗ = 0.13 in Table III with respect to those for O∗ = 0.09
(Table II) and O∗ = 0.39 (Table III), respectively.
Note, however, that the use of unwanted sounds for training
the classifier may also have an impact in the accuracy achieved
for the target pattern sounds. As shown in both tables, at
O∗ = 0, the accuracy for the KK classes is worse than for
higher openness. This is because the use of KU classes to
train the system makes the underlying classification boundaries
more restrictive, and the system is more prone to miss target
instances (false negatives).
Finally, the particularities of the target classes can be also an
important factor affecting the overall performance of the sys-
tem. For example, very low values for ACCUU are obtained
in Table II for trios 1 and 4, considerably worse than for other
trios in the dataset. The internal representations of such target
classes may probably lead to classification boundaries that are
not discriminatory enough to reject successfully the unwanted
sounds.
VI. CONCLUSION AND FUTURE WORK
Few-shot learning (FSL) is a research area with increasing
interest in the audio domain. However, the lack of public
FSL audio datasets makes it necessary to manipulate other
existing databases with the aim of adapting them properly to
FSL research. Moreover, open-set recognition (OSR) can be an
additional problem in practical FSL scenarios, where the mod-
els are likely to be tested with instances from unseen classes
during training. This work presented a carefully designed
audio dataset for FSL and OSR research, where target sounds
are instances of classes corresponding to different audio pat-
terns (fire alarms, doorbells, etc.). The dataset considers a
domestic scenario where such audio pattern classes correspond
to intentional sounds to be accurately detected in the presence
of other unwanted sounds (coughs, door slams, etc.). Each
class comes with different samples for FSL training, validation
and testing, under different openness conditions. To facilitate
the use of this dataset and promote algorithm development,
we also provide results with a baseline system using trans-
fer learning from a pre-trained state-of-the-art convolutional
neural network. The results show that important trade-offs
exist when both FSL and OSR conditions are considered,
evidencing the need for novel learning architectures aimed at
facing both types of problems.
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TABLE III
BASELINE SYSTEM ACCURACIES (%) IN A MORE OPEN SET RECOGNITION CONFIGURATION. IT ONLY EXIST 3 KNOWN CLASSES. L3 PLUS MLP SYSTEM
USED AS BASELINE.
Openness coefficient
Trio Shots O∗ = 0 O∗ = 0.13 O∗ = 0.39
ACCKK ACCKU ACCw ACCKK ACCKUU ACCUU ACCw ACCKK ACCUU ACCw
0 1 65.1±16.1 99.4±1.1 82.3 85.88±13.4 97.7±4.6 98.4±4.1 91.8 100±0 18.6±8.9 59.32 80.2±15.0 99.6±0.5 89.9 89.2±12.5 99.6±0.5 99.8±0.6 94.4 100±0 17.0±5.9 58.5
(1, 9, 17) 4 90.1±14.5 99.7±0.4 94.9 97.5±8.1 99.7±0.4 99.9±0.4 98.6 100±0 16.9±3.3 58.5
1 1 68.9±12.9 99.9±0.2 84.4 88.8±13.1 98.3±2.8 96.8±5.6 93.5 100±0 3.9±3.1 52.02 84.7±16.5 99.9±0.3 92.3 89.0±14.5 98.7±2.4 97.6±4.7 93.8 100±0 3.6±2.6 51.8
(10, 12, 19) 4 88.0±15.6 99.9±0.4 93.9 96.2±9.6 96.7±3.1 93.8±5.8 96.5 100±0 3.8±3.5 51.9
2 1 55.5±18.6 99.9±1.0 77.7 78.4±13.4 99.8±0.9 99.7±1.7 89.1 98.6±2.4 14.8±12.1 56.72 76.1±14.7 99.9±0.1 88.0 82.6±13.9 99.8±0.5 99.7±0.6 91.2 99.5±1.2 15.7±11.9 57.6
(2, 14, 22) 4 83.1±20.7 99.9±0.1 91.5 91.9±12.3 99.4±0.9 99.0±1.5 95.6 99.9±0.4 11.5±8.2 55.7
3 1 53±12.1 99.9±0.4 76.5 72.3±13.4 96.2±4.2 92.7±8.2 84.3 99.7±0.7 24.9±8.2 62.32 64.6±16.1 99.9±0.3 82.2 78.37±13.7 95.7±4.6 91.6±8.7 87.2 99.8±0.5 23.3±6.1 61.6
(3, 6, 13) 4 77.4±19.0 99.8±0.9 88.6 90.3±11.4 92.0±3.2 84.8±6.0 91.1 99.8±0.4 24.5±6.0 62.2
4 1 71.7±15.2 100±0 85.8 88.5±10.1 99.3±1.3 98.6±2.5 93.9 99.8±0.8 2.4±2.4 51.12 86.8±14.5 100±0 93.4 93.2±9.2 99.4±1.1 98.8±2.2 96.3 100±0.2 1.7±1.7 50.8
(4, 5, 16) 4 88.1±18.6 99.9±0.6 94.0 97.0±9.1 99.0±1.2 98.1±2.2 98.0 100±0 1.7±1.2 50.9
5 1 76.5±15.2 99.9±0.2 88.2 87.9±11.8 99.1±1.2 98.5±2.2 93.5 97.3±5.1 42.1±20.1 69.72 85.1±15.4 99.9±0.1 92.5 93.4±7.7 98.8±1.2 97.8±2.3 96.1 99.1±2.6 39.1±19.8 69.1
(18, 21, 23) 4 89.3±16.4 100±0.1 94.6 97.2±8.1 98.3±1.2 96.8±2.1 97.7 99.9±0.3 34.3±20.2 67.1
6 1 87.0±13.5 99.7±0.5 93.4 96.0±7.8 99.3±0.8 99.4±0.6 97.6 100±0 30.9±11.6 65.52 87.6±16.0 99.6±0.6 93.6 95.8±9.1 99.4±0.7 99.2±1.0 97.6 100±0 28.2±9.5 64.1
(8, 11, 24) 4 89.9±14.5 99.7±0.5 94.8 96.8±9.2 99.2±0.8 98.9±1.0 98.0 100±0 27.7±8.0 63.9
7 1 66.4±15.7 99.6±0.6 83.0 87.0±11.4 97.6±2.9 96.8±5.4 92.3 99.2±1.9 23.7±8.0 61.52 82.1±13.7 99.5±0.7 90.8 90.0±9.8 98.6±1.7 98.4±3.0 94.3 99.8±0.6 24.0±6.7 61.9
(7, 15, 20) 4 83.7±15.3 99.5±0.9 91.6 94.4±10.1 98.5±1.5 98.1±2.7 96.5 100±0.2 24.2±5.3 62.1
