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The field of microfluidics has been solving problems on the micro-scale for 
decades, but many in-flow analysis techniques only take single dimensional 
measurements.  In this thesis, multi-dimensional, real-time image analysis has been used 
to improve and expand upon current microfluidic techniques in several microfluidic areas.  
Microdroplets within microfluidics are a promising technique for creating microscopic 
vessels for chemical and biochemical experiments, however accurately controlling such 
tiny objects can be difficult. The use of real-time image feedback has dramatically 
improved the monodispersity (coefficient of variation of 0.32%) and accurate loading of 
the contents of droplets.  Beyond this, using these techniques, real-time analysis on the 
morphology of living cells can be carried out and used to isolate cells of interest.  Machine 
learning algorithms have provided a rapid method to identify the cell populations based 
on quantitative parameters extracted from transmission or fluorescent images of the cells. 
By integrating fast piezo-based fluid manipulation, highly selective and accurate cell 
sorting can be performed within a lab-on-a-chip device for the isolation of subpopulations 
of cells based on their morphological features.  Using this method, K562 cells have been 
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Microfluidics, as the name suggests, involves the manipulation of microscopic 
volumes of fluid within micron channel walls.  The dimensions of such channels can be 
manufactured to match that of small particles, providing a platform that is perfect for the 
analysis of cells.  The micron sized channels allow for a fast sample throughput, providing 
the ability to perform a high number of measurements in a small amount of time1.  These 
channels can also be manufactured to be similar to that of the cell diameter, providing a 
platform to accurately control and manoeuvre cells2.  Although one thing that is lacking 
in many current microfluidic techniques is the ability to accurately observe and control 
the manipulation of the confined solutions and/or cells.   Most analysis performed in flow 
measures one parameter at a time (this will be referred to as one-dimensional 
measurements), such as fluorescence3, scatter4 and electrical impedance5; but there is 
much more that can be learned from higher dimensional measurements.  In this work 
higher dimensional measurements will be taken in flow and analysed to provide real-time 
feedback and control within the microfluidic devices to tackle current problems.  
Chapter 1 in this thesis provides a background to the work described in the later results 
chapters, while Chapter 2 describes the methods used to carry out the experiments. 
The first problem to be addressed in this work involves the implementation of an 
image-based feedback system to accurately control the volume and frequency of 
microdroplets.  Microdroplets act as discrete vesicles and allow samples, such as 
reactants, drugs or cells, to be encased in a second immiscible phase (they will be 
introduced and discussed in more detail in Section 1.3).  To ensure samples are of the 
correct volume or concentration, it is important to have accurate control over microdroplet 
volume.  Chapter 3 discusses a technique which uses real-time imaging to collect two 
dimensional data (droplet length as a function of time).  This along with image-based 
feedback is used to accurately control, not only the droplet volume, but also the droplet 
generation frequency or droplet cell concentration simultaneously.  To measure the 
number of cells in each droplet, two dimensional images and time resolution information 
is required.   
The image analysis techniques used in Chapter 3 are taken and expanded upon 
in Chapter 4 and Chapter 5 to perform image-based cell sorting.  All living things are 
made up of cells; from amoebas to algae, from bananas to baboons, from cacti to cows 
and of course us, humans.  These microscopic structures are the smallest unit of life that 
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can function as a complete organism, but the real marvel occurs when trillions of cells 
form single, complex, organisms such as ourselves.  Various cell types, each with their 
own structure and functions, work together to perform a number of processes to keep us 
alive.  There are around 200 different cell types within the human body and each one 
performs specific functions; osteocyte bone cells provide the body with structure, 
hepatocyte liver cells are involved in metabolising carbohydrates and detoxification, and 
neuronal brain cells transfer electrical signals to communicate with each other.  Even 
though these cells look and function differently they all contain the same set of 
instructions, encoded within their DNA.  Human DNA is split into roughly 20,000 sub 
units called genes6.  These genes code for specific proteins, which have an important role 
in cell function.  However, only a fraction of the genes within a cell are turned on and it 
is these differences that provide heterogeneity between cells.  These can be significant, 
for example the difference between a red blood cell and a white blood cell; or more subtle, 
like two different sub-types of white blood cells (neutrophils and monocytes).  
Understanding the heterogeneity and the differences in gene expression is of great interest 
to cell biologists and can provide a new insight into challenging medical areas such as 
cancer development, genetic diseases and tissue regeneration.  To characterise these 
differences, cells of interest must be isolated from and compared to other cells within the 
population.  It is then possible to understand which genes are important in specific 
medical conditions, potentially leading to better diagnostic and therapeutic tools.  
Microfluidic devices are ideal for this cell sorting task.   
Traditionally some cell sorting techniques have involved large pieces of 
equipment, with high running costs that move the cells within potentially damaging and 
hazardous aerosols, such as fluorescence activated cell sorting (discussed in Section 1.6).  
Microfluidic devices can address these problems, as they are small and easy to produce 
and can move the cells within a cell appropriate solution or encased within a microdroplet.   
There are a number of microfluidic techniques which have been used to sort cells.  Passive 
methods are able to sort based on cell size, but require specific designs and running 
conditions which can be difficult to adjust for new samples.  Chapter 4 uses an imaging 
and real time decision making technique to actively sort large K562 cells from red blood 
cells (RBCs) in flow. 
More complex cell sorting methods commonly use fluorescent labels to target 
specific structures within the cells, allowing them to be characterised based on one 
dimensional, total fluorescent intensity measurements. This has allowed a wide range of 
different cell subpopulations to be isolated and investigated, but there is however, a 
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limitation to this technology.  For example if two cells contain the same concentration of 
the fluorescent label, but it is distributed differently in each cell, they will be 
undistinguishable.  The main goal of Chapter 5 is to tackle this problem.  By employing 
in-flow, real-time, image-based analysis, cells can be imaged and characterised based on 
their sub-cellular morphologies.  This extends the real-time feedback to allow the use of 
three dimensional data (2D morphological information over time), which opens up a wide 
range of new potential cell types which can be sorted and cell functions that can be 
understood.   
This work is split into five main chapters; a background chapter (Chapter 1), 
which introduces both microdroplet production and cell sorting, providing an overview 
of key knowledge areas needed for the remaining chapters; a methods chapter 
(Chapter 2), which describes the methods used to carry out the experiments in this work; 
and three results chapters.  The first results chapter (Chapter 3), describes the use of 
image-based feedback to accurately control the volume, frequency and cell concentration 
of microdroplet production.  A new device and setup was then designed for the imaging 
and sorting of a model cell solution (RBCs and K562s) and this work is discussed in 
Chapter 4.  Cells were imaged in flow and their external morphology was analysed in 
real time.  This information was used to determine if a cell should be sorted into a specific 
outlet.  The final chapter (Chapter 5) extends this technique to include fluorescent-based 
imaging and machine-learning-based classification, allowing cell types with different 
sub-cellular structures to be imaged identified and sorted.       
Image-based sorting is the next frontier in cell sorting with many image-based 
techniques described in publications within the last couple of years.  This work provides 
an easy to use, microfluidic chip based solution to both classify and sort different cells 
based on their nuclear morphology, allowing new and potentially exciting cell functions 







Chapter 1. Background 
This section will provide a background on the topics discussed in the later chapters 
within this thesis.  A brief overview of microfluidics and the microscopy needed to image 
within the devices is given, followed by two larger sections.  The first discusses 
microdroplet generation and the ability to measure and control parameters of the droplet 
generation; this is paramount for Chapter 3, in which the volume and frequency of 
microdroplet production is controlled with record monodispersity.  The second section 
discusses microfluidic based cell sorting which will be important for Chapters 4 and 5, 
which discuss image-based cell sorting both in bright field and fluorescent modes. 
 
1.1 Microfluidics  
Microfluidics is a relatively new field, with the first microfluidic device created 
in 1979 at Stanford University, a portable gas detector7.  Since then the field has rapidly 
expanded, especially in the past two decades8 and the estimated worth of the microfluidic 
industry is in the order of billions of dollars9.  Experiments are mainly performed in 
microscopic channels with dimensions from tens to hundreds of micrometres and the 
ability to accurately control solutions on such a small scale has a number of advantages.  
Small bodies such as individual cells can be moved and manipulated; with the size of the 
microfluidic channels similar to that of the cell diameter10.  This can be done both in flow 
within a cell friendly solution or within microdroplets. 
 From microfluidics, a number of new ‘subfields’ have branched out.  
These include organ-on-a-chip11, microfluidics for point-of-care (POC) diagnostics12, 
paper-based microfluidics13, single cell microfluidics14 and droplet microfluidics15 (the 
latter two will be discussed further on in this chapter).  The first of these fields, organ-on-
a-chip, allows for the replication of three-dimensional tissue.  Initial experiments 
demonstrated the synthesis of a single tissue type using one type of cell, this allowed the 
functions of the tissue to be replicated and observed within the microfluidic device16. 
Recent advancements in 3D bioprinting technology has resulted in the increased precision 
of the positioning of individual cells into a 3D tissue17, allowing for more complex 
heterogeneous structures to be generated18.  Recent studies have focussed on using this 
technology to recreate blood vessels19, hearts20, kidneys21, livers22 and lungs23.  Drugs 
and/or toxins can then be added into the artificial tissue, to simulate how they would react 
with real life samples24,25.  This is seen as one of the ‘greatest values’ of organ-on-a-chip 
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devices; the ability to test and prioritise drug candidates may provide an intermediate 
stage between single cell testing and animal testing16.  Some predictions suggest that this 
technology will allow for the reduction and maybe even the replacement (in some cases) 
of animal testing11.  
Another medical application for microfluidic devices is point-of-care diagnosis.  
The inability to diagnose diseases in a quick and efficient manner in the developing world, 
results in a disproportionate amount of deaths when compared to the developed world26.  
POC microfluidic-based tests provide a rapid and affordable solution to this problem.  
Recent designs have allowed for the detection of multiple virus pathogens in under 15 
minutes, with initial trials showing tests for denuge, MERS, ebola and zika all carried out 
at once, within a multichannel microfluidic device27.  The bodily fluid (usually blood or 
saliva) travels along a number of channels, where it then meets a number of virus specific 
reactants.  If the virus is present, a reaction then occurs and there will be a visible change 
in the solution, such as a colour change or fluorescent signal.  This positive signal alerts 
the user that a virus is present.  Other designs have been used to test for diseases like 
cancer28, HIV29 and cardiac diseases26. 
In the past decade paper-based microfluidic systems have been demonstrated as a 
cheap and easily disposable alternative to standard POC microfluidic devices30.  A 
hydrophobic paraffin pattern is injected into the paper, which creates discrete hydrophilic 
channels.  Due to the capillary action of the paper, fluids can travel along the channels 
(without a pump) into regions where they meet reactants, which will provide either a 
positive or negative signal31.  This method has been used to create cheap tests for diseases 
such as malaria32 and tuberculosis33 and has the potential to revolutionise POC testing in 
the developed world34. 
The remaining two fields, droplet microfluidics and single cell microfluidics are 
discussed in more detail in Sections 1.3 and 1.4 respectively. 
   
1.2 Microscopy 
It is important to have the ability to observe and take measurements within the 
microfluidic device and so many experiments are performed within a microscope 
setup35,36.   The components such as the objectives, illumination sources, detectors and 
cameras must be carefully chosen for each specific experiment so that the imaging of the 
cells, particles or droplets within the device is optimised.  The magnification used within 
the system must provide a resolution which allows the target features or the region of 
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interest to be observed and the illumination within the microfluidic setup must provide 
sufficient light so that the experiment can be imaged by the cameras.  It is important for 
the camera imaging the device to have a high frame rate to image flowing cells, particles 
or droplets, so there are no streaking artefacts which would compromise the 
measurements.  In the case of multiple cameras, the light must be split so that the correct  
wavelengths are incident on the correct cameras; to achieve this, specific beam-splitters 
and filters can be optimised to block and direct the light down the correct beam paths, 
allowing for multiple wavelengths or regions of interest to be observed at once37.  A 
microfluidic-microscope-camera setup can be used to take measurements of cell 
morphology to cell mechanics38 and from cell phenotype to cell function39.  This has made 
microfluidics a widely used tool in both cell biology40–42 and medicine43,44. 
 
1.3 Droplet microfluidics 
The miniaturisation of experimental techniques and the growth of lab-on-a-chip 
systems have stimulated interest in microfluidics where networks of micron scale 
channels move and manipulate liquids. However, in general, the high surface to volume 
ratio of such channels leads to strong interactions with the walls, which can result in 
unintended dispersion and mixing. By encapsulating the sample in a second immiscible 
phase, microdroplets can be produced within microfluidic networks. These two phases 
are known as the dispersed phase (which contains the sample) and the continuous phase.  
The immiscible continuous phase isolates each discrete droplet from those around it and 
eliminates direct contact with the walls. This provides a powerful platform capable of 
producing discrete reaction vessels for a wide variety of applications, including 
chemical1,45 and biochemical reactions46,47, library generation and screening48,49, and 
nanoparticle fabrication50,51.  
Additionally, individual particles, cells or molecules, which can be manipulated 
freely in solution within the microfluidic walls, can also be encapsulated and isolated in 
microdroplets for studying them at the single level.  Cells can be encapsulated 
individually or in small populations within the droplets, which act as small incubation 
vessels for the cells to grow and interact with each other52.  This technique has been used 
to grow small microtumours from the aggregation of individual cells53.  The cell-
encapsulating microdroplet can be merged with secondary microdroplets containing 
reactants54 such as nanotoxic particles55, pharmaceutical drugs56 or even coded assays for 
single cell analysis54.  The effect of the reactants upon the cells can then be observed.  
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The small droplet volumes  reduce sample waste57 and the potential for high throughput 
allows multiple concentrations of reactants to be tested at once58.  This allows for a wider 
range of tests per experiment compared to performing them in a well plate, which is 
limited by the number of wells in the plate, while also resulting in a more efficient use of 
reactants.  The ability to encapsulate reactants and isolate them from external factors has 
acted as a beneficial extension to traditional techniques such as; polymerase chain 
reaction (PCR)59, fluorescent cell sorting (FACS)60 and single cell sequencing61.  To 
generate these droplets in a controlled manner it is important to understand the factors 
that affect droplet formation.   
 
1.3.1 Reynolds number 
For a device to generate microdroplets there must first be at least two continuous, 
stable streams of immiscible solutions; for example hydrophobic oil and hydrophilic 
water.  Microfluidic channels allow for interesting flow patterns due to the laminar flow 
profile in the channels.  This means the injected solutions will flow in parallel and will 
be co-flowing, with little mixing62.  This is due to the laminar flow profiles within the 
microfluidic device.  The motion of the liquid can be described by the incompressible 
Navier-Stokes equation (Equation 1.1)63.  In this equation ρ is the density of the fluid, υ 
is the fluid velocity field, p is the pressure field, 𝜂 is the kinematic viscosity and f 
represents any external forces present.  The equation describes how the velocity field of 
a fluid changes with respect to space and time, by balancing the forces present in the 
system.  The left term is the force due to the velocity field (both time dependent and 
spatial), -∇p is the pressure-gradient force, η∇2v is the viscous force and f represents the 
external forces such as gravitation and electrical forces.  This equation can be simplified 
by substituting for the non-dimensional parameters.  This leads to the non-dimensional 
Reynolds number (Equation 1.2) which provides the ratio of inertial and viscous forces.   
𝜌(∂𝑡𝒗 + (𝒗 ∙ 𝛁)𝒗) = −𝛁𝑝 + 𝜂∇





      (1.2) 
In this equation Re is the dimensionless Reynold’s number, ρ is the density of the 
liquid flowing in the channel, U is the mean flow velocity, H is the channel dimeter (likely 
to be in microns)64 and µ is the dynamic viscocity.  Microfluidic channels with a Reynolds 
number <2300 will host a laminar flow while channels with a number ~ >2600 will 
contain turbulent flow, with fluid mixing as it propagates65.  In microfluidics the viscous 
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forces dominate, giving a small Reynold’s number and laminar flow.  This allows 
microdroplets to travel in the direction of solution propagation, which provides a stable 
environment for microdroplet production.  The droplets can remain in the centre of the 
channel, free from the shear forces and wetting effects of the channel walls1. 
 
1.3.2 Capillary number 
The capillary number is important in understanding the behaviour of the two 
immiscible fluids within microfluidic devices and microdroplet production66.  As the 
droplets are being generated on the microscopic scale, they have a large surface to volume 
ratio.  In this situation two forces dominate; the interfacial tension between the dispersed 
phase and continuous phase, and the viscous stresses of the solutions.  These two factors 
are in competition with each other during droplet production and the relative effect of the 





     (1.3) 
The top terms describe the viscous stresses, where µ𝑣 and V are the dynamic 
viscosity and characteristic velocity respectively; while the bottom term, 𝜎, describes the 
interfacial tension between the two phases.  When the top term dominates, due to large 
viscous effects, the dispersed phase is extended and dragged down the channel.  The 
dispersed phase is more stable and is less likely to form a droplet and droplets which are 
formed are likely to be deformed68.  On the contrary, when the bottom term dominates, 
the interfacial tension is large and so the dispersed phase wants to reduce its interfacial 
area, resulting in the creation of droplets with spherical ends69. 
The capillary number is useful in microfluidics as it can be calculated 
independently of the channel dimensions.  Although, channel dimensions can play a part 
in the velocity of the liquid70, which in turn effects the capillary number.   
 
1.3.3 Surfactant for droplet production 
As described above, to generate spherical droplets the interfacial tension must be 
the dominant force.  But when the interfacial tension is too large, droplets may merge 
together on contact to reduce their surface area71,72.  To prevent this and to produce stable 
droplets, surfactants are used.  These molecules contain affinities for both of the phases 
being used in the droplet production, for example water/fluorous oil droplets73.  In this 
case, the surfactant molecule will contain a fluorophobic part and a fluorophilic part.  The  
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term surfactant comes from the words ‘surface active agent’ and as the name suggests the 
molecules will be repelled to the edge of the droplets and will line up with the 
fluorophobic heads facing the water and the fluorophilic tails facing the oil, see 
Figure 1.174,75.  The concentration of surfactant within the solution determines the effect  
 
Figure 1.1 Diagram showing the interaction of surfactant molecules on a water-oil 
interface.  The fluorophobic heads face the water droplet while the fluorophilic tails 
face the surrounding oil, reducing the interfacial tension at the interface, allowing 
for more stable droplets. 
 
 
Figure 1.2 The three device designs for microdroplet production; the T-junction, co-
flowing streams and the flow-focus junction.  Blue represents the dispersed water phase 




on the surface tensions of the droplets; the greater the concentration, the lesser the 
interfacial tension and the more stable the droplets76.  The aforementioned fluorous oils 
are popular within microdroplet production, as most organic compounds are insoluble 
within the oil73.  The oils are also biocompatible which is vital for many common droplet  
uses77.   
 
1.3.4 Microdroplet generation designs 
Microdroplet generation can either be continuous or on demand.  In Chapter 3 a 
method for continuous droplet production will be presented.  There are three common 
continuous techniques: a T-junction, co-flowing streams or a flow-focus region.  Images 
of the designs can be seen in Figure 1.2. 
 
1.3.5 T-junction design 
The first droplet production method, the T-junction design can be seen in 
Figure 1.3.  The first solution is injected into a channel where it meets an orthogonal 
channel carrying a second immiscible solution at 90° in a ‘T’ shape.  As the solutions 
cannot mix, microdroplets are formed due to shear stress and interfacial tension.  There 
are two regimes in which the microdroplets are formed and they both are determined by 
the ratio of the two orthogonal channels69, x = win/wout.  Where wout is the width of the 
long channel in which the continuous phase and droplets propagate and win is width of 
the channel in which the dispersed phase is injected, the orthogonal channel.  When wout 
dominates and x << 1, the viscous shear forces cause the dispersed phase to elongate with 
microdroplets eventually breaking off before they can extend to the diameter of the full 
channel width, this is known as the ‘dripping regime’.  These spherical droplets are 
formed when the interfacial tension between the two phases is overcome by the shear 
stress, this happens at high capillary numbers.  The droplet radius, and therefore volume 
is dependent on the interfacial tension between the two immiscible solutions, σit, the 




The shear rate is 𝜀̇ =
2𝑣
𝑤𝑜𝑢𝑡
 where v is the velocity of the solution.  Therefore, droplet size 
can be altered by changing the solution velocity. 
The second ‘squeezing’ regime starts to occur when x ~ 1.  As the droplet phase 
grows within the outlet channel it obstructs the channels walls, restricting the continuous 
phase from flowing down the outlet channel.  The reduction in size of continuous phase 




the droplet phase to neck and then break off from the orthogonal channel, creating a plug, 
a nonspherical droplet79.  The length of the plugs produced is independent of viscosity,  
but is proportionally dependent on the ratio of the flow rates of the continuous and 
dispersed phases79.  There is an intermediate stage where x<1 and the shape of the droplets 
produced is dependent on the both the shear stress and viscosity of the solutions (as seen 
previously in the dripping regime) and the confinement of the channel walls80,81. 
 
1.3.6 Co-flowing stream design 
The T-junction and flow-focus junction, described in Section 1.3.7, droplet 
generation designs both involve multiple channels within a microfluidic device.  The co-
flowing stream technique is less complex and involves inserting a glass capillary into a 
single microfluidic channel.  The continuous phase is injected into the microfluidic 
channel, while the dispersed phase is injected into the capillary.  Towards the tip of the 
capillary, both the glass and channel walls are parallel creating two co-flowing 
 
Figure 1.3 Two regimes found in microdroplet generation within a T-junction design.  
If the ratio of the inlet width to outlet width win/wout is <<1, smaller droplets will be 
produced in the dripping regime.  As the ratio approaches 1 then droplet production 
enters the squeezing regime where larger plugs are generated.  Blue represents the 
dispersed water phase while yellow represents the continuous oil phase. 
 
Figure 1.4 The co-flow stream design involves a capillary (grey lines) being inserted 
into a microfluidic channel (black lines) and the dispersed and continuous phases are 
injected into the two spaces respectively.  Droplet formation is dependent on the flow 
rates of the phases; if the continuous phase flow rate is low then droplets are formed 
at the tip of the capillary in the dripping regime, as the flow rate is increased droplets 
are formed further away from the capillary in the jetting regime. Blue represents the 




solutions82.  As long as the interfacial tension is overcome by the shear stress, the solution 
from the capillary breaks into individual droplets in one of two regimes, dripping and 
jetting (Figure 1.4)83.  Dripping occurs when droplets are formed close to the capillary, 
while jetting occurs when the droplets are formed further away from a thinning stream of 
dispersed phase.  Assuming the viscosity and interfacial tensions of the two phases remain 
constant; the droplet production changes from the dripping phase to the jetting phase once 
the velocity of the continuous phase is increased beyond a certain threshold, this is the 
Rayleigh–Taylor instability, which occurs when a lighter fluid (oil) is pushing a heavier 
fluid (water)84.  If the aforementioned velocity is increased further, droplets are generated 
further and further from the capillary and eventually there will be no droplet production, 
only co-flowing streams of the dispersed phase surrounded by a continuous phase85.  
When the flow rate of the continuous phase is <10 times larger than that of the continuous 
phase it is possible to alter droplet volume by adjusting the input flow rates86.  However, 
this changes the frequency of droplet production.  Currently, it seems both droplet volume 
and frequency cannot be adjusted in unison using this method.  Recently work has been 
done to model the variables present in droplet formation to accurately predict droplet 
volume84.  
 
1.3.7 Flow focus design 
The remaining widely used droplet production method is the flow focus design.  
Two opposing, perpendicular continuous phase channels meet a dispersed phase channel.  
The solutions flow into a narrower chamber which expands into an output channel.  
Microdroplets are produced in one of five regimes; squeezing, dripping, jetting, tip-
streaming and tip-multi breaking, all of which are illustrated in Figure 1.515.   
 
Squeezing regime 
The squeezing regime occurs at low capillary numbers (Ca < 0.01) where the 
interfacial tension term dominates and unlike the latter four regimes, it does not rely on 
the Rayleigh instability to generate microdroplets87.  The dispersed phase protrudes into 
the flow-focus junction and grows; meanwhile, pressure from the two intermediate flows 
builds on either side of the dispersed phase.  This gradually reduces the distance between 
the two opposing continuous phases.  Once the pressure from the continuous phases 
overcomes the pressure inside the droplet, the interface is squeezed and necks into a fully 
formed droplet.  In this regime the droplet will generally be a plug, with dimensions 
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controlled by the channel geometry88.  This method is known to produce droplets with a 
high degree of monodispersity89. 
 
Dripping regime 
At higher capillary numbers (Ca > 0.01), the viscosity term starts to play a roll 
over the interfacial tension forces, which previously prevented the emerging droplets 
from breaking up, and droplet production moves into the dripping regime87.  The two 
phases are forced through the narrow chamber which results in the two outer, continuous 
solutions applying pressure to the inner dispersed phase.  This results in the dispersed 
phase elongating into a thin cylindrical shape90.  Due to the perturbations in the stream, 
the dispersed phase becomes unstable due to increasing surface tensions and, as the 
Rayleigh instability predicts, the fluid breaks into individual droplets.  These droplets will 
either be created within or after the narrow chamber, the position of generation is 
determined by the capillary number1. 
 
Jetting regime 
Once the capillary number is above a certain threshold the dripping regime 
changes into the jetting regime (Figure 1.5j).  As the name suggests a long jet is produced, 
extending from the narrow chamber and this happens at high flow rates of the dispersed 
and continuous phases, Qd and Qc.  Similarly to the dripping regime, the Rayleigh 
instability causes the tip of the jet to break off into individual droplets91.  The droplets 
produced have low levels of monodispersity with coefficient of variation, CV, (explained 
in Section 1.3.14) values of ~ 6% being recorded.  This is due to perturbations in capillary 
number as the liquid moves through the system92.  This system is therefore not the best 





Figure 1.5 (a-e) Show the five regimes that can be achieved in the flow-focus junction 
design; the squeezing, dripping, jetting, tip-steaming regimes and tip multi-breaking.  
Blue represents the dispersed water phase while yellow represents the continuous oil 
phase.  (f-i) show images of droplet production: (f) Tubing regime where no droplets 
are produced [T], (g) Dripping plug [DP], (h) Dripping monodispersed droplet [DM], 
(i) jetting monodispersed droplet [JM]. (j) Flow pattern map where We and Ca are the 
webber and capilary number respectively.  The dopped line represents the transition 
between the tubing and dripping regimes; the dashed line represents the transition 
between dripping and jetting regimes; the dashed and dotted line represents the 
transition between the plug and monodispersed droplets.  At high capilary numbers 
droplets and plugs are generated, jetting is observed at  lower Ca values and no droplet 
production is seen at very low Ca values.  (f-j) are reprinted from, Chemical 
Engineering Science 84, Fu, et al, “Droplet formation and breakup dynamics in 
microfluidic flow-focusing devices: From dripping to jetting”, 207, Copyright (2012), 
with permission from Elsevier93. 
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Tip streaming and tip-multi-breaking regimes 
The final two methods tip-streaming and tip-multi-breaking are less commonly 
seen in microdroplet production.  The former of the two occurs at specific channel 
geometries94 when sufficient surfactant is present95.  The dispersed phase is elongated 
into a conical shape with a thin stream emanating from the tip.  Microdroplets break off 
from this stream96.  Microdroplets on the femtolitre scale have been recorded with a 
relatively high degree of monodispersity, CV ~1.897.   
The final regime, tip-multi breaking, is similar to tip-streaming in that a conical 
shape is formed from the dispersed phase.  However, the cone is unstable and oscillates 
with multiple droplets breaking off the cone with each oscillation98.  The droplets 
produced are polydispersed and are not continuous like the previous methods.  However, 
the number and size of the droplets produced are repeated with each oscillation and can 
be predicted99.   
 
1.3.8 Choosing a design 
Both the T-junction and flow-focus devices can be produced using simple PDMS 
moulds (described in Section 2.1.3), unlike the co-flowing junction which also requires 
a capillary to be carefully inserted into each device.  For multiple experiments using 
multiple devices, the co-flowing design is therefore less favourable.  Due to the nature of 
the T-junction, the dispersed phase is stretched along the outlet channel wall during 
droplet formation which can cause issues such as wetting.  This is when the water 
maintains contact with the channel wall and therefore droplets cannot be formed.  Flow-
focus designs by contrast generate droplets in the middle of the channel and therefore 
avoid wetting problems, allowing smaller droplets to be produced.  Other multi-layer 
droplet generation designs are available, but require complex multi-stage master creation 
(single stage master creation described in Section 2.1.2).  Due to the combination of the 
ease of device manufacturing and the range of producible droplet volumes, the flow-focus 
junction was chosen for droplet generation in Chapter 3. 
 
1.3.9 Droplet volume calculation  
Predicting and measuring droplet volume within the flow focus devices is 
important in many experiments, such as cell encapsulation, where the wrong droplet size 
may result in an incorrect number of cells per droplet100; and reagent mixing, where 
incorrect volumes will invalidate the results of any measurements101.  To confirm the 
droplet volume is as expected it can be imaged and one can measure parameters such as 
16 
 
the droplet radius, length and width102.  In a large enough channel where the channel depth 
and width are greater than the droplet length,  D, the droplet will be spherical and so the 




      (1.4) 
In some cases the droplet produced may have dimensions larger than the channel 
width and/or height which causes the length of the droplet to be longer than its width, this 
is called a plug103.  When this happens the below approximation (Equation 1.5) is used 
to calculate the droplet volume.  This can be calculated by finding the volume of both the 
plug and the two caps (ends of the plug).  Each cap is estimated to have the volume of a 
hemisphere.  The volume of the main body is calculated using the cross sectional area of 
the plug; this changes depending on if the plug is flattened by either the side or bottom 
walls (or both).  By adding these three volumes together, the below equation is achieved. 






)    (1.5) 
The volume of the droplet, V, is calculated using the channel height, H, channel 
width, W, and the length of the droplet, L.  This equation has been calculated theoretically 
and confirmed experimentally104,105.  
 
1.3.10 Controlling droplet volume 
As described previously, microdroplets have a number of applications and in 
many of these applications, having an accurate and controllable droplet volume is 
important.  It is therefore important to be able to adjust droplet volume in flow and to 
maintain a high level of monodispersity.  Droplet volume is dependent on a number of 
factors: the viscosities and interfacial tension between the two phases, the device 
geometry, the temperature of the solutions and the flow rates of the solutions.  Models 
have been developed to predict droplet volume, using the above parameters, and recent 
studies have been able to predict droplet volume15,106,107.   




= 𝑎𝑙𝑎𝑔 + 𝑎𝑓𝑖𝑙𝑙 + ζ𝑛𝑒𝑐𝑘φ          (1.6) 
An example of such a model can be found in Equation 1.6, which describes a 
method used for calculating the volume of microdroplets in a T-junction device107.  V is 
droplet volume, h is channel height, wc is channel width; αlag, αfill and ζneckφ are normalised 
volumes added during the lag and filling stages of droplet production and the 
dimensionless necking time.  Even though this equation takes multiple parameters into 
account, it can only generate droplets within 10% of the predicted volume.  This 
17 
 
highlights the difficulty and impracticality of predicting droplet volume when there are 
so many variables, some of which are not trivial to measure within the microfluidic 
device, such as temperature.   
 
1.3.11 Active droplet generation 
Microdroplet size control can be either passive or active.  Active microdroplet 
production involves using external appliances to impart additional energy into the system, 
which in turn creates droplets.  The droplets can be created using piezoelectrics108, 
pneumatic valves109, optical heating elements110 and generated electric fields111.  Droplets 
can be produced on demand and the frequency and magnitude of the external energy 
imparted into the microfluidic system dictates the frequency and volume of the droplets.   
 
1.3.12 Passive droplet generation 
Passive droplet generation, as the name suggests, does not make use of external 
energy sources and uses continuously flowing liquids and produces droplets in one of the 
five regimes described in Section 1.3.7.  Changing channel geometries or liquid 
properties are two ways of passively controlling droplet production106, but the easiest way 
to do so is by changing the flow rates of the liquids112.  Unlike the other methods, this can 
be done in flow.  It has been shown that both the volume and frequency of microdroplet 
production are dependent on the flow rates of both the dispersed phase, Qd and the 
continuous phase, Qc
112
.  Using one of the two main configurations of fluid input, syringe 
pumps and pressure-based pump systems, these flow rates can be controlled113,114.  By 
controllably changing the flow rates both the droplet volume and frequency can be 
controlled115, but a recent review paper by Zhu, et al (2017) suggests that “it is almost 
impossible” to control both droplet volume and frequency using a passive method and 
that changing droplet volume can take “several seconds or even minutes”15.  
 
1.3.13 Pressure-based pumps and syringe pumps 
To generate droplets, the two immiscible solutions must first be injected into the 
microfluidic device.  Two commonly used methods, which are compared in Chapter 3, 
are syringe pumps and pressure regulator based systems.  The former of the two involves 
a syringe which is connected, usually via tubing, to the microfluidic inlet.  The syringe is 
secured onto the syringe pump and a moving pusher block pushes the plunger into the 
syringe at a constant speed, providing a constant flow rate for the solution.  A motor 
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within the syringe pump drives the pusher block and moves in individual steps, increasing 
the pressure within the syringe, which in turn causes the solution to flow out of the syringe 
and into the inlet116.  The stability of this flow is related to the magnitude of each step; if 
the steps are small there will be many steps and the flow rate will be smooth, if the steps 
are large then for the same flow rate there will be less steps in total and there may be 
pulses or oscillations in the flow rates117.  As microfluidic experiments use small volumes 
of liquid and therefore low flow rates, this pulsing can cause issues such as oscillations 
in the microdroplet volume.  To combat this, “pulseless” syringe pumps which have 
hundreds of thousands of steps per motor revolution can be used; and although there will 
still be discrete steps, the limit of the flow rates for which the syringe remains pulseless 
is reduced.  
Another method commonly used to regulate flow rates within microfluidic 
devices is to impart pressures on to a vessel containing the solution, usually connected by 
tubing to the microfluidic device, using pressure regulators; this results in the solution 
travelling up the tubing and into the device.  The pressure in the vessels can be maintained 
and altered by the regulator; internal valves in the regulator are adjusted into a pre-
calibrated configuration that converts a high external input pressure into the required 
lower outlet pressure.  Although there are still moving parts within the regulator itself, 
shorter response times are observed when compared to syringe pumps, the latter of which 
can take seconds or minutes to respond to changes in infusion rate118.  This results in a 
higher droplet monodispersity on small time scales119.  However, over long times the 
backpressures within the pressure pump system can change, resulting in a change of liquid 
flow rates which in turn dictates droplet volume119.  Due to the aforementioned 
oscillations present in syringe pump based systems, pressure-based pumps have been 
more effective in producing monodispersed droplets120. 
 
1.3.14 Coefficient of variation 
The accepted method of measuring droplet monodispersity is the coefficient of 
variation,   
    𝐶𝑉 =
σ
μ
      (1.7) 
where σ is the standard deviation and μ is the mean droplet volume.  This can also be 
described as the relative standard deviation.  Previous studies have described the standard 
coefficient of variation for a pressure-based system to be just under 3%121 and studies in 
recent years have struggled to achieve a CV ~ 1% 
122–125.    
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1.4 Cell Sorting 
Cells are inherently heterogeneous, both at a cellular and nucleosomal level and 
the ability to separate large heterogeneous populations into smaller more homogeneous 
subpopulations is an important tool for many disciplines such as medical diagnosis126, 
therapeutics127 and single cell genomics128.  The ability to identify and isolate different 
cell types is called cell sorting.   
In 1965 the first cell sorter was built by Fulwyler, using inkjet printing technology 
which was new at the time, and involved isolating cells of different volumes within 
charged droplets and using electrostatic fields to direct the cells into the relevant 
subpopulation vessels129.  The first commercial cell sorter was invented in 1969 by 
Herzenberg and was an advancement of Fulwyler’s technology130.  A large number of 
cells flow through a single/multiple laser beams and the scatter of the light is detected and 
used to determine the cell type present.  The cell is then directed into the relevant sub 
population using the same method used by Fulwyler.  The cells are labelled with 
fluorescent markers and hence the technique is called Fluorescent Activated Cell Sorting, 
FACS.  This technique has evolved over the decades and has become a cornerstone in 
cell sorting technology with throughputs of over 100,000 cells per second131, but it does 
have some drawbacks. 
FACS sorters are usually large and expensive pieces of equipment which require 
significant effort to prevent contamination132, they require technical expertise to run and 
maintain133 and most importantly there are worries that there could be biohazard risks  
due to the cells being encased in aerosols42.  An emerging cell sorting technique which 
aims to address these issues, while maintaining the high flowrates and efficiencies of 
current FACS sorters, is microfluidic cell sorting134.  Microfluidic devices are already a 
proven platform for cell manipulation135 and cells can both be detected and maneuvered 
in the devices, either within microdroplets47 or free in cell media or PBS136.  Different 
designs of microfluidic devices and techniques of cell sorting have been invented to 
optimise sorting for different cell types, including a FACS microfluidic technique3.   
 
1.4.1 Methods of microfluidic cell sorting actuation 
There are a number of available methods for microfluidic cell sorting but they can 
all be defined into two broad categories, passive and active.  Passive cell sorting makes 
use of specifically designed channel dimensions and designs to create hydrodynamic 
forces, which allow the separation of cells depending on morphological differences such 
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as size and density.  Active sorting involves external mechanisms to impart forces to 
separate the cells.  Examples include acoustic waves, magnetic fields and electric fields. 
 
1.4.2 Passive cell sorting 
The simplest form of cell sorting is passive cell sorting.  These methods can be 
high throughput, with 100,000s of cells being sorted per second137.  One of the benefits 
of this method is also one of its main disadvantages; cells can be sorted without 
fluorescent labels, but only inherent cell properties such and size and density can be 
analysed.  Cells are sorted using inertial flow focusing, filtration and hydrodynamic 
forces.  These methods are discussed in Section 1.4.3 and Section 1.4.4. 
 
1.4.3 Inertial flow focusing  
Inertial flow focusing within microfluidic devices makes use of the laminar flow 
of the cell solution, where due to the low flow velocities, the movement of the fluid is 
smooth and orderly.  The velocity of the fluid is greatest at the centre of the channel and 
effectively zero at the channel walls138.  In laminar flow systems curved channel walls 
can be used to employ inertial forces onto the cells in solution.  These forces act on the 
cell in the direction of the inner channel wall.  These curved channels can be designed 
into a spiral or serpentine pattern.  A spiral design imparts a larger force on larger cells 
and smaller forces on smaller cells (Figure 1.6a)139.  By imparting these forces over a 
longer distance the cells will separate, with larger cells gravitating towards the inner 
channel wall140.  The larger the cell the closer it will be to the channel wall.  At the end 
of the spiral, the channel widens into multiple parallel outlets.  The cells will then flow 
into different outlets depending on their size (Figure 1.6b).  Multiple cell types can be 
separated at once using this method141.  This technique has been widely used, one example 
being the separation of tumour cells from blood samples142.  Recently modified spiral 
channels have used micro-obstacles and extra corners to increase the efficiency and 
throughput of cell sorting.  The micro-obstacle method has achieved a yield of >90% and 
a throughput of 2.5 mL/min143, while the spiral channels with added corners achieved a 







Making use of similar forces, a serpentine channel has been used to separate cells 
of varying sizes (Figure 1.6c).  The sudden changes in direction within the channels cause 
the flowing solution to lose momentum at the turns, imparting an inertial lift force which 
in turn creates an opposing accelerating force on the liquid146.  This secondary drag force 
leads to vortices, or Dean flows, in the serpentine channel147.  The cells are acted upon by 
these two forces and experience varying resultant forces depending on cell size, which 
separates the cells within the channel perpendicular to the direction of propagation145.  
The serpentine design has been used to sort cells at a rate of 1mL/min but there is less 
recent work using the technique when compared to the aforementioned spiral design148. 
The design is also useful for focusing cells into the middle of the channel for flow 
cytometry149.   
 
Figure 1.6 (a) A spiral inertial flow focusing channel which is sorting large (blue) and 
small (orange) cells.  The larger cells experience a larger force compared to the small 
cells and move towards the inner channel to be sorted into the leftmost outlet, while the 
small cells continue into the rightmost outlet.  (b) Particles of differing sizes being 
sorted into four outlets using a spiral inertial focusing device.  (c) Serpentine inertial 
flow focusing channel diagram with cells arriving scattered across the width of the 
channel being focused into the middle of the channel by the time they reach the outlets.    
Figure (b) Reprinted by permission from Springer Nature: Journal of Mechanical 
Science and Technology, “Focusing and sorting of multiple-sized beads and cells using 
low-aspect-ratio spiral microchannels”, Thanormsridetchai, et al,  (2017) Figure (c) 
Reprinted from, PNAS 104, Di Carlo, et al, “Continuous inertial focusing, ordering, 
and separation of particles in microchannels”, 18892, Copyright (2017) National 




Not unlike other methods of filtering, cells can be separated due to their size by 
implementing channel features into the device design.  The simplest technique is to use 
arrays of pillars with varying separations as seen in Figure 1.7a152.  The cells enter the 
sorting region at the bottom and are enacted upon by two flows.  One flow pushes the 
cells into the pillar arrays, while the other flow moves the cells perpendicular to the pillar 
arrays, along to the numerous outlets between each array.  This is known as a cross flow 
junction.  Each iteration of pillars are closer together.  Smaller or more elastic cells will 
 
Figure 1.7 (a) Schematic of a pillar based filtration cell sorting device where the 
distance between pillars decreases with each iteration, trapping larger cells earlier 
and letting smaller cells pass.  The cells can then be sorted into multiple outlets 
depending on their size and elasticity.  (b) Results of filtration sort of small peripheral 
blood mononuclear cells (PBMC) and larger mouse lymphoma cells (MLC) with 
purities of 95% and 99% respectively.  (c) Top down lateral sorting device with 
membrane for trapping large cells and allowing small cells to pass.  (d) Diagram of 
top down device in action, detecting cancer, where CTC cells are trapped and RBCs 
and WBCs pass through.   Figure (b) reprinted from, Lab on a Chip 13, McFaul, et al, 
“Cell separation based on size and deformability using microfluidic funnel ratchets”, 
2369, Copyright (2012) Royal Society of Chemistry, with permission from the Royal 
Society of Chemistry 150.  (c-d) Reprinted from, Biosensors and Bioelectronics 71, Fan, 
et al, “A microfluidic chip integrated with a high-density PDMS-based microfiltration 
membrane for rapid isolation and detection of circulating tumour cells”, 380, 




pass through more arrays while larger or less elastic cells will not be able to pass.  Once 
a cell cannot progress any further through the pillars it will be moved along into one of 
the outlets.  The cells can therefore be sorted into numerous subpopulations in one 
experiment (Figure 1.7b)150,153.  A common issue with filtration is that the pores are prone 
to clogging, with cells getting stuck, preventing more cells from being sorted154.  To 
prevent this from happening recent designs have implemented multiple microfluidic 
device layers for top down, lateral sorting (Figures 1.7c and 1.7d)151.  The cells are 
injected above the top layer.  Smaller cells can pass down into the bottom channel, while 
larger cells cannot pass.  There are outlets for the top and bottom channels at the sides of 
the channels.  If large cells start to clog the pores a positive pressure is applied from the 
top outlet to detach the cells.  A negative pressure is then used to remove the cells from 
the channel without disrupting the smaller cells which have already passed the 
membrane155.  Due to the high throughput of this method it is useful for isolating white 
blood cells156, circulating tumour cells (CTCs)151, and bacteria157 from blood. 
 
1.4.5 Magnetic activated cell sorting (MACS) 
The previously described methods of passive cell sorting only allow cells to be 
separated into populations determinant on cell size and deformability.  This limits the 
number of potential applications.  A method that allows more specific cell sorting, by 
identifying the antigens on the cell surface, is magnetic activated cell sorting (MACS).  
Antigens are proteins found on the surface of cells, which only bond to specific antibodies 
(another protein), like a lock and key.  MACS uses magnetic beads, usually iron, which 
are coated with a specific antibody which will bind to antigens on the target cells158.  After 
these particles have been incubated with the cells, magnets can be used to attract the beads 
and recover the required cell type while the unbound cells can be washed away159,160.  It 
could be argued either way that MACS is an active or passive method of cell sorting.  The 
magnetic particles are actively bound to the cells but after this binding step, the cells are 
passively flown through the magnetic field.   
Initial applications of MACS were performed without microfluidic chips and have 
been used in a wide variety of cell isolation and purification techniques including locating 
rare CTC cells161 and removing damaged sperm cells to improve fertilisation162.  In the 






Figure 1.8 (a) Diagram of MACS device.  The cell inlet and buffer inlet causes all cells 
to move towards the waste outlet unless the magnet is on, in that case the cells with 
magnetic labels are drawn towards the magnetic field and will flow into the target cell 
outlet.  (b) Image of magnetically labelled particles flowing into a microfluidic channel 
with the magnet off.  The particles flow from the top left to the bottom right of the 
channel.  (c) Particles flowing in the same channel as (c) but with the magnet on, in 
this case the cells line up and reach the bottom of the channel at roughly the same 
lateral position. (d) Lateral exit position of cells both with (black) and without (white) 
the magnetic focusing.  With the focusing almost 100% of the cells are in the same 
350μm position and without the magnetic focusing, the cells are randomly distributed.  
(b-d) are reprinted by permission from Springer Nature: Biomedical Microdevices, 
“Magneto-Hydrodynamic Fractionation (MHF) for continuous and sheathless sorting 
of high-concentration paramagnetic microparticles” Kumar, et al, (2017) 163 
 
Magnetic cell sorting was first introduced into microfluidic devices in 2004 where 
cells passed through a channel with a perpendicular magnetic field.  Cells with attached 
iron microspheres are deflected while those without continue in the direction of laminar 
flow (Figure 1.8)164.  This method only works for two cell types, those with the 
microsphere attached and those without.  To combat this, different sizes of microspheres 
can be attached to different target cells, which leads to different trajectories when passing 
the magnetic field; by taking advantage of these trajectories the cells can be removed at 
up to 25 different outlets165,166.  The throughput of microfluidic MACS is relatively high 
when compared to other methods with rates in the tens of thousands of cells per 
second163,167.  This has allowed bacteria to be removed from whole blood at rates of 60 
25 
 
mL/hr168.  A downside of this method is that it requires an external label being attached 
to each cell which may alter the viability of the cell.  It is also is difficult to remove the 
magnetic beads from the cells post-sort and this may or may not remove the antibody, 
both of which may alter the measurement of cell properties168.  As each cell needs an 
antibody-coated magnetic bead this technique may become expensive when sorting a 
large number of cells. 
 
1.4.6 Active cell sorting 
Active cell sorting relies on external forces to alter the trajectories of cells.  The 
throughputs can be high, with 100,000s of cells sorted per second; and unlike passive 
methods, active sorting can make use of fluorescent labels to target a wider range of cell 
subpopulations.  Active sorting involves two steps: the detection of a cell or fluorophore 
and the actuation of the sort.  The same cell detection method can be used with various 
sorting actuation methods.  The fluorophores used will be discussed in Section 1.5 and 
below the various methods of physically sorting the cells will be discussed.  These 
methods include: acoustophoresis, dielectrophoresis, optical methods and micro-electro-
mechanical sorting (MEMS). 
 
1.4.7 Acoustophoresis 
Acoustic cell sorting, or acoustophoresis, involves the manipulation of cells using 
acoustic radiation.  Piezoelectric transducers are used to create standing waves which alter 
the pressure within microfluidic channels.  The nodes of the wave create regions of 
constant pressure while the antinodes create regions which alternate between a maximum 
and minimum pressure.  These alternating waves are created when waves of a specific 
frequency travel in opposite directions.  Different varieties of these waves can be created, 
namely bulk acoustic waves (BAWs) and surface acoustic waves (SAWs). 
BAWs occur when standing waves are produced and line up with the walls of the 
microfluidic channel, creating a node or antinode in the centre of the channel169. Cells 
entering this region experience a force.  The magnitude of the force is dependent on the 
size and shape of the cell and the direction is determined by the size, density and 
compressibility of cell170.  The movement of the cell is described by the acoustic contrast 
factor, φ, (seen in Equation 2.1) a value which is also dependent on the properties of the 
surrounding medium171.  β and ρ represent the compressibility and density of the particle 










    (2.1) 
A positive value of φ results in the cell moving towards the node (Figure 1.9a) and a 
negative value of φ results in the cell moving towards the antinode (Figure 1.9b).  By 
positioning the antinodes at the channel walls, a node at the centre of the channel cells 
will be directed to the middle or edge of the channel.  If the two cell types have positive 
and negative φ values they can be passively sorted, with the waves being produced 
constantly172.  But to sort more similar cell types, the acoustic wave can be turned on 
when a target cell is present and the cell will be directed to the middle or edge of the 
channel and into the sorting outlet173,174. 
  Fluorescent activated cell sorting has been performed using BAWs with 
throughputs of 150 cells per second175. The formation of these waves relies on high 
acoustic reflection from the microfluidic device.  Unfortunately, low-cost polymer 
materials such as PDMS have poor acoustic reflection properties.  As PDMS is widely 
used for rapid prototyping this makes it difficult to easily and quickly test new BAW-




Figure 1.9 (a) Particles being focused in the middle of the microfluidic channel using 
Bulk Acoustic Waves (BAWs).  The particles have a positive φ value and so migrate to 
the pressure nodes.  (b) Conversely to (a) the particles have a negative φ value and 
therefore migrate to the antinodes at the channel walls.  (c) Surface Acoustic Wave 
(SAW) sorting where interdigitcal transducers (IDT) use multiple driving frequencies 
to focus cells into specific flow paths and into various outlets.  (d) Cross section of 
SAW device showing the pressure waves within the microfluidic device.  This figure is 
reprinted from, Lab on a Chip 15, Wyatt Shields, et al, “Microfluidic Cell Sorting: A 
Review of the Advances in the Separation of Cells from Debulking to Rare Cell 
Isolation”, 1230, Copyright (2015) Royal Society of Chemistry, with permission from 




These waves are produced along the floor of the microfluidic channel using 
transducers.  They mechanically produce sound waves which allow for cells to be aligned 
into specific flow streams178.  SAWs were first employed to help focus microparticles and 
cells into the middle of microfluidic devices in both 2D179,180 and 3D181.  This has been 
useful in cytometry where cells can be focused into centre of the laser beam, allowing for 
a more tightly focused beam which improves the resolution182,183.  The SAW waves are 
either standing or travelling waves, SSAW or TSAW waves.  With TSAWs the frequency 
of the wave can be altered to fine tune the sorting rate184.  With SSAW only a fixed 
wavelength can be used185.  These methods have been able to achieve cell sorting in the 
kilohertz regime186,187.   
 
 
Figure 1.10 (a) Diagram of positive Dielectrophoretic (pDEP) where an AC current is 
used to pull cells towards the electrodes. (b) Alternatively negative DEP (nDEP) can 
repel cells into the centre of the microfluidic channel.  (c) Diagram highlighting the 
use of such techniques.  Initially the cells are focused into the centre of the channel 
using pDEP and are then actively pulled towards the channel walls using two nDEP 
electrodes, allowing 3 cell types to be sorted. This figure has been reprinted from, 
Analytical and Bioanalytical Chemistry 397, Gossett, et al, “Label-free cell separation 
and sorting in microfluidic systems”, 3249, Copyright (2010) Springer-Nature, with 





Similarly to how MACS uses magnetic fields to manipulate the trajectory of cells, 
dielectophoresis, DEP, employs non-uniform AC electric fields.  The field that the cells 
flow through is produced by integrated electrodes within the microfluidic channel which 
generate an alternating current, inducing dipole moments across the cells188.  The cells 
will then move towards the region of strongest or weakest field intensity within the 
microfluidic channel depending on the electrical permittivity of the cell and the 
surrounding solution; if the cell has a greater permittivity than the fluid it will move 
towards the weakest region of the field and vice versa (Figure 1.10a and Figure 
1.10b)189.  The magnitude of this force depends on the size and dielectric properties of 
the cell or droplet189.  By altering the voltage and frequency of the input signal, the force 
experienced by the cells can be changed, causing them to be positioned at different 
distances from the channel walls, which allows multiple cell subpopulations to be sorted 
into multiple (at least 5) outlets as seen in Figure 1.10c190.  To reduce the damage to the 
cells imparted by the electric fields, the cells can be encased in microdroplets191.  A 
similar method is used in the FACS (fluorescent activated cell sorting)192.  DEP droplet 
sorting methods have achieved throughputs up to 30,000 cells/s193. 
 
1.4.9 Optical methods 
Light in the form of lasers and the radiation forces produced by them can be used 
to manipulate cells.  Optical cell manipulation has been studied since the 1970s194 with 
cell trapping195, optical tweezing196, optoporation197, optogenetics198 and optical 
stretching199 highlighting that focused laser beams can enact forces upon the cells.  There 
are two main forces at play, the lateral force and the axial force.  The former occurs when 
light enters the cell and is refracted, like in a lens, due to the refractive index difference 
between the cell and the surrounding liquid 200; resulting in the light to exit in a different 
direction than before, causing a change in the momentum of the light particle.  As the 
total momentum of the system is conserved, there will be an equal and opposite 
momentum change, and therefore force, applied to the cell.  If the cell is not in the centre 
of the beam there will be a larger momentum change towards the beam focus, this is the 
axial force201.  These forces are illustrated in Figure 1.11a and can be used to move cells 
into specific outlets within a microfluidic device 202.  Optical tweezers can be used to 
move individual cells but this method has a restricted throughput, even with multiple 




cell being moved in a device is shown in Figure 1.11b.  Lasers can also act as optical 
switches which can be switched on and off very quickly, and because the forces from the 
light can be transmitted at the speed of light, they have been investigated widely as a 
switching mechanism for high-throughput cell manipulation. 
           
Figure 1.11 (a) Converging laser beam profile illustrating that particles are drawn to 
the focus due to the axial gradient force.  This allows cells and other small particles to 
be trapped and maneuvered.  (b) A series of images showing the manipulation of a 
single 10 µm particle using an optical trap. (c) Schematic of a pulsed laser activated 
cell sorter.  The sample flow is focused into the centre of the channel and into the waste 
outlet.  If a target cell is detected a laser pulse induces cavitation, resulting in a bubble 
being produced in the adjacent channel.  This displaces liquid and alters the cell path 
into the collection outlet.  (d) Images of cavitation bubble generation due to a focused 
laser beam pulse.  Figure (a) is reprinted from, Nature 424, Grier, et al, “A revolution 
in optical manipulation”, 810, Copyright (2003) Springer-Nature, with permission 
from Springer Nature204.   Figure (b) is  Reprinted from Optics Express, 12, Applegate, 
et al, “Optical trapping, manipulation, and sorting of cells and colloids in microfluidic 
systems with diode laser bars”, 2004  © The Optical Society205.  (c-d) are  reprinted 
from, Lab on a Chip 12,Wu, et al, “Pulsed laser triggered high speed microfluidic 
fluorescence activated cell sorter.”, 1378, Copyright (2012) Royal Society of 
Chemistry, with permission from the Royal Society of Chemistry206. 
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If the laser is turned on as a target cells flows by in a microfluidic channel, the cell will 
experience an additional optical force which can deflect  it within the flow of the device 
and result in it moving into the required outlet channel205.  This method does not require 
the cell to be fully trapped and it only needs a small additional force to change the cell 
direction.  Using this method, throughput rates of 100 cells/s have been recorded207.   
Another technique which uses optical switching, focuses intense laser beams into 
the channel, which can produce temporary vapour bubbles within the liquid (Figure 1.11c 
and Figure 1.11d).  This technique, called pulsed laser activated cell sorting (PLACS), 
can be used to generate a low pressure bubble, cavitation, within a microfluidic which 
eventually collapses due to the higher pressure of the surrounding liquid208.  The 
generation of the bubbles displaces liquid in the channel, creating a jet of solution to move 
flowing cells from one side of the microfluidic channel to the other and into the sorting 
 
Figure 1.12 Schematic of piezo sorting mechanism.  In this design particles are focused 
into the centre of the microfludic device and flow into the middle waste channel.  By 
actuating the piezo with either a postive or negative voltage, it will either bend 
downward or upwards respectively.  This causes the liquid within the resevior to 
displace, causing the particles to be moved to the left or right of the channel and into 
one of the two sorting outlet channels.  This figure is reprinted by permission from 
Springer Nature: Biomedical Microdevices, “Microfluidic cell sorter with integrated 




channel 206.  This method has been improved with multilayer 3D sheath focusing209 and 
has achieved flow rates of up to 45,000 cells/s210. 
 
1.4.10 Microelectromechanical sorting (MEMS) 
Another method in cell sorting uses micro-electro-mechanical sorting (MEMS) 
devices to manipulate the paths taken by cells within microfluidic devices.  Initial devices 
used switches and valves which opened and closed multiple outlet channels134.  
Depending on the position of the switch the flow focused cells move into the energetically 
favourable outlet211.  Valve switching throughputs are limited by the response time of the 
valves and initially achieved throughputs of hundreds of cells/min134.  Other methods can 
be used to bias cell flow into outlets, such as controlling the outlet pressures.  If one outlet 
is at atmospheric pressure while the other is acted upon by a lesser, negative pressure; the 
cell flow will be directed to the former outlet.  These pressures are switched using a 
hydrodynamic valve, allowing for sorting at throughputs limited to the switching time212. 
Newer MEMS designs employ piezoelectric actuators such as the one seen in 
Figure 1.12.  Flow focused cells flow down a main channel and into one of multiple 
outlets36.  Perpendicular to the main channel is a channel which leads to a reservoir of 
liquid with a PZT (lead zirconate titanate) piezo buzzer bonded to the top. This piezo is 
comprised of a metal plate in contact with a PZT piezoelectric crystal. When an electric 
current is applied to the buzzer, the PZT expands and contracts causing the metal plates 
to vibrate. When the piezo is actuated the moving plates displace liquid in the reservoir 
which flows into the main channel, disrupting the flow of cells.  The cells are then pushed 
into the previously energetically unfavourable outlet213.  The magnitude and polarity of 
the voltage affects the magnitude and direction of the piezo bend and so extra channels 
can be added to sort multiple cell types214.  A benefit of these devices when compared to 
the valve based sorting methods is the short reaction time of the piezo.  Piezos can actuate 
in a tenth of a millisecond, leading to high sorting speeds of tens of thousands of events 
per second213.  Fluorescence based FACS sorting has been carried out on piezo based 
devices, with cell sorting being performed in the kilohertz regime215.  The 2D design 
employed thus far contains a large cell flow area, with cells having the potential to flow 
anywhere in the z axis.  By focusing cell flow in the z axis, the sorting area is reduced 
allowing for improved flow control and higher throughputs of up to 10kHz216. 
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1.5 Fluorescent labelling 
As is evident from the previously described techniques, the cell sized channels 
within microfluidic devices are an ideal environment to manipulate single cells.  These 
attributes make it possible to isolate and sort individual cells based on their individual 
properties.  The passive methods highlight the ability to sort cells based on attributes such 
as size, density and elasticity but even cells of the same size and cell type can be 
heterogeneous.  Cells can contain different internal characteristics such as; different 
volumes of DNA, have different proteins present and express varying numbers and types 
of surface markers.  By targeting these characteristics with a label these differences can 
be observed and quantified, allowing cells to be further sorted into new subpopulations.  
This can be done using fluorescent labels: labels which fluoresce under specific 
conditions.  The fluorescent labels which bind to the target protein or surface marker are 
excited using a light source, such as a light emitting diode (LED) or laser.  They then emit 
light of a higher wavelength; which can be detected, confirming the presence and quantity 
of the target substance within the cell.  More cell characteristics can therefore be detected, 
allowing for more cell types to be sorted and analysed.   Multiple fluorescent markers can 
also be used at once to further increase the potential number of subpopulations.  There 
are different families of fluorescent surface markers which are discussed below. 
 
1.5.1 Fluorescent proteins  
Fluorophores are fluorescent markers which absorb a specific wavelength of light 
and re-emit light at a different wavelength.  Energy is lost in this process and so the 
emission wavelength is always longer than the absorption wavelength.  The fluorescent 
nature of fluorophores has been known for over a century217, with JFW Herschel 
observing molecules in tonic water fluorescing under UV light,  but it took another 100 
years for these molecules to be used within cells.  The family of fluorescent proteins, such 
as the green fluorescent protein (GFP) found in jellyfish218, have been critical in the 
development of fluorescent labelling.  GFP has been extracted, synthesized and has been 
used to tag target proteins within cells since 1992219.  The genetic code of the cell is 
altered by fusing new DNA, with encodes of GFP, to the protein of interest.  This is 
incorporated within the genome and results in some of the protein within the cell being 
fluorescently labelled, causing it to fluoresce when illuminated allowing it to be observed 
and tracked within living cells220,221.  To allow for multiple target proteins to be observed 
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at once, various fluorescent proteins have been developed which absorb and emit varying 
wavelengths218.   
 
1.5.2 Fluorophores 
More complicated fluorophores have been synthesized to target the cell 
membrane, cytoskeleton and surface markers222.  Lipophilic dyes223 and fluorescently 
labelled lectins224 (carbohydrate binding proteins), are used to target the cell membrane 
and cytoskeleton respectively.  To target surface markers, fluorescent molecules are 
tagged to specific antibodies which bind to particular antigens within the cell225.  All of 
these options allow for a wider range of immunophenotyping, improving the study of cell 
protein expression within cells.  If these phenotypes can be observed, the cells can be 
targeted and sorted using fluorescent activated cell sorting (FACS).   
 
1.5.3 Fluorescent nucleic acid dyes 
Another group of fluorescent markers are fluorescent nucleic acid dyes226.  These 
dyes do not require gene editing and some are cell permeable so can be easily added to 
living or dead cells.  The dyes bind to grooves found in DNA between the strands227.  
Examples of these dyes are Hoechst and 4′,6-diamidino-2-phenylindole (DAPI) stains.  
These dyes are excited by ultraviolet light and emit blue light.  As DNA is mostly found 
in the cell nucleus, the dye allows cell nuclei to be stained and observed.  Hoechst dye is 
used in Chapter 5 and is important in observing cell nuclear morphologies. 
 
1.6 Fluorescent activated cell sorting (FACS) 
To sort cells based on the fluorescent signal present, due to their fluorescent label, 
cells can be sorted using FACS.  The cells flow in the FACS sorter and are illuminated 
with a number lasers, of varying wavelengths, which excites the fluorophores within the 
cells and the light emitted from them is picked up by a detector228.  The wavelengths 
present and the magnitudes of these wavelengths adduce the fluorophores present and 
their concentration within the cell.  The incident light is also scattered by the cell.  
Forward scatter, which propagates in the direction of the light path; and side scatter, 
which is deflected perpendicular to the light path can be measured.  Forward scatter can 
be used to determine the cell size with larger cells producing a larger forward scatter 




Cells with a more complex internal structure produce a larger side scatter 
signal231,232.  Using these three parameters, heterogeneous cell samples can be categorised 
into more homogeneous subpopulations233.  After a decision on cell type has been made, 
charges are added into the fluid surrounding the cell.  This fluid pinches off generating a 
droplet which is then sorted via two charged plates.  The cells are sorted into populations  
depending on the charge applied, which in turn depends on the signals measured by the 
detectors130.  This method is able to sort 100,000s of cells a second but due to the expense 
of the machines and running costs this sorting method is one of the most expensive234,235. 
 
1.7 Cell models used  
As previously described, there are a number of morphological differences that 
cannot be picked up by standard FACS techniques.  Below several cell types with nuclear 
morphological differences are discussed.  The total DNA remains constant but the 
structure and location of the DNA varies.  This means sorting using fluorescent imaging 
 
 
Figure 1.13 Images taken of cells with stained nuclei  within a microfluidic device.    
(a-b) Images of SAHF negative and SAHF positive nuclei.  The SAHF+ cell contains 
spotty nuclei while the SAHF  negative cell has a more evenly distrubuted nucleus.        
(c-d) images of a healthy K562 cell nucleus and an apoptotic K562 cell.  The healthy 
cell nucleus is in tact while the dying apoptotic cell has packaged its nucleus into 
smaller discrete regions.  (e-f) Mononucleated and binucleated hepatocyte cells.  The 
number of nuclei within the cells can be observeed.   
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is vital in separating the cells into groups of similar subpopulations.  The following 
section discusses the cell models used in Chapter 5. 
1.7.1 Senescence associated heterochromatic foci (SAHF) cells 
Although aging is a mostly universal occurrence in both organisms and their 
individual cells, its exact causes are unclear236,237.  Most cells can only divide a finite 
number of times, after which they become senescent238.  The activation of certain 
oncogenes can also cause senescence, this is called oncogene induced senescence or OIS.  
In some of the senescent cells, their nuclei contain senescence associated heterochromatic 
foci (SAHF)239,240.   
This effect causes the normally smooth cell nucleus, as shown in Figure 1.13a, to 
appear ‘spotty’, as shown in Figure 1.13b.  By staining the nucleus and sorting the cells 
into ‘spotty’ and ‘smooth’ nuclei populations, the effects on the cell caused by senescence 
can be investigated.  Once the cells have been separated the active genes within the cells 
on both populations can be analysed to further investigate the causes and effects of aging.  
FACS would be unable to sort these cells due to the cells containing the same 
concentration of DNA and hence providing the same signal. 
 
1.7.2 Apoptosis 
At the end of a cell’s life cycle it will undergo programmed cell death, or 
apoptosis241.  The cell loses is functionality and will start to disassemble.  The cell 
membrane starts to bleb and the cell will eventually break into multiple vesicles which 
will be engulfed by other cells by phagocytosis.  Before the destruction of the cell, the 
chromatin will condense and the nucleus fragments into smaller discrete units (as seen in 
Figure 1.13d).  The total DNA within the cell remains the same, but instead of one large 
nucleus the cell contains multiple smaller nucleosomal units242; which again makes it 
difficult for a FACS machine to detect and sort, as the intensity of the fluorescing DNA 
signal would be the same.  Apoptosis is an important function in the immune system and 
the cell life cycle; and can show increased or reduced performance during diseases such 
as cancer243.  By isolating apoptotic cells, the genes expressed during these diseases could 





1.7.3 4n Liver hepatocytes 
Polyploidisation is common in hepatocyte liver cells; this involves a numerical 
change in the number of chromosomes present within a cell.  Human cells usually contain 
23 pairs of chromosomes, giving a total of 46.  The number of chromosomes can be 
described by the haploid number, n, which, under normal conditions, is half the number 
of chromosomes found in a non-reproductive cell (23).  It has been shown that an 
important step in liver polyploidisation is the creation of cells containing multiple nuclei 
and increased haploid numbers, for example 4n, 8n and 16n. The generation of these 
binucleated cells is due to errors in cell division, or specifically cytokinesis244.  High 
polyploidy has been linked with senescence and a decrease in the ability of cell 
replication245,246.   With liver disease being higher in Scotland than other European 
countries, research into liver regeneration is important247.  If the simplest case of 
polyploidisation is considered, the cells may contain a single 4n nuclei (Figure 1.13e) or 
two 2n nuclei (Figure 1.13f).  In both cases the cells contain the same total amount of 
DNA, it is only packaged differently.  In FACS detection, the stained nuclei would give 
the same fluorescent signal in both cases.  By imaging the cells and isolating 
mononucleated and binucleated cells it is hoped that the reasons behind the induced 
polyploidy and the link to cell replication can be understood.   
 
1.8 State of the art: Image-based cell sorting 
Fluorophores allow a wide range of heterogeneous cell properties to be 
investigated, but there are still a number of morphological cell differences that cannot be 
expressed by these parameters such as the distribution of proteins, organelles and other 
target features. The concentrations of these features may be similar and so when stained 
the total fluorescent signal would be comparable, but the compounds may be distributed 
throughout the cell differently248.  Examples of this can be found in the section above, 
where various cell types with the same total DNA, package it in different ways, leading 
to distinct cell functions.  The ability to separate these cell types would allow the 
investigation of the genes used in the varying cell functions.  The differences can be seen 
visually but are not picked up by the quantitative measuring FACS system and so to 
categorise the cells into homogeneous subpopulations they must first be imaged and 
classified.  Imaging flow cytometry has been carried out at high throughputs, tens of 
thousands of cells/s249, but until recently the cells were imaged without being sorted.  
Multiple sources have suggested that the next stage in cell sorting is the ability to  
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image, characterise and sort cells in flow; but due to slow image processing and decision 
making it has been difficult to create a system which can image, categorise and sort cells 
in real time250,251.    However, in 2017 the first microfluidic image based cell sorter was 
developed.  The system sorted two types of single cell plankton, a circular and an 
elongated species.  To differentiate between the two cell types an algorithm was used to 
locate the cells within microdroplets and to determine the shape of the cell.  It used 
electrodes to sort droplets containing the imaged cells at 10 Hz252.   
Improvements were made to the image based sorting technique in 2018 with the 
intelligent image-activated cell sorting (IACS) technique, shown in Figure 1.1435.  It used 
piezoelectric actuators to sort the cells and deep machine learning to analyse and 
 
Figure 1.14 Schematic of Intelligent Image-Activated Cell Sorter (IACS).  Cells are 
focused into the centre of the channel using conventional hydrodynamic methods and 
are imaged in multiple wavelengths.  The data obtained is in waveform format and is 
then converted into an image of the cell.  Deep learning image analysis is then 
performed on the image to determine if the cell is of interest.  If a target cell is present 
a trigger signal actuates the two piezos to push or pull the cell into the correct outlet.  
This image reprinted from, Cell 175, Nitta, et al, “Intelligent Image-Activated Cell 




characterise cell images into the relevant subpopulations.  A frequency-division 
multiplexing (FDM) microscope is used to image the cells in both bright field and two 
fluorescent frequencies.  The FDM data obtained by the photodetectors is acquired as 
waveforms and must be constructed into an image of the cell or regions of the cell253.  The 
deep learning algorithm is used to analyse these signals and to categorise each event into 
one of multiple cell types, by comparing each waveform to pre-trained data sets providing 
a probability of the present cell being in each class.  Thresholds are then used to determine 
if the cell will be sorted into a particular class or sent to waste.  Deep learning allows the 
data for each new cell to be incorporated into the decision making step of the next cell, 
and so on, allowing the system to learn and improve with each new image254.  
Throughputs of 100 events per second were recorded with multiple cell types being 
analysed and sorted35.  The IACS technique has inspired similar techniques with 
improvements:  Image based cell sorting throughputs have been recorded at 10,000 cells 
per second255,  the machine learning technique has been used to classify real images rather 
than the waveform “ghost images”256 and cells have been imaged in 3D and sorted at 
throughputs of 500 cells per second.  This technique will no doubt evolve over the coming 







Chapter 2. Materials and methods 
2.1 Microfluidic devices 
This section will describe the methods followed to create the microfluidic devices 
used in Chapters 3-5, from the initial design stage to readying the devices for 
experimental use. 
 
2.1.1 Device design 
Adobe Illustrator was used to design the numerous device designs seen throughout 
the thesis.  The designs were then printed onto a high resolution, dark field lithography 
mask which is used for creating masters. 
 
2.1.2 Master generation 
Designs are printed on a high-resolution photomask with negative features (the 
channels are transparent with the remainder of the mask remaining black and opaque). 
This is printed by an external company, Micro Lithography Services.  Using 
photolithography these designs can be transferred onto an SU-8 coating on a substrate of 
silicon wafer, creating a master mould for the devices to be manufactured from.   
SU-8 2025 photoresist is poured onto a 3 inch diameter silicon wafer and spread 
using a pipette tip to cover the whole wafer.  The wafer is then placed onto a spin coater.  
An initial rotation of 500 rpm is used for 10 seconds.  The spin coater then accelerates to 
the desired speed at 300 rpm s-1.  Once the desired speed has been reached, the coater will 
spin for a further 30 seconds.  The rotation spreads the SU-8 2025 to the desired thickness 
and the speeds used can be found in Table 2.1, which is based on the manufacturers 
specifications.  The wafer is removed from the spin coater and the SU8 is soft baked to 
remove any solvent from the material and to create a solid coating of photoresist. To 
achieve this the wafer is placed on a hot plate at 65°C, followed by a hot plate at 95°C 
and finally back to the hot plate at 65°C for the times listed in Table 2.1.  While on the 
hot plate, a tin foil covered petri dish lid is placed over the wafer to prevent stray, ambient 
UV light from cross linking the SU-8 on the wafer.  Once the soft bake is complete, the 
wafer must be exposed to a controlled intensity of UV light to cross link the photoresist 
and create the required features for the mould.  The desired designs are cut from the 
photomask and placed onto silicon wafer.  The remainder of the wafer is covered by plain 
black photomask to shield it from UV exposure.  This allows the same design to be 
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exposed multiple times on the same wafer so long as the exposures do not overlap.  A 
glass disk is placed over the photomask covered wafer to prevent bends in the mask, 
which may allow the UV light to crosslink the wrong areas of the wafer.  A Thorlabs, 
190 mW, 365nm LED (M365L2) is placed over the glass disk, covering the whole wafer 
and is turned on at full power for 42 seconds, this was found to be the optimum exposure 
time after a trial and error experiment.  The wafer is moved back onto the two hot plates 
for a post-exposure bake, again the times can be found in Table 2.1.   
Once this step is complete the designs should be visible on the wafer.  The 
uncross-linked SU-8 must now be removed using a developer (propylene glycol 
monomethyl ether acetate).  A small sonicator is filled with water and a pipette tip box is 
placed inside.  This allows a small glass beaker to be placed on top without being fully 
immersed.  The developer is poured into the beaker until it is about 2cm from the bottom.  
The wafer is then placed inside the beaker.  The sonicator is turned on initially for 15 
seconds.  The wafer is then removed and isopropanol is sprayed onto the silicon wafer, 
removing the excess SU-8.  An air gun is then used to dry the wafer.  This step is repeated 
for a sonication time of 10 seconds, followed by one of 5 seconds.  Further sonications 







Soft bake time 
at 65°C and 
95°C (mins) 
Exposure time 
at 190 mW (s) 
Post exposure bake 
time 
at 65°C and 95°C (mins) 
20 4000 3, 6 42 1, 5 
30 3000 3, 6 42 1, 5 
40 2500 3, 6 42 1, 5 
50 1750 3, 9 42 2, 7 
60 1500 3, 9 42 2, 7 
 







complete once the wafer is clean and contains no “sandy” looking regions outwith the 
cross-linked designs.  The master is then placed into a petri dish.  The master must now 
be hydrophobically coated to allow for easier removal of the eventual PDMS layer.  Two 
1 μL droplets of silane (Trichloro 1H,1H,2H,2H petrafluoro octyl) are placed into the 
petri dish on the plastic surrounding the master and the dish is covered and left in a fume 
hood for an hour.  This allows the silane to evaporate and coat the master.  The remaining 
silane can be removed using a tissue.  The master is now ready to make devices and an 
example can be found in Figure 2.1.  The masters used to create the devices in Chapter 
4 and Chapter 5 were generated using this method.  However, the droplet devices used 





       Figure 2.1 Image of master used to create cell sorting devices. 
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2.1.3 PDMS device creation 
Polydimethylsiloxane (PDMS) devices are widely used in the field of 
microfluidics.  The material is itself inert, transparent, cheap and compatible with 
biological samples.  It can therefore be used as a microscopic reaction chamber for both 
chemicals and cells.  The PDMS used was SYLGARD 184.  This comes in two parts; the 
PDMS elastomer and the curing agent.  The two liquids are mixed into a plastic cup at a 
ratio of 10:1 (elastomer : curing agent), but this mixing creates air bubbles in the system, 
which need to be removed.  The mixture is placed into a vacuum chamber, causing the 
air to rise to the top of the cup and escape the mixture.  Once the mixture is bubble free it 
is poured into the petri dish containing the master.  Again, this will create unwanted 
bubbles which need to be removed.  The dish is placed into the vacuum chamber until the 
air has dissipated out of the PDMS.  The dish is then placed into an oven for at least two 
hours at 70 °C, after which the PDMS will have hardened.   
Using a scalpel blade the devices are cut out of the master and are placed on a 
cutting mat, where inlet and outlet holes and piezo reservoirs are punched using a 1 mm 
biopsy punch respectively.   
The devices must then be adhered onto a base (either a glass slide or cover slip) 
to seal them, creating a semi-enclosed environment, only open through the inlets and 
outlets.  For the microdroplet devices, a glass slide is used.  When fluorescent cells are 
involved (in Chapters 4 and 5) a glass cover slip is used to allow the microscope 
objective to be closer to the cells.   
The PDMS devices and base are placed into a plasma treatment system (Diener 
Zepto).  This system removes the hydrocarbon groups on the surfaces of the materials 
allowing covalent bonds between the device and base.  The power and time of the system 
is set to 100 W and 54 s respectively and a vacuum pump reduces the pressure to below 
0.4 mBar.  The pressure is then adjusted to 0.6 mBar and the plasma is turned on.  Once 
54 s have passed the plasma turns off and the pressure is allowed to return to atmospheric 
pressure.  The devices are then pressed firmly face down onto the bases, allowing the 
strong covalent bonds to occur.  The devices are placed back in the 70°C oven for an 




2.1.4 Piezo sorting devices 
The piezo sorting devices have additional fabrication steps to incorporate the 
piezo element.  A 6 mm hole is created using a 6 mm biopsy punch and a 6 mm piezo is 
placed into this hole as seen in Figure 2.2.  A 1 mm hole is then inserted into the side of 
this 6 mm reservoir, again using a biopsy punch.  The hole must be below the piezo.  Tape 
is used to temporarily cover the inlets and outlets of the device.  PDMS is then poured 
into the exposed, 6 mm hole, reservoir and onto the piezo to seal the final hole.  The 
devices are placed into the oven, as before, for at least two hours.  The tape can then be 
removed from the top of the device revealing free inlets and outlets.  The PDMS device 





Figure 2.2 Image of cell sorting device.  The piezo, along with the two inlets, two 




2.1.5 Device coating 
In Chapter 3 water droplets are surrounded by fluorous Novek 7500 oil, which is 
in contact with the device walls and the glass that the device is bonded to.  PDMS and 
glass are naturally hydrophobic materials but surface wetting can still occur, rendering an 
experiment compromised.  To allow for a successful experiment, devices must be 
fluorophilic, like the oil.  To achieve this the devices are coated with a fluorous oil with 
1% silane.  The solution is injected into the device inlet using a 1 mL syringe until there 
is no air left in the device.  Tape is then placed over the inlets and outlets to prevent 
evaporation.  The device is left for 10 minutes, in which time the silane coats the channels.  
The tape is then detached and the solution is then removed from the channels by injecting 
air into the device via a syringe.  The device is then cleaned using syringes of air and oil 
by first injecting oil into the device and then removing it with air.  This step is repeated 
twice.  The device is then ready to use. 
 
2.2 Microdroplet techniques  
This section describes the techniques employed to use the droplet devices 
(described in Section 2.1) to generate, measure and control microdroplet generation and 
their contents. 
2.2.1 Device preparation and setup  
Solutions of fluorous oil (2% PicoSurf, Sphere Fluidics in Novec 7500) and 
deionised water are delivered to the devices using silicon tubing (with an outer diameter 
of 1 mm).  This tubing is connected to either the syringes with 22 gauge needles, or 
pressurised reservoirs (Elveflow). If the syringes are used, they are mounted on the 
corresponding stepper-based syringe pump (KD Scientific) or a pulseless syringe pump 
(Cetoni neMESYS).  In the case of the reservoirs being used, they are attached to a 
pressure pump (OB1 Elveflow). The outlet of the device is connected by tubing to a vial 
(2 mL Eppendorf) for collection. An infrared laser used for droplet detection (discussed 
more in Section 3.2) is aligned to the middle of the channel, several hundred microns 
from the flow-focusing junction and the camera’s region of interest is adjusted to the same 
position, to ensure only fully formed droplets are imaged. The threshold for triggering the 
camera is adjusted to ensure a single trigger pulse is sent for each droplet. Initial flow 
rates or pressures are chosen based on previous experiences and are allowed to equilibrate 
before measurements are taken. Images are acquired using the Vision Acquisition 
Software module of LabView (National Instruments) and processed in real time using the 
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Vision Development Module of LabView.  Control of the OB1 pressure pumps is 
achieved using the drivers supplied by the manufacturer, which allows direct control of 
the desired pressure within LabView.  Once the oil and water is injected into the device, 
droplets form after the flow focusing region. 
 
2.2.2 Droplet volume estimation 
The length of the droplet, parallel to the channel, across its centre is measured 
using a line intensity profile. The NI-IMAQ peak detection tool is implemented to locate 
the edges of each droplet allowing length, L, to be calculated. This length is used to 
estimate the droplet volume, 𝑽𝒎𝒆𝒂𝒔𝒖𝒓𝒆𝒅, using the approximation found in Section 1.3.9. 
 
2.2.3 Droplet feedback system 
The droplet volume measured, as described above, is averaged over the last 50 
droplets to give 𝑽𝒎𝒆𝒂𝒔𝒖𝒓𝒆𝒅̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ and compared to the wanted value, 𝑽𝒘𝒂𝒏𝒕𝒆𝒅. The error, 
𝛔𝑽 = 𝑽𝒎𝒆𝒂𝒔𝒖𝒓𝒆𝒅̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ − 𝑽𝒘𝒂𝒏𝒕𝒆𝒅, is used to modulate the pressure pumps. 
Droplet volume measurements are integrated over a timescale of 0.1 s to reduce 




𝑽 ∫ 𝝈𝑽 𝒅𝒕 + 𝑲𝒅
𝑽 𝒅
𝒅𝒕





𝑽 are the proportional, integral and derivative constants 
respectively, which describe the behaviour of the feedback. The value of 𝑲𝒑
𝑽 reacts 
proportionally to any change in the error, reducing the rise time of any steady state 
errors. 𝑲𝒊
𝑽 reacts to and reduces long term, steady state errors, while 𝑲𝒅
𝑽 is based on the 
rate of change of the error and reduces overshoots in the response of the feedback258.  In 
this work  𝑲𝒑
𝑽 was found to be the dominant term and optimised as described in the main 
text. Therefore an error, σ, would result in a pressure change of 𝚫 = 𝑲𝒑
𝑽𝝈𝑽 and 
so  𝑷𝒏+𝟏 = 𝑷𝒏 +  𝚫 where 𝑷𝒏 is the initial pressure provided by the pressure pump 




2.2.4 Cell encapsulation 
Red blood cell samples are prepared by diluting 10 µL of whole blood (obtained 
by finger prick from healthy volunteers in accordance with Heriot-Watt University ethical 
guidelines with informed consent) into 1 mL of buffer solution consisting of either 28% 
OptiPrep solution in PBS (“Density Matched” buffer) or 10% OptiPrep in PBS (“Non 
Density Matched” buffer). The 28% OptiPrep solution is produced to have a density of 
1.09 g/mL to match that of RBCs, 1.09–1.10 g/mL. Samples are then loaded into either a 
syringe or vial, to be injected into the device. 
 
2.2.5 Droplet cell concentration feedback system 
The cell concentration feedback loop uses two parameters, 𝑷𝒏
𝑻, representing the 
total aqueous pressure, and 𝛂𝒏, the ratio of the cells to buffer pressure, where n is the 
iteration number. Cell concentrations, 𝑪𝒐𝒏𝒄𝒎𝒆𝒂𝒔𝒖𝒓𝒆𝒅 are determined in real-time from 
image analysis of camera images by background subtraction, thresholding and binary 
particle analysis using the Vision Development Module (National Instruments). The 
feedback loop calculates the new errors and new values as: 
 
𝝈𝑽 = 𝑽𝒎𝒆𝒂𝒔𝒖𝒓𝒆𝒅̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ − 𝑽𝒘𝒂𝒏𝒕𝒆𝒅     (2.2) 




𝑽𝝈𝑽      (2.4) 
𝛂𝒏+𝟏 = 𝛂𝒏 + 𝑲𝑷
𝛂𝝈𝑪      (2.5) 
𝑷𝒄𝒆𝒍𝒍𝒔 = 𝑷𝒏+𝟏
𝑻 ∙ 𝛂𝒏+𝟏      (2.6) 
𝑷𝒃𝒖𝒇𝒇𝒆𝒓 = 𝑷𝒏+𝟏
𝑻 ∙ (𝟏 − 𝛂𝒏+𝟏)    (2.7) 
 
where 𝝈𝑽, 𝝈𝑪 are the errors in the volume and concentration, 𝑲𝑷
𝑽, 𝑲𝑷
𝑪  are the proportional 
feedback constants for the volume and concentration respectively and 𝑷𝒄𝒆𝒍𝒍𝒔 , 𝑷𝒃𝒖𝒇𝒇𝒆𝒓 are 








2.3 Cell sorting techniques 
This section discusses the preparation of both K562 cells and Jurkat cells.  Live 
senescent fibroblasts (described in Section 1.7.1) and binucleated hepatocytes (described 
in Section 1.7.3) were provided by Nattaphong Rattanavirotkul (University of Edinburgh) 
and Jordan Portman (University of Edinburgh) respectively.  They were used within the 
devices without further preparation.  The use of the piezo device and the generation of 
receiver operating characteristic curves is also discussed. 
 
2.3.1 Cell culture for K562 cells 
Media used for culturing K562 cells: 
• 500 mL RPMI 1640 
• 50 mL Foetal Bovine Serum (FBS) 
• 5 mL Pen/Strep  
• 5 mL Glutamax 
 
The K562 cells are passaged three times a week.  The cells are in suspension and 
so the concentration is calculated as described in Section 2.3.3.  The cell solution is 
pipetted into a falcon tube and spun down for 5 mins at 1800 rpm.  The excess solution is 
removed, leaving a pellet of cells containing roughly 10 million cells.  5 mL of media is 
added to the falcon tube and the solution mixed to distribute the cells evenly.  This is then 
added to a 75 cm3 flask, containing 15 mL of media, bringing the total volume to 20 mL 
and the cell concentration to 0.5 million cells per mL.  This value is calculated using the 
initial counted concentration. For example,  for a count of 1 million cells per mL, 10 mL 
of solution would be spun down and the pellet added to 20 mL of media to give a 
concentration of 0.5 million cells per mL.  The flask is stored in an incubator at 37°C and 
5% CO2. 
 
2.3.2 Cell culture for Jurkat cells 
Media used for culturing Jurkat cells: 
• 500 mL RPMI 1640 
• 50 mL Foetal Bovine Serum (FBS) 
• 5 mL Pen/Strep  




The Jurkat cells are passaged roughly three times a week.  These cells are adherent 
and so the confluence of the cells (how much of the bottom of the flask is covered by the 
cells) is judged by eye and the cells are split once they reached 90% confluence. To detach 
the cells from the bottom of the flask, the flask is gently tapped with one hand, as the 
other hand holds the flask.  10 mL of the cell solution is pipetted into a falcon tube and 
spun down for 5 mins at 1800 rpm.  The excess solution is removed, leaving a pellet of 
cells containing roughly 8 million cells.  5 mL of media is added to the falcon tube and 
the solution mixed to distribute the cells evenly.  This is then added to a 75 cm3 flask, 
containing 15 mL of media, bringing the total volume to 20 mL and the cell concentration 
to 0.4 million cells per mL.  The flask is stored in an incubator at 37°C and 5% CO2. 
 
 2.3.3 Cell counting 
It is important to know the concentration of cells within media before passaging 
them.  To count the number of cells per millilitre a Neubauer haemocytometer is used.  
Firstly, the cells in media solution is mixed using a pipette to allow the cells to distribute 
more evenly throughout the solution.   A pipette is then used to collect 20 μL of solution 
and 10 μL is placed into each side of the haemocytometer.  A glass cover slip is placed 
onto the counting chamber to spread the solution evenly.  The counting chamber contains 
a 1 mm x 1mm grid where the cells are counted.  The volume of liquid within this region 
is 1x10-4 mL and so the concentration of cells within the solution is 1 million cells for 
every 100 counted within the chamber.  
 
2.3.4 Defrosting cells 
When a new batch of cells are required, a vial is retrieved from the liquid nitrogen 
storage container.  The vial is defrosted quickly within a 37°C bead bath.  The contents 
are placed into a 15 mL falcon tube and topped up with media.  The cells are then spun 
down and resuspended in media to remove unwanted dead cells, the dimethylsulfoxide 
(DMSO) which will be contained within the solution.  If left unremoved the DMSO can 
have a negative effect on cell viability259.  The new cell solution is transferred to a 25 cm2 
flask and placed into the incubator.  After a week of changing the media, the cell 




2.3.5 Cryopreservation of cells 
The concentration of cell solution is counted using the method described in 
Section 2.3.3.  The cells are spun down, for 5 mins at 1800 rpm, into a pellet and 
resuspended to 5 million cells / mL with FBS and 10% DMSO.  1 mL of solution is 
aliquotted into 1.8 mL cryo-vials.  These vials have to be screw top vials to prevent the 
tops bursting off at the cold storage temperatures.  The vials are placed in a Mr Frosty 
freezing container and left in a -80 °C freezer for at least 2 hours.  The jar cools the 
solution at a rate of -1 °C per minute.  This allows the temperature of the frozen solution 
to reach -80 °C.  The vials can then be removed from the container and transferred into 
the liquid nitrogen freezer.  This is kept at -180 °C. 
  
2.3.6 Staining cell nuclei 
The cells are stored in a media solution.  To stain the cells, 10 µL of Hoechst 
33342 stain, per 1 mL of cell solution, is added.  The cells are then incubated for 10 
minutes.  The solution is spun down for 1 minute at 1800 rpm to create a cell pellet. The 
remaining solution is then removed and 1 mL of PBS is added to the cell pellet.  The 
solution is then pipetted up and down to dislodge pellet.  The solution is spun down once 
more for 1 minute at 1800 rpm.  Finally, the remaining PBS solution is removed, leaving 
only the pellet.  The cell solution of PBS +1% pluronic and Optiprep can then be added 
to the pellet.   
 
2.3.7 Cell transfection to induce apoptosis 
 To induce apoptosis in the K562 cells daunorubicin (DNR) is used.  DNR is 
dissolved in water and stored at −20 °C as a 0.95 mM stock.  The cells are treated with 
1 µM of DNR and incubated at 37°C with 5% CO2 for 24 hours.  The solution is then 
spun down for 5 minutes at 1800 rpm, creating a cell pellet.  This solution is removed and 
PBS is then added to wash the cells.  The solution is spun down once more and the 
required solution can then be added to the cell pellet to resuspend the cells. 
 
2.3.8 Setting up piezo device 
To obtain a stable flow system within the microfluidic device, the channels must 
be free of air.  The large reservoir, where the piezo sits, makes this harder to achieve.  A 
needle is attached to a 1 mL syringe containing PBS, and polytetrafluoroethylene (PTFE) 
tubing is fed onto this needle.  PBS is then slowly injected into the inlet hole in the side 
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of the reservoir, allowing the liquid to slowly fill the area while letting the air escape 
through the inlets and outlets at the other side of the device.  When the reservoir is nearly 
full a small air bubble will be present at the top of the device.  By rotating the device, the 
air bubble can be moved to be in contact with the channel.  A final release of PBS from 
the syringe should allow this air bubble to evacuate the reservoir leaving an air free 
chamber.  At this point a screw terminal is used to seal the tubing, preventing PBS from 
leaking.  To remove the remaining air present in the channels, the needleless syringe, 
filled with PBS, is placed over an outlet and injected into the device.  The tubing from 
the flow focus PBS syringe is then fed into the flow focus inlet.  A droplet of PBS must 
be present at the edge of the tubing to prevent air bubbles entering the device.  The tubing 
from the cell syringe is then fed into the cell inlet of the device.  The final two outlets are 
connected to pressure sealed 1.5 mL vials (Eppendorf) containing 0.5 mL of PBS, via 
PTFE tubing.  A pressure pump is used briefly to allow the PBS to flow out the tubing.  
The tubing can then be fed into the outlets as no air bubbles will be present.  The 
microfluidic system is now closed from the atmosphere and ready to sort.  The running 
of the device is described in Section 4.2.2. 
 
2.3.9 ROC curves – determining characterisation success 
Receiver operating characteristic (ROC) curves are used to illustrate the 
deterministic ability of a two outcome classification system, by showing the change in 
true and false positives as the classification threshold is altered.  To plot the ROC curve 
the number of true and false positives must be calculated.   
An example graph can be seen in Figure 2.3a, with the orange and blue curves 
representing the two classes.  The black lines represent the threshold which will sweep 
across the x-axis; and for each threshold value investigated, the number of images at either 
side of the line (and the class they belong in) is noted.  Images to one side of the line are 
accepted (as a positive classification) while images to the other side are rejected (as a 
negative classification) and this is used to calculate the number of true and false positives. 
This technique is used in Chapter 4 to test the classification success of the area 
threshold.  This simple metric used for classification allows a ROC curve to be generated.  
Manually classified images of RBCs and K562s are classified using a sweeping area 
threshold, with everything above the threshold being classified as a K562 cell and 
everything below the threshold being classified as an RBC.  The outcome of the 
classification is analysed to calculate the true and false positive values for each threshold 





The ROC curves generated in Chapter 5 use 25 measurements of each cell image 
to create a ‘confidence value’, which is used as the sweeping threshold.  These 
measurements can be found in Table 2.2 and the method used to generate the confidence 
value is discussed more in Section 5.5.  As he confidence value threshold is not a single 
measurement, it is more complex; and therefore a value of 0 does not result in all images 
being classified as class B (as it would be in Figure 2.3).  We therefore do not get points 













Figure 2.3 (a) Diagram displaying the Gaussian distributions of two classes for a 
specific measurement value.  To generate a ROC curve, a threshold (the black line) is 
swept across this graph, with the number of true positive values and false positive 
values to the right of the threshold used to calculate the true and false positive rates.  
The shapes (rectangle, square and circle) above the threshold lines represent the 
thresholds used to calculate the representative false positive and true positive points 






1 Area: Area of the particle in pixels  
2 Bounding Rectangle width:  The width of the bounding rectangle (the 
smallest rectangle that can contain all pixels of the particle).   
3 Bounding Rectangle height:  The height of the bounding rectangle. 
4 Bounding Rectangle Diagonal: The diagonal length of the bounding 
rectangle. 
5 Perimeter:  The perimeter of the particle. 
6 Convex hull perimeter:  The perimeter smallest convex polygon that can 
surround all particles (the convex hull). 
7 Hole's perimeter:  Sum of the perimeters of all holes in the particle. 
8 Maximum Feret diameter: Maximum distance between points.  
9 Equivalent ellipse major axis:  The major axis of the ellipse with the same 
area as that of the particle. 
10 Equivalent ellipse minor axis:  The same as above, but the minor axis. 
11 Equivalent rectangle long side:  The length of the large side of the equivalent 
rectangle.   This is the rectangle with the same area as that of the particle. 
12 Equivalent rectangle short side:  The same as above but the length of the 
short side of the rectangle. 
13 Average horizontal segment length: A segment is a row of continuous 
particles.  This is the average length of horizontal segments. 
14 Average vertical segment length:  The same as above but vertical segments. 
15 Hydraulic radius:  Particle area divided by particle perimeter. 
16 Waddel disk diameter:  Diameter of the disk with the same area as the 
particle. 
17 Hole's area:  Sum of the areas of each hole in the particle. 
18 Particles and hole's area: The area of the particle added to the area of all 
holes in the particle. 
19 Convex hull area:  The area of the convex hull. 
20 Number of holes:  Number of holes in the particle. 
21 Number of horizontal segments:  Continuous rows of pixel are segments.  
This is the number of horizontal segments. 
22 Number of vertical segments:  Same as above but vertical. 
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23 Orientation:  The angle of the line that passes through the particle centre of 
mass about which the particle has the lowest moment of inertia. 
24 Compactness factor:  Particle area divided by both the bounding rectangle 
width and height. 
25 Heywood circularity factor:  Particle perimeter divided by the circumference 
of a circle with the same area. 
 




Chapter 3.  Image-based closed-loop feedback for highly 
mono-dispersed microdroplet production 
This chapter focuses on applying real-time image analysis to address the problem 
of microdroplet monodispersity described in Section 1.3.13.  Droplets were imaged in 
flow and image analysis was performed to calculate the volume of each droplet.  If there 
was a deviation from the target droplet volume, a feedback system was employed to alter 
the input pressures, which control the droplet volume.  Further feedback systems were 
then added to monitor and control the frequency of droplet production and the number of 
injected cells per droplet.  The latter of the two methods performed real-time image 
analysis on cells, which is built upon in Chapter 4.   The work contained within this 
chapter was published in Scientific Reports and presented at the SelectBio Lab-On-A-
Chip and Microfluidics 9th annual conference in Munich.  The figures in this chapter and 
some text is taken from this paper and due to the open access nature of the publication, 
permission has been granted.  The masters used for device generation were provided by 
Clive Smith (Sphere Fluidics Limited). 
 
Outputs:   
• Crawford, D. F., Smith, C. A. & Whyte, G. Image-based closed-loop feedback for highly 
mono-dispersed microdroplet production. Sci. Rep. 7, 10545 (2017). 
• Crawford, D.F., Whyte, G. Highly mono-dispersed microdroplet production using 
imaged-based closed-loop feedback, Poster session presented at: SelectBio Lab-On-A-
Chip and Microfluidics 9th annual conference; 10-11 May 2017; Munich, Germany. 






The broad range of applications for microdroplets has been described in detail in 
Section 1.2.  The ability to successfully perform these experiments is often dependent on 
the control of both the size and the resulting monodispersity of the microdroplets.  The 
precise size of a microdroplet depends on a wide variety of parameters, including flow 
rates, device geometry, viscosities and interfacial tensions; so reliably creating droplets 
of a known size is often an iterative, trial-and-error process.  Even when droplets are 
produced with a known volume, the monodispersity of production can vary depending on 
the production method used, as described in Section 1.3.13.   
In this work, the combination of image-based feedback and pressure driven 
pumping is used to accurately control the size of microdroplets produced in a microfluidic 
device with high levels of monodispersity. The use of fast-response, pressure-driving 
pumps allows the microfluidic flow to be quickly and accurately changed.  While directly 
measuring the droplet size allows the user to define the more meaningful parameters of 
droplet size and generation frequency, rather than flow rates or pressures. The feedback 
loop enables the drift correction of pressure-based pumps, and leads to an increase in the 
monodispersity of the droplets produced over long time periods (minutes to hours). By 
implementing two pressure pumps, changes in pressure, and therefore changes in flow 






3.2 Experimental setup 
A pair of continuously flowing solutions are used to generate the microdroplets.  
If the pressure imparted on the vials or the syringe pump flow rates remain constant then 
it could be argued that the generation method is passive.  This approach is preferable, to 
that of an active one, as it negates the need for complex equipment and the microdroplet 
size and frequency are dependent on the flow rates of the two immiscible solutions (oil 
and an aqueous solution), providing the liquid properties and channel geometries remain 
constant.  The PDMS microfluidic device with a flow-focusing junction (Figure 3.2a and 
Figure 3.2b) is mounted on a microscope equipped with a high-speed camera, 
synchronised to droplet formation using an infra-red laser and back-scatter detector, seen 
in Figure 3.1.  The device channel height is 55 µm and this was confirmed by cutting a 
cross section of the channel, as seen in Figure 3.2c.  This image was compared to an 
image of a cell-counting chamber, of known dimensions, so an accurate scale could be 
used.  These dimensions are important for droplet volume calculations later on. 
Figure 3.1 Schematic diagram showing the setup used for image-based feedback. Two 
immiscible phases (fluorous oil and water) are pumped into a microdevice featuring a 
flow-focusing section, by pressurised air controlled by bespoke feedback software.  
Both solutions are contained in separate vials and the pressures within are controlled 
independently.  Image acquisition is synchronised to the presence of a droplet using 
the backscatter signal from an IR laser. The droplet length can be measured using 
simple image processing, the volume can be calculated and this information fed back 





Figure 3.2 (a) Diagram of the design used for droplet formation.  (b) Image of droplet 
production at the flow focus junction.  (c) Cross section of a cut PDMS device showing 
the height and width of the inlet channels of the droplet device.  (d) Diagram of the cell 




The oil and water are fed into the microfluidic device using either a regulated 
pressure pump system or syringe pumps, creating microdroplets after the flow focusing 
junction in the squeezing or dripping regime.  The syringe pumps can be set to pump at a 
constant flow rate, unlike the pressure regulator system, which indirectly controls the inlet 
flow rates by regulating the pressures at the two inlets, with the flow rate being 
determined by the applied pressure and the hydrodynamic resistance.  This can either be 
used traditionally or, as described here, modified to include feedback to maintain a 
constant droplet volume.   
The IR laser is adjusted to be incident within the microfluidic channel and when 
a droplet passes the laser light, some of the light is back-scattered by the interface between 
the different refractive indices.  The back-scatter is then detected by a photodiode, 
triggering a camera which takes an image of each droplet.  From this image, droplet size 
measurements can be made by measuring the diameter of the droplet within the camera 
image and from this, the volume can be calculated using the equation found in Section 
1.3.9.  The LabView software then calculates the change in pressure needed to keep the 
droplet volume at the target volume (as shown in Section 2.2.5).  This new target pressure 
is fed to the pressure pump, which changes the input pressure and therefore the flow rate 
of the aqueous inlet.  This allows the droplet volume to remain at a constant volume, 
accounting for any drift.   
A secondary feedback loop can be implemented to control the frequency of 
droplet production by regulating the pressure at the oil inlet.  This frequency is calculated 
by counting the number of peaks detected in the backscatter signal by the detector each 
second.  If the frequency drifts or a change in the frequency is required, the feedback loop 
will slowly alter the oil inlet pressure while prioritising the initial feedback loop to 




3.3 Calibration of image-based feedback 
As with all feedback based systems, the control parameters of the feedback loop 
are critical to a fast response system. The parameters need to be chosen to provide the 
optimum conditions between a slow response and overshooting and oscillation.  There 
are three factors which control the changes in input pressures; Kp, Ki and Kd.  These are 
the proportional, integral and derivative constants respectively and are explained more in 
Section 2.2.3.  Kp was the dominant term and had to be optimised.  Figure 3.3b shows 
the response to a change in the wanted volume from 450 to 550 pL for different values 
of Kp . As expected, low Kp values (0.001, 0.0025) result in underdamping with a slow 
response to the desired change, while very high values (0.01, 0.02) result in 
Figure 3.3 (a) Response of the droplet formation to a change in wanted droplet volume. 
The volume of each droplet created (red dots) quickly follows the wanted droplet profile 
(black line) as the pressure at the aqueous inlet is changed (purple line). (b) 
Optimisation of the dominant feedback parameter Kp, for a step change in wanted 
droplet volume from 450 pL to 550 pL, showing the slow responses at low values and 
oscillation at large values. 
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overdamping with oscillations around the target value. Changes in Kd and Ki had 
smaller effects on the response and for the rest of the work the values were kept 
at Kp  = 0.005, Kd  = 0 and Ki  = 0, where critical damping occurred within 0.5 s. 
 
3.4 Comparing microdroplet generation methods 
With the feedback system optimised, it was important to investigate how this 
system can improve the monodispersity of microdroplet formation.  To do this the 
monodispersity of the droplet volume was measured for both the developed image-based 
feedback system and three current techniques; a stepper motor driven syringe pump, a 
pulseless syringe pump and a constant pressure, air over liquid pump without feedback 
enabled. For each system a minimum of 15,000 300 pL droplets were measured over 50 
minutes. Figure 3.4c shows that the distribution of microdroplet sizes created using the 
stepper motor driven syringe pump is relatively broad with periodic oscillations. This 
behaviour can be understood in terms of the discrete movements of the stepper motor 
which drives the syringe117,260. Significantly narrower distributions can be achieved using 
pulseless syringe pumps which do not show the same oscillations.  However, when 
compared to pressure driven pumps, which apply a constant pressure, the distribution is 
still very broad. These oscillations can be seen at smaller time scales as shown in 
Figure 3.4b.  Although the applied pressure remains constant through the experiment, 
the flow rates in the device may change due to channel fouling, leaking or the height of 
the liquid in the outlet changing.  These are variables that cannot be controlled for and 
any one of which can lead to long-term drift in the droplet volume (see Figure 3.4a). This 
can be countered by using a flow meter placed in the fluid path, with a closed feedback 
loop.  However, the droplet size produced in using a constant flow rate system can also  
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change due to temperature changes, fouling or surface wetting effects. Additionally, the 
flow meters are often limited in the range of liquids which can be used, and can be easily 




Figure 3.4 (a) Normalised droplet volumes over a 50 minute timescale created using 
constant flow rate, stepper motor driven syringe pumps (dark red), pulseless syringe 
pumps (light red), constant pressure pumps (dark green) and image-based feedback 
driving a pressure pump, producing droplets at 50 Hz (light green). The improvement in 
monodispersity of the pressure based systems and the drift cancelling effect of the 
feedback can be clearly seen. (b) Detailed view of the changes at short timescales, 
showing the oscillations due to the syringe pump and drift due to the constant pressure 






Imaging the droplets provides a more accurate metric of the droplet size than the 
input flow rates, and by feeding back this information, it is possible to improve the long-
term monodispersity of the droplet production, as shown by the distribution data shown 
in Table 3.1, without placing anything in the fluid path. The coefficient of variation in 
the volume of droplets, created using image based feedback, is significantly improved 
over the other methods tested and even when compared to using the pressure pumps the 
coefficient of variation reduces from 3.78% to only 0.32% for 300 pL droplets created 
over a 50 minute period. This value is close to the resolution limit of our system, which 
was measured to be the equivalent of 0.19% (the smallest change in pixel size the camera 
can measure divided by the diameter of a 300 pL droplet). 
To confirm that the feedback system provided consistent results, repeats of droplet 
creation were performed.  Three different PDMS devices with identical designs were used 
with new tubing, new oil and new water with the same software.  As can be seen in 
Figure 3.5, without the feedback there is a constant drift of variable gradient (orange and  
Table 
3.1 Measurements of the distributions in droplet volume measured over a 45 minute 
period showing the improvement in monodispersity when using active feedback to 




 red data) The coefficients of variation are also of the same magnitude, 0.47%, 0.50% and 
0.43%; all of which are better than previously recorded levels of monodispersity as 
described in Section 1.3.14124.  There is no drift over time as observed when the feedback 
loop is applied (blue data).   The rate at which the non-feedback drift occurs was measured 
by linearly fitting the data.  Gradients of 0.13 h-1 (dark red data), 0.10 h-1 (light orange 
data) and 0.09 h-1 (dark orange data) were measured.  Although the drifting effect occurs 
in all cases, the rate at which this occurs is not.  Without a consistent drift rate, a linear 
fix cannot be applied to compensate for the increase in droplet size.  The feedback system 
must be applied to repeatedly adjust the pressure pumps to accommodate for this drift and 
to keep droplet volume consistent. 
  
 
Figure 3.5 Repeats of droplet creation using pressure pumps both with and without 
feedback.  Droplets were created on different days using different devices of identical 
design.  The repeats without feedback (red and orange) drifted at different rates, while 
the repeats using the feedback system continued to stay around the required droplet 
volume.   
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3.5 Confirmation of droplet volume measurements  
To confirm that the droplet volume being measured within the device using the imaging 
feedback system was correct, droplets were created at various volumes and measured.  
The droplets were collected from the outlet of the device and placed onto a glass slide.  
Images were taken using a camera (ProSilica GE680) and measured using an image 
processing program (ImageJ).  The diameter of the droplet was measured in pixels, using 
ImageJ, converted into the physical size and finally the volume for each droplet was 
calculated assuming the droplet is a sphere.  33 droplets for each volume were measured 
for the five selected input droplet volumes.  The measured droplet size was plotted against 
the expected droplet size in Figure 3.6a.  The droplet size was found to be consistent with 
the expected size with a standard deviation of less than 1% for each droplet size measured.  
The gradient was measured to be 0.9901 and if the trend line is clamped to the origin it 
gives a gradient of 0.9985.   Figure 3.6b shows the difference between the expected and 
measured droplet volumes against the expected droplet volume.  This contains the error 
bars seen in Figure 3.6b, calculated using the standard deviation of measured droplet 
volumes.  A gradient of almost zero (-0.0099) and sporadic positioning of points both 
above and below the x-axis suggests there is no systematic error in the volume calculation. 
 
Figure 3.6 (a) The droplet size produced by the pressure pump with feedback system 
was confirmed by comparing the input droplet volume controlled by the image feedback 
system and by removing the droplets from the device and measuring them on a glass 
slide.  The droplet size measured was consistent with that of the input volume.  Error 
bars are present and were calculated using the standard deviation of the measured 
droplet sizes.  (b) The deviation from the required volume of the measured droplet 
volume is shown.  The error bars are very small and represent the standard deviation 






To test for any errors in imaging the droplet and in taking a length measurement, 
a single stationary droplet was measured over 3600 times. Any oscillations in the 
equipment will have an effect on the droplet length measurements; and so the stage was 
moved gently to see if this would affect the calculation. As can be seen in Figure 3.7 the 
measurements were unaffected with all but 3 of over 3600 images, being within a single 
pixel width of the mean droplet length.  The measurement of droplet length uses quadratic 
interpolation to find the middle of the intensity peaks, giving sub-pixel accuracy of the 
length measurement, with a standard deviation of <100 nm, which explains this high 
accuracy.    
  
Figure 3.7 Measurement of the error in length estimation. A stationary droplet was 
imaged >3600 times as the stage and camera oscillated and the length measured and 




3.6 Microdroplet monodispersity at different time scales 
By measuring the standard deviation of the distribution of microdroplet sizes 
within a given time window, the timescales over which the system is changing can be 
investigated (Figure 3.8). As expected, the syringe pumps show a larger distribution even 
at short timescales, while the two pressure pump systems have very similar responses 
over short timescales.  At larger timescales the standard deviation of the pressure pump 
system without feedback becomes greater.  This is due to the pressure drift, which in turn 
causes the droplet volume to gradually increase or decrease.  By compensating for the 
inherent drifting of the flow rates, the feedback results show consistent monodispersity 
across the range of times measured and are therefore the preferable droplet generation 
method for both short and long timescales. 
  
Figure 3.8 Changes in the distribution of droplet sizes taken for different time windows 
for the syringe pumps (red and pink), constant pressure pumps (dark green) and image-
based feedback controlling pressure pumps (light green). At short timescales the two 
pressure based systems perform identically, however over long time periods, the drift 
of the constant pressure system becomes apparent while the image-based feedback 




3.7 Performance of monodispersity at varying frequencies 
All experiments described previously were performed at microdroplet production 
rates of 50 Hz.  To test the capabilities at higher droplet production rates, the oil pressure 
was increased in a series of steps and the feedback algorithm modified the aqueous 
pressure to maintain the wanted droplet volume of 300 pL. Figure 3.9 shows that at low 
pressures the algorithm can maintain the wanted droplet volume at high production rates. 
Due to the time taken to transfer the images, process them and save the data, the 
processing loop is limited to ~250 Hz, thus the size of every droplet cannot be measured 
at droplet formation rates above this. However, to combat this limitation, an assumption 
that the imaging captures a representative sample of droplets can be made.  The change 
in droplet volume between consecutive droplets is small compared to that over long time 
periods and so if the camera misses a droplet, its volume will be almost identical to that 
of the droplet in the next image.  Fast camera imaging of droplet formation at high flow 
rates confirms the assumption that the variation of droplet volumes within 0.1 s is smaller 
than the variation seen at the second timescale. At very high pressures (>100 mbar per 
channel), the linear droplet speed through the channel induces motion blur of the image, 
resulting in higher uncertainties in the droplet volume. Shorter exposure times (the 
camera used in this study was limited to 40 µs) or stroboscopic illumination would reduce  
 
 
Figure 3.9 Droplet feedback maintaining droplet volume (red dots) at high droplet 
formation rates. The oil pressure was increased stepwise and the feedback system was 
allowed to optimise the aqueous pressure (purple line) to form 300 pL droplets. At 
higher pressures, the increase in the error in the droplet volume is in part due to motion 
blue from the fast moving droplets. Insets: images of the droplets at low flow rates (left) 





this effect.  The use of line cameras to image the droplet would simplify the processing 
and increase the possible frame rate, allowing faster responses and quality assurance by 
measuring the size of every droplet, even at high formation rates.  
The relatively simple processing required to implement this system could also be 
performed by a microprocessor and integrated directly with the pressure pump to provide 
a straightforward system for generating droplets of a given size. Using the faster frame 
rate, droplet formation remained stable for frequencies up to a limit of 1 kHz.  
 
3.8 Feedback for the frequency of microdroplet generation 
The system is not limited to a single feedback pressure.  To demonstrate this, a 
secondary feedback loop was added to alter the oil pressure in order to control both the 
volume and frequency of droplet production. The droplet frequency was measured from 
the back-scatter signal which was monitored by a microprocessor, which in turn triggered 
a counter on each droplet passing. The frequency can be calculated by counting the 
 
Figure 3.10 Response of the frequency (blue) and droplet volume (green) due to the 
frequency feedback system which controls both the aqueous and oil pressures to allow 
feedback control of both volume and frequency. The required frequency was increased 
in increments of 10 Hz from 100 Hz to 150 Hz and then back down to 100 Hz with only 
slight effects on the resulting droplet volume. 
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number of triggered voltages per second. The software then controllably alters pressures 
accordingly until the required droplet frequency is obtained. By tuning the feedback 
parameters, it is possible to prioritise the different measurements. To maintain the high 
monodispersity, it is important that the feedback loop of the volume acts faster than the 
frequency, allowing the volume to stay constant even while changing the oil pressure. 
Therefore, the optimum Kp value for the frequency was set to be 0.0025, smaller than 
the K p value for the volume (0.005).   
To test the droplet monodispersity when both the volume and frequency feedback 
systems are running, droplet production frequency was initially set to 100 Hz and then 
moved up to 150 Hz and back down to 100 Hz, with the required microdroplet volume 
remaining constant at 200 pL (Figure 3.10).  As can be seen by the blue data, the time 
taken for the frequency to stabilise after a change was about 30 seconds. 
The uncertainty in the volume was measured to be 0.40%, similar to the that 
measured when only microdroplet volume feedback was present (0.32%), and so is 
unaffected by the fluctuations of the pressure pumps caused by the frequency feedback 
loop.  98.6% and 88% of droplets were within 1% and 0.5% of the mean droplet value.  
This secondary feedback element allows for even more control in the users microdroplet 
production, with more consistent volumes than previously produced. 
The drift in the droplet frequency as time progresses was investigated and the 
results can be seen in Figure 3.11.  Uniform droplet formation was observed at 1 kHz 
using the stroboscopic illumination described in Section 3.7, but at these high droplet 
formation frequencies the frequency was found to drift with time (blue data points in 
Figure 3.11).  This frequency drift can be corrected using the secondary frequency 
feedback system, as shown by the red data. 
The coefficient of variation of the 200 pL droplets created, both with and without 
frequency feedback, at 1 kHz was 2.4 pL (1.2%); this was measured over 5 minutes. This 
is higher than the coefficient of variation presented in Table 3.1 and is due to the reduced 
light levels when using the 1 µs strobe illumination and the resulting lower signal to noise 
ratio. Although, there was less variation in the droplet volume when compared to the 
measurements at 1 kHz as seen in Figure 3.9, highlighting the benefits of stroboscopic 






3.9 Application – Controlling cell concentration within 
microdroplets 
To further demonstrate the potential for image-based closed-loop feedback, the 
feedback loop was modified to control two aqueous inlets in order to stabilise the 
concentration of cells encapsulated into microdroplets (Figure 3.12a).  When cells are 
placed into a vial or syringe at the inlet of a microfluidic device, they will sediment due 
to the difference in density between the surrounding medium and the cells. This results 
in a changing cell concentration being introduced into the device. The nature of this 
change depends on the experimental setup, but there is generally a decrease in 
concentration when using syringes and an increase when using vials. This effect can be 
reduced by density matching the surrounding media with supplements such as 
Percoll47 and OptiPrep2,261.  To density match the cell solution, OptiPrep was added to the 
cell solution (28%) and this was seen to reduce the drop in cell concentration as the 
experiment progressed, as shown in Figure 3.12b and Figure 3.12d.  However, even 
though OptiPrep improves cell concentration consistency there is still a gradual 
concentration drift.  This is due to the inhomogeneous density of a cell sample and the 
 
Figure 3.11 Droplet volumes (lines) and frequencies (points) of droplet creation both 
with (red) and without (blue) frequency feedback turned on.  The droplet volume was 
set at 200 pL and the frequency of droplet generation starting off at 1 kHz.   In both 
cases the droplet volume remained consistent but the frequency was found to drift if the 




Figure 3.12 Extension of the feedback system to stabilise average cell encapsulation 
concentrations in microdroplets. (a) Micrograph of the cell encapsulation device, 
consisting of an aqueous inlet for cell suspension samples which is diluted and flow 
focused by a dilution buffer, followed by flow focusing with an immiscible oil to form 
microdroplets. (b) Graph showing the variation in droplet volume (red) and average red 
blood cell count per droplet (yellow) when using syringe pumps. Cells placed in a syringe 
without density matching quickly settle and the concentration of cells encapsulated 
quickly falls (yellow curve). By density matching the sample to the cells, there is a slow 
drift in encapsulation concentration. (c) Graph showing the change in volume (green) 
and cell count per droplet (yellow) for pressure based pumps without feedback (time < 0) 
and with feedback (time > 0). Drift in the cell count is also present when using pressure 
pumps, as can be seen before feedback is turned on at time = 0, however this can be 
compensated for by feedback to alter the dilution factor. (d) Extracted rate of change of 
the cell count per droplet when using pressure pumps with and without feedback for 
density matched and non-density matched red blood cells. The plots show the mean 
gradient of linear fits to the cell count per droplet over a thirty minute period, error bars 
are the standard deviation (N = 3). Scale bar is 300 µm. 
72 
 
fact that the density matching agent will never truly make the density of the solution 
match that of the cell sample, Figure 3.12c.  
Image-based feedback can be used to compensate for this drift by dynamically 
altering the dilution on-chip. To do this, a device (Figure 3.2d) with two aqueous inlets 
(one with cell solution and one with buffer solution) and one oil inlet is used; where the 
first flow-focus junction dilutes the cell sample with the additional buffer solution, and a 
second flow-focus junction generates microdroplets in the same manner as the previous 
experiments.  The number of cells in each droplet was calculated using the method in 
Section 2.2.5 and to keep the cell concentration consistent the ratio of the two aqueous 
inlet pressures was adjusted using the feedback loop described in Section 2.2.5.  The oil 
pressure at the oil inlet remains constant. 
As seen in the previous experiments, without droplet volume feedback the droplet 
volume will drift.  To prevent the number of cells per droplet changing due to a drifting 
droplet size, a secondary feedback system must be added to control droplet volume.  This 
system is almost identical to that seen before, but instead of changing the pressure of one 
inlet, the total pressure across the first two inlets must change, while keeping the ratio 
between the two constant.   
By controlling both the cell solution and buffer solution inlet pressures, the drift 
in droplet volume as well as cell concentration can be compensated for as shown in 
Figure 3.12c. Although the droplet volume drifts over time (~6% per hour), this cannot 
fully account for the change in cell concentration (~40% per hour) and so two feedback 
conditions are required to maintain monodispersed volumes and cell concentrations.  
Figure 3.12d shows that although the density matching agent can reduce the change in 
cell concentration by 57%, the use of the feedback system provides a greater 
improvement.  When feedback is used the change in cell concentration is less than 7% of 
that seen when no feedback is used.  For best results both OptiPrep and the feedback 
system can be used. 
This experiment highlights that image-based feedback in microdroplet systems 






By using an imaging system to directly measure the microdroplet volume and 
using this to enable feedback control over the input pumps, it is possible to improve the 
monodispersity in volume of the microdroplets formed over long time periods. The 
combination of closed-loop feedback and fast-response, pulseless, pressure-driven 
pumping allows highly monodispersed microdroplet samples to be created without prior 
knowledge of the fluidic properties of the liquids or system. Over a short timescale 
(seconds) the standard deviation of the pressure pump system both with and without 
feedback is similar, showing that the monodispersity of the droplets does not suffer in 
these small time periods. Over long periods the feedback system corrects any drift that 
may occur and the pressure pump system produces droplets with average volumes less 
noisy than that of syringe pump based systems. Additional feedback parameters can be 
added to further extend the control over droplet generation as shown by controlling the 
frequency of microdroplet generation or the concentration of encapsulated cells, to 




Chapter 4. Bright field image-based cell sorting 
This is the first of two cell sorting chapters and makes use of the image acquisition 
and image analysis techniques from Chapter 3 and applies them to moving cells within 
a microfluidic device based upon the cell image parameters. Image-based cell sorting is 
performed by implementing a brightfield image-based sorting technique, with 
piezoelectronics used to manipulate the fluid flow.  Within the device, K562 cells and 
RBCs are imaged, categorised and sorted based on their morphology presented in the 
captured image; with an efficiency and purity of 91.3% and 99.4% respectively.  The cell 
model, imaging setup and software will be updated in Chapter 5 to allow for fluorescent 
nuclear morphological sorting, but the same piezo sorting device design will be used.   
 
Outputs:   
• Crawford, D.F., Whyte, G. Image-based microfluidic cell sorting, Poster session 
presented at: SelectBio Lab-On-A-Chip and Microfluidics 10th annual conference; 5-6 
June 2018; Rotterdam, The Netherlands. 








Image-based cell sorting35,252,253,255,256 is an emerging technique, as described in 
Section 1.8, which allows cells with unique spatial morphologies to be isolated and 
studied.  A guide to the recently published IACS technique describes the requirement of 
expertise in many field areas; optics, electronics, digital processing, microfluidics, 
mechatronics and flow cytometry, with a PI also needed for project management35,262.  
For most laboratories this high end technique may not be feasible, with high initial start 
up costs and skilled personnel required; and so this work demonstrates a reproducible 
microfluidic technique which can be performed using a three camera, microscope setup 
and easy to manufacture microfluidic devices.   
The combination of cell imaging, image processing and piezoelectronic based cell 
sorting has resulted in an effective way to accurately categorise and manoeuvre different 
cell types into homogeneous subpopulations.  A mixed population of red blood cells 
(RBCs) and K562 cells have been imaged, analysed and sorted using this method.  There 
is a compromise between imaging at high resolution and the field of view, so previous 
sorting papers have often had low resolution images of the cells because they needed to 
see the whole device to monitor the performance. Here, these two tasks have been 
decoupled with one camera looking in high resolution at the cell morphology, while a 
second camera is used to overview the device, to view the trajectory of the cells.  The 
ability to locate the cells within the device allows the cell sort to be actuated and the 
success of which, confirmed.  The imaging software is able to locate the cell within the 
cell image, calculate its projected area and then characterise it into one of two populations.  
This method successfully resulted in 91.3% of K562 cells being sorted from a mixed 
K562 and RBC population, with a purity of 99.4%.  The following chapter (Chapter 5) 
continues on this path to further improve and expand the capabilities by combining 




4.2 Experimental setup   
4.2.1 Optical setup 
The system was set up as shown in Figure 4.1, where the sorting device was 
mounted onto an inverted microscope (AE31, Motic).  The microscope illumination 
passes through a condenser lens and onto the microfluidic device.  The image produced 
passes through the 40x oil immersion objective (Olympus) and is split into three paths.  
A dichroic mirror reflects lower visible wavelengths (<650 nm) into the cell image camera 
(Thorlabs 340M-USB) while allowing the infrared light to pass through.  This IR light is 
further split using a 50:50 non-polarising beam splitter.  The two light paths are imaged 
by the wide field camera (Allied Vision Mako G-234B POE), via a plano-convex 
demagnification lens and the trigger camera (Allied Vision Mako U-130B).   The field of 
views of these three cameras can be found in Table 4.1, while their imaging regions can 
be found in Figure 4.2. 
 
 
Figure 4.1 Schematic diagram showing the setup used for image based cell sorting.  A 
microscope is used to illuminate and image the cells.  The cell image is split into three 
cameras.  One for imaging the cell (blue), one for determining when the cell is in the 





Camera Image size (pixels) Pixel size  Field of view 
Cell imaging 640 x 480  0.12 µm 76.19 µm x 57.14 
Trigger  100 x 904 0.10 µm 9.7 µm x 88.6 µm 
Wide field 800 x 636 0.22 µm 177.8 µm x 141.3 µm 
 




Figure 4.2 Micrograph of the cell sorting device.  Due to the refractive index contrast 
between the cell solution and the PBS, the flow focusing effect can be observed, with 
the cells being directed towards the waste outlet.  The three coloured regions show the 
field of views of the cameras.  The cell imaging camera (blue) images the cell within 
the cell inlet, the trigger camera (green) detects the cell once it is parallel with the 
piezo region and the wide field camera (red) confirms which outlet each cell has been 
sorted into.  The scale bar on the trigger camera image represents 25 µm. 
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4.2.2 Microfluidic device  
To ensure all cell images are in focus, the microfluidic device is 30 µm in height 
(slightly larger than the diameter of a K562 cell, 20.94±1.08 µm263) and so the focal plane 
of the objective can be adjusted into the middle of the channel.  The device contains two 
inlets and two outlets and the whole design is shown in Figure 4.3a.  The cell solution 
(described in Section 4.2.5) is injected into the cell inlet, while the flow focusing PBS 
solution is injected into the flow focusing inlet.  The flow focused cells then travel into 
either the waste or sorting channel, both of which contain outlets.  The piezo buzzer is 
placed above a reservoir of liquid and when actuated, the displaced liquid is focused into 
the sorting region of the microfluidic device (see piezo region of Figure 4.3a).  There is 
also a buffer zone to allow for a smoother cell trajectory.  Figure 4.3b shows the full cell-
sorting region within the device.  A pressure based system similar to that seen in 
Chapter 3 was trialled initially, but the feedback system needed to direct the cells 
between the two outlets would have restricted the throughput.  Therefore, the piezo 
actuated cell sorting design was adopted to provide the potential for throughputs of over 
1000 cells per second36. 
 
Figure 4.3 (a) Diagram of cell sorting device.  Cells are injected into the middle inlet 
while PBS in injected into the top inlet to flow focus the cells into the middle of the 
channel.  The cells then flow into either the waste or sort outlet.  The cells will flow 
into the waste outlet unless the piezo buzzer fires.  This causes a jet of water to push 
the cell trajectory into the sort outlet, resulting in a successful sort. (b) Close up of the 




4.2.3 Demagnification lens 
To allow for both the cell inlet channel and the sorting channels to be viewed at 
once, a demagnification lens is placed in front of the wide field camera.  This increases 
the field of view by 25%, as seen in Figure 4.4, aiding analysis of the cell trajectory.  As 
the region of interest is reduced during a cell sort, the demagnification allows for a 
reduced image size to be used when imaging an equivalent area; resulting in a larger 
framerate of recorded videos used to confirm the success of the sort.  The field of view 
of the all three cameras can be found in Table 4.1. 
 
4.2.4 Visualising the flow 
The larger field of view described in the previous section allows for a larger area 
of the sorting region to be viewed and this helps with positioning the flow focused cell 
solution into the waste channel.  It is important that the cell flow is positioned close to the 
inner channel wall of the waster channel; too far one way and the waste cells may flow 
directly into the sorting channel, too far the other way and the piezo pulse may not be 
strong enough to move target cells into the sorting channel.  If the cells are suspended in 
the same PBS + pluronic solution as the flow focus solution, the flow cannot be visualised 
as seen in Figure 4.5a.   To create a contrast between the cell solution and the flow 
focusing solution, initial tests were done using Trypan Blue, as seen in Figure 4.5b.  By 
gradually raising and lowering the outlet vials, the flow path could be observed and 
 
Figure 4.4 Images of the sorting region within the microfluidic device taken by the 
wide field camera.  (a) Image taken with the demagnification lens in front of the 
camera, leading to a 25% increase in the field of view.  (b) The same image taken 





moved into the required position.  To prevent the cells from settling at the bottom of the 
syringes a density matching agent, OptiPrep, was used.  It was observed that the cell 
solution containing OptiPrep appears darker than that of the PBS and so the flow path of 
the cells can be observed (Figure 4.5c). This is due to the refractive index, nri,  difference 
between the cell solution, which contains OptiPrep264 (nri  = 1.42), and the flow focusing 
PBS265 (nri = 1.34). 
 
4.2.5 Cell solution preparation 
To prepare the sample of mixed cell types the following process was carried out: 
PBS (without Calcium and Magnesium), with 1% dissolved pluronic powder, was 
prepared as a cell suspension media which maintains the cells for the duration of the 
experiment, but reduces adhesion of the cells to each other and the device surfaces.  Fresh 
RBCs were obtained from a healthy volunteer via a skin prick, and diluted in the sample 
PBS to a concentration of 6 million cells per mL.  K562s were removed from culture by 
pipetting, spun down and resuspended in the sample PBS, again at a concentration of 6 
million cells per mL.  These were mixed together with OptiPrep (33%) to maintain a more 
constant concentration throughout the experiment.  OptiPrep has a density of 1.32 g/mL 
and PBS has a density of 1 g/mL, resulting in a final solution density of ~1.1 g/mL, which 
corresponds to that of an RBC.  The final solution is made up of three equal parts, giving 
a final concentration of 2 million cells per mL for both the RBCs and the K562 cells.  
 
4.2.6 Flow rates 
The aforementioned mixed cell solution is fed into a 100 μL glass syringe and 
injected into the cell inlet by a pulseless syringe pump (Cetoni NeMESYS), via PTFE  
 
Figure 4.5 Images of the flow focused cell solution. (a) cells in PBS solution. (b) cells 




tubing.  The flow focusing PBS (calcium and magnesium free PBS with 1% pluronic) is 
also injected using the syringe pump, but a larger 500 μL glass syringe is used.  The same 
syringe driver is used for both solutions to maintain a constant ratio of flow rates, even if 
the flow rate is periodic or experiences pulsation.  The flow rates of the cell solution and 
PBS are 3.4 μL/hr and 17.2 μL/hr respectively.  
 
4.3 Cell imaging and image analysis 
As the cells flow into the cell inlet, they will flow into the cell imaging region, the 
blue region in Figure 4.2, and will be imaged by the cell imaging camera.  Images of 
K562 cells and RBCs taken by the imaging camera can be seen in Figure 4.6.  These 
images taken are processed using LabView v2011.  An initial background image of the 
sorting region is taken and subtracted from each further image.  The greyscale image is 
converted into a binary image using thresholding; if the absolute difference in pixel 
intensity is above a certain threshold the pixel value will be 1.  Alternatively, if the pixel 
intensity is less than the threshold the pixel value in the binary image is 0.  The binary 
image may contain regions of pixels with values of 0 on the cell perimeter, as seen in 
Figure 4.7c and Figure 4.7h.  This perimeter is important for calculating the cell area.  
To solve this problem, the convex hull area of the cell is calculated using a convex hull 
transform.  This transform performed uses the extremal pixels of the binary image, with 
a value of 1, as the boundary coordinates; these coordinates create a perimeter, with the 
pixels inside the perimeter also given a value of 1 (as seen in Figure 4.7d and Figure 4.7i) 
 
 
Figure 4.6 Images of RBC (images within red box) and K562 cells (images within blue 
box) taken by the cell imaging camera. 
82 
 
The area within this perimeter could then be calculated to provide the convex hull area.  
The values of the cell convex hull area were used to separate the images into three 
categories: no cell present if the area is less than 20 μm2, a K562 cell if the area is above  
120 μm2, and an RBC if the area is between the two aforementioned values.  In the two 
latter cases, images are recorded and numbered for later analysis.   
 
4.4 Decision making performance 
To test the decision making software, thousands of images of K562 cells and 
RBCs were taken in flow and their areas were calculated using the method described in 
Section 4.3.  A histogram was generated, highlighting the fraction of each cell population 
which falls into one of 30 cell area populations (Figure 4.8).  The bins were from 0 μm2 
to 442.5 μm2 and each covered a spread of 15 μm2.  On average, the area of RBCs was 
less than that of the K562 cells, but the variation in cell area was much greater in K562 
cells, with some K562 cells being smaller than some of the larger RBCs.  A cut-off value 
of 120 μm2 was used to separate hits, which were K562 cells to be sorted; and waste, 
which were RBCs to be ignored.  To test the deterministic ability of this characterising 
metric a ROC curve was generated as described in Section 2.3.9, (Figure 4.9a).  The 
curve is very steep with the true positive rate reaching 0.9 when the false positive rate is 
only 0.0002.  The area under the curve is 0.996, highlighting the success of this metric.  
To further investigate the robustness of the decision making, the efficiency and purity of 
various cell area thresholds were plotted in Figure 4.9b.  The area thresholds used in  
 
Figure 4.7 Image processing of K562 (a-e) and RBC (f-j) images.  (a,f) Raw images of 
the K562 and RBC cells.  (b,g) The background is subtracted from the raw images.  
(c,h) Using a threshold, these are turned into binary images.  (d,i) The convex hull area 
of the binary image is calculated to remove any gaps on the cell perimeters.  This value 
is used to determine if the cell is a K562 or an RBC.  (e,j) This perimeter is plotted on 





further experiments are from 105-115 µm and, as shown in Figure 4.9c, in this region the 
purity never falls below 0.98, while providing an efficiency above 0.92.  Therefore, 
further experiments were carried out using an area threshold within this region. 
  
 
Figure 4.8 Fraction of K562 cells (blue) and RBCs (red) with specific areas.  As 
expected the area of most RBCs are smaller than that of most K562 cells.  The spread 
of the K562 cells is greater than the spread of the RBCs and the smaller K562 cells 
overlap into the RBC region.  A cut off area measurement of 120 μm2 was used to 
separate the two cell types, with smaller and larger cells being determined as waste 




Figure 4.9 (a) ROC demonstrating the characterisation success of the area threshold 
used to determine the difference between an RBC and a K562 cell.  (b) The efficiencies 
and purities that can be expected when different area thresholds are used.  (c) Close-
up of (b) showing the efficiency and purity that can be expected with the used threshold. 
 
To test the decision making software in real time, the cell mixture of K562 cells 
and RBCs was passed through the microfluidic sorting device, with the software targeting 
K562 cells.  In total, 1941 cells were imaged over three runs and the software classified 
them either as a “hit” (if a K562 was detected) or “waste” (if an RBC was detected).  
These images were saved into two folders, either “hit” or “waste” and each image within 
these folders was manually classified as correct or incorrect.  The number of cells of each 
cell type, which were accepted and rejected, can be seen in Figure 4.10.  As expected 
there are a number of K562 cells which will be sent to the waste outlet, roughly 8% of 
the total K562 population.  However, the number of RBCs which were missorted is low  





4.5 Sorting synchronisation using the trigger camera 
Once a cell has been imaged and a decision on its class made, it must be sorted 
into the correct outlet.  The waste outlet channel is slightly larger than that of the sorting 
channel and so, by balancing the outlet vials, the flow of the cells defaults into the waste 
channel unless acted upon by an external force.  To move a cell into the waste outlet the 
piezo must controllably fire.  If the cell is at the correct position within the sorting channel 
at the time of piezo fire, it will follow a temporary trajectory into the sorting channel and 
will be successfully sorted.  However, if the cell is not far enough along the sorting 
channel by the time the piezo fires, the trajectory may have corrected back to the initial 
path down the waste outlet.  Alternatively, if the cell is too far down the sorting channel 
it may not be affected by the liquid displacement and will again continue down the waste 
outlet.  It is therefore important to fire the piezo when the cell is in the correct position 
within the sorting channel. 
 
 
Figure 4.10 Number of K562 cells (blue) and RBCs (red) characterised into the hit 
(K562 target cell) and waste (RBC non-target cell) categories.  As expected there are 
a fraction of smaller K562 cells which are determined to be waste and the efficiency of 
the K562 detection is plotted for each run (green).  There are a small number of RBCs 




It was hoped that the cells could be imaged by the cell imaging camera, with the 
piezo being fired after a set amount of time. A test sort was performed where K562 cells 
were imaged and the piezo was fired after 1.4 seconds (the average time for a cell to reach 
the piezo region from the imaging region).  The sorting was ineffective and only managed 
to move 53% of the cells.   
Several factors can interfere with this synchronisation: the image processing is 
performed on a computer and depending on the complexity of the shapes in the image 
(and the computer background processes) it may take varying lengths of time to make a 
decision.  The cell imaging has to be carried out before the flow focus to reduce motion 
blur and so there is a length of channel the cell is required to move before the piezo can 
fire.  The flow rate can also change; either randomly, or by the user changing the velocity 
of the flow.  The flow will also not be constant across the channel due to the laminar flow 
profile.  The imaging area is finite, so a cell captured at the “top” of the image has a 
shorter distance to travel than one in the “bottom”.  All of these factor together meaning 
that we need a way to synchronise the piezo to the moment when the cell is in the right 
place. 
To test the cell classification jitter, 1000 images were classified and the time taken 
for each classification was plotted in Figure 4.11a.  The mean processing time was 
24.14 ± 1.56 ms, with a range of 28 ms.   To investigate the variation in the cell journey 
time within the microfluidic channel, the time taken for 80 cells to reach the sorting region  
 
 
Figure 4.11 (a) Time taken for decision making software to take in an image and 
provide a decision for 1000 images. (b) The movement of a number of cells within the 
microfluidic device was observed and the time taken for the cells to move from the cell 
inlet region to the sorting region was recorded.  The average time taken is 1.4 ± 0.3 
seconds with a range of 2.4 seconds.  The journey time is independent of the initial 




from when they are first imaged, by the cell imaging camera, was recorded.  As shown in 
Figure 4.11b, the mean journey time was roughly 1.4 seconds but there was significant  
variation of 2.4 seconds, which is a factor of 100 times greater than the jitter in the 
classification software.  The variation was also independent of the initial cell position 
within the cell inlet channel and recordings taken by the wide field camera highlighted 
that in the cases where cells were not sorted, there were instances of the piezo firing both 
too early and too late.  As the cell journey time is inconsistent, the cell position at the 
sorting region must be confirmed and so a third camera was added, the trigger camera. 
  The trigger camera images the start of the sorting region, see Figure 4.2.  Its 
purpose is to detect the presence of a cell and to advise the piezo when to fire.  The images 
taken are wide enough to cover the full width of the sorting channel but the height of the 
image is reduced to allow for faster frame times, 1000 fps.  With a combined flow rate of 
20.4 μL/hr, the cells travel in the 30 x 112.5 μm channel with a velocity of 1.26 mm/s.  
For an RBC with a diameter of 6 μm and a K562 cell with a diameter of 20 μm this leads 
 
 
Figure 4.12 (a) Signals of the standard deviation/mean of the images taken in the case 
of a cell being present and no cell.  The peak in the signal where the cell is present is 
above the threshold of 2x10-4 and so will alert the software.  (b) Images taken from the 
trigger camera with no cell and with a cell.   
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to 12 and 23 images being taken of each cell respectively; which is the same order of 
magnitude as the number of points on the insert graph in Figure 4.12a which appear 
above the noise, 40.  This allows the cell to be accurately detected, but if throughput is 
increased, this may become a limiting factor. 
To detect a cell within the image, the standard deviation over the mean of all pixels 
is calculated for each image.  If this value of an image is over a threshold then a cell is 
detected.  Images taken by this camera both with and without cells and the resulting values 
of standard deviation / mean pixel values can be seen in the images in Figure 4.12.  The 
threshold value for detection is 2x10-4.  This improved the accuracy of the cell sorting 
which will be discussed in the following sections. 
 
4.7 Optimising amplitude and timing of piezo fire 
The movement of the piezo is controlled by a data acquisition device (National 
Instruments USB 6002 DAQ) which provides the piezo with a voltage between - 10V and 
10V; this signal can be sent to the DAQ for a designated length of time.  The piezo is 
initially given a signal of -nV (where n is a predetermined value) causing the piezo to 
bend away from the reservoir.  When a cell is detected the piezo is given a signal of +nV 
and will bend towards the reservoir, forcing a displacement of liquid into the sorting 
channel.  This results in the cell solution trajectory moving into the sorting outlet at the 
far side of the piezo channel.   
To provide the most effective sort, the magnitude and length of the signal must be 
optimised.  Piezo voltages from 1V to 10V, in increments of 1V, and piezo on times from 
0.05 ms to 0.5 ms in varying increments were tested in different sorting runs, resulting in 
80 combinations of voltages and on times. The videos taken, showing the movement of 
cells and the outlet they left the device in, were manually analysed to determine the 
sorting success of the sort.  As would be expected, for low voltages, the resulting piezo 
movement was too weak to displace enough liquid flow and, although some movement 
was observed, the trajectory of the cell solution did not move into the sorting channel 
(Figure 4.13a).  In other cases, the piezo movement was too aggressive and the trajectory 
moved into the buffer zone, taking the cell with it (Figure 4.13c).  Finally, there were a 
number of combinations which resulted in the trajectory moving into the sorting outlet 
for a short period of time, before moving back to the waste outlet, as the piezo relaxes 







Figure 4.13 Images showing a single cell trajectory during the firing of the piezo. The 
amplitude and length of time of the signal sent to the piezo, and the time point of each 
cell position can be found on the images (a) Cell movement when the piezo pulse is too 
weak to move the cell into the sorting outlet. (b) Cell movement when the piezo pulse 
is optimised to move the cell into the sorting outlet.  (c) Cell movement when the piezo 
pulse is to large and the cell is forced into the buffer zone.  The numbers above and 
below the cells represent the time point at which they were imaged in milliseconds. 
 
Figure 4.14 Heat map with the success of various combinations of piezo voltages and 
piezo on times.  Successful sorts are represented with green, unsuccessful sorts with 





The results of each combination can be visualised in Figure 4.14, where the green, 
yellow and red colours show if each magnitude and on time combination result in: a 
successful sort, a borderline sort (where most of the cells are sorted but not all) and an 
unsuccessful sort respectively.  For the final experiments the piezo voltage and on time 
was set to 4V and 2.5 ms respectively. 
 
4.8 Success of piezo actuation 
With the piezo timing and fire signal optimised, tests were performed to measure 
the efficiency of the sorting.  RBCs and K562 cells were passed through the device and 
the aim was to separate the K562 cells, which were the target cells to be sorted; from the 
RBCs, which should go to waste.  Images were taken of each cell and the decision making 
software discussed in Section 4.4 categorised each cell as a hit (K562) or a rejection 
(RBC).  The cell will then flow into the sorting region and be detected by the trigger 
camera.   
If the cell is a hit, the piezo will be fired.  If the cell should be rejected, the piezo 
will not fire and the trigger camera will then wait for the next cell to be detected by the 
cell imaging camera.  The wide field camera can then be used to determine if each cell 
has been sorted into the required outlet.  See examples of a hit event, a K562 cell being 
sorted; and a reject event, an RBC being rejected, in Figure 4.16a and Figure 4.16b 
 
Figure 4.15 Using the optimised piezo firing values of 4V and 2.5 ms, three runs were 
carried out with K562 cells (the target cell) and RBC cells being sent to waste.  The 
combined sorting efficiency of the piezo was measured to be 98.4%. 
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respectively.  When the videos of the cell trajectories were analysed, the sorting efficiency 
was found to be much improved.  Figure 4.15 shows the fraction of cells which were 
sorted, when the piezo fired, for each of the three runs.  The combined sorting efficiency 
of the piezo was 98.4%.  No rejected cells were found to have been missorted into the 
sorting outlet.  This analysis did not take into account whether the cells being sorted and 
rejected were K562 cells or RBCs, only if the event was a hit or rejection. 
 
4.9 RBC and K562 cell sorting success 
The final analysis of the sorting experiments was to quantify the efficiency and 
purity of the cell sorter, taking into account the imaging, the decision making and the 
piezo sort.  To obtain this information each cell was imaged and given a number which 
corresponded to a trajectory video.  This way the cell type could be manually 
characterised post-experiment and the outlet, which the cell was sorted to, recorded.  This 
provides a more accurate representation of the success of the sorter.   
Figure 4.16d shows the fraction of K562 cells and RBCs which were sorted for 
all three runs.  The desired outcome was for all K562 cells to be sorted and no RBCs to 
be sorted.  Over the three runs, there were 726 K562 cells and 943 RBCs measured.  Of 
these cells, 663 K562 cells and 4 RBCs were found to have been sorted into the sorting 
outlet, while the remaining 63 K562 cells and 939 RBCs ended up in the waste outlet.  
This equates to 91.3% of K562s and 99.6% of RBCs ending up in the correct outlet. 
In the field of cell sorting it is common to determine the success of a method by 
the efficiency and purity of the final sorted sample, especially when isolating rare 




𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐾562 𝑐𝑒𝑙𝑙𝑠 𝑖𝑛 𝑜𝑢𝑡𝑙𝑒𝑡
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑚𝑎𝑔𝑒𝑑 𝐾562 𝑐𝑒𝑙𝑙𝑠
                            (4.1) 
 
𝑃𝑢𝑟𝑖𝑡𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐾562 𝑐𝑒𝑙𝑙𝑠 𝑖𝑛 𝑜𝑢𝑡𝑙𝑒𝑡
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑒𝑙𝑙𝑠 𝑖𝑛 𝑜𝑢𝑡𝑙𝑒𝑡
   (4.2) 
 
Efficiency is the proportion of the total K562 cell population which has been 
sorted and the purity is the proportion of cells found in the sorting outlet which are K562 
cells.  The efficiency of the system was found to be 91.3% and the purity of the system is 




sorting paper published in 2018 which provided purities of 99% and efficiencies between 
67.7% and 82.0%35.  The throughput of the system is currently at 0.21 Hz.  This is not as 
fast as other current methods (>100Hz)35, but the larger efficiency in the sorting may be 








Figure 4.16 Micrographs of the cell sorting region take by the wide field camera 
showing (a) a K562 cell (blue) being sorted and (b) an RBC (red) continuing into the 
waste channel.  The smaller cell images within the coloured squares are the 
corresponding images of the cells taken via the cell imaging camera.  The scale bar for 
the insets is 10 μm. (c) The final purity and efficiency of the system.  The combined 
efficiency of the three runs is 91.3% while the combined purity is 99.4%. (d) The final 





By combining image-based decision making and a piezoelectronic sorting 
technique, it is possible to separate different cell types (K562 cells from RBCs), using 
bright field imaging, with high efficiency and purity.  The three independent parts of the 
sorting technique; imaging, decision making and sorting, work well both independently 
and when combined.  The decision making software is useful in identifying 91.9% of the 
K562 cells, while accurately characterising 99.4% of the RBCs.  The thresholds in the 
software prioritise purity over efficiency.  The movement of the piezo has been optimised 
to ensure target cells are smoothly directed into the sorting outlet, while unwanted cells 
successfully continue into the waste outlet.  The three camera setup allows the cells to be 
accurately identified and located throughout their entire journey in the sorting channel.  
Three test runs were performed to determine the effectiveness of the cell sorting, with 
1941 cells processed.  K562 cells were targeted and sorted with an efficiency of 91.3% 
and the sorting outlet channel had a purity of 99.4%.  These results highlight that high 
levels of efficiency can be achieved, even when purity is prioritised.  This chapter allowed 
for the calibration of the piezo and three camera system.  Chapter 5 improves on the 
method used in this chapter, by adding a fluorescent based imaging system and improved 




Chapter 5. Fluorescent nuclear image-based sorting 
The work in this chapter extends the work carried out in previous chapters, with 
the heterogeneity of sub-cellular structures (cell nuclei) investigated, compared to the 
external cellular morphologies discussed in Chapter 4.  The microscope setup was 
updated to allow for fluorescence-based imaging and the real-time classification 
algorithm was modified to extract quantitative features from the image and to use machine 
learning to classify the cell type. The use of fluorescent imaging opens up a wide range 
of new cell types which can be identified, sorted and analysed.  Cells with differences in 
their internal cell structure can be split into subpopulations and the function of these 
differences further understood. 
 The SAFH fibroblast cells were provided by Nattaphong Rattanavirotkul 
(University of Edinburgh) and the hepatocytes were provided by Jordan Portman 
(University of Edinburgh).  These samples were provided live and were used in the 
devices with no further preparation.  A population of Jurkat cells were provided by Ewa 
Guzniczak (Heriot Watt University) which were grown and cultured using the techniques 







The ability to investigate how differences in the internal morphologies of cells 
affect cell function is of great interest to cell biologists248.  Previous methods (described 
in Section 1.4) only measure one dimensional measurements such as total fluorescent 
intensity; but this has its limitations, leaving cells with different internal morphologies 
(but similar fluorescent intensities) inseparable42.  These differences can be observed 
using imaging cytometry but only recently has this imaging technique been merged with 
cell sorting35,267.  As described in Section 4.1 the IACS technique is costly and complex262 
to implement, limiting its potential adoption.  In this chapter a more widely applicable 
cell sorting technique is presented which allows for fluorescent imaging and subcellular 
morphology classification. 
This work focuses on investigating nuclear morphological differences between 
cells of the same cell type, using fluorescent markers similar to those described in 
Section 1.5.  This allows images of the nuclei to be taken, which can be analysed and 
classified into subpopulations.   Due to the subtleties of some of the morphological 
differences, the previous classification method of using a single measurement as a 
threshold does not work.  To improve this, the images of the cells are segmented and 
analysed to extract 25 measurements.  Machine learning algorithms are then used to 
analyse these measurements to predict the most likely cell subpopulation the image 
belongs to.  The algorithm was tested on a number of cell models and could predict the 
correct cell types with high levels of efficiency and purity.  By implementing the 
algorithm into the cell sorting software, cells can be imaged, classified and sorted in real 





5.2 Experimental setup 
To image, analyse and sort cells based on their fluorescing nuclear morphology, 
a modified setup of the previous chapter’s cell sorting setup was used (see Figure 5.1).  
The main change in the system is the ability to excite fluorescence within the passing 
cells and to image the emitted light using one of the three cameras used previously.  The 
cells themselves, are stained with Hoechst 33342 stain (using the methods described in 
Section 2.3.6) which causes the DNA within the cell, and hence the nucleus, to fluoresce.  
To excite the Hoechst stain within the cells, a 365 nm LED is directed into the back 
aperture of the objective lens (via a 400 nm longpass dichroic mirror) which focuses onto 
the microfluidic device.  The emitted 497 nm fluorescence from the cells is then reflected 
by the 650 nm longpass dichroic mirror and detected by the cell imaging camera, 
 
Figure 5.1 Schematic diagram showing the setup used for fluorescent image based cell 
sorting.  A microscope is used to illuminate and image the cells within the microfluidic 
channels.  A 365 nm LED is used to illuminate the fluorescent dye within the cell nuclei 
and this light is directed into the cell imaging camera (blue).  The filtered infrared (IR) 
light from the microscope illumination is split between the trigger camera (green) and 




previously used for imaging the RBCs and K562s in the brightfield in Chapter 4.  To 
allow for brightfield imaging of the cells and to monitor the device during the sorting 
(without overexposing the fluorescent images) an infrared (IR) 700 nm filter is used on 
the microscope’s halogen light source to block most visible wavelengths.  The IR light 
transmitted through the sample is directed away from the cell imaging camera by 
transmission through the 650 nm longpass dichroic mirror. A 50:50 beamsplitter then 
splits the light equally onto the trigger and widefield cameras, allowing cell movement 
and position to be observed.  
The microfluidic devices used to sort the cells are the same as in Chapter4 and 
the method of cell injection remains the same.  There are a number of different cell models 
used in the experiments described in this chapter, and so the cell solutions used will 
compromise of 33% OptiPrep and 66% cell solution; containing the two cell types, 
suspended in PBS and 1% pluronic. 
 
5.3 Imaging the four cell models 
There are four different cell models which have been investigated in this work, 
images of which can be found in Figure 5.2.  The four models are: (A) fibroblast SAHF 
positive cells which contain ‘spotty’ nuclei vs SAHF negative cells, which contain 
‘smooth’ nuclei (Section 1.7.1), (B) healthy vs apoptotic K562 cells (Section 1.7.2), (C) 
Jurkat vs K562 cells and (D) mono vs bi-nucleated hepatocyte cells (Section 1.7.3).  
Models A, B and D are found in mixed populations, while the remaining model C is a 
manually mixed solution which acts as a proof of concept.  Both Jurkat and K562 cells 
are a form of leukaemia and so are similar cell types.  With this mixed population it is 
easy to control the concentration of each cell type. 
In the previous chapter, the software was able to determine the cell type by 
measuring the total area of the cell, with RBCs being noticeably smaller than the larger 
K562 cells. However, the nuclear morphological differences in the four cell models are 
much more complex; with differences in the number, shape and internal structure of the 
nuclei needing to be observed.  To investigate these differences, a library of images of 
each cell model and cell type (within each model) was obtained.  For models A, B and D, 
the mixed solutions were injected into a microfluidic device and cytometrically flown 
past the cell imaging camera.  This allowed hundreds or thousands of images of both cell 
types in each of the three models to be obtained.  As lighting conditions and the focus of 




runs were performed to provide the machine learning software  (LabVIEW Analytics and 
Machine Learning Toolkit) with a more robust data set.  Images of the four cell models 
can be found in Figure 5.2. 
To accurately train the machine learning to identify the correct subpopulation, the 
obtained images were manually classified and used as a supervised training set. The cells 
from the third model (C), Jurkat vs K562, are cultured separately and therefore could be 
passed through the device and imaged individually, resulting in two preclassified data 
sets.  Once the images were obtained and classified it was possible to train the machine 
learning algorithm.  Cell models A, B and C all contain one nucleus, while cells found in 
cell model D may contain multiple nuclei.  This means a machine learning algorithm for 
cell model D must be more complex and so the machine learning discussed in the 
following subsection only applies to cell models A, B and C. 
 
5.4 Training of the machine learning algorithm 
Similarly to how the RBCs and K562s were identified within the images in 
Chapter 4, the nuclei of each cell present in the image must be detected.  As only the 
fluorescent blue light is incident on the camera, the microfluidic channel in the 
background of the image is dark and so a simple intensity threshold can be used to remove 
the background, providing a processed secondary image which is used to locate the bright 
particles present in the image.  The thresholds used are preset fractions of the maximum 
 
Figure 5.2 Images of the nuclei of the four cell models (each with two cell types) used 
in this chapter; (a) SAHF positive and (b) SAHF negative fibroblasts (orange), (c) 
apoptotic and (d) healthy K562 cells (grey), (e) Jurkat and (f) K562 cells (purple), and 
(g) mononucleated and (h) binucleated mouse hepatocyte cells. 
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intensity in the image, 60%, 70% and 80%.  This is done using National Instruments 
Vision software. 
For cell models A, B and C, it is important that only one nucleus and therefore 
one cell is present in the image.  If multiple cells or a cluster of cells is present, non-target 
cells may be sorted into the outlet at once, leading to contaminations in the post-sort 
populations.  This may be missed if the fluorescent signal of the two nuclei are of varying 
intensities; as a threshold may remove both the background and the less intense nuclei, 
leaving only one nuclei to be further analysed.  To ensure that any cases of multiple nuclei 
are recognised, three values for the threshold are used to remove the background from 
each image and the number of particles present in each case is calculated.  This helps 
locate darker nuclei which may have previously been removed by the software, an 
example of which can be found in the flow diagram in Figure 5.3. The threshold which 
results in the highest number of detected particles is then selected, to ensure all nuclei are 
detected.   
Although undetected nuclei would be a problem, detecting false nuclei could also 
give rise to potential miscalculations.  If there is debris in the microfluidic channel or 
individual pixels outwith the nucleus that are above the threshold, then it is important that 
these are not incorrectly identified as particles or nuclei.  As these particles are smaller, a 
particle size threshold is used to remove smaller particles in the image.  This erases the 
extra particles from the image so they will not be included in nuclei detection calculations, 
this can be seen in the blue section of the flow diagram in Figure 5.3; where individual 
pixels and smaller clusters of pixels are detected and removed, leaving only the larger 





Figure 5.3 Flow diagram of the machine learning process.  The cell images go through 
a pre-classification process; three intensity thresholds are used to locate all nuclei 
within the image.  Small particles are then removed from the image.  The number of 
remaining nuclei is then counted.  If the image has two or more nuclei, it is classed as 
a multi cell image.  If the image has only one nucleus it will enter the machine learning 
stage.  25 measurement parameters are taken for the particle and these are compared 
to those of manually classified images.  The image is classified as the target cell or the 
non-target cell and given a confidence value.  If this value is below the pre-set threshold 
it will be classed as in image that the software is unsure of.  If the image is above the 
threshold, it will be given its final classification.  All scale bars are 20 µm. 
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Once the image processing is complete, the number of particles within the image 
is counted.  If more than one particle is present, the image is classified as containing 
multiple cells.  If only one particle is present, the image is further analysed by extracting 
25 measurement parameters (all 25 measurement parameters can be found in 
Section 2.3.9).  The measurement for each parameter gives a location within the 25 
dimensional space.  Every image with a single cell therefore has a position in this 25-
dimensional space which is used, together with the manually defined classification, by 
the machine learning software  to characterise the clusters which correspond to each class.  
Once the machine learning has built up a model of how the measurements can 
relate to the classification, new unclassified images can be classified by following the 
same image preparation as described previously.  If the image contains a single particle, 
measurements are taken and it is given a position in the 25-dimentional graph.  The 
machine learning algorithm can classify new images by comparing their 25-dimensional 
position to that of the predetermined clusters of images.  It determines the likelihood that 
the cell in the new image belongs to a particular cell type; by giving each cell image a 
“confidence value” (between 0 and 1) for both cell types.  The largest of the two 
confidence values is attributed to the cell image and the cell is characterised as that 
particular cell class.  The machine learning uses this process to class all new cell images 
as one of the predefined cell types.   
To improve the purity, the confidence value can also be used in order to remove 
classifications which are less certain by adding a threshold to allow for higher purities; 
with only cells similar to those previously classified (with high confidence values) being 
considered, while those under the threshold are classified as unknown and can be sent to 
waste.  Cells that provide a confidence value over the threshold can then be accepted or 
rejected, depending on the target cell type.  This process is illustrated in the orange box 




Figure 5.4 Graphs showing the classification success of the machine learning 
algorithm, when trained with different numbers of randomly selected training images, 
for the four different cell models.  The inset graphs highlight how the algorithm 
performs with lower numbers of initial images.  All measurements were repeated 100 
times and the coloured error bars represent the standard error.  Note: the hepatocyte 
model was only training and classifying single particle images, therefore 
mononucleated hepatocytes. 
 
Intuition suggests that the greater the number of manually classified images 
initially used to train software, the more accurate it will be at classifying new images.  To 
test this theory, the software was trained numerous times with different numbers of 
randomly selected, manually classified, images.  The whole library of manually classified 
images for the cell model was then fed into the machine learning software and the results 
compared to the original manual classification to determine the fraction of correctly 
classified images.  This was repeated 100 times for all four cell models and the mean 
values can be found on resulting graphs in Figure 5.4.  These measurements are based on 
classifying each image to the highest class without using the confidence value threshold. 
Cell models A, B and C are as expected but due to the multiple nuclei present in 
the binucleated hepatocyte cells, only the images containing one particle (mononucleated 
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hepatocytes) were classified for this graph; this will be discussed more in Section 5.6 and 
for the remainder of this section only cell models A, B and C will be discussed.   
The number of images of cell model A (133) taken compared to B (2408) and C 
(3390) is comparatively low, but in all three cases the fraction of cells correctly identified 
seems to be tending towards an asymptote.  This value is the best possible outcome that 
the software can provide, even with an infinite number of preclassified initial cell images.  
For each cell model, the value of this asymptote and the number of images needed to 
reach it can be obtained from the graphs.  For cell model A, the software can classify new 
cell images 84.0 ± 1.5% of the time (where the error is the standard deviation) and it only 
needs 90 images to reach this performance.  For cell model B, with a sufficient number 
of initial images the software is correct 87.4 ± 0.1% of the time; and it only needs 500 
images to reach this value, although it reaches 85.0 ± 1.4% with only 150 images.  The 
software provides the best results for cell model C, with the maximum success rate 
reaching 94.2 ± 0.1%, with the graph levelling off at about 300 initial images.  With the 
graphs of all three cell models levelling off before the total number of images, this shows 
that the software is currently optimised and more images would improve the machine 
learning classification very little, if at all.  Based on this analysis, the maximum possible 
purities for all three cell classes would be under 95% which is less than ideal.   
The confidence value threshold can be used to further improve the system. To 
understand how it effects the purity and efficiency of the classification and to quantify its 
success when compared to other methods, ROC curves were used. 
 
5.5 Characterising the success of the machine learning software 
To test the machine learning’s ability to identify the correct cell type, ROC curves 
were plotted for the four different cell classes and can be found in Figure 5.5 (again the 
graph for cell class D was obtained using only the images containing one particle).  The 
coloured dots represent the results from the machine learning software, while the solid 
black lines represent an alternative method of using the most indicative of the 25 
aforementioned particle measurements as a threshold.  The most indicative value is the 
measurement which separates the two cell types most successfully.  The generation of the 
solid lines on the ROC curves is done using the same method used in Section 2.3.9, when 
RBCs and K562s were separated using a single measurement of the cell area.  The 
measurements used for cell models A, B, C and D were; bounding rectangle width, 




To generate the coloured points on the graph, thousands of manually preclassified 
images of each cell model were passed into the machine learning software and if the 
confidence value of an image was below the threshold, the image was classified as 
‘unsure’; if the confidence value of an image was above the threshold it was characterised 
as the target cell or non-target cell discussed before.  This was repeated for eleven 
different confidence values (from 0 to 1, in increments of 0.1).   
SAHF positive fibroblasts, apoptotic K562 cells, Jurkat cells and mononucleated 
hepatocytes were chosen as the target cells for each of the four cell models. The true 
positive value was defined as the fraction of manually classified target images which were 
correctly identified.  The false positive value was defined as the fraction of non-target cell 
images which were classified as target cell images.   
As can be seen in Figure 5.5, in all four graphs the machine learning values do 
not reach the top right side of the plot, as the curves for the single measurement threshold 
 
Figure 5.5 ROC curves generated for the four cell models.  The filled black lines 
represent how the false and true positive values change as the confidence value 
threshold is changed.  The coloured dots show the true and false positive values 
produced when various thresholds are applied to the machine learning algorithm.  As 
the machine learning technique does not produce values with high false positive rates, 




do.  In the case of a single measurement being used as a threshold, the initial graph used 
to make the ROC curve contains two overlapping bell shaped curves due to their Gaussian 
like distributions (as seen in Section 2.3.9).  When the threshold line reaches the edges 
of the bell curves, both the true positive and true negative values will either be 0 (where 
everything is sent to waste), or 1 (where everything will be sorted).  This means the whole 
curve will start at the bottom left of the graph and will move to the top right, but this is 
not the case when the machine learning results are plotted.  As the confidence value 
threshold does not change the outcome of the machine learning classification, it is 
unlikely that all of the images are classified by the machine learning software as the target 
cell type.  This means that the true and false positive values are unlikely to reach a value 
of 1.   
The priority of the developed sorting system is to generate output subpopulations 
with high levels of purity (i.e. low false positives), even at the expense of efficiency (i.e. 
low true positives) and so points close to the y-axis are preferable to a high true positive 
rate with a higher false positive rate (i.e. top right of the ROC curve).  The slopes of 
classes A and B are steep but the maximum true positive values are 0.43 and 0.49 
respectively.  This suggests that many of the target cells are classed non-target cells, even 
before the threshold is applied.  Roughly half of the target cells may be lost but the purity 
is very high, as seen by the low false positive values, and so pure subpopulations can be 
obtained.  Model C on the other hand provides both high true positive values and low 
false positive values, with maximum true positive and true negative values of 0.91 and 
0.04 respectively.  The inserts within the graphs in Figure 5.5 help illustrate that for all 
true positive values, the false positive value does not go above 0.05.  They also highlight 
the slow increase of all three ROC curves of the single measurement method of 
classification.   
 This is due to the single most indicative values of both cell types being too 
similar.  The values of the compactness factor and the Heywood circularity factor (the 
two most indicative values) for all of the cell model C images can be seen in Figure 5.6a.  
The purple points are Jurkat images, while the pink points are K562 images.  As expected 
the two clusters overlap, explaining the poor performance of the indicative value 




 To further investigate the success of the machine learning algorithm with 
thresholding, the efficiency and purity of the Jurkat vs K562 (model C) at various 
threshold values was plotted in Figure 5.6b.  At all threshold values the purity remains 
above 0.975, but a threshold of 0.65 was chosen to use for future experiments to provide 
a theoretical purity of 0.99 while maintaining a high efficiency of 0.83.  These settings 
were used to test over 1000 images of both Jurkat and K562 cells, with the resulting 
classification for each image compared to the true cell type.  The fraction of Jurkat and 
K562 which were classified as each cell type (or waste) can be found in Figure 5.6c, with 
83.8% of Jurkat cells and 90.4% of K562 cells identified correctly.  The threshold 
removed 9.4% of all images, improving the purity of the output at the expense of 
efficiency, the results of which are in Figure 5.6d.  The final classified population of 
Jurkat and K562 cells had purities of 97.7% and 96.1% respectively.  The purity is slightly 
lower than the theoretical value of 99% but the efficiency is actually higher than the 
 
Figure 5.6 All graphs and charts are for cell model C (a) Graph plotting the 
compactness factor and Heywood circularity factor of all Jurkat vs K562 images.  
These measurements are the two most indicative of the 25 taken. (b) Graph showing 
the efficiency and purity of the machine learning classification as the confidence factor 
threshold is changed.  (c) Chart showing the machine learning classification results of 
new Jurkat and K562 input images.  (d) Chart with the purity and efficiency of the 




theoretical value (83%).  When compared to the purity value obtained without the 
thresholding there is a noticeable improvement; the previous classification method could 
only provide a maximum of 94.2% (as shown in Figure 5.4c).  This method can now be 
used to classify Jurkat cells in flow to sort a mixed cell population. 
 
5.6 Detecting bi-nucleated cells 
For cell model D, the mono and binucleated hepatocytes, the machine learning 
software must be more complex, compared to that used for cell models A, B and C.  The 
same initial steps of using three thresholds to find the number of particles within an image 
and removing small particles, as done in the previous section, are used (and this is shown 
in the flow diagram in Figure 5.8).  However, due the possibility of multiple nuclei in a 
single cell, extra steps need to be taken to ensure that the machine learning software is 
robust enough to distinguish between a single binucleated cell and two mononucleated 
cells in close proximity.  In many cases if there are two cells within an image, the nuclei 
will be further apart, when compared to a single cell with two nuclei, and so the distance 
between the nuclei can be used to distinguish between these two situations.  If the centre 
of the two particles is greater than the average diameter of a hepatocyte cell (20-
30 µm)268,269 then the image is likely to contain two cells and so it will be classified as an 
image with multiple cells.  If the particles are close together then it is likely that only one 
binucleated cell is present.  Example images of both these cases can be found in 
Figure 5.7. 
In most cases each nucleus would appear as individual particles on the image, but 
there are cases where, due to perspective, the nuclei overlap and therefore are counted as 
one particle (examples of this can be seen in the top row of Figure 5.7).  The machine 
learning software can be trained to distinguish between these two cases.  Thousands of 
preclassified images were fed into the machine learning software.  As with cell models A 
and B, the cell images had been manually classified as either a mononucleated cell, a 
binucleated cell or multiple cells.  If the machine learning software only detects one 
particle in the image there are two possibilities; there is either one nuclei or there are two 




Figure 5.7 Cell images of hepatocytes.  The top and middle rows both show images of 
binucleated hepatocytes, but in the top row the nuclei appear to overlap due to 
perspective, while the nuclei of the cells in the middle row are more easily 
distinguishable.  The middle and bottom rows both contain two nuclei but the images 
in the bottom row contain two mononucleated cells.  One way to distinguish the two, is 
to look at the distance between the nuclei. 
 
The machine learning software gathers all images that contain one particle and 
uses the 25 dimensional analysis described in Section 5.4.  The images have previously 
been manually classified and so the success of the software, in locating mononucleated 
cells, can be tested using the method described in Section 5.4, where varying numbers of 
images are used to train the system; which is then used to classify all the images in the 
cell model image library.  The resulting logarithmic graph can be seen in Figure 5.4d, 
with the maximum classification success reaching 94.8 ± 0.1%.  It reaches this value after 
about 200 images, so with 3009 images used to train the final machine learning 
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classification for a single particle, the software is optimised.  Like the previous software 
for cell models A, B and C the next step was adding a confidence factor threshold.   
A flow chart of the machine learning software is shown in Figure 5.8.  The images 
are subjected to the same pre-machine learning image preparation as seen previously in 
Figure 5.3, with intensity and particle size thresholds being applied, before a count of the 
remaining particles.   The machine learning software then performs one of three steps 
depending on the results of the particle count.  If there are three or more particles detected, 
there must be more than two cells in the image (either three mononucleated cells or a 
mono and binucleated cell) and so the image is classed as a multiple cell image.  If there 
is one particle present, the aforementioned machine learning software will seek to 
determine the class of the cell (either one nucleus or two overlapping nuclei) using the 25 
measurements, and the confidence value threshold is used to reject images which the 
machine learning software is unsure of.  If there are two particles detected then the 
distance of their separation is used to estimate if one or two cells are present; if there are 
two, the image will be classified as a multiple cell image.  If there is only one then it is 
likely a single binucleated cell is present. However, to rule out two very close 
mononucleated cells and to make sure that there are no overlapping nuclei in the image 
(as some cells can contain more than two nuclei) a second machine learning classification 
is performed.  The technique is almost identical to that done for a single particle, with one 
change; the number of measurements is doubled, with 25 measurements taken for each 
particle.  If either of the particles is found to contain multiple nuclei, then the image is 
classified as a multiple cell image, else the image is confirmed as a single cell with two 
nuclei.  Like before, a threshold is used to improve purity.  The various outcomes of the 






Figure 5.8 A flow diagram of the cell model D machine learning process.  The pre-
machine learning image preparation is the same as seen previously in Figure 5.3, with 
intensity and particle size thresholds being applied.  The remaining particles are then 
counted, with images containing more than 2 particles classified as a many cells.  
Images with 1 or 2 particles pass to the machine learning stage.  In the case of 1 
particle; 25 measurement parameters are taken and these are compared to those of 
manually classified images.  The image is then classified as a mononucleated cell or a 
binucleated cell and given a confidence value.  If this value is below the confidence 
value threshold the image is classified as ‘unsure’.  If the value is above the threshold 
the image will be classed as a ‘1 nucleus cell’ or a ‘2 nucleus cell’.  In the case of two 
particles being present, an initial test is done to see if the two particles are further 
apart than one cell diameter, if so the image is classed as many cells.  If the particles 
are closer together then the 25 measurements are taken for each particle and the results 
are compared to the measurements of previous images.  A classification and confidence 
value is then provided by the software.  If the confidence value is below the pre-set 
threshold, then the image is classified as ‘unsure’.  If the value is above the threshold 






To test the deterministic ability of the combination of the machine learning 
software and the confidence value threshold, a ROC curve was generated using the 
method used in Section 2.3.9 and it can be found in Figure 5.5d.  The black line of the 
most indicative value threshold is much steeper than that of the other three cell models.  
This can be understood by looking at Figure 5.9a which shows the measurements of the 
compactness factor and the maximum Feret diameter (described in Section 2.3.9) for each 
single particle image.  There is a much more obvious separation of the two classes than 
seen in the case of class C.  Even with this classification method generating a steep ROC  
 
Figure 5.9 All graphs and charts are for cell model D (a) Graph plotting the 
compactness factor and maximum Feret diameter of all single particle images.  These 
measurements are the two most indicative of the 25 taken. (b) Graph showing the 
efficiency and purity of the machine learning classification as the confidence factor 
threshold is changed.  (c) The efficiency and purity of the machine learning outputs for 
three hepatocyte runs.  The ‘total’ column shows the total purity and efficiency when 





curve, the accompanying curve of the thresholding, machine learning, classification 
method is steeper; indicating its superiority.  The purity and efficiency of the 
classification outcomes were plotted for 11 threshold values (from 0 to 1 in intervals of 
0.1), which can be found on Figure 5.9b.  For all threshold values the purity is greater 
than 97.5% and greater than the previous maximum value when the thresholding is not 
used (94.8%).  A threshold of 0.4 gives a purity of 99.0% while providing a high 
efficiency of 92.7%.  This classification value threshold was used for single particle image 
classifications. 
To test the success and repeatability of the machine learning software, thousands 
of images of hepatocytes were taken in flow over multiple runs.  The images were then 
fed into the software and the resulting four classifications (either one nucleus, two nuclei, 
multiple cells or waste) were analysed and manually confirmed as either correct or 
incorrect.  The purity and efficiencies of each run can be found in Figure 5.9c.  The output 
population of mononucleated cells was 95.7 ± 5.5 % pure and the software was able to 
pick out 93.9 ± 1.2% of the mononucleated input images.  While the purity and efficiency 
of the binucleated cells was 98.1 ± 2.0% and 90.0 ± 10.0% respectively.  There is a non-
negligible variation between the different runs as shown by the standard deviations with 
 
Figure 5.10 The time taken for the machine learning software to perform a 
classification for (a) Apoptotic vs healthy K562 cell images. (b) Jurkat vs K562 images. 
(c) Mononucleated and binucleated hepatocytes.  The Each point represents the 
classification time for a single image.   
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the purity and efficiency values.  But even with these uncertainties the purity values are 
still better than any of the other three cell models and the efficiencies are both over 90%.  
This cell model will therefore be used to test the sorting system in future experiments. 
Before the machine learning software is tested in flow, it is important to know that 
the time taken for an image to be classified is not so large that it will affect the system’s 
ability to sort the cells.  To do this the image libraries of cell models B, C and D were 
classified using the software and the time taken for each image was recorded.  The results 
were plotted on the three graphs in Figure 5.10.  Surprisingly the average time taken for 
each cell model was less than that in the previous chapter, where only a single threshold 
value was used (24.1 ± 1.5 ms).  The fastest average time was that of the cell model which 
used the more complicated software (cell model D, the hepatocytes), with an average time 
of 3.9 ± 3.1 ms.  Although the variation in the values was much larger with 20 out of the 
7418 images taking longer than 25 ms to be classified, with the maximum value reaching 
124 ms.  This is still small enough that it should not prevent cells from being sorted when 
the three camera setup is used.  With similar flow rates used, the time between a cell being 
imaged and appearing at the trigger camera should still be the same as seen in Section 4.5 
(1.4 ± 2.4s).  If there is a case when the image processing takes too long, then the cell will 
continue to waste.  The synchronisation with the trigger camera has a timeout and so if 
the cell is not seen quickly enough, it is assumed that it was missed and so the sort action 
is cancelled.  This prevents any negative impact to the purity of the sort. 
 
5.7 Future work – Sorting the cells 
With the imaging and decision making elements of the cell sorting working, the 
next step was to physically sort the cells within a microfluidic device.  With both the 
microfluidic device design and the sorting setup remaining the same as in Chapter 4, 
similar sorting results would be expected.  To test the overall performance of the system, 
an attempt was made to sort binucleated hepatocytes (from cell model D).  A mixture of 
mononucleated and binucleated hepatocytes, within PBS (with 1% pluronic) and 33% 
OptiPrep was injected into the microfluidic device.  The software was set to detect 
mononucleated cells, with the piezo firing once the cell was detected, at the piezo region, 
by the trigger camera.  Initial test results can be seen in Figure 5.11, where an image of 
a mononucleated cell being sorted by the piezo can be seen; while a binucleated cell is 




the success of the fluorescence based nuclear cell sorting technique but preliminary tests 
look promising.   
With the machine learning algorithm only needing 200 cell model D images to be 
close to maximum performance, it may be possible to train the machine learning in flow, 
during an experiment.  The device system could run as a cytometric system where cells 
are allowed to flow into the waste channel while being imaged by the cell imaging 
camera.  The machine learning software could quickly auto classify the cell image, with 
low certainty classifications being manually checked.  The resulting classified images 
could then be used to train the machine learning software as the experiment is running.  
The software will then be ready to classify new cells and the in flow sorting can be 
enabled.  This will allow the classification to be tailored to the cell sample of that 
particular day and so the results should be more accurate.  In previous experiments 
multiple runs have to be performed to make the machine learning software robust enough 
to deal with cell images from a new run, as cell images can differ slightly from run to run.  
This may be due to the health of the cell sample, the focus of the microscope, the uptake 
of the Hoechst dye, etc.  By using the same data set of cell images that will be sorted to 
train the software, the experiment changes from a multi-day experiment to one that can 
be done in one day.  The current setup works successfully but it would be interesting to 




Figure 5.11 Images showing the trajectory of single hepatocyte cells within the 
microfluidic device when the software is set to target mononucleated cells.                       
(a) A mononucleated cell (see inset image) is sorted into the sorting outlet.                     (b) 




By modifying the previous setup in Chapter 4 to allow for fluorescent imaging, 
it is possible to observe the nuclear morphologies of various cell models.  Using this 
imaging technique it was possible to observe; differences in the nuclear shape (healthy vs 
apoptotic K562 cells and Jurkat vs K562 cells), differences in the number of nuclei 
(mononucleated and binucleated hepatocytes) and even differences in sub nuclear 
morphology (spotty SAHF positive vs smooth SAHF negative fibroblast nuclei).  A new 
classification technique has been demonstrated, where preclassified images are used to 
train a machine learning algorithm.  A threshold is then applied to filter out cases where 
the algorithm is unsure.  It has been shown that this technique provides better results than 
that of the previously used one measurement threshold, providing purities and efficiencies 
of up to 98.1 ± 2.0% and 93.9 ± 1.2% respectively.  Initial tests show that when used to 
classify cells in flow, the system is able to successfully pick out target cells and sort them 




The main goal of this project was to employ real-time image-based feedback to 
microfluidic systems to enhance current applications and to create new ones.  The ability 
to observe experiments occurring within the microfluidic device and adjust the flow in 
the system accordingly has been critical in both the improvement of monodispersity in 
microdroplet generation and the ability to sort cells based on their morphologies.  The 
main accomplishments within this body of work are: 
1. Delivering a technique which displays a superior droplet monodispersity when 
compared to the state-of-the-art, with a coefficient of variation of 0.32%.   
2. Employing two feedback systems to accurately control and adjust the feedback 
and volume of droplet generation in flow, for the first time.  
3. Creating a microfluidic image-based sorting technique, which can distinguish 
between different cell types using brightfield imaging and sort them into different 
subpopulations with a purity of 99.4% and an efficiency of 91.3%. 
4. Building a fluorescent imaging system which can image cell nuclei and accurately 
identify the corresponding cell type.   
To provide more precise droplet formation with a wide range of controllable 
parameters, a closed loop image feedback system was employed.  Microdroplets were 
imaged after formation and the volume of each droplet and the frequency of the overall 
droplet production was calculated.  Using these measurements, a dual feedback system 
could accurately control and change both the volume and frequency of droplet formation 
to values of a user’s choice.  The volume control provided a coefficient of variation of 
the system measured to be 0.32%, which is the smallest found to date.  The work also 
demonstrated how image-based feedback could be used in other applications such as 
controlling the average number of cells per droplet, by regulating the ratio of the flow 
rates of two aqueous inlets.  This work was published in Crawford, et al 119 and it has 
been claimed that such a tight control over both the frequency and volume of droplet 
formation may be useful in applications such as PCR270. 
By taking advantage of the ability to image cells within a microfluidic device, a 
setup was built to image cells in flow and to use real-time software to categorise them 
into specific subpopulations.  The software then feeds this back to a piezo-electric 
element, which was set up to inject a pulse of liquid into the device to sort the identified 
target cells.  The system was initially tested using a solution of RBCs and K562 cells 
mixed together, and from the brightfield transmission image of the cells, the projected 
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area of each imaged cell was used as a defining characteristic.  If the area of a cell was 
over a predefined threshold, the cell would be classified as a target K562 cell and would 
be directed to the sorting outlet; cells with a measured projected area under this threshold 
were directed to the waste channel.  It was shown that K562 cells could be sorted with an 
efficiency of 91.3% and a purity of 99.4%.  This is comparable to current image-based 
sorting techniques35.   
To widen the applicability of the developed image based cell sorting technique, 
the setup was adapted to allow for fluorescent imaging.  This increased the range of cell 
types that could be identified, such as similar cell types with different nuclear 
morphologies.  The optical setup directed the fluorescence emission to one camera, in this 
case to image the fluorescently stained nucleus of each cell; while another two cameras 
were used to confirm the position of the cell, at both the piezo region to allow 
synchronised sorting, and the outlets to visually confirm the correct sort.  Four cell models 
were imaged in flow and fed into a machine learning software.  The trained software was 
then able to accurately predict cell classes ~97% of the time with an efficiency >85%.  
Initial sorting tests were positive showing that the cells could be imaged, identified and 
sorted within the devices. Building upon this work it should be possible to develop a 
fluorescent-imaging sorter which can be adapted to a wide variety of microscopes and in 
a range of different labs.  Image-based cell sorting will open up a whole new world of 
possibilities in the field of genomics and it will surely become the gold standard technique 
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