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Abstract
Deep convolutional neural networks are gener-
ally regarded as robust function approximators.
So far, this intuition is based on perturbations to
external stimuli such as the images to be classi-
fied. Here we explore the robustness of convo-
lutional neural networks to perturbations to the
internal weights and architecture of the network
itself. We show that convolutional networks are
surprisingly robust to a number of internal per-
turbations in the higher convolutional layers but
the bottom convolutional layers are much more
fragile. For instance, Alexnet shows less than a
30% decrease in classification performance when
randomly removing over 70% of weight connec-
tions in the top convolutional or dense layers but
performance is almost at chance with the same
perturbation in the first convolutional layer. Fi-
nally, we suggest further investigations which
could continue to inform the robustness of con-
volutional networks to internal perturbations.
1. Introduction
Current deep learning techniques are able to learn rich
feature representations from large datasets with a general-
purpose learning procedure by adjusting their internal pa-
rameters (LeCun et al., 2015). These weights in neural net-
works are generally fit to the data once during training and
then kept fixed for testing.
Online learning algorithms, in which data become gradu-
ally available and are presented sequentially, may be prefer-
able to these batch algorithms, which learn on a dedicated
training set, as the size of datasets scale (LeCun et al., 2012;
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Bottou & LeCun, 2003) or if the data generating source
changes over time, relaxing the assumption of independent
and identically distributed random variables.
Unsupervised (or semi-supervised) deep learning algo-
rithms are also highly desirable (Salakhutdinov & Hinton,
2009; Lee et al., 2009; Bengio et al., 2012), as they allow
neural networks to approach problems that do not have an
abundance of labeled data and vastly scale their real world
applicability.
However, online learning (and especially unsupervised on-
line learning) methods applied in practice may result in un-
predictable changes to a deep neural network’s architecture
(potentially both topology and weights) during its real time
use. Especially in high-risk scenarios – such as driverless
cars (Huval et al., 2015), UAVs (Ross et al., 2013), or au-
tonomous robotics (Levine et al., 2016) – it is important to
understand how internal changes to a deep network during
its execution will impact its immediate performance.
While weight changes to synapses represent experience-
dependent changes during execution, the performance ef-
fects of topological changes are also an area of concern.
Embodied machines, especially those with plastic mor-
phologies such as modular robotics (Yim et al., 2007),
may benefit from neurogenesis (Chiel & Beer, 1997).
Conversely, topological (or weight) changes could stem
from defects in hardware implementations of neural net-
works (Mead & Ismail, 2012; Schneider, 2017).
In biological systems, connectivity and weights between
neurons in the brain are continuously changing. Neurons
die every day and, at least in some parts of the brain, new
neurons are formed (Cunningham, 1982; Eriksson et al.,
1998). Synapses are subject to learning mechanisms – such
as spike-timing dependent plasticity (Song et al., 2000;
Hebb, 2005) – that directly and dynamically modify the
magnitude of connection strengths. It is remarkable that
the brain is able to encode stable information in the pres-
ence of such drastic architectural changes. How brains si-
multaneously achieve plasticity and stability represents an
open question in our understanding of biological informa-
tion processing.
In the work reported here, we set forth to investigate the
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degree of robustness of information encoding (measured
through image classification performance) under random
destructive perturbations to the internal architecture (or
topology) and weights of various deep convolutional neural
network architectures.
2. Background
Regularizers like weight decay (Moody et al., 1991) or
dropout (Srivastava et al., 2014a) can be used during train-
ing to simulate weight changes with slowly decreasing pa-
rameter values and randomly dropped units respectively.
During test time, analyses like adversarial perturbations of
the images (Goodfellow et al., 2014; Nguyen et al., 2015)
and randomized labels (Zhang et al., 2016) have shed light
onto the robustness of neural networks to changes in the
data.
Learning curves of neural network performance during
training are widely explored (including convolutional neu-
ral networks; e.g. (Hinton et al., 2012)), as the performance
increases asymptotically due to the intentional and directed
internal parameter changes from learning.
The robustness to perturbations to the internal architecture
of neural networks have been studied in fully-connected
neural networks (Widrow & Lehr, 1990), including: per-
ceptron networks (Zurada et al., 1997), Hopfield net-
works (Liao & Yu, 1998), recurrent neural networks (Jabri
& Flower, 1992).
The current work extends this previous knowledge by fo-
cusing on quantifying the robustness of pre-trained deep
convolutional networks to dynamic changes in the archi-
tecture and weights.
3. Methodology
We mainly examine topology and weight pertur-
bations to the deep convolutional neural network
“Alexnet” (Krizhevsky et al., 2012), pretrained on the
2012 ImageNet Large Scale Visual Recognition Challenge
(ILSVRC2012) (Deng et al., 2009; Russakovsky et al.,
2015) but later also generalize results to VGG-16 (Si-
monyan & Zisserman, 2014). This pretrained network is
publicly available from the Caffe Zoo (Jia et al., 2014). All
models are implemented using Keras (Chollet, 2015) with
a Theano backend (Team et al., 2016).
To perform each perturbation, a single layer of the network
is chosen and the weights and biases (both from now on
jointly referred to as “weights”) leading into that layer are
separately modified according to one of the following pro-
cedures:
• Synapse knockouts. A proportion of weights leading
into the given layer are set to zero. These weights are
randomly selected, as to evenly distribute the impact
of the perturbation across all nodes in the layer.
• Node knockouts. All of the weights leading into a pro-
portion of nodes in the given layer are set to zero. This
has the effect of functionally removing those nodes
from the network, and represents a more concentrated
perturbation than the synapse knockout treatment.
• Weight perturbations. Every weight leading into a
given layer is increased (or decreased) by a random
value drawn from a Gaussian distribution of a given
spread (and centered around zero). In this case, it is
unlikely for any single synapse to be removed from
the network, but instead all synapses will weight their
incoming information slightly differently.
Preliminary experiments applied perturbations to all layers
of the network simultaneously. However, as evidenced in
the results below, perturbations were found to have signifi-
cantly different effects on classification performance when
applied to different layers in the convolutional network.
Thus all experiments included below apply targeted pertur-
bations to only one layer of the network at a time, and re-
port the effect of that perturbation separately for each layer.
We define performance as the proportion of images in the
ILSVRC2012 validation set which the classifier correctly
labels with one of its 5 most-highly-expressed output nodes
(“top-5 Performance”).
For all figures throughout this paper, values shown repre-
sent the mean classification performance of 3 to 5 runs with
independent random perturbations, while error bars rep-
resent the standard deviation of the performance of these
runs. All p-values are calculated using the Wilcoxon rank-
sum test (Wilcoxon, 1945).
4. Robustness to Topology Changes
4.1. Synapse Knockouts
Perhaps the simplest topological change to a convolution
neural network is the removal of a synapse. This method
randomly sets the weight of a proportion of synapses going
into a given layer to zero, removing information uniformly
and randomly from all nodes throughout that layer.
Fig. 1 shows the fall-off in classification performance due
to knocking out an increasing proportion of synapses in dif-
ferent layers of the Alexnet convolutional neural network.
Note that, for all layers, knocking out 0% of synapses sim-
ply corresponds to the original unperturbed Alexnet, and
thus results in its classification performance of 0.791. At
the other extreme, knocking out 100% of any layer means
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Figure 1. Alexnet top-5 classification performance on ILSVRC
after perturbing the weights of a given layer with synapse knock-
out. Colors connote different convolutional layers, listed in order
of appearance in the network. The x-axis denotes the proportion
of synapses which are randomly removed for that layer. Note the
linear drop-off in the performance of the networks as the propor-
tion of removed synapses in conv 1 increases, but the non-linear
relationship between synapse removal and performance in convo-
lutional layers 2-5.
that no information about a given input image is able to
reach the output layer of the network, and thus the classi-
fication performance is no better than chance (which is 5
guesses / 1000 classes = 0.005 top-5 performance).
Classification performance for networks with synapse
knockouts to the top 3 convolutional layers (conv 3,
conv 4, and conv 5) show remarkable robustness, loosing
less than 10.5% of their classification performance ability
(from 0.791 to ≥ 0.708) with up to 50% of their synapses
removed.
Networks with 50% of synapses removed from layer
conv 2 perform significantly worse than the top 3 convo-
lutional layers (p < 0.05), losing an average of 23.2% of
their classification performance (from 0.791 to 0.607). Net-
works with 50% of synapses removed from the first convo-
lutional layer (conv 1) perform significantly worse than the
top 4 convolutional layers (p < 0.05), losing an average
of 66.0% of their classification performance ability (from
0.791 to 0.269).
The differences in sensitivity to synapse knockout pertur-
bations in Fig. 1 is striking, showing much more fragility
in lower layers. For example, the removal of 30% of the
synapses in conv 1 results in a network which performs
significantly worse (p < 0.05) than the network resulting
from removal of 70% of the synapses from any of the top 3
convolutional layers.
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Figure 2. Alexnet top-5 classification performance on ILSVRC
after perturbing the weights of a given layer with node knockout.
The x-axis denotes the proportion of nodes which are randomly
removed for that layer. Note the linear relationship between
networks performance and the proportion of nodes removed in
convolutional layers 2-5, but the non-linear relationship between
node removal and performance in conv 1.
The dense layers of Fig. 1 also demonstrate extreme ro-
bustness to synapse knockouts – with dense 1 and dense 2
showing less than a 4.759% drop in performance for knock-
outs of 80% of synapses or less. The robustness of these
two layers to synapse knockout is unsurprising, as these
layers are explicitly trained to minimize reliance on any
single feature using dropout (Srivastava et al., 2014b).
4.2. Node Knockouts
To further investigate topology changes to convolutional
neural networks, we randomly removed a given number of
nodes in each layer of the network. In the convolutional
layers of a neural network, this corresponds to the removal
of a convolutional filter. Compared to the synapse knockout
experiments in the previous section, node knockouts repre-
sent a more clustered and focused removal of information
processing ability from the network.
Fig. 2 shows the effect of node knockout on a given layer
of Alexnet on the network’s classification performance. As
described in Fig. 1, the effect of node knockout also re-
vealed a large difference across layers. The network was
significantly more labile to modifications in the earlier lay-
ers.
Since all nodes within a layer contain the same number of
incoming synapses each, we are able to directly compare
knockouts that are of the same “magnitude” (in terms of
the total number of synapses removed) – but differently dis-
tributed – by comparing perturbations of the same propor-
tion under the synapse knockout and node knockout treat-
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ments.
Classification performance after knocking out a given pro-
portion of nodes is significantly more damaging to the net-
work than removing that same proportion of randomly dis-
tributed synapses. This is true for networks perturbed with
all combinations of intermediate knockout proportions (0.1
- 0.9) and layers (all p < 0.05), with the exception of
knocking out 90% of nodes in the second convolutional
layer – which was not significantly different than knock-
ing out a random 90% of synapses (p = 0.827).
One possible explanation for this may be that node knock-
out effectively reduces the size of a hidden layer, and that
the function approximation abilities of a neural network
can be constrained by its hidden layer size (Hornik et al.,
1989).
It may also be the case that information encoded in certain
convolutional filters is unique to that filter and not always
replicated in others (in the extreme case of this, the filters
would represent orthogonal basis vectors over the space of
features). If this is the case, then removing that node would
remove the information about its encoded “feature” from
the neural network. By “feature” we simply mean some
unique and invariant property of the image. This notion of
“feature” may be fitting with our intuition of angled edges
(for lower layers) or object parts (for upper layers) that
are seen in filter activation visualizations (Zeiler & Fergus,
2014) – but this need not be the case.
In contrast to this, the removal of a synapse from a filter
would corrode the ability of that filter to capture all of the
information it previously did, but the remaining synapses
may still provide a projection of the originally encoded in-
formation – and perhaps a projection which is able to retain
a greater proportion of its originally encoded information
than the proportion of its original synapses which are left
intact. If this is the case, it would represent an especially
robust property of neural networks to synapse knockout (at
least compared to similar proportions of node knockout –
where the amount of previously encoded information that
is removed may be proportional to the number of nodes that
are knocked out).
The idea that nodes represent “features” – especially in
the higher level convolutional layers – is further supported
by the fact that classification performance falls off al-
most linearly as the proportion of nodes knocked out in-
creases. While this is the case in convolutional layers 2-5,
as demonstrated by an r-squared value of 0.963 for a lin-
ear fit, this linear drop in performance is less evident in
the first convolutional layer (where a linear fit gives an r-
squared of 0.715). This observation should be contrasted
with the fall-off in classification performance as the propor-
tion of random synapses is removed (Fig. 1), where higher
convolutional layers (conv 2-5) demonstrate a less linear fit
(r-squared of 0.553) and the first convolutional presents a
linear decrease in classification performance as the propor-
tion of randomly removed synapses increases (r-squared of
0.930).
The knockout of nodes in dense layers (dense 1 and
dense 2), display more robustness than the linear drop-off
of the convolutional layers. Again, the use of dropout al-
lowed these layers to train in the presence of node knock-
outs, so the increased robustness here comes as no surprise.
The linear drop-off in the output layer (dense 3) represents
the notion that a class label becomes inaccessible if the out-
put node corresponding to that class is knocked out. Thus
the perfectly linear drop-off in classification in response to
output layer provides little information, but acts as a test
case for our implementation of node knockouts.
5. Robustness to Weight Changes from
Random Perturbations
Rather than removing synapses entirely and setting their
weight to zero, both biological noise sources and compu-
tational applications can lead to scenarios where perturba-
tions to a network alter the weights by some amount. These
weight modification situations are likely to be a concern
in the case of unsupervised (or semi-supervised) learning
rules where weights may change in an undesired (or sim-
ply random) direction, or in the case of damage or noise to
embedded circuits. Such sources of noise or weight fluc-
tuations may only cause a short term detriment to the per-
formance of a networks – but in critical use cases, even the
characterization of short term effects may be of importance.
In this treatment, all of the synapses leading into a given
layer are modified. The size of this perturbation for each in-
dividual synapse is randomly drawn from a Gaussian distri-
bution. This Gaussian is centered at zero and has a standard
deviation relative to the standard deviation of that layer’s
original weight distribution (e.g. a perturbation of mag-
nitude 1 in the first convolutional layer corresponds to a
change to each weight in that layer drawn from a Gaus-
sian with a standard deviation equal to that of this first con-
volutional layer in the pretrained Alexnet). The statistical
properties of the original weight distributions are given in
Table 1 (located at the end of the text).
This treatment differs from the case of synapse knockouts
above, because all weights are affected and because the sys-
tem may be led to put more or less emphasis on a given
piece of incoming information, but that information is not
entirely removed for the network – as was the case in the
treatments above.
The drop in performance is generally more pronounced for
lower convolutional layers. In comparison between pertur-
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Figure 3. Alexnet top-5 performance on ILSVRC after perturbing
the weights with Gaussian mutations. The x-axis denotes the stan-
dard deviation of the distribution of mutation sizes, relative to the
standard distribution of weights in that layer prior to perturbation.
bations to different convolutional layers, the perturbations
to the lower layer (i.e. closer to the input layer) resulted
in worse performing networks than those perturbed to a
higher layer (all p-values ≤ 0.0495). The exceptions were
that perturbations to conv 4 and conv 5 were not worse that
perturbations to convolutional layers above conv 3 (and
conv 4).
It is likely the case that the perturbation effects to the fully-
connected dense layers are different that those to the con-
volutional layers, as their behaviors are fundamentally dif-
ferent. In the convolutional layers, higher-level features
are hierarchically composed from “sub-features” from lay-
ers below them – and these features are applied spatially
throughout the image with a sliding window. Conversely,
dense layers take these features and attempt to associate
their presence or absence with the provided class labels. As
perturbations to fully connected neural network layers have
been previously studied (Background), we focus largely on
the convolutional layers.
6. Generalization to Other Metrics and
Architectures
While the top-5 classification performance of the Alexnet
architecture on the ILSVRC2012 validation set has served
as the focus for our initial studies, these results generalize
well to various implementation decisions.
Preliminary trials for other thresholds of classification
strictness show qualitatively consistent results to the top-
5 performance used throughout this paper – with abso-
lute performance metrics differing, but relational trends
and qualitative results remaining consistent. For exam-
ple, the top-1 performance for Alexnet classification on
ILSVRC2012 in Fig. 4 shows a very similar trend to Fig. 3.
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Figure 4. The top-1 classification performance of Alexnet on
ILSVRC2012 after perturbing the weights with Gaussian muta-
tions (Methods). Note that the overall trends (performance of lay-
ers relative to one another, and drop-off in performance as weight
mutation size increases) are consistent with the top-5 performance
reported in Fig. 3, while the absolute performance metric on the
y-axis differs.
Preliminary results suggest that performance drop off is
also qualitatively similar in other network architectures.
Fig. 5 shows a comparable effect of weight perturbations
to the convolutional neural network VGG-16 (Simonyan
& Zisserman, 2014) which exhibits an increased network
depth (16 layers compared to Alexnet’s 8).
7. Discussion
The results from this work support our intuition of deep
convolutional networks as robust function approximators –
and extends previous work on the robustness of networks
classification towards perturbations of external stimuli to
include an analysis of internal weight and architecture mu-
tations.
The convolutional networks examined here showed a sig-
nificant degree of robustness to multiple forms of weight
and topological alterations – especially at the higher lay-
ers. One could knock out over 70% of synapses in any of
the layers after conv 2 of Alexnet and loose less than 30%
of its classification performance (Fig. 1). Similarly, one
could perturb every weight in those same layers by an av-
erage amount of weight value deviations in each respective
layer, yet result in a drop in performance of less than 6%.
We also observed that perturbations tended to be more im-
pactful when they targeted the first layer of the network.
Knocking out 30% of the nodes in the first convolutional
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Figure 5. VGG-16 top-5 performance on ILSVRC2012 after per-
turbing weights with Gaussian mutations. Layers are listed in the
order which they appear in the networks (those closer to the in-
put layer first). Note the similarities between the general trends
on weight perturbations in this architecture, and those within the
Alexnet architecture (Fig. 3). Specifically, the drop off in perfor-
mance as mutations size increases, yet the resilience to mutations
in higher layers (e.g. all layers after block3 conv1, show less than
a 5.03% drop in performance after a perturbation of magnitude 1,
and a 23.9% drop from their original performance ability after a
mutation of magnitude 2). We again observe latter layer in the net-
works showing more resilience to weight mutation than the earlier
layers (with the notable exception of block1 conv2, which shows
surprising resilliance to mutation, losing an average of 3.56% of
its performance after mutations of magnitude 1 and 15.3% from
mutations of magnitude 2).
layer results in an average performance drop of over 70%,
and it only takes the removal of 50% of nodes in this layer
to loose over 95% of the network’s original classification
performance.
Changes to the first convolutional layer markedly differ
from those to the upper layers, presenting a non-linear fall-
off in classification performance. Specifically, the removal
of a single node from a largely-intact first convolutional
layer results in a large fall-off to performance of the net-
work – while the removal of a node from an already sparse
network has relatively little effect on performance. This
suggest that the filters in the first convolutional layer are
codependent on one another, and the presence of one with-
out another may provide relatively little information to the
following layers.
Turning to the case of synapse knockouts, we see that the
drop-off in performance for the first convolutional layers is
linearly dependent on the proportion of randomly removed
synapses. However the relationship between the number
of synapses knocked out and the effect on performance
in the higher convolutional layers (2-5) appears nonlinear.
Specifically, the removal of a synapse has relatively little
effect until a large proportion of synapses are removed – af-
ter which each removed synapse then corresponds to a large
performance drop. This suggests that multiple instances of
the information corresponding to each independent feature
may be encoded in multiple different synapses. Or it can
be similarly interpreted to imply that nodes in these higher
convolutional layers only rely on a subset of their incoming
synapses to represent an independent feature.
This seems to fit our intuition that the activation of high
level features depend on the presence or absence of mul-
tiple (often redundant) lower level features. Imagine the
case where each node in a layer represents a single feature,
and that feature is dependent on only one lower-level fea-
ture from the layer preceding it. If this is the case, then we
would see no difference in the classification performance
after knocking out a given proportion of those lower-level
features (nodes) and knocking out that same proportion of
incoming connections to the higher layer features.
However, the added robustness of networks to synapse
knockouts (in comparison to node knockouts) suggests that
any given feature in a deep convolutional networks (on av-
erage) relies on the presence of multiple lower-level fea-
tures – and that most of these lower-level features would
be sufficient to provide correct classification in the absence
of one of their “redundant features” (as evidenced by the
finding that classification does not drop off linearly as the
number of incoming connections to a higher-level features
is randomly pruned). There are, of course, a non-zero sub-
set of images where one lower-level features provides in-
formation that is not contained as the classification perfor-
mance monotomically drops for each progressive increase
in synapse knockout proportion (p ≤ 0.0167 for all in-
creases in proportion, increasing from no knockouts to re-
moving 10% of synapses from layer dense 2, for which
p = 0.425) – meaning that the the information in any two
features is unlikely to be perfectly redundant.
The redundancy of deep convolutional networks has previ-
ously been evidenced by a robustness to different angles,
sizes, or locations of objects in input images. It could
also be inferred by the architecture (size of subsequent lay-
ers) and connectivity (number of non-zero synapses leading
into each node). It also follows from intuition that higher-
level layers compose features from lower-level layers in vi-
sual cortex (Van Essen & Maunsell, 1983). However, the
quantification of the degree to which each node – on av-
erage – is robust to removal of (or reliant upon the pres-
ence of) incoming information from lower-level features
requires a knockout analysis of the internal architecture of
the networks, such as the one provided in this work.
This explanation may also help to shed light onto the di-
chotomy between the first and higher-level convolutional
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layers, as the first layer (receiving only pixel information)
may not have access to, or rely on, redundant incoming in-
formation in the way that higher convolutional layers do.
It is also worth noting that part of the difference between
perturbation impact on the lower and higher layers may
also be due to the fact that information is fed forward se-
quentially through the network, such that perturbations to
each layer also affect the activation pattern fed into all the
subsequent layers. However, this effect would be expected
to be dependent only on the number of layers above the
perturbed one – and our results show that the performance
decreases tend to stagnate in the higher convolutional lay-
ers (3-5), suggesting that this effect alone does not account
for the patterns observed above.
The results stated above show the immediate impact of ran-
dom perturbations on classification performance. However,
it is likely that convolutional networks undergoing online
learning will also continue to adapt and recover from these
undesirable changes. Thus, while knowing the expected
short term determent to performance is critical, we also
plan to investigate the rate and maximum recoverability
that would occur as a result of retraining in future work.
8. Conclusion
We examined the robustness of a pretrained convolutional
neural network to internal weight and architecture pertur-
bations. We showed the classification performance ef-
fects of internal perturbations that removed nodes, removed
synapses, and modified synapse weights. We demonstrated
that convolutional networks showed a significant degree of
robustness to such changes. Perturbations to lower convo-
lutional layers was significantly more impactful than per-
turbations to higher layers. These results help us under-
stand how information is encoded within the nodes and lay-
ers of deep convolutional neural networks.
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On the Robustness of Convolutional Neural Networks to Internal Architecture and Weight Perturbations
layer size mean median σ min max kurtosis skew
conv 1 W 34848 2.84e-06 0.000245 0.0559 -0.421 0.416 4.93 -0.0331
conv 1 b 96 -0.476 -0.437 0.452 -1.59 0.321 -0.39 -0.422
conv 2 1 W 153600 -0.00107 -0.00174 0.0261 -0.21 0.637 11.9 1.06
conv 2 1 b 128 0.104 0.104 0.025 -0.0153 0.179 4.96 -1.02
conv 2 2 W 153600 -0.000902 -0.00108 0.0294 -0.266 0.45 8.79 0.631
conv 2 2 b 128 0.109 0.107 0.0294 0.0282 0.207 0.95 0.51
conv 3 W 884736 -3.91e-05 -0.000774 0.0182 -0.23 0.606 8.98 0.818
conv 3 b 384 0.0105 0.00943 0.0384 -0.136 0.183 1.47 0.137
conv 4 1 W 331776 -0.000262 -0.00159 0.0192 -0.191 0.457 4.54 0.73
conv 4 1 b 192 0.123 0.125 0.0561 -0.0196 0.276 0.121 -0.122
conv 4 2 W 331776 -0.000504 -0.0019 0.0222 -0.193 0.45 3.4 0.653
conv 4 2 b 192 0.124 0.13 0.0724 -0.0983 0.29 0.358 -0.517
conv 5 1 W 221184 -0.0021 -0.00408 0.0226 -0.17 0.382 5.68 1.08
conv 5 1 b 128 0.0462 0.0295 0.0951 -0.167 0.347 1.11 0.941
conv 5 2 W 221184 -0.00231 -0.00471 0.026 -0.2 0.336 5.04 1.08
conv 5 2 b 128 0.0282 0.021 0.0894 -0.202 0.262 0.0409 0.377
dense 1 W 37748736 -9.88e-05 -0.000156 0.00229 -0.0174 0.0264 0.587 0.174
dense 1 b 4096 0.0516 0.0516 0.00522 0.0336 0.0731 0.236 -0.00771
dense 2 W 16777216 -0.000239 -0.000396 0.0032 -0.0175 0.0377 0.187 0.284
dense 2 b 4096 0.09 0.0887 0.02 0.0343 0.183 0.226 0.388
dense 3 W 4096000 -2.42e-07 -0.000845 0.00581 -0.0267 0.0422 0.271 0.558
dense 3 b 1000 -5.96e-06 0.00228 0.0749 -0.208 0.235 -0.105 0.0442
Table 1. Descriptive statistics for the unperturbed Alexnet pretrained on ILSVRC2012. Layer naming conventions consist of the fol-
lowing properties of the layer (in order and separated by an underscore): the type of layer (convolutional or fully-connected dense
layer), the order that the layer appears within its layer type (rows are also ordered within the layer the appear in the network, with rows
appearing first in the table being closer to the input layer of the network), the second number represents the split layer order (if only one
numeric value appears, then the layer is not split), and finally the type of parameter encoded in the layer (synapse weight or node bias).
Note that the synapse weight and node bias parameters are implemented separately in Alexnet, and for the calculating the magnitude of
perturbations in the methods above, we use different standard deviation values (σ) for the weight and bias in each layers, as these values
may differ. Weight mutations were chosen to be normalized by standard deviation of the original parameter values in order to keep the
relative “impact” of mutations consistent across layers, as the standard deviation between parameters in different layers may differ my
up to two orders of magnitude. When a node is removed in the node-knockout treatment, its bias parameter is also set to zero. Similarly,
bias parameters are randomly selected to be set to zero in the same way as synapses for the synapse-knockout treatment.
