INTRODUCTION
Networks consist of the links between members of a set of actors that are connected by a specific kind of relationship. Networks have many applications in social science, political science, and, recently, in genome science. Examples include friendship among students in a high school, international trade and conflicts, and protein-protein interactions (PPIs). Statistical models are widely used to represent such data. Statistical network models include exponential random graph models (Frank and Strauss 1986; Wasserman and Pattison 902 A. E. RAFTERY ET AL. 1996), the homogeneous monadic Markov model (Frank and Strauss 1986) , the stochastic blockmodel (Wang and Wong 1987) , the latent class membership model (Nowicki and Snijders 2001) , and the mixed membership stochastic blockmodel (Airoldi et al. 2008) . Hoff, Raftery, and Handcock (2002) proposed a stochastic model for representing network data based on the concept of "social space" (McFarland and Brown 1973) . The key idea behind this model is that the observed relations are determined by the unobserved latent characteristics of the actors. These latent characteristics are represented by the actors' unobserved latent positions in a Euclidean space. The probability of a link between two actors is determined by the distance between their latent positions and, given the latent positions of the actors, the relational ties are independent.
The data to be modeled are as follows. The network consists of N actors (or nodes), and y ij = 1 if there is a link from actor i to actor j, while y ij = 0 otherwise, for i, j = 1, . . . , N. We denote by x ij the vector of p covariates pertaining to the (i, j ) dyad. This can include covariates relating to actors i and j individually as well as to the dyad as such. For example, x ij could include the race of actor i, the race of actor j, and whether or not they are of the same race. Note that the link from i to j is not necessarily exchangeable with the link from j to i, and x ij can be different from x ji . We denote by Y the N × N matrix with elements y ij , sometimes called the sociomatrix. The ith row of Y identifies the links from actor i to the other actors. We denote by X the N × N × p array containing the vectors x ij .
The latent space model is a probability model for the network based on assuming that each actor i occupies an unobserved or latent position z i in a k-dimensional Euclidean "social space." We denote by Z the N × k matrix whose ith row consists of the k-vector z i . The model is defined as follows:
Pr(Y |Z, X, θ ) = i =j P (y ij |z i , z j , x ij , α, β),
where α is a scalar parameter and β is a p-vector of parameters. Both the parameters α and β and the latent positions Z are to be estimated. The probability of a link between actors i and j, Pr(y ij |z i , z j , x ij , α, β), can be conveniently modeled by a logistic regression model, namely η ij = log odds(y ij = 1|z i , z j , x ij , α, β) = α + β x ij − |z i − z j |.
Note that the use of the absolute value in determining distance in the latent space is a choice in the formulation of such models, and Hoff, Raftery, and Handcock (2002) also proposed a model that used an inner product distance. The methodology proposed here would be applicable also with other choices of distance. To complete the model specification, we assume that the z i 's themselves are independent draws from a distribution. Hoff, Raftery, and Handcock (2002) assumed that this was a spherical multivariate normal distribution, so that
Thus, the latent space network model is a hierarchical model for the y ij , where the distribution of the y ij depends on the z i , and the z i in turn have a distribution specified by σ 
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The latent space model provides a visual and interpretable model-based spatial representation of relational data and takes account of several intrinsic network properties, including transitivity and homophily on both unobserved and observed attributes. Handcock, Raftery, and Tantrum (2007) extended the latent space model to allow clustering of the subjects in the network, beyond what would be implied by simple transitivity. Instead of assuming that the z i come from a multivariate normal distribution, they assumed that the z i are from a mixture of multivariate normal distributions, namely
where λ g is the probability that an actor belongs to the gth group, λ g ≥ 0 and
The log-likelihood of α, β, and the z i 's for the latent space model is as follows:
where
Calculation of this log-likelihood involves a sum over N (N − 1) terms, which is of the order of O(N 2 ) terms. When the relationship is undirected, the number of terms is
. To estimate the regression coefficients α, β, the latent positions Z, and their variance σ 2 z , it is standard to apply a Bayesian approach by constructing a Markov chain with stationary distributions equal to the posterior distribution of the parameters (Hoff, Raftery, and Handcock 2002; Handcock, Raftery, and Tantrum 2007; Krivitsky et al. 2009 ). The algorithm proceeds with Metropolis updates for α, β, and the z i 's, generating random proposal values of these parameters from symmetric distributions centered around their current values, and then accepting these proposals with the appropriate probability. The σ 2 z parameter is updated with a Gibbs step, generated by sampling a new value from the full conditional distribution:
• For each i in a random order, propose a value z * i from the distribution φ 1 (·) and accept with probability
• Propose α * , β * from the distribution φ 2 (·, ·) and accept with probability
• Sample a new value σ 2 z from its full conditional distribution.
The full conditional distribution of σ 2 z will be an inverse-gamma distribution if the prior is also inverse-gamma.
Due to the number of terms in the log-likelihood, this algorithm is time consuming, especially for large datasets, for the following reasons:
1. For each i = 1, . . . , N, updating z i requires calculation of (N − 1) terms of the log-likelihood. N ) . Throughout this article, we will focus on the computation of the latent space model. The general idea of the approximation will also apply to other statistical network models, such as latent class models (Nowicki and Snijders 2001; Airoldi, et al. 2008) , latent factor models (Hoff 2009 ), or latent cluster random effects models (Krivitsky et al. 2009 ).
We describe the approximation in Section 2. In Sections 3 and 4, we evaluate its performance using simulated data and a subset of a PPI dataset. We also fit the PPI data using the proposed approximation in Section 4 and use the fitted model to identify false positive links, a practical application of the latent space network models.
CASE-CONTROL APPROXIMATE LIKELIHOOD
Large networks are usually sparse. For example, in most cellular networks in biology, including metabolic, physical interaction, and regulatory networks, there are small numbers of highly connected hub nodes and the majority of the nodes have low degrees (Barabási and Oltvai 2004) . Therefore, the summation in Equation (4) involves mostly terms in which Y ij = 0.
In epidemiology, case-control studies are widely used to compare a group having the outcome of interest ("case") to a control group with regard to one or more characteristics (Breslow 1996) . Usually, the cases are so rare that it is impossible or too expensive to draw a simple random sample with enough cases to draw conclusions, or to conduct a cohort study. This is because in a cohort study the case cohort has far fewer members than the control cohort. In a case-control study, available cases are collected and corresponding controls are sampled from the disease-free cohort. Statistics plays an important role in analyzing case-control studies, with regard to finding causal relations, designing efficient sampling methods, and controlling sampling bias and confounding factors. (For a comprehensive history of case-control studies and a manual of statistical methods in case-control studies, see Breslow and Day (1980) and Breslow (1996) .)
In network data, if we view the 1's as cases and the 0's as controls, we are interested in studying the observed and unobserved factors that distinguish these two populations. This is similar to identifying the risk factors of disease in an epidemiological study. This analogy suggests an approximation to the log-likelihood function, which can be written as follows: 
Thus, the sum in Equation (5) is a sum over rows of the sociomatrix Y, that is, i is the contribution to the likelihood of the links from node i. The quantity i,0 can be viewed as a population total statistic. This population total can be estimated by a simple random sample of the population:
where N i,0 is the total number of 0's in the ith row, n i,0 is the number of samples selected from the ith row, and the sum is over those selected entries. Since˜ i,0 is based on a random sample from among the 0's,
For a large network, we can choose a relatively small n i,0 to get an unbiased estimator of i,0 and thus greatly reduce the amount of computation.
However,˜ i,0 might not be the best estimator of i,0 . The latent space model assumes that nodes that are "closer" to each other are more likely to form a tie than those farther apart. This is often true in real networks. Therefore, for each node i, the population of 0's is not homogeneous. The nodes that are "closer" to node i may contain more information and be more relevant in estimating the latent position of node i. We use the shortest path length from node i to node j in the network (D ij ) to define "closeness."
Similarly to stratified sampling, we divide the 0's into M strata according to D ij , leading to the following decomposition of the contribution to the log-likelihood by the relations y i,j involving node i:
Therefore, the following is an unbiased estimator of i based on a stratified sample:
where N i,h is the total number of nodes j with D ij = h, and n i,h is the number of selected samples in the hth stratum. Now we describe how we determine n i,h . First, we pick a global control-to-case rate r and set the total control size of each node n i,0 = rd ≡ n 0 , whered is the mean degree of the entire network. It is also possible to vary n i,0 across different nodes. Given a fixed n i,0 = log-likelihood change in sampling z i . We first draw a simple random sample of size n i,0 and conduct a pilot MCMC run.
At each iteration t of the pilot run (after removing the initial burn-in iterations and thinning if appropriate), we calculate the log-likelihood change as follows:
is the proposed new value of z i . We define w
Then we calculate the relative weights as
i,h , where T is the number of iterations in the pilot MCMC run after burn-in and thinning. Finally, we set the size of the h-stratum for the i-node to be
for h = 2, . . . , M. Typically, n 0 is small compared to N. Therefore, at every evaluation of the log-likelihood function, the summation is over O(n 0 ) terms, which does not grow with the network size N. We callˆ = iˆ i the stratified case-control log-likelihood. Using the case-control log-likelihood reduces the computational cost from O(N 2 ) to O(N ). To summarize, the algorithm is as follows. 3. Carry out the full MCMC run with the usual log-likelihood, , replaced by the stratified case-control log-likelihood,ˆ .
The algorithm has a control parameter, the global control-to-case rate r, which has to be chosen by the user. The stratified case-control log-likelihood is an unbiased estimator of the true log-likelihood regardless of r, but different choices may yield more efficient estimators. Our numerical experiments led us to the values we used in our examples, but it would be desirable to develop a more systematic way of choosing r. Downloaded by [University of Washington Libraries] at 10:38 25 April 2013
SIMULATION STUDIES
The latent space model provides an easy way to simulate networks with certain degrees and structures. To evaluate the performance of the proposed case-control likelihood, we simulated several networks from the latent space model by Hoff, Raftery, and Handcock (2002) , and also from the latent position cluster model by Handcock, Raftery, and Tantrum (2007) with two clusters. We set the dimension of the latent space to be 2. We simulated three scenarios, and for each scenario we simulated networks of three different sizes: 100 nodes, 200 nodes, and 500 nodes.
The first scenario was the latent space model. We set the intercept to be a value that makes the average degree of the network approximately 10. The latent positions were generated independently from the bivariate normal distribution with mean (0, 0) and covariance matrix 2I 2 .
The second scenario was also the latent space model, but was sparser so as to assess the robustness of the method to sparsity. We set the intercept to be a value that makes the average degree of the network approximately 5, half as much as in the first scenario.
The third scenario was the latent position cluster model with two clusters. We generated half of the latent z i 's from a bivariate normal((2, 2), 2I 2 ) and the other half from a bivariate normal ((2, −2), 2I 2 ). For each case, we generated three networks of sizes 100, 200, and 500. (Due to computational costs, it is not feasible to compute the full likelihood for networks with sizes much greater than 500.)
For each of the networks, we fit the latent space model with the original full-likelihood algorithm and the proposed case-control likelihood. When constructing the case-control likelihood, we set the number of selected controls per row equal to 50. This corresponded to a control-to-case rate of 5 for the first and third scenarios, and a rate of 10 for the sparser second scenario.
We evaluated the performance of the case-control approximation by:
1. comparing the CPU time needed to evaluate the two likelihoods;
2. comparing the case-control likelihood function with the full-likelihood function evaluated at a series of parameter values;
3. comparing the estimated link probabilities p ij ; and 4. comparing the ROC curves produced by the estimated link probabilities from both likelihoods.
The CPU times needed to evaluate the case-control likelihood and full likelihood for different sizes of the networks under the first scenario are summarized in Table 1 . They are all in seconds per 1000 likelihood evaluations. Comparing the time cost ratios, we can see that the CPU time for the full likelihood did indeed increase at a rate close to O(N 2 ) even for these relatively small networks. The CPU time for the case-control likelihood increased at a rate close to O(N ).
The case-control likelihood reduced the CPU time by 30% for N = 100, and by 83%, or by a factor of 6, for N = 500. It is not surprising that the savings for N = 100 were Downloaded by [University of Washington Libraries] at 10:38 25 April 2013 relatively small, because the case-control log-likelihood involves evaluating about 60% of the components in the full log-likelihood. These empirical results indicate that the computational overhead involved in setting up the case-control likelihood is a small part of the overall CPU time needed. We compare the result from estimating the models using Bayesian MCMC with the case-control likelihood and the full likelihood in Figure 1 for the latent space model and Figure 3 for the latent position cluster model with two clusters.
The log-likelihoods from the case-control method tracked the full log-likelihood well, as indicated by the left-most panels in Figures 1, 2 , and 3. In all cases, the correlations between the two log-likelihoods across values of the parameters visited by the MCMC algorithm were at least 0.88.
The fitted link probabilities using the case-control likelihood were similar to those estimated by the full likelihood, as shown by the middle columns of plots in Figures 1, 2 , and 3. The scatterplots are symmetric around the diagonal line, which is in line with the fact that the case-control log-likelihood is an unbiased estimator of the full log-likelihood. The link probabilities estimated by the two methods are highly correlated, with correlations of at least 0.95 for N = 100 and 200, and 0.91 for N = 500.
The ROC curves generated by the case-control likelihood were indistinguishable from those generated by the full likelihood, as shown by the right-most plots in Figures 1, 2 , and 3. This indicates that the two estimation methods provided essentially identical overall fits to the data in terms of predicting links.
PROTEIN-PROTEIN INTERACTION DATA
Proteins are involved in most cell functions, and they typically bind together to form complex structures. Such PPIs are intrinsic to virtually every cellular process (Phizicky and Fields 1995) . A variety of experimental techniques are available to identify proteins that interact and to determine the strengths of these interactions. These PPIs, when measured on a genome scale, can be used to create a PPI network in which two proteins are connected if they are observed to interact. A PPI network is an undirected graph in which the nodes are proteins and two proteins are linked by an edge if they interact.
PPIs are important for many biological processes, and understanding such networks can give insights into the function of individual proteins, protein complexes and cellular machinery (Uetz et al. 2000; Kuchaiev, et al. 2009 ). For example, PPI networks have been used to predict the functions of uncharacterized proteins (Huynen et al. 2003; Bandyopadhyay, Sharan, and Ideker 2006) . Many tools and methods have been developed to study and visualize the topology of PPI networks, such as Cytoscape (Shannon et al. 2003) , Osprey Downloaded by [University of Washington Libraries] at 10:38 25 April 2013 Figure 1 . Comparison of the results using the exact likelihood with those using the case-control approximate likelihood for the latent space model with average degree 10 and network sizes 100 (top row), 200 (middle row), and 500 (bottom row). The left panels show the exact log-likelihood function on the x-axis and the case-control approximate log-likelihood function on the y-axis; each point corresponds to one of the parameter vectors visited by the MCMC algorithm. The panels in the middle column show the estimated link probabilities estimated from the two likelihoods, with the exact log-likelihood function on the x-axis and the case-control approximate loglikelihood function on the y-axis; each point corresponds to one directed pair of actors in the network. The right panels show the ROC curves generated by the estimated probabilities from the exact and approximate approaches; in each case these are almost identical. (Breitkreut, Stark, and Tyers 2003) , VisANT (Hu et al. 2005) and PIANA (Aragues, Jaeggi, and Oliva (2006) . PPI networks have also been used to identify new disease-related genes. (For a review of this work, see Ideker and Sharan (2008) ).
Many experimental methods have been developed to identify PPIs, such as yeast twohybrid or tandem affinity purification. However, these high throughput techniques are known to produce many false positives and false negatives. For example, the false positive rates could be as high as 64% for yeast two-hybrid experiments and 77% for tandem affinity purification experiments (Edwards et al. 2002) . These false positive links can yield Downloaded by [University of Washington Libraries] at 10:38 25 April 2013 Figure 2 . Comparison of the results using the exact likelihood with those using the case-control approximate likelihood for the latent position model with average degree 5. The panels are as described in Figure 1. misleading scientific hypotheses and lead to costly and unproductive biological validation experiments. Hence, there is great interest in finding ways to assess the reliability of PPIs (Deng, Sun, and Chen 2003; Lin 2009 ), and to identify and remove these false positive links (Mahdavi and Lin 2007; Kuchaiev, Lici, Chen et al.2009) Here, we use the PPI data for the yeast Saccharomyces cerevisiae as an example of the usefulness of the latent space model. The latent space model assumes that the presence of a link depends on the distance between the latent positions of two nodes. One possible use of the latent space model is to help identify the false positive links in the PPI network. We downloaded the PPI data from the Saccharomyces Genome Database (SGD; http://downloads.yeastgenome.org) compiled from the Biological General Repository for Interaction Datasets (BioGRID) database (Stark 2006) . In Section 4.1, we show that our approximate case-control likelihood yields similar results to the full likelihood using a Downloaded by [University of Washington Libraries] at 10:38 25 April 2013 Figure 3 . Comparison of the results using the exact likelihood with those using the case-control approximate likelihood for the latent position cluster model with two clusters. The panels are as described in Figure 1. small connected subnetwork. In Section 4.2, we show the effectiveness of the latent space model in identifying false positives in a large PPI network.
A SMALL CONNECTED SUBSET OF THE PPI DATA
Our previous simulation results showed that when the data are generated from a latent space model, the case-control approximation can provide similar estimation to the full likelihood. These results are based on simulated networks from the latent space and latent position cluster models, when we know that the model we fit is the correct one. Before applying the case-control likelihood approximation to the full data, we would like to evaluate the performance of the case-control likelihood for this real dataset, when we do not know the true model.
We selected a connected subnetwork with 200 nodes and 1524 links, counting the symmetric pairs twice. For this subnetwork, we were able to fit the latent space model Downloaded by [University of Washington Libraries] at 10:38 25 April 2013 using the full likelihood and to compare the results with those using the case-control likelihood. We fit the latent space model using both the exact likelihood and the casecontrol approximation, and we evaluated the case-control approximation in the same way as in Section 3. The results are summarized in Figure 4 . The results from fitting the subnetworks show that the case-control likelihood works well for the real data too.
To evaluate whether we can identify false positive links, we randomly implanted false positives by adding about 150 nonexistent edges to the PPI data. This increases the number of links by about 20%. Then we fit the latent space model to this perturbed dataset using both the full likelihood and the case-control approximate likelihood to see whether we are able to identify the false links.
The case-control likelihood and the full likelihood produced similar results. Among the fitted probabilities for the perturbed data, the nine smallest probabilities were from the false positives, and 26 of the 50 smallest probabilities were from false positives. The boxplots of the fitted probabilities of the true positives, false positives, and true negatives in Figure 5 indicate that the false positives had much lower fitted probabilities of being linked than the true positives on average. These results suggest that the latent space network model is potentially useful for identifying false positive links in PPI network data, and that its usefulness is not diminished by using the much more computationally efficient case-control approximation.
A LARGE PPI DATASET

Visualization of the PPI Data.
The large PPI physical interaction network we are using has 2716 proteins with a total of 27,586 links, where the symmetric pairs have been counted twice. This is a sparse network with a mean degree of about 10 links per protein, and a median degree of only 5. This discrepancy between the mean and median indicates different activity levels across the nodes. The most active protein has 194 links while 495 proteins have only one link and a quarter of the proteins have two links. Figure 6 plots the ROC curve constructed by the fitted probabilities, which suggests that the latent space model fits the data reasonably well. One advantage of the latent space model is that it provides a visualization of the network data. We plot the latent positions of all the proteins in the left panel of Figure 7 . To facilitate visualization, the right panel of Figure 7 shows latent positions of the nodes connected to the three most active proteins (YPL240C, YJL164C, and YBR160W), that is, those with the highest degree. Nodes YPL240C and YJL164C are estimated as being closer together in the latent space than they are to node YBR160W. This makes sense, as the former two nodes are connected to each other but not to the latter. Additionally, YPL240C and YJL164C are more similar in terms of their ties to other nodes: The correlation between the ties from YPL240C and the ties from YJL164C is 0.023, which, while low, is several times higher than the correlation between YPL240C and YBR160W or between YJL164C and YBR160W (both about 0.006).
Identifying False Positive Links.
Similarly to what we did for the subset of the data, we first randomly perturbed the data by changing a number of 0's into 1's equal to 20% of the number of actual links in the original dataset. We then fit the latent space model to this perturbed dataset. The boxplots of the fitted probabilities of the true positives, false positives, and true negatives in Figure 8 indicate that the fitted probabilities for the false positives were much lower than those for the true positives, and indeed were closer on average to those for the true negatives. Eight of the 10 smallest were from the false positives. These results for the full dataset suggest that the latent space model may provide a promising way to identify false positive links. Note that these results were obtained using the case-control approximate likelihood only. The Gene Ontology (GO) project aims to standardize the representation of gene and gene product attributes across species and databases (Ashburner et al. 2000) . The project provides a controlled vocabulary of terms for describing gene product characteristics and annotations. The relationships between GO terms are represented as directed acyclic graphs. On the other hand, GO-slim terms are cut-down versions of the GO ontologies containing a subset of the terms in the whole GO. They give a broad overview of the ontology content without the detail of the specific fine-grained terms. GO-slim terms are not hierarchical in nature, unlike GO terms. Therefore, GO-slim is particularly useful for providing a summary of function annotations. GO-slim terms are available from the gene ontology (GO) web site (http://www.geneontology.org/GO.slims.shtml). Since GO-slim terms represent curated annotations from the literature, they are considered standard gene function annotations. Interacting proteins are expected to share GO-slim terms because PPIs can be used to predict gene functions of uncharacterized proteins (Huynen et al. 2003; Bandyopadhyay, Sharan, and Ideker (2006) ), and proteins with similar functions are expected to share GO and GO-slim terms. Comparing GO terms and PPIs is a standard technique in the literature (Wu et al. 2006; Mahdavi and Lin 2007; Brady et al. 2009; Kuchaiev et al. 2009; Lavallee-Adam, Coulombe, and Blanchette 2010) . In particular, Mahdavi and Lin (2007) Downloaded by [University of Washington Libraries] at 10:38 25 April 2013 used GO annotations to reduce false positive PPI pairs resulting from computational predictions.
Next we used the fitted link probabilities from the real data to identify false positive links. We hypothesize that links in the data with very low fitted probabilities are probably false positive links. Mahdavi and Lin (2007) used GO annotations to reduce false PPI pairs resulting from computational predictions. The key idea is that interacting proteins are likely to share GO slim terms. We used this criterion to evaluate the fitted link probabilities we get from the latent space model. We used the GO-slim terms (Ashburner 2000) from the SGD database (http://downloads.yeastgenome.org). For each pair of interacting proteins, if it is documented to share one or more GO slim terms, we called it a true positive, otherwise a false positive. Note that this definition of true and false positives is itself subject to error.
We compare the boxplots of the fitted link probabilities of the true positives and false positives in Figure 9 . We can clearly see a difference in the two populations, which indicates that there is considerable agreement between the identification of false positives by the latent space model and by the GO-slim terms. Of course we would not expect perfect or even very strong agreement, even if the latent space model discriminated perfectly between true and false positives, because the GO-slim terms provide only an approximate identification of false positives. 
DISCUSSION
An obstacle to the use of latent space models for networks has been the fact that existing likelihood and Bayesian estimation methods do not scale to large networks, because the required computation is O(N 2 ), where N is the number of nodes or actors in the network. We have proposed an approximate likelihood based on the same idea that underlies casecontrol studies, and we have found it to perform well in simulated and real data. This reduces computation from O(N 2 ) to O(N ), and makes it feasible to do Bayesian estimation via MCMC for large networks.
We have implemented our method for estimating the latent space model (Hoff, Raftery, and Handcock 2002) and the latent position cluster model (Handcock Raftery, and Tantram 2007) , but the basic idea can be applied to other statistical network models as well. They can be used to reduce computation for likelihood-based estimation for network models for which the log-likelihood involves a sum of contributions from all or most of the pairs of actors. These include the latent position random effects model (Krivitsky et al. 2009 ), which is a direct extension of the latent space model, and explicitly models different activity levels of nodes. They also include the latent class model by Nowicki and Snijders (2001) and the latent factor model by Hoff, Raftery, and Handcock (2002) . (See Goldenberg et al. (2009) for a survey of these and other network models.)
Other approaches to efficient computation for statistical network models have been explored, notably the variational Bayes approach by Attias (1999) . This was applied to stochastic blockmodels by Airoldi et al. (2008) and extended to the latent position cluster model by Salter-Townshend and Murphy (2010) . Rather than try to approximate the likelihood, this attempts to find and use a lower bound for the likelihood.
SUPPLEMENTARY MATERIALS
Supplementary Materials are available online in a single archive as follows: README file: Text file "readme.txt" containing a list of the files in the Supplementary Materials.
C program to calculate likelihoods: C program "if.c" to calculate the likelihood and the case-control approximate likelihood.
R program for pilot run: R program "pilot new.r" to carry out the pilot MCMC run and obtain the sampling weights and initial values.
R program for case-control likelihood: R program "mcc.r" to carry out a full MCMC realization using the case-control approximate likelihood.
Example R code: Example R code "mccfit.r" to run the case-control likelihood.
PPI data: File "PPI" containing the PPI data. Downloaded by [University of Washington Libraries] at 10:38 25 April 2013
