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Density functional calculations on the (non)linear optical properties of conjugated molecular chains
using currently popular exchange-correlation (xc) potentials give overestimations of several orders of
magnitude. By analyzing “exact” and Krieger-Li-Iafrate xc potentials, the error is traced back to an
incorrect electric field dependence of the “response part” of the xc potential in local and gradient-
corrected density approximations, which lack a linear term counteracting the applied electric field.
PACS numbers: 31.15.Ew, 42.65.An, 71.15.Mb, 77.22.EjThe nonlinear optical (NLO) properties of molecules
are of considerable current interest, both from the fun-
damental and technological points of view [1–3]. Pro-
totype systems exhibiting large NLO responses like the
polyacetylene (PA) chains have been studied intensively
with conventional, ab initio Hartree-Fock (HF) based
theoretical techniques [2]. Because density functional
theory (DFT) [4,5] usually provides clearly improved
accuracy with respect to HF at similar or lower com-
putational cost, it seems tempting to apply DFT to the
prediction of the NLO properties of large, conjugated
molecular chains.
Our calculations on static hyperpolarizabilities (deter-
mining the NLO response in the static limit) of such
chains show, both here and in Ref. [6], that the local den-
sity approximation (LDA) and generalized gradient ap-
proximations (GGAs) in DFT provide very poor results.
Whereas previously reported LDA errors are typically
10% for dielectric constants, we find overestimations of
several orders of magnitude for the second hyperpolar-
izability g. In view of the respectable accuracy which
is usually obtained in DFT calculations, this is highly
surprising and deserves a detailed analysis, as this error
may be among the largest in the history of DFT calcu-
lations. Our analysis allows us to pinpoint the weakness
of the LDA. It will be shown below that, if an electric
field, E, is applied, the so-called response part of the ex-
act exchange-correlation (xc) potential develops a global
behavior counteracting the applied field. Such behavior
is not present in the LDA or GGA potentials. Our results
substantiate and further elucidate the findings of Gonze,
Ghosez, and Godby [7] and others [8–13], who pointed
out the existence of such a counteracting linear potential
in the exact yxc and provided the first physical interpreta-
tion for it [10,13].
Description of the problem.—For this work, extensive
calculations have been performed on PA and hydrogen
chains. The LDA results described below have been694 0031-90079983(4)694(4)$15.00obtained in the same manner as earlier calculations on
the polarizability (a) and second hyperpolarizability (g)
of C60 [14]. Details of the computational procedure,
the geometries, etc., have been given in another paper
[6], where several aspects of the LDA problem (size
of electron correlation correction, effect of bond length
alternation) are described more fully.
From the HF-based ab initio studies [15] on the NLO
properties of PA chains, it is known that even simple HF
theory provides results which are in qualitative agreement
with the more advanced [16] Møller-Plesset (MP) and
coupled cluster calculations. The problem with the LDA
and GGA xc potentials can be clarified by comparing
the LDA and HF results for a and g of PA chains
C2nH2n12, with a varying number of unit cells n. This
is done in Fig. 1, where the HF values for a and g [15]
at a chain length of 20 C atoms have been normalized
to 1. The LDA polarizability a (in a double zeta
basis) is overestimated for each chain length n, and this
overestimation increases with n. The same trends are
magnified for the second hyperpolarizability tensor g,
which is larger by a factor of 60 for the C44H46 molecule,
and continues to increase significantly for larger chains
(we have gone up to C58H60).
Previous error estimates for the LDA values ranged
over roughly a factor of 2 for (first) hyperpolarizabilities
[17], implying that qualitatively correct predictions can be
obtained. Our results, giving overestimations of several
orders of magnitude, show that this is not always the case.
It is especially discomforting that the LDA errors are so
large for systems which are of most interest, i.e., those
exhibiting large nonlinear polarization. If DFT is to play
a useful role in understanding the NLO properties of these
important systems, a detailed investigation is needed in
which the deficiencies of the LDA and related potentials
are pinpointed.
Analysis of “exact” xc potentials.—In this section, we
analyze exact (very accurate) xc potentials, constructed© 1999 The American Physical Society
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[16] given as a ratio to HF values (with 6-31G-SV basis) for
C20H22 of aHF  1000 a.u. and gHF  894 3 103 a.u.
from ab initio configuration interaction (CI) densities
according to the scheme of Ref. [18].
Our analysis started with the observation [6] that GGA
potentials, or the asymptotically correct (behaving as
21r for large r) LB94 xc potential [19], do not improve
upon LDA (thus showing that the problem is unrelated to
the slight LDA overestimation for small molecules [20]).
We then constructed, for linear polyyne and hydrogen
chains, xc potentials reproducing HF and CI densities
in the presence or absence of an external field. A term
linear in the field was found to occur in these potentials,
suggesting that the problem is related to the one first
discussed by Gonze, Ghosez, and Godby [7], which
evoked a lot of discussion in the recent literature [9–13].
They state that for an infinite system in an electric field,
in a correct treatment, a linear term will arise in the exact
xc potential [see also Eq. (5) of Ref. [13] ], which cannot
be captured by a functional dependence on the periodic
bulk density alone. This has led to the development of
polarization-dependent density functional theory, which
is a generalization of DFT taking the polarization of the
system into account.
Our approach evades the concept of a metastable state
and the ensuing problems with respect to the Hohenberg-
Kohn theorem introduced in previous papers [7], as we
consider molecules in the ground state in electric fields
which may, because of the exponential decay of the basis
functions, be considered to rapidly decay outside the
molecule. Furthermore, we construct our potentials from
accurate CI densities of real molecules, instead of using
model Hamiltonians and densities [7]. In our analysis, we
realize the thought experiment of Ref. [11] by considering
finite systems (approaching the infinite system in the limit),
in which case no extensions of ordinary DFT are needed.
Our analysis starts from the xc energy Exc expressed in
terms of the coupling constant integrated pair correlation
function g¯,
Exc 
1
2
Z Z
dr1 dr2
rr1 g¯r1, r2 2 1rr2
jr1 2 r2j .(1)A detailed explanation for the origin of the linear term
will be obtained by using the decomposition of yxc [where
yxcr  dExcdrr] as in [21],
yxcr  y¯holexc r 1 y
respr

Z rr1 g¯r, r1 2 1
jr 2 r1j dr1
1
1
2
Z rr1rr2
jr1 2 r2j
dg¯r1, r2
drr
dr1 dr2 , (2)
where y¯holexc is the potential of the coupling constant
integrated xc hole. The second term on the right-hand
side is called the “response potential.”
In order to establish the existence of a linear term
in a finite system and trace its origin, it is necessary
to consider small systems, for which truly high-level
CI densities can be constructed. To this purpose, we
considered the simple H-H and H2-H2 cases, allowing us
to make statements about the x vs c, and hole vs response
nature of the linear term. First, a system of two distant H
atoms in a field was considered. This system has the one-
electron level of one H atom shifted down by the field
with respect to the other one. It is therefore analogous
to a dissociating heteronuclear diatomic molecule. A
reasoning similar to the one given in Ref. [22] for a
heteronuclear diatomic molecule (cf. Ref. [23]) shows
that a step will arise in the xc potential, which counteracts
the down-shift and is related to the correlation part of
the response potential. This step (confirmed numerically
in our full CI test calculations) represents the effect of
long-range left-right electron correlation, which prevents
localization of both electrons on the down-field H atom.
A similar reasoning for two widely spaced closed shell
atoms or molecules leads to a zero step, in accordance
with the absence of a long-range left-right correlation
in that case. However, at shorter distances, where the
exchange interaction between the closed shell molecules
becomes important, a step again appears in yxc. This
counteracting term, which emerges in the response part of
the exact xc potential if a field is switched on, is displayed
in Fig. 2 for an H2-H2 system at a separation of 3.0 bohrs
(H-H distance is 1.4 bohrs). In plots similar to Fig. 2,
but with larger H2-H2 distances, the magnitude of the step
decreases. This is in agreement with the analysis above
that a step in the response potential should disappear in
the limit of infinite separation for closed shell systems.
This behavior for varying H2-H2 separation explains the
previously poorly understood fact that the GGA results for
an of hydrogen chains in Ref. [24] differ with respect to
the HF values by a factor of 2.53 at an H2-H2 separation
of 2.5 bohrs, while the factor is only 1.23 at an H2-H2
separation of 4.0 bohrs. In short, a term counteracting an
external field as found in longer chains appears already
in the response potential of the simple H-H and H2-H2
systems. In the former it is a pure correlation effect, while
for the latter, the effect of exchange will be dominant695
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response and hole potentials for H2-H2, constructed from
multireference CI singles doubles density with a large (cc-pV6Z
without d and f functions) basis set, compared to the applied
field (potential vE).
[Krieger-Li-Iafrate (KLI) x potential [25] (see below)
plots for H2-H2 display the same features as Fig. 2].
On the other hand, y¯holexc is dominated by the cancel-
lation of the self-interaction (SI) embodied in the Hartree
potential. This cancellation is already contained in the ex-
change part. In a two-electron case like H2, the exchange
hole contains only an SI part (the x potential is minus half
the Hartree potential). Polarization of the charge density
in an electric field generates a Hartree potential for H2 that
counteracts the field, but an x hole potential has the same
direction as the field. This is clearly visible within each
H2 molecule in Fig. 2 (compare yholexc to the applied po-
tential vE). Therefore, the induced changes in y¯holexc can-
not give an explanation for the counteracting nature of the
linear term. Earlier interpretations of the emerging linear
term in terms of a “polarization of the xc hole” [10,13]
therefore cannot refer to the change induced in y¯holexc , i.e.,
g¯, but should be interpreted as referring to the response
potential of Eq. (2), i.e., the derivative of g¯.
KLI potential as first solution.—The key role of
the response potential thus being established on the
basis of rigorous properties of the xc potential and
exact xc calculations, we turn for further analysis to
approximate functionals which can be expected to give
a good representation of the true response potential.
One may both hope that such functionals will improve
considerably upon the LDA results and expect to learn
more about the origin of the counteracting term. The
important KLI [25] potential, which is considered to be
a very good approximation to the exact x-only potential,
is one of the few functionals which can be expected
to give a reasonable approximation also to the response
part of the potential, as it exhibits many features also
shown by the full exact x-only potential, or optimized
effective potential [26]. Furthermore, the fact that xc
potentials constructed from HF densities already yield a696counteracting term indicates that an important part of the
desired effect should already be observed at the x-only
level. The KLI potential has the following functional
form (see Ref. [25] for details):
yKLIx r  y
hole
x r 1
Nocc21X
i1
wi
rir
rr
, (3)
where the potential of the Fermi hole yholex r assures
the correct asymptotic 21r behavior, typical for self-
interaction-free xc potentials such as KLI, while the
second part is the exchange contribution to the response
potential, which tends exponentially to zero for large r .
In Fig. 3, the KLI potential for H18 in a field is
presented. As in the accurate xc potentials, it clearly
exhibits a counteracting term analogous to the step
function we have found in H4. This term arises from the
response part of this potential. Figure 3, as well as similar
plots for shorter hydrogen and polyyne chains, shows no
global linear field term in yholex at the field strength used
here. Consequently, the linear term is unrelated to the SI
cancellation.
In fact, the linear term arises from the polarization
of the Kohn-Sham (KS) orbitals in the field which does
not significantly change the density in the center of the
chain. This can be understood as follows: If, in the oc-
cupied orbital space, one has both a bonding “a 1 b”
atomic orbital combination and an antibonding “a 2 b”
combination, an electric field will mix them. One ob-
tains an orbital of largely “a” character at lower energy
than the original “a 1 b” orbital and a largely “b” or-
bital at higher energy than the original “a 2 b” orbital.
The sum density of these orbitals remains unchanged, but
in the KLI approximation to the response potential, this
occupied-occupied mixing leads to a counteracting poten-
tial, due to the fact that the KLI weights wi are larger for
FIG. 3. Constituent parts of the KLI potential of H18 in
an electric field, with a 6-31111G basis. The H atoms
are at alternating distances of 2 and 3 bohrs (central pair at
61.0 bohrs).
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Method Basis set 1023g a.u. a a.u.
Basis set limitLDA
estimate 4300 367
KLI 6-31111G 700 6 100a 261 6 1a
HF 6-31111G 302 222
MP4 [27] 6-311G 382 205
aDetermined from finite field expansion of dipole moment.
the deeper-lying orbitals, which are more localized in
the down-field region. This picture is consistent with
our calculations which show that the applied field causes
large mixing between the occupied orbitals and strong
localization of the lowest energy orbitals, which have
larger KLI weights wi , to the down-field side of the chain.
Although the KLI potential is local (multiplicative), it can
provide the required ultra-non-local density dependence
through its weights wi and its orbital density dependence.
Having established the qualitatively correct behavior of
the KLI potential, we turn to its performance in actual
calculations. The KLI, LDA, HF, and MP4 results for a
and g of H18 are given in Table I. The KLI results for
both a and g considerably improve upon LDA (for g the
improvement is a factor of 6). However, the results are
still not close to the HF and higher-level ab initio results
[27]. In smaller chains, such as H6, we find g  31.3,
29.7 6 0.2, 36.7 6 0.2, and 99.7 6 0.2 3 103 a.u., for,
respectively, MP4 [27], HF, KLI, and LDA, while for H12
these numbers are 179, 147 6 2, 300 6 50, and 1250 6
50 3 103 a.u., showing that the LDA failure increases
with chain length and that the problem is not restricted
to conjugated molecules such as PA. In all cases, the KLI
results partially correct the LDAGGA overpolarization
(which we largely attribute to the linear term in this
potential), but are still larger than the benchmark values.
These results imply that either the KLI potential is not
yet a sufficiently good approximation to the exact KS
x potential, or that the correlation effects which were
shown to be important for weak bonds H · · ·H cannot
be neglected here.
Finally, we note that the observed problem also af-
fects low-lying excitation energies. In LDA test calcu-
lations on PA chains, we found these to be increasingly
underestimated for larger chains, in accordance with our
(hyper)polarizability results. Through the excitation ener-
gies, the problem also has serious consequences for many
other response properties.
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