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Abstract
As a non-parametric Bayesian model which produces informative predictive distribution,
Gaussian process (GP) has been widely used in various fields, like regression, classifi-
cation and optimization. The cubic complexity of standard GP however leads to poor
scalability, which poses challenges in the era of big data. Hence, various scalable GPs
have been developed in the literature in order to improve the scalability while retaining
desirable prediction accuracy. This paper devotes to investigating the methodological
characteristics and performance of representative global and local scalable GPs including
sparse approximations and local aggregations from four main perspectives: scalability,
capability, controllability and robustness. The numerical experiments on two toy exam-
ples and five real-world datasets with up to 250K points offer the following findings. In
terms of scalability, most of the scalable GPs own a time complexity that is linear to the
training size. In terms of capability, the sparse approximations capture the long-term
spatial correlations, the local aggregations capture the local patterns but suffer from
over-fitting in some scenarios. In terms of controllability, we could improve the perfor-
mance of sparse approximations by simply increasing the inducing size. But this is not
the case for local aggregations. In terms of robustness, local aggregations are robust to
various initializations of hyperparameters due to the local attention mechanism. Finally,
we highlight that the proper hybrid of global and local scalable GPs may be a promising
way to improve both the model capability and scalability for big data.
Keywords: Gaussian process, big data, sparse approximations, local aggregations
1. Introduction
Surrogate-assisted modeling and optimization have been extensively deployed to fa-
cilitate modern aeroengine design [1, 2, 3, 4] due to the representational capability of
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complex features. Among current surrogates (also known as machine learning models),
as a non-parametric Bayesian model, Gaussian process (GP) [5] (also known as Kriging
or emulator), has gained popularity.
Given n training data points X = {xi ∈ Rd}ni=1 and the relevant observations
y = {yi ∈ R}ni=1, GP intends to infer the latent function f : R
d 7→ R, which is drawn
from a Gaussian process, to describe the data pattern. Compared to other popular ma-
chine learning models, e.g., random forest [6] and deep neural networks [7], the Bayesian
perspective allows GP to provide not only the predictions at unseen points but also the
uncertainties about the predictions.1 The informative predictive distribution enables GP
to be deployed in various scenarios, e.g., active learning [9], time-series forecast [10] and
Bayesian optimization [11]. However, an inherent disadvantage of GP is that it scales
poorly with the training size n, since as a kernel method it handles the data in a one-shot
fashion. The standard implementation of GP needs to invert an n×n covariance matrix,
resulting in O(n2) complexity in storage and O(n3) complexity in time. Hence, the full
GP becomes intractable when the training size is greater than O(104) [12].
In the era of big data,2 numerous data brings vast quantity of information to enhance
the analysis, learning and exploration in the machine learning community. Hence, there
is a great demand for improving the scalability of standard GP while retaining desirable
prediction accuracy.
In current literature, various scalable GPs have been developed for handing big data
in different ways. They usually can be classified into two main categories:
• Global approximations that summarize the whole training data using a small subset.
The simplest way is the subset-of-data (SoD) which trains GP on a random subset
of the training data D = {X,y} [13]. The performance of SoD however is limited
due to the ignorance of the remaining data. The most commonly used global ap-
proximations are the so-called sparse approximations [14, 15, 16, 17], which employ
a set of global inducing variables to approximate the joint prior or the interested
posterior. By using m inducing points, sparse approximations reduce the time
complexity of full GP to O(nm2) [15, 16] and more remarkably, O(m3) [17]. The
advantages of sparse approximations are that they are usually derived in a unify-
ing and elegant Bayesian framework, thus yielding a complete probabilistic model.
The limitation however is that the modeling performance is limited by the small set
of global inducing points, i.e., it is difficult for them to capture the quick-varying
features, especially in high dimensions [18].
• Local approximations that employ the idea of divide-and-conquer (D&C) to dis-
tribute the whole training process over multiple local GP experts. By partitioning
the data D into M local subsets {Di = {Xi,yi}}Mi=1, each of which is assumed to
have the same training size m0 = n/M , local approximations yield the time com-
plexity of O(nm20). The benefits brought by the D&C idea are that (i) it enables
capturing local patterns; and (ii) it scales local approximations up to arbitrary
1It has been pointed out that GP is equivalent to a shallow but infinitely wide neural network with
Gaussian weights [8].
2Big data here mainly refers to the datasets with extremely large sample size n such that they are
expensive to be stored and analyzed.
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dataset due to the straightforward parallel/distributed structure. The simplest lo-
cal approximation is to training individual GP experts on multiple local subsets,
which however suffers from discontinuous predictions and local over-fitting. Hence,
local aggregations have been presented to smooth the predictions by aggregating
the predictions from multiple local experts [12, 19, 20, 21, 22]. The limitation of
local aggregations however is that they cannot provide a complete probabilistic
model, which results in the so-called Kolmogorov inconsistency [23].
This paper intends to comprehensively investigate the characteristics and perfor-
mance of representative scalable GPs on real-world large-scale datasets. As for the
global approximations, we mainly introduce and compare the sparse approximations.
Particularly, the sparse approximations are classified into two categories: the prior ap-
proximations [15, 24, 25] which approximate the prior but perform exact inference, and
the posterior approximations [16, 17, 26] which retain the exact prior but perform ap-
proximate inference. We do not investigate some particular sparse approximations, e.g.,
the structured kernel interpolation [27] which exploits the inducing set with Kronecker
structure, since the inducing size increases exponentially with the dimensionality d, and
the training quickly becomes intractable when d > 5.
As for the local approximations, we introduce and compare the pure local GPs and
the local aggregations using product-of-experts and Bayesian committe machine [12, 19,
20, 21, 22]. We here do not investigate the mixture-of-experts [28, 29] since it is mainly
designed for capturing non-stationary features and suffers from intractable inference.
The comparative study introduces and investigates the characteristics of representa-
tive scalable GPs from four main perspectives:
• Scalability that indicates the time complexity of scalable GPs to handle big data;
• Capability that means the representational ability of scalable GPs to handle various
tasks;
• Controllability that indicates whether we can easily improve the performance of
scalable GPs by tuning model parameters, e.g., the inducing size or the number of
experts;
• Robustness means the sensitivity of scalable GPs to various initializations of hy-
perparameters.
The remainder of the paper is organized as follows. Section 2 briefly introduces
the standard GP. Thereby, Sections 3 and 4 respectively introduce the global and local
approximations. Thereafter, Section 5 comprehensively investigates the characteristics
and performance of these scalable GPs on several toy examples and five real-world large-
scale datasets with up to 250K data points. Finally, Section 6 provides concluding
remarks.
2. Gaussian processes regression
As a non-parametric Bayesian model, the Gaussian process places a GP prior over
the latent function f : Rd 7→ R as
f(x) = GP(m(x), k(x,x′)), (1)
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where m(.) is the mean function which is usually taken as zero without loss of generality,
and k(., .) is the kernel function which controls the model smoothness. Popularly, we
use the well-known squared exponential (SE) kernel function with automatic relevance
determination (ARD) as
k(x,x′) = σ2f exp
(
−
1
2
d∑
i=1
(xi − x′i)
2
l2i
)
, (2)
where σ2f is the output signal, and li is the input length-scale along the ith dimension.
Fig. 1(a) illustrates several samples drawn from the zero-mean GP prior.
Figure 1: Samples (red curves) drawn from (a) the zero-mean GP prior and (b) the posterior after
observing four data points.
Let us consider a regression task y(x) = f(x) + ǫ where ǫ ∼ N (0, σ2ǫ ) is the iid
noise, the likelihood writes p(y|f) = N (y|f, σ2ǫ ). Typically, the GP can be trained by
finding the optimal hyperparameters θ = {σ2f , l1, · · · , ld, σ
2
ǫ} through maximizing the log
marginal likelihood (model evidence) as
log p(y) = −
n
2
log(2π)−
1
2
log |Knn + σ
2
ǫ I| −
1
2
yT(Knn + σ
2
ǫ I)
−1y, (3)
where Knn = k(X,X) is the n×n kernel matrix. Conditioned on the training data and
the inferred hyperparameters, we derive the predictive (posterior) distribution p(f∗|D,x∗)
at a test point x∗ with the mean and variance respectively given as
µ∗ =k∗n[Knn + σ
2
ǫI]
−1y, (4a)
σ2∗ =k∗∗ − k∗n[Knn + σ
2
ǫ I]
−1kT∗n, (4b)
where k∗∗ = k(x∗,x∗) and k∗n = k(x∗,X). Hence, the predictive distribution of y∗
has p(y∗|D,x∗) = N (y∗|µ∗, σ2∗ + σ
2
ǫ ). Fig. 1(b) depicts several samples drawn from the
posterior after observing four data points.
It is found in (3) that the computational bottleneck in the full GP inference is the
inversion (Knn + σ
2
ǫ I)
−1 and the determinant |Knn + σ2ǫI|, both of which require the
time complexity of O(n3) through standard Cholesky decomposition.
The cubic complexity poses urgent demand of improving the scalability of standard
GP for handling big data. In what follows, we will introduce representative scalable GPs
including
• global approximations, particularly the sparse approximations, which distillate the
training data through m inducing points; and
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• local approximations, particularly the local aggregations, which follow the idea of
D&C to aggregate multiple GP experts for boosting predictions.
3. Global approximations
The simplest global approximation is the subset-of-data (SoD) which trains GP on a
random subset of the training data. Givenm (m≪ n) subset points, the time complexity
of SoD is substantially reduced to O(m3) in comparison to the full GP. The SoD however
may produce over-confident predictions by ignoring the remaining data.
To date, the popular global approximations are sparse approximations [14] motivated
by the Nystro¨m approximation [30]. Sparse approximations employ an inducing set Xm
which includes m points to summarize the whole training data, thus reducing the time
complexity to O(nm2).3 The latent inducing variables fm akin to f follow the same GP
prior p(fm) = N (fm|0,Kmm).
In what follows, current sparse approximations are classified into two main categories:
the prior approximations which approximate the prior but perform exact inference, and
the posterior approximations which retain the exact prior but perform approximate in-
ference.
3.1. Prior approximations
Given the independence assumption f ⊥ f∗|fm, the joint prior p(f , f∗) can be derived
by marginalizing out fm as
p(f , f∗) =
∫
p(f |fm)p(f∗|fm)p(fm)dfm. (5)
Given the Nystro¨m notation Qab = KamK
−1
mmKmb, the training and test conditionals
in (5) are respectively expressed as
p(f |fm) =N (f |KnmK
−1
mmfm,Knn −Qnn), (6a)
p(f∗|fm) =N (f∗|k∗mK
−1
mmfm, k∗∗ −Q∗∗). (6b)
Now we clearly see that fm is called inducing variables since it induces the dependence
between the independent fm and f∗.
To achieve computational gains, prior approximations further modify the joint prior
as
p(f , f∗) ≈ q(f , f∗) =
∫
q(f |fm)q(f∗|fm)p(fm)dfm. (7)
Compared to (5), the training and test conditionals are respectively approximated in (7)
through replacing the co-variance matrices as
q(f |fm) =N (f |KnmK
−1
mmfm, Q˜nn), (8a)
q(f∗|fm) =N (f∗|k∗mK
−1
mmfm, Q˜∗∗). (8b)
3The inducing points in Xm are usually regarded as hyperparameters to be inferred.
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Thereafter, we marginalize out all the latent variables to approximate the log marginal
likelihood log p(y) as
log q(y) = −
n
2
log(2π)−
1
2
log |Q˜nn +Qnn + σ
2
ǫI| −
1
2
yT(Q˜nn +Qnn + σ
2
ǫ I)
−1y. (9)
Through particular selections of Q˜nn, we can efficiently calculate the determinant |Q˜nn+
Qnn + σ
2
ǫ I| and the inversion (Q˜nn +Qnn + σ
2
ǫ I)
−1 in (9) by only depending on K−1mm.
For instance, the subset-of-regressors (SoR) [24, 31, 32] imposes Q˜nn = 0 and Q˜∗∗ = 0
to the training and test conditionals such that
qSoR(f |fm) = N (f |KnmK
−1
mmfm,0), (10a)
qSoR(f∗|fm) = N (f∗|k∗mK
−1
mmfm, 0). (10b)
This is equivalent to applying the Nystro¨m approximation to both training and test data.
With this consistent assumption, the SoR is equivalent to a degenerate4 GP with the
rank (at most) m kernel function kSoR(xi,xj) = k(xi,Xm)K
−1
mmk
T(xj ,Xm). However,
due to the limited m freedoms in kSoR, the SoR suffers from over-confident prediction
variance when leaving the training data. In contrast to SoR, the deterministic training
conditional (DTC) [25, 33] imposes Q˜nn = 0 but retains the exact test conditional as
qDTC(f |fm) = N (f |KnmK
−1
mmfm,0), (11a)
qDTC(f∗|fm) = p(f∗|fm). (11b)
Hence, the prediction mean µDTC(x∗) is the same as that of SoR, but the prediction
variance σ2DTC(x∗) is always larger than that of SoR. Notably, due to the inconsistent
approximations in (11), the DTC is not an exact GP.
Moreover, the fully independent training conditional (FITC) [15] imposes another
independence assumption to remove the dependency among the latent variables {fi}ni=1
such that the training conditional factorizes as
qFITC(f |fm) =
n∏
i=1
p(fi|fm) = N (f |KnmK
−1
mmfm, diag[Knn −Qnn]), (12)
whereas the test conditional retains exact. It is found that the variances of qFITC(f |fm)
are identical to that of p(f |fm) due to the diagonal correction term Q˜nn = diag[Knn −
Qnn]. Hence, compared to SoR and DTC which completely omit the uncertainty in (10)
and (11), FITC partially retains it, resulting in a closer approximation to the prior
p(f , f∗).
The extensions of FITC include for example the fully independent conditional (FIC) [14]
which additionally applies the independence assumption to the test conditional q(f∗|fm)
in order to obtain a degenerate GP with the covariance function kFIC(xi,xj) = kSoR(xi,xj)+
δij [k(xi,xj) − kSoR(xi,xj)], where δij is the Kronecker’s delta. Besides, the partially
independent training conditional (PITC) [14] factorizes q(f |fm) over M independent
subsets (blocks) {Di}Mi=1, thus taking into account the joint distribution of fi in each
4“degenerate” means the GP employs a kernel with a finite rank.
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subset. However, it is argued in [34] that though providing a closer approximation to
p(f |fm), the PITC brings little improvements over FITC.
Differently, the partially independent conditional (PIC) [34] retains the conditional
independence assumption, i.e., f ⊥ f∗|fm, for all the blocks except the one containing
the test point x∗. Suppose that x∗ ∈ Dj , the training conditional is
qPIC(f , f∗|fm) = p(fj , f∗|fm)
M∏
i6=j
p(fi|fm), (13)
which corresponds to an exact GP with kPIC(xi,xj) = kSoR(xi,xj) + ψij [k(xi,xj) −
kSoR(xi,xj)], where ψij = 1 when xi and xj belong to the same block; otherwise ψij = 0.
The PIC is regarded as a hybrid approximation since when we take all the block sizes
to one, it recovers FIC; when we take the number of inducing points to zero, it recovers
the pure local GP.
3.2. Posterior approximations
In contrast to prior approximations, posterior approximations, e.g., variational free
energy (VFE) [16], directly approximate the posterior p(f ,fm|y) by a free variational
distribution q(f ,fm|y). The discrepancy between q(f ,fm|y) and p(f ,fm|y) can be
quantified by the Kullback-Leibler (KL) divergence
KL(q(f ,fm|y)||p(f ,fm|y)) =
∫
q(f ,fm|y) log
q(f ,fm|y)
p(f ,fm,y)
dfdfm + log p(y)
=− Fq + log p(y).
(14)
It is observed that minimizing the non-negative KL(q||p) is equivalent to maximizing Fq,
since log p(y) is fixed w.r.t. q(f ,fm|y). Thus, Fq is called the lower bound of log p(y) or
the variational free energy, which permits joint optimization of the variational parameters
and hyperparameters.
Since we have p(f ,fm|y) = p(f |fm)p(fm|y), the variational distribution factorizes
similarly as q(f ,fm|y) = p(f |fm)q(fm|y), where q(fm|y) = N (fm|m,S). Fortunately,
the optimal variational distribution q∗(fm|y) can be found using the calculus of varia-
tions. Taking the derivative of Fq w.r.t. q(fm|y) to zero, we have
q∗(fm|y) = N (fm|σ
−2
ǫ KmmΣKmny,KmmΣKmm), (15)
where Σ = (Kmm + σ
−2
ǫ KmnKnm)
−1. Inserting q∗(fm|y) back into Fq, we have a
“collapsed” bound which is independent of q(fm|y) as
FVFE =−
n
2
log(2π)−
1
2
log |Qnn + σ
2
ǫ I|
−
1
2
yT(Qnn + σ
2
ǫ I)
−1y −
1
2σ2ǫ
Tr(Knn −Qnn)
= log qDTC(y)− 0.5σ
−2
ǫ Tr(Knn −Qnn).
(16)
It is found that compared to the log marginal likelihood of DTC, the VFE bound (16)
involves an additional trace term Tr(Knn−Qnn) ≥ 0 which represents the total variance
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of the training conditional p(f |fm). Particularly, Tr(Knn −Qnn) = 0 means that fm =
f and we reproduce the full GP. Hence, the trace term helps VFE (i) guard against
over-fitting; (ii) choose a good inducing set; and (iii) improve FVFE with increasing
m [16, 35, 36, 37].
To further improve the scalability of VFE, unlike the bound (16) that “integrates”
out the variational distribution, q(fm|y) now is retained in the bound Fq in order to
obtain a full factorization over data points as [17]
Fq = 〈log p(y|f)〉p(f |fm)q(fm|y) −KL(q(fm|y)||p(fm)), (17)
where 〈.〉q(.) represents the expectation over the distribution q(.). The newly organized
bound Fq, which is looser than FVFE, has a key property that it can be written as
the sum of n terms because of the likelihood p(y|f) =
∏n
i=1 p(yi|fi). Due to (i) the
full factorization and (ii) the difficulty of optimizing the variational parametersm and S
since they are defined in a non-Euclidean space, one can employ the Stochastic Variational
Inference (SVI) [38] to infer the variational parameters in the natural gradient space via
efficient stochastic gradient descent (SGD) algorithms [39, 40], resulting in the greatly
reduced complexity of O(bm3) where b is the mini-batch size in SGD. Therefore, the
stochastic variational GP (SVGP) adopts the SGD to train a sparse GP at any time
with a small batch of the training data in each iteration [41].5
4. Local approximations
Following the idea of D&C, the simplest local approximation is the pure local GPs
which first partition the training data into M subsets for example through clustering
techniques, and then train a GP expert on each subset using individual parameters. The
D&C idea scales local approximations up to arbitrary dataset due to the straightforward
parallel/distributed fashion. Besides, in comparison to the global approximations, the
naive local approximation is capable of describing non-stationary features (local patterns)
for improving predictions at the cost of however suffering from discontinuous predictions,
inaccurate uncertainties and local over-fitting.
To smooth and boost predictions while retaining computation gains from D&C, the
local aggregations, which are inspired by the idea of model averaging, were presented to
aggregate the predictions from multiple experts. Particularly, given a partition {Di}Mi=1
of D, the aggregation methods follow the product rule [19], i.e., assuming independent
GP experts, such that the marginal likelihood p(y) factorizes as
p(y|X, θ) ≈
M∏
i=1
pi(yi|Xi, θi), (18)
where θi is a vector comprising the hyperparameters for the ith expert Mi, and θ =
{θ1, · · · , θM}. Similar to the sparse approximations, the aggregations reduce the time
5Unlike the traditional conjugate gradient descent (CGD) algorithm which takes all the training data
to calculate the gradients, the SGD only takes b (b ≪ n) out of the n data points to calculate the
gradients in each iteration, thus enhancing large-scale learning.
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complexity of full GP to O(nm20) when all the experts have an equal training size m0 =
n/M , but requiring no additional inducing points or variational parameters.
After training the experts {Mi}Mi=1 on the relevant subsets {Di}
M
i=1, we combine their
predictions together at the test point x∗ by employing some aggregation criteria. For
instance, under the independence assumption, the product-of-experts (PoE) [19, 21, 42,
43, 44, 45] conducts the aggregation as
pA(y∗|D,x∗) =
M∏
i=1
pβii (y∗|Di,x∗), (19)
where βi is a weight quantifying the contribution ofMi at x∗. The product of Gaussian
distributions in (19) results in another Gaussian distribution with the mean and variance
analytically expressed as
µA(x∗) =σ
2
A(x∗)
M∑
i=1
βiσ
−2
i (x∗)µi(x∗), (20a)
σ−2A (x∗) =
M∑
i=1
βiσ
−2
i (x∗), (20b)
where µi(x∗) and σ
2
i (x∗) are respectively the prediction mean and variance ofMi at x∗.
By taking a constant weight βi = 1, the original PoE quantifies the contribution of each
expert by the prediction precision [19]. However, the naive sum of experts’ prediction
precisions in (20b) will make the aggregated variance vanish quickly with increasing M ,
i.e., producing seriously over-confident prediction variance [22, 46]. Hence, the general-
ized PoE (GPoE) [21] introduces a varying weight βi = 0.5(log σ
2
∗∗− log σ
2
i (x∗)), which is
defined as the difference in the differential entropy between the prior and the posterior,
to weaken the votes of those poor experts with large uncertainty. This flexible weight,
however, produces an explosive prediction variance when x∗ is far away from X [22]. To
address this issue, we could either impose a constraint
∑M
i=1 βi = 1 [21] or simply employ
βi = 1/M [12].
To improve the performance of PoEs, the Bayesian committee machine (BCM) [12,
20, 22, 47] additionally takes the prior p(y∗|x∗) into account and imposes a conditional
independence assumption p(y|f∗,X) =
∏M
i=1 p(yi|f∗,Xi). Consequently, the aggregated
predictive distribution derived from the Bayes rule is
pA(y∗|D,x∗) =
∏M
i=1 p
βi
i (y∗|Di,x∗)
p
∑
M
i=1
βi−1(y∗|x∗)
, (21)
with the prediction mean and variance analytically given as
µA(x∗) =σ
2
A(x∗)
M∑
i=1
βiσ
−2
i (x∗)µi(x∗), (22a)
σ−2A (x∗) =
M∑
i=1
βiσ
−2
i (x∗) +
(
1−
M∑
i=1
βi
)
σ−2∗∗ . (22b)
9
Table 1: Comparison of the space and time complexity of representative global and local scalable GPs,
where m is the inducing size for sparse approximations and m0 is the training size of each expert for
local aggregations.
Model Storage Training Test
SoR, DTC, FITC, VFE O(nm) O(nm2) O(m2)
SVGP O(bm2) O(bm3) O(m2)
(G)PoE, (R)BCM O(nm0) O(nm20) O(nm0)
Compared to (20b), the prior correlation in (22b) helps BCMs recover the GP prior when
leaving the training data. The original BCM [20] takes βi = 1, and the newly developed
robust BCM (RBCM) [12] employs the varying βi like GPoE in order to produce robust
predictions within X. The BCMs however are found to suffer from weak experts when
leaving X [12, 22].
Regarding the model capability, the PoEs in (19) allow the GP experts to own indi-
vidual parameters in order to capture non-stationary features, whereas the BCMs in (21)
cannot due to the shared prior p(y∗|x∗) across experts. Besides, for the BCMs using ex-
perts with shared hyperparameters, the direct aggregation of {pi(y∗|Di,x∗)}Mi=1 induces
seriously over-confident prediction variance with increasing n [22]. To alleviate this is-
sue, we could use the newly proposed generalized RBCM framework [22]; or simply, we
aggregate {pi(f∗|Di,x∗)}Mi=1 instead of {pi(y∗|Di,x∗)}
M
i=1, and finally add the estimated
noise variance [12].
Finally, Table 1 summarizes the training and test time complexity of representative
global and local scalable GPs. It is found that if m = m0, all the scalable GPs ex-
cept SVGP own the same training complexity. Besides, the local aggregations have a
higher test complexity since they need the predictions of all the experts at x∗. Finally,
note that the computations in the scalable GPs listed above can be sped up through
distributed/parallel computing, see [12, 48, 49].
5. Numerical experiments
This section first employs several toy examples to illustrate the methodological char-
acteristics of global and local scalable GPs, and then applies some of them to five real-
world datasets with up to 250K data points. The goal of this comparative study is to
enhance the understanding of representative scalable GPs and investigate their usability
by addressing the issues as: (i) what are the features of these scalable GPs and in what
scenarios they are useful? (ii) are the scalable GPs controllable to model parameters?
and (iii) are the scalable GPs robust to various initializations of hyperparameters?
In the comparative study below, we implement the scalable GPs based on the GPML
toolbox6, the GPstuff toolbox7 and the GPy toolbox8. Before model training, the data
pre-processing is performed by normalizing y and each column of X to N (0, 1). In
modeling, we employ the SE kernel in (2), and initialize the length-scales l1, · · · , ld as
6http://www.gaussianprocess.org/gpml/code/matlab/doc/
7https://github.com/gpstuff-dev/gpstuff
8https://github.com/SheffieldML/GPy
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0.5, the signal variance σ2f as 1.0, and the noise variance σ
2
ǫ as 0.1. All the scalable GPs
except SVGP employ the CGD for inference with the maximum number of iterations as
100. The particular SVGP employs the Adadelta SGD algorithm [39] for inference with
the step rate as 0.1, the momentum as 0.9, and the maximum number of iterations as
1000. All the codes are executed on a personal computer with four 3.70 GHz cores and
16 GB RAM.
Finally, given n∗ test points {X∗,y∗}, we assess the prediction accuracy of scalable
GPs using the standardized mean square error (SMSE) defined as
SMSE =
∑n∗
j=1 (y∗j − µ∗j)
2
n∗ × var(y)
. (23)
The SMSE criterion quantifies the discrepancy between the predictions and the exact
function values; particularly, it equals to one when the model always predicts the mean
of y. Besides, to quantify the quality of predictive distribution that considers both
prediction mean and variance, we employ the mean standardized log loss (MSLL) defined
as
MSLL =
1
n∗
n∗∑
j=1
[logN (y∗j |y, var(y))− log p(y∗j |D,x∗j)] , (24)
where log p(y∗j |D,x∗j) = −0.5
[
log(2πσ2∗j) + (y∗j − µ∗j)
2/σ2∗j
]
. The MSLL will be neg-
ative for high quality models, and particularly, it will be zero when the model always
predicts the mean and variance of y.
5.1. Toy examples
5.1.1. Characteristics of sparse approximations
This section attempts to study various sparse approximations via a toy example
expressed as
y(x) = sinc(x) + ǫ, x ∈ [−4, 4], (25)
where ǫ = N (0, 0.04). We randomly draw 120 training points from this generative
function; besides, we generate 300 test points in [−7, 7]. The sparse approximations
include SoR, DTC, FITC, PIC, VFE and SVGP. As for model configurations, we choose
15 initial inducing points equally spaced in [−4, 4]; particularly, we partition the training
data into M = 10 disjoint subsets for the PIC approximation; we use the batch size
of b = 30 for SVGP. Fig. 2 depicts the predictions of the six sparse approximations,
respectively, on the toy example. For the purpose of comparison, the results of full GP
are involved in the figure.
It is first observed that the two posterior approximations, VFE and its variant SVGP,
provide the best approximation to the full GP, since they directly approximate the poste-
rior with no modification to the joint prior. If we gradually increase the inducing size m,
they will finally converge to the full GP. To verify this, Fig. 3(a) depicts the convergence
curves of VFE with different m values. The horizontal axis represents the number of
optimization iterations, and the vertical axis represents the negative log marginal likeli-
hood (NLML). The black dash line indicates the converged NLML value of full GP. It is
observed that when using a small inducing set (m = 5), the VFE converges with a larger
NLML value than that of full GP; but with the increase of m, the NLML of VFE quickly
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Figure 2: A toy example to illustrate the characteristics of various sparse approximations. The crosses
represent the training points. The green dot curve represents the prediction mean of full GP. The two
green curves represent 95% confidence interval of the full GP prediction. The red curve represents the
prediction mean of a sparse approximation. The shadow region represents 95% confidence interval of the
sparse prediction. The top circles and bottom triangles represent the positions of initial and optimized
inducing points, respectively.
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Figure 3: The convergence curves of (a) VFE and FITC using CGD with different inducing sizes, and
(b) SVGP using SGD with different batch sizes on the toy example.
converges to that of full GP. Note that because of the simplicity of this toy example, the
VFE with m = 15 has provided a very close approximation to the full GP.
The differences between VFE and SVGP are that (i) SVGP employs a less tight
bound (17) defined in an augmented probabilistic space;9 and (ii) SVGP employs the
SGD for optimization. Fig. 3(b) shows the convergence curves of SVGP using different
batch sizes for SGD. It is observed that compared to the deterministic CGD, the SGD
9Due to the explicit variational distribution q(fm|y) in (17), the SVGP should considerm+m(m+1)/2
additional variational parameters.
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(i) produces many fluctuations with a small batch size; and (ii) converges more slowly
even by using b = 120, because of the relaxed bound Fq (17) and the huge parameter
space. But the superiority of SGD for big data is that (i) it greatly reduces the compu-
tational complexity by running in a batch mode; and (ii) it can achieve better solutions
for complicated functions by easily escaping from local optima and saddle points. For
example, the SVGP with b = 5 in Fig. 3(b) finds some smaller NLML values than that
of full GP.
As for the four prior approximations, it is observed in Fig. 2 that the SoR produces
severely over-confident prediction variance when leavingX. This is because the SoR im-
poses too restrictive assumptions to the training and test data in (10). Though equipped
with the same prediction expressions to that of VFE, the DTC produces poorer pre-
dictions due to the restrictive marginal likelihood. Different from SoR and DTC, the
FITC is capable of capturing the heteroscedastic noise. Let us look inside the prediction
variance of FITC
σ2(x∗) = k∗∗ −Q∗∗ + k∗mΣmmkm∗,
where Σmm = (Kmm+KmnΛ
−1Knm)
−1 and Λ = diag[Knn−Qnn]+σ2ǫ In. It is found
that the diagonal term diag[Knn−Qnn], which represents the input-dependent variances
of the training conditional p(f |fm), enables FITC to capture the heteroscedasticity of
noise at the cost of (i) producing an invalid estimation (nearly zero) of the noise variance
σ2ǫ , (ii) worsening the accuracy of prediction mean, and (iii) producing overlapped in-
ducing points [36]. Finally, the hybrid PIC approximation, which is capable of capturing
local patterns, is found to produce discontinuous predictions and conservative variances.
As discussed before, the posterior approximations VFE and SVGP can be regarded as
the approximation to full GP. But this is not the case for the four prior approximations.
Prior approximations seek to achieve good prediction accuracy at a low computational
cost, rather than faithfully converging to the full GP with increasing m. This can be
reflected by two observations: (i) some of the optimized inducing points in Fig. 2 overlap
with each other, especially for FITC;10 and (ii) rather than converging to the NLML of
full GP with the increase of m, the FITC tends to produce a different, smaller NLML
value in Fig. 3(a).
5.1.2. Characteristics of local approximations
Different from the sparse approximations which capture long-term spatial correlations
based on the global inducing set, the local approximations focus on subspace learning via
local experts, thus capturing local patterns (non-stationary features). As an illustration,
we apply the pure local GPs to the toy example (25) in Fig. 4. Particularly, we partition
the 120 training points into M = 10 local subsets and train individual GP experts. It
is found that the naive local approximation captures local patterns at the cost of (i)
producing discontinuity on the boundaries of sub-regions, and (ii) risking over-fitting in
some local regions.
The first issue could be addressed by the model averaging strategies like PoE and
BCM. As shown in Fig. 4, the PoE and GPoE yield continuous predictions. But the
original product rule makes PoE produce over-confident prediction variance and deteri-
orated prediction mean, which are not preferred in practice. Instead, the GPoE employs
10The reason for FITC to produce overlapped inducing points has been theoretically analyzed in [36].
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Figure 4: A toy example to illustrate the characteristics of various local approximations.
a varying weight βi to weaken the votes of poor experts, resulting in sensible prediction
mean and variance.
The second issue however is directly inherited by PoE and GPoE, since they have no
mechanism to avoid local over-fitting. To alleviate the over-fitting issue, we could increase
the training size for each expert (i.e., small M value) in order to take into account the
long-term spatial correlation at the cost of degrading the capability of capturing local
patterns and increasing the complexity. Besides, the hybrid approximations [34, 50, 51]
may be a promising solution to this issue, since they inherit the advantages of both
global and local approximations.11 Finally, another alternative way to guard against
local over-fitting is to sharing hyperparameters across experts, like the RBCM in Fig. 4.
It is observed that the RBCM has conservative prediction variances. Note that though
sharing the hyperparameters, the local structure itself could help RBCM capture local
patterns, which will be shown in next section.
5.1.3. Global vs. local approximations
Here we take the time-series solar dataset [52] which contains 391 data points with
quick-varying features for comparing global and local approximations. The study at-
tempts to investigate whether global and local approximations could handle complicated
tasks using limited computational resources.
Among the four local approximations, we take the RBCM for example and use the
k -means technique to partition the training data into M = 10 disjoint subsets, resulting
in approximately 39 data points for each expert. Among the six global approximations,
we employ the VFE and use m = 40 inducing points. Particularly, in order to model the
quick-varying features in this dataset, we initialize the length-scales in the SE kernel (2)
with a small value of 0.0442 after data normalization.12
11The current hybrid approximations, e.g., the PIC in Fig. 2, however still suffer from the discontinuity
issue.
12In the original input space [1600, 2000] of the solar dataset, the initial length-scale is equal to 5,
which is a very small value.
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Figure 5: A solar example involving quick-varying features to illustrate the characteristics of RBCM
and VFE.
Fig. 5 depicts the modeling results of RBCM and VFE on the solar dataset. It turns
out that though sharing the hyperparameters across experts, the RBCM captures the
quick-varying features successfully. This is because the localized structure helps RBCM
equipped with local attention to take into account the local patterns when estimating the
shared hyperparameters. On the contrary, even by using such small initial length-scales,
the VFE fails to capture the quick-varying features due to the small set of global inducing
points. The performance of VFE indeed could be improved by increasing the number
of inducing points, which however becomes unattractive in terms of computational com-
plexity.
Besides, the local attention mechanism may help improve the robustness of RBCM to
various settings. To verify this, we study an extreme case wherein the length-scales in the
SE kernel are initialized as 2.0 which in the original space is 226. By simply increasing
the number of experts to M = 40, the RBCM again is enabled to capture the quick-
varying feature at, interestingly, lower computational cost. But it is notable that the
increase of M does not always correspond to good predictions, since practical datasets
often do not follow the iid noise assumption. That means too much localized experts for
RBCM may degrade the generalization capability (indicated by severely over-confident
prediction variance), which will be observed in next section.
5.2. Real-world datasets
This section seeks to assess the representative global and local scalable GPs on
five real-world datasets with different characteristics, e.g., regular/clustering inputs,
noise/noiseless observations, and homoscedastic/heteroscedastic noise, see Table 2. The
airfoil dataset [53] comprises different sizes of NACA 0012 airfoils at various wind tun-
nel speeds and angles of attack, and the output is the scaled sound pressure level. The
protein dataset [53] describes the physicochemical properties of the protein tertiary struc-
ture. The sarcos dataset [5] describes the inverse kinematics of a robot arm. The chem
dataset [54] concerns the physical simulations relating to electron energies in molecules.
Finally, the sdss dataset [55] comes from the Sloan Digital Sky Surveys 12th Data Re-
lease. Note that each configuration of n and n∗ in Table 2 has ten random instances in
order to comprehensively evaluate the performance of scalable GPs.
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Table 2: Characteristics of five real-world datasets.
dataset d n n∗ remark
airfoil 5 1,200 303 regular inputs
protein 9 35,000 10,730 clustering inputs
sarcos 21 40,000 8,933 nearly noiseless
chem 15 60,000 11,969 heteroscedastic, tiny noise
sdss 10 250,000 50,000 heteroscedastic noise
Table 3: Model parameters of scalable GPs for the five real-world datasets. m is the inducing size for
VFE, SVGP and FITC, b is the batch size for SVGP, and M is the number of experts for GPoE and
RBCM.
Parameter airfoil protein sarcos chem sdss
m 60 400 400 300 250
b 50 2,500 2,500 3,000 9,000
M 20 35 50 80 500
Among the six global scalable GPs in Fig. 3, we select the VFE and SVGP due
to the high approximation quality, and the FITC due to the capability of capturing
heteroscedastic noise; the SoR, DTC and PIC are not included due to their poor or
discontinuous predictions. Among the four local scalable GPs in Fig. 4, we choose the
RBCM trained on experts with shared hyperparameters and the GPoE trained on experts
with individual hyperparameters; the pure local GPs and PoE are not considered due to
their less competitive performance.
5.2.1. Comparison of global and local scalable GPs
We first study the scalability and capability of global and local scalable GPs. Table 3
offers the model parameters of scalable GPs, including the inducing size m, the batch size
b and the number M of experts, for the five real-world datasets. During the comparison
study, the inducing points are initialized by the centroids of clusters partitioned by the
k -means technique; the disjoint local subsets are partitioned by the k -means technique
as well. We choose the model parameters in Table 3 such that these scalable GPs have
comparable running time. The data pre-processing and optimization configurations are
consistent to that in Section 5.1.
Fig. 6 depicts the modeling results of five scalable GPs over ten runs on the five
datasets in terms of SMSE and MSLL. The horizontal axis represents the sum of training
and predicting time. Note that due to the small training size, we include the results of
full GP on the airfoil dataset for comparison.
As for the three global scalable GPs, the VFE and SVGP produce similar results since
they are derived in the same posterior approximation framework. However, the SVGP
is more potential in terms of efficiency for large-scale learning since it allows using the
SGD optimization, see the results on the sdss dataset. Different from VFE and SVGP
which follow a constant noise assumption, the FITC is capable of describing possible
heteroscedastic noise variances, which are indicated by the smaller MSLL values in the
figure. But this superiority of FITC comes at the cost of worsening the accuracy of
prediction mean, resulting in larger SMSE values.
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Figure 6: Comparative results of VFE, SVGP, FITC, RBCM and GPoE on the five real-world datasets.
The results of full GP are provided for the airfoil dataset with n = 1200. Note that the GPoE has
no MSLL symbols on the protein dataset since it produces invalid MSLL values in all the ten runs.
Similarly, we only show five success runs of GPoE in terms of MSLL on the chem dataset.
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Figure 7: The boxplots of log σ2
∗
estimated by FITC and GPoE in a run on the protein dataset.
As for the two local scalable GPs, due to the individual experts, the GPoE captures
better predictive distributions on three out of the five datasets, and produces more ac-
curate predictions on the protein dataset. However, it is observed that the GPoE yields
invalid prediction variances on the protein and chem datasets due to the existence of local
over-fitting. For instance, Fig. 7 depicts the log σ2∗ values estimated respectively by FITC
and GPoE, since both of which can capture the heteroscedasticity in noise variance, on
the protein dataset. It is observed that in comparison to FITC, the GPoE produces many
extremely small prediction variances due to local over-fitting. These extreme prediction
variances of GPoE, as low as nearly e−35, in turn bring invalid MSLL with the value up
to 6.59× 1010. Besides, it is observed that compared to the RBCM, the individual treat-
ment of GP experts in GPoE often induces ill-conditioned kernel matrix, especially in the
scenario with many experts. This prohibits the model inference. The local over-fitting
and the ill-conditioned phenomenon of GPoE could be alleviated by using a small M ,
i.e., large experts that can take into account the the spatial correlations. But this would
degrade the model capability and improve the complexity of GPoE. Hence, in practice
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we prefer RBCM, unless there exist some tricks to guard against local over-fitting and
ill-conditioned kernel matrix in GPoE.
Finally, the comparison between global and local scalable GPs shows that the local
attention mechanism enables RBCM to produce smaller MSLL values than that of VFE
and SVGP in four out of the five datasets, and smaller SMSE values in three out of the
five datasets.
5.2.2. Impact of model parameters
It is found that the model parameters, e.g., the inducing size m and the number M
of experts, affect the performance of scalable GPs. More inducing points bring better
distillation of training data for sparse approximations, while more experts enhance the
localization by taking into account more local patterns for local aggregations. Hence,
this section seeks to run global and local scalable GPs using various model parameters in
order to investigate their controllability. i.e., explicitly controlling the model performance
by tuning m or M .
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Figure 8: Impact of varying inducing size m or number M of experts on the performance of scalable GPs
on the airfoil dataset. The shaded region represents two times the standard deviation over ten runs.
Fig. 8 depicts the modeling results of scalable GPs using different m or M values
on the airfoil dataset. The results of scalable GPs on the remaining four datasets are
provided in the Appendix. Note that the GPoE is not included in the comparison due to
the unstable performance induced by local over-fitting and ill-conditioned kernel matrix.
The results in Fig. 8 and the Appendix indicate that VFE, SVGP and FITC provide
better predictions with the increase of inducing size m. It is because more inducing
points bring closer approximation to the full GP. This on the other hand indicates their
good controllability: we could improve the predictions by simply increasing m.
However, it is interesting to observe that the RBCM provides similar predictions with
differentM values on not only the airfoil dataset but also the protein and sarcos datasets
in the Appendix. This is caused by the local attention mechanism which considers local
features, thus enabling RBCM to provide better and more robust estimation of the
hyperparameters in comparison to VFE and FITC. More precisely, Fig. 9 depicts the
estimated noise variance σ2ǫ of VFE and RBCM using different model parameters on the
airfoil dataset. As the ground truth, the noise variance estimated by the full GP on this
dataset has an average value of σ2ǫ = 0.0218. It is observed that by using different M
values, the RBCM is always capable of providing a small σ2ǫ close to that of full GP.
On the contrary, the VFE provides a too conservative σ2ǫ when using a small inducing
size. The estimated σ2ǫ becomes closer to that of full GP with increasing m at the cost
of higher computing complexity.
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Figure 9: The estimated noise variance σ2
ǫ
of VFE and RBCM using different model parameters on the
airfoil dataset. The shaded region represents two times the standard deviation over ten runs.
In comparison to the conservative VFE, SVGP and FITC, the local attention helps
RBCM quickly obtain a good estimation of σ2ǫ , which in turn encourages better predic-
tions on some datasets. However, this is often not the case for complicated datasets with
heteroscedastic noise, like the chem and sdss datasets. In these datasets, some subre-
gions with small noise variances favor a small estimation of σ2ǫ , which however is not
beneficial for other subregions with large noise variances. This inbalance becomes more
serious when M is large, since now we are forced to handle more localized regions. For
example, as shown in Fig. 14 in the Appendix, the RBCM provides poorer predictions
with the increase of M .
The inconsistent performance of RBCM w.r.t. the number of experts on the five
datasets indicates a poor controllability of RBCM, since it is unclear how to improve its
performance by tuning M .
5.2.3. Impact of the initialization of hyperparameters
It is known that we train the GP by maximizing the marginal likelihood p(y), which
however is usually a non-convex optimization problem. Hence, this section investigates
the robustness of scalable GPs, including VFE, FITC and RBCM, to the initialization of
hyperparameters, including the SE kernel parameters {l1, · · · , ld, σ2f} and the noise vari-
ance σ2ǫ , on the airfoil dataset. Particularly, we randomly initialize the kernel parameters
and the noise variance as li ∼ random(0, 1), σ2f ∼ random(0, 1), and σ
2
ǫ ∼ random(0, 0.5)
in order to produce 100 instances.
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Figure 10: Impact of the initialization of hyperparameters on the performance of VFE, FITC and RBCM
on the airfoil dataset.
Fig. 10 depicts the boxplots of the three scalable GPs with respect to 100 initializa-
tions of hyperparameters on the airfoil dataset. Some of the outliers in the boxplots
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represent the failure runs since they provide poor SMSE (close to one) and MSLL (close
to zero). Here, we define a failure run wherein the SMSE is larger than 0.8 and the
MSLL value is larger than -0.3. It is observed that the VFE fails in 19 out of the 100
runs, the FITC fails in 7 runs, and the RBCM has no failure run. The results indicate
that the RBCM is robust to various initializations of hyperparameters, because (i) as
explained before, it uses the local attention to help estimate the hyperparameters well;
and (ii) compared to VFE and FITC which have a large parameter space by considering
the additional inducing parameters, the RBCM has a narrow parameter space due to the
sharing of hyperparameters across experts.
6. Conclusions
This paper studies representative scalable GPs including the sparse approximations
and the local aggregations on two toy examples and five large-scale real-world datasets.
We summarize below their characteristics in terms of scalability, capability, robustness
and controllability.
For sparse approximations including the prior and posterior approximations, we have
the following findings from the numerical experiments:
• In terms of scalability, all the sparse approximations except SVGP have the same
time complexity of O(nm2). The SVGP reorganizes the variational lower bound
such that it factorizes over data points, thus reducing the complexity to O(bm3)
via SGD;
• In terms of capability, most of the prior approximations provide poorer predictions
than the posterior counterparts. Particularly, the FITC captures heteroscedastic
noise at the cost of worsening the accuracy of prediction mean. The posterior
approximations including VFE and SVGP are preferred since they are faithful
approximations of full GP.
• In terms of robustness, the sparse approximations are sensitive to the initialization
of hyperparameters, because of the augmented parameter space by considering
inducing and variational parameters.
• In terms of controllability, it is observed that VFE, SVGP and FITC generally offer
better predictions with increasing m.
For local aggregations including GPoE and RBCM, we have the following findings
from the numerical experiments:
• In terms of scalability, the training complexity of local aggregations is the same
as most sparse approximations when we have the training size m0 = m for each
expert. But the test complexity is a bit higher since we need the predictions from
M experts.
• In terms of capability, the GPoE that allows individual hyperparameters for experts
is capable of capturing non-stationary features. However, with increasing M , the
local over-fitting and the possible ill-conditioned kernel matrix would significantly
degrade GPoE’s generalization capability, rendering it impractical. Contrarily, the
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RBCM (i) shares hyperparameters across experts to guard against over-fitting and
(ii) estimates the hyperparameters well due to the local attention mechanism.
• In terms of robustness, the RBCM is robust to the initialization of hyperparameters
on the airfoil dataset due to the local attention mechanism.
• In terms of controllability, it is unclear how to tune the number M of experts for
RBCM.
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Figure 11: The radar plot to illustrate the representative global and local scalable GPs in terms of
scalability, capability, robustness and controllability.
According to the above conclusions, Fig. 11 summarizes the characteristics of four
successful global/local scalable GPs including VFE, SVGP, FITC and RBCM in terms
of scalability, capability, robustness and controllability. To further improve the model
capability while retaining the scalability, alternatively, we may combine sparse and local
approximations together such that the hybrid could (i) guard against local over-fitting,
and (ii) capture non-stationary features. Another promising avenue is the combination
of scalable GPs and the well-known feature extractor, deep neural networks, to further
boost the representational capability and scalability for big data [56, 57].
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A. Appendix
Fig.s 12-15 below depict the impact of varying inducing sizem or numberM of experts
on the performance of scalable GPs on the protein, sarcos, chem and sdss datasets,
respectively.
VFE
200 300 400 500
0.45
0.5
SVGP
200 300 400 500
0.45
0.5
FITC
200 300 400 500
0.42
0.44
0.46
0.48
RBCM
20 40 60 80 100
0.45
0.5
0.55
VFE
200 300 400 500
-0.4
-0.35
SVGP
200 300 400 500
-0.4
-0.35
FITC
200 300 400 500
-0.6
-0.55
-0.5
RBCM
20 40 60 80 100
-0.7
-0.6
Figure 12: Impact of varying inducing size m or number M of experts on the performance of scalable
GPs on the protein dataset.
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Figure 13: Impact of varying inducing size m or number M of experts on the performance of scalable
GPs on the sarcos dataset.
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Figure 14: Impact of varying inducing size m or number M of experts on the performance of scalable
GPs on the chem dataset.
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