We implemented an end-to-end 
Introduction
Inadequate access to information and ineffective communication among patient care team members are potential proximal causes of medical errors [1] . It is well documented that automated alerting systems can improve provider response time by efficiently detecting and communicating a wide variety of clinical conditions [2, 3] . It is also documented that the frequent occurrence of asynchronous messages in clinical data processing necessitates the inclusion of a general notification system as one of the core components of healthcare information management architectures [4] . Wireless handheld technology, including devices such as two-way alphanumeric pagers and personal digital assistants (PDAs), offers portability and mobile access to necessary information. While two-way pagers can receive messages and transmit responses wirelessly to any email address, PDAs offer more functionality, larger screen sizes and better input mechanisms. Additionally, PDA phones, such as the Blackberry handheld device, offer all-in-one solutions by combining the features of a cellular phone and PDA.
We successfully implemented a novel and complex system that delivers content to medical providers based on their roles and hospital notification policies at the time of a clinical event. We used IBM's WebSphere EveryPlace Access (WEA) and the Intelligent Notification System (INS) for delivering the notifications [10] . INS is capable of delivering notifications across a heterogeneous set of mobile gateways that support mobile devices, pagers, instant messaging, SMS and email. INS also allows the user to define different set of devices to receive notifications of different priority, for e.g. a user can specify that the Normal messages are notified using BlackBerry device and Urgent messages are notified using Email, Pager and the BlackBerry device. However for this project, our design was predominantly centered on the delivery of the clinical notification using the new Blackberry "mobile data push" technology. As such, our system delivered secure, time-sensitive patient data to the "right person" at the right time -as long as the device remained powered on and in-network. As we began our preliminary clinical trials, we encountered numerous challenges associated with disconnection and lost mobiledelivery laboratory results. In designing a solution to this problem, we created and implemented cascading faulttolerant message delivery policies.
Problem
Mobile devices are increasingly a key element in critical business applications, as well as in our daily lives. Critical applications require a high degree of confidence that actions will be done with certain reliability guarantees [6] . However, transient failures in network and device are common for mobile handsets [5] . Our objective for this project was to provide secure and reliable messages related to critical medical events to the right physician in a timely manner. In our solution we anticipated the need to accommodate minor network outages, loss of signal strength and cellular dead zones. In a hospital environment, loss of connectivity to a device is very common. There are cellular dead zones within the building, physicians are very mobile within the hospital, and in some areas (e.g. the intensive care unit or ICU), hospital regulations require that devices be turned off in order to prevent possible interference with medical equipment. We planned to overcome this by storing undelivered messages, and resending them when the target device was back in communication. However, in addition to these communications challenges, during our deployment of the solution, we came across some major unanticipated problems. We experienced:
• Cellular data network outages lasting for hours; and in one case for days. Note that the outage did not involve the heavily used cellular voice network.
• Human error on the part of the system administrator during configuration changes in middeployment. This affected messages delivered to all devices on the wireless network. User error affecting individual devices also occurred.
• Problems in the message delivery middleware system for the devices. Messages not delivered due to devices being out of coverage were not reliably retransmitted once communication was reestablished.
• Random failure of the devices to register with the cellular data network. Even more than in most application domains, loss or severe delay of messages in the medical environment is of serious concern. Notification algorithms required in these scenarios must be fail-safe; unless "positive" acknowledgement is received, the message must be delivered to another responsible party [7] . Further, we discovered that physicians will not even proceed with testing if the system is not reliable. They will adopt a system only if it is fast, reliable, easy to use and provides benefit without increasing their existing process time.
Solution
We implemented a novel and complex system of cascading hospital policies in our solution to provide fault tolerance in a heterogeneous environment with both wired and wireless endpoints. Different approaches have been used in other solutions to provide reliable delivery of messages over a specific network. One technique employs a Store-and-Forward service: the message to be forwarded is stored in a temporary local cache, and is transmitted when the network connection is available again [8] . Another approach lies in transmitting the alert to a call center rather than to an individual (e.g. a Managed Care Center) [9] . Our approach towards fault tolerance is different from existing work. We have approached the problem as one of guaranteeing message delivery to the most appropriate of several valid recipients, using any available device and network in a timely manner, rather than guaranteeing message delivery to a particular device.
In our solution, hospital notification policies are used to define a cascading series of roles and users who are to be notified by the system. When messages are sent, a positive acknowledgement is expected from the recipient in a specified timeframe. If this does not occur, the next user in the series is notified. Notifications can be sent to different devices with different priorities using different wireless, cellular and wired networks, thus avoiding a problem specific to any given network or middleware platform. We also defined the concept of a final catch-all user, able to receive messages on the most reliable network. The messages are sent to this catch-all user if there is no positive acknowledgement after exercising all the policy definitions, that is, if we have exercised the full chain of recipients without receiving a response. Note that user errors in entering hospital notification policy definitions, role assignments and the like will result in the messages being sent to the catch-all user, thus allowing graceful correction. Further, we note that a hospital administrator need not be versed in the failure modes of different devices or networks in order to create these policies; policies are based on domain specific requirements of role and hierarchy, independent of the underlying physical infrastructure.
Users may provide a message acknowledgement from the BlackBerry device or from any other device, including desktops, capable of accessing a web interface. If the user is notified on multiple devices, they may choose to provide acknowledgement using any of the available devices. Users can provide a negative acknowledgement if they do not accept responsibility for handling a message. This may occur if the user believes the message has been erroneously sent to them, or if they are unable to handle the message due to exigencies of the moment.
An example of a set of hospital notification policies is given in Table 1 . We define 4 users: Intern1, Intern2, Resident and the Hospitalist in increasing order of hierarchy. Messages are initially delivered to the responsible intern with a Normal priority, as determined from the patient information and hospital schedules. In Table 1 , we show the first delivery attempt is retried with the same recipient but with an Urgent priority if there is no positive acknowledgement within the specified period of 10 minutes; afterwards they escalate to those in higher authority: first the Resident, then the Hospitalist.
If no positive acknowledgment is received from the last one on the chain, then the catch-all user is notified via Email. We assume that the Email system is the most reliable network and the catch-all user has been configured properly by the system administrator (note that the catchall user does not appear in the policy definition). When the catch-all user has received a message, due to error or circumstance, it is that user's responsibility to physically track down a responsible person using any means of communication available. Physicians are uncomfortable with systems that are not reliable from the beginning. While clinicians develop coping mechanisms to deal with miscommunications (e.g. questioning results that do not "fit" the pathophysiology, seeking test results that should have been available by now), such coping increases the burden on them. Lack of confidence in the system quickly results in lack of adoption. Because of this, even a system used on a trial basis must be reliable, or negative early reports will prevent further deployment. Figure 1 shows the flow of events that take place in our system, from the generation of the alert information, to the acceptable disposition of the message.
Once we implemented the cascading policies and the catch-all user concept, we were able to reliably deliver content to medical providers based on their roles and hospital policy. Deployment in real world environments of necessity entails equipment and network failures, and user errors. In using policies and cascades geared to the requirements of the specific domain, and the specific business entity, we were able to ensure satisfactory message delivery. 
Concluding Remarks
During the course of our trial we learned the following:
• In medical environment, early failures in reliability will predispose the physicians from using the system, even if the system is made reliable at a later time.
• Cascading policies can provide reliability across failures in the different network, devices and middleware solutions. Policies should be associated with business requirements rather than infrastructure attributes.
• There should be a catch-all user defined to receive messages over the most reliable network. This user is notified for all messages that are not positively acknowledged by any user, and also if the policy definition does not resolve to any valid user due to 
