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Chapter 1 - General Introduction
1The purpose of our perception of the world is to enable us to act in it (Gibson, 1979). In a majority of situations, we rely on vision to guide us through our environment. To achieve 
this, our visual system builds a detailed representation of the world surrounding us and 
highlights parts that are of interest to the organism. In this chapter, we will introduce 
the current state of our understanding of how the brain achieves this task.
The path of visual information to V1
The discovery of visual receptive fields (RFs) and their feature selectivity of cells in 
the visual cortex of cats by Hubel & Wiesel (Hubel and Wiesel, 1959) was a tremendous 
step in the field of visual neuroscience. They described that neurons in the primary 
visual cortex (V1) increase the rate at which they send electrical signals along their 
axons (spikes) if a bright bar is moved over a certain, small, and well-defined, area in the 
visual field. This area is called the receptive field (RF). Hubel and Wiesel additionally 
discovered that cells in V1 preferred certain orientations of the small illuminated 
bar that was presented. These discoveries define two features cells respond to, the 
location and orientation of a line, and initiated the still ongoing effort of mapping 
feature preferences of cells in the visual brain areas. Inspired by this experimental 
discovery Hubel & Wiesel developed the feed-forward model of computing in the 
brain (Hubel and Wiesel, 1962). They suggested that V1 cells compute orientation 
tuning by combining on- and off RFs of neurons in the dorsal lateral geniculate 
nucleus (dLGN) in a very specific manner that renders them orientation-selective 
(Fig. 1). This is a great example of how lower, simpler, representations in the visual 
system (bright and dark areas in the visual field) are transformed into a more complex 
representation (an oriented line).
Orientation tuned cells in V1 thus reflect a representation of oriented contours in V1. 
The tunings of cells to all possible orientations reflects all contours present in the 
visual input. Orientation is not the only feature cells in V1 are interested in, the same 
cells are also tuned to contrast, spatial frequency, color, and possibly other features 
that we have not discovered yet. This means that cells in V1 may be part of many 
representations, depending on what they are tuned to.
LGN cells
V1 cell
V1 cell RF LGN cell RF LGN cell supressive surround
Figure 1. Orientation tuning in V1. Simple cells in V1 integrate information sent by cells from the dLGN. LGN 
cells have circular RFs with a driving central (green) and a suppressive surround (red) zone. By integrating the 
activity from multiple cells with RFs aligned on a line the V1 cell aquires a preference for oriented lines (yellow). 
Hubel and Wiesel (1962)
Figure 2. Visual areas in the mouse. V1 of this mouse was injected with three colored tracers that project 
forward. The colored blobs in higher areas show that the retinotopy of V1 can be found several areas, suggesting 
that the mouse has a hierarchically organized visual system, where connections go from V1 to higher visual 
areas and back Wang and Burkhalter (2007).
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1Visual hierarchyThe visual system is organized in individual areas. These areas are defined as patches 
of the brain that each represent the whole of the visual field (Fig. 2) and maintain 
the spatial structure of the outside world in their representation (retinotopy). It is 
then possible to map the connections between these areas and create a hierarchical 
structure, where each area is assigned a position, depending on its connections. The 
hierarchy of the visual system in the brain of non-human primates is well established. 
Many studies have been conducted to map out which area projects where. Fig. 3 shows 
the areas of the visual system in non-human primates and their connectivity (Felleman 
and Van Essen, 1991). It quickly becomes evident that there is a lot of connectivity 
between the areas of the visual cortex. Similar mapping efforts have been conducted 
in the brain of mice. While mice have quite coarse vision they nonetheless possess 
a hierarchical visual system (e.g. Wang and Burkhalter, 2007, see Fig. 2) that shares 
many properties with the visual systems found in primates (Niell and Stryker, 2008) 
and mice actively use vision, among their other senses, to hunt for insects (Hoy et al., 
2016). These properties, together with the advent of very sophisticated tools (Kaiser 
and Garrett, 1961; Boyden et al., 2005; Svoboda and Yasuda, 2006; Chen et al., 2013) 
make the mouse a very attractive model system for visual neuroscience (Huberman 
and Niell, 2011; Katzner and Weigelt, 2013).
Two streams
There are two processing streams in the visual cortex, the medial and the dorsal 
path (Goodale and Milner, 1992), which extract different features from the visual 
environment. The medial/temporal pathway, starting in V4, extracts information 
about shape and color (Pasupathy and Connor, 1999) and is assumed to form the 
basis for neural representations of objects (Fig. 4). These abstract representations 
are then combined into actual representations of objects further along the hierarchy 
in the inferior temporal cortex. A famous example of an area in this pathway is the 
fusiform face area that was identified using fMRI (Kanwisher et al., 1997), and as the 
name suggests, is tuned for faces. These higher order visual areas of the temporal 
lobe are not only studied using non-invasive techniques, such as fMRI, but also using 
electrophysiology in monkeys (Tsao et al., 2003). Even single neuron recordings in 
humans are available (Quiroga et al., 2005). Epilepsy patients were implanted with 
electrodes in their temporal lobe that allow recording of single cells. Besides the 
clinical relevance in locating the source of the epileptic activity, this technique also 
allows fundamental research on neural processing in humans. Neurons in the human 
temporal lobe selectively respond to particular persons, with a famous example 
being the Jennifer Aniston cell (Quiroga et al., 2005). The other pathway is the dorsal 
pathway, which goes through area MT in monkey (V5) to the parietal cortex. The 
Figure 3. The primate visual system and its connections. This map shows the connectivity of visual areas in the 
macaque brain. While not quite up-to-date anymore it still illustrates the vast amount of connections between 
the areas and how almost every area is connected to every other area (Felleman and Van Essen 1991).
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1A
B
Figure 4. The ventral and dorsal stream. A, the two streams are illustrated on the human brain. Activity flowing 
towards the motor cortex carries information about where objects are, while the ventral stream going along the 
temporal cortex extracts in which objects are in the image. B, a similar segregation of visual areas was proposed 
in the mouse and is illustrated on the right( Wang et al.,2011).
dorsal pathway is heavily connected to the motor system (Rizzolatti et al., 2001) and 
provides information about where objects are located in space and how to interact 
with them. Interestingly, a similar separation of pathways has been suggested in the 
mouse (Wang et al., 2011).
Information flow in the brain
After discussing the organization of the visual hierarchy, the concept of directional 
processing is introduced. The flow of information from a lower area (closer to the 
input/retina) to a higher area is considered feedforward processing. An example 
described above was how the LGN forwards information to V1 and how this process 
allows orientation tuning to arise. It is a perfect example of the powerful computations 
that can be achieved by transmitting information in a feed-forward manner. The 
connections from cells in the LGN to cells in V1 are driving connections, which means 
that the cells in V1 do not respond very much unless they receive input from the the 
cells in the LGN. The concept is closely linked to the idea of the RF as described above. 
The feedforward or classical RF is the area of the visual field that the cell responds to 
by firing action potentials.
The limits of feedforward processing
Many phenomena known today cannot be explained exclusively by feed-forward 
propagation of information. One of the simplest of such phenomena is the size tuning 
of cells (Knierim and van Essen, 1992). Size tuning is caused by surround suppression 
(Fig. 5, red), a suppression of responses to stimuli that extend beyond the classical 
RF of a cell. This implies that cells do not just respond to the area that is the classical 
receptive field, but are also influenced by the content of a larger region in space, 
the so-called extraclassical receptive field. Because the feedforward projections only 
provide information regarding visual features inside the classical RF, the suppression 
has to be driven by input from other cells that have their RFs on the surrounding 
area. This requires that the visual system consists of more than just a feedforward 
hierarchy of more and more complex representations of the visual scene. Cells must 
make connections with their neighbors in the same area. These connections are called 
lateral connections, and are typically inhibitory (Hartline et al., 1956). The inhibitory 
connections can influence how strongly the target cells in their neighborhood respond 
to a driving input. Receiving input through these connections is not enough to drive 
the firing of action potentials. These connections allow information to spread within 
an individual area.
1514
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1Orientation dependent release of surround suppressionSurround suppression is sensitive to the composition of the visual stimuli used to 
stimulate the visual system. Gratings, patches of black and white stripes that repeat at 
a certain frequency and have an orientation are frequently used for stimulating V1 (Fig 
5). By introducing an orientation difference between the central patch of the grating and 
the surrounding area the suppressive effect of the surround is lowered (Self et al., 2014). 
Lateral suppression among cells with the same orientation preference appears to be 
stronger than it is between cells tuned to different orientations. The edge interrupts the 
spread of lateral inhibition leading to less surround suppression (Fig 5, green). However, 
the decrease of inhibition is not just visible at the edge but can also be measured at 
the center of a grating that is much larger than an individual RF (large gratings in Fig 
5). This cannot be explained by a simple release of lateral inhibition. The release of 
inhibition at the center of such a figure is thought to be caused by feedback, which will 






Figure 5: Size tuning and surround suppression: Cells in V1 have a preferred size. The red line indicates the 
response of a cell (x-axis) to gratings (patches of black and white stripes with a given orientation and spatial 
frequency) of increasing size (y-axis) without an orientation contrast. The response peaks when the grating 
fills the RF. Once the grating extends beyond the RF the cell receives suppression from neighboring cells that 
lower its firing rate. If there is an orientation edge in the stimulus, the large stimuli are less suppressed (green).
Role of Feedback
Cells also connect to each other is in the feedback direction. Thereby cells from a 
higher visual area, such as V4, connect back to the cells in a lower visual area such as 
V1. These connections are also able to modulate the activity in the area they project 
to. This allows important computations in the brain that would be impossible using 
purely feedforward networks (see below). Through feedback, a higher order 
representation can refine the information in a lower order representation which allows 
the computation of much more complex features in quite simple representations.
Feedback signals have been studied extensively in V1 of macaque monkeys, and it was 
postulated that they are responsible for labeling of figure regions in the visual scene 
(Lamme, 1995) and guiding visual attention (Roelfsema et al., 1998). The quite basic 
representation of features in V1 appears to be influenced by upstream areas, adding 
information about which parts of the visual scene are of particular interest to the 
observer. Further studies have been performed in humans using fMRI that show similar 
effects to those observed in monkeys (Gandhi et al., 1999; Martínez et al., 1999; Somers 
et al., 1999). However, the mechanisms by which feedback signals influence the activity 
in V1 are not well understood yet.
Figure Ground
As discussed above figure edges seem to be detected due to a release of lateral inhibition 
at the site of a feature contrast (e.g. an orientation difference in gratings, Fig. 6A) in the 
visual scene. Additionally, in monkey V1, it has been observed that not only the edges 
of a figure are released from inhibition, but also the center of the area defined by the 
orientation contrast. This area appears as a figure (Fig. 6B), and cells show a stronger 
response to the center of this area compared to an identical texture that is not part of a 
figure. This differentiation in neural responses happens after a delay (Fig. 6C) (Lamme, 
1995; Self et al., 2013). The delayed release of inhibition on the center of the figure is 
observed when the figure is too large for the RF of an individual V1 cell to cover the 
edge of the figure. The cell initially responds as it would to a full-screen grating, but 
after a short delay it enhances its response when the RF falls on a figure (Fig. 6C). This 
information has to come from somewhere else, as the edge of the figure is not part of 
the RF of the cell. Cells in higher visual areas such as V4 have much larger RFs and can 
detect the presence of a figure in their feed-forward response (Poort et al., 2012). The 
current theory here is that the cells in higher visual areas project the information of 
being part of a figure representation back to cells in V1 (Roelfsema et al., 2002). 
This theory is very hard to test in a monkey, as it requires to selectively interrupt 
the feedback signal to V1 to show that the modulation is affected, and as a second task 
the cortical microcircuits involved in this computation have to be identified to 
understand which connections are involved in conveying the information about figure 
and ground identity. Both these tasks are much easier to perform in the mouse model, 
where recent methodological advances introduced targeted manipulation (Boyden et 
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1al., 2005) and observation (Tian et al., 2009) of neural populations. However, to study the mechanism behind feedback in mice it must first be established 
that they can detect figures and whether or not we can see a modulation in the responses 
of their visual system to figure-ground stimuli occur that resembles the feedback profile 
observed in monkeys (Fig. 6D).
Figure 6. Edge detection and figure segregration. A, edges can be detected in a feed-forward progress as there is a feature 
contrast that defines them (difference in orientation of the lines defining the texture). This process leads to an early 
difference in the neural response of RFs falling on this edge (red circle in B), compared to the response to the background 
(green circle in B). B, texture made from orientieted lines with a figure defined by orientation contrast (indicated by the 
red outline). Different RF positions are indicated by the circles. C, the center of the figure can however not be detected in a 
feed-forward process. The response to the center of the figure (red circle) and the background (green circle) is initially the 
same. The segregation relies on feedback from a higher visual area that only arrives after a delay.
If this is achieved it should be possible to show a causal link between modulation in 
V1 and the capability to segment figures from the background. To do this it would 
be necessary to allow the feedforward activity to propagate through the brain, while 
disrupting activity at the time when feedback arrives. A task that can be solved purely 
through feedforward processing will not be affected in this scenario, while one that 
requires feedback to be performed will be. This has not been tested in monkeys yet as 
it is not possible to block neural activity in a temporally and spatially defined manner 
with sufficient power to silence whole regions in monkeys. 
Disinhibitory circuit in the mouse
The brain consists of two major classes of neurons, one type excites other neurons 
and can therefore drive responses, while the other type of neurons inhibits other 
neurons. The first class is called pyramidal cells and is responsible for feed-forward 
propagation of signals across the brain. The inhibitory cells are purely modulatory 
and likely play a role in processing feedback. There are three types of interneurons in 
the mouse that can readily be classified by their molecular profile: SOM interneurons 












Figure enhancementA B C
PV interneurons express parvalbumin. For a more detailed overview of the different 
interneuron types and what is known about them see Callaway (2016). Two of these 
interneuron types directly connect to pyramidal cells: Cells expressing parvalbumin 
are themselves driven by pyramidal cells and appear to act as a gain control (Atallah 
et al., 2012) (Fig. 7). SOM cells inhibit pyramidal cells by targeting their dendrites and 
play a role in generating surround suppression (Adesnik et al., 2012; Nienborg et al., 
2013). VIP cells do not connect directly to pyramidal cells, but work in cell cultures has 
revealed that VIP cells target SOM cells and that these two types of interneuron form 
a microcircuit in the cortex that enables VIP cells to release inhibition of pyramidal 
cells (Fig. 7), rendering them to be disinhibitory (Harris and Shepherd, 2015). This 
property makes the microcircuit an excellent candidate for receiving feedback 
from higher visual areas and being involved in modulating the activity of regions 
















Figure 7. The cortical microcircuit in the mouse. A, four cell types form the cortical microcircuit. Activity in 
pyramidal cells drives PV cells who in turn inhibit pyramidal cells and act as a gain control. SOM cells inhibit 
pyramidal cells and can modulate their response. By in turn inhibiting SOM cells VIP cells can release inhibition 
of pyramidal cells through SOM cells. B, this circuit is a good candidate for causing suppression on areas of the 
visual scene containing the ground, where SOM cells are driven by feedback. In areas with a figure VIP cells are 
also driven, releasing the supression of the SOM cells.
Attention
Top-down effects are generally assumed to be involved in cognitive functions that 
influence processing in sensory areas and they are frequently studied in the visual 
system. Top-down effects are assumed to act through feedback of frontal areas on 
the sensory areas of the brain. Spatial attention is such a top-down effect and has 
been extensively studied in human behavior. The neural effects of spatial attention 
in the visual system have been described in monkey visual cortex (Roelfsema et 
al., 1998), where it causes an enhancement of firing rates compared to unattended 
conditions. Both figure-ground modulation and spatial attention have been shown to 
1918
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1modulate the neural activity of the visual cortex of monkeys (Poort et al., 2012). Very recently a study showed that mice can selectively attend visual stimuli (Wang and 
Krauzlis, 2018). Therefore it is hypothesized that spatial attention and figure ground 
modulation are both realized through the same mechanisms (Fig. 8). A widely used 
paradigm to study visual attention in humans is the Posner task. The Posner task 
is a visual discrimination task that is facilitated by spatial attention (Posner, 1980). 
The subjects attention is guided to one side of a screen. If a stimulus is presented 
in the indicated location, responses are faster and/or more accurate than they are if 
the stimulus is presented on the wrong side of the screen. This task should allow the 
application of the same methodology we used to study figure-ground signals in the 
mouse on spatial attention. It would allow testing how spatial attention is facilitated 
on the level of the cortical microcircuit. It would also allow to selectively disrupt the 
effect of spatial attention on the animals’ behavior, further testing the similarities 














Figure 8. Attention and figure-ground modulation may be caused by the same neural process. 
A, in the Posner task attention is directed to either side of the screen by a central cue. If attention 
and FGM have the same underlying neural process we would expect a stronger VIP response in 
the attended hemisphere and an increased SOM response in the non-attended hemifield. If the 
cue was valid the visual stimulus arrives in the hemisphere with disinhibited pyramidal cells, 
leading to a stronger neural response. If the trial is invalid, the stimulus will arrive in the hemisphere 
with inhibited pyramidal cells. B, this may be the explanation for the well known phenomenon of 
faster responses to validly cued stimuli and slower responses to invalidly cued stimuli.
Iconic Memory
Attentional selection and figure ground processing are examples of how the brain 
appears to focus resources on relevant parts of an image as the processing capacity of 
our brain is not high enough to fully process everything in our surrounding (Desimone 
and Duncan, 1995). These different levels of processing are also reflected in the different 
types of memory stores that have been identified. Just like the whole visual world 
undergoes some basic processing, everything we perceive is stored in the visual system 
for at least a brief moment. This very short term representation of the visual world is 
typically called the iconic memory (Sperling, 1960; Haber and Standing, 1969; Loftus 
et al., 1992). A small part of the information in the visual field can then be transferred 
to the so called fragile memory, which, in humans, can hold approximately 15 items 
for up to 4 seconds (Sligte et al., 2008). From there information can enter working 
memory, where ~7 items can be kept in memory for much longer periods (Miller, 1956). 
While the brain areas and neural correlates of both fragile memory (Sligte et al., 2009) 
and working memory (see e.g. Goldman-Rakic, 1995 for a review) are understood, the 
research on iconic memory is almost purely behavioral (see above), and the work done 
regarding its neural implementation lacks a link to behavior (Nikolić et al., 2009). It 
is unknown if activity in a certain brain area is correlated with the performance in 
an iconic memory task. Loftus et al. (1992) introduced the concept of the worth of the 
iconic memory, which indicates how much extra exposure to a visual stimulus having 
an iconic memory is worth. The authors used the trick of masking the stimulus of 
interest to overwrite the iconic memory of the visual stimulus. It is possible to perform 
the same calculation for the neural representation of a visual stimulus by comparing 
the neural activity in the unmasked and masked conditions. This should allow finding 
brain areas that show a good match between the behavioral worth and the neural worth 
of the iconic memory. Mice, while they allow for a great variety of techniques to be 
used, are not the species of choice for such an experiment as their cognitive capabilities 
are quite limited, and memory tasks generally require learning activities that are more 
complex. This question calls for another model system, the macaque monkey, where it 
is possible to record neural activity while the animal performs a quite complex task.
Summary
While the feedforward flow of information in the brain is a powerful system to 
understand our environment it cannot explain all effects found in the brain. Two 
additional modes of processing, lateral spread of activity across brain areas as well 
as feedback processing are required. An example is the question of how the brain 
segregates a figure from the background. This topic has been under research for more 
than 20 years, but our understanding of the neural mechanism behind it is still limited. 
Recent methodological advances in mice allow new approaches to testing the neural 
mechanism of figure-ground segregation. Other effects in the brain, such as attention, 
may rely on the same mechanisms to focus processing on the most relevant parts of 
the visual world. The concept of iconic memory suggests that the whole fidelity of 
the visual world is briefly stored in our brain, but quickly fades away. The previously 
described mechanism may be responsible for selecting what needs to be maintained 
and processed further.
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Summary
The representation of space in mouse visual cortex was initially thought to be relatively 
uniform, with no strong biases towards any particular region of space. This contrasts 
with the primate visual cortex with its overrepresentation of the fovea, placing 
potential limits on the translation of research in mice to humans. Here we reveal a 
previously unsuspected organization of the visual cortex of mice that resembles that 
fovea-centric organization of human visual cortex. Using population receptive-field 
(pRF) mapping techniques, which allow estimates to be made of aggregate receptive 
field sizes, we found that mouse visual cortex contains a region in which pRFs are 
considerably smaller. This region, the ‘focea’, represents a location in space directly 
in front of, and slightly above, the mouse. Using two-photon imaging we show that 
the smaller pRFs are due to a more orderly representation of space and an over-
representation of binocular regions of the visual scene. We also show that RFs of 
single neurons in areas LM, AL and AM are smaller at the focea. Mice have improved 
visual resolution in this region of space and freely-moving mice make compensatory 
eye-movements to hold this region in front of them. Our results indicate that the 
representation of space in mouse visual cortex is non-uniform and mice have spatial 
biases in their visual processing. The presence of a focea has important implications 
for the use of the mouse model of vision. 
INTRODUCTION
The organization of the mouse cortical visual system resembles that in primates 
because it is organized into a primary visual area (V1), surrounded by a number 
of retinotopically organized higher visual areas (Wagor et al., 1980; Wang and 
Burkhalter, 2007; Marshel et al., 2011; Garrett et al., 2014; Glickfeld and Olsen, 2017). 
In primates however, the early visual areas have a foveal confluence (Zeki, 1969), a 
greatly expanded region representing the central 2° of visual space.  Mouse retinas 
lack a fovea, the region of the retina with greatly enhanced photoreceptor density 
in comparison to the periphery, and consequently mouse visual cortex does not 
possess a foveal representation. This has implications for the use of the mouse as a 
model for the human visual system. For example, it might be unnecessary for mice 
to move their eyes to bring interesting objects into a specialized region of the retina 
for more detailed analysis. However, previous studies suggested that the mouse 
retina is not entirely uniform (Dräger and Olsen, 1981; Bleckert et al., 2014) and that 
the representation of space in mouse visual cortex may be enlarged for particular 
regions of the visual scene (Wagor et al., 1980; Schuett et al., 2002; Garrett et al., 
2014). To determine whether there might be regions with enhanced spatial resolution 
in mouse visual cortex we investigated the representation of space using population 
receptive field (pRF) mapping (Wandell et al., 2007; Dumoulin and Wandell, 2008). pRF 
mapping is a forward-modelling technique in which the Gaussian profile that best 
fits the response of a point in cortex to mapping stimuli is taken as an estimate of the 
aggregate receptive field at that point (Supplementary Figure 1). The pRF approach has 
the advantage over traditional phase-encoded retinotopy that it allows estimates to be 
made of both the location and size of the aggregate RF. The maps of pRF size revealed 
a region, which crossed visual area boundaries, containing considerably smaller pRFs 
than surrounding regions. We pursued the neural organization of this region using 
electrophysiology and two-photon calcium imaging and found that the smaller pRFs 
were due to a decrease in the spatial scatter of RFs in a region in front of and slightly 
above the mouse, combined with increased cortical magnification in binocular regions 
of space. Mice had improved spatial resolution in this region of space and freely-
moving mice made eye-movements to compensate for changes in head-position to 
hold the region of smaller pRF size in front of, and slightly above, them.
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RESULTS
Wide-field imaging reveals a region with small pRFs
We measured the calcium responses to population receptive field (pRF) mapping 
stimuli (high-contrast checkerboard bars) through the intact skull of awake mice 
expressing the genetically encoded calcium indicator GCaMP6f (Dana et al., 2014) 
(Figure 1A). The responses from each pixel were fit with a pRF model in which the 
pRF is assumed to be a 2 dimensional Gaussian function (Supplementary Figure 1). 
The pRF model provided an excellent fit to the average calcium signals obtained in 
response to checkerboard mapping stimuli (Figure 1B) and the resulting maps of pRF 
azimuth and elevation closely resembled those of previous studies using traditional 
phase-encoded retinotopy (Figure 1C). The maps of pRF size (Figure 1D) revealed 
pRFs with sizes of approximately 40° to over 100° of visual angle (the full-width at 
half-maximum of the Gaussian function, FWHM). These estimates are considerably 
larger than single-cell receptive fields measured using electrophysiology which 
typically lie in the range of 10-20° (Niell and Stryker, 2008). Surprisingly, there was a 
clearly organized gradient of pRF sizes in V1. A distinct region with smaller pRF sizes 
Figure 1. Wide-field calcium imaging reveals a cortical region with small pRF size in mice. A, Calcium signals 
were imaged through the cleared skull of Thy1-GCaMP6f mice viewing checkerboard bars of different 
orientations and positions. B, The change in fluorescence in response to 31 different bar stimuli from an 
example pixel (red dots). The predictions of the pRF model are shown as black bars. The Pearson’s correlation 
between the model and the data of the example pixel was 0.99 (p <0.001). C, Example cortical maps showing 
the correlation of the pRF model (left panel), the azimuth of the best-fitting Gaussians (middle panel) and 
the elevation of the Gaussians (right panel) overlain on the brain imaged through the skull. The maps are 
thresholded at a correlation coefficient of 0.75. D, Maps of pRF size (the full-width at half-maximum of 
the best-fitting Gaussian). A region of smaller pRF size was observed in left and right visual cortex in all 
imaged mice. E, Average azimuth, elevation and pRF size maps from 24 mice (only the left hemisphere was 
imaged in these mice to examine visual area boundaries at higher resolution). The boundaries of V1 and 
other visual areas were identified using field-sign analysis and are overlaid on the maps as black lines. The 
maps of individual mice were re-centered on V1 and resized by the size of V1 before averaging. The region of 
small pRF size is centered on the lateral border of V1, but extends into higher lateral visual areas LM and RL. 
F, The relationship between pRF position and size. Azimuth and elevation values from individual pixels were 
binned. The red/green lines show data from the right/left hemispheres of 11 mice who were imaged bilaterally. 
The black line shows the average across mice. G, The size of pRFs can be visualized as a 3D surface and is 
approximately linearly related to the distance from a point in space at 0° azimuth and 20° elevation which 
we refer to as the focea. The surface was fit to the azimuth and elevation values using linear interpolation. 
H, An example from a single hemisphere showing that pRF size is linearly related to eccentricity from the 
focea. I, The distribution of the slope-coefficients, β, across all 22 hemispheres of bilaterally imaged mice, 
the average slope is shown by the dashed red line. J, The average map of cortical magnification factor (CMF) 
across 24 unilaterally imaged mice. K, The relationship between CMF and pRF location in 24 unilaterally 
imaged mice. CMF was highest at azimuths close to the vertical meridian (left panel), and increased in regions 
of azimuth below 30° (i.e. binocular regions). The relationship between CMF and elevation was less clear and 
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was surrounded by regions preferring larger sizes (Figure 1D). The region with small 
pRF sizes was centered on the lateral border of the primary visual cortex (V1), but 
extended into neighboring areas including LM, AL and RL (unilaterally imaged mice, 
see STAR methods, Figure 1E) in a region of cortex representing space in the binocular 
zone in front of the mouse. We investigated the relationship between the pRF location 
and size by binning the azimuth and elevation values of all V1 pixels and averaging pRF 
sizes per bin. pRFs were smallest at azimuths of 0° (i.e. directly in front of the mouse) 
and at an elevation of 20° above the horizontal plane (Figure 1F). When visualized as 
a 3D surface (Figure 1G) a region with small pRFs at approximately [0°, 20°] (Azimuth, 
Elevation) was evident, with pRF sizes increasing at larger distances from that point. 
We refer to the [0°, 20°] point hereafter as the focea to distinguish it from the fovea 
in primates. The surface was well-fit (r2 > 0.9 for left and right hemispheres of V1) 
by a linear model (see STAR Methods) in which the pRF size was proportional to the 
distance to the focea (hereafter denoted as re-centered eccentricity or r-eccentricity), 
with an average slope of 0.78 (RF-size per r-eccentricity, both in °; Figure 1I). Minimum 
pRF-size fits were obtained at [azimuth = -1°, elevation = 20°] in the left hemisphere 
and [azimuth = -1°, elevation = 17°] in the right hemisphere. The relationships between 
azimuth, elevation and pRF size were qualitatively similar in the higher visual areas 
that we could reliably map using this technique (Supplementary Figure 2). pRF sizes 
were larger in LM, RL and PM than in V1, but the smallest pRFs were still centered 
on approximately [0°, 20°]. In accordance with previous results (Wagor et al., 1980; 
Schuett et al., 2002; Garrett et al., 2014), the cortical magnification factor was higher 
Figure 2. Electrophysiology analysis of RF size. A, 24 awake Thy1-5.17-GCaMP mice viewed sparse noise RF 
mapping stimuli while multi-unit neural activity was measured across the different layers of V1 using a linear 
probe. B, Four example RFs showing the average change in spiking in response to each check position. The 
white circle denotes the FWHM of the best-fitting Gaussian. C, The azimuth (left panel) and elevation (middle 
panel) of the RFs across all animals. The binned average (bin size = 5°) is shown as the black line. RF size 
was relatively constant across different azimuths/elevations with the exception of one penetration at a more 
negative elevations where RF sizes were larger. Right panel, The relationship between r-eccentricity and RF size 
showed a weak, but significant positive relationship. Error-bars indicate S.E.M. D, The slope of the relationship 
between r-eccentricity and RF size was significant in the deep layers and layer 4, with a trend in the superficial 
layers. The slope did not differ significantly across laminar compartments (ANCOVA, F2,1524 = 1.6, p = 0.16). E, 
Two conceptual models of V1 that could account for the influence of r-eccentricity on pRF size in the wide-field 
data. The top left panel shows the position of model cell bodies in V1. The other panels show models in which 
RF positions are displaced purely by changes in cortical magnification factor (CMF), with lower magnification 
at higher eccentricities (middle) or purely by increased RF scatter at larger eccentricities (right). The black lines 
connected to each RF illustrate the displacement of the RF. (Lower row) Two equally sized analysis windows 
were drawn on the cortex, one at the foceal representation (red) and one in the periphery (green). The RFs of 
cells within the analysis window are shown colored in the right panels. An estimate of the pRF can be made by 
taking the convex-hull (shaded-region) of the RF positions in space. Both the CMF and scattering model result 
in smaller pRFs at the focea (compare the areas of the red and green regions).

































r-Eccentricity (deg.) r-Eccentricity (deg.) r-Eccentricity (deg.)




















































n = 838 n = 295 n = 397
p<0.001 p<0.001 p = 0.05























Chapter 2 - Mouse visual cortex contains a region of enhanced spatial resolution
2
close to the vertical meridian (azimuth=0°) but we did not observe an increase in 
the cortical magnification at an elevation of 20°, at the locus of the smallest pRF-
size (Figure 1J,K). We used a spherical correction to correct for flat-screen distortion 
(STAR Methods) and excluded that the small pRFs at the focea were caused by this 
correction (Supplementary Figure 3).
The size of the spiking receptive fields of cells varies weakly with 
eccentricity
The signals measured using wide-field calcium imaging contain contributions from 
different cellular compartments (e.g. dendritic arbors, axonal signals) and layers of 
cortex. To examine the relationship between r-eccentricity and RF size of spiking 
activity in the different cortical layers, we carried out laminar electrophysiological 
recordings in 24 awake mice in V1 (1548 recording sites in 80 penetrations) (Figure 
2A). RFs were measured using a standard sparse-noise stimulus and were fit with a 
2D Gaussian function (see STAR Methods, Figure 2B). Surprisingly, we observed only 
a very weak relationship between the RF size and the azimuth and elevation of the RF 
(Figure 2C). The slope of the regression of RF size on r-eccentricity was considerably 
shallower than in the wide-field data, though due to the large size of the dataset it was 
still significantly greater than zero (linear regression: β = 0.046; r2 = 0.013, p < 0.001). 
We also observed that cells with RFs located at very negative elevations (lower visual 
field) had much larger RFs, but this region was rarely targeted during our recordings 
and may have impinged upon the blind-spot of the mouse. The regression slopes were 
similar in the different layers (ANCOVA; interaction between layer and eccentricity: 
p = 0.16, Figure 2D). In spite of the slight increase of RF size with eccentricity in the 
electrophysiological data, the average RF size at the larger eccentricities remained 
below 30°, implying that it cannot account for the large increase of pRF size with 
eccentricity in the wide-field data (Figure 1H). How can these two datasets be 
reconciled? We generated conceptual models of mouse V1 (Figure 2E) to explore two 
non-mutually exclusive possibilities: 1) Our wide-field data and previous studies 
(Wagor et al., 1980; Schuett et al., 2002; Garrett et al., 2014) suggest that the cortical 
magnification factor (CMF) is highest close to the vertical meridian. If a larger region 
of cortex is dedicated to processing the focea compared to other parts of the visual 
scene then pRFs, as measured by wide-field imaging, would be smaller at the focea. 2) 
The representation of visual space is not perfectly organized and RFs show scatter at 
a local level (Hubel and Wiesel, 1974; Bonin et al., 2011). If the representation of visual 
space is better organized at the focea, then neighbouring RFs will exhibit less scatter 
and the aggregate pRF, as measured by wide-field imaging, will be smaller than at 
larger eccentricities. To independently determine the contribution of the two models 
to pRF size it is necessary to first estimate the cortical magnification function (CMF) 
at different locations in visual space and then examine the residual scatter of RFs 
from their location as predicted by the function. 
Two-photon imaging reveals lower scatter of RFs in the focea
Are the smaller pRFs at the focea in the wide-field imaging data due to increased 
CMF, decreased RF scattering or a combination of both effects? To address this 
question we examined the positional scatter of V1 RFs with two-photon imaging 
in layer 2 of three awake mice injected with an AAV vector encoding for GCaMP6f 
implanted with a cranial window. We measured the RFs with sparse-noise stimuli 
as described above for the electrophysiological experiments. We tiled most of V1 
with successive imaging fields and stitched the images together into a single large, 
high-resolution representation (Figure 3A). We first restricted our analysis to RFs 
measured from individual cell bodies (see STAR Methods). The relationship between 
the position of a cell’s RF in visual space and the position of its cell body in cortex 
can be approximated by an exponential function (Van Essen et al., 1984), and the 
slope of this relationship gives an estimate of the CMF (Figure 3B) (STAR methods). 
We estimated the CMF separately for the azimuth and elevation directions 
(Figure 3C). Magnification in the azimuth direction varied by a factor of two from 
approximately 0.01 mm.deg-1 in the periphery to 0.02-0.03 mm.deg-1 in the binocular 
zone (Figure 3C), confirming the findings from the wide-field data (Figure 1K). In the 
elevation direction, CMF was relatively constant with a value of ~0.04 mm.deg-1. To 
estimate the scatter of RF positions we examined the residuals between the exponential 
fits and the observed RF positions (Figure 3D). The residuals showed a ‘fanning-out’ 
profile with increased variability at larger eccentricities. We quantified RF scatter 
using the inter-quartile range of the residuals in sliding windows between 0 and 
50 degrees eccentricity. In all three mice, there was a significant linear relationship 
between RF scatter and eccentricity (Bootstrap test, see STAR methods, all mice: 
p < 0.01, Figure 3E) suggesting that the representation of visual space is better 
organized at the focea than elsewhere. We next examined whether this decreased 
scatter could explain the relationship between r-eccentricity and pRF size observed 
in the wide-field data, using a method that we will refer to as “scatter analysis”. In this 
analysis we estimated pRFs by pooling single-cell RFs within analysis windows of 
different sizes drawn on the cortical surface. The pRF was estimated as the convex-
hull of the single-cells’ RFs in visual space (Figure 3F) (see also STAR Methods). We 
found a clear and consistent linear relationship between r-eccentricity and pRF size 
(an example is shown in Figure 3G). The slope of the relationship became steeper 
with larger analysis windows (p<0.05 for all three mice at window sizes of 400μm 
radius; Figure 3H). We ensured that this relationship was not driven by differences 
in the number of cells within the windows by included cell number and the square-
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root of cell number in the regression analysis. Furthermore, there was no significant 
relationship between cell number and eccentricity (p > 0.05, linear regression) 
(Figure 3I). 
The results of the scatter-analysis using cell bodies suggest that decreased RF-scatter 
contributes to the smaller pRFs observed in the foceal representation in the wide-
field data. However, the slope of the regression reached a value of ~0.25 for a window 
radius of 400 μm (Figure 3D), which is smaller than the slope of 0.78 in the wide-field 
data (Figure 1H). We therefore considered further possible sources of scatter that 
were not captured by the analysis of cell bodies. As wide-field signals also contain 
contributions from neuropil, we reanalyzed the two-photon data, but this time 
without isolating individual cells (STAR methods). We measured the receptive-fields 
of individual pixels in the smoothed raw images, thereby including contributions from 
both cell bodies and neuropil.  As expected, the RFs from the raw image data were 
organized into clear retinotopic maps, and the RF size at this fine spatial scale was 
relatively constant across eccentricities (Supplementary Figure 4).  We next analyzed 
the relation between pRF size and eccentricity when calcium activity was pooled 
within windows of different sizes (scatter analysis; STAR methods). There was a clear 
linear relationship between r-eccentricity and pRF size with pRF sizes being smallest 
close to the focea (Supplementary Figure 4B). The slope of the relationship was larger 
than that for the cell-body data and approached the slope-values for the wide-field 
Figure 3. The region of small pRF size is due to higher cortical magnification and decreased RF scatter. A, Tiled 
two-photon images from an example mouse covering almost the entirety of V1. The mouse viewed a screen 
placed at an angle of 30° so that the left visual field could be mapped with sparse noise. Cells for which we 
could reliably measure the RF (r2 > 0.33, BVI < 1, see STAR Methods) are shown in color according to their 
preferred azimuth (left), elevation (middle) and RF size (right). The mean image of cortex is shown in the 
background. B, An example relationship between the azimuth of the RF and the distance of the cell body from 
the foceal representation. The red line shows the fit of an exponential function. The cortical magnification 
factor (in mm/°) can be estimated by the slope of this fit. C, CMF estimates in the azimuth and elevation 
directions. The black line is the average across three mice. D, RF scatter was estimated by examining the 
residuals of the RF positions from the exponential fit. The solid red lines indicate the inter-quartile range of the 
residuals and the dashed line the mean residual value in 10° sliding windows. E, (left panel) An example linear 
regression of the inter-quartile range of the residuals on r-eccentricity. The shaded region shows ± S.E.M. 
(right panel). The slopes were significantly positive in all three mice (bootstrap test) indicating increased 
scatter of the residuals with distance from the focea in visual space. **, p < 0.01. F, An example of two pRFs 
constructed from the single-cell data. For every cell falling within an analysis window (400µm radius in this 
example), the Gaussian RF fit was projected into visual space (grey circles). The convex-hull of the resulting 
region and its area were used to estimate the pRF and its size. n, number of cells contributing to the pRF. G, 
Example linear regression of pRF size on r-eccentricity in M2. H, The slope values (β -coefficients) from three 
mice as a function of window radius. Asterisks, slopes significantly greater than zero (t-test, p < 0.05), error-
bars indicate 1 S.E.M. The slopes determined from individual cell RFs (without computation of aggregate RFs) 
are shown as square symbols. I, There was no significant relationship between r-eccentricity and the number 
of cells in the analysis window (p > 0.05, linear regression).
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data at 400μm window sizes (Supplementary Figure 4). Furthermore, at this window 
size, the size of the pRFs was similar to that in the wide-field data (Supplementary 
Figure 4). The results indicate that RF scatter of cells and neuropil provide major 
contributions to the relationship between r-eccentricity and pRF size as observed in 
the wide-field data. The scatter in the RF-position of cell bodies (Bonin et al., 2011) 
accounts for a fraction of the increase in wide-field pRF with r-eccentricity and the 
scatter of the RF-positions of neuropil accounts for a further fraction (Supplementary 
Figure 4). 
Functional significance of the focea
If the decreased scatter of RFs in the focea is of functional significance, one might 
predict that it causes smaller RFs in downstream visual areas and a higher visual 
acuity at the focea. We therefore examined RF sizes of cells in higher visual areas 
with two-photon imaging. We imaged five higher visual areas (LM, AL, RL, AM and 
Figure 4. The functional consequences of reduced RF scatter in the focea. A, The relationship between 
r-eccentricity and single-cell RF size in LM and RL. B, RF-size increased with eccentricity in LM, AL and AM. 
Asterisks indicate regression slopes that were significantly greater than zero: ** = p<0.01, ** = p<0.001. C, 
Spatial frequency threshold task. Mice were trained to lick upon detection of a grating stimulus presented at 
one of 6 different spatial locations (‘go’ trials), the locations were grouped into three conditions indicated by 
the colored squares (not visible to the mouse): focea (red), lateral (green) and inferior (blue). On no-go trials 
no stimulus was presented and mice were trained to refrain from licking. False-alarms were punished with 
time-outs. D, Fraction of correct ‘go’ trials for different spatial frequencies of the grating for three different 
spatial locations for an example mouse. ‘Focea’ indicates stimuli presented in the upper-central visual field 
at (0° azimuth, 20° elevation), ‘Lateral’ shows responses pooled over the four stimuli at lateral locations (± 
35° azimuth, -10/+20° elevation) and ‘Inferior’ for stimuli presented in the lower-central visual field at (0° 
azimuth,-10° elevation). The vertical line indicates the spatial frequency threshold as estimated by fitting a 
logistic function. E, Spatial frequency thresholds for four mice at the three locations (data from the four lateral 
locations was similar and is pooled here). Spatial frequency thresholds were significantly higher for the focea 
than the inferior location for all four mice (all p < 0.01, likelihood ratio test). F, Tracking of head tilt (pitch 
and roll) and left and right eye positions in a freely moving mouse (inset). Illustration of head pitch and roll 
axes (relative to the ground), eye torsion (white arrow), directions of left/right foceas (green/purple arrows), 
and pupil centers (white dots) in angular eye coordinates (blue and red arrows). G, Mouse head indicating 
average head tilt for an example mouse during spontaneous locomotion in an open field environment (left; 
nose pointing 22° downwards). Distribution of angular focea position in the same reference frame (right). 
Light and dark shading indicate regions of low and high probability, respectively. Dots indicate circular median 
position of the focea for the left (green) and right (purple) eye. Dashed lines indicate monocular visual fields 
for the left and right eyes (same color schema; 180° visual collection angle for each eye) showing that the 
focea fell into the binocular zone.  H, 30-s segment showing elevation of left/right foceas (top), horizontal and 
vertical eye position of left and right eye (middle) and head pitch and roll (bottom) for the example mouse in G. 
Same conventions as in F. Control condition (“Focea fixed in head”) in top panel shows what the elevation of 
the focea would have been in the absence of stabilizing eye movements. I, Optical flow field during locomotion 
(body speed > 10 cm/s) for the left (top) and right (bottom) eye. Optical flow vectors were computed for 
discrete grid points (spacing 10°) centered at the focea using head and eye positions and the geometry of the 
environment. Black arrows show average flow vectors across 4 mice. Green/purple shaded circles illustrate 
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PM) and mapped receptive-fields as described above. As expected, RFs were generally 
larger in the higher areas than in V1. The size of the RFs in areas LM, AL and AM 
increased with r-eccentricity (Figure 4A) with slope values similar to that obtained 
using the scatter analysis on cell-bodies in V1 (Figure 3G) (LM: β = 0.27, p < 0.001. AL: 
β = 0.22, p = 0.001; AM: β = 0.25, p < 0.001). RF-sizes in areas RL and PM, however, 
did not exhibit a significant relationship with eccentricity (both ps > 0.1) (Figure 4B). 
Our results indicate that RF-sizes of neurons in areas LM, AL and AM increase with 
r-eccentricity just as the pRF in V1 but that RF-sizes in RL and PM are constant across 
eccentricities. 
Can mice utilize this reduced RF size in the focea to achieve higher spatial resolution 
vision? To test this hypothesis, we measured the visual acuity of four mice at different 
locations in their visual field. We trained mice on a go/no-go visual detection task 
(Figure 4C) and presented 30° diameter circular sinusoidal grating stimuli of different 
spatial frequencies (between 0.25 and 0.75 cycles per degree) at six different spatial 
locations (focea [azi = 0°, ele = +20°], the inferior-central field [azi = 0°, ele = -10°] and 
at four lateral locations [azi = ±35°, ele = +20°/-10°]). The performance of the mice, 
as measured using d-prime (see STAR methods), decreased with increasing spatial 
frequency and we fit the data with a logistic function (Figure 4D) taking the inflexion 
point of the curve as the threshold spatial frequency. Spatial frequency thresholds 
ranged from 0.4-0.65 cycles per degree, a similar range to that measured previously 
using a variety of different behavioral techniques (Sinex et al., 1979; Gianfranceschi et 
al., 1999; Prusky et al., 2000). There were significant differences in spatial frequency 
threshold across spatial location in all 4 mice (likelihood ratio test, see STAR methods, 
all p < 0.01). We found that spatial frequency thresholds were higher (i.e. mice could 
detect more fine-grained stimuli) in the focea (mean = 0.56 cycles per degree) 
compared to the inferior-central position (mean value = 0.47 cycle per degree) in all 
four mice and compared to the lateral locations in three out of four mice (Figure 4E). 
The higher spatial acuity at the focea is indicative of a direct functional impact of the 
decreased scatter and smaller RFs at this location in space.
Eye-movements in freely moving mice hold the focea in front of 
the animal
Next we investigated whether mice take advantage of the higher spatial resolution 
of the focea by positioning it at strategic locations when mice were free to move. 
We used a recently developed system to track head and eye movements in freely 
moving mice (Meyer et al., 2018) (Figure 4F, inset). We estimated the position of the 
focea in eye-coordinates using the mean eye-position with the mice head-fixed and 
then examined how this position changed when the same animals were engaged in 
different behavioral contexts (see STAR Methods). To capture all three eye rotation 
axes, we determined the relation between head tilt and eye torsion (rotation around 
the gaze axis) in addition to horizontal and vertical eye positions (Figures 4F and S5A; 
also see STAR Methods).  
The position of the focea relative to the head of the animal was largely confined to 
azimuths close to zero and the focea fell in the binocular zone of freely moving mice 
99.5% of the time (Figure 4G). Mice make strong compensatory eye-movements to 
stabilize their gaze, defined as the center of the pupil, close to the horizon (Meyer et 
al., 2020). We found that these eye movements, together with eye torsion, held the 
foceas at an elevation of approximately 10 – 20 degrees above the horizontal plane 
(Figures 4G and S5B), even during strong changes in head pitch or roll (Figure 4H). 
This was true across a range of typical mouse behaviors such as free locomotion 
through an open field, social-interactions and an object tracking task. It was also 
consistent across mice (Figure S5B). To test if eye-movements were critical in 
stabilizing the elevation of the focea, we re-estimated the position of the focea had 
there been no compensatory eye movements (i.e. we assumed that the eyes were fixed 
in the animal’s head - yellow trace in Figure 4H). The fixed focea was psoitioned at 
a different location to the unfixed focea in all three behavior types (paired t-test, all 
p<0.001) being often pointed towards the ground (Figures 4G,H and S5B) and the 
variation in gaze was considerably larger than if the compensatory eye movements 
were taken into account (Figure S5B) (paired t-test, p < 0.001 for all three behavior 
types). In conclusion, freely moving mice keep the focea at a relatively stable position 
in front of the animal. This position aligns well with the direction of the focea in head-
fixed animals. 
We hypothesized that pointing the focea ahead might be of strategic importance, 
especially during locomotion, because it would position it at the ‘focus of expansion’ 
(FOE) of the optic flow field during forward motion (Gibson, 1950). The FOE is the point 
in the optic flow field from which all visual motion seems to emanate. Furthermore, the 
relatively stable visual input close to the FOE may be critical for object identification 
and navigation during locomotion (Saleem, 2020). To test if the higher resolution 
focea is close to the FOE in freely moving mice, we identified periods dominated 
by forward locomotion (body speed > 10 cm/s) during a visual object tracking task. 
The task involved approaching a visual object on a computer screen that comprised 
one side of an experiment chamber, tracking of the object, and collection of a reward 
on the other side of the chamber. We used a model of the environment to compute 
the optical flow for a grid of retinal locations (grid spacing 10 deg.) relative to the 
focea (see STAR Methods). The resulting optical flow patterns were approximately 
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radial and consistent across mice (Figure S5D). The FOE was close to the focea of both 
eyes (Figure 4I) and optic flow vector magnitude was significantly correlated with 
r-eccentricity in all 4 mice (p<0.001, Wald test). This suggests that a potential role 
of the higher resolution focea could be processing of the more stable visual patterns 
close to the FOE.
DISCUSSION
Here we have demonstrated a hitherto unknown similarity in the organization of pRF 
sizes in V1 and in the RF sizes of single neurons in higher visual areas between mice 
and primates (Wandell et al., 2007), in spite of other, important differences between 
species. In primates, the RFs of individual V1 cells are smallest near the fovea (Hubel 
and Wiesel, 1974), which reflects the homogeneous sampling of a steep gradient in 
the density of rods and cones in the retina. In mice, the distribution of ganglion 
cells is more uniform with only a four-fold difference between the highest density 
regions (in central-temporal parts of the retina) and lowest-density regions (in dorsal 
parts of the retina which receive light from below) (Dräger and Olsen, 1981). There 
are functional differences between ganglion cells at different positions in the retina 
(Wang et al., 2011; Baden et al., 2013; Warwick et al., 2018) but we did not observe 
a strong relationship between eccentricity and the size of RFs of individual mouse 
V1 neurons, with the possible exception of larger RFs at very negative azimuths. 
Instead a better organized representation of space was evident in the scatter of RF 
representations of cell bodies and neuropil. While mouse visual cortex is broadly 
retinotopically organized there is considerable scatter of receptive field positions at 
a local spatial scale (Bonin et al., 2011). The origins of this scatter is unknown but it 
could be due to scatter in the arrangement of feedforward axonal projections from 
the LGN and in the projections of retinal ganglion cells to the LGN. When considering 
an aggregate receptive field over several cells, regions with higher scatter will 
contain larger pRFs. Our results indicate that this scatter is systematically organized 
across mouse visual cortex, with lower scatter, and hence smaller pRFs, in the focea. 
We also observed an increase in cortical magnification factor (CMF) within the 
binocular region of V1, with CMF values being 2-3 times higher close to the vertical 
meridian than in the monocular regions of cortex, in agreement with previous studies 
(Wagor et al., 1980; Schuett et al., 2002; Garrett et al., 2014). This over-representation 
of binocular regions of space could reflect a requirement for cells representing 
multiple retinal disparities in this region of space (Scholl et al., 2013; La Chioma et 
al., 2019, 2020). The absence of a dependency of CMF on elevation is in line with this 
view. Taken together, our results reveal several factors which could work together to 
produce a higher visual resolution in the focea: a reduction in RF scatter, an increase 
in the number of cells representing binocular regions of space and a decrease in the 
RF-size of individual neurons in a subset of the higher visual areas.
The relationship between r-eccentricity and pRF size in V1 was steeper when 
measured using wide-field imaging than the scatter of the RFs of cell-bodies and 
neuropil measured with two-photon imaging. This difference is likely due to a 
combination of factors. The signal from a single wide-field pixel comprises light 
scattered from different depths whereas the two-photon signals measured here were 
largely confined to a single depth plane in layer 2. Furthermore, wide-field images 
may be dominated by neuropil signals. Neuropil contains neural processes from 
multiple cells and, in addition, reflects a contribution from feedback axons, which 
have larger RFs than V1 neurons, terminate in large numbers in the upper layers of 
cortex (Rockland and Virga, 1989; Anderson and Martin, 2009; Allen et al., 2017) and 
convey substantial inputs from visual field regions outside the local V1 RFs (Marques 
et al., 2018). An intriguing possibility is that feedback to the foceal representation 
may itself be more targeted than feedback to peripheral regions, and that this may 
contribute to the smaller pRFs observed in this region, although further experiments 
are needed to probe this hypothesis.
The more orderly representation of space at the focea in V1 is presumably converted 
by cells in higher visual areas into smaller RF sizes and it may thereby contribute to 
a higher spatial resolution. We indeed observed smaller cellular RFs at the focea in 
areas LM, AL and AM, but not in RL and PM, revealing new insight into the functional 
specializations of these areas. The smaller foceal RFs could be a result of integrating 
over less scattered representations in V1 but could also be generated de novo in LM, 
AL and AM, which receive considerable direct input from the LGN (Schmid et al., 
2010). Mice are faster and more accurate in detecting low contrast visual stimuli 
presented in the binocular region of space compared to monocular regions (Speed 
et al., 2019). Our behavioral data extend these findings indicating that the higher 
spatial resolution in this region of space is associated with smaller RFs. Mice had 
higher spatial frequency thresholds in the upper-central visual field than the lower-
central field (Figure 4D,E), an effect that cannot be explained by differences in CMF 
or binocular vision. 
The spatial biases in the cortical representation of visual space in mice bear a 
resemblance to the organization of primate vision, and this is also reflected in the 
patterns of eye movements in the mouse. Primates make rapid and frequent eye-
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movements to fixate upon items of interest in the visual scene, utilizing the higher 
resolution at the fovea for a more detailed analysis (Hayhoe and Ballard, 2005; 
Najemnik and Geisler, 2005). More cognitive aspects of vision, such as visuospatial 
attention, are closely related to the control of eye-movements (Rizzolatti et al., 1987; 
Corbetta et al., 1998; Moore and Armstrong, 2003). Freely moving mice make saccades 
that are tightly locked to head-movements (Meyer et al., 2018). The combined effects 
of eye- and head-movements produce a ‘saccade-and-fixate’ sampling of the visual 
scene which is reminiscent of that in primates (Meyer et al., 2020), although mice 
make saccades that are small relative to the size of the visual scene (Samonds et 
al., 2018). In addition to saccades, mice make slower gaze-stabilizing eye-movements 
which are coupled to changes in head pitch and roll (Meyer et al., 2020). Our results 
show that when freely-moving mice orient their head during visual exploration, 
they move their eyes to compensate for head-movements to help keep the focea at a 
location ahead of the animal at an elevation of approximately 20°. As freely-moving 
mice make head and eye movements that shift gaze predominantly parallel to the 
ground, this suggests that mice use the focea to scan around the horizon, potentially 
helping the animal to identify safe locations or behaviorally relevant objects such as 
insects. Indeed, during hunting mice keep prey in a visual field region that is close to 
zero azimuth (Hoy et al., 2016; Han et al., 2017; Park et al., 2018). A further potential 
role of the enhanced spatial resolution ahead of the animal could be to gauge optical 
flow to provide information about the mouse’s heading direction and the relative 
distance to objects in the environment. As near points move fast and far points move 
slowly such a mechanism could improve processing in the “focus of expansion” of the 
optical flow field during locomotion. 
In combination with previous work, our study provides important new insights into 
cortical organization at a more global scale (Ringach et al., 2016; Fahey et al., 2019; de 
Vries et al., 2020), revealing organizational principles that are not apparent at the local 
level. For example, a recent study demonstrated that mouse visual cortex contains 
a global map of orientation preference (Fahey et al., 2019), which is not observable 
at the spatial scales obtained in a typical field-of-view of a two-photon microscope. 
A picture of the mouse cortical visual system is emerging that mirrors many of the 
organizational principles in primates, albeit at a coarser scale.
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Star methods
Contact for reagent and resource sharing
Further information and requests for resources and reagents should be directed to 
and will be fulfilled by Pieter R. Roelfsema (p.roelfsema@nin.knaw.nl).
Experimental model and subject details
All experimental procedures complied with the National Institutes of Health Guide 
for Care and Use of Laboratory Animals and the protocol was approved by the ethical 
committee of the Royal Netherlands Academy of Arts and Sciences and the CCD; 
all experiments were performed in accordance with the relevant guidelines and 
regulations. For wide-field imaging we used 35 Thy1-GCaMP6f mice (Dana et al., 2014) 
aged between 2 and 14 months. 11 mice (3 female) were imaged bilaterally and were 
held on a reverse day-night cycle during the entire experiment. 24 mice (14 female) 
were imaged unilaterally with a normal day/night cycle. These 24 mice were also 
used for the electrophysiological experiments. For two-photon imaging we used three 
extra Thy1-CaMP6f to tile area V1 and five Thy1-CaMP6f to image the higher visual 
areas (these mice were held on a normal day/night cycle). Four C57Bl/6J mice (Charles 
River, aged 44-49 days) were used for head and eye tracking experiments in freely 
moving mice. The experimental procedures for head and eye tracking experiments 
were carried out in accordance with a UK Home Office Project License, approved 
under the United Kingdom Animals (Scientific Procedures) Act of 1986.
METHOD DETAILS
Clear-skull surgery for wide-field imaging
To visualize the surface of the cortex we used the ‘clear skull’ technique in which the 
natural transparency of the mouse skull is made permanent through the application of 
cyanoacrylate glue and an optically transparent cement. Starting a week before surgery, 
mice were handled five to ten minutes per day. On the day of surgery, anesthesia was 
induced using 3-5% isoflurane in an induction box and then maintained using 1.2-2.5% 
isoflurane in an oxygen enriched air mixture. 5 mg/kg Metacam in saline (0.5 mg/ml) was 
subcutaneously injected as a general analgesic to prevent pain and aid in the recovery 
of the animals. Mice were mounted on a stereotactic frame to allow precise localization 
of target areas and stable working conditions. Depth of anesthesia was monitored by 
frequently checking paw reflexes and breathing rate. During the entire procedure the 
temperature of the animal was monitored and kept between 36.5 and 37.5 °C, using a 
heating pad that received feedback from a rectal thermometer. The eyes were covered 
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with ointment to prevent dehydration. The area of incision was shaved, cleaned and 
lidocaine spray was applied to the skin as a local analgesic. An incision in the skin 
was made along the anteroposterior midline, and the skin was gently pulled laterally, 
exposing the area of the skull above the cortex and the area posterior to lambda. The bone 
of the target area was cleaned by removing remaining tissue and briefly applying H2O2. 
After carefully drying the area, a thin layer of adhesive (Kerr Optibond or cyanoacrylate 
glue (Bison)) was applied to the bone, thereby making the bone transparent. This effect 
occurs over the course of the following two days and is referred to as “clear skull cap” 
technique (Guo et al., 2014). A platform of dental cement (Heraeus Charisma) was built 
to place the head-bar. Multiple layers of cement were used to secure the head-bar on 
the skull. For mice that were imaged bilaterally, a thin layer of clear dental cement (C&B 
super-bond), and nail polish were applied (Electron Microscopy Sciences), to reduce 
light glare. On the outer edges of the imaging area a small wall of cement (Heraeus 
Charisma) was added to keep the skin from retracting over the area of interest. In 
mice that were unilaterally implanted and used for electrophysiological experiments, 
stainless steel screw(s) were implanted in the skull for referencing and grounding. The 
animal was monitored and kept warm while waking up, and had a minimum of two 
days to recover before acclimatization to the recording set-up. 
Cranial window implantation for two-photon imaging
For two-photon imaging of V1, three mice underwent surgery to implant a head-ring 
for immobilization and a cranial window to allow imaging of activity in the brain. 
Animals were anesthetized as above and the area of skull above right visual cortex was 
exposed. The skull was cleaned by removing any remaining tissue with blunt dissection 
and briefly applying H2O2 after which dental primer was applied (Kerr Optibond). A 
circular metal ring was fixed on the skull with light cured dental cement, centered on 
the visual areas of the right hemisphere and parallel to the plane of imaging. A circular 
craniotomy of diameter 5mm was etched out on the bone, centered on 0.5mm anterior 
to lambda and 2.5mm lateral from the midline. After carefully thinning the bone 
along the outer diameter of the craniotomy, the bone flap was slowly lifted without 
damaging the dura. Once exposed, the dura was constantly kept moist with warm 
ACSF or saline. The craniotomy was closed with a double layered glass coverslip, with 
the outer glass resting on the skull.  The glass coverslip (cranial window) was fixed 
using dental cement (Vivadent Tetric Evoflow).  The animal received painkillers and a 
recovery period after the surgery as described above. 
For animals in which we imaged the higher visual areas we first implanted a head-ring 
for head-fixation as described above. After two-weeks of recovery we mapped pRFs 
to allow recognition of the different higher visual areas (as described above). We then 
injected each animal with AAV1-CaMKII-GCaMP6f-WPRE-SV40 (Penn Vector Core, 
University of Pennsylvania, USA) in V1 (100nl) and LM, AL, RL, AM, PM (50nl each) at 
an injection speed of 20nl/min distributed across two depths (400μm, 200μm below 
the pial surface) to enhance the GCaMP signal. In the same surgery we performed a 
craniotomy and implanted a cranial window as described above. 
Wide-field imaging
Mice were placed under a wide-field fluorescence macroscope (Axio Zoom.V16 Zeiss/
Caenotec-Prof. Ralf   Schnabel), which allows imaging of a large part of the cortical 
surface. The head-bar of the mouse was positioned so that the nose of the mouse was 
located at the horizontal center of the LCD screen (zero azimuth), in the vertical plane the 
head of the mouse was levelled along the anterior-posterior axis holding it perpendicular 
to the screen and the position of the eyes was taken as the point of zero elevation. Images 
were captured at 20 Hz by a high-speed sCMOS camera (pco.edge 5.5) and recorded using 
the Encephalos software package (Caenotec-Prof. Ralf  Schnabel). The size and position 
of the right pupil was tracked at 50/100HzHz using custom-built software. Movement 
of the mouse was monitored using a piezo plate under the front paws of the mouse 
which was sampled at 50/100Hz. Removal of trials in which the animal blinked or moved 
above a pre-defined threshold had very little effect on the quality of the maps and so all 
trials were included. Visual stimuli were created using COGENT graphics (developed by 
John Romaya at the LON at the Wellcome Dept. of Imaging Neuroscience) running in 
MATLAB. Stimuli were presented on a 122x68cm LCD screen (Iiyama LE5564S-B1) at a 
resolution of 1920x1280 pixels running at refresh rate of 60Hz. The viewing distance was 
14 cm, yielding a field-of-view of 77°x43°. The stimulus was constructed from a static 
checkerboard pattern composed of black (0 cd.m-2) and white (40cd.m-2) checks of 5x5 
visual degrees. To create the mapping stimuli, the checkerboard was visible through a 
bar-shaped aperture and the rest of the screen remained grey. The bar was 20° in width 
and could be angled at an orientation of 0°, 45°, 90° or 135°. For each orientation, the bar 
was presented at different positions, tiling the entire screen. To ensure that check-size 
in degrees of visual angle was constant with eccentricity, we corrected for the variable 
viewing distances inherent in the use of a flat-screen monitor using a previously 
described spherical correction technique (Marshel et al., 2011). We masked out regions 
of the screen that were more eccentric than +/-70° with a black mask and removed bars 
outside unmasked regions, yielding a total of 31 bar stimuli. We also carried out sessions 
in which we used smaller bars (10° in width) yielding a total of 58 bars. The results were 
similar to those using 31 bars and are combined here. The bar stimuli and mask were 
presented for 500ms, followed by and inter-stimulus interval consisting of only the mask 
filled with mean grey level (20 cd.m-2) for 3.6s. Each stimulus was presented 15 times and 
the total duration of a mapping experiment was 31.8 minutes.
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Chapter 2 - Mouse visual cortex contains a region of enhanced spatial resolution
2
Wide-field signal processing
The raw 16-bit images were down-sampled from 1600x1600 pixels to 800x800 pixels 
by averaging the signals across squares of 2x2 pixels. Each image was realigned with 
the first image in the sequence using a rigid-body transformation (i.e. only translation 
and rotation). Each image was then smoothed using a 7x7 pixel moving window (which 
corresponds to approximately 85x85μm), replacing each pixel-value with the mean of 
the neighboring 3 pixels in the x and y directions. For each presentation i of stimulus 
s we took the baseline fluorescence F0s,i as the mean fluorescence between -0.25 and 
0 s and the stimulus response Fs,i as the mean fluorescence between 0.15 and 0.4s. The 
mean evoked response for stimulus s, Es, was then calculated as:
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Gaussians were constructed with center c -ordinat s (a0, e0) ranging from -90 to +90 
degrees of azimuth and -60 to +60 degrees of elevation with a spacing of 2 degrees 
of visual angle. The FWHM ranged from 20 to 120 degrees in steps of 2 degrees. 
Gaussian with c nters th t lay outside t e stimulated region of space were removed. 
This yielded a total of 376,431 Gaussians.
To make a predicted set of responses, we multiplied each Gaussian on a point-by-
point basis with a model of each bar-stimulus. The dark- and light- checks of the bar 
sti ulus are assumed to c ntribute equally to the GCaMP response and the aperture 
of the stimulus was used: the stimulus strength S(a,e,i) was 1 within the aperture and 
0 outside. The predicted response R(i) to stimulus i is proportional to:
34 
 
To make a predicted set of responses, we multiplied each Gaussian on a point-by-point basis with a 704 
model of each bar-stimulus. The dark- and light- checks of the bar stimulus are assumed to contribute 705 
equally to the GCaMP response and the aperture of the stimulus was used: the stimulus strength 706 
S(a,e,i) was 1 within the aperture and 0 outside. The predicted response R(i) to stimulus i is 707 
proportional to: 708 
𝑅𝑅(𝑖𝑖)~MM𝑆𝑆(𝑎𝑎, 𝑒𝑒, 𝑖𝑖)𝐺𝐺(𝑎𝑎4, 𝑒𝑒4, 𝜎𝜎, 𝑎𝑎, 𝑒𝑒)
>:
 709 
The predicted response is related to the observed response of each pixel via an unknown gain 710 
parameter βg. To estimate βg we assume the observed response (y) of each imaged pixel to stimulus i 711 
is given by: 712 
𝑦𝑦(𝑖𝑖) = 𝛽𝛽Q𝑅𝑅(𝑖𝑖) + 𝜀𝜀 713
We estimated βg using linear regression. 714 
The goodness-of-fit of the model was assessed using the sum-of-squares difference between the 715 
observed and predicted responses and the Gaussian minimizing this error term was taken as the pRF 716 
for each pixel. To reduce calculation time, we estimated the best fitting Gaussian for every other pixel 717 
in the image and used linear interpolation to determine the parameters of the remaining pixels. This 718 
results in maps of azimuth, elevation and pRF size (FWHM). These maps were thresholded by the 719 
Pearson’s correlation between the model and the data (threshold = 0.75). To analyze the shape of the 720 
relationship between pRF location and size we fit a linear model to the azimuth and elevation data of 721 
the form: 722 
𝑝𝑝𝑅𝑅𝑝𝑝 = 𝐺𝐺. 𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑒𝑒 723 




The predicted response is related to the observed response of each pixel via an 
unknown gain parameter βg. To estimate βg we assume the observed response (y) of 
each imaged pixel to stimulus i is given by:
34 
 
To make a predicted set of responses, we multiplied each Gaussian on a point-by-point basis with a 704 
model of each bar-stimulus. The dark- and light- checks of the bar stimulus are assumed to contribute 705 
equally to the GCaMP response and the aperture of the stimulus was used: the stimulus strength 706 
S(a,e,i) was 1 within the aperture and 0 outside. The predicted response R(i) to stimulus i is 707 
proportional to: 708 
𝑅𝑅(𝑖𝑖)~MM𝑆𝑆(𝑎𝑎, 𝑒𝑒, 𝑖𝑖)𝐺𝐺(𝑎𝑎4, 𝑒𝑒4, 𝜎𝜎, 𝑎𝑎, 𝑒𝑒)
>:
 709 
The predicted response is related to the observed response of each pixel via an unknown gain 710 
parameter βg. To estimate βg we assume the observed response (y) of each imaged pixel t  stimulus i 711 
is given by: 712 
𝑦𝑦(𝑖𝑖) = 𝛽𝛽Q𝑅𝑅(𝑖𝑖) + 𝜀𝜀 713 
We estimated βg using linear regression. 714 
The goodness-of-fit of the model was assessed using the sum-of-squares difference between the 715 
observed and predicted responses and the Gaussian minimizing this error term was taken as the pRF 716 
for each pixel. To reduce calculation time, we estimated the best fitting Gaussian for every other pixel 717 
in the image and used linear interpolation to determine the parameters of the remaining pixels. This 718 
results in maps of azimuth, elevation and pRF size (FWHM). These maps were thresholded by the 719 
Pearson’s correlation between the model and the data (threshold = 0.75). To analyze the shape of the 720 
relationship between pRF location and size we fit a linear model to the azimuth and elevation data of 721 
the form: 722 
𝑝𝑝𝑅𝑅𝑝𝑝 = 𝐺𝐺. 𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑒𝑒 723 




We estimated βg using linear regression.
The goo ness-of-fit of the model was assessed using the sum-of-squares difference 
between the observed and predicted responses and the Gaussian minimizing this error 
term was taken as the pRF for each pixel. To reduce calculation time, we estimated the 
best fitting Gaussian for every other pixel in the image and used linear interpolation 
to determine the parameters of the remaining pixels. This results in maps of azimuth, 
elevation and pRF size (FWHM). These maps were thresholded by the Pearson’s 
cor elation betw en the model and the data (threshold = 0.75). To analyze the shape 
of the relationship between pRF location and size we fit a linear model to the azimuth 
and elevation data of the form:
34 
 
To make a predicted set of responses, we multiplied each Gaussian on a point-by-point basis with a 704 
model of each bar-stimulus. The dark- and light- checks of the bar stimulus are assumed to contribute 705 
equally to the GCaMP response and the aperture of the stimulus was used: the stimulus strength 706 
S(a,e,i) was 1 within the aperture and 0 outsid . The predicted response R(i) t  stimulus i is 707 
proportional to: 708 
𝑅𝑅(𝑖𝑖)~MM𝑆𝑆(𝑎𝑎, 𝑒𝑒, 𝑖𝑖)𝐺𝐺(𝑎𝑎4, 𝑒𝑒4, 𝜎𝜎, 𝑎𝑎, 𝑒𝑒)
>:
 709 
The predicted response is related to the observed response of each pixel via an unknown gain 710 
parameter βg. To estimate βg we assume the observed response (y) of each imaged pixel to stimulus i 711 
is given by: 712 
𝑦𝑦(𝑖𝑖) = 𝛽𝛽Q𝑅𝑅(𝑖𝑖) + 𝜀𝜀 713 
We estimated βg using linear regression. 714 
The goodness-of-fit of the model was assessed using the sum-of-squares difference between the 715 
observed and predicted responses and th  Gaussian minimizing this error term was taken as the pRF 716 
for each pixel. To reduce calculation time, we estimated the best fitting Gaussian for every other pixel 717 
in the image and used linear interpolati n to determine the parameters of the remaining pixels. This 718 
results in maps of zimuth, elevation a d pRF size (FWHM). These maps were thresholded by the 719 
Pearson’s correlation betwe n th model and the data (threshol  = 0.75). To a alyze the shape of the 720 
relationsh p between pRF location and siz  we fi  a linear model to the azimuth and levation data of 721 
the form: 722 
𝑝𝑝𝑅𝑅𝑝𝑝 = 𝐺𝐺. 𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑒𝑒 723 






To make a predict d set of responses, we multiplied e ch Gaussia  on a point-by-point basis with a 704 
model of each bar-stimulus. The dark- and light- checks of the bar stimulus are assumed to contribute 705
equally to the GCaMP response and the aperture of the stimulus was used: the stimulus strength 706 
S(a,e,i) was 1 within h  apertur  and 0 outsid . The predicted response R(i) to stimulus i is 7 
proportional to: 8 
𝑅𝑅(𝑖𝑖)~MM𝑆𝑆(𝑎𝑎, 𝑒𝑒, 𝑖𝑖)𝐺𝐺(𝑎𝑎4, 𝑒𝑒4, 𝜎𝜎, 𝑎𝑎, 𝑒𝑒)
>:
 709 
The predicted response is related to the observed response of each pixel via a unknown gain 710 
parameter βg. To estim te βg we assume the observed response (y) of ach imaged pixel to stimulus i 711 
is given by: 712 
𝑦𝑦 𝑖𝑖 = 𝛽𝛽Q𝑅𝑅(𝑖𝑖) + 𝜀𝜀 713 
We estimated βg usin  linear regression. 714 
The goodness-of-fit of the model was assessed using the sum-of-squares difference b tween the 715 
observed an predicted responses and the Gaussia  minimizing this error term was taken as the pRF 716 
for each pixel. To reduce calculation time, we estimated the best fitti g Gaussian for every other pixel 717 
in the image and used lin r int rpolation to determine th  param ters of the remaining pixels. T is 8 
re ults in ma s of azimuth, elevation and pRF size (FWHM). The  maps were thresholded by the 9 
Pearson’s correlation b tween the mod l and th  d ta ( reshold = 0.75). To analyz the shap  of the 20 
relationship between pRF location and size we fit a linear odel to the azimuth nd el vation data of 21 
the form: 22 
𝑝𝑝𝑅𝑅𝑝𝑝 = 𝐺𝐺. 𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑒𝑒 723 




Where ecc is the eccentricity in a spherical co-ordinate system (Garrett et al., 2014), 
a is the azimuth and e is the elevation in degrees. G and c were estimated using 
nonlinear minimization (fminsearch.m in MATLAB) minimizing the sum-of-square 
errors weighted by the reciprocal of eccentricity to lessen the impact of outliers at 
large eccentricities.
Field-sign analysis
Visual areas were identified using field sign analysis as reported previously (Garrett 
et al., 2014). Briefly, azimuth and elevation maps were down-sampled to a resolution 
of 40pix.mm-2 using nearest neighbor interpolation and smoothed with a 7x7 pixel 
wide sliding window. The direction of the gradient in the azimuth and elevation maps 
were calculated using a Sobel operator (‘imgradient.m’ in MATLAB) and the resulting 
images were converted to field-sign using the following equation:
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Here we used a value of t = 0.3. The thresholded maps were processed using 
morphological operat rs as descr bed in Garrett et l. (2014), to produce contiguous 
regions with non-overlapping representations of space. V1 was always easy to identify 
as the largest region with a negative field sign. Higher visual areas were identified 
by their location relative to V1, after recentering and resizing V1 to align to the maps 
published in Garrett et al. (2014).
Electrophysiology
Electrophysiological recordings were carried out in the same 24 mice that were imaged 
unilaterally under the wide-field microscope. Electrode penetrations were targeted 
to V1 using the pRF maps obtained using wide-field imaging. Three weeks after 
the initial surgery (described above) a craniotomy was made over V1 under general 
anesthesia and appropriate analgesia (as described above) at least 24 hours prior to the 
recording session and was sealed with Kwik-Cast (WPI). During electrophysiological 
recording sessions the mice were placed on a treadmill, head-fixed and allowed to 
run or sit freely. We inserted a linear-array recording electrode (A1x32-5mm-25-177, 
NeuroNexus, 32 channel probe, 25 micron spacing) in V1 and lowered it to around 1 
mm below the brain surface and adjusted the depth of the electrode with reference to 
the current source density profile as reported previously (Self et al., 2014) to ensure 
coverage of all layers.  We amplified the electrical signal from the electrodes and 
sampled it at 24.4 kHz using a Tucker-Davis-Technologies recording system. We 
removed muscle artifacts by re-referencing each channel to the average of all other 
channels before filtering the signal between 500 and 5000 Hz. We detected spikes by 
thresholding (positive and negative threshold) the band-passed signal at 4 times an 
estimate of the median absolute deviation and convolved the detected spikes with a 
Gaussian with a standard deviation of 1.3ms and an integral of 1 to derive an estimate 
of multi-unit spike-rate. 
We measured the receptive field of the units recorded at each electrode using a sparse 
noise stimulus. Visual stimuli were projected onto a back-projection screen placed 
15cm from the mouse using a gamma-corrected PLUS U2-X1130 DLP projector (mean 
luminance = 40.6cd.m-2). The size of the projection was 76x56cm yielding a field-of-view 
of 136° x 101.6° with a pixel resolution of 1024x768 and a refresh rate of 60Hz. The sparse 
noise stimulus consisted of 4 white checks (8 by 8 deg., 40 cd.m-2) on a black background 
presented for 250ms with a 250ms inter-trial interval. The checks (>30 presentations 
per check) were positioned on a grid ranging from -64 to 16 deg. horizontally and 
-22 to 66 deg. vertically relative to the mouse’s nose with negative values indicating 
the right hemifield and corrected for flat screen distortion as described above. We 
averaged the MUA response evoked by each check in a time window from 50-400ms 
after stimulus onset to obtain a map of visual responsiveness and fit a 2D-Gaussian 
to estimate the width and center of the receptive field. The quality of the fit was 
assessed using r2 and a bootstrapped variability index (BVI), which estimated the 
reliability of the estimate of the RF center. We resampled an equal number of trials 
as in the original dataset (with replacement) and regenerated the Gaussian fit. The 
BVI is the ratio of the standard deviation of the RF center position and the standard 
deviation of the fitted Gaussian. RF estimates of recording sites with a BVI larger than 
1 were considered unreliable and removed from the analysis. 
Two-photon imaging
Two weeks after the implantation of the imaging window, we started to habituate 
the mice to head immobilization while they could run on a running belt under the 
two-photon microscope (Neurolabware). We imaged frames (764 x 480 pixels, which 
covered 1 x 0.1mm) at 15.7Hz through a 16X water immersion objective (Nikon, NA 
0.80) at 1.7X zoom at a depth of 120-300μm. We either targeted V1 or a higher visual 
area based on the pRF maps obtained under wide-field imaging as described above. A 
Ti-Sapphire pulsed laser (MaiTai, Spectra Physics) was tuned to 920 nm for delivering 
excitation light. We mapped the receptive field locations of the neurons using a sparse-
noise stimulus. We presented 12° x 12° white (38 cd/m2) squares on a black background 
(0.05 cd/m2) on a grid ranging from -78° to 18° horizontally and -21° to 51° vertically 
relative to the mouse’s nose. On each trial, four non-adjacent squares were displayed 
for 250ms, which was followed by a delay of 500ms. The squares were presented 20 
times at each location in the grid. We used CAIMAN (Pnevmatikakis et al., 2016) for 
pre-processing of the recorded signal. We performed rigid motion correction for small 
shifts in the data due to motion of the animal, followed by the extraction of regions-
of-interest (ROIs) and the DF/F. ROI components were identified using a constrained 
non-negative matrix factorization algorithm (Pnevmatikakis et al., 2016) and were 
further classified into cells and neuropil regions using a pre-trained convolutional 
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neural network based classifier, from the CAIMAN matlab github library: https://
github.com/flatironinstitute/CaImAn-MATLAB/wiki/Component-classification-
with-a-convolutional-neural-network. Components classified as cells were used for 
the single cell analysis. We calculated receptive fields based on the difference in mean 
response in a window after stimulus onset (2 to 8 imaging frames; 126-504ms after 
stimulus onset) compared to a baseline window (-5 to -1 frames: -315 to -63ms) in 
response to each square. We fit a linear regression model to estimate the average 
responses to the squares of the grid, regressing out the influence of running and the 
interaction between the visual stimulus and running. We fit a circular 2D-Gaussian 
to the beta weights for every grid location to estimate the receptive field center and 
its full width at half maximum (see above for details). We evaluated the quality of the 
fit using the r2 value and the BVI (see above; r2 of the Gaussian fit > 0.33, BVI < 1, and 
a positive visual response).  
Model of V1
To conceptualize the relationship between cortical magnification factor and RF 
scatter we generated models of V1 using parameters measured in the two-photon 
experiments. Each model contained 400 cells positioned of a 20 x 20 regular grid 
spanning 2.4mm in the x and y directions. We assumed a foceal cortical magnification 
factor of 0.02mm.deg-1. Model A simulated a relationship between eccentricity and 
cortical magnification factor. The eccentricity of a cell’s RF was given by:
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In Model B, the same equations were used with the exception that cortical magnification was set to 822 
be constant by using a value of a = 1, and normally distributed noise was added to the eccentricity 823 
position. The standard deviation of the noise increased with eccentricity as follows: 824 
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The value of 0.18 represents a constant noise-term that does not vary with eccentricity and was 826 
estimated from the two-photon data.  827 
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Measurement of Cortical Magnification Factor and RF Scatter 829 
To estimate cortical magnification factor in the azimuth and elevation directions we related RF 830 
positions of single V1 neurons to the position of their cell body in cortex. We first rotated the axes of 831 
the cortical image so that the representation of azimuth changed principally along the x-axis and the 832 
representation of elevation along the y-axis. We then estimated the location of the foceal 833 
representation by finding the point in cortex with a representation closest to [0 azimuth, 20 elevation]. 834 
This was done by moving 100µm radius windows over the cortical surface and computing the mean 835 
eccentricity of cells falling within the window. We fit the relationship between the x (y) position of the 836 
cell bodies and the position of their RF in the azimuth (elevation) direction by fitting an exponential 837 
function using robust non-linear least-absolute residual regression: 838 
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Where x is the position of the cell body along the azimuth-encoding direction in millimeters and v is 840 
the azimuth of the cell’s RF in visual space and a and b are constants. To estimate CMF we evaluated 841 
the fitted function at azimuth values ranging from -60 to +20 in 5 degree steps and then took the 842 
difference between neighboring values. A similar procedure was followed for elevation, with 843 
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Where x is the position of the cell body along the azimuth-encoding direction in 
millimeters and v is the azi uth of the cell’s RF in visual space and a and b are 
constants. To estimate CMF we evaluated the fitted function at azimuth values 
ranging from -60 to +20 in 5 degree steps and then took the difference between 
neighboring val s. A similar procedure was followed for elevation, with evaluation 
points at -30 to +30 in 5 degree steps and eccentricity, with evaluation points at 0 
to 60 degrees in 5 degree steps. To stimate the scatter of RFs we took the residual 
difference between each RF’s position and the fitted exponential function. The 
azimuth (elevation, eccentricity) data were ordered from negative to positive and we 
evaluated the inter-quartile range of the residuals in 10 non-overlapping bins, each 
containing 10% of the cells. The mean azimuth (elevation, eccentricity) value of the 
cells in the bin was taken as the center-point f th  bin and  li ear regression was 
used to estimate the slope of the relationship between the central azimuth of the 
bin (elevation, eccentricity) and inter-quartile range. The significance of the slope 
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of the fit was assessed by a bootstrapping procedure. An identical number of cells 
were resampled with replacement and the exponential function was fitted to the data. 
Under the null hypothesis, the scatter of the residuals around the fit does not depend 
upon the azimuth (elevation, eccentricity). We therefore generated a null-distribution 
of slope values by scrambling the order of the residuals and recalculating the inter-
quartile range and regression slopes. Significance was assessed as the proportion of 
slope-values from the null distribution that were greater than the observed value in 
the original data-set.
Two-photon pRF analysis
To calculate the aggregate RF size from the two-photon images we first focused on 
the signals isolated from single cells as described above. We only included cells in 
which we could reliably measure RFs using the criteria described above. We centered 
analysis windows on each cell ROI identified in the image with radii of 50, 100, 200 
and 400μm. We then included the RF of each cell that fell within the analysis window. 
A circle with a diameter of the FWHM of the Gaussian-fit of each RF was overlaid 
in space and the area of the convex-hull of the overlaid Gaussians was taken as an 
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Where area was the area of the convex hull in deg2. This pRF diameter estimate is based 
on the aggregate FWHM values of individual neurons and it is therefore equivalent 
to the FWHM of a circular Gaussian fitted to the wide-field data. We corrected for the 
fact that windows located towards the edge of V1 had less cells in them and therefore 
smaller pRFs by including the number of cells in the pRF, and the square-root of the 
number of cells, as co-regressors in the regression of pRF size on eccentricity.
To estimate pRFs from the raw images we first smoothed the raw images with a 
sliding mean smoothing window (77x77 pixels or approximately 100 x 100μm) and 
then down-sampled the image 8 times. We then calculated the mean evoked response 
to each sparse noise square from each pixel as described above. We fit Gaussian RFs 
to the resulting maps as described above to produce maps of azimuth, elevation and 
RF size. The resulting maps from different two-photon images were stitched together, 
using linear interpolation to estimate map values in regions of missing or overlapping 
data. To analyze scatter we used a similar approach as described above. We moved 
analysis windows over the stitched maps (50, 100, 200, 400μm radius), only including 
windows in which at least 75% of the pixels in the window contained data to reduce 
edge artifacts. The pRF size was calculated in the same manner as described above 
for the single cells. The fraction of pixels within each window that included data was 
included as a co-regressor in the regression between pRF size and eccentricity to 
remove remaining edge artifacts. 
Visual detection experiment
We tested visual acuity at different locations of the visual field by training five mice 
on a go/no-go task visual detection task. The mice were held on a reverse day-night 
cycle and a fluid restriction protocol with a minimal intake of 0.025ml/g, while their 
health was carefully monitored. Mice were head-fixed in front of a 24-inch LCD 
monitor (1920 x 1200 pixels, Dell U2412M), placed 11cm in front of the eyes and a 
custom-made lick-spout was positioned in front of the animal. Licks were registered 
by measuring a change in capacitance on the lick-spout with an Arduino and custom-
written software. We initially trained the mice on a simple version of the task using a 
full-screen sinusoidal grating (contrast = 50%, spatial frequency 0.08 cyc/deg). Trials 
were initiated if the mice withheld from licking for 2s. On 'go' trials the grating was 
presented for 1s, whereas on no-go trials the screen remained at the mean luminance 
for 1s. The inter-trial interval was 4s with a random jitter of ±2s and a time-out of 5s 
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the mean luminance for 1s. The inter-trial interval was 4s with a random jitter of ±2s and a time-out of 897 
5s was added if the mice licked during a no-go trial. Performance was assessed using d-prime (d’): 898 
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and Z is the Z-transform. Once d’ reached an average value of 1.5 for these easily detectable stimuli 900 
we began presenting mice with gratings through circular apertures of 30⁰ diameter centered at one of 901 
six different spatial locations (Figure 5C:  focea (azi = 0⁰, ele = +20⁰), the inferior-central field (azi = 0⁰, 902 
ele = -10⁰) and at four lateral locations (azi = ±35⁰, ele = +20⁰/-10⁰). We varied the spatial frequency 903 
between 0.25 cycs/deg and 0.75 cycs/deg in steps of 0.1 cycs/deg. One mouse was excluded from the 904 
experiment as it was unable to perform above 70% hit-rate even at low spatial frequencies and 905 
increased contrast (70%). The remaining four mice were able to perform the task and, as expected, d’ 906 
decreased with increasing spatial frequency. We fit a logistic function to each mouse’s hit-rate by 907 
maximum likelihood using the Palamedes Toolbox in MATLAB. We constrained guess-rates to be the 908 
false-alarm rate and lapse-rate (i.e. 1 –maximum of the curve) to be the same for each spatial position. 909 
The inflexion point and slope of the function were free parameters which could vary per position. The 910 
spatial frequency threshold was determined as the inflexion point of the logistic function for each of 911 
the locations and each of the mice. To test whether the position of the stimulus had an effect on the 912 
inflexion point of the curve we refit the data constraining the slopes to be the same for all positions, 913 
but allowing the inflexion point to vary (full model) and compared this to a restricted model in which 914 
the inflexion points were constrained to be the same for each position. The fits of the full and restricted 915 
model were compared using a likelihood ratio test: 916 
𝐿𝐿𝐻𝐻 =	−2(𝜆𝜆ç>"àç(ëà>ñ −	𝜆𝜆óòãã) 917 
i  which 
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and Z is the Z-transform. Once d’ reached an average value of 1.5 for these easily 
detectable stimuli we began presenting mice with gratings through circular apertures 
of 30° diameter centered at one of six different spatial locations (Figure 5C:  focea 
(azi = 0°, ele = +20°), the inferior-central field (azi = 0°, ele = -10°) and at four lateral 
locations ( zi = ±35°, ele = +20°/-10°). We varied the spatial frequency be ween 0.25 
cycs/deg and 0.75 cycs/deg in steps of 0.1 cycs/deg. One mouse was excluded from 
the experiment as it was unable to perform above 70% hit-rate even at low spatial 
frequencies and increas d contrast (70%). The remaini g four mice were able to 
perform the task and, as expected, d’ decreased with increasing spatial frequency. 
We fit a logistic function to each mouse’s hit-rate by maximum likelihood using the 
Palam es Toolbox in MATLAB. We constrained guess-rates to be the false-alarm rate 
and lapse-rate (i.e. 1 –maximu  of the curve) to be the same for each spatial position. 
The inflexion point and slope of the function were free parameters which could vary 
per position. The spatial fr quency threshold was determined as the inflexi n point 
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of the logistic function for each of the locations and each of the mice. To test whether 
the position of the stimulus had an effect on the inflexion point of the curve we refit 
the data constraining the slopes to be the same for all positions, but allowing the 
inflexion point to vary (full model) and compared this to a restricted model in which 
the inflexion points were constrained to be the same for each position. The fits of the 
full and restricted model were compared using a likelihood ratio test:
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Where λrestricted was the log-likelihood of the data under the restricted model and λfull 
was the log-likelihood under the full model. The value of LR was compared to a χ2 
distribution with 1 degree of freedom to calculate the p value.
Eye and head tracking in freely moving mice
Four male C57Bl/6J mice were implanted with a head-bar and three miniature connectors 
to attach two head-mounted cameras (one for each eye) and an inertial measurement 
unit (IMU) sensor as described in Meyer et al. (2020). The cameras measure the 
positions of the eyes as they rotate in the orbits while the IMU provides information 
about head tilt (pitch and roll). Mice were allowed to recover for at least five days and 
handled before the experiments began. In each mouse, we performed experiments in 
four different conditions: (1) spontaneous locomotion in a circular or rectangular open 
field environment  ("open field", 43 recordings, 10 min each), (2) social interaction with a 
second male mouse without head-mounted system ("social interaction", 10 recordings, 10 
min each), (3) performance of an object tracking task where animals pressed and tracked 
a rectangle appearing on an IR touchscreen ("object tracking", 38 recordings, recording 
duration 322±129 s), and (4) head-fixation as in the neural recording experiments ("Head-
fixed", 29 recordings, 10 min each). See Meyer at al. (2020) for detailed description of 
these 4 conditions. 
For each eye, horizontal and vertical angular eye positions (defined as the center of the 
pupil) were extracted from camera images and transformed into an eye, head or spatial 
reference frame as described in Meyer et al. (2020). Briefly, eye positions were extracted 
using a deep convolutional network trained via transfer learning (Mathis et al., 2018) and 
transformed into angular horizontal and vertical eye positions (relative to the axis of the 
eye in a head reference frame). A geometric model of the position of the eye axes in the 
head was used to relate eye positions to the head with the position of the left or right 
eye axes at ±60° azimuth (relative to midline) and 30° elevation (Sakatani and Isa, 2007). 
Head tilt relative to the horizontal ground plane was measured using the head-mounted 
IMU: pitch measures nose up or down whereas roll measures sideward head tilt. 
i think this is wrong? goes for this whole paragraph
To determine the position of the focea in eye coordinates, we first computed the eye 
positions corresponding to the focea (azi=0°, ele=20°) for each eye (left/right) using the 
inverse (i.e. transpose) of the 3D rotation matrix of the eye geometry model. For each 
mouse, the positions of the left/right foceas were computed using the average left/
right eye positions measured during head-fixation. Thus, for a straight head as in the 
head-fixed recordings (pitch=0° and roll=0°) and the eyes in their average positions, the 
vectors indicating the directions of the foceas in space would point at azi=0° and ele=20° 
in a spherical coordinate system. In addition to horizontal and vertical eye movements, 
rodents also rotate the eyes around the resulting “gaze” axes (torsion) when pitching 
their heads up or down (Wallace et al., 2013). To also incorporate torsional eye rotations, 
we first estimated the relation between torsion and head pitch in a passively tilted 
mouse by tracking features on the pupil circumference using a deep neural network 
(Mathis et al., 2018). Consistent with torsion measurements in rats (Sawinski et al., 
2009), we found that torsion in mice was approximately linearly related to head pitch 
with a value of around 0.3 (Figure S5A). This value was used in all analyses.
The distribution of left/right focea locations (Figure 4G) was computed using a grid 
of equally-spaced points in spherical coordinates (spacing 1°). The radius of the 
sphere was 10 cm (Scholl et al., 2013) and the head of the animal was placed at the 
center of the sphere (nose pointing at ele=0° and azi=0°). For each tracked left or 
right angular eye position and corresponding pitch/roll values, we computed the 
direction of the focea in spherical coordinates and increased the count of the grid 
point closest to the vector of length 15 cm starting at the eye center and pointing in 
the direction of the focea by 1. Repeating these steps for all angular eye positions 
across recordings yielded an approximation proportional to the distribution of focea 
directions in spherical coordinates. Elevations in Figure S5B were computed from the 
marginal distribution (i.e. after summing over all azimuth values) either as circular 
mean (Figure S5B, top) or circular standard deviation (Figure S5B, bottom) using the 
CircStat toolbox (Berens, 2009). To avoid that systematic changes in head tilt bias 
focea elevation for the different freely moving conditions, we used stratified sampling 
of the joint distributions of head pitch and roll values; that is, pitch and roll data for 
each condition were binned (5° bin size  for both pitch and roll) and for each bin a 
random subset of samples were kept such that the frequency of pitch/roll values in 
that specific bin was equal across all conditions. The stratified data sets were used 
to compute focea elevation in Figures S5B (20°±0° head-fixed, 16.3°±2.6° open field, 
15.9°±2.4° social interaction, 17.0°±3.2° object tracking). The elevation for the control 
condition (“Focea fixed in head”) was computed using the same stratified data as the 
focea elevation (20°±0° head-fixed,  0.8°±0.8° open field,  0.8°±0.8° social interaction, 
0.3°±1.3° object tracking).
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Optical flow fields during locomotion were computed using data from the visual 
object tracking task. The task involved approaching a virtual object on a touchscreen, 
tracking of the object, and collection of a reward on the other side of the experiment 
chamber. The experiment chamber had a symmetric trapezoidal shape (width: 24 
cm on the touchscreen side and 6 cm on the side with a reward spout opposite to 
the touchscreen; length: 18 cm; height: 20 cm). A top view camera (Waveshare RPi 
Camera (F) with 640 x 480 pixels at 30 Hz) centered between the trapezoid legs with 
a horizontal distance of 12 cm the touchscreen and 30 cm above the ground plane was 
used to monitor mouse behavior. The position of the animal in the environment was 
measured by tracking the left and right eye cameras on the animal’s head, together 
with the body center and the bottom corners of the environment using a deep 
convolutional neural network (Mathis et al., 2018). Figure S5C shows an example frame 
with tracking markers. The positions of the bottom corners were used to transform 
image pixels into real-world coordinates (centimeters) and to align tracked animal 
positions with the geometry of the environment.  Positions of the tracked body parts 
in the ground (x/y) plane (z = 0 cm) were computed by correcting for the perspective 
of the top view camera. This required knowledge of the height of the tracked body 
parts. The typical height of the eye tracking cameras for a straight head (pitch=0° and 
roll=0°) was about 5 cm and we assumed that the height varied linearly with head 
pitch (7 cm for pitch=90° and 3 cm for pitch=-90°). For the simulations, body height 
was kept fixed at 4 cm. Head orientation in the chamber was defined as the unit 
vector starting at the midpoint between the two eye tracking cameras and pointing 
to the front (i.e. orthogonal to the line connecting the two eye camera points). For a 
straight head, the eyes were approximately 1 cm below the midpoint between the eye 
tracking cameras with an interocular distance of 1 cm. Head pitch but not roll was 
used to find the midpoint between the eyes and left and right eye positions (relative 
to the midpoint between the eye cameras) and the vertical component of the head 
direction vector.
To compute the optical flow vectors for the left and right eyes, a grid centered around 
the focea for each eye was used. As a first step, periods that comprised locomotion 
towards the touchscreen or the reward spout were extracted from the head and body 
tracking data (body speed > 10 cm/s and maximum absolute difference between head 
and body velocity < 1 cm/s). Average focea azimuth and elevation for the left or right 
eye were computed for the extracted locomotion periods. An equally-spaced grid 
(spacing 10°) centered at the left or right focea extending ±50° in azimuth and ±40° in 
elevation was created. Positions of the grid vectors in eye coordinates (i.e. in an eye 
reference frame) were computed as for the focea described above. For each frame, 
these grid vectors were transformed into vectors in absolute space using the absolute 
positions (x/y/z) of the eyes in the chamber, the orientation of the animal's head in 
the chamber, and the angular eye positions along with eye torsion. The intersections 
of the grid vectors with the walls of the environment were computed using a virtual 
model of the chamber (Figure S5C). For each grid vector, the difference in azimuth and 
elevation (in the chamber reference frame) between the current and preceding frame as 
"viewed" from the current eye position in space (x/y/z) was used as a measure of local 
optical flow. This yielded  Δazimuth and Δelevation values for each grid point for each 
pair of successive frames. As mouse eye movements help to stabilize the visual field 
(and the focea) relative to the ground, changes in azimuth and elevation in the chamber 
reference frame are approximately aligned with changes in azimuth and elevation in 
an eye-centered reference frame (up to a rotational component). For each mouse, the 
Δazimuth and Δelevation values for each grid point were averaged (circular mean) 
across all frame pairs. The flow fields in Figure 4I show the average flow vectors across 
all four mice and Figure S5D the flow vectors for the single mice.
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Supplementary Figures 
Supplementary Figure 1. The population Receptive Field mapping (pRF) technique. pRF mapping is a model-
based approach to estimate the aggregate receptive field of the underlying data. Mice viewed 31 checkerboard 
bars of different orientations and locations. These stimuli were described as masks with values of 0 (no 
contrast present) or 1 (contrast present). The pRF model is a forward model in which the pRF is assumed to 
take on a Gaussian form. More than 300,000 Gaussians were generated with different azimuths, elevations 
and standard deviations. Each Gaussian was multiplied by each stimulus mask to create the predicted spatial 
response profile, this was then summed over all pixels to create the predicted response of the Gaussian to all 
31 bar stimuli. These predictions were fit to the actual calcium data from different pixels in the brain image 
by linear regression to estimate the β weight that produced the lowest sum-of-squares error between the 
prediction and the response. The Gaussian that produced the lowest sum-of-squares error was taken as the 
pRF for that pixel. We then used the azimuth, elevation and FWHM (proportional to the standard deviation) of 
the best-fitting Gaussian to create the maps shown in Figure 1.
Supplementary Figure 2. pRFs in higher visual areas. The panels show the average pRF size binned by azimuth 
(left panel) and elevation (right panel) obtained from different visual areas. The visual areas were identified by 
field sign analysis as described in the methods section. Areas LM, RL and PM were reliably identified in the 
population of 11 bilaterally imaged mice. pRF size was higher in LM, RL and PM compared to V1, but the 
relationship to the location of the pRF was qualitatively similar to that in V1.
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Supplementary Figure 3. The region of small pRF size was not due to the morphing of the stimulus. A, The 
visual stimuli used in this study were morphed to account for the distortion introduced by the flat LCD screen. 
This means the stimuli were physically smallest at azimuths/elevations located directly in front of the mouse, 
but covered equal areas on the retina at all azimuths/elevations. To test whether the small pRF sizes observed 
at the focea were an artifact of the stimulus morphing we carried out a test session in a single mouse in which 
the mouse was rotated relative to the screen by 16.6°. This placed the smallest stimuli at an azimuth of -16.6°. 
If the relationship between pRF size and azimuth was due to stimulus morphing then this would shift the 
relationship between azimuth and pRF size to the left relative to the original dataset (i.e. in the rotated data the 
smallest pRFs would appear at -16.6 degrees). B, The observed data did not show this relationship and the two 
data sets were statistically indistinguishable from one another (t-test on beta slope and intercept, p > 0.05).
Supplementary Figure 4. pRFs generated from raw two-photon images show stronger scattering. 
A, Example maps of azimuth and elevation generated from the (smoothed) raw two-photon images show a 
clear retinotopic organization in agreement with the RFs measured for the individual cells. The white-border 
indicates the boundary of V1 as determined by field-sign analysis (STAR methods). The map of RF size (right 
panel) showed no clear organization at this level of spatial detail. These images form the input into the scatter 
analysis. B, Measures of pRF size obtained from performing the scatter analysis on the retinotopic maps 
shown in A, a window size of 400mm was used to generate this image.  The smallest pRFs are in the region 
representing the focea. C, The slope of the regression of pRF size on r-eccentricity for the raw image data 
approached the values from the wide-field data in Figure 1I for the larger analysis windows. Example regression 
fits for mouse M2 are shown in the insets. Asterisks mark significant values, p < 0.05, t-test, and the error-bars 
indicate 1 S.E.M. D, The intercept term of the regression gives the expected pRF size at the focea. This 
approached the minimum-values observed in the wide-field data (approximately 40-50°) only at window sizes 
of 200-400µm radius, suggesting that windows of this size best capture the signals that are measured in the 
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wide-field data. The pattern was consistent across mice (colored lines). Error-bars indicate 1 S.E.M. 
E, Summary of the slope (left) and intercept (values) for the different techniques. The results indicate that the 
small pRFs in the focea are only apparent in the scatter of RFs across cells. Techniques which measured 
individual cells or small multi-units (electrophysiology, two-photon cell analysis) did not find strong 
relationships, whereas those that measured activity pooled over many cells (two-photon scatter analyses and 
wide-field analysis) found a relationship. The data from the cell+neuropil analysis had the closest slope values 
to the wide-field data. The values for the scatter analyses are taken from the 400µm radius analysis windows. 
Error-bars indicate 1 S.E.M across animals.
Supplementary Figure 5. Eye tracking in freely moving mice. A, Relation between head pitch and eye torsion 
for the right eye of a passively tilted mouse. The relation is approximately linear (Pearson correlation of raw 
data = -0.48) and the negative slope indicates counter-rotation of the eye relative to the head. B, Average 
circular mean elevation (top) and standard devation (SD, bottom) of the left/right foceas for the same mice 
either head-fixed or in three different head-free contexts (open field, social interaction, object tracking). In all 
three contexts, eye movements counteract head movements to stabilize the elevation of the focea relative to 
the ground. Same color schema as in Figure 4F—H. Dark gray bars show means for the focea and light gray 
bars show means for the control condition (“Focea fixed in head” in Figure 4I--H). Means computed across 
eyes and mice. Data from 4 mice. Mean ± SEM. C, Top: example video frame from the top view camera during 
the visual object tracking task. Colored dots indicate positions of tracked parts including left and right eye 
cameras on the animal’s head, body center and the bottom corners of the environment. Bottom: top and 
diagonal views of the tracked parts used for optical flow computation placed within a model of the touchscreen 
chamber. The black line indicates 3D head orientation and the black dots the positions of the left and right eyes 
in the chamber. D, Optical flow fields during locomotion for the left and right eyes. Gray arrows show optical 
flow directions for the single mice. Data from 4 mice.
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Abstract 
After a briefly presented visual stimulus disappears, observers retain a detailed 
representation of this stimulus for a short period of time. This sensory storage is 
called iconic memory but its neural underpinnings are not well understood. We 
measured iconic memory in the perception of monkeys and its neuronal correlates 
in the primary visual cortex (area V1). We measured how many milliseconds extra 
viewing time iconic memory is worth and how it decays, by varying the duration of 
a brief stimulus and the timing of a mask. We found that the V1 activity that persists 
after the disappearance of a stimulus predicts the worth and decay of iconic memory. 
Finally, we examined how iconic memory interacts with attention. A cue presented 
after the stimulus disappears boosts attentional modulation pertaining to a relevant 
part of the stimulus, but only if it appears before iconic memory has decayed. Our 
results relate iconic memory to neuronal activity in early visual cortex.
Introduction
Our visual system takes in a large amount of information with every fixation of the 
eyes. Only a fraction of it can be processed and remembered. There are different 
forms of memory that act on distinct time scales, including working memory, which 
is associated with persistent activity of neurons (Curtis and D’Esposito, 2003; 
Christophel et al., 2017) and long-term memory , which is laid down in the patterns 
of synaptic weights. In visual perception there also exists a short-lasting, very high-
capacity memory store that is known as iconic memory (Sperling, 1960; Averbach 
and Coriell, 1961; Phillips, 1974; Coltheart, 1980; Graziano and Sigman, 2008). Sperling 
(Sperling, 1960) conducted seminal studies on this form of memory. In one of his 
studies, subjects saw a display with 12 letters ordered in three rows, during a brief 
50ms time interval (Fig. 1a). In one condition, called “whole report”, the subjects were 
asked to report all letters that they remembered. They were able to report four letters, 
on average, a number that hardly increased for longer stimulus durations, up to 500ms. 
This result implies that the capacity limitation was not caused by reduced visibility 
of the briefly presented letters but by an inability to memorize more than four items, 
a finding which was reproduced many times (Luck and Vogel, 1997, 2013; Sligte et al., 
2009; Ma et al., 2014; Fallon et al., 2016). According to contemporary terminology the 
four items are in working memory, which is a memory store that can last for seconds 
and is relatively resilient against interference by subsequent visual stimuli. 
Sperling (Sperling, 1960) also carried out a “partial report” version of the experiment, 
which revealed compelling evidence for another storage mechanism that precedes 
working memory. In this version of the task, the subjects heard a tone immediately 
after stimulus offset, cueing subjects to report a specific row of letters (Fig. 1a). The 
remarkable finding was that subjects were typically able to reproduce all letters of 
a cued row. Apparently, they had access to a representation of all 12 letters even 
though they were not visible anymore and they could report the relevant subset 
upon cueing. The inferred early, high-capacity buffer that contains all letters was 
later called “iconic memory”. Iconic memory was found to decay quickly because a 
delay of a few hundred milliseconds between stimulus offset and cue onset decreased 
the subject’s capacity to report the letters to the level without cueing. Apparently, 
iconic memories provide a rich representation of the visual scene but are short-lived. 
Additional research demonstrated that iconic memory of a stimulus is erased when 
it is followed by another visual stimulus or mask (Averbach and Coriell, 1961; Phillips, 
1974; Long, 1980).
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While previous studies described the properties of iconic memory at a perceptual 
level, we know remarkably little about its neuronal mechanisms and the read-out 
of this high-capacity memory buffer. A briefly presented visual stimulus elicits a 
response that is selective for the stimulus and outlasts the stimulus duration in area 
V1, and higher visual cortical areas including the inferotemporal cortex (Keysers et al., 
2001, 2005; Lamme et al., 2002; van Vugt et al., 2018). Furthermore, in all these areas 
the delayed stimulus-selective responses can be interrupted by a mask (Macknik 
and Livingstone, 1998; Rolls et al., 1999; Keysers et al., 2001; Lamme et al., 2002). 
A modeling study therefore proposed that the late, decaying phase of the neuronal 
response elicited by a brief visual stimulus might correspond to the iconic memory 
trace (Zylberberg et al., 2009). This hypothesis has, to our knowledge, not yet been 
tested experimentally. In the present study we aimed to assess the relation between 
iconic memory and the late, decaying phase of V1 activity elicited by brief stimuli. 
We assessed two measures of iconic memory in the behavior of macaque monkeys: 
“worth” and “decay”, and compared these behavioral measures to properties of the 
late phase of the response of V1 neurons. 
The “worth” quantifies the amount of information contained in iconic memory, in 
terms of extra stimulus viewing time; i.e. how much extra viewing time the icon is 
“worth”. Loftus and collegues (Loftus et al., 1992) described a straightforward method 
to measure the worth. They compared the accuracy of observers in a condition in 
which a stimulus was followed by a mask overwriting iconic memory to that in a 
condition without a mask. The worth is the extra time for which a masked stimulus 
needs to be visible before it can be recalled with the same accuracy as an unmasked 
stimulus. They observed that worth of iconic memory in human observers varies 
between 70 and 100ms. Loftus et al. (Loftus et al., 1992) also measured the shape of 
the decay of iconic memory, by varying the delay between the offset of the stimulus 
and the onset of the mask. They observed that iconic memory decayed with a time-
constant of around 100ms, although studies using other procedures observed longer 
time-constants, up to 400ms (Lu et al., 2005). 
In the present study, we measured the worth and decay of iconic memory and 
compared it to the activity of neurons in area V1 using a modified curve-tracing task 
(Roelfsema et al., 1998) (Fig. 1b-d). The monkeys directed their gaze to a fixation point 
and had to determine which of six purple circles was connected to this fixation point 
by a curve that consisted of a number of contour elements that were presented in a 
piecemeal manner. There were three pairs of curves, each starting at a branch point 
close to the fixation point (Fig. 1b). On every trial, a ‘discriminant’ contour element 
appeared for only one of the curves in each pair, connecting the branch to one of the 
Figure 1. Iconic memory paradigm. A, Sperling’s experiment. The subjects saw a display with 12 letters for 
a short amount of time. In the partial report version of the paradigm, an auditory cue indicated which of 
the rows had to be reported. B, Stimulus design. The monkeys made eye movements to one of six purple 
targets, organized in pairs. The actual stimulus consisted of white curves on a grey background (as in panel 
d). The contour elements shown as black solid lines are always visible (skeleton), and a subset of the grey 
dashed contour elements (discriminant segments) are only displayed briefly. In this example stimulus, the RF 
(green rectangle) fell on one of the discriminant segments. C, Example configurations. On each trial, one of the 
discriminant segments is shown per pair, so that only one of the purple circles of that pair is connected to the 
branch point. D, Stimulus sequence. After the monkey had maintained gaze at the fixation point for 300ms, 
the skeleton was visible for 250ms. Next, the three discriminant segments were shown for a variable duration 
(58, 105, 152, 200, or 247ms). After the discriminant segments disappeared, a meta-contrast mask was 
displayed for 100ms on half of the trials, whereas the skeleton was displayed in the other half of the trials. At 
a delay of 750ms after the onset of the discriminant segments, a central cue appeared (see inset), probing one 
of the pairs. At this moment the fixation point became green, cueing the monkey to make an eye movement to 
the purple circle that had been connected to the branch point of the cued pair. The green rectangle denotes 
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purple circles (Fig. 1c,d). The monkey had to memorize the three discriminant contour 
elements. After a variable delay after the discriminant segment disappeared we 
presented a central cue, which was a small contour element connecting the fixation 
point to one of the three branch points. The monkeys reported which of the two purple 
circles had been connected to the respective branch point with an eye movement. To 
examine the role of iconic memory, we presented a meta-contrast mask in 50% of 
trials to erase iconic memory for the discriminant segments. 
It is of interest to compare this design to that by Sperling (Sperling, 1960). Instead of 
letters, the monkeys had to memorize discriminant contour elements and the later 
central cue played the same role as the auditory cue in Sperling’s task. We examined 
the behavioral worth by comparing the accuracy on masked and non-masked trials 
and measured a neuronal worth by monitoring the neuronal activity elicited by the 
discriminant segments in area V1. In addition, we varied the delay between stimulus 
offset and mask onset to assess the decay of iconic memory. We found that the 
neuronal measures for worth and decay closely resembled behavioral measures, 
implying that decaying activity in V1 after the stimulus is no longer visible provides 
a neuronal correlate of iconic memory. We also reproduced the cueing effect at the 
behavioral and neuronal level, which was most pronounced for cues that appeared 
before or shortly after the presentation of the discriminant contour elements, before 
iconic memory decayed. 
Results
To examine the relation between iconic memory and neuronal activity in V1, we first 
examined the worth and compared it to V1 activity in the presence and absence of a 
mask. The worth of iconic memory is measured as extra viewing time in milliseconds. 
E.g. the worth would be 100ms if a masked stimulus needed to be presented 100ms 
longer to compensate for the loss of accuracy caused by the mask. 
Behavioral worth of iconic memory
In the curve-tracing task, three pairs of two purple circles could be briefly connected to 
three branch points by discriminant contour elements and one of these branch points 
was briefly connected to the fixation point (Fig. 1b-d). We presented the discriminant 
contour elements for different durations and the monkeys had to memorize the three 
segments because the cue, i.e. the connection to the fixation point, was presented 
after the discriminant segments disappeared, at the end of the trial. We expected that 
iconic memory would be beneficial in this task, because the discriminant segments 
were displayed only briefly. To measure the performance in the different conditions, 
we collected a total of 15,133 trials and 20,891 trials in monkey D and monkey M 
respectively, during 13 and 7 recording sessions.
In half of the trials, we erased iconic memory with a meta-contrast mask with a 
duration of 100ms (Fig. 1d). Masking decreased the accuracy of both monkeys 
(likelihood ratio test, testing whether accuracy depended on MOL, see Methods, p = 
3.2·10-10 for monkey D and p = 1.5·10-11 for monkey M) (Fig. 2). The effect of this mask 
was well described as a rightward shift of the psychometric function. To estimate the 
worth, we fitted a sigmoidal function to the accuracy in both conditions and measured 
their horizontal displacement (Fig. 2). In monkey D the estimated worth was 61ms 
with a 95%-confidence interval of [39ms, 91ms] (estimated using a bootstrapping 
procedure, see Methods). The behavioral worth estimate for monkey M was 66ms 
with a 95%-confidence interval of [47ms, 86ms]. Hence, iconic memory appears to 
add just over 60ms to the effective presentation time of a briefly presented stimulus. 
Figure 2. Behaviorally determined worth. The monkeys’ accuracy (y-axis) in the presence (black traces) and 
absence of a mask (green traces) depended on the duration for which the discriminant segments were visible. 
The lines represent fits of sigmoidal functions and the horizontal shift (red arrow) represents the worth. Error 
bars, S.E.M. across sessions. 
The accuracy of the monkeys asymptoted at a value below 100%. This asymptote 
provides a measure of the maximum number of items that the monkeys held 
in working memory. An accuracy of 100% would imply that they held all three 
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none. The asymptotic number of items in working memory can be approximated as 
6*(Accuracy-0.5), which was 1.42 for monkey D (asymptotic accuracy = 73.6%, s.e.m. 
across sessions 1.5%) and 1.22 monkey M (asymptotic accuracy = 70.4%, s.e.m. 2.1%).
Neuronal worth of iconic memory
To estimate the worth of neuronal information, we recorded the activity of V1 neurons 
in both monkeys during the task using chronically implanted electrode arrays (Utah 
probes). We recorded the activity of 20 V1 recording sites in monkey D and 18 recording 
sites in monkey M during the same sessions that were used to compute the behavioral 
worth. We ensured that the receptive fields (RFs) of the V1 neurons fell on one of the 
discriminant contour elements and not on other parts of the stimulus. 
As expected, the appearance of the discriminant segment in the V1 RF elicited a visually 
driven response (dark green traces in Fig. 3a,b), RespIn, with a duration that depended 
on presentation time. The disappearance of the discriminant segment elicited a second 
small peak in the response of some V1 neurons and thereafter the activity gradually 
decreased to the level of spontaneous activity. The other discriminant segment of the 
same curve-pair did not elicit a V1 response (light green in Fig. 3a,b), RespOut, because it 
did not fall in the RF. As a measure for the information that could be relayed by the V1 
neurons about the discriminant segment at each moment, we calculated the response 
difference, RespDiff=RespIn-RespOut (Fig. 3a,b, green area in the lower panels), which 
evidently increased for longer stimulus durations (green line in Fig. 3c,d). 
In trials with the meta-contrast mask, the onset of the mask caused a sharp increase 
in neural activity (black/grey traces in Fig. 3a,b), irrespective of the location of the 
discriminant segment. Accordingly, the mask quickly abolished RespDiff  and curtailed 
the information about the location of the discriminant segment (compare grey and 
green areas in lower panels of Fig. 3a,b). To assess the significance of this effect, we fit 
a general linear model to the area of RespDiff across recording sites with a single slope 
Figure 3. The neuronal worth in V1. A, B Activity elicited by the stimulus with the discriminant segment in the 
RF (black, dark green) or not in the RF (grey, light green) in the presence (black, grey) and absence of a mask 
(dark and light green) in monkey D (a) and monkey M (b). The insets above illustrate the different stimulus 
conditions. The panels below represent Respdiff, which is the difference in activity elicited by the conditions with 
the discriminant segment inside and outside the RF in the presence (grey area) and absence of masking (green 
area). The extra activity difference that occurs without masking is shown as a green area, and corresponds to 
our measure of the neuronal worth. C, D, Integrated Respdiff as function of the stimulus duration in the presence 
(black) and absence of a mask (green) in monkey D (c) and monkey M (d). The data points correspond to the 
shaded areas in the bottom row of a,b. Lines represent linear fits; error bars the S.E.M. across recording sites. 
The horizontal shift between the lines (red arrow) corresponds to the neuronal worth. Insets, distribution of 
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term for stimulus duration (resulting in parallel lines for both levels of masking, 
Fig. 3c, d). Both the main effect of stimulus duration and the main effect of masking 
were highly significant in both monkeys (monkey D: tduration=41.4, pduration=2.7·10
-93, 
tmask=-14.0, pmask=1.9·10
-30; monkey M: tduration=73.0, pduration=9.8·10
-125, tmask=-38.6, 
pmask=6.5×10
-83). The horizontal shift between the two lines (Fig. 3c,d) represents the 
neuronal worth, which was 45ms for monkey D (95% confidence interval [41ms,50ms]) 
and 70ms for monkey M (95% confidence interval [65ms,72ms]). The neuronal worth 
fell well within the confidence intervals of the behavioral worth of the two monkeys 
and is therefore compatible with the behavioral worth estimate.
Figure 4. Decay of iconic memory. A, The discriminant segments were shown for a constant duration and the 
delay between their offset and the onset of the mask (MOL, mask onset latency) was varied. B, Accuracy of 
monkey D (left) and M (right) as function of MOL. Error bars, S.E.M. across sessions. 
The decay of iconic memory
The worth provides an estimate of the effective extra viewing time that iconic memory 
is equivalent to. We next examined the time-course of iconic memory. Loftus et al. 
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accuracy for different delays between stimulus offset and mask onset. If the mask is 
not presented immediately after the offset of the stimulus but delayed by a mask onset 
latency (MOL), the increase in accuracy gives insight in the information available in 
iconic memory during the MOL, i.e. the interval’s partial worth.  
The monkeys performed a version of the task in which the stimulus duration stayed 
the same, and only the MOL varied across trials (Fig. 4a). We recorded 10,778 trials 
in monkey D and 21,522 trials in monkey M during 10 and 9 recording sessions, 
respectively. For monkey D, the presentation time of the discriminant segments was 
83ms. Monkey M had a lower accuracy and we therefore presented the discriminant 
segments for 153ms. The accuracy of both monkeys was lowest at a MOL of 0, because 
the mask completely blocked iconic memory. Performance increased for increasing 
MOLs because less of the icon was blocked by the mask (Fig. 4b, likelihood ratio test, 
p=5.4·10-3 for monkey D and p=3.4·10-4 for monkey M). The accuracy increase was 
steeper at short MOLs and decreased at longer values. The diminishing returns at 
longer intervals gives insight into the decay of iconic memory. The monkeys’ accuracy 
depends on the total information provided by iconic memory up to the MOL, in 
other words the masking curve represents the integral of information provided by 
iconic memory. Vice versa, the temporal profile of the iconic memory trace should 
correspond to the masking curve’s derivative (Loftus et al., 1992). 
We next examined how the simultaneously recorded late V1 activity depends on the 
MOL, assessing the partial worth at different time points (Fig. 5) for 20 recording 
sites in monkey D and 18 recording sites in monkey M. One of the discriminant 
segments fell in the neurons’ RF and elicited a visual response, RespIn (green trace 
in Fig. 5b,c), whereas the other segment did not (RespOut, black trace). When the MOL 
is 0ms, iconic memory is prevented by the mask so that the difference in activity, 
RespDiff, is driven by the visual stimulus only (grey area in the lower panels of Fig. 5b,c). 
RespDiff increased monotonically with the MOL, due to an increasing contribution of 
the late V1 response when the mask was delayed (light green area). As in the previous 
experiment, the integral of RespDiff (dark plus light green area in Fig. 5b,c) provides an 
estimate of the V1 information about the location of the discriminant segment and it 
increased for larger values of the MOL (Fig. 5b-d). 
How well does the neuronal decay function account for the behavioral decay 
function? To address this question, we compared neuronal activity in V1 to the 
temporal profile of the behavioral iconic memory decay function. Specifically, we first 
determined the behavioral d-prime (derived from the data in Fig. 4b) as function of 
the MOL because, unlike d-prime, increases in accuracy with improved visibility 
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are smaller if it is already close to 100% (a “ceiling effect”). We then examined how 
well RespDiff predicted d-prime using linear regression (Fig. 5d). RespDiff explained 
90.9% (p=0.012) of the variability in d-prime in monkey D, and 93.2% (p=0.0077) in 
monkey M. The resemblance of the neuronal and behavioral decay functions provides 
further support for the hypothesis that the late V1 response after stimulus offset 
provides a neuronal correlate of iconic memory. 
Figure 5. Iconic decay function in V1. A, The discriminant segment appeared either inside or outside the RF 
and the mask appeared after the MOL. B, C, Average V1 activity elicited in the condition with the discriminant 
segment inside (green) our outside the RF for each MOL for monkey D (b) and M (c). RespDiff represents the 
activity difference and increases for larger values of the MOL. The visually driven response can be estimated 
from the MOL=0 condition (grey area), and the extra activity elicited at longer MOLs represent a neuronal 
estimate of the partial worth of iconic memory (green areas). D, d-prime based on the behavioral accuracy 
(magenta line, S.E.M. over recording sessions). We used the area under the curve in panels b and c as a 
predictor in a linear regression model to predict d-prime. The predicted values are shown in green (S.E.M 
across recording sites).  
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In the partial report version of Sperling’s experiment (Sperling, 1960) the subjects 
heard an auditory tone that indicated which items needed to be reported (Fig. 1a). Later 
work replicated the results with a visual cue (Averbach and Coriell, 1961; Graziano and 
Sigman, 2008). Only if the cue appeared during the phase in which the items were still 
in iconic memory subjects could selectively report the cued items, whereas they did 
not benefit if the cue was presented at a later time point, when iconic memory had 
decayed. 
We created a partial report version of our paradigm by varying the delay between 
the central cue and the discriminant segments (Fig. 6a). In this version we did not 
use masking so that the monkeys could use the full iconic memory trace of the 
discriminant segments, which were shown for 183ms in monkey D, and 294ms in 
monkey M. In one condition (pre-cue) we presented the central cue before the onset 
of the discriminant segments so that the animal could focus on the relevant curve-
pair, which was expected to result in a high accuracy. In the other conditions, the 
cue was presented after the offset of the discriminant segments with a cue-onset-
latency (COL) of 0, 47, 117, or 176ms for monkey M, and a COL of 0, 33, 67, or 117ms 
for monkey D (Fig. 6a). Trials with different COLs were randomly interleaved. We 
expected a maximal benefit from iconic memory for short values of the COL and poorer 
performance at larger values, when iconic memory had decayed. Fig. 6b shows that the 
behavioral results in this paradigm are in line with the original findings by Sperling 
(Sperling, 1960). As expected, the accuracy was higher for the condition in which the 
cue was presented throughout the trial (pre-cue) than the condition in which the cue 
was presented immediately after the offset of the discriminant segments (paired 
t-test across sessions, p=6.5·10-3, t=3.2, df=15 for monkey D and p=1.9·10-8, t=22.0, df=8 
for monkey M). Importantly, the accuracy for the immediate cue (COL=0) was, in turn, 
higher than that for the longest COL (117ms in monkey D and 176ms in monkey M) 
(p=6.1·10-4, t=4.3, df=15 for monkey D and p=1.5·10-5, t=9.3, df=8 for monkey M). The 
early cue apparently allowed the monkeys to take advantage of the iconic memory 
trace of the discriminant segment of cued pair of curves. 
We know from previous work that human observers who trace a target curve among 
distractor curves direct their attention to all contour elements of the target curve 
(Scholte et al., 2001). In monkeys it is possible to monitor this attentional selection 
process by recording neuronal activity in V1, because the activity that is elicited by a 
traced curve is enhanced compared to that elicited by distractor curves (Roelfsema 
et al., 1998). If the monkey makes an error and selects the wrong curve, it is the 
erroneously selected curve that elicits extra activity, implying that selection signals 
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Figure 6. Varying the timing of the central cue. A, In the pre-cue condition, the central cue was presented 
50ms before the onset of the discriminant segments and remained visible throughout the trial. Grey segments 
represent the iconic memory trace in the brain (not presented on the screen). In the COL=0 condition, the 
central cue is presented while the iconic memory trace is still available. In the COL=176 condition, the central 
cue is presented after iconic memory has decayed. B, Accuracy of monkey D (left) and M (right) as function of 
COL. Error bars represent S.E.M. across sessions. 
in V1 are related to the monkey’s perceptual decision (Roelfsema and Spekreijse, 
2001; Pooresmaeili et al., 2014; Nienborg and Roelfsema, 2015). Previous studies 
demonstrated that V1 activity can also give insight into how information at multiple 
branch points (e.g. the central cue and the discriminant segments) is combined to 
reach a correct behavioral decision (Lorteije et al., 2015; Zylberberg et al., 2017). In the 
present paradigm, we therefore examined how the central cue and the discriminant 
segments jointly determine V1 activity. We configured the stimulus such that the V1 
RF fell on the skeleton. Specifically, the element in the RF was the distal contour 
element connecting the discriminant segment to one of the purple circles. This distal 
contour element in the V1 RF was visible throughout the trial and it was identical 
across all stimuli (Fig. 7a). Hence, the modulations of V1 activity in this experiment 
arise due to contextual influences originating outside the RF, including the effects of 
attentional selection.  
We recorded 22,016 trials in monkey M and 14,604 trials in monkey D during 9 and 
16 recording sessions respectively. We recorded data from 25 channels in monkey 
M and 13 channels in monkey D (a hardware problem caused loss of neuronal data 
in some sessions of monkey D; 7,004 trials in 8 sessions remained). Fig. 7c-e illustrates 
the neuronal data for monkey M (results in monkey D were similar, see Supplementary 
Fig. 2).
In the pre-cue condition, the appearance of part of the skeleton in the RF triggered a 
visually driven response (Fig. 7a,c). The cue was presented at the same time so that 
the monkey knew which of the curve pairs was task relevant. Upon the appearance of 
the discriminant segments (blue horizontal line in Fig. 7c; see also Supplementary Fig. 
S2a), the activity elicited by the distal contour element increased if it was connected 
to a discriminant segment (continuous green and black lines in Fig. 7a,c) compared 
to when it was not (dashed in Fig. 7a,c). We call this effect connectedness modulation 
(ConnMod) (Fig. 7c) and note that it reproduces the increased activity elicited by 
relevant curves in V1 activity during curve-tracing (Roelfsema et al., 1998) and other 
tasks that require contour integration (Li et al., 2006). ConnMod was determined in 
a time-window from 100-300ms after the appearance of the discriminant segments 
and it was significant for both the cued (green area in Fig. 7c and Fig. S2a, paired 
t-test, monkey M, p=6.7·10-23; monkey D, p=5.1·10-9) and non-cued curve pairs (grey 
area in Fig. 7c; monkey M, p=1.6·10-17; monkey D, p=1.1·10-5). Average ConnMod for 
the cued curve-pair was 0.17 and 0.65 for monkeys M and D, respectively. ConnMod 
for the non-cued curve-pair was weaker, on average of 0.05 and 0.27 for monkey M 
and D, respectively (paired t-test, monkey M, t24 = 25.6, p=6.2·10
-19; monkey D, t12=7.0, 
p=1.3·10-5). Apparently, the central cue amplified connectedness modulation for the 
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relevant pair of curves and/or decreased it for the irrelevant pair. We measured the 
amplitude and time course of this attentional effect induced by the central cue by 
subtracting the connectedness modulation for the irrelevant (cued) pair from that for 
the relevant (non-cued) pair (DConnMod; purple region in Fig. 7c). This attentional 
effect on connectedness modulation appeared about 150ms after the onset of the 
discriminant segments and lasted approximately 250ms.
In the other trials the cue was presented after the discriminant segments so that 
the monkey had to memorize all three discriminant segments. In these conditions, 
ConnMod was prominent during the phase in which the discriminant segments were 
visible (p < 10-17 and p < 10-5 in monkeys M and D, respectively) (Fig. 7c-e). We next 
investigated the influence of cue timing. In the post-cue conditions, cueing of the 
curve-pair within the RF increased ConnMod, after the discriminant segments had 
disappeared, especially if the COL was 0ms (purple area in Fig. 7d). 
We calculated the average DConnMod in a 200ms time window starting 100ms after 
cue onset. The level of DConnMod decreased for longer COLs, from 0.063 at a COL of 
0ms to 0.026 at a COL of 176ms (paired t-test, p=2.6·10-8, t24=8.1). Hence, the influence 
of the cue on connectedness modulation has declined when the iconic memory trace 
has subsided. We obtained similar results in monkey D with a DConnMod of 0.167 at a 
COL of 0ms and a decreased value of -0.050 at a COL of 117ms (the longest COL tested 
in this monkey) (p=7.3·10-4, t12=4.5).
Figure 7. Interactions between iconic memory and central cue timing. A, In the pre-cue condition, the central 
cue appeared before the discriminant segment. The neurons’ RF fell on a distal contour of the skeleton (green 
rectangle), which was either connected to the discriminant segment (frames with continuous lines) or not 
(dashed). The pair of curves with the RF could be cued (green) or non-cued (black). B, In the post-cueing 
conditions, the central cue appeared after the discriminant segments had disappeared. We here only illustrate 
conditions in which the curve pair with the RFs was cued. C-E, V1 activity in monkey M the pre-cue condition 
(c), COL=0 condition (d), and COL=176ms (e). Time zero corresponds to the onset of the three discriminant 
segments. Note that the contour element in the RF appeared at -250ms, simultaneously with the other parts of 
the stimulus skeleton and before the discriminant segments (see panel a). The contour element in the RF was 
either connected to the discriminant segment (continuous traces) or not (dashed traces). The pair of curves 
covering the RF could be cued (green) or not (black). Responses were stronger if the contour in the RF was 
connected to the discriminant segment than if it was not. The extra activity is called ConnMod (green and grey 
areas) and represents a contextual influence from outside the RF. The middle panels show the time-course of 
ConnMod for cued and non-cued curve pairs, and the difference, DConnMod (purple area), which represents 
the cueing effect. The lower panels show the time-course DConnMod (Y-axis), i.e. ConnModcued - ConnModnon-
cued. F, Behavioral d-prime based on the monkeys accuracy (magenta line, S.E.M. across recording sessions). 
We used the average ΔConnMod to predict d-prime using linear regression (blue curve). Error bars represent 
S.E.M. across recording sites. G, Schematic representation of ConnMod when the central cue appears at a 
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To assess how well the influence of cue timing on neuronal responses matched the 
influence on behavioral performance, we performed a linear regression, using the 
average values of ΔConnMod to predict the behavioral d-prime (Fig. 7f ). The match 
was very good (R2 of 80.6%, p=0.039 in monkey M, R2=93.1% and p=0.008 in monkey D). 
These results, taken together, indicate that cues presented during the iconic memory 
phase (at a COL of 0ms) improve the monkeys’ accuracy and cause an increase in 
attentional selection signals in V1. Apparently, the cue was combined with the iconic 
memory trace of the discriminant segment to specifically increase the activity of V1 
neurons with a RF close to the relevant purple circle (Fig. 7g). However, once the iconic 
memory has decayed, the cue had little influence on the connectedness modulation 
and hardly benefitted the monkeys’ performance. 
Discussion
Previous research demonstrated that iconic memory resembles a fading sensory trace 
of a visual image (Loftus et al., 1992; Graziano and Sigman, 2008) with a rich content 
that can be used as if the stimulus were still visible (Rensink, 2014). We reproduced 
critical properties of the classic Sperling paradigm in monkeys, using an adapted 
curve-tracing paradigm. (Fig. 1a). We demonstrated that properties of iconic memory 
correspond to the decaying V1 activity that occurs after a stimulus has disappeared. 
The monkeys had to memorize a number of discriminant segments in a whole report 
version of the paradigm in which we presented a central cue at a late time point. The 
monkeys’ accuracy increased for longer stimulus durations, but it did not reach 100%, 
in accordance with a limited memory capacity of 1.42 items for monkey D and 1.22 
items for monkey M. 
We measured the worth, an estimate of the additional viewing time to which iconic 
memory is equivalent, by comparing the monkey’s accuracy in trials with and without 
a mask (Loftus et al., 1992).  The mask caused a rightward shift of the psychometric 
function, indicating that iconic memory was worth 61ms in monkey D (95%-confidence 
interval [39ms,91ms]) and 66ms in monkey M (95%-confidence interval [47ms, 86ms]), 
which is slightly less than the worth reported in humans (70-100ms) (Loftus et al., 
1992). The late, decaying activity after stimulus offset (Zylberberg et al., 2009) in V1 
predicted iconic memory. The V1 information about the location of the discriminant 
segment was curtailed by the mask, because it invariably evoked a strong neuronal 
response (Macknik and Livingstone, 1998; Lamme et al., 2002). In non-masked 
trials, the extra V1 activity did not strongly depend on stimulus duration, and was 
therefore equivalent to a fixed amount extra viewing time. Accordingly, we could 
estimate a neuronal worth in V1, as the extra viewing time necessary to compensate 
for masking, and obtained values of 44ms and 70ms in the two monkeys. These values 
were compatible with the behaviorally determined worth, supporting the view that 
the decaying V1 activity after stimulus offset provides a neuronal correlate of iconic 
memory.  
The hypothesis that the decaying V1 response corresponds to iconic memory was 
further supported when we assessed the decay of iconic memory by varying the delay 
between stimulus offset and the mask. In accordance with human psychophysics 
(Loftus et al., 1992; Gegenfurtner and Sperling, 1993), we observed that the accuracy 
of the monkeys initially improved quickly when the MOL was prolonged but that 
further increases gave rise to diminishing returns. The shape of the behavioral decay 
function was well approximated by the extra V1 activity signaling the location of the 
discriminant segment when the mask was delayed (Fig. 5d). 
Lastly, we investigated how cues interact with iconic memory to increase the monkeys’ 
accuracy. We created a partial report version of the paradigm by presenting the central 
cue at different delays after the discriminant segments. Just as in Sperling‘s paradigm 
(Sperling, 1960), the accuracy improved if the delay between the discriminant 
segments and the cue was short, as if the cue was just in time to capture the iconic 
memory trace (Turvey and Kravetz, 1970). In the partial report task we measured a 
strong modulatory influence on V1 activity elicited by contour elements between 
the discriminant segment and the eye movement targets. These contour elements 
were part of the skeleton and therefore visible during the entire trial. In accordance 
with previous work (Houtkamp et al., 2003; Lorteije et al., 2015), these distal contours 
elicited ‘connectedness modulation’ in V1; more activity if they were connected to the 
discriminant segment than if they were not (Fig. 7g, top). Interestingly, the central 
cue interacted with the connectedness modulation. Early cues presented before the 
discriminant segments, resulted in stronger modulation for the cued curve-pair than 
for non-cued pairs. Cues that were presented later than the discriminant segments 
also increased the connectedness modulation, but only during the iconic memory 
phase. The influence of the cue on connectedness modulation predicted the monkey’s 
accuracy in the task, because early cues caused extra connectedness modulation for 
the relevant pair of curves, as if the discriminant segments were still visible (Fig. 7g, 
bottom), whereas late cues did not. 
Although we here focused on V1, the present results do not exclude the involvement 
of other cortical and subcortical brain regions in iconic memory. The iconic decay 
function of V1 activity is longer than the time-constant of single cortical neurons, 
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which is only a few milliseconds (Kuhn et al., 2004). The decay function therefore 
must reflect properties of recurrent loops, which exist within V1 (Douglas et al., 1995) 
and also between V1 and other brain structures. Of interest in this context is a study 
in mice demonstrating that LGN silencing abolishes V1 activity within approximately 
10ms (Reinhold et al., 2015). This result suggests that  V1 in interaction with higher 
cortical areas does, by itself, not sustain activity long enough to account for the shape 
of iconic decay function, but that it depends on loops that include the LGN and 
possibly other subcortical structures. 
Nevertheless, our results are compatible with contributions of extrastriate visual 
cortical areas V2, V3 and V4, which have their own recurrent loops with the thalamus 
and exhibit a decaying response upon the disappearance of a visual stimulus, 
resembling the V1 response (Luck et al., 1997; Reynolds et al., 1999; van Vugt et al., 
2018). However, to our knowledge, the properties of offset responses in extrastriate 
cortex remain to be studied systematically (with the exception of a study (Bair et al., 
2002) in which the RF stimulus was followed by another stimulus, causing a masking 
effect). 
In contrast to the activity in extrastriate areas V2-V4, neuronal responses in even 
higher areas such as the inferotemporal cortex show stimulus offsets that last 
hundreds of milliseconds (Rolls and Tovee, 1994; Kovács et al., 1995) and sometimes 
even up to seconds (Chelazzi et al., 1993; Yakovlev et al., 1998). This is longer than the 
decay time of iconic memory, making it less likely that neurons in these areas account 
for the properties of iconic memory. When a stimulus is followed by a mask, however, 
the activity of inferotemporal neurons is quickly overwritten (Rolls and Tovee, 1994; 
Kovács et al., 1995; Keysers et al., 2005). The results suggest that neurons in the 
inferotemporal cortex integrate information from lower areas, which also explains 
why their activity depends less on the precise duration of a brief visual stimulus 
(Keysers et al., 2005). They may contribute to a form of memory called ‘fragile short-
term visual memory’ (Sligte et al., 2008, 2009, 2010), which encodes less detail, last 
seconds but can also be interrupted by a mask, just like iconic memory. 
The most stable form of short-term visual memory is working memory. Working 
memory is resistant to masking (Miller et al., 1996; Warden and Miller, 2010), but it 
has a limited capacity of only a few items (Cowan, 2001; Oberauer, 2002). Neurons in 
the frontal (Rainer et al., 1998) and parietal cortex (Gnadt and Andersen, 1988) as well 
as in the medial temporal lobe (Chelazzi et al., 1993; Gelbard-Sagiv et al., 2008) play 
a prominent role in the maintenance of working memory representations, encoding 
previously presented stimuli with persistent activity. Although these working 
memory signals are weaker in low-level visual areas (Mendoza-Halliday et al., 2014; 
Van Kerkoerle et al., 2017), their involvement in the maintenance of working memories 
may be task-dependent (Christophel et al., 2017). It is remarkable that recent studies 
demonstrated that the maintenance of the persistent activity in the frontal cortex 
also depends on loops between cortex and the thalamus (Guo et al., 2017), just like we 
mentioned regarding iconic memory in V1. It is therefore tempting to speculate that 
the time-constants of these thalamocortical loops increase from low-level to higher-
level areas. 
These considerations support the idea that processing time-scales increase when 
ascending the visual cortical hierarchy (Murray et al., 2014; Chaudhuri et al., 2015). 
Higher areas contribute to increasingly stable forms of visual short-term memory, 
going from iconic memory in low-level areas, to fragile visual short-term memory 
in mid-level visual areas and working memory in association areas (Rensink, 2014). 
The accompanying decrease in storage capacity implies not all iconic memories can 
be stored as working memories. As a result, cues that are presented when iconic 
memory is still active can promote the storage of relevant information in a durable, 
reportable form, in the higher areas, whereas cues presented later cannot, because 
iconic memory has decayed.  
In summary, our results demonstrate how the decaying response of neurons in low-
level visual areas can account for the worth and decay of iconic memory. Future 
research can take advantage of these findings to further explore how iconic memories 
are transformed into more stable forms of memory, such as working memory. 
These considerations inspire a question that can be addressed in future work: Do 
these three forms of memory, iconic memory, fragile memory and working memory, 
provide a comprehensive account or are they only a first approximation to an even 
richer hierarchy, in which the time scale of temporal integration gradually increases 
in higher brain regions. 
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All animal procedures complied with the NIH Guide for Care and Use of Laboratory 
Animals, and were approved by the institutional animal care and use committee of 
the Royal Netherlands Academy of Arts and Sciences. Two male macaque monkeys 
(aged 9 and 12 at the start of the experiments) participated in the experiment. The 
monkeys were socially housed in pairs in a specialized primate facility with natural 
daylight, controlled humidity and temperature. The home-cage was a large floor-to-
ceiling cage that allowed natural climbing and swinging behavior. The cage had a solid 
floor, covered with sawdust and was enriched with toys and foraging items. Their diet 
consisted of monkey chow supplemented with fresh fruit. Their access to fluid was 
controlled, according to a carefully designed regime for fluid uptake. During weekdays 
the animals received diluted fruit juice in the experimental set-up upon correctly 
performed trials. We ensured that the animals drank sufficient fluid in the set-up 
and supplemented the animals with extra fluid after the recording session if they 
did not drink enough. In the weekend the animals received at least 700ml of water in 
the home-cage supplied in a drinking bottle. The animals were regularly checked by 
veterinary staff and animal caretakers and their weight and general appearance were 
recorded in an electronic logbook on a daily basis during fluid-control periods.
Surgical procedures and training
We implanted both monkeys with a titanium head-post (Crist instruments) under 
aseptic conditions and general anesthesia as reported previously(Self et al., 2012; Chen 
et al., 2017). The monkeys were first trained to fixate on a 0.5 diameter fixation dot and 
hold their eyes within a small fixation window (1.1 diameter). They then underwent a 
second operation to implant arrays of 5x5 micro-electrodes (Blackrock Microsystems) 
over opercular V1. The inter-electrode spacing of the arrays was 400μm. The animals 
were later trained to perform the iconic memory task. We first obtained the data for 
the worth paradigm, after which the monkeys were trained on the slightly altered 
tasks for the decay and cueing experiments. We recorded neuronal activity from one 
array in monkey D and two arrays in monkey M. 
Electrophysiology
We recorded MUA using a PZ2 preamplifier and a RZ2-8 signal processor (Tucker 
Davis Technology). The signal was referenced to a subdural electrode and digitized 
at 24.4 kHz. It was band-pass filtered (2nd order Butterworth filter, 500Hz-5KHz) to 
isolate high-frequency (spiking) activity. This signal was rectified (negative becomes 
positive) and low-pass filtered (corner frequency = 200Hz) to produce multi-unit 
activity (MUA), which is the envelope of the high-frequency activity(Super and 
Roelfsema, 2005). MUA reflects the spiking of neurons within 100-150mm of the 
electrode and MUA population responses are very similar to those obtained by 
pooling across single units (Super and Roelfsema, 2005; Palmer et al., 2007; Cohen 
and Maunsell, 2009; Self et al., 2012). We used a video-camera based eye-tracker 
(Thomas Recording) to measure the eye position at 1017Hz in monkey D and 508Hz in 
monkey M. We mapped the RFs of neurons at all recording sites using a moving light 
bar stimulus, as described previously (Super and Roelfsema, 2005).
We removed artifacts, i.e. trials with extreme MUA, using an iterative z-scoring 
procedure (values higher than 3 were removed). If z-scores higher than 15 remained, 
the process was repeated, leading to the removal of less than 0.4% of all the trials. If 
necessary, we used a second order Butterworth notch to filter out the refresh frequency 
of the monitor (55-65Hz). To normalize MUA, we subtracted the spontaneous activity 
level in a time window from 250 to 50ms prior to the onset of the skeleton and dividing 
by the peak response after LOWESS smoothing (26ms window). We only included 
recording sites with a signal-to-noise higher than 1. The signal-to-noise ratio was 
computed by dividing the peak of the smoothed response by the standard deviation of 
the spontaneous activity level across trials. 
Behavioral task and stimuli
Stimuli were presented on CRT monitors (Dell) at a refresh rate of 85Hz for monkey 
D and 60Hz for monkey M, with a resolution of 1024x768 pixels, viewed from a 
distance of 44cm (monkey D) or 56cm (monkey M). The monitor for monkey D was 
40 x 30cm yielding a field-of-view of 48.9° x 37.6°, and the monitor for monkey M 
was 38.5 x 29 cm yielding a field-of-view of 37.9° x 29°. All stimuli were created using 
the COGENT graphics toolbox (developed by John Romaya at the LON at the Well-
come Department of Imaging Neuroscience) running in MATLAB (Mathworks Inc.). 
Monkeys performed a modified version of a curve-tracing task(Roelfsema et al., 1998) 
(Fig. 1b-d). A trial started with a 300ms period of fixation, after which we presented 
the skeleton of the stimulus. The skeleton consisted of 3 pairs of 2 saccade targets 
(purple circles with a diameter of 2.5° at 6° eccentricity for monkey D and a diameter 
of 1.5° at 4.7° eccentricity for monkey M) that were arranged around the fixation point. 
The contour elements were white (68 cd.m-2 for monkey D and 72 cd.m-2 for monkey 
M) on a gray background (25 cd.m-2). There were three discriminant segments, which 
were briefly presented. The purple circle connected to the discriminant segment was 
an eye movement target. After a delay during which only the skeleton was visible, a 
central contour element appeared, cueing the monkey to make an eye movement to 
the purple circle of that pair that had been connected to the discriminant segment. 
9594
Chapter 3 - A neuronal basis of iconic memory in macaque primary visual cortex
3
Hence, the monkey had to remember all three discriminant segments. In the response 
period (Fig. 1), 750ms after the appearance of the discriminant segments, the fixation 
point changed from red to green, cueing the monkey to make an eye movement. To 
avoid always presenting the exact same stimulus skeleton, we rotated the entire 
stimulus display across trials in 4 steps of 5 degrees, but ensured that the discriminant 
segment was in the RF in all trials. We pooled across these rotations in the analysis.
We used 3 slightly different versions of the paradigm to measure the worth, decay, 
and the influence of cue timing. In the worth experiment, we blocked iconic memory 
in half of the trials by presenting a meta-contrast mask for 100ms immediately after 
stimulus offset (Fig. 1d) (Ramachandran and Cobb, 1995) and we varied the duration 
of the discriminant segments across trials (58, 105, 152, 200, or 247ms). In the 
decay experiment, we chose a duration of the discriminant segments with a large 
difference between the mask and no mask conditions, based on the monkey’s 
performance in the worth experiment. We fixed this duration (83ms for monkey D 
and 153ms for monkey M) and varied the MOL, which is the time between the 
offset of the discriminant segments and the onset of the mask (0, 17, 50, 83, or 
183ms for monkey D and 0, 24, 59, 94, or 177ms for monkey M). The mask was 
presented on all trials. In the cue timing experiment, there was no mask and the 
stimulus duration was fixed (183ms for monkey D, 294ms for monkey M), while we 
varied the cue onset latency (COL), i.e. the time between the offset of the discriminant 
segments and the onset of the central cue (0, 33, 67, 117ms for monkey D and 0, 47, 
117, or 176ms for monkey M). There also was a pre-cue condition in which the central 
cue was presented as soon as the skeleton appeared (247ms before the onset of the 
discriminant segments), and remained visible throughout the entire duration of the 
trial. In all experiments, the duration of the delay was set so that the time between 
the onset of the discriminant segments and the cue to make a saccade (change in the 
color of the fixation point) was 750ms.
We recorded behavioral and electrophysiological data simultaneously. In the worth 
experiment, we recorded 15,133 trials across 13 recording sessions in monkey D, 
and 20,891 trials across 7 sessions in monkey M. In the partial worth experiment, 
we collected 10,778 trials across 10 sessions in monkey D and 21,522 trials across 9 
sessions in monkey M. In both the worth and partial worth experiments we obtained 
useful data from 20 recording sites in monkey D and 18 recording sites in monkey 
M. In the partial report experiment we collected 7,004 trials across 8 sessions in 
monkey D and 22,016 trials across 9 sessions in monkey M. We recorded an additional 
6 sessions of data in monkey D, but due to a harware problem the neuronal data 
from these sessions were not usable. Hence, the behavioral data of the partial report 
experiment in monkey D contained 14,604 trials recorded during 14 sessions. We used 
data recorded from 13 recording sites in monkey D and 25 recording sites in monkey 
M. The trial numbers were equally distributed across conditions. Where necessary, 
we calculated the S.E.M. of behavioral accuracy across sessions, which always were 
on different days.
Data analysis
Estimation of behavioral and neuronal worth
To measure the worth of iconic memory we fitted a sigmoidal curve to the monkeys’ 
accuracy as a function of stimulus duration (Fig. 2) using non-linear least squares 
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Estimation of behavioral and neuronal worth 709 
To measure the worth of iconic memory we fitted a sigmoidal curve to the monkeys’ 710 
accuracy as a function of stimulus duration (Fig. 2) using non-linear least squares regression 711 
with 3 free parameters: 712 
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Where x is time in ms, MaxAcc determines the maximum accuracy reached for stimuli of very 714 
long duration, β the slope of the curve, and µ the stimulus duration at the inflection point. 715 
We constrained the curves for the masked and non-masked trials to have the same slope 716 
because iconic memory does not depend on stimulus duration(Loftus et al., 1992), and to 717 
have the same maximum because the accuracy is expected to reach a ceiling for long 718 
durations, in which case iconic memory has no effect. The worth is the horizontal shift 719 
between the two curves. 720 
To compute the neuronal worth, we examined the average MUA responses per monkey. For 721 
each stimulus duration, we computed RespDiff, the difference in activity elicited by the 722 
discriminant segment inside and outside the RF (Fig. 3a,b bottom rows). We integrated the 723 
positive part of RespDiff  (colored area in Fig. 3a,b bottom rows) and fit a General Linear 724 
Model with a single slope term Fig. 3c,d) for the conditions with and without a mask. We 725 
estimated the neuronal worth as the horizontal shift between these lines. We also repeated 726 
this analysis per recording site (insets in Fig. 3c,d). 727 
 
Where x is time in ms, MaxAcc determines the aximum accuracy reached for stimuli 
of very long duration, β the slope of the curve, and µ the stimulus duration at the 
inflection point. We constrained the curves for the masked and non-masked trials to 
have the same slope because iconic memory does not depend on stimulus duration 
(Loftus et al., 1992), and to have the same maximum because the accuracy is expected 
to reach a ceiling for long durations, in which case iconic memory has no effect. The 
worth is the horizontal shift between the two curves.
To compute the neuronal worth, we examined the average MUA responses per 
monkey. For each stimulus duration, we computed RespDiff, the difference in activity 
elicited by the discriminant segment inside and outside the RF (Fig. 3a,b bottom rows). 
We integrated the positive p rt of RespDiff  (colored area in Fig. 3a,b bottom rows) 
and fit a General Linear Model with a single slope term Fig. 3c,d) for the conditions 
with and without a mask. We estimated the neuronal worth as the horizontal shift 
between these lines. We also repeated this analysis per recording site (insets in 
Fig. 3c,d).
We used a bootstrapping procedure to estimate the variability of behavioral and 
neuronal worth estimates. For each condition (e.g. stimulus duration, mask on/off) 
we randomly selected, with replacement, the same number of trials. We repeated this 
procedure 1,000 times and recalculated the behavioral and neuronal worth, resulting 
in a distribution of worth estimates and used it to determine 95%-confidence intervals. 
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Behavioral d-prime
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Connectedness modulation
To measure the connectedness modulation (ConnMod, Fig. 7), we subtracted the 
response elicited by the non-connected branch (dashed line in Fig. 7c-e) from that 
elicited by the co nected branch (continuous curve i  Fig. 7c-e) in a time-window 
of 200ms window starting 100ms after t  ons t of the disc i inant segment (pre-
cue condition) or the onset of the cue (post-cue conditions). We performed a paired 
t-test across recording sites to assess the significance of the ConnMod during the 
presentation of the discriminant segments. We calculated ConnMod for every 
recording site and for each of the five conditions. We etermined th  influence of the 
timing of the central cue by subtracting the ConnMod evoked by the non-cued pairs 
from that evoked by the cued pair resulting in ΔConnMod. To generate a prediction 
of behavioral d-prime we used the mean value of ΔConnMod in the same window as 
described above (purple area in Fig. 7c-e), scaled linearly to the behavioral d-prime 
using linear regression. 
Supplementary Figure 1. Confidence intervals of the behavioral and neuronal worth. The distributions 
obtained with bootstrapping for our estimates of behavioral worth (green) and neuronal worth (black). The 
dashed lines represent the 95% confidence interval of the behavioral worth. The distributions are overlapping, 
which indicates that the neuronal worth is compatible with the behavioral worth. 
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Supplementary Figure 2. Interactions between iconic memory and the central cue in monkey D. A-C, V1 activity 
in the pre-cue condition (a), COL=0 condition (b), and COL=117ms (c), compare to Fig. 7c-e (data of monkey 
M). The contour element in the RF was either connected to the discriminant segment (continuous traces) or 
not (dashed traces). The pair of curves covering the RF could be cued (green) or not (black). Responses were 
stronger if the contour in the RF was connected to the discriminant segment than if it was not. ConnMod is the 
extra activity (green and grey areas) elicited if the RF-contour is connected. The middle panels show the time-
course of the connectedness modulation for the cued and non-cued pair of curves, and DConnMod (purple 
area). The lower panels show the time-course of the cueing effect.
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Abstract
Figure-ground segregation is the process by which the visual system identifies 
image elements of figures and segregates them from the background. Previous 
studies examined figure-ground segregation in the visual cortex of monkeys where 
figures elicit stronger neuronal responses than backgrounds. It was demonstrated in 
anesthetized mice that neurons in the primary visual cortex (V1) of mice are sensitive 
to orientation contrast, but it is unknown whether mice can perceptually segregate 
figures from a background. Here, we examined figure-ground perception of mice 
and found that mice can detect figures defined by an orientation that differs from 
the background while the figure size, position or phase varied. Electrophysiological 
recordings in V1 of awake mice revealed that the responses elicited by figures were 
stronger than those elicited by the background and even stronger at the edge between 
figure and background. A figural response could even be evoked in the absence of 
a stimulus in the V1 receptive field. Current-source-density analysis suggested that 
the extra activity was caused by synaptic inputs into layer 2/3. We conclude that the 
neuronal mechanisms of figure-ground segregation in mice are similar to those in 
primates, enabling investigation with the powerful techniques for circuit analysis 
now available in mice.
Introduction
An important first step in the analysis of a visual scene is the segregation of figures 
from the background. The successful segregation of the image into figure and ground 
is essential for the identification and localization of objects. Most research on the 
neural mechanisms underlying figure-ground segmentation used the non-human 
primate as a model to study the activity of cortical neurons (Lamme, 1995; Zipser 
et al., 1996; Poort et al., 2012; Self et al., 2012) and fMRI in humans to investigate 
more global patterns of neuronal activity across the different cortical areas (Likova 
and Tyler, 2008; Scholte et al., 2008). Previous studies proposed that figure-ground 
segregation relies on feedback loops between lower and higher areas of the visual 
cortex (Lamme, 1995; Roelfsema et al., 2002; Roelfsema, 2006; Angelucci et al., 2017). 
Figure-ground segregation could therefore be a useful paradigm to investigate how 
neurons in different cortical areas interact with each other during visual perception. 
Figure-ground perception involves a number of successive processing steps (Lamme 
et al., 1999; Poort et al., 2012, 2016) (see Fig. 1B “stage 3” for example figure-ground 
stimuli): (1) An initial feedforward input from the retina drives visual responses in 
low-level and higher level visual areas. During this phase the excitation of cells mainly 
relies on AMPA receptors and neurons represent the features in their receptive fields 
(Lamme, 1995; Zipser et al., 1996; Poort et al., 2012; Self et al., 2012). (2) In the next 
phase, neurons are also influenced by information outside their receptive fields. The 
edges between figure and ground start to elicit extra activity, suggesting a process that 
is sensitive to the feature contrast at the boundary between figure and background. 
This extra activity occurs selectively in the supragranular layers (Self et al., 2013). (3) 
The next phase is region filling. Now the representation of all figural image elements 
is enhanced in V1, including the representation of figure center. This region-filling 
phase relies on a feedback signal from higher areas to lower areas (Roelfsema and de 
Lange, 2016; Klink et al., 2017), depends on NMDA receptors, and is most pronounced 
in the supragranular and infragranular layers (Self et al., 2013). A TMS study in humans 
suggested that disruption of this late phase in early visual cortex interferes with figure 
perception (Wokke et al., 2012) (for a recent review of the different phases of the V1 
activity for the computation of the figure-ground percept see ref. (Roelfsema and de 
Lange, 2016)).
Previous studies demonstrated that rats exhibit size-invariant and translation-
invariant object-recognition (Zoccolan et al., 2009) and that they can segregate figures 
from backgrounds on the basis of a difference in orientation (De Keyser et al., 2015). 
Figure-ground perception has, to our knowledge, not yet been studied in mice. It 
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would be advantageous to also be able to study figure-ground perception in mice, 
because this approach could benefit from the powerful methods that now exist to 
investigate the circuitry and neuronal activity at the systems, cellular and subcellular 
level in this species (Petreanu et al., 2009; Fenno et al., 2011). One earlier study in the 
primary visual cortex (V1) of anesthetized mice investigated the activity elicited by a 
figure of one orientation superimposed on a background of the opposite orientation 
(Self et al., 2014). The figure evoked more V1 activity than the background. However, 
in the anesthetized mouse figure-ground modulation was strongest in layer 4 and the 
superficial layers, whereas in the monkey it is most pronounced in the superficial 
layers and deep layers but relatively weak in layer 4. It is possible that the absence of 
figure-ground modulation in the deep layers of V1 of mice was caused by anesthesia, 
because anesthesia also blocks figure-ground modulation in monkey V1 (Lamme 
et al., 1998c). Furthermore, it is unknown if mice can perceive orientation defined 
figure-ground stimuli, although many aspects of mouse behavior, such as hunting for 
insects (Hoy et al., 2016) and the detection of objects passing overhead (De Franceschi 
et al., 2016) are likely to depend on figure-ground perception. In the present study, we 
therefore investigated whether mice can perceive orientation-defined figure-ground 
stimuli and we examined the neuronal activity elicited in the different layers of V1 of 
awake mice.
Methods
We report two experiments. The first is a behavioral experiment to assess the ability of 
mice to detect figures of one orientation on a background of the opposite orientation. 
The second is an electrophysiological experiment where we measured the response 




We tested eight C57BL6/J mice, which were housed in two cages of four mice each. 
Each cage was enriched with cardboard material. The mice were approximately 10 
weeks old at the start of the experiment. Access to food pellets was restricted to 
approximately one hour each day, immediately following the experimental session. 
We measured the body weights of the animals daily to make sure that no animal 
dropped below 85% of their initial free feeding weight. All procedures were approved 
by the KU Leuven Animal Ethics Committee and all experiments were performed in 
accordance with the relevant guidelines and regulations. 
Visual stimuli
The training proceeded in three stages as will be described below. In the final test, 
the mouse had to discriminate between a grating stimulus with a circular figure and 
a homogeneous textured background by touching one of two screens (Figure 1A). 
Figure 1B provides an overview of all stimuli that were used to train the animals 
in the behavioral experiments. The stimuli were constructed from sine-wave gratings 
at maximum contrast (black pixel luminance 22.1 cd/m², white pixel luminance 
298 cd/m², measured with Minolta a CS-100A Chroma Meter). The target stimulus 
contained a circular figure with a vertical or a horizontal orientation that was 
superimposed on a background grating with the orthogonal orientation. At a distance 
of 5 cm from the screen, the spatial frequency of the grating was 0.08 cycles per degree 
and the diameter of the circle in the behavioral experiments was 30°. This distance 
is a conservative estimate of the position at which animals decide on their response, 
as the touch screen set-ups did not provide exact control over the distance between 
the mice and the screen at the decision time. We varied the stimuli to investigate 
how well the mice could generalize figure detection to new stimulus configurations 
(Figure 1C). We changed the size of the circle figure (decreasing its size to 24°, 18° and 
12°). We also tested different positions of the 18° figure (shifting it to the top, bottom, 
left or right of the screen), positions that did not overlap with the original position. In 
other experiments, we changed the phase of the circle texture by 180°. 
Setup and operant procedures
We trained the mice in touch screen operant chambers (Campden Instruments Ltd., 
Leicester England), which were placed in a sound-attenuating box. On one side of the 
chamber was a touch screen monitor with a Perspex mask with two square extrusions 
that were used for stimulus presentation (Figure 1A). On the opposite side was a 
reward tray, which delivered strawberry milkshake as reward. 
We first made the animals familiar with the behavioral protocol through a standardized 
shaping procedure (Bussey et al., 2008). During this procedure, the mice learned to 
discriminate black and white circles (50% black and 50% white, chosen at random) on 
a homogeneous grey screen (Figure 1B, stage 1), i.e. they had to touch the screen that 
displayed the circle. In this phase, they learned that a correct response was associated 
with a reward. Then they learned to initiate a trial by nose poking in the reward tray 
and that an incorrect response was associated with a time-out. 
The actual experimental protocol started after this shaping procedure. Each 
animal participated in a single experimental session each day, which consisted of 
approximately 50 trials (the precise number depended on the type of stimuli that 
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were presented) and lasted 1 hour. The beginning of a trial was signaled by the 
illumination of the reward tray. If the animal put its head in the reward tray, the light 
was extinguished and the stimuli were presented on the touch screens. Hence, the 
stimulus onset occurred when the animal did not face the stimuli. Then the animal 
had to approach one of the touch screens and it received the reward if it touched the 
correct stimulus. After collecting this reward, there was an intertrial interval of 20 
seconds before the next trial could be initiated. If the animal touched an incorrect 
stimulus, a house light was illuminated for 5 seconds followed by an inter-trial 
interval of 20 seconds. After this time-out period, the stimulus of the previous trial 
was presented again until the animal made a correct response. All trials following the 
first incorrect response were labeled as correction trials and they were not taken into 
account for the analysis.
The training procedure had three stages (Figure 1B) and the animals reached the next 
stage when their performance was above 80% correct on two consecutive sessions. 
During the first stage, the difference between figure and background was defined 
using luminance cues only. The circle figure could be either lighter or darker than 
the background, ensuring that animals could not base their decisions on the average 
luminance. The second stage included target circles filled with gratings against a 
uniform background. The luminance of the background varied across trials so that the 
average luminance of the circle figure was sometimes higher and sometimes lower 
than the background. In stage 3 we added grating stimuli on an orthogonal grating 
background. During this stage, we also showed the stage 1 and 2 stimuli, while figure-
ground grating stimuli were shown in 44% of the trials. A subset of animals had 
difficulties acquiring criterion performance of 80% in stage 3 and for these animals 
we switched to sessions where only the grating-defined figure-ground stimuli were 
presented. This stage 3 paradigm was also used as a baseline for each of the transfer 
tests described next. Importantly, we always made sure that animals performed above 
criterion performance on the baseline test before proceeding to the next stage.
Transfer of learning was assessed for size, position and phase (Figure 1C). For each of 
these variations a session included both the stimuli from the baseline test (50% old 
stimuli) and the new stimuli (the other 50%). In the size variation test, we decreased 
the stimulus size from 30° to 12° in steps of 6° (only one of the new sizes was used 
in every session) and, starting from the smallest stimulus size, we then increased the 
stimulus size again so that each animal participated in two sessions per stimulus 
size. The influence of stimulus position was assessed in sessions where the target 
circle was displaced to one of four possible locations: left, right, above or below the 
original location. We performed two sessions per location per animal. As before, these 
trials were intermixed with an equal number of trials with the stimulus at the original 
location. Sensitivity to phase was assessed by applying a 180° phase offset to the 
figure grating. In the analysis of behavior, we will report the performance across two 
sessions per animal, but an analysis of only the first session produced comparable 
results.
Electrophysiological recordings in the visual cortex of mice
We recorded from area V1 in four male adult C57BL6/J mice while they viewed 
visual stimuli but the animals did not perform a task during these recording 
sessions. The experimental procedures complied with the National Institutes of 
Health Guide for Care and Use of Laboratory Animals, the protocol was approved 
by the ethical committee of the Royal Netherlands Academy of Arts and Sciences 
and all experiments were performed in accordance with the relevant guidelines and 
regulations. All mice were implanted with a head post under 2% isoflurane anesthesia 
and antiseptic conditions to allow head immobilization. Before the surgery, we applied 
local (xylocaine to the skin before the incision) and systemic analgesia (Metacam, 
subcutaneous, 2mg/kg). After induction of the anesthesia, the frontal part of the skull 
was exposed and thoroughly cleaned. We then fixed a plastic head post to the skull 
with dental cement. After five days of recovery, we started with head immobilization 
training. We started by immobilizing the head of the mice in their home cage until 
they stayed calm (usually 3-5 sessions). The next step was to put the mouse in the 
setup (Figure 2A) for increasing periods of time until they were habituated to sitting 
in the setup. We placed a tube on top of the mouse to restrict movements and provide 
a comfortable resting place, which they accepted within one or two sessions. Once the 
mice were comfortable in the setup, they underwent a second surgery under isoflurane 
anesthesia. We created a small craniotomy with a diameter of approximately 0.8 mm 
in the skull above V1 (3 mm lateral and 0.4 mm anterior of lambda) and formed a 
chamber around the craniotomy using dental cement, which we sealed using silicone 
and bone wax. The chamber was cleaned once per week and after a recording. If 
necessary, growing tissue and bone were removed under brief isoflurane anesthesia 
to keep the chamber open.
Recording of multi- and single unit activity
We recorded neuronal activity (Figure 2B) in area V1 using a 16-contact laminar 
electrode (Neuronexus A1x16-100mm-100-43) with a 100 μm spacing between 
contacts. The electrical signal was amplified and digitized at 24.4 kHz by a system 
manufactured by Tucker-Davis-Technologies. From this signal, the LFP was extracted 
using a low pass filter with a corner frequency of 200 Hz. The envelope of the multi-
unit activity (MUAe) was extracted using a band pass filter with corner frequencies 
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of 500 Hz and 5000 Hz. The data was rectified and low pass filtered at 200Hz and 
sampled at a frequency of 763 Hz (Super and Roelfsema, 2005). Spikes of individual 
neurons were detected using a variable voltage threshold at approximately 2 standard 
deviations (SDs) of the signal that was set during the recording. Thirty samples of the 
spike waveform were saved at the original sampling frequency for later spike-sorting 
analysis. We isolated 85 cells, of which 82 reached a firing rate of between 2 Hz and 12 
Hz during the initial transient response and three cells had a firing rate larger than 20 
Hz. We tracked the pupil of the eye contralateral to the recording site using an ISCAN 
system at a sampling frequency of 120 Hz.
Visual stimuli
We presented different stimuli during successive phases of a recording session on a 
21-inch LCD screen with 1280x720 pixel resolution (DELL 059DJP) driven at 60 Hz by 
a windows computer. The screen was positioned in front of the mouse at a distance of 
11 cm. First, we presented a checkerboard of bright (luminance 10.3 cd/m2) and dark 
(luminance 0.01 cd/m2) squares (edge length 10°) to probe the visual response and to 
record an initial current source density (CSD) profile to verify and adjust the depth of 
the laminar probe on-line. Second, we presented flashing small bright (luminance 44 
cd/m2) squares (edge length 10°) covering an area of the visual field ranging from -60° 
to 20° horizontal and -30° to 30° vertical relative to the mouse’s nose in the hemifield 
contralateral to the V1 penetration to map the neurons’ receptive field (RF). The RF was 
calculated on-line and the recording was aborted if there was no clearly distinguishable 
receptive field or if it was too close to edge of the screen. We fit the response profile with 
a 2D-Gaussian to determine the position of figure-ground stimuli. Third, we presented 
the figure-ground displays (Figure 2E, right). The figure-ground stimuli consisted of 
a static figure, a circular patch of sinusoidal grating (80% contrast, spatial frequency 
of 0.075 cycles/deg), with a size of 50° superimposed on a background grating of the 
orthogonal orientation that filled the screen. We chose a size of 50° to ensure that 
the edge of the figure did not fall in the neurons’ receptive fields. The ratio between 
figure-size and receptive field size was approximately 1:2, which is slightly larger than 
the 1:4 ratios used in previous studies in monkeys (in monkey V1 parafoveal RFs are 
approximately 1°) (Lamme, 1995; Lamme et al., 1998b; Poort et al., 2012). We placed 
the figure so that the RF of neurons in layers 2/3 would fall in the figure center. In 
two out of 29 cases, the figure touched the edge of the screen and a small fraction of 
it fell outside the screen, but even in these cases most of the figure was visible and 
surrounded by the background grating. There were a total of four stimulus conditions 
that were each presented in 25% of the trials (Figure 2E, right). In the “figure” condition 
the center of the circular foreground grating fell in the RF, as was described above. In 
the “edge” condition the grating was shifted by 25°, so that the edge between figure and 
background fell in the RF. In the “ground” condition we presented the circular figure 
in the opposite hemifield, on the other side of the screen. Finally, in the “grey hole” 
condition we placed a 50° grey circle at the figure position on the background grating. 
All stimuli were presented for 0.5 s with an inter-trial interval that varied between 1 s 
and 1.5 s. We presented a figure with a horizontal orientation on a background with a 
vertical orientation or vice versa, so that the orientation of the grating in the receptive 
field was, on average, the same in the figure and background conditions (see red and 
blue RFs in Figure 2E for stimulus conditions with identical RF stimulation).
Data Analysis
Current-source density (CSD) analysis: We used the CSD to estimate how deep the 
electrode was inserted into the cortex by measuring the laminar location of current 
sources and sinks (Mitzdorf, 1985; Schroeder, 1998; Niell and Stryker, 2008; Self et al., 
2013; Saleem et al., 2017). It is calculated by taking the second spatial derivative of the 
LFP using the following formula:
𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥) = −𝜎𝜎 ∙














Where φ is the voltage, x is the point at which the CSD (in A.mm-3) is calculated, 
h is the spacing of recording sites used for the computation (here 0.2mm) and σ is 
the tissue conductivity (we used 400 S.mm-1) (Logothetis et al., 2007). We calculated 
the CSD based on the response elicited by the checkerboard stimulus, and used it to 
find the current sink in layer 4 of V1. We used the lower boundary of this sink as an 
estimate for the border between layers 4 and 5 and assigned a depth of zero to this 
position. Before averaging, we aligned different penetrations using this position and 
hence used it as reference point, specifying the depth of other contacts relative to this 
location. The recordings spanned approximately 700 μm. We assigned the shallowest 
200 μm to Layers 2/3, followed by 100 μm of Layer 4 and we split the next 400 μm 
evenly into Layers 5 and 6. The significance of the CSD profiles was determined using 
clustered t-tests, as described in ref. (Self et al., 2013).
Movement rejection: In some of the trials we observed large artifacts in the 
electrophysiological data that were caused by motion of the mouse. We identified such 
trials by visual inspection and removed them from further analysis. Additionally, all 
trials in which the eye of the animal moved out of its rest position were removed from 
analysis. We calculated the Euclidian distance from the median eye position during 
every trial, computed z-scores based on the distribution of distances across samples 
and removed all trials in which the z-score reached a value larger than 1.5. This lead to 
the removal of 21% of trials. 
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Normalization and statistics: The MUAe response was averaged over all trials of each 
condition, separately for every channel. MUA channels with a signal-to-noise ratio 
(SNR; visual response divided by the standard deviation of pre-stimulus activity in 
a 200ms window before stimulus onset, across trials) below 2 were excluded. The 
average pre-stimulus activity (MUA in the 200 ms time-window before stimulus 
onset) was then subtracted, and the responses were divided by the maximum of the 
response to the background grating for normalization. We defined two time-windows 
for the analysis of the strength of the visual response. The first time-window included 
the transient response: 0-80 ms after stimulus onset. The second time-window 
quantified the sustained level of activity once the transient response was 
over, from 80-300 ms after stimulus onset (light and dark brown horizontal bars in 
Figure 3A). 
d’ calculation: We calculated the d’ as the difference in the mean response between 
figure and background, divided by the pooled standard deviation, i.e.:
𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥) = −𝜎𝜎 ∙














Latency estimation: To estimate latencies of the visual response or the response 
modulation, we fitted a curve to the population response (Self et al., 2013) and 
estimated the latency as the time point when it reached 33% of it’s maximum. We 
performed a bootstrapping procedure to calculate the 95% confidence intervals and 
to test for significance. 
Statistical testing: We ran two-sample and paired t-tests where appropriate. 
ANOVAs had a repeated measure design and were corrected according to Greenhouse-
Geisser if sphericity assumptions were violated. We performed Bonferroni corrected 
post-hoc comparisons of conditions. 
Single-unit activity: The recorded spikes were clustered offline using the WaveClus 
toolbox (Quiroga et al., 2004) according to their size and shape waveform. Only 
clusters with distinct waveforms, no more than 3% of inter-spike intervals below 3 
ms, an evoked response stronger than 2Hz, and a signal-to-noise ratio above 1.5 were 
included as single units. 




A total of eight mice were trained to test whether they can perceive orientation-
defined figure-ground displays. Seven mice learned the task, but one animal failed 
to acquire the stimuli of stage 1 (luminance-based figure detection, Figure 1B) and 
was still performing around chance after 49 sessions. Data from this animal was 
therefore not taken into account and all analyses are based on the results from the 
7 other animals. These animals took 9.1 (SEM = 1.5) sessions to master the stage 1 
discrimination task based on luminance only (Figure S1). Introducing the circular 
grating in stage 2 had no effect on performance (Figure 1D, left). Mean performance 
for the luminance-defined stimuli, which had already been introduced at an earlier 
stage, was 83% (SEM = 1.9%) and the accuracy for the new grating stimuli was 86% 
(SEM = 2%). This difference in accuracy was not significant (paired t-test with 6 
degrees of freedom, t(6) = -0.942, p = 0.382). 
In stage 3, we introduced the figure-ground stimuli. At the start of this stage, the 
animals did not immediately transfer to grating circles with one orientation on 
backgrounds with gratings of the orthogonal orientation (Figure 1D, right). In the 
early sessions, the mean accuracy for the now familiar stage 2 stimuli was 81% 
(SEM = 1%) but it was only 61% (SEM = 5%) for the new grating defined stimuli 
(t(6) = 3.7, p = 0.01). Two animals reached criterion performance (80% or better) 
after 8 sessions. The remaining animals were transferred to sessions in which we 
only presented the stage 3 stimuli (see Methods and Figure S1). Now they did reach 
criterion performance after an average of 3.4 sessions (SD = 1.3). The leftmost bar in 
Figure 1E shows the final accuracy for the stage 3 stimuli, averaged across the last two 
sessions of the 7 animals. 
We then conducted three tests to see how learning transferred to variations of the 
figure-ground stimuli. First, we tested the influence of figure size by measuring 
the accuracy for figures of 12°, 18° and 24° (Figure 1E, second graph), which were 
smaller than the original figures of 30°. The accuracy was lower for the smaller 
figures (one way repeated measures ANOVA, F(2,12) = 5.3, p = 0.022). A paired t-test 
revealed that accuracy with 12° figures was lower than that with 24° figures (t(6) = 2.7, 
p = 0.035), but for each size the accuracy remained above chance level (all ps < 0.01). 
Thus, the mice were able to generalize their performance across a considerable 
variation in the size of the figures.
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Figure 1. Figure-ground perception in mice. A, Schematic of the setup for the behavioral experiment, with a 
feeding box on the right and two touch screens on the left. B, The mouse had to choose between a stimulus 
with a circle (the figure) and a homogeneous display without a circle. Reward was given if the animal chose the 
stimulus with the figure. During stage 1 of the training process, the mice saw circles that were either lighter or 
darker than the background. During stage 2 we presented a grating stimulus on a homogeneous background 
and during stage 3 we included grating figures superimposed on a background with the orthogonal orientation. 
C, For the tests of generalization, we either varied the size, the position or the phase of the figure. Note that 
the grating orientation of the figure and background could be either vertical or horizontal so that the local 
orientation could not be used to solve the task. D, Accuracy for the familiar (red bar) and new (blue bar) stimuli 
in the first sessions of stage 2 and stage 3. Error bars indicate SEM. In stage two, the luminance defined 
circles were replaced by gratings. Each of the seven mice performed 40 familiar and 60 new trials in stage 2. 
In stage 3, the mice saw figure-ground stimuli with a figure grating on top of a background with the orthogonal 
grating for the first time. Here each mouse performed 80 familiar and 28 new trials. Example stimuli are shown 
underneath each bar. E, Average baseline accuracy for the figure-ground (stage 3) stimuli and accuracy in the 
generalization tests. Each mouse performed 100 trials for the baseline condition and 60 trials for each of the 
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A B A change of the figure position also influenced performance (F(3,18) = 12.1, p < 0.001) 
(Figure 1E, third graph). Specifically, performance for the top position was lower 
than that for the other positions (all ps < 0.025), but the accuracy was above chance for 
all positions (all ps < 0.01). Thus, animals did not show perfect generalization when 
the circle figure was not in the original position, but they nevertheless generalized to 
all positions that we tested. Finally, the accuracy for the stimulus in which the phase 
of the figure grating was shifted by 180° (Figure 1E, right) was above chance level 
(t(6) = 16.9, p < 0.001) and did not significantly differ from that for the stimuli with the 
original phase (t(6) = 1.24, p = 0.26). 
V1 activity elicited by figure-ground stimuli in awake mice
We next investigated the processing of figure-ground stimuli in area V1 of 4 awake 
mice and recorded neuronal activity with laminar probes with a spacing of 100 μm 
between contact points for a total of 29 penetrations (Figure 2B). We first mapped 
the receptive fields of the MUA at the different depths. The red ellipses in Figure 
2C illustrate the overlapping RFs of one example penetration, in accordance with a 
positioning of the electrode perpendicular to the cortical surface. We next determined 
the CSD (Figure 2D) to evaluated the placement of the electrode in the cortical layers. 
The CSD had a characteristic sink in layers III-IV (red in Figure 2D) (Mitzdorf, 1985; 
Schroeder, 1998; Niell and Stryker, 2008; Self et al., 2013; Saleem et al., 2017) and we 
confirmed that the electrode covered all the layers of primary visual cortex.
We then presented the figure-ground stimuli. The figure was a round, 50° region with an 
orientation that was orthogonal to the background orientation (Figure 2A; black circle 
in Figure 2C). We presented a figure with a horizontal orientation on a vertical oriented 
background on some trials and used the opposite combination of orientations on other 
trials. We thereby ensured that the grating in the RF was exactly the same in the figure 
and background conditions and that only the context was different. Thus, differences 
in activity elicited by the figure and background condition have to be attributed to 
differences in the context, determined by the stimulus outside the classical RF. In figure 
trials, the RFs with an average size of 30° fell fully within the figural region of 50°. We 
also included an “edge” condition, in which we placed the edge between the figure and 
the background in the receptive field. The final stimulus was a “hole” condition where 
the grating stimulus only appeared outside the RF while nothing changed within the RF 
upon stimulus presentation (Figure 2E, right). 
Figure 2E illustrates the V1 MUA response at one of the recording sites of the 
example penetration, at a depth of 135 μm in Layer 2/3. The amplitude of the initial 
response was similar in the figure, ground and edge conditions (time window 0-80ms 
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after stimulus onset, all Ps>0.05). However, after a delay the response to the edge 
became stronger than that to the figure, which, in turn, became stronger than the 
response to the background (time window, 80-300ms, ANOVA F(3,195) = 22.1, 



































































Figure 2. Electrophysiological recordings. A, For the V1 recordings, the mouse’s head was immobilized in front 
of a screen and we presented visual stimuli while using a laminar probe to record V1 activity. Eye position 
was monitored with an eye tracker. B, We inserted a laminar electrode with a spacing of 100um between the 
recording sites into primary visual cortex C, RFs of the different recording sites of an example penetration (see 
Methods). Red ellipses represent the full width at half maximum of a 2D-gaussian fitted to the response profile 
to estimate the RFs. Black line indicates the perimeter of the figure stimulus. D, CSD of the same penetration. 
The bottom of the early sink demarcates the boundary between L4 and L5. This sink provides an estimate 
of the position of the electrode and was used to align the data of different penetrations. E, MUA responses 
elicited by the visual stimuli (illustrated on the right) at one example recording site in layer 2/3. The color of 
the traces corresponds to the color of the receptive field on the visual stimuli shown on the right. The shaded 
area shows the SEM across trials.
stronger than that elicited by the background, and that activity elicited by the edge 
was stronger than that elicited by the figure center (p < 0.05). Surprisingly, in the 
“hole” condition nothing appeared in the RFs, but the neurons exhibited a delayed 
increase in their activity (green in Figure 2E). The timing of the activity elicited by the 
hole stimulus corresponded to the timing of the response enhancement elicited by 
the figure or edge relative to the activity elicited by the background. 
The results that we obtained for this example recording site were representative for 
the effects across all penetrations. The average size of the RFs of the MUA recording 
sites was 29.5 degree (full width at half maximum of 2D Gaussians that were fitted 
RF profiles, see Methods). Across the population, the RFs were well centered on the 
figure, with an average distance between the RF-center and the figure center of 5.2 
degrees and a largest distance of 25 degrees (Figure 3D). For all 29 penetrations, 
we presented the stimuli for which the RF fell on the center of the figure or on the 
ground, in 21 penetrations we also placed the edge in the RF, and in 22 penetrations 
we presented the “hole” stimulus without direct RF stimulation (Figure 2E). 
We first examined the overall activity by pooling activity across trials, cortical 
depths per penetration and then across all penetrations (Figure 3A). To determine 
the significance of differences in activity between stimuli, we treated the average 
activities across trials and channels of a penetration as independent samples. 
The edge elicited a stronger response than the background in the late, sustained 
time-window (80-300ms) (N=21 penetrations, paired t-test for all penetrations for 
which we included the edge stimulus, t(20) = 13.7, p < 0.001), but not during the 
early window (N = 21 penetrations, t(20) = 2.01, p = 0.058).(Figure 3B). Similarly, the 
figure stimulus elicited more activity than the background during the late response 
phase (Figure 3B, right) but there was no difference in activity during the early 
response phase (0-80 ms) (Figure 3B, left) (N = 29 penetrations, paired t-tests for all 
penetrations, early window, t(28) = 1.5 p = 0.144; late window, t(28) = 5.55, p < 0.001). 
We next determined how well neurons at individual MUA recording sites 
discriminated between the different stimuli at the single trial level by computing d’-
values. During the late, sustained response phase, the average d’ for discriminating 
between edge and background was 0.79 (Figure 3E) and it was 0.31 for the discrimination 
between the figure center and background (Figure 3E). Note that the orientation of 
the gratings was balanced across the trials with a figure or ground in the RF so that 
the modulation of the responses is due to the figure-ground organization and does not 
reflect the orientation preference of the recorded neurons.
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An unexpected effect was illustrated for the example penetration in Figure 2E, where 
the “hole” condition, in which nothing appeared in the neurons’ RF, nevertheless 
elicited a delayed response. Comparable delayed responses driven from outside the 
classical receptive field have previously been observed in area V1 of monkeys (Li et 
al., 2000). We also investigated this effect across the population of penetrations and 
indeed observed a significant delayed response (N = 22 penetrations, paired t-test 
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Figure 3. Multi-unit activity elicited by the figure-ground stimuli in V1. A, The V1 MUA response elicited by the 
different stimuli, averaged across all layers of the 21 penetrations for which all four stimuli were presented. 
The shaded area indicates the SEM across penetrations. B, Comparison of activity elicited by the figure and 
background (top) and the edge and background (bottom) during the early (0-80 ms, left) and late time-window 
(80-300 ms, right). Data from the different mice are shown in distinct colors. Each data point represents 
the average activity across all recording sites of one penetration. C, The latency of the visual response and 
the figure-ground modulation was determined with a curve-fitting method (see Methods). Thick lines show 
the data and thin black lines the fits. The vertical lines show the estimated latency of the visual response 
(red), the difference between the edge and background response (yellow) and the difference between the 
figure and background response (blue). The horizontal lines indicate the 95% confidence interval of the 
latencies as determined with a bootstrapping method. The red horizontal line is difficult to see because the 
95%-confidence interval is very narrow. D, Distribution of the distance between the center of the RFs of the 
MUA recording sites and the figure center. E, Distribution of d’ values of the MUA for discriminating between 
figure and ground (blue) and between edge and ground (yellow) during the early, transient (0-80 ms, left) and 
late, sustained time-window (80-300 ms, right).
for all penetrations including the hole stimulus, t(21) = 4.5, p < 0.001; green in Figure 
3A) with a timing that was comparable to that of the figure-ground modulation, i.e. 
the difference in activity elicited by figure and ground (purple in Figure 3A). Like the 
figure-ground modulation, the response to the hole stimulus represents a contextual 
influence on V1 activity from outside the neurons’ RF, because we ensured that the 
grating of the “hole” stimulus did not directly activate the RF (Figure 3D). It may be 
related to the perception of a figure at the location of the hole, but we did not include 
the hole stimulus in our behavioral experiments so that this inference remains 
speculative.
Analysis of latencies
We used a curve-fitting method to measure the latency of the visual response and 
the figure-ground modulation (described in Methods) (Figure 3C; 20 penetrations 
with the relevant stimulus conditions). The average latency of the visual response 
was 52 ms, which was significantly earlier than the extra activity elicited by the edge 
with an average latency of 70 ms (p < 0.01; bootstrapping test, see Methods) and the 
figure-ground modulation with a latency of 72 ms (p < 0.01). There was no significant 
difference between the timing of the extra activity elicited by the edge or the center 
of the figure (p > 0.05). 
Activity of single units in V1 during texture segregation
We confirmed the MUA findings with an analysis of the activity of 85 single units, 
isolated with a spike-sorting method. For 59 of these cells, we also measured the 
activity elicited by the edge and the grey hole. 
Just as was the case for the MUA, the initial single unit transient responses (time-
window 0-80 ms after stimulus onset) were similar irrespective of whether the figure 
or ground fell in the RF (Figure 4A) (N=85, paired t-test for all single units, t(84) = 1.2, 
p = 0.25), but we did observe that the edge elicited a slightly stronger response than 
the background (N=59, paired t-test for all single units for which the edge stimulus 
had been presented, t(58) = 2.1, p = 0.04). As expected, V1 activity reflected figure-
ground organization during the later, sustained response phase (80-300 ms, Figure 
4B). Now, the edge evoked more activity than the background (N=59, paired t-test, 
t(58) = 5.6, p < 0.001), and the figure also evoked more activity than the background 
(N=85, paired t-test for all single units, t(84) = 5.0, p < 0.001). 
We presented the hole stimulus to control the placement of the figure in the receptive 
field of each cell recorded through the laminar probe. If the grating that surrounded 
the hole would fall in the receptive field, it should increase the neurons’ firing 
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rate during the early response window. However, we did not observe such an early 
increase in the firing rate of the single unit population (N=59, Figure 4C,D). 
However, the hole stimulus did elicit a delayed response of the single units, with a 
strength and time course that was remarkably similar to the difference in activity 
elicited by the figure and ground (Figure 4C). This delayed activation was significant 
for 25 of 59 single units (t-test, p < 0.05) (Figure 4D). The response to the hole was 
also significant at the population level (N=59, t(58) = 3.9, p < 0.001, Figure 4D).
The laminar profile of figure-ground modulation
The advantage of MUA over single unit activity is that we could measure reliable 
responses at most of the recording sites, which allowed us to examine the laminar 


































































































Responses averaged across Units
Figure-Ground (0-80 ms) Figure-Ground (80-300 ms)Edge-Ground (0-80 ms) Edge-Ground (80-300 ms)
Response to ground (Hz)
Figure 4. Figure ground modulation of single V1 neurons. A, Comparison of firing rates of single units in V1 
during the early time-window (0-80 ms) elicited by the figure center and background (left, N=85), and elicited 
by the figure edge and background (right, N=59). Red dots illustrate neurons for which the response differed 
significantly (p < 0.05). B, Same as A, but during the later time-window (80-300 ms). C, Average V1 response of 
single units (N=59). Before averaging, the activity of individual neurons was normalized by first subtracting the 
baseline activity and then dividing by the peak response in the ground condition. The purple trace illustrates 
the time course of figure-ground modulation, which is the difference between the activity elicited by the 
figure and the background (i.e. blue minus red curve). The green trace shows the average response to the 
hole condition. The horizontal lines above the x-axis illustrate the early (light brown, 0-80 ms) and late time-
windows (dark brown, 80-300 ms) used in the analysis. D, Single unit response upon presentation of ground 
and hole stimuli during the transient (y-axis) and the sustained phase (x-axis) (N= 59).
driven activity by assessing the MUA response after aligning the depths of all 
penetrations according to their CSD profile elicited by the ground stimulus (see 
Methods) (Figure 5A, left) and by then averaging the activity per cortical depth level 
across the penetrations. The transient response was nearly simultaneous across the 
layers and it can be seen that sustained firing rate was strongest in the deep layers, 
especially in layer 6, whereas the response in the superficial layers was more transient 
and suppressed thereafter (Figure 5A, middle). We next examined the laminar profile 
of the figure-ground modulation, i.e. the difference between the response evoked by 
the figure and background (Figure 5B, left panel) using a repeated measures ANOVA 
across 29 penetrations, with factor layer (L2/3, L4, L5 and L6) during the sustained 
response phase. There was a main effect of layer (F(1.36, 38.1) = 6.4, p = 0.009). Post-
hoc tests revealed that the figure-ground modulation in layer 5 was weaker than that 
in layer 2/3 (p = 0.017) and layer 4 (p = 0.025). The difference in activity elicited by the 
edge and the background (Figure 5B, right panel) followed the same pattern (F(1.76, 











































































































Superficial vs Deep Layers
Figure 5. Laminar profile of figure ground modulation of V1 MUA. A, Laminar profile of the MUA response 
elicited by a homogeneous grating (left) and by the stimulus with the grey hole (right). X-axis, time; y-axis, 
laminar depth. The middle panel compares the response evoked by the ground in the superficial and the deep 
layers. It can be seen that the activity is more sustained in the deep layers. B, Laminar profile of the figure-
ground modulation, i.e. the difference in activity evoked by the figure and the background (left) and the edge 
and the background (right). The average activity across the layers is shown in the panel above and the figure-
ground modulation in red. Right panels, the average d’ values during the sustained response phase (80-300 
ms) in the different layers.
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35.3) = 27.3, p < 0.001). Post-hoc tests revealed that the edge-ground modulation in 
layer 2/3 and layer 4 was stronger than that in layers 5 and 6 (all ps < 0.001), while the 
modulation in layer 6 was weaker than that in layer 5 (p < 0.01).
We also examined the laminar profile of the delayed responses elicited by an annulus 
stimulus (“grey-hole” Figure 2E and 5A, right). This activity occurred in all layers with a 
timing that resembled the timing of the figure-ground modulation. To examine possible 
differences between layers, we performed a repeated measures ANOVA. There was a 
main effect of layer (F(1, 21) = 8.7, p < 0.01) with weaker activity in layer 2/3 than in the 
other layers (all ps < 0.05). This laminar profile was different from that observed for the 
figure-ground modulation, which was relatively strong in layers 2/3 (Figure 5B). 
The current-source density profile across the layers
We calculated the CSD profile because current sinks in the CSD reveal where the 
current flows into neurons and hence the layers of putative excitatory synaptic 
inputs. To determine the visually driven synaptic inputs, we examined CSD evoked 
by the onset of the background grating in the neurons’ receptive field (Figure 6A, 
left). To assess the significance of the sinks and sources, we used a method based on 
clustering t-tests (Fig. 6A, right) (Self et al 2013). The visually driven response caused 
a strong and early sink in L2/3 and L4, which was followed by another sink in L5 
(Figure 6A). We next examined the difference between CSDs elicited by the figure- 
and ground stimuli to examine the location and time of putative synaptic inputs 
that are responsible for the extra spiking activity elicited by a figure (Figure 5B). The 
figure caused an extra sink in L2/3 starting around 70 ms after the stimulus onset, 
which was accompanied by a source in layer 5. The timing of this sink coincided 
with the effect of figure-ground organization on the spiking activity. The CSD 
difference between edge and ground was almost identical to the difference between 
figure center and ground (Figure 6C).
The CSD response elicited by the stimulus with a grey hole over the RF was different 
(Figure 6D). It started with a sink in layer 5, where spiking activity also was relatively 
strong (Figure 5A), suggesting that layer 5 may receive input from the surrounding 
cortical regions in V1 and/or higher areas representing the grating. Interestingly, this 
initial sink was followed by a sink in layer 2/3 that then moved down towards layer 
5, resembling the difference between CSDs evoked by the figure and the background 
(Figure 6B). The pronounced difference in the CSD between the background grating 
(Figure 6A), which elicited the typical feedforward response from the LGN, and the 
hole stimulus (Figure 6D), which did not, confirms that the hole was well centered on 
the RF (Figure 3D) so that the grating did not infringe into the RF. 































































































































































Figure 6. Analysis of the CSD. A, left, CSD profile evoked by the background stimulus. Sinks are shown in warm 
colors and sources in cool colors. The boundary between layer 4 and 5 was determined as the lower border of 
the early sink with a clear reversal visible at the depth marked as 0. Right, we determined the significance of 
the sinks and sources using a method based on clustering t-tests (see Methods). Significant (p<0.05) sinks are 
shown in warm colors and significant sources in cool colors. All sinks and sources that are visible in the left 
panel turned out to be significant. B, Difference in the CSD profile evoked by the figure and the background. 
Note that the figure is associated with an extra sink in layer 2/3 that coincides with the increase in spiking 
activity. C, The difference in the CSD between the edge and the background. The laminar profile is similar to 
that in panel B, but the edge elicits a slightly stronger sink in layer 2/3. D, Laminar CSD profile evoked by the 
grating stimulus with a grey hole at the RF location. Note the initial sink in layer 5, which is followed by a CSD 
profile that resembles the one in panel B.
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Discussion 
To our knowledge, the present results are the first that indicate that mice are able to 
detect and localize a figure defined by a difference in orientation from its background. 
Their ability to segregate a figure from the background was fairly robust to substantial 
variations in the size, position and grating phase, suggesting that it was not based on 
low-level perceptual strategies, like detecting luminance or an edge at a particular 
screen location. The most difficult phase in the training process of the mice was the 
transfer from the luminance defined figures to purely orientation defined figures. 
Accordingly, we had to adapt the training protocol to successfully train most of the 
mice to detect the orientation-defined figures. The ability to segregate figures from 
the background is important for aspects of natural mouse behavior, such as hunting 
for insects (Hoy et al., 2016). 
Our results extend a recent study demonstrating that mice can detect the orientation 
of a grating if it is defined by variations in texture (Khastkhodaei et al., 2016) by 
showing that they can also localize objects defined by an orientation difference. They 
also complement studies in rats, which are able to recognize objects even if they have 
undergone transformations such as rotations, size changes or caused by different 
lighting conditions (Zoccolan et al., 2009). A previous study demonstrated that rats 
can also segregate and recognize orientation defined figures on a background with 
the orthogonal orientation (De Keyser et al., 2015). Just as the mice of the present 
study, the rats also had initial difficulties to generalize from luminance defined 
shapes to orientation defined figure-ground stimuli. The finding that mice perceive 
orientation-defined figure-ground displays is encouraging, because it implies that 
this species can be studied to gain insight into the neuronal mechanisms underlying 
this fundamental aspect of visual perception.
We also measured activity in area V1 of awake mice when they saw orientation-defined 
figure-ground stimuli. When the background of the stimulus fell in the receptive 
field, it elicited a strong transient response that quickly decayed in the superficial 
layers but that was more sustained in the deep layers of cortex (Figure 5A). A previous 
study demonstrated that such a quick decay of the visual response is particularly 
pronounced in awake mice and weaker when the animals are anesthetized (Haider 
et al., 2013). When a figure fell in the neurons’ RF, it elicited more activity than the 
background. This figure-ground modulation was absent from the initial transient 
response elicited when the grating appears in the receptive field, but occurred during 
a later phase of the response. This finding is in accordance with previous results in 
awake monkeys (Lamme, 1995; Poort et al., 2012; Self et al., 2013) and anesthetized 
mice (Self et al., 2014). The figure-ground stimuli were designed such that the stimulus 
in the neurons’ RF was the same, irrespective of whether it was part of the figure or 
background. Hence, the figure-ground modulation is an influence from beyond the 
classical RF, and the delay presumably reflects the polysynaptic routes associated 
with top-down effects from higher visual cortical areas and/or horizontal connections 
within V1 (Angelucci and Bullier, 2003). In the present study, we presented relatively 
large figures with a size of 50°, which was approximately twice the size of the MUA 
RFs. These figures were more than 10 times larger than the figures used in previous 
studies in monkeys but we note that the V1 RFs in mice are also more than 10 times 
larger than those in monkeys, in accordance with their lower visual acuity (Prusky 
and Douglas, 2004; Huberman and Niell, 2011). It is remarkable that the neuronal 
mechanisms underlying figure-ground perception are so similar in these two 
species, given the large differences in acuity and also in the organization of the visual 
pathways. This similarity supports the view that figure-ground perception is a basic 
visual function, which has been preserved during the evolution of these species. 
It is of interest that the grey hole stimulus, for which the grating was entirely outside 
the classical RF also drove many V1 neurons, but with a delay that was similar to 
the delay of the figure-ground modulation. The hole stimulus elicited a strong sink 
in layer 5, which suggest that synaptic inputs into this layer are responsible for the 
spiking activity. In contrast, the typical feedforward response, which is driven directly 
by the LGN, invariably started with a strong sink in layer 4. To our knowledge, this is 
the first characterization of the visual response elicited by such a hole stimulus in 
mice, without direct stimulation of the classical RF in V1. We suggest that the mice 
may have perceived the stimulus as a grey figure on a grating background, but did 
not test the perception of this stimulus in our behavioral experiments. Similar hole 
responses have been observed in monkeys (Li et al., 2000) and also with fMRI in 
humans where these contextual signals are informative about the stimulus that is 
presented outside the neurons’ receptive field(Williams et al., 2008; Muckli et al., 
2015). Although the similarity of V1 activity evoked by figure-ground stimuli in mice 
and monkeys is remarkable, there are also a few differences. The first is the laminar 
profile. In the monkey, the enhanced activity elicited by a figure is most pronounced 
in the superficial and deep layers and it is weaker, but not absent, in layer 4 (Self 
et al., 2013). A previous study demonstrated that figure-ground modulation in the 
anesthetized mouse is strongest in the superficial layers and in layer 4, but it was 
not yet known if this difference was caused by the anesthesia, as deep anesthesia 
abolishes figure-ground modulation in the monkey (Lamme et al., 1998a). Here we 
found a laminar profile of figure-ground modulation in the awake mouse that is 
similar to that in the anesthetized mouse, with strongest modulation in layers 2/3 
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and 4 only weak modulation in layers 5 and 6. The laminar CSD patterns provide 
insight into the excitatory synaptic input responsible for the increase in spiking 
activity at the figure location. The figure gave rise to an extra current sink in the 
superficial layers that coincided with the increase in spiking activity, suggesting that 
extra synaptic drive in these layers is responsible for figure-ground modulation. In 
the monkey, however, the increase in spiking activity coincides with two sinks (Self et 
al., 2013). One sink occurs in the superficial layers and is similar to the sink in mice, 
but in the monkey a second sink occurs in layer 5, which is absent in the mouse. It is 
conceivable that this difference is caused by a difference in cytoarchitecture between 
these species. Layer 4 of mouse V1 is much thinner than layer 4 in the monkey (100 
um compared to 500 um) and it is less distinguishable from the supragranular layers, 
because there are many direct connections from the LGN to the supragranular layers 
(Kondo and Ohki, 2015). Furthermore, the laminar pattern of feedback connections 
to mouse V1 (Dong et al., 2004) may also be more diffuse than that in the monkey 
(Rockland and Virga, 1989). However, a species difference is not the only possible 
explanation. Another possibility is that the monkeys of the aforementioned studies 
carried out a task in which they had to make an eye movement to the figure, whereas 
during the recordings of the present study, the mice passively looked at the screen. 
We can therefore not exclude the possibility that figure-ground modulation might 
also occur in the deep layers of mouse V1 if they carry out a task in which they have 
to actively process the stimulus. Instead, we used freely moving mice to study their 
perception and we used a passive viewing task for our neurophysiological recordings. 
It would be very useful if future studies could develop paradigms for figure-ground 
perception in head-fixed mice so that researchers can study the neurophysiological 
signatures of figure-ground perception during active perception.
A second difference between studies carried out in mice and monkeys is in the 
response elicited by the edge between figure and background. In the monkey, the 
V1 response to a figure-ground stimulus is characterized by three successive phases 
(Lamme et al., 1999; Poort et al., 2012; Self et al., 2013). The first phase is the visually 
driven response with a latency of ~40 ms. During the second phase with a latency 
of ~60 ms V1 activity starts to increase at the edges between figure and background, 
and during the third phase with a latency of ~90 ms figure-ground modulation also 
occurs at the center of the figure. In the mouse, we observed only two phases, because 
the latency of figure-ground modulation at the edge (70 ms) was almost identical to 
that at the center of the figure (72 ms) although the activity elicited by the edges was 
stronger, on average, than that elicited by the center of the figure. We note, however, 
that a genuine species difference is, once more, not the only possible explanation. 
The figure-ground displays used in the previous monkey studies were composed of 
many line elements with a width less than 0.1°, which is too small to be resolved by 
the mouse visual system. In the present study, we had to use grating stimuli instead, 
and to our knowledge it is not yet known whether the latency of the figure-ground 
modulation at the edge and in the center of a figure would differ in V1 of monkeys 
looking at these stimuli. 
We conclude that mice perceive orientation-defined figures and that V1 neurons in 
the mouse enhance their activity if their receptive field overlaps with the figure. As a 
result, regions that belong to the figure are labeled with enhanced V1 activity, while 
activity in the ground regions is suppressed. An exciting next step would be to record 
while mice perform a task that requires figure-ground perception. This would require 
a figure-ground perception task in head-fixed mice so that the visual stimulus can 
be controlled more precisely. We expect that future studies can now take advantage 
of the many new methods that exist in mice to study the feedforward, lateral and 
feedback interactions between and within cortical areas (Cossell et al., 2015; Lee et al., 
2016), the interactions between the cortex and subcortical structures and the role of 
interneurons (Nienborg et al., 2013), to better understand the mechanisms underlying 
figure-ground segregation and, more generally, the processes that support image 
understanding in the vertebrate brain.
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Abstract
The segregation of figures from the background is an important step in visual 
perception. In primary visual cortex, figures evoke stronger activity than backgrounds 
during a delayed phase of the neuronal responses, but it is unknown how this figure-
ground modulation (FGM) arises and whether it is necessary for perception. Here 
we show, using optogenetic silencing in mice, that the delayed V1 response phase is 
necessary for figure-ground segregation. Neurons in higher visual areas also exhibit 
FGM and optogenetic silencing of higher areas reduced FGM in V1. In V1, figures 
elicited higher activity of vasoactive intestinal peptide-expressing (VIP) interneurons 
than the background, whereas figures suppressed somatostatin-positive interneurons, 
resulting in an increased activation of pyramidal cells. Optogenetic silencing of VIP 
neurons reduced FGM in V1, indicating that disinhibitory circuits contribute to FGM. 
Our results provide new insight in how lower and higher areas of the visual cortex 
interact to shape visual perception. 
Introduction
Neurons at early processing levels of the visual system initially analyze the visual 
scene in a fragmented manner. They carry out a local analysis of the image elements 
in their small receptive fields (RFs) and feed the visual information forward to higher 
visual areas (HVAs). Neurons in HVAs have larger RFs and integrate information to 
represent increasingly abstract features of the visual scene, including object category 
and identity (Desimone and Duncan, 1995; Yamins and DiCarlo, 2016). However, 
there are many images for which the analysis is not complete when information 
has reached the HVAs (Kar et al., 2019). It has been hypothesized that these images 
require the recirculation of activity back to lower areas through recurrent connections, 
which include feedback connections from higher to lower visual areas and horizontal 
connections between neurons within the same cortical area. These recurrent routes 
are associated with additional synaptic and conduction delays, so that the recurrent 
influences usually are not expressed when visual cortical neurons are initially 
activated by the stimulus, but during a later phase of their response (Lamme and 
Roelfsema, 2000).
One of the proposed roles for recurrent processing is that it supports perceptual 
organization, the process that groups image elements of behaviorally relevant objects 
and segregates them from other objects and the background (Roelfsema, 2006). An 
advantage of recurrent processing for perceptual organization is that neurons in low-
level visual cortical areas have small RFs so that they represent the segmentation 
results at a high spatial resolution. Fig. 1A illustrates a few example figure-ground 
images that induce perceptual organization; a subset of the image elements forms a 
figure, which is segregated from the background. Studies in monkeys demonstrated 
that neuronal responses in the primary visual cortex (area V1) that are elicited by 
figures are stronger than those elicited by background regions, even if the image 
elements in the RF are the same (compare the RF for stimulus 1 vs. 2 and 3 vs. 4 in 
Fig. 1B) (Lamme, 1995; Lamme and Roelfsema, 2000; Poort et al., 2016; Self et al., 
2019). This relative enhancement of neural activity on figures is known as figure-
ground modulation (FGM). FGM has been measured with fMRI and EEG in the visual 
cortex of human participants (Scholte et al., 2008) and a study in a human subject 
documented that image elements of a figure also elicit stronger spiking activity than 
background elements in low-level areas of the visual cortex (Self et al., 2016). 
FGM is a contextual effect (it originates from outside the neurons’ RFs) that 
occurs later than the initial response elicited by stimulus onset, suggesting that it 
represents a recurrent influence on the neuronal response, which originates from 
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HVAs (Lamme and Roelfsema, 2000; Klink et al., 2017). In accordance with an important 
role of feedback connections, FGM in V1 is stronger when a monkey pays attention 
to a figure (Poort et al., 2012) or if it enters into the subject’s awareness (Supèr et al., 
2001). However, direct evidence for a causal role of feedback connections in FGM 
has been lacking. Specifically, it is unknown whether FGM is just an epiphenomenon 
of processing in HVAs that feed back to V1, or if the delayed V1 response phase is 
necessary for perception. Hence, three of our aims are to test whether the late V1 
response is necessary for figure-ground perception, whether FGM occurs in HVAs 
and if HVAs are the source of FGM in V1. 
A fourth aim was to gain insight into the roles of interneurons in figure-ground 
segregation. A previous study proposed that the activity of somatostatin-expressing 
inhibitory neurons (SOM-neurons) is a candidate mechanism for background 
suppression (Adesnik et al., 2012). SOM-neurons inhibit the dendrites of pyramidal 
neurons and respond strongly to homogeneous image regions that are likely to be part 
of the background. Another study (Zhang et al., 2014) suggested a mechanism by which 
feedback connections could increase the activity for relevant representations in lower 
areas via vasoactive intestinal peptide-positive neurons (VIP-neurons). VIP-neurons 
are interneurons that inhibit SOM-cells, and they thereby disinhibit the cortical 
column (Pi et al., 2013; Harris and Shepherd, 2015; Karnani et al., 2016). However, the 
activity of interneurons elicited by figure-ground stimuli and their involvement in 
generating FGM in V1 remains to be demonstrated. 
Previous studies in freely moving mice demonstrated that mice can perceive 
figures that differ from the background in orientation or phase (upper right and 
lower left panels in Fig. 1A) (Li et al., 2018; Schnabel et al., 2018). To address our 
questions, we developed a figure-ground paradigm for head-fixed mice, to have 
sufficient control over the stimulus position relative to the mouse and simultaneously 
measure brain activity. Furthermore, we tested the generality of figure-ground 
perception by also including stimuli where the figure differed from the background 
in texture (lower right panel in Fig. 1A), similar to those used in previous monkey 
studies (Lamme, 1995). 
We report that HVAs are crucial for the generation of FGM in V1 and that figure- 
ground perception fails if the late V1 response phase is inhibited. Furthermore, 
our results demonstrate that figures enhance VIP-cell activity and suppress the 
activity of SOM-cells. We report that VIP-neurons cause disinhibition, which is more 
pronounced at the figure location so that optogenetic suppression of VIP-cell activity 
reduces FGM. These new insights into the neuronal mechanisms for figure-ground 
perception are likely to generalize to other cases in which the neuronal representations 
of simple features in lower brain areas and more abstract features in higher brain 
areas need to interact with each other during perception. 
Results
Mice can segregate figures from the background using various 
cues
We trained head-restrained mice to report whether a circular grating (0.075 cycles/
degree) or texture pattern was positioned on the left or right side of a display by 
licking one of two spouts (Fig. 1A,B). We rewarded correct choices with a drop of liquid 
reward. In the initial training phase, mice learned to report the location of figures on a 
grey background. We then gradually increased the contrast of the background grating 
until it equaled the contrast of the figure grating and the only remaining difference 
was orientation or phase. Mice reached an accuracy of 90±7% (mean±s.d.; N=10 
mice) in the task with a grey background, 72±6% (N=13 mice) if the figure differed 
in orientation from the background, and 70±3% if it differed in phase (N=6 mice) 
(Fig. 1C). The accuracy of the mice was significantly above chance level (ps<0.001 
for all mice and tasks, Bonferroni corrected one-sided binomial test; Table S1). To 
test generalization, we presented a new figure-ground stimulus with orthogonally 
oriented textures (Fig. 1A, bottom right) and observed immediate generalization with 
an average accuracy of 65±2% (N=3 mice, ps<0.001 for all mice). The demonstration 
that head-restrained mice can report figure-ground structure elicited by various cues 
implies that the many powerful methods available to measure and change neuronal 
activity in this species can be used to study the neuronal mechanisms of perceptual 
organization.
Figure-ground modulation in V1 is evoked by various visual cues
To examine V1 activity elicited by these different figure-ground stimuli, we recorded 
multi-unit activity (MUA) with multichannel silicon probes (N=198 recording sites 
in 13 electrode penetrations in 6 awake mice, passively viewing the stimuli). For the 
figure-ground stimuli, we ensured that the stimulus in the RF was identical in the 
figure and ground conditions (Fig. 1B, 2A), so that activity differences could only be 
caused by contextual information from stimulus regions outside the classical RF. For 
comparison, we also presented contrast stimuli (Fig. 1A, upper left) where the RF 
either fell on a grating or the grey background. We quantified FGM for individual 
recording sites with d-prime, a measure of reliability of the difference between the 
figure and ground response on single trials (time-window 100-500ms after stimulus 
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onset). Activity elicited by orientation, phase and texture-defined figures was stronger 
than that elicited by backgrounds, despite the sensory stimulus in the RF being 
identical (Fig. 2B; Fig. S1 shows responses of example recording sites). We used linear 
mixed-effects models (Methods) to account for the fact that recording-sites from 
the same penetration typically have higher correlations than those from different 
penetrations (Scheffe, 1956) and observed significant FGM for the three types of 
figure-ground stimuli (all ps<0.001). The average d-prime was 1.65 for the contrast 
stimulus (indexing the reliability of the visual response) and it was 0.44, 0.22 and 0.24 
for the orientation-defined, phase-defined and texture stimuli, respectively (indexing 
FGM). FGM was stronger for orientation-defined figures than for figures with a phase 
or texture difference (ps<0.001, Bonferroni corrected post-hoc t-tests). To determine 
FGM-latency, we subtracted V1 activity elicited by the background from that elicited 
by the figure and fitted a curve to the response difference (lower panels in Fig. 2B; 
see Methods). We measured a visual response latency of 43ms with the contrast-
Figure 1. Mice segregate different types of figures from a background. 
A, Stimuli that induce figure-ground perception. The stimulus either 
contained a grating that differed from the background in orientation (top 
right) or phase (bottom left). For comparison, we presented a circular 
grating on a grey background (“contrast”, top left) that did not require 
figure-ground segregation. We also presented a texture stimulus with an 
orientation difference between figure and ground (bottom right). B, The 
mice reported the figure-location by licking a spout on the corresponding 
side. The image elements falling in the RF (green circle) were identical 
in the figure and background conditions so that differences in neuronal 
activity could only be caused by the context determined by stimulus 
regions outside the RF. C, Average accuracy of the mice when performing 
the task with different stimuli. Error-bars, standard deviation across 

























































































defined stimulus. FGM latencies for all figure-ground stimuli were delayed relative 
to the visual response latency and only occurred during a later processing phase (all 
ps<0.001, bootstrap test). The latency of FGM for orientation defined figure-ground 
stimuli was 75ms. Latencies for the phase-defined (91ms) and texture figure-ground 
stimuli (92ms) were, in turn, longer than for the orientation-defined figure-ground 
stimulus (both ps≤0.001, bootstrap test). We also measured FGM in V1 of four mice 
performing the figure detection task (Fig. S2). The strength of FGM on correct trials 
was similar to that during passive viewing and even to that on error trials.
Late V1 activity is necessary for figure-ground segregation
FGM in V1 occurs during the late, sustained processing phase. To determine if 
late V1 activity is necessary for figure-ground perception, we inhibited V1 neurons 
at different latencies while mice were performing the figure-ground segregation 
task. We expressed the inhibitory opsin GtACR2, a light activated chloride channel 
(Govorunova et al., 2015), bilaterally in V1 pyramidal neurons in five mice. Blue light 
quickly and reliably inhibited the neuronal activity across all cortical layers (Fig. 
S3F-H). We varied the onset of the blue light across trials so that we could examine 
the phases of the V1 response that are essential for reliable performance (Resulaj et 
al., 2018) (Fig. 2C). In the contrast detection task, silencing from 33ms after stimulus 
onset onwards, which abolished the entire V1 response, reduced the accuracy of the 
mice (Fig. 2D) (Bonferroni corrected 1-sided binomial test, p<0.05 in each mouse). In 
most animals, accuracy remained above chance level, which suggests that a relatively 
low accuracy in the contrast detection task can be maintained by brain regions outside 
V1, although we cannot exclude the possibility that V1 silencing was incomplete in 
some of the mice. The accuracy quickly recovered when we postponed optogenetic 
silencing until after the visually driven V1 response, reaching its half maximal value 
after 62ms (95%-confidence interval 58-67ms) (Fig. 2D,E). In the orientation-defined 
figure-ground task, silencing of V1 reduced the accuracy to chance level and it only 
recovered to its half-maximal value when V1 silencing was postponed to 101ms 
(95%-confidence interval 97-106ms). The required processing time was even longer 
(141ms) if the figure was defined by a phase-difference (95%-confidence interval 
121-148ms; ps<0.05 for latency differences between all conditions, Fig. 2E). We also 
measured the minimal reaction time (mRT) for the different stimuli, as the 10ms bin 
of the reaction time distribution at which the mice made more correct than erroneous 
licks (Kirchner and Thorpe, 2006). For contrast-defined figures, the mRT was 245ms 
and it was 255ms and 315ms for the orientation- and phase defined figure-ground 
stimuli, respectively (Fig. S3A-C). We found that mRTs for phase-defined figures 
were longer than for orientation-defined figures (paired t-test, p<0.05; Fig. S3B), in 
accordance with the longer minimally necessary V1 processing time for these stimuli. 
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We ensured that the blue light itself did not cause interference by carefully shielding 
the mouse’s eyes from the blue light that shone on the cortex and placing a second 
blue LED below the mouse’s head that flashed at random intervals, which the animal 
learned to ignore (see Methods). Furthermore, shining blue light on cortical areas 
not expressing the optogenetic channel did not reduce the accuracy in the task 
(Fig. S3D,E). We conclude that the initial V1 response transient suffices for accurate 
performance in the contrast detection task, whereas the late V1 response phase is 
necessary for figure-ground segregation, supporting the hypothesis that it is read 
out by brain structures that select the appropriate motor response (Roelfsema 
and de Lange, 2016).  The latencies derived from the optogenetic experiment were 
systematically longer than the neuronal latencies (compare neuronal FGM latencies 
to time of half max. accuracy; black lines in the lower panel of Fig. 2B), suggesting 
that downstream areas need to integrate V1-FGM during a longer epoch to support 
accurate performance. 
Figure-ground modulation is present in multiple higher cortical 
areas
The late onset of FGM in V1 suggests that it may be a result of recurrent interactions 
between V1 and HVAs. To examine neuronal activity across the cortical areas that 
could provide feedback to V1 (Wang et al., 2011), we used wide-field imaging in nine 
Thy1-GCaMP6f mice with a transparent skull (Dana et al., 2014; Guo et al., 2014). We 
first measured the retinotopy to determine the boundaries between the areas and 
to align them with the Allen Brain Map (see Methods, Fig. S4, S5D) and investigated 
FGM elicited by orientation- (N=9 mice) and phase-defined (N=5 mice) figure-ground 
Figure 2. Figure-ground perception relies on late V1 activity. A, Silicon probe recordings in V1 and an example 
RF determined with a mapping stimulus (Methods). White continuous circle, estimated RF-boundary. Dashed 
circle, figure location. B, Average MUA-response elicited by a contrast-defined figure and the figure-ground 
stimuli (198 recording sites in 6 mice). The lower panels show the difference in activity elicited by figure and 
ground (FGM) (visually driven response for the contrast stimulus) and a curve that was fitted to determine 
FGM latency (visual response latency for the contrast stimulus; see Methods). The black vertical lines illustrate 
the V1-processing time required for half-maximal accuracy (from panels D,E). C, We optogenetically inhibited 
V1 activity in both hemispheres at different delays after stimulus appearance using blue laser light. The mice 
reported figure location after 200ms by licking. D, Accuracy of five mice in the tasks, as function of the onset 
time of optogenetic V1 silencing. The data points on the right of the graphs are the accuracies on trials without 
silencing. The data of individual mice are shown as grey/black symbols and curves are fits of logistic functions. 
Colored curves, fits to the average accuracy across mice. The inflection point of the curve was taken as measure 
of latency (the 95% confidence interval is shown above the abscissa). Asterisks above the plot indicate when 
the accuracy of the individual mice was above chance level (p<0.05, Bonferroni-corrected binomial test). E, V1 
processing time necessary to reach half-maximal performance in the contrast detection task (green) and for 
orientation-defined (red) and phase-defined (blue) figure-ground stimuli. Symbols show data from individual 
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displays, during passive viewing. We used the measured retinotopy to transform 
the V1 activity profile into visual field coordinates and we observed that the entire 
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Figure 3. FGM across areas of the visual cortex measured with wide-field imaging. A, Strength of FGM 
for orientation-defined figures quantified using the d-prime during passive viewing, averaged across all 
hemispheres at 150-300ms after stimulus onset. We used 7 mice, 2 hemispheres per mouse. (2 mice were not 
used in this analysis because we used a different figure position in these animals). Data of individual mice is 
presented in Fig. S5A. B, left, the average V1 d-prime values over 14 hemispheres from 7 mice elicited by an 
orientation defined figure-ground stimulus transformed into visual coordinates, based on the retinotopy. Data 
from the right visual-field was reflected horizontally and projected into the left visual-field prior to averaging. 
The black circle illustrates the outline of the figure appearing on the screen in front of the mouse. Plus symbol, 
center of the visual field. The colored region indicates the extent of the visual field which could be reliably 
mapped in at least 5 mice per hemisphere. right, Average time-course of the response of V1 pixels falling in the 
figure representation (black circle in the left panel) when presented with an orientation-defined figure (black 
curve) or background (grey curve) (for the response phase-defined stimuli, see Fig. S5B). The shaded area 
denotes s.e.m. across hemispheres. C, left, We aligned the brains of individual mice to the Allen brain common 
coordinate framework (Methods). right, D-prime (averaged across all pixels within each area) for orientation 
and phase defined figure-ground stimuli in passively viewing mice. *, p<0.05; **, p<0.01; ***, p<0.001, post-
hoc t-tests. Error bars denote s.e.m. D, D-prime for orientation defined figure-ground stimuli during passive 
viewing and hits in the figure-detection task. Error bars denote s.e.m. (N=5 mice). FGM was increased during 
hits in areas V1, AL, RL, PM, AM and A; *, p<0.05; **, p<0.01.
protracted time-course caused by the dynamics of the calcium-sensor (time-window 
150-300ms; paired t-test, p<0.001) (Fig. 3A,B, S5A,B). Orientation- and phase-defined 
figures also elicited more activity than the background in areas LM, AL, RL, A, AM, 
PM and retrosplenial cortex (RSP; Fig. 3C) (ANOVA for d-primes across mice, 
followed by post-hoc t-tests, all ps<0.05). To examine if FGM increases during active 
perception, we trained five of these mice to perform the orientation figure-ground 
task during wide-field imaging. FGM during correct figure-detection trials was 
stronger than during passive viewing in areas V1, AL, A, AM, PM and RL (two-way 
ANOVA with factors area and task; interaction, F9,36 = 10.6, p<0.001; post-hoc tests 
for V1, AL, A, AM, PM and RL, ps<0.05; Fig. 3D), in accordance with a previous study 
demonstrating that activity in some of these areas increases when mice engage in 
a visual task(Pho et al., 2018). We also compared the activity between correct and 
erroneous trials. Just as in our electrophysiological experiments, FGM was present 
when mice made an error. In some visual areas there was a trend for stronger FGM 
for trials with correct responses (area A, p=0.06, two-sided t-test, Fig. S5C) but this 
effect was not significant. These results therefore indicate that FGM is a robust 
phenomenon that occurs in different behavioral states and even during erroneous 
trials. 
Wide-field imaging pools calcium signals across multiple cellular compartments, 
with possible contributions of axons that originate in other brain regions and the 
method emphasizes layer 1 activity (Allen et al., 2017). We therefore also examined 
the calcium signals of cell bodies of excitatory neurons within area V1 in five mice 
using two-photon imaging (Fig. 4A). The mice were injected with the cell specific 
virus AAV1-CaMKII-GCaMP6f-WPRE-SV40 and passively viewed stimuli with figures 
defined by an orientation difference. Just like in the electrophysiological (Fig. 2B) and 
wide-field recordings (Fig. 3), V1 responses elicited by figures were elevated relative to 
those elicited by the background (Fig. 4C-E; time-window 300-1500ms; linear mixed-
effects model, see Methods; 1122 cells, p<0.001). 
In the same mice, we recorded calcium signals of cell bodies in the cortical HVAs: 
LM, AL, RL, AM and PM (Fig. 4B). FGM was particularly strong in LM (Fig. 4F), and 
its strength in AL was comparable to that of V1 and it was weaker in RL. These results 
confirm that neurons in multiple HVAs exhibit FGM (linear mixed-effects models 
in five mice; LM: 429 cells, F1,856=154, p<0.001; AL: 154 cells, F1,306=17.9, p<0.001; RL: 
149 cells, F1,296=3.2, p=0.07). FGM in AM and PM-neurons was even weaker during 
passive viewing (both ps>0.1; see Fig. 4G for comparisons between areas). We note, 
however, that the wide-field imaging results revealed AM and PM as areas in which 
FGM increases during task performance (Fig. 3D). Furthermore, the comparison of 
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Figure 4. Ca2+-response of pyramidal cells in higher visual areas during figure-ground segregation. A, We 
used two-photon imaging to measure the Ca2+-responses of pyramidal neurons in five Thy1-GCaMP6f mice, 
additionally injected with AAV1-CaMKII-GCaMP6f-WPRE-SV40 in the visual cortex. The mice were head-fixed 
and could run on a treadmill while passively viewing orientation-defined figure-ground stimuli. B, Organization of 
visual areas in the mouse cortex. C, We visualized the regions with calcium responses by computing correlation 
images; luminance values represent the average correlation between a pixel and its 8 neighbors across 3,000 
frames. Scale bar, 100µm. D, We determined the cell-body RF (dashed circle) and placed the figure (continuous 
circle) or the background in the RF. The middle and right panels show the activity of an example pyramidal neuron 
and the average activity of the population of 1122 pyramidal cells in V1 elicited by the figure-ground stimuli, 
after normalization to the maximum of the figure condition. Average activity is shown in normalized units (n.u.). 
The shaded area shows ± s.e.m but the shading is difficult to see given its small magnitude. E, The activity of 
pyramidal cells in V1 in a time window from 300-1500ms after stimulus onset. As the data were positively skewed 
we plot log (ΔF/F). Figures elicited stronger responses than the background. Red symbol, example cell of panel 
D; note that the log-transform causes the symbol to be just above the diagonal, in spite of substantial FGM. 
F, Ca2+-responses of cell bodies of excitatory cells in higher areas LM, AL, RL, AM and PM, in the same mice of 
panel E. Upper panels, normalized population activity of excitatory cells evoked by figures (saturated colors) and 
backgrounds (less saturated colors) in normalized units (n.u.). Shaded areas, s.e.m. Lower panels, log (ΔF/F) 
of individual excitatory cells (time window 300-1500ms after stimulus onset) evoked by figures (y-axis) and 
the background (x-axis). G Comparison of FGM in six visual areas based on log-transformed activity. FGM was 
strongest in LM, followed by AL and V1, weaker in RL and weakest in AM and PM (Bonferroni corrected post-hoc 
tests; **, p<0.01; ***, p<0.001).
two-photon and widefield imaging results supports the view that widefield imaging 
emphasizes layer 1 activity (Allen et al., 2017), because LM cell bodies had stronger 
FGM than V1 cell bodies and they provide strong input into layer 1 of area V1 (Yang 
et al., 2013).
Higher visual areas contribute strongly to figure-ground 
modulation in V1
Figures cause stronger activity than backgrounds in HVAs. We next investigated if 
feedback from HVAs could be a source of the increased V1 activity that is elicited by 
figures, during the delayed response phase. Alternative possibilities are that FGM is 
generated locally, within V1 (Li, 1999) or that it reflects an influence from subcortical 
visual areas, mediated via the thalamus. To examine the contribution of cortical 
feedback to FGM in V1, we silenced HVAs (Fig. 5A). We injected AAV1-CaMKII-
stGtACR2-FusionRed medially (in areas PM, AM and A) and laterally from V1 (LM, RL 
and AL) in Thy1-GCaMP6f mice (Dana et al., 2014). The virus encodes a soma-targeted 
version of the inhibitory opsin GtACR2 (Mahn et al., 2018), which was expressed in 
excitatory neurons. We ensured that the virus did not spread into V1 by identifying 
the area borders with population RF mapping and targeted the viral injections at a 
minimal distance of 0.5mm from the V1 border (Fig. 5B,C). We used laminar silicon 
probes to record V1 activity elicited by figure-ground stimuli, and optogenetically 
inhibited neuronal activity in the HVAs on 50% of the trials, from 200ms before 
stimulus onset until 100ms after stimulus offset. Optogenetic inhibition did not 
have a systematic influence on the early peak response of V1 neurons (time-window 
0-100ms, Fig. S6A), but it reduced the late V1 responses elicited by figures and 
backgrounds (Fig. S6C). This V1 activity reduction was more pronounced for figures 
than for backgrounds, decreasing FGM by 55%, 100%, and 79% for the orientation 
defined, phase-defined and textured figure-ground stimuli, respectively (Fig. 5D-L, 
S6D) (5 mice, 8 penetrations, 109 recording sites, time-window 100-500ms, linear 
mixed-effects model, p<0.001 for orientation, p<0.05 for phase and texture defined 
figures). Hence, feedback from HVAs enhances the representation of the figure in V1 
more than the representation of the background and it thereby accounts for a large 
fraction of the FGM in V1. 
Roles of the different interneuron classes in V1 figure-ground 
modulation
We next asked how the feedback signal from HVAs might influence activity in the 
cortical microcircuit in V1 to enhance the activity evoked by figures. Recent studies 
suggested that the different types of interneurons have unique roles in controlling the 
activity of the cortical column (Harris and Shepherd, 2015). We therefore examined 
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how the three main interneuron subclasses in V1 respond to figure-ground stimuli 
and compared their activity to that of pyramidal cells. Feedback axons can enhance 
V1 activity by directly targeting excitatory neurons, and suppress activity by 
contacting parvalbumin (PV) or somatostatin (SOM) expressing interneurons (Zhang 
et al., 2014; Wall et al., 2016) (Fig. 6A). A previous study demonstrated that SOM-
neurons suppress V1 activity elicited by larger, homogeneous image regions (Adesnik 
et al., 2012) but their response to figure-ground displays has not yet been studied. 
Finally, feedback connections to V1 could also disinhibit the cortical column by 
targeting vasoactive intestinal peptide-positive (VIP) interneurons, which inhibit 
SOM-cells and thereby cause disinhibition of pyramidal cells (Pfeffer et al., 2013; 
Pi et al., 2013; Zhang et al., 2014; Harris and Shepherd, 2015; Karnani et al., 2016) 
(Fig. 6A). The relative contribution of these excitatory, inhibitory and disinhibitory 
motifs to perceptual organization is unknown and modeling studies indicate that 
the interactions between the cell types might be complex, given the large number 
of influences between the different cell-types (Garcia Del Molino et al., 2017). 
Nevertheless, a few predictions can be made. First, VIP-neurons are predicted to 
be more active for the figure than for the background. Second, their targets, SOM-
neurons should respond more weakly to the figure than to the background, so that 
FGM should be inverted for these cells. 
Figure 5. Contribution of feedback from higher visual areas to FGM in V1. A, Mice were head-fixed in front 
of a large screen on a treadmill. We injected AAV1-CaMKII-stGtACR2-FusionRed, encoding for the inhibitory 
chloride channel stGtACR2 in HVAs (four injection sites along a ring around V1) and inhibited activity by shining 
laser light on HVAs lateral and medial to V1 while recording V1 activity with laminar electrodes. B, Upper panel, 
Example field-sign map generated using population RF mapping, overlaid on the visual cortex (Methods). Blue 
(red) regions have a mirror-inverted (non-inverted) retinotopy. The black circle shows the location of an example 
electrode penetration, guided by the field-sign map and the blood vessel pattern. Triangles, virus injection sites, 
which were at least 500µm from the boundary of V1 (dashed line). Lower panel, expression profile (wide-field 
fluorescence image). C, Coronal brain slice showing virus (red) and GCaMP6f expression in the Thy-1 mice 
(green) aligned to the Paxinos and Watson adult mouse atlas. D, MUA at an example V1 recording site (left) and 
across a population of 109 sites (8 electrode penetrations, 5 mice) (right) elicited by an orientation-defined figure 
(black curve) and the background (grey curve) without (top) and with optogenetic silencing (bottom) of HVAs. 
Data for population responses was normalized to the laser off condition (Methods). The example site is marked 
in panel J with an arrow and a larger symbol. E,F, MUA elicited by phase-defined (E) and texture-defined figure 
ground stimuli (F). G-I, left, FGM quantified as d-prime (time window 100-500ms after stimulus presentation) in 
V1 was lower during optogenetic inhibition of HVAs (linear mixed-effects model, see Methods) for orientation-
defined (G), phase-defined (H) and textured figure-ground stimuli (I); *, p<0.05; **, p<0.01; ***, p<0.001. right, 
Average time course of FGM across 109 sites without (grey curve) and with inhibition of activity in HVAs (blue 
curve). J-L, FGM d-prime with (y-axis) and without (x-axis) optogenetic inhibition of HVAs for orientation defined 
(J), phase-defined (K) and textured stimuli (L). Data of different penetrations are shown in distinct colors (linear 
mixed-effects model, p<0.001 for orientation and p<0.05 for phase and textured figure-ground stimuli).
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To image the activity of VIP-neurons, we expressed GCaMP6f in VIP-Cre mice 
and observed that figures elicited stronger VIP-neuron activity than backgrounds 
(N=155 neurons in four mice; linear mixed-effects model; F1,308=9.1, p<0.01) (Fig. 6B-
D), consistent with the hypothesis that these neurons receive excitatory feedback 
from HVAs about salient visual stimuli (Zhang et al., 2014). To examine the activity 
of SOM-cells, we expressed GCaMP6f in SOM-Cre mice and found that activity 
elicited by figures was weaker than that elicited by the background (N=178 neurons 
in 5 mice, F1,354=7.6, p<0.01) (Fig. 6E-G). This result supports the hypothesis that the 
release of SOM-inhibition contributes to the extra activity elicited by the figure 
(Karnani et al., 2016) (Fig. 6A). We also examined the activity of parvalbumin positive 
(PV) cells, which have been implicated in feedforward inhibition and control of the 
gain of the cortical column (Harris and Shepherd, 2015). We expressed GCaMP6f 
in V1 of PV-Cre mice and observed that figures evoked stronger responses in 
PV-cells than backgrounds (N=159 neurons in 4 mice, F1,316=119, p<0.001) (Fig. 6H-
J). The level of FGM differed significantly between the different cell-types (linear 
mixed-effects model across cell-types, including the excitatory cells in Fig. 4E; 
Figure 6. The activity of interneurons in area V1 during figure-ground segregation. A, left, middle, Previous 
studies demonstrated that homogeneous image regions cause SOM-neuron mediated inhibition of V1 
pyramidal cells (Pyr) (Adesnik et al., 2012), whereas feedback connections target VIP-neurons that inhibit 
SOM-neurons, thereby disinhibiting the cortical column (Zhang et al., 2014). PV-cells are thought to cause 
feedforward inhibition and control the gain of the cortical column. right, Our results reveal that figures 
enhance the activity of pyramidal neurons, VIP-, and PV-cells, whereas SOM-neurons are more active for the 
background. B, GCaMP6f expression in an example VIP-Cre mouse induced with AAV9-CAG-Flex-GCaMP6f. 
C, Activity of an example VIP-neuron and a population of 155 VIP-neurons in four mice elicited by the figure-
ground stimuli. The lower panel illustrates the RF of the example cell. D, Figures elicited stronger responses in 
VIP-neurons than the background (linear mixed-effects model, p<0.01). Black symbol, the example cell from 
panel C. E, The expression of GCaMP6f in an example SOM-Cre mouse after AAV injection in V1. We only 
imaged the activity of cell bodies (Methods). F, Calcium response of an example SOM-neuron and a population 
of 178 SOM-neurons imaged in five mice. G, The calcium response elicited by the background was stronger, on 
average, than that elicited by the figure (linear mixed-effects model, p<0.01). H, Expression of GCaMP6f in V1 
of an example PV-Cre mouse after AAV injection. We observed strong expression in the cell bodies. I, Activity 
of an example PV-neuron and a population of 159 PV-neurons in four mice elicited by the figure-ground stimuli. 
J, In PV-neurons, figures elicited stronger calcium responses than the background (linear mixed-effects model, 
p<0.001). K, Significant FGM differences (difference in log ΔF/F between figure and ground) between neural 
classes (linear mixed-effects model: Bonferroni corrected post-hoc comparisons, ***, p<0.001). L, To test a 
causal influence of VIP neurons in generating FGM, we optogenetically inhibited VIP neurons while recording 
V1 activity with electrophysiology. We injected AAV1-hSyn-SIO-stGtACR2-FusionRed in V1 of three VIP-Cre 
mice. M, Average, normalized activity of a population of 168 recording sites (8 penetrations, 3 mice) elicited 
by an orientation-defined figure (dark purple) and background (light purple) without (left) and with (right) 
inhibition of VIP-neuron activity, starting 250ms after stimulus onset. N, FGM, quantified using d-prime with 
(y-axis) and without (x-axis) optogenetic inhibition of VIP-neurons. Data of different penetrations are shown in 
distinct colors (linear mixed-effects model, p<0.05, time window 250-500ms).
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interaction between figure-ground condition and cell-type, F1,3220 = 32.5, p<0.001). 
FGM was strongest for PV cells, weaker and similar in magnitude in excitatory cells 
and VIP interneurons, and inverted in the SOM population (see Fig. 6K for post-hoc 
comparisons of the different cell-classes). Visually evoked responses are modulated 
by locomotion (Niell and Stryker, 2011). We observed that the activity of excitatory 
neurons, PV-, VIP- and SOM-positive interneurons were all enhanced by running 
(linear mixed-effects model; main effect of running, all ps<0.001), but there was no 
significant interaction between running and FGM in any of the cell types (p>0.05 for 
all cell-types). 
VIP-neurons contribute to FGM in V1
Do VIP-neurons indeed enhance the representation of figures in V1 as predicted 
by their proposed role in silencing SOM-neurons? To test the involvement of this 
disinhibitory circuit, we inhibited the activity of VIP-neurons and measured how it 
influences FGM in V1. We expressed an inhibitory opsin (stGtACR2) in VIP-neurons 
in V1 and suppressed their activity, while electrophysiologically recording V1 activity 
evoked by orientation-defined figures and the background (Fig. 6L, S7E). We started 
the inhibition of VIP-neurons 250ms after stimulus onset, to selectively influence the 
late response phase during which HVAs feed back to V1 and to prevent interference 
with the early phase during which V1 neurons propagate activity to HVAs. We found 
that inhibiting VIP-activity reduced FGM in V1, decreasing the d-prime by 47% (Fig. 
6M,N linear mixed-effects model, p<0.05, 3 mice, 8 penetrations, 168 recording sites, 
time-window 250-500ms). This finding supports the role of VIP-neurons in generating 
FGM in V1.
Discussion
Our results provide new insights into how the interactions between V1 and HVAs 
shape perception. Upon appearance of a new image, the activity of V1 neurons exhibits 
a number of phases (Lamme and Roelfsema, 2000). During an early feedforward 
phase, activity is propagated from the retina via the thalamus to V1 and is transmitted 
onwards to HVAs. V1 activity during this phase suffices for ceiling performance in 
the relatively simple contrast detection task, as if V1 acts as relay station that only 
needs to transmit information about the stimulus to HVAs (Thorpe et al., 1996). 
Inhibition of the entire visually driven V1 response reduced the accuracy of the mice. 
In accordance with a previous study (Prusky and Douglas, 2004), most animals were 
still able to perform the task above chance level, suggesting that information about 
the visual stimulus still reached the brain regions that are required for an appropriate 
licking response via alternative routes. Although we do not know what the mice 
perceived during V1 inhibition, comparable effects have been reported in humans 
with lesions in V1, who are able to correctly guess the presence, location and shape 
of simple visual stimuli in the affected area of the visual field, despite denying any 
visual awareness of the stimuli (Sanders et al., 1974). This phenomenon is known as 
blindsight and has been replicated in monkeys with a V1 lesion (Cowey and Stoerig, 
1995), where information from the LGN is directly propagated to HVAs, bypassing V1 
(Schmid et al., 2010). 
If a visual stimulus requires figure-ground segregation, however, the peak response 
is followed by a phase in which the V1 neurons exhibit FGM; the representation of 
figural image elements is enhanced. In previous work, it remained unclear whether 
this late V1 activity phase is useful for perception, but our results demonstrate 
that optogenetic V1 silencing during this phase blocks figure-ground perception. 
This finding is in line with previous TMS studies in humans, although TMS 
produces much weaker perceptual effects (Wokke et al., 2012). Among the studied 
figure-ground stimuli, we observed differences in the latency and strength of FGM, 
measured electrophysiologically (Fig. 2B), and in the V1 processing time required 
for figure-ground perception. FGM of orientation-defined figures occurred earlier 
and was stronger than FGM of phase-defined figures and the mRT was also shorter 
for orientation-defined stimuli. Accordingly, V1 inhibition interfered with figure-
ground perception at a later point in time for phase-defined than for orientation-
defined figures. 
The present results seem to differ from previous studies that examined the early 
and late phases of neuronal responses in the barrel cortex of mice engaged in tactile 
detection tasks (Sachidhanandam et al., 2013; Manita et al., 2015). Suppression of the 
late activity in the barrel cortex interfered with the detection of a tactile stimulus 
whereas in the present study late V1 activity was not required for the contrast 
detection task. We speculate that this difference between results may be related to 
the use of relatively weak tactile stimuli in these previous studies, which may have 
required amplification by recurrent interactions between lower and higher areas of 
the somatosensory cortex.
We identified a source for V1-FGM in HVAs that also exhibit FGM and project back 
to V1. A number of HVAs exhibited FGM and it was strong in areas lateral from V1 
(LM and AL) during passive viewing and weaker in anteromedial areas (RL, AM and 
PM), although the wide-field experiments demonstrated that FGM increases in these 
areas when mice use the figure-ground stimuli to perform a task. Understanding the 
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functional organization of the mouse visual cortex is an active field of exploration 
(Wang et al., 2011, 2012; Juavinett and Callaway, 2015), and the present results suggest 
that figure-ground segregation can help to further dissect the roles of higher cortical 
areas. 
Optogenetic silencing of the HVAs strongly reduced FGM in V1, without a consistent 
effect on the early, visually driven response. This finding supports theories suggesting 
that FGM in V1 requires feedback from HVAs (Roelfsema et al., 2002). The effect of 
silencing was pronounced for the phase- and texture-defined figure-ground stimuli, 
and somewhat weaker if the figure was a grating with a different orientation. The 
weaker suppression is compatible the view that horizontal interactions within V1 
may also contribute to the perception of orientation-defined figures. Horizontal 
interactions within V1 are thought to be orientation selective so that suppression is 
stronger within image regions with a homogenous orientation, and weaker if a figure 
with one orientation is superimposed on a background with another orientation 
(Li, 1999). If the figure is defined by a phase offset, the orientation selective 
suppression signal is absent, which may explain the larger dependence on cortico-
cortical feedback. We note, however, that the viral construct was not taken up by all 
neurons in HVAs so that inhibition was presumably incomplete. Hence, we cannot 
exclude that the remaining FGM for orientation-defined figures reflects a feedback 
influence from the non-silenced neurons in HVAs. 
The main effect of silencing activity in HVAs was a decrease in activity during the 
late phase of the V1-response, which was more pronounced for figures than the 
background, thereby decreasing FGM (Fig. S6). Importantly, these excitatory feedback 
effects imply that FGM is not caused by surround suppression and are consistent 
with predominantly excitatory (or disinhibitory) feedback effects on V1 activity 
(Huh et al., 2018; Keller et al., 2020). However, a study in monkeys(Nassi et al., 2013) 
demonstrated that the cooling of HVAs increased V1 activity evoked by large stimuli, 
which suggested a suppressive influence of feedback connections. We do not know if 
this discrepancy reflects a difference between species or between methods used for 
silencing. 
A previous study (Zhang et al., 2014) suggested that feedback connections enhance 
V1 activity at relevant locations by activating VIP-interneurons, which in turn inhibit 
inhibitory SOM-cells, thereby disinhibiting the cortical column. In accordance with 
this hypothesis, we observed that figures enhanced the activity of VIP-neurons 
and suppressed the activity of SOM-cells (Fig. 6A), which supports the view that 
SOM-interneurons suppress the V1 activity elicited by homogeneous image regions 
(Adesnik et al., 2012). Inactivation of VIP-neurons decreased V1 activity and 
diminished FGM, demonstrating that VIP-mediated disinhibition contributes to the 
enhanced activity elicited by figures. 
PV-neurons were more active for figures than for the background, and this FGM-
signal was even stronger than that of pyramidal cells. Although the PV-activity profile 
resembles that of VIP-neurons, PV-cells do not preferentially contact other inhibitory 
cell types to cause disinhibition. Instead, they suppress pyramidal neurons (Pfeffer 
et al., 2013), making it unlikely that they are part of a disinhibitory circuit motif. PV-
cell activity was weak for the background, which, unlike for SOM-cells, also rules out 
a specific role for PV-neurons in suppressing the pyramidal cell activity elicited by 
the background. Instead, our results support the hypothesis that PV-neurons integrate 
the activity of nearby pyramidal neurons to control the gain of the cortical column. 
If pyramidal neurons become more active, the activity of nearby PV-cells also 
increases and their input suppresses pyramidal neurons, giving rise to a negative 
feedback loop (Fig. 6A). The high PV-cell activity level elicited by figures is also 
in accordance with a study in the visual cortex in monkeys (Mitchell et al., 2007), 
which demonstrated that fast-spiking interneurons strongly increase their activity 
for behaviorally relevant stimuli.
The present results provide insight into how interactions between lower and higher 
areas of the visual cortex enable the co-selection of image elements that belong to a 
single figure and their segregation from the background. These interactions are in 
part mediated by direct corticocortical connections, but there are also routes through 
subcortical structures (e.g. LP of the thalamus (Sherman, 2016)) and future studies 
could compare the relative contributions of these different routes. As a result of these 
interactions, figural image elements become labeled with enhanced neuronal activity 
across multiple areas of the visual cortex, in accordance with the view that such a 
labeling process determines the perceptual grouping of features of the same object 
(O’Craven et al., 1999; Roelfsema, 2006; Roelfsema and Houtkamp, 2011). It seems 
likely that the findings generalize to more complex forms of perceptual organization. 
Imagine grasping an object that is surrounded by a number of other objects. The visual 
system guides our fingers to touch and grasp edges of the same object, a selection 
process (Baldauf and Deubel, 2010) that has to rely on recurrent interactions between 
higher areas coding for the relevant object’s shape and lower areas coding for its 
individual edges. Previous studies in monkeys demonstrated that the representation 
of a selected object’s shape is enhanced in higher cortical areas (Chelazzi et al., 1993) 
and that this also holds true for relevant edges in V1 (Roelfsema and Houtkamp, 
2011). The present study illustrates how such selection process is coordinated across 
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cortical areas. Future studies can now start to investigate the interactions between 
brain regions that are required for complex forms of perceptual organization and how 
they guide behavior (Roelfsema, 2006). 
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Materials and Methods
Contact for Reagent and Resource Sharing
Correspondence and requests for materials can be sent to PRR (p.roelfsema@nin.
knaw.nl).
Experimental Model and Subject Details
35 male and 14 female mice of 2-14 months age were used in this study. All experimental 
procedures complied with the National Institutes of Health Guide for Care and Use 
of Laboratory Animals and the protocol was approved by the ethical committee of the 
Royal Netherlands Academy of Arts and Sciences and the CCD. The experiments were 
performed in accordance with the relevant guidelines and regulations. 
Method Details & Quantification and Statistical Analysis
Visual Stimuli
We created the visual stimuli with the Cogent toolbox (developed by John Romaya 
at the LON at the Wellcome Department of Imaging Neuroscience) and linearized 
the luminance profile of the monitor/projector. Visual stimuli during passive 
electrophysiological experiments were projected onto a back-projection screen 
placed 15cm from the mouse with a PLUS U2-X1130 DLP projector (mean luminance 
= 40.6cd.m-2). The size of the projection was 76x56cm, the field-of-view 136⁰ x 
101.6⁰, the resolution 1024x768 pixels and the refresh rate 60Hz. For the behavioral 
electrophysiological experiments, the stimuli were presented on a 21-inch LCD 
screen with a resolution of 1280x720 pixels (Dell 059DJP) driven by a Windows 
computer at 60Hz at a distance of 15cm in front of the mouse. During the two-
photon experiments, we presented visual stimuli to the left eye of the mice, using 
a 24-inch LCD monitor (Dell U2414H) with a resolution of 1920x1080 pixels and a 
refresh rate of 60Hz, placed at an angle of 30° relative to the nose and a distance of 
12cm from the eye. For the optogenetics experiments, we used a 24-inch LCD monitor 
(1920 x 1200 pixels, Dell U2412M), placed 11cm in front of the eyes and for wide-
field experiments an LCD monitor (122 x 68cm, Iiyama LE5564S-B1), at a distance 
of 14cm. We applied a previously described (Marshel et al., 2011) correction for the 
larger distance between the screen and the mouse at higher eccentricities. This 
method defines stimuli on a sphere and calculates the projection onto a flat surface. 
The orientation- and phase-defined figure-ground stimuli were composed of 100% 
contrast sinusoidal gratings with a spatial frequency of 0.075 cycles/deg. and a mean 
luminance of 20cd/m2. The diameter of the figure was either 35° (optogenetic- and 
wide-field imaging experiments), 40° (electrophysiology during passive viewing), 50° 
(two-photon experiments). For the orientation-defined figures (Fig. 1A,B), the grating 
orientation in the background was either horizontal or vertical and the orientation 
of the figure was orthogonal. For the phase defined figures (Fig. 1A), the phase of the 
figure grating was shifted by 180° relative to that of the background. For the contrast-
defined stimuli, we presented the figure gratings on a grey background (20cd/m2). To 
test the generality of figure-ground perception, we also presented random textures 
in some of the experiments, again ensuring that the figure and background stimulus 
in the RF of the neurons was identical. The texture was made by filtering Gaussian 
distributed random noise patterns through an oriented filter. Four new random noise 
patterns were generated for each experimental session and these were filtered with 
0° and 90° filters, yielding eight oriented textures. The oriented filter (F) was made 























Where G is Gabor filter of spatial frequency f (i), where f was linearly spaced from 0.05 
to 0.5 cycles/deg, orientation ϕ (0° or 90°) and standard deviation 1/f, rms indicates 
a root-mean square operation. After filtering, the texture was matched to the root-
mean square contrast of the sine-wave grating used in the other experiments using 
an iterative hard-clipping procedure with 10 iterations. 
Anesthesia during surgeries
The mice were handled five to ten minutes per day starting one week before surgery. 
Anesthesia was induced using 3-5% isoflurane in an induction box and it was 
maintained using 1.2-2.5% isoflurane in an oxygen-enriched air (50% air, 50% O2) 
mixture and we subcutaneously injected 5 mg/kg meloxicam (0.5 mg/ml) as general 
analgesic. The mice were positioned in a stereotactic frame and we monitored the 
depth of anesthesia by frequently checking paw reflexes and breathing rate. The 
temperature of the animal was monitored and kept between 36.5° and 37.5° with a 
heating pad coupled to a rectal thermometer. We covered the eyes with ointment 
to prevent dehydration. The area of incision was shaved, cleaned with betadine and 
lidocaine spray was applied to the skin as a local analgesic.
Behavioral Task
The mice were held on a reverse day-night cycle and a fluid restriction protocol 
with a minimal intake of 0.025ml/g, while their health was carefully monitored. The 
animals were trained to indicate the side on which a figure appeared by licking the 
corresponding side of a custom-made double lick spout (Fig. 1B). We registered licks 
by measuring a change in capacitance with an Arduino and custom-written software. 
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A trial started when the stimulus with a figure on the left or right appeared on the 
screen. The stimulus was displayed for 1.5 seconds. Because mice made early random 
licks, we disregarded licks from 0-200ms (grace period). We prolonged the grace 
period to 500ms for one mouse, as it helped correct a bias for preferentially licking 
one side (mouse M2 in Table S1). The exact figure location varied slightly depending 
on the experiment, but the figure center was generally close to an azimuth of ±30° 
(left or right of the mouse) and an elevation of 15°.
Stimulus presentation was followed by a variable inter-trial interval (ITI) of 6-8s. 
Correct responses were rewarded with a drop of water or milk. If the animal made an 
error, a 5s timeout was added to the ITI. We presented a background texture during 
the ITI and did not give reward if the mice licked so that they learned to ignore it. In 
some sessions, we included correction trials, which were repeats of the same trial after 
an error. We only included the non-correction trials to compute accuracy, defined as 
hits/ (hits+errors). During task performance in the wide-field imaging experiments, 
we used a motor which moved the lick spout close to the mouth of the mouse, 500ms 
after the presentation of the stimulus, thereby enforcing a minimum viewing time 
before the mouse could respond. For the accuracies of individual mice see Table S1.
To train mice on the figure-ground task, we first trained them to detect grating figures 
on a grey background. The background was then replaced by a grating with a gradually 
increasing contrast across several weeks of training. 
Electrophysiology
The laminar electrophysiological recordings during passive viewing (Fig. 2A,B) 
were carried out in six Tg (Thy1-GCaMP6f)GP5.17Dkim mice (5 male, 1 female) aged 
between two and six months. After induction of general anesthesia (as described 
above), the skin on the skull was opened, tissue was removed from the skull and 
we briefly applied H2O2. We then applied a dental primer (Keerhawe Optibond) to 
improve the bonding of cement to the skull. We applied a thin layer of dental cement 
(Heraeus Charisma A1) across an area of the skull anterior to bregma and fixed a 
head bar with additional dental cement (Vivadent Tetric Evoflow). We implanted 
one or two small screws over the cerebellum, which served as reference and ground 
wires. We used the dental cement to fix them in place and build a well around the 
skull covering the posterior part of the left hemisphere, to prevent growth of the skin 
over the area of interest. After three weeks, we made a craniotomy centered on the 
area of V1 with a population RF at 30° azimuth and 20° elevation. The mice were 
head-fixed and placed on a treadmill so that they could run or sit according to their 
preference. We tracked the treadmill movements using an Arduino and monitored 
pupil movements and size under infrared light with a zoom lens (M118-FM50, Tamron, 
Cologne, Germany) coupled to a camera (DALSA GENIE-HM640, Stemmer Imaging) 
and custom written software. We inserted a linear-array recording electrode (A1x32-
5mm-25-177, NeuroNexus, 32 channel probe, 25 micron spacing) in V1 and lowered 
it to around 1mm below the brain surface and adjusted the depth of the electrode 
with reference to the current source density profile as reported previously (Self et 
al., 2014) to ensure coverage of all layers. We amplified the electrical signal from the 
electrodes and sampled it at 24.4kHz using a Tucker-Davis-Technologies recording 
system. We removed muscle artifacts by re-referencing each channel to the average 
of all other channels before filtering the signal between 500 and 5000Hz. We detected 
spikes by thresholding (positive and negative threshold) the band-passed signal at 4 
times an estimate of the median absolute deviation and convolved the detected spikes 
with a Gaussian with a standard deviation of 1.3ms (and an integral of 1) to derive an 
estimate of multi-unit spike-rate. First, we measured the RF of the units recorded 
at each electrode with a sparse noise stimulus consisting of 4 white checks (8 by 8°, 
40cd/m2) on a black background presented for 250ms with a 250ms inter-trial interval. 
The checks (>30 presentations per check) were positioned on a grid ranging from -64 
to 16° horizontally and -22 to 66° vertically relative to the mouse's nose with negative 
values indicating the right hemifield. We corrected for flat screen distortion as was 
described above. We averaged the MUA response evoked by each check in a time 
window from 50-400ms after check onset to obtain a map of visual responsiveness 
and fit a 2D-Gaussian to estimate the width and center of the RF (Fig. 2A). The quality 
of the fit was assessed using r2 and a bootstrapped variability index (BVI), which 
estimated the reliability of the RF center estimate. We resampled an equal number 
of trials as in the original dataset (with replacement) and regenerated the Gaussian 
fit. The BVI is defined as the ratio of the standard deviation of the RF center position 
and the standard deviation of the fitted Gaussian. To measure FGM, we centered a 40° 
diameter figure on the RFs of layer 4 units. To create the background condition, we 
shifted the figure by 50-60° so that the RF fell on the background. As the RF position 
varies slightly across layers we quantified for each recording site the percentage of 
the RF area that fell within the figure boundary. We only included recording sites if (i) 
the overlap between the RF and the figure was greater than 70% to exclude boundary 
driven responses, (ii) the RF was reliable (r2 of the Gaussian fit > 0.33, BVI < 1.5), (iii) if 
the signal-to-noise ratio (SNR) of the visual response was greater than 1 (ratio of the 
activity between 0-100ms after stimulus onset to the standard deviation of baseline 
activity [-200-0ms] across trials) and (iv) if the maximum response of the site was 
greater than 2Hz. These criteria led to the inclusion of 198 recording sites for the 
electrophysiological data (Fig. 2B). The orientation-, phase- or texture-defined figure-
ground stimuli were presented in blocks of 32 stimuli. The position of the figure and 
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the orientation of the underlying pattern/texture was pseudorandomized within the 
block so that the RF-stimulus was identical for the figure and ground conditions. 
To generate population responses, we subtracted the pre-stimulus activity (time-
window -200-0ms relative to stimulus onset) and normalized the activity at each 
recording site to the peak of the average, smoothed (lowess method, 39ms window 
size) response across the figure and ground conditions (time-window, 0-100ms). 
FGM was quantified with the d-prime, which is a measure for the reliability of the 


































































𝜎𝜎D/  are the variances of the figure and 
ground response across trials, respect ively. To estimate whether the level of FGM, as 
measured with d-prime, differed between different cue-types (i.e. orientation/phase/
texture) we modelled the hierarchical correlation structure in the data with linear 
mixed-effects models to assess significance (Scheffe, 1956) using the fitlme.m function 
in Matlab, because every electrode contained multiple contacts and all contacts were 
tested for each of the cue types. Hence, there were two random effects: the recording 
contacts and the penetrations, which were included as random intercepts in the 
model. The two fixed effects were cue-type (orientation-defined, phase-defined and 
texture defined figure) and the overall intercept (i.e. mean d-prime for the reference 
condition, which was one of the cue-types). We obtained best model fits (as judged by 
a lower Akaike’s Information Criteria (AIC)) if we included a random slope term for 
cue-type grouped by penetration. Differences between cue-types were assessed by 
Bonferroni corrected post-hoc contrasts. To assess whether FGM was significant for 
each cue, we fit three separate linear mixed-effects models with a fixed intercept term 
and a random effect term for the penetration. As in previous studies, we estimated 
the latency of FGM by fitting a function (Poort et al., 2012) to the figure minus 
background response in a time-window from 0 to 300ms after stimulus onset. In brief, 
the function is the sum of an exponentially modulated Gaussian and a cumulative 
Gaussian, capturing the Gaussian onset of neural modulation across trials/neurons 
and the dissipation of modulation over time. The latency (small arrows in Fig. 2B) was 
defined as the (arbitrary) point in time at which the fitted function reached 33% of 
its maximum value. Statistical comparisons of latency estimates were performed by 
bootstrapping. We selected a random set of recording sites (with replacement) 1000 
times and recalculated the latency estimate for each resampled population. 
Optogenetic silencing of V1 during contrast and figure-ground perception 
For optogenetic silencing of V1 during behavior (Fig. 2C-E) we injected five C57BL/6 
mice (4 male, 1 female) aged between 2 and 14 months with a cell-specific viral vector 
(AAV5-CaMKII-hGtACR2-eYFP) coding for the inhibitory GtACR2 opsin(Govorunova 
et al., 2015). The virus was cloned and produced in a custom preparation by Virovek, 
Inc., Hayward, CA, USA based on the plasmid pFUGW-hGtACR2-EYFP, which was 
a gift from John Spudich (Addgene plasmid #67877; http://n2t.net/addgene:67877; 
RRID:Addgene_67877). The general surgical procedures were described above. For 
the viral injections, an incision in the skin was made and the skin was gently pulled 
aside, exposing the area of the skull above the cortex. We used a dental drill to make 
small craniotomies above V1 of both hemispheres 2.7mm lateral from the midline, 
0.5mm anterior of lambda. We placed a pulled borosilicate capillary containing the 
virus vertically above the craniotomy touching the dura. Slowly the pipette was 
lowered to a depth of 600μm from the brain surface and we slowly injected a total 
of 150nL per hemisphere with a concentration of 3*1011 GC/mL, at different depths 
using Nanoject III programmable injector (Drummond Scientific). After the injection, 
we left the pipette in place for at least 8 minutes before slowly retracting it to avoid 
efflux of virus. After two weeks, we attached a head-fixation bar to the skull (see 
electrophysiological procedures). We applied a thin layer of adhesive to the bone 
which clarifies the skull, a method referred to as the ‘clear skull cap’ technique (Guo 
et al., 2014). After the adhesive dried, we applied a thin layer of transparent dental 
cement (C&B Super-Bond) on top. We added a small rim of dental cement to the outer 
edges of the skull cap to prevent growth of the skin over the area of interest. Before 
we started the optogenetic silencing experiments, we shortly anesthetized the mice 
with isoflurane (see above) to apply a thin layer of transparent nail polish (Electron 
Microscopy Sciences) to the cap to reduce light glare. 
Once the animals performed the task consistently with an accuracy larger than 65%, 
we introduced trials in which neural activity in the visual cortex was inhibited by 
activating the opsin. We presented figure-ground stimuli (defined by a difference 
in orientation or phase) on 75% of all trials and applied optogenetic silencing in a 
random 25% of those trials. We presented contrast-defined stimuli in 25% of all trials 
and because the accuracy was high and stable, we increased the fraction of trials 
with optogenetic intervention up to 50% (we used the same trial ratios in control 
experiments in which the laser was not directed at V1; Fig. S3D,E). We used a DPSS 
Laser (BL473T3-100FC, Shanghai Lasers & Optics Century Co.) emitting blue light 
(wavelength 473nm) as a light source and directed the light to the cortex with a split 
optical fiber (2x2 Coupler, 50:50, 200μm, FC/PC to 1.25mm Ceramic Ferrule, Thorlabs, 
Newton). The two fiber ends were directed at the centers of area V1 in the two 
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hemispheres. Optogenetic stimulation lasted for 2s with a constant power of 10mW 
at each fiber end. The laser power at the skull cap was 5.6mW/mm2. The clear skull 
cap absorbs around 50% of the light (Guo et al., 2014) so that the effective laser 
power at the cortical surface was ~2.8mW/mm2, a light level that does not cause 
measurable heating (Owen et al., 2019). The onset of stimulation was shifted relative 
to the onset of the visual stimulus in steps of 16.7ms according to the frame rate of 
the screen. The time between stimulus onset and laser onset was 17, 33, 50, 67, 83, 
100, 150 or 200ms. To remove spurious cues that might be caused by optogenetic 
stimulation, we placed a light shield around the head of the mouse to prevent light 
from the optogenetic stimulation reaching the eye and presented blue light flashes 
at random times by driving a blue LED placed below the mouse’s head to flash every 
0.5-1s with an Arduino in all optogenetic experiments. We only included sessions in 
which the overall accuracy of the mice on laser off trials was above 70%. We used 
correction trials, which were repeats of the same condition after an error, to decrease 
a response bias and excluded these trials when computing accuracy (correction trials 
were not used for optogenetic silencing trials). We used binomial tests (with Bonferroni-
correction) to examine whether performance was significantly above chance 
level during trials with optogenetic manipulation and to test whether optogenetic 
inhibition impairs performance. To estimate the time at which the accuracy reaches 
its half maximum, we fit a logistic function to the accuracy as a function of the laser 
onset latency using the Palamedes toolbox in Matlab. We used bootstrapping (1000 
times) by sampling trials with replacement to determine the 95%-confidence interval 
of the latency, defined as the time when accuracy was halfway between the earliest 
and latest V1 silencing time point (i.e. the inflection point of the fitted function). 
Wide-field imaging
In the wide-field imaging experiments (Fig. 3) we included 8 male and 1 female Thy1-
5.17 GCaMP6f mice (Dana et al., 2014) aged between 2 and 14 months. The skull of the 
animals was prepared with the clear-skull cap technique (described above). We placed 
the mice under a wide-field fluorescence microscope (Axio Zoom.V16 Zeiss/Caenotec) 
to image a large part of the cortical surface. Images were captured at 20Hz by a high-
speed sCMOS camera (pco.edge 5.5) and recorded using the Encephalos software 
package (Caenotec). We monitored the size and position of the right pupil (100Hz 
sampling rate) and movements of the mouse with a piezo plate under the front paws 
of the mouse (100Hz sampling rate) and removed trials with large body movements in 
a time-window from the start of a trial until 350ms after stimulus onset. We captured 
images of 1600x1600 pixels (~15μm per pixel), down-sampled them to 400x400 
pixels and applied a Gaussian filter smoothing kernel of 5x5 pixels. We carried out a 
population RF mapping session (see below) to determine the borders of V1 and the 
HVAs and we matched these areas to the Allen Brain common coordinate framework 
(Fig. S5D). We computed the average ΔF/F (relative to the baseline fluorescence in a 
300ms window before stimulus onset) of all pixels within an area. In the active task, 
trials were removed if (i) the mouse had a performance below 65% in a window of 
fifteen trials, or (ii) the absolute z-score of ΔF/F was larger than 3.5 (removal of trials 
with artifacts). We measured FGM with the d-prime in a time window of 150-300ms 
after stimulus onset, averaged across both hemispheres. We assessed significance 
with repeated measures ANOVAs, testing whether the d-prime was higher than 0. In 
addition, we used a repeated-measures ANOVA to test the effect of area (i.e. V1, LM, 
AL, RL, A, AM, PM, RSP, M1 and M2) and response type (hit, error or passive viewing). 
We carried out the passive viewing experiments before the start of training in the 
figure-ground task (N=5). See Tables S1, S2 for information about the mice in this 
experiment.
Two-photon imaging of excitatory neurons
We carried out experiments with five Thy1 mice to image the activity of excitatory 
neurons (Fig. 4). All mice were between 2-6 months old and included both sexes (Table 
S2). The animals were anesthetized as described above. Mice were first implanted 
with a head-ring for head-fixation and after two weeks of recovery, we mapped the 
retinotopy (see below for the pRF mapping method) to determine the boundaries of 
visual areas. These mice were additionally injected with AAV1-CaMKII-GCaMP6f-
WPRE-SV40 (Penn Vector Core, University of Pennsylvania, USA) in V1 (100nl) 
and LM, AL, RL, AM, PM (50nl each) at an injection speed of 20nl/min distributed 
across two depths (400μm, 200μm below the pial surface) to enhance the GCaMP 
signal. All viral titers were adjusted to 1012GC/ml before injection. We made a circular 
craniotomy with a diameter of 4-5mm centered at 0.5mm anterior to lambda and 2.5 
lateral from the midline. We carefully thinned the bone along the outer diameter of 
the craniotomy and slowly lifted the bone flap without damaging the dura, which 
was kept moist with warm ACSF or saline. The craniotomy was closed with a double-
layered glass coverslip, with the outer glass resting on the skull, which was fixed with 
dental cement (Vivadent Tetric Evoflow). After two weeks, we habituated the mice to 
head immobilization while they could run on a running belt under the two-photon 
microscope (Neurolabware). We imaged through a 16x water immersion objective 
(Nikon, NA 0.80) at 1.7x zoom at a depth of 120-300μm with a 15.7Hz frame rate and a 
resolution of 512 x 764 pixels. We targeted V1 and other HVAs based on the retinotopic 
maps. A Ti-Sapphire femtosecond pulsed laser (MaiTai, Spectra Physics) was tuned to 
920nm for delivering excitation light. The power used varied between 20 and 50mW 
depending upon the depth of the imaging plane. First, we mapped the RF locations of 
the neurons within the field of view. We presented 12 x 12° white (38cd/m2) squares 
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on a black background (0.05cd/m2) in an area ranging from -18 to 78° horizontally 
and -21 to 51° vertically relative to the mouse's nose. Each square was flashed twice 
for 166ms with a blank interval of 166ms, followed by delay of 500ms. The square at 
each location was presented 20 times. We calculated RFs based on the response in a 
500ms window after stimulus onset. We fit a linear regression model to estimate the 
responses to the squares of the grid, regressing out the influence of running and the 
interaction between the visual stimulus and running. We fit a circular 2D-Gaussian to 
the beta values for every location to estimate the RF center and its full width at half-
maximum response strength. We evaluated the quality of the fit using the r2 value and 
the BVI (see above; r2 of the Gaussian fit > 0.33, BVI < 1.5). The figure-ground stimuli 
contained a 50° figure with one of 6 different orientations (maximum luminance 
of 38cd/m2 and minimum luminance of 0.05cd/m2). The figure was presented 120 
times at two positions on the screen (20 repetitions per orientation), one centered 
on the RF location of a cluster of imaged cells, and the other at a distance of 55° 
from the RF center. The stimuli were presented in randomized order in blocks of 
48 trials for 0.5s with an ITI of 2.5s to allow enough time for decay of the calcium 
signal of the previous trial. We ensured that the stimulus in the RF was identical, on 
average, in the figure and background conditions, as described in the main text. We 
used CAIMAN (Pnevmatikakis et al., 2015; Pnevmatikakis and Giovannucci, 2017) for 
pre-processing. We performed rigid motion correction for small shifts in the data 
due to motion of the animal, followed by the extraction of ROIs and the ΔF/F. ROI 
components found by the CNMF algorithm(Pnevmatikakis et al., 2015) were classified 
into neuronal compartments and noise using a Keras pre-trained convolutional 
neural network (CNN) classifier (CAIMAN matlab github library; https://github.com/
flatironinstitute/ CaImAn-MATLAB). We only included ROIs that belonged to cell 
bodies in the analysis. To generate population responses, we normalized the activity 
of each cell by subtracting base-line activity (time-window -325-0ms [5 frames] before 
stimulus onset) and dividing by the maximum of the average of the figure and ground 
conditions (time-window 0-2s). For statistical analysis, we took the average baseline 
corrected ΔF/F values in a window from 0.3-1.5s after stimulus onset for each cell 
in the figure and ground conditions. The distribution of these values was positively 
skewed and we therefore took the log transform of the average ΔF/F values. Because 
the logarithm of negative values is undefined we first removed cells with negative 
responses in either the figure or ground conditions. We removed outliers using an 
iterative multi-variate outlier removal process. The Mahalanobis distance of each 
cell to the mean of the full distribution was calculated and z-scored. We removed 
cells for which the absolute z-score was greater than 3. If the maximum value of 
the pre-removal z-score was greater than 6 (indicating the presence of an extreme 
outlier which may distort the calculation of the z-score) the process was repeated. 
This procedure removed less than 3% of cells. This outlier removal method was 
performed once for all the excitatory cell data from the different visual areas, 
after concatenating the data from each area. Similarly, the data from the different 
interneuron sub-classes (described below) were concatenated together with the data 
from the excitatory cells in V1 before applying the outlier removal algorithm. The 
significance of the differences between figure and ground were first assessed using 
an omnibus linear mixed-effects model. Two models were analyzed, one for the data 
from the excitatory cells in different visual areas (i.e. the data shown in Fig. 4) and 
one for the data from different interneuron sub-classes (including the excitatory cells 
in V1, i.e. the data in Fig. 6). The models contained two within-cell fixed effects terms 
(intercept [the mean log (DF/F) in the background] and figure-ground condition) and 
one between-cell factor (either ‘Visual-area’ or ‘Cell-class’ depending on the model). 
The models also contained two random intercept terms for the cell identity and the 
imaging session in which the cell was recorded to account for any increased co-
variance between cells from the same imaging session. We also ran post-hoc models 
for each visual area and cell-class separately. These models contained two fixed 
effects (intercept and figure-ground condition) and two random intercept terms (cell 
identity and imaging session). 
Electrophysiology with optogenetic inhibition of higher visual areas
The laminar electrophysiological recordings with optogenetic inhibition of HVAs 
(Fig. 5) were carried out in five male Tg (Thy1-GCaMP6f)GP5.17Dkim mice aged 
between two and six months. Surgical procedures were identical to those described 
above (under electrophysiology). We additionally applied a thin layer of clarifying 
adhesive to the skull of the left hemisphere (clear skull cap (Guo et al., 2014)). After one 
week of recovery, we used population RF mapping based on the GCaMPf expression 
(see pRF mapping below) to determine the borders between the visual areas. We 
targeted virus injections to HVAs based on these borders. We anesthetized the 
animals as described above and made four small craniotomies, each at a minimum 
distance of 500 μm from the V1 border. We slowly lowered a pulled borosilicate capillary 
containing the virus (AAV1-CaMKII-stGtACR2-FusionRed, titer 1.5x1013) to a depth 
of 600μm from the brain surface and slowly injected a total of 40nL per injection site 
(15nL at 600μm, 10nL at 400μm, 15nL at 200μm) using a Nanoject III programmable 
injector (Drummond Scientific). The construct encoding soma-targeted GtACR2(Mahn 
et al., 2018) (pAAV-CKIIa-stGtACR2-FusionRed) was a gift from Ofer Yizhar (Addgene 
viral prep #105669-AAV1; http://n2t.net/addgene:105669; RRID:Addgene_105669). 
After the injection, we left the pipette in place for five minutes before slowly retracting 
it to avoid efflux of virus. We sealed the chamber with the biocompatible adhesive 
Kwik-Cast (WPI). After three weeks, we made a craniotomy centered on the area of 
167166
Chapter 5 - Feedback processing for figure ground perception
5
V1 with a population RF at 30° azimuth and 20° elevation. The mice were head-fixed 
on a treadmill and we performed laminar recordings, RF mappings and placed figures 
as described above (under electrophysiology). We activated the laser on 50% of the 
trials, randomly interleaved with the trials without optogenetic inactivation. We 
used a DPSS Laser (BL473T3-100FC, Shanghai Lasers & Optics Century Co.) emitting 
blue light (wavelength 473nm) with a constant power of 5mW as light source and 
directed the light to lateral and medial HVAs through a split optical fiber (2x2 Coupler, 
50:50, 200μm thickness, FC/PC to 1.25mm Ceramic Ferrule, Thorlabs, Newton). The 
laser was turned on 200ms before onset of the visual stimulus and remained on for 
the entire duration of visual stimulation (500ms) and was turned off 100ms after 
stimulus offset. We normalized V1 activity to that in the figure and ground conditions 
without optogenetic intervention. We quantified FGM using d-prime as described 
above and removed extreme multi-variate outliers (likely artifacts) by calculating the 
z-scored Mahalanobis distance of each recording site’s d-primelaser off and d-primelaser 
on values from the full distribution. Recording sites with values of greater than 2.58 
were removed (approximately 1% of recording sites). To estimate the significance of 
the laser-induced change in d-prime we fit the data with a linear mixed-effects model 
containing two fixed effects (laser on/off, and intercept, i.e. d-prime when the laser 
was off ), two random intercept terms to account for co-variability of data obtained 
from the same electrode contact site and penetration and one random-slope term to 
account for the fact that the effect of the laser varied across penetrations (Fig. S6D). 
The same model was used to assess the laser-induced change in peak response (mean 
normalized activity in a window from 0-100ms after stimulus onset). Laser-induced 
changes in figure and ground activity were assessed with a post-hoc test including a 
random intercept term for electrode penetration. 
Two-photon imaging of inhibitory neurons
We carried out experiments with four VIP-Cre, five SOM-Cre and four PV-Cre animals 
between 2-6 months old including both sexes (Fig. 6A-K, Table S2). The animals 
were anesthetized as described above. An incision in the skin was made along the 
anteroposterior axis, and the skin was gently pulled to the side, exposing the area 
of the skull above the cortex and the area posterior to lambda. We drilled a small 
craniotomy over the center of right V1 (AP 0.5mm anterior to lambda and 2.5mm 
lateral from the midline) and slowly injected 200-300nL of the virus (AAV9-CAG-flex-
GCaMP6f-WPRE-SV40, Penn Vector Core, University of Pennsylvania, USA) at 20nl/
min distributed across three depths (500μm, 300μm and 150μm from the pial surface). 
The craniotomy was sealed and the skin was sutured. Two weeks later, the animals 
underwent a second surgery to implant a head-ring for immobilization and a cranial 
window to allow imaging of neuronal activity (see description of two-photon imaging 
method above). After two weeks, we habituated the mice to head immobilization while 
they could run on a running belt under the two-photon microscope. We mapped 
the RF of the neurons, presented figure-ground displays and analyzed the data as 
described above. 
Electrophysiology with optogenetic inhibition of VIP-neurons
The laminar electrophysiological recordings with optogenetic inhibition of VIP-
neurons (Fig. 6L-N) were carried out in three VIP-Cre mice (1 male, 2 female) aged 
between two and six months. Surgical procedures were identical to those described 
above. We targeted virus injections to V1. We used a dental drill to make a small 
craniotomy above left V1 2.7mm lateral from the midline, 0.5mm anterior of lambda 
and placed a pulled borosilicate capillary containing the virus (AAV1-hSyn-SIO-
stGtACR2-FusionRed, titer 1*1013 GC/mL, a gift from Ofer Yizhar, Addgene viral prep 
# 105677-AAV1) vertically above the craniotomy touching the dura. We slowly lowered 
the pipette to a depth of 600μm from the brain surface and slowly injected a total 
of 90nL at different depths (30nL at 600μm, 30nL at 400μm, 30nL at 200μm) using 
Nanoject III programmable injector (Drummond Scientific). After the injection, we 
left the pipette in place for at least 8 minutes before slowly retracting it to avoid efflux 
of virus. We sealed the chamber with the biocompatible adhesive Kwik-Cast (WPI). 
After three weeks, we made a craniotomy centered on the injection site. The mice 
were head-fixed on a treadmill and we performed laminar recordings, RF mappings 
and placed figures as described above. To test the efficacy of the approach, we first 
inhibited VIP-neurons in a condition with only the center grating in the RF and 
observed that silencing decreased visually evoked activity in V1, but that it did not 
influence spontaneous activity levels (Fig. S7). In the main experiment with figure-
ground stimuli, we activated the laser on 50% of the trials with a constant power of 
5mW directed at the V1 recording site through an optical fiber (200μm thickness, FC/
PC to 1.25mm Ceramic Ferrule, Thorlabs, Newton). The laser was turned on 250ms 
after onset of the visual stimulus and was turned off 100ms after stimulus offset. We 
tested the influence of optogenetic inhibition of VIP-neurons on FGM in V1 using the 
same statistics as described in the section on the optogenetic inhibition of higher 
visual areas, above.
Histology
To examine virus expression, we deeply anesthetized the mice with Nembutal and 
transcardially perfused them with phosphate buffered saline (PBS) followed by 4% 
paraformaldehyde (PFA) in PBS. We extracted the brain and post-fixated it overnight 
in 4% PFA before moving it to a PBS solution. We cut the brains into 50μm thick 
coronal slices and mounted them on glass slides. We imaged the slices on a Zeiss 
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Axioplan 2 microscope (5x objective, Zeiss plan-apochromat, 0.16NA) using custom 
written Image-Pro Plus software and aligned the images to the Paxinos and Franklin 
adult mouse brain atlas(Paxinos and Franklin, 2004). To determine the location of virus 
expression relative to the position of cortical visual areas, we imaged the intact ex-vivo 
brains of M27-M31 with a wide-field microscope, averaging across 100 fluorescent 
images with an RFP filter using ThorCam (Thorlabs) software. To improve the signal 
to noise ratio, we normalized the contrast of individual images before averaging 100 
images, corrected for unequal illumination by subtracting the blue channel from the 
red channel (FusionRed fluorescence) and smoothed the result with a 3x3 median 
filter. We used the population RF mapping data to determine the border of area V1, 
and used a bright field image of the same field of view to visualize the blood-vessel 
pattern and co-registered the loci of virus expression to the V1 border based on this 
blood vessel pattern (Fig. 5B).
Electrophysiology during task performance 
The laminar electrophysiological recordings during task performance (Fig. S2) were 
carried out in four male C57BL/6 mice aged between two and twelve months. We 
implanted a head bar on the skull as described in the general methods section. Once 
the mice could perform the task, we performed a second surgery to chronically 
implant a custom-made two-shank silicone probe (Neuronexus) with 16 recording 
sites per shank and a spacing of 65μm between recording sites. The shanks covered 
975μm, spanning the depth of V1. We made a small craniotomy above the left V1 (3mm 
lateral and 0.6mm anterior of lambda) and inserted the electrodes perpendicularly 
to the cortical surface. We lowered the electrode 1mm into the brain and allowed 
the brain to recover from dimpling for 15 minutes. We fixed electrode in place using 
dental cement and a placed a stainless-steel screw over the cerebellum to serve 
as a recording ground. We resumed training and recording after at least two days 
of recovery. We detected spikes by thresholding the signal at 3 times the standard 
deviation and convolved the detected spikes with a Gaussian with a standard deviation 
of 3.9ms (and an integral of 1). We determined the laminar position of each recording 
site using CSD analysis (Mitzdorf, 1985) and excluded recording sites more than 300 
um above or more than 400 um below the L4/L5 border. We also excluded recording 
sites with a SNR below 1.5, leaving a total of 39 recording sites in the four mice for 
analysis. We subtracted the average baseline response from 200ms before stimulus 
presentation and normalized to the peak of the smoothed (moving average, 14ms 
span) ground condition. To measure the eye-position, we tracked the pupil of one eye 
contralateral to the V1 recording site using an ISCAN system and sampled it at 120Hz. 
We calculated the Euclidian distance from the median eye position during every trial, 
computed z-scores based on the distribution of distances across samples and removed 
all trials with absolute z-scores larger than 1.5 (this removed approximately 10% of all 
trials). We first measured the receptive field of the neurons at each recording site 
by presenting 10 by 10 deg. white (40 cd/m2) on black (0.02 cd/m2) squares in a field 
ranging from approximately -25 to 65 deg. horizontally and -15 to 55 deg. vertically 
relative to the mouse’s nose (positive values indicate the hemifield contralateral to 
the electrode). Squares were presented a total of 30 times in a random order. The 
stimulus duration was 250ms with an interval of 250ms during which the screen 
remained dark. We centered a 45⁰/50⁰ figure on the RF and shifted it horizontally by 
55° in the background condition. We included sessions for which the mouse reached 
a minimal accuracy of 65%, resulting in an average of 5.3 sessions and an average 
total of 674 trials per mouse. Due to a programming error, the figure presentation was 
delayed by one frame (17ms) relative to the onset of the background in one of the mice. 
Removing data from this mouse did not change the results.
Determination of the reaction times 
We estimated the minimal reaction time (mRT) for all mice with sufficient trial 
numbers (>1000 trials) and compared mRT for contrast- orientation- and phase- 
defined figures. We measured the timing of the first lick in all trials (without 
optogenetic manipulation). Because the mice made early random licks on a 
substantial fraction of trials, we estimated the time point at which there were more 
correct than erroneous licks. We used the first of seven significantly different 10 ms 
bins (Chi-squared test) to estimate the mRT (Fig. S3A). It was 245ms for contrast-
defined figures, 255ms for orientation defined figure-ground stimuli and 315ms 
for phase-defined stimuli. We also determined the mRT for each mouse using the 
same analysis and estimated the variability (s.e.m.) by bootstrapping trials for each 
mouse and recalculating the mRT 1000 times. We restricted this analysis to trials 
with first licks occurring before 500ms after stimulus onset, as the majority of first 
licks occurred before this time. We determined whether mRTs in the orientation and 
phase-defined figure-ground task were significantly different using a paired t-test. 
Lick data between 0ms and 200ms is missing due to a technical reason: the Arduino 
used for lick detection communicated with the stimulus computer via the serial port 
and did not detect licks during this phase (which coincided with the grace period). 
Determination of the efficacy of cortical silencing with hGtACR2
We performed electrophysiological recordings in two C57BL/6 mice under anesthesia 
to determine the efficacy of optogenetic silencing (Fig. S3G,H). We injected AAV5-
CaMKII-hGtACR2-eYFP in V1 of these mice. We induced anesthesia and maintained 
it with an intraperitoneal (i.p.) injection of urethane (1.2g/kg body weight) and 
chlorprothixene (8 mg/kg body weight, i.p.). Additionally, we subcutaneously (s.c.) 
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injected atropine sulfate (0.1 mg/kg body weight) to reduce mucous secretions and 
dexamethasone (4mg/kg, s.c.) to prevent cortical edema. We regularly checked the 
depth of anesthesia with paw reflexes and gave an additional dose of urethane 
(200mg/kg body weight) when a response to a toe-pinch was observed. The mouse 
was head fixed in a stereotactic frame and the body temperature was maintained 
at 36.5 °C by a feedback-controlled heating pad. We applied a thin layer of adhesive 
to the bone, which clarifies the skull (clear skull cap). After the adhesive dried, we 
inserted a reference wire (Ag/Cl) between the skull and dura of the frontal cortex. We 
performed a small craniotomy over V1 at 0.5mm anterior of lambda and 2.7mm lateral 
from the midline. We inserted a linear-array recording electrode (A1x32-5mm-25-177, 
NeuroNexus, 32 channel probe, 25 micron spacing) in V1 and lowered it to around 
1mm below the brain surface and adjusted the depth of the electrode with reference 
to the current source density profile to ensure coverage of all layers(Self et al., 2014). 
We presented a full-screen checkerboard stimulus, which was inverted after 250ms, 
and turned off 250ms later. On 50% of trials we inhibited neuronal activity using a 
DPSS Laser (BL473T3-100FC, Shanghai Lasers & Optics Century Co.) emitting blue 
light (wavelength 473nm) with a constant power of 5mW as a light source and directed 
the light at distances to the V1 electrode ranging from 0mm to 2.5mm with an optical 
fiber (200μm thickness). We also included trials in which the laser illuminated the 
brain without visual stimulation, and used these trials to correct for the light-induced 
artifact, subtracting neuronal activity elicited in the laser-only condition from the 
trials with visual stimulation plus laser stimulation. We only included recording sites 
with a good signal-to-noise ratio (peak visual response larger than four times the 
standard deviation of the baseline period).
Population receptive field (pRF) mapping
To localize the borders between the visual areas for the analysis of the wide-field data 
and to determine the placement of viral injections and electrode penetrations, we 
used a pRF mapping technique that was originally developed for human functional 
resonance magnetic imaging (Dumoulin and Wandell, 2008) (Fig. S4). The mapping 
stimulus was constructed from a static checkerboard pattern composed of black 
(0cd.m-2) and white (40cd.m-2) checks of 5⁰x5⁰. The stimuli were created by presenting 
the checkerboard pattern within a bar-shaped aperture. The bar was 20⁰ in width, 
had an orientation of 0⁰, 45⁰, 90⁰ or 135⁰ and was presented at different positions 
tiling the entire screen (Fig. S4A). We used the correction for a flat screen (general 
methods section) and restricted the stimulus to eccentricities smaller than 70 deg. 
The bar stimuli were presented for 500ms, followed by an inter-stimulus interval with 
a grey screen for 3.6s. Each bar stimulus was presented 15 times. The calcium signal 
was pre-processed as described above. We took the baseline fluorescence (F0) as the 
mean fluorescence between -0.25 and 0s and the stimulus response (Fn) as the mean 
fluorescence between 0.15 and 0.4s. 
The mean responses of cortical pixels to the bar stimuli were fit using a forward 
model in which its pRF is assumed to be a 2D Gaussian envelope of the form. 



















The three free parameters were the center of the Gaussian in the azimuth (a0) and 
elevation (e0) directions and the standard deviation (σ), which was converted to full-
width at half-maximum (FWHM) by multiplying by 2.35. Gaussians were constructed 
with center co-ordinates ranging from -90 to +90 degrees of azimuth and -60 to +60 
degrees of elevation, with a spacing of 2⁰. The FWHM ranged from 20⁰ to 120⁰ in steps 
of 2⁰. Gaussian fits with centers outside the stimulated region of space were removed 
and 376,431 remained. To make a predicted set of responses, we multiplied each of the 
Gaussian fits on a point-by-point basis with a model of each bar-stimulus. We assumed 
that the dark- and light- checks of the bar stimulus contribute equally to the calcium 
response and we used the full aperture of the stimulus in the prediction, i.e. the strength 
S (a,e,i) of stimulus i was 1 within the aperture and 0 outside. The predicted response (R) 
of a cortical pixel to stimulus i is given by:



















Hence, we summed across all stimulus pixels and the predicted response is proportional 
to the observed response y (i) of each cortical pixel via a single gain parameter β. We 
estimated β with a linear regression:



















The goodness-of-fit of each predicted response was assessed using the sum-of-squares 
error between the observed and predicted response. The Gaussian minimizing this error 
term was taken as the pRF for each pixel. To reduce calculation time, we estimated the 
best fitting Gaussian for every other cortical pixel and linearly interpolated the results 
for the remaining pixels.
The resulting azimuth and elevation maps were converted into visual field sign maps 
using the techniques described in Garrett et al. (Garrett et al., 2014) and Sereno et al. 
(Sereno et al., 1995). These maps indicate whether the visual field is represented in 
a mirror-inverted or non-inverted fashion in cortex and we used them to determine 
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the location of the different visual areas and the borders between them (Fig. 5B, 
S4D).
Data and Software Availability
All data and the computer code used to analyze the data will be made available for 
download and curated at the Human Brain Project Joint Platform. Correspondence and 
requests for materials can be sent to PRR (p.roelfsema@nin.knaw.nl).
175174






























































































































-0.2 0 0.2 0.4 -0.2 0 0.2 0.4 -0.2 0 0.2 0.4-0.2 0 0.2 0.4
A
B




















Late Window (100 - 500ms)
Early Window (0 - 100ms)
Ground (n.u.) Ground (n.u.) Ground (n.u.)





































p<0.001 p<0.05 p=0.49 p=0.29
p<0.001 p<0.001 p<0.001 p<0.001






























Figure S1. Example recording sites and variability in electrophysiological experiments. A, Activity elicited by 
the four stimuli (see Fig. 1A) at an example recording site (Example 1 in panel B), shown as raster plots. B, 
Activity elicited at V1 example recording sites elicited by figure-ground stimuli, where the figure was defined by 
a difference in orientation (left column), phase (middle column) and texture (right column). The upper traces in 
each plot represent the activity elicited by the figure and lower traces activity elicited by the background. The 
colored area in each of the panels represents the FGM. C, Activity elicited by figure (ordinate) and background 
(grey screen for the contrast stimulus; abscissa) in an early (0-100ms) time window. The p-values indicate the 
main-effect of figure-ground as assessed by a linear mixed-effects model. D, Same as C but in a later time 
window (100-500ms). 
Figure S2. Figure-ground modulation during behavior. A, We recorded neural activity using implanted laminar 
electrodes in four mice while they indicated the side of an orientation-defined figure by licking one of two lick 
spouts. B, The RFs of V1 neurons of a penetration (red circle) were aligned and fell in the center of a figure 
(black circle). The cortical depth relative to the layer 4/5 boundary was assessed with CSD. Negative numbers 
refer to cortical sites below the layer 4/5 boundary. C, MUA response in normalized units (n.u.) averaged 
across 39 recording sites in V1 elicited by the figure (black) and background (grey) during trials in which the 
mice responded correctly. The grey area indicates the time-window used for the computation of the d-prime. 
D, MUA response averaged across 39 recording sites in V1 elicited by the figure (black) and background (grey) 
during error trials. E, Average FGM across 39 recording sites measured with the d-prime. Error bars, s.e.m. 
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Figure S3. Reaction times, and reliability, specificity and spatial extent of GtACR2-mediated neuronal 
inhibition. A, upper, We determined the timing of the first lick in each trial (10ms bins) and plotted the lick 
count divided by the total number of trials for each cue type for correct (blue) and erroneous (red) first licks. 
Thin lines represent the lick distribution of individual mice and thick lines the average across mice. Lower, 
difference in the average distributions between correct and erroneous first licks. The green vertical line marks 
the minimal reaction time (mRT) for each cue. We determined mRT by taking the first of seven consecutive 
10ms bins in which the correct and erroneous lick rate was significantly different (p<0.05; Chi-squared test). 
Lick data between 0ms and 200ms is missing due to a technical reason: the Arduino used for lick detection 
communicated with the stimulus computer via the serial port and did not detect licks during this phase (grace 
period). Time zero marks the onset of the visual stimulus. B, The difference in mRT between orientation- and 
phase-defined figure-ground stimuli in the three mice that carried out both tasks was significant. *, p<0.05, 
t (2)=8.7, paired t-test. Error bars, s.e.m. determined by bootstrapping. C, Correlation across mice between 
mRT (y-axis) and the optogenetically determined minimally necessary V1 processing time (x-axis; same data 
and symbols as in Fig. 2D,E). The correlation coefficient was 0.75 (p<0.01). D, To confirm that the effects of 
the blue laser light are caused by the shutdown of neural activity in the visual cortex, we directed the light 
to the somatosensory cortex of both hemispheres instead of to V1. E, The accuracy in the figure-detection 
task (contrast, left), and orientation-defined (middle) and phase-defined (right) figure-ground tasks was not 
impaired by shining blue light on an area outside V1 in four mice (results of different mice are shown as distinct 
symbols; ps > 0.05 in all conditions, binomial test). F, Example coronal slice aligned to the Paxinos and Franklin 
adult mouse brain atlas, showing expression pattern in mouse M49, which was injected with AAV5-CaMKII-
hGtACR2-eYPF in V1 in both hemispheres. Note the strong expression within V1. The weak labelling visible 
in V2L is presumably caused by V1 fibers projecting to this area, which was not targeted by the laser. G, We 
used laminar silicon probes to record the neuronal activity in V1 in two anesthetized mice, which had been 
injected with the inhibitory opsin GtACR2 in V1. Average, normalized MUA response elicited by a full-screen 
checkerboard stimulus in the absence (grey) and presence (blue) of optogenetic silencing with blue laser light 
(10mW), targeted directly at the recording site. The shaded area marks the SEM across 30 recording sites. 
(H) Average normalized MUA recorded at various distances from the center of the laser light and at 11 deep, 
6 granular and 13 superficial recording sites. Error bars, s.e.m.
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Figure S4. Identifying borders between cortical areas using population RF mapping. A, Calcium signals were 
imaged through the cleared skull of Thy1-GCaMP6f mice viewing stationary checkerboard bars of 32 different 
orientations and positions. B, Example cortical maps showing the azimuth (left) and elevation (middle) of 
the best-fitting Gaussians superimposed on a wide-field image of the cortex. The maps are thresholded at 
a correlation value of 0.75. right, visual field sign map (non-mirror-image versus mirror-image visual field 
representation) generated from the azimuth and elevation maps. We used this map to determine the location 
and borders of visual cortical areas.
Figure S5. Widefield imaging during passive viewing and figure-detection. A, d-prime for orientation-defined 
figures for individual mice during passive viewing (time window 150-300ms after stimulus onset). Red regions 
indicate higher activity for figures than backgrounds in the contralateral hemifield. We pooled data across the 
two hemispheres in each mouse. Insets in the upper left show data of individual hemispheres. B, Average V1 
response elicited by a phase-defined figure (n=6 hemispheres). Black, response of cortical pixels with RFs that 
fell within the phase-defined figure region (black circle in the left panel of Fig. 3B). Grey, response elicited by 
the background stimulus in same pixels. Shaded area represents s.e.m. C, Average d-prime in the different 
visual areas of five mice during hits and errors. Error bars denote s.e.m. D, Example field-sign map based on 
the measurement of population receptive fields in M7. Cortical areas shown in red represent the visual field 
in a non-inverted manner, and blue areas in a mirror-inverted fashion. We adjusted the Allen brain common 
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Figure S6. Effects of inhibiting higher visual areas on the early and late V1 response. A, Histogram of differences 
in early V1 activity (time window 0-100ms) induced by inhibiting HVAs with blue laser light. We subtracted the 
normalized activity in the control condition from that with the laser on. There was no significant net change in 
the initial V1 response for orientation-defined (left), phase-defined (middle) and textured figure-ground stimuli 
(right) (all ps > 0.05, paired t-test). B, We examined whether increases or decreases in the peak response 
caused by inhibition of activity in HVAs predicted the effect on FGM by measuring the correlation. X-axis, 
change in peak response. Y-axis, change in FGM d-prime. The correlations for orientation-defined (left), 
phase-defined (middle), and textured figure-ground stimuli (right) were not significant (linear mixed-effects 
model, all ps>0.05). Hence, changes in the peak response caused by optogenetic inhibition do not predict 
the influence on FGM. Distinct symbols mark recording sites of different electrode penetrations. C, Average 
activity (time window 100-500ms after stimulus presentation) of 109 sites normalized to the peak response. 
Inhibition of HVAs reduced the responses to figures (compare black and dark blue) and backgrounds (compare 
grey and light blue) for all figure-ground stimuli (*, p<0.05; **, p<0.01; ***, p<0.001, linear mixed-effects 
model, see Methods). Error bars, s.e.m. D, Average d-prime values of FGM per recording session without 
(grey) and with optogenetic inhibition (blue) of HVAs for different figure-ground stimuli. We made 8 electrode 
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Figure S7. Inhibiting VIP-neurons decreases the visual response of V1 neurons. A,B, We presented circular 
figures on a grey background, where the figure was either centered on the RF of the recorded V1 neurons A, or 
placed 50-60 degrees away. B, We optogenetically inhibited VIP-neurons in 50% of the trials using blue laser 
light, starting 250ms after stimulus onset. Average MUA across 168 recording sites (8 penetrations, 3 mice) 
with (blue) and without (grey) inhibition of VIP-neurons. C,D, Inhibition of VIP-neurons significantly reduced 
the visually evoked activity in V1 C, (p<0.05, linear mixed-effects model, time window 250-500ms), but not 
spontaneous activity D, (p=0.31, linear mixed-effects model). E, left, Image of coronal section of V1, spanning 
from the bottom to the top of the cortex. Expression of optogenetic construct is visualized by the reporter 
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Abstract
Mice are becoming an increasingly popular model for investigating the neural 
substrates of visual processing and higher cognitive functions. To validate the 
translation of mouse visual attention and sensorimotor processing to humans, we 
compared their performance in the same visual task. Mouse and human subjects 
judged the orientation of a grating presented on either the right or left side in the 
visual field. To induce shifts of spatial attention, we varied the stimulus probability 
on each side. As expected, human participants showed faster reaction times and 
higher accuracy for the side with higher probability, a well-established effect of visual 
attention. The attentional effect was only present in mice when their response was 
slow. Even though the task demanded a judgement of grating orientation, the accuracy 
of the mice was strongly affected by whether the side of the stimulus corresponded 
to the side of the behavioral response. This stimulus-response compatibility (Simon) 
effect, was much weaker in humans and only significant for their fastest responses. 
Both species exhibited a speed-accuracy trade-off in their responses, because slower 
responses were more accurate than faster responses. We found that mice typically 
respond very fast, which contributes to the stronger stimulus-response compatibility 
and weaker attentional effects, which were only apparent in the trials with slowest 
responses. Humans responded slower and had stronger attentional effects, combined 
with weak a weak influence of stimulus-response compatibility, which was only 
apparent in trials with fast responses . We conclude that spatial attention and 
stimulus-response compatibility influence the responses of humans and mice, but 
that reaction time differences between these species determine the dominance of 
these effects. 
Introduction
The mouse is an increasingly popular model to study visual processing and cognitive 
functions such as perceptual decision making (Carandini & Churchland, 2013; 
Steinmetz, Zatka-Haas, Carandini, & Harris, 2019). Indeed, researchers studying the 
mouse can use a wide and unique range of genetic tools that allow investigation of 
causal relations between neural activity and behavioral responses (Guo et al., 2014; 
Sachidhanandam, Sreenivasan, Kyriakatos, Kremer, & Petersen, 2013). Mice have a 
visual system that is in many ways similar to that of humans (Carandini & Churchland, 
2013; Katzner & Weigelt, 2013), including a hierarchically organized system of visual 
areas (Q. Wang & Burkhalter, 2007). Neurons in the mouse primary visual cortex (V1) 
are tuned to a variety of features, including orientation, direction and size (Adesnik, 
Bruns, Taniguchi, Huang, & Scanziani, 2012; Niell & Stryker, 2008; Self et al., 2014; 
Vaiceliunaite, Erisken, Franzen, Katzner, & Busse, 2013) similar to neurons in area V1 
of primates (Van Den Bergh, Zhang, Arckens, & Chino, 2010). However, there are also 
several dissimilarities between mice and primates. For one, the mouse retina does 
not have a fovea, the spot on the retina with a high concentration of cones that is 
common in primates. Instead, the mouse retina has a more homogeneous distribution 
of photoreceptors with a lower density, which is comparable to the peripheral visual 
field in humans, although a nasal to temporal ganglion gradient does suggest slightly 
higher sampling of the binocular region (Bleckert, Schwartz, Turner, Rieke, & Wong, 
2014). Mice do not appear to perform frequent (Payne & Raymond, 2017; Sakatani & Isa, 
2007) saccadic eye-movements to move their fovea to a position of interest, whereas 
these eye movements occur frequently in primates. In this study, we investigated 
if and how these differences between species influence performance in a task that 
induces shifts of visual attention in humans. We compared the influence of spatial 
attention, stimulus-response compatibility, and speed-accuracy trade-offs between 
the two species. 
Spatial attention 
Spatial attention allows an organism to prioritize the processing of information at a 
certain location in space (Posner, 1980). Some psychophysical tasks induce endogenous 
shifts of attention with a central cue that summons attention to a location, such as 
an arrow (Herrero, Gieselmann, Sanayei, & Thiele, 2013; Posner, 1980), others with 
a peripheral cue presented at the location of interest which shifts attention in a 
more automatic, exogenous manner (Arrington, Carr, Mayer, & Rao, 2000; F. Wang, 
Chen, Yan, Zhaoping, & Li, 2015). It is also possible to achieve an endogenous shift 
in attention by increasing the probability that a stimulus will appear at a particular 
location. These probability variations have been successfully used to cue attention in 
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humans (Sarah Shomstein & Yantis, 2004) and monkeys (M. C. Bushnell, Goldberg, 
& Robinson, 1981; Nandy, Nassi, & Reynolds, 2017). Shifts of spatial attention are 
associated with enhanced firing rates of cells with a receptive field at the attended 
location in the in the visual, parietal and frontal cortex of monkeys (Bisley & Goldberg, 
2003; M. C. Bushnell et al., 1981; Corbetta, Shulman, Miezin, & Petersen, 1995; Gottlieb, 
Kusunoki, & Goldberg, 1998; Herrington & Assad, 2009; Nandy et al., 2017; Poort et 
al., 2012; Reynolds & Chelazzi, 2004; Roelfsema, Lamme, & Spekreijse, 1998; Schall & 
Hanes, 1993; Schall & Thompson, 1999; S. Shomstein & Behrmann, 2006; F. Wang et 
al., 2015) and humans (Self et al., 2016). These attention shifts can also be measured 
with neuroimaging methods in humans (Gandhi, Heeger, & Boynton, 1999; Müller, 
Teder-Sälejärvi, & Hillyard, 1998; Rosen et al., 1999; Somers, Dale, Seiffert, & Tootell, 
1999). 
A recent study demonstrated that mice exhibit selective spatial attention in a go/
no-go behavioral paradigm (L. Wang & Krauzlis, 2018). In these experiments, head-
restrained mice saw two orientated grating stimuli and they had to detect when 
the orientation of one of the gratings changed. The animals’ responses were faster 
and more accurate when a peripherally presented stimulus cued the location of the 
upcoming changed stimulus, compared to trials without a cue or trials in which a 
non-changing stimulus was cued invalidly. Hence spatial cueing causes attention 
shifts in mice. This result was confirmed in another mouse study using a go-no-go 
paradigm in which mice had to detect low contrast stimuli that could occur at one of 
two locations (Speed, Rosario, Mikail, & Haider, 2020). Spatial attention has also been 
described in rats (P. J. Bushnell, 1995) and chickens (Sridharan, Ramamurthy, Schwarz, 
& Knudsen, 2014), two other species that lack a fovea. Here we will test the generality 
of attention shifts in mice to a task in which the animals have to discriminate between 
two stimuli, which were associated with different behavioral responses. Furthermore, 
we will directly compare the mouse results to those obtained in humans with the 
same paradigm. The use of two different behavioral responses instead of a go/no go 
paradigm is advantageous because it will also allow us to also measure stimulus-
response compatibility effects.
Stimulus-response compatibility (Simon effect)
Simon (1969) found that responses of human participants to an auditory stimulus 
were faster if the side of presentation of the stimulus corresponded to the side of 
the response than on trials in which these sides did not correspond. This effect was 
replicated in the visual domain (Craft and Simon, 1970; see Lu and Proctor, 1995 for 
a review). Imagine a task in which a button on the left should be pressed when a red 
stimulus is presented and a button on the right for green stimuli. If a red stimulus, 
instructing a left button press, is presented on the left side, the side of the stimulus 
is compatible with the side of the response and reaction times are shorter than if 
the red stimulus is presented on the right. Influential models aiming to explain the 
Simon effect pose that there are two competing responses between which a selection 
should be made (Jong et al., 1994; for a recent review see Salzer et al., 2017), and which 
may involve inhibition of the incorrect response (Ridderinkhof, Scheres, Oosterlaan, 
& Sergeant, 2005). The temporal, “what”, stream is thought to process the color 
and to activate the appropriate response. However, the irrelevant spatial layout is 
thought be processed in the faster dorsal, “where”, stream and activates the response 
toward the corresponding side. An error will be made if this fast response is not 
suppressed in trials demanding a response toward the side opposite to the stimulus. 
This competition between processing streams can explain the longer response times 
on incongruent trials. Mice have a hierarchical visual cortex in which dorsal- and 
ventral-like pathways can be distinguished (Q. Wang, Gao, & Burkhalter, 2011) and 
they may therefore also exhibit a Simon effect. Indeed, a previous study (Courtière, 
Hardouin, Burle, Vidal, & Hasbroucq, 2007) demonstrated a Simon effect in freely 
moving rats using auditory stimuli. However, even though rats and mice are close 
relatives, it would be useful to extend these results to mice and to the visual domain. 
Furthermore, we aimed to establish a paradigm that permits head-fixation, because 
it would permit many of the techniques by which neural pathways in mice can be 
explored. 
In the current study, we instructed humans and trained mice to perform an 
orientation discrimination task. We cued the participant’s attention to one of 
two locations by varying the probability of the stimuli. We expect to see a higher 
accuracy or faster responses at the side with the higher probability compared to the 
other side with the lower probability. The lateralized stimuli and responses in the 
task also allowed us to investigate stimulus-response compatibility effects in both 
species. Establishing a paradigm for the Simon effect and spatial attention in 
mice would allow researchers to investigate the underlying neuronal mechanisms 
using the many novel techniques available in this species, like the optogenetic 
manipulation of neural activity (Guo et al., 2014).
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We aimed to cue attention in an orientation discrimination task by manipulating the 
likelihood of stimulus appearance at one of two locations on the screen (Fig. 1). The 
mice were first trained in simple versions of the orientation discrimination task. We 
first trained them to indicate the orientation of a full screen sinusoidal grating of 
80% contrast, a spatial frequency of 0.02 cycles/deg. and an orientation of either 0 
deg. or 90 deg. by licking the right or the left side of a lick spout with two outlets, 
respectively (Fig. 1A). The gratings were presented for 1.5 second and if the mouse did 
not respond within this period, the grating disappeared and the trial was aborted. The 
mouse received a drop of baby formula or water as a reward after every correct trial. 
Correct trials ended with an intertrial interval of four to six seconds, and this interval 
was extended by an additional five seconds in case of an error. 
Once the animals consistently performed this task above 75% accuracy, the size of the 
grating was gradually reduced to 40 deg. Next, across training sessions we gradually 
moved the gratings towards the left and right of the screen until they reached their 
final position, at an eccentricity of 30 deg. (Fig. 1B). Of the eight mice, only four 
learned the final version of the task and the data of these four mice was included in 
our analysis. 
In the final version of the task, we aimed to direct spatial attention of the mice to one 
of two possible stimulus positions by varying the probability in a block-wise manner. 
A block of trials started with ten trials where the gratings appeared on one side of the 
screen. After these initial “cueing” trials, we presented stimuli at that “cued” location 
in 80% of trials (Fig. 1B) and at the other, “uncued”, location in 20% of trials. After 
a block of 32 trials, a new block started by cueing the other location with an initial 
set of ten trials followed by test trials. We used blocks with 32 trials, so that the two 
cueing conditions could be sufficiently interleaved. We included all sessions of the 
final version of the tasks in the analysis.
Surgery and training
The experimental procedures complied with the National Institutes of Health 
Guide for Care and Use of Laboratory Animals and the protocol was approved by the 
ethical committee of the Royal Netherlands Academy of Arts and Sciences. We used 
eight C57BL/6J male mice aged between 2 (at the start) and 12 (at the end) months 
which were housed solitarily. All mice were implanted with a head post under 2% 
isoflurane anesthesia and antiseptic conditions. The head post allowed head fixation 
during behavioral testing. During the surgery, body temperature was maintained 
at 37°C with a heating pad. We applied xylocaine as local analgesia and also gave 
systemic analgesia (Metacam, subcutaneously, 2mg/kg). After five days of recovery 
from surgery, animals were habituated to head-fixation in sessions spread out over 
several days. During the first sessions, the animals’ head was only briefly fixated (1 to 
3 minutes) and the period of head restraint was then gradually increased to 10 to 15 
minutes. Animals were habituated in a total of 3 to 10 sessions. We placed a half-tube 
over the animals during head-fixation, which restricted their body movements and 
increased the comfort of animals because they like to stay in small compartments. 
Once the mice were habituated to this setup, they were placed on a regime with 
controlled fluid uptake and trained on the behavioral task. The animals minimally 
drank 25 ml/kg per day, otherwise additional liquid was provided within the home-
cage. During the controlled fluid uptake regime, the animals were weighed daily and 
their general appearance was inspected. We gave the animals ad lib water during 
weekends and during the periods that they were not trained. The mice did not exhibit 
any physical or behavioral signs of compromised welfare due to the controlled fluid 
uptake protocol.
Figure 1. Orientation discrimination task. A, The mice were trained to report the orientation of a sinusoidal 
grating presented on a screen in front of them. They indicated their choice by licking either the left or the right 
side of a lickspout with two outlets. B, In the final version of the task, the animals reported the orientation 
of the grating by licking left or right, regardless of stimulus position. During a block of trials, 80% of stimuli 
were presented at the high probability location while 20% were presented on the opposite side of the screen. 
C, Human participants performed the same paradigm with modified stimuli. They responded by pressing a key 
on either side of a keyboard with their left- or right index finger. Note that the difference between orientations 
is smaller and stimulus contrast is lower than that for the mice.
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Setup
The head-fixed mice were positioned at a distance of 13.6 cm from a 21-inch LCD screen 
(DELL 059DJP) driven at a resolution of 1280 by 720 pixels at 60 Hz. The maximum 
luminance of the screen was set to 30 cd/m2. We used custom made software using 
Cogent Graphics (developed by John Romaya at the LON at the Wellcome Department 
of Imaging Neuroscience) running in Matlab (The MathWorks, Inc) for stimulus 
presentation and behavioral monitoring. We recorded the animals’ licks by measuring 
the influence of the proximity of the tongue on the capacitance of metal plates on a 
custom made double sided lick spout (Fig. 1A) using an Arduino Uno. The double lick 
spout distinguished between licking responses to a left and right lick port. 
Analysis
We combined trials across all sessions (average of 15.3 per mouse) of each mouse 
and analyzed a total of 16,995 (average of 4,248 per mouse) hit and error trials with 
a reaction time between 150 ms and 800 ms after stimulus onset. Trials with faster 
(N=948, 5.2%) or slower (N=359, 2.0%) reaction times were excluded because we 
assumed that licks before 150 ms were due to random licking. Fast responses were 
more frequent at the beginning of a session when animals were eager to work. Very 
slow responses, which are indicative of loss of motivation or distraction, were more 
frequent towards the end of a session. We ran two sample t-tests on each mouse’s 
individual data. We analyzed the reaction time and accuracy data across the group 
of animals with a repeated measures ANOVA. Our initial analysis did not reveal 
an overall effect of attention. To confirm this surprising negative finding, we also 
performed a less conservative paired t-test across mice, as stronger indicator of a true 
negative result.
Experiments with human participants
Participants
We tested seven participants with a mean age of 23 (±2.3) years who reported normal 
or corrected-to-normal visual acuity. They were paid for their participation. Four were 
females and three were males, and all but one participant were right handed. The 
Ethics Committee of the Faculty of Social and Behavioural Sciences at the University 
of Amsterdam approved the experiments. Participants were instructed about the task 
and informed consent was obtained before the start of the experiment. The data from 
all participants were included in the analysis.
Visual stimuli and task
Human participants performed a task that was almost identical to the one used in 
mice. After instructing participants about the task and explaining the probability 
manipulation we presented sinusoidal gratings of two orientations on the left 
or right side of a fixation point and asked them to indicate the orientation of the 
grating by pressing a button on the left or right side of a keyboard. In the version 
for human participants, the gratings had an orientation of either 40 or 50 deg and a 
contrast of 20%. We presented stimuli with a lower contrast and a smaller orientation 
difference than for the mice, to avoid ceiling performance. The participants had to 
fixate on a black fixation point for 300 ms to initiate a trial. The stimulus, a 5-degree 
sinusoidal gratings with a spatial frequency of 0.3 cycles/deg. was then presented at 
an eccentricity of 10 deg., to the left or the right of the fixation point, for a maximum 
duration of 1.5s or until the subjects pressed the keyboard. The background luminance 
of the screen was 7.7 cd/m2. If the participants broke fixation (i.e. left a fixation window 
with a size of 3x3 deg. centered on the fixation point) before the keyboard response, 
the trial was aborted and participants saw a message stating they failed to fixate. 
Trials were followed by a variable intertrial interval of 2.6 to 2.8 s, during which there 
was no fixation requirement.
Each participant performed one experimental session of 1,200 trials, which followed 
an initial practice session with two blocks of 50 trials. Participants reported the 
orientation of the grating by pressing the “z” or “/” button on a keyboard with their left 
or right index finger. The stimuli were presented in blocks of 200 trials. The first 50 
trials in each block were cueing trials during which stimuli were presented at one of 
the two possible locations only. These cueing trials were not included in the analysis. 
After the cueing trials, 150 experimental trials followed, with 80% of the trials with 
a stimulus at the cued location and the other 20% at the non-cued location (Fig. 1C). 
We gave feedback after every trial. The fixation dot turned red during the intertrial 
interval after errors and green after correct responses.
Setup
The participants sat at a distance of 57 cm from a CRT Screen (Fig. 1C), with their 
head supported by a chin rest. The luminance of the screen was set to range between 
0.005 and 15.4 cd/m2. Stimuli were controlled by a windows computer running Matlab 
(The MathWorks, Inc) and Cogent Graphics. We monitored the eye position using an 
Eyelink T1000 (SR Research Ltd) system sampling at 1,000 Hz, which was calibrated 
before the start of the session.
Analysis
We analyzed only hit and error trials with a reaction time between 150 ms and 1500 
ms and excluded trials outside this range. These exclusion criteria differed from those 
for the mouse data because the overall response times of human subjects were longer 
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(see below). Just as for the mice, we performed two sample t-tests for the data of 
individual participants and used an ANOVA to analyze the results across subjects. 
Analysis steps applied to the data of mice and humans
Analysis of the speed-accuracy trade off
To obtain insight into a possible trade-off between speed and accuracy, we sorted 
all trials of individual subjects in 11 bins, based on the z-score of the reaction time 
(RT) distribution. We determined the subject’s accuracy in each bin. We used a 
bootstrapping procedure to estimate the variance of the accuracy in each bin. We 
resampled the responses (correct, error) 1,000 times with replacement and calculated 
the average accuracy. These values were used to generate the Bonferroni-corrected (9 
comparisons) significance threshold at an alpha of 5% for comparing each bin to its 
neighbor.
Splitting trials in fast and slow according to reaction time
In order to compare effects on trials where subjects responded very quickly to those 
where they took more time we split trials according to the z-score of the reaction 
time (RT) distribution within each subject. Trials with a z-score that was smaller or 
equal to -1 (this is the faster 15.9% of the RT distribution) were marked as fast and the 
remaining trials as slow.
Quantification of stimulus-response compatibility (Simon effect) and 
attention
Even though subjects could ignore the location (left or right) of the stimulus because 
they had to only report stimulus orientation, the button press occurred at the same 
side as the stimulus on half the trials (compatible) and at the other side on the 
remaining trials (incompatible). To investigate whether the compatibility of stimulus 
and response affects the accuracy of the responses, we used the following formula to 
measure this potential effect:
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The compatibility effect is positive if subject’s accuracy is higher on trials demanding 
a response on the same side as the stimulus. We calculated a similar measure, called 
attention effect, that compares the accuracy of validly cued stimuli to the accuracy of 
invalidly cued stimuli. 
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Results
Seven humans and four mice reported the orientation of a grating patch. This patch 
could be presented either on the left or right side of the screen. In a block of trials, 
stimuli would appear on one side with a high probability (80% of trials) and with low 
probability (20%) on the other side. Across blocks, the high and low probability sides 
changed. Thus, we attempted to endogenously cue spatial attention to one location in 
each block of trials.
We introduced small differences between the stimuli for humans and mice, attempting 
to correct for the higher visual acuity of humans and to make the task difficulty more 
similar. For human participants, we used a higher spatial frequency (0.3 vs. 0.02 cycles/
deg.), lowered contrast (20% vs. 80%) and a smaller orientation difference (10 vs. 90 
deg.) (Fig. 1). The mice were head-fixed and the human subjects placed their chin on a 
chin-rest and they had to maintain gaze at a fixation point during the presentation of 
the grating. Another important difference was that we rewarded mice with a drop of 
water upon every correct trial, whereas humans received a monetary reward for their 
participation that did not depend on their performance. 
Both mice and humans performed the lateralized orientation discrimination task 
with accuracies far above chance level (Fig. 2A, left). The average accuracy of the four 
mice was 72% ± 7.8%) (mean ± S.E.M., significantly higher than chance level, t-test, 
t(3) = 5.6, p = 0.01) and the accuracy of the seven human participants was 86% ± 1% 
(t(6) = 28.00, p < 0.001). Although the mouse paradigm was much easier, the accuracy 
of mice was lower than that of human subjects (two-sided t-test, t(9) = 4.32, p < 0.01). 
Interestingly, the average response times of mice (332 ± 57 ms) were much shorter 
than those of humans (628 ± 26 ms) (t(9) = 7.74, p < 0.001) (Fig. 2A, right). Part of the 
difference in reaction time between species is presumably due to a different type of 
response; the mice licked a spout and the humans pressed a key on a key board. 
Speed Accuracy trade-off
These differences in accuracy and response time between species prompted us to 
investigate whether the mice traded speed against accuracy in a different way than 
the humans. We therefore z-scored RTs in each subject and determined the accuracy 
in different bins of the RT distribution (Fig. 2B). To test the influence of response 
speed on accuracy we used a bootstrapping procedure (see methods). In both species, 
responses in the fastest bin (z-score of RT –between -2 and -1.5) were less accurate 
than responses in the second fastest bin (z-score between -1.5 and -1), which were in 
turn significantly less accurate than responses in the third bin (z-score between -1 
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and -0.5) (bootstrap test, all ps < .05; see Methods). Hence, we obtained evidence for a 
trade-off between speed and accuracy in both species.
Spatial Attention
We next investigated the possible effects of spatial attention. By repeatedly presenting 
the stimuli at one side of the screen, we expected the subjects to allocate attention to 
that side. Spatial attention is expected to lead to shorter RTs at the high-probability 
location and longer RTs at the low probability location.  
Figure 2. Accuracy and reaction times of humans and mice. A, Accuracy and reaction time in the orientation 
discrimination task. Left, humans performed the task at a higher accuracy than mice, but both species were 
able to perform the task well above chance level (50%). Right, the RTs of humans were almost twice as large 
as the RTs of mice. Errors bars indicate SEM. B, Accuracy as function of response time. Both species exhibited 
a speed-accuracy trade-off. Faster responses were of lower accuracy than the ones in the middle of the RT-
distribution. The accuracy of very slow responses was also low, which suggests that the human participants 
and mice might have been distracted on a fraction of the trials. Errors bars indicate bootstrapped 99% 
confidence intervals.
The reaction times (RTs) of the human subjects depended on stimulus probability 
(Fig. 3A, B) and were shorter for the high probability (622 ms, SEM = 25 ms) than the 
low probability location (657 ± 26 ms) (ANOVA, F(1, 6) = 91.5, p < 0.001). The probability 
effect on RT was present in each of seven participants (Fig. 4B) (t-tests, all p < 0.05). 
Cueing also influenced the accuracy (Fig. 3C), which was higher at the cued location 
(87 ± 1 %) than at the non-cued location (81 ± 2%) (ANOVA, F(1, 6) = 17.1, p < 0.05). 
We additionally tested if this influence on accuracy is dependent on the speed of 
responses (Fig. 5A). The attention effect (accuracyhigh probability-accuracylow probability, 
see Methods) was only 0.6 ± 0.4% on trials with shorter RTs (z-score <= -1; the 
fastest 15.9% of the RT distribution), and did not differ significantly from 0 (t6 = 0.19, 
Figure 3. Influence of presentation probability and stimulus-response compatibility. A, The probability of 
stimulus presentation was high at one location and lower at the other. B, Reaction times at the high probability 
location (green bars) and at the low probability location (red bars). Humans responded significantly faster to 
stimuli at the high probability location, while there was no overall effect for mice. C, Accuracy of humans and 
mice. For humans, the accuracy was higher at the high probability location (chance level is 50%). D, Responses 
on trials in which the stimulus and response were compatible (incompatible) are shown in blue (orange). E, 
Reaction times as function of response compatibility. The reaction time of neither humans nor mice was 
affected by stimulus-response compatibility. F, Accuracy at the response compatible and incompatible 
location. The accuracy of mice was strongly affected by stimulus-response compatibility, while there was no 
overall effect in humans. 
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p = 0.85) while it was 6.25 ± 1.4 % (paired t-test, t6 = 4.6, p < 0.01) on the slower trials. 
This influence of RT on the magnitude of the attention effect was significant (t6 = 2.28, 
p = 0.031). Hence, the subjects’ attention was attracted to the high probability location 
but the attentional effect was absent on trials with fast responses. 
We examined the responses of mice for a similar cueing effect. Surprisingly, reaction 
times of mice did not depend on stimulus probability (Fig. 3B). The average RT was 331 ± 
32 ms at the cued location and 334 ± 38 ms at the non-cued location (ANOVA, F1,3 = 0.09 
, p = 0.78). We also used a more sensitive paired t-test but did not find a significant effect 
of cueing either (t3 = 0.63, p = 0.57) and such an effect was also absent from the within 
animal comparisons (Fig. 4C, t-tests, all ps > 0.05). Only mouse 1 showed a trend towards 
faster responses to the high probability location but the effect failed to reach significance 
(t965 = 1.84, p = 0.06). The accuracy (Fig. 3C) at the cued location (71 ± 5%) also did not differ 
significantly from the accuracy at the non-cued location (72 ± 4%), (ANOVA, F1,3 = 1.0, 
p = 0.4), and this negative finding was confirmed with the more sensitive paired t-test 
(t3 = 1.62, p = 0.20) and with an analysis of data of individual mice (Fig. 4D, t-tests, all ps 
> 0.05). We then tested if the attention effect might differ between slow and fast trials 
(Fig. 5B), just as was the case for the human participants. On faster trials (z-score < 0, 
which corresponded to the 66% of trials with shortest RTs, given the skewness of the RT 
distribution, see Fig. 5B) the attention effect was 0.7 ± 1% and not significant (t3 = 0.074, p 
= 0.95). However, we did observe a weak but significant attention effect in the trials with 
longer RTs (z-score > 0, slowest 34% of trials, t3 = 3.87, p = 0.03). These results suggest that 
spatial cueing causes a weak attention effect, but only on trials with longer RTs. 
The blocks of trials in humans had 200 trials and were longer than the blocks in mice 
with only 32 trials. To investigate if this difference may have played a role, we tested 
if the effect of attention is visible if we only analyze the first 32 trials of each block. 
In this restricted analysis, cueing influenced the RTs, which were shorter at the high 
probability (622 ms, SEM = 25 ms) than at the low probability location (657 ± 26 ms) 
(paired t-test, t = 5.79, p = 0.001). Hence, the cueing effect in humans also occurred 
during the first trials of the block. 
Stimulus-response compatibility effect (Simon effect)
We next examined the response-compatibility effects. The location of the stimulus 
was irrelevant for the orientation judgement, but in stimulus-response compatible 
trials the subjects had to respond to the same side as where the stimulus was 
presented, whereas in incompatible trials they had to respond to the other side. In 
previous studies, stimulus-response compatibility led to faster responses in human 
subjects (Simon, 1969).
Figure 4. Response time and accuracy of individual participants and mice. A, Stimuli were presented at the 
high probability (green) or low probability location (red). They were shown at the response-compatible (blue) 
or incompatible side (orange). B, The probability of presentation had a significant effect on the reaction time 
of every human participant. C, Overall, there was no significant effect of presentation probability on reaction 
time in any of the mice. D, Presentation probability also had no influence on the accuracy of mice. E, The 
compatibility between stimulus and response strongly influenced the accuracy all mice. In all panels, errors 
bars indicate SEM.
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Human subjects responded with almost the same reaction time (Fig. 3D, E) on 
compatible (624 ± 27 ms) and incompatible trials (633 ± 26 ms) and the effect of 
stimulus-response compatibility on RT was not significant (ANOVA, F1,6 = 1.3 p = 
0.30). There was also no effect of stimulus-response compatibility on accuracy. The 
accuracy (Fig. 3F) on compatible (88 ± 2 %) and incompatible trials (85 ± 2 %) was 
very similar. It has previously been shown that the Simon effect is stronger if the 
RT is short (Jong et al., 1994). We therefore also calculated the compatibility effect 
(accuracycompatible - accuracyincompatible) for trials with a shorter RTs (see above) and 
compared it to the effect for trials with longer RTs (Fig. 5C). The compatibility effect 
for the fast responses was 20 ± 7 % (t-test, t6 = 3.1, p = 0.022). On trials with longer 
RTs the effect was 1 ± 2 %, which was not significant (t-test, t6 = 0.6, p = 0.56). Hence, 
human participants also exhibited a stimulus-response compatibility effect, but only 
on trials with a short RT. 
Next, we examined the effect of stimulus-response compatibility in mice. Mouse 
RTs (Fig. 3E) were slightly shorter on compatible (326 ± 29 ms) than on incompatible 
trials (342 ± 41 ms), but this effect failed to reach significance (ANOVA, F1,3 = 1.6, p 
= 0.30). However, we did observe a strong effect of stimulus-response compatibility 
on the accuracy (Fig. 3F). The accuracy was 88 ± 2 % on compatible trials, but only 
52 ± 6 % on incompatible trials (ANOVA, F(1,3) = 119.9, p = 0.002), an effect that was 
reliable in each animal (Fig. 4E, all ps < 0.001). These results revealed a very strong 
effect of stimulus-response compatibility in mice, indicating that the animals had 
difficulties in selecting a response opposite to the side of the stimulus. The stimulus 
response compatibility effect was present on both fast and slow trials (see above, Fig. 
5D). Specifically, the effect was 40 ± 2% 0n fast trials (t3 = 22, p < 0.001) and 30 ± 7% in 
slow trials (t3 = 5.26, p = 0.013) and the difference in the magnitude of the effect did 
not differ significantly between slow and fast trials (t3 = 2.00, p = 0.139).
The mice were typically biased to responding towards one side, which was their 
preferred side. Across the four mice, this preference did not differ significantly 
between compatible and incompatible trials (59% vs. 75%, p = 0.091). However, the 
probability that the mouse did not respond during a trial was higher for incompatible 
trials (24%) than for compatible trials (9%) (paired t-test t3 = 5.41, p = 0.012). 
Figure 5. Attention and response compatibility effects for trials with short and long RTs. A, The influence of 
attention on the accuracy of human responses was not present on trials with short RTs. The panel on the lower 
right shows the z-scores of the RTs of trials with short (dark green) and long RTs (light green). B, Mice exhibit 
an effect of attention on trials with long RTs (dark blue) but not on trials with longer RTs (light blue). Note 
that the 1.5% accuracy difference is smaller than that in humans (6.25 % accuracy) visible in panel A. C, The 
stimulus-response compatibility effect in humans was only present for trials with short RTs. D, Mice exhibit a 
strong effect of stimulus-response compatibility in all trials. In all panels errors bars indicate SEM.
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Discussion
We found that human participants responded faster and more accurately at the 
location where the stimulus was likely to appear, in accordance with a shift attention 
to the likely stimulus location (M. C. Bushnell et al., 1981; Nandy et al., 2017; Posner, 
1980; Sarah Shomstein & Yantis, 2004). They were also affected by stimulus-response 
compatibility, but only on trials with fastest reaction times. In mice, however, the 
dominating influence on performance was a stimulus-response compatibility effect, 
and we only observed a weak attentional effect on slow trials as if attention plays a 
much more pronounced role in the visual system of humans than in that of mice. 
Additionally, our results suggest that mice may have been unable to suppress their 
responses long enough for the effects of spatial attention to take effect in the majority 
of trials.
Spatial attention
It is of interest that every human subject exhibited an effect of stimulus probability 
but that such an influence was absent in the overall results of the mice, even though 
they performed more than three times the number of trials of the human participants 
(Fig. 4B,C). The difference between species appeared to be related to the RTs of both 
species, which were typically short for mice and longer for humans. Indeed, the effect 
of spatial attention on accuracy in humans only occurred in trials with longer RTs 
and not in trials with the shortest RTs (Fig. 5A). We found the same pattern of results 
in mice (Fig. 5B) except that their typical RT was too short for an effect of spatial 
attention. The strong response-compatibility effect in mice may have masked part 
of the attention effect on trials with short RTs. We note, however, that the stimulus-
response compatibility effect was also present in mice on the trials with longer 
RTs, implying that the effects of response compatibility and attention can co-exist. 
Another factor contributing to the differences in strength of attentional effects 
in mice and humans may have been the number of cuing trials before the side of 
stimulus presentation was manipulated, and the overall length of blocks. Humans 
were exposed to more cuing trials and performed much longer overall blocks than 
mice. This may have caused a stronger shift of attention to the high probability side in 
humans than in mice, and could contribute to the stronger effects of spatial attention 
in humans, although the attentional effect was also present in humans when we only 
analyzed the first trials of a block. 
Our findings confirm that mice can shift spatial attention, but suggest that they failed 
to do so on the majority of the trials in our paradigm. Indeed, two recent studies also 
provided evidence that mice shift spatial attention (Speed et al., 2020; L. Wang & 
Krauzlis, 2018). Both studies used a go/no-go paradigm in which the mice detected a 
stimulus or change of a stimulus so that they could not examine stimulus-response 
compatibility effects. In the paradigm of Wang and Krauzlis, the mice responded 
to a change in the orientation of one of two gratings and did not respond in trials 
without a change in orientation. Attention was cued with a peripheral visual pre-
cue that indicated the likely location of an orientation change. Speed et al. (2020) 
used a probability manipulation, although of a different kind than in the present 
study. They trained mice to detect gratings of varying contrast that were presented 
at one of two possible locations. The grating location was kept constant during 
blocks of approximately 25 trials, and the important observation was that detection 
performance improved during these blocks. This improvement in accuracy was 
attributed to attention, which was suggested to shift gradually, across a larger number 
of trials toward the fixed stimulus location. In our study the effects of attention were 
only expressed on trials with long RTs. It is therefore of interest that the average 
RT in our study was shorter than that in Speed et al. (2020) and Wang and Krauzlis 
(2018), although the differences between paradigms complicate direct comparisons 
between RTs. For example, the mice of the study by Speed at al. (2020) were on less 
strict fluid restriction regime whereas Wang and Krauzlis (2018) used a food reward. 
Nevertheless, these results, taken together, support our conjecture that the effect of 
spatial attention depends on RT. 
Previous studies suggest that the orientation discrimination threshold in mice is 
around 15-20 deg (Aoki, Tsubota, Goya, & Benucci, 2017; Jin, Beck, & Glickfeld, 2019; 
Resulaj, Ruediger, Olsen, & Scanziani, 2018). The stimuli used in our mouse task were 
high-contrast, orthogonal gratings, suggesting that the task should have been easy. 
One may therefore ask if the performance might have been at ceiling, leaving little 
room for spatial attention effects. However, this seems unlikely for two reasons. 
First, Posner (Posner, 1980) demonstrated that spatial attention can have beneficial 
effects in very simple perceptual tasks. Second, the performance of our mice was not 
at ceiling. It was lower than might have been expected based on previous orientation 
discrimination studies. The lower accuracy was presumably caused by stimulus-
response compatibility effects, provoking errors. Another possible reason is the use 
of a licking response, which may be more prone to impulsive responses than other 
response modalities, such as running/stopping on a treadmill, the turning of a wheel 
or the release of a lever, which were used in previous studies. As a result, the accuracy 
of the mice was not at ceiling, leaving room for spatial attention effects, which only 
occurred on trials with long RTs. 
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Stimulus-response compatibility (Simon) effect
We found a very strong effect of stimulus-response compatibility on the accuracy of 
mice, and a weaker effect in humans, which only occurred on trials with short RTs. 
While the classical Simon effect was demonstrated as a shorter RT for compatible 
than for incompatible stimulus-response combinations (Simon, 1969), it can also 
influence the subject’s accuracy (Craft & Simon, 1970). Here, we only found an effect 
on accuracy. What prevents the mouse from reporting incompatible stimulus-
response combinations? Previous studies proposed that the effect is caused by a 
conflict between two cognitive processes; a dorsal stream process planning a response 
towards the side of the stimulus, and a ventral stream process implementing the 
desired stimulus-response mapping of orientations onto a left or right response (De 
Jong, Liang, & Lauber, 1994; Salzer, de Hollander, & Forstmann, 2017). Our results 
revealed that mice experience severe difficulty in selecting a response opposite 
to the side the stimulus. In other words, the proposed dorsal stream process may 
dominate the ventral stream process. Indeed, compared to primates in the mouse 
there are fewer hierarchical processing levels between visual cortex and motor 
structures via cortical routes but also via subcortical routes, including the superior 
colliculus thalamus and the basal ganglia (Gămănuţ et al., 2018; Hu et al., 2019; 
Khibnik, Tritsch, & Sabatini, 2014; Saint-Cyr, Ungerleider, & Desimone, 1990), which 
could lead to a biased propagation of neuronal activity towards motor structures 
coding for a response to the same side as the stimulus. Future studies could directly 
test this hypothesis by shifting the balance between these processing streams, for 
example using optogenetics (Guo et al., 2014). 
Additionally, there may have been differences in the motivation to respond quickly 
in the task between species. Mice were motivated through a fluid restriction regime, 
whereas human participants were rewarded with a payment that was not tied to 
performance at the end of the task. This may have led to rushed responses in mice, 
which aim to obtain fluid rewards as quickly as possible. 
To conclude, mice employ a strategy in an orientation discrimination task in which 
they respond faster than human participants do. Stimulus-response compatibility 
effects are stronger in mice, while the effect of visual attention is only present in the 
subset of trials with longest RTs. Human participants respond slower, have smaller 
stimulus-response effects and the effects of attention shift are pronounced. However, 
when we only regard trials with very fast responses in humans, their performance 
exhibits a larger resemblance to that of mice. Our results agree with previous studies 
that mice are a valuable model to study neural correlates of response selection 
(Odoemene, Pisupati, Nguyen, & Churchland, 2018), but also indicate that care is 
required when selecting paradigms to examine endogenous attention shifts, because 
some useful paradigms for humans do not readily translate to the mouse.
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The mouse as a model for primate vision
Due to their generally poor vision (Prusky and Douglas, 2004) the mouse has only 
recently gained traction as a model system for vision. The present thesis extends 
existing evidence (Huberman and Niell, 2011; Katzner and Weigelt, 2013; De Franceschi 
et al., 2016) of how the mouse can be used as a model to learn about the principles 
governing the visual system. We show that mice have better visual acuity towards the 
center of their vision (chapter 2), that they can detect and respond to abstract visual 
stimuli (chapter 4), and finally, that they show psychophysical effects remarkably 
similar to those of humans (chapter 6). These contributions provide new evidence of 
the value of the mouse as a model system for primate vision, and suggest that some 
findings in rodents generalize to the human visual system. Combining behavioral 
tasks, traditionally only used in primates, with the methodological possibilities the 
mouse gives researchers access to, such as directly mapping the activity of specific 
neuronal populations in large areas of the cortex (Chapter 2 and 5), disrupting neural 
processing with millisecond precision (Chapter 5), and recording activity in different 
types of neurons that make up the cortex (Chapter 5) allowed us to provide novel 
insight into the origin of figure-ground segregation (Lamme, 1995). It is likely that 
very similar neural mechanism give rise to figure ground segregation in primates, and 
further technological advances may allow the findings in the mouse to be replicated 
in primates.
Causal evidence for sustained V1 activity in processing figure-ground stimuli
The findings presented in this thesis add to the body of evidence suggesting 
that the role of V1 goes beyond simply extracting low-level features such as 
orientation, direction, contrast and spatial features (Wandell, 1995), and passing 
the information onward to higher processing areas. Instead, the activity of cells 
in V1 acts as a buffer of visual information (Chapter 5) and contains information 
related to the relevance of different areas of the visual field (Li, 1999; Itti and Koch, 
2001), that we were able to causally link to behavior for the first time in chapter 5. 
In chapter 4 we show that even in rodents complex features of the visual scene such 
as being part of the figure or background are represented in V1, and continue to show 
in chapter 5 that preventing this representation from arising disturbs a mouse’s 
ability to respond to complex stimuli. This is the first evidence that activity changes 
caused by feedback from higher visual areas to lower ones are not just a side-effect 
of computations in these higher areas, but actually required to perform a task. While 
we can only speculate on this now, these findings suggest that similar results can be 
found for e.g. the neural enhancements reported during attentional shifts around the 
visual scene (Roelfsema et al., 1998). Preventing these enhancements from arising 
in V1 would likely diminish the behavioral effect of attention on visual perception 
(e.g. Posner, 1980). Recent evidence of attentional effects in mice (Wang and Krauzlis, 
2018, chapter 6) and their neural correlates (Speed et al., 2020) suggests that studying 
the causal role of V1 in attention will be possible in the near future.
Using figure-ground stimuli to understand the role of the cortical microcircuit in 
feedback processing
We also used the figure-ground stimuli to understand how the enhanced activity of 
the figure area arises in the cortex in chapter 5. By recording from different types 
of interneurons we were able to show that the cortical microcircuit suggested by 
Zhang et al. (2014) is a likely source of the enhanced activity elicited by figure stimuli. 
The model we propose is that VIP cells in areas of V1 that have receptive fields on a 
figure receive additional excitatory feedback from higher visual areas. This in turn 
leads to an increase in suppressive input of these VIP cells on local SOM cells. This 
suppression of inhibitory SOM cells leads to an increase in the firing rate of local 
pyramidal cells. The net result is that areas with more active feedback signals show 
a stronger activation of pyramidal cells. For this signal to loop through higher visual 
areas takes some time, which explains the delay in figure ground activity that has 
been reported in primates (Lamme, 1995; Poort et al., 2016), and was confirmed to be 
present in mice by our study in chapter 4. 
Iconic memory as the residual neural activity elicited by a brief visual stimulus
In chapter 3 we show that residual activity in the primary visual cortex after a 
stimulus disappears from vision behaves remarkably similar to the behavioral effect 
of Iconic memory. The performance in visual tasks generally declines if visual stimuli 
are masked, instead of allowing the stimuli to be briefly stored in iconic memory 
(Sperling, 1960; Loftus et al., 1992). We were able to show that the effects of iconic 
memory on behavior, and the neural activity that remains in the cortex after a visual 
stimulus disappears are strongly correlated. This finding suggests that besides 
extracting features by performing computations on the information passed forward 
from the LGN the neurons in the visual cortex act as a buffer. This buffer stores the 
information present in V1 for further use by downstream areas until it is overwritten 
by new information, or simply decays when the visual input disappears. This buffer 
may give downstream areas sufficient time to perform their own computations on 
the incoming signals – even if they are only presented for a brief period of time, and 
to solve more complex detection tasks, such as extracting shapes in V4 or detecting 
faces (Kanwisher et al., 1997).
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Future research
The results presented in this thesis open up multiple exciting avenues for further 
research:
Manipulate iconic memory
While we show a correlation of behavioral effects of iconic memory and neural activity 
in V1, a direct causal link between the two is missing. We used a masking stimulus to 
override the activity, but had no way to directly manipulate it. There are two potential 
avenues of research to follow here: 1) Use optogenetic manipulation in monkeys (El-
Shamayleh and Horwitz, 2019) to directly inhibit neural activity (Han et al., 2009) in V1 of 
the animals and alter their behavior (Cavanaugh et al., 2012). This approach could show 
a causal link between the presence of residual neural activity in V1 and it’s beneficial 
effects on perception. Instead of overwriting the activity with new information, we 
could simply stop it. It might even be possible to extend the duration of iconic memory 
by directly stimulating the cells that hold it, slowing down the decay of the information. 
2) Similar to the approach we took for figure-ground segregation, mice could be trained 
to perform a task that benefits from longer exposure to stimuli. If the tendency for 
very fast decisions and responses we find in chapter 6 can be overcome, such a task 
could be used to gain further insight into the neural correlates of iconic memory. This 
would allow the use of the much more advanced methodological toolkit available in 
mice to investigate the phenomenon.
Manipulate feedback only in Figure Ground processing
While we were able to show that inhibiting activity in higher visual areas disturbs 
figure ground modulation in V1, we were not able to selectively suppress cortical 
feedback from these higher areas to V1. This study would be technically even more 
challenging but might be performed by expressing inhibitory opsins in V1 using 
retrograde tagging (Oyibo et al., 2014) to selectively label the cells that receive 
feedback directly. Another possibility is to express inhibitory opsins in the feedback 
connections themselves. These approaches could make the link between cortical 
feedback connections and figure ground modulation even stronger, excluding 
contributions of other routes of visual information.
Dissect the cortical microcircuit involved in figure-ground modulation
In chapter 5 we suggest that the interneuron circuitry in V1 is responsible for the rise 
of figure ground modulation in the visual cortex. Here, using targeted optogenetic 
manipulation of the different interneuron types would allow us to precisely 
understand the dynamics of the system. Using a combination of two-photon imaging 
and optogenetics (Yang et al., 2018), it may even be feasible to manipulate two 
different cell types simultaneously while monitoring the responses of the others. This 
may allow a fuller understanding of the neural circuit responsible for enhancing the 
activity of V1 pyramidal cells that code for interesting parts of the visual scene. 
Search for the neural correlates of attention and the response bias in mice
While we could not find evidence of visual spatial attention in mice in the paradigm 
we used in chapter 6, we discovered a strong bias towards lateralized responses 
in mice. The animal’s difficulty suppressing these responses suggests strong links 
between visual and motor areas that require a lot of inhibition to be suppressed. We 
could find these connections in mice, and understand how we can help the animals to 
suppress the wrong response. Such insights may be highly relevant in understanding 
how other forms of unwanted behavior are suppressed in the mind.
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Summary of the experimental chapters of this thesis
Chapter 2 of this thesis describes the finding that V1 of mice is not as uniform as 
expected. We find that mice have a central area in their visual field, the ‘focea’ that has 
a better visual resolution than the more peripheral visual field. Additionally, we show 
evidence that mice perform compensatory eye movements to keep this region of the 
visual field in front of them when moving. These results suggest more similarities 
between the mouse and primate visual system than previously expected.
Chapter 3 presented the first measurements of a neural trace of iconic memory that 
is linked to behavior. We test if disrupting iconic memory by masking the stimulus 
stops the accumulation of informative signals in the brain and how the neural signal 
is related to behavioral performance in a task that benefits from iconic memory. We 
then show that the use of information in iconic memory can be improved by drawing 
visual-spatial attention to a specific area of the visual field.
In Chapter 4 we show that mice can segment figures from a background and indicate 
their position. We additionally record the figure-ground signal in V1 of mice passively 
viewing the stimuli and suggest that the figure-ground modulation in V1 is caused by 
a delayed input to the superficial layers of the visual cortex. 
In Chapter 5 we test whether the modulation discovered in the previous chapter is 
also present when mice perform the figure-ground segregation task and show that 
it is causally involved in the figure-ground perception. We additionally measure the 
activity of three types of interneurons as well as pyramidal cells using two-photon 
imaging and suggest that the cortical microcircuit in V1 is responsible for the enhanced 
neural responses for figure stimuli. We then measure figure-ground modulation in 
higher visual areas using wide-field imaging and show that suppressing activity in 
these areas reduces figure-ground modulation in V1.
In Chapter 6, the final study of the thesis, we compare the effects of spatial attention 
and stimulus-response compatibility in two species, mice and humans. We find 
remarkable similarities in their behavior and show that attention and stimulus-
response compatibility influence behavior in both species. The effects are strongly 
modulated by the overall response speed of the subjects, which led to a very small 
attentional effect in mice that is only evident when the mice respond slowly, and 
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