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Aufgabenstellung fur die DiplomarbeitDynamisches typsicheres Linken von C++{Programmen
Name: Andreas EulitzMatr.-Nr.: 7782In komplexen Softwaresystemen gewinnt die Moglichkeit der dynamischen Adaptiondieser Systeme zunehmend an Bedeutung. Aufgrund spezieller Anforderungen an dieseSysteme ist es oft nicht moglich, diese Systeme anzuhalten und neu zu starten, umKorrekturen oder Erweiterungen am System vorzunehmen. In diesem Zusammenhangnimmt das dynamische Linken von Programmen, d. h. das Hinzufugen und Entfer-nen von Programmkomponenten wahrend der Abarbeitung, eine zentrale Position ein.Hinzu kommen Versionsverwaltungsprobleme fur die Komponenten in einem System,die geteilt von verschiedenen Applikationen genutzt werden (beispielsweise Shared-Libraries). Soll eine neue Version eines solchen Systems installiert werden, so existiereni. allg. noch Applikationen, welche die alte Version auch weiterhin benutzen mochtenwahrend andere, neu zu startende Applikationen, bereits die neue, ggf. erweiterte Ver-sion benutzen wollen. Auerdem haben sich in der Vergangenheit zunehmend objekt-orientierte Softwareentwicklungsmethoden und mit ihnen Standards fur objektorien-tierte Programmiersprachen durchgesetzt (z.B. C++). Die geforderte strenge Typsi-cherheit dieser Sprachen bedingt besondere Mechanismen, um den Vorgang des Linkensebenfalls typsicher zu gestalten.Im Rahmen dieser Diplomarbeit soll daher eine Reihe von Problemen aus dem genann-ten Umfeld untersucht werden, wobei folgende inhaltliche Schwerpunkte zu beachtensind:Dynamisches LinkenDas dynamische Linken, Relinken und Unlinken von Programmen ist der Ba-sismechanismus, der dynamischen Anderungen von Programmcode zugrunde-liegt. Dabei ergibt sich eine Reihe von Besonderheiten aus der Benutzung vonC++. Insbesondere Dienste, die sonst die Laufzeitumgebung erbringt (z. B.korrekter Aufruf der Konstruktoren global denierter Objekte), mussen jetztvom dynamischen Linker realisiert werden.Typsicheres Linken von C++{ProgrammenUm die von Sprachen wie C++ geforderte strenge Typsicherheit auchtatsachlich zu erreichen, mu der Vorgang des dynamischen Linkens eben-falls typsicher gestaltet werden. Dafur sind geeignete Mechanismen erforder-lich (spezielle Symbolnamen, alternative Objektleformate).i
VersionsverwaltungDie Probleme im Zusammenhang mit geteilt benutztem Code wie Shared-Libraries sind ein weiterer Schwerpunkt dieser Arbeit. Die Besonderheiten,die aus dem dynamischen Austausch einzelner Komponenten dieser Codebe-reiche resultieren, die entstehenden Versionskonikte, allgemeine Ansatze furLinkvorgange zwischen verschiedenen Adreraumen und damit verbundeneSchutzprobleme sind hierbei zu betrachten.Grundlage fur die Arbeit bildet die Untersuchung des aktuellen Standes der Forschungauf den genannten Gebieten. Vorhandene Losungsansatze sind zu diskutieren und zuvergleichen. Ausgehend von diesen Untersuchungen sind Losungsvorschlage fur die ein-zelnen Probleme zu erarbeiten. Darauf aufbauend ist ein Prototyp fur einen dyna-mischen Linker von C++{Applikationen in UNIX zu entwerfen und zu implementie-ren. Der Entwurf soll dabei die spatere Migration des Systems in eine Stand-Alone-Umgebung vorsehen. Zu diesem Zweck ist besonderes Augenmerk darauf zu richten,welche Dienste der Betriebssystemumgebung fur die Arbeit des Linkers genutzt werdenmussen.Betreuer:Prof. Dr. W. Kalfa,Dipl.-Ing. F. Schubert,Dipl.-Inf. L. Wohlrabemail: fkal,fsc,lwog@informatik.tu-chemnitz.deTechnische Universitat Chemnitz-ZwickauFakultat fur InformatikProfessur Betriebssysteme
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KurzreferatDie vorliegende Arbeit untersucht Anforderungen, Probleme und Losungsmoglichkeiten im Zusam-menhang mit dem dynamischen Linken von C++-Programmen. Dabei wird speziell auf Aspekte derTypsicherheit, der Versionsverwaltung und der geteilten Benutzung von Objektmodulen eingegangen.Neben einer allgemeinen Einfuhrung in Grundbegrie und Methoden des Linkens erfolgt am Bei-spiel des Objektdateiformats ELF eine Erlauterung von speziellen Datenstrukturen und Verfahren inVerbindung mit dem dynamischen Linken. Abschlieend wird die Implementation eines dynamischenLinkers vorgestellt.
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Kapitel 1EinleitungDie modulare Programmierung ist zum unverzichtbaren Bestandteil bei der Entwicklung komplexerSoftware-Systeme geworden. Die meisten Entwicklungsumgebungen unterstutzen dieses Paradigma,indem sie die Aufteilung des Quelltextes eines Programms auf mehrere Dateien erlauben, die separatin Objektmodule ubersetzt werden. Traditionellerweise verbindet ein Link-Editor diese Objektmo-dule wahrend der Programmerzeugung zu einer ausfuhrbaren Datei. Diese Vorgehensweise wird alsstatisches Linken bezeichnet. Werden Objektmodule erst zur Laufzeit zu einer ausfuhrbaren Einheitverbunden, so spricht man von dynamischen Linken. Hierdurch wird die Modularisierung von derEbene der Programmentwicklung auf die Ebene der Programmausfuhrung erweitert.Das Konzept des dynamischen Linkens hat eine lange Geschichte (s. [Kempf92]). Zu den ersten Be-triebssystemen, in denen es eingesetzt wurde, zahlen Multics und TENIX. In diesen Systemen wurdedas dynamische Linken durch Kernel-Funktionen realisiert und wahrend des Ladens von Programmenangewendet. Aufgrund des komplizierteren Ladevorgangs und der verlangerten Startzeit von Program-men wurde in Nachfolge-Betriebssystemen von diesem Konzept wieder abgesehen. Mit zunehmenderGroe der zur Programmentwicklung eingesetzten Standard-Bibliotheken (und der damit zunehmen-den Groe von Programmen) entstand ein erneutes Interesse am Konzept des dynamischen Linkens.In Unix System V wurde es erstmals wieder aufgegrien und als Bestandteil des Ladevorgangs vonProgrammen realisiert. Unter SunOS 4.x wurde der Laufzeit-Linker, das Werkzeug zur Durchfuhrungdes dynamischen Linkens, als separates Modul implementiert. Dieses Modul wird als Bestandteilvon Anwendungsprogrammen im Rahmen eines Nutzerprozesses zur Ausfuhrung gebracht. Uber eineProgrammierschnittstelle kann dabei auf die Funktionen des Laufzeit-Linkers zugegrien werden. Be-triebssysteme, die zu Unix System V Release 4 konform sind (z. B. Solaris 2.x oder Linux), bedienensich { ebenso wie BSD 4.4 { derselben Strategie. In OSF/1 wird das dynamische Linken durch denProgrammlader realisiert. Eine Besonderheit hierbei ist, da uber verschiedene Adreraume hinwegdynamisch gelinkt werden kann. Der OSF/1-Programmlader ist durch sogenannte Format-Handlerin der Lage, Objektdateien verschiedener Formate zu verarbeiten. Ahnlich wie bei SunOS 4.x wer-den Funktionen fur das dynamische Linken uber eine Programmierschnittstelle verfugbar gemacht.Mit dem Software-Paket Dld (s. [Ho90]) wurde eine Routinen-Sammlung bereitgestellt, durch die eineAnwendung zur Laufzeit Programmkomponenten nach Bedarf laden und wieder aus dem Speicherentfernen kann.Der Einsatz des dynamischen Linkens ermoglicht die Realisierung einer Reihe neuer Ziele, vondenen beispielgebend die folgenden aufgezahlt werden sollen: dynamische Adaptierbarkeit von Software-SystemenDie zunehmende Vielgestaltigkeit von Hard- und Software sowie der eziente und dedizierteEinsatz spezieller Hardware macht die Adaptierbarkeit zu einer Schlusseleigenschaft bei derEntwicklung von Software-Systemen (s. [Kalfa96]).Durch das dynamische Linken wird es moglich, unter Wahrung einer einheitlichen Schnittstelledie Funktionalitat dieser Systeme zur Laufzeit an variable Bedingungen und Aufgabenberei-che anzupassen oder zu erweitern. Beispiele hierfur sind Netzwerkanwendungen, die durch das1
2 KAPITEL 1. EINLEITUNGdynamische Linken spezieller Programmkomponenten an die Verwendung verschiedener Kom-munikationsprotokolle angepat werden, oder Datenbankanwendungen, die auf gleiche Weise dieZusammenarbeit mit unterschiedlichen Datenbankservern organisieren. Software-Evolution durch den Austausch von ProgrammkomponentenVeranderungen an traditionell erstellten Programmen werden erst nach deren erneuter Erzeu-gung wirksam. Dazu mu der Anwender neben dem Quelltext uber die entsprechenden Entwick-lungswerkzeuge (und Erfahrungen im Umgang mit diesen) verfugen. Durch das dynamische Lin-ken wird die Distribution von erweiterten oder verbesserten Programmkomponenten ermoglicht,die direkt von einer Applikation verwendet werden konnen. inkrementelle ProgrammentwicklungBei der herkommlichen Programmentwicklung sind { unabhangig vom Arbeitsstand des Entwick-lers { alle referenzierten Datenobjekte und Funktionen zu denieren. Aus diesem Grund werdenProgrammkomponenten anfanglich oft als Prototypen realisiert, die erst nach und nach mit dergewunschten Funktionalitat ausgestattet werden. Das dynamische Linken erlaubt undenierteProgrammkomponenten unter der Voraussetzung, da die Programmteile, die sie referenzieren,nicht durchlaufen werden. So kann sich der Entwickler auf die Erstellung und den Test einzel-ner Abschnitte einer Anwendung konzentrieren, wahrend er andere Teile erst zu einem spaterenZeitpunkt implementiert. SpeicherplatzeinsparungBei der traditionellen Erstellung von Anwendungen unter Benutzung von Standardobjektmodu-len wird deren Inhalt in die zu erstellende Datei kopiert. Bauen mehrere Anwendungen innerhalbeines Dateisystems auf dasselbe Objektmodul auf, existieren damit mehrere, vollig identischeKopien des Inhalts dieses Objektmoduls. In der Distribution einer Anwendung sind durch dieseVorgehensweise moglicherweise Teile enthalten, die als Standardobjektmodul auf dem Zielsystemschon existieren.Beim dynamischen Linken hingegen werden Objektmodule nicht kopiert, sondern referenziert.Sie sind also logischer, nicht aber physischer Bestandteil einer Anwendung. Damit braucht derInhalt eines Standardobjektmoduls innerhalb eines Dateisystems nur einmal zu existieren. Beider Auslieferung von Software kann auf den Inhalt von Standardobjektmodulen, die auf denZielsystemen vorhanden sind, verzichtet werden.Das dynamische Linken ermoglicht daruber hinaus auch eine Verringerung des Hauptspeicherbe-darfs. Dies wird erreicht, indem dieselbe Hauptspeicherreprasentation eines Objektmoduls vonmehreren Prozessen gleichzeitig benutzt werden kann. Erhohung der PortabilitatDurch das dynamische Linken wird eine Anwendung von Diensten getrennt, die durch Standar-dobjektmodule bereitgestellt werden. Wird diese Anwendung in einer veranderten Umgebungausgefuhrt, wird sie dynamisch an die in dieser Umgebung gultigen Standardobjektmodule ge-bunden.1.1 AufgabenstellungDas Ziel dieser Arbeit bestand in einer Analyse der Erfordernisse, Konzepte und Realisierungsmoglich-keiten des dynamischen Linkens von Programmkomponenten, die mit Hilfe der ProgrammierspracheC++ erstellt wurden. Dabei sollten Methoden fur das Linken, Relinken und Unlinken dieser Kompo-nenten als Basismechanismus des Verfahrens untersucht werden. Es galt, spezielle Aspekte, die sichaus der Verwendung von C++ ergeben, zu berucksichtigen. Dazu zahlen insbesondere die Wahrung der Typsicherheit und die Ausfuhrung von Initialisierungs- und Terminierungscode fur die Abarbeitung der Konstruk-toren und Destruktoren globaler Objekte.
1.2. VORGEHENSWEISE 3Daruber hinaus sollten Manahmen, die die geteilte Benutzung von Programmkomponenten erfor-dern { so z. B. eine Versionsverwaltung { untersucht werden.Aufbauend auf diesen Untersuchungen war ein Prototyp fur ein Werkzeug zum dynamischen Linkenzu implementieren. Zur Gewahrung der Verstandlichkeit und Wahrung von Portabilitat und Flexibi-litat sollte die Implementation des Prototyps im Rahmen eines Anwendungsprogramms auf der Basisdes Betriebssystems UNIX erfolgen. Um eine Integration der Ergebnisse der vorliegenden Arbeit inlaufende Forschungen (s. [Kalfa96]) zu erleichtern, wurde eine Realisierung speziell auf dem UNIX-Derivat Linux angestrebt.Aus den in [Schubert96] dargestellten Grunden sollte zur Entwicklung des dynamischen Linkersdie Programmiersprache C++ Verwendung nden. Im Sinne der Aufgabenstellung galt es, mittelsderselben Programmiersprache erstellte Objektdateien als Eingabe des dynamischen Linkers zu verar-beiten. Zur Generierung dieser Objektdateien sollten die auf der Entwicklungsplattform verfugbarenEntwicklungswerkzeuge in moglichst unveranderter Form zum Einsatz kommen.Bei der Implementation war eine spatere Kernel-Migration zu berucksichtigen. Dies machte eineDokumentation der Systemschnittstelle notwendig, und erforderte den weitestgehenden Verzicht aufMechanismen, die sich nicht mit existierenden oder angestrebten Systemdiensten verwirklichen lieen.1.2 VorgehensweiseDie vorliegende Arbeit beginnt mit einer Einordnung des Linkens in den Proze von Programmer-zeugung und -ausfuhrung. Nach einer Darstellung der grundlegenden Begrie und Verfahren werdenspezielle Konzepte im Zusammenhang mit dem dynamischen Linken erlautert. Anschlieend erfolgteine kurze Beschreibung des ELF-Objektdateiformats. Hierbei wird besonderes Augenmerk auf dieElemente des Formats gelegt, die fur das dynamische Linken von Bedeutung sind. Danach wird ge-zeigt, wie die Konzepte des dynamischen Linkens basierend auf dem ELF-Objektdateiformat realisiertwerden. Nach einer ausfuhrlichen Vorbetrachtung zu den Anforderungen und Entwurfsaspekten wirddie Implementation eines Werkzeugs zum dynamischen Linken vorgestellt. Abschlieend erfolgt dieDiskussion von Verbesserungsvorschlagen und Erweiterungen der Implementation. Der Anhang gehtdetaillierter auf Schnittstellen und Anwendungsbeispiele des dynamischen Linkers ein.Die im Rahmen dieser Arbeit vorgenommenen Untersuchungen wurden auf den folgenden Platt-formen durchgefuhrt:1. SPARC unter Solaris 2.x2. Intel i386 unter Linux 1.7.xProgrammentwicklung und -test erfolgte auf diesen Plattformen mittels des Sun-C++-Compilers(1.) bzw. des GNU-C++-Compilers (1. und 2.). Programmiersprachenspezischen Ausfuhrungen undQuelltextbeispielen liegt C bzw. C++ zugrunde. Kommandozeilenbeispiele werden in Bourne-Shell-Syntax angegeben. Wird im Rahmen dieser Arbeit von Entwicklungssystemen gesprochen, so wirdvereinfachend davon ausgegangen, da es sich hierbei um auf Compilern basierende Systeme handelt.Zur Erklarung der verwendeten Begrie sei auf das Glossar am Ende dieser Arbeit verwiesen.















Abbildung 2.1: Einsatz des Linkers bei der Programmentwicklung5
6 KAPITEL 2. GEGENSTAND UND METHODEN DES LINKENSMaschinencode kann von der Hardware eines Rechners direkt interpretiert werden und bedarf daherkeiner weiteren Ubersetzung. Jedoch mu der Maschinencode innerhalb eines Objektmoduls in einerForm angeordnet und mit zusatzlichen Informationen versehen werden, die dem Link-Editor einenZugri auf die logischen Einheiten eines Objektmoduls ermoglichen. Objektmodule mussen daruberhinaus Informationen enthalten, die es dem Betriebssystem ermoglichen, den Inhalt dieser Module inden Adreraum eines Prozesses zu laden, an die Position innerhalb des Adreraums anzupassen undmoglicherweise zur Ausfuhrung zu bringen.Dies bedingt, da Objektmodule einer genau denierten Struktur unterliegen mussen. Diese Struk-tur wird als Objektdateiformat bezeichnet. Werkzeuge zur Programmentwicklung und Komponentendes Betriebssystems mussen auf das Objektdateiformat abgestimmt werden.Durch das Objektdateiformat wird der gezielte Zugri auf die Maschinensprachereprasentationvon Strukturen der Programmiersprache (z. B. Datenobjekte oder Funktionen) geregelt. Zu diesemZweck werden symbolische Informationen uber diese Strukturen verwaltet, die eine Identikation desentsprechenden Speicherabschnitts durch einen Namen ermoglichen. Nutzungsbeziehungen zwischenObjektmodulen konnen somit abstrakt durch Symbolnamen dargestellt werden.Die Aufgabe des Link-Editors besteht darin, Objektmodule zu einer Einheit zu verbinden. Tra-ditionellerweise werden dabei die Inhalte der Objektmodule zu einer Ausgabedatei konkateniert. Beider Erstellung einer ausfuhrbaren Datei lost der Link-Editor anschlieend die abstrakten Nutzungs-beziehungen auf, indem er Referenzen zu Symbolnamen durch die konkrete Position des durch denSymbolnamen bezeichneten Speicherabschnitts ersetzt. Diese Vorgehensweise wird als statisches Lin-ken bezeichnet.Mit dem dynamischen Linken verandert sich die Aufgabe des Link-Editors. Objektmodule wer-den hierbei nicht in die zu erstellende Datei kopiert, sondern von dieser referenziert. Damit ist dieKonkatenationsoperation durch die Erzeugung von Referenzen zu Objektmodulen zu ersetzen. Dieendgultige Position des Inhalts eines Objektmoduls innerhalb des Adreraums eines Prozesses ist da-mit nicht mehr vorherbestimmt und symbolische Referenzen konnen erst wahrend der Initialisierungeines Prozesses aufgelost werden.2.2 Linken wahrend der ProgrammausfuhrungDynamisches Linken bedeutet, da Objektmodule erst zur Laufzeit zu einer ausfuhrbaren Einheit ver-bunden werden. Zu diesem Zweck mussen beim Start einer ausfuhrbaren Datei die darin referenziertenObjektmodule zusatzlich zur ausfuhrbaren Datei in den Speicher geladen werden. Anschlieend sindsymbolische Referenzen zwischen den Objektmodulen (die ausfuhrbare Datei ist ebenfalls als Objekt-modul zu verstehen) aufzulosen. Fur diese Aufgabe ist eine dem Link-Editor in der Funktion ahnlicheKomponente { der Laufzeit-Linker { notwendig.Zur Implementation des Laufzeit-Linkers ist eine Erweiterung des Programmladers (z. B. exec(2))vorstellbar. Dieser Weg wird jedoch innerhalb der untersuchten Betriebssysteme nicht beschritten. DerLaufzeit-Linker wird vielmehr selbst durch ein Objektmodul dargestellt, das logischer Bestandteil einesjeden dynamisch gelinkten Programms ist. Der Programmlader mu neben der ausfuhrbaren Dateisomit auch den Laufzeit-Linker laden und diesen statt des Inhalts der ausfuhrbaren Datei starten.Nachdem der Laufzeit-Linker seine (initiale) Arbeit beendet hat, ruft er den Code der ausfuhrbarenDatei auf.Neben der Verwendung wahrend des Programmstarts wird der Laufzeit-Linker auch zum dynami-schen Linken von Objektmodulen auf explizite Anforderung hin eingesetzt. Eine solche Anforderungwird durch den Aufruf von Funktionen des Laufzeit-Linkers aus dem Code einer Anwendung herauserzeugt. Wurde ein Objektmodul auf diese Weise gelinkt, mu der Zugang zu den darin enthalte-nen Datenobjekten und Funktionen durch die Angabe von Symbolnamen ermoglicht werden. DieseAspekte fuhren zur Denition einer Programmierschnittstelle des Laufzeit-Linkers. Die Verwendungder Programmierschnittstelle bewirkt, da der Laufzeit-Linker auch nach dem Programmstart aktivwird. Nutzungsbeziehungen zwischen Objektmodulen konnen damit in Abhangigkeit vom Programm-lauf hergestellt werden.
2.3. OBJEKTMODULE 72.3 ObjektmoduleObjektmodule bilden die Eingabe von Link-Editor und Laufzeit-Linker. Als Objektmodul werden imRahmen dieser Arbeit Objektdateien, Elemente von Objektdatei-Kollektionen und Hauptspeicherreprasentationen von Objektdateienbezeichnet.Ein Beispiel fur Objektdatei-Kollektionen bilden die mittels des ar(1)-Kommandos erzeugtenArchive, denen durch das ranlib(1)-Kommando eine Archiv-Symboltabelle hinzugefugt wurde1. DieArchiv-Symboltabelle ist eine Zusammenfassung aller symbolischen Informationen der Elemente einesArchivs. Damit kann gezielt auf einzelne Objektdateien im Archiv zugegrien werden. Dateinamenvon Archiven werden meist mit dem Sux .a versehen.Objektdateien bestehen aus Maschinencode und Datenobjekten. Neben Informationen zur Auf-losung symbolischer Referenzen enthalten Objektdateien zusatzlich eine Vielzahl "administrativer\Angaben, so z. B: das Rechnersystem, auf dem ihr Inhalt abgearbeitet werden kann Wortbreite und Codierungsart Informationen, wie ihr Inhalt in den Speicher zu laden istDer genaue Aufbau einer Objektdatei wird durch das verwendete Objektdateiformat bestimmt. Bei-spiele fur Objektdateiformate sind ELF, COFF oder XCOFF.Gema ihrer Verwendung soll im folgenden zwischen vier Arten von Objektmodulen unterschiedenwerden:1. relozierbare ObjektdateienEine relozierbare Objektdatei (relocatable object) entsteht als Ergebnis des Ubersetzungspro-zesses oder durch die Konkatenation bereits existierender relozierbarer Objektdateien durch denLink-Editor. Im weiteren Verlauf werden relozierbare Objektdateien als Eingabe des Link-Editorsbei der Erstellung geteilt benutzbarer Objektdateien sowie statisch oder dynamisch gelinkterProgramme verwendet. Relozierbare Objektdateien sind meist am Sux .o zu erkennen.2. statisch gelinkte ProgrammeEin statisch gelinktes Programm (static executable) stellt eine abarbeitungsbereite Anwen-dung dar. Ein solches Programm entsteht mit der Konkatenation relozierbarer Objektdateiendurch den Link-Editor. Eine dieser relozierbaren Objektdateien mu den Eintrittspunkt desProgramms denieren (die main()-Funktion in C). Ein statisch gelinktes Programm unterliegtkeinen weiteren Link-Schritten und darf daher keine unaufgelosten symbolischen Referenzenenthalten.3. geteilt benutzbare ObjektdateienGeteilt benutzbare Objektdateien (shared objects) werden vom Link-Editor zur Erstellung dy-namisch gelinkter Programme verwendet und vom Laufzeit-Linker bei der Abarbeitung dieserProgramme benutzt. Entscheidendes Merkmal geteilt benutzbarer Objektdateien ist, da derenHauptspeicherreprasentation innerhalb mehrerer Prozesse verwendet werden kann. Eine geteiltbenutzbare Objektdatei entsteht durch die Konkatenation relozierbarer Objektdateien durch denLink-Editor. Geteilt benutzbare Objektdateien konnen nicht aufgeloste symbolische Referenzenenthalten, die der Laufzeit-Linker mit den Symboldenitionen anderer geteilt benutzbarer Ob-jektdateien oder dynamisch gelinkter Programme verbindet. Geteilt benutzbare Objektdateiensind meist am Sux .so zu erkennen.1Auf einigen Systemen beinhaltet ar(1) die Funktionalitat von ranlib(1).
8 KAPITEL 2. GEGENSTAND UND METHODEN DES LINKENS4. dynamisch gelinkte ProgrammeEin dynamisch gelinktes Programm (dynamic executable) stellt ahnlich wie ein statisch gelinktesProgramm eine abarbeitungsbereite Anwendung dar. Im Gegensatz zu statisch gelinkten Pro-grammen werden von dynamisch gelinkten Programmen jedoch geteilt benutzbare Objektdateienreferenziert. Diese werden vom Laufzeit-Linker wahrend des Programmstarts (oder danach) inden Adreraum des entsprechenden Prozesses eingebracht. Durch den Laufzeit-Linker werdensymbolische Referenzen zwischen den geteilt benutzbaren Objektdateien und dem dynamischgelinkten Programm aufgelost.Ein dynamisch gelinktes Programm entsteht durch die Verarbeitung relozierbarer und geteiltbenutzbarer Objektdateien durch den Link-Editor. Fur die relozierbaren Objektdateien gilt dasgleiche wie im Fall statisch gelinkter Programme, geteilt benutzbare Objektdateien hingegenwerden als sogenannte Abhangigkeiten im zu erstellenden Programm vermerkt.2.4 SymboleDurch den Ubersetzungsproze werden Elemente der Programmiersprache wie globale Datenobjekteoder Funktionen in zusammenhangende Bereiche der Objektdatei abgebildet. Da die Position desInhalts eines Objektmoduls innerhalb einer Anwendung (Datei oder Proze) nicht vorherbestimmt ist,konnen diese Elemente nicht durch eine Positionsangabe identiziert werden. Hierzu ist eine abstrakte,positionsunabhangige Identikation notwendig. Dafur bietet sich die Verwendung eines Namens an.Durch eine Symboldenition wird einem Element der Objektdatei ein solcher Name zugeordnet.So werden z. B. fur die folgenden Elemente der Programmiersprachen C/C++ Symboldenitionenerzeugt: auf Dateiebene denierte Datenobjekte Funktionen static-Variablen von Funktionen Klassenvariablen Zeichenketten-LiteraleSymboldenitionen stellen die Kombination aus einem Symbolnamen und einer Symbolbeschreibungdar. Die Symbolbeschreibung ist eine Menge von Attributen, die dazu dienen, das reprasentierteElement zu lokalisieren, seinen Typ zu spezizieren und die Verwendbarkeit der Symboldenitionanzuzeigen.Die einer Symboldenition zugrundeliegende Datenstruktur wird auch fur undenierte Symbolebenutzt. Durch undenierte Symbole werden die Namen von Elementen vermerkt, die innerhalb einesObjektmoduls referenziert, nicht aber deniert werden (s. Abschn. 2.5.1, S. 12). Undenierte Symbolewerden in Anlehnung an hohere Programmiersprachen auch als Symboldeklarationen bezeichnet (s.[Gircys88]). Der Term Symbol wird kontextabhangig sowohl fur denierte als auch fur undenierteSymbole gebraucht. Die Symbole eines Objektmoduls werden in einer Symboltabelle zusammengefat.Die folgenden Abschnitte enthalten eine nahere Beschreibung von Symbolnamen sowie der Attri-bute Wert, Typ und Bindung der Symbolbeschreibung.2.4.1 NamenZwischen verschiedenen Objektmodulen werden Symbole durch ihren Namen identiziert. Innerhalbeines Objektmoduls konnen unbenannte Symbole Verwendung nden, die durch ihren Symboltabellen-Index identiziert werden.
2.4. SYMBOLE 9Auf den im Rahmen dieser Arbeit als Plattform verwendeten Systemen unterliegen Symbolnamenpraktisch keiner Langenbeschrankung2.Im Fall der Programmiersprache C werden Symbolnamen erzeugt, die den Quelltext-Namen derentsprechenden Elemente gleichen (auf den untersuchten Plattformen werden dabei Quelltext-Namennicht wie auf alteren Systemen um ein fuhrendes Underscore-Zeichen erganzt). Ausnahmen bilden da-bei static-Variablen von Funktionen und Zeichenketten-Literale, die compilerabhangig zu Symbolenfuhren, die entweder keinen oder einen automatisch generierten Namen tragen.Im Fall von C++ werden Symbolnamen in gleicher Weise wie fur C generiert. Eine Ausnahmebilden hierbei jedoch Funktionen (Methoden) und Klassenvariablen, fur die sogenannte dekorierteSymbolnamen (mangled names) erzeugt werden. Hierbei wird der Quelltext-Name einer Funktion umeine sogenannte Signatur erganzt, die Informationen uber Anzahl und Typ der Funktionsargumentebeinhaltet. Durch diese Manahme konnen vom Linker polymorphe Funktionen unterschieden werden.Namen von Symbolen, die fur Members einer Klasse erzeugt werden (Methoden, Klassenvariablen),enthalten daruber hinaus eine Codierung des Klassennamens. Fur Operator-Funktionen werden spe-zielle Namenskurzel verwendet.Durch das Dekorieren von Symbolnamen kann die Typsicherheit beim Linken von C++-Pro-grammen durch die Ubereinstimmung von Symbolnamen realisiert werden. Die Mechanismen fur dasDekorieren von Symbolnamen sind nicht standardisiert und von Compiler zu Compiler verschieden(als Beispiel sei hier auf [Sun92] verwiesen). Damit konnen u. U. Objektmodule, die mit verschiede-nen Compilern erstellt wurden, nicht gelinkt werden. Diese Vorgehensweise ist laut [Ellis91] bewutgewahlt worden, da das binare Layout von Objekten der Sprache C++ nicht standardisiert ist. Aufdiese Weise wird verhindert, da Objektmodule miteinander verbunden werden konnen, die bezuglichdes Objektlayouts inkompatibel sind.2.4.2 WerteEine Symboldenition identiziert i. allg. die Maschinensprachereprasentation eines Elements derProgrammiersprache. Diese Maschinensprachereprasentation soll im folgenden Text als Symbolwertbezeichnet werden. Der Symbolwert wird meist durch eine Positionsangabe identiziert. Die Positi-onsangabe kann in Abhangigkeit von der Art des Objektmoduls eine relative Adresse oder eine Datei-position sein. Daruber hinaus kann der Symbolwert zusatzlich durch eine Groenangabe beschriebenwerden.Fur die Werte nichtinitialisierter Variablen wird innerhalb einer Objektdatei meist kein Speicher-platz reserviert. Vielmehr geben spezielle Symboldenitionen die Position in einem Hauptspeicherab-schnitt an, der erst zur Laufzeit allokiert wird. Dieser Hauptspeicherabschnitt wird typischerweise als.bss-Sektion oder -Segment bezeichnet und meist mit 0 initialisiert. Die so gebrauchten Symbolde-nitionen werden als vorlauge Symbole (tentative oder common symbols) bezeichnet. Durch den Wertvorlauger Symbole werden Parameter fur die Speicherplatzreservierung { etwa Groe und Ausrich-tungsanforderung { bereitgestellt. Vorlauge Symbole dienen der Speichereinsparung in Dateien. Sofuhrt z. B. die C-Denitionchar c[1024];zu einem vorlaugen Symbol, dessen Wert keinen Platz in der entsprechenden Objektdatei einnimmt,und der erst nach dem Programmstart 1 KB im Hauptspeicher belegt.Desweiteren existieren Symbole, deren Wert nur durch Informationen des Symboltabelleneintragsverkorpert wird. Diese Symbole werden als absolute Symbole bezeichnet. So werden beispielsweisedie Namen von Quelltextdateien, aus denen ein Objektmodul hervorgegangen ist, von den meistenCompilern in Form eines absoluten Symbols im Objektmodul vermerkt:$ nm hello.o2Bis zu 100 Zeichen lange Symbolnamen wurden problemlos verarbeitet.
10 KAPITEL 2. GEGENSTAND UND METHODEN DES LINKENSSymbols from hello.o:[Index] Value Size Type Bind Other Shndx Name[1] | 0| 0|FILE |LOCL |0 |ABS |hello.c...Absolute Symbole stellen administrative Informationen fur den Linkproze dar und sollten nicht auseinem Programm heraus referenziert werden.2.4.3 TypenDer Symboltyp bezeichnet den Typ des Symbolwerts. Hierbei wird mindestens zwischen den folgendenSymboltypen unterschieden (Objektdateiformate ELF und COFF): Datenobjekt Programmcode kein TypIm Fall einer Symboldenition identiziert der Symboltyp das reprasentierte Element der Program-miersprache als Programmcode (z. B. als Funktion) oder Datenobjekt (z. B. als Variable). Undenier-ten Symbolen ist hingegen meist kein Symboltyp zugeordnet.Es existieren Objektdateiformate, die eine detailliertere Beschreibung von Symboltypen zulassen.So konnen z. B. unter dem auf HP-UX eingesetzten a.out-Format mittels spezieller Deskriptorendie Typen von Datenobjekten sowie Ruckgabewerten und Parametern von Funktionen beschriebenwerden. Ein solcher Deskriptor legt u.a. den entsprechenden Grunddatentyp der Architektur (byte,word, : : :) fest, identiziert das bezeichnete Objekt als Aggregat (Feld, Struktur) und zeigt ggf. an,ob es sich um einen Wert- oder Referenzparameter handelt.2.4.4 BindungsartenDie Bindungsart zeigt den Gultigkeitsbereich einer Symboldenition an und regelt den Vorrang gleich-namiger Symboldenitionen. Unter einigen Objektdateiformaten (z. B. COFF) wird die Bindungsartauch als Speicherklasse eines Symbols bezeichnet. Im allgemeinen wird zwischen den folgenden Bin-dungsarten unterschieden: globale Bindung lokale BindungSymboldenitionen mit globaler Bindung konnen aus anderen Objektmodulen heraus referenziertwerden; sie sind im Rahmen des Linkprozesses also "global\ gultig. Im Fall der ProgrammierspracheC kann durch eine Anweisung der Formint i = 0;auf Dateiebene eine global gebundene Denition fur das Symbol i erreicht werden.Im Gegensatz dazu lassen sich lokale Symbole nur innerhalb der Objektdatei referenzieren, in dersie deniert sind. Lokal gebundene Symbole lassen sich in C durch die Vergabe der Speicherklassestatic fur auf Dateiebene denierte Datenobjekte oder Funktionen erzeugen. So bewirkt alsostatic int i = 0;
2.5. RELOKATIONEN 11eine lokal gebundene Denition fur das Symbol i. Oftmals werden Symbole fur Funktionen und Da-tenobjekte, die nicht uber eine Schnittstelle exportiert werden sollen, lokal gebunden. Damit kann aufder Ebene der Objektmodule eine einfache Datenkapselung realisiert werden.Bei der Auflosung symbolischer Referenzen eines Objektmoduls genieen die darin enthaltenenlokalen Symbole Vorrang vor gleichnamigen globalen Symbolen anderer Objektmodule.Im Rahmen des Objektdateiformats ELF werden daruber hinaus auch sogenannte schwache Bin-dungen (weak bindings) unterschieden. Mittels dieser Bindungsart konnen Alias-Symbole fur globaloder lokal3 gebundene Symboldenitionen bereitgestellt werden. Dabei genieen gleichnamige lokaloder global gebundene Symboldenitionen Vorrang vor schwach gebundenen. Zweck und Verwendungschwach gebundener Symbole soll an folgendem Beispiel illustriert werden:Ein Objektmodul A deniert eine generische Sortierfunktion sort() und erwartet hierfur, da voneinem nutzenden Objektmodul B die Ordnungsrelation in Form einer Funktion rel() bereitgestelltwird. Das Modul A selbst deniert eine Standardfunktion _rel() und richtet unter dem Namen rel()ein schwach gebundenes Symbol fur diese Standardfunktion ein (s. Code-Beispiel 2.1)....int _rel(int x, int y){return( x < y ? 1 : 0);}#pragma weak rel = _relvoid sort(int f[], ...){...if( rel( f[i], f[i + 1])) ......}... Code{Beispiel 2.1: Verwendung schwach gebundener SymboleDeniert B eine Funktion rel(), so fuhrt das zu einer global gebundenen Symboldenition, dieVorrang vor dem gleichnamigen schwach gebundenen Symbol aus A geniet. Anderfalls ndet uberdas schwach gebundene Symbol die Standardfunktion _rel() aus A Verwendung4.2.5 RelokationenZum Zeitpunkt der Erzeugung eines Objektmoduls steht i. allg. nicht fest, auf welche Position imAdreraums eines Prozesses der Inhalt dieses Moduls spater plaziert wird. Absolute Adressen innerhalbeines Objektmoduls mussen daher, nachdem die Position des Objektmoduls feststeht, neu bestimmtwerden. Der Vorgang dieser Neubestimmung wird als Relokation bezeichnet.Statisch gelinkte Programme werden vom Betriebssystem meist an konstante Adressen geladen.Damit steht die Position der Inhalte der beteiligten Objektmodule nach deren Konkatenation zurausfuhrbaren Datei fest. Relokationen konnen somit zum Zeitpunkt der Erstellung eines solchen Pro-gramms ausgefuhrt werden. Auf den untersuchten Systemen ubernimmt der Link-Editor diese Aufga-be. Im Fall dynamisch gelinkter Programme steht die Position des Inhalts von Objektmodulen imAdreraum des benutzenden Prozesses erst nach dem Laden der Module durch den Laufzeit-Linkerfest. Relokationen mussen daher vom Laufzeit-Linker ausgefuhrt werden.3Durch die Bereitstellung eines Aliasnamens fur ein lokales Symbol kann die Datenkapselung eines Objektmodulsunterlaufen und der Wert des lokalen Symbols von anderen Objektmodulen benutzt werden.4Dieses Beispiel dient nur der Illustration, in der Praxis wurde sort() mittels eines Parameters ein Zeiger auf rel()ubergeben.
12 KAPITEL 2. GEGENSTAND UND METHODEN DES LINKENSDer von einer Relokation modizierte Speicherbereich (z. B. die Zieladresse eines Sprungbefehls)wird im folgenden als Relokationsfeld bezeichnet. Die Art, wie das Relokationsfeld zu modizierenist und welche Werte dafur Verwendung nden, wird durch den Relokationstyp bestimmt. Relokati-onsfeld und Relokationstyp sind Teil einer Relokationsinformation. Relokationsinformationen werdeninnerhalb eines Objektmoduls in Relokationstabellen aufbewahrt.Wird das Relokationsfeld mittels eines Symbolwerts neu bestimmt, so spricht man von symbolischenRelokationen, sonst von nichtsymbolischen Relokationen. Die folgenden beiden Abschnitte beschreibenbeide Relokationsarten naher.2.5.1 Symbolische RelokationDurch denierte und undenierte Symbole konnen Nutzungsbeziehungen zwischen Objektmodulenmittels Symbolnamen auf abstrakte, positionsunabhangige Weise dargestellt werden. Zur Laufzeitmussen diese abstrakten Nutzungsbeziehungen in konkrete Adreangaben uberfuhrt werden. Dies ge-schieht mittels symbolischer Relokationen, in deren Folge ein Relokationsfeld mit der Laufzeit-Adresseeines Symbolwerts (z. B. einer Variable oder einer Funktion) uberschrieben wird.Zu diesem Zweck verweist die zugehorige Relokationsinformation auf einen Symboltabelleneintraginnerhalb des Objektmoduls, der den Namen des benotigten Symbolwerts angibt. Hierbei handelt essich um ein deniertes Symbol, wenn das Objektmodul den benotigten Symbolwert enthalt, andernfallsum ein undeniertes Symbol. Die Kombination aus einer solchen Relokationsinformation und dementsprechenden Symboltabelleneintrag soll auch als Symbolreferenz bezeichnet werden.Verweist eine Relokationsinformation auf ein undeniertes Symbol, mussen andere Objektmodulenach der gleichnamigen Symboldenition durchsucht werden (s. Abb. 2.2).
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Abbildung 2.3: Situation nach Durchfuhrung einer symbolischen Relokationangegeben werden. Steht die tatsachliche Basisadresse des Objektmoduls fest, wird diese im Zug einernichtsymbolischen Relokation zum Operanden addiert. Die tatsachliche Basisadresse ergibt sich, wennObjektmodule vom Link-Editor zu einem statisch gelinkten Programm konkateniert wurden odernachdem der Laufzeit-Linker ein Objektmodul in den Adreraum eines Prozesses geladen hat.2.6 ResolutionTreen mehrere gleichnamige Symboldenitionen aufeinander, so wird durch den Proze der Resolu-tion mittels eines Satzes von Vorrangregeln entschieden, welche dieser Denitionen Verwendung ndet.Die Resolution wird angewendet, wenn mehrere Objektmodule vom Link-Editor zu einer Ausgabedatei verbunden oder Objektmodule vom Laufzeit-Linker nach einer Symboldenition durchsucht werden.Auf Systemen, denen das Objektdateiformat ELF zugrunde liegt, basieren die Resolutionsregeln z. B.auf den folgenden Informationen:1. Art der SymboleEin deniertes Symbol hat Vorrang vor einem vorlaugen Symbol (d. h. eine initialisierte Variablewird statt einer gleichnamigen nichtinitialisierten Variablen verwendet). Ein vorlauges Symbolhat Vorrang vor einem undenierten Symbol.2. Bindungsart der SymboleEin lokal gebundenes Symbol hat Vorrang vor einem global gebundenen Symbol, das wiederumVorrang vor einem schwach gebundenen Symbol hat.3. Herkunft der SymboleWerden relozierbare und geteilt benutzbare Objektdateien durch den Link-Editor verarbeitet, sohat die Symboldenition aus der relozierbaren Vorrang vor der Symboldenition aus der geteiltbenutzbaren Objektdatei.4. Reihenfolge der SymboldenitionEine zuerst aufgefundene Symboldenition hat Vorrang vor allen anderen Symboldenitionen.Diese Resolutionsregel wird auch als Interposition bezeichnet und speziell vom Laufzeit-Linkerverwendet.Vom Link-Editor werden die Regeln 1.{3. in obenstehender Reihenfolge verwendet. Kann keine derRegeln angewendet werden, so bricht der Link-Editor seine Arbeit mit einer Fehlermeldung ("doppelt
14 KAPITEL 2. GEGENSTAND UND METHODEN DES LINKENSdeniertes Symbol\) ab. Der Laufzeit-Linker macht aus Performance-Grunden nur von den Regeln 2.und 4. Gebrauch.Mit den in diesem Kapitel getroenen Aussagen kann die Grundfunktion des Linkens als Verei-nigung mehrerer Objektmodule und ihrer Symbolinformationen betrachtet werden. Hierbei sind dieResolutionsregeln zu berucksichtigen und abschlieend Relokationen durchzufuhren.
Kapitel 3Konzepte des dynamischen LinkensGrundprinzip des dynamischen Linkens ist es, symbolische Referenzen zwischen Objektmodulen erstzur Laufzeit aufzulosen. Damit wird der Erhalt symbolischer Nutzungsbeziehungen uber die Phase derProgrammentwicklung hinaus bis in die Phase der Programmausfuhrung ermoglicht. Das Werkzeug,das symbolische Referenzen zur Laufzeit auost, wird als Laufzeit-Linker oder dynamischer Linkerbezeichnet.Durch das dynamische Linken werden Objektmodule nicht mehr wie beim statischen Linken ineine ausfuhrbare Datei kopiert. Stattdessen referenziert eine dynamisch gelinkte Anwendung die vonihr benutzten Objektmodule. Auf diese Weise werden Objektmodule logischer, nicht aber physischerBestandteil der Anwendung.Der Begri des dynamischen Linkens umfat damit die Erstellung dynamisch gelinkter Programme und geteilt benutzbarer Objektdateien durchden Link-Editor und die Auflosung symbolischer Referenzen zwischen diesen Modulen durch den Laufzeit-Linker (s.[Sun93a]).Die folgenden Abschnitte beschreiben verschiedene Konzepte des dynamischen Linkens und erlau-tern, welche Anforderungen im Zusammenhang mit diesen Konzepten zu erfullen sind.3.1 Explizites dynamisches LinkenAls explizites dynamisches Linken soll verstanden werden, da eine Anwendung zur Laufzeit die Dien-ste des dynamischen Linkers benutzt, um zusatzliche Objektmodule zu laden, zu relozieren und aufdie darin enthaltenen Symbolwerte zuzugreifen. Zu diesem Zweck mu der dynamische Linker ubereine Schnittstelle verfugen, die die folgenden, grundlegenden Operationen exportiert:1. LinkenEin Objektmodul mu lokalisiert und in den Adreraum eines Prozesses eingebracht werden. Imallgemeinen wird hierzu der Inhalt einer Objektdatei in den Hauptspeicher eingelesen. Sollen Ob-jektmodule geteilt benutzt werden (s. Abschn. 3.4, S. 17), so mu in diesem Rahmen ein bereitsin den Hauptspeicher eingelesenes Objektmodul verwendet werden konnen. In Abhangigkeit vonder Art der geteilten Benutzung erfolgt anschlieend die Relokation des Objektmoduls.2. SymbolzugriEin Symbolwert (z. B. ein Datenobjekt oder eine Funktion) ist durch Angabe des Symbolnamensverfugbar zu machen. Im einfachsten Fall wird durch diese Operation die Hauptspeicheradressedes bezeichneten Objekts zuruckgeliefert. Dem Nutzer obliegt es, diese Adresse in der richtigenForm zu interpretieren. 15
16 KAPITEL 3. KONZEPTE DES DYNAMISCHEN LINKENS3. UnlinkenDurch diese Operation wird ein nicht mehr benotigtes Objektmodul aus dem Adreraum einesProzesses entfernt. Hierbei gilt es zu beachten, da ein Objektmodul nicht entfernt werden darf,solange andere geladene Objektmodule dessen Symbolwerte benutzen.Die aufgezahlten Operationen werden von den meisten dynamischen Linkern (z. B. [Ho91], [Engel95])in Form einer Programmierschnittstelle bereitgestellt.3.2 Implizites dynamisches LinkenBei der Erzeugung dynamisch gelinkter Programme wird der Inhalt geteilt benutzbarer Objektdateiennicht in die zu erstellende Datei kopiert, sondern von dieser referenziert. Zu diesem Zweck werden vomLink-Editor die Namen der benotigten geteilt benutzbaren Objektdateien an gesonderter Stelle in derzu erzeugenden Datei vermerkt. Hierfur sind durch das Objektdateiformat geeignete Datenstrukturenzur Verfugung zu stellen (in Abschn. 5.4 auf S. 43 wird dies am Beispiel des ELF-Objektdateiformatsausfuhrlich dargestellt). Beim Start eines dynamisch gelinkten Programms werden die betreendenObjektmodule vom Laufzeit-Linker zu einer ausfuhrbaren Einheit verbunden. Da die Aktivitat hierbeinicht vom Programmcode, sondern vom Laufzeit-Linker ausgeht, soll dieser Mechanismus als implizitesdynamisches Linken bezeichnet werden.Zur Realisierung des impliziten dynamischen Linkens kann der Programmlader (z. B. exec(2)) umdie Funktionalitat des Laufzeit-Linkers erweitert werden. Eine weitere Moglichkeit besteht darin, denProgrammlader so zu modizieren, da er ein dynamisch gelinktes Programm erkennt und in diesemFall den Laufzeit-Linker als eigenstandiges Modul ladt und vor dem Programmcode der Anwendungausfuhrt.3.3 Abhangigkeiten von ObjektmodulenDurch das dynamische Linken ergeben sich zwei Arten von Abhangigkeiten zwischen Objektmodulen: Benutzung von SymboldenitionenVerwendet der Laufzeit-Linker zur Auflosung symbolischer Referenzen eines Objektmoduls ASymboldenitionen eines Objektmoduls B, so ist A von B abhangig. Referenzen zu ObjektmodulenIm Rahmen des impliziten dynamischen Linkens verweist ein Programm auf geteilt benutzbareObjektdateien, deren Symboldenitionen es benotigt. Konnen geteilt benutzbare Objektdateienselbst wiederum dynamisch gelinkt sein, so verfugen auch sie u. U. uber Referenzen zu weiterengeteilt benutzbaren Objektdateien.Im allgemeinen wird die Benutzung von Symboldenitionen eines Objektmoduls durch eine Referenzzu diesem Objektmodul ermoglicht. Aus diesem Grund wird im folgenden Text ein referenziertesObjektmodul als Abhangigkeit des referenzierenden Objektmoduls bezeichnet. Alle Abhangigkeiteneines Objektmoduls formen dessen Abhangigkeitsliste. Betrachtet man Objektmodule als Knoten undverbindet diese beginnend beim dynamisch gelinkten Programm durch gerichtete Kanten mit ihrenAbhangigkeiten, so entsteht der sogenannte Abhangigkeitsgraph.Zur Erklarung soll ein dynamisch gelinktes Programm A dienen, da von den ObjektmodulenB und C abhangt, die wiederum beide von einem Objektmodul D abhangig sind. Objektmodul Bhangt daruber hinaus von A ab. Damit ergeben sich die Abhangigkeitslisten von A, B und C als(B;C), (A;D) und (D). Die Abhangigkeitsliste von D ist leer. Der sich aus dieser Nutzungsbeziehungergebende Abhangigkeitsgraph ist in Abb. 3.1 dargestellt.




( B, C )
( )
( A, D ) ( D )Abbildung 3.1: Beispiel eines AbhangigkeitsgraphenBei der Betrachtung von Abhangigkeitsgraphen verdienen mehrfach referenzierte Objektmoduleund zyklische Abhangigkeiten besondere Beachtung: mehrfach referenzierte ObjektmoduleMehrfach referenzierte Objektmodule sind in den Abhangigkeitslisten mehrerer Objektmoduleeines Abhangigkeitsgraphen enthalten (z. B. Modul D in Abb. 3.1). zyklische AbhangigkeitenEine zyklische Abhangigkeit bezeichnet die wechselseitige Referenzierung zweier oder mehrererObjektmodule (z. B. Module A und B in Abb. 3.1) und stellt somit einen Kreis im Abhangig-keitsgraphen dar. Zyklische Abhangigkeiten bedingen, da eine Abhangigkeitsliste nicht rekursivdeniert sein darf, d. h. die Abhangigkeitsliste eines Objektmoduls darf nicht die Abhangigkeits-listen der von ihm referenzierten Module beinhalten.Fur mehrfach referenzierte Objektmodule und zyklische Abhangigkeiten ergibt sich das Problem, daObjektmodule wiederholt geladen werden konnten. Im Fall zyklischer Abhangigkeiten besteht die Ge-fahr, da der Laufzeit-Linker hierbei in eine Endlosschleife gerat. Zur Vermeidung dieser Problememu eine Uberprufung bereits geladener Objektmodule erfolgen. Zyklische Abhangigkeiten lassen sichvermeiden, wenn ein referenziertes Objektmodul die Symboldenitionen des referenzierenden Objekt-moduls verwenden kann. Sie sind in der Praxis von geringer Relevanz, da sie sich nicht (bzw. nurbewut) erzeugen lassen. So kann z. B. Objektmodul A aus Abb. 3.1 nicht mit einer Referenz zuModul B erzeugt werden, wenn B nicht existiert und umgekehrt.3.4 Geteilte BenutzungUnter der geteilten Benutzung eines Objektmoduls ist zu verstehen, da eine Hauptspeicherreprasenta-tion dieses Objektmoduls gleichzeitig von allen Anwendungen (Prozessen), die dieses Modul benotigen,verwendet werden kann. Die geteilte Benutzung von Objektmodulen tragt in entscheidendem Ma zurVerringerung des von mehreren Prozessen belegten Hauptspeichers bei.Statisch gelinkte Programme benutzen mit Ausnahme von Betriebssystemdiensten nur Funktionenund Datenobjekte, die in ihnen selbst deniert sind. Sie verfugen uber keine Nutzungsbezuge zuanderen Objektmodulen. Dadurch kann zwischen statisch gelinkten Programmen kein Objektmodulgeteilt benutzt werden.Durch das dynamische Linken wird die geteilte Benutzung von Objektmodulen ermoglicht, dadiese als Bestandteil einer dynamisch gelinkten Anwendung identizierbar und die Nutzungsbezugezwischen ihnen nachvollziehbar sind.Zur Auflosung symbolischer Referenzen zwischen geteilt benutzbaren Objektdateien und dyna-misch gelinkten Programmen mu die Hauptspeicherreprasentation beider Objektmodularten uberSymbolinformationen verfugen1.Grundmechanismus fur die geteilte Benutzung von Objektmodulen stellt gemeinsamer Speicherdar. Der Inhalt einer Objektdatei wird dabei physisch nur einmal in den Hauptspeicher eingelesen und1Diese Informationen durfen nicht wie im Fall statisch gelinkter Programme entfernt werden (z. B. mittels strip(1)).















eingeblendeterAbbildung 3.2: Geteilte Benutzung bei absoluter Adressierung
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eingeblendeterAbbildung 3.3: Geteilte Benutzung bei relativer AdressierungDem Laufzeit-Linker mussen somit prozeubergreifende Datenstrukturen zur Verfugung stehen,die ihm anzeigen, welche Abstande im Adreraum eines Prozesses zwischen geteilt benutztenObjektmodulen einzuhalten sind.Sind die Modikationen eines Objektmoduls durch Relokationen nicht fur alle nutzenden Prozessesichtbar, mussen die Relokationen fur jeden nutzenden Proze wiederholt werden. Damit ergibt sichein weiterer Fall zur Charakterisierung der geteilten Benutzung von Objektmodulen: private ModikationDas Speichermanagement moderner Betriebssysteme erlaubt es, Modikationen, die ein Pro-ze an gemeinsamen Speicher ausfuhrt, nur innerhalb dieses Prozesses sichtbar zu machen. Zudiesem Zweck erhalt der Proze eine lokale Kopie der modizierten Speichereinheit - z. B. derSpeicherseite. Dieser Mechanismus wird auch als copy-on-write policy bezeichnet.Die geteilte Benutzung von Objektmodulen bei privater Modikation gemeinsamen Speicherssoll am Beispiel aus Abb. 3.4 dargestellt werden. Hierbei referenziert ein Objektmodul A denInhalt eines Objektmoduls B. Durch den ersten Proze, der Objektmodul A (und damit auchObjektmodul B) benutzt (Proze 1), wird eine Relokation durchgefuhrt. Diese Relokation fuhrtzu einer lokalen Kopie des Speicherabschnitts, der das Relokationsfeld enthalt. Jeder weiterenutzende Proze (z. B. Proze 2) fuhrt diese Relokation erneut aus und erhalt daraufhin ebensoeine lokale Kopie des Speicherabschnitts.


















eingeblendeterAbbildung 3.4: Geteilte Benutzung bei privater ModikationFur diesen Mechanismus mu die Hauptspeicherreprasentation eines Objektmoduls neben Sym-bol- auch Relokationsinformationen beinhalten. Das Schema der privaten Modikationen erlaubtdie freie Wahl der Adresse, auf die ein geteilt benutzbares Objektmodul innerhalb eines Prozesseseingeblendet werden kann. Durch eine hohe Dichte von Relokationsfeldern werden jedoch vielelokale Kopien von Speicherbereichen erzeugt, was insgesamt eine Verschlechterung der geteiltenBenutzbarkeit zur Folge hat. In Abschn. 5.8 (S. 45) wird ein Mechanismus vorgestellt, mit demdieser Verschlechterung entgegengewirkt werden kann.3.5 TypsicherheitDurch das dynamische Linken werden symbolische Referenzen zwischen Objektmodulen erst zur Lauf-zeit aufgelost. Da sich zwischen zwei Aufrufen einer dynamisch gelinkten Anwendung der Inhalt einesObjektmoduls andern kann, ist es wichtig, da zwischen Objektmodulen eine klare Ubereinkunft uberden Typ benotigter und bereitgestellter Symbole herrscht. Als Typsicherheit ist damit die Uberein-stimmung des Typs einer Symbolreferenz und einer Symboldenition zu verstehen. Typsicherheit wirddurch den Vergleich von Typinformationen erreicht. Typinformationen beinhalten Angaben uber den Typ eines Datenobjekts sowie den Typ des Ruckgabewerts einer Funktion sowie Anzahl und Typen ihrer Parameter.Auf der Seite eines bereitstellenden Objektmoduls gehen Typinformationen aus der Quelltext-Deni-tion eines Datenobjekts oder einer Funktion hervor. Fur ein nutzendes Objektmodul werden Typin-formationen aus Prototypdeklarationen auf Quelltext-Ebene gewonnen. Besonders wichtig ist Typsi-cherheit fur das Linken von Funktionen mit gleichem Namen und unterschiedlichen Parameterlisten(z. B. polymorphe Funktionen der Programmiersprache C++). Zur Auflosung symbolischer Referen-zen reicht hierbei nicht mehr nur die Angabe des Quelltextnamens einer solchen Funktion aus, dadiese erst durch Angabe ihrer Argumenttypen eindeutig identiziert wird.Eine Besonderheit bei der Gewinnung von Typinformationen von C/C++-Funktionen besteht inder Dualitat ihrer Verwendung. Eine C/C++-Funktion kann im Sinne einer Programmiersprachewie Pascal sowohl in Form einer Funktion als auch einer Prozedur aufgerufen werden. Im Fall desAufrufs in Prozedurform ist ohne vorherige Prototypvereinbarung2 der Typ des Ruckgabewerts nicht2Dies fuhrt bei den meisten Compilern lediglich zu einer Warnung, nicht jedoch zu einem Fehler.
3.6. VERSIONSVERWALTUNG 21ersichtlich. Aus diesem Grund mu fur C/C++-Funktionen die Codierung des Typs des Ruckgabewertsals Bestandteil der Typinformationen entfallen.Zur Gewahrleistung der Typsicherheit mu das Objektdateiformat ermoglichen, Symbolinforma-tionen um Typinformationen zu erganzen. Da dies jedoch nur bei wenigen Objektdateiformaten (z. B.HP-UX-a.out) der Fall ist, codieren C++-Compiler Typinformationen in den Symbolnamen und bil-den somit die Ubereinstimmung von Typinformationen auf die Ubereinstimmung von Symbolnamenab.Wird der Laufzeit-Linker durch ein Kommando angewiesen, ein Datenobjekt oder eine Funktionverfugbar zu machen, so mussen die Regeln, die der C++-Compiler zur Namensbildung verwendethat, bekannt sein.3.6 VersionsverwaltungAls Versionsverwaltung wird im Zusammenhang mit dem dynamischen Linken ein Bundel von Ma-nahmen bezeichnet, durch das die folgenden Ziele in der angegebenen Reihenfolge verwirklicht werdensollen:1. Kompatibilitat von Objektmodulen2. Verwendung der neuesten Version eines ObjektmodulsDie Kompatibilitat kennzeichnet die Ubereinstimmung von Denition und Verwendung von Elementender Schnittstelle eines Objektmoduls. Als Schnittstelle soll hierbei die Menge der von einem Objekt-modul bereitgestellten globalen Symboldenitionen sowie deren Typinformationen und Wirkungsweiseverstanden werden.Grundlage einer Versionsverwaltung bildet die Kennzeichnung des Entwicklungsstands einerSchnittstelle (oder ihrer Elemente) mit einer Versionsidentikation (z. B. Versionsnummer(n) o. Ent-wicklungsdatum). Die Versionsidentikation mu zur Verwirklichung der beiden Ziele der Versions-verwaltung (s. o.) Informationen zur Kennzeichnung der Kompatibilitats- und der Aktualitatsstufeeines Objektmoduls beinhalten. Die Wahrung der Kompatibilitat wird durch die Ubereinstimmungder Kompatibilitatsinformation von nutzendem und bereitstellendem Objektmodul erreicht. Zur Ver-wendung der neuesten Version eines Objektmoduls mu uber der Aktualitatsinformation eine Ord-nungsrelation deniert sein. Hierbei wird jeweils das Objektmodul verwendet, welches bezuglich dieserRelation die hochste Aktualitatsstufe besitzt.3.7 Initialisierung und Terminierung globaler DatenobjekteDie Initialisierung und Terminierung globaler Datenobjekte hat besonders mit der objektorientier-ten Programmierung an Bedeutung gewonnen. Durch die hierbei aufgerufenen Konstruktoren undDestruktoren konnen beliebig komplexe Aktionen ausgefuhrt werden.Die Initialisierung eines globalen Objekts kann z. B. mit folgenden Operationen verbunden sein: Reservierung von Speicherplatz Onen einer Datei Aufbau einer KommunikationsverbindungDie Terminierung eines globalen Datenobjekts vollzieht meist die zur Initialisierung inversen Opera-tionen, z. B.: Freigabe von Speicherplatz Schlieen einer Datei
22 KAPITEL 3. KONZEPTE DES DYNAMISCHEN LINKENS Abbau einer KommunikationsverbindungBei statisch gelinkten Programmen wird die Initialisierung und Terminierung globaler Datenob-jekte durch die Laufzeitumgebung des Programms ubernommen. Im Fall dynamisch gelinkter Anwen-dungen kann sich die Implementation benotigter geteilt benutzbarer Objektdateien andern. Auerdemist es moglich, durch dynamisches Linken auf Anforderung erst wahrend des Programmlaufs Objekt-module in den Proze einzubinden. Dadurch ist es nicht mehr moglich, die Initialisierung und Ter-minierung globaler Datenobjekte von der Laufzeitumgebung des Programms durchfuhren zu lassen.Vielmehr mu jede geteilt benutzbare Objektdatei selbst die entsprechenden Anweisungen enthalten,die { gema ihrer Verwendung { im folgenden als Initialisierungs- und Terminierungscode bezeichnetwerden sollen. Wenn ein Objektmodul dynamisch gelinkt wird, so ist der Initialisierungscode des Mo-duls durch den Laufzeit-Linker auszufuhren. Durch den Laufzeit-Linker ist ebenfalls zu veranlassen,da der Terminierungscode eines Objektmoduls ausgefuhrt wird, wenn der Inhalt des Objektmodulsaus dem Adreraum des Prozesses entfernt oder der Proze beendet wird.Der Initialisierungscode eines Objektmoduls A mu auf die (initialisierten) globalen Datenobjekteder Objektmodule B1; B2; : : :, von denen A abhangt, zugreifen konnen. Hierfur ist es erforderlich,den Initialisierungscode der Module B1; B2; : : : vor dem des Moduls A auszufuhren. Daraus resultiert,da die Abarbeitung des Initialisierungscodes bei den im Abhangigkeitsgraphen am weitesten un-ten stehenden Objektmodulen beginnt. Umgekehrt ist zu verhindern, da der Terminierungscode desObjektmoduls A auf die bereits terminierten globalen Datenobjekte der Module B1; B2; : : : zugreifenkann. Aus diesem Grund wird der Terminierungscode in umgekehrter Reihenfolge zum Initialisierungs-code { also beginnend mit den im Abhangigkeitsgraphen am weitesten oben stehenden Objektmodulen{ ausgefuhrt.3.8 Verzogertes BindenDurch das dynamische Linken bleiben symbolische Nutzungsbeziehungen uber die Phase der Pro-grammerzeugung hinaus bis zur Phase der Programmausfuhrung erhalten. Das verzogerte Binden istein weiterfuhrender Mechanismus, durch den symbolische Nutzungsbeziehungen erst zum Zeitpunktihrer tatsachlichen Benutzung aufgelost werden. Anhand der Art des referenzierten Symbols werdenzwei Falle des verzogerten Bindens unterschieden:1. Verzogertes Binden von FunktionenEin Funktionsaufruf wird in einen Maschinenbefehl ubersetzt (Kontrolltransferbefehl, z. B.call), dessen Operand ein Relokationsfeld darstellt. Zum Zeitpunkt des Starts eines dynamischgelinkten Programms oder des Ladens einer geteilt benutzbaren Objektdatei wird dieses Relo-kationsfeld vom Laufzeit-Linker vorlaug so reloziert, da bei Ausfuhrung des Funktionsaufrufsdie Steuerung an eine Routine des Laufzeit-Linkers ubergeht. Diese ubernimmt die endgultigeModikation des Relokationsfelds mit der Adresse des Eintrittspunkts der Funktion und ruftanschlieend die Funktion auf. Jede weitere Ausfuhrung des Kontrolltransferbefehls ubertragtvon nun an die Steuerung direkt an die Funktion. Abschnitt 5.8.2 (S. 49) stellt eine konkreteRealisierung dieses Konzepts vor.2. Verzogertes Binden von DatenobjektenDer Zugri auf ein Datenobjekt wird in einen Maschinenbefehl ubersetzt, von dem ein Operandmit der Adresse des Datenobjekts zu relozieren ist. Da es sich hierbei nicht um einen Kon-trolltransferbefehl handelt, kann die Steuerung nicht wie im Fall des verzogerten Bindens vonFunktionen an den Laufzeit-Linker ubertragen werden. Auf den untersuchten Systemen wird dasverzogerte Binden von Datenobjekten nicht realisiert.Verzogertes Binden verhindert die Auflosung symbolischer Referenzen, die wahrend des Programm-laufs nicht erreicht werden. Dadurch kann der Zugri auf Teile von Objektmodulen (Symboltabelleu.a.), deren Symboldenitionen unbenutzt bleiben, vermieden werden. In Abhangigkeit vom Speicher-management und der Art des Zugris auf Dateien kann hierdurch das physische Lesen dieser Teile aus
3.9. LINKGRANULARITAT 23den entsprechenden Objektdateien entfallen. Insgesamt kann durch das verzogerte Binden also derzeitliche Aufwand des dynamischen Linkens verringert werden. Das ist generell von Vorteil, hat aberauch zwei nachteilige Situationen zur Folge (s. [ATT91c]): Die erstmalige Ausfuhrung eines verzogertgebundenen Funktionsaufrufs dauert langer als alle folgenden. Man kann sich Anwendungen vorstel-len, die diese unterschiedlichen Ausfuhrungszeiten nicht tolerieren konnen. Im Fall des dynamischenLinkens ohne verzogertes Binden wird das Fehlen einer Symboldenition wahrend des Programmstartsfestgestellt. Durch das verzogerte Binden kann das zu einem spateren, unvorhersehbaren Zeitpunkterfolgen.3.9 LinkgranularitatDie Linkgranularitat bezeichnet die kleinste Speichereinheit, die durch das dynamische Linken in denAdreraum eines Prozesses eingefugt werden kann. In heutigen Systemen erfolgt das dynamische Lin-ken meist auf der Ebene kompletter Objektmodule. Diese Vorgehensweise soll als modulgranularesLinken bezeichnet werden. Bei umfangreichen Objektmodulen erscheint diese Vorgehensweise auf denersten Blick wenig eektiv, da auf diese Art eine Vielzahl von Symboldenitionen zur Verfugung ge-stellt wird, von denen der betrachtete Proze u. U. nur einen geringen Teil benutzt3. Wird der Inhalteines Objektmoduls jedoch von vielen Applikationen geteilt benutzt, ist insgesamt mit der Verwen-dung einer groen Anzahl von Symboldenitionen zu rechnen. Die Eektivitat des modulgranularenLinkens wird also durch geteilte Benutzung gesteigert. Es gilt dabei zu beachten, da die Anzahl derSymboldenitionen eines allgemeinen, geteilt benutzten Objektmoduls im Verhaltnis zur Anzahl dernutzenden Prozesse stehen sollte.Zur Adaption komplexer, objektorientierter Software-Systeme ist das Hinzufugen, Entfernen oderder Austausch von Datenobjekten und Funktionen erforderlich (s. [Schubert96]). Das Linken auf derEbene dieser Elemente soll als symbolgranulares Linken bezeichnet werden. Hierfur ist es notwendig,einzelne Symbolwerte aus einem Objektmodul zu extrahieren und in den Adreraum eines Prozesseseinzufugen. Das setzt voraus, da ein Symbolwert innerhalb des Objektmoduls durch seine Positionund Groe beschrieben wird. Weiterhin ist zu beachten, da ein Symbolwert moglicherweise weitereSymbolwerte referenziert. Als Beispiel soll eine Funktion f() dienen, durch deren Programmcode eineFunktion g() gerufen wird:void f(){...g();...}Die Funktion f() ist damit von g() abhangig. Wird der Laufzeit-Linker angewiesen, f() zur Verfugungzu stellen, mu implizit auch g() als Abhangigkeit von f() geladen und mit f() verbunden werden.Ahnliches gilt fur globale Datenobjekte. Hierfur sei folgendes Beispiel angegeben:int a = 42;int *b = &a;Soll b verfugbar gemacht werden, so ist implizit auch der Wert von a als Abhangigkeit von b zu laden.Anschlieend mu die Initialisierung von b mit der Adresse von a erfolgen.Zur Feststellung der Abhangigkeiten von Symbolwerten ist es vorstellbar, Relokationsinformatio-nen zu benutzen. Soll ein Symbolwert zur Verfugung gestellt werden, wird hierzu untersucht, welcheRelokationsfelder im entsprechenden Speicherbereich liegen. Anhand der dazugehorigen Relokations-informationen kann auf die benotigten Symbolwerte geschlossen werden. Abbildung 3.5 stellt dies amBeispiel der oben erwahnten Funktionen f() und g() dar. Sind Relokationsfelder jedoch nicht Be-3Als Beispiel sei hier auf libc.so.1 verwiesen, die unter Solaris 2.x mehr als 1000 globale Funktionen und Datenob-jekte deniert.
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Abbildung 3.5: Abhangigkeiten von Symbolwertenstandteil des Speicherbereichs eines Symbolwerts (s. Abschn. 5.8, S. 45), wird diese Vorgehensweisehinfallig.Fur eine Verwendung globaler Datenobjekte ist ggf. Initialisierungs- und Terminierungscode not-wendig. Symbolgranulares Linken erfordert also Informationen uber Abhangigkeiten sowie Initialisie-rungs- und Terminierungscode von Symbolwerten. Durch heutige Ubersetzungssysteme werden dieseInformationen nicht in Objektmodule integriert (bzw. konnen vom zugrundeliegenden Objektdateifor-mat nicht gespeichert werden). Aus diesem Grund kann symbolgranulares dynamisches Linken nichtrealisiert werden.
















Abbildung 4.1: Aufbau einer ELF-Objektdatei25
26 KAPITEL 4. DAS ELF-OBJEKTDATEIFORMATBeide Strukturen ermoglichen fur jede der Aufgaben den moglichst eektiven Zugang zu den jeweilsbenotigten Informationen der ELF-Datei.Der Inhalt von ELF-Dateien, die vom Link-Editor als Eingabe verarbeitet werden konnen (relo-zierbare bzw. geteilt benutzbare Objektdateien), ist in Sektionen gegliedert. Jede Sektion wird durcheinen Eintrag in der Section Header Table (SHT) beschrieben. Der Inhalt ladbarer ELF-Dateien (sta-tisch bzw. dynamisch gelinkte Programme und geteilt benutzbare Objektdateien) ist in Segmentegegliedert. Segmente werden durch Eintrage in der Program Header Table (PHT) beschrieben. Jenach Verwendungszweck kann eine ELF-Datei in Sektionen und Segmente oder nur in Sektionen oderSegmente unterteilt werden.Die Positionen von Komponenten ladbarer ELF-Dateien werden durch relative Adressen bezeich-net. Zu diesen Komponenten zahlen z. B. Symbolwerte, Relokationsfelder, Hash-, Relokations-, String- und Symboltabellen (s. u.).Relative Adressen beziehen sich auf die Basisadresse der ELF-Datei. Wahrend der Erzeugung einerladbaren ELF-Datei wird von einer Basisadresse 0 ausgegangen, zur Laufzeit ergibt sich die Basis-adresse aus der Position im Adreraum eines Prozesses, an die der Inhalt der Datei geladen wurde.Komponenten relozierbarer Objektdateien werden hingegen durch ihre Position innerhalb der Datei(File Oset) oder innerhalb einer Sektion (Section Oset) beschrieben.Jede ELF-Datei enthalt einen Header. Der Header ist eine Struktur mit globalen Informationenuber die ELF-Datei. Er ist die einzige Komponente einer ELF-Datei mit xer Position. Sektionen,Segmente, die Section Header Table und die Program Header Table konnen innerhalb einer ELF-Objektdatei frei angeordnet werden.4.2 HeaderDer Header bendet sich stets am Anfang einer ELF-Datei und enthalt globale Informationen, die denZugang zu ihrem Inhalt ermoglichen und ihre Verwendbarkeit anzeigen. Der ELF-Header beginnt miteiner Identikations-Zeichenkette, die folgende Informationen enthalt: Magic-NumberDie Magic-Number ist eine charakteristische Zeichenfolge, die dazu dient, eine Datei als ELF-Datei zu identizieren und damit von Dateien anderer Formate zu unterscheiden (s./etc/magic). WortbreiteDamit wird die der Datei zugrundeliegende Wortbreite verschlusselt (Gegenwartig ist ELF fureine Wortbreite von 32 Bits speziziert, eine Umstellung auf eine andere Wortbreite ist jedochohne groere Probleme moglich.). Art der DatenkodierungELF unterscheidet zwischen LSB- (least signicant byte rst) und MSB- (most signicant byterst) Kodierung. ELF-VersionMit diesem Feld wird die der Datei zugrundeliegende ELF-Version kodiert. Mit Hilfe der Versionkann uber die Kompatibilitat der ELF-Datei und der Routinen, die auf diese Datei zugreifen,entschieden werden.Die Identikations-Zeichenkette ermoglicht es, unabhangig von Wortbreite und DatenkodierungStrukturinformationen uber die ELF-Datei zu erlangen. Mit diesen Informationen ist eine Interpreta-tion der folgenden, ebenfalls im Header enthaltenen Informationen moglich:
4.3. SEKTIONEN 27 DateitypELF unterscheidet relozierbare, geteilt benutzbare und ausfuhrbare Objektdateien. Daruber hin-aus kann eine Objektdatei auch als core dump (core) ausgewiesen werden. ArchitekturDurch dieses Attribut wird die dem Inhalt der Datei zugrundeliegende Architektur (z. B. SPARC,Intel 80386 oder Motorola 68000) angegeben. EintrittspunktHandelt es sich um eine ausfuhrbare Datei (statisch oder dynamisch gelinktes Programm), sowird mit dem Eintrittspunkt die Startadresse des Programms angegeben. Dieses Feld enthalt denWert 0, wenn die Datei nicht ausfuhrbar ist (relozierbare oder geteilt benutzbare Objektdatei).Da der Header der einzige Teil einer ELF-Datei mit xer Position ist, mu er den Zugang zu allenanderen Komponenten ermoglichen. Zu diesem Zweck beschreibt er sowohl die SHT als auch die PHTdurch Anfangsposition sowie Groe und Anzahl ihrer Eintrage.4.3 SektionenSektionen stellen einen zusammenhangenden Bereich einer ELF-Datei dar. Jede Sektion wird durchgenau einen SHT-Eintrag { den Section Header { beschrieben. Es gibt Section Header, denen keineSektion zugeordnet ist. Sektionen durfen sich nicht uberlappen. Nicht der gesamte Bereich einer ELF-Datei mu durch Sektionen abgedeckt werden, d. h. zwischen zwei Sektionen konnen Zwischenraumeexistieren, deren Inhalt unspeziziert ist. Durch Zwischenraume konnen Ausrichtungsanforderungeneinzelner Sektionen erfullt werden.Jeder Section Header (und damit jede Sektion) wird durch seinen SHT-Index eindeutig identiziert.Eine besondere Rolle spielt dabei der SHT-Eintrag 0. Bezuge auf diesen SHT-Eintrag reprasentierenundenierte oder fehlende Informationen. So werden z. B. undenierte Symbole durch einen Bezugauf diesen Eintrag notiert. Daruber hinaus existiert eine Reihe weiterer reservierter Indizes, fur die esweder einen SHT-Eintrag noch eine Sektion gibt. So werden z. B. vorlauge und absolute Symbole (s.Abschn. 2.4.2, S. 9) durch einen Bezug auf einen reservierten SHT-Index gekennzeichnet.Der Section Header beschreibt eine Sektion durch folgende Angaben: NameDer Name wird durch einen Index in eine spezielle Sektion, die Section Header String Table,gekennzeichnet. Da diese spezielle Sektion nicht durch ihren Namen (.shstrtab) identiziertwerden kann (dazu ware sie selbst notig), enthalt der ELF-Header ihren SHT-Index. Namenvon Sektionen mit vordenierter Bedeutung beginnen mit einem Punkt (z. B. .text, .data,.symtab). TypDurch den Typ werden Inhalt und Verwendungszweck einer Sektion naher beschrieben. Er kenn-zeichnet eine Sektion z. B. als Symboltabelle, Relokationstabelle, String- oder Hash-Tabelle. FlagsDurch entsprechende Flags wird angezeigt, ob der Inhalt der Sektion in den Hauptspeichergeladen werden soll, beschreibbar und/oder ausfuhrbar ist. PositionDie Position zeigt den Beginn einer Sektion in der Datei an. Soll eine Sektion als Bestandteileines Objektmoduls in den Hauptspeicher geladen werden, so gibt der Section Header zusatzlichderen relative Adresse an.
28 KAPITEL 4. DAS ELF-OBJEKTDATEIFORMAT GroeMit diesem Feld wird die Groe der Sektion angegeben. Es gibt Sektionen, die keinen Platz inder Datei, wohl aber im Hauptspeicher einnehmen und daher in der Datei nur durch den SectionHeader vertreten sind. Die Groe gibt in diesem Fall an, wieviel Platz fur diese Sektion zur Lauf-zeit im Hauptspeicher zu reservieren ist. Ein Beispiel dafur ist die Sektion fur nichtinitialisierteDaten (.bss-Sektion, s. Tabelle 4.1). AusrichtungsanforderungDurch dieses Attribut wird angegeben, auf welche Speichergrenze eine Sektion auszurichten ist. Groe eines EintragsIst der Inhalt einer Sektion strukturiert (z. B. die Symboltabelle), so wird die Groe einesEintrags angegeben.Daruber hinaus enthalt ein Section Header Informationen, die zur Verknupfung von Sektionenverwendet werden. So verweist der Section Header einer Relokationstabelle z. B. auf zwei weitereSektionen: die Sektion, die durch die Relokationen verandert wird, und die Symboltabelle, die die vonden symbolischen Relokationen benotigten Symbole enthalt.Tabelle 4.1 enthalt eine Zusammenstellung der Sektionen, die speziell fur das Linken von Interessesind.4.4 SegmenteBeim Laden einer ELF-Datei wird nicht die Sektions-, sondern die Segmentstruktur benutzt. Segmen-te sind zusammenhangende Bereiche der Objektdatei. Anders als Sektionen konnen Segmente gleicheBereiche innerhalb der Datei bezeichnen. So ist es z. B. moglich, Segmente ineinander zu schach-teln. Segmente mussen nicht den gesamten Bereich einer Objektdatei abdecken. Zwischen Segmentenkonnen Zwischenraume existieren (z. B. um Ausrichtungsanforderungen gerecht zu werden). Ein Seg-ment vereint meist mehrere Sektionen mit gleichen Hauptspeicher-Zugrisrechten. Jedes Segment wirddurch genau einen PHT-Eintrag { den Program Header { beschrieben.Der Program Header beschreibt ein Segment durch folgende Angaben: TypDer Typ kennzeichnet Art und Verwendung des Segments (s. folgende Abschn.). PositionEs wird der Beginn eines Segments in der Datei und ihre relative Adresse im Hauptspeicherangegeben. Program Header sind in der PHT nach aufsteigender relativer Adresse des Segmentsgeordnet. GroeEs wird die tatsachliche Groe des Segments innerhalb der Datei (F ) und die gewunschte Haupt-speichergroe (M) angegeben. Beim Laden des Segments werden stets M Bytes im Hauptspei-cher reserviert. GiltM > F , so werden die zusatzlichenM F Bytes mit dem Wert 0 initialisiert.Der Fall F > M darf hingegen nicht auftreten. FlagsMittels dieses Attributs werden die Zugrisrechte auf den Inhalt eines Segments festgelegt. DerInhalt eines Segments kann als ausfuhrbar, lesbar und/oder beschreibbar gekennzeichnet werden.Die tatsachlichen Zugrisrechte sind vom Speichermanagement des Betriebssystems abhangig.Alle Kombinationen der aufgefuhrten Flags sind erlaubt. Das System darf u. U. mehr Zugris-rechte vergeben, als durch die Flags festgelegt sind (so kann z. B. das Lese- im Schreibrechtenthalten sein), lediglich eine fehlende Schreibberechtigung darf nicht ignoriert werden.
4.4. SEGMENTE 29Name der Sektion Inhalt der Sektion.bss nichtinitialisierte Daten(Diese Sektion belegt keinen Platz in der ELF-Datei, d. h.es existiert nur der Section Header, der die Groe desSpeicherbereichs angibt, der zur Laufzeit fur nichtinitiali-sierte Daten reserviert werden mu.).data initialisierte variable Daten.dynamic Informationen fur das dynamische Linken.dynstr Stringtabelle fur das dynamische Linken.dynsym Symboltabelle fur das dynamische Linken.fini Terminierungscode einer Objektdatei(s. Abschn. 5.5, S. 43).got Global Oset Table(s. Abschn. 5.8.1, S. 46).hash Hashtabelle(s. Abschn. 4.7, S. 32).init Initialisierungscode einer Objektdatei(s. Abschn. 5.5, S. 43).interp Name des Programminterpreters(Ein Beispiel fur einen Programminterpreter ist in diesemZusammenhang der Laufzeit-Linker.).plt Procedure Linkage Table (PLT)(s. Abschn. 5.8.2, S. 49).relname.relaname Relokationstabelle(name ist durch den Namen der Sektion zu ersetzen, auf diesich die Relokationen beziehen, fur die .text-Sektion etwaheit die Relokationstabelle .rel.text bzw. .rela.text).rodata initialisierte konstante Daten (Nur-Lese-Daten).shstrtab Stringtabelle mit den Sektionsnamen.strtab Stringtabelle mit Symbolnamen.symtab Symboltabelle.text ProgrammcodeTabelle 4.1: Sektionen einer ELF-Datei AusrichtungsanforderungDurch dieses Attribut kann ein Segment auf eine bestimmte Adresse (z. B. auf eine Seitengrenze)ausgerichtet werden.Die Gliederung einer Objektdatei in Segmente soll einen moglichst ezienten Ladeproze ermogli-chen. Die Segmente einer ELF-Datei werden in Hauptspeichersegmente des Prozesses abgebildet. Dader Laufzeit-Linker den Inhalt geteilt benutzbarer Objektdateien in den Adreraum eines Prozessesladen mu, ist die Segmentstruktur einer ELF-Objektdatei von entscheidender Bedeutung fur dasdynamische Linken.4.4.1 TextsegmentEin Segment, dessen Inhalt gelesen und ausgefuhrt werden kann (s. Attribute des Program Header),wird typischerweise als Textsegment bezeichnet. Das Textsegment umfat meist die in Abb. 4.2 dar-gestellten Sektionen.















.bssAbbildung 4.3: DatensegmentDie in Abb. 4.3 gezeigte .bss-Sektion stellt zur Laufzeit den Hauptspeicherplatz fur nichtinitia-lisierte Variablen zur Verfugung. Diese Sektion soll keinen Platz in der Datei belegen. Durch ihreAnordnung am Ende des Datensegments und durch unterschiedliche Angaben fur Datei- und Haupt-speichergroe des Segments (Dateigroe < Hauptspeichergroe) wird erreicht, da erst zur LaufzeitPlatz im Hauptspeicher fur die .bss-Sektion reserviert wird.4.4.3 Dynamic-SegmentJedes dynamisch gelinkte Programm und jede geteilt benutzbare Objektdatei enthalt ein speziellesSegment mit Informationen fur das dynamische Linken. Dieses Segment beinhaltet die .dynamic-Sektion (s. Tabelle 4.1) und soll im weiteren Verlauf als Dynamic-Segment bezeichnet werden.Das Dynamic-Segment ist ein Feld, durch dessen Eintrage die folgenden Elemente eines dynamischgelinkten Programms bzw. einer geteilt benutzbaren Objektdatei beschrieben werden: Benotigte geteilt benutzbare ObjektdateienDie Namen benotigter geteilt benutzbarer Objektdateien werden durch einen Index in die String-tabelle fur das dynamische Linken angegeben. Die Ordnung dieser Angaben bestimmt die La-dereihenfolge der entsprechenden geteilt benutzbaren Objektdateien. Suchpfad fur benotigte geteilt benutzbare ObjektdateienIn der Stringtabelle fur das dynamische Linken kann eine Liste von Pfadangaben enthalten sein,die vom Laufzeit-Linker zur Lokalisierung der benotigten Objektdateien benutzt wird. Diesersogenannte Runpath wird durch einen Index in die Stringtabelle speziziert. Relokationsinformationen
4.5. STRINGTABELLEN 31Relokationstabellen werden durch ihre (relative) Adresse, ihre Groe und die Groe ihrer Ein-trage beschrieben. Durch das Dynamic-Segment konnen drei Relokationtabellen bezeichnet wer-den: fur Relokationen mit und ohne explizitem Zusatz (s. Abschn. 4.8, S. 33) sowie fur PLT-Relokationen (s. Abschn. 5.8.2, S. 49). Hashing-Informationen fur die SymbolsucheDie Hashtabelle (s. Abschn. 4.7, S. 32) wird durch ihre relative Adresse beschrieben. Stringtabelle fur das dynamische LinkenDie relative Adresse und die Groe der Stringtabelle fur das dynamische Linken (Sektion.dynstr,s. Abschn. 4.5, S. 31) werden angegeben. Symboltabelle fur das dynamische LinkenDie Symboltabelle fur das dynamische Linken (Sektion .dynsym, s. Abschn. 4.6, S. 32) wirddurch ihre relative Adresse und die Groe ihrer Eintrage beschrieben. Initialisierungs- und TerminierungscodeInitialisierungs- und Terminierungscode wird durch die relative Adresse der entsprechendenFunktionen bezeichnet (s. Abschn. 5.5, S. 43). Versionsbehafteter DateinameDurch einen Index in die Stringtabelle fur das dynamische Linken kann der versionsbehafte-te Name der betrachteten geteilt benutzbaren Objektdatei angegeben werden (s. Abschn. 5.9,S. 51).Daruber hinaus konnen im Dynamic-Segment weitere Informationen enthalten sein, die das Verhaltendes Laufzeit-Linkers beeinussen. So kann z. B. das Vorhandensein von Textrelokationen angezeigtoder die Reihenfolge der Symbolsuche innerhalb dynamisch gelinkter Anwendungen verandert werden.4.5 StringtabellenFolgende Elemente einer ELF-Objektdatei werden durch Zeichenketten reprasentiert: Symbolnamen Sektionsnamen der Suchpfad fur benotigte geteilt benutzbare Objektdateien Namen benotigter geteilt benutzbarer Objektdateien der versionsbehaftete Name einer geteilt benutzbaren ObjektdateiDiese Zeichenketten werden innerhalb einer ELF-Datei in Stringtabellen gespeichert und durch einenIndex identiziert. Eine Stringtabelle ist meist in einer eigenen Sektion der Datei untergebracht. Zei-chenketten werden innerhalb einer Stringtabelle durch Null-Zeichen ('\0') voneinander getrennt. EineStringtabelle beginnt stets mit einem Null-Zeichen. Damit ist ein Stringtabellen-Index 0 gleichbedeu-tend mit keinem oder einem undenierten Namen.Durch die Verwendung von Stringtabellen kann der Name einer Datenstruktur (Symbol, Sektion)als Index dargestellt und in der Struktur abgespeichert werden. Damit konnen Strukturen fester Groeuber (nahezu) beliebig lange Namen verfugen. Dies ist besonders fur die Codierung von Typinforma-tionen in Symbolnamen von Bedeutung.Die Sektion .shstrtab beinhaltet die Stringtabelle mit den Sektionsnamen, die Sektion .strtabenthalt die Stringtabelle mit den Namen der Symbole, die in der Symboltabelle fur das statische Lin-ken (.symtab) enthalten sind. Von besonderer Bedeutung fur das dynamische Linken ist die Sektion.dynstr. Dynamisch gelinkte Programme und geteilt benutzbare Objektdateien verfugen uber eine
32 KAPITEL 4. DAS ELF-OBJEKTDATEIFORMATsolche Sektion. Sie enthalt die Namen aller Symbole, die fur das dynamische Linken benutzt werden(Symboltabelle .dynsym), die Namen benotigter geteilt benutzbarer Objektdateien sowie den Such-pfad fur deren Lokalisierung. Im Fall einer geteilt benutzbaren Objektdatei kann die .dynstr-Sektionauerdem den versionsbehafteten Namen dieser Datei enthalten.4.6 SymboltabellenDie Symboltabelle einer ELF-Datei beschreibt Symboldenitionen und -deklarationen (undenierteSymbole) durch folgende Attribute: NameDieses Feld identiziert den Symbolnamen durch einen Index in die entsprechende Stringtabelle(.strtab oder .dynstr). Ist der Index 0, so hat das Symbol keinen Namen. WertHandelt es sich um ein vorlauges Symbol, so verkorpert der Wert eine Ausrichtungsanforderung.Fur denierte Symbole stellt der Wert im Fall einer relozierbaren Objektdatei die Positioninnerhalb der Sektion dar, die das reprasentierte Datenobjekt oder die reprasentierte Funktionbeinhaltet. Im Fall von dynamisch zu linkenden Objektdateien wird damit die relative Adressedes reprasentierten Elements angegeben. GroeDieses Attribut kennzeichnet die Groe des durch den Symbolwert belegten (oder benotigten)Speicherbereichs. BindungsartDieses Attribut zeigt an, ob das Symbol global, lokal oder schwach gebunden ist (s. Abschn. 2.4.4,S. 10). TypELF unterscheidet zwischen Symboltypen zur Reprasentation von Datenobjekten, Funktionen,Sektionen und Dateinamen.Symbole zur Reprasentation von Sektionen bezeichnen die relative Adresse einer Sektion, die inden Speicher geladen wird (= Element eines Segments ist).Symbole zur Reprasentation von Dateinamen geben meist Namen von Quelltextdateien an, diezur Erstellung der Objektdatei verwendet wurden. SHT-IndexDiesem Index kommt eine besondere Bedeutung bei: Im Fall einer Symboldenition wird da-mit die Sektion bezeichnet, die das reprasentierte Element enthalt. Reservierte Indizes (s. Ab-schn. 4.3, S. 27) hingegen markieren undenierte, vorlauge oder absolute Symbole.Die Sektion .symtab enthalt die Tabelle aller Symbole einer ELF-Datei. Davon werden jedochnicht alle fur das dynamische Linken benotigt (z. B. Symbole zur Reprasentation von Dateinamen).Aus diesem Grund existiert speziell fur das dynamische Linken eine in der Sektion .dynsym enthalteneSymboltabelle. Durch Informationen im SHT-Eintrag einer Symboltabelle wird auf die Stringtabelleverwiesen, die die Namen der Symbole enthalt (fur .symtab ist das .strtab, fur .dynsymwird .dynstrverwendet).4.7 HashtabelleDynamisches Linken beeinut die Zeit, die fur Programmstart und -ausfuhrung benotigt wird. Ausdiesem Grund mu die Zeit, die zur Suche einer Symboldenition notwendig ist, moglichst kurz ge-halten werden. Zu diesem Zweck enthalt jede dynamisch gelinkte Objektdatei eine Hashtabelle, durch
4.8. RELOKATIONSTABELLEN 33die der Zugri auf die fur das dynamische Linken verwendete Symboltabelle (Sektion .dynsym) be-schleunigt wird.Die Hashtabelle ist im Fall geteilt benutzbarer Objektdateien oder dynamisch gelinkter Programmein der Sektion .hash enthalten. Die Menge der Symbole aus .dynsym wird gema des Resultats derAnwendung einer Hashing-Funktion f() auf den Symbolnamen symname in Untermengen (buckets)zerlegt. Bei der Suche nach einem Symbol braucht somit nur die durch f(symname) bezeichneteUntermenge anstatt der gesamten Symbolmenge durchsucht werden.4.8 RelokationstabellenIm Abschn. 2.5 (S. 11) wurde die Relokation als Proze vorgestellt, der Relokationsfelder mit absolutenAdressen aktualisiert. Relokationen werden durch Relokationsinformationen gesteuert. Relokationsin-formationen unter ELF sind ein Quadrupel aus der relativen Adresse des Relokationsfelds, einemSymboltabellenindex (optional), dem Relokationstyp und einem expliziten Zusatz (optional).Unter einem expliziten Zusatz (addend) ist ein Wert zu verstehen, der zur absoluten Adresseaddiert wird. Werden Relokationsinformationen ohne expliziten Zusatz verwendet, bildet der Inhalt desRelokationsfelds selbst einen impliziten Zusatz. Durch Verwaltung expliziter oder impliziter Zusatzewird ELF architekturspezischen Anforderungen an Relokationen gerecht1.Der Relokationstyp legt fest, in welcher Weise die zur Berechnung der absoluten Adresse verwende-ten Werte miteinander verknupft werden und gibt auerdem an, welche Teile (Bits) des Relokations-felds zu modizieren sind. Auf diese Art und Weise kann man den verschiedenen Befehlsformaten undAdressierungsmodi der einzelnen Prozessoren gerecht werden. Architekturabhangig existiert meist eineVielzahl von Relokationstypen2, hierzu sei auf spezielle Literatur wie [Sun93a], [TIS94] oder [ATT91a]verwiesen.Fur symbolische Relokationen mu die Relokationsinformation den Index des Symboltabellenein-trags beinhalten, der den Namen des benotigten Symbols enthalt.Die Durchfuhrung von Relokationen soll am Beispiel der in Tabelle 4.2 dargestelltenWerte erlautertwerden. Kurzel Werta impliziter oder expliziter Zusatzb Basisadresse eines Objektmoduls zur Laufzeitf absolute Adresse eines Relokationsfelds zur Laufzeitr Adresse des Relokationsfelds bezuglich der Basisadresse des Ob-jektmoduls (relative Adresse), ergibt sich bei der Erzeugung einesObjektmodulss absolute Adresse eines Symbolwerts zur Laufzeit, Ergebnis derSymbolsucheTabelle 4.2: Groen zur Berechnung des RelokationswertsDie absolute Adresse eines Relokationsfelds zur Laufzeit ergibt sich ausf = b + r;Eine symbolische Relokation wird anschlieend mittels*f = s;1Auf SPARC und Intel i860 werden z. B. ausschlielich Relokationsinformationen mit, auf Intel 80386 hingegenausschlielich Relokationsinformationen ohne expliziten Zusatz verwendet.2Auf SPARC werden z. B. mehr als 20 Relokationstypen unterschieden.
34 KAPITEL 4. DAS ELF-OBJEKTDATEIFORMATdurchgefuhrt. Die absolute Adresse (Laufzeit-Adresse) eines im selben Objektmodul bendlichen Ele-ments kann durch eine nichtsymbolische Relokation bestimmt werden. Hierzu wird wahrend der Er-zeugung des Objektmoduls die relative Adresse des Elements (Adresse bezuglich der Basisadresse 0des Objektmoduls) in Form eines Zusatzes a gespeichert. Zur Laufzeit wird eine nichtsymbolischeRelokation der Form*f = a + b;durchgefuhrt.Unter ELF ist eine Relokationstabelle meist in einer eigenen Sektion enthalten. Die Namen die-ser Sektionen bilden sich nach dem Muster .relname bzw. .relaname. Dabei bezeichnet name denNamen der von der Relokation betroenen Sektion. So wird z. B. mittels der Relokationssektion.rela.text der Inhalt der Sektion .text reloziert. Informationen im Section Header einer Reloka-tionssektion verweisen auf die von den Relokationen betroene Sektion und die zur Durchfuhrungsymbolischer Relokationen verwendete Symboltabelle.4.9 Bewertung von ELFDas Objektdateiformat beeinut in entscheidendem Ma die Arbeit des Laufzeit-Linkers. Es ver-korpert eine Datenstruktur, deren wohldurchdachter Entwurf dazu beitragt, den Algorithmus desdynamischen Linkens einfach und eektiv zu gestalten. Das ist von besonderer Bedeutung, da durchden Laufzeit-Linker die Performanz einer Anwendung beeinut wird. Das Objektdateiformat mudie Verwaltung aller Informationen erlauben, die fur die verschiedenen Konzepte des dynamischenLinkens benotigt werden. Die Bewertung von ELF soll anhand der folgenden Kriterien durchgefuhrtwerden:1. Darstellung von Abhangigkeiten zwischen ObjektmodulenDurch die Bezeichnung der von einem dynamisch gelinkten Programm oder einer geteilt benutz-baren Objektdatei benotigten (weiteren) geteilt benutzbaren Objektdateien erlaubt ELF dieDenition von Abhangigkeitsgraphen. Benotigte geteilt benutzbare Objektdateien konnen mitHilfe eines im benutzenden Objektmodul enthaltenen Suchpfads (Runpath) lokalisiert werden.2. Initialisierungs- und TerminierungscodeUnter ELF wird Initialisierungs- und Terminierungscode geteilt benutzbarer Objektdateien inForm eigens dafur existierender Sektionen verwaltet. Durch den Link-Editor wird sichergestellt,da diese Sektionen ausfuhrbare Funktionen darstellen. Das Dynamic-Segment gibt den Ein-trittspunkt dieser Funktionen an (s. Abschn. 5.5, S. 43).3. TypsicherheitBei Symbolwerten wird unter ELF nur zwischen Datenobjekten und Funktionen unterschieden.Es existieren keine speziellen Datenstrukturen, um Informationen uber den Typ eines Datenob-jekts sowie des Ruckgabewerts und der Argumente einer Funktion abzuspeichern. Dieser Mangelkann jedoch durch die Verwendung dekorierter Symbolnamen ausgeglichen werden.4. VersionsverwaltungUnter ELF wird eine einfache Versionsverwaltung auf der Ebene kompletter geteilt benutzbarerObjektdateien verwirklicht (s. Abschn. 5.9 S. 51).5. Eektivitat des LadeprozessesEine ladbare ELF-Objektdatei (dynamisch gelinktes Programm, geteilt benutzbare Objektda-tei) ist in Segmente strukturiert, die direkt in Speichersegmente uberfuhrt werden konnen (s.Abschn. 4.4 S. 28).6. Eektivitat des SymbolzugrisDie Symbolsuche innerhalb einer ladbaren ELF-Objektdatei wird durch ein Hashing-Verfahren
4.9. BEWERTUNG VON ELF 35beschleunigt (s. Abschn. 4.7, S. 32). Symboldenitionen bezeichnen Symbolwerte durch relativeAdressen, die durch einfache Addition der Basisadresse des Objektmoduls zur Laufzeit in abso-lute Adressen uberfuhrt werden. Das Objektdateiformat bietet keine Moglichkeit, Informationendaruber zu speichern, welches der benotigten geteilt benutzbaren Objektdateien ein referenzier-tes Symbol deniert. Bei einer Symbolsuche mu damit stets ein gesamter Abhangigkeitsgraphdurchsucht werden.7. geteilte BenutzbarkeitDie geteilte Benutzbarkeit auf ELF-basierten Systemen wird (implizit) durch das Abbilden vonObjektdateien erreicht. Relokationen fuhren dabei zu privaten Modikationen (s. Abschn. 3.4,S. 17), was die wahlfreie Positionierung von geteilt benutzbaren Objektdateien im Adreraumeines Prozesses erlaubt. Die geteilte Benutzbarkeit von Objektdateien wird durch die Verwaltungpositionsunabhangigen Codes (s. Abschn. 5.8, S. 45) verbessert.8. Flexibilitat und PortierbarkeitELF-Objektdateien konnen um beliebige neue Sektionen und/oder Segmente erweitert werden.Das ELF-Objektdateiformat ist auf einer Vielzahl von Architekturen (z. B. AT&T WE32100,SPARC, Intel 80386, Intel i860, Motorola M68000 und Motorola M88000) einsetzbar. Architek-turspezische Informationen (z. B. Relokationsinformationen) konnen leicht an die zugrundelie-gende Plattform angepat werden.9. Plattform-UnabhangigkeitELF-Objektdateien verfugen uber plattformunabhangig interpretierbare Header-Informationen,(s. Abschn. 4.2, S. 26), die den Zugang zu allen weiteren Strukturinformationen ermoglichen.Dadurch ist der Einsatz von ELF in cross-compilation-Entwicklungsumgebungen denkbar.Zusammenfassend kann festgestellt werden, da sich das ELF-Objektdateiformat gut als Basis fur dasdynamische Linken eignet.










* nur eine Ausgabedatei wird erzeugtAbbildung 5.1: Link-Editor: statisches Linken37

















Abbildung 5.2: Link-Editor: dynamisches LinkenBeim dynamischen Linken kann durch Kommandozeilenoptionen der Eingabemodus speziziertwerden. Der Eingabemodus legt fest, welche Objektdateitypen (bevorzugt) als Eingabe des Link-Editors verarbeitet werden sollen:{ dynamischer EingabemodusDurch Angabe der entsprechenden Option1 werden bevorzugt geteilt benutzbare Objektda-teien verarbeitet, die Verwendung von relozierbaren Objektdateien und Archiven ist aberebenfalls moglich. Die Angabe der Option -lxxx bewirkt dabei, da der Link-Editor zuerstversucht, eine geteilt benutzbare Objektdatei libxxx.so zu lesen. Findet er keine Dateidiesen Namens, sucht er anschlieend das Archiv libxxx.a.{ statischer EingabemodusDurch Angabe der entsprechenden Option2 wird der Link-Editor angewiesen, ausschlielichrelozierbare Objektdateien oder Archive als Eingabe zu verwenden.Eingabemodus-Optionen konnen beim Aufruf des Link-Editors mehrfach angegeben werden undbestimmen den moglichen Typ fur die jeweils nachfolgend spezizierten Eingabedateien.Die Funktion des Link-Editors gliedert sich in die Verarbeitung der Eingabedateien, die Symbolver-arbeitung und die Erzeugung der Ausgabedateien:1. Verarbeitung der EingabedateienDer Link-Editor verarbeitet die Eingabedateien in der Reihenfolge ihrer Nennung als Parameter.Die in relozierbaren Objektdateien enthaltenen Sektionen mit Programminformationen (.text,.data usw.) werden dabei zu den gleichnamigen Sektionen der Ausgabedatei konkateniert. Sek-tionen mit Linkinformationen (.strtab, rel.text usw.) werden vom Link-Editor zum Aufbauinterner Strukturen benutzt. So verwaltet der Link-Editor z. B. eine interne Symboltabelle, inder er denierte und undenierte Symbole speichert (s. Symbolverarbeitung).Bei der Verarbeitung von Archiven wird ein darin enthaltenes Objektmodul (relozierbare Ob-jektdatei) nur dann gelesen und in die Ausgabedatei kopiert, wenn es ein bis dahin undeniertesSymbol deniert. Aus diesem Grund kann die Stellung eines Archivs in der ld(1)-Parameterlistevon Bedeutung sein: Enthalt ein Archiv ein Objektmodul A, das ein Symbol deniert, welcheserst von einem spater aufgefuhrten Objektmodul B referenziert wird, so wird A nicht gelesen.1-Bdynamic, Standard2-Bstatic
5.2. LAUFZEIT-LINKER 39Als Faustregel sollte gelten, Archive als letztes in der ld(1)-Parameterliste zu spezizieren.Benotigt ein verwendetes Modul des Archivs die Symboldenition eines weiteren im Archiv ent-haltenen Objektmoduls, so mu auch dieses Modul vom Link-Editor gelesen werden. Deshalbwird ein Archiv vom Link-Editor so oft durchmustert, bis ein Durchlauf auftritt, bei dem keinObjektmodul gelesen werden mute.Geteilt benutzbare Objektdateien werden verarbeitet, indem der Link-Editor ihren Namen in derAbhangigkeitsliste der Ausgabedatei vermerkt. Ihre Symboltabellen werden vom Link-Editor zurPrufung der Auosbarkeit symbolischer Referenzen der Ausgabedatei verwendet. Damit konnenFehler, die sonst erst unter dem Laufzeit-Linker auftreten wurden, aufgedeckt werden. Beimdynamischen Linken kann mittels einer Option des Link-Editors der Runpath (s. Abschn. 4.4.3,S. 30) in der Ausgabedatei gespeichert werden.2. SymbolverarbeitungDer Link-Editor akkumuliert die Eintrage der Symboltabellen relozierbarer Objektdateien in derinternen Symboltabelle. Dopplungen von Symbolen gleichen Namens werden dabei mittels derResolutionsregeln (s. Abschn. 2.6, S. 13) aufgelost. Bei der Erzeugung eines Programms darf dieinterne Symboltabelle nach der Verarbeitung aller Eingabedateien keine undenierten Symbolemehr enthalten. Im Fall der Erstellung relozierbarer oder geteilt benutzbarer Objektdateienstellen verbleibende undenierte Symbole keinen Fehler dar.3. Erzeugung der AusgabedateiNach der Verarbeitung der Eingabedateien und ihrer Symbole schreibt der Link-Editor die akku-mulierten Sektionen mit Programm- und Linkinformationen in die Ausgabedatei. Die Adressenvon Symbolwerten und Relokationsfeldern werden hierbei an deren Position in der Ausgabe-datei angepat. Erzeugt der Link-Editor ein dynamisch gelinktes Programm oder eine geteiltbenutzbare Objektdatei, so wird neben der "gewohnlichen\ Symboltabelle (.symtab-Sektion)eine weitere Symboltabelle speziell fur das dynamische Linken erstellt (.dynsym-Sektion, s. Ab-schn. 4.6, S. 32). Daneben generiert der Link-Editor analog zur .strtab-Sektion eine mit der.dynsym-Sektion korrespondierende Stringtabelle (.dynstr-Sektion, s. Abschn. 4.5, S. 31). DiePosition von .dynsym- und .dynstr-Sektion wird vom Link-Editor so gewahlt, da beide Be-standteil des Textsegments sind und mit dem dynamisch gelinkten Programm oder der geteiltbenutzbaren Objektdatei in den Speicher geladen werden. Der Link-Editor ist auerdem fur dieErzeugung des Dynamic-Segments (s. Abschn. 4.4.3, S. 30) verantwortlich.5.2 Laufzeit-LinkerDer Laufzeit-Linker ist das Kernstuck des dynamischen Linkens unter ELF. Er wird zum Start dy-namisch gelinkter Programme verwendet. Der Laufzeit-Linker exportiert daruber hinaus eine Reihevon Funktionen, die von einem Programm zur Laufzeit zum expliziten dynamischen Linken geteiltbenutzbarer Objektdateien verwendet werden konnen.ELF-Dateien bieten die Moglichkeit, den Namen eines sogenannten Interpreters anzugeben. Als In-terpreter soll in diesem Zusammenhang ein Programm(modul) verstanden werden, unter dessen Steue-rung eine ELF-Datei gestartet wird. Ein spezieller PHT-Eintrag (Program-Header-Typ PT_INTERP)verweist auf den Pfadnamen des Interpreters. Der exec(2)-Systemruf ladt und startet den Interpreternach dem Laden der ELF-Datei. Im Fall dynamisch gelinkter Programme stellt der Laufzeit-Linkerdiesen Interpreter dar. Der Laufzeit-Linker selbst ist eine geteilt benutzbare Objektdatei3, durch diebeim Start eines dynamisch gelinkten Programms die folgenden Operationen durchgefuhrt werden:1. SelbstrelokationMit der Durchfuhrung von Relokationen pat sich der Laufzeit-Linker an seine Position innerhalbdes Adreraums des Prozesses an. Dabei werden symbolische Referenzen innerhalb des Laufzeit-Linkers aufgelost.3Auf Solaris 2.x heit diese Datei ld.so.n, auf Linux ld-linux.so.n. Durch n wird die Versionsnummer des Laufzeit-Linkers gekennzeichnet.
40 KAPITEL 5. DYNAMISCHES LINKEN AUF DER BASIS VON ELF2. Laden benotigter geteilt benutzbarer ObjektdateienAlle im Abhangigkeitsgraphen des dynamisch gelinkten Programms enthaltenen geteilt benutz-baren Objektdateien werden geladen (s. Abschn. 5.4, S. 43).3. RelokationDas dynamisch gelinkte Programm und die geteilt benutzbaren Objektdateien werden reloziert.4. Initialisierung und Terminierung globaler ObjekteDer Initialisierungscode der geteilt benutzbaren Objektdateien wird ausgefuhrt. Ihr Terminie-rungscode wird mittels atexit(3C) registriert (s. Abschn. 5.5, S. 43).5. Start der AnwendungDie Steuerung wird an den Eintrittspunkt des dynamisch gelinkten Programms ubergeben.Zur Lokalisierung der geteilt benutzbaren Objektdateien durch den Laufzeit-Linker werden die durchdie folgenden Informationen spezizierten Verzeichnisse in der angegebenen Reihenfolge durchmustert:1. UmgebungsvariableDie Umgebungsvariable LD_LIBRARY_PATH enthalt eine Liste von durch Doppelpunkt getrenn-ten Pfadnamen, die sowohl vom Link-Editor als auch vom Laufzeit-Linker auf der Suche nachObjektdateien durchmustert wird. Von dieser Moglichkeit sollte sparsam Gebrauch gemachtwerden, da die globale Gultigkeit dieser Variablen fur alle dynamisch gelinkten Programme eineerhebliche Vergroerung des Suchraums des Laufzeit-Linkers mit sich bringt.2. RunpathHinter dem Runpath verbirgt sich ein Eintrag im Dynamic-Segment eines dynamisch gelinktenProgramms oder einer geteilt benutzbaren Objektdatei, der auf eine Liste von durch Doppel-punkt getrennten Pfadnamen verweist. Der Runpath ist die empfohlene Variante zur Lokalisie-rung benotigter geteilt benutzbarer Objektdateien.3. StandardverzeichnisDas Verzeichnis /usr/lib wird durchsucht, wenn eine Objektdatei nicht mittels der voranste-henden Moglichkeiten lokalisiert werden konnte.Nach dem Laden der geteilt benutzbaren Objektdateien werden diese zusammen mit dem dynamischgelinkten Programm vom Laufzeit-Linker reloziert. Zur Ermittlung der dafur benotigten Symbolde-nitionen wird der Abhangigkeitsgraph mittels Breitensuche durchmustert. Dabei wird vom Laufzeit-Linker die Interposition als Resolutionsregel verwendet (s. Abschn. 2.6, S. 13).Eine Ausnahme bei der Durchfuhrung der Relokationen bilden die Eintrage der Procedure LinkageTable (PLT). Diese werden vorlaug so reloziert, da durch sie die Steuerung an den Laufzeit-Linkerubertragen wird. Dieser fuhrt ihre endgultige Relokation erst dann durch, wenn die dazugehorigeFunktion aufgerufen wird (s. Abschn. 5.8.2, S. 49).Nach der Ubergabe der Steuerung an das Programm wird der Laufzeit-Linker erneut aktiv, wennein PLT-Eintrag reloziert werden mu. Daruber hinaus stellt der Laufzeit-Linker seine Funktionalitatuber die in dlfcn.h spezizierte Programmierschnittstelle zur Verfugung. Mit den darin enthaltenenRoutinen kann ein Programm selbst zur Laufzeit Objektdateien linken und auf die darin enthaltenenSymboldenitionen zugreifen.Das Verhalten des Laufzeit-Linkers wird durch die folgenden Umgebungsvariablen beeinut: LD_PRELOADDurch LD_PRELOAD kann eine Liste von Namen geteilt benutzbarer Objektdateien angegeben wer-den, die vom Laufzeit-Linker unmittelbar nach einem dynamisch gelinkten Programm und nochvor den von ihm benotigten geteilt benutzbaren Objektdateien geladen werden. Die Symbolde-nitionen der auf diese Weise spezizierten Objektdateien genieen aufgrund der Interposition
5.3. LADEN EINER ELF-OBJEKTDATEI 41Vorrang vor denen der "regularen\ benotigten geteilt benutzbaren Objektdateien. Damit ist ei-ne einfache Moglichkeit der Anderung der Funktionalitat eines dynamisch gelinkten Programmsgegeben. LD_BIND_NOWStandardmaig fuhrt der Laufzeit-Linker die Relokation eines PLT-Eintrags erst in dem Au-genblick aus, in dem die entsprechende Funktion zum ersten Mal aufgerufen wird (s. Ab-schn. 5.7, S. 45). Durch die Denition von LD_BIND_NOW wird der Laufzeit-Linker veranlat,PLT-Relokationen schon wahrend des Programmstarts durchzufuhren.5.3 Laden einer ELF-ObjektdateiDer Inhalt einer geteilt benutzbaren Objektdatei wird segmentweise (s. Abschn. 4.4, S. 28) mittels desmmap(2)-Systemrufs in den Adreraum eines Prozesses abgebildet. Ein PHT-Eintrag gibt die Positioneines Segments innerhalb der Objektdatei an und speziziert auerdem durch eine relative Adressedie Hauptspeicherposition des Segments bezuglich der Basisadresse der Datei.Speicherzugrisrechte fur den Inhalt einer ELF-Objektdatei werden auf der Ebene von Segmen-ten festgelegt. Die Hauptspeicherverwaltung hingegen vergibt Zugrisrechte meist auf der Ebene vonSpeicherseiten. Aus diesem Grund darf die Grenze zweier aufeinanderfolgender Segmente mit unter-schiedlichen Speicherzugrisrechten nicht in eine Speicherseite fallen. Segmentgrenzen werden jedochnicht auf Speicherseitengrenzen ausgerichtet. Vielmehr erzeugt der Link-Editor die relativen Adres-sen von Segmenten so, da zwischen der letzten Adresse eines Segments und der ersten Adresse desFolgesegments ein Zwischenraum gema der maximalen Speicherseitengroe des zugrundeliegendenSystems4 vorhanden ist. Bedingt durch den Abbildungsproze konnen deshalb in der ersten Seite ei-nes Segments die letzten Daten des vorangegangenen Segments enthalten sein, wahrend in der letztenSeite eines Segments die ersten Daten des nachfolgenden Segments enthalten sein konnen.Zur Darstellung des Ladeprozesses wird folgende (vereinfachte) Funktion zum Einblenden desInhalts einer Datei in den Adreraum eines Prozesses verwendet:map(a, s, fd, filepos)Mit fd wird dabei die Datei bezeichnet, aus der beginnend ab Position filepos s Bytes an dieAdresse a des Prozesses eingeblendet werden. Zur Vereinfachung der Darstellung werden bezuglich derSpeicherseitengroe PAGESIZE die folgenden drei Funktionen PPB, SPB und PBD deniert. Mittels PPB(Preceding Page Boundary) wird die grote Seitengrenze kleiner oder gleich der Adresse a ermittelt:PPB(a) = a & ~(PAGESIZE - 1)Durch SPB (Succeeding Page Boundary) wird die kleinste Seitengrenze groer oder gleich der Adressea berechnet:SPB(a) = PPB( a + (PAGESIZE - 1))Mittels PBD (Page Boundary Displacement) wird der Abstand der Adresse a von der nachstkleinerenSeitengrenze angegeben:PBD(a) = a & (PAGESIZE - 1)Abbildung 5.3 stellt das Segment Sn einer geteilt benutzbaren Objektdatei dar, die an die Basisadressebaddr innerhalb eines Prozesses eingeblendet wird. Durch raddr, filesz und memsz werden die inder Objektdatei enthaltenen Angaben uber die relative Startadresse sowie uber die Datei- und Haupt-speichergroe des betrachteten Segments bezeichnet. Das Segment beginnt innerhalb der Objektdateian der Position offset.4Beispiele fur die max. Seitengroe: SPARC ! 8KB; Intel 80386, Intel i860 ! 4KB

























Abbildung 5.3: Laden eines SegmentsDas Segment wird dabei gema folgender Anweisungen in den Adreraum eingeblendet:mappaddr = PPB( baddr + raddr );mapsz = filesz + p1= filesz + PBD( raddr );filepos = PPB( offset );map( mapaddr, mapsz, fd, filepos );Durch p1 wird die Groe des Bereichs angegeben, der die Daten des Vorganger-Segments Sn 1 enthalt,durch p2 wird die Groe des bis zur nachsten Seitengrenze verbleibenden Speicherplatzes bezeichnet,der vom Laufzeit-Linker mit Hinblick auf die Behandlung der .bss-Sektion mit 0 initialisiert wird.Besondere Beachtung gilt dem Ende des Datensegments, das ggf. die .bss-Sektion beinhaltet. DieseSektion soll zur Laufzeit nichtinitialisierte Daten beherbergen, belegt jedoch keinen Platz in der Datei.Deshalb mu durch den Laufzeit-Linker Hauptspeicher fur diese Sektion allokiert und mit 0 initialisiertwerden. Zu diesem Zweck hat die Speichergroe des Datensegments (memsz) einen hoheren Wert alsdie Dateigroe (filesz). Der Laufzeit-Linker mu fur das Segment memsz Bytes allokieren, und dieletzten memsz { filesz Bytes mit 0 initialisieren. Mit den zuvor angegebenen Anweisungen gestaltetsich dieser Schritt wie folgt:q = SPB( raddr + filesz );r = raddr + memsz;if ( q < r ){mapaddr = baddr + q;mapsz = r - q;map( mapaddr, mapsz, /dev/zero, 0 );}
5.4. ABHANGIGKEITSGRAPH 43Der Speicherplatz wird hierbei durch Einblenden eines Abschnitts der speziellen Datei /dev/zeroallokiert und auf diese Weise mit 0 initialisiert.5.4 AbhangigkeitsgraphWird ein dynamisch gelinktes Programm oder eine geteilt benutzbare Objektdatei mittels einer (wei-teren) geteilt benutzbaren Objektdatei M erzeugt, so vermerkt der Link-Editor den Dateinamen vonM durch einen Eintrag im Dynamic-Segment (Typ des Eintrags: DT_NEEDED) der Ausgabedatei (s. Ab-schn. 4.4.3, S. 30). Alle DT_NEEDED-Eintrage des Dynamic-Segments eines Moduls zusammen formendessen Abhangigkeitsliste. Betrachtet man die Objektmodule einer dynamisch gelinkten Anwendungals Knoten und verbindet diese durch gerichtete Kanten mit den Elementen ihrer Abhangigkeitsli-sten, so ergibt sich der Abhangigkeitsgraph. Auf der Suche nach Symboldenitionen durchmustert derLaufzeit-Linker mittels Breitensuche stets den gesamten Abhangigkeitsgraphen. Die Durchmusterungbeginnt bei dem Objektmodul, das die Wurzel des Abhangigkeitsgraphen darstellt (z.B. beim dy-namisch gelinkten Programm). Die Kantenmenge des Graphen kann dadurch reduziert werden (imExtremfall kann der Abhangigkeitsgraph auf einen Baum zuruckgefuhrt werden). So braucht z. B. einObjektmodul, welches Symboldenitionen seines "Vaters\ im Abhangigkeitsgraphen benotigt, diesennicht durch einen DT_NEEDED-Eintrag zu referenzieren. Der Abhangigkeitsgraph wird beginnend beimdynamisch gelinkten Programm rekursiv aufgebaut. Um das wiederholte Laden eines Objektmodulszu vermeiden, verwaltet der Laufzeit-Linker eine Liste geladener Module. Diese wird vor dem Ladeneines Objektmoduls durchsucht. Wird ein Objektmodul in dieser Liste gefunden, so wird die dadurchbezeichnete Hauptspeicherreprasentation eines Objektmoduls benutzt.5.5 Initialisierung und Terminierung globaler ObjekteDie Initialisierung und Terminierung globaler Objekte wird durch Initialisierungs- und Terminierungs-code (s. Abschn. 3.7, S. 21) durchgefuhrt. Der in einer ausfuhrbaren Datei enthaltene Initialisierungs-und Terminierungscode wird vom Programmcode der Datei selbst zur Ausfuhrung gebracht. DerInitialisierungs- und Terminierungscode geteilt benutzbarer Objektdateien mu hingegen durch denLaufzeit-Linker behandelt werden.ELF stellt fur den Initialisierungs- und Terminierungscode eines Objektmoduls die speziellenSektionen .init und .fini bereit. Im Fall geteilt benutzbarer Objektdateien wird der Inhalt die-ser Sektionen durch die Entwicklungsumgebung zu parameterlosen Funktionen ohne Ruckgabewerterganzt. Diese Funktionen sollen im weiteren als Initialisierungs- und Terminierungsfunktion einer ge-teilt benutzbaren Objektdatei bezeichnet werden. Der Laufzeit-Linker verwendet spezielle Eintrage imDynamic-Segment der geteilt benutzbaren Objektdatei (Typ der Eintrage: DT_INIT bzw. DT_FINI), umden Eintrittspunkt dieser Funktionen zu bestimmen. Die meisten Entwicklungsumgebungen erzeugendaruber hinaus die Symboldenitionen _init und _fini fur die Initialisierungs- und Terminierungs-funktion einer geteilt benutzbaren Objektdatei.Die Initialisierungsfunktionen der im Abhangigkeitsgraphen einer dynamisch gelinkten Anwendungenthaltenen geteilt benutzbaren Objektdateien werden vom Laufzeit-Linker in umgekehrter Reihen-folge der Breite-zuerst-Durchmusterung (Breadth-First-Traversal, BFT) des Graphen ausgefuhrt. Dasentspricht der in Abschn. 3.7 (S. 22) geforderten Reihenfolge fur die Abarbeitung von Initialisierungs-code.Die Terminierungsfunktionen geteilt benutzbarer Objektdateien werden vom Laufzeit-Linker beimLaden mittels atexit(3C) in umgekehrter BFT-Reihenfolge registriert. Bei der Beendigung einerdynamisch gelinkten Anwendung wird durch den Programmcode des dynamisch gelinkten Programmszuerst der darin enthaltene Terminierungscode ausgefuhrt. Anschlieend werden durch den Aufruf vonexit(3C) alle mittels atexit(3C) registrierten Funktionen aufgerufen. Das geschieht in umgekehrterRegistrierreihenfolge und damit in BFT-Reihenfolge. So wird die in Abschn. 3.7 (S. 22) geforderteReihenfolge fur die Abarbeitung von Terminierungscode erreicht.










Abbildung 5.4: Abarbeitungsreihenfolge des Initialisierungs- und TerminierungscodesBeim expliziten dynamischen Linken (s. Abschn. 3.1, S. 15) werden die Initialisierungsfunktionender im Abhangigkeitsgraphen der zu linkenden geteilt benutzbaren Objektdatei enthaltenen Modulevom Laufzeit-Linker ebenfalls in umgekehrter BFT-Reihenfolge aufgerufen. Die Terminierungsfunk-tionen mussen bei Beendigung der Nutzung des explizit gelinkten Objektmoduls in BFT-Reihenfolgeausgefuhrt werden.Wenn der Initialisierungs- und Terminierungscode einer geteilt benutzbaren Objektdatei in Formeinfacher Funktionen verarbeitet wird, so wirft das die Frage auf, warum zu diesem Zweck eigeneSektionen bereitgestellt werden. Der Grund dafur besteht in der Konkatenation gleichnamiger Sektio-nen von relozierbaren Objektdateien durch den Link-Editor. Folgendes Beispiel soll der Erlauterungdienen: Eine geteilt benutzbare Objektdatei S bestehe aus dem Inhalt der relozierbaren Objektda-teien A und B, die beide uber Initialisierungs- und Terminierungscode verfugen sollen. Ware dieserCode in A und B in den Funktionen init() und fini() enthalten, muten diese Funktionen in S zurVermeidung von Konikten eindeutige Namen (z. B. init_A() und init_B() bzw. fini_A() undfini_B()) erhalten. Anschlieend waren in S neue Funktionen init() und fini() zu erzeugen, dieihrerseits init_A und init_B bzw. fini_A() und fini_B aufrufen. Dieser Weg wird nicht beschritten.Stattdessen ist der Initialisierungs- und Terminierungscode von A und B in den Sektionen .init und.fini beider Dateien enthalten, die vom Link-Editor zu den gleichnamigen Sektionen von S konkate-niert werden. Anschlieend sind diese Sektionen von S durch Voranstellen eines Funktionsprologs undAnhangen eines Funktionsepilogs zu einer Initialisierungs- bzw. Terminierungsfunktion zu erganzen.Dies geschieht, indem durch die Entwicklungsumgebung ein Link-Editor-Aufruf generiert wird, beidem die Liste der zu linkenden Objektdateien durch zwei spezielle Objektdateien { meist crti.o undcrtn.o genannt { geklammert wird. Fur das Beispiel wurde der Link-Editor also in der Form$ ld -o S crti.o A B crtn.oaufgerufen. Durch crti.o werden .init- und .fini-Sektion mit einem Funktionsprolog eronet,durch crtn.omit einem Funktionsepilog abgeschlossen. Der genaue Aufbau und Inhalt von Initialisie-rungs- und Terminierungscode variiert mit unterschiedlichen Entwicklungsumgebungen. Fur konkreteBeispiele sei auf Anh. B verwiesen.5.6 Geteilte BenutzbarkeitUnter Unix System V Release 4 kommt eine virtuelle Speicherverwaltung zum Einsatz, die das Ab-bilden von Dateien in den Hauptspeicher erlaubt (memory mapped les). Bilden mehrere Prozessegleichzeitig eine Datei ab, so wird vom System dieselbe Hauptspeicherreprasentation der Datei in denAdreraum der Prozesse eingeblendet. Dadurch konnen abgebildete Dateien als gemeinsamer Spei-cher angesehen werden (s. [ATT91b]). Zum Abbilden von Dateien in den Hauptspeicher wird diemmap(2)-Routinenfamilie verwendet.Der Laufzeit-Linker fugt die Segmente einer geteilt benutzbaren Objektdatei durch private Ab-bildungen in den Adreraum eines Prozesses ein (das MAP_PRIVATE-Flag beim Aufruf von mmap ist
5.7. VERZOGERTES BINDEN 45gesetzt). Bei privaten Abbildungen tritt die sogenannte copy-on-write-policy in Kraft. Sie bewirkt,da jeder Proze, der eine Modikation an einer Speicherseite der abgebildeten Datei vornimmt, ei-ne lokale Kopie dieser Seite erhalt. Fur das Datensegment einer geteilt benutzbaren Objektdatei istdiese Vorgehensweise durchaus wunschenswert. Dadurch wird erreicht, das variable Datenobjekte, diezum Prozestatus gehoren, mit der ersten Modikation durch den Proze in dessen privat genutztenSpeicherseiten enthalten sind.Durch private Modikationen des Textsegments wird es moglich, den Inhalt einer geteilt benutz-baren Objektdatei an eine beliebige Adresse innerhalb eines Prozesses einzublenden (s. Abschn. 3.4,S. 17). Dies bewirkt jedoch auch, da eektiv weniger Programmcode-Speicherseiten geteilt benutztwerden konnen. Mit positionsunabhangigem Code (s. Abschn. 5.8, S. 45) wird eine Methode vorge-stellt, mit der diesem Eektivitatsverlust entgegengewirkt werden kann.5.7 Verzogertes BindenIm Abschn. 3.8 (S. 22) wurde verzogertes Binden als Mechanismus beschrieben, bei dem die Auflosungsymbolischer Referenzen erst dann erfolgt, wenn das referenzierte Datenobjekt oder die referenzierteFunktion tatsachlich benutzt (aufgerufen) wird.Auf ELF-basierten Systemen konnen Funktionen verzogert gebunden werden. Zu diesem Zweckwerden Funktionsaufrufe vom Ubersetzungssystem so erzeugt, da sie die Steuerung nicht direkt,sondern uber eine Indirektionstabelle an die zu rufende Funktion ubertragen. Die hierfur verwendeteIndirektionstabelle wird als Procedure Linkage Table (PLT) bezeichnet. Die Eintrage der PLT werdenvom Laufzeit-Linker nach dem Laden eines Objektmoduls vorlaug so reloziert, da bei deren ersterBenutzung eine Routine des Laufzeit-Linkers gerufen wird. Diese Routine soll im folgenden als Resolverbezeichnet werden.Der Resolver fuhrt die endgultige Relokation eines PLT-Eintrags durch. Hierbei handelt es sichum eine symbolische Relokation, und beim Aufruf des Resolvers mu durch Angabe eines Parameterseine Relokationsinformation speziziert werden. Aus diesem Grund genugt es nicht, die PLT als einenAdrevektor darzustellen, dessen Elemente als Argument indirekt adressierter Funktionsaufrufe ver-wendet werden. Stattdessen ist ein vorlaug relozierter PLT-Eintrag eine kurze Befehlssequenz, dieden Resolver unter Angabe des oben genannten Parameters aufruft. Die Befehlssequenz des vorlaugrelozierten PLT-Eintrags wird vom Resolver mittels der symbolischen Relokation durch eine Sprun-ganweisung zum Eintrittspunkt der zu rufenden Funktion uberschrieben. Eine Sprunganweisung wirdverwendet, damit die Ruckkehradresse des ursprunglichen Funktionsaufrufs erhalten bleibt. Damitwird bei jeder weiteren Benutzung des PLT-Eintrags die Steuerung direkt an die zu rufende Funktionubertragen. Da der Resolver aufgrund eines Funktionsaufrufs aktiviert wurde, mu er abschlieenddie entsprechende Funktion zur Ausfuhrung bringen.Die PLT dient neben dem verzogerten Binden auch der Eektivitatssteigerung bei der geteiltenBenutzung eines Objektmoduls durch positionsunabhangigen Code und wird unter diesem Aspekt imAbschn. 5.8.2 (S. 49) detaillierter beschrieben.5.8 Positionsunabhangiger CodeDurch private (prozelokale) Modikationen des Textsegments kann eine geteilt benutzbare Objekt-datei auf beliebige Adressen innerhalb des Adreraums der sie benutzenden Prozesse eingeblendetwerden (s. Abschn. 3.4, S. 17). Ein Nachteil dieses Verfahrens ist, da jede Modikation des Textseg-ments durch eine Relokation zu einer privaten Kopie der Speicherseite fuhrt, die das Relokationsfeldenthalt. Durch diese Vorgehensweise geht der Vorteil des verringerten Hauptspeicherbedarfs aufgrundder Benutzung gemeinsamen Speichers verloren.Aus diesem Grund ergibt sich ein neuer Aspekt bei der Betrachtung der geteilten Benutzbarkeit:Geteilte Benutzbarkeit kann nicht mehr nur als qualitative Eigenschaft, sondern auch als quantitativeEigenschaft aufgefat werden, die sich mit zunehmender Anzahl der am Textsegment durchzufuhren-den Relokationen verschlechtert.
46 KAPITEL 5. DYNAMISCHES LINKEN AUF DER BASIS VON ELFMit positionsunabhangigem Code (Position Independent Code, PIC) existiert ein Mechanismus,der es erlaubt, geteilt benutzbare Objektdateien an beliebigen Adressen innerhalb eines Prozesseseinzublenden, ohne da die geteilte Benutzbarkeit des Moduls darunter leidet. Das Grundprinzip despositionsunabhangigen Codes besteht darin, Relokationsfelder aus dem Text- in das Datensegmentzu verschieben. Dadurch ist lediglich das Datensegment (das ohnehin nicht geteilt benutzt werdenkann) von Relokationen betroen. Die Relokationsfelder werden dabei in zwei Indirektionstabellen {die Global Oset Table (GOT) und die Procedure Linkage Table (PLT) { verlagert. Die folgendenbeiden Abschnitte widmen sich der Verwendung dieser Tabellen.Positionsunabhangiger Code wird vom Ubersetzungssystem erzeugt. Der Laufzeit-Linker stellt imZusammenhang mit PIC spezielle Funktionen zur Verfugung und fuhrt eigens dafur generierte Relo-kationen aus.5.8.1 Global Oset TableJede geteilt benutzbare Objektdatei, die auf globale Datenobjekte zugreift, erhalt eine Global OsetTable. Die GOT wird mit der Modikation durch spezielle Relokationen zum privaten Bestandteil desProzesses, der die geteilt benutzbare Objektdatei verwendet. Mit Hilfe der Global Oset Table wird in-direkt auf globale Datenobjekte zugegrien. Unter Verwendung der GOT verandern sich Anweisungender FormZugri auf Speicherzelle daddrin Zugri auf die durch den GOT-Eintrag i adressierte Speicherzelle.Durch eine Relokation mu dafur gesorgt werden, da der durch i indizierte GOT-Eintrag die Adressedaddr enthalt. Die GOT ist ein Adrevektor, der innerhalb einer ELF-Objektdatei in der Sektion .gotabgespeichert wird. Das lokal gebundene Symbol _GLOBAL_OFFSET_TABLE_markiert den Beginn dieserSektion. Es entspricht folgender Denition5:static void *_GLOBAL_OFFSET_TABLE_[n];Das Ende der GOT wird in ihrem ersten Eintrag festgehalten:_GLOBAL_OFFSET_TABLE_[0]= &_GLOBAL_OFFSET_TABLE[n]Eine geteilt benutzbare Objektdatei erhalt einen GOT-Eintrag fur jedes globale Datenobjekt, dassie referenziert (also nicht etwa fur jedes globale Datenobjekt, das sie deniert). Wird kein globalesDatenobjekt referenziert, so ist die GOT bis auf den ersten Eintrag leer. Positionsunabhangiger Codekann keine Annahmen uber die Position der GOT im Adreraum eines Prozesses machen. Vielmehrnutzt man den Umstand, da der Inhalt einer geteilt benutzbaren Objektdatei als Ganzes in denAdreraum des nutzenden Prozesses eingeblendet wird und damit relative Adressen innerhalb dergeteilt benutzbaren Objektdatei stets ihre Gultigkeit behalten. In Abb. 5.5 wird die Verwendungder GOT dargestellt. Kernstuck des Verfahrens ist eine Befehlssequenz, die zur Laufzeit ihre eigene,absolute Adresse paddr innerhalb des Prozesses bestimmt. Jede Funktion verfugt in ihrem Prolog ubereine solche Befehlssequenz. Daneben wird vom Ubersetzungssystem fur jede Funktion der Abstanddisp von der Befehlssequenz zur GOT im Programmcode vermerkt. Jede Funktion ermittelt dieAdresse der GOT durch die Addition von paddr und disp und bestimmt mittels des GOT-Index idie Adresse des gewunschten Datenbereichs.Zur Erlauterung des GOT-Zugris dient Code-Beispiel 5.1:5Diese Denition dient nur der Erlauterung. Das Symbol GLOBAL OFFSET TABLE kann nicht aus einem Programmheraus referenziert werden.




greife auf die durch GOT[i]
adressierte Speicherzelle zu;













Abbildung 5.5: GOT-Zugri#include <stdio.h>int global_int=42;void global_func(){printf("global_int=%d\n", global_int);} Code{Beispiel 5.1: libpic.cDas Code-Beispiel 5.2 stellt den mit der GOT in Zusammenhang stehenden (Pseudo-) Assembler-Code fur das Code-Beispiel 5.1 dar. Durch den relativ adressierten call-Befehl in Zeile 02 wird die aufden Befehl folgende Adresse x angesprungen. Durch die Ausfuhrung dieses Befehls (der im ubrigenkeinen Einu auf den Programmablauf hat), wird die dem call-Befehl folgende absolute Adresseals Ruckkehr-Adresse verfugbar (z. B. auf dem Stack). Diese Adresse verkorpert { gema obigerErlauterung { den Wert paddr.Im Befehl in Zeile 04 wurde vom Ubersetzungssystem mit disp der Abstand von paddr zur GlobalOset Table als konstanter Wert festgehalten. Durch die Addition von paddr und disp wird dieAdresse der GOT ermittelt. Nun wird in den Zeilen 05 und 06 mittels der GOT indirekt auf denString _fmtstr6 ("global_int=%d\n") und die Variable global_int zugegrien. Die GOT selbstwird durch die Zeilen 13 { 15 reprasentiert. Vor dem Zugri auf die GOT mussen deren Eintragedurch den Laufzeit-Linker reloziert werden. Diese Relokationen werden durch die Informationen inden Zeilen 16 { 21 gesteuert. Die im (Pseudo-) Assembler-Code benutzte Notationsym@tab6Der Symbolname fmtstr ist zur besseren Lesbarkeit gewahlt worden. Das Ubersetzungssystem generiert furZeichenketten-Literale meist unbenannte Symbole.
48 KAPITEL 5. DYNAMISCHES LINKEN AUF DER BASIS VON ELFbezeichnet den Eintrag der Indirektionstabelle tab fur das Symbol sym (global_int@GOT bezeichnetalso den GOT-Eintrag fur die Variable global_int).disassembly for libpic.sosection .textglobal_func()01: ...02: call x03: x: set paddr = <Rueckkehradresse des call-Befehls>04: set GOT = paddr + disp05: reg0 = [GOT + 4] // _fmtstr06: reg1 = [GOT + 8] // &global_int07: reg1 = [reg1] // global_int08: call printf@PLT(reg0, reg1)09: ...10: returnsection .rodata11: _fmtstr = "global_int=%d\n"section .data12: global_int = 42section .got13: GOT[0] = &GOT[3] // GOT-Ende14: GOT[1] = _fmtstr // GOT-Eintrag fuer _fmtstr15: GOT[2] = 0 // GOT-Eintrag fuer global_intsection .rel.got// GOT-Relokation 116: Relokationsfeld = &GOT[1] // &_fmtstr@GOT17: Relokationssymbol = 0 // nichtsymbolische Relokation18: Relokationstyp = R_arch_RELATIVE// GOT-Relokation 219: Relokationsfeld = &GOT[2] // &global_int@GOT20: Relokationssymbol = Symboltabellen-Index von global_int21: Relokationstyp = R_arch_GLOB_DATCode{Beispiel 5.2: libpic.so (1)Durch die GOT-Relokation 1 (Zeile 16 { 18) wird der GOT-Eintrag fur das Zeichenketten-Literal_fmtstr reloziert. Das durch Zeile 14 reprasentierte Relokationsfeld enthalt die relative Adresse von_fmtstr. Durch den Relokationstyp R_arch_RELATIVEwird zu dieser relativen Adresse die Basisadres-se der geteilt benutzbaren Objektdatei innerhalb des Prozesses addiert. Durch die GOT-Relokation 2(Zeile 19 { 21) wird der GOT-Eintrag fur die Variable global_int reloziert. Durch den RelokationstypR_arch_GLOB_DAT7 wird angegeben, da das durch Zeile 15 reprasentierte Relokationsfeld durch dieabsolute Adresse des Symbolwerts von global_int zu ersetzen ist.Die Sektionen .text, .rel.got und .rodata werden durch den Link-Editor im Textsegment dergeteilt benutzbaren Objektdatei angeordnet, wahrend die GOT in Form der .got-Sektion zusammenmit der .data-Sektion in das Datensegment plaziert wird. Hierdurch erhoht sich die Eektivitat beider geteilten Benutzung des Textsegments.7Die Bezeichnung R arch RELATIVE bzw. R arch GLOB DAT orientiert sich an der ELF-ublichen Notation von Reloka-tionstypen. Im konkreten Fall ist arch durch den Namen der zugrundeliegenden Architektur zu ersetzen.
5.8. POSITIONSUNABHANGIGER CODE 495.8.2 Procedure Linkage TableIm Abschn. 5.7 (S. 45) wurde das Prinzip der Verwendung der Procedure Linkage Table vorgestellt.In diesem Abschn. wird eine konkrete Darstellung des Verfahrens angegeben.Jede geteilt benutzbare Objektdatei, die eine globale Funktion8 benutzt, erhalt dafur einen Eintragin der Procedure Linkage Table. Lokale Funktionen werden { wenn es die zugrundeliegende Architekturerlaubt { durch relativ adressierte call-Befehle aufgerufen. Relativ adressierte call-Befehle innerhalbeines Objektmoduls sind stets positionsunabhangig, und daher wird in einem solchen Fall kein PLT-Eintrag generiert.Die PLT wird innerhalb einer ELF-Objektdatei in der Sektion .plt abgespeichert. Ihre Eintragesind kurze Befehlssequenzen (sogenannte Jump Slots). Eine geteilt benutzbare Objektdatei enthalteinen PLT-Eintrag fur jede globale Funktion, die durch die geteilt benutzbare Objektdatei referenziertwird (nicht fur jede globale Funktion, die die Objektdatei deniert). Verwendet eine geteilt benutzbareObjektdatei keine globale Funktion, gibt es innerhalb dieser Datei keine PLT (die Sektionen .plt und.rel.plt bzw. .rela.plt existieren nicht).Ein PLT-Eintrag i zum Aufruf einer Funktion f() wird vom Ubersetzungssystem so generiert, daer in einem Ubergabeparameter REL (z. B. ein Prozessor-Register) den Index eines Relokationstabel-leneintrags speichert und anschlieend durch eine Sprunganweisung die Steuerung an den speziellenPLT-Eintrag 0 ubergibt. Der Relokationstabelleneintrag deniert die Adresse des PLT-Eintrags i alsRelokationsfeld, das mit einer Sprunganweisung zum Eintrittspunkt der Funktion f() zu uberschrei-ben ist.Der spezielle PLT-Eintrag 0 wird vom Laufzeit-Linker so reloziert, da er den Resolver aufruft.Dieser Eintrag bleibt wahrend der gesamten Benutzung eines Objektmoduls unverandert. Der Resolverfuhrt die durch REL bezeichnete Relokation aus und modiziert damit den PLT-Eintrag i so, da ervon da an die Steuerung direkt an die zu rufende Funktion f() ubertragt. Abbildung 5.6 stellt denAblauf beim ersten Aufruf einer Funktion uber die PLT dar.
rufe Resolver(REL);0
springe zu PLT[0];














(nach Ausf. von REL)







Abbildung 5.6: Initialer Aufruf eines PLT-EintragsNachdem der Resolver einen PLT-Eintrag reloziert hat, wird bei allen weiteren Aufrufen der betref-fenden Funktion die Steuerung durch den PLT-Eintrag direkt an die Funktion ubertragen. Abbildung8"Global\ bezeichnet in diesem Zusammenhang die globale Bindung des Funktionssymbols.
50 KAPITEL 5. DYNAMISCHES LINKEN AUF DER BASIS VON ELF5.7 stellt diesen Vorgang dar.
rufe Resolver(REL);0
PLT
(nach Ausf. von REL)








Abbildung 5.7: Nachfolgende Aufrufe eines PLT-EintragsDas Code-Beispiel 5.3 zeigt anhand von (Pseudo-) Assembler-Code den von der Entwicklungsum-gebung im Zusammenhang mit der PLT erzeugten Inhalt der ELF-Objektdatei. Der in Zeile 26 { 27dargestellte PLT-Eintrag i dient dem Aufruf der printf-Routine. Alle im Anweisungsteil der geteiltbenutzbaren Objektdatei enthaltenen Aufrufe von printf verzweigen an diese Stelle. Der Ubergabe-parameter REL bezeichnet in der oben angegebenen Weise die Relokationsinformation, durch die indiesem Beispiel der PLT-Eintrag i mit einer Sprunganweisung zur Adresse von printf uberschriebenwird. Mit diesem Ubergabeparameter wird zum PLT-Eintrag 0 gesprungen.section .plt// PLT[0]:22: (nicht belegt)23:// PLT[1]:24: (nicht belegt)25:...// PLT[i] (<--- call printf@PLT):26: REL = PLT-Relokation 127: jump &PLT[0]section .rela.plt// PLT-Relokation 1:28: Relokationsfeld = &PLT[i] // printf@PLT29: Relokationssymbol = Symboltabellen-Index von printf30: Relokationstyp = R_arch_JMP_SLOTCode{Beispiel 5.3: libpic.so (2)Der PLT-Eintrag 0, der bei der Erzeugung der ELF-Objektdatei nicht belegt wurde, mu beimLaden der Datei durch den Laufzeit-Linker mit einen Befehl zum Aufruf des Resolvers uberschriebenwerden. Der PLT-Eintrag 1 wird vom Laufzeit-Linker beim Laden der geteilt benutzbaren Objektdateimit der Adresse einer Datenstruktur belegt, die dem Resolver alle fur die Durchfuhrung der PLT-Relokation notigen Informationen bereitstellt. Dazu gehoren die PLT-Relokationstabelle des betrachteten geteilt benutzbaren Objektmoduls und
5.9. VERSIONSVERWALTUNG 51 die Symboltabellen und Basisadressen der im Rahmen der dynamisch gelinkten Anwendungverwendeteten Objektmodule.Code-Beispiel 5.4 zeigt, wie der Laufzeit-Linker die PLT-Eintrage 0 und 1 initialisiert und wie PLT-Eintrag i durch die Ausfuhrung der zugehorigen Relokation verandert wurde.section .plt// PLT[0]:21: ...22: call resolver// PLT[1]:23: .word <Zeiger auf Link-Informationen>24:...// PLT[i] (<--- call printf@PLT):25: jump printf26: Code{Beispiel 5.4: libpic.so (3)Wie bei Verwendung der GOT kann auch hier festgestellt werden, da durch die PLT Relokati-onsfelder aus dem Textsegment einer geteilt benutzbaren Objektdatei in deren Datensegment ausge-lagert werden, wodurch sich die Eektivitat bei der geteilten Benutzung des Textsegments verbessert.Konnen alle Referenzen zu globalen Funktionen und Datenobjekten indirekt durch PLT und GOT aus-gedruckt werden, so ist das Textsegment einer geteilt benutzbaren Objektdatei uneingeschrankt geteiltbenutzbar (es brauchen keine prozelokal verwendeten Kopien der Speicherseiten des Textsegmentserzeugt werden).5.9 VersionsverwaltungDie Versionsverwaltung auf ELF-basierten Systemen beruht auf der Speicherung mehrerer Versioneneiner geteilt benutzbaren Objektdatei unter einem versionsbehafteten Dateinamen. Ein versionsbehaf-teter Dateiname bildet sich nach folgendem Muster:libname.so.maj.minDabei bezeichnet maj die sogenannte Major-Versionsnummer und min die sogenannte Minor-Ver-sionsnummer. Durch die Major-Versionsnummer wird die Kompatibilitat mit anderen Objektmodu-len und durch die Minor-Versionsnummer die Aktualitat der geteilt benutzbaren Objektdatei ange-zeigt (s. Abschn. 3.6, S. 21). Zusatzlich enthalt eine geteilt benutzbare Objektdatei einen Eintragim Dynamic-Segment (Typ des Eintrags: DT_SONAME), der den versionsbehafteten Dateinamen ohneMinor-Versionsnummer angibt (s. Abb. 5.8). Unter diesem Namen wird ebenfalls ein Dateisystem-Link (Link 1) auf die neueste Version einer geteilt benutzbaren Objektdatei mit entsprechenderMajor-Versionsnummer verwaltet. Fur die neueste Version einer geteilt benutzbaren Objektdatei(hochste Major- und Minor-Versionsnummer) wird unter einem versionslosen Dateinamen ein wei-terer Dateisystem-Link (Link 2) eingerichtet. Ein versionsloser Dateiname bildet sich nach folgendemMuster:libname.soUber Link 2 wird vom Link-Editor die neueste Version einer geteilt benutzbaren Objektdatei gefundenund zur Erstellung einer Ausgabedatei verwendet (Schritte 1. und 2. in Abb. 5.8). Der Link-Editor






















Abbildung 5.8: Versionsverwaltung unter ELFDer DT_SONAME-Name einer geteilt benutzbaren Objektdatei wird bei deren Erstellung durch denLink-Editor festgelegt. Hierfur mu eine entsprechende Option beim Aufruf des Link-Editors angege-ben werden. Die aufgefuhrten Manahmen zur Versionsverwaltung verlangen die aufmerksame Pegevon Dateisystem-Links und den richtigen Umgang mit Link-Editor-Optionen. Unter diesen Vorausset-zungen kann die Kompatibilitat von Objektmodulen zur Laufzeit gesichert und der Forderung nachAktualitat sowohl bei der Erstellung von Objektmodulen durch den Link-Editor als auch bei derenVerwendung durch den Laufzeit-Linker nachgekommen werden. Fur den Laufzeit-Linker reduziert sichhierdurch die Versionsverwaltung auf die Prufung der Ubereinstimmung von Dateinamen.
Kapitel 6Implementation eines dynamischenLinkersDie Implementation des Prototyps eines dynamischen Linkers ist Bestandteil der Aufgabenstellungder vorliegenden Arbeit. Die Erklarungen in diesem Kapitel sollen dem Leser das Verstandnis desEntwurfs, der Implementation und der Benutzung des Prototyps ermoglichen.Der dynamische Linker verarbeitet geteilt benutzbare ELF-Objektdateien als Eingabe. Er wurdemit Hilfe der Programmiersprache C++ objektorientiert entwickelt. Implementationsplattform istLinux, wobei zur Programmgenerierung der GNU-C++-Compiler1 eingesetzt wurde. Der Entwurf desdynamischen Linkers stutzt sich dabei an einigen Stellen auf Details aus [Engel95].Im Zug der in diesem Kap. erlauterten Verfahren und Datenstrukturen wird an einigen Stellen aufEinzelheiten der Programmierung eingegangen. Es empehlt sich daher, die bezeichneten Quelltext-bereiche nachzuschlagen.6.1 VorbetrachtungenIm folgenden Abschn. werden Entwurfsaspekte bei der Implementation des dynamischen Linkers disku-tiert. Hierbei wird vor allem auf Konzepte eingegangen, durch die sich die vorliegende Implementationvon anderen Werkzeugen zum dynamischen Linken ([Ho91], [Engel95]) unterscheidet.6.1.1 Globale Symbolmenge versus GultigkeitsbereicheZur Auflosung symbolischer Referenzen eines Objektmoduls ist es i. allg. notwendig, auf die Symbol-denitionen anderer Objektmodule zuzugreifen. Besteht keine Moglichkeit, diese Nutzungsbeziehun-gen zwischen Objektmodulen im voraus festzulegen, mussen die Symboldenitionen aller dynamischgelinkten Objektmodule eine globale Symbolmenge S formen, die zur Auflosung symbolischer Refe-renzen jedes Objektmoduls Verwendung ndet. Bei dieser Vorgehensweise mussen die Symbolnamenaller Objektmodule eindeutig sein. Die Menge S wird mit dem Laden jedes weiteren Objektmodulsum dessen Symboldenitionen erweitert. Das hat zur Folge, da nach dem Laden eines ObjektmodulsMi, das ein Symbol s deniert, alle zuvor geladenen Objektmodule Mj (i 6= j) durchmustert werdenmussen, um deren Referenzen zu s aufzulosen. Diese Vorgehensweise wird mit zunehmender Anzahlgeladener Objektmodule aufwendiger.Im Fall des Objektdateiformats ELF besteht die Moglichkeit, Nutzungsbeziehungen zwischen Ob-jektmodulen durch Abhangigkeiten darzustellen. Daraus ergeben sich Gruppen von Objektmodulenin Form von Abhangigkeitsgraphen, deren Symboldenitionen als separate Symbolmengen aufgefatwerden konnen. Der Programmierer hat dabei die Moglichkeit, Objektmodule so zu gruppieren, da1gcc Version 2.7.2 53














Abbildung 6.1: Abhangigkeitsgraph mit ReferenzzahlernDie Symboldenitionen aller in einem Abhangigkeitsgraphen G enthaltenen Objektmodule formenzusammen die Symbolmenge SG von G. Eine symbolische Relokation eines solchen Objektmoduls wirddabei mittels einer Symboldenition s 2 SG durchgefuhrt. Das bedeutet z. B., da das in Abb. 6.1dargestellte Objektmodul O Symboldenitionen des Objektmoduls D benutzen kann und umgekehrt.Auf diese Weise formt ein Abhangigkeitsgraph bezuglich der Symbolsuche den eingangs erwahntenGultigkeitsbereich.Denieren zwei Objektmodule innerhalb eines Gultigkeitsbereichs das gleiche Symbol s, so wirddieser Konikt durch den Algorithmus zur Symbolsuche ausgeglichen, der in wohldenierter Weise nureine der beiden Symboldenitionen (und zwar stets dieselbe) verfugbar macht. Die Vereinigung derSymboldenitionen aller Objektmodule eines Abhangigkeitsgraphen G zur Menge SG wird also nicht"physisch\ vollzogen, sondern ergibt sich vielmehr durch den Symbolsuche-Algorithmus. Fur jedenKnoten des Abhangigkeitsgraphen wird ein Referenzzahler gefuhrt, der angibt, wie viele Verweise aufdiesen Knoten existieren.2Eine Ausnahme bilden hierbei Referenzen zu Symbolen, die durch das zugrundeliegende System deniert werden,s. Abschn. 6.1.8, S. 60.











Abbildung 6.2: Objektmodule als Elemente mehrerer AbhangigkeitsgraphenDabei mu beachtet werden, da Mi nur einmal reloziert und initialisiert werden darf. Dies ge-schieht sinnfalliger Weise innerhalb des Gultigkeitsbereichs, der zuerst aufgebaut wird.6.1.3 FunktionalitatDer implementierte Prototyp des dynamischen Linkers ermoglicht durch das Bereitstellen einer Pro-grammierschnittstelle explizites dynamisches Linken (s. Abschn. 3.1, S. 15). Dabei werden geteiltbenutzbare Objektdateien als Eingabe verarbeitet. Hierfur wird die durch die folgenden Operationenbeschriebene Funktionalitat realisiert: G = link(n)Mittels dieser Operation wird durch das Laden einer Objektdatei oder einer Gruppe von Ob-jektdateien ein Abhangigkeitsgraph G im Hauptspeicher aufgebaut. Dabei mu der Name nder Objektdatei, die die Wurzel des Abhangigkeitsgraphen darstellt, als Parameter angegebenwerden. Enthalt der Hauptspeicher bereits ein angefordertes Objektmodul, wird dieses verwen-det, anstatt die entsprechende Objektdatei erneut zu laden. Die link-Operation reloziert allegeladenen Objektmodule und initialisiert deren Datenbereiche. a = getsym(G; s)Durch diese Operation wird die Hauptspeicheradresse a eines innerhalb des Abhangigkeitsgra-phen G denierten Symbols s verfugbar gemacht. unlink(G)Mittels dieser Operation werden die Referenzzahler aller in einem Abhangigkeitsgraphen G ent-haltenen Objektmodule dekrementiert. Anschlieend werden G und alle darin enthaltenen, nichtmehr benotigten Objektmodule aus dem Hauptspeicher entfernt. Ein Objektmodul wird nichtmehr benotigt, wenn sein Referenzzahler den Wert 0 angenommen hat. relink(G)Durch die relink-Operation werden die innerhalb eines Abhangigkeitsgraphen G im Haupt-speicher enthaltenen Objektmodule gema der entsprechenden Objektdateien aktualisiert (s.Abschn. 6.1.4, S. 56).Bei der Durchfuhrung der genannten Operationen werden vom dynamischen Linker die folgendenKonzepte berucksichtigt:
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Abbildung 6.6: Klassenhierarchie und AbhangigkeitsgraphAndert sich die Implementation der abgeleiteten Klasse B, so mu mittels einer relink-Operationdas Objektmodul libB.so ausgetauscht werden. Das Objektmodul libA.so, das die Basisklasse
58 KAPITEL 6. IMPLEMENTATION EINES DYNAMISCHEN LINKERSA reprasentiert, bleibt von diesen Anderungen unberuhrt, und braucht daher nicht ausgetauschtzu werden. Diese Vorgehensweise kann realisiert werden, indem der relink-Operation durch einenzusatzlichen Parameter m angezeigt wird, ob jeweils ein gesamter Abhangigkeitsgraph G odernur das Objektmodul, das die Wurzel von G darstellt, von der relink-Operation betroen seinsoll. Die Syntax der relink-Operation nimmt damit die Formrelink(G;m)an.6.1.5 Re-RelokationIm Zug einer link- oder relink-Operation kann eine bereits im Hauptspeicher enthaltene Version einesObjektmodulsM von einer neu geladenen VersionM 0 ersetzt werden (s. Abschn. 6.1.6, S. 58). Hierbeiist zu beachten, da alle Referenzen zu Symbolen aus M ungultig werden, und damit jedes Objekt-modul, das Symboldenitionen aus M benutzt, neu zu relozieren ist. Dieser Vorgang der erneutenRelokation soll als Re-Relokation bezeichnet werden.Ein Ansatz zur Durchfuhrung der Re-Relokation besteht darin, diejenigen Abhangigkeitsgraphenzu re-relozieren, in denen M durch M 0 ersetzt wurde. Hierbei ergibt sich das Problem, da damitu. U. Objektmodule erneut reloziert wurden, die keine Symboldenitionen aus M benutzt haben.So konnte z. B. nur Objektmodul B in Abb. 6.2 (S. 55) von Symboldenitionen aus D Gebrauchmachen, nicht hingegen Objektmodul E. Wurde D durch eine neue Version D0 ersetzt (z. B. durcheine relink-Operation uber dem Graphen G1), so wurde E vollkommen unnotig re-reloziert. Bedenktman, da Objektmodule moglicherweise zahlreiche Relokationen notwendig machen3, so erscheint dieseVorgehensweise wenig eektiv.Eine Losung dieses Problems besteht darin, da fur jedes Objektmodul Mi in einer speziellenDatenstruktur vermerkt wird, welche Objektmodule Mj (i 6= j) Symboldenitionen aus Mi benutzen.Diese Datenstruktur soll als Liste eektiv nutzender Objektmodule von Mi bezeichnet werden. Wirddas Objektmodul Mi im Zug einer Ersetzung durch eine neue Version Mi0 geloscht, so werden allein dieser Liste enthaltenen Objektmodule Mj markiert. Im anschlieenden Proze der Re-Relokationuber allen Abhangigkeitsgraphen werden die so markierten Objektmodule erneut reloziert.Wird ein Objektmodul Mj geloscht, so mu auch der entsprechende Eintrag aus der Liste eektivnutzender Objektmodule von Mi entfernt werden (im oben aufgefuhrten Beispiel bedeutet das, damit dem Loschen von G2 das Objektmodul B aus der Liste eektiv nutzender Objektmodule von Dzu loschen ist). Aus diesem Grund wird fur Mj in einer weiteren Datenstruktur { der Liste eektivgenutzter Objektmodule von Mj { ein Verweis auf Mi vermerkt. Die Benutzung einer Symboldeni-tion eines anderen Objektmoduls fuhrt also zu einer wechselseitigen Registrierung von Nutzer undBereitsteller.Bei der Re-Relokation mu weiterhin beachtet werden, da ein durch die Adresse relfld be-zeichnetes Relokationsfeld u. U. einen impliziten Zusatz enthalt (s. Abschn. 4.8, S. 33), der bei derAdreberechnung in der Form*relfld = *relfld + ...;verwendet wird. Aus diesem Grund stellt die Relokation keine idempotente Operation dar. Um einObjektmodul dennoch wiederholt relozieren zu konnen, mu der ursprungliche Inhalt von Relokati-onsfeldern an anderer Stelle aufbewahrt und bei der wiederholten Durchfuhrung von Relokationenanstelle des aktuellen Inhalts der Relokationsfelder verwendet werden.6.1.6 VersionsverwaltungDer implementierte dynamische Linker realisiert eine einfache Versionsverwaltung auf der Basis einerMajor-Versionsnummer maj und einer Minor-Versionsnummer min eines Objektmoduls. Die neuere3Als Beispiel sei hier auf libc.so verwiesen, die unter Solaris 2.x weit uber 1000 Relokationsinformationen enthalt.
6.1. VORBETRACHTUNGEN 59von zwei Versionen eines Objektmoduls wird durch eine hohere Major-Versionsnummer oder einehohere Minor-Versionsnummer bei gleicher Major-Versionsnummer gekennzeichnet. Die gleiche Major-Versionsnummer zeigt die Kompatibilitat beider Versionen an. Ziel der Versionsverwaltung ist es, unterWahrung der Kompatibilitat nach Moglichkeit die neuere von zwei Versionen eines Objektmoduls zuverwenden, wahrend die altere aus dem Hauptspeicher entfernt oder aber nicht in den Hauptspeichergeladen wird. Manahmen der Versionsverwaltung kommen wahrend der link- und relink-Operationzum Einsatz.Fur die link-Operation werden dazu die in Tabelle 6.1 dargestellten Aktionen implementiert. Hier-bei stehtM fur die bereits geladene Version eines Objektmoduls undM 0 fur die Version des Objektmo-duls, die mit der Erstellung des Abhangigkeitsgraphen Gi geladen werden soll. Die Paare (maj;min)bzw. (maj0;min0) bezeichnen die Versionen von M bzw. M 0.maj $ maj0 min$ min0 AktionM wird weiterverwendet6=  M 0 wird in Gi verwendet< M 0 ersetzt M=  M wird statt M 0 verwendetTabelle 6.1: Versionsverwaltung wahrend der link-OperationDurch die in Tabelle 6.1 dargestellte Vorgehensweise wird sichergestellt, da jeder Abhangigkeits-graph die neueste kompatible Version eines Objektmoduls benutzt. Aus diesem Grund erubrigt sichwahrend der relink-Operation eines Abhangigkeitsgraphen Gi die Uberprufung, ob eine neuere kom-patible Version eines Objektmoduls bereits im Hauptspeicher existiert. Objektmodule werden deshalbwahrend einer relink-Operation unbedingt neu geladen. Die Versionsverwaltung stellt anschlieendsicher, da alle Abhangigkeitsgraphen Gj (i 6= j) Verweise auf ein Objektmodul M durch Verweiseauf eine neuere kompatible Version M 0 des gleichen Objektmoduls ersetzen. Damit andert sich dieVorgehensweise wahrend einer relink-Operation auf die in Tabelle 6.2 dargestellte Weise.maj $ maj0 min$ min0 AktionM wird weiterverwendet6=  M 0 wird in G0i verwendet M 0 ersetzt M= M wird weiterverwendet> M 0 wird in G0i verwendetTabelle 6.2: Versionsverwaltung wahrend der relink-Operation6.1.7 TypsicherheitDurch das ELF-Objektdateiformat werden keine Typinformationen fur Symbole verwaltet. Typsi-cherheit kann daher nur durch die Ubereinstimmung entsprechend gestalteter Symbolnamen erreichtwerden. Dafur wird vorausgesetzt, da die Eingabe-Objektmodule des dynamischen Linkers durcheinen C++-Compiler erzeugt wurden. Ein solcher Compiler erzeugt dekorierte Symbolnamen, durchdie die Relokation von Funktionsaufrufen typsicher gestaltet werden kann. Fordert der Nutzer des dy-namischen Linkers jedoch die Adresse einer Funktion an, setzt dies voraus, da er den Mechanismusdes Dekorierens von Symbolnamen (Mangling) kennt. Diese Vorgehensweise ist wenig nutzerfreund-lich, da das Mangling ein komplexer Mechanismus ist, der sich zudem von Compiler zu Compilerunterscheidet.Ein erster Losungsansatz dieses Problems besteht darin, da der Nutzer die gesuchte Funktion inForm eines Prototypnamens p der Form
60 KAPITEL 6. IMPLEMENTATION EINES DYNAMISCHEN LINKERSprototypename := functionname "(" typename {"," typename} ")" .angibt. Durch eine Mangling-FunktionM kann p in einen dekorierten Symbolnamen ubersetzt und beider anschlieenden Symbolsuche mit dem Namen n einer Symboldenition verglichen werden. Durchdie Komplexitat des Mangling-Mechanismus4 gestaltet sich die Konstruktion der Funktion M jedochauerst schwierig.Ein zweiter Losungsansatz ergibt sich aus dem Fakt, da ein Vergleich von n und p auch uber einezu M inverse Demangling-Funktion D moglich ist:n =M(p), p = D(n)Eine solche Funktion D ist auf den untersuchten Plattformen als Bestandteil verschiedener Programme(z. B. c++filt(1) oder dem(1)) verfugbar. Im Fall der vorliegenden Implementation wird hierfur dieFunktion cplus_demangle() des zur GNU-C++-Compiler-Distribution gehorenden Quelltext-Modulscplus-dem.c verwendet. Zur Eektivitatssteigerung wird jede Konvertierung D(n) nur einmal aus-gefuhrt (und zwar beim Laden eines Objektmoduls) und das Ergebnis in der Tabelle von Prototypna-men (Instanzvariable dmgsnm der Klasse File) abgelegt. Diese Tabelle ist indexgleich zur normalenSymboltabelle und damit kann bei der Symbolsuche der Vergleich zwischen Symbolnamen mit Hilfeder Eintrage dieser Tabelle erfolgen.6.1.8 Symbole der Linker-ApplikationAls Linker-Applikation wird das Nutzerprogramm bezeichnet, das die Dienste des dynamischen Lin-kers benutzt. Um dessen Symboldenitionen verfugbar zu machen, sind auf der zugrundeliegendenPlattform die folgenden beiden Vorgehensweisen denkbar:1. Die Symboltabelle fur das dynamische Linken (.dynsym) der Linker-Applikation wird benutzt.Die Linker-Applikation selbst wird als dynamisch gelinktes Programm implementiert. In diesemFall enthalt die Linker-Applikation eine Symboltabelle fur das dynamische Linken (.dynsym-Sektion), die vom Programmlader mit in den Hauptspeicher eingebracht wird. Der Programm-lader legt im Stack der Linker-Applikation den sogenannten auxiliary-Vektor5 ab. Uber diesenVektor wird der Linker-Applikation der Zugang zur eigenen Program Header Table und damitzum eigenen Dynamic-Segment ermoglicht. Das Dynamic-Segment wiederum gibt die Positionder Symboltabelle fur das dynamische Linken an. Die darin enthaltenen Adressen beziehen sichauf die Basisadresse 0, die mit der tatsachlichen Basisadresse eines dynamisch gelinkten Pro-gramms ubereinstimmt.2. Die Linker-Applikation ladt ihre eigene Symboltabelle (.symtab-Sektion) aus der ausfuhrbarenDatei nach.Eine Identikation der ausfuhrbaren Datei ist z. B. uber den Parameter argv[0] der main()-Funktion moglich. Fur die in der Symboltabelle enthaltenen Adressen gilt das gleiche wie oben.Im Fall eines dynamisch gelinktes Programm enthalt die Symboltabelle fur das dynamische Linkenkeine Eintrage fur Symbole, die durch die Applikation selbst deniert werden6. Desweiteren gilt es zubeachten, da bei einer Integration des dynamischen Linkers in den Kernel eines Betriebssystems keinzum auxiliary-Vektor aquivalenter Mechanismus existiert. Daher ist Vorgehensweise 1. zur Losung desProblems der Kernel-Symbole unbrauchbar.Die im Fall von Vorgehensweise 2. nachgeladene Symboltabelle ist bezuglich der Symbole, die durchdie Applikation deniert werden, vollstandig. Aus diesem Grund wurde in der vorliegenden Versiondes dynamischen Linkers diese Vorgehensweise implementiert.4Die Beschreibung der Mangling-Grammatik des Sun-C++-Compilers fullt 12 Seiten, der Quelltext einer Demangling-Funktion fur den GNU-C++-Compiler nimmt uber 40 Seiten ein.5s. /usr/include/sys/auxv.h bzw. /usr/include/linux/elf.h6Diese Aussage ist eine Vereinfachung, eine vollstandige Erlauterung wurde uber den Rahmen der hier zu treendenFeststellungen hinausgehen.
6.2. NUTZERSCHNITTSTELLE 616.2 NutzerschnittstelleDie Nutzerschnittstelle des dynamischen Linkers wird durch die Klasse Module, ihren oentlichen Me-thoden sowie Konstanten zur Belegung der Parameter dieser Methoden gebildet. Ein Objekt dieserKlasse reprasentiert jeweils einen Abhangigkeitsgraphen. Die Funktionen ksyminit() und ksymdone()zahlen ebenfalls zur Nutzerschnittstelle. Nachfolgende Auistung beschreibt die Methoden und Funk-tionen der Nutzerschnittstelle, zur Erlauterung der Konstanten sei auf Anh. A.2 (S. 92) verwiesen. Module::Module(char *name, unsigned int mode = MOD_GLOBAL)Der Konstruktor implementiert die link-Operation, indem ein Abhangigkeitsgraph im Haupt-speicher beginnend bei der durch den Parameter name bezeichneten geteilt benutzbaren Objekt-datei aufgebaut wird.Stellt name einen Pfadnamen dar, so wird versucht, die Datei unter genau diesem Namen zuonen. Ansonsten wird eine Objektdatei in den Verzeichnissen gesucht, die durch den Runpathdes im Abhangigkeitsgraphen ubergeordneten Objektmoduls bezeichnet werden. Liegt kein Run-path vor (z. B. im Fall des Objektmoduls, das die Wurzel des Abhangigkeitsgraphen darstellt)oder wird die Datei in den darin angegebenen Verzeichnissen nicht gefunden, werden die durchdas Makro STDPATH festgelegten Verzeichnisse durchsucht. Tritt wahrend des Ladens ein Feh-ler auf, so werden alle bis dahin durch das Module-Objekt geladenen Objektmodule geloscht.Das Module-Objekt selbst bleibt bestehen, so da durch dessen Methode geterrno() (s. u.) dieFehlerursache ermittelt werden kann. Vor dem Laden wird jeweils uberpruft, ob das angeforder-te Objektmodul bereits im Hauptspeicher enthalten ist. Wenn das der Fall ist, wird lediglichein Verweis auf das Objektmodul erzeugt und sein Referenzzahler erhoht. Danach werden alledurch den Aufbau des Abhangigkeitsgraphen geladenen Objektmodule reloziert und ihr Initia-lisierungscode wird in Reihenfolge der Postorder-Breite-zuerst-Durchmusterung (Breadth FirstTraversal, BFT) ausgefuhrt (s. Abschn. 6.5.1, S. 66). Objektmodule, die durch den betrachte-ten Abhangigkeitsgraphen referenziert, aber nicht geladen werden, werden nicht reloziert bzw.initialisiert, da dies bereits zuvor wahrend der Erzeugung eines anderen Abhangigkeitsgraphengeschehen ist. Durch den optionalen Parameter mode kann angezeigt werden, ob der erzeugteAbhangigkeitsgraph zur globalen Symbolsuche freigegeben ist. Tabelle A.2 in Anh. A.2 stellt diemoglichen Werte fur diesen Parameter dar. Module::~Module(void)Der Destruktor implementiert die unlink-Operation, indem { symmetrisch zum Konstruktor{ ein Abhangigkeitsgraph aus dem Hauptspeicher entfernt wird. Zu diesem Zweck werden dieReferenzzahler der im Abhangigkeitsgraphen enthaltenen Objektmodule dekrementiert. Der Ter-minierungscode von Objektmodulen, deren Referenzzahler den Wert 0 angenommen haben, wirdin Reihenfolge der Preorder-BFT des Abhangigkeitsgraphen ausgefuhrt (s. Abschn. 6.5.1, S. 66).Anschlieend werden diese Objektmodule geloscht. unsigned int Module::getsym(char *name, int mode = SNM_PROTO)Diese Methode realisiert die getsym-Operation, indem die Adresse eines im Gultigkeitsbereich1. der Linker-Applikation,2. des zugehorigen Abhangigkeitsgraphen oder3. anderer, fur die globale Symbolsuche freigegebener Abhangigkeitsgraphendenierten Symbols zuruckgegeben wird. Die Gultigkeitsbereiche werden dabei in der angege-benen Reihenfolge durchsucht, wobei die Suche mit dem ersten Aunden einer entsprechendenSymboldenition abgebrochen wird. Kann das Symbol nicht gefunden werden, so wird der Wert0 zuruckgeliefert.Durch den Parameter name wird dabei der Name des gesuchten Symbols angegeben. Durchden optionalen Parameter mode kann der Methode angezeigt werden, ob der Symbolname inForm eines Funktionsprototyps oder eines dekorierten Symbolnamens angegeben wurde (s. Ta-belle A.3 in Anh. A.2). Die Namen von Funktionsprototypen bilden sich dabei nach dem in
62 KAPITEL 6. IMPLEMENTATION EINES DYNAMISCHEN LINKERSAbschn. 6.1.7 (S. 59) angegebenen Schema. Die Bildung dekorierter Symbolnamen hangt vomMangling-Mechanismus des verwendeten Compilers ab7. Datenobjekte werden unabhangig vonder Art der Namensbildung gefunden.Dem Nutzer obliegt es, den Ruckgabewert der Methode in einer fur ihn geeigneten Weise (z. B.durch einen entsprechenden cast) zu interpretieren. int Module::geterrno(void)Tritt wahrend des Ladens oder der Relokation von Objektmodulen ein Fehler auf, so kannmit dieser Methode eine Fehlernummer abgefragt werden. In Tabelle A.4 in Anh. A.2 sind diemoglichen Fehlernummern und ihre Bedeutung dargestellt. char *Module::geterrmsg(void)Wenn ein Fehler aufgetreten ist, so liefert diese Methode einen Zeiger auf einen kurzen Text zurFehlerbeschreibung zuruck. Ist kein Fehler aufgetreten, so wird der Wert NULL zuruckgegeben. char *Module::getname(void)Zur Identikation eines Abhangigkeitsgraphen wird durch diese Methode ein Zeiger auf denNamen des Objektmoduls, das die Wurzel des Graphen markiert, zuruckgegeben. void Module::dispinfo(int mode = DSP_FILES | DSP_SCOPE)Durch diese Methode werden Informationen uber alle Abhangigkeitsgraphen bzw. alle Objekt-module, die im Hauptspeicher enthalten sind, auf die Standardausgabe geschrieben. Durch denParameter mode kann festgelegt werden, welche Art von Information ausgegeben werden soll.Tabelle A.5 in Anh. A.2 listet die moglichen Werte fur mode und deren Bedeutung auf. void Module::relink(void)Diese Methode realisiert die relink-Operation. Hiermit kann bewirkt werden, da die zumAbhangigkeitsgraphen gehorenden Objektmodule erneut aus den entsprechenden Dateien in denHauptspeicher geladen werden. Auf diese Weise wird eine neue Version eines Abhangigkeitsgra-phen im Hauptspeicher erstellt. Nachdem dies geschehen ist, wird der Terminierungscode derObjektmodule des alten Abhangigkeitsgraphen ausgefuhrt und anschlieend werden diese Ob-jektmodule geloscht. Danach ndet die Relokation und die Ausfuhrung des Initialisierungscodesder Objektmodule des neuen Abhangigkeitsgraphen statt. Als letzter Schritt erfolgt eine Re-Relokation aller Objektmodule, die Symboldenitionen aus geloschten Objektmodulen benutzthaben. void ksyminit(char *name)Durch diese Funktion wird die Symboltabelle der Linker-Applikation (s. Abschn. 6.1.8, S. 60)verfugbar gemacht. Zu diesem Zweck mu mit dem Parameter name der Name der ausfuhrba-ren Datei der Linker-Applikation angegeben werden. Hierzu kann der argv[0]-Parameter dermain()-Funktion der Linker-Applikation verwendet werden. Der Aufruf von ksyminit() munoch vor der Instantiierung eines Objekts der Klasse Module erfolgen. void ksymdone(void)Wird der dynamische Linker nicht mehr benotigt, kann mittels dieser Funktion der fur dieSymboltabelle der Linker-Applikation benotigte Speicherplatz wieder freigegeben werden.Um die Nutzerschnittstelle des dynamischen Linkers in einem Quelltextmodul bekannt zu machen,mu dieses Quelltextmodul die Datei odl.H einschlieen. Eine Linker-Applikation wird anschlieendmit der Compiler-Option -lodl erzeugt. In Anh. A.5 (S. 97) ist ein Beispiel fur die Verwendung derNutzerschnittstelle des dynamischen Linkers angegeben.7In der vorliegenden Version des dynamischen Linkers wird das Mangling des GNU-C++-Compilers (gcc 2.7.2)unterstutzt.






Abbildung 6.7: Module ChainDurch die Verkettung aller Module-Objekte werden Aktionen ermoglicht, die uber den einzelnenGultigkeitsbereich hinausgehen. Das sind z. B. die Aktualisierung von Gultigkeitsbereichen und die Re-Relokation von Objektmodulen im Falleiner link- oder relink-Operation, die Anzeige von Statusinformationen des dynamischen Linkers und die globale Symbolsuche.Jedes Objekt der Klasse Module verweist uber die Instanzvariable file auf ein Objekt der Klasse File.Dieses File-Objekt reprasentiert das Objektmodul, welches die Wurzel des Abhangigkeitsgraphendarstellt.


































File::chainAbbildung 6.9: File Chain6.4.3 Klasse FilelistObjekte der Klasse Filelist werden verwendet, um von einem File-Objekt ausgehend beliebig vieleVerweise auf andere File-Objekte verwalten zu konnen. Objekte der Klasse Filelist bilden uber dieInstanzvariable next eine vorwartsverkettend aufgebaute Liste und verweisen uber die Instanzvariablefile auf das zu referenzierende File-Objekt (s. Abb. 6.10).
File 1
File 2 File 3 File 4




Abbildung 6.10: Verwendung von Filelist-ObjektenSowohl Abhangigkeitslisten als auch die Listen eektiv nutzender und eektiv genutzter Objekt-module werden durch Instanzen der Klasse Filelist realisiert. Eine Dopplung gleicher Eintrage istin keiner dieser Listen sinnvoll und wird daher durch die Methoden der Klasse Filelist verhindert.6.4.4 Symboltabelle der Linker-ApplikationDie Symboltabelle der Linker-Applikation ist eine Kopie der .symtab-Sektion der ausfuhrbaren Dateider Linker-Applikation. Ihre Adresse und die Anzahl ihrer Eintrage wird durch die im Quelltextmodulksym.C auf Dateiebene denierten Variablen ksymtab und knsym beschrieben. Da Symbole durchihre Namen identiziert werden und Symbolnamen in einer Stringtabelle enthalten sind, wird nebender Symboltabelle auch die Stringtabelle aus der ausfuhrbaren Datei der Linker-Applikation in denHauptspeicher geladen und ihre Adresse durch die Variable kstrtab markiert.6.5 AlgorithmenUm ein grundsatzliches Verstandnis der Funktionsweise des dynamischen Linkers zu ermoglichen, wirdim folgenden Abschn. eine Auswahl zugrundeliegender Algorithmen beschrieben. Als Ausdrucksmittelwird dabei { wo angebracht { eine Pseudocode-Notation eingesetzt. Im Rahmen dieser Notation werdendie folgenden Kurzel verwendet:
66 KAPITEL 6. IMPLEMENTATION EINES DYNAMISCHEN LINKERSe : : : Wurzel eines Abhangigkeitsgraphenk : : : der wahrend der Durchmusterung eines Abhangigkeitsgraphen betrach-tete Knotenn : : : Name eines Objektmoduls oder einer ObjektdateiG : : : Identikation fur einen AbhangigkeitsgraphenSG : : : Menge der Symboldenitionen eines Abhangigkeitsgraphen GL;K : : : Listen von Knotenfg : : : leere KnotenlisteA : : : Aktion, die bei der Durchmusterung eines Abhangigkeitsgraphen uberjedem Knoten auszufuhren ist6.5.1 Breite-zuerst-Durchmusterung eines AbhangigkeitsgraphenDie Breite-zuerst-Durchmusterung (Breadth First Traversal, BFT) wird immer dann eingesetzt, wenndie entsprechende Besuchsreihenfolge von Bedeutung ist, so z. B. bei der Symbolsuche, der Ausfuhrung von Initialisierungs- und Terminierungscode, der Anzeige von Statusinformationen oder dem Loschen von Objektmodulen.Zu diesem Zweck wird der in [Dilger93] vorgestellte BFT-Algorithmus verwendet. Ein Problem ergibtsich hierbei jedoch fur mehrfach referenzierte Knoten, die durch diesen Durchmusterungsalgorithmuswiederholt besucht wurden. Zur Losung dieses Problems wird der Durchmusterungsalgorithmus umdie Verwaltung einer Liste bereits betrachteter Knoten erweitert. Ein Knoten wird nur dann besucht,wenn er nicht in dieser Liste (K) enthalten ist. Algorithmus 6.1 stellt die sich daraus ergebendeVorgehensweise dar. Der Start des Algorithmus erfolgt durch B(e; A; fg; fg).B(k;A;K;L):1. fuhre A uber k aus2. hange k an K an3. fur jeden Nachfolger n von kwenn n nicht in K enthalten isthange n an L an4. wenn L nicht leer istextrahiere den ersten Knoten l aus Lrufe B(l; A;K;L)5. kehre zuruckAlgorithmus 6.1: Breite-zuerst-Durchmusterung eines AbhangigkeitsgraphenDurch Algorithmus 6.1 wird die Aktion A in Preorder-Reihenfolge uber den Knoten eines Abhan-gigkeitsgraphen ausgefuhrt (Preorder-BFT). Durch Verschiebung des Schritts 1. hinter den Schritt 4.kann eine Postorder-Reihenfolge der Ausfuhrung von A erreicht werden (Postorder-BFT).Ein Objektmodul kann durch die BFT mehrerer Abhangigkeitsgraphen wiederholt besucht werden.Dabei gilt es zu beachten, da Aktionen wie der Aufruf des Initialisierungscodes eines Objektmodulsnur einmal ausgefuhrt werden durfen. Fur eine solche Aktion wird ein Flag verwaltet. Sie wird nurdann ausgefuhrt, wenn das entsprechende Flag nicht gesetzt ist. Im Anschlu an die Ausfuhrung derAktion wird das Flag gesetzt.
6.5. ALGORITHMEN 676.5.2 Tiefe-zuerst-Durchmusterung eines AbhangigkeitsgraphenDie Tiefe-zuerst-Durchmusterung (Depth First Traversal, DFT) wird in den Fallen verwendet, wo dieBesuchsreihenfolge der Knoten eines Abhangigkeitsgraphen keine Rolle spielt, so z. B. bei der Relokation von Objektmodulen, der Dekrementierung von Referenzzahlern oder der Aktualisierung von Referenzen nach einer link- oder relink-Operation.Zu diesem Zweck wird die durch Algorithmus 6.2 skizzierte Vorgehensweise verwendet. Der Start desAlgorithmus erfolgt durch T (e; A).T (k;A):1. fuhre A uber k aus2. fur jeden Nachfolger n von krufe T (n;A)3. kehre zuruckAlgorithmus 6.2: Tiefe-zuerst-Durchmusterung eines AbhangigkeitsgraphenAuch hier bewirkt die Tatsache, da der Abhangigkeitsgraph ein gerichteter, azyklischer Graphund kein Baum ist, da Knoten durch diesen Algorithmus mehrfach besucht werden. Dies ist jedoch{ im Gegensatz zur BFT { ein in einigen Fallen nutzlicher Umstand. Als Beispiel sei hier die Dekre-mentierung von Referenzzahlern im Fall der Beseitigung eines Abhangigkeitsgraphen genannt. So wirdz. B. der Referenzzahler von D aus Abb. 6.1 (s. S. 54) in zwei Schritten { einmal von A und einmalvon B aus { zu 0 dekrementiert. Soll eine nur einmal auszufuhrende Aktion (z. B. die Relokation einesObjektmoduls) mit Hilfe der DFT uber den Knoten eines Graphen durchgefuhrt werden, kommt derbereits bei der BFT erwahnte Flag-Mechanismus zum Einsatz.6.5.3 Erzeugung eines AbhangigkeitsgraphenEin Abhangigkeitsgraph wird im Speicher nach der durch Algorithmus 6.3 skizzierten Vorgehensweisein Tiefe-zuerst-Strategie aufgebaut. Der Start des Algorithmus erfolgt mit create(ne), wobei ne derName des Objektmoduls ist, das die Wurzel des Abhangigkeitsgraphen darstellt.create(n):wenn ein Knoten k mit dem Namen n existiert1. inkrementiere Referenzzahler von k2. gib k zurucksonst1. erzeuge k durch das Laden einer Datei namens n2. initialisiere Referenzzahler von k mit 13. initialisiere Abhangigkeitsliste von k mit fg4. fur jede Abhangigkeit a von kfuge Ruckgabewert von create(na) an die Abhangigkeitsliste von k an5. gib k zuruckAlgorithmus 6.3: Erzeugung eines Abhangigkeitsgraphen
68 KAPITEL 6. IMPLEMENTATION EINES DYNAMISCHEN LINKERSDer Algorithmus wird durch den Konstruktor der Klasse Module angestoen. Die Methode init()der Klasse File realisiert dabei die Rekursion, wahrend die Methode load() Verwendung ndet, umeine geteilt benutzbare Objektdatei segmentweise in den Hauptspeicher zu laden. Zur Uberprufung,ob ein Objektmodul im Hauptspeicher enthalten ist, wird durch die Methode checkchain() die FileChain (s. Abschn. 6.4.2, S. 64) durchmustert. Nach dem Aufbau des Abhangigkeitsgraphen werdendie dadurch geladenen Objektmodule reloziert (s. Abschn. 6.5.5, S. 68). Anschlieend wird durchdie Methode initialize() der Klasse File mittels Postorder-BFT der Initialisierungscode dieserObjektmodule zur Ausfuhrung gebracht.6.5.4 Loschen eines AbhangigkeitsgraphenBeim Loschen eines Abhangigkeitsgraphen gilt es zu beachten, da nur die darin enthaltenen Ob-jektmodule, die nicht durch andere Abhangigkeitsgraphen referenziert werden, zu loschen sind. Ausdiesem Grund werden zuerst die Referenzzahler der im betrachteten Abhangigkeitsgraphen enthal-tenen Objektmodule dekrementiert. Ein Objektmodul kann anschlieend geloscht werden, wenn seinReferenzzahler den Wert 0 angenommen hat. Die Dekrementierung geschieht zweckmaigerweise mit-tels DFT, da hierbei Referenzzahler mehrfach referenzierter Objektmodule (z. B. D in Abb. 6.1, S. 54)wiederholt dekrementiert werden.Eine Besonderheit bilden dabei die Nachfolger mehrfach referenzierter Knoten. Die Referenzzahlerdieser Module wurden bei der in Abschn. 6.5.2 (S. 67) dargestellten DFT voreilig zu 0 oder aber zueinem negativen Wert dekrementiert. Als Beispiel sei hier auf Objektmodul F aus Abb. 6.2 (s. S. 55)verwiesen, dessen Referenzzahler beim Loschen des Abhangigkeitsgraphen G1 zu 0 dekrementiertwurde, obwohl es als Bestandteil des Abhangigkeitsgraphen G2 erhalten bleiben mu.Aus diesem Grund wird die durch Algorithmus 6.4 skizzierte Vorgehensweise implementiert. DerStart des Algorithmus erfolgt durch decrefs(e).decrefs(k):1. dekrementiere Referenzzahler von k2. wenn Referenzzahler von k = 0fur jeden Nachfolger n von krufe decrefs(n)3. kehre zuruckAlgorithmus 6.4: Dekrementierung von ReferenzzahlernDurch den Destruktor der Klasse Module wird mit der Methode decrefs() der Klasse File deroben beschriebene Algorithmus angestoen. Danach wird durch die Methode terminate() der KlasseFile in einer Preorder-BFT des Graphen der Terminierungscode all jener Objektmodule ausgefuhrt,deren Referenzzahler den Wert 0 besitzt. Anschlieend werden diese Objektmodule durch die Methodedone() mittels einer Postorder-BFT geloscht.6.5.5 RelokationEin Objektmodul wird stets innerhalb des Abhangigkeitsgraphen reloziert, durch den es geladen wur-de. Da die Reihenfolge der Relokation von Objektmodulen innerhalb eines Abhangigkeitsgraphen keineRolle spielt, kann hierfur eine DFT verwendet werden. Vom dynamischen Linker wird dazu die Me-thode relocate() der Klasse File benutzt. Eine wiederholte Relokation von mehrfach referenziertenObjektmodulen oder Objektmodulen, die durch einen anderen Abhangigkeitsgraphen geladen wurden,wird dabei in der oben dargestellten Weise mittels eines speziellen Flags verhindert.Durch das Dynamic-Segment einer geteilt benutzbaren Objektdatei werden die Adressen zweierRelokationstabellen, einer fur PLT-Relokationen und einer fur alle ubrigen Relokationen, angegeben.
6.5. ALGORITHMEN 69Da der dynamische Linker in der vorliegenden Implementation kein verzogertes Binden realisiert,werden beide Arten von Relokationen durch relocate() unmittelbar hintereinander ausgefuhrt. Diein den Relokationsinformationen angegebenen Adressen der Relokationsfelder beziehen sich auf dieBasisadresse 0. Somit kann die Position der zu modizierenden Speicherzelle durch Addition dertatsachlichen Basisadresse eines Objektmoduls berechnet werden. Zur Wahrung der Idempotenz vonRelokationen (s. Abschn. 6.1.5, S. 58) wird unmittelbar nach dem Laden eines Objektmoduls Speicherfur die Aufbewahrung des ursprunglichen Inhalts von Relokationsfeldern allokiert. Dieser Speicher-bereich wird als Feld organisiert und durch die Nummer der entsprechenden Relokationsinformationindiziert. Die Instanzvariable orgrel der Klasse File verweist auf dieses Feld.Zur Durchfuhrung symbolischer Relokationen mu innerhalb des Abhangigkeitsgraphen nach derentsprechenden Symboldenition gesucht werden. Aus diesem Grund wird von relocate() der Zeigerauf das den Abhangigkeitsgraphen identizierende Module-Objekt mitgefuhrt, dessen private Methodegetsym() zur Symbolsuche benutzt wird. Abbildung 6.11 stellt an einem Beispiel den Vorgang derDurchmusterung eines Abhangigkeitsgraphen zur Durchfuhrung einer symbolischen Relokation dar.Hierbei wird durch die DFT das zu relozierende Objektmodul File4 erreicht (Schritte 1, 2 und 3).Bei der Ausfuhrung einer symbolischen Relokation von File4 wird die private getsym()-Methode vonModule1 aufgerufen (Schritt 4), die den Abhangigkeitsgraphen mittels Breitensuche durchmustert.Dabei werden die Objektmodule File1 und File2 durchsucht, bevor die benotigte Symboldenition inFile3 gefunden wird (Schritte 5, 6 und 7).
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File File4 5 6Abbildung 6.11: Relokation und SymbolsucheIm Zug der Symbolsuche wird neben der Adresse des Symbolwerts ein Zeiger auf das Objektmodulzuruckgegeben, welches das Symbol deniert. Uber diesen Zeiger wird die wechselseitige Registrierungvon nutzendem und bereitstellendem Objektmodul mittels der Listen eektiv nutzender und eektivgenutzter Objektmodule vorgenommen (s. Abschn. 6.1.5, S. 58).6.5.6 SymbolsucheDie Suche nach Symboldenitionen wird zur Durchfuhrung symbolischer Relokationen und auf Nut-zeranforderung hin eingeleitet. Im ersten Fall wird eine benotigte Funktion durch einen dekoriertenSymbolnamen bezeichnet. Mit diesem Symbolnamen kann die Symboltabelle eines Objektmoduls un-ter Zuhilfenahme eines Hashing-Algorithmus durchsucht werden. Fur Datenobjekte gilt das gleiche,im Gegensatz zu Funktionen verfugen sie jedoch nicht uber einen dekorierten Symbolnamen. Im zwei-ten Fall besteht fur den Nutzer des dynamischen Linkers die Moglichkeit, eine gesuchte Funktiondurch einen Prototypnamen (s. Abschn. 6.1.7, S. 59) zu beschreiben. Hierbei wird innerhalb einesObjektmoduls die Tabelle von Prototypnamen in Form der Instanzvariable dmgsnm der Klasse Filedurchsucht, und durch deren Index auf die Position innerhalb der Symboltabelle geschlossen. Daten-objekte konnen sowohl uber die Tabelle von Prototypnamen als auch direkt uber die Symboltabellelokalisiert werden. Startpunkt einer Symbolsuche ist stets das den Abhangigkeitsgraphen identi-zierende Module-Objekt. Durch dessen private Methode getsym() wird die durch Algorithmus 6.5skizzierte Vorgehensweise realisiert. Damit in einem Objektmodul Funktionen der Linker-Applikationin Anspruch genommen werden konnen (z. B. die des dynamischen Linkers selbst), mu die Symbol-tabelle der Linker-Applikation durchsucht werden. Kann eine Symboldenition nicht innerhalb eines
70 KAPITEL 6. IMPLEMENTATION EINES DYNAMISCHEN LINKERSAbhangigkeitsgraphen gefunden werden, so wird die globale Symbolsuche eingeleitet, bei der alle ent-sprechend markierten Abhangigkeitsgraphen durchmustert werden.getsym(s;Gi):kann s in der Symboltabelle der Linker-Applikation gefunden werdengib die Adresse des Symbolwerts von s zurucksonstkann s in SGi gefunden werdengib die Adresse des Symbolwerts von s zurucksonstfur jeden zur globalen Symbolsuche freigegebenen Abhangigkeitsgraphen Gj 6= Gikann s in SGj gefunden werdengib die Adresse des Symbolwerts von s zurucksonstgib die Adresse NULL zuruckAlgorithmus 6.5: SymbolsucheDie Suche innerhalb der Symbolmenge SG eines Abhangigkeitsgraphen G wird durch die Methodegetsym() des File-Objekts eingeleitet, das die Wurzel des Abhangigkeitsgraphen darstellt. Durchdiese Methode wird eine Breitensuche im Graphen realisiert, wobei die Durchmusterung mit demAunden einer Symboldenition abgebrochen wird. Eine Ausnahme bildet hierbei das Aundeneiner schwach gebundenen Symboldenition: die Adresse aW des Symbolwerts wird vermerkt und derAbhangigkeitsgraph wird weiter durchmustert. Nur wenn keine global gebundene Symboldenitiongefunden wurde, wird aW zuruckgegeben.6.5.7 RelinkenEine relink-Operation wird durch den Aufruf der Methode relink() der Klasse Module angestoen.Hierbei wird der zu einem Module-Objekt gehorende Abhangigkeitsgraph Gi neu aufgebaut. Dieserfolgt gema der in Abschn. 6.5.3 (S. 67) beschriebenen Weise. Der einzige Unterschied bestehtdarin, da im Fall einer relink-Operation der anfangliche Test aus Algorithmus 6.3 nicht erfolgt, unddamit Objektdateien unbedingt neu geladen werden.Nach dem Aufbau des neuen AbhangigkeitsgraphenGi0 werden alle anderen AbhangigkeitsgraphenGj (i 6= j) durchmustert und deren Referenzen zu Objektmodulen aus Gi in Referenzen auf dieentsprechenden Objektmodule aus Gi0 umgewandelt. Dieser Aktualisierungsproze wird durch dieMethoden update() der Klassen Module und File realisiert. Die Methode der letztgenannten Klasseimplementiert hierfur die durch Algorithmus 6.6 skizzierte Vorgehensweise. Der Start des Algorithmuserfolgt durch update(e;Gi0).Nach der Aktualisierung aller Referenzen werden die Objektmodule des alten Abhangigkeitsgra-phen Gi in der in Abschn. 6.5.4 (S. 68) beschriebenen Weise geloscht. Dabei werden die durch dieListen eektiv nutzender Objektmodule bezeichneten Knoten fur eine Re-Relokation markiert. Im An-schlu daran wird der neue Abhangigkeitsgraph Gi0 reloziert und der Proze der Re-Relokation allerubrigen Graphen angestoen (s. Abschn. 6.1.5, S. 58). Zum Abschlu wird der in den Objektmodulenvon Gi0 enthaltene Initialisierungscode ausgefuhrt.6.6 Probleme und VerbesserungsvorschlageDie folgende Aufzahlung stellt verschiedene bekannte Probleme beim Einsatz des dynamischen Linkerszusammen, die mit den implementierten Datenstrukturen und Algorithmen nicht oder nur unverhalt-
6.6. PROBLEME UND VERBESSERUNGSVORSCHLAGE 71update(k;Gi0):wenn Gi0 eine neue Version k0 von k enthalt1. losche den durch k bezeichneten Subgraphen2. ersetze die Referenz auf k durch eine Referenz auf k03. inkrementiere den Referenzzahler von k0sonstfur jeden Nachfolger n von krufe update(n;Gi0)Algorithmus 6.6: Aktualisierung von Abhangigkeitsgraphen nach einer relink-Operationnismaig schwer zu losen sind und daher vom Nutzer zu berucksichtigen sind. Benutzung von Symboldenitionen aus Objektmodulen, die nicht unmittelbar odermittelbar referenziert werdenEin Objektmodul M wird innerhalb des Abhangigkeitsgraphen Gi, durch den es geladen wurde,reloziert. Hierbei konnen Symboldenitionen aus Objektmodulen verwendet werden, die von Mweder unmittelbar (Nachfolger) noch mittelbar (Nachfolger der Nachfolger) referenziert werden.Spater kann M zum Bestandteil eines weiteren Abhangigkeitsgraphen Gj werden. Ein Beispielhierfur ist Modul D aus Abb. 6.2 (S. 55), das innerhalb des Abhangigkeitsgraphen G1 relo-ziert wird, aber auch zum Abhangigkeitsgraphen G2 gehort. Folgende Konstellationen sollen zurDarstellung der auftretenden Probleme dienen:1. Objektmodul D deniere eine generische Sortierfunktion sort(), und erwartet hierfur,da durch das nutzende Objektmodul die Ordnungsrelation in Form einer Funktion rel()deniert werde. Objektmodul A deniert rel() mittels der <-Relation, B mittels der>-Relation. Da D innerhalb des Abhangigkeitsgraphen G1 reloziert wird, ndet die <-Relation Anwendung, und Funktionen aus dem Abhangigkeitsgraphen G2 liefern unerwar-tete Ergebnisse8.2. Objektmodul D benutzt eine durch A denierte Funktion f(), im gesamten Abhangigkeits-graphen G2 wird jedoch keine solche Funktion deniert. Wird der Abhangigkeitsgraph G1geloscht, so bleibt D als Bestandteil des Abhangigkeitsgraphen G2 erhalten, seine Referen-zen zu f() sind jedoch fortan undeniert.Zur Vermeidung der hier genannten Probleme sollten Nutzungsbeziehungen in der oben auf-gefuhrten Form vermieden werden. Stattdessen empehlt sich eine konsequente "Top-Down-Benutzung\ von Symboldenitionen innerhalb eines Abhangigkeitsgraphen. Globale SymbolsucheDurch die globale Symbolsuche kann bewirkt werden, da ein Objektmodul eines Abhangig-keitsgraphen Gi Symboldenitionen eines anderen, bezuglich der enthaltenen Objektmoduledisjunkten Abhangigkeitsgraphen Gj verwendet. Diese Tatsache spiegelt sich jedoch nicht in derAbhangigkeitsstruktur der Objektmodule wieder und bewirkt, da Gj geloscht werden kann,obwohl dessen Symbolwerte in Gi noch in Benutzung sind. Symboladressen nach einer link- oder relink-OperationWird ein Objektmodul im Zug einer link- oder relink-Operation ersetzt oder geloscht (z. B.durch Manahmen der Versionsverwaltung oder eine strukturverandernde relink-Operation), soverlieren alle mittels der getsym-Operation ermittelten Adressen a1; a2; : : : von Symbolwertendieses Objektmoduls ihre Gultigkeit.8Dieses Beispiel dient nur der Illustration, in der Praxis wurde sort() mittels eines Parameters ein Zeiger auf rel()ubergeben.
72 KAPITEL 6. IMPLEMENTATION EINES DYNAMISCHEN LINKERSZur Losung dieses Problems sollen drei Moglichkeiten angedeutet werden:1. Die Benutzung des dynamischen Linkers wird so organisiert, da nach jeder link- oderrelink-Operation die Adressen a1; a2; : : : mittels der getsym-Operation neu bestimmt wer-den.2. Die getsym-Operation wird nicht als Funktion implementiert, die die Adresse eines Symbol-werts zuruckgibt, sondern als Prozedur, die einen Referenzparameter r mit dieser Adressebelegt. Dabei vermerkt getsym die Adresse von r zusammen mit dem Namen des angefor-derten Symbols in einer speziellen Liste des Abhangigkeitsgraphen. Werden Objektmoduleaus dem Graphen ersetzt oder geloscht, so wird diese Liste durchmustert. Ein durch einenEintrag der Liste benanntes Symbol wird erneut gesucht und der "ehemalige\ Referenzpa-rameter r mittels der neubestimmten Adresse aktualisiert. Probleme ergeben sich hierbeijedoch, wenn der Wert des Referenzparameters einer anderen Variablen zugewiesen wurdeoder wenn der Speicherbereich von r zum Zeitpunkt der link- oder relink-Operation nichtmehr verfugbar ist (z. B. wenn der Block, der r deniert, bereits wieder verlassen wurde.).3. Dem Nutzer des dynamischen Linkers wird anstelle der getsym-Operation eine KlasseSymbol zur Verfugung gestellt, die in folgender Weise zu verwenden ist:Module G = "libA.so";Symbol s (G, "foo(void)");( (void(*)()) s.addr())();Ein Objekt s dieser Klasse wird erzeugt, indem durch den Konstruktor ein als Parameteranzugebender Abhangigkeitsgraph G nach einem ebenfalls als Parameter anzugebendenSymbolnamen durchsucht wird. Der Konstruktor tragt s in eine Liste von Symbol-Objektenvon G ein und vermerkt umgekehrt einen Verweis auf G in s. Werden Objektmodule aus Ggeloscht oder ersetzt, so wird die Liste der Symbol-Objekte durchmustert und aktualisiert.Wird s geloscht, so sorgt der Destruktor der Klasse Symbol dafur, da s aus der Liste vonSymbol-Objekten von G entfernt wird. Umgekehrt werden beim Loschen von G alle in derListe enthaltenen Symbol-Objekte als ungultig markiert. Bei einer Anweisung der FormSymbol s2 = s;kann durch einen entsprechend gestalteten Konstruktor der Klasse Symbol erreicht werden,da s2 auf die gleiche Weise wie s mit G verknupft wird.In der vorliegenden Implementation des dynamischen Linkers ergibt sich die Hauptspeicherre-prasentation eines Objektmoduls durch das Lesen der entsprechenden Datei. Hierfur ist die Methodeload() der Klasse File verantwortlich. Diese Methode konnte so modiziert werden, da sie den In-halt eines Objektmoduls aus einer anderen Datenquelle, z. B. einer Netzwerkverbindung, liest. BeimEntwurf des dynamischen Linkers hatte die einfache Implementation und eektive Ausfuhrung der Al-gorithmen Vorrang vor einem moglichst geringen Hauptspeicherbedarf. Folgende Manahmen konnenzur Verringerung des Hauptspeicherbedarfs dienen: Re-RelokationZur Wahrung der Idempotenz bei der wiederholten Durchfuhrung von Relokationen wird derursprungliche Inhalt aller Relokationsfelder in einem eigens dafur reservierten Speicherbereich(Instanzvariable orgrel der Klasse File) aufbewahrt. Dies ist jedoch nur fur Relokationsfeldernotwendig, die einen impliziten Zusatz enthalten, der bei der Adreberechnung im Zug derRelokation verwendet wird. Es kann also Speicherplatz gespart werden, wenn nur der Inhaltdieser Relokationsfelder aufbewahrt wird. Tabelle von PrototypnamenDie vorliegende Implementation des dynamischen Linkers konvertiert beim Laden eines Ob-jektmoduls jeden in dessen Symboltabelle enthaltenen dekorierten Symbolnamen durch eine
6.6. PROBLEME UND VERBESSERUNGSVORSCHLAGE 73Demangling-Funktion in den entsprechenden Prototypnamen und speichert diesen in einer Ta-belle (Instanzvariable dmgsnm der Klasse File) ab. Dabei werden auch nichtdekorierte Sym-bolnamen in diese Tabelle ubernommen, wodurch die Symbolsuche einzig uber dieser Tabelleoperieren kann.Um Speicherplatz zu sparen ist es denkbar, nur Prototypnamen in diese Tabelle zu ubernehmen.Weiterhin ist es vorstellbar, die Demangling-Funktion direkt bei der Symbolsuche zu verwenden.Hierdurch wurde die Tabelle von Prototypnamen ganzlich uberussig.
Kapitel 7Zusammenfassung und AusblickDas dynamische Linken ist ein Mechanismus, der die Adaption von Software-Systemen zur Laufzeiterlaubt. Dies wird durch das dynamische Laden und Entfernen von Programmkomponenten (Objekt-modulen) ermoglicht. Dynamisches Linken ist durch die Auflosung symbolischer Referenzen zwischenObjektmodulen wahrend des Programmstarts bzw. wahrend der Programmausfuhrung gekennzeich-net. Objektmodule sind Datenstrukturen, deren Aufbau durch das Objektdateiformat geregelt wird.Im Rahmen der vorliegenden Arbeit konnte festgestellt werden, da sich das Objektdateiformat ELFgut als Basis des dynamischen Linkens eignet. Die Benutzung gemeinsamen Speichers und der Erhaltsymbolischer Informationen zur Laufzeit bewirkt, da der Programmcode von Objektmodulen an denCode mehrerer Anwendungsprogramme gebunden und somit geteilt benutzt werden kann. Durch diegeteilte Benutzung von Objektmodulen verringert sich die Groe ausfuhrbarer Dateien und der von ih-nen wahrend der Abarbeitung eektiv belegte Hauptspeicherplatz. Mit positionsunabhangigem Codewurde ein Methode vorgestellt, durch die geteilt benutzte Objektmodule frei im Adreraum eines Pro-zesses angeordnet werden konnen. Objektdateien einer dynamisch gelinkten Anwendung stellen einelogische Einheit dar, die vom Laufzeit-Linker zu einer physischen Einheit (Process Image) verbundenwerden. Die logische Einheit ergibt sich aus der Referenzierung (Benennung) benotigter Objektmodule.Dies fuhrt zur Darstellung von Abhangigkeitsgraphen. Mit der vorliegenden Implementation konnte ge-zeigt werden, da sich die Funktionen eines Werkzeugs zum dynamischen Linken als Operationen uberAbhangigkeitsgraphen darstellen lassen. Das dynamische Linken und die damit erreichte Flexibilitatim Aufbau dynamisch gelinkter Anwendungen macht Manahmen zur Gewahrleistung der Typsicher-heit und zur Verwaltung verschiedener Versionen eines Objektmoduls notwendig. Der implementiertePrototyp eines dynamischen Linkers zeigt, wie sich Typsicherheit auf die Ubereinstimmung von Sym-bolnamen zuruckfuhren lat und wie durch die Verwaltung von Major- und Minor-VersionsnummernKompatibilitat und Aktualitat bei der Verwendung von Objektmodulen erreicht werden kann.Der dynamische Linker kann zur Erlangung der dynamischen Adaptierbarkeit eines Betriebssy-stems eingesetzt werden. Hierfur ist im Rahmen weiterfuhrender Arbeiten eine Integration des Lin-kers in einen Betriebssystem-Kernel vorzunehmen. Da der Kernel hierbei an die Stelle der Linker-Applikation tritt, ist insbesondere die Symbolsuche in der Linker-Applikation (s. Abschn. 6.1.8, S. 60)durch eine Symbolsuche im Kernel zu ersetzen. Dies bedingt, da eine Kernel-Symboltabelle verfugbargemacht werden mu. Im Anhang werden hierfur konkrete Hinweise angegeben (s. Anh. A.4, S. 95).Existierende Objektdateiformate bieten i. allg. nur unzureichende Moglichkeiten zur Beschreibungvon Typinformationen. In zukunftigen Untersuchungen sollten Wege analysiert werden, wie Objekt-module um Typinformationen erganzt werden konnen. Die Einfuhrung von Typdeskriptoren wie imFall des HP/UX-a.out-Formats ware hier vorstellbar, bedingt jedoch eine Modikation von Compi-lern oder die Schaung zusatzlicher Werkzeuge. Die Flexibilitat des ELF-Objektdateiformats erlaubtin diesem Zusammenhang die Denition neuer Sektionen, so z. B. zur Unterbringung entsprechen-der Deskriptortabellen. Eintrage einer solchen Tabelle konnten die Typen globaler Variablen bzw.der Ruckgabewerte und Parameter von Funktionen beschreiben. Es besteht die Moglichkeit, bislangungenutzte Attribute eines Symboltabelleneintrags zum Verweis auf einen solchen Typdeskriptor zubenutzen. Referenzen zwischen Typdeskriptoren wurden die Darstellung von strukturierten Daten-75
76 KAPITEL 7. ZUSAMMENFASSUNG UND AUSBLICKtypen und von Klassenhierarchien ermoglichen. Fur Anregungen in diesem Zusammenhang sei aufArbeiten wie [Interrante90] oder [Wallace] verwiesen.Der Link-Editor uberpruft wahrend der Erzeugung eines dynamisch gelinkten Programms dieAuosbarkeit symbolischer Referenzen und verfugt daher uber Informationen, welches Objektmodulein referenziertes Symbol deniert. Diese Informationen werden jedoch wieder verworfen und derLaufzeit-Linker mu ggf. erneut eine Menge von Objektmodulen nach einer Symboldenition durch-suchen. Es ist denkbar, da bereits wahrend der Erzeugung eines Objektmoduls fur dessen Symbolde-klarationen vermerkt wird, welches Objektmodul die entsprechende Denition enthalt. Unter gewissenVoraussetzungen konnten fur diese Vermerke Referenzen auf die Eintrage der Abhangigkeitsliste einesObjektmoduls verwendet werden.Bei der objektorientierten Realisierung eines dynamischen Linkers bietet sich die Reprasentationvon Objektmodulen durch Instanzen entsprechender Klassen an (z. B. der Klasse File im Fall dervorliegenden Implementation). Um dem dynamischen Linker die Verarbeitung einer Vielzahl von Ob-jektdateiformaten und -typen zu ermoglichen, konnte hierfur eine Klassenhierarchie eingefuhrt werden.Von einer abstrakten Basisklasse, die alle grundlegenden Eigenschaften eines Objektmoduls reprasen-tiert, waren in einem solchen Fall weitere Klassen zur konkreten Darstellung von Objektdateitypenverschiedener Objektdateiformate abzuleiten (s. Abb. 7.1).




class Elf_Shared_ObjectAbbildung 7.1: Beispiel einer Klassenhierarchie fur ObjektdateitypenEs verbleibt festzustellen, da mit dem Einsatz des dynamischen Linkens ein vielversprechenderWeg beschritten wird, und es ist zu hoen, da die Forschungen auf diesem Gebiet durch weitereArbeiten vorangetrieben werden.
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GlossarAbhangigkeitWird zur Erstellung eines dynamisch zu linkenden Objektmoduls (geteilt benutzbare Objektda-tei, dynamisch gelinktes Programm) ein weiteres dynamisch zu linkendes Objektmodul (geteiltbenutzbare Objektdatei) verwendet, so wird im zu erstellenden Objektmodul eine Referenz aufdas verwendete Objektmodul vermerkt. Diese Referenz wird als Abhangigkeit und das referen-zierte Modul als benotigtes Objektmodul des zu erstellenden Objektmoduls bezeichnet.AbhangigkeitslisteAlle Abhangigkeiten eines Objektmoduls formen dessen Abhangigkeitsliste.AbhangigkeitsgraphBetrachtet man Objektmodule als Knoten und verbindet diese mittels gerichteter Kanten mit dendurch die Abhangigkeitsliste bezeichneten Objektmodulen, so ergibt sich der Abhangigkeitsgraph.Adresse, absoluteEine absolute Adresse bezeichnet eine Position im Adreraum eines Prozesses.Adresse, relativeAls relative Adresse wird eine Hauptspeicherposition bezuglich einer Basisadresse (z. B. der einesObjektmoduls) bezeichnet.Anwendung, dynamisch gelinkteAls dynamisch gelinkte Anwendung wird die Gesamtheit aller zum Abhangigkeitsgraphen einesdynamisch gelinkten Programms gehorenden Objektmodule bezeichnet.ArchivEin Archiv (*.a) ist eine Datei, in der Kopien mehrerer relozierbarer Objektdateien enthaltensind. Archive verfugen uber eine Archiv-Symboltabelle und werden vom Link-Editor als Eingabeverarbeitet.BasisadresseDie Basisadresse ist eine absolute Adresse und bezeichnet den Beginn des von einem Objekt-modul belegten Speicherbereichs. Die Basisadresse ist der Bezugspunkt relativer Adreangaben(Symbolwerte, Relokationsfelder) innerhalb eines Objektmoduls..bss-SektionDie .bss-Sektion ("Block Started by Symbol\) bezeichnet den Abschnitt eines ELF-Objekt-moduls, der zur Aufbewahrung nichtinitialisierter Variablen dient. Diese Sektion belegt keinenPlatz in der Datei. Fur diese Sektion wird zur Laufzeit Speicher gema der vom SHT-Eintragangegebene Groe allokiert.Datei, ausfuhrbareEine ausfuhrbare Datei ist eine Objektdatei, die einen Eintrittspunkt deniert und vom Pro-grammlader gestartet werden kann. 79
80 GLOSSAREintrittspunktDer Eintrittspunkt bezeichnet die absolute Adresse, an der die Abarbeitung des Programmcodeseiner ausfuhrbaren Datei oder einer Funktion beginnt.InterpositionDie Interposition ist eine Resolutionsregel, nach der die zuerst aufgefundene von mehreren gleich-namigen Symboldenitionen verwendet wird.LadenAls Laden wird der Vorgang bezeichnet, durch den der Inhalt eines Objektmoduls in den Adre-raum eines Prozesses eingebracht wird. Hierfur wird i. allg. der Inhalt einer Objektdatei gelesen,bei geteilter Benutzung von Objektmodulen kann "Laden\ aber auch das Einblenden von Ab-schnitten gemeinsamen Speichers bedeuten.Laufzeit-LinkerDer Laufzeit-Linker ist ein Programm(-modul), das wahrend der Laufzeit einer AnwendungObjektmodule ladt oder entfernt und symbolische Referenzen zwischen diesen Objektmodulenund der Anwendung auost. Der Laufzeit-Linker wird auch als dynamischer Linker bezeichnet.Linken, dynamischesDynamisches Linken ist der Oberbegri fur Methoden im Zusammenhang mit dem Laden undEntfernen von Objektmodulen sowie der Auflosung symbolischer Referenzen wahrend der Lauf-zeit eines Programms.Linken, statischesStatisches Linken bezeichnet die Konkatenation relozierbarer Objektdateien zu einer Ausgabe-datei (statisch gelinktes Programm, relozierbare Objektdatei).Link-EditorDer Link-Editor ist ein (Kommandozeilen-) Programm (z. B. ld(1)), das relozierbare bzw.geteilt benutzbare Objektdateien sowie Archive als Eingabe verarbeitet und eine relozierbarebzw. geteilt benutzbare Objektdatei oder ein statisch bzw. dynamisch gelinktes Programm alsAusgabe erzeugt.ObjektdateiEine Objektdatei beinhaltet die (oder Teile der) Maschinensprache-Reprasentation eines Pro-gramms. Objektdateien werden in statisch bzw. dynamisch gelinkte Programme und relozierbarebzw. geteilt benutzbare Objektdateien unterschieden.Objektdatei, geteilt benutzbareGeteilt benutzbare Objektdateien (shared objects, *.so) stellen die Eingabe des dynamischenLinkers dar. Sie sind mit speziellen Informationen fur das dynamische Linken ausgestattet. IhrProgrammcode kann von mehreren Prozessen geteilt benutzt werden.Objektdatei, relozierbareRelozierbare Objektdateien (relocatable objects, *.o) stellen die Ausgabe des Ubersetzungssy-stems dar oder werden durch die Konkatenation bereits existierender relozierbarer Objektdateiendurch den Link-Editor erzeugt. Relozierbare Objektdateien werden i. allg. beim statischen Lin-ken verwendet.ObjektmodulDer Begri Objektmodul kennzeichnet eine Objektdatei, eine Komponente eines Archivs oderden Inhalt einer Objektdatei, die bereits in den Hauptspeicher eingelesen wurde.Programm, dynamisch gelinktesEin dynamisch gelinktes Programm (dynamic executable) ist eine ausfuhrbare Datei, deren sym-bolische Referenzen vom Laufzeit-Linker aufgelost werden mussen. Dafur ladt der Laufzeit-Linker die von einem dynamisch gelinkten Programm referenzierten geteilt benutzbaren Ob-jektdateien.
GLOSSAR 81Programm, statisch gelinktesEin statisch gelinktes Programm (static executable) ist eine ausfuhrbare Datei, bei deren Erzeu-gung alle symbolischen Referenzen durch den Link-Editor aufgelost wurden.ProgrammladerUnter dem Programmlader ist der Systemruf zu verstehen, der fur das Laden und den Startausfuhrbarer Dateien verantwortlich ist (z. B. exec(2)).Referenz, symbolischeEine symbolische Referenz bezeichnet ein Adrefeld in einem Maschinenprogramm (Operandeines Maschinenbefehls, Zeiger o.a.), das im Zug der sog. Auflosung mit der Adresse einesSymbolwerts uberschrieben werden mu. Symbolische Referenzen werden durch entsprechen-de Relokations- und Symbolinformationen dargestellt.RelokationDie Relokation ist der Vorgang, durch den absolute Adrebezuge eines Objektmoduls an dessenPosition im Adreraum eines Prozesses angepat (nichtsymbolische Relokation) oder mittels derabsoluten Adresse eines Symbolwerts modiziert (symbolische Relokation) werden. Relokationenwerden durch Relokationsinformationen gesteuert.ResolutionDie Resolution stellt die Anwendung eines Satzes von Vorrangregeln dar, durch die die Verwen-dung einer von mehreren gleichnamigen Symboldenitionen festgelegt wird.SymbolEin Symbol ist eine Datenstruktur innerhalb eines Objektmoduls, die einen denierten oderreferenzierten Symbolwert durch einen Namen identiziert.SymboldenitionEine Symboldenition bezeichnet ein Symbol fur einen innerhalb eines Objektmoduls deniertenSymbolwert.SymboldeklarationEine Symboldeklaration bezeichnet ein Symbol fur einen innerhalb eines Objektmoduls benotig-ten, nicht aber innerhalb dieses Moduls denierten Symbolwert. Symboldeklarationen werdenauch als undenierte Symbole bezeichnet.SymbolwertDer Symbolwert ist die Maschinensprache-Reprasentation von Elementen der Programmierspra-che, so z. B. von globalen Variablen oder Funktionen.UbersetzungssystemDas Ubersetzungssystem erzeugt die Maschinensprache-Reprasentation eines Programms inForm einer (relozierbaren) Objektdatei. Es besteht aus Praprozessor (optional), Compiler undAssembler (optional).
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Anhang AImplementationsbeschreibung
A.1 Verzeichnis- und DateistrukturDer implementierte dynamische Linker wird in Form der gepackten Datei odl-x.y.taz1 zur Verfugunggestellt. Nach dem Entpacken der Datei mittelstar -xzf odl-x.y.tazliegt das Verzeichnis odl-x.y vor, das die Unterverzeichnisse odl/, demo/ und tools/ enthalt. Jedesdieser vier Verzeichnisse enthalt eine Datei README mit einer Beschreibung des Verzeichnisinhalts.Daruber hinaus ist in jedem der Verzeichnisse eine Datei Makefile enthalten. Die Eingabe von makein einem der Unterverzeichnisse bewirkt die Erzeugung der darin enthaltenen Programme und Ob-jektdateien (s. u.), durch make im Verzeichnis odl-x.y werden die Programme und Objektdateienaller Unterverzeichnisse erzeugt.Im Unterverzeichnis odl/ benden sich die Quelltextdateien des dynamischen Linkers (s. Abb. A.1).Die *.C- bzw. *.c-Dateien werden beim Aufruf von make separat ubersetzt. Die dabei erzeugten relo-zierbaren Objektdateien werden anschlieend in das Archiv libodl.a kopiert. Tabelle A.1 beschreibtdie Quelltextdateien und ihren Inhalt.Datei Beschreibungodl.H die mittels #include in die Linker-Applikation einzuschlieendeHeader-Dateimodule.(HjC) Klasse Modulefile.(HjC) Klasse Filefilelist.(HjC) Klasse Filelistksym.(HjC) Funktionen zur Symbolsuche in der Linker-Applikationmisc.(HjC) verschiedene Hilfsfunktionen und Makrosdemangle.hcplus-dem.c Demangling-Funktion (diese Dateien entstammen der GNU-C/C++-Distribution)verbose.h Namen verschiedener ELF-Konstanten (Verwendung bei gesetzterOption DEBUG, um Fehlernachrichten "lesbarer\ zu gestalten)Tabelle A.1: Quelltextdateien des dynamischen LinkersIm Verzeichnis demo/ sind verschiedene Anwendungsbeispiele (s. Abschn. A.5, S. 97) enthalten.Das Verzeichnis tools/ beinhaltet die (Quelltexte fur die) folgenden Dateien:1Die Versionsnummern x und y sind Gegenstand von Veranderungen.91
















Abbildung A.1: Quelltextstruktur des dynamischen Linkers mkshobjDieses Shell-Skript erzeugt eine geteilt benutzbare Objektdatei so, da das Ende des Textseg-ments und der Anfang des Datensegments bundig aneinanderstoen. Hierdurch wird die sonstubliche Lucke von der Groe einer Speicherseite (s. Abschn. 5.3, S. 41) eliminiert und damit diefeingranulare Adaptierbarkeit einer dynamisch gelinkten Anwendung verbessert. Durch mkshobjwird eine geteilt benutzbare Objektdatei durch entsprechende Compiler-Aufrufe zweimal er-zeugt. Nach dem ersten Compiler-Aufruf wird mittels eots (s. u.) die letzte (relative) Adressedes Textsegments bestimmt. Beim zweiten Compiler-Aufruf wird der Link-Editor angewiesen,den Beginn des Datensegments unmittelbar auf diese Adresse folgen zu lassen. eotsDas Programm eots (End Of Text Segment) ermittelt die letzte Adresse des Textsegments einergeteilt benutzbaren Objektdatei und schreibt diese auf die Standard-Ausgabe. edumpUnter Linux steht das Programm objdump(1) zur Anzeige des Inhalts einer Objektdatei zurVerfugung. Durch objdump(1) konnen jedoch nicht alle ELF-spezischen Informationen darge-stellt werden. Das Programm edump (ELF dump) ermoglicht die Ausgabe der Informationen,die durch objdump(1) nicht verfugbar gemacht werden konnen. Dazu zahlen z.B. das Dynamic-Segment, die Symboltabelle fur das dynamische Linken, der ELF-Header oder die PHT (s.edump -h).A.2 Parameter der NutzerschnittstelleDie folgende Aufzahlung gibt an, welche Parameterkonstanten zur Steuerung der Funktionen desdynamischen Linkers durch den Nutzer verwendet werden konnen:1. Erzeugung von AbhangigkeitsgraphenDurch den Parameter mode des KonstruktorsModule(char *name, unsigned int mode = MOD_LOCAL);
A.2. PARAMETER DER NUTZERSCHNITTSTELLE 93der Klasse Module kann der zu erzeugende Abhangigkeitsgraph zur globalen Symbolsuche freige-geben werden. Der Parameter kann mit den in Tabelle A.2 dargestellten Werten belegt werden.Wird er nicht angegeben, so wird der Abhangigkeitsgraph standardmaig nicht zur globalenSymbolsuche freigegeben.Parameter BedeutungMOD_LOCAL Der Abhangigkeitsgraph wird nicht fur die globaleSymbolsuche freigegeben.MOD_GLOBAL Der Abhangigkeitsgraph wird fur die globale Sym-bolsuche freigegeben.Tabelle A.2: Parameter fur die Erzeugung eines Abhangigkeitsgraphen2. SymbolsucheDurch den Parameter mode der Methodeunsigned int getsym(char *name, int mode = SNM_PROTO);der Klasse Module kann festgelegt werden, ob es sich bei dem durch den Parameter name an-gegebenen Symbolnamen um einen Prototypnamen oder einen dekorierten Symbolnamen han-delt. Damit wird dem Nutzer die Moglichkeit eingeraumt, unabhangig von der verwendetenDemangling-Funktion nach Symbolen zu suchen. Der Parameter kann mit den in Tabelle A.3dargestellten Werten belegt werden. Wird er nicht angegeben, so wird name standardmaig alsPrototypname behandelt.Parameter BedeutungSNM_PROTO Der angegebene Symbolname ist als Prototypnamezu behandeln.SNM_NOPROTO Symboltabellen werden direkt nach dem angegebe-nen Symbolnamen durchsucht.Tabelle A.3: Parameter fur die Symbolsuche3. FehlernummernTritt wahrend des Ladens oder der Relokation von Objektmodulen ein Fehler auf, so kann mitder Methodeint geterrno();der Klasse Module eine Fehlernummer abgefragt werden. Tabelle A.4 stellt die moglichen Feh-lernummern und ihre Bedeutung dar.4. Anzeige von StatusinformationenDurch den Parameter mode der Methodevoid dispinfo(int mode = DSP_FILES | DSP_SCOPE);der Klasse Module kann festgelegt werden, welche Informationen uber den Status des dyna-mischen Linkers anzuzeigen sind. Tabelle A.5 stellt die moglichen Anzeigemodi dar. Wird derParameter nicht angegeben, so wird standardmaig die Liste aller geladenen Objektmodule sowiederen Anordnung innerhalb der Abhangigkeitsgraphen angezeigt.
94 ANHANG A. IMPLEMENTATIONSBESCHREIBUNGFehlernummer BedeutungDLE_NO_ERR Es ist kein Fehler aufgetreten.DLE_NOFILE Eine erforderliche Datei kann nicht gefunden werden.DLE_NO_HDR Der ELF-Header einer Datei kann nicht gelesenwerden.DLE_NOTELF Das Format einer Datei ist nicht ELF.DLE_WRARCH Der Inhalt einer Datei bezieht sich auf eine andereRechnerplattform.DLE_WRTYPE Eine Datei ist nicht vom Typ einer geteilt benutzba-ren Objektdatei.DLE_NO_SYM Eine symbolische Referenz kann nicht aufgelost wer-den.DLE_WR_REL Ein unerwarteter Relokationstyp liegt vor.Tabelle A.4: Fehlernummern des dynamischen LinkersAusgabemodus BedeutungDSP_FILES Anzeige der Liste geladener ObjektmoduleDSP_SCOPE Anzeige der AbhangigkeitsgraphenDSP_USAGE Anzeige der eektiven Nutzungsstruktur (Liste eek-tiv nutzender und eektiv genutzter Objektmodule)Tabelle A.5: Parameter fur die Anzeige von StatusinformationenUm mehrere Ausgaben gleichzeitig zu erhalten, konnen die DSP_*-Konstanten bitweise ODER-verknupft werden.5. RelinkenDurch den Parameter mode der Methodevoid relink(int mode = REL_ALL);der Klasse Module kann festgelegt werden, ob alle Objektmodule eines Abhangigkeitsgraphenausgetauscht werden sollen oder nur das Objektmodul, welches die Wurzel des Abhangigkeitsgra-phen darstellt. Der Parameter kann mit den in Tabelle A.6 dargestellten Werten belegt werden.Wird er nicht angegeben, so wird standardmaig der gesamte Abhangigkeitsgraph ausgetauscht.Parameter BedeutungREL_TOP Das Objektmodul, das die Wurzel des Abhangig-keitsgraphen darstellt, wird ausgetauscht.REL_ALL Alle Objektmodule des Abhangigkeitsgraphen wer-den ausgetauscht.Tabelle A.6: Parameter fur die relink-OperationA.3 Systemschnittstelle des dynamischen LinkersDurch den dynamischen Linker werden die in Tabelle A.7 dargestellten Bibliotheksfunktionen benutzt.Umgebungsvariablen werden durch den dynamischen Linker nicht verwendet.
A.4. HINWEISE FUR DIE KERNEL-MIGRATION 95Funktion VerwendungDateizugriopen(2)read(2)lseek(2)close(2) Laden von Objektdateien und der Symboltabelle derLinker-ApplikationSpeicherverwaltungmalloc(3) impliziter Aufruf durch strdup(3)free(3) Freigabe des durch strdup(3) allokierten SpeichersC++-Operator newC++-Operator delete jede sonstige Allokation und Freigabe von SpeicherTextausgabeprintf(3) Ausgabe von Statusinformationenfprintf(3) Ausgabe von Fehlerinformationen (nur bei denier-tem Makro DEBUG)Zeichenkettenmanipulationstrchr(3)strlen(3)strcmp(3)strcpy(3)strcat(3)strdup(3)strtok(3) Analyse und Manipulation von Pfad-, Datei- undSymbolnamenSonstigesatoi(3)isdigit(3) Extraktion der Versionsnummern aus Dateinamenisalnum(3)isspace(3) Komprimierung von SymbolnamenTabelle A.7: Systemschnittstelle des dynamischen LinkersDas Demangling-Modul cplus-dem.c verwendet daruber hinaus folgende Bibliotheksfunktionen:1. realloc(3)2. memcmp(3)3. memset(3)4. strncmp(3)5. strncat(3)6. strspn(3)7. strcspn(3)8. strpbrk(3)A.4 Hinweise fur die Kernel-MigrationBei der Integration des dynamischen Linkers in einen Betriebssystem-Kernel mussen die in Abschn. A.3(S. 94) dargestellten Bibliotheksfunktionen durch entsprechende Kernel-Funktionen ersetzt werden. ImZug der Migration ubernimmt der Kernel die Rolle der Linker-Applikation. Dabei mu insbesonderedie Symbolsuche in der Linker-Applikation (s. Abschn. 6.1.8, S. 6.1.8) durch eine Symbolsuche imKernel ersetzt werden. Hierfur ist eine Kernel-Symboltabelle bereitzustellen.
96 ANHANG A. IMPLEMENTATIONSBESCHREIBUNGIm Fall von Linux kann dafur beispielsweise die Kernel-Funktion get_kernel_syms() (s.modules(2)) verwendet werden. Die Eintrage der von dieser Funktion zuruckgelieferten Kernel-Sym-boltabelle sind folgendermaen deniert:struct kernel_sym{unsigned long value;char name[SYM_MAX_NAME];};Die Komponente value gibt dabei die Adresse einer Kernel-Funktion an, in name ist der Name derFunktion enthalten. Die Verwendung von get_kernel_syms() macht eine Veranderung des Quell-textmoduls ksym.C und der darin enthaltenen Funktionen ksyminit(), ksymdone() und kgetsym()erforderlich. Code-Beispiel A.1 deutet die notwendigen Modikationen an.01: #include <stdlib.h>02: #include <linux/module.h>03: #include <sys/syscall.h>04:05: #ifndef get_kernel_syms06: #define get_kernel_syms(p) syscall(SYS_get_kernel_syms, p)07: #endif08:09: struct kernel_sym *ksymtab;10: static unsigned knsym;11:12: void ksyminit(){13: knsym = get_kernel_syms(NULL);14: ksymtab = (struct kernel_sym*) malloc(knsym * sizeof(struct kernel_sym));15: get_kernel_syms(ksymtab);16: }17:18: void ksymdone(){19: free(ksymtab);20: }21:22: void *kgetsym(char *name){23: unsigned int i;24:25: for(i = 0; i < knsym; i++){26: ...27: if(!strcmp(name, ksymtab[i].name)28: return((void*) ksymtab[i].value);29: ...30: }31:32: return(NULL);33:34: } Code{Beispiel A.1: Symbolsuche im Linux-KernelDurch den ersten Aufruf von get_kernel_syms() in der Funktion ksyminit() wird die Anzahlder Eintrage der Kernel-Symboltabelle ermittelt (Zeile 13). Anhand dieser Anzahl wird Speicherplatzfur die Kernel-Symboltabelle allokiert (Zeile 14). Durch einen zweiten Aufruf von get_kernel_syms()wird dieser Speicherplatz mit dem Inhalt der Kernel-Symboltabelle belegt (Zeile 15). In der Funktionksymdone() wird der in ksyminit() fur die Kernel-Symboltabelle allokierte Speicherplatz wiederfreigegeben (Zeile 19). In der Funktion kgetsym() wird die Kernel-Symboltabelle auf der Suche nach






Abbildung A.2: Beispieldateien (1)Jedes dieser Objektmodule kann gelinkt werden. Dabei wird das Objektmodul zusammen mitallen benotigten Modulen geladen, mit O also wurde der gesamte Graph aus Abb. A.2 gela-den, mit A die Module B und C. Jedes dieser Module enthalt ein globales Objekt der Klasse2Bei der Darstellung der Dateinamen wird auf das Prax lib und das Sux .C bzw. .so verzichtet, kontextabhangigsteht X also fur libX.C oder libX.so
98 ANHANG A. IMPLEMENTATIONSBESCHREIBUNG01: #include <stdio.h>02: #include <odl.H>03:04: typedef void(*Fp)(void);05:06: int main(int argc, char *argv[]){07: Fp fp;08:09: ksyminit(argv[0]);10:11: Module A = "libA.so";12: if(A.geterrno() != DLE_NO_ERR){13: fprintf(stderr, "error linking libA.so: %s\n", A.geterrmsg());14: return(-1);15: }16:17: A.dispinfo();18:19: if(fp = (Fp) A.getsym("func(void)")){20: (fp)();21: } else{22: fprintf(stderr, "couldn't find func(void) in %s\n", A.getname());23: }24:25: ksymdone();26: } Code{Beispiel A.2: Beispiel fur die Verwendung des dynamischen LinkersTrace (s. trace.H). Durch Ausschriften von Konstruktor und Destruktor dieser Klasse kann dieAusfuhrung von Initialisierungs- und Terminierungscode nachvollzogen werden. Weiterhin ist injedem dieser Module eine initialisierte Integer-Variable O_int, A_int usw. und eine FunktionO_func(void), A_func(void) usw. enthalten. Damit kann der Zugri auf Variablen und derAufruf von Funktionen ausprobiert werden. Die Funktionen rufen sich untereinander wie folgtauf:{ O_func() ruft A_func() und D_func(){ A_func() ruft B_func() und C_func(){ D_func() ruft C_func() und E_func()Modul C ist innerhalb des durch O reprasentierten Abhangigkeitsgraphen ein Beispiel fur einemehrfach referenzierte Datei. Es enthalt zusatzlich zum oben Gesagten eine nichtinitialisierteVariable C_cmn (Test der Belegung nichtinitialisierter Variablen) und eine Funktion C_func(int)(Test der Parameterubergabe, in Verbindung mit C_func(void)Test der Typsicherheit). ModulE beinhaltet zusatzlich zum oben Gesagten die Denition einer Klasse Footware und ein globalesObjekt shoe dieser Klasse. Anhand dieses Objektes kann der Zugri auf Methoden einer Klasseausprobiert werden. Weiterhin enthalt E eine Funktion E_link(void), bei deren Aufruf dasModul B gelinkt und daraus die Funktion B_func(void) aufgerufen wird (Test des dynamischenLinkens aus dynamisch gelinkten Modulen heraus). G1, G2Diese Module dienen der Demonstration der globalen Symbolsuche, sie sind nicht in einem ge-meinsamen Abhangigkeitsgraphen enthalten. Modul G1 deniert eine Funktion bicycle(void),die durch die Funktion fish(void) aus Modul G2 aufgerufen wird. Bei der Relokation von G2wird die Symboldenition fur bicycle(void) nur dann gefunden, wenn G1 zuvor zur globalenSymbolsuche freigegeben wurde.




















Abbildung A.4: Beispieldateien (3){ Version 1.2 ! Version 1.3In Version 1.3 entfallt gegenuber Version 1.2 die Referenz von VA zu VC (s. Abb. A.5). Da VCaber weiterhin von VD benotigt wird, mu es als Bestandteil des durch VD reprasentiertenAbhangigkeitsgraphen erhalten bleiben.3In den Abbildungen wurde auf das fuhrende "V\ im Modulnamen verzichtet, so steht A z. B. fur VA.








































Abbildung A.7: Beispieldateien (6) X, Y, ZDer durch diese Module geformte Abhangigkeitsgraph verkorpert eine sogenannte implizite Re-ferenz (s. Abb A.8). In diesem Graphen konnte { ohne die Auosbarkeit symbolischer Referenzen
A.5. ANWENDUNGSBEISPIELE 101einzuschranken { die Kante zwischen X und Z oder zwischen Y und Z entfernt werden. DiesesBeispiel dient zur Uberprufung des vom dynamischen Linker verwendeten BFT-Algorithmus.
X
Z YAbbildung A.8: Beispieldateien (7) err*Diese Module dienen zur Demonstration der Reaktion des dynamischen Linkers auf verschiedeneFehlerbedingungen. Ihr vollstandiger Name bildet sich nach der entsprechenden Fehlernummer(s. Tabelle A.4, S. 94).Im Verzeichnis demo/ sind daruber hinaus die Quelltexte der folgenden Beispielprogramme enthal-ten4: odlshHinter diesem Programm verbirgt sich eine "Mini-Shell\, mit der die Funktionen des dynami-schen Linkers interaktiv benutzt werden konnen (s. help am Kommando-Prompt). odlappA(entspricht Code-Beispiel A.2, s.o.) odlappADDieses Programm entspricht im wesentlichen odlappA. In einem eingenesteten Block wird jedochzusatzlich das Modul D geladen und eine darin enthaltene Funktion aufgerufen. odlappEDurch dieses Programm wird das Modul E geladen und die darin enthaltene Funktion E_link()(s. o.) aufgerufen. odlappGDieses Programm demonstriert die globale Symbolsuche anhand der Module G1 und G2 (s. o.). odlappRDurch dieses Programm wird der durch A reprasentierte Abhangigkeitsgraph und damit auchdas Modul C geladen. Anschlieend wird dem Nutzer Gelegenheit gegeben, das Modul C zumodizieren. Danach wird mittels einer link-Operation ein Identikator fur C erworben. Mittelsdieses Identikators wird eine relink-Operation uber C ausgefuhrt. Funktionsaufrufe vor undnach der relink-Operation machen die Veranderungen an C deutlich.
4Bei der Darstellung der Dateinamen wird auf das Sux .C verzichtet, odlX steht kontextabhangig also fur odlX.Coder das daraus erzeugte Programm
Anhang BInitialisierungs- undTerminierungscode
B.1 Initialisierungs- und Terminierungscode mit dem Sun-C++-CompilerDer Sun-C++-Compiler setzt die Konstruktor- und Destruktoraufrufe globaler Objekte nicht direktin die .init- und .fini-Sektionen, sondern erzeugt pro Objektmodul die folgenden Funktionen: void __0CH_STCON_v(void)1In dieser Funktion werden die Konstruktoraufrufe globaler Objekte des Moduls akkumuliert. Siesoll im folgenden als Meta-Konstruktor bezeichnet werden. void __0DH_STDES_v(void)2In dieser Funktion werden die Destruktoraufrufe globaler Objekte des Moduls akkumuliert. Siesoll im folgenden als Meta-Destruktor bezeichnet werden.Sowohl Meta-Konstruktor als auch Meta-Destruktor sind lokal gebundene Funktionen. Dadurch kannein eventueller Namenskonikt beim Linken mehrerer Objektdateien mit globalen Objekten verhin-dert werden. Die Aufrufe von Meta-Konstruktor und -Destruktor werden in die .init- und .fini-Sektionen geschrieben. Durch die Pragmas init und fini konnen die Aufrufe weiterer Funktionenin die .init- bzw. .fini-Sektion gesetzt werden (s. Code-Beispiel B.1). Das Code-Beispiel B.2 zeigtmittels (Pseudo-) Assembler-Code den vom Compiler generierten Inhalt der .init- und .fini- Sek-tion. Beide Sektionen verfugen nach der Erzeugung durch den Compiler weder uber einen Funk-tionsprolog noch uber einen Funktionsepilog (return-Befehl), und konnen daher nicht als Funktioninterpretiert werden. Erst bei der Erzeugung einer geteilt benutzbaren Objektdatei wird durch denCompiler-Treiber ein Aufruf des Link-Editors generiert, bei dem die Liste der Eingabedateien durchdie Objektmodule crti.o und crtn.o geklammert wird:$ ld -o itc.so crti.o itc.o ... crtn.oDie Datei crti.o beinhaltet eine .init- und .fini-Sektion, die beide einen Funktionsprolog enthal-ten. Der Beginn beider Sektionen wird mit den Funktionssymbolen _init bzw. _fini markiert. Die.init- und die .fini-Sektion der Datei crtn.o enthalten jeweils einen Funktionsepilog. Durch denLink-Editor werden die .init- und .fini-Sektionen aller Eingabe-Objektdateien konkateniert. Da-durch werden diese Sektionen in der Ausgabedatei durch einen Funktionsprolog eronet und mit einen1demangled: STATIC CONSTRUCTOR(void)2demangled: STATIC DESTRUCTOR(void) 103
104 ANHANG B. INITIALISIERUNGS- UND TERMINIERUNGSCODE...void initialize(){printf("trace: initialize()\n");}void terminate(){printf("trace: terminate()\n");}#pragma init (initialize)#pragma fini (terminate)complex example;... Code{Beispiel B.1: itc.C....section ".init"call Meta-Konstruktorcall initialize....section ".fini"call Meta-Destruktorcall terminate... Code{Beispiel B.2: .init- und .fini-Sektionen mit dem Sun-C++-CompilerFunktionsepilog abgeschlossen. Der Inhalt dieser Sektionen kann somit als Funktion aufgerufen wer-den. Die relativen Adressen beider Funktionen werden anschlieend vom Link-Editor in das Dynamic-Segment der Ausgabedatei eingetragen (Eintragstypen DT_INIT bzw. DT_FINI). Die Tabelle B.1 stelltdie Konkatenation der Sektionen dar. Die Spalten der Tabelle geben die Eingabe-Objektdateien an,die Zeilen reprasentieren die (akkumulierten) Sektionen der Ausgabedatei.
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Sektion crti.o itc.o crtn.ovoid _init(){ __0CH_STCON_v(); // Funktionsaufruf return;}.init // Funktionsprolog initialize(); // Funktionsaufruf // Funktionsepilogstatic void __0CH_STCON_v(){ ... } // Funktionsdef.static void __0DH_STDES_v(){ ... } // Funktionsdef.void initialize(){ ... } // Funktionsdef..text void terminate(){ ... } // Funktionsdef.void _fini(){ __0DH_STDES_v(); // Funktionsaufruf return;}.fini // Funktionsprolog terminate(); // Funktionsaufruf // Funktionsepilog
TabelleB.1:Initialisierungs-undTerminierungscodemitdemSun-C++-Compiler
106 ANHANG B. INITIALISIERUNGS- UND TERMINIERUNGSCODEB.2 Initialisierungs- und Terminierungscode mit dem GNU-C++-CompilerDer GNU-C++-Compiler verfahrt mit den Konstruktor- und Destruktoraufrufen globaler Objekte wieder Sun-C++-Compiler: Er generiert fur jedes Objektmodul die folgenden Meta-Konstruktoren und-Destruktoren: void _GLOBAL_.I.name()Im konkreten Fall ist name durch den Namen des ersten im Objektmodul enthaltenen globa-len Objekts zu ersetzen. Fur das Code-Beispiel B.1 aus dem vorigen Abschn. heit der Meta-Konstruktor also _GLOBAL_.I.example. void _GLOBAL_.D.name()Im konkreten Fall ist name durch den Namen des ersten im Objektmodul enthaltenen globa-len Objekts zu ersetzen. Fur das Code-Beispiel B.1 aus dem vorigen Abschn. heit der Meta-Destruktor also _GLOBAL_.D.example.Der Compiler setzt die Aufrufe dieser beiden Funktionen nicht direkt in die .init- bzw. .fini-Sektion.Stattdessen wird ein Zeiger auf den Meta-Konstruktor in die Sektion .ctors plaziert, wahrend einZeiger auf den Meta-Destruktor in der Sektion .dtors abgelegt wird. Das Code-Beispiel B.3 zeigtmittels (Pseudo-) Assembler-Code den Inhalt dieser beiden Sektionen.....section ".dtors".long _GLOBAL_.D.example....section ".ctors".long _GLOBAL_.I.exampleCode{Beispiel B.3: .ctors- und .dtors-SektionenBei der Erzeugung einer geteilt benutzbaren Objektdatei wird durch den Compiler-Treiber einAufruf des Link-Editors generiert, bei dem die Liste der Eingabedateien durch die Objektmodulecrti.o und crtbegin.o angefuhrt und durch die Objektmodule crtend.o und crtn.o abgeschlossenwird: $ ld -o itc.so crti.o crtbegin.o itc.o ... crtend.o crtn.oDabei werden crti.o und crtn.o exakt wie beim Sun-C++-Compiler gebraucht. Die Dateicrtbegin.o beinhaltet eine .ctors- und .dtors-Sektion, und markiert deren Beginn mit den Sym-bolen __CTOR__LIST__ bzw. __DTOR__LIST__.Die Datei crtend.o beinhaltet ebenfalls eine .ctors- und .dtors-Sektion, und markiert deren Endemit den Symbolen __CTOR_END__ bzw. __DTOR_END__.Der Link-Editor konkateniert die .ctors-und .dtors-Sektionen aller Eingabe-Objektdateien. Dadurchstellen diese Sektionen in der Ausgabedatei Listen von Funktionszeigern dar, deren Anfang und Ende
B.2. ITC MIT DEM GNU-C++-COMPILER 107mit den oben angegebenen Symbolen gekennzeichnet ist. In der Datei crtbegin.owird daruber hinauseine Funktion __do_global_dtors_aux() deniert. Durch diese Funktion wird die __DTOR_LIST__ruckwarts durchmustert, wobei die darin referenzierten Funktionen ausgefuhrt werden. Die .fini-Sektion der Datei crtbegin.o enthalt den Aufruf der Funktion __do_global_dtors_aux(). In derDatei crtend.o wird analog dazu eine Funktion __do_global_ctors_aux() deniert. Durch die-se Funktion wird die __CTOR_LIST__ durchmustert, wobei ebenfalls die darin referenzierten Funk-tionen ausgefuhrt werden. Die .init-Sektion der Datei crtend.o enthalt den Aufruf der Funktion__do_global_ctors_aux(). Die Tabelle B.2 stellt die Konkatenation der Sektionen durch den Link-Editor dar. Die Spalten der Tabelle geben wiederum die Eingabe-Objektdateien an, die Zeilen re-prasentieren die (akkumulierten) Sektionen der Ausgabedatei.
108
ANHANGB.INITIALISIERUNGS-UNDTERMINIERUNGSCODE
Sektion crti.o crtbegin.o itc.o crtend.o crtn.ovoid init(){ __do_global_ctors_aux(); return;}.init // Funktionsprolog // Funktionsaufruf // Funktionsepilog.ctors __CTORS_LIST__ _GLOBAL_.I.example __CTOR_END__.dtors __DTORS_LIST__ _GLOBAL_.D.example __DTOR_END__static void void _GLOBAL_.I.example() static void__do_global_dtors_aux() { ... } // Funktionsdef. __do_global_ctors_aux(){ ... } // Funktionsdef. void _GLOBAL_.D.example() { ... } // Funktionsdef..text { ... } // Funktionsdef.void _fini{ __do_global_dtors_aux(); return;}.fini // Funktionsprolog // Funktionsaufruf Funktionsepilog
TabelleB.2:Initialisierungs-undTerminierungscodemitdemGNU-C++-Compiler
Thesen
1. Das dynamische Linken ermoglicht die Adaption von Software-Systemen zur Laufzeit durch dasdynamische Laden und Entfernen von Programmkomponenten.2. Dynamisches Linken ist durch die Auflosung symbolischer Referenzen wahrend des Programm-starts bzw. wahrend der Programmausfuhrung gekennzeichnet.3. Objektdateien einer dynamisch gelinkten Anwendung stellen eine logische Einheit dar, die vomLaufzeit-Linker zu einer physischen Einheit (ausfuhrbarer Programmcode) verbunden werden.4. Das ELF-Objektdateiformat ist gut fur das dynamische Linken geeignet.5. Durch das dynamische Linken wird die geteilte Benutzung von Objektmodulen durch mehrereAnwendungsprogramme ermoglicht.6. Der Mechanismus des positionsunabhangigen Codes erlaubt die wahlfreie Positionierung vongeteilt benutzbaren Objektmodulen im Adreraum eines Prozesses.7. Typsicherheit kann auf die Ubereinstimmung vom Symbolnamen zuruckgefuhrt werden.8. Symbolgranulares Linken ist auf der Basis existierender Objektdateiformate nicht moglich.9. Abhangigkeitsgraphen stellen eine geeignete Datenstruktur zur Durchfuhrung des dynamischenLinkens dar. Die entsprechenden Funktionen lassen sich als Operationen uber Abhangigkeits-graphen darstellen.10. Klassenhierarchien konnen auf Objektmodulhierarchien (Abhangigkeitsgraphen) abgebildet wer-den.
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