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We study quantum-limited 3D magnetometry using two qubits. Two qubits form the smallest multi-
qubit system for 3D magnetometry, the simultaneous estimation of three phases, as it is impossible
with a single qubit. We provide an analytical expression for the Holevo-Cramér-Rao bound (HCRB),
the fundamental attainable quantum bound of multiparameter estimation, for 3D magnetometry
using two-qubit pure states and show its attainability by rank-1 projective measurements. We
also examine the attainability of the HCRB in the presence of dephasing noise using numerical
methods. While attaining the HCRB may require collective measurements over infinitely many
copies, we find that for high noise the HCRB is practically saturated by two copies only. In the
low noise regime, up to three copies are unable to attain the HCRB. More generally, we introduce
new multiparameter channel bounds to compare quantum-classical and classical-quantum strategies
where multiple independent copies of the state are entangled before or after recording the parameters
respectively. We find that their relative performance depends on the noise strength, with the
classical-quantum strategy performing better for high noise. We end with shallow quantum circuits
that approach the fundamental quantum limit set by the HCRB for two-qubit 3D magnetometry
using up to three copies.
I. INTRODUCTION
The study of how to perform very accurate and pre-
cise measurements of physical quantities using quantum
probes has been an extremely lively and fruitful line of
research [1–5]. A prominent application is magnetometry
where measurement precision has dramatically improved
in recent years via the use of quantum probes [6–9]. In
particular, the problem of how to optimally estimate sev-
eral parameters of interest simultaneously has become
topical in recent years [10–13]. Estimating multiple pa-
rameters simultaneously is important in several high-level
applications such as imaging which involves many pixels,
spectroscopy which involves many frequencies, accelerom-
etry and magnetometry which involves three-dimensional
(3D) fields. In addition, signals in these applications often
vary across space and time. While multiple parameters
may be sensed sequentially, it may be too slow and certain
parameters may vary while others are being estimated.
Independent sensors may be used to circumvent this issue,
but add to the footprint and could lead to conflicts in
reconciling their estimates [14].
More fundamentally, simultaneous quantum-limited es-
timation of multiple parameters provides the rightful
landscape for studying incompatibility in quantum me-
chanics in a quantitative manner, most rigorously and
aesthetically in the language of non-commutative informa-
tion geometry [15]. Known colloquially as multiparameter
quantum estimation theory, its objective is to identify the
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fundamental bounds that quantum mechanics imposes on
the precisions with which parameters encoded in quantum
states can be estimated and optimal strategies for attain-
ing them. A lower bound on the variance of an unbiased
estimator [16] is imposed by the quantum Cramér-Rao
bound (CRB). It is given by the inverse of the quan-
tum Fisher information (QFI) and is always saturable for
single parameters [15, 17, 18]. Its naive multiparameter
extension that relies on the QFI matrix, however, is not
guaranteed to be attainable. The fundamental attainable
bound for multiparameter quantum estimation instead is
the Holevo-Cramér-Rao bound (HCRB) [13, 19, 20]. Al-
though the HCRB and the scalar CRB obtained from the
QFI matrix differ by no more than a factor of two [21, 22],
the former provides insights into the optimal measure-
ments for attainability, as we will show.
In this paper we focus on quantum-limited 3D mag-
netometry, the estimation of the three components of a
magnetic field acting on a quantum system with precision
solely limited by quantum mechanics. Mathematically,
this amounts to estimating three phase parameters, en-
coded by noncommuting generators, simultaneously. As
this is impossible with a single qubit, we concentrate on
the smallest multi-qubit system, i.e., two qubits, that al-
lows sensing all three components simultaneously. Similar
problems have been studied by considering the magnetic
field acting on a single system with an additional ancil-
lary system unaffected by the dynamics [23–30]; in such
a scenario it is sufficient to consider the QFI matrix. On
the contrary, we do not consider ancillary systems in this
work. This scenario has been studied in the QFI matrix
formalism [31–33] and applied to photonic systems [34, 35].
However, the fundamental attainable bound for 3D mag-
netometry remains unknown.
In this paper, we first present a closed-form analytical
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2expression for the fundamental attainable bound—the
HCRB—for 3D magnetometry for two-qubit pure states
and show that it can be attained by a rank-1 projec-
tive measurement. We then study the impact of noise,
focusing on independent and identical dephasing in the
z direction on the two qubits. Unlike pure states, the
HCRB for mixed states is, in principle, attained asymp-
totically in the number of identical copies of the state,
which must be measured collectively [13, 36]. As this
is prohibitive in practice we study the contribution of a
few (two and three) copies of the two-qubit state towards
reaching the asymptotic limit, by numerical optimisation
of the classical CRB over collective measurements. Our
second result shows that this contribution is related to
the strength of the noise.
When using a noisy quantum channel repeatedly for
transmitting classical or quantum information [37], it is
possible to employ quantum entanglement only at the
preparation stage in a quantum-classical (QC) strategy,
only at the measurement stage in a classical-quantum
(CQ) strategy, or at both ends in a quantum-quantum
(QQ) strategy. A similar approach to quantum estimation
strategies shows that for single parameter estimation CQ
strategies are never useful [15, 38]. The same is not true
for multiple parameters, as exemplified by the fact that
collective measurements are needed to attain the HCRB.
Thus, we investigate the performance of a QC strategy by
numerically optimising the classical CRB over initial 2k-
qubit states and over k independent measurements over 2
qubits systems. Our third result is that for k = 2 in the
high noise regime, the CQ strategy (which approaches
the HCRB for high noise) outperforms the QC strategy.
Moving further towards practical implementation, we
present numerically-optimised, shallow quantum circuits
executing CQ strategies for quantum-limited two-qubit
3D magnetometry with up to three copies using up to six
qubits. The circuits were optimised independently from
the previous numerical optimisation of the classical CRB
over collective measurements. That they both provide
commensurate results provides additional reassurance on
the validity of our non-analytical results.
To help the reader navigate this paper, we summarise
our main results ranging from the fundamental to practical
quantum-limited two-qubit 3D magnetometry.
1. (a) A closed-form expression for the noiseless
HCRB (Eq. (26)) (for a vanishing magnetic
field)
(b) A proof of attainability of the noiseless HCRB
with standard (rank-1) projective measure-
ments in Sec. III B
2. In the presence of dephasing, a numerical compari-
son between strategies with k = 2, 3 copies and the
optimal HCRB in Fig. 2, showing that the attain-
ability of the HCRB depends on the noise strength.
3. Also in Fig. 2, a numerical comparison between
CQ and QC strategies for k = 2 copies, showing
that for high noise the CQ strategy gives a smaller
estimation error.
The manuscript is structured as follows. In Sec. II
we briefly introduce multiparameter quantum estimation
theory and define a new class of multiparameter channel
bounds for a finite number of copies. In Sec. III we analyt-
ically calculate the HCRB explicitly for 3D magnetometry
and show that this bound is attainable with a projective
measurement. In Sec. IV we study the contribution of
additional identical copies of the state on the attainability
of the HCRB when dephasing noise is present. In Sec. V
we discuss practical implementations in form of shallow
quantum circuits. In Sec. VI we close by discussing some
open problems.
II. MULTIPARAMETER ESTIMATION
The goal of multiparameter quantum metrology is to
estimate multiple parameters encoded into some initial
state by an external process optimally within the laws
of quantum mechanics. There is, in general, no unique
notion of optimality and we choose to consider the sum of
variances of all parameters as the scalar figure of merit.
More formally, given a finite-dimensional Hilbert space
H, we consider a family of quantum states ρϕ that de-
pends on a vector ϕ of p real parameters. The set
{ϕ, ρϕ,H} is also known as a quantum statistical model.
Estimation is then performed from the measurement out-
comes x, with probability given by the Born rule p(x|ϕ) =
Tr[ρϕΠx], where Πx is an element of a positive, operator-
valued measure (POVM) Π = {Πx ≥ 0|
∑
x Πx = 1} that
describes the statistics of the measurement apparatus. In
particular, we often focus on rank-1 projective measure-
ments Πx = |x〉〈x|, where |x〉 is an orthonormal basis; for
brevity we will refer to them as projective measurements.
The function of the outcomes x that gives an estimate
ϕ˜(x) is the estimator and its precision can be quantified
by the mean square error matrix (MSEM)
Vϕ(Π, ϕ˜)i,j =
∑
x
p(x|ϕ)[ϕ˜(x)i − ϕi][ϕ˜(x)j − ϕj ]. (1)
To compare estimation errors in a strictly ordered way
we define the scalar figure of merit [39],
∆2ϕ˜ = Tr [Vϕ(Π, ϕ˜)] . (2)
Furthermore, we restrict ourselves to locally unbiased
estimators that satisfy for all i, j [20]∑
x
p(x|ϕ)(ϕ˜(x)i − ϕi) = 0, (3)
∑
x
ϕ˜(x)i
∂p(x|ϕ)
∂ϕj
= δij . (4)
Here and henceforth, all quantities are evaluated at the
true value of the parameter. The MSEM in Eq. (1) for
3such estimators is just the covariance matrix, which satis-
fies the lower bound Vϕ(Π, ϕ˜) ≥ F (ρϕ,Π)−1, in terms of
the classical Fisher information (CFI) matrix [11]
F (ρϕ,Π)ij =
∑
x
p(x|ϕ)
(
∂ log p(x|ϕ)
∂ϕi
)(
∂ log p(x|ϕ)
∂ϕj
)
.
(5)
We will mainly focus on the corresponding scalar bound
CC(ρϕ,Π) such that
∆2ϕ˜ ≥ Tr[F (ρϕ,Π)−1] = CC(ρϕ,Π), (6)
where the superscript stands for classical, in contrast to
quantum bounds which will depend only on the family
ρϕ and not on the measurement.
The CFI matrix is upper bounded as F (ρϕ,Π) ≤ J(ρϕ)
by the QFI matrix
J(ρϕ)ij = Tr
[
LiLj + LjLi
2
ρϕ
]
, (7)
defined in terms of the symmetric logarithmic derivatives
(SLDs) {Li} satisfying ∂ρϕ/∂ϕi = (Liρϕ + ρϕLi)/2 and
L†i = Li. The corresponding scalar bound C
S(ρϕ) is [40]
∆2ϕ˜ ≥ CC(ρϕ,Π) ≥ CS(ρϕ) = Tr
[
J(ρϕ)
−1] . (8)
The Holevo-Cramér-Rao bound (HCRB) introduced
by Holevo [20], in the equivalent formulation given by
Nagaoka [41], is defined as
CH(ρϕ) = min
X
Tr ReZ[X] + ‖ImZ[X]‖1 , (9a)
s.t. TrXi
∂ρϕ
∂ϕj
= δij , (9b)
Z[X]ij = Tr[ρϕXiXj ] (9c)
where X = {X1, . . . Xp} is a collection of p Hermitian
matrices, Re and Im denote the elementwise real and
imaginary part of a matrix and ‖·‖1 denotes the trace
norm (sum of the singular values). Crucially, this bound
is always tighter than the SLD one. Mathematically,
∆2ϕ˜ ≥ CC(ρϕ,Π) ≥ CH(ρϕ) ≥ CS(ρϕ), (10)
meaning that it takes better account of the possible in-
compatibility of the optimal observables while estimating
multiple parameters simultaneously. It is important to
note that the HCRB often collapses to other scalar quan-
tum CRBs [12, 42]. The constrained optimisation (9) has
recently been shown to be a convex problem [43] and can
be rewritten as a semidefinite program, which drastically
reduces the cost of numerical evaluation.
The minimisation (9) does not guarantee the existence
of a POVM acting on H such that CC(ρϕ,Π) = CH(ρϕ),
apart from particular cases such as pure states [44]. For
mixed states, the HCRB is also attainable [13, 45–48],
although requiring, in general, a collective measurement
on an asymptotically large number of identical copies of
ρϕ.
This gives another definition of the HCRB as
CH(ρϕ) = lim
k→∞
min
Π(k)
k CC(ρ⊗kϕ ,Π
(k)), (11)
where Π(n) is a POVM acting on the Hilbert space
H⊗n. We further introduce a class of k-copies attain-
able bounds [49]
C(k)(ρϕ) = min
Π(k)
k CC
(
ρ⊗kϕ ,Π
(k)
)
, (12)
so that formally we have C(∞)(ρϕ) = CH(ρϕ).
We stress that increasing the number of identical copies
of the quantum state does not correspond to identical and
independently distributed classical random variables de-
scribing the classical outcomes, unless the measurements
are performed on each copy independently. It follows that
there are two different kind of asymptotics that enter into
the saturation of multiparameter quantum CRBs—one
in the number of identical copies and one in the num-
ber of repetitions of the experiment, necessary in general
to saturate the classical CRB (6) with a classical esti-
mator [50]. In this paper we focus only on the former
as it is a uniquely quantum aspect of multiparameter
estimation. Previous works have shown the usefulness
of entangled measurements over multiple copies for mul-
tiparameter estimation, both theoretically [51–54] and
experimentally [55–57]. Entangled measurements are also
useful for noisy single-parameter estimation, but in that
case the entanglement is between the partitions of a single
copy of the system [58, 59] or with ancillas [60–63], not
between identical copies.
A. Pure states
For pure states ρϕ = |ψϕ〉〈ψϕ| it is possible to recast
the optimisation (9) in terms of complex vectors [44, 64]
|xi〉 = Xi |ψϕ〉 , (13)
for which the matrix (9c) becomes Z[X]ij = 〈xi|xj〉 and
the constraints (9b) become
Re 〈xi|lj〉 = δij , (14)
where we have introduced the vectors
|li〉 = Li |ψ〉 = 2 (|∂iψϕ〉 − 〈ψϕ|∂iψϕ〉 |ψϕ〉) . (15)
A crucial simplification is that the vectors |xi〉 attaining
the minimum can be always found in spanC {|li〉}pi=1 [44].
Furthermore, as we have already mentioned, for pure
states the limit in Eq. (11) is not needed and measure-
ments on single copies of the systems attain the HCRB,
i.e., C(1)(|ψϕ〉〈ψϕ|) = CH(|ψϕ〉〈ψϕ|). Since the introduc-
tion of the HCRB in 1976 [19], very few analytic solu-
tions to minimisation (9) have been found for nontrivial
4k CC
(
E⊗k, |ψ0〉⊗k ,Π(k)
)
C(k)(E , |ψ0〉) C¯(k)(E)
C˜(k)(E)
CH(E , |ψ0〉) C¯H(E)
min. over Π(k)
min. over Π(k), |ψ0〉
k→∞
for HCRB-optimal state
min. over |ψ0〉
k→∞
k→∞
min. over |ψ0〉
FIG. 1. Relations between attainable scalar bounds for
multiparameter estimation with k identical copies of the sys-
tem. Solid arrows point towards the smaller or equal object
in the pair; the only inequality not shown in the diagram is
C˜(k)(E) ≥ C¯(k)(E). All quantities defined via minimisations
over POVMs also admit a projective equivalent denoted by a
∗ in the subscript such as C(k)∗ (ρϕ) defined in Eq. (27).
cases [65], mostly for two-parameter problems [44, 66–68].
In Sec. III we present the first analytic expression for the
HCRB for a nontrivial three-parameter pure-state model
motivated by 3D magentometry.
B. Channel bounds
It is natural in estimation schemes to separate the
preparation of an initial state |ψ0〉 from the parameter
encoding performed by a quantum channel Eϕ, such that
ρϕ = Eϕ[|ψ0〉〈ψ0|]. We will therefore separate the depen-
dence on the encoding and the initial state in the various
CRBs, e.g., CC(E , |ψ0〉 ,Π) and C(k)(E , |ψ0〉).
Having a scalar figure of merit that quantifies the esti-
mation error, it is now natural to define channel bounds
by minimizing over the initial state. While general results
on channel bounds for single parameter estimation are
known [69–74], the multiparameter case is still largely
unexplored. To that end, we define the optimised HCRB
C¯H(E) = min
|ψ0〉
CH(E , |ψ0〉), (16)
for which the optimal state is denoted as |ψ˜0〉 =
arg min|ψ0〉 C
H(E , |ψ0〉). To study how this asymptotic
quantity is approached, we introduce both the fully opti-
mised k-copy channel bound
C¯(k)(E) = min
|ψ0〉,Π(k)
k CC
(
E⊗k, |ψ0〉⊗k ,Π(k)
)
, (17)
and the k-copy bound (12) of the HCRB-optimal initial
state
C˜(k)(E) = C(k)
(
E , |ψ˜0〉
)
, (18)
for which in general C˜(k)(E) ≥ C¯(k)(E), even though they
both tend to C¯H(E) as k →∞. The relationships between
the various bound considered in this work is schematically
summarised in Fig. 1.
III. HCRB FOR PURE TWO-QUBIT STATES
Mathematically, 3D magnetometry can be cast as the
estimation of 3 dimensionless parameters ϕ = [ϕ1, ϕ2, ϕ3]
in the single-qubit Hamiltonian h(ϕ) =
∑3
i=1 ϕiσi, where{σi} are the Pauli matrices and ϕ is proportional to
the three spatial components of a magnetic field. The
same Hamiltonian acts independently on each qubit, so
the unitary acting on each two-qubit state is U(ϕ)⊗2 =
e−ih(ϕ) ⊗ e−ih(ϕ) (See Appendix A1). As mentioned
previously, the HCRB often collapses to other statistical
bounds, although not for our problem (See Appendix A 2).
In the rest of this paper we restrict ourselves to es-
timation around the true value ϕ = [0, 0, 0] to simplify
algebraic expressions. This is a relevant setting in preci-
sion magnetometry, where small deviations from a known
reference field are measured. Furthermore, this is usually
the optimal point in parameter space and can be achieved
by interspersing the evolution with adaptive control uni-
taries [29, 75], although a formal proof is lacking for the
HCRB.
A. Evaluation of the HCRB
We start with a real valued two-qubit state,
|ψ0〉 =
r1r2r3
r4
 , (19)
such that ri ∈ R and
∑
i r
2
i = 1. Whilst the issue of
“how real” is quantum metrology has yet to be answered
rigorously [76], we have strong numerical evidence that
the optimal state is real for two-qubit 3D magnetometry.
For this problem the vectors (15), stacked as columns
of a matrix, are
(|l1〉 |l2〉 |l3〉) (20)
=

2(2r1r
+
1,4 − 1)(r+2,3) 2ir+2,3 4r1
(
r+1,4r
−
1,4 − 1
)
2r+1,4(2r2r
+
2,3 − 1) −2ir−1,4 4r2r−1,4r+1,4
2r+1,4(2r3r
+
2,3 − 1) −2ir−1,4 4r3r−1,4r+1,4
2(2r4r
+
1,4 − 1)r+2,3 −2ir+2,3 4r4
(
r+1,4r
−
1,4 + 1
)
 ,
where we have introduced
r±1,4 = r1 ± r4, r±2,3 = r2 ± r3. (21)
5As dim spanR{|li〉} = 3 and dim spanC{|li〉} = 2,
spanC{|li〉} = spanC{|l1〉 , |l2〉}
∼= spanR{|l1〉 , |l2〉 , i |l1〉 , i |l2〉}
∼= spanR{|l1〉 , |l2〉 , |l3〉 , |v〉},
(22)
where |v〉 is a complex linear combination of |l1〉 and |l2〉
satisfying Re 〈li|v〉 = 0. Explicitly,
|v〉 = − i
(
(r−1,4)
2 + (r+2,3)
2
)
r+1,4r
−
1,4
|l1〉 − |l2〉 . (23)
By substituting the constraints (14) we get to
|xi〉 =
∑
j
(J−1)ji |lj〉+ αi |v〉 , (24)
where now for pure states the QFI matrix (7) is Jij =
Re 〈li|lj〉. Crucially, we now have an unconstrained
optimisation on the three real parameters αi, that is,
CH = minα Tr ReZ[α]+‖ImZ[α]‖1. The same approach
of explicitly substituting the constraints was initially ap-
plied to mixed states [42], being instrumental in obtaining
closed-form results for qubits [67].
This function is minimised by α = [0, 0, 0] as can be
explicitly checked by the vanishing of the gradient and
the positive semidefiniteness of the Hessian (See details
in Appendix A3). In others words, the optimal vectors
|xi〉 lie in the real subspace generated by the vectors |li〉
so we have
CH = CS +
∥∥(JS)−1D(JS)−1∥∥
1
, (25)
where Dij = Im Tr [LiLjρϕ] = Im 〈li|lj〉 . More explicitly,
the HCRB is
CH =
1
8
 1
(r+1,4)
2 + (r−1,4)2 − 2(r−1,4r+1,4)2 + (r+2,3)2(1− 2(r+1,4)2)
+
 1√
(r−1,4)2 + (r
+
2,3)
2
+
1
(r+1,4)
2
 . (26)
It is interesting to note that (25) is in general an upper
bound to the HCRB and only equal for any weight matrix
if and only if the model is D-invariant [67]. For pure
states and an even number of parameters, such models
are called coherent as their tangent space has a symplectic
structure [77]. For two-qubit 3D magnetometry we find
(25) to hold for any diagonal weight matrix but not for
a general one (See Appendix A4 for details). This is
consistent with the fact that it is not a coherent model.
Before moving onto the attainability of this bound
we briefly comment on the role of entanglement in the
initial state. We find a one-to-one relationship between
the entanglement of the input state and HCRB, with
both separable and maximally entangled states leading
to a singular model, meaning that they do not allow for
the simultaneous estimation of all three parameters (See
Appendix A 5 and Ref. [32]).
B. Attainability with projective measurements
The HCRB for all pure state models are attainable
with a POVM, without the need of measuring multiple
copies collectively [44]. However, ancillas may be required
to implement the optimal measurement. The HCRB is
attainable with a projective measurement if dimH >
2p + 1 [15, Chap. 20, Corollary 23]. For two-qubit 3D
magnetometry, dimH = 4 < 2p + 1 = 7. Thus, known
results offer no suggestion of projective attainability of
the HCRB for 3D magnetometry with two-qubit pure
states.
We now show the projective attainability of the HCRB
for 3D magnetometry with two-qubit real pure states.
To that end, recall that a projective measurement
(and a locally unbiased estimator) with V (Π, ϕ˜)ij =
F (|ψϕ〉 ,Π)−1ij = 〈xi|xj〉 exists if and only if Im 〈xi|xj〉 = 0
for vectors also satisfying the local unbiasedness con-
dition (14) [44]. Since we have already found the
HCRB, to prove its projective attainability we need
to find a set {|xi〉} satisfying (14) as well as CH =
Tr ReZ[X] and ImZ[X] = 0. Unlike the evaluation of
the HCRB, it is not possible to solve this system by re-
stricting to |xi〉 ∈ spanC{|l1〉 , |l2〉}. Thus, we have 24 real
parameters (coming from the 3 complex 4-dimensional
vectors) with 6 linear constrains, 3 bi-linear constraints
and 1 quadratic constraint. Indeed we are able to satisfy
all these constraints; a family of X operators that attains
the HCRB for 3D magnetometry with two-qubit real pure
states can be found in Appendix A 6.
IV. HCRB FOR NOISY TWO-QUBIT STATES
In the real world, quantum-limited 3D magnetometry
will be noisy, making an initially pure probe mixed. At-
taining the HCRB for mixed states is intimately tied to
collective POVMs across multiple copies of the states [13].
Furthermore, the optimal asymptotic collective measure-
6ment identified by the theory of quantum local asymptotic
normality is not projective [13]. This implies the need for
noiseless ancillas which is theoretically typical [60–63, 78–
80] but practically impossible.
To identify practically feasible pathways for attaining
the HCRB for noisy two-qubit 3D magnetometry, we
evaluate the scalar and channel bounds depicted in Fig. 1
for projective measurements and a few copies as opposed
to POVMs and infinitely many copies. This motivates
the definition of the projectively attainable k-copy bound
as (cf. (12))
C
(k)
∗ (ρϕ) = min
proj. Π(k)
k CC
(
ρ⊗kϕ ,Π
(k)
)
. (27)
Practical considerations have thus inspired mathematical
quantities which deserve attention. Indeed, all quantities
defined in Fig. 1 via minimisations over POVMs now ad-
mit a projective equivalent denoted by a ∗ in the subscript.
Evidently, such projective channel bounds are greater or
equal than the unrestricted versions, i.e. C(k)∗ ≥ C(k).
Our central objective in this section is to study the ap-
proach of C(k)∗ (ρϕ) towards CH(ρϕ) for small k.
Our small k investigations will rely on numerical optimi-
sations and, as with all non-convex optimisation problems,
it is in general very hard to guarantee the global optimal-
ity of the solution. As mitigation, we use two independent
parametrisations and optimisation methods.
For 3D magnetometry, we focus on independent and
identical dephasing (in the z direction, without loss of
generality) as our dominant noise process and parametrise
it for a single qubit as [81]
Λγ [ρ] =
∑
i
EiρE
†
i , E0 =
[
1 0
0
√
1− γ
]
, E1 =
[
0 0
0
√
γ
]
,
(28)
for γ ∈ [0, 1]. γ = 0 denotes no noise while γ = 1 denotes
complete dephasing. Under this noise, an N -qubit initial
state ρ0 evolves into
ρϕ,γ = E⊗Nϕ,γ [ρ0] = Λ⊗Nγ
[
U(ϕ)⊗Nρ0U(ϕ)⊗N†
]
, (29)
where we denote the combined single-qubit channel for
noisy 3D magnetometry as Eϕ,γ .
In the following, we use numerical optimisation to ex-
plore arbitrary levels of noise. Based on these numerics,
we conjecture that two copies are enough to attain the
HCRB for high noise and that there is almost no advan-
tage to adding a small number of copies at low noise.
A. Results from numerical optimisation
To understand the attainability of the HCRB for 3D
magnetometry at intermediate values of noise, we com-
pute the channel bounds C¯H
(E⊗2ϕ,γ) and C˜(k)∗ (E⊗2ϕ,γ) [82].
See Fig. 1. Both these quantities require finding the
HCRB-optimal single-copy state and the optimal k-copy
projective measurements—the latter not optimised over
initial states, but evaluated for the HCRB-optimal state.
In the absence of any analytical techniques, we use nu-
merical optimisation algorithms to find them for each
considered value of γ and limit ourselves to k = 2, 3.
We begin by paramatrizing the set of projective mea-
surements and initial states for the optimisation. Since we
work with a multi-qubit system, we utilise a Bloch-vector
parametrisation of a Hamiltonian. That is, the Hamil-
tonian is formed from a linear combination of SU(4k)
generators obtained by tensoring 2k SU(2) generators,
namely, λ(k) = {I, σx, σy, σz}⊗2k \ I⊗2k. The correspond-
ing unitary is
U(k, α˜) = exp
i 16k−1∑
i=1
α˜iλ(k)i
 . (30)
An initial single-copy pure state is then given by
U(1, α˜ψ) |0〉, starting from a fiducial two-qubit state
|0〉 ∈ C4; we then optimise over the coefficients α˜ψ
to find the optimal state |ψ˜0〉. This is the only state
we seek to optimise here. Note that we do not re-
strict our numerical searches to real coefficients as in
Eq. (19). A k-copy projective measurement is given
as Π = {U(k, α˜)|i〉〈i|U(k, α˜)†}i=1,...,4k , with a fixed
orthonormal basis {|i〉} of C4k (we choose the com-
putational basis of the 2k qubits); again we need to
optimise the coefficients α˜. Recall that first we find
|ψ˜0〉 by minimizing CH
(E⊗2ϕ,γ , U(1, α˜ψ) |0〉). This gives
the quantity C¯H
(E⊗2ϕ,γ). |ψ˜0〉 is then used to find the
optimal k-copy projective measurement by minimizing
k CC
(
E⊗2kϕ,γ , ˜|ψ0〉
⊗k
, {U(k, α˜)|i〉〈i|U(k, α˜)†}
)
as the ob-
jective function. This leads to C˜(k)
(E⊗2ϕ,γ). The details of
the optimisation process are provided in Appendix B.
The results from the numerical optimisation are shown
as the solid lines in Fig. 2. The red, blue and light green
solid lines show the quantity C˜(k)∗
(E⊗2ϕ,γ) for k = 1, 2, 3
respectively. These results are compared against the
channel HCRB C¯H
(E⊗2ϕ,γ), computed by numerically max-
imizing the HCRB (evaluated by solving a semi-definite
program [43]), and presented as a green line. We see
that adding a second and third copy of the state gives
almost no advantage in the low-noise regime, while at the
high-noise end we see that two-copies of the state effec-
tively attains the HCRB and adding the third copy does
not give an additional advantage. The intermediate-noise
regime shows distinction between the CRBs of the one-
copy, two-copies, and three-copies measurement schemes,
although respective advantages are small.
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FIG. 2. Solid lines: channel HCRB C¯H
(E⊗2ϕ,γ) (optimised
over initial state) and k-copy projective bounds C˜(k)∗
(E⊗2ϕ,γ)
(optimised over projective measurements on multiple copies
and computed for the HCRB-optimal initial state, see Fig. 1).
These solid lines correspond to the CQ strategy (e.g. left
diagram in Fig. 3 for k = 2). Dashed line: CRB C¯(2)∗QC(Eϕ,γ)
for the QC strategy for k = 2 (right diagram in Fig. 3, opti-
mised over 4-qubit initial states and over 2-qubit projective
measurements).
B. High and low noise: Analytical conjectures
Spurred by our numerical results we conjecture that for
γ ≈ 1,
C˜
(2)
∗
(E⊗2ϕ,γ) ≈ C¯H(E⊗2ϕ,γ), (31)
that is for large γ, the HCRB is attainable with a pro-
jective measurement on two copies of the state. This
conjecture implies C˜(2)∗ (E⊗2ϕ,γ) ≈ C¯(2)∗ (E⊗2ϕ,γ) ≈ C¯(2)(E⊗2ϕ,γ).
In words, we also conjecture that in the high-noise limit
and for k ≥ 2 copies non-projective measurements are not
necessary to attain the channel bound C¯(k).
Further, for γ ≈ 0,
C˜
(1)
∗
(E⊗2ϕ,γ) ≈ C˜(2)∗ (E⊗2ϕ,γ), (32)
meaning that for small γ adding one additional copy gives
no substantial advantage over the one copy case. Based
on our numerical observations, we further conjecture that
C˜
(2)
∗
(E⊗2ϕ,γ) > C¯H(E⊗2ϕ,γ), (33)
that is, there still remains a gap between C˜(2)∗ and C¯H for
low noise unlike Eq. (31) for high noise. Some intuition
may be obtained by noting that for γ ≈ 0, the two-copy
state ρ⊗2ϕ,γ is very close to being pure for which the HCRB
is attainable with a projective measurement. Hence one
additional copy provides little benefit. However, for in-
creasing k the mixedness of ρ⊗kϕ,γ increases monotonically,
explaining the gap between C˜(2)∗ and C¯H.
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FIG. 3. Classical-quantum (CQ) (left) vs quantum-classical
(QC) (right) schemes for k = 2 two-qubit systems; each wire
represent a single qubit system. The channel Eϕ,γ = Λγ ◦ Uϕ
represents the noisy encoding and acts independently on each
qubit; Λγ is given by Eq. (28), Uϕ is the unitary encoding of
the parameters ϕ, and |ψ0〉 denotes the initial states.
C. CQ versus QC strategies
The k-copy collective measurements that we have con-
sidered so far are operationally implemented by an entan-
gling unitary operation on 2k qubits. A natural question
is whether it is better to apply this global unitary at
the preparation stage before recording the parameter or
at the measurement stage after recording the parameter.
In other words the strategies considered so far to study
how the HCRB is approached are classical-quantum (CQ)
ones. We now explore quantum-classical (QC) strategies,
in which the measurements are local on the two-qubit sys-
tems, but the initial states contains quantum correlations
across all 2k qubit subsystems. In particular, we explore
numerically the first non-trivial case k = 2, schemati-
cally depicted in Fig. 3. Ours are the first investigations
on the best place to use quantum correlations in noisy
multiparameter quantum estimation.
The quantity capturing the performance of QC strate-
gies is not depicted in Fig. 1 and reads as
C¯
(2)
QC (Eϕ,γ) = min|ψ0〉,Π 2C
(E⊗4ϕ,γ , |ψ0〉 ,Π⊗2), (34)
where now, since k = 2 we have |ψ0〉 ∈ C8 and Π is a
2-qubit projective measurement over C4. This should
be compared against the quantity C˜(2) corresponding to
a CQ scheme where a 4-qubit unitary is employed after
the parameter encoding. Ideally C¯(2)QC (Eϕ,γ) should also
be compared against C¯(2), however after a preliminary
numerical check we found effectively no difference to C˜(2),
as one might intuitively expect, and therefore only con-
sidered the latter quantity, being computationally less
demanding to evaluate.
The quantity (34) is plotted with a dashed line in Fig. 2.
For low and medium noise the QC strategy outperforms
the CQ strategy. This is to be expected, at least for low
noise, from previous results in the purely unitary case [32].
However, at higher values of γ we see that the increasing
impact of noise on the collective state brings down the
performance of the QC strategy almost to the two-qubit
single-copy case. In this regime the advantage from a
8collective measurement can be appreciated revealing a
unique aspect of quantum multiparameter estimation.
V. SHALLOW CIRCUITS APPROACHING
HCRB
In the spirit of moving from issues of principle to those
of practice, we now present experimental pathways to
attaining the lower bounds computed in Sec. IVA us-
ing noisy intermediate-scale quantum devices [83]. To
that end, we use programmable quantum circuits as rep-
resentation of the unitary operators. There have been
successful applications of machine learning and numerical
optimisation for quantum estimation using various types
of parametrised circuits [84–87]. We base our circuits on
the programmable universal quantum circuit proposed by
Sousa and Ramos [88]. See Appendix C for details.
To optimise the circuit, we split the parameterisation of
our circuits into a discrete set and a continuous set. The
discrete part is captured by two bit strings representing
the single-qubit and two-qubit gates being present or ab-
sent. The continuous part parameterises the three Pauli
gates forming a single-qubit rotation. The numerical op-
timisation is performed by combining a genetic-inspired
algorithm and a gradient-descent algorithm. The generic
algorithm was originally devised for discrete optimisa-
tion [89], thus suited for the discrete part of the parameter
space. The gradient-descent performs a local search on
continuous search space. Details of both algorithms are
given in Appendix C.
Our results in Fig. 4 show that whether one, two or
three copies are used, the circuits are relatively shallow
in depth. This is also true for alternative optimisation
strategies considered in Appendix C 3 a. The state gener-
ation circuits, for example, only consists a single CNOT
gate for each copy of the state.
VI. DISCUSSION AND OPEN PROBLEMS
We have undertaken the first analysis of attain-
able multiparameter bounds for quantum-limited 3D
magnetometry—the estimation of three phase parameters.
We have provided the first analytical expression for the
HCRB of a three parameter estimation problem using
two-qubit states. We also studied numerically the attain-
ment of the HCRB for noisy two-qubit 3D magnetometry
using collective projective measurements on a few copies
of the state. Finally, we provided shallow quantum cir-
cuits for 3D magnetometry approaching the fundamental
quantum limit set by the HCRB using up to three copies
of two-qubit states.
This paper is a first step towards bringing quantum-
limited 3D magnetometry, and multiparameter quantum
estimation more generally, to fruition. It opens many
interesting questions for future research some of which
we highlight below.
1. Attainability of the HCRB by projective measure-
ments for pure states and with few copies for mixed
states.
2. Asymptotic attainability of the HCRB by projective
measurements. This translates to investigating the
closeness of
C
(∞)
∗ (ρϕ) = lim
k→∞
C
(k)
∗ (ρϕ) (35)
to CH(ρϕ).
3. A thorough comparison of CQ and QC strategies,
with proper accounting of the cost of ancillas in
such comparisons even when they enter only with
non-projective measurements (more accurately, with
POVMs that cannot be projectively simulated [90]).
4. A rigorous analysis into the usefulness of entangling
untiaries in the most general QQ case.
5. Further analysis into relationships presented Fig-
ure 1 including the extensions into the QQ and QC
regimes.
We close with the belief that addressing these open ques-
tions call new methods to assess non-asymptotic bounds
in multiparameter quantum estimation theory.
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Appendix A: Details on the HCRB for noiseless systems
1. 3D Magnetometry details
In this work we are interested in the estimation of the 3 components of a magnetic field. For two qubits, the
Hamiltonian is given by
H(ϕ) = h(ϕ)⊗ I+ I⊗ h(ϕ) = ϕ1(σx ⊗ I+ I⊗ σx) + ϕ2(σy ⊗ I+ I⊗ σy) + ϕ3(σz ⊗ I+ I⊗ σz), (A1)
where we introduced the standard Pauli matrices
σz =
[
1 0
0 −1
]
σx =
[
0 1
1 0
]
σy =
[
0 i
−i 0
]
. (A2)
With subsequent evolution,
|ψϕ〉 = e−iH(ϕ) |ψ0〉 , (A3)
where |ψ0〉 is some pure input state. Importantly we also need the derivatives of the evolved state,
∂ |ψϕ〉
∂ϕi
=
∂
∂ϕi
e−iH(ϕ) |ψ0〉 = −ie−iH(ϕ)Ai(ϕ) |ψ0〉 , (A4)
with Hermitian operator,
Ai(ϕ) =
∫ 1
0
e−iαH(ϕ)HieiαH(ϕ)dα. (A5)
Where Hi is ∂ϕiH(ϕ). In this work we will in the the limit ϕi → 0 ∀i, In this regime we can see that,
lim
ϕi→0
∂
∂ϕi
e−iH(ϕ) |ψ0〉 = −iHi |ψ0〉 . (A6)
2. Asymptotic classicality
Asymptotically classical models, adopting the terminology of [42] are those for which CS = CH , determined by
the condition D = 0, where Dij = Im TrLiLjρϕ [93]. For the problem we are considering, a sufficient condition for
asymptotic classicality is to satisfy [32],
Tr ρ[1]aiaj = 0 ∀i, j. (A7)
For zero parameter ai → σi =⇒ Tr ρ[1]aiaj = εi,j,kαk, where ρ[1] = (I+
∑
αiσi)/2. The only way this is zero ∀i, j
is for αi to be zero ∀i =⇒ ρ[1] = I/2. There are only two classes of two-qubit pure states which have this 1-body
reduced density matrix,
|ψ1〉 = 1√
2
(|00〉 ± e−iφ |11〉) |ψ2〉 = 1√
2
(|10〉 ± e−iφ |01〉), (A8)
for some arbitrary phase, e−iφ. These two states are unable to estimate all three parameters, since they give rise to
singular statistical models, for which the QFI matrix is not invertible.
3. Convexity of unconstrained optimisation problem
We begin with the form of the |xi〉 operators,
|xi〉 =
∑
j
(J−1)ji |lj〉+ αi |v〉 , (A9)
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where αi is the vector of 3 real parameters that we minimise over. Restated, CH = minα Tr ReZ[α] + ‖ImZ[α]‖1.
Firstly, denoting |l˜i〉 =
∑
j(J
−1)ji |lj〉,
Tr ReZ[α] =
∑
i
α2i 〈v|v〉+ αi(2 Re 〈l˜i|v〉) + 〈l˜i|l˜i〉 , (A10)
which is quadratic, hence convex in αi.
Secondly,
‖ImZ[α]‖1 = 1
2
√
〈x1|x2〉2 + 〈x1|x3〉2 + 〈x3|x2〉2. (A11)
In order to show this is convex wrt αi we show that the Hessian of this function is positive semi-definite (PSD), namely,
y

∂2‖ImZ[α]‖1
∂α21
∂2‖ImZ[α]‖1
∂α1∂α2
∂2‖ImZ[α]‖1
∂α1∂α3
∂2‖ImZ[α]‖1
∂α2∂α1
∂2‖ImZ[α]‖1
∂α21
∂2‖ImZ[α]‖1
∂α2∂α3
∂2‖ImZ[α]‖1
∂α3∂α1
∂2‖ImZ[α]‖1
∂α3∂α2
∂2‖ImZ[α]‖1
∂α23
 y† ≥ 0, (A12)
for an arbitrary real-valued vector, y = (y1, y2, y3). A necessary and sufficient condition for the above to be true is all
eigenvalues of the Hessian are non-negative. Indeed we find the eigenvalues λi to be
λ1 = 0, λ2 =
(r+2,3)
2
(4r−1,4r
+
1,4)
2
, λ3 =
64(r+2,3)
4δ((α3r
+
2,3 + α1r
−
1,4)
2 + α22δ) + (r
−
1,4)
2
(2r−1,4r
+
1,4)
4
, (A13)
where δ = 1− 2(r1r4 − r2r3). Since 2|r1r4 − r2r3| is the concurrence of a pure two-qubit state [94], which takes value
in the range [0, 1], we see that δ ≥ 0. Given the eigenvalues of the Hessian are non-negative, ‖ImZ[α]‖1 is a convex
function of the parameters αi. As Tr ReZ[α] is also convex with respect to αi, and the sum of two convex functions is
convex, Tr ReZ[α] + ‖ImZ[α]‖1 is convex with respect to αi and the global minimum is found for αi = 0 ∀ i since the
gradient vanishes there.
4. HCRB for diagonal weight matrices
We introduce the weight matrix W , a p× p real-valued positive matrix. The corresponding HCRB is obtained by
generalizing Eq. (9) to
TrWVϕ(Π, ϕ˜) ≥ CH (|ψ 〉〈ψ|) = min
X
Tr ReWZ[X] +
∥∥∥√W ImZ[X]√W∥∥∥
1
, (A14)
with the same constraints (9b) and the same definition (9c). We identify two natural classes of weight matrices. The
first is a diagonal W = diag(w1, w2, w3), wi ≥ 0, wi ∈ R. This corresponds to modifying the proportion to which we
estimate each parameter. The second class is the general non-diagonal matrix W ≥ 0, which corresponds to taking
linear combinations of the parameters. For 3D magnetometry with diagonal weight matrices,
CH (|ψ 〉〈ψ|) = TrWJS−1 +
∥∥∥√WJS−1DJS−1√W∥∥∥
1
. (A15)
In particular,
Abs Im
√
W (JS)−1D(JS)−1
√
W =
1
4
√√√√w1w2(r−1,4)2 + w2w3(r+2,3)2
(r+1,4)
2
(
(r−1,4)2 + (r
+
2,3)
2
)2 (A16)
8 ReWZ[X] =
α
β
. (A17)
Where
α = w2
1
(r−1,4)2 + (r
+
2,3)
2
+ w1
(
(r+1,4)
2
(
r21 + r
2
4
) ((
r21 + r
2
4
) (
r22 + r
2
3 − 2
)
+
(
r−1,4r
+
1,4
)2
+ 1
))
(A18)
+ w3(((r
+
1,4)
2 + (r+2,3)
2(1− 2(r+1,4)2))), (A19)
β = 2(r+1,4)
2
(
r21
(−r21 (r24 + 2)+ r41 + 4r24(r2r3 + 1)− r44 + 1)+ r24 (r24 − 1)2) (A20)
+ (r+2,3)
2
(
2(r+1,4)
2
(
2(r+1,4)
2 + r22 + r
2
3 − 2
)
+ 1
)
. (A21)
However, the form of Eq. (A15) for the HCRB does not hold for a general weight matrix.
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FIG. 5. Parametric plot of (half the) concurrence [94] |r1r4− r2r3| against the CRB, either the SLD one obtained from the QFI
matrix or the HCRB. The vertical line to the left is the point of optimum HCRB and the one to the right is for the optimum
SLD-CRB.
5. Role of entanglement
The role of entanglement as a resource in quantum metrology has been well-studied for single parameter problems [95–
97]. Thanks to the closed-form expression of the HCRB in (26), QFI [32], and entanglement (as measured by the
concurrence [94]) for pure two qubit states of the form in Eq. (19), we answer this question in full for pure-state
two-qubit 3D magnetometry. Fig. 5 shows a one-to-one relation between the entanglement and the HCRB for ϕ = 0.
The important point to note is that the HCRB and SLD-CRB obtained from the QFI are minimised for different
amounts of entanglement.
6. Attainability with projective measurements
For pure states, the HCRB is given by (See IIA)
CH (|ψ 〉〈ψ|) = min
X
ReZ[X] + Abs ImZ[X], Z[X] = XX† (A22)
where X = {|x1〉 , |x2〉 , |x3〉} is a matrix of vectors Xi = X˜i |ψ〉 = |xi〉 . The operator X˜i is an arbitrary Hermitian
operator. The arbitrary complex vectors |xi〉 satisfy the locally-unbiased condition as well as that their inner products
are strictly real-valued, that is,
Re 〈xi|∂jψ〉 = δi,j , Im 〈xi|xj〉 = 0. (A23)
We parametrise these vectors as
X = {|x1〉 , |x2〉 , |x3〉} (A24)
=

xr1,1 + ix
i
1,1 x
r
2,1 + ix
i
2,1 x
r
3,1 + ix
i
3,1
xr1,2 + ix
i
1,2 x
r
2,2 + ix
i
2,2 x
r
3,2 + ix
i
3,2
xr1,3 + ix
i
1,3 x
r
2,3 + ix
i
2,3 x
r
3,3 + ix
i
3,3
xr1,4 + ix
i
1,4 x
r
2,4 + ix
i
2,4 x
r
3,4 + ix
i
3,4
 , (A25)
which gives us 24 real parameters xki,j for i = {1, 2, 3}, j = {1, 2, 3, 4}, k = {r, i}, nine linear constrains, three bi-linear
constraints (A23), and one quadratic constraint CH (|ψ 〉〈ψ|) (A22), which leaves us with 11 free parameters.
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We begin with
∑3
i=1 〈xi|xi〉 = CH, which gives,
xr2,2 =
√
CH − 〈x1|x1〉 − 〈x3|x3〉 − ((xi2,1)2 + (xr2,1)2 + (xi2,2)2 + (xi2,3)2 + (xr2,3)2 + (xi2,4)2 + (xr2,4)2) (A26)
Substituting the above in into X (Eq. (A24)), satisfying 〈xi|∂jψ〉 = δi,j gives
xr1,3 = −(1/(r+1,4))− ((r+2,3)xr1,1)/r4 − xr1,2, (A27)
xr1,4 = (r1x
r
1,1)/r4, (A28)
xi1,4 = x
i
1,1 − ((r−1,4)xi1,2)/(r+2,3)− ((r−1,4)xi1,3)/(r+2,3), (A29)
xr2,3 = −(((r+2,3)xr2,1)/r4)− xr2,2, (A30)
xr2,4 = (r1x
r
2,1)/r4, (A31)
xi2,4 = −(1/(r+2,3)) + xi2,1 − ((r−1,4)xi2,2)/(r+2,3)− ((r−1,4)xi2,3)/(r+2,3), (A32)
xr3,3 = −((r+2,3)/(2r4(r+1,4)))− ((r+2,3)xr3,1)/r4 − xr3,2, (A33)
xr3,4 = 1/(2r4) + (r1x
r
3,1)/r4, (A34)
xi3,4 = x
i
3,1 − ((r−1,4)xi3,2)/(r+2,3)− ((r−1,4)xi3,3)/(r+2,3). (A35)
Next satisfying Im 〈xj |xj〉 = 0 gives
xr1,1 = ((r
+
2,3)r4(x
i
1,1x
r
3,1 + (((r
+
2,3)x
i
1,1 − (r−1,4)(xi1,2 + xi1,3))(1 + 2r1xr3,1))/(2(r+2,3)r4) (A36)
− ((r+2,3)xi1,3(1 + 2(r+1,4)xr3,1))/(2r4(r+1,4))− xr1,2xi3,2 + xi1,2xr3,2 − xi1,3xr3,2
+ xi3,3/(r
+
1,4) + x
r
1,2x
i
3,3))/(−r21(xi3,2 + xi3,3) + (r+2,3)(r4xi3,1 − (r+2,3)xi3,3)
+ r1((r
+
2,3)x
i
3,1 + r4(x
i
3,2 + x
i
3,3))),
xi2,1 = 1/(r
+
2,3) (A37)
xi1,1 = −((2r4)/(r+1,4)), (A38)
Finally, we set the remaining variables which are free to 1 or 0 to avoid singularities as xi1,2 = xr1,2 = xi1,3 = xr2,1 =
xi2,2 = x
i
2,3 = x
r
3,1 = x
r
3,2 = 0 and xi3,3 = xi3,1 = xi3,2 = 1. We set these to 0 or 1 for convenience, although one could
spend more time choosing these parameters which give physically intuitive X operators.
We have thus constructed a set of X operators which gives rise to a real valued Z [X] that also attains the HCRB.
This implies that there exists projective measurement that attains the HCRB for two-qubit 3D magnetometry.
Appendix B: Numerical unitary optimisation
In this Appendix, we detail the numerical methods used in Sec. IVA to optimise the unitary operators that identify
the optimal input states and projective measurements to numerically attain the HCRB and the CC for the medium
and high noise. As the number of parameters in a unitary operator in SU(2)⊗2k grows exponentially with k, we invoke
the permutationally symmetric structure of the Hamiltonian to reduce size of the search space before implementing a
particle swarm optimisation (PSO) algorithm to the remaining parameters.
1. Parametrisation and permutational invariance
The unitary as defined in Eq. (30) assumes no structure of the measurement. However, there are structures that can
be exploited in order to reduce the number of free parameters in the unitary operators. In the scenario where k copies
of the state is used, we note the global state is permutationally invariant over the tensor structure. For example, if we
take two copies of our two-qubit system, we can write the 4-qubit Hamiltonian as
H =
4∑
i,j,k,l=1
αi,j,k,lσi ⊗ σj ⊗ σk ⊗ σl. (B1)
This gives us permutational invariance over the 2-qubit level, that is,
αi,j,k,l = αk,l,i,j . (B2)
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This invariance does not hold at the i-j level as we do not require the single copy states to be permutationally invariant
(although for our problem we do find numerically the permutational-invariant space to contains the optimal states.
This is an agreement with the consensus for noise models other than amplitude damping [98, 99]). In this way we
restrict our projectors to also being permutationally invariant, which allows us to work with fewer parameters to
optimise.
The number of parameters is the character of SU(2qk)/SU(2q)⊗k. The dimension of this Hilbert space for q-qubits
and k-copies is
dimH(q, k) = 1
(4q − 1)!Π
4q−1
i=1 (k + i). (B3)
This is a reduction from an exponential in q and k to a polynomial of order 4q − 1 in k.
2. Particle Swarm Optimisation
Particle Swarm Optimisation (PSO) [100] is a global optimiser which takes multiple particles (points in the input
space) and moves them through the search space given a local and global current best known answer [101]. This gives
us a sense of position and velocity for each particle. Over each iteration a particle’s position is updated by a velocity
which is weighted between the local and global currently known best solution. PSO is intended to mimic the collective
behaviour of animals such as schooling fish or ants, where the animals are free to move along their own path but
within the confines of some collective behaviour.
Let xi ∈ Rm be the ith particle’s position, with velocity vi ∈ Rm. We also need to track to current best known
position yi for the ith particle along with y˜, the global best known position. We also have three meta-parameters
ω, c1, c2, which are the inertia factor, local solution bias and global solution bias respectively. Each position xi is
updated as per
xi(t+ 1) = xi(t) + vi(t+ 1), (B4)
vi(t+ 1) = ω ∗ vi(t) + c1[yi(t)− xi(t)] + c2[y˜(t)− xi(t)], (B5)
and the optimal solutions are updated if needs be. This procedure is repeated until a termination condition is met.
Here termination is the maximum number of iterations we can computationally afford. This is dependant on the
optimal result having not changed for the last set of iterations (typically we choose to check the last 100) to ensure the
search has been exhausted.
Appendix C: Quantum circuit optimisation
In this Appendix, we describe the type of programmable quantum circuit employed in this work and the algorithm
for optimising them. The quantum circuits are used to decompose the unitary operators necessary to attain the
HCRB. However, instead of finding the unitaries and then decomposing the unitaries into circuits, we instead replace
the unitaries with quantum circuits and then optimise the circuit parameters using one of the two optimisers, the
genetic-gradient algorithm or the differential evolution (DE). In order to terminate this optimisation we run until at
least the cost function is within some small tolerance of the equivalent unitary optimisation (Sec. IVA) result and
then allow it to run for a few more iterations to ensure minimisation of gates too.
1. Programmable quantum circuit
The quantum circuit that we consider for this work [88] consisted of a sequence of units we call gadgets. Each gadget
for n qubits consisted of n+ 1 layers of rotational single-qubit gates
Ri,j = exp (−i(αi,j,xσx + αi,j,yσy + αi,j,zσz)) , (C1)
where i is the layer and j is the qubit identifier. In between these layers are a series of CNOT gates connected to a
single control qubit and controlling all the other qubits. After the next layer of single-qubit gates we move the control
qubit down one. This gives us n(n+ 1) single-qubit gates and n(n− 1) two-qubit gates. An example of single gadget
circuits for two qubits is shown in Fig. 6.
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|0〉 R1,1 R2,1 • R3,1
U(ϕ)
R4,1 R5,1 • R6,1
|0〉 R1,2 • R2,2 R3,2 R4,2 • R5,2 R6,2
C1 C2FIG. 6. General two-qubit circuit with a single gadget for 3D magnetometry.
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FIG. 7. Flowchart for genetic algorithm.
We break down the circuit optimisation problem into a discrete part and a continuous part. The discrete part
consists of the on-off switch to the CNOT and rotation gates, whereas the continuous part tunes the αˆi,j for all the
continuous gates. The discrete component is parameterised by two bit strings, one representing the single-qubit gates
and the other the two-qubit gates. If a bit in the string is 1, the gate is “on” and if a bit is 0, the gate is “off”. While it
is true that there is no need to have the single-qubit gates with on-off states as we could set all the relevant bits to 1
and get the same effect, we choose to leave that option in. This is to minimise the total number of gates and lessen the
numerical burden. To lessen the numerical burden further, we initialise the circuit with one gadget in each circuit and
include a probability of adding more gadgets to the optimisation algorithms. This approach minimises the number of
CNOT gates used, which is typically the harder gate to implement in experiments.
2. Genetic-gradient piecewise algorithm
This optimiser was historically developed for optimising engineering structures by combining the traditional genetic
algorithm [89] for discrete optimisation and a gradient-based algorithm [102, Chap. 9] for continuous optimisation.
However, the algorithm is capable of working with any of the parameterisations, and the flowchart for the algorithm
used can be seen in Figure 7. It follows largely a typical genetic algorithm with genetic elitism, except the evaluation
of the cost function involves the optimisation of the continuous single-qubit gate parameters. This can, of course, be
done with any continuous optimisation technique and in this work we have found a simple gradient descent to perform
well. We use the result of the unitary optimisation as a sufficient termination condition and allow the algorithm to
continue for remaining wall-time once the unitary optimisation result has been obtained.
3. Differential Evolution
Another optimiser we employ to optimise the quantum circuit is differential evolution (DE) [103]. Originally, designed
for non-convex continuous optimisation, we modify the algorithm slightly to accommodate discrete optimisation too.
In this instance, the switch is used to turn a layer of the circuit instead of a gate on and off, which reduces the number
of switches that DE needs to search from 2n2 down to 2n+ 1, where n is the total number of qubits of the system.
In our work, the DE algorithm searches for a solution that contains two parts—a discrete part which is a sequence
of bits that is 2n+ 1 long, and a continuous part that is a sequence of 3n(n+ 1) numbers in [0, 2pi). The algorithm
works as follows.
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Algorithm 1 Pseudocode for DE including discrete optimisation
Require: population size Np, largest iteration time T , scaling factor F , and the crossover rate Cr
Ensure: Solution with lowest CC
1: Initialise population of random solution candidates, each with discrete and continuous part
2: for all
3: do Compute CC
4: end for
5: while The terminating condition is not yet reached do
6: for all
7: do Select 3 members from population at random
8: Create offspring
9: Compute offspring’s CC
10: if CCoffspring < CCcandidate then
11: Replace candidate with offspring
12: end if
13: end for
14: end while
A population of Np solution candidates is initialised and the CC is computed for each. The offsprings are then
computed for each triple selected from the population. For the continuous part of the solution, we construct the
offspring using
Di(t)
(j) =
{
Vi,1(t)
(j) + F · (Vi,2(t)(j) − Vi,3(t)(j)) if rand(0, 1) ≤ Cr
Vi(t)
(j) otherwise,
(C2)
where Di is the offspring for the ith candidate. The index j indicate the dimension of the search space, and t indicate
the iteration time step. As for the discrete part of the solution, a similar equation is used but with F = 1, and the
modulo of Di(t)(j)/2 is computed at the end.
Di(t)
(j) =
{(
Vi,1(t)
(j) + (Vi,2(t)
(j) − Vi,3(t)(j))
)
mod 2 if rand(0, 1) ≤ Cr
Vi(t)
(j) otherwise.
(C3)
The CC of the offspring is then computed and if this CC is smaller than the CC of the candidate, the offspring replaces
the candidate for the next time step t+ 1. Rand(0,1) is a random number chosen uniformly in the interval [0, 1]. Our
algorithm accepts the solution after T iterations of the algorithms has passed.
The DE algorithm is tuned using 4 parameters: population size Np, largest iteration time T , scaling factor F , and
the crossover rate Cr. For this work, we set Np = 150, T = 600, F = 0.9, and Cr = 0.3, which are found through trial
and error by investigating the variance of population as a function of time. The idea is to maintain the exploration
power of the algorithm for as long as possible in order to increase the possibility of attaining a globally optimum
solution.
The CC from the genetic-inspired algorithm is able to reach the unitary’s CC and so used the value from the unitary
as the termination condition whereas the CC from the DE is unable to surpass the one-copy CC set by the unitary
optimisation as seen in Fig 8. However, adding the second copy of the input state does show an advantage in the high
noise regime (γ > 0.5) just similar to what has been observed in unitary optimisation.
The difference in performance between the two optimisers is most likely due to its handling of the discrete optimisation,
i.e., the on-off switch of the gate. This conclusion is drawn from two main observations. Firstly, both the optimisers
employ the same quantum circuit representations but differ in how the on-off switch is handled. Secondly, DE is a
global optimiser for continuous space and hence is capable, in principle, of reaching the same solution in the space as a
gradient-based optimiser used in the genetic-inspired algorithm. However, the performance of the genetic-inspired
algorithm far exceeds the DE algorithm even as sufficient computational time is given for the DE to converge, which
suggests that the continuous search space is not the part preventing DE from reaching a near optimal solution. We
investigate this difference further by looking into the circuit solution in Appendix C 3 a.
a. Optimised quantum circuits
Here we present the results from optimising the quantum circuit using the DE algorithm in Appendix C3. The
circuits obtained for two-copies of two-qubit 3D magnetometry are shallow (Fig. 9). Unlike the circuits in Fig. 4
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FIG. 8. The CC from optimised quantum circuits using DE. for two-copy (black dashed line) and one-copy measurement (blue
dashed line). The solid lines are those from Fig. 2 obtained by optimising unitaries for the one-copy (red solid line), two-copy
(light green solid line), and the HCRB (green solid line).
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FIG. 9. Quantum circuits generated using DE for two-copies of two-qubit 3D magnetometry for (a) γ = 0 (b) γ = 0.5 (c) γ = 0.9
obtained from the genetic-inspired algorithm, we clearly see why these circuits do not reach the unitary bounds. The
DE algorithm appears to favour circuits with reduced entanglement in the case of medium and high noise. Fig. 9(b)
and Fig. 9(c) both lack the CNOT gates either in the input-state generation or in the measurement stage, which is not
observed in the circuits found by the genetic-inspired algorithm (Fig. 4) although DE was not explicitly programmed
to minimise the number of CNOT gates.
