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Abstract
We establish a criterion for the existence of the essential spectrum for the elasticity problem in the case the traction-free surface
of a finite elastic body has a beak-shaped irregularity (see Corollary 3.5 and Theorem 4.2). This boundary irregularity is angular
in two dimensions and cuspidal in one dimension. We obtain further information on the spectral structure in some particular cases,
and formulate open questions and hypotheses.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Nous établissons un critère d’existence du spectre essentiel dans le cas d’un corps élastique limité par une surface libre de
traction possédant une singularité de type bec (voir Corollary 3.5 et Theorem 4.2). Cette singularité est un point anguleux en deux
dimensions et un point de rebroussement dans la troisième dimension. Nous obtenons aussi des informations supplémentaires dans
quelques cas particuliers ; nous formulons quelques hypothèses et nous donnons une liste de problèmes ouverts.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Formulation of the spectral elasticity problem
In this paper we consider the spectral problem for the elasticity equation with Neumann boundary conditions
in a beak-shaped domain Ω . We shall show that the spectrum of the problem is fully discrete, if and only if the
sharpness exponent γ of the beak satisfies γ ∈ (0,1) (see Corollary 3.5 and Theorem 4.2). Let us start by describing
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G. Cardone et al. / J. Math. Pures Appl. 92 (2009) 628–650 629Fig. 1. The beak. Fig. 2. Two smooth components of the boundary are tangent at one point.
the geometric situation. The domain Ω ⊂ R3 is assumed to have a compact closure Ω = Ω ∪ ∂Ω and a boundary
∂Ω which is Lipschitz everywhere except at the point O. The shape of beak is assumed in a neighborhood U of O
(Fig. 1), that is, the set Ξ = Ω ∩ U is defined by the relations:
−H−(y) < z <H+(y), (1.1)
H±(y) = r1+γ
(
H±(ϕ)+ O
(
rδ
))
, r = |y| → 0+, δ > 0, (1.2)∣∣∇y(H±(y)− r1+γ H±(ϕ))∣∣ crδ+γ , y ∈ Bd,
H0(y) := H+(y)+H−(y) > 0, y ∈ Bd ,
H0(ϕ) := H+(ϕ)+ H−(ϕ) > 0, ϕ ∈ Υ , H± ∈ C2(Υ ). (1.3)
Here x and (r, ϕ, z) are the Cartesian and cylindrical coordinate systems, respectively, (r, ϕ) are the polar coordinates
in the y-plane, y = (y1, y2) = (x1, x2), z = x3 and Bd = {y ∈ R2: r < d} is the disk of radius d > 0. The numbers γ
and δ are positive, and γ is called the sharpness exponent of the beak.
By Υ we understand a nonempty open connected arc on the unit circle S1 so that the boundary irregularity,
described by (1.1)–(1.3) is of the angular cuspidal shape: it is an angle in the y-direction and a cusp in the z-direction.
We specify:
Ξd =
{
x: y ∈ Bd , ±z <H±(y)
}
. (1.4)
This fixes the cylindrical neighborhood U . In the sequel it is convenient to reduce the size d and to accept that the
set Ξ2d is still the beak of the domain Ω. We do not exclude the case Υ = S1, when O is a point of tangency of two
smooth components of the boundary ∂Ω (see Fig. 2 for a two-dimensional domain, or for a three-dimensional domain
with the rotational symmetry around the dotted line).
In Ω we consider the spectral problem of linearized elasticity written in the differential form:
− ∂
∂xj
σjk(u;x) = λ(x)uk(x), x ∈ Ω, k = 1,2,3, (1.5)
νj (x)σjk(u;x) = 0, x ∈ ∂Ω \ O, k = 1,2,3. (1.6)
Here σjk are the Cartesian components of the stress tensor σ(u) related to the displacement vector u = (u1, u2, u3)
by the Hooke law and the Cauchy formulas,
σjk(u) = Apqjk εpq(u), εpq =
1
2
(up,q + uq,p), (1.7)
while up,q = ∂up/∂xq , and εpq and Apqjk denote the strains and the elastic moduli composing symmetric tensors of
rank 2 and 4, respectively. Moreover, there exist positive constants ca , Ca such that
caξjkξjk  ξjkApqjk (x)ξpq  Caξjkξjk, (1.8)
for almost all x ∈ Ω and symmetric tensors ξ = (ξjk). In (1.5)–(1.8) and later the summation is assumed over repeated
Latin indices from 1 to 3. Finally, in the problem (1.5), (1.6), ν = (ν1, ν2, ν3) is the outward normal vector of unit
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harmonic oscillation frequency, and  is the elastic material density,
0 < c  (x) C for a.e. x ∈ Ω. (1.9)
The scalar function  and the tensor function A are assumed to be measurable in Ω .
If the data is not sufficiently smooth, the problem (1.5), (1.6) must be rewritten in variational form (cf. [18,20]).
In any case the elasticity problem has to be considered in an appropriate function space. To this end, we introduce
the Hilbert space H as the completion of the linear set C∞c (Ω \ O) (infinitely differentiable functions with compact
supports) with respect to the norm generated by the inner product:
〈u,v〉 = (σjk(u), εjk(v))Ω + (u, v)Ω. (1.10)
Here (·,·)Ω stands for the intrinsic inner product in the Lebesgue space L2(Ω); notice that we do not distinguish
notationally between spaces of scalar and vector functions, if there is no risk of confusion.
The quadratic form (1.10) is naturally associated with the elastic and kinetic energies, and it is symmetric and
positive so that the space H is correctly defined (see (1.7) and recall the symmetry of A). Furthermore, in the case
of a fully Lipschitz domain Ω it is known (see, e.g., [44,12]) that in elasticity, the energy space H coincides with
the Sobolev space H 1(Ω). However, we discover in Corollary 4.3 below, that for a beak-shaped domain, H never
becomes equal to H 1(Ω).
The variational formulation of the problem (1.5), (1.6) can be stated as finding a number λ and a nontrivial vector
function u ∈ H such that the following integral identity is valid:(
σjk(u), εjk(v)
)
Ω
= λ(u, v)Ω, v ∈ H. (1.11)
We also convert (1.11) into the abstract spectral equation:
T u = μu ∈ H, (1.12)
where T is an operator in the Hilbert space H,
〈T u,v〉 = (u, v)Ω, u, v ∈ H, (1.13)
and μ is the new spectral parameter,
μ = (1 + λ)−1. (1.14)
To derive (1.12), we add the term (u, v)Ω to both parts of (1.11) and divide the result by 1 + λ. Evidently, the
operator T is positive, continuous and symmetric, and therefore self-adjoint. Its norm is equal to 1. Indeed, the norm
cannot exceed 1, by virtue of the definitions (1.10) and (1.13), and on the other hand,
〈T w,w〉 = (w,w)Ω =
(
σjk(w), εjk(w)
)
Ω
+ (w,w)Ω = 〈w,w〉, (1.15)
for any rigid motion w(x) = a + b× x, since εjk(w) = 0. (Here a, b ∈ R3 are arbitrary vectors while the cross stands
for the vector product in R3.)
The above observations show that the spectrum Σ(T ) of the operator T belongs to the segment [0,1] of the real
axis R in the complex plane C. At the same time the set C \ [0,1] is covered by the resolvent set of T . The relation-
ship (1.14) between the spectral parameters passes all the properties of Σ(T ) to the spectrum of the problem (1.11)
with one exception: the point μ = 0 surely falls into the essential spectrum Σe(T ) (see Remark 4.1 below), but it
corresponds to the infinity point λ = ∞, and, therefore, it does not effect the spectrum of the elasticity problem.
The abstract form (1.12) allows us to apply the theory of self-adjoint operators in Hilbert space. For instance, it
is known (see, e.g., [4, Theorem 9.2.1], [46, Theorem 3.5.3]) that the segment (0,1] is free of the essential spectrum
Σe(T ), if and only if the operator T , or equivalently, the embedding H ⊂ L2(Ω) is compact. For the study of the
spectrum of the problem (1.11), our objective thus becomes to prove or disprove the compactness of T .
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We start our investigation by constructing in Section 3 an anisotropic weighted Korn type inequality. If γ = 0
in (1.2), the irregular point O is conical and the whole boundary ∂Ω is Lipschitz, and the classical Korn inequality
(see [44,12] and others), ∥∥u;H 1(Ω)∥∥ cΩ(∥∥ε(u);L2(Ω)∥∥+ ∥∥u;L2(Ω)∥∥), (2.1)
is valid. Hence, the compact embedding H 1(Ω) ⊂ L2(Ω) makes the spectrum of the problem discrete:
0 = λ1 = · · · = λ6 < λ7  λ8  · · · λp  · · · → +∞. (2.2)
The eigenvalues are listed in (2.2) by taking into account the multiplicity, while 6 is nothing but the dimension of the
rigid motion subspace R = {w(x) = a + b × x: a, b ∈ R3}.
In the beak-shaped domain Ω the inequality (2.1) is no longer valid, and, based on the approach in [12,29,39],
we prove in Theorem 3.4 a new inequality by distributing appropriate weights on the displacement components and
their derivatives, and by distinguishing between the longitudinal y-directions and the transversal z-direction in the
beak (1.4). In particular, this inequality establishes the compactness of the embedding H ⊂ L2(Ω) and the discreteness
of the spectrum of the problem (1.11) in the case γ ∈ (0,1) only (Corollary 3.5).
In Section 4 we prove that, for sharp beaks (γ  1), the embedding H ⊂ L2(Ω) is never compact. This reveals the
existence of the nonempty essential spectrum of T in (0,1] and of the problem (1.11) in [0,∞) (Theorem 4.2). In
Section 5 we outline some properties of the spectrum in the case γ = 1. We also formulate a few hypotheses, discuss
other boundary conditions and speculate on the physical interpretation of our results.
Combining the above mentioned results of Corollary 3.5 and Theorem 4.2 we obtain the criterion that the spectrum
of the problem (1.11) is fully discrete, if and only if γ ∈ (0,1). We also emphasize that for γ = 0 the beak becomes
conical and thus Lipschitz, while for positive γ the Lipschitz property is lost at O and the energy space H of (1.10)
never coincides with the Sobolev space H 1(Ω)3 (Corollary 4.3).
In the case n = 2 the set Ξd splits into two disjoint cusps (cf. Fig. 2). The cuspidal irregularities of elastic bodies
(Fig. 6) have already been studied to a great extend (see [43,24,39,40,3] and others), in particular, almost all informa-
tion on the spectrum of the elasticity problem has been obtained. The important theory of general elliptic boundary
value problems in peak shaped domains is developed in [21,45,23,25] and completed in [13]. In particular, a result
in [23] assures that the kernel of the problem operator is always finite dimensional, and, therefore, the essential and
continuous spectra coincide.
Results such as asymptotics of solutions and solvability, and proper scales of weighted function spaces, are not
yet available for the beak-shaped domains of type (1.1)–(1.3). Only some fragmentary results are known: we men-
tion the paper [42] containing the construction of “very singular” elastic fields, corresponding to forces and torques
concentrated at the beak top, and the paper [30], where a congener type of layer-shaped domains is considered.
Theorems 3.4 and 4.2 of the present paper partly fill in this gap, and they contribute to the general open question
on cuspidal irregularities of elastic bodies, posed in [19, Section 10.2].
We consider the irregular geometric forms of Figs. 1 and 2 bearing in mind two applications. On one hand, the
beak shape is quite often connected with blade edges, cutting rims and other manufacturing and engineering items,
like ploughs and augers. On the other hand, an interior cavity touching the exterior boundary evidently appears in any
object with the shape of a Swiss cheese. In a forthcoming paper we aim to consider the phenomenon that a cavity
approaching the exterior surface causes the concentration of the point and discrete spectra (cf. [38]).
3. The anisotropic weighted inequality of Korn’s type
Since the linear set C∞c (Ω \ O)3 is dense in H and the boundary of domain Ω \ Ξd/2 (cf. (1.1)–(1.4)) becomes
Lipschitz and thus admits the Korn inequality (see, e.g. [44,12]), we may assume in this section that the vector function
u ∈ H is smooth and vanishes in the vicinity of the point O and outside the beak Ξd .
We start by slightly modifying the approach of [12, §3] for Korn inequalities in unbounded domains.
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−xU(x) = −Fk,k(x), x ∈ Ξd, U(x) = 0, x ∈ ∂Ξd \ O, (3.1)
with the right-hand side F = (F1,F2,F3) has a unique weak solution in the Sobolev space ˚H 1(Ξd) = {U ∈ H 1(Ξd):
U = 0 on ∂Ξd}, and the estimate,∥∥∇xU ;L2(Ξd)∥∥+ ∥∥r−1−γ U ;L2(Ξd)∥∥ c∥∥F ;L2(Ξd)∥∥, (3.2)
is valid with a constant c independent of F .
Proof. According to [18], the weak solution U ∈ ˚H 1(Ξd) satisfies the integral identity,
(∇xU,∇xV )Ξd = (F,∇xV )Ξd , V ∈ ˚H 1(Ξd), (3.3)
which is nothing but the variational formulation of problem (3.1). By the Riesz representation theorem and the
Friedrichs inequality in z ∈ (−H−(y),H+(y)), integrated over the sector Kd = {y ∈ R2: r ∈ (0, d), ϕ ∈ Υ } and
multiplied with H(y)−2, i.e.,∫
Ξd
H(y)−2
∣∣U(x)∣∣2 dx  π2 ∫
Ξd
∣∣∂zU(z)∣∣2 dx, U ∈ ˚H 1(Ξd), (3.4)
the variational problem (3.3) has a unique solution and, moreover,∥∥∇xU ;L2(Ξd)∥∥ ∥∥F ;L2(Ξd)∥∥2. (3.5)
The assumption (1.2) implies the desired estimate. 
Owing to the Cauchy formulas (1.7), we have:
xuj = 2 ∂
∂xj
εjk(u)− ∂
∂xj
εkk(u) =: − ∂
∂xj
Fjk. (3.6)
Let Uj be the solution in Lemma 3.1 with the right-hand side taken from (3.6) and U = (U1,U2,U3). We emphasize
that Uj is smooth inside the domain Ξd . We then find that the difference v = u−U satisfies:
xvj = 0, xεjk(v) = 0 in Ξd. (3.7)
We further see that ∥∥εjk(v);L2(ΞD)∥∥2  ∥∥εjk(u);L2(Ξd)∥∥2 + ∥∥εjk(U);L2(Ξd)∥∥2
 E(u;Ξd)+ c
∥∥∇xU ;L2(Ξd)∥∥2  CE(u;Ξd). (3.8)
Here E(u;Ξd) stands for ‖ε(u);L2(Ξd)‖2 and we have used the fact that the bound in the estimate (3.2) with F taken
from (3.6) does not exceed cE(u;Ξd).
Let the numbers H ′± and the open connected arc Υ ′ ⊂ Υ ⊂ S1 be chosen such that H ′0 := H ′+ +H ′− > 0 and such
that for an h0 > 0, {
x: r < d, ϕ ∈ Υ ′, ±z < r1+γ (H ′± + h0)}⊂ Ξd. (3.9)
Let also χ0 ∈ C∞c (R) be a function such that 0 χ0(t) 1 and moreover χ0(t) = 1 for t ∈ [−H ′−,H ′+], and χ0(t) = 0
for t /∈ [−H ′− − h0,H ′+ + h0]. Furthermore, we set χ(x) = χ0(r−1−γ z), and
Ξ ′d =
{
x: r < d ∈ Υ ′, ±z < r1+γH ′±
}
,
′(r) = (−r1+γH ′−, r1+γH ′+),
K
′
d =
{
y ∈ R2: r < d, ϕ ∈ Υ ′}. (3.10)
Using (3.7) and (3.8), we conclude that
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∫
K
′
d
H+(y)∫
−H−(y)
r2+2γ χ(x)2εjk(v;x)xεjk(v;x)dz dy
=
∫
K
′
d
H+(y)∫
−H−(y)
r2+2γ χ(x)2
∣∣∇xεjk(v;x)∣∣2 dzdy
+ 2
∫
K
′
d
H+(y)∫
−H−(y)
r1+γ χ(x)∇xεjk(v;x) · εjk(v;x)∇x
(
r1+γ χ(x)
)
dzdy,
and, thanks to the above definition and the obvious formula |∇x(r1+γ χ(x))| C, that∫
Ξ ′d
r2(1+γ )
∣∣∇xεjk(v;x)∣∣2 dx  ∫
K
′
d
H+(y)∫
−H−(y)
r2(1+γ )χ(x)2
∣∣∇xεjk(v;x)∣∣2 dzdy
 C
∫
K
′
d
H+(y)∫
−H−(y)
∣∣εjk(v;x)∣∣2∣∣∇x(r1+γ χ(x))∣∣2 dzdy  cE(u;Ξ).
Since
∂2v3
∂yα∂yβ
= ∂
∂xα
εβ3(v)+ ∂
∂xβ
εα3(v)− ∂
∂z
εαβ(v), α,β = 1,2,
∂2v3
∂yα∂z
= ∂
∂yα
ε33(v),
we conclude:
r1+γ∇x∇yv3 ∈ L2
(
Ξ ′d
)
.
We now need an auxiliary assertion.
Lemma 3.2. The vector w = (w1,w2,0) with wα ∈ C∞(Ξ ′d \ O), α = 1,2, satisfies the inequality:∣∣εαβ(w;y)− εαβ(w;y)∣∣ Cr(γ−1)/2( ∫
′(r)
∣∣∂zw(y, z)∣∣2 dz)1/2, (3.11)
where
wα(y) =
(
r1+γH ′0
)−1 ∫
′(r)
wα(y, s) dz,
εαβ(w;y) = 12
(
r1+γH ′0
)−1 ∫
′(r)
(
∂wα
∂yβ
(y, z)+ ∂wβ
∂yα
(y, z)
)
dz. (3.12)
Proof. We differentiate the first equality in (3.12) and obtain:
∂wα
∂yβ
(y) = (r1+γH0)−1 ∫
′(r)
∂wα
∂yβ
(y, z) dz− 1 + γ
r
∂r
∂yβ
(
r1+γH ′0
)−1
×
{ ∫
′
wα(y, z) dz− r1+γH ′+wα
(
y, r1+γ H ′+
)− r1+γH ′−wα(y, r1+γH ′−)
}
. (3.13) (r)
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sition:
wα(y, z) = wα(y)+w⊥α (y, z),
∫
′(r)
w⊥α (y, z) dz = 0. (3.14)
Owing to the last orthogonality condition, the Poincaré inequality and the one-dimensional trace inequality imply:∫
′(r)
r−2(1+γ )
∣∣w⊥α (y, z)∣∣2 dz+ r−1−γ ∑
±
∣∣w⊥α (y,±r1+γH ′±)∣∣2
 C
∫
′(r)
∣∣∂zw⊥α (y, z)∣∣2 dz = C ∫
′(r)
∣∣∂zwα(y, z)∣∣2 dz. (3.15)
By (3.13), the left-hand side of (3.11) does not exceed,
C
r
( ∫
′(r)
r−1−γ
∣∣w(y, z)∣∣dz+∑
±
∣∣w(y,±r1+γH ′±)∣∣)
 C
r
r(1+γ )/2
( ∫
′(r)
r−2(1+γ )
∣∣w(y, z)∣∣2 dz+ r−1−γ ∑
±
∣∣w(y,±r1+γH ′±)∣∣2)1/2,
and the desired estimate has become evident. 
Lemma 3.3. Let wα ∈ C∞(Ξ ′d \ O), α = 1,2, satisfy:
rτ∇ywα ∈ L2
(
Ξ
′ τ+γ
d
)
, rτ+γ ∂zwα ∈ L2
(
Ξ ′d
)
, τ > −(1 + γ )/2. (3.16)
Then rτ−1wα ∈ L2(Ξ ′d) and the following estimate is valid:∥∥rτ−1wα;L2(Ξ ′d)∥∥ c(∥∥rτ∇ywα;L2(Ξ ′d)∥∥+ ∥∥rτ+γ ∂zwα;L2(Ξ ′d)∥∥+ ∥∥wα;L2(Ξ ′d \Ξ ′d/2)∥∥). (3.17)
Proof. In view of (3.15), the estimate (3.17) for the component w⊥α in the decomposition (3.14) is obvious. Indeed,
multiplying (3.15) by r2(τ+γ ) and integrating over K′d  y yield∫
Ξ ′d
r2(τ−1)
∣∣w⊥α (x)∣∣2 dx = C ∫
Ξ ′d
r2(τ+γ )
∣∣∂zwα(x)∣∣2 dx. (3.18)
Applying Lemma 3.2 for the vectors w = (wα,0,0) and w = (0,wα,0), we have:∣∣∇ywα(y)− ∇ywα(y)∣∣ crγ−1( ∫
′(r)
∣∣∂zwα(y, z)∣∣2 dz)1/2. (3.19)
Hence,∫
K
′
d
r2τ+1+γ
∣∣∇ywα(y)∣∣2 dy  ∫
K
′
d
r2τ+1+γ
(
r−2−2γ
( ∫
′(r)
∣∣∇ywα(y, z)∣∣dz)2 + rγ−1 ∫
′(r)
∣∣∂zwα(y, z)∣∣2 dz)dy
 C
∫
K
′
d
r2τ
( ∫
′(r)
∣∣∇ywα(y, z)∣∣2 dz+ rγ ∫
′(r)
∣∣∂zwα(y, z)∣∣2 dz)dy. (3.20)
The right-hand side of (3.20) is bounded by virtue of the assumption (3.16). We now apply the following version of
the one-dimensional Hardy inequality, which requires the relation 2τ + γ + 1 > 0 (cf. (3.16)):
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0
r2τ+γ
∣∣wα(y)∣∣2 dr  C d∫
0
r2τ+2+γ
∣∣∂rwα(y)∣∣2 dr +C d∫
d/2
∣∣wα(y)∣∣2 dr. (3.21)
Integrating (3.21) in ϕ ∈ Υ ′ and taking (3.10) into account, we infer from (3.21) that∫
Ξ ′d
r2(τ−1)
∣∣wα(y)∣∣2 dx  C ∫
Ξ ′d
r2τ
∣∣∇ywα(y)∣∣2 dx +C ∫
Ξ ′d\Ξ ′d/2
∣∣wα(x)∣∣2 dx. (3.22)
The estimates (3.18) and (3.20), (3.22) imply the desired inequality (3.17). 
Lemma 3.3 with τ = 1 + γ , wα = ∂v3/∂yα and τ = γ , wα = v3 ensures the inclusions rγ∇yv3, rγ−1v3 ∈ L2(Ξ ′d)
and the following estimates:∥∥rγ∇yv3;L2(Ξ ′d)∥∥2  C(∥∥r1+γ∇y∇yv3;L2(Ξ ′d)∥∥2 + ∥∥r1+2γ ∂z∇yv3;L2(Ξ ′d)∥∥2 + ∥∥∇yv3;L2(Ξ ′d \Ξ ′d/2)∥∥2)

(
C
∥∥r1+γ∇x∇yv3;L2(Ξ ′d)∥∥2 + ∥∥∇yU3;L2(Ξ ′d \Ξ ′d/2)∥∥2)
 CE(u;Ξd),∥∥rγ−1v3;L2(Ξ ′d)∥∥2  C(∥∥rγ∇yv3;L2(Ξ ′d)∥∥2 + ∥∥r2γ ∂zv3;L2(Ξ ′d)∥∥2 + ∥∥v3;L2(Ξ ′d \Ξ ′d/2)∥∥2)
 C
(E(u;Ξd)+ ∥∥ε33(v);L2(Ξ ′d)∥∥2 + ∥∥U3(v);L2(Ξ ′d \Ξ ′d/2)∥∥2)
 CE(u;Ξd) (3.23)
Here we have used the formulas (1.7), (3.8) for ε33(v) and the fact that u = 0 and v = U on Ξ ′d \Ξ ′d/2, satisfying the
estimate (3.2) with the bound cE(u;Ξd)1/2.
The same estimate for U after enlightening weights according to (3.23) yields the following estimates for
u3 = v3 +U3: ∥∥rγ∇yu3;L2(Ξ ′d)∥∥2 + ∥∥rγ−1u3;L2(Ξ ′d)∥∥2  cE(u;Ξd). (3.24)
By the Cauchy formula for εα3(u) ∈ L2(Ξd) we then have:∥∥rγ ∂zuα;L2(Ξ ′d)∥∥ CE(u;Ξd). (3.25)
However, we now need a deviation from the approach of [12], in order to get appropriate estimates for u1, u2 and
∂u1/∂y2, ∂u2/∂y1. We apply the formula (3.11) for the longitudinal strains εαβ(u), α, β = 1,2, and repeat word by
word the calculation in the proof of Lemma 3.3 to get the inequality:
2∑
α,β=1
∫
K
′
d
r1+γ
∣∣εαβ((u1, u2,0);y)∣∣2 dy  C 2∑
α=1
( 2∑
β=1
∫
Ξ ′d
∣∣εαβ(u;x)∣∣2 dx + ∫
Ξ ′d
r2γ
∣∣∂zuα(x)∣∣2 dx
)
 CE(u;Ξ ′d). (3.26)
Let the vector u = (u1, u2) be extended as null from K′d to the unbounded angular domain K′∞ ⊂ R2. An application
of Theorem 3.1 in [12, p.78] guarantees the estimate:
2∑
α,β=1
∫
K
′
d
r1+γ
∣∣∣∣∂uα∂yβ (y)
∣∣∣∣2 dy  C 2∑
α,β=1
∫
K
′
d
r1+γ
∣∣εαβ((u1, u2,0);y)∣∣2 dy.
(Actually, according to the theorem, which originally deals with the unbounded angle K′∞ = {y: r > 0, ϕ ∈ Υ ′}, the
integral over K′∞ must contain derivatives of the displacements (u1(y) − cy2, u2(y) + cy1) with some constant c,
but c = 0 because uα = 0 near y = 0 and outside of K′d so that the integral diverges in case c = 0.) Thus, the Hardy
inequality (3.21) leads to
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H ′0
∫
Ξ ′d
r−2
∣∣uα(y)∣∣2 dx = ∫
K
′
d
r−1+γ
∣∣uα(y)∣∣2 dy  C ∫
K
′
d
r1+γ
∣∣∇yuα(y)∣∣2 dy
= C
H ′0
∫
Ξ ′d
∣∣∇yuα(y)∣∣2 dx  CE(u;Ξ ′d). (3.27)
In view of (3.25), the inequality (3.27) combined with the formula (3.18), where τ = 0 and w⊥α = u⊥α , yields:∫
Ξ ′d
r−2
∣∣uα(x)∣∣2 dx  CE(u;Ξ ′d), α = 1,2. (3.28)
Although all estimates are derived on the small beak Ξ ′d and an estimate of the longitudinal strains εαβ(u⊥1 , u⊥2 ,0) is
not derived yet, we are in position to formulate a weighted Korn type inequality in the whole beak Ξd .
Theorem 3.4. For u ∈ H there holds the inequality:∥∥R−1uα;L2(Ω)∥∥+ ∥∥Rγ−1u3;L2(Ω)∥∥+ ∥∥∇yuα;L2(Ω)∥∥
+ ∥∥Rγ ∂zuα;L2(Ω)∥∥+ ∥∥Rγ∇yu3;L2(Ω)∥∥+ ∥∥∂zu3;L2(Ω)∥∥
 c
(∥∥ε(u);L2(Ω)∥∥+ ∥∥u;L2(Ω)∥∥), (3.29)
where summation over α = 1,2 is performed, R(x) = dist(x,O) is the weight multiplier, ε(u) is the strain tensor
computed for the displacement field u = (u1, u2, u3) and the constant c is independent of u.
Proof. We introduce the sets:
Ξd(j) =
{
x ∈ Ξd : 2−j−1 < d−1r < 2−j
}
,
Ξ ′d(j) =
{
x ∈ Ξ ′d : 2−j−1 < d−1r < 2−j
}
, j = 1,2, . . . . (3.30)
The change of variables x → ξj = 2j x transforms these sets into
Ξ0d (j) =
{
ξj = (ηj , ζ j ): d/2 < ∣∣ηj ∣∣< d, ϕ ∈ Υ, ±ζ j < 2jH±(2j ηj )},
Ξ0 ′d =
{
ξj = (ηj , ζ j ): d/2 < ∣∣ηj ∣∣< d, ϕ ∈ Υ ′, ±ζ j < 2jγ ∣∣ηj ∣∣1+γH ′±}, (3.31)
which are to be considered as thin plates with thickness of order 2−jγ (cf. (1.2)). We denote uj (ξj ) = u(2−j ξ j ).
We employ a trick proposed in [47] for the justification of the Kirchhoff plate theory. Namely, we perform the
changes,
uj = (vj , uj3) → Uj = (V j ,Wj )= (vj ,2−jγ uj3),
ξ j → Xj = (Y j ,Zj )= (ηj ,2−jγ ζ j ). (3.32)
Under this coordinate transformation, the domains (3.31) turn into Ξ˜0d (j) and Ξ˜0′d (j), respectively.
According to (1.7) and (3.32) we have:
εαβ
(
uj , ξ j
)= 1
2
(
∂V
j
α
∂Y
j
β
+ ∂V
j
β
∂Y
j
α
)
= Ejαβ
(
Uj ,Xj
)
, α,β = 1,2,
εα3
(
uj , ξ j
)= ε3α(uj ; ξj )= 12
(
∂u
j
α
∂ζ j
(ξ)+ ∂u
j
β
∂η
j
α
(ξ)
)
= 1
2
2jγ
(
∂V
j
α
∂Zj
(X)+ ∂W
j
∂Y
j
α
(X)
)
= 2jγ Ej3α
(
Uj ;Xj )= 2jγ Ejα3(Uj ;Xj ),
ε33
(
uj ; ξj )= ∂uj3
j
(ξ) = 22jγ Ej33
(
Uj ;Xj ). (3.33)∂ζ
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We now obtain
E(u;Ξd(j))= 2j (1+γ ) ∫
Ξ˜0d (j)
( 2∑
α=1
( 2∑
β=1
∣∣Ejαβ(Uj ;Xj )∣∣2 + 2 · 22jγ ∣∣Eα3(Uj ;Xj )∣∣2
)
+ 24jγ ∣∣E33(Uj ;Xj )∣∣2
)
dX
 2j (1+γ )
∫
Ξ˜0d (j)
3∑
p,q=1
∣∣Ejp,q(Uj ;Xj )∣∣2 dXj
 c02j (1+γ )
( ∫
Ξ˜0d (j)
( 3∑
p,q=1
∣∣∣∣∂Ujp
∂X
j
q
(
Xj
)∣∣∣∣2 + 3∑
p=1
∣∣Ujp(Xj )∣∣2
)
dXj
− c1
∫
Ξ˜0ιd (j)
3∑
p=1
∣∣Ujp(Xj )∣∣2 dXj
)
. (3.34)
On the last two lines we have used a variant of the Korn inequality, and the most important point is the independence
of the constants c0, c1 > 0 of the index j. Let us explain the latter fact with the help of a result in [12, Thm. 2.2, p. 69]
(see [34, §3.3] and [37, §3] for a detailed explanation for our way of applying it). In view of (1.2), (1.3), (3.10) and
(3.30)–(3.32), we have:
Ξ˜0 ′d (j) =
{
X = (Y,Z): R ∈
(
d
2
, d
)
, ±Z <R1+γH ′±
}
, (3.35)
and the domain Ξ˜0d (j) is a regular perturbation of the domain,{
X: R ∈
(
d
2
, d
)
, ±Z <R1+γH±(Φ)
}
(3.36)
(see Fig. 3), where (R,Φ) is the polar coordinate system in the Y -plane. Indeed, the bounds for ±Z in the formula
(3.36) for Ξ˜0d (j) take the form Hj±(Y ) = 2−j (1+γ )H±(2j Y ), where∣∣R1+γ H±(Φ)−Hj±(Y )∣∣+ ∣∣∇Y (R1+γ H±(Φ)−Hj±(Y ))∣∣ c2−jδ (3.37)
and δ > 0 is the exponent in (1.2). Let the set Ξ˜0d(j) be determined by (3.36) with the bounds R1+γ (H±(Φ) − h0)
and let h0 > 0 be as in (3.9) so that Ξ˜0 ′d (j) ⊂ Ξ˜0d(j). We apply the standard variant of the Korn inequality (see, e.g.,
[44,12,34]): ∥∥Uj ;H 1(Ξ˜0d(j))∥∥2  C(∥∥Ej (Uj );L2(Ξ˜0d(j))∥∥2 + ∥∥Uj ;L2(Ξ˜0 ′d (j))∥∥2), (3.38)
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on j. To extend the inequality (3.38) from Ξ˜0d(j) onto Ξ˜0d (j) while preserving the independence of the constant, we
use Lemma 3.6 below and the proximity (3.37) of the bases of the sets Ξ˜0d (j) and (3.36) (see also Remark 3.7).
Performing the inverse changes (3.32), we derive from (3.33), (3.34) the estimate:
2j
∫
Ξ0d (j)
( 2∑
α=1
( 2∑
β=1
∣∣∣∣∂ujα
∂η
j
β
∣∣∣∣2 + ∣∣ujα∣∣2 + 2−2jγ
(∣∣∣∣∂ujα∂ζ j
∣∣∣∣2 + ∣∣∣∣∂uj3
∂η
j
α
∣∣∣∣2
))
+ 2−4jγ
∣∣∣∣∂uj3∂ζ j
∣∣∣∣2 + 2−2jγ ∣∣uj3∣∣
)
dξj
 c−10 E
(
u;Ξd(j)
)+ c12j ∫
Ξ0d
′
(j)
( 2∑
α=1
∣∣ujα∣∣2 + 2−2jγ ∣∣uj3∣∣2
)
dξj . (3.39)
Due to the definition (3.30), all factors 2−j in (3.39) can be replaced by r using some other constants for c0 and c1.
Thus the change ηj → x yields:∫
Ξd(j)
( 2∑
α=1
2∑
β=1
∣∣∣∣∂uα∂yβ
∣∣∣∣2 + r−2|uα|2 + r2γ(∣∣∣∣∂uα∂z
∣∣∣∣2 + ∣∣∣∣∂u3∂yα
∣∣∣∣2)+ r4γ ∣∣∣∣∂u3∂z
∣∣∣∣2 + r2(γ−1)|u3|2
)
dx
 C
(E(u;Ξd(j))+ ∫
Ξ ′d (j)
r−2
(|u1|2 + |u2|2 + r2γ |u3|2)dx. (3.40)
The summation of the inequalities (3.40) over j = 1,2, . . . brings the desired estimate (3.29) with the following two
modifications: first, there appears the “wrong” factor r4γ on |∂zu3|2 and, second, the right-hand side of the resultant
inequality includes the integral,
C
∫
Ξ ′d
r−2
(|u1|2 + |u2|2 + r2γ |u3|2)dx. (3.41)
The integral (3.41) has been estimated in (3.23) and (3.28) while ‖∂zu3;L2(Ξd)‖2 = ‖ε33(u);L2(Ξd)‖2  E(u;Ω).
Thus, the weighted anisotropic inequality (3.29) of Korn’s type is proven. 
Corollary 3.5. In the case γ ∈ (0,1) of an insufficiently sharp beak, the spectrum of the problem (1.11) is discrete,
see (2.2).
Proof. According to [4, Theorem 9.2.1], [46, Theorem 3.5.3] and the relationship (1.14) between the spectral
parameters λ and μ, it suffices to verify that the operator T in (1.13) is compact. We set T = T Ξ(d)+T Ω(d),
where 〈TΞ(d)u, v〉= (ρu, v)Ξd , 〈TΩ(d)u, v〉= (ρu, v)Ω\Ξd , u, v ∈ H.
By the inequality (3.19), we have:∣∣〈TΞ(d)u, v〉∣∣ Cρ∥∥u;L2(Ξd)∥∥∥∥v;L2(Ξd)∥∥
 Cρd2(1−γ )
∥∥Rγ−1u;L2(Ξd)∥∥∥∥Rγ−1v;L2(Ξd)∥∥
 Cρd2(1−γ )‖u;H‖‖v;H‖.
Thus, an appropriate choice of d > 0 makes the norm of TΞ(d) arbitrarily small. Since the boundary of the domain
Ω \Ξd is Lipschitz and the operator TΩ(d) is compact (owing to the standard Korn inequality; see, e.g., [44,12]), the
assertion is proved. 
We recall that a domain Ξ ⊂ R3 is star-shaped with respect to a ball B ⊂ R3, provided any line segment, connecting
a point in Ξ and a point in B, lies inside Ξ. The following result was used in the proof of Theorem 3.4.
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respect to the ball Bρ of radius ρ > 0. We have:∥∥∇xu;L2(Ξ)∥∥2 + δ−2∥∥u;L2(Ξ)∥∥2  Cδ4ρ−4(∥∥ε(u);L2(Ξ)∥∥2 + ρ−2∥∥u;L2(Bρ)∥∥2), (3.42)
with an absolute constant C (independent of Ξ , Bρ or u ∈ H 1(Ξ)).
Proof. The inequality (3.42) follows from two formulas, namely the beautiful variant of Korn’s inequality,∥∥∇xu;L2(Ξ)∥∥2  Cδ3ρ−3(∥∥ε(u);L2(Ξ)∥∥2 + ∥∥∇xu;L2(Bρ)∥∥2)
(see [12, Thm. 2.2]) and the simple form of the Poincaré inequality:
d−2
∥∥u;L2(Ξ)∥∥2  Cδρ−1(∥∥∇xu;L2(Ξ)∥∥2 + ρ−2∥∥u;L2(Bρ)∥∥2)
(cf. [34, Lemma 3.1.5]). 
Remark 3.7. The set (3.36) can be readily divided into the prisms {X: Y ∈ ωk, ±Z <R1+γH ′±}, k = 1, . . . ,K, with
curvilinear bases such that the set, {
X: Y ∈ ωk, ±Z <Hj±(Y )
}
is star-shaped with respect to a ball of radius ρ > 0 in the set,{
X: Y ∈ ωk, ±Z <R1+γ
(
H±(ϕ)− h0
)}
. (3.43)
To fulfill this property one has to choose a small h0 > 0 and take into account the relation (3.37). To have this, it is
sufficient that the functions Y → 2jδ(R1+γ H±(ϕ) − Hj±(y)) are uniformly Lipschitz (cf. [37, §3]). In the proof of
Theorem 3.4 it is now straightforward to extend the Korn inequality (3.38) over the set Ξ˜0d (j) using Lemma 3.6.
4. The essential spectrum
A singular Weyl sequence (um)m∈N of the operator T at a point μ possesses the following properties:
inf
u =0
∥∥um;H∥∥> 0, (4.1)
um → 0 weakly in H for m → ∞, (4.2)
T um −μum → 0 strongly in H for m → 0. (4.3)
By the Weyl criterion (see, e.g., [4, Theorem 9.1.2], [46, Proposition 4.3.2]), the conditions (4.1)–(4.3) ensure the
inclusion μ ∈ Σe(T ).
Remark 4.1. The inclusion 0 ∈ Σe(T ) holds true independently of the boundary irregularity point O. Indeed, we set:
um(x) = m−1+n/2U(m(x − x0)), (4.4)
where U ∈ C∞c (Rn), U = 0 and x0 is arbitrarily chosen in Ω . There exists mU ∈ N such that suppum ⊂ Ω for
mmU . After the substitution x → η = m(x − x0) we have:∥∥D(∇x)um;L2(Ω)∥∥= ∥∥D(∇η)U ;L2(Rn)∥∥= CU > 0,∥∥um;L2(Ω)∥∥= m−1∥∥U ;L2(Rn)∥∥= m−1cU .
Hence, owing to (1.8) and (1.9), the infimum in (4.1) exceeds(
caC
2
U +m−2cc2U
)1/2
> c
1/2
a CU > 0.
The requirement (4.3) follows from the formulas (1.9), (1.13) and the relation,∥∥T um − 0um;H∥∥= sup∣∣〈T um,v〉∣∣= sup∣∣B(um,v;Ω)∣∣ CcUm−1,
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set C∞c (Ω \ {x0 ∪ O}) is dense in H (the embedding H 1 ⊂ C is not valid in three spatial dimensions) and, for any
v ∈ C∞c (Ω \ {x0 ∪ O}) we can find mv ∈ N such that supp(um)∩ supp(v) = ∅ and 〈um,v〉 = 0 for mmv .
Let us construct the singular Weyl sequence for T at the point μ = 1 which corresponds to the point
λ = μ−1 − 1 = 0 in the spectrum of the elasticity problem. For a scalar function wm3 of the variables y = (y1, y2), we
introduce the three-dimensional displacement vector um similarly to the truncated asymptotic ansatz in the theory of
thin plates (cf. Section 5.3 below):
um(y, z) =
(
−z∂w
m
3
∂y1
(y),−z∂w
m
3
∂y2
(y),wm3 (y)
)
. (4.5)
Then we choose,
wm3 (y) = fmψ
(
2mr
)
, m ∈ N, (4.6)
where fm is a normalization factor and ψ ∈ C∞c (1,2) is a smooth nontrivial function with the support in the inter-
val (1,2). For large m we have:
(
um,um
)
Ω
 c
∥∥um;L2(Ω)∥∥2 = cf 2m
H+(y)∫
−H−(y)
∫
Υ
21−m∫
2−m
∣∣ψ(2mr)∣∣2r dr dϕ dz
 ccHf 2m
21−m∫
2−m
∣∣ψ(2mr)∣∣2r2+γ dr = Cf 2m2−(3+γ )m 2∫
1
∣∣ψ(ρ)∣∣2ρ2+γ dρ.
Thus, taking fm = 2(3+γ )m/2 we can fulfill the condition (4.1):∥∥um;H∥∥ (um,um)
Ω
 c
∥∥um;L2(Ω)∥∥2  c > 0. (4.7)
A similar calculation, taking into account that z|∇yψ(2mr)| c2−mγ due to (1.1), (1.2), shows that∥∥um;L2(Ω)∥∥2  c(1 + 2−2mγ ) C, (4.8)
∥∥∇xum;L2(Ω)∥∥2  cf 2m 2
1−m∫
2−m
∣∣∣∣ ddr ψ(2mr)
∣∣∣∣2r2+γ dr
 Cf 2m22m2(3+γ )m
2∫
1
∣∣∣∣ ddρψ(ρ)
∣∣∣∣2ρ2+γ dρ  cψ22m, cψ > 0. (4.9)
Applying the Cauchy formulas in (1.7) we derive from (4.5) that
εαβ
(
um
)= −z ∂
∂yα
∂
∂yβ
wm3 , εα3
(
um
)= ε3α(um)= ε33(um)= 0, (4.10)
and hence,
∥∥ε(um);L2(Ω)∥∥2  cf 2m
H+(y)∫
−H−(y)
z2
∫
Υ
21−m∫
2−m
(∣∣∣∣ d2dr2 ψ(2mr)
∣∣∣∣+ 1r
∣∣∣∣ ∂∂r ψ(2mr)
∣∣∣∣)2r dr dϕ dz
 c2(3+γ )m24m2−(5+3γ )m
2∫
1
(∣∣∣∣d2ψdρ2 (ρ)
∣∣∣∣+ 1ρ
∣∣∣∣∂ψ∂ρ (ρ)
∣∣∣∣)2ρ4+3γ dρ
 C22(1−γ )m. (4.11)
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supp(up) = ∅ for m = p. Moreover, if γ > 1, the inequality (4.9) implies the requirement (4.3).
We have proved that the vector functions (4.5) form a singular Weyl sequence in the case γ > 1. Comparing (4.8),
(4.11) and (4.9) at γ = 1, we see that the sequence (um)m∈N converges weakly in H to 0 but cannot converge strongly
in L2(Ω) because the norms ‖um;L2(Ω)‖ are uniformly bounded away from zero. In other words, the embedding
H ⊂ L2(Ω) is not compact and Σe(T )∩ (0,1] = ∅ (cf. [4, Theorem 9.2.1]).
Theorem 4.2. If γ  1, the essential spectrum of the elasticity problem (1.11) is nonempty. Moreover, in the case
γ > 1 the eigenvalue λ = 0 is of the multiplicity 6 and falls into the continuous spectrum of the problem.
Corollary 4.3. The space H does not embed into H 1(Ω) for any γ > 0.
Proof. In view of (4.8)–(4.11), the sequence (2−mum)m∈N converges strongly to 0 in H, but the norms
‖2−mum;H 1(Ω)‖ are uniformly bounded away from 0. 
5. Complementary results
5.1. The Dirichlet conditions
If the domain Ω is clamped over the whole surface ∂Ω , then the Neumann boundary conditions (1.6) are changed
to the Dirichlet ones:
uk(x) = 0, x ∈ ∂Ω \ O, k = 1,2,3, (5.1)
and the subspace ˚H 1(Ω) of functions u ∈ H 1(Ω) satisfying (5.1) coincides with the space H◦, which is obtained by
completing C∞c (Ω) with respect to the energy norm from (1.10). To conclude this fact, we refer to the weighted Korn
inequality in the next assertion.
Proposition 5.1. For u ∈ ˚H 1(Ω), the following weighted inequality is valid:∥∥∇xu;L2(Ω)∥∥+ ∥∥R−1−γ u;L2(Ω)∥∥ cΩ∥∥ε(u);L2(Ω)∥∥, u ∈ H 1(Ω). (5.2)
Proof. Using the Cauchy formulas (1.7) and integrating by parts in the integrals ∫
Ω
∂uj
∂xk
∂uk
∂xj
dx yield the estimate∥∥ε(u);L2(Ω)∥∥2  1
2
∥∥∇xu;L2(Ω)∥∥2.
Hence, applying the weighted inequality (3.4) of Friedrichs’ type provides (5.2). 
The variational formulation of the Dirichlet problem (1.7), (5.1) reads as(
σjk(u), εjk(v)
)
Ω
= λ(ρu, v)Ω, v ∈ ˚H 1(Ω). (5.3)
As in Corollary 3.5, the weight factor in the L2-norm of u leads to the compactness of the embedding H0 ⊂ L2(Ω)
and we arrive at the following assertion:
Corollary 5.2. The problem (5.3) has the discrete spectrum:
0 < λ1  λ2  · · · λp  · · · → +∞.
A slight modification of the above arguments shows that Proposition 5.1 and Corollary 5.2 remain valid in the
case the Dirichlet conditions are imposed only on one of the beak bases Γ ±d = {x: r ∈ (0, d), ϕ ∈ Υ, z = ±H(y)}.
Furthermore, it suffices to have clamped sectorial zones alternating on the bases Γ +d and Γ
−
d (cf. Fig. 4).
The scheme of proofs in Sections 3, 4 demonstrates that all the spectral properties in Theorem 4.2 and Corollary 3.5
remain true also for the beak with the traction-free bases Γ ± and the clamped lateral sides Θ±d = {x: r ∈ (0, d),
ϕ = ±ϕ±, ±z < H±(y)}, where Υ = (−ϕ−, ϕ+) = S1. Moreover, analogously to Corollary 4.3, the energy space
{u ∈ H: u = 0 on Θ±} never coincides with the Sobolev space {u ∈ H 1(Ω): u = 0 on Θ±}.d d
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5.2. Other geometrical shapes
First of all, the same treatise as above shows that the tapering pellicle in Fig. 5, which connects two sides of a
wedge, has the same spectral properties as the beak (Fig. 1) in the elasticity problem.
Next, let us consider a beak defined with a variable sharpness exponent in (1.1):
H±(y) = r1+γ (ϕ)
(
H ◦±(ϕ)+ O
(
rδ(ϕ)
))
,
and γ , δ and H ◦± and smooth positive functions on the closed arc Υ = [−ϕ−, ϕ+]. Then the approach developed in
the previous sections does not work. However, in the case 0 < γ (ϕ) < 1 (γ (ϕ) 1) for all ϕ ∈ Υ it is plausible that
the spectrum of the elasticity problem (1.11) is discrete (it has a nonempty essential component). Furthermore, in
accordance with the above comment on the pattern in Fig. 5, our proofs with minor changes still work in the situation
γ (ϕ) = γ 0  1 for ϕ ∈ [−θ−, θ+] and − ϕ− −θ− < θ+  ϕ+.
The most interesting open question is whether there appears an essential spectrum in the case,
γ (ϕ) ∈ (0,1) for ϕ ∈ Υ \ {ϕ◦} and γ (ϕ◦)= 1?
The existence may depend on the rate of the decrease of γ (ϕ)− 1 as ϕ → ϕ◦.
5.3. The critical case γ = 1
For γ = 1, our Theorem 4.2 proves the existence of a point in the essential spectrum of the problem (1.11).
However, it does not indicate this point, in contrast to the case γ > 1. The following two assertions give some
additional information on the structure of the spectrum. The assertions are of the same kind as Proposition 2 and
Theorem 5(2), [39] (see also [36]), and for the most part their proofs follow those in [39]. Since we are not yet able to
cover the general shape (1.1), (1.2) of the beak, we only outline the main steps of the proofs and discuss the arising dif-
ferences. Unfortunately the second assertion in the next proposition only applies for the irregularity point O of Fig. 2,
where Υ = S1. A reason for the failure in the case of Fig. 1, i.e., Υ = S1, will be explained in Remark 5.5 below.
Proposition 5.3. If γ = 1 in (1.1), (1.2), then there exist two positive numbers λ• and λ† such that
(1) the segment [0, λ•) contains only one point of the spectrum of the problem (1.11), namely the eigenvalue λ = 0.
Its multiplicity is 6 and the eigenspace is R = {a + b × x}, the set of rigid motions;
(2) if in addition Υ = S1, then the ray [λ†,+∞) is covered by the essential spectrum of the problem (1.11).
(1) The statement is derived from Theorem 3.4 by repeating word to word the argumentation of the proof of
Proposition 2 of [39].
(2) We shall construct a singular Weyl sequence for the operator T at the point μ (1+λ†)−1, following again the
scheme [39]. For the simplicity of presentation we assume that A and  are constants in (1.5) and (1.7). We proceed
with the standard asymptotic ansatz in the theory of thin plates (cf. [7,46,34] and especially the paper [32], where
general anisotropic plates of variable thickness were studied), namely
u(x) = W−2(w3;y)+W−1(w;y, z)+W 0(w;y, z)+W 1(w;y, z)+W 2(w;y, z)+ · · · . (5.4)
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W−2 = (0,0,w3), W−1 =
(
w1 − z∂w3
∂y1
,w2 − z∂w3
∂y2
,0
)
, (5.5)
where w = (w1,w2,w3) is the unknown vector function and the terms W 0, W 1, W 2 in (5.4) depend on w and the
data H±, A of the problem. The ansatz (5.5) is adjusted with the decompositions:
L(∇x) = L0(∂z)+ L1(∇y, ∂z)+ L2(∇y),
N±(y,∇x) = ν±0 (y)−1/2
(N 0±(∂z)+ N 1±(y,∇y, ∂z)+ N 2±(y,∇y)), (5.6)
of the (3 × 3)-matrices L and N± of the second- and first-order differential operators on the left-hand sides of (1.5)
and (1.6), respectively,
L(∇x) = − ∂
∂xj
Ajk ∂
∂xk
, N±(y,∇x) =
(
ν±0
)−1/2
ν±j Ajk
∂
∂xk
,
ν± = (ν±1 , ν±2 , ν±3 ), ν±α = −∂H±∂yα , ν±3 = ±1, ν±0 = 1 + |∇yH±|2. (5.7)
Recall the summation rules for the repeated Latin indices. We also assume this rule for summation from 1 to 2 over
repeated Greek indices. The matrices Ajk of sizes 3 × 3 in (5.7) are composed from entries of the stiffness tensor A
in Hooke’s law (1.7) while Akj is just the transpose of the matrix Ajk . Note that ν±0 is a normalization factor and
(ν±0 )−1/2ν± becomes the unit vector of the outward normal on the bases Γ ±. The terms in (5.6) are given by:
L0(∂z) = −A33∂2z , N 0±(∂z) = ±A33∂2z ,
L1(∇y, ∂z) = − ∂
∂z
A3β ∂
∂yβ
− ∂
∂yα
Aα3 ∂
∂z
,
N 1±(y,∇z, ∂z) = −∂H±
∂yα
(y)Aα3 ∂
∂z
± A3β ∂
∂yβ
,
L2(∇y) = − ∂
∂yα
Aαβ ∂
∂yβ
, N 2±(y,∇y) = −∂H±
∂yα
(y)Aαβ ∂
∂yβ
. (5.8)
The asymptotic terms Wq in (5.4) are solutions of the following systems of ordinary differential equations in z (see
comments in Remark 5.4 below):
L0Wq = −L1Wq−1 − L2Wq−2 + δ2,qλW−2 for z ∈ (−H−,H+),
N 0±Wq = −N 1±Wq−1 − N 2±Wq−2 at z = ±H±. (5.9)
Here q = −2,−1,0,1, Wp = 0 for p < −2 and δp,q is the Kronecker symbol. It is known (cf. the publications cited
above) that the vector functions (5.5) satisfy the problem (5.9) with q = −2,−1 and the problem (5.9) with q = 0 has
a solution W 0 unconditionally. At the same time, in order to determine W 1 and W 2 we need to assume the following
system of partial differential equations in the punctured plane:
L(y,∇y)w(y) := D(∇y)∗A(y)D(∇y)w(y) = λρB(y)e3w(y), y ∈ R2 \ {0}. (5.10)
Here we use the matrix notation, and A and D are matrices of dimensions 6 × 6 and 6 × 3, respectively,
A =
(
A11 A12
A21 A22
)
, D =
(
D1
D2
)
,
D1(η) =
(
η1 0 0
0 η2 0
η2 η1 0
)
, D2(η) =
⎛⎝0 0 η210 0 η22
0 0 2η1η2
⎞⎠ , η = (η1
η2
)
, (5.11)
A11(y) = r1+γ A11(0)(ϕ), A22(y) = r3(1+γ )A22(0)(ϕ),
A(y)∗ = A12(y) = r2(1+γ )A22(0)(ϕ), B(y) = H(y) = r1+γH0(ϕ), (5.12)
while D(∇y)∗ is the formal adjoint operator for D(∇y).
644 G. Cardone et al. / J. Math. Pures Appl. 92 (2009) 628–650Table 1
The ADN-indices for the limit system.
1 1 2
1 2 2 3
1 2 2 3
2 3 3 4
We emphasize that γ = 1 in this section.
The matrix A is symmetric positive definite and admits an explicit form through A and H± even in the case the
stiffness tensor is nonconstant (see, e.g., [47,32] and [34, Ch. 4]). The latter in particular ensures the relations (5.12).
Moreover, the system (5.12) is elliptic in the Douglis–Nirenberg sense with the ADN-indices as in Table 1.
The differential operators in (5.12) degenerate at the point y = 0 and regarding R2 \ {0} as a complete cone in
dimension two we apply the theory of elliptic problems in domains with conical irregularities (see [11,22,23,31] and
e.g. the monographs [41,13]). Taking the formulas (5.12) into account, we search for power-law solutions of the
system (5.10) in the form:
w(y) = riΛ(r−1Φ1(ϕ), r−1Φ2(ϕ), r−2Φ3(ϕ)), (5.13)
where i is the imaginary unit, Λ ∈ C a complex exponent and Φ = (Φ1,Φ2,Φ3) a smooth vector function on the
circle S1  ϕ.
Remark 5.4. We are now in a position to explain how the problems (5.9) were derived from the formal decompo-
sitions (5.4) and (5.6). First, we observe that, according to (1.5) with γ = 1, the function x → riMΨ (ϕ,H(y)−1z),
differentiated in y and z, is of orders r−1−ImM and r−2−ImM , respectively, so that the derivative in z dominates asymp-
totically over derivatives in y. In this sense each of the next terms on the right of (5.6) becomes of lower generalized
order. Second, plugging the power-law solution (5.6) into the ansatz (5.4), we see that Wq(w,y, z) = O(rq−ImΛ) for
q = −2, . . . ,2 (cf. (5.5)). Third, substituting (5.6) and (5.4) into Eqs. (1.5) in the beak Ω ∩U and the boundary con-
ditions (1.6) on the bases Γ ±, give rise to terms of different generalized orders while collecting the terms of the same
order yields the problems (5.9). We refer to [42,30] for much more detailed description of the asymptotic procedure
and to [33] for a specification in spectral elasticity problems.
We now separate variables in the system (5.10) and conclude that the angular part Φ in the power-law
solution (5.13) satisfies the system of ordinary differential equations on the unit circle S1 with the parameter Λ:
L(ϕ, ∂ϕ, iΛ)Φ(ϕ) :=D(ϕ, ∂ϕ, iΛ)∗AD(ϕ, ∂ϕ, iΛ)Φ(ϕ) = λH0(ϕ)e3Φ3, ϕ ∈ S1. (5.14)
The 6 × 3-matrix D of differential operators is quadratic in Λ and D(ϕ, ∂ϕ, iΛ)∗ denotes the formal adjoint of the
operator D(ϕ, ∂ϕ, iΛ) while according to (5.13) and (5.11), we have set:
diag
{
r−2, r−2, r−4
}
D(ϕ, ∂ϕ, iΛ)Φ(ϕ) = D(∇y)w(y),
A(ϕ) = A(y)|r=1. (5.15)
The structure of the operator L in (5.14) is guaranteed by the form of the original operator L in (5.10) in the
Cartesian coordinates y = (y1, y2) and the definition (5.15). At the same time, a straightforward and simple way to
derive (5.14) is to use the one-dimensional Green formula,(
A(·)D(·, ∂ϕ, iΛ)Φ(·),D(·, ∂ϕ, iΛ)Ψ (·)
)
S1 =
(
L(·, ∂ϕ, iΛ)Φ(·),Ψ (·)
)
S1, Φ,Ψ ∈ C1
(
S
1)k. (5.16)
This in turn is obtained by passing to the limit m → +∞ in the evident two-dimensional Green formula(
AD(∇y)W,D(∇yV )R2 =
(
L(∇y)W,V
)
R2, (5.17)
where
W(y) = Xm(− ln r)riΛ
(
r−1Φ1(ϕ), r−12 Φ2(ϕ)r
−2
3 Φ3(ϕ)
)
,
V (y) = Xm(− ln r)riΛ
(
r−1Ψ1(ϕ), r−1Ψ2(ϕ)r−2Ψ3(ϕ)
)
, (5.18)2 3
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and Xm is the plateau function with the graph in Fig. 6. We refer to [22] (see also [41, Lemma 3.5.9]) for the details
of the derivation of (5.16) and mention only that the integrands in (5.17) get the order r−2 regardless the factors Xm,
due to (5.18). Hence, without the plateau function the integrals diverge both near y = 0 and y = ∞.
Let us fix λ ∈ C and consider Λ as a spectral parameter in the problem (5.14). This problem gives rise to the fourth
degree polynomial pencil:
C  Λ →P(Λ;λ) : H 2(S1)×H 4(S1)→ L2(S1)3. (5.19)
According to the general theory of holomorphic pencils, [9], the spectrum Σ(P;λ) of (5.19) consists of normal
eigenvalues without finite accumulation points and lies in the union of a strip and a double angle in the complex
plane: {
Λ ∈ C: |ReΛ| T (λ)}∪ {Λ ∈ C: | ImΛ| τ(λ)|Reλ|},
where the magnitudes τ(λ) > 0 and T (λ) > 0 depend on λ.
Let now λ ∈ R. Owing to the real coefficients in L and the formal self-adjointness of L, the set Σ(P;λ) is central
symmetric with respect to the point Λ = 0 and, moreover, for λ = 0, the real axis R ⊂ C is free of eigenvalues
(see [41, §6.1] and [31, §2]). The spectrum Σ(P;λ) depends of course on λ.
Let us change the point of view, namely, to fix Λ ∈ R and to regard λ as a spectral parameter in (5.14). Note
that the differential matrix operator L(ϕ, ∂ϕ, iΛ) is formally self-adjoint for any real Λ and the sequilinear form
Q(φ,ψ, iΛ) on the left of (5.16) is positive hermitian and continuous in H 1(S1)2 ×H 2(S1) for any real Λ. Hence, the
Birman–Krein–Vishik theory (cf. [2] and see [4, Ch. 10]) gives rise to an unbounded self-adjoint positive operator
B(Λ) in the Hilbert space L2(S1)3 with the generalized4 spectrum:
0 < λ1(Λ) λ2(Λ) · · · λp(Λ) · · · → +∞.
Notice that the first eigenvalue λ1(Λ) is positive, because for λ = 0 the real axis contains an eigenvalue of the pencil
(5.19) (see the paragraph above). Moreover, due to [10, Ch. 9] the function Λ → λ1(Λ) is continuous and due to [1]
the estimate λ1  c0|Λ|4 − c1 is valid with some c0 > 0 and c1 ∈ R. Thus, there exists a positive number λ† such that,
for λ ∈ [−∞, λ†) the pencil spectrum Σ(P;λ) does not contain real eigenvalues while, for λ ∈ [λ†,+∞), it does
(cf. Figs. 7a and 7b, respectively, where the dotted arrows indicate the directions of moving eigenvalues for
increasing λ).
Concluding the above calculations, we see that in the case λ ∈ [λ†,+∞) the system (5.10) admits the solutions,
w±(y) = (r−1±iηΦ1(ϕ), r−1±iη2 Φ(ϕ), r−2±iη3 Φ(ϕ)), (5.20)
where η = η(λ) > 0 is a real number. To display the distinguishing feature of the solutions (5.20) and the
corresponding displacement fields u± constructed from the four terms of (5.4), we compute the strain tensor ε(u±).
From the formulas (1.7), (5.4), (5.5) and the relation (4.10) we derive that
4 We emphasize that the spectral parameter λ actually enters only the third line of the system (5.14) but a reduction scheme in [33] (see also [34,
Ch. 7]) allows to exclude the unknowns Φ1 and Φ2 and consider a single integro-differential equation for Φ3 and λ. After doing so, one can deal
with the standard spectrum instead of the generalized one.
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Fig. 8. The peak-shaped elastic body.
εαβ
(
u±
)= 1
2
(
∂w±α
∂yβ
+ ∂w
±
β
∂yα
)
− z ∂
2w±3
∂yαyβ
+ · · · ,
εα3
(
u±
)= ε3α(u±)= 0 + · · · , ε33(u±)= 0 + · · · , (5.21)
where the dots stand for lower order terms, actually for O(r−1). Since z = O(ρ2) on the cross-section
ξ(ρ) = {x ∈ Ξd : r = ρ} of the beak, we conclude by (5.4), (5.20) and (5.21) that εαβ(u±;x) = O(ρ−2) and that
the elastic energy density 12σjk(u
±)εjk(u±) integrated over ξ(ρ) meets the relation,
1
2
∫
ξ(ρ)
σjk
(
u±
)
εjk
(
u±
)
ds = O(ρ−1). (5.22)
Hence, the elastic energy functional computed for the displacements (5.4), (5.21),
1
2
∫
Ξd
σjk
(
u±
)
εjk
(
u±
)
dx = 1
2
d∫
0
∫
ξ(ρ)
σjk
(
u±
)
εjk
(
u±
)
ds
dr
r
,
diverges at the point O with the logarithmical rate. In other words, using the logarithmic scale τ = − ln r, we see
that the linear (with respect to τ) scaled elastic energy over cross-sections stays bounded and separated from zero
as τ → +∞. In many situations (see [6] and others) this indicates a propagating wave and a point in the continuous
spectrum.
To make the above considerations more rigorous, one may employ the scheme in [39] where a displacement field
with the same property (5.22) in a peak-shaped body (Fig. 8) was constructed by a direct computation. The reason
for this was that the model problem of type (5.10) includes a system of ordinary differential equations. Namely, the
asymptotic ansatz (5.20), generated by the power-law solution (5.20), truncated at the fourth term, and multiplied with
the plateau function r → Xm(− ln r) in Fig. 6, form a singular Weyl sequence of the operator T at the point (1.14)
where λ ∈ [λ†,+∞). The routine and cumbersome calculations are based on the weighted Korn inequality of Sec-
tion 3, but we do not repeat them here for the reason mentioned in the beginning of the section and explained below.
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We only mention that, as in Section 4, the property (4.1) of the singular Weyl sequence (um±) = (fmXmu±) is con-
firmed by an appropriate choice of the normalization factor fm while (4.2) follows from the fact that ‖um±;H‖ C
and supp(um±)∩ supp(un±) = ∅ for m = n. The verification of the property (4.3) remains as the most delicate issue.
This holds true here, because, first, the vector function (5.20) solves the limit system (5.10) in R2|{0} and, second, the
asymptotic ansatz (5.4) gives “sufficiently good” approximation for the spatial displacement field in the beak so that
all appearing discrepancies in the problem (1.5), (1.6) are infinitesimal as m → +∞.
Remark 5.5. If Υ = (−ϕ−, ϕ+) = S1 is an arc on the unit circle, the terms Wq in the ansatz (5.4) do not in gen-
eral satisfy boundary conditions on the lateral sides Θ± of the beak Ξd. To take this point into account, one needs
to impose appropriate boundary conditions for the system (5.10) which now is valid in the angle K∞ = {y: r > 0,
ϕ ∈ Υ = (−ϕ−, ϕ+)}. These conditions, of course, are known and, for instance, in the case of the Dirichlet condi-
tions (5.1) on Θ±d (cf. the last paragraph in Section 5.1), they read as follows:
w1(y) = w2(y) = w3(y) = 0, r−1∂ϕw3(y) = 0, r > 0, ϕ = ϕ±. (5.23)
The boundary value problem, composed of the system (5.10) in K∞ and the conditions (5.23) on ∂K∞ \ {0}, can be
investigated in the same way as we have done for the system (5.10) in the punctured plane. Namely, one computes
a certain cut-off λ† > 0 such that in the case λ  λ† one finds a solution of the boundary value problem in the
form (5.20) which, as usual, leads to the sequence {um±} with the properties (4.1) and (4.2). However, the discrepancy
in the boundary conditions on Θ±d does not happen to be infinitesimal. This impedes {um±} to become the singular
Weyl sequence and to prove that the ray [λ†,+∞) is covered with the essential spectrum. The reason for this failure
is that the asymptotic ansatz (5.4) does not provide a “sufficiently good” approximation for the spatial displacement
field. A well-known way to improve the proximity in the theory of thin plates is just to pay attention to the boundary
layer phenomenon in the vicinity of the plate edge (see [28,49,8] and others). However, there exists a few publications
which study this effect in the multi-scaled expansion of solutions to elliptic boundary value problems near boundary
irregularities (cf. [27,5]). The authors regard the construction and justification of boundary layers near the lateral sides
of a beak as an important and interesting but completely open question.
5.4. The beak as a “black hole” for elastic waves
In the series of publications [26,15,48,14,16,17] the following phenomenon was discovered, verified experimen-
tally and utilized for developing concrete engineering objects. Namely, as known, the trapezoidal metal brick in
Fig. 9(a) sounds after hitting with a metal hammer but the brick with cuspidal edges5 in Fig. 9(b) does not! An expla-
nation with a physical level of rigor is given in the cited papers, and after an adaptation into our situation it looks as
follows:
The solution (5.22) written in the form:
w±(y) = exp(±iη ln r)(r−1Φ1(ϕ), r−1Φ2(ϕ), r−2Φ3(ϕ)), η > 0, (5.24)
5 We emphasize that both the paper [39] and the present study deal with the cuspidal point irregularities and the cuspidal edges are not at all
investigated mathematically.
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is to be regarded as an elastic wave, which is incoming from the beak tip O in the minus-case and outgoing to O in
the plus-case. The outgoing wave with the frequency ω arrives at the moment t at the distance O(exp(−η−1ωt)) from
the tip, hence, it takes an infinite time for it to reach the tip, to reflect and to return back into the massive part of the
elastic body Ω. In this sense the beak can be called “a black hole” for elastic waves. It sucks them and prevents the
bricks with cuspidal edges to sound, i.e. to reflect acoustic waves.
The formula (5.22) demonstrates that the propagation of the wave (5.24), more precisely the three-dimensional
wave u± specified by the ansatz (5.4), presses the elastic energy into the vicinity of the beak tip O. Such an energy con-
centration has to lead to damage and fracture, although these phenomena were not observed in the above-mentioned
experiments. The latter can be explained by impossibility to produce the ideal beak or peak: the boundary irregularities
in practice are always blunted.
The spectrum of an elastic body with a blunted beak (Fig. 10),
Ξδd = {x ∈ Ξd : r > δ},
is discrete (2.2) but the behavior of eigenvalues λδp as δ → 0+ has not been examined yet. In the case of a blunted peak
the concentration of the spectrum inside the ultra-low range of frequencies has been detected and justified in [35].
Another open question is related to a mathematically rigorous formulation of radiation conditions at the beak and
peak tips, especially proving that such conditions provide the solvability of the problem and the uniqueness of the
solution.
5.5. Hypotheses and open questions
The calculations in Section 5.3 provoke for:
Hypothesis 1. If γ = 1, there exists a positive cut-off λ† such that the ray [λ†,+∞) includes the essential spectrum of
the elasticity problem (1.5), (1.6) in the beak-shaped domain while the segment [0, λ†) contains the discrete spectrum
only.
We also formulate:
Hypothesis 2. In the case γ > 1 the spectrum of the problem (1.5), (1.6) is essential and includes the closed positive
real axis R+ in the complex plane C.
This hypothesis has been confirmed for peak-shaped bodies (Fig. 8) in [3].
The general results in [21,45,25,13] discussed in Section 2, assure that, for any λ ∈ C, the kernel of the prob-
lem (1.11) posed on the space H in a peak-shaped domain, is of finite dimension. This observation has an important
inference: the essential and continuous spectra of the problem coincide with each other. A similar result looks quite
probable for the beak-shaped elastic bodies, but it is not proven yet. That is why we always speak about the essential
spectrum, with the only evident exception for the eigenvalue λ = 0 (cf. Theorem 4.2 for the case γ > 1).
Under certain symmetry restrictions on a peak-shaped solid, it was shown in [39] that the continuous spectrum
includes an unbounded monotone sequence of eigenvalues in the point spectrum. For a beak-shaped body, the question
of existence of the point spectrum stays open, again with the evident exception for λ = 0.
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