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Abstract
In this paper, we establish the existence and multiplicity of multi-
bump nodal solutions for the following class of problems
−∆u+ (λV (x) + 1)u = f(u), in R2,
where λ ∈ (0,∞), f is a continuous function with exponential critical
growth and V : R2 → R is a continuous function verifying some
hypotheses.
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1 Introduction
In the present paper, we study the existence and multiplicity of multi-
bump nodal solutions for the following class of problems{
−∆u + (λV (x) + 1)u = f(u), in R2,
u ∈ H1(R2),
(P )λ
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2where λ ∈ (0,∞), V : R2 → R is a nonnegative continuous function and f
is a continuous function having an exponential critical growth at ±∞, i.e.,
there exists α0 > 0 such that
lim
|t|→+∞
|f(s)|
eαs2
= 0, ∀α > α0; lim
|t|→+∞
|f(s)|
eαs2
= +∞, ∀α < α0.
There are a lot of papers concerning with existence and multiplicity of
positive solutions for (P )λ in R
N , where the behavior of function V plays an
important role. For the case N ≥ 3, we would like to cite the papers due
to Bartsch and Wang [12], Clapp and Ding [16], Bartsch, Pankov and Wang
[11], Gui [26], Ding and Tanaka [23], Alves, de Morais Filho and Souto [5]
and references therein.
In [23], Ding and Tanaka considered the problem (P )λ assuming that
Ω = int V −1({0}) has k connected components and f(s) = |s|q−2s with
2 < q < 2N
N−2 . In that paper, it was proved that (P )λ has at least 2
k−1 multi-
bump positive solutions for large λ. The same type of problem was considered
by Alves, de Morais Filho and Souto in [5] and Alves and Souto [10], by
assuming that f has a critical growth for the case N ≥ 3 and exponential
critical growth when N = 2, respectively.
In [4], motivated by [16] and [23], Alves has considered the existence and
multiplicity of multi-bump nodal solutions for (P )λ, when the nonlinearity f
has a subcritical growth.
The motivation of our work comes from the references mentioned above,
once we have observed that until moment, the existence and multiplicity of
multi-bump nodal solution for (P )λ, when f has exponential critical growth
in R2, were not considered. Here, we have used a different approach in some
estimates, because in our opinion, some properties that are valid for N ≥ 3,
we cannot repeat for the class of problems here studied, therefore a careful
analysis is needed.
Here, we use a result related to the existence of least energy nodal
solutions for the Dirichlet Problem on a bounded domain due to Alves and
Pereira [9], which is a version of results due to Bartsch, Weth and Willem
[14] (see also Bartsch and Weth [13]) for critical growth in R2. Moreover,
we mention that the technique developed in [9] can employ to prove an
existence result of least energy nodal solutions for a class of elliptic problems
on a bounded domain with Neumann boundary condition. These solutions
play an important role in our arguments to get multi-bump nodal solutions.
Furthermore, as in [4], we modify all the sets that appear in the minimax
arguments found in [23] to get nodal solutions. Our main result completes
the studies made in [23], [10] and [4], in the following points:
• In [23], the nonlinearity is homogeneous with subcritical growth, the
solutions are positive and N ≥ 3.
3• In [10], the nonlinearity has an exponential critical growth and N = 2,
but the solutions are positive.
• In [4], the solution are multi-bump nodal, however the nonlinearity has
subcritical growth in RN and N ≥ 3.
We would like to mention that problems involving exponential critical
growth have received a special attention at last years, see for example,
[6, 15, 22, 24, 25] for semilinear elliptic equations, and [1, 18, 19, 20, 21]
for quasilinear equations.,
Since we will work with exponential critical growth, some versions of the
Trudinger-Moser inequality are crucial in arguments. The first version that
we would like to recall is due to Trundiger and Moser, see [28] and [29],
which claims if Ω is a bounded domain with smooth boundary, then for any
u ∈ H10 (Ω), ∫
Ω
eαu
2
dx < +∞, for every α > 0. (1.1)
Moreover, there exists a positive constant C = C(α, |Ω|) such that
sup
||u||
H1
0
(Ω)
≤1
∫
Ω
eαu
2
dx ≤ C, ∀α ≤ 4π. (1.2)
A version in H1(Ω) has been proved by Adimurthi and Yadava [2], and
it says that if Ω is again a bounded domain with smooth boundary, then for
any u ∈ H1(Ω), ∫
Ω
eαu
2
dx < +∞, for every α > 0. (1.3)
Furthermore, there exists a positive constant C = C(α, |Ω|) such that
sup
||u||H1(Ω)≤1
∫
Ω
eαu
2
dx ≤ C, ∀α ≤ 2π. (1.4)
The third version that we will use is due to Cao [15], which is version
of the Trundiger-Moser inequality in whole space R2 and has the following
statement:∫
R2
(
eαu
2
− 1
)
dx < +∞, for all u ∈ H1(R2) and α > 0. (1.5)
4Besides, if α < 4π and |u|L2(R2) ≤ M , there exists a constant
C1 = C1(M,α) verifying
sup
|∇u|L2(R2)≤1
∫
R2
(
eαu
2
− 1
)
dx ≤ C1. (1.6)
In what follows, let us denote Ω = int V −1({0}) and we suppose that
(H1) Ω is non-empty, bounded, ∂Ω is smooth and V −1({0}) = Ω;
(H2) Ω has k connected components denoted by Ωj , j ∈ {1, ..., k}, such that
dist(Ωi,Ωj) > 0 for i 6= j.
Hereafter, the function f satisfies the ensuing assumptions:
(f1) There is C > 0 such that
|f(s)| ≤ Ce4π|s|
2
for all s ∈ R;
(f2) lim
s→0
f(s)
s
= 0;
(f3) There is θ > 2 such that
0 < θF (s) := θ
∫ s
0
f(t)dt ≤ sf(s), for all s ∈ R \ {0}.
(f4) The function s→
f(s)
|s|
is strictly increasing in (0,+∞).
(f5) There exist constants p > 2 and Cp > 0 such that
sign(s)f(s) ≥ Cp|s|
p−1 for all s ∈ R
with
Cp >
[
4kθ
θ − 2
Sp
](p−2)/2
,
where Sp = max
1≤j≤k
γj, γj = inf
u∈MΩj
φj(u),
MΩj =
{
u ∈ H10 (Ωj) : u
± 6= 0 and φ′j(u
±)u± = 0
}
and
φj(u) =
1
2
∫
Ωj
(
|∇u|2 + |u|2
)
−
1
p
∫
Ωj
|u|p.
5It is easily seen that (f1)− (f5) hold for nonlinearities of the form
f(s) = 2αs
(
eαs
2
− 1
)
, for α ∈ (0, 4π).
Our main result is the following.
Theorem 1.1 Assume that (f1)− (f5) and (H1)− (H2) hold. Then, for any
non-empty subset Γ of {1, ..., k}, there exists λ∗ > 0 such that, for λ ≥ λ∗,
problem (P )λ has a nodal solution uλ. Moreover, the family {uλ}λ≥λ∗ has the
following property: For any sequence λn →∞, we can extract a subsequence
λni such that uλni converges strongly in H
1(R2) to a function u which satisfies
u(x) = 0 for x /∈ ΩΓ = ∪j∈ΓΩj, and the restriction u|Ωj is a nodal solution
with least energy of
−∆u + u = f(u), in Ωj , u|∂Ωj = 0 for j ∈ Γ.
The plan of the paper is as follows: In Section 2, we prove some technical
results involving bounded domains, which will be useful in the proof the
Theorem 1.1. In Sections 3 and 4, we consider an auxiliary problem and
study some properties of the energy functional associated with that problem.
Finally in Section 5, we prove the main result.
2 Preliminaries
Throughout this paper, we will use the following notations:
• If h is a measurable function, we denote by
∫
R2
h the following integral∫
R2
h(x)dx.
• The symbols ‖u‖, |u|r (r > 1) and |u|∞ denote the usual norms in the
spaces H1(R2), Lr(R2) and L∞(R2), respectively.
• For an open set Θ ⊂ R2, the symbols ‖u‖Θ, |u|r,Θ (r > 1) and
|u|∞,Θ denote the usual norms in the spaces H1(Θ), Lr(Θ) and L∞(Θ),
respectively.
From now on, we will work with the space Hλ defined by
Hλ =
{
u ∈ H1(R2) :
∫
R2
V (x)u2 <∞
}
6endowed with the norm
‖u‖λ =
[∫
R2
(
|∇u|2 + (λV (x) + 1)u2
)]1/2
.
It is easy to see that (Hλ, ‖ · ‖λ) is a Hilbert space for λ > 0.
We also write for an open set Θ ⊂ R2
Hλ(Θ) =
{
u ∈ H1(Θ) :
∫
Θ
V (x)u2 <∞
}
and
‖u‖λ,Θ =
[∫
Θ
(
|∇u|2 + (λV (x) + 1)u2
)]1/2
.
As a consequence of the above considerations, there exist ν0, δ0 > 0 with
1 ≈ δ0 < 1 and ν0 ≈ 0 such that for all open set Θ ⊂ R2
δ0‖u‖
2
λ,Θ ≤ ‖u‖
2
λ,Θ − ν0|u|
2
2,Θ, ∀u ∈ Hλ(Θ) and λ > 0. (2.1)
From assumptions (f1) and (f2), given ǫ>0, q≥1 and τ >1, there exists
a constant C = C(ǫ, q, α) > 0 such that
|sf(s)|, |F (s)| ≤ ǫs2 + C|s|qbτ (s), for all s ∈ R, (2.2)
where
bτ (s) :=
(
e4πτs
2
− 1
)
.
The below result is a consequence of Trundinger-Moser inequality given
in (1.6) and its proof can be found in [10].
Corollary 2.1 Let (uλ) be a family in H
1(R2) satisfying sup
λ≥1
‖uλ‖
2 ≤ m < 1.
For τ, q > 1 satisfying τqm < 1, there exists C = C(τ, q,m) > 0 such that
bτ (uλ) =
(
e4πτu
2
λ − 1
)
belongs to Lq(R2) and
sup
λ≥1
{|bτ (uλ)|q} <∞.
72.1 Neumann and Dirichlet problems
In this section, we denote by Ij : H
1
0 (Ωj) → R and Φλ,j : H
1(Ω′j) → R
the following energy functionals
Ij(u) =
1
2
∫
Ωj
(|∇u|2 + u2)−
∫
Ωj
F (u)
and
Φλ,j(u) =
1
2
∫
Ω′j
(|∇u|2 + (λV (x) + 1)u2)−
∫
Ω′j
F (u).
It is well known that Ij and Φλ,j are C
1 and their critical points are weak
solutions of the problems{
−∆u+ u = f(u), in Ωj ,
u = 0, on ∂Ωj
(2.3)
and 

−∆u + (λV (x) + 1)u = f(u), in Ω′j ,
∂u
∂ν
= 0, on ∂Ω′j ,
(2.4)
respectively.
Hereafter, dj and dλ,j denote the real numbers given by
dj = inf
Mj
Ij and dλ,j = inf
Mλ,j
Φλ,j ,
where Mj and Mλ,j denote the nodal Nehari sets
Mj = {u ∈ H
1
0 (Ωj) : u
± 6= 0 and I ′j(u
±)u± = 0},
and
Mλ,j = {u ∈ H
1(Ω′j) : u
± 6= 0 and Φ′λ,j(u
±)u± = 0}.
By a result found in [9], we know that there is wj ∈Mj verifying
Ij(wj) = dj and I
′
j(wj) = 0.
Here, we would like to point that the same approach can be employed to
show that there is wλ,j ∈Mλ,j satisfying
Φλ,j(wλ,j) = dλ,j and Φ
′
λ,j(wλ,j) = 0.
8To see why, it remains to observe that (f5) yields if (vn) is a Palais-Smale
sequence associated to Φλ,j at dλ,j, then
lim sup
n→+∞
‖vn‖
2
Ω′j
< 1/2.
The above estimate is the key point to apply the Trudinger-Moser inequality
due to Adimurthi and Yadava, see (1.4). In doing so, the reader will see that
the existence of wλ,j follows as in [9], replacing H
1
0 (Ω) by H
1(Ω).
3 An auxiliary problem
In this section, as in [4], [17] and [23], we will modify conveniently the
function f .
To this end, let ν0 be the constant given in (2.1), a > 0 verifying
max{f(a)/a, f(−a)/(−a)} < ν0 and f˜ , F˜ : R→ R the following functions
f˜(s) =


−f(−a)
a
s if s < −a,
f(s) if |s| ≤ a,
f(a)
a
s if s > a
and
F˜ (s) =
∫ s
0
f˜(τ)dτ,
which fulfills the inequalities
f˜(s) ≤ ν0|s|, ∀s ∈ R, (3.1)
f˜(s)s ≤ ν0|s|
2, ∀s ∈ R, (3.2)
and
F˜ (s) ≤
ν0
2
|s|2, ∀s ∈ R. (3.3)
From now on, for each subset Γ ⊂ {1, ..., k}, let us consider
χΓ =
{
1, for x ∈ Ω′Γ,
0, for x ∈ R2 \ Ω′Γ,
9where Ω′Γ = ∪j∈ΓΩ
′
j . Using the above functions, we define
g(x, s) = χΓ(x)f(s) + (1− χΓ(x))f˜(s)
and
G(x, s) =
∫ s
0
g(x, t)dt = χΓ(x)F (s) + (1− χΓ(x))F˜ (s).
It is easy to see that g satisfies (2.2) uniformly in x ∈ R2, that is,
|g(x, s)| ≤ ǫ|s|+ C|s|q−1bτ (s), ∀s ∈ R, x ∈ R
2. (3.4)
Using the above estimate, it follows that Φλ : Hλ → R given by
Φλ(u) =
1
2
∫
R2
(|∇u|2 + (λV (x) + 1)u2)−
∫
R2
G(x, u)
belongs to C1(Hλ,R) and its critical points are weak solutions of
−∆u + (λV (x) + 1)u = g(x, u) in R2. (A)λ
Remark 3.1 In this moment, we would like to detach that some nodal
solutions of (A)λ are solutions of the original problem (P )λ. More precisely,
if uλ is a nodal solution of (A)λ verifying |u(x)| ≤ a in R2 \ Ω′Γ, then it is a
nodal solution for (P )λ.
In the sequel, we study the convergence of Palais-Smale sequences related
to the functional Φλ. The first of them is related to boundedness of these
sequences. However, it follows repeating the same arguments explored in [10,
Lemma 3.1], then we will omit its proof.
Lemma 3.2 If (un) is a (PS)c sequence to Φλ, then
lim sup
n→∞
‖un‖
2
λ ≤
2θc
δ0(θ − 2)
,
where δ0 is given in (2.1).
In the next, we denote by D the ensuing real number
D =
k∑
j=1
dj .
This number is very special for us, because we will show that Φλ verifies
the well known Palais-Smale in (0, D]. To prove this fact, we need of the
following estimate from above for D.
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Lemma 3.3 If (f1)− (f5) holds, then 0 < D <
δ0(θ − 2)
4θ
.
Proof. In order to prove this inequality, for each j ∈ {1, ..., k}, we fix a
nodal function vj ∈ H10(Ωj) such that vj ∈MΩj and
φj(vj) = γj. (3.5)
The reader can find the proof of the existence of such functions in [13]. Since
v±j 6= 0, there exist sj , tj > 0 such that sjv
+
j + tjv
−
j ∈Mj. Thus,
dj ≤ Ij(sjv
+
j + tjv
−
j ) = Ij(sjv
+
j ) + Ij(tjv
−
j ),
or equivalently,
dj ≤
s2j
2
∫
Ωj
(|∇v+j |
2 + |v+j |
2)−
∫
Ωj
F (sjv
+
j )
+
t2j
2
∫
Ωj
(|∇v−j |
2 + |v−j |
2)−
∫
Ωj
F (tjv
−
j ).
Using the fact that v±j ∈MΩj and (f4), we obtain
dj ≤
{
s2j
2
−
Cps
p
j
p
}∫
Ωj
|v+j |
p +
{
t2j
2
−
Cpt
p
j
p
}∫
Ωj
|v−j |
p.
Then,
dj ≤ max
r≥0
{
r2
2
−
Cpr
p
p
}∫
Ωj
|vj |
p.
Noting that
max
r≥0
{
r2
2
−
Cpr
p
p
}
= C
2
2−p
p
(
1
2
−
1
p
)
,
it follows
dj ≤ C
2
2−p
p
(
1
2
−
1
p
)∫
Ω
|vj|
p.
Combining (3.5) with the above inequality, we derive
dj ≤ C
2
2−p
p γj,
11
and so,
D =
k∑
j=1
dj ≤ kSpC
2
2−p
p <
θ − 2
4θ
.
Since δ0 can be chosen close to 1, the last inequality leads to
D <
δ0(θ − 2)
4θ
.
Proposition 3.4 For λ ≥ 1, the functional Φλ satisfies (PS)c condition for
all c ∈ (0, D]. More precisely, any (PS)c sequence (un) ⊂ Hλ to Φλ has a
strongly convergent subsequence in Hλ.
Proof. Let (un) ⊂ Hλ be a Palais-Smale sequence for Φλ at the level
c ∈ (0, D]. By Lemmas 3.2 and 3.3,
lim sup
n→∞
‖un‖
2
λ ≤
2θD
δ0(θ − 2)
<
1
2
.
Thus, (un) is a bounded sequence in Hλ. Since Hλ is a reflexive Banach
space, there exists u ∈ Hλ such that, for some subsequence, still denoted by
(un),
un ⇀ u in Hλ, un ⇀ u in H
1(R2) and un → u in L
s
loc(R
2), ∀s ≥ 1.
Using similar arguments as in [17, Lemma 1.1], for each ǫ > 0, there exists
R > 0 such that
lim sup
n→∞
∫
R2\BR(0)
(
|∇un|
2 + (λV (x) + 1)|un|
2
)
≤ ǫ. (3.6)
Claim 3.5 The following limits occur
(a)
∫
R2
g(x, un)un →
∫
R2
g(x, u)u;
(b)
∫
R2
g(x, un)v →
∫
R2
g(x, u)v, ∀v ∈ Hλ.
12
In fact, from (3.4),
|g(x, un)un| ≤ η|un|
2 + Cη|un|bτ (un), ∀x ∈ R
2, n ∈ N.
Then, setting the functions
hn := η|un|
2 + Cη|un|bτ (un) and h := η|u|
2 + Cη|u|bτ(u),
it follows that |g(x, un)un| ≤ hn(x). Since, un → u in Lsloc(R
2), ∀s ≥ 1, we
can assume that
un(x)→ u(x) a.e. in BR(0),
for any R > 0. Then,
g(x, un(x))un(x)→ g(x, u(x))u(x) a.e. in BR(0)
and
hn(x)→ h(x) a.e. in BR(0).
We claim that
hn → h em L
1(BR(0)).
Indeed, since lim sup
n→∞
‖un‖
2
λ < 1, for a fixed m ∈ (0, 1), there is a subsequence
of (un), still denoted by (un), such that
sup
n≥1
‖un‖
2 ≤ m < 1.
Fixing q, τ > 1 sufficiently close to 1, such that τqm < 1, by Corollary 2.1
there exists C > 0 such that bτ (un) ∈ Lq(R2) with
|bτ (un)|q ≤ C, ∀n ∈ N.
Thereby, (bτ (un))n is a bounded sequence in L
q(BR(0)) and
bτ (un) ⇀ bτ (u) in L
q(BR(0)).
Since
|un| → |u| em L
q′(BR(0)), where 1/q + 1/q
′ = 1,
we have
|un|bτ (un)→ |u|bτ(u) in L
1(BR(0)).
From this, hn → h in L1(BR(0)), and so,
lim
n→∞
∣∣∣∣
∫
BR(0)
g(x, un)un −
∫
BR(0)
g(x, u)u
∣∣∣∣ = 0,
13
for any R > 0. Now, in what follows, we set
Ln,1 :=
∫
R2\BR(0)
|g(x, un)un − g(x, u)u|.
From (3.3),
|g(x, t)t| = f˜(t)t ≤ ν0|t|
2, ∀x ∈ R2 \BR(0), t ∈ R.
Thus,
Ln,1 ≤
∫
R2\BR(0)
ν0|un|
2 + ν0
∫
R2\BR(0)
|u|2
≤
∫
R2\BR(0)
(
|∇un|
2 + (λV (x) + 1)|un|
2
)
+ ν0
∫
R2\BR(0)
|u|2.
From (3.6), given ǫ > 0, there is R > 0 such that
lim sup
n→+∞
∫
R2\BR(0)
(
|∇un|
2 + (λV (x) + 1)|un|
2
)
≤ ǫ
Since u ∈ L2(R2), increasing R if necessary, we also can suppose that∫
R2\BR(0)
|u|2 ≤
ǫ
ν0
.
In doing so, we get
lim sup
n→∞
Ln,1 ≤ 2ǫ, ∀ǫ > 0,
implying that
lim
n→∞
Ln,1 = 0.
From this, we have (a). The proof of (b) follows using the same argument.
Now, recalling that
‖un − u‖
2
λ = ‖un‖
2
λn − 2〈un, u〉λ + ‖u‖
2
λ,
the limits Φ′λ(un)un = on(1) and Φ
′
λ(un)u = on(1) lead to
‖un − u‖
2
λ =
∫
R2
g(x, un)un −
∫
R2
g(x, un)u+ on(1). (3.7)
14
Combining the last equality with the Claim 3.5, we derive
un → u in Hλ and H
1(R2),
showing that Φλ satisfies the (PS)c condition, for c ∈ (0, D].
Our next goal is to study the behavior of a generalized Palais-Smale
sequence corresponding to a sequence of functionals. From now on, we say
that (un) ⊂ H
1(R2) is a (PS)∞,c sequence, if there exist λn →∞ such that
un ∈ Hλn verifying
Φλn(un)→ c and ‖Φ
′
λn(un)‖
∗
λn → 0. (PS)∞,c
The proof of the next proposition follows with the same arguments found in
[10, Proposition 3.2], then we will omits it proof.
Proposition 3.6 Let (un) be a (PS)∞,c sequence with c ∈ (0, D]. Then, for
some subsequence, still denoted by (un), there exists u ∈ H1(R2) such that
un → u in H
1(R2).
Moreover,
(i) u ≡ 0 in R2 \ ΩΓ and u|Ω is a solution of

−∆u + u = f(u), in Ωj ,
u = 0, on ∂Ωj ,
(P )j
for each j ∈ Γ;
(ii) ‖un − u‖λn → 0;
(iii)
λn
∫
R2
V (x)|un|
2 → 0, ‖un‖
2
λn,R2\ΩΓ
→ 0
and
‖un‖
2
R2\Ω′j
→
∫
Ωj
(|∇u|2 + u2) for all j ∈ Γ.
Now, we are able to study the boundedness outside Ω′Γ for some solutions
of (A)λ. To this end, we will use the Moser iteration technique [27], adapting
arguments found in [8] and [10].
15
Proposition 3.7 Let {uλ} ⊂ Hλ be a family of nodal solution of (A)λ with
‖uλ‖2 ≤ m < 1 for all λ ≥ 1. Then, there exists K > 0 such that
|uλ|∞ ≤ K, ∀λ ≥ 1.
Proof. The basic idea is as following: For each λ≥1, L>0 and β>1, let
u+L,λ :=
{
u+λ , if uλ ≤ L,
L, if uλ ≥ L,
z+L,λ := (u
+
L,λ)
2(β−1)u+λ and w
+
L,λ := u
+
λ (u
+
L,λ)
β−1.
Using the fact that uλ is a nodal solution to (Aλ) and taking z
+
L,n as a test
function, we obtain∫
R2
∇u+λ∇z
+
L,λ +
∫
R2
(λV (x) + 1)u+λ z
+
L,λ =
∫
R2
g(x, u+λ )z
+
L,λ. (3.8)
Recalling that given ǫ > 0 there is Cǫ > 0 such that
g(x, u+λ ) ≤ ǫu
+
λ + Cǫbτ (u
+
λ )u
+
λ , (3.9)
where bτ (u
+
λ ) ∈ L
q(R2) for some q > 1, q ≈ 1 with
|bτ (u
+
λ )|q ≤ C, ∀λ ≥ 1, (3.10)
it follows from (3.9) and (3.8),
|w+L,λ|
2
γ ≤ Cβ
2
∫
R2
bτ (u
+
λ )|w
+
L,λ|
2.
Using Ho¨lder’s inequality,
|w+L,λ|
2
γ ≤ Cβ
2
[∫
R2
|bτ (u
+
λ )|
q
]1/q [∫
R2
|w+L,λ|
2q′
]1/q′
,
where 1/q + 1/q′ = 1. Then, by (3.10),
|w+L,λ|
2
γ ≤ Cβ
2|w+L,λ|
2
2q′, ∀λ ≥ 1,
for any L > 0, β > 1 and γ ≥ 2, where C > 0 depends only on γ.
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Note that by Sobolev imbedding |u+λ |
β ∈ L2q
′
(R2). Thus,
|w+L,λ|
2
γ ≤ Cβ
2
(∫
R2
|u+λ (u
+
L,λ)
β−1|2q
′
)1/q′
≤ Cβ2
(∫
R2
|u+λ |
2q′β
)1/q′
< +∞
Using Fatous’ lemma in the variable L, we derive
(∫
R2
|u+λ |
γβ
)2q′/γ
≤ C2q
′
β2q
′
∫
R2
|u+λ |
2q′β,
from where it follows that
|u+λ |βγ ≤ C
1/ββ1/β|u+λ |β2q′, (3.11)
Now, fixing γ > 2q′, we get
|u+λ |∞ ≤ K¯, ∀λ ≥ 1. (3.12)
Analogously, if we define for each λ ≥ 1, L > 0 and β > 1, the functions
u−λ = max{−uλ, 0},
u−L,λ :=
{
u−λ , if uλ ≥ −L,
L, if uλ ≤ −L,
z−L,λ := u
−
λ (u
−
L,λ)
2(β−1) and w−L,λ,i := u
−
λ (u
−
L,λ)
β−1,
we can prove that
|u−λ |∞ ≤ K˜, ∀λ ≥ 1. (3.13)
Therefore, from (3.12) and (3.13),
|uλ|∞ ≤ K, ∀λ ≥ 1, (3.14)
for some K > 0, which proves the proposition.
Proposition 3.8 Let {uλ} ⊂ Hλ be a family of nodal solution of (A)λ with
‖uλ‖2 ≤ m < 1 and uλ → 0 in H1(R2 \ ΩΓ) as λ → ∞. Then, there exists
λ∗ > 0 with the following property:
|uλ|∞,R2\Ω′Γ ≤ a, ∀λ ≥ λ
∗.
Hence, uλ is a nodal solution of (P )λ for λ ≥ λ∗.
17
Proof. In this proof, we adapt some arguments explored in [7] to get an
estimate for the L∞-norm of the family {uλ} on a neighborhood of ∂Ω′Γ. In
doing so, we will conclude easily the proof of the proposition.
Let x1, ..., xl ∈ ∂Ω′Γ, R > 0 and 0 < r < R/2 such that
∂Ω′Γ ⊂ N (∂Ω
′
Γ) :=
l⋃
i=1
BR+r(xi)
and
BR+r(xi) ⊂ R
2 \ ΩΓ, ∀i ∈ {1, ..., l}.
Consider ηi ∈ C∞(R2), 0 ≤ ηi ≤ 1 with
ηi(x) =
{
1, if |x− xi| ≤ R
0, if |x− xi| ≥ R + r
and |∇ηi| ≤ 2/r, for each i ∈ {1, ..., l}.
Now, for each λ ≥ 1, L > 0 and β > 1, let us define
u+L,λ :=
{
u+λ , if uλ ≤ L,
L, if uλ ≥ L,
z+L,λ,i := η
2
i u
+
λ (u
+
L,λ)
2(β−1) and w+L,λ,i := ηiu
+
λ (u
+
L,λ)
β−1.
Repeating the same ideas employed in the proof of Proposition 3.8, it
follows that
|w+L,λ,i|
2
γ ≤ Cβ
2
[∫
R2
|u+λ |
2(u+L,λ)
2(β−1)|∇ηi|
2 +
∫
R2
bτ (u
+
λ )η
2
i |u
+
λ |
2(u+L,λ)
2(β−1)
]
.
(3.15)
Using Proposition 3.8 and the definition of bτ , we obtain |bτ (u
+
λ )|∞ ≤ C,
for all λ ≥ 1 and some constant C > 0. Then, from definition of ηi and
(3.15), (∫
BR(xi)
|u+λ |
γ(uL,λ)
γ(β−1)
)2/γ
≤ Cβ2
∫
BR+r(xi)
|u+λ |
2β.
Using Fatous’ lemma in the variable L, we obtain(∫
BR(xi)
|u+λ |
γβ
)2/γ
≤ Cβ2
∫
BR+r(xi)
|u+λ |
2β. (3.16)
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Now, if β =
γ(t− 1)
2t
with t =
γ2
2(γ − 2)
, then β > 1,
2t
t− 1
< γ and
u+λ ∈ L
β2t/(t−1)(BR+r(xi)). It follows from (3.16) and Ho¨lder’s inequality
with exponents t/(t− 1) and t that
(∫
BR(xi)
|u+λ |
γβ
)2/γ
≤ Cβ2
[∫
BR+r(xi)
|u+λ |
2βt/(t−1)
](t−1)/t [∫
BR+r(xi)
1
]1/t
,
that is,
|u+λ |Lγβ(BR(xi)) ≤ C
1/ββ1/β|u+λ |L2βt/(t−1)(BR+r(xi)). (3.17)
If we consider χ =
γ(t− 1)
2t
and s =
2t
t− 1
, the inequality in (3.17) gives
|u+λ |Lχn+1s(BR(xi)) ≤ C
∑n
i=1 χ
−i
χ
∑n
i=1 iχ
−i
|u+λ |Lγ(BR+r(xi)), (3.18)
implying that
|u+λ |L∞(BR(xi)) ≤ C|u
+
λ |Lγ(BR+r(xi)).
Using the convergence of (u+λ ) to 0 in H
1(R2 \ ΩΓ) as λ → ∞, for a fixed
ǫ > 0, there exists λǫ,i ≥ 1 such that
|u+λ |L∞(BR(xi)) ≤ ǫ, ∀λ ≥ λǫ,i.
In particular, fixing ǫ = a and λ∗ = max
1≤i≤l
{λa,i}, we conclude that
|u+λ |∞,N (∂Ω′Γ) ≤ a for all λ ≥ λ
∗. (3.19)
Analogously, if we define for each λ ≥ 1, L > 0 and β > 1, the functions
u−λ = max{−uλ, 0},
u−L,λ :=
{
u−λ , if uλ ≥ −L,
L, if uλ ≤ −L,
z−L,λ,i := η
2
i u
−
λ (u
−
L,λ)
2(β−1) and w−L,λ,i := ηiu
−
λ (u
−
L,λ)
β−1,
we can prove that
|u−λ |∞,N (∂Ω′Γ) ≤ a for all λ ≥ λ
∗. (3.20)
Thus, from (3.19) and (3.20),
|uλ|∞,N (∂Ω′Γ) ≤ a for all λ ≥ λ
∗. (3.21)
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Now, for λ ≥ λ∗, we define vλ : R2 \ Ω′Γ → R by
vλ(x) = (uλ(x)− a)
+ .
From (3.19), we have vλ ∈ H10 (R
2 \ Ω′Γ). Using vλ as a test function, it is
possible to prove that vλ ≡ 0 in R
2 \ Ω′Γ, that is, uλ(x) ≤ a a.e. in R
2 \ Ω′Γ.
Considering the function (uλ − a)−, the same argument works well to show
that uλ(x) ≥ −a a.e. in R2\Ω′Γ. Thus, |uλ(x)| ≤ a a.e. in R
2\Ω′Γ. Therefore,
from Remark 3.1, the proof is finished.
4 A special family of nodal solution to (A)λ
In this section, as in [4], we modify all the sets that appear in the minimax
arguments explored in [23] to get nodal solutions. These modifications are
necessary, because we are working with exponential critical growth, and
in this case, the estimate involving the norm of sequences must be very
carefully obtained to use the Tundiger-Moser inequalities mentioned in the
introduction of a correct way. After that, using deformation lemma, we show
the existence of a special family of nodal solutions to (A)λ for λ large enough.
These nodal solutions are exactly the nodal solutions given in Theorem 1.1.
In what follows, let us fix ǫ > 0 and ζ = ζ(ǫ) > 0 such that
Ij((1− ǫ)w
±
j ), Ij((1 + ǫ)w
±
j ) < Ij(w
±
j )− ζ, for all j ∈ Γ. (4.1)
Moreover, without loss of generality, we can assume Γ = {1, ..., l} (l ≤ k). In
the sequel, we denote by Q = (1− ǫ, 1 + ǫ)2l and define γ0 : Q→Hλ by
γ0(
−→s ,
−→
t )(x) =
l∑
j=1
sjw
+
j +
l∑
j=1
tjw
−
j , (4.2)
where (−→s ,
−→
t ) = (s1, ..., sl, t1, ..., tl), and the number
Sλ,Γ = inf
γ∈
∑
λ
max
(−→s ,
−→
t )∈Q
Φλ(γ(
−→s ,
−→
t )),
where
Σλ =
{
γ ∈ C(Q,Hλ) : γ
±|Ω′j 6= 0, ∀j ∈ Γ and (
−→s ,
−→
t ) ∈ Q, γ = γ0 on ∂Q
}
.
We remark that γ0 ∈ Σλ, so Σλ 6= ∅ and Sλ,Γ is well defined.
20
Lemma 4.1 For any γ ∈ Σλ there exists (
−→s ∗,
−→
t ∗) ∈ Q such that
Φ′λ,j
(
γ±(−→s ∗,
−→
t ∗)
)(
γ±(−→s ∗,
−→
t ∗)
)
= 0
for all j ∈ {1, ..., l}. As an immediate consequence,
Φλ,j
(
γ±(−→s ∗,
−→
t ∗)
)
≥ dλ,j.
Proof. The proof follows as in [4, Lemma 4.1], because the growth of f is
not relevant in this lemma.
From now on, we denote by DΓ the number DΓ =
l∑
j=1
dj.
Proposition 4.2 The numbers DΓ and Sλ,Γ verify the following relations
(a)
l∑
j=1
dλ,j ≤ Sλ,Γ ≤ DΓ for all λ ≥ 1 and;
(b) Sλ,Γ → DΓ as λ→∞.
Proof.
(a) Since γ0 defined in (4.2) belongs to Σλ,
Sλ,Γ ≤ max
(−→s ,
−→
t )∈Q
Φλ(γ0(
−→s ,
−→
t ))
≤ max
−→s ∈[1−ǫ,1+ǫ]l
l∑
j=1
Ij(sjw
+
j ) + max−→
t ∈[1−ǫ,1+ǫ]l
l∑
j=1
Ij(tjw
−
j ).
From the definition of wj , it is well known that
max
z∈[1−ǫ,1+ǫ]
Ij(zw
±
j ) = Ij(w
±
j ), for each j ∈ Γ, (4.3)
and thus
Sλ,Γ ≤
l∑
j=1
dj = DΓ.
Now, for γ ∈ Σλ, let (
−→s ∗,
−→
t ∗) ∈ Q given by Lemma 4.1. Recalling that
Φλ,R2\Ω′Γ(u) ≥ 0 for all u ∈ H
1(R2 \ Ω′Γ), we have
Φλ(γ(
−→s ∗,
−→
t ∗)) ≥
l∑
j=1
Φλ,j(γ(
−→s ∗,
−→
t ∗)) ≥
l∑
j=1
dλ,j,
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and so,
max
(−→s ,
−→
t )∈Q
Φλ(γ(
−→s ,
−→
t )) ≥
l∑
j=1
dλ,j.
Thereby, from definition of Sλ,Γ,
Sλ,Γ ≥
l∑
j=1
dλ,j,
finishing the proof of (a).
(b) We begin proving that dλ,j → dj as λ → ∞. In fact, let (λn) be
an arbitrary sequence with λn → +∞. Now, let wλn,j ∈ H
1(Ω′j) be a least
energy nodal solution to Problem (2.4) given in Section 2.1, with λ = λn, i.e.
Φλn,j(wλn,j) = dλn,j and Φ
′
λn,j(wλn,j) = 0 (4.4)
The same arguments used in proof of Proposition 3.6 work to prove that, for
each j ∈ Γ and for a subsequence (wλnk ,j), there exists w0,j such that
wλnk ,j → w0,j in H
1(Ω′j) as nk →∞.
Furthermore, w0,j ∈ H10 (Ωj) is a nodal solution of Problem (2.3). Therefore,
lim
k→∞
Φλnk ,j(wλnk ,j) = Ij(w0,j) ≥ dj.
Once dλ,j ≤ dj, we conclude that dλ,j → dj as λ→∞, from where it follows
that
l∑
j=1
dλ,j → DΓ, as λ→∞.
The last limit together with (a) implies that (b) holds.
Hereafter, E+λ,j and E
−
λ,j denote the cone of nonnegative and non-positive
functions belong to Hλ(Ω′j), respectively, that is,
E+λ,j =
{
u ∈ Hλ(Ω
′
j) : u(x) ≥ 0 a.e. in ∈ Ω
′
j
}
and
E−λ,j =
{
u ∈ Hλ(Ω
′
j) : u(x) ≤ 0 a.e. in ∈ Ω
′
j
}
.
From the definition of γ0, there exists a positive constant τ such that
distλ,j
(
γ0(
−→s ,
−→
t )|Ω′j , E
±
λ,j
)
> τ for all (−→s ,
−→
t ) ∈ Q, j ∈ Γ and λ > 0,
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where distλ,j (K,F ) denotes the distance between sets of Hλ(Ω′j). Taking the
number τ obtained in the last inequality, we define
Θ =
{
u ∈ Hλ : distλ,j
(
u|Ω′j , E
±
λ,j
)
≥ τ ∀j ∈ Γ
}
.
Moreover, for any c, µ > 0 and 0 < δ < τ/2, we set the sets
Φcλ = {u ∈ Hλ : Φλ(u) ≤ c} and Bλ,µ = {u ∈ Θ2δ : |Φλ(u)− Sλ,j | ≤ µ} ,
where Θr, for r > 0, denotes the set Θr = {u ∈ Hλ : distλ,j (u,Θ) ≤ r}.
Notice that for each µ > 0, there exists Λ∗ = Λ∗(µ) > 0 such that
w =
l∑
j=1
wj ∈ Bλ,µ, for all λ ≥ Λ
∗,
because w ∈ Θ, Φλ(w) = DΓ and Sλ,Γ → DΓ as λ→∞. Therefore, Bλ,µ 6= ∅
for λ sufficiently large.
Observe that, for ǫ > 0 small enough,
∥∥γ0(~s,~t)∥∥2λ ≤ (1 + ǫ)2
l∑
j=1
‖wj‖
2
Ωj
≤M :=
2θDΓ
θ − 2
(1 + ǫ)2 < 1.
The fact thatM < 1 is crucial in our argument, because we are working with
exponential critical growth, see for example, Claim 4.5 below . However, this
type of analysis is not necessary when N ≥ 3, see [3], [4] and [5].
In the sequel, for r > 0, let us consider
Br(0) = {u ∈ Hλ : ‖u‖λ ≤ r} ,
and we denote by µ∗ the ensuing real number
µ∗ = min
{
M + 1
2
,
δ
2
}
. (4.5)
As a consequence of the above consideration, we have the following result.
Proposition 4.3 For each µ > 0 fixed, there exist σo = σo(µ) > 0 and
Λ∗ = Λ∗(µ) ≥ 1 independent of λ such that
‖Φ′λ(u)‖
∗
λ ≥ σo for λ ≥ Λ∗ and all u ∈ (Bλ,2µ \Bλ,µ)∩B(M+3)/4(0)∩Φ
DΓ
λ .
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Proof. Arguing by contradition, we assume that there exist λn →∞ and
un ∈ (Bλn,2µ \Bλn,µ) ∩B(M+3)/4(0) ∩ Φ
DΓ (4.6)
such that ‖Φ′λn(un)‖
∗
λn
→ 0, as λn →∞. Since
Sλn,Γ − Φλn(un) ≤ |Φλn(un)− Sλn,Γ| ≤ 2µ,
and Sλn,Γ = DΓ + on(1), we derive
DΓ − 2µ+ on(1) ≤ Φλn(un) ≤ DΓ.
Thus, (Φλn(un)) is a bounded sequence and we may suppose
Φλn(un)→ d ∈ [DΓ − 2µ,DΓ],
after extracting a subsequence. Applying Proposition 3.6, we can extract a
subsequence un → u in H1(R2), where u is a solution of (P )j with
‖un − u‖λn → 0, λn
∫
R2
V (x)|un|
2 → 0 and ‖un‖λn,R2\ΩΓ → 0.
Once un ∈ Θ2δ, we have that ‖u±n ‖λn,Ω′j ≥ τ − 2δ > 0, for all λn, leading to
‖u±‖Ωj 6= 0, for all j ∈ Γ. Then, u is a nodal solution of (P )j, for all j ∈ Γ,
and
l∑
j=1
dj ≤
l∑
j=1
Ij(u|Ωj) ≤ DΓ.
This fact gives Ij(u|Ωj) = dj, for all j ∈ Γ, and hence Φλn(un) → DΓ. On
the other hand, since Sλn,Γ → DΓ, we have
|Φλn(un)− Sλn,Γ| → 0, as λn →∞.
Therefore, un ∈ Bλn,µ, for n large enough, which contradicts (4.6).
Proposition 4.4 For each µ ∈ (0, µ∗), there exists Λ∗ = Λ∗(µ) > 0 such that
for all λ ≥ Λ∗ the functional Φλ has a critical point in Bλ,µ∩B(M+3)/4∩Φ
DΓ
λ .
Proof. Arguing again by contradiction, we suppose that there exist µ ∈
(0, µ∗) and a sequence λn → +∞, such that Φλn has no critical points in
Bλn,µ∩B(M+3)/4 ∩Φ
DΓ
λn
. From Proposition 3.4, the (PS)c condition holds for
Φλn , for c ∈ (0, D]. Thus, there exists a constant dλn > 0 such that
‖Φ′λn(un)‖
∗
λn ≥ dλn for all u ∈ Bλn,µ ∩B(M+3)/4(0) ∩ Φ
DΓ
λn
.
24
Moreover, from Proposition 4.3, we also have
‖Φ′λn(u)‖
∗
λn ≥ σo for all u ∈ (Bλn,2µ \Bλn,µ) ∩B(M+3)/4(0) ∩ Φ
DΓ
λn
and for all λn ≥ Λ∗, where σo > 0 is independent of λn, for n large enough.
In what follows, Ψn : Hλn → R and Hn : Φ
DΓ
λn
→ Hλn are continuous
functions verifying
Ψn(u) = 1, for u ∈ Bλn,3µ/2 ∩Θδ ∩ B(M+1)/2(0),
Ψn(u) = 0, for u /∈ Bλn,3µ/2 ∩Θδ ∩ B(M+3)/4(0),
0 ≤ Ψn(u) ≤ 1, for u ∈ Hλn ,
and
Hn(u) =
{
−Ψn(u)‖Yn(u)‖
−1Yn(u), for u ∈ Bλn,2µ ∩ B(M+3)/4(0),
0, for u /∈ Bλn,2µ ∩ B(M+3)/4(0),
where Yn is a pseudo-gradient vector field for Φλn on
Mn = {u ∈ Hλn : Φ
′
λn(u) 6= 0}.
From the definition of Hn,
‖Hn(u)‖ ≤ 1, for all u ∈ Φ
DΓ
λn
.
Hence, there exists a deformation flow ηn : [0,∞)× Φ
DΓ
λn
→ ΦDΓλn given by
dηn
dt
= Hn(ηn), ηn(0, u) = u ∈ Φ
DΓ
λn
.
This flow satisfies the following basic properties:
d
dt
Φλn(ηn(t, u)) ≤ −Ψn(ηn(t, u))‖Φ
′
λn(ηn(t, u))‖ ≤ 0, (4.7)
∥∥∥∥dηndt
∥∥∥∥
λn
= ‖Hn(ηn)‖λn ≤ 1 (4.8)
and
ηn(t, u) = u, ∀t ≥ 0, u /∈ Bλn,2µ ∩ B(M+3)/4(0). (4.9)
25
Next, let us show that the functions γn : Q → Hλn belongs to Σλn , for
n large enough. We begin observing that γn is a continuous function in Q.
Since µ ∈ (0, µ∗), from (4.1), (4.3) and (4.5),
|Φλn(γ0(~s,~t))−DΓ| > ζ ≥ δ ≥ 2µ
∗, ∀(~s,~t) ∈ ∂Q, n ∈ N.
Thus, using again the fact that Sλ,Γ → DΓ quando λ → ∞, there exists
no > 0 such that
|Φλn(γ0(~s,~t))− Sλn,Γ| > 2µ, ∀(~s,~t) ∈ ∂Q, n ≥ no,
which implies that γ0(~s,~t) /∈ Bλn,2µ, for all (~s,~t) ∈ ∂Q and n ≥ no. So,
ηn(t, γ0(~s,~t)) = γ0(~s,~t) for all (~s,~t) ∈ ∂Q.
Now, we only have to prove that
γn(~s,~t)
± ∈ H1(Ω′j) \ {0},
for all j ∈ Γ and (~s,~t) ∈ Q.
Once that γn(~s,~t) = ηn(Tn, γo(~s,~t)) ∈ Θ2δ for all n, we have
distλn,j(γn(~s,~t), E
±
λn,j
) ≥ τ − 2δ > 0.
Then, γ±n |Ωj 6= 0 for all j ∈ Γ, implying that γn ∈ Σλn for n large enough.
Note that supt γ0(~s,~t) ⊂ ΩΓ for all (~s,~t) ∈ Q and that Φλ(γ0(~s,~t)) does
not depend on λ ≥ 1. Furthermore,
Φλ(γ0(~s,~t)) ≤ DΓ, for all (~s,~t) ∈ Q
and
Φλ(γ0(~s,~t)) = DΓ if, and only if, sj = tj = 1, ∀j ∈ {1, ..., l}.
Therefore, the number
mn0 := sup
{
Φλn(u) : u ∈ γ0(Q) \ (Bλn,µ ∩ BM+1
2
(0))
}
,
is independent of λn and verifies
lim sup
n→∞
mn0 < DΓ.
The next claim is crucial, because we are working with exponential
growth, and some arguments used in [3], [4] and [5] cannot be used directly,
so a careful analysis is necessary.
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Claim 4.5 There exists a constant K > 0 such that
|Φλn(u)− Φλn(v)| ≤ K‖u− v‖λn
for all u, v ∈ B(M+3)/4(0).
In fact, let u, v ∈ B(M+3)/4(0), there is K > 0 such that
|〈Φ′λn(tu+ (1− t)v), w〉| ≤ K, ∀w ∈ Hλn , ‖w‖λn ≤ 1.
Since,
|〈Φ′λn(tu+ (1− t)v), w〉| ≤
M + 3
2
+
∫
R2
|g(tu+ (1− t)v)w|,
we only need to prove the boundedness of the above integral. Using the
growth of g given in (3.4),∫
R2
|g(tu+ (1− t)v)w| ≤
M + 3
2
+ C
∫
R2
|w|bτ (tu+ (1− t)v). (4.10)
By the Ho¨lder’s inequality,∫
R2
|w|bτ(tu+ (1− t)v) ≤ |w|q′|bτ (tu+ (1− t)v)|q, (4.11)
where 1/q + 1/q′ = 1. Since M < 1,
‖tu+ (1− t)v‖λn ≤ t‖u‖λn + (1− t)‖v‖λn ≤
M + 3
4
< 1.
Then, we can take q > 1, q near 1, such that qτ(M + 3)/4 < 1. Thus, from
Corollary 2.1
|bτ (tu+ (1− t)v)|q ≤ C, ∀t ∈ [0, 1], u, v ∈ B(M+3)/4(0). (4.12)
Therefore, from (4.10), (4.11) and (4.12),∫
R2
|f(tu+ (1− t)v)w| ≤ C, ∀u, v ∈ B(M+3)/4(0), t ∈ [0, 1], ‖w‖λ ≤ 1,
showing that Claim 4.5 holds.
As a consequence of the above considerations, we are able to repeat the
arguments found in [4] to prove the ensuing claim
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Claim 4.6 There exists Tn = T (λn) > 0 and ǫ
∗ > 0 independent of n such
that
lim sup
n→∞
{
max
(~s,~t)∈Q
Φλn(ηn(Tn, γ0(~s,~t)))
}
< DΓ − ǫ
∗.
The above claim gives
lim sup
n→∞
Sλn,Γ ≤ DΓ − ǫ
∗,
which contradicts the Proposition 4.2, and the proposition follows.
From the last proposition, we have the following result.
Proposition 4.7 For each µ ∈ (0, µ∗) fixed, there exist Λ∗ = Λ∗(µ) > 1
such that (A)λ has a nodal solution uλ ∈ Bλ,µ for all λ ≥ Λ∗.
5 Proof of Theorem 1.1
From Proposition 4.7, for each µ ∈ (0, µ∗) fixed, there exists Λ∗ = Λ∗(µ) > 1
such that the auxiliary problem (A)λ has a nodal solution uλ ∈ Bλ,µ for
λ ≥ Λ∗ with
distλ,j(uλ, E
±
λ,j) ≥ τ − 2δ > 0 ∀j ∈ Γ. (5.1)
Repeating the same arguments used in the proof of Proposition 3.6, we get
uλ → 0 in H
1(R2 \ ΩΓ) as λ→∞.
This together with Proposition 3.8 implies that uλ is a nodal solution to
(P )λ, for λ large enough.
Fixing λn → +∞, the sequence (uλn) verifies
Φ′λn(uλn) = 0 and Φλn(uλn) = Sλn,Γ + on(1),
and so,
Φ′λn(uλn) = 0 and Φλn(uλn) = DΓ + on(1).
Therefore, (uλn) is a (PS)∞,DΓ, with DΓ ∈ (0, D]. By Proposition 3.6, there
exists u ∈ H10 (ΩΓ) such that, for some subsequence still denoted by (uλn),
uλn → u in H
1(R2), λn
∫
R2
V (x)|uλn |
2 → 0 and ‖uλn‖
2
λn,R2\ΩΓ
→ 0.
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From the above limits, we see that
Ij(u) = 0 for all j ∈ Γ and
l∑
j=1
Ij(u) = DΓ. (5.2)
Once (uλn) verifies (5.1), we derive that
τ − 2δ ≤ ‖u±λn‖λn,Ω′j , ∀j ∈ Γ, ∀n ∈ N. (5.3)
Using these information, we are ready to prove the following claim
Claim 5.1 There exists κo > 0 such that∫
Ωj
|u±λn|
q′ ≥ κo ∀λn ≥ Λ
∗, ∀j ∈ Γ, (5.4)
for some q′ > 1.
In fact, let us fix j ∈ Γ and consider ηi ∈ C∞(R2,R) satisfying
ηj ≡ 1 in Ω
′
j e ηj ≡ 0 in R
2 \ (Ω′j)δ and ((Ω
′
j)δ \ Ω
′
j) ⊂ R
2 \ ΩΓ.
Taking vj = ηju
+
λn
as a test function, we obtain∫
R2
∇uλn∇(ηju
+
λn
) + (λnV (x) + 1)uλnηju
+
λn
=
∫
R2
f(uλn)ηju
+
λn
,
from where it follows that∫
R2
|∇u+λn|
2ηj + (λnV (x) + 1)|u
+
λn
|2ηj =
∫
R2
f(uλn)ηju
+
λn
+ on(1). (5.5)
Combining the growth of f and Ho¨lder’s inequality, we know that
∫
R2
f(uλn)ηju
+
λn
≤ ǫ
∫
R2
|u+λn|
2ηj + C
(∫
R2
|ηju
+
λn
|q
′
)1/q′
|bτ (uλn)|q
where 1/q + 1/q′ = 1. On the other hand, as in Proposition 3.4, we can
extract a subsequence verifying
lim sup
n→∞
‖uλn‖
2 ≤ m < 1.
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Fixing q > 1, with q sufficiently close to 1 and using Corollary 2.1, we derive
∫
R2
f(uλn)ηju
+
λn
≤ ǫ
∫
R2
|u+λn|
2ηj + C
(∫
R2
|ηju
+
λn
|q
′
)1/q′
. (5.6)
From (5.5) and (5.6),
(1− ǫ)
∫
R2
|∇u+λn|
2ηj + (λnV (x) + 1)|u
+
λn
|2ηj ≤ C
(∫
R2
|ηju
+
λn
|q
′
)1/q′
+ on(1).
Thereby, fixing ǫ < 1 and using (5.3),
0 < (1− ǫ)(τ − 2δ) ≤ (1− ǫ)‖u+λn‖
2
λn,Ω′j
≤ C
(∫
Ω′j
|u+λn|
q′
)1/q′
+ on(1),
implying that there is κo > 0,∫
Ω′j
|u+λn|
q′ ≥ κo > 0, ∀λn ≥ Λ
∗.
The same arguments work to prove that∫
Ω′j
|u−λn|
q′ ≥ κo > 0, ∀λn ≥ Λ
∗,
and the proof of Claim 5.1 is complete.
Passing to the limit as n→∞ in (5.4), we derive
∫
Ω′j
|u±|q
′
=
∫
Ωj
|u±|q
′
≥ κo, ∀j ∈ Γ.
Thus, u changes sign in Ωj , for all j ∈ Γ. Consequently,
Ij(u) ≥ dj, ∀j ∈ Γ. (5.7)
From (5.2) and (5.7), follows that Ij(u) = dj for all j ∈ Γ. This shows that,
for each j ∈ Γ, u|Ωj is a least energy nodal solution for the problem (2.3),
finishing the proof .
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