Takeshi MANDAI* § 0. Introduction Many authors have investigated about null-solutions of characteristic Cauchy problems. When the coefficients are real-analytic, many systematic results have been obtained. When the coefficients are only C°°, however, few results are known. In this paper, as one of the cases when we can get well-parametrized null-solutions, we consider Goursat problems on R n+l (n^l).
To give more explanation, we introduce some notations as follows; •' 3 a n-i) is a multi-index, for a polynomial p(t, x,y; r, f, 77) of (r, f, 57) with C°° (J2"
) -coefficients, we denote the homogeneous part of degree h by p h (t, x,y; r, f, 57). Present Address: Department of Mathematics, Faculty of General Education, Gifu University, Yanagido, Gifu 501-11, Japan.
condition:
(C) 3Ja(0,jO=%(0,jO on JB- 1 (Q For simplicity, we assume all the coefficients of P belong to = {/<EC~CR n+1 ); 3J9J3J/ is bounded for any (/,£,«)}. In the case of constant coefficients, Y, Hasegawa [1] , T. Nishitani [5] have investigated the C°°-well-posedness of Goursat problems. Following them, we assume that the operator P has the following structure throughout this paper,, (£, rf) , that is, there exists a polynomial # m _ r (V 5 f, 37) such that /> w (r, f, 57) =% r (? 5 ^)^-r(^ f, fl). Further, c 0ir is hyperbolic with respect to (f, 57) = (1, 0) and q m _ r is hyperbolic with respect to (r, f, r/) =(1, 0, 0). 1 (ii) p m -i(* 9 £ 9 y)-c 0ir -i(£ 9 y)q m -r (T 9 $,ii) is divisible by £ 0 . r (f, 7).
Taking these results into account, we want to know what kind of conditions should be imposed in the case of variable coefficients. § lo Statement of Results
We set the following assumption.
'pm(t,x 9 MT 9 £ 9 7fi=c 0ir (t 9 x 9 y 9 £,ifiq m -r (t 9 x 9 y\ r, f, rf), where (i) the equation q m _ r (t, x 9 y\ r, f , rf) = 0 with respect to T has I only real distinct roots for any (t 9 x 9 y; f, 57) e-Ox (U"\{0}) 5 (ii) either n = l or the equation C 0ir (t 9 x 9 jr 9 £ 9 if) =Q with respect to ? has only real distinct roots for any (^ ^, y\ irj) e It is natural to ask what kind of conditions on lower order terms are necessary, if (A-3) is not satisfied. As to this question, the author believes that without any conditions on lower order terms, the Goursat problem is C°°-well-posed with good dependence domains, if (A-l) and the following (A-4) is satisfied.
We can prove, however, only the following. The idea of our proof is the same as that of Hasegawa's ([!] ). By the assumption of (A-l), the following Cauchy problem is C°°-well-posed with a finite propagation speed. Since F t is a uniqueness domain of the Cauchy problem for Q, the inequality (2-1) follows from this.
(2) It is also well-known that there holds the following energy inequality for C 0 (0-j=Q k
, for any
If Xi^Q (resp. %i^0) 3 then ft n {O^^^^J (resp. ftH {^i^^^O}) is a uniqueness domain of the Cauchy problem for C 0 (0> Therefore, the following holds.
Jb=0
We can easily obtain {a(*, 0, Lemma 2.5. ^jwm^ (A-l) and (A-2). Then, the operator P can be decomposed as follows. solution u of (G. P.). The uniqueness of the solution also follows from (2-3). Since for sufficiently large M, the set ^1(^0? ^o* Jo) (resp. AC-^ojJo)) is a dependence domain of (£ 0 , ^0,^0) (resp. (^o, Jo)) of the Cauchy problem for Q^ (resp. C 0 (^o))j it follows from the construction of solutions that F'(^0, x 0 , J 0 ) is a dependence domain of (£ 0 , x 0 , jy 0 ) of the Goursat problem for P. § 3. Proof of Theorem 2 where/ ± eC°°(jR 3 ) and/ ± =0 on S ± =[(t, x 9 j>); ^0, or
Here, Q is a differential operator with the principal symbol q m -r and R is a differential operator whose total order is less than m -l and whose order with respect to d t is less than m -r.
Consider the coordinate transformation; s = t±x, z = x, w=y. Let P± be the transformed operator from P. The principal symbol /?± >2 = ±(0 -aco) (ffztCT&w) is effectively hyperbolic on the critical set of /?± iZ . Therefore, by Theorem 2 of V. Ya. Ivrii [3] (cf. N, Iwasaki [4] ), we can solve the following Cauchy problem for P±;
: -f± (* 9 Z, ^) -f± (^T^5 ^, w) on jR 3 , Note that/^=0 on 5'±={(j, ^, w); 5=F^^O, ±<e^0} 0 By the wellknown sweep-out method, we can prove that is a dependence domain of (s 0 , Z Q , WQ) of the Gauchy problem for P±. Hence, the solution M± of (G. P.)± satisfies u± = Q on »S±. This means that u ± (t 9 x,y)=u±(t±x, x, y) =Q on S ± . Thus, we can solve (R. G, P.)±. We can also prove the existence of good dependence domains from the fact that F± (S Q , £ 05 z^o) is a dependence domain of (j 0 , ^o? ^o) of the Gauchy problem for P±.
