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Abstract
We study many properties of Cauchy numbers in terms of generating functions and Riordan arrays and ﬁnd several new identities
relating these numbers with Stirling, Bernoulli and harmonic numbers. We also reconsider the Laplace summation formula showing
some applications involving the Cauchy numbers.
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1. Introduction
Recently, and rather surprisingly, we had the occasion to meet Cauchy numbers, sequences of numbers which are
not particularly famous, but nonetheless have received attention in the literature. A colleague asked us if we knew
something about the integral∫ x
0
(

n
)
d, (1.1)
in particular when x = 1, and a note has appeared on the American Mathematical Monthly (see [13]). Speciﬁcally,
in this note the author re-discovers the Laplace summation formula in the particular case of the harmonic numbers.
The expansion he ﬁnds involves a sequence of coefﬁcients, and the referee rightly observes that they are related to
the Stirling numbers of the ﬁrst kind. Actually, these coefﬁcients are just a version of the Cauchy numbers, which are
usually deﬁned by means of the integral (1.1).
Because of that, we thought that it might be appropriate to reconsider these Cauchy numbers and the Laplace
summation formula, in which they appear. We met the Cauchy numbers for the ﬁrst time in the book of Comtet [2],
where they are introduced in Exercise 13 on p. 293. Successively, we encountered them in connection with the Stirling
numbers of the ﬁrst kind, and this relates them to Combinatorics. Another aspect of these numbers which might be
interesting in Combinatorics is the fact that they appear in the quoted Laplace summation formula. This is analogous
to Euler McLaurin summation formula, but uses Cauchy numbers and the difference operator instead of the Bernoulli
numbers and differentiation. Usually, Euler–McLaurin formula is considered more useful than Laplace formula and
therefore many textbooks do not even quote this last formula, a variant of which, however, is called Gregory’s formula
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and is used to approximate integrals. Because of that, it is better known in the theory of difference–differential equations
than in Combinatorics.
The main contributions of the present paper can be summarized into two points:
• we ﬁnd a number of equations, expressed in terms of ﬁnite or inﬁnite converging sums, which are new and relate
Cauchy numbers to many other quantities of combinatorial interest;
• we use the so-called method of coefﬁcients (see, e.g., the book by Greene and Knuth [3]), which is becoming more
and more important, even if it is mostly applied in an informal way. It consists in a systematic use of the generating
function and of the coefﬁcient of operators; in particular, we will also use the concept of a Riordan array, which is
a direct derivation of the method of coefﬁcients (see [6]).
We massively use properties of the generating function operator Gt (fk)k∈N = G(fk) = f (t) which associates to a
sequence (fk)k∈N its ordinary generating function, the formal power series f (t)=
∑∞
k=0fktk , or Et (fk)k∈N =E(fk)=
f̂ (t) in case of an exponential generating function f̂ (t) = ∑∞k=0fktk/k!. Its inverse operator is the “coefﬁcient of
operator” which, given a formal power series f (t)=∑∞k=0fktk , extracts the coefﬁcient of tk: [tk]f (t)= fk , for every
k ∈ N . The properties of these operators are given in a semi-formal way inWilf’s book [12]; for a more formal approach
the reader is referred to [6].
The concept of Riordan arrays has been introduced by Shapiro et al. [8].ARiordan array is an inﬁnite, lower triangular
array D = {dn,k}n,k∈N deﬁned by a couple of formal power series: D =R(dn,k) = (d(t), h(t)), such that
dn,k = [tn]d(t)(th(t))k ∀n ∈ N.
The two main properties of Riordan arrays (at least from the point of view of this paper) are:
(1) a particular sequence, called the A-sequence for the Riordan array, A= (aj )j∈N exists such that every element in
the array (not belonging to row 0 or column 0) is given by the linear combination: dn+1,k+1 =∑∞j=0 ajdn,k+j ; this
sum is actually ﬁnite. TheA-sequence does not depend on n or k, but only depends on h(t); we have h(t)=A(th(t)),
if A(t) is the generating function of the A-sequence;
(2) the following summation property holds:
n∑
k=0
dn,kfk = [tn]d(t)f (th(t)),
where f (t) is the generating function of any sequence (fk)k∈N . This reduces the evaluation of the sum to the
extraction of a coefﬁcient from a generating function. This approach has been extensively used in [9]; various and
interesting examples can also be found in [10,11].
The most important example of a Riordan array is the Pascal triangle, deﬁned by
R
((n
k
))
=
(
1
1 − t ,
1
1 − t
)
.
In that case, the A-sequence is (1, 1), corresponding to the basic recurrence for the binomial coefﬁcients, and the
summation property becomes
n∑
k=0
(n
k
)
fk = [tn] 11 − t f
(
t
1 − t
)
= [tn] 1
1 − t
[
f (y)
∣∣∣∣y = t1 − t
]
,
which is also known as Euler transformation. The notation [f (y)|y = g(t)], which just denotes substitution f (g(t)),
will be used as an on-line version of f (y)|y=g(t).
In the present paper we are mainly interested in two particular Riordan arrays, associated to the Stirling numbers of
both kinds. For the (signless) Stirling numbers of the ﬁrst kind [n
k
]
we have
R
(
k!
n!
[n
k
])
=
(
1,
1
t
ln
1
1 − t
)
, (1.2)
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so that we have
n∑
k=0
[n
k
]
fk = n!
n∑
k=0
k!
n!
[n
k
] fk
k! = n![t
n]
[
f̂ (y)
∣∣∣∣y = ln 11 − t
]
= n![tn]f̂
(
ln
1
1 − t
)
.
In an analogous way, for the Stirling numbers of the second kind
{
n
k
}
we have
R
(
k!
n!
{n
k
})
=
(
1,
et − 1
t
)
, (1.3)
and the summation property becomes
n∑
k=0
{n
k
}
fk = n!
n∑
k=0
k!
n!
{n
k
} fk
k! = n![t
n][f̂ (y)|y = et − 1] = n![tn]f̂ (et − 1).
The paper is organized in the following way. In Section 2 we introduce Cauchy numbers of the ﬁrst and second kind
and prove several properties by using their generating functions. In Section 3 we apply the concept of Riordan arrays
to prove other properties of Cauchy numbers related to particular inﬁnite matrices. Finally, in Section 4, we reconsider
the Laplace summation formula (see [1,7]) and show some formulas related to its application and involving the Cauchy
numbers.
2. The Cauchy numbers
According to Comtet [2], Cauchy numbers can be distinguished into two kinds, and are deﬁned as the value of a
deﬁnite integral; the Cauchy numbers of the ﬁrst kind are Cn =
∫ 1
0 x
n dx, where xn = x(x − 1) · · · (x − n + 1) is the
falling factorial, and the Cauchy numbers of the second kind are Ĉn =
∫ 1
0 x
n dx, where xn = x(x + 1) · · · (x + n − 1)
is the rising factorial. For simplicity sake, for the Cauchy numbers we will use the equivalent deﬁnitions
Cn
n! =
∫ 1
0
(x
n
)
dx,
Ĉn
n! =
∫ 1
0
(−x
n
)
dx = (−1)n
∫ 1
0
(
x + n − 1
n
)
dx.
Sometimes, as in Jagerman [5], the numbers Cn/n! are called Laplace numbers. The Stirling numbers of the ﬁrst kind
are deﬁned in terms of the falling factorial, and we have
(x
n
)
= 1
n!
n∑
k=0
[n
k
]
(−1)n−kxk = x
n
n!
and therefore
Cn
n! =
∫ 1
0
(x
n
)
dx = 1
n!
∫ 1
0
n∑
k=0
[n
k
]
(−1)n−kxk = 1
n!
n∑
k=0
[n
k
] (−1)n−k
k + 1 .
The sum can be developed by means of the Riordan array method; in fact, we can use the Riordan array associated
to the Stirling numbers of the ﬁrst kind and the generating function:
G
(
(−1)k+1
(k + 1)!
)
= e
−t − 1
t
.
Therefore we have
Cn
n! = (−1)
n−1
n∑
k=0
k!
n!
[n
k
] (−1)k+1
(k + 1)! = (−1)
n−1[tn]
[
e−y − 1
y
∣∣∣∣ y = ln 11 − t
]
.
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By performing the substitution, we ﬁnd
Cn
n! = (−1)
n−1[tn] 1 − t − 1
ln(1/(1 − t)) = [t
n] t
ln(1 + t)
and therefore we have the exponential generating function for the Cauchy numbers: E(Cn)=G(Cn/n!)= t/ ln(1+ t).
This formula is given by Comtet, and our proof makes use of the more recent Riordan array concept. An easy result is
now obtained:
Theorem 2.1. The Cauchy numbers are deﬁnitely alternating in sign and the inﬁnite sum of their values is
∞∑
n=0
Cn
n! =
1
ln 2
.
Proof. It is sufﬁcient to observe that the radius of convergence of the exponential generating function is 1 with a
dominant logarithmic singularity at t =−1. The value of the sum is obtained by setting t = 1 in the same function. 
In order to obtain a recurrence relation for the Cauchy numbers, we observe that their exponential generating function
is the inverse of the ordinary generating function for the sequence: ((−1)n/(n + 1))n∈N , that is
t
ln(1 + t) ·
ln(1 + t)
t
= 1.
Theorem 2.2. The Cauchy numbers can be computed by the following recurrence relation:
Cn
n! =
n−1∑
k=0
Ck
k!
(−1)n−k+1
n − k + 1 , n1.
Proof. By the convolution above, when we pass to the coefﬁcients, we ﬁnd
[tn]1 = n,0 = [tn] tln(1 + t) ·
ln(1 + t)
t
=
n∑
k=0
(
[tk] t
ln(1 + t)
)
·
(
[tn−k] ln(1 + t)
t
)
=
n∑
k=0
Ck
k!
(−1)n−k+1
n − k + 1 .
When n = 0 we get C0 = 1; for n> 0 we isolate the term with k = n and obtain the desired expression. 
The formula can be checked if we expand the generating function
t
ln(1 + t) = 1 +
1
2
t − 1
12
t2 + 1
24
t3 − 19
720
t4 + 3
160
t5 − · · ·
and we have the ﬁrst values
n 0 1 2 3 4 5 6 7
Cn 1 1/2 −1/6 1/4 −19/30 9/4 −863/84 1375/24
The nature of the exponential generating function suggests that the Cauchy numbers are also related to the Stirling
numbers of the second kind; in fact we have:
Theorem 2.3. The following identity
n∑
k=0
{n
k
}
Ck = 1
n + 1
relates the Cauchy numbers of the ﬁrst kind and the Stirling numbers of the second kind.
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Proof. By using the Riordan array associated to the Stirling numbers of the second kind, we ﬁnd
n∑
k=0
{n
k
}
Ck = n!
n∑
k=0
k!
n!
{n
k
} Ck
k! = n![t
n]
[
y
ln(1 + y)
∣∣∣∣ y = et − 1]
= n![tn] e
t − 1
ln(1 + et − 1) = n![t
n]e
t − 1
t
= n! 1
(n + 1)! =
1
n + 1 . 
By isolating the term k = n we could obtain a new recurrence relation for the Cauchy numbers; however, this is
computationally more complex than the previous one because the Stirling numbers are present.At any rate, the identity
is relevant for its own.
For the Cauchy numbers of the second kind we obtain very similar results:
Ĉn
n! = (−1)
n
∫ 1
0
1
n!
n∑
k=0
[n
k
]
xk dx = (−1)n
n∑
k=0
k!
n!
[n
k
] 1
(k + 1)!
= (−1)n[tn]
[
ey − 1
y
∣∣∣∣ y = ln 11 − t
]
= [tn] t
(1 + t) ln(1 + t) ;
hence we have
∞∑
n=0
Ĉn
n! =
1
2 ln 2
.
The generating function just found tells us that Ĉn/n! is the partial, alternating sum of the Cauchy numbers of the ﬁrst
kind. More precisely, we prove the following identities:
Theorem 2.4. The following equations relate the Cauchy numbers of both kinds:
Ĉn
n! = (−1)
n
n∑
k=0
(−1)k Ck
k! = (−1)
n
(
1 −
n∑
k=1
∣∣∣∣Ckk!
∣∣∣∣
)
, (2.1)
Cn
n! =
Ĉn
n! +
Ĉn−1
(n − 1)! or Cn = Ĉn + nĈn−1, (2.2)
n∑
k=0
(n
k
)
CkĈn−k = (1 − n)Cn or
n−1∑
k=0
(n
k
)
CkĈn−k = −nCn. (2.3)
Proof. In general we have: [tn]f (t)/(1 + t) =∑nk=0(−1)n−kfk , and this proves Eq. (2.1). Eq. (2.2) follows from the
fact that the Cauchy numbers of the ﬁrst kind are alternating in sign. The other relation in the same row is obtained by
writing
t
ln(1 + t) = (1 + t)
t
(1 + t) ln(1 + t)
and extracting the coefﬁcient of tn from both sides. Finally, the proof of formulas (2.3) is a bit more complex. In fact
we have
Cn
n! = [t
n] t
ln(1 + t) =
1
n
[tn−1] d
dt
t
ln(1 + t)
= 1
n
[tn] t
ln(1 + t) −
1
n
[tn] t
(1 + t) ln(1 + t)
t
ln(1 + t)
= 1
n
Cn
n! −
1
n
n∑
k=0
Ck
k!
Ĉn−k
(n − k)! .
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From this equation the relation on the left follows by multiplying everything by n!. The equation on the right is obtained
by isolating the term with k = n. 
By following the pattern of the last part in the proof of the previous theorem, we obtain a recurrence relation for the
Cauchy numbers of the second kind:
Theorem 2.5. The recurrence
(n + 1)Ĉn = (−1)nn!
n−1∑
k=0
∣∣∣∣∣ Ĉkk!
∣∣∣∣∣−
n−1∑
k=1
(n
k
)
ĈkĈn−k
holds true for the Cauchy numbers of the second kind.
Proof. Let us proceed in the following way:
Ĉn
n! = [t
n] t
(1 + t) ln(1 + t) =
1
n
[tn−1] d
dt
t
(1 + t) ln(1 + t) .
By performing differentiation, we get
n
Ĉn
n! = [t
n−1]
(
1
(1 + t) ln(1 + t) −
t
(1 + t)2 ln(1 + t) −
t
((1 + t) ln(1 + t))2
)
= [tn] 1
1 + t
t
(1 + t) ln(1 + t) − [t
n]
(
t
(1 + t) ln(1 + t)
)2
=
n∑
k=0
(−1)n−kĈk
k! −
n∑
k=0
Ĉk
k!
Ĉn−k
(n − k)! .
From this, the desired relation follows immediately when we isolate the terms containing Ĉn. 
By developing the generating function we have
Ĉ(t) = t
(1 + t) ln(1 + t) = 1 −
1
2
t + 5
12
t2 − 3
8
t3 + 251
720
t4 − 475
1440
t5 + · · ·
and the ﬁrst Ĉn values are
n 0 1 2 3 4 5 6 7
Cn 1 −1/2 5/6 −9/4 251/30 −475/12 19087/84 −36799/24ˆ
These values allow us to check the previous formulas and the two following identities, analogous to the identities
found for the Cauchy numbers of the ﬁrst kind:
Theorem 2.6. For the Cauchy numbers of the second kind we have
Ĉn
n! =
n−1∑
k=0
Ĉk
k!
(−1)n−k
(n − k)(n − k + 1) , n1,
n∑
k=0
{n
k
}
Ĉk = (−1)
n
n + 1 .
Proof. The ﬁrst equation is a recurrence relation for the Cauchy numbers of the second kind and is proved as the
analogous formula for the Cauchy numbers of the ﬁrst kind. In a similar way, by using the Riordan array related to the
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Stirling numbers of the second kind, we have
n∑
k=0
{n
k
}
Ĉk = n!
n∑
k=0
k!
n!
{n
k
} Ĉk
k! = n![t
n]
[
y
(1 + y) ln(1 + y)
∣∣∣∣ y = et − 1]
= n![tn]e
t − 1
tet
= n![tn]
(
1
t
− e
−t
t
)
= −n! (−1)
n+1
(n + 1)! =
(−1)n
n + 1
as desired. 
The behavior of the Cauchy numbers when combined with binomial coefﬁcients is rather surprising:
Theorem 2.7. The following identity holds:
n∑
k=0
(n
k
) Ĉk
k! = (−1)
n Ĉn
n! .
Therefore, for every even integer n we have:
n−1∑
k=0
(n
k
) Ĉk
k! = 0
and for every n
n∑
k=1
(
n − 1
k − 1
)
Ck
k! = (−1)
n Ĉn
n! .
Proof. By using the Riordan array method and the Euler transformation we ﬁnd
n∑
k=0
(n
k
) Ĉk
k! = [t
n] 1
1 − t
[
y
(1 + y) ln(1 + y)
∣∣∣∣ y = t1 − t
]
= [tn] t
(1 − t)2
/((
1 + t
1 − t
)
ln
(
1 + t
1 − t
))
= [tn] −t
(1 − t) ln(1 − t) = (−1)
n Ĉn
n! .
Finally, by passing to generating functions
n∑
k=0
(n
k
) Ĉk
k! = [t
n](1 + t)n · t
(1 + t) ln(1 + t) = [t
n](1 + t)n−1 · t
ln(1 + t) =
n∑
k=1
(
n − 1
k − 1
)
Ck
k! . 
Let us now introduce another sequence of numbers strictly related to the Cauchy numbers of the second kind. We
start with the exponential generating function
Ln
n! = [t
n] ln
(
1
t
ln
1
1 − t
)
and observe the series expansion
L(t) = ln
(
1
t
ln
1
1 − t
)
= 1
2
t + 5
24
t2 + 1
8
t3 + 251
2880
t4 + 19
288
t5 + · · · ;
from this series, the ﬁrstLn values are easily deduced:
n 0 1 2 3 4 5 6 7
Ln 0 1/2 5/12 3/4 251/120 95/12 19087/504 5257/24
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If we compare these numbers against the Cauchy numbers of the second kind we observe a simple pattern. Formally,
we can proceed in the following way: by applying the rule [tn]f (t) = (1/n)[tn−1]f ′(t):
[tn] ln
(
1
t
ln
1
1 − t
)
= 1
n
[tn−1]
(
− 1
t2
ln
1
1 − t +
1
t (1 − t)
)
t
/
ln
1
1 − t
= 1
n
[tn−1] 1
t
(
t
(1 − t) ln(1/(1 − t)) − 1
)
= (−1)
n
n
[tn] t
(1 + t) ln(1 + t) =
(−1)n
n
Ĉn
n! .
In practice, we have proved:
Theorem 2.8. The Cauchy numbers of the second kind are given by: Ĉn = (−1)nnLn, for every n = 0.
TheseLn numbers are also related to the Bernoulli numbers Bn = n![tn]t/(et − 1); in fact we have:
Theorem 2.9. The following identity holds true for every n> 1:
n∑
k=0
{n
k
}
(−1)kLk =
n∑
k=1
{n
k
} Ĉk
k
= −Bn
n
.
Proof. First of all we observe
E((−1)kLk) = ln ln(1 + t)
t
and proceed by means of the Riordan array method (n = 0):
n∑
k=0
{n
k
}
(−1)kLk = n!
n∑
k=0
k!
n!
{n
k
} (−1)kLk
k! = n![t
n]
[
ln
ln(1 + y)
y
∣∣∣∣ y = et − 1
]
= n![tn] ln t
et − 1 =
n!
n
[tn−1]e
t − 1
t
et − 1 − tet
(et − 1)2 =
n!
n
[tn−1]
(
1
t
− e
t
et − 1
)
= n!
n
[tn]1 − n!
n
[tn−1]e
t − 1 + 1
et − 1 =
n!
n
[tn](1 − t) − n!
n
[tn] t
et − 1
= − n,1 − Bn
n
as desired. 
This formula can be “inverted” to express the Cauchy numbers of the second kind in terms of the Bernoulli numbers:
Theorem 2.10. The following identity holds true:
n∑
k=1
[n
k
] Bk
k
= −Ln = (−1)
n+1Ĉn
n
.
Proof. Let us observe that
G
(
Bk
k · k!
)
= E
(
Bk
k
)
= ln 1 − e
−t
t
;
by applying the Riordan array method we obtain
n∑
k=1
[n
k
] Bk
k
= n!
n∑
k=1
k!
n!
[n
k
] Bk
k · k! = n![t
n]
[
ln
1 − e−y
y
∣∣∣∣ y = ln 11 − t
]
= − n![tn]
(
ln
(
1
t
ln
1
1 − t
))
= −Ln.
The last identity follows from the relation between theL numbers and the Cauchy numbers of the second kind. 
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Theorem 2.10 implies the following identity:
n∑
k=1
[n
k
] (−1)kBk
k
= (n − 1)! −Ln = (−1)
n+1Ĉn + n!
n
.
3. Riordan arrays
As we have seen, the Riordan array associated to the Stirling numbers of the second kind corresponds to Eq. (1.3);
the A-sequence can be found by solving the functional equation h(t) = A(th(t)); if we set y = et − 1 (=th(t)), we
obviously have t = ln(1 + y), and by substituting this value in h(t) we eventually ﬁnd the generating function for the
A-sequence:
A(y) = y
ln(1 + y) = C(y).
By applying the rule of the A-sequence (see property (1) of Riordan arrays in the Introduction), we obtain a sum
involving the Cauchy numbers and the Stirling numbers of the second kind:
(k + 1)!
(n + 1)!
{
n + 1
k + 1
}
=
∞∑
j=0
(k + j)!
n!
{
n
k + j
}
Cj
j ! .
This formula can be easily checked, and for example for n = 5 and k = 2 the right-hand side becomes
2!
5!
{
5
2
}
+ 1
2
3!
5!
{
5
3
}
− 1
12
4!
5!
{
5
4
}
+ 1
24
5!
5!
{
5
5
}
= 15
60
+ 1
2
25
20
− 1
12
10
5
+ 1
24
= 6 + 15 − 4 + 1
24
= 18
24
= 3
4
,
which corresponds to 3!6!
{
6
3
}
= 90120 = 34 . With some obvious simpliﬁcation we have proved:
Theorem 3.1. The identity (where the sum is actually ﬁnite)
k + 1
n + 1
{
n + 1
k + 1
}
=
∞∑
j=0
(
k + j
k
){
n
k + j
}
Cj
relates the Stirling numbers of the second kind and Cauchy numbers of the ﬁrst kind.
Another Riordan array related to the Cauchy numbers arises when we consider integrals of the binomial coefﬁcients
in the range [0 . . . k] (k ∈ N) instead of the range [0 . . . 1]. First of all, we have:
Theorem 3.2. The value of a binomial coefﬁcient integral between 0 and k is given by the following formula:∫ k
0
(x
n
)
dx = [tn] (1 + t)
k − 1
ln(1 + t) . (3.1)
Proof. We follow the pattern used in the case k = 1:∫ k
0
(x
n
)
dx = (−1)n+1
n∑
j=0
j !
n!
[
n
j
]
(−k)j+1
(j + 1)! . (3.2)
The last factor is the development of e−kt and by using the Riordan array associated to the Stirling numbers of the ﬁrst
kind we obtain the desired result. 
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By observing the generating function, we ﬁnd that the integral (3.1) can be developed in terms of the Cauchy numbers;
for example∫ 3
0
(x
n
)
dx = [tn]3t + 3t
2 + t3
ln(1 + t) = 3
Cn
n! + 3
Cn−1
(n − 1)! +
Cn−2
(n − 2)! ;
on the other hand, Eq. (3.2) shows an alternative development in terms of the Stirling numbers of the ﬁrst kind, and
therefore we can state the following result:
Corollary 3.3. The following relation holds true:∫ k
0
(x
n
)
dx =
k∑
j=1
(
k
j
)
Cn−j+1
(n − j + 1)! =
(−1)n+1
n!
n∑
j=0
[
n
j
]
(−k)j+1
j + 1 .
From a computational point of view, one can choose the more convenient formula according to the fact that k is
smaller than n, or vice versa.
Formula (3.1) suggests to introduce the Riordan array
M =
(
t
ln(1 + t) , (1 + t)
)
the generic element of which is
Mn,k = [tn] tln(1 + t) (t (1 + t))
k = [tn−k] t (1 + t)
k
ln(1 + t) .
This implies:
Lemma 3.4. The elements of the Riordan array M are given by
Mn,k =
∫ k
0
(
x
n − k − 1
)
dx + Cn−k
(n − k)! .
Proof. Let us consider the following identity:
((1 + t)k − 1)tk+1
ln(1 + t) =
t (t (1 + t))k
ln(1 + t) −
tk+1
ln(1 + t) .
When we extract the coefﬁcient of tn from the left-hand side, by (3.1) we get the integral of a binomial coefﬁcient; by
extracting the same coefﬁcient from the right-hand side, we obtain Mn,k − Cn−k/(n − k)!, and from this the desired
identity follows immediately. 
Obviously, the previous formula can be read in such a way that the integral is computed by means of the elements
in M. In order to obtain a simple way to compute these elements, we can look for the A-sequence of M:
Theorem 3.5. The A-sequence for the Riordan array M is given by
A(t) = 1 +
√
1 + 4t
2
= 1 + t − t2 + 2t3 − 5t4 + 14t5 − 42t6 + 132t7 + · · · .
Therefore, the array M can be build by observing that column 0 is constituted by the Cauchy numbers and all the other
elements are given by
Mn+1,k+1 = a0Mn,k + a1Mn,k+1 + a2Mn,k+2 + a3Mn,k+3 + · · · ,
where a0 = 1 and {a1, a2, a3, . . .} are the Catalan numbers with alternating signs.
1916 D. Merlini et al. / Discrete Mathematics 306 (2006) 1906–1920
Proof. We use the fundamental relation h(t) = A(th(t)) for the A-sequence of the Riordan array (d(t), h(t)); in this
case h(t) = 1 + t and by solving in t the equation y = t (1 + t) we ﬁnd t = (−1 + √1 + 4y)/2, because it should be
t (0)= 0. By substituting this value in h(t), we ﬁnd A(t). The rest is a general property of Riordan arrays, and we have
a0 = 1 and aj = (−1)jCj−1, for every j > 0, where Cj =
(
2j
j
)
/(j + 1) is the jth Catalan number. 
Another reason for considering the array M is given by the following result. First of all, let us introduce a deﬁnition:
if r ∈ Z, we call Cauchy number of the r-th kind the numbers C[r]n , whose exponential generating function is
C[r](t) = t (1 + t)
1−r
ln(1 + t) .
In this way, we haveC(t)=C[1](t) and Ĉ(t)=C[2](t) as expected, and for non-positive values of r we ﬁnd the columns
of the Riordan array M (except for a shift of r − 1 positions). The behavior of these numbers when considered with
binomial coefﬁcients is as follows:
Theorem 3.6. For every r ∈ Z the relation
n∑
k=0
(n
k
) C[r]k
k! = (−1)
nC
[4−r]
n
n!
holds true.
Proof. We apply the Euler transformation to the generating functions:
n∑
k=0
(n
k
) C[r]k
k! = [t
n] 1
1 − t
[
y(1 + y)1−r
ln(1 + y)
∣∣∣∣∣ y = t1 − t
]
= [tn] t
(1 − t)2
(
1 + t
1 − t
)1−r/
ln
(
1 + t
1 − t
)
= [tn] t (1 − t)
r−3
ln(1/(1 − t)) = (−1)
n[tn] t (1 + t)
r−3
ln(1 + t) .
This is the desired relation. 
In particular, the Cauchy numbers of the ﬁrst kind generate the Cauchy numbers of the third kind (and vice versa),
while the Cauchy numbers of the second kind are “invariant”, as we have already shown in Theorem 2.7. This leads us
to introduce another Riordan array:
N =
(
t
ln(1 + t) ,
1
1 + t
)
.
Again, column 0 is composed of the Cauchy numbers of the ﬁrst kind; the other elements are obtained in a very simple
way. In fact we have:
Theorem 3.7. The A-sequence of the Riordan array N is
A(t) = 1 − t ,
so that every element Nn+1,k+1 is obtained by the simple rule
Nn+1,k+1 = Nn,k − Nn,k+1.
Proof. By using the general relation h(t) = A(th(t)) and setting y = th(t) = t/(1 + t), we ﬁnd t = 1/(1 − y), and
therefore A(y) = 1 − y. 
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It is interesting now to ﬁnd the inverse Riordan array N−1; according to the theory, we have N−1 = (d(t), h(t)),
where
d(t) = [d(y)−1 | y = th(t)] and h(t) = [h(y)−1 | y = th(t)].
This immediately gives
N−1 =
(
(1 − t) ln(1/(1 − t))
t
,
1
1 − t
)
and therefore:
• column 0 is composed of the numbers 1 and −1/n(n + 1), for every n> 0;
• column 1 is given by the numbers 1/n;
• column 2 is composed of the harmonic numbers;
and so on, every element being the partial sum of the elements in the previous column. By using Zave’s identity (see
[14]), we have
N−1n,k = (Hn−1 − Hk−2)
(
n − 1
k − 2
)
, n> 1, k2.
4. The Laplace summation formula
One of the most important application of the Cauchy numbers is the so-called Laplace summation formula; it is
analogous to the Euler–McLaurin formula, but uses the difference operator  instead of the differentiation operator
D = d/dt . A formal and classical method to obtain the formula is as follows. Taylor’s theorem at t = 0, in the form
f (t + 1) = I
0! f (t) +
D
1! f (t) +
D2
2! f (t) +
D3
3! f (t) + · · ·
can be considered as a way to express the shift operator: Ef (t) = f (t + 1), in terms of the differentiation operator,
that is E = eD . By writing E = 1 + (E − 1) = 1 +, where  is the forward difference operator f (t) = f (t + 1) −
f (t) = (E − 1)f (t), we ﬁnd
1 + = eD or D = ln(1 + ).
The integration operator
∫ = ∫ f (t) dt can be expressed in terms of  by inverting the differentiation operator, that is∫
=D−1 = 1
ln(1 + ) = 
−1 
ln(1 + ) .
Here we recognize the exponential generating function of the Cauchy numbers and therefore∫
=−1
∞∑
k=0
Ck
k! 
k
.
This formula can be explicitly written as∫
=−1 + 1
2
− 1
12
+ 1
24
2 − 19
720
3 + 3
160
4 − · · ·
and is known as the Laplace summation formula, which (as the Euler–McLaurin formula) was devised to perform
approximate integration. We, however, are more interested in the formula to obtain indeﬁnite and deﬁnite sums:
−1 =
∫
−1
2
+ 1
12
− 1
24
2 + 19
720
3 − 3
160
4 + · · · ,
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where −1 is the indeﬁnite summation operator, the inverse of the difference operator. Passing to deﬁnite summation
we have
b−1∑
k=a
f (k) =
∫ b
a
f (t) dt − 1
2
[f (t)]ba +
1
12
[f (t)]ba −
1
24
[2f (t)]ba + · · · .
Usually, the Euler–McLaurin formula is considered more useful than Laplace formula. First of all, the difference
operator is more complex than differentiation, except in a few cases, and consequently the resulting expressions are
simpler for the Euler–McLaurin case. Furthermore, Bernoulli numbers are zero for odd indices n3, and this simpliﬁes
formulas and improves accuracy. Because of that, Laplace formula is not even quoted in many texts: the interested
reader is referred to the books of Milne-Thomson [7] and Boole [1]. Strictly related to Laplace’s is Gregory’s formula,
for which a more recent quotation is the book of Henrici [4].
However, some applications of the Laplace summation formula are worth considering, and here we wish to give
some examples of this fact and to emphasize the role of Cauchy numbers.
Let us begin with the classical case of harmonic numbers Hn =∑nk=11/k; here the relevant function is f (t) = 1/t ,
the differences of which are
n
1
t
= (−1)
nn!
t (t + 1) · · · (t + n) ;
therefore we have
n−1∑
k=1
1
k
=
∫ n
1
dt
t
− 1
2
[
1
t
]n
1
+ 1
12
[ −1
t (t + 1)
]n
1
− 1
24
[
2
t (t + 1)(t + 2)
]n
1
+ · · ·
= ln n + 1
2n
+ 1
2
− 1
12n(n + 1) +
1
24
− 1
12n(n + 1)(n + 2) +
1
72
− · · · .
By collecting all the constants and adding 1/n to both sides, we get
Hn = ln n + + 12n −
1
12n(n + 1) −
1
12n(n + 1)(n + 2) −
19
720n(n + 1)(n + 2)(n + 3) − · · · .
Some interesting points are worth to be noted in this formula:
1. the signs are all negative from the forth term onwards; consequently, the formula should converge to Hn, in contrast
with the analogous formula obtained by the Euler–McLaurin method, which deﬁnitely oscillates because of the
presence of the Bernoulli numbers;
2. by comparing the Laplace and the Euler–McLaurin formulas, we obtain
ln n + 1
2n
− 1
12n2
<Hn < ln n + 12n −
1
12n(n + 1) ,
a rather stringent limitation for harmonic numbers;
3. by looking at the constants appearing in the development and corresponding to the value t =1, we obtain a formula
for  involving the Cauchy numbers, that is
∞∑
k=1
(−1)k−1 Ck
k · k! = ;
the terms are all positive, so the formula is convergent; the convergence is rather slow, but is effective, this is also
in contrast with the analogous formula involving the Bernoulli numbers.
The other classical case, i.e., the Stirling approximation for n!, is a negative example for applying the Laplace
formula; in fact, the successive differences of ln(t) are much more complicated than the successive differentiations.
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The constant involved in that case is = ln √2 ≈ 0.9189388; the Laplace formula gives
= 1 +
∞∑
k=1
(−1)kCk
k! (k − 1),
where (j) is the jth difference j ln(t), computed at t = 1. In fact, we ﬁnd
(p) = [p ln(t)|t = 1] = ln
p+1∏
k=1
k
(−1)k
(
p
k−1
)
.
For example, when p = 4 we have
(4) = [4 ln(t)|t = 1] = ln 2
4 · 44
1 · 36 · 5 = ln
4096
3645
and the sum begins
= 1 − 112 ln 2 − 124 ln 43 − 19720 ln 3227 − 3160 ln 40963645 − · · · .
The series converges, but its expression is not particularly appealing. A more interesting example is given by the sum∑n
k=11/k2:
n−1∑
k=1
1
k2
=
∫ n
1
dt
t2
− 1
2
[
1
t2
]n
1
+ 1
12
[
1
(t + 1)2 −
1
t2
]n
1
− 1
24
[
1
(t + 2)2 −
2
(t + 1)2 +
1
t2
]n
1
+ · · · ,
n−1∑
k=1
1
k2
= K − 1
n
+ 1
2n2
− 2n + 1
12n2(n + 1)2 − · · · ,
where the constant K should be 2/6 and actually is
K = 1 + 12 + 112
(
1 − 14
)+ 124 (1 − 24 + 19)+ 19720 (1 − 34 + 39 − 116)+ · · · .
The expressions within parentheses are sums, which can be closed by means of the Riordan array method:
Lemma 4.1. The sums involved in the computation of the constant K are
Sn =
n∑
k=0
(n
k
) (−1)k
(k + 1)2 =
Hn+1
n + 1 .
Proof. First of all we observe the ordinary generating function
G
(
1
k2
)
=
∫ t
0
ln
(
1
1 − 
)
d

;
this function should be shifted and transformed by t → −t to get
G
(
(−1)k
(k + 1)2
)
= 1
t
(∫ t
0
ln
(
1
1 − 
)
d

− 1
)
.
By using the Euler transformation, we now have
Sn = [tn] 11 − t
1 − t
t
(∫ t
0
ln
(
1 + 
1 − 
)
1 − 

d
(1 − )2 − 1
)
= [tn+1]
(∫ t
0
ln
(
1
1 − 
)(
1

+ 1
1 − 
)
d− 1
)
= 1
(n + 1)2 + [t
n+1] 1
2
(
ln
1
1 − t
)2
.
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The last coefﬁcient can be extracted easily:
1
2
[tn+1]
(
ln
1
1 − t
)2
= 1
2(n + 1) [t
n] d
dt
(
ln
1
1 − t
)2
= 1
2(n + 1) [t
n] 2
1 − t ln
1
1 − t =
Hn
n + 1 .
In conclusion
Sn = 1
(n + 1)2 +
Hn
n + 1 =
Hn+1
n + 1
as desired. 
By substituting this value into the expression for K, we obtain the immediate corollary:
Corollary 4.2. The following expression for the constant K holds true:
K = 
2
6
= 1 +
∞∑
k=1
Ck
k!
(−1)k−1Hk
k
.
This is another relevant identity related to the Cauchy numbers. Again, the terms are all positive and therefore the
series should converge, even if the convergence is extremely slow.
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