Introduction
Adaptive estimation is a robust estimation. The objective of adaptive estimation is to improve the accuracy of the estimate by reducing the influence of outliers. When some observations are adaptively downweighted, the influence of outliers is greatly reduced and then adaptive estimation can be considered. M estimation is the extension of the maximum likelihood estimation. It is also a robust estimation.
Objectives of Adaptive Estimation:
Our objective in Adaptive regression is to develop an estimator that 1. uses information from all the data points if the error distribution appears to be non normal. 2. effectively downweights outliers so that their influence is limited . 3 . is robust in the sense that small changes in the data will not greatly change the estimates. 4 . can be computed easily.
The multiple Linear Regression Model:
In this section for the estimation of parameters in a linear model a WLS approach will be used. The multiple regression model is for i= 1,2,...,n In matrix form Y=X + Where Y is the n vector containing the dependent variable, X is an n (p+1) matrix containing the independent variables, is the (p+1) vector of parameters to be estimated and is the n vector of errors.
Adaptive Estimation:
We begin the adaptive estimation by comparing the standardised deleted residuals for i= 1,2,...,n
Where is the ordinary residual, is the ith diagonal element of the hat matrix and SSE is the usual sum of squared residuals from the regression based on the n observations in the reduced model. We will use all p+1 independent variables in this model. We will weight the observations so that the c.d.f of the studentised deleted residuals, after weighting, will approximate the c.d.f of the t distribution with v= n-(p+1)-1 =n-p-2 df , which will be denoted by We then smooth the c.d.f of these standardized deleted residuals byusing a normal kernel with a bandwith of h= 1.587 , as suggested by Polansky (1998). Since the observations are studentised the variance should not depart too much from so a value of h=1.587 is used to obtain the smoothed distribution function. Let D={ } be the set of studentised deleted residuals. The smoothed c.d.f. at point d over the set of all studentised deleted residuals (D) is computed as Where is the c.d.f. of the standard normal distribution. After the smoothed c.d.f. of these studentized deleted residuals is obtained, we centre the studentised deleted residuals by subtracting the estimated median which is determined by a search process so that The centered studentised deleted residuals are calculate as for i= 1,...,n and will be called the residuals. The set of residuals will be denoted by } and we will let to weight the observations we use for i= 1,...,n. If the error terms are normally distributed, then smoothed c.d.f. of the centered studentised deleted residuals should approximate the c.d.f. of the t distribution with v=n-p-2 degrees of freedom and the weights should approximate one. If the ith observation is an outlier, then will be large relative to so that the ith observation will be given a small weight. After we have computed the weights wi for i= 1,2,...,n, they can be used as the diagonal elements in the weighing matrix W with zero off-diagonal elements. We perform the WLS regression by premultiplying both sides of the model by W to obtain WY=WX +W This can be written as the transformed model + Where then we will use the OLS method to compute the parameter estimates.
M Estimation
M estimation is a robust estimation and is a estimation of maximum likelihood type. If estimator at M estimation is then
(1) Equation (1) shows that the estimator unbiased and has minimum variance, so M-estimator has the smallest variance estimator compared to other estimators of variance: var( where is the other linear and unbiased estimator of M estimation is an extension of the maximum likelihood estimate method and a robust estimation. In this method it is possible to eliminate some of the data , which in some cases is not always appropriate to do especially if it is eliminated is an important data or seed, whose case often encountered in agriculture. M estimation principle is to minimize the residual function : 
Because , we can rewrite equation (4) In matrix notation, equation (6)can be written as
Where is a n matrix with its diagonal elements are weighted. Equation (7) , | 9. Calculate using weighted least squares (WLS) method with weighted 10. Repeat steps 5-8 to obtain a convergent value of 11. Test to determine whether independent variables have significant effect on the dependent variable.
Example:
The data shown in the table below are from a study by Coleman et al. (1966) has concerned the relationship of several factors to the mean verbal test scores of sixth graders(y). The data, which were also analysed by Mosteller and Tukey(1977) and by Rousseeuw and Leroy (1987) , include staff salaries per pupil (x1), percent of white collar fathers (x2), socioeconomic status composite deviation (x3), mean of teachers' verbal test scores (x4), and mean of mothers' educational level (x5). 
The data given below was collected by Haith (1976) on water quality and land use in 20 river basins in New York State. These data, which are listed in the yable below , have been analysed by several authors, including Simpson et al. (1992) and Ryan(1997) . The data include the nitrogen concentration (mg/L) of river water and several land use variables. The nitrogen concentration will be used as the dependent variable. The independent variables are the percentages of commercial, agricultural, forest, and residential land in river basin. 
II. Conclusion
In the first example it can be observed that MSE of the regression model under Adaptive estimation is smaller than the OLS estimation and M estimation. So according to this result the Adaptive estimation is suitable for the data. But in the second example the MSE under Adaptive estimation is greater than the OLS and M estimation, so either OLS or M estimation is applicable to the data.
