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ABSTRACT
Due to the outstanding capability of capturing underlying
data distributions, deep learning techniques have been re-
cently utilized for a series of traditional database problems.
In this paper, we investigate the possibilities of utilizing deep
learning for cardinality estimation of similarity selection. An-
swering this problem accurately and efficiently is essential
to many data management applications, especially for query
optimization. Moreover, in some applications the estimated
cardinality is supposed to be consistent and interpretable.
Hence a monotonic estimation w.r.t. the query threshold is
preferred.We propose a novel and genericmethod that can be
applied to any data type and distance function. Our method
consists of a feature extraction model and a regression model.
The feature extraction model transforms original data and
threshold to a Hamming space, in which a deep learning-
based regression model is utilized to exploit the incremental
property of cardinality w.r.t. the threshold for both accuracy
and monotonicity. We develop a training strategy tailored to
our model as well as techniques for fast estimation. We also
discuss how to handle updates. We demonstrate the accuracy
and the efficiency of our method through experiments, and
show how it improves the performance of a query optimizer.
CCS CONCEPTS
• Informationsystems→Queryoptimization;Entity res-
olution; •Computingmethodologies→ Neural networks.
KEYWORDS
cardinality estimation; similarity selection; machine learning
for data management
∗Corresponding author.
1 INTRODUCTION
Deep learning has been recently utilized to deal with tradi-
tional database problems, such as indexing [43], query exe-
cution [23, 42, 61, 70], and database tuning [81]. Compared
to traditional database methods and non-deep-learning mod-
els (logistic regression, random forest, etc.), deep learning
exhibits outstanding capability of reflecting the underlying
patterns and correlations of data aswell as exceptions and out-
liers that capture the extreme anomalies of data instances [42].
In this paper, we explore in the direction of applying deep
learning techniques for a data management problem – car-
dinality estimation of similarity selection, i.e., given a set of
recordsD, a query record x , a distance function and a thresh-
oldθ , to estimate the number of records inD whose distances
to x are no greater than θ . It is an essential procedure in many
data management tasks, such as search and retrieval, data
integration, data exploration, and query optimization. For ex-
ample: (1) In image retrieval, images are converted to binary
vectors (e.g., by a HashNet [15]), and then the vectors whose
Hamming distances to the query are within a threshold of
16 are identified as candidates [82] for further image-level
verification (e.g, by a CNN). Since the image-level verification
is costly, estimating the cardinalities of similarity selection
yields the number of candidates, and thus helps estimate the
overall running time in an end-to-end system to create a ser-
vice level agreement. (2) In query optimization, estimating
cardinalities for similarity selection benefits the computa-
tion of operation costs and the choice of execution orders of
query plans that involve multiple similarity predicates; e.g.,
hands-off entitymatching systems [20, 28] extract paths from
random forests and take each path (a conjunction of similarity
predicates over multiple attributes) as a blocking rule. Such
query was also studied in [49] for sets and strings.
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Figure 1: Cardinality distribution on ImageNet.
The reasonwhy deep learning approachesmay outperform
other options for cardinality estimation of similarity selec-
tion can be seen from the following example: (1) Figure 1(a)
shows the cardinalities of five randomly chosenqueries on the
ImageNet dataset [1] by varying Hamming distance thresh-
old. The cardinalities keep unchanged at some thresholds
but surge at others. (2) Figure 1(b) shows the percentage of
queries (out of 30,000) for each cardinality value, under Ham-
ming distance thresholds 4, 8, 12, and 16. The cardinalities are
small or moderate for most queries, yet exceptionally large
for long-tail queries (on the right side of the figure). Both
facts cause considerable difficulties for traditional database
methods which require large samples to achieve good accu-
racy and traditional learning methods which are incapable to
learn such complexunderlyingdistributions. In contrast, deep
learning is a good candidate to capture such data patterns and
generalizes well on queries that are not covered by training
data, thereby delivering better accuracy. Another reason for
choosing deep learning is that the training data – though large
training sets are usually needed for deep learning – are easily
acquired by running similarity selection algorithms (without
producing label noise when exact algorithms are used).
In addition to accuracy, there are several other technical
issues for cardinality estimation of similarity selection: (1) A
good estimation is supposed to be fast. (2) A genericmethod
that applies to a variety of data types and distance functions
is preferred. (3) Users may want the estimated cardinality
to be consistent and interpretable in applications like data
exploration. Since the actual cardinality ismonotonically
increasing with the threshold, when a greater threshold is
given, a larger or equal number of results is preferable, so the
user is able to interpret the cardinality for better analysis.
To cope with these technical issues, we propose a novel
method that separates data modelling and cardinality estima-
tion into two components:
• A feature extraction component transforms original data
and thresholds to aHamming space such that the semantics
of the input distance function is exactly or approximately
captured by Hamming distance. As such, our method be-
comes generic and applies to any data type and distance.
• A regression component models the estimation as a regres-
sion problem and estimates the cardinality on the trans-
formed vectors and threshold using deep learning.
To achieve good accuracy of regression, rather than feeding
a deep neural networkwith training data in a straightforward
manner, we devise a novel approach based on incremental
prediction to exploit the incremental property of cardinality;
i.e., when the threshold is increasing, the increment of cardi-
nality is only caused by the records in the increased range of
distance. Since our feature extraction maps original distances
to discrete distance values, we can use multiple regressors,
each dealing with one distance value, and then sum up the
individual results to get the total cardinality. In doing so, we
are able to learn the cardinality distribution for each distance
value, so the overall estimation becomes more accurate. An-
other benefit of incremental prediction is that it guarantees
themonotonicityw.r.t. the threshold, and thus yields more
interpretability of the estimated results. To estimate the car-
dinality of each distance value, we utilize an encoder-decoder
model through careful neural network design: (1) To cope
with the sparsity in Hamming space, as output by the feature
extraction, we employ a variational auto-encoder to embed
the binary vector inHamming space to a dense representation.
(2) To generalize for queries and thresholds not covered by the
training data, we also embed (Hamming) distance values. The
distance embeddings are concatenated to the binary vector
and its dense representation, and then fed to a neural network
to produce final embeddings. The decoders takes the final
embeddings as input and outputs the estimated cardinality.
We design a loss function and a dynamic training strategy,
both tailored to our incremental prediction model. The loss
function adds more loss to the distance values that tend to
causemore estimation error. The impact of such loss is dynam-
ically adjusted through training to improve the accuracy and
the generalizability. For fast online estimation, optimizations
are developed on top of our regressionmodel by reducingmul-
tiple encoders to one. Aswe are applyingmachine learning on
a traditional database problem, an important issue is whether
the solution works when update exists. For this reason, we
discuss incremental learning to handle updates in the dataset.
Extensive experiments were carried out on four common
distance functions using real datasets. We took a uniform
sample of records from each dataset as a query workload for
training, validation, and testing, and computed labels by run-
ning exact similarity selection algorithms. The takeaways are:
(1) The proposed deep learning method is more accurate than
existing methods while also running faster with a moderate
model size. (2) Incremental prediction guarantees monotonic-
ity and at the same time achieves high accuracy, substantially
outperforming the method that simply feeding a deep neural
network with training data. (3) The components in our model
are all useful to improve accuracy and speed. (4) Incremental
learning is fast and effective against updates. (5) Our method
delivers excellent performance on long-tail queries having
exceptionally large cardinalities and generalizes well on out-
of-dataset queries that significantly differ from the dataset.
(6) A case study shows that query processing performance is
improved by integrating our method into a query optimizer.
Our contributions are summarized as follows.
• We develop a deep learning method for cardinality estima-
tion of similarity selection (Section 3). Our method guaran-
tees the monotonicity of cardinality w.r.t. the threshold.
• Through feature extraction (Section 4) and regression (Sec-
tion 5), our method is generic to any data type and distance
function, and exploits the incremental property of cardi-
nality to achieve accuracy and monotonicity. The training
techniques that favor our method are developed (Section 6).
• We accelerate our model for online estimation (Section 7)
and propose incremental learning for updates (Section 8).
• We conduct extensive experiments to demonstrate the su-
periority and the generalizability of our method, as well as
how it works in a query optimizer (Section 9).
2 PRELIMINARIES
2.1 ProblemDefinition and Notations
Let O be a universe of records. x andy are two records in O.
f : O × O → R is a function which evaluates the distance
(similarity) of a pair of records. Common distance (similarity)
functions include Hamming distance, Jaccard similarity, edit
distance, Euclidean distance, etc. Without loss of generality,
we assume f is distance function.Given a collectionof records
D ⊆ O, a query record x ∈ O, and a threshold θ , a similarity
selection is to find all the recordsy ∈ D such that f (x ,y) ≤ θ .
We formally define our problem.
Problem 1 (Cardinality Estimation of Similarity Se-
lection). GivenacollectionD of records, aquery recordx ∈ O,
a distance function f , and a threshold θ ∈ [0,θmax], our task
is to estimate the number of records that satisfy the similarity
constraint, i.e., |{y | f (x ,y) ≤ θ ,y ∈ D }|.
θmax is the maximum threshold (reasonably large for sim-
ilarity selection to make sense) we are going to support. A
good estimation is supposed to be close to the actual cardinal-
ity. Mean squared error (MSE) and mean absolute percentage
error (MAPE) are two widely used evaluation metrics in the
cardinality estimation problem [21, 32, 53, 57, 76]. Given n
similarity selection queries, letci denote the actual cardinality
of the i-th selection and ĉi denote the estimated cardinality.
Table 1: Frequently used notations.
Symbol Definition
O,D a record universe, a dataset
x ,y records in O
f a distance function
θ , θmax a distance threshold and its maximum value
c , ĉ cardinality and the estimated value
д,h regression function and feature extraction function
x, d the binary representation of x and its dimensionality
τ , τmax a threshold in Hamming space and its maximum value
ei the embedding of distance i
zix the embedding of x and distance i
MSE andMAPE are computed as
MSE =
1
n
n∑
i=1
(ci − ĉi )2, MAPE = 1
n
n∑
i=1
ci − ĉici
 .
Smaller errors are preferred. We adopt these twometrics to
evaluate the estimation accuracy. We focus on evaluating the
cardinality estimation as stand-alone (in contrast to in an
RDBMS) and only consider in-memory implementations.
Table 1 lists the notations frequently used in this paper.We
usebolduppercase letters (e.g.,A) formatrices; bold lowercase
letters (e.g., a) for vectors; and non-bold lowercase letters (e.g.,
a) for scalars and other variables. Uppercase Greek symbols
(e.g.,Φ) are used to denote neural networks.A[i, ∗] andA[∗, i]
denote the i-th row and the i-th column of A, respectively.
a[i] denotes the i-th dimension of a. Semicolon represents
the concatenation of vectors; e.g., given an a-dimensional
vector a and a b-dimensional vector b, c = [a; b]means that
c[1 . . a] = a and c[a + 1 . . a + b] = b. Colon represents the
construction of a matrix by column vectors or matrices; e.g.,
C = [a : b]means that C[∗, 1] = a and C[∗, 2] = b.
2.2 RelatedWork
2.2.1 Database Methods. Auxiliary data structure is one of
themain types of databasemethods for the cardinality estima-
tionof similarity selection. Forbinaryvectors, histograms[63]
can be constructed to count the number of records by par-
titioning dimensions into buckets and enumerating binary
vectors and thresholds. For strings and sets, semi-lattice struc-
tures [45, 46] and inverted indexes [36, 58] are utilized for
estimation. The major drawback of auxiliary structure meth-
ods is that they only perform well on low dimensionality and
small thresholds. Another type of database methods is based
on sampling, e.g., uniform sampling, adaptive sampling [52],
and sequential sampling [30]. State-of-the-art sampling strate-
gies [35, 48, 75, 83] focus on join size estimation in query opti-
mization, andaredifficult tobeadopted toourproblemdefined
on distance functions. Sampling methods are often combined
with sketches [27, 47] to improve the performance. A state-
of-the-art method was proposed in [76] for high-dimensional
data. In general, samplingmethods need a large set of samples
to achieve good accuracy, and thus become either slowor inac-
curate when applied on large datasets. As for the cardinalities
of SQL queries, recent studies proposed a tighter bound for
intermediate join cardinalities [14] and adopted inaccurate
cardinalities to generate optimal query plans [71].
2.2.2 Traditional Learning Models. A prevalent traditional
learning method for the cardinality estimation of similarity
selection is to train a kernel-based estimator [32, 57] using
a sample. Monotonicity is guaranteed when the sample is
deterministic w.r.t. the query record (i.e., the sample does
not change if only the threshold changes). Kernel methods
require large number of instances for accurate estimation,
hence resulting in low estimation speed. Moreover, they im-
pose strong assumptions on kernel functions, e.g., only diago-
nal covariance matrix for Gaussian kernels. Other traditional
learning models [33], such as support vector regression, lo-
gistic regression, and gradient boosting tree, are also adopted
to solve the cardinality estimation problem. A query-driven
approach [12]was proposed to learn several query prototypes
(i.e., interpolation) that are differentiable. These approaches
deliver comparable performance to kernel methods. A recent
study [24] explored the application of two-hidden-layer neu-
ral networks and tree-based ensembles (random forest and
gradient boosted trees) on cardinality estimation of multi-
dimensional range queries. It targets numerical attributes but
does not apply to similarity selections.
2.2.3 Deep Learning Models. Deep learning models are re-
cently adopted to learn the best join order [44, 54, 55] or
estimate the join size [41]. Deep reinforcement learning is
also explored to generate query plans [60]. Recent studies
also adopted local-oriented approach [74], tree or plan based
learningmodel [55, 56, 70], recurrentneural network [61], and
autoregressivemodel [31, 77].Themethod that canbeadapted
to solve our problem is the mixture of expert model [67]. It
utilizes a sparsely-gated mixture-of-experts layer and assigns
good experts (models) to these inputs. Based on this model,
the recursive-model index [43] was designed to replace the
traditional B-tree index for range queries. The two models
deliver good accuracy but do not guarantee monotonicity.
For monotonic methods, an early attempt used a min-max
4-layer neural network for regression [19]. Lattice regres-
sion [25, 26, 29, 78] is recent monotonic method. It adopts a
lattice structure to construct all combinations of monotonic
interpolation values. To handle high-dimensional monotonic
features, ensemble of lattices [25] splits lattices into several
small pieces using ensemble learning. To improve the per-
formance of regression, deep lattice network (DLN) was pro-
posed [78]. It consists of multiple calibration layers and an
ensemble of lattices layers. However, lattice regression does
not directly target our problem, and our experiments show
that DLN is rather inaccurate.
3 CARDINALITY ESTIMATION
FRAMEWORK
3.1 Basic Idea
Let c(x ,θ ) denote the cardinality of a query x with threshold
θ . We model the estimation as a regression problem with a
unique framework designed to alleviate the challenges men-
tioned in Section 1.Wewould like to find a function ĉ within a
function family, such that ĉ returns an approximate value of c
for any inputx , i.e., ĉ(x ,θ ) ≈ c(x ,θ ),∀x ∈ O andθ ∈ [0,θmax].
We consider ĉ that belongs to the following family: ĉ B д ◦ h,
where h(x ,θ ) = (x,τ ), д(x,τ ) ∈ Z≥0, x ∈ { 0, 1 }d , and
τ ∈ Z≥0. Intuitively, we can deem h as a feature extraction
function, which maps an object x and a threshold θ to a fixed-
dimensional binary vector x and an integer threshold τ . Then,
the function д essentially performs the regression using the
transformed input, i.e., the (x,τ ) pair. The rationales of such
design are analyzed as follows:
• Thisdesignseparatesdatamodellingandcardinalityestima-
tion into two functions,h and д, respectively. On one hand,
this allows the system to cater for different data types, and
distance functions.On the other hand, it allows us to choose
the best models for the estimation problem. To decouple
the two components, some common interface needs to be
established. We pose the constraints that (1) x belonging to
a Hamming space, and (2) τ is an non-negative integer. For
(1), many DB applications deal with discrete objects (e.g.,
sets and strings) or discrete object representations (e.g., bi-
nary codes from learned hash functions). For (2), since there
is a finite number of thresholds that make a difference in
cardinality, in theory we can always map them to integers,
albeit a large number. Here, we take the approximation to
limit it to a fixed number. Other learning models also make
similar modelling choice (e.g., most regularizations adopt
the smoothness bias in the function space). We will leave
other interface design choices to future work due to their
added complexity. For instance, it is entirely possible to
restrict x to Rd and τ ∈ R. While the modelling power of
the framework gets increased, this will inevitably result in
more complex models that are potentially difficult to train.
• The design can be deemed as an instance of the encoder-
decoder model, where two functions h and д are used for
some prediction tasks. As a close analog, Google transla-
tion [37] trains anh thatmaps inputs in the source language
to a latent representation, and then train aд that maps the
latent representation to the destination language. As such,
it can support translation between n languages by training
only 2n functions, instead of n(n − 1) direct functions.
By this model design, the function ĉ = д ◦ h(x ,θ ) is mono-
tonic if it satisfies the condition in the following lemma.
Lemma1. Consider a functionh(x ,θ )monotonically increas-
ing with θ and a functionд(x,τ )monotonically increasing with
τ , our frameworkд ◦h(x ,θ ) is monotonically increasing with θ .
3.2 Feature Extraction
The process of feature extraction is to transfer any data type
and distance threshold into binary representation and integer
threshold. Formally, we have a functionhr ec : O → { 0, 1 }d ;
i.e., given any record x ∈ O,hr ec maps x to a d-dimensional
binary vector, denoted by x, called x ’s binary representation.
We can plug in any user-defined functions or neural networks
for feature extraction. For the sake of estimation accuracy, the
general criteria is that the Hamming distance of the target d-
dimensionalbinaryvectors canequivalentlyorapproximately
capture the semantics of the original distance function. We
will show some example feature extraction methods and a
series of case studies in Section 4.
Besides the transformation to binary representations, we
alsohaveamonotonically increasing (asdemandedbyLemma1)
functionhthr : [0,θmax] → [0,τmax] to transform the thresh-
old. τmax is a tunable parameter to control the model size
(as introduced later, there are (τ + 1) decoders in our model,
τ ≤ τmax). Given a θ ∈ [0,θmax], hthr maps θ to an integer
between 0 and τmax, denoted by τ . The purpose of threshold
transformation is: for real-valued distance functions, it makes
the distances countable; for integer-valued distance functions,
it can reduce the threshold to a small number, hence to pre-
vent the model growing too big when the input threshold is
large. As such, we are able to use finite number of estima-
tors to predict the cardinality for each distance value. The
design of threshold transformation depends on how original
data are transformed to binary representations. In general, a
transformation with less skew leads to better performance.
Using the threshold of the Hamming distance between binary
representations is not necessary, but would be a preferable
option. A few case studies will be given in Section 4.
3.3 Regression (in a Nutshell)
Ourmethod for the regression is based on the following obser-
vation: given a binary representationx and a thresholdτ 1, the
cardinality can be divided into (τ +1) parts, each representing
the cardinality of a Hamming distance i , i ∈ [0,τ ]. This sug-
gests thatwe can learn (τ +1) functionsд0(x), . . . ,дτ (x), each
дi (x) estimating the cardinality of the set of records whose
1Note that the threshold is τ not τmax here because θ is mapped to τ .
Hamming distances to x are exactly i . So we have
д(x,τ ) =
τ∑
i=0
дi (x). (1)
This design has the following advantages:
• As we have shown in Figure 1(a), the cardinalities for dif-
ferent distance values may differ significantly. By using in-
dividual estimators, the distribution of each distance value
can be learned separately to achieve better overall accuracy.
• Ourmethod exploits the incremental property of cardinality:
when the threshold increases from i to i + 1, the increased
cardinality is the cardinality for distance i + 1. This in-
cremental prediction can guarantee the monotonicity of
cardinality estimation:
Lemma 2. д(x,τ ) is monotonically increasing with τ , if
each дi (x), i ∈ [0,τ ] is deterministic and non-negative.
The lemmasuggests thatadeterministicandnon-negative
model satisfies the requirement in Lemma 1, hence leading
to the overall monotonicity.
• We are able to control the size of the model by setting the
maximum number of estimators. Thus, working with the
feature extraction, the regression achieves fast speed even
if the original threshold is large.
We employ a deep encoder-decoder model to process each
regression дi . The reasons for choosing deep models are:
(1) Cardinalities may significantly differ across queries, as
shown in Figure 1(b). Deep models are able to learn a variety
of underlying distributions and deliver salient performance
for general regression tasks [43, 67, 78]. (2) Deep models gen-
eralize well on queries that are not covered by the training
data. (3) Although deep models usually need large training
sets for good accuracy, the training data here can be easily and
efficiently acquired by running state-of-the-art similarity se-
lection algorithms (and producing no label noise when exact
algorithms are used). (4) Deep models can be accelerated by
modern hardware (e.g., GPUs/TPUs) or software (e.g., Tensor-
flow) that optimizes batch strategies ormatrixmanipulation 2.
We employ a deep learning model to process each regres-
sion дi . By carefully choosing encoders and decoders, we can
meet the requirement in Lemma 2 to guarantee the mono-
tonicity. The details will be given in Section 5. Before that, we
show some options and case studies of feature extraction.
4 CASE STUDIES FOR FEATURE
EXTRACTION
As stated in Section 3.2, for good accuracy, a desirable feature
extraction is that the Hamming distance between the binary
2Despite such possibilities for acceleration, we only use them for training but
not inference (estimation) in our experiments for the sake of fair comparison.
vectors can capture the semantics of the original distance
function. We discuss a few example options.
• Equivalency: Somedistancescanbeequivalentlyexpressed
in aHamming space, e.g.,L1 distance on integer values [27].
• LSH:We used hash functions in the locality sensitive hash-
ing (LSH) family [27], each hashing a record to a bit. x and
y agree on a bit with high probability if f (x ,y) ≤ θ , thus
yielding a small Hamming distance between x and y.
• Bounding: We may derive a necessary condition of the
originaldistanceconstraint; e.g., f (x ,y) ≤ θ =⇒ H (x, y) ≤
τ , whereH (·, ·) denotes the Hamming distance.
For the equivalency method, since the conversion to Ham-
ming distance is lossless, it can be used atop of the other two.
This is useful when the output of the hash function or the
bound is not in a Hamming space. Note that our model is not
limited to these options. Other feature extraction methods,
such as embedding [80], can be also used here.
As for threshold transformation, we have two parameters:
θmax, the maximum threshold we are going to support, and
τmax, a tunable parameter to control the size of ourmodel. Any
thresholdθ ∈ [0,θmax] is monotonicallymapped to an integer
τ ∈ [0,τmax]. In our case studies, we consider using a trans-
formation proportional to the (expected/bounded) Hamming
distance betweenbinary representations.Note thatθmax is not
necessarily mapped to τmax, because for integer-valued dis-
tance functions, the number of available thresholds is smaller
than τmax + 1when θmax < τmax, meaning that only (θmax + 1)
decoders are useful. In this case, θmax is mapped to a value
smaller than τmax. Next we show four case studies of some
common data types and distance functions.
4.1 Hamming Distance
We consider binary vector data and Hamming distance as the
input distance function. The original data are directly fed to
our regression model. Since the function is already Hamming
distance, we use the original threshold θ as τ , if θmax ≤ τmax.
Otherwise, we map θmax to τmax, and other thresholds are
mapped proportionally: τ = ⌊τmax · θ/θmax⌋. Althoughmul-
tiple thresholds may map to the same τ , we can increase the
number of decoders to mitigate the imprecision.
4.2 Edit Distance
The (Levenshtein) edit distance measures the minimum num-
ber of operations, including insertion, deletion, and substitu-
tion of a character, to transform one string to another.
The feature extraction is based on bounding. The basic idea
is to map each character to (2τmax + 1) bits, hence to cover
the effect of insertion and deletion. Let Σ denote the alphabet
of strings, and lmax denote the maximum string length inD.
Each binary vector hasd = ((lmax + 2τmax) · |Σ|) bits. They are
divided into |Σ| groups, each group representing a character
inΣ. For ease of exposition,weassume the subscript of a string
start from 0, and the subscript of each group of the binary
vector start from −τmax. All the bits are initialized as 0. Given
a string x , for each character σ at position i , we set the j-th
bit in the σ -th group to 1, where j iterates through i − τmax to
i +τmax. For example, given a string x = abc, Σ = { a, b, c, d },
lmax = 4, and τmax = 1, the binary vector is 111000, 011100,
001110, 000000 (groups separated by comma).
It can be proved that an edit operation causes at most
(4τmax + 2) different bits. Hence f (x ,y) edit operations yield a
Hamming distance no greater than f (x ,y) · (4τmax + 2). Since
it is proportional to f (x ,y) and thresholds are integers,weuse
the same threshold transformation as for Hamming distance.
4.3 Jaccard Distance
Given two sets x and y, the Jaccard similarity is defined as
|x ∩y |/|x ∪y |. For ease of exposition,we use its distance form:
f (x ,y) = 1 − |x ∩ y |/|x ∪ y |.
We use b-bit minwise hashing [50] (LSH) for feature ex-
traction. Given a record x , π (x) orders the elements of x
by a permutation on the record universe O. We uniformly
choose a set of k permutations { π1, . . . ,πk }. Let bmin(π (x))
denote the last b bits of the smallest element of π (x). We re-
gard bmin(π (x)) as an integer in [0, 2b − 1] and transform
it to a Hamming space. Let set_bit(i, j) produce a one-hot
binary vector such that only the i-th bit is 1 out of j bits.
x is transformed to a d-dimensional (d = 2bk) binary vec-
tor: [set_bit(bmin(π1(x)), 2b ); . . . ; set_bit(bmin(πk (x)), 2b )].
For example: x = { 1, 2, 4 }. O = { 1, 2, 3, 4, 5 }. π1 = 12345,
π2 = 54321, and π3 = 21453. b = 2. We have bmin(π1(x)) = 1,
bmin(π2(x)) = 0, and bmin(π3(x)) = 2. Suppose set_bit
counts from the lowest bit, starting from 0. The binary vector
is 0010, 0001, 0100 (permutations separated by comma).
Given two sets x andy, the probability that bmin(π (x)) =
bmin(π (y)) equals to 1 − f (x ,y) [50]. The expected Ham-
ming distance between x and y is thus f (x ,y) · d . Since it is
proportional to f (x ,y), we use the following threshold trans-
formation: τ = ⌊τmax · θ/θmax⌋.
4.4 Euclidean Distance
We use LSH based on p-stable distribution [22] to handle Eu-
clidean distance on real-valued vectors. The hash function
isha,b (x) = ⌊ ax+br ⌋, where a is a |x |-dimensional vector with
each element independently drawn by a normal distribution
N(0, 1),b is a real number chosen uniformly from [0, r ], and r
is apredefinedconstantvalue.Letv denote themaximumhash
value. We use the aforementioned set_bit function to trans-
formhash values to aHamming space.Givenk hash functions,
x is transformed to ad-dimensional (d = k(v + 1)) binary vec-
tor: [set_bit(ha1,b1 (x),v+1); . . . ; set_bit(hak ,bk (x),v+1)]. For
example: x = [0.1, 0.2, 0.4].v = 4.ha1,b1 (x) = 1.ha2,b2 (x) = 3.
ha3,b3 (x) = 4. Suppose set_bit counts from the lowest bit,
starting from 0. The binary vector is 00010, 01000, 10000
(hash functions separated by comma).
Given two records x andy such that f (x ,y) = θ , the proba-
bility that two hash values match is Pr {ha,b (x) = ha,b (y) } =
ϵ(θ ) = 1 − 2 · norm(−r/θ ) − 2√
2π r/θ (1 − e
−(r 2/2θ 2)), where
norm(·) is the cumulative distribution function of a random
variable with normal distribution N(0, 1) [22]. Hence the
expected Hamming distance between their binary represen-
tations is (1 − ϵ(θ )) · d . The threshold transformation is τ =
⌊τmax · 1−ϵ (θ )1−ϵ (θmax) ⌋.
5 REGRESSION
We present the detailed regression model in this section. Fig-
ure 2 shows the framework of our model. (1) x and τ are input
to the encoder Ψ, which returns τ + 1 embeddings zix . Specifi-
cally, x is embedded to a dense vector space. Each distance i
is also embedded, concatenated to the embedding of x, and
fed to a neural network Φ to produce zix . (2) Each of the τ + 1
decodersдi takes an embedding zix as input and returns the
cardinality of distance i , i ∈ [0,τ ]. (3) The τ + 1 cardinalities
are summed up to get the final cardinality.
5.1 Encoder-DecoderModel
Our solution to the regression is to embed the binary vector x
and distance i to a dense real-valued vector z1x by an encoder
Ψ, and then model дi (x) as a decoder that performs an affine
transformation and applies an ReLU activation function:
дi (x) = ReLU(wTi Ψ(x, i) + bi ) = ReLU(wTi zix + bi ).
wi and bi are parameters of the mapping from the embed-
ding zix to the cardinality estimation of distance i . From the
machine learning perspective, if a representation of input
features is well learned through an encoder, then a linear
model (affine transformation) is capable of making final de-
cisions [13]. ReLU is chosen here because cardinality is non-
negative and matches the range of ReLU. The reason why
we also embed distance i is as follows. Consider only x is em-
bedded. If the cardinalities of two records x1 and x2 are close
for distance values in a range [τ1,τ2] covered by the training
examples, their embeddings are likely to become similar after
training, because the encoder may mistakenly regard x1 and
x2 as similar. This may cause дi (x1) ≈ дi (x2) for i < [τ1,τ2],
i.e., the distance values not covered by the training examples,
even if their actual cardinalities significantly differ.
By Equation 1, the output of the τ decoders are summed up
toobtain the cardinality.дi (x) is deterministic ifweuseadeter-
ministic Ψ(·, ·). Hence the model can satisfy the requirement
in Lemma 2 to guarantee the monotonicity.
5.2 Encoder in Detail
To encode both x and distance i to embedding zix ,Ψ includes a
representation network Γ that maps x to a dense vector space,
a distance embedding layer E, and a shared neural network Φ
that outputs the embedding zix . Next we introduce the details.
5.2.1 Representation Network. Given a binary representa-
tion x generated by feature extraction function h(·, ·), we
design a neural network Γ that maps x to another vector
space: x′ = Γ(x), because the correlations of sparse high-
dimensional binary vectors are difficult to learn. Variational
auto-encoder (VAE) [40] is a generative model to estimate
data distribution by unsupervised learning.We can view auto-
encoders (AEs) as non-linear PCAs to reduce dimensionality
and extract meaningful and robust features, andVAE enforces
continuity in the latent space.VAE improves upon other types
of AEs (such as denoising AEs and sparse AEs) by imposing
some regularization condition on the embeddings. This re-
sults in embeddings that are robust and disentangled, and
hence have been widely used in various models [72]. We use
the latent layer of VAE to produce a dense representation, de-
noted byVAE(x, ϵ). ϵ is a random noise generated by normal
distributionN(0, I). Γ concatenates x and the output of VAE;
i.e., x′ = [x;VAE(x, ϵ)]. The reason for such concatenation
(i.e., not using only the output of VAE as x′) is that the (co-
sine) distance in theVAE(x, ϵ) space captures less semantics
of the original distance than does the Hamming distance be-
tween binary vectors. Due to the noise ϵ , the output of VAE
becomes nondeterministic. Since we need a deterministic
output to guarantee the monotonicity, we choose the follow-
ing option: for training, we still use the nondeterministic
x′ = [x;VAE(x, ϵ)], because this makes our model general-
ize to unseen records and thresholds; for inference (online
estimation), we set x′ = [x; Eϵ∼N(0,I)[VAE(x, ϵ)]], where E[·]
denotes the expected value, so it becomes deterministic [68].
Example 1. Figure 3 shows an example of x and its embed-
ding x′. Suppose x = 0010. TheVAE takes x as input and output
a dense vector, say [0.7, 1.2]. Then they are concatenated to
obtain x′ = [0010, 0.7, 1.2].
5.2.2 Distance Embeddings. In order to embedx and distance
i into the same vector, we design a distance embedding layer
(a matrix) E to embed each distance i . Each column in E rep-
resents a distance embedding; i.e., ei = E[∗, i]. E is initialized
randomly, following standard normal distribution.
5.2.3 Final Embeddings. The distance embedding ei is con-
catenatedwithx′; i.e.,xi = [x′; ei ]. Thenweusea feedforward
neural network (FNN) Φ to generate embeddings zix = Φ(xi ).
Example 2. We follow Example 1. Suppose τ = 2. Then we
have three distance embeddings e0 = [1.1, 0.7], e1 = [1.5, 0.3],
and e2 = [1.8, 0.9]. By concatenating x′ and each ei , x0 =
xΓ
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Figure 3: Example of encoder Ψ.
[0010, 0.7, 1.2, 1.1, 0.7],x1 = [0010, 0.7, 1.2, 1.5, 0.3], andx2 =
[0010, 0.7, 1.2, 1.8, 0.9]. They are sent to neural network Φ,
whose output is z0x = [0.2, 1.1, 0.8], z1x = [0.9, 0.4, 1.1], and
z2x = [0.8, 1.7, 1.4].
6 MODEL TRAINING
6.1 Data Preparation
Consider a query workload Q of records (see Section 9.1.1
for the choice of Q in our experiments). We split data in Q
for training, validation, and testing sets. Then we uniformly
generate a set of thresholds in [0,θmax], denoted by S . For
each record x in the training set, we iterate through all the
thresholds θ in S and compute the cardinality c w.r.t.D using
an exact similarity selection algorithm. Then ⟨x ,θ , c ⟩ is used
as a training example. We uniformly choose thresholds in S
for validation and in [0,θmax] for testing.
6.2 Loss Function &Dynamic Training
The loss function is defined as follows.
L(̂c, c) = Eτ∼P (·)[Lд (̂c, c)] + λLvae (x), (2)
where Lд(·, ·) is the loss of regression model, and Lvae (·)
is the loss of VAE. ĉ and c are two vectors, each dimension
representing the estimated and the real cardinalities of a set
of training examples, respectively. λ is a positive hyperparam-
eter for the importance of VAE. A caveat is that although we
uniformly sample thresholds in [0,θmax] for training data, it
does not necessarilymean the thresholdτ after feature extrac-
tion is uniformly distributed in [0,τmax], e.g., for Euclidean
distance (Section 4.4). To take this factor into account, we ap-
proximate the probability of τ using the empirical probability
of thresholds after running feature extraction on the valida-
tion set; i.e., P(τ ) ≈
∑
⟨x,i,c ⟩∈Tvalid 1hthr (i )=τ
|Tvalid | , where Tvalid is
the validation set, and 1 is the indicator function.
For Lд , instead of usingMSE orMAPE, we resort to the
mean squared logarithmic error (MSLE) for the following
reason: MSLE is an approximation of MAPE [62] and nar-
rows down the large output space to a smaller one, thereby
decreasing the learning difficulty.
Then we propose a training strategy for better accuracy.
Given a set of training examples, let c0, . . ., cτ and ĉ0, . . ., ĉτ
denote the cardinalities and the estimated values for distance
0, . . ., τ in these training examples, respectively. As we have
shown in Figure 1(a), the cardinalities may vary significantly
for different distance values. Someof themmay result inmuch
worse estimations than others and compromise the overall
performance. The training procedure should gradually focus
on training these bad estimations. Thus, we consider the loss
caused by the estimation for distance i , combined withMSLE:
Lд (̂c, c) = MSLE(̂c, c) + λ∆ ·
( τmax∑
i=0
ωi ·MSLE(ĉi .ci )
)
. (3)
Eachωi is a hyperparameter automatically adjusted during
the training procedure. Hence we call it dynamic training. It
controls the loss of each estimation for distance i .
∑τmax
i=0 ωi =
1. λ∆ is a hyperparameters to control the impact of the losses
of all the estimations for i ∈ [0,τmax].
Due to the non-convexity of Lд , it is difficult to find the
correct direction of gradient that reaches the global or a good
local optimum. Nonetheless, we can adjust its direction by
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Figure 4: Φ′ in the accelerated regressionmodel.
considering the loss trend of the estimation for distance i ,
hence to encourage the model to generalize rather than to
overfit the training data. Let ℓi (t) = MSLE(ĉi , ci ) denote the
loss of the estimation for distance i in the t-th iteration of
validation.The loss trend∆ℓi (t) = ℓi (t)−ℓi (t−1) is calculated,
and then after each validation we adjustωi by adding more
gradients to where the loss occurs: (1) If ∆ℓi (t) > 0, ωi =
∆ℓi (t )∑
i∈A ∆ℓi (t ), A={ i |∆ℓi (t )>0,0≤i≤τmax } ; (2) otherwise,ωi = 0.
7 ACCELERATING ESTIMATION
Recall in the regressionmodel, we pair x′ and (τ + 1) distance
embeddings in encoderΨ to produce embedings zix . This leads
to high computation cost for online cardinality estimation
when τ is large. To reduce the cost, we propose an accelerated
model, using a neural network Φ′ to replace Φ and the dis-
tance embedding layer E to output (τmax + 1) zix embeddings
together 3. Φ′ only takes an input x′ and reduces the compu-
tation cost fromO((τ + 1)|Φ|) toO(|Φ′ |), where |Φ| and |Φ′ |
denote the number of parameters in the two neural networks.
Figure 4 shows the framework ofΦ′, an FNNcomprised ofn
hidden layers f1, f2, . . ., fn , each outputting some dimensions
of the embeddings zix . Each zix is partitioned into n regions,
denoted by zix [r0, r1], zix [r1, r2], . . ., zix [rn−1, rn], where 0 =
r0 ≤ r1 ≤ . . . ≤ rn and rn equals to the dimensionality of zix .
Ahidden layer fj outputs the j-th regionof zix , i ∈ [0,τmax]; i.e.,
Zj = [z0x [r j−1, r j ] : z1x [r j−1, r j ] : . . . : zτmaxx [r j−1, r j ]]. Then
we concatenate all the regions: Z = [Z1 : Z2 : . . . : Zn]. Each
row of Z is an embedding: zix = Z[i, ∗].
In addition to fast estimation, the model Φ′ has the follow-
ing advantages: (1) The parameters of each hidden layer fj
are updated from the following layer fj+1 and the final embed-
dingmatrixZ through backpropagation, hence increasing the
ability to learn good embeddings. (2) Since each embedding
is affected by all the hidden layers, the model is more likely to
reach a better local optimum through training. (3) In contrast
to one output layer, all the hidden layers output embeddings,
so gradient vanishing and overfitting can be prevented.
3We output (τmax + 1) embeddings since it is constant for all queries, hence
to favor implementation. Only the first (τ + 1) embedding are used for τ .
We analyze the complexities of our models. Assume an
FNN has hidden layers a1, . . . , an . Given an input x and an
output y, the complexity of an FNN is |FNN(x, y)| = |x| ·
|a1 | +∑n−1i=1 |ai | · |ai+1 | + |an | · |y|. Our model has the follow-
ing components: Φ, Γ,E, and дi . The complexities of Φ and
Γ are |FNN([x′; ei ], zix )| and |FNN(x, x)|, respectively. |E| =
(τmax+1)|ei |. |дi | = (τmax+1)|zix |+τmax+1. Thus, the complex-
ity of our model without acceleration is |FNN([x′; ei ], zix )| +
|FNN(x, x)|+ (τmax+1)|ei |+ (τmax+1)|zix |+τmax+1.With ac-
celeration for FNN (AFNN), the complexity is |AFNN(x′,Z)|+
|FNN(x, x)|+ (τmax+1)|zix |+τmax+1, where |AFNN(x′,Z)| =
|x′ | · |a1 | +∑n−1i=1 |ai | · |ai+1 | + (τmax + 1)|an | · |Z[i, ∗]|.
8 DEALINGWITHUPDATES
When the dataset is updated, the labels of the validation data
are first updated by running a similarity selection algorithm
on the updated dataset. Then we monitor the error (MSLE) in
the validated data by running ourmodel. If the error increases,
we train our model with incremental learning: First, the la-
bels of the training data are updated by running a similarity
selection algorithm on the updated dataset. Then the model
is trained with the updated training data until the validation
error does not change for three consecutive epochs. Note that
(1) the training does not start from scratch but from the cur-
rent model, and it is processed on the entire training data to
prevent catastrophic forgetting [39, 59]; and (2) we always
keep the original queries and only update their labels.
9 EXPERIMENTS
9.1 Experiment Setup
9.1.1 Datasets andQueries. We use eight datasets for four
distance functions: Hamming distance (HM), edit distance
(ED), Jaccard distance (JC), and Euclidean distance (EU). The
datasets and the statistics are shown in Table 2. Boldface indi-
cates default datasets. Process indicates howwe process the
dataset; e.g., HashNet [15] is adopted to convert images in the
ImageNet dataset [66] to hash codes. ℓmax and ℓavд are the
maximum and average lengths or dimensionalities of records,
respectively. We uniformly sample 10% data from datasetD
as the query workload Q. Then we follow the method in Sec-
tion 6.1 to split Q in 80 : 10 : 10 to create training, validation,
and testing instances. Multiple uniform sampling is not con-
sidered here because even if ourmodels are trained on skewed
data sampled with equal chance from each cluster ofD, we
observe only moderate change of accuracy of our models (up
to 48% MSE) when testing over multiple uniform samples
and they still perform significantly better than the other com-
petitors (see Section 9.12 for justification). Thresholds and
labels (cardinalities w.r.t.D) are generated using the method
in Section 6.1.
Table 2: Statistics of datasets.
Dataset Source Process Data Type Domain # Records ℓmax ℓavд Distance θmax
HM-ImageNet [1] HashNet [15] binary vector image 1,431,167 64 64 Hamming 20
HM-PubChem [2] - binary vector biological sequence 1,000,000 881 881 Hamming 30
ED-AMiner [3] - string author name 1,712,433 109 13.02 edit 10
ED-DBLP [4] - string publication title 1,000,000 199 72.49 edit 20
JC-BMS [5] - set product entry 515,597 164 6.54 Jaccard 0.4
JC-DBLPq3 [4] 3-gram set publication title 1,000,000 197 70.49 Jaccard 0.4
EU-Glove300 [6] normalize real-valued vector word embedding 1,917,494 300 300 Euclidean 0.8
EU-Glove50 [6] normalize real-valued vector word embedding 400,000 50 50 Euclidean 0.8
Table 3:MSE, best values highlighted in boldface.
Model HM-ImageNet HM-PubChem ED-AMiner ED-DBLP JC-BMS JC-DBLPq3 EU-Glove300 EU-Glove50
DB-SE 41563 445182 8219583 1681 4725 177 116820 45631
DB-US 27776 66255 159572 1095 6090 427 78552 16249
TL-XGB 12082 882206 4147509 1657 3784 23 821937 557229
TL-LGBM 14132 721609 4830965 2103 4011 49 844301 512984
TL-KDE 279782 112952 3412627 2097 7236 100 102200 169604
DL-DLN 7307 189743 1285010 1664 2892 50 1063687 49389
DL-MoE 7096 95447 265257 1235 1503 23 988918 315437
DL-RMI 6774 42186 93158 928 264 15 45165 6791
DL-DNN 10075 231167 207286 1341 5281 138 1192426 27892
DL-DNNsτ 4236 51026 217193 984 7500 207 1178239 87991
DL-BiLSTM - - 104152 1034 - - - -
DL-BiLSTM-A - - 115111 1061 - - - -
CardNet 2871 12809 52101 446 75 2 6822 3245
CardNet-A 3044 11598 64831 427 64 3 16809 3269
Table 4:MAPE (in percentage), best values highlighted in boldface.
Model HM-ImageNet HM-PubChem ED-AMiner ED-DBLP JC-BMS JC-DBLPq3 EU-Glove300 EU-Glove50
DB-SE 56.14 79.74 80.15 57.23 59.38 10.42 41.91 47.12
DB-US 62.51 141.04 61.98 56.80 63.84 50.52 112.06 98.23
TL-XGB 13.87 152.20 113.68 33.26 34.76 6.70 14.46 33.87
TL-LGBM 14.12 110.22 115.88 30.29 39.01 10.71 17.49 37.54
TL-KDE 85.57 179.39 105.17 60.23 42.01 37.79 52.38 59.84
DL-DLN 20.72 174.69 73.48 39.10 49.67 6.54 21.67 33.95
DL-MoE 11.93 49.47 57.79 31.81 19.73 4.10 11.94 26.82
DL-RMI 12.36 50.57 52.81 32.24 23.89 4.78 5.48 15.03
DL-DNN 14.24 198.36 51.36 34.12 43.44 5.11 7.24 17.57
DL-DNNsτ 13.00 46.43 53.82 30.91 21.25 5.81 9.19 21.95
DL-BiLSTM - - 43.44 40.95 - - - -
DL-BiLSTM-A - - 45.25 41.12 - - - -
CardNet 8.41 35.66 42.26 22.53 11.25 3.18 4.04 11.85
CardNet-A 9.63 36.57 44.78 23.07 13.94 3.05 4.58 12.71
9.1.2 Models. Our models are referred to as CardNet and
CardNet-A. The latter is equipped with the acceleration (Sec-
tion 7).We comparewith the following categories ofmethods:
(1) Databasemethods:DB-SE, a specialized estimator for each
distance function (histogram [63] forHM, inverted index [36]
for ED, semi-lattice [46] for JC, and LSH-based sampling [76]
forEU) andDB-US, which uniformly samples 1% records from
D and estimates cardinality using the sample. We do not con-
sider higher sample ratios because 1% samples are already
very slow (Table 6). (2) Traditional learningmethods: TL-XGB
(XGBoost) [16], TL-LGBM (LightGBM) [38], and TL-KDE [57].
(3) Deep learning methods:DL-DLN [78];DL-MoE [67];DL-
RMI [43]; DL-DNN, a vanilla FNN with four hidden layers;
and DL-DNNsτ , a set of (τmax + 1) independently learned
Table 5:Mean q-error, best values highlighted in boldface.
Model HM-ImageNet HM-PubChem ED-AMiner ED-DBLP JC-BMS JC-DBLPq3 EU-Glove300 EU-Glove50
DB-SE 8.12 841.20 10.32 7.02 8.98 3.03 16.80 9.10
DB-US 141.24 1851.77 137.35 103.20 101.75 77.45 123.22 97.04
TL-XGB 1.35 399.50 4.05 4.11 2.62 1.36 4.09 9.37
TL-LGBM 1.39 387.56 3.98 4.82 2.55 1.40 4.16 8.22
TL-KDE 2.89 402.73 8.07 8.74 5.60 2.45 7.62 5.51
DL-DLN 2.15 321.47 5.14 5.53 5.22 1.80 4.68 4.06
DL-MoE 1.23 313.64 3.18 2.78 2.13 1.40 8.99 2.53
DL-RMI 1.27 733.85 2.25 2.49 2.08 1.43 1.41 9.25
DL-DNN 1.38 305.41 2.83 3.16 3.04 1.59 6.47 3.39
DL-DNNsτ 1.36 403.93 2.87 3.15 3.15 1.54 1.72 2.97
DL-BiLSTM - - 2.09 3.47 - - - -
DL-BiLSTM-A - - 2.04 3.42 - - - -
CardNet 1.06 129.04 1.42 1.26 1.08 1.06 1.07 1.40
CardNet-A 1.09 149.71 1.39 1.29 1.13 1.09 1.08 1.20
deep neural networks, each against a threshold range (com-
puted using the threshold transformation in Section 4). For
ED, we also have a method that replaces Γ in CardNet or
CardNet-A with a character-level bidirectional LSTM [17],
referred to asDL-BiLSTM orDL-BiLSTM-A. Since the above
learning models need vectors (except for TL-KDE which is
fed with original input) as input, we use the same feature
extraction as our models on ED and JC. OnHM and EU, they
are fed with original vectors. As for other deep learning mod-
els [31, 41, 55, 56, 60, 61, 70, 74, 77], when adapted for our
problem, [41] becomes a feature extraction by deep set [79]
plus a regression by DL-DNN, while the others become ex-
actlyDL-DNN.Wewill show that deep set is outperformed by
our feature extraction (Table 7, also observed when applying
to other methods). Hence these models are not repeatedly
compared. Among the compared models, DB-SE, TL-XGB,
TL-LGBM, TL-KDE,DL-DLN, and our models are monotonic.
Among the models involving FNNs, DL-MoE and DL-RMI
are more complex than ours in most cases, depending on the
number of FNNs and other hyperparameter tuning.DL-DNN
is less complex than ours.DL-DNNsτ is more complex.
9.1.3 Hyperparameter Tuning. Weuse 256 hash functions for
Jaccarddistance,256 (onEU-Glove50) and512 (onEU-Glove300)
hash functions for Euclidean distance. The VAE is a fully-
connected neural network, with three hidden layers of 256,
128, and 128 nodes for both encoder and decoder. The activa-
tion function is ELU, in line with [40]. The dimensionality of
the VAE’s output is 40, 128, 128, 128, 64, 64, 64, 32 as per the
order in Table 2. We use a fully-connected neural network
with four hidden layers of 512, 512, 256, and 256nodes for both
Φ andΦ′. The activation function isReLU. The dimensionality
of distance embeddings is 5. The dimensionality of zix is 60.
We set λ in Equation 2 and λ∆ in Equation 3 to both 0.1. The
VAE is trained for 100 epochs. Our models are trained for 800
epochs.
9.1.4 Environments. The experiments were carried out on a
server with a Intel Xeon E5-2640@2.40GHz CPU and 256GB
RAM running Ubuntu 16.04.4 LTS. Non-deep models were
implemented inC++.Deepmodelswere trained inTensorflow,
and then the parameterswere copied toC++ implementations
for a fair comparison of estimation efficiency, in linewith [43].
9.2 Estimation Accuracy
We report the accuracies of various models in Tables 3 and 4,
measured byMSE andMAPE.CardNet andCardNet-A report
similarMSE andMAPE. They achieve the best performance
on almost all the datasets (exceptCardNet-A’sMAPE on ED-
AMiner), showcasing that thecomponents inourmodeldesign
collectively lead to better accuracy. For the four distance func-
tions, theMSE (of the better one of our twomodels) is at least
1.5, 1.8, 4.1, and 2.1 times smaller than the best of the others,
respectively. The MAPE is reduced by at least 23.2%, 2.7%,
25.6%, and 21.2% from the best of the others, respectively.
In general, deep learning methods are more accurate than
database and traditional learning methods. Among the deep
learning methods,DL-DLN’s performance is the worst,DL-
MoE is in the middle, and DL-RMI is the runner-up to our
models. The performance of DL-RMI relies on the models
on upper levels. Although the neural networks on upper lev-
els discretize output space into multiple regions, they tend
to mispredict the cardinalities that are closest to the region
boundaries. DL-DNN does not deliver good accuracy, and
DL-DNNsτ is evenworse than in somecasesdue tooverfitting.
This suggests that simply feeding deep neural networks with
training data yields limited performance gain. DL-BiLSTM
andDL-BiLSTM-A exhibit smallMAPE on ED-AMiner, but
are outperformed byDL-RMI in the other cases, suggesting
they do not learn the semantics of edit distance very well.
Table 6: Average estimation time (milliseconds).
Model HM-ImageNet HM-PubChem ED-AMiner ED-DBLP JC-BMS JC-DBLPq3 EU-Glove300 EU-Glove50
SimSelect 5.12 14.68 6.22 10.51 4.24 5.89 14.60 8.52
DB-SE 6.20 8.50 7.64 10.01 4.67 5.78 8.45 7.34
DB-US 1.17 3.60 1.26 6.08 1.75 1.44 6.23 1.05
TL-XGB 0.41 0.41 0.36 0.41 0.71 0.65 0.69 0.60
TL-LGBM 0.32 0.34 0.31 0.33 0.52 0.48 0.49 0.47
TL-KDE 0.83 0.96 4.73 1.24 0.97 2.35 1.28 1.22
DL-DLN 0.42 0.84 0.83 6.43 0.66 0.57 1.23 0.46
DL-MoE 0.21 0.32 0.35 0.59 0.31 0.36 0.41 0.28
DL-RMI 0.37 0.46 0.41 0.57 0.39 0.45 0.68 0.57
DL-DNN 0.09 0.11 0.15 0.25 0.11 0.14 0.15 0.12
DL-DNNsτ 0.26 0.58 0.26 0.62 0.27 0.34 0.42 0.38
DL-BiLSTM - - 3.11 5.22 - - - -
DL-BiLSTM-A - - 3.46 5.80 - - - -
CardNet 0.36 0.45 0.39 0.69 0.55 0.48 0.67 0.50
CardNet-A 0.13 0.19 0.21 0.29 0.18 0.20 0.24 0.19
Table 7: Performance ofmodel components.
Metric Dataset Feature Extraction Incremental Prediction Variational Auto-encoder Dynamic Training
CardNet CardNet-A CardNet CardNet-A CardNet CardNet-A CardNet CardNet-A
γMSE
HM-ImageNet - - 84% 86% 13% 17% 20% 28%
ED-AMiner 49% 44% 57% 62% 11% 14% 14% 21%
JC-BMS 31% 34% 83% 76% 34% 26% 21% 28%
EU-Glove300 5% 8% 93% 82% 18% 23% 26% 17%
γMAPE
HM-ImageNet - - 47% 46% 14% 16% 15% 16%
ED-AMiner 5% 6% 52% 51% 19% 18% 18% 22%
JC-BMS 26% 16% 51% 60% 40% 29% 22% 34%
EU-Glove300 32% 21% 54% 48% 23% 14% 32% 27%
γmean q-error
HM-ImageNet - - 54% 51% 11% 9% 16% 19%
ED-AMiner 11% 12% 49% 46% 10% 11% 12% 17%
JC-BMS 23% 18% 38% 41% 28% 16% 21% 27%
EU-Glove300 15% 13% 62% 64% 26% 18% 23% 16%
In Figure 5, we evaluate the accuracy with varying thresh-
olds on the four default datasets.We compare with the follow-
ingmodels:DB-US, TL-XGB,DL-DLN,DL-MoE,DL-RMI, the
more accurate ormonotonicmodels out of each category. The
general trend is that the errors increase with the threshold,
meaning that larger thresholds are harder. The exceptions
areMAPE on Hamming distance andMSE on edit distance.
The reason is that the cardinalities of some large thresholds
tend to resemble for different queries, and regression models
are more likely to predict well.
To show more results on accuracy, we report in Table 5
the mean q-error, a symmetric version of MAPE. Given n
similarity selection queries, letci denote the actual cardinality
of the i-th selection and ĉi denote the estimated cardinality.
The mean q-error is defined as
Mean q-error =
1
n
n∑
i=1
max
(ci
ĉi
,
ĉi
ci
)
.
Our models achieve the best performance on all the datasets.
Similar results are observed as we have seen forMAPE. For
the four distance functions, the mean q-error is reduced by at
least 16%, 47%, 30%, and 32% compared to the best of the other
models, respectively.
9.3 Estimation Efficiency
In Table 6, we show the average estimation time. We also
report the time of running a state-of-the-art similarity se-
lection algorithm [34, 64] to process queries to obtain the
cardinality (referred to as SimSelect). The estimation time
of CardNet is close toDL-RMI and faster than the database
methods and TL-KDE. Thanks to the acceleration technique,
CardNet-A becomes the runner-up, and its speed is close to
the fastest modelDL-DNN. CardNet-A is faster than running
the similarity selection algorithms by at least 24 times.
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Figure 5: Accuracy v.s. threshold.
9.4 Evaluation ofModel Components
We evaluate the following components in our models: feature
extraction, incremental prediction, variational auto-encoder
(VAE), and dynamic training strategy. We use the following
radio to measure the improvement by each component:
γξ =
ξ (CardNet{-A}-C) − ξ (CardNet{-A})
ξ (CardNet{-A}-C)
,
where ξ ∈ {MAPE,MSEmean q-error }, CardNet{-A} is our
modelCardNetorCardNet-A, andCardNet{-A}-C isCardNet{-
A}withcomponentCreplacedbyotheroptions; e.g.,CardNet{-A}−VAE
is our model with VAE replaced. A positiveγξ means the com-
ponent has a positive effect in accuracy.
We consider the following replacement options: (1) For
feature extraction, we adopt a character-level bidirectional
LSTM to transfer a string to a dense representation for edit
distance, a deep set model [79] to transfer a set to its represen-
tation for Jaccard distance, anduse the original record as input
for Euclidean distance. Hamming distance is not repeatedly
tested as we use original vectors as input. (2) For incremental
prediction, we compare it with a deep neural network that
takes as input the concatenation of x′ and the embedding of τ
and outputs the cardinality. (3) For VAE, we compare it with
an option that directly concatenates the binary representa-
tion and distance embeddings. (4) For dynamic training, we
compare it with using onlyMSLE as loss, i.e., removing the
second term on the right side of Equation 3. We report theγξ
values on the four default datasets in Table 7. The effects of
the four components in our models are all positive, ranging
from 5% to 93% improvement of MSE , 5% to 60% improve-
ment of MAPE, and 9% to 64% improvement of mean q-error.
The most useful component is incremental prediction, with
38% to 93% performance improvement. This demonstrates
that using incremental prediction on deep neural networks
is significantly better than directly feeding neural networks
with training data, in accord with what we have observed in
Tables 3 and 4.
9.5 Number of Decoders
In Figure 6, we evaluate the accuracy by varying the number
of decoders. In order to show the trend clearly, we use four
datasetswith large lengths or dimensionality, whose statistics
is given in Table 8. As seen from the experimental results, we
discover that using the largest τmax setting does not always
lead to the best performance. E.g., onHM-Youtube, the best
performance is achieved when τmax = 326 (327 decoders).
When there are too few decoders, the feature extraction be-
comes lossy and cannot successfully capture the semantic
information of the original distance functions. As the number
of decoders increases, the feature extraction becomes more
effective to capture the semantics. On the other hand, the
performance drops if we use an excessive number of decoders.
This is because given a query, the cardinality only increases at
a few thresholds (e.g., a threshold of 50 and 51 might produce
the same cardinality). Using too many decoders will involve
too many non-increasing points, posing difficulty in learning
the regression model.
Table 8: Statistics of datasets with high dimensionality.
Dataset Source Process Data Type Attribute # Record ℓmax ℓavд Distance θmax
HM-Youtube Youtube_Faces [7] normalize real-valued vector video 346,194 1770 1770 Euclidean 0.8
HM-GIST2048 GIST [8] Spectral Hashing [73] binary vector image 982,677 2048 2048 Hamming 512
ED-DBLP [4] - string publication title 1,000,000 199 72.49 edit 20
JC-Wikipedia Wikipedia [9] 3-gram string abstract 1,150,842 732 496.06 Jaccard 0.4
Table 9: Model size (MB).
Model HM-ImageNet ED-AMiner JC-BMS EU-Glove300
DB-SE 10.4 31.2 39.4 86.2
DB-US 0.6 0.5 0.6 3.4
TL-XGB 36.4 36.4 48.8 63.2
TL-LGBM 32.6 32.8 45.4 60.4
TL-KDE 4.5 1.5 3.6 18.1
DL-DLN 28.4 75.4 28.6 64.4
DL-MoE 16.8 52.5 35.4 52.5
DL-RMI 57.7 84.8 54.6 66.1
DL-DNN 5.0 14.5 8.7 9.8
DL-DNNsτ 105.4 154.2 183.2 158.4
CardNet 9.6 40.2 16.4 23.8
CardNet-A 16.2 54.5 22.8 35.3
9.6 Model Size
Table 9 shows the storage sizes of the competitors on the four
default datasets.DB-US does not need any storage and thus
shows zero model size. TL-KDE has the smallest model size
among the others, because it only stores the kernel instances
for estimation. For deep learning models, DL-DNN has the
smallest model size. Our model sizes range from 10 to 55 MB,
smaller than the other deep models exceptDL-DNN.
9.7 Evaluation of Training
9.7.1 TrainingTime. Table 10 shows the training timesof var-
ious models on the four default datasets. Traditional learning
models are faster to train. Our models spend 2 – 4 hours, simi-
lar to other deep models.DL-DNNsτ is the slowest since its
has (τmax + 1) independently learned deep neural networks.
9.7.2 Varying the Size of Training Data. In Figure 7, we show
the performance of different models by varying the scale of
training examples from 20% to 100% of the original training
data. We only plotMSE due to the page limitation. All the
models haveworse performancewith fewer training data, but
our models are more robust, showing moderate accuracy loss.
9.8 Evaluation of Updates
We generate a stream of 200 update operations, each with an
insertion or deletion of 5 records.We compare three methods:
IncLearn that utilizes incremental learning onCardNet-A,Re-
train that retrainsCardNet-A for eachoperation, and+Sample
that performs sampling (DB-US) on the updated data and add
the result to that of CardNet-A on the original data. Figure 8
Table 10: Training time (hours).
Model HM-ImageNet ED-AMiner JC-BMS EU-Glove300
TL-XGB 0.8 0.8 1.0 1.2
TL-LGBM 0.6 0.5 0.7 0.6
TL-KDE 0.3 0.3 0.5 0.6
DL-DLN 4.1 4.6 4.5 4.9
DL-MoE 2.7 3.5 3.8 3.8
DL-RMI 3.2 3.7 3.9 4.4
DL-DNN 1.2 1.5 1.7 1.8
DL-DNNsτ 15 12 12 20
CardNet 3.3 3.4 4.1 4.2
CardNet-A 1.7 2.2 2.4 2.6
plots the MSE on HM-ImageNet and EU-Glove300. We ob-
serve that in most cases, IncLearn has similar performance to
Retrain and performs better than +Sample, especially when
there are more updates. Compared to Retrain that spends
several hours to retrain the model (Table 10), IncLearn only
needs 1.2 – 1.5 minutes to perform incremental learning.
9.9 Evaluation of Long-tail Queries
We compare the performance on long-tail queries, i.e., those
having exceptionally large cardinalities (≥ 1000). They are
outliers and a hard case of estimation. We divide queries into
different cardinalitygroupsbyevery thousand. Figure9 shows
theMSE on the four default datasets by varying cardinality
groups. TheMSE increases with cardinality for all the meth-
ods. This is expected since the larger the cardinality is, the
more exceptional is the query (see Figure 1(b)). Our models
outperform the others by 1 to 3 orders of magnitude. More-
over, theMSE growth rates of our models w.r.t. cardinality
are smaller than the others, suggesting that our models are
more robust against long-tail queries.
9.10 Generalizability
To show the generalizability of our models, we evaluate the
performance on the queries that significantly differ from the
records in the dataset and the training data. To prepare such
queries,wefirstperformak-medoidsclusteringon thedataset,
and then randomly generate 10,000 out-of-dataset queries
and pick the top-2,000 ones having the largest sum of squared
distance to the k centroids. To prepare an out-of-dataset
query, we generate a random query q and accept it only if
it is not in the datasetD. Specifically, (1) for binary vectors,
q[i] ∼ uniform{ 0, 1 }; (2) for strings, since AMiner and DBLP
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Figure 6: Accuracy v.s. number of decoders.
both contain author names, we take a random author name
fromthe set (DBLP\AMiner); (3) for sets,wegenerate a length
l ∼ uniform[lmin, lmax], where lmin and lmax are the minimum
and maximum set sizes inD, respectively, and then gener-
ate a random set of length l sampled from the universe of all
the elements inD; (4) for real vectors, q[i] ∼ uniform[−1, 1].
Figure 10 shows theMSE on the four default datasets by vary-
ing cardinality groups. The same trend is witnessed as we
have seen for long-tail queries. Due to the use of VAE and
dynamic training, our models always perform better than
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Figure 8: Evaluation of updates.
the other methods, especially for Jaccard distance. The re-
sults demonstrate that our models generalize well for out-of-
dataset queries.
9.11 Performance in a Query Optimizer
9.11.1 Conjunctive Euclidean DistanceQuery. We consider a
case study of conjunctive queries. Four textual datasets with
multiple attributes are used (statistics shown in Table 11).
Given a dataset, we convert each attribute to a word embed-
ding (768 dimensions) by Sentence-BERT [65]. A query is
a conjunction of Euclidean distance predicates (a.k.a. high-
dimensional range predicates [51]) on normalized word em-
beddings, with thresholds uniformly sampled from [0.2, 0.5];
e.g., “EU(name) ≤ 0.25 AND EU(affiliations) ≤ 0.4 AND
EU(research interests) ≤ 0.45”, where EU()measures the Eu-
clidean distance between the embeddings of a query and a
database record. Such queries can be used for entitymatching
as blocking rules [20, 28].
Table 11: Statistics of datasets for conjunctive query optimizer.
Dataset Source Attributes # Records θmin θmax
AMiner-Publication [3] title, authors, affiliations, venue, abstract 2,092,356 0.2 0.5
AMiner-Author [3] name, affiliations, research interests 1,712,433 0.2 0.5
IMDB-Movie [10] title type, primary title, original title, genres 6,250,486 0.2 0.5
IMDB-Actor [10] primary name, primary profession 9,822,710 0.2 0.5
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Figure 9: Evaluation of long-tail queries.
To process a query, we first find the records that satisfy
one predicate by index lookup (by a cover tree [34]), and then
check other predicates on the fly. We estimate for each predi-
cate and pick the one with the smallest cardinality for index
lookup.We compareCardNet-Awith: (1)DB-US, sampling
ratio tuned for fastest query processing speed; (2) TL-XGB;
(3)DL-RMI; (4)Mean, which returns the same cardinality for
a given threshold; each threshold is quantized to an integer
in [0, 255] using the threshold transformation in Section 4.4,
and then we offline generate 10,000 random queries for each
integer in [0, 255] and take the mean; and (5) Exact, an oracle
that instantly returns the exact cardinality.
Figure 11 reports the processing time of 1,000 queries. The
time is broken down to cardinality estimation (in blue) and
postprocessing (in red, including index lookup and on-the-fly
check). We observe: (1) more accurate cardinality estimation
(as we have seen in Section 9.2) contributes to faster query
processing speed; (2) cardinality estimation spends much
less time than postprocessing; (3) uniform estimation (Mean)
has the slowest overall speed; (4) deep learning performs
better than database and traditional learningmethods in both
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Figure 10: Generalizability.
estimation and overall speeds; (5) except Exact, CardNet-A
is the fastest and most accurate in estimation, and its overall
speed is also the fastest (by 1.7 to 3.3 times faster than the
runner-upDL-RMI) and even close to Exact.
In Figure 12, we show the precision of query planning,
i.e., the percentage of queries on which a method picks the
fastest (excludingestimation time)plan.The result is in accord
with what we have observed in Figure 11. The precision of
CardNet-A ranges from 90% to 96%, second only to Exact. The
gapbetweenCardNet-AandDL-RMI iswithin20%, but results
in the speedup of 1.7 to 3.3 times, showcasing the effect of
correct query planning.We also observe thatExact is not 100%
precise, though very close, indicating that smallest cardinality
does not always yield the best query plan. Future work on
cost estimation may further improve query processing.
9.11.2 Hamming Distance Query. We also consider a case
study of theGPH algorithm [63], which processes Hamming
distance queries over high dimensional vectors through a
query optimizer. To cope with the high dimensionality, the al-
gorithmanswersaqueryq bydividing it intomnon-overlapping
parts and allocating a threshold (with dynamic programming)
Table 12: Statistics of datasets for Hamming distance query optimizer.
Dataset Source Process Domain # Records ℓ θmax
HM-PubChem [2] - biological sequence 1,000,000 881 32
HM-UQVideo [69] multiple feature hashing [69] video embedding 1,000,000 128 12
HM-fastText [11] spectral hashing [73] word embedding 999,999 256 24
HM-EMNIST [18] image binarization image pixel 814,255 784 32
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Figure 11: Conjunctive euclidean distance query –
query processing time.
to each part using the pigeonhole principle. Each part itself is
a Hamming distance selection query that can be answered by
bit enumeration and index lookup. The union of the answers
of them parts are the candidates of q. To allocate thresholds
and hence to achieve small query processing cost, a query
optimizer is used to minimize the sum of estimated cardi-
nalities of them parts. We compareCardNet-Awith the fol-
lowing options: (1) Histogram, the histogram estimator in
[63]; (2)DL-RMI; (3)Mean, an naive estimator that returns
the same cardinality for a given threshold (for each thresh-
old, we offline generate 10,000 random queries and take the
mean); and (4) Exact, an oracle that instantly returns the exact
cardinality. We use four datasets. The statistics is given in
Table 12, where ℓ denotes the dimensionality. The records are
converted to binary vectors as per the process in the table.We
set each part to 32 bits (the last part is smaller if not divisible).
Figure 13 reports the processing time of 1,000 queries by
varying thresholds from 8 to 32 on the four datasets. The time
is broken down to threshold allocation time (in white, which
contains cardinality estimation) and postprocessing time (in
red). The performance of CardNet-A is very close toExact and
faster thanHistogram by 1.6 to 4.9 times speedup.DL-RMI is
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Figure 12: Conjunctive euclidean distance query –
query planning precision.
slightly faster thanHistogram.Mean ismuchslower (typically
one order of magnitude) than other methods, suggesting that
cardinality estimation is important for this application. The
threshold allocation (including cardinality estimation) spends
less time than the subsequent query processing.CardNet-A
also performs better thanHistogram in threshold allocation.
This is because (1)CardNet-A itself is faster in estimation, and
(2) themoreaccuracymakes thedynamicprogramming-based
allocation terminate earlier.
Next we fix the threshold at 50% of themaximum threshold
in Figure 13 and vary the size of the histogram. Figure 14
reports the average query processing time. The positions of
other methods (except Exact) are also marked in the figure.
As expected, the query processing time reduces when using
larger histograms. However, the speed is still 1.6 to 2.6 times
slower thanCardNet-A even if the size of the histogram ex-
ceeds the model size of CardNet-A (see the rightmost point
of Histogram). This result showcases the superiority of our
model compared to the traditional database method in an
application of cardinality estimation of similarity selection.
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Figure13:Hammingdistancequery–queryprocessing
time.
9.12 QueryWorkload Construction
In the above experiments, we uniformly sampled 10% data
from the datasetD as the query workload Q, and then split
Q in 80 : 10 : 10 to create training, validation, and testing
instances. We refer to this setting as single uniform sample.
Table 3 shows theMSEwith models trained and tested with
this setting. To demonstrate the robustness of our method
against the skewness in the underlying data distribution, we
consider constructing the query workload using the same
amount of data as this single uniform sample for training,
validation, and testing, but with a different sampling policy.
Table 14 shows theMSE for models trained on single uni-
form sample but tested on a queryworkload of 5 uniform sam-
ples ofD (referred to asmultiple uniform samples). Table 15
showMSE formodels both trained and tested onmultiple uni-
form samples. In addition, we trained models with a skewed
sample as follows: The dataset is divided into 8 clusters by k-
medoids clustering. To make a training record, we uniformly
picked a cluster and thenuniformly sampled a record from the
cluster. Table 13 shows the number of records in each cluster
of the eight datasets, sorted by decreasing order of size. In
doing so, the training queries become skewed because they
tend to have more records from small clusters than do the
other two sampling policies (i.e., single and multiple uniform
samples). We refer to this setting as single skewed sample. By
testing on multiple uniform samples, theMSE is reported in
Table 16.
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Figure 14: Hamming distance query – varying model
size.
The following observations are made: (1) We first fix the
training data as single uniform sample and compare the errors
tested on single uniform sample and multiple uniform sam-
ples. When changing from single uniform sample to multiple
uniform samples for testing, the errors of our models only
increase slightly (comparing Tables 3 and 14) by typically
5% and at most 30% (except on JC-DBLPq3 where the errors
themselves are too small to produce a meaningful increase
rate); while there are also a few cases where the errors of
our models decrease. This result showcases what if we use
multiple uniform samples for testing but still train models
on single uniform sample. (2) We then fix the testing data as
multiple uniform samples and compare the errors trained on
multiple uniform samples and single skewed sample. When
changing from multiple uniform samples to single skewed
sample for training, the errors of our models moderately in-
crease (comparing Tables 15 and 16) by typically 25% and
at most 48% (except on JC-DBLPq3 where the errors are too
small). This result showcases what if we feed ourmodels with
skewed training examples. (3) Our models always perform
the best and significantly better than the other competitors,
even if the other competitors are trained on multiple uniform
samples (the best option for them) and ourmodels are trained
on single skewed sample (let alone trained on single uniform
sample or multiple uniform samples).
Table 13: Number of records in each cluster.
Dataset 1st 2nd 3rd 4th 5th 6th 7th 8th
HM-ImageNet 327328 270332 208857 178804 153076 145686 84997 62087
HM-PubChem 606200 221100 162381 4499 2854 2221 594 151
ED-AMiner 734947 649389 150212 58257 37185 37021 24395 21027
ED-DBLP 233042 184903 152280 133983 103472 83119 67729 41472
JC-BMS 144402 84148 82537 53733 51495 45655 34109 19518
JC-DBLPq3 214584 172049 167321 140275 118321 92367 61249 33834
EU-Glove300 609124 541728 263667 159231 126857 80496 72069 64322
EU-Glove50 135236 73887 63756 33135 29839 24045 22823 17279
Table 14:MSE, trained on single uniform sample, tested onmultiple uniform samples.
Model HM-ImageNet HM-PubChem ED-AMiner ED-DBLP JC-BMS JC-DBLPq3 EU-Glove300 EU-Glove50
DB-SE 53724 571128 7213016 1403 5242 296 145801 38453
DB-US 26642 60237 183119 1380 6876 467 92315 18214
TL-XGB 14383 733824 4517864 1817 3075 37 977709 442876
TL-LGBM 14655 677789 4073656 2281 3965 44 886986 421522
TL-KDE 226244 140309 2982023 1918 7907 122 132895 162088
DL-DLN 8388 155008 1881958 1435 3443 68 838680 51146
DL-MoE 8912 76023 191609 1289 1706 31 817837 212210
DL-RMI 6432 52953 98003 963 311 17 40762 7286
DL-DNN 12957 183828 236608 1492 5457 155 1234476 33476
DL-DNNsτ 6594 81767 197032 1019 5445 226 1089552 77336
DL-BiLSTM - - 113916 1242 - - - -
DL-BiLSTM-A - - 129497 1176 - - - -
CardNet 3012 14862 41387 452 82 4 7595 2681
CardNet-A 3124 15045 50191 407 76 3 9104 2953
Table 15:MSE, trained and tested onmultiple uniform samples.
Model HM-ImageNet HM-PubChem ED-AMiner ED-DBLP JC-BMS JC-DBLPq3 EU-Glove300 EU-Glove50
DB-SE 53724 571128 7213016 1403 5242 296 145801 38453
DB-US 26642 60237 183119 1380 6876 467 92315 18214
TL-XGB 13511 639350 4109339 1681 2846 37 904746 419826
TL-LGBM 13561 607207 3285641 2391 3782 41 833229 402067
TL-KDE 212532 139838 2644391 2073 7427 115 124841 154607
DL-DLN 7381 120788 1393762 1211 3099 72 727636 45031
DL-MoE 7562 76213 146885 988 1239 26 236053 130989
DL-RMI 5827 54679 85357 849 260 19 25502 6557
DL-DNN 10932 145105 176077 1259 3911 134 811028 28245
DL-DNNsτ 5935 78991 157329 1103 3294 187 762189 45252
DL-BiLSTM - - 97468 1014 - - - -
DL-BiLSTM-A - - 107724 1053 - - - -
CardNet 2511 12540 34920 412 66 3 6836 2235
CardNet-A 2712 11693 44715 401 54 3 8394 2491
10 CONCLUSION
We investigated utilizing deep learning for cardinality esti-
mation of similarity selection. Observing the challenges of
this problem and the advantages of using deep learning, we
designed amethod composed of two components. The feature
extraction component transforms original data and thresh-
old to Hamming space, hence to support any data types and
distance functions. The regression component estimates the
cardinality in the Hamming space based on a deep learning
model. We exploited the incremental property of cardinality
to output monotonic results and devised a set of encoder and
decoders that estimates the cardinality for each distance value.
We developed a training strategy tailored to our model and
proposed optimization techniques to speed up estimation.We
Table 16:MSE. trained on single skewed sample, tested onmultiple uniform samples.
Model HM-ImageNet HM-PubChem ED-AMiner ED-DBLP JC-BMS JC-DBLPq3 EU-Glove300 EU-Glove50
DB-SE 53724 571128 7213016 1403 5242 296 145801 38453
DB-US 26642 60237 183119 1380 6876 467 92315 18214
TL-XGB 16181 812620 5223783 1952 3363 34 969369 532075
TL-LGBM 15487 883693 4710164 2494 4137 41 970140 494212
TL-KDE 234524 213463 3161588 2057 8548 136 153660 137284
DL-DLN 7913 199540 2176014 1614 3766 74 1143515 49357
DL-MoE 9247 97902 174190 1450 1966 43 971544 285368
DL-RMI 7135 72917 123316 982 293 28 44583 8724
DL-DNN 15577 226807 223215 1725 6310 179 1527363 37661
DL-DNNsτ 9995 102433 205503 1245 5136 228 1259795 81607
DL-BiLSTM - - 111715 1128 - - - -
DL-BiLSTM-A - - 125684 1196 - - - -
CardNet 3123 18314 49428 466 81 6 7952 3108
CardNet-A 3547 17256 53811 497 72 9 10324 3322
discussed incremental learning for updates. The experimental
results demonstrated the accuracy, efficiency, and generaliz-
ability of the proposed method as well as the effectiveness of
integrating our method to a query optimizer.
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