Abstract: This paper proposes the design of a linear quadratic regulator (LQR) for a class of nonlinear systems modeled via norm-bounded linear differential inclusions (NLDIs). The system to be controlled is originally described by a nonlinear dynamical model in state-space form. For synthesis purposes, however, this nonlinear system is represented in the form of an NLDI. Using an approach based on the mean-value theorem, this NLDI considers the nonlinear terms in the Taylor series expansion of the nonlinear equations as uncertainties in the model. The main contribution of this paper is the construction of a procedure to design an LQR controller for the NLDI representation of the nonlinear system, in such a way that the properties guaranteed to the NLDI model by the controller will also be valid for the underlying nonlinear system. The control design problem is formulated as an optimization problem in the form of bilinear matrix inequalities (BMIs) and solved via an iterative process known as V-K iterations. A numerical example is presented at the end of this paper to demonstrate the effectiveness of the LQR controller to this class of systems.
INTRODUCTION
The use of linear differential inclusions (LDIs) to represent complex dynamical systems (such as, nonlinear systems and systems with time-varying uncertainties and/or saturation) is a typical practice to simplify the stability analysis and control design for these dynamical systems (Boyd et al., 1994) . In the first place, it is possible to guarantee certain properties to the trajectories of the LDI and, consequently, these properties will also be valid to those trajectories of the nonlinear system that are also trajectories of the LDI. Moreover, a wide variety of control problems have been proposed for different classes of LDIs, most of them in the form of linear matrix inequalities (LMIs) (see e.g. Boyd et al., 1994; Xie, Fu & de Souza, 1992) . This paper adopts the two-step modeling procedure proposed in (Kuiava, Ramos and Pota, 2010) to describe the nonlinear system as an NLDI model. Basically, the first step of the modeling procedure consists of using the mean value theorem to describe the nonlinear system via a linear parametervarying (LPV) system. Hence, this LPV system is particularly represented as a polytopic LDI (PLDI) by considering that its parameters are contained in a polytopic domain of vertices. It is possible to use LMIs to check the quadratic stability of a PLDI, but this requires the solution of one LMI problem for each of the vertices of the polytopic domain. Given that in general the number of vertexes is high (see the numerical examples in Hu & Chen, 2007; Hu, 2007) , a major computational issue may arise, i.e., the search for a simultaneous solution of a large number of LMIs.
So, for some applications the use of descriptions of nonlinear systems via NLDI models may be preferable, once that its quadratic stability conditions involve only two LMI constraints. In this case, the second step of the modeling procedure proposed in (Kuiava, Ramos and Pota, 2010) consists of an extension of a method proposed in (Boyd et al., 1994) that provides an efficient outer approximation (or overbounding) of a PLDI by an NLDI, which means that every trajectory of the former is also a trajectory of the latter. The major benefit of this extension method in comparison to the standard one (Boyd et al., 1994) is to allow us to choose a particular structure for the NLDI parameters in order to reduce the conservatism in the representation of the underlying nonlinear system by the NLDI model.
Once we have an NLDI representing the nonlinear system, this paper proposes to use the linear quadratic regulator (LQR) technique to design a dynamic output feedback (DOF) controller to this NLDI model. Basically, the classic LQR approach (Ogata, 1998; Levine, 1996) deals with the optimization of a cost function or performance index. Hence, the designer can weight which states and which inputs are more important in the control action to seek for appropriate transient and steady-state performances to the closed-loop system.
In this paper, an initial controller was used to calculate the weighting matrices Q and R. Other works (Boualaga et al., 2006 and Jaen et al., 2006 ) make use of simulations to find the appropriate performance indexes or, in some cases, these indexes are arbitrarily chosen. Then, the LQR controller has been formulated in the form of Bilinear Matrix Inequalities (BMIs), and numerically solved by an optimization method based on V-K iterations (see, for example, (de Oliveira et al., 2009) ) instead of being solved by an algebraic Riccatti equation (ARE). This numerical approach has several advantages. While the algebraic solution can only be applied to one plant case, the numerical procedure can take into account multiple plants, i.e., it can cope with uncertain systems at different operation points, which results in robust stability (Boyd et al., 1994) . Aside from the robust stability, the LMI solution of the LQR problem can include other design requirements, as pole placement restrictions (Chilali and Gahinet, 1996) , saturation constraints (Tarbouriech et al., 2007) , or energy-based specifications (Johnson Erkus, 2005) . This approach allows the engineer to combine the properties of LQR control with uncertainty and other practical requirements. The resulting controller is not optimal as in the nominal case, but provides an upper bound (or guaranteed cost) of the performance index (Olalla et al., 2009 ).
The main contribution of this work is to extend (Kuiava, Ramos and Pota, 2010) to the LQR framework and to provide a design procedure of LQR controller for nonlinear systems modeled via NLDIs. The adopted controller is a dynamic output feedback controller, once this type of control is widely used in many practical problems (see the examples in Ramos et al., 2004; de Oliveira et al., 2009; Hossain et al., 2009) . The control problem is formulated in the form of BMIs and solved via an optimization algorithm called in the literature by V-K iteration. Using this algorithm, it is possible to apply LMI solvers to find a solution to the control problem via an iterative process with the advantage that these solvers are widely available and have well-know convergence properties. The application of this V-K iteration algorithm to the proposed LQR problem is another contribution of this paper, and the main advantage of using the approach proposed here is the fact that the LQR properties that are guaranteed for the NLDI closed-loop representation of the system are also valid for the underlying nonlinear closed-loop system. This paper is organized as follows: section 2 deals with the modeling problem. Section 3 presents a basic BMI control theory background, with the formulation needed to solve the LQR problem. Section 4 describes some tests of the proposed procedure and their corresponding results, which demonstrate the effectiveness of this design procedure. Finally, section 5 presents the conclusions of this work.
2. DESCRIBING THE NONLINEAR SYSTEM VIA AN NLDI MODEL Consider a nonlinear system described by the state-space form as 
is a nonlinear function of class 1 C . By using a two-step modeling procedure proposed in (Kuiava, Ramos and Pota, 2010) this nonlinear system can be represented by an NLDI model written in the form of the following linear system: =
which is constituted by all the allowable selections of the matrix
In the NLDI (2), the matrix Α is assumed to be the Jacobian matrix obtained by truncating the Taylor series expansion of (1) at the first-order term. So, all the local properties of (1) are well described by (2). In addition, the system (2) takes the nonlinear behaviors of (1) into account via the time-varying term ( ) FE t G , which amounts to choosing adequately the matrices F and G .
There are some ways to calculate matrices F and G of the NLDI (2). By an analytical analysis of (1), for example, it is possible to choose a matrix F that better describes the distribution of the nonlinear terms of (1) (using the ideas discussed in (Zecevic and Siljak, 2003; Cauët, Rambault and Bachelier, 2001 ) for the class of nonlinear systems with bounded uncertainties).
This paper adopts an approximation method formulated as an LMI optimization problem (Boyd et al, 1994; Kuiava, Ramos and Pota, 2010 ) that calculates matrices F and G in such a way that the obtained NLDI overbounds the following PLDI:
where
are the vertexes of this set.
Basically, the approximation method presented in (Boyd et al, 1994; Kuiava, Ramos and Pota, 2010) calculates matrices F and G of the NLDI (2) in such a way that NLDI
with the size of the set NLDI W as small as possible. Doing so, we guarantee that all trajectories of the PLDI (4) are also trajectories of the NLDI (2).
Hence, the first step of the modeling procedure presented in (Kuiava, Ramos and Pota, 2010) is to describe the nonlinear system (1) as a PLDI in the form of (4) (which allows us to apply the approximation method discussed previously). This is done by using the well-known mean value theorem (Vidyasagar, 1993; Zemouche et al., 2005; Kuiava, Ramos and Pota, 2010) . Paper (Kuiava, Ramos and Pota, 2010) shows that by using the mean-value theorem it is possible to rewrite 
where, si x t Now a description of the nonlinear system (1) is obtained via the following LPV system.
where : , , , 1, ,
calculated with respect to the equilibrium point at the origin.
Observe that the LPV system (8) captures the effects of the nonlinearities of (1) on the system dynamics by the time varying parameters ij ρ . Now, we want to model the second term in the right-hand side of the equality (8) by the term ( ) ( ) FE t Gx t of the NLDI (2), which amounts to choosing adequately matrices F and G . For that, we first specify a PLDI in the form of (4) : ,
So, the vertexes 1 , , L S S K of the set PLDI Ω are the elements of PLDI V .
Once we have calculated the PLDI (4), the second step of the modeling procedure consists in applying the approximation method presented in (Kuiava, Ramos and Pota, 2010) to calculates matrices F and G of the NLDI (2) in such a way that NLDI PLDI ⊇ W W . The following result was taken from (Kuiava, Ramos and Pota, 2010 
where F + denotes the pseudo-inverse of F.
Proof:
The proof of this theorem can be seen in (Kuiava, Ramos and Pota, 2010) .
To solve the set of matrix inequalities (11) in the form of LMIs it is necessary to introduce the new variables
where n n V × ∈ is a symmetric and positive semidefinite matrix (which is guaranteed by the first inequality in (10)) and
is supposed to have full row rank. In this paper, the condition p rank(W) = n is reinforced by imposing a particular, desired structure for W and checked after the solution of the matrix inequalities (10).
Once we have calculated matrices V and W by solving the LMIs (10) (considering the change of variables suggested by (11)), the matrix F can be easily recovered as
On the other hand, applying the Cholesky decomposition to the matrix V , we find a matrix G with q n = rank(V) . In order to obtain NLDI PLDI Ω ⊇ Ω , with the set NLDI Ω as small as possible, it is suggested in (Boyd et al, 1994) to solve the matrix inequalities (10) as an optimization problem by minimizing the trace of matrix V . This alternative was adopted in this paper.
CONTROLLER DESIGN
Suppose that a description of (1) in the form of an NLDI was obtained from the modeling procedure presented in section 2. Including the input and output variables, the resulting representation is given by: . Consider a dynamic output feedback controller described by the following equations: (12) and (13) that the closed-loop system can be written as
FE t G x t Bu t x x y Cx t
( )( ) ( ) ( ) ( ) ( )
C C C C C C C x t A x t B y t u t C x t D y t
Equation (14) can be written in a more compact form ( )
where Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011
Given the closed-loop system (15), the problem of interest is to find a control input ( ) u t , which minimizes the cost function J given by (Stefani et al., 2002) :
J x t Qx t u t Ru t dt
where n n Q × ∈ and p p R × ∈ are symmetric and positive definite and they denote the weighting matrices of the state variable and input, respectively (Stefani et al., 2002) . In the following derivations, we assume that the matrix A % defines a stable system in the form (12).
Substituting equation (15) into equation (17) yields
One approach to finding a controller that minimizes the LQR cost function is based on finding the solution of the following ARE (Stefani et al., 2002) :
By the second method of Liapunov, if A % is a stable matrix, there exist a positive definite matrix P that satisfies equation (19) (Ogata, 1998) .
As said before, solving the LQR problem by ARE approach has the disadvantage that the algebraic solution can only be applied to one plant case. So the problem was formulated in form of linear BMIs (20), with the unknown quantities P, A C , B C , C C and D C , and numerically solved by convex optimization methods. This numerical procedure can take into account multiple plants, i.e., it can cope with uncertain systems at different operation points, which results in robust stability. The resulting controller is not optimal as in the nominal case, but provides an upper bound (or guaranteed cost) of the performance index. (Olalla et al., 2009). 0.
Now, it is possible to partition the symmetric matrices Q and P according to the dimensions of the system and the controller as follows , .
Replacing (16) 
where,
The next lemma will be used to eliminate the uncertainty matrix E presented in the matrix inequality (22). 
Proof: the proof of this result can be found in (Lai et al., 2004) .
By Lemma 1 the inequality (22) 
Using Schur complements (Boyd et al., 1994) , the matrix inequality (27) is equivalent to The performance of the index J can be evaluated as (Ogata, 1998) .
Since all eigenvalues of A % are assumed to have negative real parts, we have ( ) 0
Thus, the performance index J can be obtained in terms of the initial condition ( ) 0 x % and P . Now, calling ( ) 0 0 x x = % % the following optimization problem, which is to find a controller described by equation (13) 
The optimization problem (31) actually defines a BMI, due to the existence of cross-products between the entries of the matrix variables in the terms 1 Y , 2 Y and 4 Y of matrix W . This paper adopts an optimization method that allows us to apply LMI solvers to find a solution to the control problem (33) via an iterative process known as V-K iteration. The advantage of transforming (33) into a linear problem is that the search space becomes convex, in such a way that any available LMI solver can handle it. Based on this consideration, the proposed V-K algorithm search for a solution to (33) by iteratively solving the resulting LMIs when either the matrix P or the controller matrices C A , C B , C C and C D are fixed, in an alternate manner. More details about this algorithm can be found in (de Oliveira et al., 2009 ).
The next section shows a numeric example of LQR control solved via the minimization problem (31) applied to a continuous nonlinear system described by a NLDI.
NUMERICAL EXAMPLE
As an illustration, we applied the proposed method to the following continuous-time nonlinear system (Kuiava, Ramos and Pota, 2010) : 
t x t x t x t x t x t x t x t x t x t x t x t x t x t u t x t x t x t x t u t x t x t y t x t (32)
The Jacobian matrix A was calculated via Taylor series expansion of system (32) 
where : , , , 1, 2,3.
The lower bounds ij h and an upper bounds ij h were specified by analyzing the mathematical expressions (7) . This region may be defined from the operating range of the system or it can be based on estimates of the region of attraction of the system (Kuiava, Ramos and Pota, 2010 Hence, these bounds were used to calculate the matrices F and G throughout the optimization problem suggested to solve the LMIs provided by Proposition 1. For that, the SeDuMi solver (Sturm, 1999) in conjunction with YALMIP (Lofberg, 2004) was adopted. As a result, an NLDI in the form of (14) 
Designing an LQR controller to the study system
In this subsection, our goal is to design an LQR controller to the nonlinear system (32) using a description of it in the form of (12). The SeDuMi solver in conjunction with YALMIP was again used, now to solve the control problem described by (31 
The performance of the controlled system was verified via nonlinear simulations. x t , respectively, with respect to different initial conditions. It can be observed in the following figures that the trajectory of the controlled system approaches the equilibrium faster than the trajectory of the open-loop system. This result is an indicative of the efficiency of the designed controller. 
CONCLUSION
This paper has used a method to calculate the parameters of an NLDI in order to obtain a proper linear description of a nonlinear system for control purposes. In the sequence, a LQR controller was developed to this kind of system and then applied to a numerical example. As can be seen in section 4, the behaviour of the nonlinear system with and without the controller indicates the efficiency of it. As future work, we intend to investigate the extension of this approach to treat multiple different operating conditions of the nonlinear system and apply this method to the design of controllers for electric power systems.
