In this article, the accelerated over-relaxation (AOR) method is generalized for solving the saddle point problem or the augmented system. The successive over-relaxation (SOR)-like method is the special case of the generalized AOR (GAOR) method. The connection between the parameters and the eigenvalues of the iteration matrix of the GAOR method is given. Therefore, a necessary and sufficient condition for the convergence of the GAOR method is derived. Numerical examples are also given to show that the GAOR method is better than the SOR-like method in certain cases.
INTRODUCTION
In this article, the iterative solution for the large sparse two-by-two block linear system of equations
is considered, where matrix A is m-by-m symmetric and positive definite (SPD), matrix B is m-by-n and has full column rank, i.e., rank(B) = n, vectors x, p ∈ R m , vectors y, q ∈ R n , and superscript 'T' stands for the transpose. Under these assumptions, the above linear system (1) has a unique solution. The linear systems (1) are important and arise in many applications, such as fluid dynamics, optimization and constrained or generalized least squares problems [1] [2] [3] [4] .
Since the above problem is large and sparse, the iterative methods for solving Eq. (1) are effective because of storage requirements and preservation of sparsity. The well-known successive over-relaxation (SOR) [5] and accelerated over-relaxation (AOR) [6] methods are simple iterative methods, which are popular in engineering applications. The difficulty for the SOR and AOR methods is the singularity of the block diagonal part of the coefficient matrix of the system (1) . Recently, there have been several proposals [7] [8] [9] [10] for generalizing the SOR method for the above system. These motivated us to consider generalizing the AOR method to the above system. To this end, the following splitting A B
is used. Here Q is a nonsingular matrix. If we let
then the generalized AOR method (GAOR) can be defined by the following
The above GAOR method involves two parameters ω, r and one preconditioning matrix Q. If the parameter r = ω, then the above GAOR method becomes the SOR-like method [7] . It is expected that by the proper choosing of the parameters, the GAOR has a faster convergence rate when compared with the SOR-like method in certain cases. In Section 2, the basic functional equation involved the parameters ω, r , eigenvalues of the GAOR iteration matrix and the matrix −Q −1 B T A −1 B is given, which enable us to discuss the convergence analysis of the GAOR method and derive the convergence domain in Section 3. In Section 4, numerical examples are given to show that the GAOR method is better than the SOR-like method in terms of the spectral radius in certain cases.
BASIC FUNCTIONAL EQUATION AND LEMMAS
If we let M r,ω be the iteration matrix of the GAOR method, then it can be shown that
Firstly, we note that if ω = 0 then
Thus the GAOR method will diverge in this case, no matter what the parameter r is. Therefore, from now on we always assume that the parameter ω is different from zero.
If we let λ be an eigenvalue of M r,ω and u v be the corresponding eigenvector, then we have
or equivalently
LEMMA 1 If λ is an eigenvalue of M r,ω , then λ = 1.
Proof If λ = 1, and the associate eigenvector is u v , then from Eq. (7) and ω = 0 we have Proof First by Eq. (5), if r = 1, then M r,ω has at least m eigenvalues of λ = 1 − ω. Thus, the first conclusion is proved. For the last two conclusions, we assume r = 1. If λ = 1 − ω is an eigenvalue of M r,ω then there exists a nonzero vector u v , which satisfies system (6) with λ = 1 − ω. Therefore, by system (7) and ω = 0 we have
Since B has a full column rank, therefore, the above system is equivalent to v = 0 and Q −1 B T u = 0.
Since B T is an n by m matrix and Rank(B T ) = n, therefore, if m > n, Q −1 B T u = 0 has m − n (>0) independent nonzero solutions; and if m = n, Q −1 B T u = 0 has no nonzero solution. Thus, λ = 1 − ω is not only an eigenvalue of M r,ω , but also an eigenvalue with multiplicity of m − n if m > n, and λ = 1 − ω is not an eigenvalue of M r,ω if m = n, concluding the proof of Lemma 2.
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Note from system (7) that if λ and u v are the eigenvalue and eigenvector of M r,ω and if λ = 1 − ω, then v = 0. Now we can prove the following theorem.
THEOREM 1 Let M r,ω be the iteration matrix of the GAOR method. Then
and ω satisfy the following functional equation: Proof Conclusion 1 comes from Lemma 2. For conclusion 2, we let λ ( =1 − ω) be the eigenvalue M r,ω , and u v be the corresponding eigenvector, then they satisfy system (7).
Since λ = 1 − ω, λ = 1 by Lemma 1, and v = 0 by the note after Lemma 2, therefore ω(r − ω − λr ) = 0. Thus there is an eigenvalue, say for example µ, of −Q −1 B T A −1 B so that λ, µ, and ω satisfy Eq. (9), concluding the proof of conclusion 2.
For the last part of the theorem, we let µ, v ( =0),
Then by the conditions of the theorem, Eq. (10) holds. If we let
then it follows from Eq. (10) that the system (7) holds, which is equivalent to system (6) . Thus, λ is an eigenvalue of M r,ω , since u v is nonzero, resulting in conclusion 3. Thus the theorem is proved.
be the spectral radius of the GAOR iteration matrix M r,ω and m > n, then we have
Note that by the above corollary, the necessary condition for the convergence of the GAOR method when m > n is:
Note also that Theorem 1 establishes the basic relationship between the eigenvalues of the iteration matrices M r,ω , −Q −1 B T A −1 B, and the parameters, which lays the most important foundation for analyzing the convergence of the GAOR method and determining the convergence domain. Before this section is ended, the following lemma is quoted for later use. 
CONVERGENCE ANALYSIS
From now on, we always assume λ and µ are eigenvalues of the iteration matrix of the GAOR method and the matrix −Q −1 B T A −1 B. We also assume that the parameter ω satisfies inequality (11) . Thus, no matter if 1 − ω is an eigenvalue of M r,ω or not, it does not affect the convergence property of the GAOR method. Therefore, the GAOR method converges if and only if for any eigenvalue µ and the parameters ω and r , the solution λ of Eq. (9) is less than unity in modulus. We first rewrite the functional equation (9) as the following:
Then we have the following results. 
where µ max is the maximum eigenvalue of −Q −1 B T 
Thus, we have that the GAOR method converges if and only if condition (14) holds, concluding the proof.
Note that if we let
then in order that there is an r satisfying Eq. (14), r U should be greater than r L , or equivalently,
where
Thus, the convergence domain of the GAOR method is: 0 < ω < ω U and r L < r < r U . Figures 1 and 2 show the convergence domains (the shaded parts) for the µ max = 2 and µ max = 0.6, respectively. Note also that when ω = r , the GAOR method becomes the SOR-like method [7] , thus, from Theorem 2 we have Corollary 2. 
Proof If r = ω in Theorem 2, we have that the SOR-like method converges if and only if
Since ω should be greater than 0, we have that the SOR-like method converges if and only if Note that the inequality on the right-hand side of Eq. (19) holds if
Considering 0 < ω < ω U , the above inequality holds if and only if Eq. (18) holds. Since
therefore the corollary is proved.
Note that the sufficient condition for the convergence of the SOR-like method was given first by Golub et al. [7] .
EXAMPLES AND DISCUSSIONS
In this section, we consider some examples to compare the GAOR method with the SORlike method [7] . The optimum parameter and related optimum spectral radius for the SORlike method are given in Ref. [7] . Further discussions about the convergence analysis and the determination of the optimum parameter are also given in Ref. [11] . In addition, some corrections to Ref. [7] were made in Ref. [11] . Therefore, we use the results on the optimum parameter and related spectral radius for the SOR-like method in Ref. [11] , which only depends on the maximum and minimum eigenvalues of the matrix −Q −1 B T A −1 B. However, for the optimum parameters and the corresponding spectral radius for the GAOR method, the numerical computations are used by searching the convergence domain given in Section 3. It was also found that the optimum parameters for the GAOR method depend on the maximum and All results are listed in Table I . The optimum parameters r b , ω b , and the corresponding spectral radius ρ for the GAOR method were found numerically. We expect that the real optimum spectral radius for the GAOR method is smaller than or equal to ρ listed in Table I in each case. The optimum parameter ω b and the corresponding spectral radius ρ for the SOR-like method were computed according to the theoretical results [11] . It can be seen that from Table I , in each case, that the spectral radius of the GAOR method is smaller than that of the SOR-like method. Therefore, we expect that the GAOR method is better when compared with the SORlike method if we choose the preconditioning matrix Q, so that the eigenvalues of the matrix −Q −1 B T A −1 B are less than or equal to 1.
Example 2
In this example, we consider all the eigenvalues of the matrix −Q −1 B T A −1 B as greater than or equal to one. Once again this can be done by the proper choosing of the preconditioning matrix Q. All the results are listed in Table II . All the symbols have the same meaning as those in Table I . It can be seen from Table II that the two optimum parameters r b , ω b , for the GAOR method are the same and they are equal to the optimum parameter of the SOR-like method. Therefore, they have the same optimum spectral radius in each case. Hence, we expect the GAOR method and the SOR-like method to have the same performance in terms of spectral radius.
Example 3
In this example, we consider that all the eigenvalues of the matrix −Q −1 B T A −1 B are around 1, i.e., some of them greater than 1, but not greater than 2, and some of them less Table III . All the symbols have the same meanings as those in Table I . It can be seen from the table that the two optimum parameters r b , ω b , for the GAOR method are the same and they are equal to the optimum parameter of the SOR-like method, when all eigenvalues of the matrix −Q −1 B T A −1 B are between 0.5 and 2. Therefore, they have the same optimum spectral radius. When the maximum eigenvalue is fixed at 2, and the minimum eigenvalue is less than 0.5, the GAOR method becomes better.
CONCLUSIONS
A GAOR method has been given for solving the augmented system (1). The method involves two parameters and one preconditioning matrix. If the two parameters are equal, the GAOR method becomes the SOR-like method. Therefore, it is expected that the GAOR method is as good as the SOR-like method. The fundamental functional equations between the parameters, eigenvalues of the matrix −Q −1 B T A −1 B and the iteration matrix of the GAOR method has been given, which plays an important role for the convergence analysis and determination of the optimum parameters. The convergence domain and convergence theorem have been derived. Numerical examples show that the GAOR method is indeed preferable to the SORlike method in certain cases. The theoretical determination of the optimum parameters for the GAOR method and comparison with the SOR-like method is underway. Besides, further work is underway for exploring the determination of the preconditioning matrix for both the GAOR and SOR-like methods.
