The brain is noisy. Neurons receive tens of thousands of highly fluctuating inputs and generate spike trains that appear highly irregular. Much of this activity is spontaneous -uncoupled to overt stimuli or motor outputsleading to questions about the functional impact of this noise. Although noise is most often thought of as disrupting patterned activity and interfering with the encoding of stimuli, recent theoretical and experimental work has shown that noise can play a constructive roleleading to increased reliability or regularity of neuronal firing in single neurons and across populations. These results raise fundamental questions about how noise can influence neural function and computation.
Introduction
Compared with their artificial analogues, biological systems are often considered quite unreliable. Each press of the space bar on a keyboard has a >99% chance of transmitting the appropriate signal to the computer. By contrast, a moving of a whisker might have only a 15% chance of generating a spike in a corresponding layer 4 neuron in a mouse's somatosensory cortex [1] . If computers were so unreliable, they would be nearly useless devices. Often this unreliability is attributed to the noisiness of biological systems. That is, the behavior of many biological systems is often considered to be stochastic or probabilistic. Indeed, recordings from neurons in vivo and in vitro have shown that total membrane current can be described as being randomly drawn from a Gaussian distribution (Figure 1 ) and that action potentials can be described as occurring randomly in time according to a Poisson process (see Glossary for a definition) [2] [3] [4] . Discussion of neuronal noise has focused on how neurons can overcome or compensate for this noise, for example by averaging across time or across neurons, and still process and transmit information [4] . Here we take a contrasting view and discuss experimental and theoretical results that emphasize how neurons can behave reliably and synchronously not despite of, but because of, noise.
A simple example Many of the ideas needed for this review can be introduced by considering the simple example of current injection into a neuron during an intracellular recording. If the current is rapidly stepped from zero to a value large enough to fire the cell, the neuron will fire a series of action potentials, namely a spike train. Maintaining this level of current for an extended time will allow the frequency of action potentials to stabilize, resulting in a regular clock-like series of spikes which will last until the current is turned off. Repeating this step-like current injection many times will result in many trains of action potentials with similar rates. By aligning these spike trains to the onset of the current injection, one can measure whether spikes occur at the same time, relative to stimulus onset, across trials. Various measures of trial-to-trial reliability of spiking are used [5, 6] , but all of these attempt to quantify the probability of a spike occurring at the same time in different trains of action potentials, appropriately normalized by the single trial firing rate. When spike trains are evoked by steady-state current injection, the timing of the first few action potentials will be similar from trial to trial. However, the timing of later action potentials in the train will be different on each trial (Figure 2a ) [7, 8] . This variability of spike times across trials is thought to be caused by random trial-to-trial fluctuations in opening of channels, spontaneous synaptic inputs and so forth.
A single spike can be evoked reliably (on every trial) at a particular time during such a spike train by adding a large, transient depolarizing current pulse to the constant cur-
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Glossary
Coherence resonance: a phenomenon in which the regularity (see above) of a process is maximal when the input has a nonzero noise amplitude. Noise: a signal that varies as a function of time, the value of which at any given time is drawn randomly from some distribution. Noise can be described by its spectrum and its amplitude. The spectrum of noise describes how rapidly the value of the signal is changing. If fluctuations occur such that the value of the signal at any time is completely independent of its value at any subsequent (or previous) time, then the noise is said to be white noise. This name is derived from an analogy with white light. White noise contains fluctuations at all possible frequencies (as can be seen from the power spectrum of the noise in Figure 1 ) just as white light consists of wavelengths. If the value of the noise at one time is correlated with its value over a particular interval, the noise is often said to be colored or low pass filtered (Figure 1 ). The amplitude of noise is related to the standard deviation of the distribution from which it is drawn (Figure 1 ). Poisson process: a stochastic process used to model events that occur at a fixed average rate, independent of each other in time. Regularity: the degree to which a process occurs repeatedly at a fixed time interval. The output of a metronome is highly regular; the output of a Geiger counter is highly irregular and is in fact well described by a Poisson process. Reliability: the degree to which a single neuron fires the same number of action potentials, at the same time, in response to repeated delivery of the same input. This input can take many forms, ranging from direct current injection to sensory stimuli. Stochastic resonance: a phenomenon in which the signal-to-noise ratio of a nonlinear system reaches a maximum when the input has a nonzero noise amplitude. Synchrony: analogous to reliability, but similarity of spiking is measured across a population of neurons recorded over the same interval. Corresponding author: Urban, N.N. (nurban@cmu.edu).
