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Abstract
We study an optimal M -partition problem for the Yamabe equation
on the round sphere, in the presence of some particular symmetries. We
show that there is a correspondence between solutions to this problem and
least energy sign-changing symmetric solutions to the Yamabe equation
on the sphere with precisely M nodal domains.
The existence of an optimal partition is established through the study
of the limit profiles of least energy solutions to a weakly coupled compet-
itive elliptic system on the sphere.
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1 Introduction and statement of results
We study an optimal partition problem for the Yamabe equation
(1.1) Lgu := −∆gu+ aNu = |u|2∗−2u on SN ,
on the round N -sphere (SN , g), N ≥ 3, where ∆g := divg∇g is the Laplace-
Beltrami operator, aN :=
N(N−2)
4 , and 2
∗ := 2NN−2 is the critical Sobolev expo-
nent. More precisely, for each pair of integers m,n ≥ 2 with m+n = N + 1 and
every [O(m)×O(n)]-invariant open subset U of SN , we consider the problem
(1.2)

Lgu = |u|2∗−2u in U,
u = 0 on ∂U,
u is [O(m)×O(n)]-invariant,
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and denote by c
(m,n)
U the least energy of a nontrivial solution to (1.2), i.e.,
c
(m,n)
U := inf
{
1
N
∫
U
|u|2∗ : u 6= 0, u solves (1.2)
}
.
Given M ≥ 2, we look for a solution to the optimal M -partition problem
(1.3) inf
{U1,...,UM}∈P(m,n)M
M∑
i=1
c
(m,n)
Ui
,
on SN , where
P
(m,n)
M := {{U1, . . . , UM} : Ui 6= ∅ is [O(m)×O(n)]-invariant and open in SN
and Ui ∩ Uj = ∅ if i 6= j, ∀i, j = 1, . . . ,M}.
A solution to (1.3) is a set {U1, . . . , UM} ∈P(m,n)M such that
M∑
i=1
c
(m,n)
Ui
= inf
{V1,...,VM}∈P(m,n)M
M∑
i=1
c
(m,n)
Vi
.
An outstanding feature of this optimal partition problem is that any solution of
(1.3) is the set of nodal domains of an [O(m) × O(n)]-invariant sign-changing
solution to the Yamabe problem (1.1), which has minimal energy among all
[O(m) × O(n)]-invariant M -nodal solutions to (1.1). This fact is proved in
Theorem 4.1 below.
In order to establish the existence of a solution to the problem (1.3), we
consider the competitive elliptic system
(1.4)
Lgui = |ui|
2∗−2ui +
∑
j 6=i
λijβij |uj |αij |ui|βij−2ui on SN ,
ui is [O(m)×O(n)]-invariant, i, j = 1, . . . ,M,
where λij = λji < 0, αij , βij > 1, αij = βji, and αij + βij = 2
∗.
The existence of a positive least energy fully nontrivial solution to this system
was recently shown in [4]. Fully nontrivial means that every component ui is
nontrivial. Here, we show that this system exhibits phase separation as λij →
−∞ and that this phenomenon gives rise to a solution to (1.3) and to an M -
nodal solution of the Yamabe problem (1.1). The precise statement is given by
the following theorem.
We write Bd and Sd−1 for the open unit ball and the unit sphere in Rd,
respectively. The symbol “∼=” stands for “is [O(m)×O(n)]-diffeomorphic to”.
Theorem 1.1. Let m,n ≥ 2 with m+n = N + 1 and, for each i, j = 1, . . . ,M ,
i 6= j, let (λij,k) be a sequence of negative numbers such that λij,k → −∞ as
k → ∞. Let uk = (uk,1, . . . , uk,M ) be a positive least energy fully nontrivial
[O(m) × O(n)]-invariant solution to the system (1.4) with λij = λij,k. Then,
after passing to a subsequence, we have that
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(a) uk,i → u∞,i strongly in H1g (SN ), u∞,i ≥ 0, u∞,i is continuous on SN and
u∞,i|Ui is a least energy solution to problem (1.2) in Ui := {x ∈ SN :
u∞,i(x) > 0}, for each i = 1, . . . ,M .
(b) {U1, . . . , UM} ∈ P(m,n)M and it solves the optimal M -partition problem
(1.3) on SN .
(c) U1, . . . , UM are smooth and connected, U1 ∪ · · · ∪ UM = SN and, after
relabeling, we have that
• U1 ∼= Sm−1 × Bn, Ui ∼= Sm−1 × Sn−1 × (0, 1) if i = 2, . . . ,M − 1,
and UM ∼= Bm × Sn−1,
• U i ∩ U i+1 ∼= Sm−1 × Sn−1 and U i ∩ U j = ∅ if |j − i| ≥ 2,
• the function
u :=
M∑
i=1
(−1)i−1u∞,i
is an [O(m)×O(n)]-invariant sign-changing solution to the Yamabe
problem (1.1) with precisely M nodal domains and u has least energy
among all such solutions.
As we mentioned before, the existence of a positive least energy fully non-
trivial solution to the system (1.4) was established in [4]. So Theorem 1.1 yields
the following result.
Corollary 1.2. For any pair of integers m,n ≥ 2 with m+n = N + 1 and any
M ≥ 2, the following statements hold true:
(i) There exists a solution to the optimal M -partition problem (1.3) on the
round sphere SN .
(ii) There exists a least energy [O(m)×O(n)]-invariant sign-changing solution
to the Yamabe problem (1.1) with precisely M nodal domains.
For each pair of integers m,n ≥ 2 with m+n = N+1, W.Y. Ding established
the existence of infinitely many [O(m)×O(n)]-invariant sign-changing solutions
to the problem (1.1) in [7].
A significant feature of these symmetries is that the space of [O(m)×O(n)]-
orbits in SN is one-dimensional; see (2.3). This allows us to derive the continuity
of the limit profiles u∞,i of the least energy solutions to the system (1.4) and to
obtain a solution to the optimal M -partition problem (1.3); see Proposition 2.4
and Theorem 4.2. It also allows us to show that (after adding the two exceptional
orbits Sm−1 × {0} and {0} × Sn−1) any solution to the optimal M -partition
problem (1.3) has the properties stated in (c) of Theorem 1.1. In particular, it
is the set of nodal domains of a least energy [O(m)×O(n)]-invariant M -nodal
solution to the Yamabe problem (1.1); see Theorem 4.1.
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We prove in addition that, conversely, the set of nodal domains of a least
energy [O(m)×O(n)]-invariant M -nodal solution to (1.1) solves (1.3); see Corol-
lary 4.4. This characterizes the close relationship between solutions to (1.3) and
least energy [O(m)×O(n)]-invariant M -nodal solutions to (1.1) on SN .
In [9] Ferna´ndez and Petean use the one-dimensionality of the orbit space
to reduce problem (1.1) to an ODE and they show the existence of an [O(m)×
O(n)]-invariant solution with precisely M nodal domains via a double-shooting
method. Our approach is independent of ODE techniques and it readily guar-
antees that the obtained M -nodal solution has least energy among all [O(m)×
O(n)]-invariant sign-changing solutions to the Yamabe problem (1.1) with at
least M nodal domains. We remark that it is not obvious to determine if the
solutions given by Theorem 1.1 and those obtained in [9] are the same or not.
For a subcritical competitive elliptic system of two equations, the relation
between phase separation, optimal 2-partitions and 2-nodal solutions to an el-
liptic equation was first established by Conti, Terracini and Verzini in [5]. The-
orem 1.1 for M = 2 was proved in [3]. The case M = 2 is relatively simple
because, as shown in [1], a 2-nodal solution for the equation can be obtained
by minimization of the energy functional on a suitable constraint. So one needs
only to show that the sum of the limit profiles of the two components of the sys-
tem, with opposite signs, is a minimizer. This immediately yields the continuity
properties required to get an optimal partition; see [3].
For M > 2 the problem is, in general, much harder because there is no
suitable constraint which gives rise to sign-changing solutions with precisely M
nodal domains via minimization. The relation between phase separation and op-
timal M -partitions has been studied, e.g., in [13–15] and some of the references
therein. One main difficulty consists in establishing the uniform Ho¨lder continu-
ity of the solutions to the system (1.4), which is needed to derive some regularity
of the limit profiles. This delicate question has been handled in [12,15]. Another
sensitive issue would be to determine whether these limit profiles can be ordered
in such a way that their sum, with alternating signs, is a sign-changing solution
to a related equation. This is not true in general.
In the situation considered in this paper, the symmetries are of help to treat
both of these questions and to obtain the precise description of the topological
nature of the optimal partition described in statement (c) of Theorem 1.1.
It is worth adding that sign-changing solutions to the Yamabe problem (1.1)
on the round sphere, which are not [O(m)×O(n)]-invariant, have been obtained
in [2, 6, 9].
This paper is organized as follows: Section 2 contains some preliminary
material. In Section 3 we translate the problems on a sphere to problems in a
Euclidean space and, in Section 4, we prove our main results.
2 Preliminaries
Let (SN , g) be the round sphere and p ∈ SN its north pole. The stereographic
projection σ : SN r {p} → RN is a conformal diffeomorphism. The coordinates
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of the standard metric g in the chart given by σ−1 : RN → SN r {p} are
gij = ψ
2∗−2δij , where
ψ(x) :=
(
2
1 + |x|2
)(N−2)/2
, x ∈ RN .
Recall that aN :=
N(N−2)
4 . For u ∈ C∞(SN ), we set v(x) := ψ(x)u(σ−1(x)).
Then,
(2.1) Lgu ◦ σ−1 = (−∆gu+ aNu) ◦ σ−1 = −ψ1−2∗∆v in RN ;
see, e.g., [10, Proposition 6.1.1]. This yields an equivalence between the Yamabe
problem (1.1) on (SN , g) and the problem
(2.2) −∆v = |v|2∗−2v, v ∈ D1,2(RN ),
where, as usual, D1,2(RN ) := {v ∈ L2∗(RN ) : ∇v ∈ L2(RN ,RN )}.
Fix m,n ≥ 2 with m + n = N + 1 and set Γ := O(m) × O(n). A function
u : SN → R is Γ-invariant if
u(γz) = u(z) for every γ ∈ Γ, z ∈ SN .
For each γ ∈ Γ, consider the map γ˜ := σ ◦ γ−1 ◦ σ−1 : RN → RN , which is well
defined except at a single point. This gives a conformal action of Γ on RN . We
say that a function v : RN → R is Γ-invariant if
|det γ˜′(x) |1/2∗v(γ˜x) = v(x) for every γ ∈ Γ, x ∈ RN .
Noting that
|det γ˜′(x)| =
(
ψ(x)
ψ(γ˜(x))
)2∗
,
we conclude that u : SN → R is Γ-invariant iff v := ψ(u ◦ σ−1) : RN → R is
Γ-invariant. See [3, Section 3] for more details.
As usual, let H1g (SN ) be the closure of C∞(SN ) with respect to the norm
‖u‖g :=
(∫
SN (|∇gu|2g + aNu2)dVg
)1/2
, and let H1g (SN )Γ and D1,2(RN )Γ denote
the spaces of Γ-invariant functions in H1g (SN ) and D1,2(RN ) respectively.
Lemma 2.1. If u ∈ C∞(SN ) and v := ψ(u ◦ σ−1), then
‖u‖2g =
∫
SN
(|∇gu|2g + aNu2)dVg =
∫
RN
|∇v|2dx.
Therefore, the mapping I : H1g (SN )Γ → D1,2(RN )Γ, given by I u := ψ(u◦σ−1),
is an isometric isomorphism.
Proof. The volume element on (SN , g) is dVg =
√
det(gij) dx = ψ
2∗dx. So,
multiplying (2.1) by u◦σ−1 and integrating by parts, yields the identity; see [3,
Section 3] for more details.
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A crucial property of the Γ-action is the following one.
Lemma 2.2. The embeddings H1g (SN )Γ ↪→ L2
∗
g (SN ), D1,2(RN )Γ ↪→ L2
∗
(RN )
are compact.
Proof. Since the dimension of every Γ-orbit in SN is at least min{m−1, n−1} ≥
1, by [11, Corollary 1] we have that H1g (SN )Γ ↪→ L2
∗
g (SN ) is compact. The
statement for RN follows from Lemma 2.1.
The Γ-orbit space of SN , i.e., the quotient space obtained by identifying each
Γ-orbit Γz := {γz : γ ∈ Γ} in SN to a single point, may be described as follows.
We write the points in SN as z = (z1, z2) with z1 ∈ Rm, z2 ∈ Rn, and define
q : SN → [0, pi] by
(2.3) q(z1, z2) = arccos(|z1|2 − |z2|2).
This function is a quotient map which identifies each Γ-orbit in SN to a single
point. So the Γ-orbit space of SN is one-dimensional. Note that
q−1(0) ∼= Sm−1, q−1(t) ∼= Sm−1 × Sn−1 if t ∈ (0, pi), q−1(pi) ∼= Sn−1.
We call q the Γ-orbit map of SN .
Next, we describe the norm induced by ‖ · ‖g in C∞[0, pi], via the Γ-orbit
map. Our intention is to take advantage of the one-dimensionality of the Γ-
orbit space to deduce some continuity properties of the functions in H1g (SN )Γ;
see Proposition 2.4.
Let H1h(0, pi) be the closure of C∞[0, pi] with respect to the norm
‖w‖h :=
(∫ pi
0
(
|w′(t)|2 + aN
4
|w|2
)
h(t) dt
) 1
2
,
where
h(t) := 2 |Sm−1| |Sn−1| cosm−1( t
2
) sinn−1(
t
2
).
Lemma 2.3. For every u ∈ C∞(SN )Γ there exists a unique w ∈ C∞[0, pi] such
that u = w ◦ q and
‖u‖2g =
∫
SN
(|∇gu|2g + aNu2)dVg = ‖w‖2h.
Therefore, the mapping J : H1h(0, pi) → H1g (SN )Γ, given by Jw := w ◦ q, is
an isometric isomorphism.
Proof. Let f : SN → [−1, 1] denote the function
f(z1, z2) = |z1|2 − |z2|2.
Then, ∇gf(z1, z2) = 4(|z2|2z1,−|z1|2z2) and
|∇gf(z1, z2)|2 = 16|z1|2|z2|2 = (b ◦ f)(z1, z2),
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where b : [−1, 1]→ R is given by b(t) = 4(1− t2).
Clearly, for every u ∈ C∞(SN )Γ, there exists a unique w ∈ C∞[0, pi] such
that
u = w ◦ q = φ ◦ f, with φ = w ◦ arccos .
As ∇gu = (φ′ ◦ f)∇gf , we get that
|∇gu|2 = |φ′ ◦ f |2(b ◦ f) = (|φ′|2b) ◦ f = θ ◦ f, with θ := |φ′|2b.
A straightforward computation (see [9, Lemma 2.2]) gives∫
SN
|∇gu|2 dVg =
∫
SN
θ ◦ f dVg = 1
4
∫ pi
0
θ(cos(t))h(t) dt.(2.4)
Since φ′(s) = w′(arccos(s))
(
−1√
1−s2
)
, setting s = cos t we get that
θ(cos(t)) = |φ′(cos(t))|2 b(cos(t)) = |w′(t)|2 1
sin2 t
4(1− cos2 t) = 4|w′(t)|2.
Hence, ∫
SN
|∇gu|2 dVg =
∫ pi
0
|w′(t)|2h(t) dt.
Similarly, taking θ := w2 ◦ arccos in the second identity in (2.4), one sees that∫
SN
u2 dVg =
1
4
∫ pi
0
|w(t)|2h(t) dt.
This completes the proof.
The following fact plays an important role in the proof of our main result;
see Theorem 4.2.
Proposition 2.4. Let Z := (Sm−1 × {0}) ∪ ({0} × Sn−1) ⊂ SN . For every
u ∈ H1g (SN )Γ there exists u¯ ∈ C0(SN r Z) such that u = u¯ a.e. in SN .
Proof. For every ε ∈ (0, pi2 ), the norm ‖ · ‖h in H1h(ε, pi − ε) is equivalent to the
standard norm in H1(ε, pi−ε). Hence, H1h(ε, pi−ε) = H1(ε, pi−ε) ⊂ C0(ε, pi−ε)
for every ε ∈ (0, pi2 ). The claim now follows from Lemma 2.3.
Remark 2.5. Observe that there are functions in H1h(0, pi) which are singular at
0 and at pi; for example, w(t) = ln(− ln( t2pi ))+ln(− ln(pi−t2pi )) belongs to H1h(0, pi).
3 The result in Euclidean space
As before, we fix m,n ≥ 2 with m + n = N + 1 and write Γ := O(m) × O(n).
We consider the conformal action of Γ on RN introduced in Section 2. So, a
subset X of RN is Γ-invariant if
γ˜x := (σ ◦ γ−1 ◦ σ−1)(x) ∈ X ∀γ ∈ Γ, ∀x ∈ X.
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Using the identity (2.1) it is readily seen that the competitive system (1.4)
on SN is equivalent to the competitive elliptic system in RN
(3.1)
−∆vi = |vi|
2∗−2vi +
∑
j 6=i
λijβij |vj |αij |vi|βij−2vi,
vi ∈ D1,2(RN )Γ, i, j = 1, . . . ,M.
More precisely, setting vi(x) := ψ(x)ui(σ
−1(x)), we have that (u1, . . . , uM )
solves (1.4) iff (v1, . . . , vM ) solves (3.1).
We write ‖ · ‖ and | · |2∗ for the norms in D1,2(RN ) and L2∗(RN ), i.e.,
‖v‖2 :=
∫
RN
|∇v|2, |v|2∗2∗ :=
∫
RN
|v|2∗ ,
and consider the Hilbert space H := (D1,2(RN )Γ)M with the obvious norm.
The functional J : H → R given by
J (v1, . . . , vM ) := 1
2
M∑
i=1
‖vi‖2 − 1
2∗
M∑
i=1
|vi|2∗2∗ −
1
2
∑
j 6=i
∫
RN
λij |vj |αij |vi|βij ,
is of class C1 and, since λij = λji and βij = αji, we have that
∂iJ (v1, . . . , vM )[v] =
∫
RN
∇vi · ∇v −
∫
RN
|vi|2∗−2viv
−
∑
j 6=i
∫
RN
λijβij |vj |αij |vi|βij−2viv,
for any v ∈ D1,2(RN )Γ, i = 1, . . . ,M . So the critical points of J are the
solutions to the system (3.1); see [4]. The fully nontrivial ones belong to the set
NΓ := {(v1, . . . , vM ) ∈ H : vi 6= 0, ∂iJ (v1, . . . , vM )[vi] = 0, ∀i = 1, . . . ,M}.
Note that
J (v1, . . . , vM ) = 1
N
M∑
i=1
‖vi‖2 if (v1, . . . , vM ) ∈ NΓ.
It is shown in [4, Theorem 1.2] that infNΓ J is attained at some (v1, . . . , vM ) ∈
NΓ with vi ≥ 0.
On the other hand, the optimal M -partition problem (1.3) on SN is equiv-
alent to an optimal M -partition problem in RN . Namely, if Ω is a Γ-invariant
open subset of RN , we denote by D1,20 (Ω)Γ the space of Γ-invariant functions in
D1,20 (Ω), where as usual D
1,2
0 (Ω) is the closure of C∞c (Ω) in D1,2(RN ), and we
consider the energy functional and the Nehari manifold
JΩ(v) :=
1
2
∫
Ω
|∇v|2 − 1
2∗
∫
Ω
|v|2∗ ,
MΓΩ := {v ∈ D1,20 (Ω)Γ : v 6= 0, J ′Ω(v)v = 0},
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associated to the problem
(3.2) −∆v = |v|2∗−2v, v ∈ D1,20 (Ω)Γ.
Then, (1.3) is equivalent to the optimal M -partition problem
(3.3) inf
{Ω1,...,ΩM}∈PΓM
M∑
i=1
cΓΩi , where c
Γ
Ωi := infMΓΩi
JΩi
and
PΓM := {{Ω1, . . . ,ΩM} : Ωi 6= ∅ is Γ-invariant and open in RN ∀i = 1, . . . ,M,
and Ωi ∩ Ωj = ∅ if i 6= j}.
More precisely, setting Ui := σ
−1(Ωi) where σ is the stereographic projection,
we have that {U1, . . . , UM} solves the optimal M -partition problem (1.3) on SN
iff {Ω1, . . . ,ΩM} solves the optimal M -partition problem (3.3) in RN .
Note that, if {Ω1, . . . ,ΩM} ∈ PΓM and vi ∈ MΓΩi then, since vivj = 0 for
i 6= j, we have that (v1, . . . , vM ) ∈ NΓ and J (v1, . . . , vM ) = JΩ1(v1) + · · · +
JΩM (vM ). Therefore, infNΓ J ≤ cΓΩ1 + · · ·+ cΓΩM and, consequently,
(3.4) inf
NΓ
J ≤ inf
{Ω1,...,ΩM}∈PΓM
M∑
i=1
cΓΩi .
Theorem 1.1 can be restated as follows.
Theorem 3.1. For each i, j = 1, . . . ,M , i 6= j, let (λij,k) be a sequence of
negative numbers such that λij,k → −∞ as k →∞, and let vk = (vk,1, . . . , vk,M )
be a positive least energy fully nontrivial Γ-invariant solution to the system (3.1)
with λij = λij,k. Then, after passing to a subsequence, we have that
(a) vk,i → v∞,i strongly in D1,2(RN ), v∞,i ≥ 0, v∞,i is continuous and
v∞,i|Ωi is a least energy solution to the problem (3.2) in Ωi := {x ∈ RN :
v∞,i(x) > 0}, for each i = 1, . . . ,M .
(b) {Ω1, . . . ,ΩM} ∈ PΓM and it solves the optimal M -partition problem (3.3)
in RN .
(c) Ω1, . . . ,ΩM are smooth and connected, Ω1 ∪ · · · ∪ ΩM = RN and, after
reordering, we have that Ω1, . . . ,ΩM−1 are bounded, ΩM is unbounded,
(c1) Ω1 ∼= Sm−1 × Bn, Ωi ∼= Sm−1 × Sn−1 × (0, 1) if i = 2, . . . ,M − 1,
and ΩM ∪ {∞} ∼= Bm × Sn−1,
(c2) Ωi ∩ Ωi+1 ∼= Sm−1 × Sn−1 and Ωi ∩ Ωj = ∅ if |j − i| ≥ 2,
(c3) the function
v :=
M∑
i=1
(−1)i−1v∞,i
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is a Γ-invariant sign-changing solution to the problem (2.2) with pre-
cisely M nodal domains and v has least energy among all such solu-
tions.
We prove this result in the following section.
Figure 1: Transversal cut illustrating the optimal partition {Ω1, . . . ,Ω4} of R3 given
by Theorem 3.1. Ω1 is the interior of the innermost torus, Ω2 and Ω3 are the domains
between two consecutive tori, and Ω4 is the exterior of the outermost torus.
4 The proof of the main result
Theorem 3.1 follows from the next two theorems, which are of independent
interest. Let
q˜ := q ◦ σ−1 : RN → [0, pi],
where σ is the stereographic projection and q is the Γ-orbit map of SN defined
in (2.3). Writing RN = Rm ×Rn−1, it is easy to see that q˜−1(0) = Sm−1 × {0}
and q˜−1(pi) = {0} × Rn−1.
Theorem 4.1. Let {Θ1, . . . ,ΘM} ∈ PΓM be a solution to the optimal M -
partition problem (3.3). Then, the following statements hold true.
(i) There exist a1, . . . , aM−1 ∈ (0, pi) such that
(0, pi)r
M⋃
i=1
q˜ (Θi) = {a1, . . . , aM−1}.
Therefore, after reordering,
Θ1 ∪ (Sm−1 × {0}) = q˜ −1[0, a1),
Θi = q˜
−1(ai−1, ai) if i = 2, . . . ,M − 1,
ΘM ∪ ({0} × Rn−1) = q˜ −1(aM−1, pi].
(ii) Set Ω1 := Θ1 ∪ (Sm−1 × {0}), ΩM := ΘM ∪ ({0} × Rn−1), and Ωi := Θi
otherwise. Then, Ω1, . . . ,ΩM are smooth and connected, they satisfy (c1)
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and (c2) of Theorem 3.1, Ω1, . . . ,ΩM−1 are bounded, ΩM is unbounded,
Ω1 ∪ · · · ∪ ΩM = RN , and {Ω1, . . . ,ΩM} ∈ PΓM is a solution to the optimal
M -partition problem (3.3).
(iii) If wi ∈MΓΩi satisfies wi ≥ 0 and JΩi(wi) = cΓΩi := infMΓΩi JΩi , then
w :=
M∑
i=1
(−1)i−1wi
is a Γ-invariant sign-changing solution to the problem (2.2) with precisely
M nodal domains and w has minimal energy among all such solutions.
Proof. (i) : Note that Lemma 2.2 implies, by a standard argument, that cΓΩ :=
infMΓΩ JΩ is attained for any Γ-invariant smooth open subset Ω of R
N and we
may assume the minimizer is strictly positive in Ω.
Let a, b, c ∈ (0, pi) with a < b < c and set Λ1 := q˜ −1(a, b), Λ2 := q˜ −1(b, c),
Λ = q˜ −1(a, c). Then,
cΓΛ < min{cΓΛ1 , cΓΛ2}.
Therefore, if {Θ1, . . . ,ΘM} ∈ PΓM is a solution to the optimal M -partition
problem (3.3), then (0, pi)r
⋃M
i=1 q˜ (Θ) must consist of precisely M − 1 points.
(ii) : Clearly, Ω1, . . . ,ΩM are smooth and connected, they satisfy (c1) and
(c2) of Theorem 3.1, Ω1, . . . ,ΩM−1 are bounded, ΩM is unbounded, RN =
Ω1 ∪ · · · ∪ ΩM , and {Ω1, . . . ,ΩM} ∈ PΓM . As m+(n−1) = N and m,n ≥ 2, the
codimension of Sm−1×{0} and {0}×Rn−1 in RN is at least 2, so each one of
these sets has capacity 0 in RN ; see [8, Section 4.7]. Hence, D1,20 (Ωi) = D
1,2
0 (Θi)
and cΓΩi = c
Γ
Θi
.
(iii) : For each i = 1, . . . ,M − 1, let Φi be the interior of the set Ωi ∪ Ωi+1.
This is a Γ-invariant smooth domain in RN . Let JΦi and MΓΦi be the energy
functional and the Nehari manifold associated to the problem
(4.1) −∆w = |w|2∗−2w, w ∈ D1,20 (Φi)Γ,
see Section 3. The sign-changing solutions to (4.1) belong to the set
EΓΦi := {w ∈ D1,20 (Φi)Γ : w+ ∈MΓΦi , w− ∈MΓΦi},
where w+ := max{w, 0} and w− := min{w, 0}. Lemma 2.2 implies that JΦi
satisfies the Palais-Smale condition on MΓΦi . So, arguing as in [1], we see that
every minimizer of JΦi on EΓΦi is a solution to (4.1) and that dΓΦi := infEΓΦi JΦi
is attained at some function ŵi ∈ EΓΦi . Setting
Φ+i := {x ∈ Φi : ŵi > 0} and Φ−i := {x ∈ Φi : ŵi < 0},
we have that {Ωj : j 6= i, i+ 1} ∪ {Φ+i ,Φ−i } ∈ PΓM .
Let wi ∈ MΓΩi satisfy wi ≥ 0 and JΩi(wi) = cΓΩi . Then, as Ωi ∩ Ωi+1 = ∅,
we have that
w˜i := (−1)i−1wi + (−1)iwi+1 ∈ EΓΦi .
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We claim that JΦi(w˜i) = d
Γ
Φi
. Otherwise, since cΓ
Φ±i
≤ JΦ±i (ŵ
±),
cΓΩi + c
Γ
Ωi+1 = JΦi(w˜i) > d
Γ
Φi ≥ cΓΦ+i + c
Γ
Φ−i
,
contradicting the fact that {Ω1, . . . ,ΩM} solves the optimal M -partition prob-
lem (3.3). Consequently, JΦi(w˜i) = d
Γ
Φi
. Since w˜i solves (4.1), we have that
w˜i ∈ C2(Φi). Hence, w˜i is a classical solution to (4.1) for every i = 1, . . . ,M−1.
Therefore,
w =
M∑
i=1
(−1)i−1wi
is a classical solution to problem (2.2).
Finally, if v ∈ D1,2(RN )Γ is a least energy solution to (2.2) with M nodal
domains Ω′1, . . . ,Ω
′
M , then, as {Ω1, . . . ,ΩM} solves the optimal M -partition
problem (3.3), we have that
J(v) ≥
M∑
i=1
cΓΩ′i ≥
M∑
i=1
cΓΩi = J(w).
Hence, w has minimal energy.
Theorem 4.2. For each i, j = 1, . . . ,M , i 6= j, let (λij,k) be a sequence of
negative numbers such that λij,k → −∞ as k →∞, and let vk = (vk,1, . . . , vk,M )
be a positive least energy fully nontrivial Γ-invariant solution to the system (3.1)
with λij = λij,k. Then, after passing to a subsequence, we have that
(a) vk,i → v∞,i strongly in D1,2(RN ), v∞,i ≥ 0, v∞,i is continuous in RN
and v∞,i|Ωi is a least energy solution to the problem (3.2) in Ωi := {x ∈
RN : v∞,i(x) > 0}, for each i = 1, . . . ,M .
(b) {Ω1, . . . ,ΩM} ∈ PΓM and it solves the optimal M -partition problem (3.3).
Proof. To highlight the role of λij,k, we write Jk and NΓk for the functional J
and the set NΓ associated to the system (3.1) with λij = λij,k; see Section 3.
By assumption,
cΓk := infNΓk
Jk = Jk(vk) = 1
N
M∑
i=1
‖vk,i‖2.
We define
NΓ0 := {(v1, . . . , vM ) ∈ H : vi 6= 0, ‖vi‖2 = |vi|2
∗
2∗ ,
and vivj = 0 a.e. in RN if i 6= j}.
Then, NΓ0 ⊂ NΓk for all k ∈ N and, consequently,
0 < cΓk ≤ cΓ0 := inf
{
1
N
M∑
i=1
‖vi‖2 : (v1, . . . , vM ) ∈ NΓ0
}
<∞.
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So, after passing to a subsequence, using Lemma 2.2 we get that vk,i ⇀ v∞,i
weakly in D1,20 (RN )Γ, vk,i → v∞,i strongly in L2
∗
(RN ) and vk,i → v∞,i a.e. in
RN , for each i = 1, . . . ,M . Hence, v∞,i ≥ 0. Moreover, as ∂iJk(vk)[vk,i] = 0,
we have that, for each j 6= i,
0 ≤
∫
RN
βij |vk,j |αij |vk,i|βij ≤ |vk,i|
2∗
2∗
−λij,k ≤
C
−λij,k .
Then, Fatou’s lemma yields
0 ≤
∫
RN
|v∞,j |αij |v∞,i|βij ≤ lim inf
k→∞
∫
RN
|vk,j |αij |vk,i|βij = 0.
Hence, v∞,jv∞,i = 0 a.e. in RN . On the other hand, as shown in [4, Proposi-
tion 3.1], using Sobolev’s inequality we see that
0 < d0 ≤ ‖vk,i‖2 ≤ |vk,i|2∗2∗ for all k ∈ N, i = 1, . . . ,M.
So, as vk,i → v∞,i strongly in L2∗(RN ), we conclude that v∞,i 6= 0. And, as
vk,i ⇀ v∞,i weakly in D1,2(RN ), we get that
(4.2) ‖v∞,i‖2 ≤ |v∞,i|2∗2∗ for all i = 1, . . . ,M.
Since v∞,i 6= 0, there is a unique ti ∈ (0,∞) such that ‖tiv∞,i‖2 = |tiv∞,i|2∗2∗ .
Then, (t1v∞,1, . . . , tMv∞,M ) ∈ NΓ0 . The inequality (4.2) implies that ti ∈ (0, 1].
Therefore,
cΓ0 ≤
1
N
M∑
i=1
‖tiv∞,i‖2 ≤ 1
N
M∑
i=1
‖v∞,i‖2
≤ 1
N
lim inf
k→∞
M∑
i=1
‖vk,i‖2 = lim inf
k→∞
cΓk ≤ cΓ0 .
Hence, vk,i → v∞,i strongly in D1,2(RN )Γ, ti = 1, yielding
(4.3) ‖v∞,i‖2 = |v∞,i|2∗2∗ , and
1
N
M∑
i=1
‖v∞,i‖2 = lim
k→∞
cΓk .
Set Y1 := Sm−1×{0}, Y2 := {0}×Rn−1, and Y := Y1 ∪Y2. Proposition 2.4,
together with Lemma 2.1, imply that v∞,i|RNrY is continuous. Consequently,
Θi := {x ∈ RN r Y : v∞,i(x) > 0} is Γ-invariant and open in RN . Since
v∞,i 6= 0 and v∞,iv∞,j = 0 if i 6= j, we have that {Θ1, . . . ,ΘM} ∈ PΓM . As we
have already noticed (see the proof of (ii) of Theorem 4.1), Y has capacity 0 in
RN . Hence, from (4.3) and (3.4) we get that v∞,i|Θi ∈MΓΘi and
M∑
i=1
cΓΘi ≤
1
N
M∑
i=1
‖v∞,i‖2 = lim
k→∞
cΓk ≤ inf
(Φ1,...,ΦM )∈PΓM
M∑
i=1
cΓΦi .
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This shows that {Θ1, . . . ,ΘM} solves the optimal M -partition problem (3.3).
Reordering this partition as indicated in Theorem 4.1, and setting Ω1 := Θ1∪
Y1, ΩM := ΘM ∪Y2 and Ωi := Θi if i 6= 1,M , we have that {Ω1, . . . ,ΩM} ∈ PΓM
and cΓΩi = c
Γ
Θi
. As v∞,i|Ωi ∈ MΓΩi and JΩi(v∞,i|Ωi) = cΓΩi , the function v∞,i|Ωi
solves problem (3.2) in Ωi. Since Ωi is smooth by Theorem 4.1, we have that
v∞,i is continuous in RN and Ωi = {x ∈ RN : v∞,i(x) > 0}. This concludes the
proof.
Proof of Theorem 3.1. This result follows immediately from Theorems 4.1 and
4.2.
The following result rephrases Corollary 1.2.
Corollary 4.3. (i) There exists a solution to the optimal M -partition prob-
lem (3.3) in RN .
(ii) There exists a least energy Γ-invariant sign-changing solution to the prob-
lem (2.2) with precisely M nodal domains.
Proof. The existence of a positive least energy fully nontrivial solution to the
system (3.1) was established in [4]. So these statements follow from Theorem 3.1.
We conclude with the following result which, together with Theorem 4.1,
establishes a close relationship between solutions to the optimal M -partition
problem (3.3) and least energy Γ-invariant sign-changing solutions to the prob-
lem (2.2) with precisely M nodal domains.
Corollary 4.4. If v ∈ D1,2(RN ) is a Γ-invariant sign-changing solution to the
problem (2.2) with precisely M nodal domains and v has minimal energy among
all such solutions, then its nodal domains {Ω1, . . . ,ΩM} satisfy the optimal M -
partition problem (3.3) in RN .
Proof. By Corollary 4.3, there exists a solution {Θ1, . . . ,ΘM} to the optimal
M -partition problem (3.3) and, by Theorem 4.1 there exists a Γ-invariant sign-
changing solution w to (2.2), with precisely M nodal domains, such that
J(w) =
M∑
i=1
cΓΘi .
Now, we argue by contradiction. Let v be a least energy Γ-invariant sign-
changing solution to (2.2) with precisely M nodal domains. If the set of its
nodal domains {Ω1, . . . ,ΩM} were not a solution to the optimal M -partition
problem (3.3), we would have that
J(w) =
M∑
i=1
cΓΘi = inf{Λ1,...,ΛM}∈PΓM
M∑
i=1
cΓΛi <
M∑
i=1
cΓΩi ≤ J(v).
This is a contradiction.
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Remark 4.5. The argument used to prove (i) in Theorem 4.1 shows that the
expression (3.3) is increasing in M . So Corollary 4.4 implies that, if a Γ-
invariant M -nodal solution to (2.2) has minimal energy among all Γ-invariant
M -nodal solutions, it has also minimal energy among all Γ-invariant solutions
with at least M nodal domains.
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