Equirectangular (360 • spherical) panorama is the most widely adopted format to store and broadcast virtual reality (VR) videos. Equirectangular projection provides a new challenge to adapt existing computer vision methods for the novel input type. In this work, we introduce a new dataset which consists of high quality equirectangular videos captured using a high-end VR camera (Nokia OZO). We also provide the original wide angle (8× 195 • ) videos and densely annotated bounding boxes for evaluating object detectors and trackers.
INTRODUCTION
Virtual Reality(VR) and 360 • video have recently created a big disruption in multiple industries. Thanks to its ability to create immersive experiences, 360 • VR has shown a big potential in areas such as education, entertainment and communication. Despite of VR and 360 • videos being around for some time, their widespread usage is a rather new phenomenon. Hence, suitable content for research purposes is still largely missing as capturing devices have been commercially available only for a short duration.
A fundamental problem of computer vision is visual object tracking. This paper's scope covers model-free, single object tracking where the object's coordinates are fed into the system as a bounding box at the beginning of the sequence and the algorithm tries to track the object in the consecutive frames automatically. Due to its importance in various real-life applications such as autonomous driving systems, surveillance systems, medical imaging, robotics, human-computer interfaces, there is continuous interest on this topic (Wu et al., ; Held et al., 2016; Kalal et al., 2011; Hare et al., 2016; Kristan et al., 2016b) .
In order to evaluate the performance of tracking algorithms systematically, many valuable benchmarks have been proposed in the literature. Among these, PETS (Ferryman and Ellis, 2010) , OTB50 (Wu et al., ) , ALOV300+ (Smeulders et al., 2014) , VOT2014 (Kristan et al., 2014) , VOT2015 (Kristan et al., 2015) and VOT2016 (Kristan et al., 2016a) are the few prominent and recent ones. However, they all focus on videos recorded with regular monoscopic cameras which have distinctly different characteristics as compared to equirectangular panorama 360 • videos. Therefore, we believe that creating an annotated dataset designed with this purpose in mind is necessary and it was our main motivation in this work.
Contributions -We make the following novel contributions:
• We introduce a novel 360 • visual object tracking benchmark dataset that will be made publicly available with its fisheye source videos, calibration data and ground truth for equirectangular panorama videos.
• We evaluate a set of state-of-the-art trackers on this novel dataset.
• We provide a detailed analysis of the common failure cases that reveals potential ways to improve the trackers for object tracking in equirectangular panorama videos.
Figure 1: Equirectangular panorama projection creates large appearance changes (scale, geometric distortion and 3D view point) even for objects moving along a straight line trajectory. This will provide a novel challenge for existing trackers as shown in our experiments. In the above example the VOT2015 winner tracker misses the track of a bus steadily driving along the nearby street due to a dramatic appearance change.
are available for customers. Immersive experience requires ultra high resolution 360 • videos which can be captured with high-end multi-camera devices such as Nokia OZO. Proper viewing requires transmission of 360 • spherical frames and the equirectangular panorama has become the de facto standard. Equirectangular panorama is a well-known projection to map a 3D sphere (e.g., the world) to a 2D plane (equidistant cylindrical projection, e.g., a world map). Equirectangular panorama raises several technical challenges which have been recently investigated such as distorting projections (Carroll et al., 2009 ) and video encoding (Corbillon et al., 2017) . Hitherto there have been only a few attempts in vision community to process 360 • content. Xiao et al. (Xiao et al., ) introduced a method for scene recognition from a panoramic view. They also introduced a new database of 360 • panoramic images from 26 place categories on which they proposed an algorithm for classifying the place that the picture is taken from (e.g. a theater) and what direction the observer looks towards. However, they only studied still images. There are also recent attempts to convert 360 • video to traditional 2D displays (Su et al., 2016; Su and Grauman, 2017) . To the authors' best knowledge our work is the first to study visual object tracking in equirectangular panorama projection of spherical video. In their recent work, Cehovin et al. proposed a 360 • video dataset to investigate the effects of apparent motion on visual tracking algorithms (Cehovin et al., 2016) , but they use 360 • video only to generate apparent motion patterns and the tracking itself is performed on traditional views generated by a suitable viewport projection. In our dataset, we also provide the original and unprocessed OZO fisheye source videos with the calibration data to facilitate future work where different projection schemes can be investigated for 360 • video tracking. Our dataset is also larger than theirs (24k vs. 17k annotated frames, respectively).
Visual Object Tracking -Our problem is single object causal tracking without object re-identification (re-identification can however be investigated with our dataset as many objects frequently disappear and reappear in the scenes). In our experiments, trackers are initialized using the ground truth axis-aligned bounding boxes and trackers do not use prior knowledge about the targets. Such single camera, single object visual object tracking has a long history due to its importance in many vision problems. The field is expanding with growing number of sophisticated methods (Nam and Han, ; Danelljan et al., 2016) whereas some simpler methods might also work surprisingly well in a generic setting (Henriques et al., 2014) . Trackers can be classified under two main fa-milies which are generative and discriminative approaches. Generative approaches create an appearance model of an object in the first frame and then try to find the best match in the next frames with a similarity metric. On the other hand, discriminative approaches, also known as tracking-by-detection, decide whether the object exists in a given patch in the next frame or not. Regardless of the family they belong, the fundamental idea underlying the visual object tracking is very similar in all and can be examined in five steps (Smeulders et al., 2014) : 1) Target Region Representation -A target region can be a bounding box, contours or multiple patches for deformable models but the clear trend is towards utilizing bounding boxes (Kristan et al., 2015; Kristan et al., 2016a) ; 2) Appearance Representation -A set of visual features that represent the appearance of an image window varying from grayscale intensity values (Hare et al., 2016) to CNN features (Danelljan et al., 2016) ; 3) Motion Representation -defines the mechanism for a candidate search region in the next frame and motion models which are centered at previous location are popular (Hare et al., 2016; Nam and Han, ) ; 4) Method -It is the heart of the tracking algorithm and defines how it actually tracks the objects over the frames. Although searching without any prior spatial assumptions has its own strengths, it relies on appearance model heavily which tends to be erroneous due to the appearance changes during the video. Therefore, a particle filter is preferred in the presence of high computation power. 5) Model Updating -Since the appearance of an object might change frequently in a sequence (view point changes), many modern trackers store last seen appearances to obtain a more comprehensive appearance database (Nam and Han, ; Danelljan et al., 2016; Kalal et al., 2011) .
EQUIRECTANGULAR PANORAMA VIDEO DATASET
There is an increasing amount of spherical panorama videos in YouTube, but most of them are short and poor quality. Our motivation is to study vision methods for professional quality 360 • videos which are the main format to be used in future commercial television broadcasts and films. Our device of choice was Nokia OZO VR camera which is a high-end product aimed for professionals. We captured long videos from various academic events (lectures and scientific presentations, academic year opening ceremony and a department's Christmas party) and one video from the local train station. OZO records eight separate videos using synchronized fisheye lenses with 2K × 2K sensors and 195 • angle of view wide angle lenses (Figure 2). We provide both the wide angle videos along with their factory calibration parameters and also generated equirectangular panorama videos made with a publicly available software for OZO (OZO Creator) that uses the same calibration parameters. For evaluating model-free visual trackers, we manually selected suitable sequences from videos and annotated various class instances for each sequence (see Table 1 for details). The Christmas party sequences contain more than 50 people, poor night time illumination, a lot of occlusions and many object distortions due to equirectangular projection and therefore is a challenging dataset for people tracking. 13 people were annotated and one food cart in a separate sequence. The Lecture video contains mainly the lecturer as a moving object, but provides a challenge for long-time tracking evaluation. The lecturer is frequently moving and being close to camera yields fast and severe scale changes and distortions. Due to the front spot lights the illumination is considerably poor towards the panorama image edges and that with partial occlusions may confuse trackers. Train Station video was captured outside on a sunny day. It was recorded in the front of a train station to include many vehicles and pedestrians passing by. There are occlusions due to other vehicles and pedestrians and for cars passing through the nearby street there is significant view point and scale changes.
The manual annotations to provide the ground truth for the evaluated trackers was made by using the publicly available Vatic software. The software provides easy and fast to use GUI to annotate bounding boxes with objects' apparent occlusion and visibility properties. All annotations were made manually and object was marked "occluded" if more than 50% was missing and "not visible" if it was not possible to see the object.
TRACKER EVALUATION
In this section we report the results from quantitative and qualitative evaluation of four state-of-the-art and one baseline tracker with the equirectangular 360 • video dataset introduced in Section 3. The overall workflow corresponds to the popular supervised evaluation mode protocol used in the annual VOT competitions (Kristan et al., 2016b) .
Trackers
We selected the top performers of the recent Visual Object Tracking (VOT) Challenges: MDNet is the winning submission in VOT2015 and C-COT on pair with the winning submission (TCNN (Nam and Han, )) in VOT2016. These both use features extracted by convolutional neural networks (CNNs). MDNet and C-COT are below the real-time performance and therefore we included also the recent CNN-based tracker by Held et al. (Held et al., 2016) who provide super real-time (100fps) implementation. For all CNNbased trackers we used the implementations by the original authors and with their default parameters. As a baseline tracker we selected the OpenCV implementation of the original TLD tracker which is still popular among developers. As a more up-to-date algorithm, STRUCK tracker by Hare et al. (Hare et al., 2016) was also included (authors' public implementation with default parameter values). Properties of the selected trackers are summarized in Table 2 and below we briefly describe each tracker.
C-COT -C-COT achieved on pair performance to the winning method of the VOT2016 competition (Kristan et al., 2016a) . Following the recent developments in the field, it uses MatConvNet (Vedaldi and Lenc, 2015) to extract features from patch locations. These features are then interpolated into continuous domain to achieve per pixel accuracy. The interpolated features are used to learn a linear convolution operator which maps a given patch x to a confidence score s which is then utilized for finding the image patch with maximum score.
MDNet -The winner of the VOT2015 competition. The method adopts pre-training of a Convolutional Neural Network (CNN) with multiple videos to learn sequence agnostic features that are common for all videos. This is achieved by having two types of layers in the training network; shared and domainspecific. On each training iteration, only one sequence and its specific fully-connected layer is enabled while shared-layers are kept the same. At the end of the training process, the domain-specific layers are swapped with a single fully-connected layer that is used in testing sequences.
GOTURN -
The method relies completely on training data which are obtained from the ALOV300++ (Smeulders et al., 2014) and ImageNet (Russakovsky et al., 2015) datasets. During the training stage, they randomly pick pairs of successive frames and feed the ground truth bounding boxes and their augmented versions into the convolutional layers which are later used as the inputs of fully-connected layers. The method is extremely efficient running 100 FPS since it does not do need any online learning.
TLD -The original method adopting the three stage structure -tracking-learning-detection -that fuses the stages to correct possible errors. The tracking part tracks the given object frame-by-frame while the detector part independently searches each frame with an appearance model learned in the previous frames. Method uses two experts called P-Expert and NExpert; P-Expert learns false negatives by assuming an object is supposed to follow a smooth trajectory. By utilizing this information, the tracker makes an estimation of the spatial location of the object in the next frame. If the detector part claims that there is no object in that location, it adds a positive sample into its training set. On the other hand, N-Expert learns false positives by using the fact that the object can be at only one location. Using outputs of the detector, the detectors choose the ones which do not overlap with the most confident result and add these patches to a training set.
STRUCK -A more recent implementation of the tracking-by-detection principle by adopting Structured Support Vector Machines (SSVMs) to learn how to predict object's position in the next frame instead of making a binary prediction at each candidate location. The method exploits three different types of lowlevel features to achieve better accuracy. First, pixel 
Performance Measures and Settings
According to the common practice in the tracking community, we adopted the weakly-correlated metrics: accuracy ρ A and robustness ρ R from (Kristan et al., 2016b) . Tracker accuracy measures performance through its ability to cover ground truth bounding boxes over time and it is defined as intersectionover-union per frame t basis
where A T t is the tracker T provided bounding box and A G t the ground truth. Robustness value is the number of failures in a given sequence.
Each tracker is run five times (i = 1, . . . , N rep where N rep = 5) and during the analysis, a burn-in region of 10 frames as suggested in (Kristan et al., 2016b) is used. This means that the tracking results of 10 frames after re-initialization are not included in the calculations since these tend to be biased until a certain number of frames pass. An overall result for the i:th run is calculated as
where N valid is the number of frames in which at least 50% of the object area is visible and the frame is outside of burn-in region. The average of multiple runs is equal to an average accuracy over all valid frames and repetations. Average robustness is calculated as the average of the number of failures F over N rep independent runs
Trackers are initialized with a ground truth bounding box in the first frame of each sequence and after each frame compared against the manually annotated ground truth. Whenever a tracking failure occurs (φ t = 0), the tracker is re-initialized on the fifth frame after the failure as recommended in (Kristan et al., 2016b) to avoid counting the same source of failure multiple times.
All trackers were executed using the default parameters and run on a Linux machine with Core i7-6700K CPU, NVIDIA GeForce GTX980Ti GPU and 16GB RAM. For computational reasons we downsampled each panorama frame to W × H = 2048 × 1024 and increased the Party video brightness by 100%.
Results
The evaluation results for all annotated objects in four different videos are shown in Table 3 which also includes the computation times. Weighted average per video is calculated by using the number of valid frames per video as the weigthing factor. As expected the baseline method TLD is clearly the weakest, but the more recent implementation of the same computing principle, STRUCK, performs very well as compared to the recent methods using CNN features and its C++ implementation is almost real-time. Interestingly, the VOT2015 winner MDNet outperforms the VOT2016 top performer by a clear margin. This result can be explained by MDNet's good performance on tracking people in our dataset. It is our belief that due to many slowly moving objects in their training set, their features perform better on people. GOTURN can provide fast computation (6× real-time) with the price of weaker accuracy, but still rather low failure rate (2nd best). Selection between MDNet/C-COT and GOTURN can be made based on computational limits.
Analysis of Tracking Failures
We analysed the root causes of the tracking failures with our dataset. For analysis we used the following methodology: for each tracking failure of the top three performing trackers (C-COT, MDNet and STRUCK), we created a mini sequence which starts 90 frames before the actual failure frame and observed the tracking results visually to understand underlying reasons of the failures. Although 90 frames might strike as too many, we believe that it is necessary since failure of a tracker is a process which starts much earlier than the actual failure. We tried to identify the main failure classes, but this can still be ambiguous since multiple causes can take place simultaneously. However, we were able to define the following four main classes: Noisy Initialization covers the cases where initialization of a tracker is imperfect, e.g., partial occlusion; Occlusion means cases where partial occlusion during tracking causes drifting and finally a failure; Appearance Change covers severe changes in object's appearance which might have been due to rapid illumination change, object's self-occlusion (e.g. waving hands in front of a person), or, in particular, a large view point change which often occur in spherical video; The final category is Other which covers the rest. Examples from each category can be seen in Figure 3 and the distributions of the failure cases for the top three trackers are given in Figure 4 . It can be observed in Figure 4 that appearance changes present the biggest tracking challenge for all top three trackers with our dataset. This can be explained by the fact that equirectangular panorama covers wide angle where appearance of an object can greatly change depending on the location of the object in the panorama. Reasons can be illumination changes in different parts of the panoramic scene, large scale changes due to equirectangular projection and, in particular, scale changes combined with 3D view point changes (see the passing bus example in Figure 3 ).
The bus example further confirms that the C-COT tracker is trying to find similar appearances seen earlier, e.g., the windscreen of the bus. Instead of trying to increase the scale and learn a new appearance mode, it clings on the most similar appearance to the previously seen appearances as a result of considering the tracked object as an image patch rather than an object. This is understandable as in the videos capture with normal lenses such drastic changes rarely occur. These findings indicate that the existing trackers can be too biased on finding the most similar appearance patch in the next frame and cannot cope with rapid view point changes due to 360 • spherical projection. The online learning stage could be improved by incorporating information about the current spatial location to the learning process.
CONCLUSION
We introduced a new, publicly available, high quality 360 • dataset for benchmarking visual object tracking and detection methods. Our dataset consists of four videos with densely annotated bounding box coordinates for multiple objects in each video. We provide both the original fisheye videos from eight OZO base cameras and their geometric calibration data, and stitched equirectangular (spherical) panorama videos. To demonstrate the use of our data, we experimentally evaluated several state-of-the-art methods for visual object tracking and analysed the causes of tracking failures. Despite C-COT was state-of-the-art, our experiments showed that MDNet outperformed it with large margins in especially human based categories. As the most interesting experimental finding, large apperance changes (scale and 3D view point) are the most dominant source for tracking failures. These appearance changes are predominant for equirectangular panorama projection where appearance varies for even a same view point depending on the 3D spatial location of an object and a view point can drastically change even for straight line trajectories. We believe that better trackers for 360 • video can be implemented by adapting them for these special characteristics of 360 • video and in our future work we will study re-projections and view point based model updates to improve the existing trackers.
