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Abstract
We consider a higher-order Milstein scheme for stochastic partial differential equations with
trace class noise which fulfill a certain commutativity condition. A novel technique to generally
improve the order of convergence of Taylor schemes for stochastic partial differential equations is
introduced. The key tool is an efficient approximation of the Milstein term by particularly tailored
nested derivative-free terms. For the resulting derivative-free Milstein scheme the computational
cost is, in general, considerably reduced by some power. Further, a rigorous computational cost
model is considered and the so called effective order of convergence is introduced which allows
to directly compare various numerical schemes in terms of their efficiency. As the main result,
we prove for a broad class of stochastic partial differential equations, including equations with
operators that do not need to be pointwise multiplicative, that the effective order of convergence
of the proposed derivative-free Milstein scheme is significantly higher than for the original Milstein
scheme. In this case, the derivative-free Milstein scheme outperforms the Euler scheme as well as
the original Milstein scheme due to the reduction of the computational cost. Finally, we present
some numerical examples that confirm the theoretical results.
1 Introduction
Stochastic partial differential equations (SPDEs) are a powerful tool in modeling various phenomena
from biology to finance. Since analytical solutions to these equations are, in general, not computable,
there is a high demand for numerical schemes to approximate these processes.
In this work, we are concerned with semilinear parabolic SPDEs with commutative noise on a proba-
bility space (Ω,F ,P) and on the time interval [0, T ] for some T ∈ (0,∞) with some filtration (Ft)t∈[0,T ]
fulfilling the usual conditions. These SPDEs are of the following general form
dXt = (AXt + F (Xt)) dt+B(Xt) dWt, X0 = ξ. (1)
The solution process (Xt)t∈[0,T ] is Hγ-valued for some suitable γ ∈ [0, 1) and (Wt)t∈[0,T ] is a U -valued
Q-Wiener process. Details on the operators, spaces, and processes will be given in Section 2.
Even though there has been a lot of research on numerical methods for stochastic differential equations
in infinite dimensions over the years, for example, [1, 2, 14, 15, 17, 20, 21, 29, 31, 32, 34, 46, 49], methods
with a high order of convergence and derivative-free schemes remain rare, see [4, 5, 6, 8, 13, 24, 29]
and [47], respectively. The numerical approximation of SPDEs requires the discretization of both the
time and space domains as well as the infinite dimensional stochastic process. With regard to space,
most schemes work with a spectral Galerkin method or a finite element discretization to obtain a
finite dimensional system of stochastic differential equations, see [1, 24, 27, 46], or [49], for example.
Concerning the approximation with respect to the temporal direction, the linear implicit Euler method
is the benchmark, see [11, 16, 18], or [26].
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Recently, it was shown by A. Jentzen and P. E. Kloeden [21] that a higher order of convergence can be
obtained when employing schemes which are developed on the basis of the mild solution of (1), that
is,
Xt = e
At ξ +
∫ t
0
eA(t−s) F (Xs) ds+
∫ t
0
eA(t−s)B(Xs) dWs P -a.s. (2)
for t ∈ [0, T ]. Based on this finding, the exponential Euler scheme [21], the Milstein scheme for SPDEs
in [24], and the numerical scheme in [32] have been built. In the present paper, we focus on the
Milstein scheme proposed by A. Jentzen and M. Röckner [24] and derive a scheme which is free of
derivatives, therefore easier to compute and in general more efficient when considering errors versus
cost. This results in a higher effective order of convergence compared to the original Milstein scheme,
the exponential or the linear implicit Euler scheme.
In order to make our main result more clear, we first consider the Milstein scheme for finite dimensional
stochastic differential equations (SDEs). Let n, k ∈ N and let (Wt)t∈[0,T ] be a k-dimensional Brownian
motion with respect to (Ft)t∈[0,T ]. Furthermore, assume a : Rn → Rn and b = (b1, . . . , bk) : Rn → Rn×k
with bj(x) = (b1,j(x), . . . , bn,j(x))
T , j ∈ {1, . . . , k}, x ∈ Rn, to be Lipschitz continuous functions.
Then, the n-dimensional system of SDEs
dXt = a(Xt) dt+
k∑
j=1
bj(Xt) dW
j
t
for t ∈ [0, T ] with initial value X0 = ξ ∈ Rn has a unique solution [25]. Let an equidistant discretization
of the time interval [0, T ] with step size h = TM for some M ∈ N and tm = mh for m ∈ {0, . . . ,M} be
given. Further, let ∆W jm = W
j
tm+1 −W jtm for all j ∈ {1, . . . , k}. Then, the stochastic double integrals
can be expressed as ∫ tm+1
tm
∫ s
tm
dW ju dW
i
s +
∫ tm+1
tm
∫ s
tm
dW iu dW
j
s = ∆W
i
m∆W
j
m
for i, j ∈ {1, . . . , k} with i 6= j and m ∈ {0, . . . ,M − 1}, where the right-hand side can be easily
simulated. For now, we assume the SDE to be commutative, that is,
n∑
r=1
br,j
∂bl,i
∂xr
=
n∑
r=1
br,i
∂bl,j
∂xr
for l ∈ {1, . . . , n} and i, j ∈ {1, . . . , k}. Then, for the commutative SDE system, the Milstein scheme
can be reformulated as YM0 = ξ and
YMm+1 = Y
M
m + ha(Y
M
m ) +
k∑
j=1
bj(Y
M
m )∆W
j
m +
1
2
k∑
i,j=1
(
∂bl,i
∂xr
(YMm )
)
1≤l,r≤n
bj(Y
M
m )
(
∆W im∆W
j
m
)
− h
2
k∑
j=1
(
∂bl,j
∂xr
(Y Mm )
)
1≤l,r≤n
bj(Y
M
m ),
for m ∈ {0, . . . ,M − 1}, which is easy to implement because no double integrals have to be simulated,
see [25] for more details. Compared to the Euler-Maruyama method having strong order 1/2, the
Milstein scheme attains strong order 1 in this case. However, for the Jacobian
(∂bl,i
∂xr
(YMm )
)
1≤l,r≤n
one
has to evaluate n2 scalar (nonlinear) functions at YMm for i ∈ {1, . . . , k} in each time step. Thus,
for an approximation at time T one has to evaluate O(n2 kM) scalar nonlinear functions due to the
Jacobian matrix. If n and k are moderately large, e.g., n = k = 30, already 303 = 27000 function
evaluations are necessary for the Jacobian in each step, which needs significant computation time. On
the other hand, one step of the Euler-Maruyama scheme is much cheaper because for the function b
only 302 = 900 scalar (nonlinear) functions have to be evaluated whereas an evaluation of the Jacobian
is not necessary. In general, the Euler-Maruyama scheme needs one evaluation of the drift a and the
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function b in each step which results in only O(n kM) evaluations of scalar (nonlinear) functions for an
approximation at time T however, with a low order of convergence only. This problem is well known
and a special technique overcoming this trade-off in the SDE setting has been introduced by one of
the authors [40, 41, 42]. Especially, in case of commutative noise, strong order 1.0 schemes with only
O(n kM) evaluations of scalar functions are proposed in [42].
In the infinite dimensional setting, one has to be much more careful as the number of function evalua-
tions in the Milstein scheme is ’cubic’ with respect to the dimensions of the finite dimensional projection
subspaces. The dimensions N and K of these subspaces have to increase to obtain higher approxima-
tion accuracy. The Milstein scheme for SPDE (1) proposed by A. Jentzen and M. Röckner [24] reads
as Y N,K,M0 = PN ξ and
Y N,K,Mm+1 = PN
(
eAh
(
Y N,K,Mm + hF (Y
N,K,M
m ) +B(Y
N,K,M
m )∆W
K,M
m
+
1
2
B′(Y N,K,Mm )
(
B(Y N,K,Mm )∆W
K,M
m ,∆W
K,M
m
)
− h
2
∑
j∈JK
ηj 6=0
ηj B
′(Y N,K,Mm )
(
B(Y N,K,Mm )e˜j , e˜j
))) (3)
for m ∈ {0, . . . ,M − 1}. Details on the operators and the notation can be found in Section 3. In
the examples in [24], A. Jentzen and M. Röckner solve the issue of high dimensionality by restricting
the operator F to be of the form (F (v))(x) = f(x, v(x)) and the operator B to be in a class which
is pointwise multiplicative in the Q-Wiener process, that is, (B(v)u)(x) = b(x, v(x)) · u(x) for all
x ∈ (0, 1)d, u, v ∈ H = U = L2((0, 1)d,R), f, b : (0, 1)d × R → R, and d ∈ {1, 2, 3}. Thereby,
the authors avoid computational costs which are ’cubic’ in the dimensions of the problem for each
step. Moreover, the scheme is also applicable if this restriction does not hold, however, then the
computational cost also become ’cubic’ in the dimensions of the projection subspaces.
Further, a derivative-free version of the Milstein scheme for SPDEs is derived in [47] under certain
conditions. However, this scheme is not applicable to general equations of type (1) but restricted to
SPDEs that are pointwise multiplicative in the Q-Wiener process. In particular, this scheme makes
use of a bilinear approximation operator for the derivative in the Milstein scheme which needs to fulfill
some special conditions stated as Assumption 2.5 in [47]. In contrast, this assumption is not required
to be fulfilled by the scheme that we propose in the following. Finally, we want to point out that
there are plenty of applications from various disciplines modeled by SPDEs that do not belong to the
special setting of pointwise multiplicative operators, see [3, 7, 12, 28, 35, 39, 43, 44], for example.
For these equations, the original Milstein scheme in [24] cannot be applied efficiently due to its cubic
computational cost, nor can the derivative-free version in [47] be used at all.
In this paper, we present a different approach to dealing with the problem of high dimensionality in
the numerical approximation of SPDEs. This approach leads to a method that is derivative-free and
efficiently approximates SPDEs of type (1) where the operator B is not restricted to be pointwise
multiplicative in the Q-Wiener process. For the special case of a pointwise multiplicative operator,
our new approach has the same effective order of convergence as the schemes proposed in [24] and [47]
since the computational cost is of the same order of magnitude. However, to treat this special class is
not our main goal and in the general case we can improve the effective order of convergence compared
to the Milstein scheme in [24]. Recently, a special technique to reduce the computational costs by a
factor depending on the dimensions of the considered SDE system to be solved was proposed for the
first time by A. Rößler for finite dimensional SDEs, see [40, 41, 42], for example. This technique
opened the door for the efficient application of higher-order schemes in the case of high dimensional
SDE systems. Here, the idea is to carry over this approach to the infinite dimensional setting of
SPDEs where it becomes even more powerful because one can achieve an improvement of the order of
convergence. In this work, we derive a scheme which is efficiently applicable to a broad class of SPDEs.
We approximate the derivative and reduce the large number of function evaluations by choosing the
approximation operator carefully. The resulting derivative-free Milstein scheme approximates the mild
solution (2) of (1) with the same theoretical order of convergence with respect to the spatial and time
discretizations as the schemes in [24] and, in the special case of pointwise multiplicative operators, as
3
the scheme in [47]. However, the computational cost is reduced by one order of magnitude for a general
class of semilinear SPDEs with commutative noise and the effective order of convergence can thus be
increased.
The structure of the paper is as follows. First, we lay the theoretical foundation and present the setting
in which we work. In Section 3, we introduce the enhanced derivative-free Milstein scheme and state
convergence results. Then, an information based model for computational cost is proposed in order
to compare the quality of different numerical schemes for SPDEs. We show that the computational
cost for the derivative-free Milstein scheme is significantly lower in comparison to the original Milstein
scheme. Although having a higher order of convergence, the derivative-free Milstein scheme possesses a
computational cost of the same order of magnitude as the linear implicit Euler and the exponential Euler
scheme in each time step. Based on this model of computational cost, we compare the effective order
of convergence of the introduced derivative-free Milstein scheme with that for some recent numerical
schemes and state our main result. Finally, we present a proof of convergence for the proposed scheme.
2 Framework for the considered SPDEs
Let (H, 〈·, ·〉H ) and (U, 〈·, ·〉U ) denote real separable Hilbert spaces. Further, let Q ∈ L(U) be a
nonnegative and symmetric trace class operator, i.e., for some finite or countable index set J , it holds
that
tr(Q) =
∑
j∈J
〈Qe˜j , e˜j〉U <∞,
where {e˜j : j ∈ J } is an orthonormal basis of eigenfunctions of Q in U such that there exist eigenvalues
(ηj)j∈J with ηj ∈ [0,∞) and Qe˜j = ηj e˜j for all j ∈ J , see [37, Proposition 2.1.5], for example. Then,
(U0, 〈·, ·〉U0) with U0 := Q
1
2 (U) and 〈u, v〉U0 = 〈Q−
1
2u,Q−
1
2 v〉U for all u, v ∈ U is a separable Hilbert
space. Here, we denote by T−1 : T (U) → ker(T )⊥ the pseudoinverse of a linear operator T ∈ L(U)
if T is not one-to-one, see [37, Appendix C]. In the following, let (Wt)t∈[0,T ] be a U -valued Q-Wiener
process with respect to the filtration (Ft)t∈[0,T ] that fulfills the usual conditions, which is defined on
the probability space (Ω,F ,P). For some fixed T ∈ (0,∞), we study the following equation
dXt = (AXt + F (Xt)) dt+B(Xt) dWt, t ∈ (0, T ],
X0 = ξ,
(4)
where the linear operator A is the infinitesimal generator of a C0-semigroup. Moreover, let F be the
drift coefficient which may be a nonlinearity, let B be a Hilbert-Schmidt operator-valued coefficient,
and let ξ be a random initial value.
In the following, we consider the space (L(U,H)U0 , ‖·‖L(U,H)) with L(U,H)U0 := {T |U0 : T ∈ L(U,H)}
which is a dense subset of LHS(U0,H) [37]. For the analysis of convergence of the derivative-free Mil-
stein scheme, we make the following assumptions which are similar to those for the original Milstein
scheme proposed in [24]. For easy comparison of the presented results, we adopt the notation used
in [24]:
(A1) For the linear operator A : D(A) ⊂ H → H, there exist eigenfunctions (ei)i∈I in H and eigenval-
ues (λi)i∈I with λi ∈ (0,∞) and inf i∈I λi > 0, such that −Aei = λi ei for all i ∈ I , where I is a finite
or countable index set, and such that the eigenfunctions constitute an orthonormal basis of H. The
domain of A is defined as D(A) = {u ∈ H : ∑i∈I |λi|2 |〈u, ei〉H |2 <∞} and for all x ∈ D(A), it holds
that
Ax =
∑
i∈I
−λi 〈x, ei〉H ei.
Here, A is the generator of an analytic semigroup {S(t) : t ≥ 0} of linear operators in H which are
denoted as S(t) = eAt for t ≥ 0 [38]. For ρ ∈ [0,∞), we denote the domain of the fractional power of
−A : D(A)→ H as Hρ := D((−A)ρ) with norm ‖u‖Hρ := ‖(−A)ρu‖H for u ∈ Hρ. These domains are
real Hilbert spaces with the relation Hρ2 ⊂ Hρ1 ⊂ H for ρ2 ≥ ρ1 ≥ 0 [45].
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(A2) Let F : Hβ → H for some β ∈ [0, 1), and we assume the mapping to be twice continuously
Fréchet differentiable with supv∈Hβ ‖F ′(v)‖L(H) <∞ and supv∈Hβ ‖F ′′(v)‖L(2)(Hβ ,H) <∞.
(A3) Let B : Hβ → L(U,H)U0 , and assume B to be twice continuously Fréchet differentiable such
that it holds that supv∈Hβ ‖B′(v)‖L(H,L(U,H)) <∞, supv∈Hβ ‖B′′(v)‖L(2)(H,L(U,H)) <∞. Furthermore,
let B(Hδ) ⊂ L(U,Hδ) for some δ ∈ (0, 12) and assume that there exists a constant C > 0 such that
‖B(u)‖L(U,Hδ) ≤ C(1 + ‖u‖Hδ ),
‖B′(v)PB(v) −B′(w)PB(w)‖
L
(2)
HS
(U0,H)
≤ C‖v − w‖H ,
‖(−A)−ϑB(v)Q−α‖LHS(U0,H) ≤ C(1 + ‖v‖Hγ )
for all u ∈ Hδ, v,w ∈ Hγ , where α ∈ (0,∞), ϑ ∈
(
0, 12
)
, γ ∈ [max(β, δ), δ + 12), and for any projection
P : H → H˜ of H onto H˜ = span{ei : i ∈ I˜} ⊂ H with a finite index set I˜ ⊂ I as well as for the case
that P is the identity. Note that β ∈ [0, δ+ 12 ). Here, let L(2)(H,L(U,H)) = L(H,L(H,L(U,H))) and
let for all v ∈ Hβ the mapping B′(v)B(v) : U0×U0 → H with
(
B′(v)B(v)
)
(u, u˜) =
(
B′(v)(B(v)u)
)
u˜ for
u, u˜ ∈ U0 be a bilinear Hilbert-Schmidt operator in L(2)HS(U0,H) = LHS(U0, LHS(U0,H)). Moreover,
for all v ∈ Hβ, the operator B′(v)B(v) ∈ L(2)HS(U0,H) is assumed to be symmetric, i.e., the operator
fulfills the commutativity condition(
B′(v)(B(v)u)
)
u˜ =
(
B′(v)(B(v)u˜)
)
u (5)
for all u, u˜ ∈ U0.
(A4) The initial value ξ : Ω → Hγ is assumed to be an F0-B(Hγ)-measurable random variable such
that E[‖ξ‖4Hγ ] <∞ is fulfilled.
Note that Assumption (A3) is partially different from the assumptions in [24] where B : Hβ →
LHS(U0,H) and some slightly differing conditions on the derivatives of B are imposed. Because
L(U,H)U0 is a dense subset of LHS(U0,H) and since it holds that supv∈Hβ ‖B′(v)‖L(H,LHS (U0,H)) ≤
(tr(Q))1/2 supv∈Hβ ‖B′(v)‖L(H,L(U,H)) < ∞, an operator for which (A3) holds also fulfills the setting
in [24]. We require these modified conditions in some parts of our proof of convergence where we
cannot employ Itô’s isometry, see (34), for example. Further, since Hβ is a dense subset of H, it fol-
lows that B : Hβ → L(U,H) can be continuously extended to a globally Lipschitz continuous mapping
B˜ : H → L(U,H). In the following, to keep the presentation simple, it is not distinguished between B
and B˜. The same applies to F respectively.
If Assumptions (A1)–(A4) are fulfilled, then there exists a unique mild solution for SPDE (4), see
A. Jentzen and M. Röckner [23, 24].
Proposition 2.1 (Existence and uniqueness of the mild solution). Let Assumptions (A1)–(A4) be
fulfilled. Then, there exists an up to modifications unique predictable mild solution X : [0, T ]×Ω→ Hγ
for (4) with supt∈[0,T ] E[‖Xt‖4Hγ + ‖B(Xt)‖4LHS(U0,Hδ)] <∞ and
Xt = e
Atξ +
∫ t
0
eA(t−s)F (Xs) ds+
∫ t
0
eA(t−s)B(Xs) dWs P -a.s. (6)
for all t ∈ [0, T ] with
sup
s,t∈[0,T ]
s 6=t
(
E[‖Xt −Xs‖pHr ]
) 1
p
|t− s|min(γ−r, 12 )
<∞
for every r ∈ [0, γ] and p ∈ [2, 4]. Furthermore, the process (Xt)t∈[0,T ] is continuous with respect to(
E[‖ · ‖4Hγ ]
)1/4
.
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3 The enhanced derivative-free Milstein scheme
In order to derive a numerical scheme for SPDEs, we project the infinite dimensional state space
onto a finite dimensional subspace and discretize the time interval. In the following, let (IN )N∈N and
(JK)K∈N be sequences of finite subsets such that IN ⊂ I and JK ⊂ J for all K,N ∈ N. For N ∈ N,
let PN : H → HN denote the projection of the infinite dimensional space H onto the finite dimensional
subspace HN = span{ei : i ∈ IN} ⊂ H defined by
PNv =
∑
i∈IN
〈v, ei〉H ei
for v ∈ H. Analogously, for K ∈ N, let (WKt )t∈[0,T ] denote the projection of the U -valued Q-Wiener
process (Wt)t∈[0,T ] onto the finite dimensional subspace UK = span{e˜j : j ∈ JK} ⊂ U defined by
WKt =
∑
j∈JK
ηj 6=0
〈Wt, e˜j〉U e˜j =
∑
j∈JK
ηj 6=0
√
ηj β
j
t e˜j P -a.s.,
where (βjt )t∈[0,T ] are independent real-valued Brownian motions for j ∈ JK with ηj 6= 0. As the next
step, we consider a discretization of the time domain. For legibility, the interval [0, T ] is divided into
M ∈ N equally spaced subsets of length h = TM with tm = mh for m ∈ {0, . . . ,M}. In particular, we
make use of the increments
∆WK,Mm := W
K
tm+1 −WKtm =
∑
j∈JK
ηj 6=0
√
ηj ∆β
j
m e˜j P -a.s.
with ∆βjm = β
j
tm+1 − βjtm P-a.s. for m ∈ {0, . . . ,M − 1}, j ∈ JK . We assume commutativity as stated
in Assumption (A3), which allows us to rewrite
eA(T−t)
∫ T
t
B′(Xt)
( ∫ s
t
B(Xt) dW
K
r
)
dWKs
= eA(T−t)
(1
2
B′(Xt)
(
B(Xt)(W
K
T −WKt ), (WKT −WKt )
)− T − t
2
∑
j∈JK
ηj 6=0
ηj B
′(Xt)
(
B(Xt)e˜j , e˜j
))
(7)
for t ∈ [0, T ] such that the iterated stochastic integral can be split into two parts and simulation
becomes straightforward, see [24] for a proof.
For some arbitrarily fixed N , K, and M , let (Y N,K,Mm )0≤m≤M with Ftm -B(H)-measurable random
variables Y N,K,Mm : Ω → HN denote the discrete time approximation process for (Xtm)0≤m≤M . Now,
we introduce a scheme which does not employ the derivative of B and therefore allows for a more
efficient application to a broader class of SPDEs than the Milstein scheme proposed in [24]. The main
ingredient for the reduction of the computational cost is to apply a specially tailored approximation
of the derivative of the operator B. The crucial point is to avoid the use of any bilinear operators or
their naive approximation that would boost the computational cost. Roughly speaking, the idea of
discretizing the nonlinear operator B′(Y ) for any Y ∈ Hβ using standard difference quotients in each
direction of the orthonormal basis
B′(Y )
(
ek, e˜j
) ≈ 1
h
(
B(Y + hek)−B(Y )
)
e˜j
for all k ∈ IN would result in N + 1 necessary evaluations of the nonlinear operator B. This is not
efficient as N is not a fixed number but has to increase for higher precision in the infinite dimensional
case. Therefore, instead of first approximating the operator B′(Y ) itself and then applying the ap-
proximate operator to some arguments (u, e˜j) in order to calculate B
′(Y )(u, e˜j), a much more efficient
idea is to directly approximate the value B′(Y )(u, e˜j) by
B′(Y )
(
u, e˜j
) ≈ 1
h
(
B(Y + hu)−B(Y ))e˜j ,
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especially if only one fixed evaluation of B′(Y )(·, e˜j) is needed. The crucial point is that it is relatively
cheap to directly approximate directional derivatives by finite differences. Here, only two evaluations
of the nonlinear operator B are necessary, independent of the dimension N .
Following ideas for ordinary SDEs in [42], we propose a scheme which is characterized by moving one
of the sums into the argument. Thereby, fewer function evaluations are necessary which results in a
higher effective order of convergence. For SPDE (4) with commutative noise (5) and some arbitrarily
fixed N , K, andM , we define the enhanced derivative-free Milstein scheme (CDFM) as Y N,K,M0 = PNξ
and
Y N,K,Mm+1 = PN
(
eAh
(
Y N,K,Mm + hF (Y
N,K,M
m ) +B(Y
N,K,M
m )∆W
K,M
m
+
1√
h
(
B
(
Y N,K,Mm +
1
2
√
hPNB(Y
N,K,M
m )∆W
K,M
m
)
−B(Y N,K,Mm )
)
∆WK,Mm
+
∑
j∈JK
ηj 6=0
B¯(Y N,K,Mm , h, j)
)) (8)
for m ∈ {0, . . . ,M − 1} with B¯ given by
B¯(Y N,K,Mm , h, j) = B
(
Y N,K,Mm −
h
2
√
ηj PNB(Y
N,K,M
m )e˜j
)√
ηj e˜j −B(Y N,K,Mm )
√
ηj e˜j . (9)
It is important to note that the proposed derivative-free Milstein scheme uses a special approximation
of the derivative in the original Milstein scheme which turns out to be very efficient. In particular,
approximating the derivative in the way it is done in the enhanced derivative-free Milstein scheme does
not influence the error estimate significantly. Apart from constants, it can be proved to be the same
as for the Milstein scheme. The main result of this article is given as follows:
Theorem 3.1. Let Assumptions (A1)–(A4) be fulfilled. Then, there exists a constant C ∈ (0,∞)
independent of N , K, and M such that for (Y N,K,Mm )0≤m≤M , defined by the enhanced derivative-free
Milstein scheme in (8)–(9), it holds that
(
E
[∥∥Xtm − Y N,K,Mm ∥∥2H
]) 1
2 ≤ C
((
inf
i∈I\IN
λi
)−γ
+
(
sup
j∈J\JK
ηj
)α
+M−min(2(γ−β),γ)
)
for all m ∈ {0, . . . ,M} and all N,K,M ∈ N.
For the proof of Theorem 3.1, we refer the reader to Section 6.
Thus, under very similar Assumptions (A1)–(A4) as for the Milstein scheme in [24] it is possible to
prove the same order of convergence for the enhanced derivative-free Milstein scheme. Moreover, as for
the Milstein scheme, it is straightforward to approximate the exponential term eAt by, e.g., (I−At)−1,
t ∈ [0, T ], see [13].
4 Computational cost and effective order of convergence
Convergence results where the order of convergence depends directly on the sets IN , JK and on the
parameter M like in Theorem 3.1 are important to understand the dependence of the error on the
dimensionality of the approximation spaces. However, in order to judge the quality of an algorithm,
we are mainly interested in its error and cost. That is why it is important to consider the order of
convergence with respect to the computational cost, that is, errors versus computational cost, which
we call the effective order of convergence, see also [42]. Since measured computation time may depend
on the implementation of an algorithm, an established theoretical cost model as in [48] is applied to
be more objective.
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4.1 A computational cost model
Let V be a real vector space. If v ∈ V is part of the considered problem to be solved, then an
algorithm needs some information about v which can be seen as a call of an oracle or of a black box.
As (linear) information we consider the evaluation of any (linear) functional φ : V → R and denote the
space of such functionals as V ∗. Clearly, evaluating φ ∈ V ∗ produces some computational cost, say
cost(φ) = c > 0. Typically, each arithmetic operation or evaluation of sine, cosine, the exponential
function etc. produces cost of one unit whereas the evaluation of a functional φ produces cost c ≫ 1.
Assuming c≫ 1, the informational cost dominates the cost for arithmetic operations in the algorithm.
That is why we concentrate on the cost for evaluating functionals φ ∈ V ∗, see also, for example, [48].
Typical examples in case of a Hilbert space V are φi(v) = 〈v, ui〉V for some ui ∈ V , i ∈ {1, . . . , n},
n ∈ N with cost(φ1, . . . , φn) = cn. Moreover, if V is the space of mappings f : H → R, then one can
consider the Dirac functional δx ∈ V ∗ with δxf = f(x) for some x ∈ H. So, for x1, . . . , xn ∈ H one
can get the function evaluations f(x1), . . . , f(xn) with cost(δx1 , . . . , δxn) = cn. In addition, we assume
that each independent realization of an N(0, 1)-distributed random variable can be simulated with cost
one.
Assume that, e.g., |IN | = N , |JK | = K, and that ηj 6= 0 for all j ∈ JK and all K,N ∈ N which is the
worst case for the computational effort. For an implementation of the considered algorithms, it is usual
to identify HN by R
N applying the natural isomorphism pi : HN → RN with pi(v) = (〈v, ei〉)1≤i≤N for
v ∈ HN and, analogously, we identify UK by RK . Let y, v ∈ HN , u ∈ UK , L(H,E)N = {T |HN : T ∈
L(H,E)} for some vector space E and let LHS(U,H)K,N = {PNT |UK : T ∈ LHS(U,H)}. Then, we
obtain the following computational costs:
i) One evaluation of the mapping PN ◦ F : H → HN with
PNF (y) =
∑
i∈IN
〈F (y), ei〉H ei
is determined by the functionals 〈F (y), ei〉H for i ∈ IN with cost(PNF (y)) = cN .
ii) Evaluating PN ◦B(·)|UK : H → LHS(U,H)K,N with
PNB(y)u =
∑
i∈IN
∑
j∈JK
〈B(y)e˜j , ei〉H 〈u, e˜j〉U ei
needs the evaluation of the functionals 〈B(y)e˜j , ei〉H for i ∈ IN and j ∈ JK with cost(PN ◦
B(y)|UK ) = cNK.
iii) Finally, observe that for PN ◦B′(·)(·, ·)|HN ,UK : H → L(H,LHS(U,H)K,N )N with
PN
(
(B′(y)v)u
)
=
∑
k,l∈IN
∑
j∈JK
〈(B′(y)ek)e˜j , el〉H 〈v, ek〉H 〈u, e˜j〉U el
it follows that cost(PN ◦ B′(y)(·, ·)|HN ,UK ) = cN2K since the functionals 〈(B′(y)ek)e˜j , el〉H have
to be evaluated for all k, l ∈ IN and j ∈ JK .
Provided that for T ∈ LHS(U,H)K,N all functionals 〈T e˜j , ei〉H and 〈u, e˜j〉U are known for i ∈ IN
and j ∈ JK , then Tu =
∑
i∈IN
∑
j∈JK
〈u, e˜j〉U 〈T e˜j , ei〉H ei and the calculation of pi(Tu)i = 〈Tu, ei〉H
needs K multiplications and K − 1 summations for each i ∈ IN and thus cost(pi(Tu)) = 2NK − 1.
Analogously, for T ∈ L(H,LHS(U,H)K,N )N , it follows that cost(pi((Tv)u)) = 3N2K−1 provided that
the functionals 〈(Tek)e˜j , el〉H , 〈v, ek〉H , and 〈u, e˜j〉U are known for all k, l ∈ IN and j ∈ JK .
In order to assess the usefulness and efficiency of the proposed commutative derivative-free Milstein
scheme CDFM (8), we compare it to the Milstein scheme (3), denoted as MIL, see [24], the linear
implicit Euler scheme considered in, e.g., [26, 46] and denoted as LIE, and the exponential Euler
scheme, denoted as EES, see [22, 32], for example. Here, we want to mention that the Runge-Kutta
type scheme proposed in [47] is not taken into account because it cannot be applied to the general
class of SPDEs under consideration.
8
The computational costs of the Milstein scheme MIL for each time step are determined by one evalua-
tion of PN◦F , PN◦B(·)|UK , and one evaluation of PN◦B′(·)|HN ,UK . In addition, the following linear and
bilinear operators have to be applied: One application of PN ◦B(Y N,K,Mm )|UK ∈ L(U,H)K,N (here, cal-
culating PNB(Y
N,K,M
m )e˜j for a basis element e˜j ∈ UK is free because it is the jth column of the matrix
representation PNB(Y
N,K,M
m )|UK =
(
bi,j(Y
N,K,M
m )
)
i∈IN ,j∈JK
with bi,j(Y
N,K,M
m ) = 〈B(Y N,K,Mm )e˜j , ei〉H
which is already determined), one application of the bilinear operator PN ◦ B′(Y N,K,Mm )|HN ,UK ∈
L(H,LHS(U,H)K,N )N , one application of an operator of type PN ◦B′(Y N,K,Mm )(v)|UK ∈ LHS(U,H)K,N
(here again the application of the operator to a basis element e˜j ∈ UK is free), and one application
of PN ◦ eAh|HN : HN → HN . In addition, K independent realizations of N(0, 1)-distributed random
variables have to be simulated. Summing up, the computational cost for the approximation of one
realization of the solution XT by the Milstein scheme is cost(MIL(N,K,M)) = O(N2KM).
The introduced derivative-free Milstein scheme CDFM needs for each time step the evaluation of
PN ◦ F , two times PN ◦B(·)|UK , and the evaluation of
∑
j∈JK
ηj 6=0
PNB
(
Y N,K,Mm −
h
2
√
ηj PNB(Y
N,K,M
m )e˜j
)√
ηj e˜j . (10)
Observe that for each j ∈ JK the calculation of PNB
(
Y N,K,Mm − h2
√
ηj PNB(Y
N,K,M
m )e˜j
)√
ηj e˜j re-
sults in the computation of the functionals φji = 〈B
(
Y N,K,Mm − h2
√
ηj PNB(Y
N,K,M
m )e˜j
)√
ηj e˜j , ei〉H
for i ∈ IN with cost(φj1, . . . , φjN ) = cN . Therefore, the evaluation of (10) can be done with cost
cNK. In addition, the linear operators PN ◦ eAh|HN : HN → HN , PN ◦B(Y N,K,Mm )|UK ∈ L(U,H)K,N
(note again that calculating PNB(Y
N,K,M
m )e˜j for a basis e˜j ∈ UK is free), and PN ◦ B(Y N,K,Mm +
1
2
√
hPNB(Y
N,K,M
m )∆W
K,M
m )|UK ∈ L(U,H)K,N have to be applied. Finally, K independent realiza-
tions of N(0, 1)-distributed random variables have to be simulated in each step. Thus, the total com-
putational cost forM time steps of the enhanced derivative-free Milstein scheme for the approximation
of one realization of XT is cost(CDFM(N,K,M)) = O(NKM).
Although both schemes MIL and CDFM have the same order of convergence with respect to the
dimensions N , K, and M of the finite-dimensional subspaces, see Theorem 3.1, their computational
costs depend on these parameters with different powers, see Table 1. In contrast to the setting of finite
dimensional SDEs with fixed dimensions, for SPDEs on infinite dimensional spaces, the dimensions of
the finite dimensional projection subspaces have to increase for the accuracy of the approximation to
increase. Thus, the computational costs depend not only on M but also on the variable dimensions
N and K. In particular, the reduction of the power of N in the computational cost results in an
improvement of the order of convergence if one considers errors versus computational cost. Here, we
want to point out that computational cost of order O(NKM) is in some sense optimal within the
class of one-step approximation methods because in general one evaluation of the nonlinear operator
PN ◦ B(·)|UK already produces a computational cost of order O(NK) for each time step. Further,
the linear implicit Euler scheme LIE as well as the exponential Euler scheme EES have computational
cost cost(LIE(N,K,M)) = cost(EES(N,K,M)) = O(NKM), which is of the same order as that for
the introduced derivative-free Milstein scheme CDFM. However, compared to the scheme CDFM the
schemes LIE and EES attain, in general, significantly lower orders of convergence if the corresponding
errors are considered.
4.2 Effective order of convergence
Next, the effective order of convergence is determined for the schemes under consideration. First,
one has to solve an optimization problem for the optimal choice of the parameters N , K, and M
such that the error is minimized under the constraint that the computational cost is arbitrarily fixed.
Here, one needs to know about the relationship between inf i∈I\IN λi and dim(HN ) as well as be-
tween supj∈J\JK ηj and dim(UK) for any N,K ∈ N. Therefore, as an example, we assume that
inf i∈I\IN λi = O(NρA) and supj∈J\JK ηj = O(K−ρQ) for some ρA, ρQ > 0. Moreover, similar results
can be obtained under different assumptions as well. Then, for some q > 0 depending on the scheme
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Computational cost for evaluation of
Scheme PNF (·)|HN PNB(·)|UK PNB′(·)|HN ,UK # of N(0, 1) r. v.
MIL N KN KN2 K
LIE N KN − K
EES N KN − K
CDFM N 3KN − K
Table 1: Number of real-valued nonlinear function evaluations and independent N(0, 1)-distributed
random variables for each time step.
under consideration, we investigate the error
err(SCHEME(N,K,M)) :=
(
E
[∥∥XT − Y N,K,MM ∥∥2H
]) 1
2
= O(N−γρA +K−αρQ +M−q) (11)
and minimize err(SCHEME(N,K,M)) under the constraint that for the computational cost it holds
that cost(SCHEME(N,K,M)) = c¯ for some arbitrary constant c¯ > 0.
For the Milstein scheme MIL with q = min(2(γ − β), γ) and cost(MIL(N,K,M)) = O(N2KM), we
obtain as an optimal choice
N = O
(
c¯
αρQq
(2αρQ+γρA)q+αγρAρQ
)
, K = O
(
c¯
γρAq
(2αρQ+γρA)q+αγρAρQ
)
, M = O
(
c¯
αγρAρQ
(2αρQ+γρA)q+αγρAρQ
)
,
which balances the three summands on the right-hand side of (11). As a result, the effective order of
convergence for error versus computational cost of the Milstein scheme is
err(MIL(N,K,M)) = O
(
c¯
−
αγρAρQmin(2(γ−β),γ)
(2αρQ+γρA)min(2(γ−β),γ)+αγρAρQ
)
, (12)
which is optimal for the Milstein scheme (3).
Solving the corresponding optimization problem for the derivative-free Milstein scheme CDFM with
q = min(2(γ − β), γ) and reduced computational cost given as cost(CDFM(N,K,M)) = O(NKM)
results in the optimal choice
N = O
(
c¯
αρQq
(αρQ+γρA)q+αγρAρQ
)
, K = O
(
c¯
γρAq
(αρQ+γρA)q+αγρAρQ
)
, M = O
(
c¯
αγρAρQ
(αρQ+γρA)q+αγρAρQ
)
.
Then, the effective order of convergence is given by
err(CDFM(N,K,M)) = O
(
c¯
−
αγρAρQmin(2(γ−β),γ)
(αρQ+γρA)min(2(γ−β),γ)+αγρAρQ
)
, (13)
which is optimal for the derivative-free Milstein scheme (8).
It is obvious that the order of the enhanced derivative-free Milstein scheme CDFM is higher than the
order of the Milstein schemeMIL given in (12). That means that for some arbitrarily prescribed amount
of computational cost (or computing time) c¯, the minimal possible error err(CDFM(N,K,M)) of the
derivative-free Milstein scheme CDFM decreases with some higher order than the minimal possible
error err(MIL(N,K,M)) of the Milstein scheme as c¯→∞.
For the linear implicit Euler scheme LIE and the exponential Euler scheme EES, we obtain the same
optimal expressions for N , K, and M as for the derivative-free Milstein scheme CDFM with q =
min(2(γ − β), γ, 12), however. The effective orders of convergence of these schemes are
err(EES(N,K,M)) = err(LIE(N,K,M)) = O
(
c¯
−
αγρAρQmin(2(γ−β),γ,
1
2 )
(αρQ+γρA)min(2(γ−β),γ,
1
2 )+αγρAρQ
)
.
For the schemes LIE and EES, the parameter q > 0 in (11) is in general smaller than for the derivative-
free Milstein scheme CDFM; i.e., here it holds that q ≤ min(2(γ − β), γ), which results in a lower
effective order of convergence for the linear implicit Euler scheme LIE as well as the exponential Euler
scheme EES.
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4.3 The special case of pointwise multiplicative operators
For the special case of, for example, H = U = L2((0, 1)d,R) and Nemytskij operators, where F : Hβ →
H is given by (F (v))(x) = f(x, v(x)) and B : Hβ → LHS(U0,H) is given by (B(v)u)(x) = b(x, v(x)) ·
u(x) for some functions f, b : (0, 1)d ×R→ R, x ∈ (0, 1)d, v ∈ Hβ, β ∈ [0, 1), u ∈ U0, and some d ∈ N,
which is the setting also treated in [24] and exclusively in [47], the Milstein scheme (3) simplifies such
that the number of evaluations of the derivative is significantly reduced. Although, the scheme CDFM
(8) combined with the choice of B¯ in (9) is applicable in this special setting, we do not recommend
using it. In this case, the computational cost can be reduced by an alternative choice of B¯ adapted
to pointwise multiplicative operators. Therefore, we define the derivative-free multiplicative Milstein
scheme (DFMM) by Y N,K,M0 = PN ξ and
Y N,K,Mm+1 = PN
(
eAh
(
Y N,K,Mm + hf(·, Y N,K,Mm ) + b(·, Y N,K,Mm ) ·∆WK,Mm
+
1√
h
(
b
(
·, Y N,K,Mm +
1
2
√
hPN b(·, Y N,K,Mm ) ·∆WK,Mm
)
− b(·, Y N,K,Mm )
)
·∆WK,Mm
+
∑
j∈JK
ηj 6=0
B¯(Y N,K,Mm , h, j)
)) (14)
with B¯ now given by
B¯(Y N,K,Mm , h, j) =
(
b
(
·, Y N,K,Mm −
h
2
PNb(·, Y N,K,Mm )
)
− b(·, Y N,K,Mm )
)
ηj e˜
2
j (15)
for all m ∈ {0, . . . ,M − 1}, j ∈ JK . We want to emphasize that the first part (14) of the scheme
DFMM coincides with (8) in this special setting whereas B¯ is chosen differently.
Corollary 4.1. Let the setting of Section 4.3 be given and let Assumptions (A1)–(A4) be fulfilled.
Then, Theorem 3.1 remains valid for the derivative-free multiplicative Milstein scheme (DFMM) in
(14)–(15).
For the proof of Corollary 4.1, we refer the reader to the proof of Theorem 3.1 in Section 6 with
corresponding comments.
For the implementation of scheme (14), one has to compute expressions of the form
PN
(
f(·, Y N,K,Mm (·))
)
=
∑
i∈IN
〈f(·, Y N,K,Mm (·)), ei〉H ei =
∑
i∈IN
(∫
(0,1)d
f(x, Y N,K,Mm (x)) ei(x) dx
)
ei,
where each integral can be approximated by, e.g., a standard quadrature formula based on a spa-
tial discretization of (0, 1)d. However, the spatial discretization is not in our focus as we restrict
our considerations to the time discretization with a general projector PN independent of the spatial
discretization. Then, the computational costs are determined by the calculation of the function-
als 〈f(·, Y N,K,Mm (·)), ei〉H for i ∈ IN . Thus, it holds that cost
(
PN
(
f(·, Y N,K,Mm (·))
))
= cN . The
same applies to the calculation of PN
(
b(·, Y N,K,Mm (·))
)
, PN
(
b
(·, Y N,K,Mm + 12√hPN b(·, Y N,K,Mm ))), and
PN
(
b
(·, Y N,K,Mm − h2PNb(·, Y N,K,Mm ))). Further, the scheme DFMM makes use of K independent
N(0, 1)-distributed random variables. To sum up, the computational cost for the calculation of one
approximation of a realization of XT with the multiplicative version of the derivative-free Milstein
scheme (14) in this special setting is cost(DFMM(N,K,M)) = O(NM +KM).
In this setting, the effective order of convergence for the DFMM scheme can be determined by minimiz-
ing the error err(DFMM(N,K,M)) under the constraint that cost(DFMM(N,K,M)) = c¯ is arbitrarily
fixed. Let q = min(2(γ − β), γ), then, a reasonable choice is given by
N = O
(
c¯
min(γρA,αρQ)q
γρA(min(γρA,αρQ)+q)
)
, K = O
(
c¯
min(γρA,αρQ)q
αρQ(min(γρA,αρQ)+q)
)
, M = O
(
c¯
min(γρA,αρQ)
min(γρA,αρQ)+q
)
,
and the effective order of convergence for error versus computational cost is
err(DFMM(N,K,M)) = O
(
c¯
−
min(γρA,αρQ)q
min(γρA,αρQ)+q
)
(16)
11
for the derivative-free Milstein scheme (14). This is the same order as for the Milstein scheme proposed
in [24] and for the Runge-Kutta type scheme proposed in [47]. However, like for the Runge-Kutta type
scheme in [47], the advantage compared to the Milstein scheme is that no derivative of b has to be
calculated. For the schemes EES and LIE, we obtain the same expressions for N , K, M , and the
effective order of convergence as for the scheme DFMM – however, with q = min(2(γ − β), γ, 12). In
the following, we do not restrict our analysis to this special case of, e.g., Nemytskij operators but allow
for a broader class of SPDEs.
4.4 The special case of finite dimensional noise
Consider the case of a Q-Wiener process (Wt)t∈[0,T ] and an operator Q ∈ L(U) with eigenvalues ηj for
j ∈ J such that K := |{ηj : ηj 6= 0, j ∈ J }| < ∞. Then, one can choose JK = {j ∈ J : ηj 6= 0}
and there is no projection error if (Wt)t∈[0,T ] is replaced by (W
K
t )t∈[0,T ]. Assume that inf i∈I\IN λi =
O(NρA) for some ρA > 0. Then, for fixed K and some q ≥ 0, we investigate the error
err(SCHEME(N,M)) :=
(
E
[∥∥XT − Y N,K,MM ∥∥2H
]) 1
2
= O(N−γρA +M−q) (17)
and minimize err(SCHEME(N,M)) under the constraint that for the computational cost it holds that
cost(SCHEME(N,M)) = c¯ for some arbitrary constant c¯ > 0.
Analogous considerations as in Section 4.2 for the Milstein scheme MIL with q = min(2(γ−β), γ) and
cost(MIL(N,M)) = O(N2M) yield as an optimal choice N = O(c¯ qγρA+2q ) and M = O(c¯ γρAγρA+2q ) in
order to balance the two summands in (17). Then, the effective order of convergence for the Milstein
scheme is
err(MIL(N,M)) = O
(
c¯
−
γρAq
γρA+2q
)
(18)
which is optimal for the Milstein scheme (3) in this special case.
For the enhanced derivative-free Milstein scheme CDFM with q = min(2(γ − β), γ) and reduced
computational cost cost(CDFM(N,M)) = O(NM), the optimal choice is N = O(c¯ qγρA+q ) and M =
O(c¯ γρAγρA+q ). As a result of this, the effective order of convergence is
err(CDFM(N,M)) = O
(
c¯
−
γρAq
γρA+q
)
, (19)
which is optimal for the derivative-free Milstein scheme (8) and which is a higher order than for the
Milstein scheme MIL.
If in addition the operators are pointwise multiplicative as in Section 4.3, then the simplified derivative-
free Milstein scheme DFMM can be applied. The computational cost for the derivative-free Milstein
scheme in this special setting with some fixed K is cost(DFMM(N,M)) = O(NM + KM). For
q = min(2(γ − β), γ), a reasonable choice is N = O(c¯ qγρA+q ) and M = O(c¯ γρAγρA+q ). Then, the effective
order of convergence results in
err(DFMM(N,M)) = O
(
c¯
−
γρAq
γρA+q
)
(20)
for the multiplicative derivative-free Milstein scheme (14). As in Section 4.3, this is the same order
as for the Milstein scheme in [24] and for the Runge-Kutta type scheme in [47]. Again, as for the
Runge-Kutta type scheme in [47], the advantage compared to the Milstein scheme is that no derivative
of b has to be calculated for the derivative-free Milstein scheme (14).
Independent of the operators being pointwise multiplicative, for the schemes EES and LIE we get the
same formulas for N , M , and the effective order of convergence is the same as that for the CDFM
scheme with q = min(2(γ − β), γ, 12), however. Here, we want to point out that in this case of finite
dimensional noise one can apply the derivative-free Milstein scheme CDFM (8) instead of the scheme
DFMM (14) since both schemes achieve exactly the same effective order of convergence.
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5 Numerical tests
In order to illustrate the benefits of the enhanced derivative-free Milstein scheme, it is compared to
the Milstein scheme proposed in [24], the linear implicit Euler scheme, the exponential Euler scheme,
and the Runge-Kutta type scheme in [47]. First, we show that the analytical solution of an SPDE
with a pointwise multiplicative operator is approximated with the expected order. Then, we pick up
an example from [24] and [47] to show that the derivative-free Milstein scheme converges with the
same order as the Milstein scheme in this special case. In the main part of this section, we illustrate
the superiority of the introduced derivative-free Milstein scheme compared to the other schemes in the
more general setting where we are not restricted to the case of pointwise multiplicative operators. We
set I = J = N, IN = {1, . . . , N}, and JK = {1, . . . ,K} in all the examples analyzed in the following
sections, if not stated otherwise.
5.1 Test example with exact solution
First, we consider an SPDE with a pointwise multiplicative operator and finite dimensional noise on
the spaces H = L2((0, 1),R) and U = R. The SPDE is given by
dXt = (∆Xt) dt+Xt dβt, t > 0,
X0(x) =
√
2
∑
n∈N
n−2 sin(npix), x ∈ (0, 1), (21)
Xt(0) = Xt(1) = 0, t ≥ 0
with a scalar Brownian motion (βt)t≥0. The exact solution can be calculated as
Xt(x) =
√
2
∑
n∈N
n−2e−(n
2pi2+ 1
2
)t+βt sin(npix) (22)
for all x ∈ (0, 1), t ≥ 0, which is a strong solution of (21). Since SPDE (21) belongs to the special case
of pointwise multiplicative operators with respect to the Q-Wiener process, the customized schemes
MIL, DFMM, and the Runge-Kutta type scheme in [47] (RKS) can be applied. Further, there is no
truncation error from the approximation of the Q-Wiener process for K = 1.
We determine the parameters introduced in (A1)–(A4) and Section 4.4. For A = ∆, we get ρA = 2
and obtain δ ∈ (0, 12) by the arguments in [23]. We choose δ to be maximal, β = 0, and obtain
γ ∈ [12 , 1) by Theorem 3.1. For the schemes MIL, DFMM, and RKS, we choose q = γ = 1− ε for any
ε > 0. On the other hand, it holds that q = 12 for EES and LIE. The parameters ρQ and α do not
influence the order of convergence as in this setting there is no error from the approximation of the
Q-Wiener process, see (20). Therefore, we expect the numerical approximations to converge with the
effective order err(MIL(N,K,M)) = err(RKS(N,K,M)) = err(DFMM(N,K,M)) = O(c¯− 23+ε) and
the effective order err(LIE(N,K,M)) = err(EES(N,K,M)) = O(c¯− 25+ε) in case of the linear implicit
or exponential Euler scheme if we compare error versus computational cost.
For the numerical simulations, 500 paths are calculated to determine the error (17) at time T = 1
for N ∈ {2, 22, . . . , 26}, respectively. For the EES and the LIE schemes, we employ the parameter
constellation M = N4 with computational cost c¯ = O(N5), whereas for the MIL, DFMM, and RKS
schemes we set M = N2 which results in c¯ = O(N3). The results are presented in Figure 1, where the
dashed line represents the theoretical effective order of convergence derived for the schemes MIL and
DFMM while the dotted line shows the expected order of convergence for the schemes EES and LIE.
In this example, the relation of the operator B to the Q-Wiener process is pointwise multiplicative;
therefore, we do not expect a lower computational cost for the DFMM compared to the Milstein
scheme.
5.2 Stochastic reaction-diffusion equation
We show an example with pointwise multiplicative operators which has been analyzed in [24]. Here,
the DFMM converges with the same order as the Milstein scheme and the scheme in [47]. We fix
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Figure 1: Error versus computational cost for N ∈ {2, 4, 8, 16, 32, 64} and 300 paths for the pointwise
multiplicative SPDE (21) based on the exact solution in log-log scale.
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Figure 2: Error versus computational cost for SPDE (23) with N ∈ {2, 4, 8, 16, 32, 64, 128} and 200
paths in log-log scale.
H = U = L2((0, 1),R) and choose Av = 1100∆v, v ∈ D(A), with λi = 1100pi2i2, ei(x) =
√
2 sin(ipix) for
x ∈ (0, 1), i ∈ N, and ηj = j−2, e˜j = ej for all j ∈ N. We consider
dXt =
(
1
100
∆Xt + 1−Xt
)
dt+
1−Xt
1 +X2t
dWt (23)
with X0(x) = 0 and Xt(0) = Xt(1) = 0 for t ∈ [0, 1], x ∈ (0, 1). For more details, we refer the reader
to [24], where there is a proof that Assumptions (A1)–(A4) are fulfilled in this setting with β = 15 ,
α ∈ (0, 34 ), γ ∈ (12 , 34), and we choose q = γ = 34 − ε for any ε > 0. The theoretical effective order
of convergence is err(DFMM(N,K,M)) = err(MIL(N,K,M)) = err(RKS(N,K,M)) = O(c¯− 12+ε),
whereas err(LIE(N,K,M)) = err(EES(N,K,M)) = O(c¯− 38+ε) as described in Section 4.3.
As in [24], we compare the approximations to a numerical reference solution computed with a linear
implicit version of the Milstein scheme with N = K = 28 and M = 221, see [9]. The approximations
at T = 1 are calculated with M = N2, K = N , and c¯ = O(N3) for the schemes MIL, RKS, DFMM,
and M = N3, K = N with c¯ = O(N4) for EES and LIE. The results are presented in Figure 2, where
it is obvious that the DFMM converges with the same order as the schemes MIL and RKS and clearly
outperforms the Euler schemes LIE and EES.
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5.3 Investigation of the effective order of convergence in the general case
In the following, we consider equations which do not contain pointwise multiplicative operators. In-
stead, we allow the operator B to act on the Q-Wiener process in a more general manner. For these
equations, the derivative-free Milstein scheme CDFM is superior in terms of the effective order of
convergence compared to well-known schemes.
In the following, let µij : Hβ → R and φkij : Hβ → R be arbitrary functions for i, k ∈ I, j ∈ J , and
consider the operators
B(y)u =
∑
i∈I
∑
j∈J
µij(y)〈u, e˜j〉Uei,
B′(y) (v, u) =
∑
i∈I
∑
j∈J
Dµij(y)(v)〈u, e˜j〉Uei
=
∑
i,k∈I
∑
j∈J
φkij(y)〈v, ek〉H〈u, e˜j〉Uei
(24)
for y ∈ Hβ, v ∈ H, u ∈ U , where Dµij : Hβ → L(H,R) denotes the Fréchet derivative of µij for all
i ∈ I , j ∈ J , i.e., the functional φkij denotes the derivative of µij in direction ek for i, k ∈ I , j ∈ J .
The functionals µij , φ
k
ij , i, k ∈ I , j ∈ J have to be chosen such that B(y)u ∈ H and B′(y) (v, u) ∈ H
for all y ∈ Hβ, v ∈ H, u ∈ U .
In order to investigate Assumption (A3), we transfer the conditions to our setting such that they
depend on µij and φ
k
ij , i, k ∈ I , j ∈ J . We assume that δ ∈ (0, 12) and µij, i ∈ I , j ∈ J are chosen
such that B(Hδ) ⊂ L(U,Hδ). First, we rewrite ‖B(v)‖L(U,Hδ) for all v ∈ Hδ as
‖B(v)‖L(U,Hδ) = sup
u∈U
‖u‖U=1
‖B(v)u‖Hδ
= sup
u∈U
‖u‖U=1
∥∥∥(−A)δ∑
i∈I
∑
j∈J
µij(v)〈u, e˜j〉Uei
∥∥∥
H
= sup
u∈U
‖u‖U=1
∥∥∥∑
k∈I
λδk
∑
j∈J
µkj(v)〈u, e˜j〉Uek
∥∥∥
H
≤
∑
k∈I
∑
j∈J
λδk|µkj(v)|.
(25)
We need ‖B(v)‖L(U,Hδ) ≤ C(1 + ‖v‖Hδ ) for some C > 0 and all v ∈ Hδ which is examined for the
different examples in the corresponding sections. Further, we calculate for v,w ∈ Hγ
‖B′(v)B(v) −B′(w)B(w)‖2
L
(2)
HS (U0,H)
=
∑
k,l∈J
∥∥√ηk√ηl (B′(v)(B(v)e˜k , e˜l)−B′(w)(B(w)e˜k , e˜l))∥∥2H
=
∑
k,l∈J
ηkηl
∑
i,r1,r2∈I
(
φr1il (v)µr1k(v)− φr1il (w)µr1k(w)
) (
φr2il (v)µr2k(v)− φr2il (w)µr2k(w)
)
.
(26)
In order to analyze the conditions on the derivatives of B, we define φˆkrij as the Fréchet derivative of
φkij in direction of er for i, k, r ∈ I , j ∈ J and obtain for v ∈ Hβ the estimate
‖B′(v)‖L(H,L(U,H)) = sup
w∈H,u∈U
‖w‖H=‖u‖U=1
∥∥∥ ∑
i,k∈I
∑
j∈J
φkij(v)〈w, ek〉H〈u, e˜j〉Uei
∥∥∥
H
≤
∑
i,k∈I
∑
j∈J
|φkij(v)|
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and for the second derivative, we get
‖B′′(v)‖L(2)(H,L(U,H)) = sup
z,w∈H
‖z‖H=‖w‖H=1
‖B′′(v)(z, w)‖L(U,H)
= sup
z,w∈H,u∈U
‖z‖H=‖w‖H=‖u‖U=1
∥∥∥ ∑
i,r,l∈I
∑
j∈J
φˆrlij(v)〈z, el〉H〈w, er〉H〈u, e˜j〉Uei
∥∥∥
H
≤
∑
i,r,l∈I
∑
j∈J
|φˆrlij(v)|.
Finally, for v ∈ Hγ , we have to investigate the term
‖(−A)−ϑB(v)Q−α‖LHS(U0,H) =
(∑
k∈J
‖(−A)−ϑB(v)Q−α+ 12 e˜k‖2H
) 1
2
=
(∑
k∈J
η1−2αk
∥∥∥∑
i∈I
λ−ϑi µik(v)ei
∥∥∥2
H
) 1
2
=
(∑
k∈J
η1−2αk
∑
i∈I
λ−2ϑi µ
2
ik(v)
) 1
2
(27)
with ϑ ∈ (0, 12 ), α ∈ (0,∞).
We assume commutativity to rewrite (7). In this framework, the condition reads∑
k∈I
φkim(v)µkn(v) =
∑
k∈I
φkin(v)µkm(v)
for all i ∈ I , n,m ∈ JK , K ∈ N, and v ∈ Hβ.
In the following, we fix some N,K,M ∈ N and m ∈ {0, . . . ,M − 1}, and we consider an SPDE of
type (4) with operators as in (24). In this case, the Milstein scheme (3) reads
Y N,K,Mm+1 = PN
(
eAh
(
Y N,K,Mm + hF (Y
N,K,M
m ) +
∑
i∈I
∑
j∈JK
ηj 6=0
µij(Y
N,K,M
m )
√
ηj∆β
j
mei
+
1
2
∑
i,k∈I
∑
j∈JK
ηj 6=0
φkij(Y
N,K,M
m )
∑
r∈JK
ηr 6=0
µkr(Y
N,K,M
m )
√
ηr∆β
r
m
√
ηj∆β
j
mei
− h
2
∑
i,k∈I
∑
j∈JK
ηj 6=0
ηjφ
k
ij(Y
N,K,M
m )µkj(Y
N,K,M
m )ei
))
.
Here, it is obvious that the evaluation of φkij for i, k ∈ IN and j ∈ JK results in N2K necessary
evaluations of scalar nonlinear functions.
For the derivative-free Milstein scheme (8), we obtain
Y N,K,Mm+1 = PN
(
eAh
(
Y N,K,Mm + hF (Y
N,K,M
m ) +
∑
i∈I
∑
j∈JK
ηj 6=0
µij(Y
N,K,M
m )
√
ηj∆β
j
mei
+
1√
h
∑
i∈I
∑
j∈JK
ηj 6=0
(
µij
(
Y N,K,Mm +
√
h
2
PN
(∑
k∈I
∑
l∈JK
ηl 6=0
µkl(Y
N,K,M
m )
√
ηl∆β
l
mek
))
− µij(Y N,K,Mm )
)√
ηj∆β
j
mei
+
∑
i∈I
∑
j∈JK
ηj 6=0
(
µij
(
Y N,K,Mm −
h
2
PN
(√
ηj
∑
k∈I
µkj(Y
N,K,M
m )ek
))
− µij(Y N,K,Mm )
)√
ηjei
))
.
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The enhanced derivative-free Milstein scheme needs 3 evaluations of each µij for i ∈ IN , j ∈ JK which
results in only 3NK necessary evaluations of scalar functions.
The linear implicit Euler scheme takes the form
Y N,K,Mm+1 = PN
((
I − hA
)−1(
Y N,K,Mm + hF (Y
N,K,M
m ) +
∑
i∈I
∑
j∈JK
ηj 6=0
µij(Y
N,K,M
m )
√
ηj∆β
j
mei
))
and the exponential Euler scheme reads
Y N,K,Mm+1 = PN
(
eAhY N,K,Mm +A
−1
(
eAh − I
)
F (Y N,K,Mm ) + e
Ah
∑
i∈I
∑
j∈JK
ηj 6=0
µij(Y
N,K,M
m )
√
ηj∆β
j
mei
)
.
Both Euler schemes require one evaluation µij for i ∈ IN , j ∈ JK and thus NK evaluations of scalar
functions. The Runge-Kutta type scheme in [47] is not applicable in this setting.
Stochastic partial differential equations as in (4) where the operator B is of type (24) are exten-
sively treated in [10] and applications as well as models based on such SPDEs can be found, e.g.,
within the following references: Stochastic reaction-diffusion equations, which describe phenomena
from chemistry, biology, and physics, are considered in [28]. Stochastic regulator problems as well as
optimal stationary control problems are discussed in [19]. In the field of computational neuroscience,
stochastic Hopfield neural networks with distributed parameters are analyzed in [33]. Further examples
are stochastic distributed parameter systems and optimal control problems in [30, Chap. 5.2] and the
stochastic modeling of flame propagation in [7]. All of the mentioned applications contain settings such
that the proposed derivative-free Milstein scheme CDFM can be applied to the equations involved and
where it attains a higher effective order of convergence compared to the schemes MIL, EES, and LIE.
In the following examples in this section, we consider a stochastic reaction-diffusion equation from [28]
which reads as
dXt(x) =
(
a∆Xt(x) + F (Xt(x))
)
dt+
∞∑
k=1
gk(x,Xt(x)) dβ
k
t , x ∈ (0, 1), (28)
with some initial and boundary conditions, some functions gk : (0, 1) × R → R, k ∈ N, and a ∈ R,
see [28] for details. Here, we set for k ∈ J and x ∈ (0, 1)
gk(x,Xt(x)) =
(
B(Xt)
√
ηk e˜k
)
(x) =
∑
i∈I
µik(Xt)
√
ηk ei(x)
in order to align this notation with the operators introduced in (24). In the examples below, we
consider different possible choices for µij, i ∈ I , j ∈ J such that the assumptions in [28] hold.
To be specific, we choose H = U = L2((0, 1),R), T = 1 and consider the equation
dXt =
( 1
100
∆Xt + 1−Xt
)
dt+B(Xt) dWt (29)
with Dirichlet boundary conditions Xt(0) = Xt(1) = 0 for all t ∈ [0, T ] and assume X0(x) = 0 for all
x ∈ (0, 1). We select ei =
√
2 sin(ixpi), i ∈ I , as the orthonormal basis of H with λi = 1100pi2i2 for
all i ∈ I . (Wt)t∈[0,T ] is a Q-Wiener process in U and we choose the eigenvalues ηj = j−3 of Q with
eigenfunctions e˜j =
√
2 sin(jxpi) for all j ∈ J , if not stated otherwise. Thus, SPDE (29) is of type
(28). In this setting, Assumptions (A1), (A2), and (A4) obviously hold, see also [24]. Below, we have a
look at some specific examples in order to illustrate the effective order of convergence for the schemes
under consideration and show that Assumption (A3) is fulfilled.
5.3.1 The case of a linear operator
In our first example, we consider SPDE (29), define the operator B as in (24) by the linear mappings
µij(y) =
〈y,ei〉H
i4+j4 , and obtain for the derivative in direction ek the function
φkij(y) =
{
0, k 6= i
1
i4+j4
, k = i
17
for all i, k ∈ I , j ∈ J , y ∈ Hβ.
First, we prove that Assumption (A3) holds. By (25), we obtain for all v ∈ Hδ
‖B(v)‖L(U,Hδ) ≤
∑
k∈I
∑
j∈J
( 1
100
pi2k2
)δ |〈v, ek〉H |
k4 + j4
≤ C
∑
k∈I
∑
j∈J
1
k2−2δ
1
j2
‖(−A)−δ‖L(H)‖v‖Hδ .
Thus, we obtain ‖B(v)‖L(U,Hδ) ≤ C(1 + ‖v‖Hδ ) for v ∈ Hδ and δ ∈ (0, 12 ) due to Assumption (A1).
Considering (26), we compute
‖B′(v)B(v) −B′(w)B(w)‖2
L
(2)
HS (U0,H)
=
∑
k,l∈J
1
k3
1
l3
∑
i∈I
1
(i4 + l4)2
(〈v − w, ei〉H
i4 + k4
)2
≤ C
∑
k,l∈J
1
k7
1
l7
∑
i∈I
1
i8
‖v − w‖2H
for v,w ∈ Hγ . Moreover, for the derivative of B, we obtain
‖B′(v)‖L(H,L(U,H)) ≤
∑
i∈I
∑
j∈J
1
i4 + j4
≤
∑
i∈I
∑
j∈J
1
i2
1
j2
,
that is, ‖B′(v)‖L(H,L(U,H)) < ∞ for all v ∈ Hβ. The condition on the second derivative is obviously
fulfilled as φˆkrij (y) = 0 for all i, j, r ∈ I , j ∈ J , and y ∈ Hβ. Finally, with (27) we determine α by
‖(−A)−ϑB(v)Q−α‖LHS(U0,H) =
(∑
k∈J
1
k3(1−2α)
∑
i∈I
λ−2ϑi
〈v, ei〉2H
(i4 + k4)2
) 1
2
≤ C
(∑
k∈J
1
k3(1−2α)+4
∑
i∈I
1
i4+4ϑ
) 1
2 ‖v‖Hγ
and obtain ‖(−A)−ϑB(v)Q−α‖LHS(U0,H) ≤ C(1 + ‖v‖Hγ ) for all α ∈ (0, 1), ϑ ∈ (0, 12), and v ∈ Hγ .
Summarizing, the parameters can take the values δ, ϑ ∈ (0, 12), α ∈ (0, 1), β ∈ [0, 1), and γ ∈ [12 , 1).
Here and in the examples below, we select the maximal value for δ and choose β = 0.
Finally, the commutativity condition is fulfilled due to
∑
k∈I
φkim(v)µkn(v) =
1
i4 +m4
〈v, ei〉H
i4 + n4
=
∑
k∈I
φkin(v)µkm(v)
for all i ∈ I , n,m ∈ JK , K ∈ N, v ∈ Hβ.
For this example, we have ρQ = 3, ρA = 2 and choose q = γ = α = 1 − ε for some arbitrary ε > 0
which yields K = N
2
3 and M = N2 with computational cost c¯ = O(N 113 ) for the scheme CDFM and
c¯ = O(N 143 ) for MIL. Further, we select γ = α = 1 − ε which results in q = 12 and choose K = N 23 ,
M = N4 with c¯ = O(N 173 ) for the schemes EES and LIE. For the effective order of convergence,
we obtain err(MIL(N,K,M)) = O(c¯− 37+ε), err(LIE(N,K,M)) = err(EES(N,K,M)) = O(c¯− 617+ε)
whereas for the CDFM, we get err(CDFM(N,K,M)) = O(c¯− 611+ε).
The following logarithmic plot of the error for N ∈ {2, 4, 8, 16, 32} confirms the theoretical results. As
a substitute for an exact solution, we choose the linear implicit Euler scheme with N = 26, K = 24,
and M = 220. Compared to the other schemes, the effective order of convergence is significantly higher
for the enhanced derivative-free Milstein scheme. In Figure 3, the dashed line represents the effective
order of convergence derived for the derivative-free Milstein scheme theoretically and the dotted or
dashed-dotted line shows the expected order of convergence for the reference schemes, see also Table 2.
The orders which are suggested by the computations in Section 4 are numerically confirmed.
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Milstein CDFM
N M K c¯ Error Std c¯ Error Std
2 22 2
2
3 O(2 143 ) 3.0 · 10−2 1.5 · 10−3 O(2 113 ) 3.0 · 10−2 1.5 · 10−3
4 24 2
4
3 O(2 283 ) 2.5 · 10−2 3.0 · 10−4 O(2 223 ) 2.5 · 10−2 3.0 · 10−4
8 26 22 O(214) 1.7 · 10−2 6.0 · 10−5 O(211) 1.7 · 10−2 6.0 · 10−5
16 28 2
8
3 O(2 563 ) 6.3 · 10−3 1.1 · 10−5 O(2 443 ) 6.3 · 10−3 1.1 · 10−5
32 210 2
10
3 O(2 703 ) 1.6 · 10−3 2.0 · 10−6 O(2 553 ) 1.6 · 10−3 2.0 · 10−6
Linear Implicit Euler Exponential Euler
N M K c¯ Error Std c¯ Error Std
2 24 2
2
3 O(2 173 ) 2.2 · 10−2 4.0 · 10−3 O(2 173 ) 2.3 · 10−2 4.0 · 10−3
4 28 2
4
3 O(2 343 ) 2.7 · 10−2 6.5 · 10−4 O(2 343 ) 2.7 · 10−2 6.5 · 10−4
8 212 22 O(217) 1.7 · 10−2 1.2 · 10−4 O(217) 1.7 · 10−2 1.1 · 10−4
16 216 2
8
3 O(2 683 ) 6.1 · 10−3 2.3 · 10−5 O(2 683 ) 6.1 · 10−3 2.3 · 10−5
32 220 2
10
3 O(2 853 ) 1.5 · 10−3 3.9 · 10−6 O(2 853 ) 1.5 · 10−3 3.9 · 10−6
Table 2: Error and standard deviation for Example 5.3.1 – computed for 700 paths with batches of
size 50 ([25, p.312]).
Computational cost
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Figure 3: Error against computational cost for Example 5.3.1 for N ∈ {2, 4, 8, 16, 32} and 700 paths
in log-log scale.
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Milstein CDFM
N M K c¯ Error Std c¯ Error Std
2 4 2
1
2 O(2 92 ) 3.2 · 10−2 3.0 · 10−3 O(2 72 ) 3.2 · 10−2 3.0 · 10−3
4 24 2 O(29) 2.5 · 10−2 5.0 · 10−4 O(27) 2.5 · 10−2 5.0 · 10−4
8 26 2
3
2 O(2 272 ) 1.7 · 10−2 6.2 · 10−5 O(2 212 ) 1.7 · 10−2 6.2 · 10−5
16 28 22 O(218) 6.6 · 10−3 2.0 · 10−5 O(214) 6.6 · 10−3 2.0 · 10−5
32 210 2
5
2 O(2 452 ) 2.0 · 10−3 7.0 · 10−6 O(2 352 ) 2.0 · 10−3 7.0 · 10−6
64 212 23 O(227) 4.6 · 10−4 5.4 · 10−6 O(221) 4.6 · 10−4 5.4 · 10−6
Linear Implicit Euler Exponential Euler
N M K c¯ Error Std c¯ Error Std
2 23 2
1
2 O(2 92 ) 2.4 · 10−2 4.6 · 10−3 O(2 92 ) 2.4 · 10−2 4.7 · 10−3
4 26 2 O(29) 2.7 · 10−2 6.2 · 10−4 O(29) 2.7 · 10−2 6.7 · 10−4
8 29 2
3
2 O(2 272 ) 1.7 · 10−2 1.6 · 10−4 O(2 272 ) 1.7 · 10−2 1.8 · 10−4
16 212 22 O(218) 6.5 · 10−3 5.3 · 10−5 O(218) 6.7 · 10−3 5.9 · 10−5
32 215 2
5
2 O(2 452 ) 1.9 · 10−3 7.9 · 10−6 O(2 452 ) 2.0 · 10−3 9.6 · 10−6
64 218 23 O(227) 4.3 · 10−4 4.5 · 10−6 O(227) 4.8 · 10−4 5.8 · 10−6
Table 3: Error and standard deviation computed for Example 5.3.2 – computed for 500 paths with
batches of size 50.
5.3.2 An SPDE with different bases for H and U
Now, we analyze an example for SPDE (29) where the basis functions of the spaces H and U are not
the same. Therefore, we choose e˜j(x) =
√
2 cos(jpix) for all j ∈ J , x ∈ (0, 1) as a basis in U . Further,
we set µij(y) =
1
j2
∑
p∈I
〈y,ep〉H
i3+p4
, i ∈ I , j ∈ J , y ∈ Hβ to define the operator B. In this case, we get
φkij(y) =
1
j2
1
i3+k4 for all i, k ∈ I , j ∈ J , y ∈ Hβ.
Here, we only check the commutativity condition in Assumption (A3) and observe
∑
k∈I
φkim(v)µkn(v) =
∑
k∈I
1
m2
1
i3 + k4
1
n2
∑
p∈I
〈v, ep〉H
k3 + p4
=
∑
k∈I
φkin(v)µkm(v)
for all i ∈ I , n,m ∈ JK , K ∈ N, and v ∈ Hβ.
The validation of Assumption (A3) follows as in the previous example and is not detailed here. The
parameter values are δ ∈ (0, 14), ϑ ∈ (0, 12 ), α ∈ (0, 1), β ∈ [0, 1), and with the choice β = 0 and
δ maximal, we obtain γ ∈ [14 , 34). Here, the optimal choice is α = 1 − ε, γ = 34 − ε and we get
q = 34 − ε for the schemes MIL and CDFM, whereas we get q = 12 for the Euler schemes. For this
parameter setting, we choose K =
√
N , M = N2 for the Milstein scheme and the derivative-free
Milstein scheme and K =
√
N , M = N3 for the linear implicit and the exponential Euler scheme
from Section 4. The effective order of convergence equals err(CDFM(N,K,M)) = O(c¯− 37+ε) with
cost c¯ = O(N 72 ) whereas for the other schemes, we get err(MIL(N,K,M)) = err(LIE(N,K,M))
= err(EES(N,K,M)) = O(c¯− 13+ε) with c¯ = O(N 92 ). As a substitute for the exact solution, we choose
an approximation obtained with the linear implicit Euler scheme with N = 27, K = 27/2, andM = 218.
Again, the theoretical results are nicely confirmed by Table 3 and Figure 4.
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Figure 4: Error against computational cost for Example 5.3.2 with N ∈ {2, 4, 8, 16, 32, 64} for 500
paths in log-log scale.
5.3.3 The case of a nonlinear operator
Here, we consider SPDE (29) with a nonlinear operator B. Therefore, we define the operator B as in
(24) with the nonlinear functions µij : Hβ → R for i ∈ I , j ∈ J in this example. Precisely, we choose
µij(y) =
∑
p∈I
e−〈y,ep〉
2
H
i
3
2 j2
( 1
i+ j + p2
1(j−1)2+1≤i,p≤j2 +
j−2∑
r=0
1
(r + 1)
1
i+ (r + 1) + p2
1r2+1≤i,p≤(r+1)2
)
.
For the derivative of µij , we get the nonlinear function
φkij(y) =
−2〈y, ek〉He−〈y,ek〉2H
i
3
2 j2
( 1
i+ j + k2
1(j−1)2+1≤i,k≤j2
+
j−2∑
r=0
1
(r + 1)
1
i+ (r + 1) + k2
1r2+1≤i,k≤(r+1)2
)
for i, k ∈ I, j ∈ J , and y ∈ Hβ. Here, we only prove the commutativity∑
k∈I
φkim(y)µkn(y) =
∑
k∈I
( 1
i
3
2m2
1
i+m+ k2
1(m−1)2+1≤i,k≤m2
+
1
m2
m−2∑
r=0
1
i
3
2 (r + 1)
1
i+ (r + 1) + k2
1r2+1≤i,k≤(r+1)2
)
e−〈y,ek〉
2
H (−2〈y, ek〉H)
×
(∑
p∈I
1
k
3
2n2
1
k + n+ p2
1(n−1)2+1≤k,p≤n2
+
∑
p∈I
1
n2
n−2∑
r=0
1
k
3
2 (r + 1)
1
k + (r + 1) + p2
1r2+1≤k,p≤(r+1)2
)
e−〈y,ep〉
2
H
=
m2∑
k,p=(m−1)2+1
1
i
3
2 k
3
2m4
1
i+m+ k2
1
k +m+ p2
× e−〈y,ek〉2He−〈y,ep〉2H (−2〈y, ek〉H)1(m−1)2+1≤i≤m21m=n
+
m2∑
k,p=(m−1)2+1
1
n2m2
1
i
3
2
1
i+m+ k2
1
k
3
2m
1
k +m+ p2
× e−〈y,ek〉2He−〈y,ep〉2H (−2〈y, ek〉H)1(m−1)2+1≤i≤m21m<n
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Milstein CDFM
N M K c¯ Error Std c¯ Error Std
2 4 2
1
2 O(2 92 ) 2.9 · 10−2 2.3 · 10−3 O(2 72 ) 2.8 · 10−2 2.1 · 10−3
4 24 2 O(29) 2.5 · 10−2 3.8 · 10−4 O(27) 2.5 · 10−2 3.9 · 10−4
8 26 2
3
2 O(2 272 ) 1.7 · 10−2 6.3 · 10−5 O(2 212 ) 1.7 · 10−2 6.4 · 10−5
16 28 22 O(218) 6.6 · 10−3 1.2 · 10−5 O(214) 6.6 · 10−3 1.2 · 10−5
32 210 2
5
2 O(2 452 ) 1.9 · 10−3 3.5 · 10−6 O(2 352 ) 1.9 · 10−3 3.5 · 10−6
64 212 23 O(227) 4.4 · 10−4 1.2 · 10−6 O(221) 4.4 · 10−4 1.2 · 10−6
Linear Implicit Euler Exponential Euler
N M K c¯ Error Std c¯ Error Std
2 23 2
1
2 O(2 92 ) 1.8 · 10−2 1.7 · 10−3 O(2 92 ) 1.9 · 10−2 1.7 · 10−3
4 26 2 O(29) 2.6 · 10−2 3.8 · 10−4 O(29) 2.6 · 10−2 4.5 · 10−4
8 29 2
3
2 O(2 272 ) 1.7 · 10−2 1.7 · 10−2 O(2 272 ) 1.7 · 10−2 1.0 · 10−4
16 212 22 O(218) 6.4 · 10−3 1.2 · 10−5 O(218) 6.6 · 10−3 1.8 · 10−5
32 215 2
5
2 O(2 452 ) 1.9 · 10−3 4.9 · 10−6 O(2 452 ) 2.0 · 10−3 5.1 · 10−6
64 218 23 O(227) 4.2 · 10−4 2.6 · 10−7 O(227) 4.9 · 10−4 2.2 · 10−6
Table 4: Error and standard deviation computed for Example 5.3.3 – computed for 500 paths with
batches of size 50.
+
n2∑
k,p=(n−1)2+1
1
m2
1
i
3
2n
1
i+ n+ k2
1
k
3
2n2
1
k + n+ p2
× e−〈y,ek〉2He−〈y,ep〉2H (−2〈y, ek〉H)1(n−1)2+1≤i≤n21n<m
+
min(n−2,m−2)∑
r=0
(r+1)2∑
k,p=r2+1
1
m2n2
1
i
3
2 (r + 1)
1
i+ (r + 1) + k2
1
k
3
2 (r + 1)
1
k + (r + 1) + p2
× 1r2+1≤i≤(r+1)2e−〈y,ek〉
2
H−〈y,ep〉
2
H (−2〈y, ek〉H)
=
∑
k∈I
φkin(y)µkm(y)
for all i ∈ I , m,n ∈ JK , K ∈ N, and y ∈ Hβ.
The condition (A3) is fulfilled for this example which we obtain similarly as before with parameters
δ ∈ (0, 14), ϑ ∈ (0, 12), β ∈ [0, 1), and α ∈ (0, 1). With the choice β = 0, we obtain γ ∈ [14 , 34).
Again, we choose K =
√
N , M = N2 for the Milstein and the derivative-free Milstein scheme, and
K =
√
N , M = N3 for the linear implicit and the exponential Euler schemes. For the Milstein
scheme, we expect an effective order of convergence of err(MIL(N,K,M)) = O(c¯− 13+ε) with cost
c¯ = O(N 92 ), for the linear implicit Euler and the exponential Euler schemes, we expect the same order
err(LIE(N,K,M)) = err(EES(N,K,M)) = O(c¯− 13+ε) with c¯ = O(N 92 ), and for the derivative-free
Milstein scheme, we have err(CDFM(N,K,M)) = O(c¯− 37+ε) with c¯ = O(N 72 ). In order to compute
the mean-square error, we replace the exact solution with an approximation obtained with the linear
implicit Euler scheme for N = 27, K = 27/2, M = 218. The simulation results are displayed in Figure 5
and Table 4.
6 Proofs
Before we give the proof of Theorem 3.1 and Corollary 4.1, we recall some elementary facts on the
analytic semigroup eAt, t ≥ 0 that are frequently used below.
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Computational cost
100 102 104 106 108 1010
e
rr
o
r
10-3
10-2
10-1
MIL
CDFM
EES
LIE
3/7
1/3
Figure 5: Error against computational cost for Example 5.3.3 with N ∈ {2, 4, 8, 16, 32, 64} for 500
paths in log-log scale.
Lemma 6.1 ([36, Lemma 6.13]). Let Assumption (A1) be fulfilled. Then, it holds that ‖(−A)−θ(eAt−
I)‖L(H) ≤ Cθtθ and ‖(−A)θeAt‖L(H) ≤ Cθt−θ for t > 0 and θ ∈ [0, 1].
Further, we also need the following lemma giving a uniform bound for the numerical approximation
to prove Theorem 3.1 and Corollary 4.1. Note that a generic constant C > 0 which may change from
line to line is used in the following proofs.
Lemma 6.2. Let Assumptions (A1)–(A4) be fulfilled. Then, for all p ∈ [2,∞), N,K,M ∈ N, and
some constant Cp,T,Q > 0 it holds that
sup
m∈{0,...,M}
E
[
‖Y N,K,Mm ‖pHδ
] 1
p ≤ Cp,T,Q
(
1 + E
[
‖ξ‖pHδ
] 1
p
)
.
Proof of Lemma 6.2. The assertion is proved by induction. Let N,K,M ∈ N, p ∈ [2,∞) and set
Ym := Y
N,K,M
m as defined in (8)–(9) and (14)–(15), respectively, as well as ∆WKm := ∆W
K,M
m , for
better legibility. For m = 0, the estimate obviously holds. Therefore, let m ∈ {1, . . . ,M} and assume
that the estimate holds for all l ∈ {0, . . . ,m− 1}. Then, we get by the triangle inequality
E
[
‖Ym‖pHδ
] 2
p ≤ C
(
E
[
‖X0‖pHδ
] 1
p
+
m−1∑
l=0
E
[∥∥∥∥
∫ tl+1
tl
eA(tm−tl)F (Yl) ds
∥∥∥∥
p
Hδ
] 1
p
+ E


∥∥∥∥∥
∫ tm
t0
m−1∑
l=0
eA(tm−tl)B(Yl)1[tl,tl+1)(s) dW
K
s
∥∥∥∥∥
p
Hδ


1
p
+
m−1∑
l=0
E
[∥∥∥∥∥eA(tm−tl) 1√h
(
B
(
Yl +
√
h
2
PNB(Yl)∆W
K
l
)
−B(Yl)
)
∆WKl
∥∥∥∥∥
p
Hδ
] 1
p
+
m−1∑
l=0
∑
j∈JK
ηj 6=0
E
[∥∥∥∥∥eA(tm−tl)B¯(Yl, h, j)
∥∥∥∥∥
p
Hδ
] 1
p
)2
.
With a Burkholder-Davis-Gundy type inequality [10, Theorem 4.37] applied to the third summand
and with the definition of Hδ, we obtain
E
[
‖Ym‖pHδ
] 2
p ≤ C
(
E
[
‖X0‖pHδ
] 2
p
+
(
m−1∑
l=0
(
E
[∥∥∥(−A)δeA(tm−tl)F (Yl)∥∥∥p
H
]) 1
p
h
)2
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+∫ tm
t0
E
[∥∥∥∥∥
m−1∑
l=0
eA(tm−tl)B(Yl)1[tl,tl+1)(s)
∥∥∥∥∥
p
LHS(U0,Hδ)
] 2
p
ds
+
(
m−1∑
l=0
‖(−A)δeA(tm−tl)‖L(H)
× E
[∥∥∥∥ 1√h
(
B
(
Yl +
√
h
2
PNB(Yl)∆W
K
l
)
−B(Yl)
)
∆WKl
∥∥∥∥
p
H
] 1
p
)2
+
(
m−1∑
l=0
∑
j∈JK
ηj 6=0
E
[∥∥∥(−A)δeA(tm−tl)B¯(Yl, h, j)∥∥∥p
H
] 1
p
)2)
.
First, we consider the CDFM scheme where
B¯(Yl, h, j) =
(
B
(
Yl − h
2
PNB(Yl)
√
ηj e˜j
)
−B(Yl)
)√
ηj e˜j
and use the following Taylor expansions of the difference approximations for all l ∈ {0, . . . ,m − 1},
j ∈ JK :
B
(
Yl +
√
h
2
PNB(Yl)∆W
K
l
)
∆WKl = B(Yl)∆W
K
l +
∫ 1
0
B′(ξ1(Yl, u))
(√
h
2
PNB(Yl)∆W
K
l ,∆W
K
l
)
du,
B
(
Yl − h
2
PNB(Yl)
√
ηj e˜j
)√
ηj e˜j = B(Yl)
√
ηj e˜j +
∫ 1
0
B′(ξ2(Yl, j, u))
(
− h
2
PNB(Yl)
√
ηj e˜j ,
√
ηj e˜j
)
du,
(30)
where
ξ1(Yl, u) = Yl + u
√
h
2
PNB(Yl)∆W
K
l
and
ξ2(Yl, j, u) = Yl − uh
2
PNB(Yl)
√
ηj e˜j
for some u ∈ [0, 1]. Note that ξ1(Yl, u), ξ2(Yl, j, u) ∈ HN and therefore, it holds ξ1(Yl, u), ξ2(Yl, j, u) ∈
Hβ for arbitrary l ∈ {0, . . . ,m − 1}, j ∈ JK , u ∈ [0, 1]. Inserting the Taylor expansions and applying
(A1)–(A3) together with Lemma 6.1 yields
E
[
‖Ym‖pHδ
] 2
p
≤ CE
[
‖X0‖pHδ
] 2
p
+Ch2M
m−1∑
l=0
(tm − tl)−2δE
[
‖F (Yl)‖pH
] 2
p
+ C
m−1∑
l=0
∫ tl+1
tl
E
[∥∥∥∥
m−1∑
k=0
eA(tm−tk)B(Yk)1[tk,tk+1)(s)
∥∥∥∥
p
LHS(U0,Hδ)
] 2
p
ds
+ C
M
h
m−1∑
l=0
(tm − tl)−2δE
[∥∥∥∥
∫ 1
0
B′(ξ1(Yl, u))
√
h
2
PNB(Yl)∆W
K
l du
∥∥∥∥
p
L(U,H)
∥∥∆WKl ∥∥pU
] 2
p
+ CM
m−1∑
l=0
( ∑
j∈JK
ηj 6=0
(tm − tl)−δE
[∥∥∥∥−
∫ 1
0
B′(ξ2(Yl, j, u))
h
2
PNB(Yl)
√
ηj e˜j du
∥∥∥∥
p
L(U,H)
‖√ηj e˜j‖pU
] 1
p
)2
≤ CE
[
‖X0‖pHδ
] 2
p
+Cp,Th
m−1∑
l=0
(tm − tl)−2δ
(
1 + E
[
‖Yl‖pHδ
] 2
p
)
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+ C
m−1∑
l=0
E
[
‖B(Yl)‖pLHS(U0,Hδ)
] 2
p
∫ tl+1
tl
∥∥∥(−A)−δ∥∥∥2
L(H)
∥∥∥(−A)δeA(tm−tl)∥∥∥2
L(H)
ds
+ CM
m−1∑
l=0
(tm − tl)−2δE
[(∫ 1
0
‖B′(ξ1(Yl, u))‖L(H,L(U,H))‖B(Yl)∆WKl ‖Hδ du
)p ∥∥∆WKl ∥∥pU
] 2
p
+ CM
m−1∑
l=0
(tm − tl)−2δ
( ∑
j∈JK
ηj 6=0
√
ηjh
× E
[(∫ 1
0
‖B′(ξ2(Yl, j, u))‖L(H,L(U,H))
∥∥B(Yl)√ηj e˜j∥∥Hδ du
)p] 1p )2
≤ CE
[
‖X0‖pHδ
] 2
p
+ h1−2δCp,T
m−1∑
l=0
(m− l)−2δ
(
1 + E
[
‖Yl‖pHδ
] 2
p
)
+ Cp
m−1∑
l=0
h (tm − tl)−2δ
(
1 + E
[
‖Yl‖pHδ
] 2
p
)
+ CpMh
−2δ
m−1∑
l=0
(m− l)−2δE
[
(1 + ‖Yl‖pHδ )
∥∥∆WKl ∥∥2pU
] 2
p
+ Cp,Th
1−2δ
m−1∑
l=0
(m− l)−2δ
( ∑
j∈JK
ηj 6=0
√
ηj E
[
(1 + ‖Yl‖pHδ )
∥∥√ηj e˜j∥∥pU
] 1
p
)2
.
Looking at the sum as a lower Darboux sum, we obtain for δ ∈ (0, 12) and all m ∈ {1, . . . ,M}
m−1∑
l=0
(m− l)−2δ =
m∑
l=1
1
l2δ
≤ 1 +
∫ M
1
1
r2δ
dr = 1 +
M1−2δ − 1
1− 2δ ≤
M1−2δ
1− 2δ . (31)
This results in
E
[
‖Ym‖pHδ
] 2
p ≤ CE
[
‖X0‖pHδ
] 2
p
+ h1−2δCT,p,Q
m−1∑
l=0
(m− l)−2δ
(
1 + E
[
‖Yl‖pHδ
] 2
p
)
≤ CE
[
‖X0‖pHδ
] 2
p
+ CT,p,Q + h
1−2δCT,p,Q
m−1∑
l=0
(m− l)−2δE
[
‖Yl‖pHδ
] 2
p
.
Finally, we obtain by the discrete Gronwall lemma
E
[
‖Ym‖pHδ
] 2
p ≤
(
CpE
[
‖X0‖pHδ
] 2
p
+ CT,p,Q
)
eCT,p,Qh
1−2δ
∑m−1
l=0 (m−l)
−2δ
≤ CT,p,Q
(
1 + E
[
‖X0‖pHδ
] 2
p
)
.
The result for the DFMM scheme where B¯(Yl, h, j) is defined by (15) follows analogously.
Next, we give the proof of Theorem 3.1 and Corollary 4.1 that builds on the proof of convergence in
[24] – however with an additional new part which accounts for the approximation of the derivative.
We do not incorporate the analysis of the error which possibly results from the approximation of the
coefficients in the spectral projection PNXt =
∑
n∈IN
〈Xt, en〉Hen here.
Proof of Theorem 3.1 and Corollary 4.1. We use the representation
Xtm = e
AtmX0 +
m−1∑
l=0
∫ tl+1
tl
eA(tm−s)F (Xs) ds+
m−1∑
l=0
∫ tl+1
tl
eA(tm−s)B(Xs) dWs,
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set Ym := Y
N,K,M
m as defined in (8)–(9) and (14)–(15) for m ∈ {0, . . . ,M}, respectively, and set
∆WKm := ∆W
K,M
m for m ∈ {0, . . . ,M − 1}, with N,K,M ∈ N, for improved legibility. Further, we
define some auxiliary processes for m ∈ {0, . . . ,M}, M ∈ N:
X¯tm := PN
(
eAtmX0 +
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)F (Xtl) ds+
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)B(Xtl) dW
K
s
+
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)B′(Xtl)
(∫ s
tl
PNB(Xtl) dW
K
r
)
dWKs
)
,
Y¯tm := PN
(
eAtmX0 +
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)F (Yl) ds+
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)B(Yl) dW
K
s
+
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)B′(Yl)
(∫ s
tl
PNB(Yl) dW
K
r
)
dWKs
)
= PN
(
eAtmX0 +
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)F (Yl) ds+
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)B(Yl) dW
K
s
+
m−1∑
l=0
eA(tm−tl)
(
1
2
B′(Yl)
(
PNB(Yl)∆W
K
l ,∆W
K
l
)− h
2
∑
j∈JK
ηj 6=0
ηjB
′(Yl) (PNB(Yl)e˜j , e˜j)
))
.
We estimate
E
[
‖Xtm − Ym‖2H
]
= E
[∥∥Xtm − PNXtm + PNXtm − X¯tm + X¯tm − Y¯tm + Y¯tm − Ym∥∥2H
]
for all m ∈ {0, . . . ,M}, N,M ∈ N, in several parts:
E
[
‖Xtm − Ym‖2H
]
≤ 4
(
E
[
‖Xtm − PNXtm‖2H
]
+ E
[∥∥PNXtm − X¯tm∥∥2H
]
+ E
[∥∥X¯tm − Y¯tm∥∥2H
]
+ E
[∥∥Y¯tm − Ym∥∥2H
] )
.
(32)
The first part is the error that results from the projection of H to a finite dimensional subspace HN ,
N ∈ N. The second and third terms arise due to the approximation of the solution process with the
Milstein scheme and the last one is the error that we obtain by approximating the derivative. After
estimating these terms separately, we obtain
E
[
‖Xtm − Ym‖2H
]
≤ CT
(
inf
i∈I\IN
λi
)−2γ
+ CT
((
sup
j∈I\IK
ηj
)2α
+M−2min(2(γ−β),γ)
)
+
CT
M
m−1∑
l=0
E
[
‖Xtl − Yl‖2H
]
+ CTM
−2(trQ)4
≤ CT,Q
((
inf
i∈I\IN
λi
)−2γ
+
(
sup
j∈I\IK
ηj
)2α
+M−2min(2(γ−β),γ)
)
for all m ∈ {1, . . . ,M}, N,K,M ∈ N, by a discrete version of Gronwall’s lemma.
The estimates of the first three terms are not specific to our scheme and the ideas originate from [24].
However, there are some modifications necessary in order to handle the projection operator PN that we
introduced. The main idea, however, remains the same. For completeness, we state the whole proof.
6.1 Spectral Galerkin projection
The error resulting from the spectral Galerkin projection is estimated for allm ∈ {0, . . . ,M},M,N ∈ N
as
E
[‖Xtm − PNXtm‖2H] = E[‖(I − PN )Xtm‖2H]
26
≤ E[‖(I − PN )(−A)−γ‖2L(H)∥∥Xtm∥∥2Hγ ]
= sup
y∈H
‖y‖H=1
‖(I − PN )(−A)−γy‖2HE
[‖Xtm‖2Hγ ]
= sup
y∈H
‖y‖H=1
∥∥∥(I − PN )∑
k∈I
λ−γk 〈y, ek〉Hek
∥∥∥2
H
E
[‖Xtm‖2Hγ ]
= sup
y∈H
‖y‖H=1
∥∥∥ ∑
n∈I\IN
〈
∑
k∈I
λ−γk 〈y, ek〉Hek, en〉Hen
∥∥∥2
H
E
[‖Xtm‖2Hγ ].
Due to (A1)–(A4) and Proposition 2.1, we further obtain
E
[‖Xtm − PNXtm‖2H] = sup
y∈H
‖y‖H=1
∥∥∥ ∑
n∈I\IN
λ−γn 〈y, en〉Hen
∥∥∥2
H
E
[‖Xtm∥∥2Hγ ]
≤ C sup
y∈H
‖y‖H=1
∑
n∈I\IN
λ−2γn 〈y, en〉2H
≤ C
(
inf
i∈I\IN
λi
)−2γ
sup
y∈H
‖y‖H=1
∑
n∈I\IN
〈y, en〉2H
≤ C
(
inf
i∈I\IN
λi
)−2γ
sup
y∈H
‖y‖H=1
‖y‖H
= C
(
inf
i∈I\IN
λi
)−2γ
for all m ∈ {0, . . . ,M}, M,N ∈ N. This proves the first part.
In the following we use
‖PNx‖2H = ‖
∑
n∈IN
〈x, en〉Hen‖2H =
∑
n∈IN
〈x, en〉2H ≤
∑
n∈I
|〈x, en〉H |2 = ‖x‖2H
several times.
In order to estimate the second term in (32), we write
(
E
[∥∥PNXtm − X¯tm∥∥2H
]) 1
2 ≤ E
[∥∥∥∥
m−1∑
l=0
∫ tl+1
tl
(
eA(tm−s)F (Xs)− eA(tm−tl)F (Xtl)
)
ds
∥∥∥∥
2
H
] 1
2
+E
[∥∥∥∥∥
m−1∑
l=0
∫ tl+1
tl
(
eA(tm−s)B(Xs)− eA(tm−tl)B(Xtl)
)
dWKs
−
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)B′(Xtl)
(∫ s
tl
PNB(Xtl) dW
K
r
)
dWKs
∥∥∥∥∥
2
H
] 1
2
+ E
[∥∥∥∥
m−1∑
l=0
∫ tl+1
tl
eA(tm−s)B(Xs)
(
dWs − dWKs
) ∥∥∥∥
2
H
] 1
2
for m ∈ {1, . . . ,M}, M ∈ N.
6.2 Temporal discretization - the nonlinearity F
Next, we prove the error resulting from the temporal discretization of the Bochner integral by par-
titioning the error into three components which we again estimate separately. Let m ∈ {1, . . . ,M},
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M ∈ N. We show
(
E
[∥∥∥m−1∑
l=0
∫ tl+1
tl
(
eA(tm−s)F (Xs)− eA(tm−tl)F (Xtl)
)
ds
∥∥∥2
H
]) 1
2
≤
(
E
[∥∥∥m−1∑
l=0
∫ tl+1
tl
eA(tm−s) (F (Xs)− F (Xtl)) ds
∥∥∥2
H
]) 1
2
+
(
E
[∥∥∥m−2∑
l=0
∫ tl+1
tl
(
eA(tm−s) − eA(tm−tl)
)
F (Xtl) ds
∥∥∥2
H
]) 1
2
+
(
E
[∥∥∥∫ tm
tm−1
(
eA(tm−s) − eA(tm−tm−1)
)
F (Xtm−1) ds
∥∥∥2
H
]) 1
2
≤ CTM−min(2(γ−β),γ).
We define X˜s,l := Xs − Xtl for all s ∈ [0, T ], l ∈ {0, . . . ,M − 1}, M ∈ N, for legibility. For the first
term, we obtain by the triangle inequality and the representation of the mild solution (Xt)t∈[0,T ]
(
E
[∥∥∥m−1∑
l=0
∫ tl+1
tl
eA(tm−s) (F (Xs)− F (Xtl)) ds
∥∥∥2
H
]) 1
2
≤
(
E
[∥∥∥m−1∑
l=0
∫ tl+1
tl
eA(tm−s)F ′(Xtl)(Xs −Xtl) ds
∥∥∥2
H
]) 1
2
+
(
E
[∥∥∥m−1∑
l=0
∫ tl+1
tl
eA(tm−s)
( ∫ 1
0
∫ r
0
1
2
F ′′(Xtl + uX˜s,l)(X˜s,l, X˜s,l) dudr
)
ds
∥∥∥2
H
]) 1
2
≤
m−1∑
l=0
(
E
[∥∥∥∫ tl+1
tl
eA(tm−s)F ′(Xtl)
(
eA(s−tl) − I
)
Xtl ds
∥∥∥2
H
]) 1
2
+
m−1∑
l=0
(
E
[∥∥∥ ∫ tl+1
tl
eA(tm−s)F ′(Xtl)
( ∫ s
tl
eA(s−u)F (Xu) du
)
ds
∥∥∥2
H
]) 1
2
+
(m−1∑
l=0
E
[∥∥∥ ∫ tl+1
tl
eA(tm−s)F ′(Xtl)
( ∫ s
tl
eA(s−u)B(Xu) dWu
)
ds
∥∥∥2
H
]) 1
2
+
m−1∑
l=0
(
E
[∥∥∥ ∫ tl+1
tl
eA(tm−s)
( ∫ 1
0
∫ r
0
1
2
F ′′(Xtl + uX˜s,l)(X˜s,l, X˜s,l) dudr
)
ds
∥∥∥2
H
]) 1
2
.
Then, Hölder’s inequality implies
(
E
[∥∥∥m−1∑
l=0
∫ tl+1
tl
eA(tm−s) (F (Xs)− F (Xtl)) ds
∥∥∥2
H
]) 1
2
≤
m−1∑
l=0
(
E
[
h
∫ tl+1
tl
∥∥∥eA(tm−s)F ′(Xtl)(eA(s−tl) − I)Xtl∥∥∥2
H
ds
])1
2
+
m−1∑
l=0
(
E
[
h
∫ tl+1
tl
∥∥∥eA(tm−s)F ′(Xtl)(
∫ s
tl
eA(s−u)F (Xu) du
)∥∥∥2
H
ds
]) 1
2
+
(m−1∑
l=0
E
[
h
∫ tl+1
tl
∥∥∥eA(tm−s)F ′(Xtl)(
∫ s
tl
eA(s−u)B(Xu) dWu
)∥∥∥2
H
ds
]) 1
2
+
m−1∑
l=0
(
E
[
h
∫ tl+1
tl
∥∥∥eA(tm−s)(∫ 1
0
∫ r
0
F ′′(Xtl + uX˜s,l)(Xs −Xtl ,Xs −Xtl) dudr
)
ds
∥∥∥2
H
]) 1
2
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and by (A2), Theorem 6.1, and Proposition 2.1, we get
(
E
[∥∥∥m−1∑
l=0
∫ tl+1
tl
eA(tm−s) (F (Xs)− F (Xtl)) ds
∥∥∥2
H
]) 1
2
≤ C
m−1∑
l=0
(
E
[
h
∫ tl+1
tl
∥∥F ′(Xtl)∥∥2L(H)∥∥(−A)−γ(eA(s−tl) − I)∥∥2L(H)‖Xtl‖2Hγ ds
]) 1
2
+C
m−1∑
l=0
(
E
[
h
∫ tl+1
tl
∥∥F ′(Xtl)∥∥2L(H)
∥∥∥ ∫ s
tl
eA(s−u)F (Xu) du
∥∥∥2
H
ds
]) 1
2
+C
(m−1∑
l=0
hE
[ ∫ tl+1
tl
∥∥F ′(Xtl)∥∥2L(H)
∥∥∥∫ s
tl
eA(s−u)B(Xu) dWu
∥∥∥2
H
ds
]) 1
2
+C
m−1∑
l=0
(
E
[
h
∫ tl+1
tl
∫ 1
0
∫ r
0
‖F ′′(Xtl + uX˜s,l)‖L(2)(Hβ ,H) dudr‖Xs −Xtl‖4Hβ ds
]) 1
2
≤ C
m−1∑
l=0
(
h
∫ tl+1
tl
(s− tl)2γ E
[‖Xtl‖2Hγ ] ds
)1
2
+C
m−1∑
l=0
(
E
[
h
∫ tl+1
tl
∥∥∥ ∫ s
tl
eA(s−u)F (Xu) du
∥∥∥2
H
ds
]) 1
2
+C
(m−1∑
l=0
hE
[ ∫ tl+1
tl
∥∥∥ ∫ s
tl
eA(s−u)B(Xu) dWu
∥∥∥2
H
ds
]) 1
2
+C
m−1∑
l=0
(
h
∫ tl+1
tl
(s− tl)4min(γ−β,
1
2
) ds
)1
2
.
Then, (A1)–(A4) and Itô’s isometry imply
(
E
[∥∥∥m−1∑
l=0
∫ tl+1
tl
eA(tm−s) (F (Xs)− F (Xtl)) ds
∥∥∥2
H
]) 1
2
≤ CMh1+γ + C
m−1∑
l=0
(
h
∫ tl+1
tl
(s− tl)2 ds
)1
2
+
(
C
m−1∑
l=0
h
∫ tl+1
tl
∫ s
tl
E
[‖(−A)−δ‖2L(H) ‖B(Xu)‖2LHS(U0,Hδ) ] duds
)1
2
+ C
m−1∑
l=0
(
h4min(γ−β,
1
2
)+2
) 1
2
≤ CThγ + CMh2 +
(
C
m−1∑
l=0
h
∫ tl+1
tl
(s − tl) ds
) 1
2
+Chmin(2(γ−β),1)
≤ CThγ + CTh+ C
(
Mh3
) 1
2 ≤ CThmin(2(γ−β),γ)
for all m ∈ {1, . . . ,M}, M ∈ N.
The estimates of the second and third part follow easily by the triangle inequality, Hölder’s inequality,
(A1)–(A4), and Theorem 6.1 as well. For all m ∈ {2, . . . ,M}, M ∈ N, we get
(
E
[∥∥∥m−2∑
l=0
∫ tl+1
tl
(
eA(tm−s) − eA(tm−tl)
)
F (Xtl) ds
∥∥∥2
H
]) 1
2
≤
m−2∑
l=0
(
E
[∥∥∥ ∫ tl+1
tl
(
eA(tm−s) − eA(tm−tl)
)
F (Xtl) ds
∥∥∥2
H
]) 1
2
≤ C
m−2∑
l=0
(
h
∫ tl+1
tl
∥∥(−A)eA(tm−s)∥∥2
L(H)
∥∥(−A)−1(I − eA(s−tl))∥∥2
L(H)
ds
)1
2
29
≤ C
m−2∑
l=0
(
h
∫ tl+1
tl
( s− tl
tm − s
)2
ds
)1
2
≤ C
m−2∑
l=0
(
h
∫ tl+1
tl
( s− tl
(m− l − 1)h
)2
ds
)1
2
= C
m−2∑
l=0
( h4
(m− l − 1)2h2
) 1
2
= Ch
m−2∑
l=0
1
m− l − 1 = Ch
m−1∑
l=1
1
l
≤ C 1 + ln(M)
M
≤ C M
1−γ
M(1− γ) = Ch
γ .
In the last step, we employed some basic computations for m ∈ {1, . . . ,M}, M ∈ N
m−1∑
l=1
1
l
= 1 +
m−1∑
l=2
1
l
≤ 1 +
M∑
l=2
1
l
≤ 1 +
∫ M
1
1
s
ds = 1 + ln(M)
and for all r ∈ [0, 1) and x ≥ 1, we get
1 + ln(x) = 1 +
∫ x
1
s−1 ds ≤ 1 +
∫ x
1
1
s1−r
ds = 1 +
xr − 1
r
=
xr
r
− (1− r)
r
≤ x
r
r
,
see [24]. Further, we obtain
(
E
[∥∥∥ ∫ tm
tm−1
(
eA(tm−s) − eA(tm−tm−1)
)
F (Xtm−1) ds
∥∥∥2
H
])1
2
≤
√
h
(∫ tm
tm−1
E
[∥∥(eA(tm−s) − eA(tm−tm−1))F (Xtm−1)∥∥2H]ds
)1
2
≤
√
h
(∫ tm
tm−1
C ds
) 1
2 ≤ CTh
for all m ∈ {1, . . . ,M}, M ∈ N.
6.3 Temporal discretization with Milstein scheme - the diffusion B
For the estimation of the error resulting from the discretization of the stochastic integrals, we compute
for all m ∈ {1, . . . ,M}, M,K ∈ N
E
[∥∥∥m−1∑
l=0
∫ tl+1
tl
(
eA(tm−s)B(Xs)− eA(tm−tl)B(Xtl)
)
dWKs
−
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)B′(Xtl)
(∫ s
tl
PNB(Xtl) dW
K
r
)
dWKs
∥∥∥2
H
]
≤
m−1∑
l=0
E
[∥∥∥ ∫ tl+1
tl
eA(tm−tl) (B(Xs)−B(Xtl)) dWKs
−
∫ tl+1
tl
eA(tm−tl)B′(Xtl)
( ∫ s
tl
PNB(Xtl) dW
K
r
)
dWKs
∥∥∥2
H
]
+ E
[∥∥∥m−2∑
l=0
∫ tl+1
tl
(
eA(tm−s) − eA(tm−tl)
)
B(Xs) dW
K
s
∥∥∥2
H
]
+ E
[∥∥∥∫ tm
tm−1
(
eA(tm−s) − eA(tm−tm−1)
)
B(Xs) dW
K
s
∥∥∥2
H
]
≤ CT
(
M−2γ +
(
sup
j∈J\JK
ηj
)2α
+
(
inf
i∈I\IN
λi
)2)
, (33)
30
where
m−1∑
l=0
E
[∥∥∥∫ tl+1
tl
eA(tm−tl) (B(Xs)−B(Xtl)) dWKs
−
∫ tl+1
tl
eA(tm−tl)B′(Xtl)
( ∫ s
tl
PNB(Xtl) dW
K
r
)
dWKs
∥∥∥2
H
]
=
m−1∑
l=0
E
[∥∥∥∫ tl+1
tl
eA(tm−tl)
(
B′(Xtl)(Xs −Xtl)
+
∫ 1
0
(∫ r
0
B′′(Xtl + u(Xs −Xtl))
(
Xs −Xtl ,Xs −Xtl
)
du
)
dr
)
dWKs
−
∫ tl+1
tl
eA(tm−tl)B′(Xtl)
( ∫ s
tl
PNB(Xtl) dW
K
r
)
dWKs
∥∥∥2
H
]
≤
m−1∑
l=0
∫ tl+1
tl
E
[∥∥∥eA(tm−tl)B′(Xtl)((Xs −Xtl)−
∫ s
tl
PNB(Xtl) dW
K
r
)
+ eA(tm−tl)
∫ 1
0
(∫ r
0
B′′(Xtl + u(Xs −Xtl))
(
Xs −Xtl ,Xs −Xtl
)
du
)
dr
∥∥∥2
LHS(U0,H)
]
ds
due to Itô’s isometry.
With Lemma 6.1 and Proposition 2.1, we obtain
m−1∑
l=0
E
[∥∥∥ ∫ tl+1
tl
eA(tm−tl) (B(Xs)−B(Xtl)) dWKs
−
∫ tl+1
tl
eA(tm−tl)B′(Xtl)
( ∫ s
tl
PNB(Xtl) dW
K
r
)
dWKs
∥∥∥2
H
]
≤ 2
m−1∑
l=0
∫ tl+1
tl
E
[∥∥∥eA(tm−tl)B′(Xtl)((Xs −Xtl)− (
∫ s
tl
PNB(Xtl) dW
K
r
))∥∥∥2
LHS(U0,H)
]
ds
+ 2
m−1∑
l=0
∫ tl+1
tl
E
[∥∥eA(tm−tl)∥∥2
L(H)
‖Xs −Xtl‖4H
×
∫ 1
0
(∫ r
0
∥∥B′′(Xtl + u(Xs −Xtl))∥∥2L(2)(H,LHS(U0,H)) du
)
r dr
]
ds
≤ C
m−1∑
l=0
(∫ tl+1
tl
E
[∥∥∥eA(tm−tl)B′(Xtl)((Xs −Xtl)− (
∫ s
tl
PNB(Xtl) dW
K
r
))∥∥∥2
LHS(U0,H)
]
ds
+
h1+min(4γ,2)
1 + min(4γ, 2)
)
.
The following part differs from the estimate in the proof given in [24]. We plug in the expression for
the mild solution and use (A3) in order to obtain
m−1∑
l=0
E
[∥∥∥ ∫ tl+1
tl
eA(tm−tl) (B(Xs)−B(Xtl)) dWKs
−
∫ tl+1
tl
eA(tm−tl)B′(Xtl)
( ∫ s
tl
PNB(Xtl) dW
K
r
)
dWKs
∥∥∥2
H
]
≤ C
m−1∑
l=0
(∫ tl+1
tl
E
[∥∥∥eA(tm−tl)B′(Xtl)((eA(s−tl) − I)Xtl +
∫ s
tl
eA(s−u)F (Xu) du
+
∫ s
tl
eA(s−u)B(Xu) d(Wu −WKu ) +
∫ s
tl
eA(s−u)
(
B(Xu)− PNB(Xtl)
)
dWKu
31
+∫ s
tl
(
eA(s−u) − I)PNB(Xtl) dWKu )∥∥∥2
LHS(U0,H)
]
ds+ h1+min(4γ,2)
)
≤ C
m−1∑
l=0
(∫ tl+1
tl
E
[∥∥(eA(s−tl) − I)Xtl∥∥2H
]
ds+
∫ tl+1
tl
E
[∥∥∥ ∫ s
tl
eA(s−u)F (Xu) du
∥∥∥2
H
]
ds
+
∫ tl+1
tl
E
[∥∥∥∫ s
tl
eA(s−u)B(Xu) d(Wu −WKu )
∥∥∥2
H
]
ds
+
∫ tl+1
tl
E
[∥∥∥∫ s
tl
eA(s−u)
(
B(Xu)− PNB(Xtl)
)
dWKu
∥∥∥2
H
]
ds
+
∫ tl+1
tl
E
[∥∥∥∫ s
tl
(
eA(s−u) − I)PNB(Xtl) dWKu ∥∥∥2
H
]
ds+ h1+min(4γ,2)
)
.
The proof of ∫ tl+1
tl
E
[∥∥∥ ∫ s
tl
eA(s−u)B(Xu) d(Wu −WKu )
∥∥∥2
H
]
ds ≤ CTh
(
sup
j∈J\JK
ηj
)2α
,
for all l ∈ {0, . . . ,M − 1}, M,K ∈ N, can be found in the next part in Section 6.4.
With Lemma 6.1, (A1)–(A4), by Hölder’s inequality, and Itô’s isometry, we obtain
m−1∑
l=0
E
[∥∥∥ ∫ tl+1
tl
eA(tm−tl) (B(Xs)−B(Xtl)) dWKs
−
∫ tl+1
tl
eA(tm−tl)B′(Xtl)
( ∫ s
tl
PNB(Xtl) dW
K
r
)
dWKs
∥∥∥2
H
]
≤ C
m−1∑
l=0
(∫ tl+1
tl
∥∥(−A)−γ(eA(s−tl) − I)∥∥2
L(H)
E
[‖(−A)γXtl‖2H] ds
+
∫ tl+1
tl
(s− tl)
( ∫ s
tl
E
[‖eA(s−u)F (Xu)‖2H] du)ds+ CTh( sup
j∈J\JK
ηj
)2α
+
∫ tl+1
tl
( ∫ s
tl
E
[‖eA(s−u)(I − PN)B(Xu)‖2LHS(U0,H)] du
)
ds
+
∫ tl+1
tl
( ∫ s
tl
E
[‖eA(s−u)PN(B(Xu)−B(Xtl))‖2LHS(U0,H)] du
)
ds
+
∫ tl+1
tl
( ∫ s
tl
∥∥(−A)−δ(eA(s−u) − I)∥∥2
L(H)
E
[‖(−A)δPNB(Xtl)‖2LHS(U0,H)] du
)
ds+ h1+min(4γ,2)
)
≤ C
m−1∑
l=0
(∫ tl+1
tl
(s− tl)2γ E
[‖(−A)γXtl‖2H] ds
+
∫ tl+1
tl
(s− tl)
( ∫ s
tl
C E
[‖F (Xu)‖2H] du)ds+ CTh( sup
j∈J\JK
ηj
)2α
+
∫ tl+1
tl
( ∫ s
tl
E
[‖(−A)−γ(I − PN)‖2L(H)‖eA(s−u)(−A)γ−δ‖2L(H)‖(−A)δB(Xu)‖2LHS(U0,H)] du
)
ds
+
∫ tl+1
tl
( ∫ s
tl
E
[‖eA(s−u)‖2L(H)‖PN ||2L(H)‖B(Xu)−B(Xtl)‖2LHS(U0,H)] du
)
ds
+
∫ tl+1
tl
( ∫ s
tl
(s− u)2δE[‖B(Xtl)‖2LHS(U0,Hδ)] du
)
ds+ h1+min(4γ,2)
)
.
This expression can be simplified further by Lemma 6.1 and Section 6.1, which implies
m−1∑
l=0
E
[∥∥∥ ∫ tl+1
tl
eA(tm−tl) (B(Xs)−B(Xtl)) dWKs
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−
∫ tl+1
tl
eA(tm−tl)B′(Xtl)
( ∫ s
tl
PNB(Xtl) dW
K
r
)
dWKs
∥∥∥2
H
]
≤ CQ
m−1∑
l=0
(
h2γ+1 + h3 + CT h
(
sup
j∈J\JK
ηj
)2α
+
(
inf
i∈I\IN
λi
)−2γ ∫ tl+1
tl
(∫ s
tl
(s− u)−2(γ−δ)(1 + E[‖Xu‖2Hδ]) du)ds
+
∫ tl+1
tl
(∫ s
tl
(u− tl)min(2γ,1) du
)
ds+
∫ tl+1
tl
(∫ s
tl
(s− u)2δ du
)
ds+ h1+min(4γ,2)
)
≤ CQ
m−1∑
l=0
(
h2γ+1 + h3 + CTh
(
sup
j∈J\JK
ηj
)2α
+
(
inf
i∈I\IN
λi
)−2γ
h
+ hmin(2γ,1)+2 + h2δ+2 + h1+min(4γ,2)
)
≤ CT,Q
((
sup
j∈J\JK
ηj
)2α
+
(
inf
i∈I\IN
λi
)−2γ
+ h2γ
)
,
where we also used γ − δ ∈ [0, 12) and 2 + min(2γ, 1) ≥ 1 + min(4γ, 2).
The second term in (33) is estimated for all m ∈ {1, . . . ,M}, M,K ∈ N, using the independence of
the increments of the Q-Wiener process in time, the Itô isometry, Proposition 2.1, and (A1)–(A4)
E
[∥∥∥m−2∑
l=0
∫ tl+1
tl
(
eA(tm−s) − eA(tm−tl)
)
B(Xs) dW
K
s
∥∥∥2
H
]
=
m−2∑
l=0
E
[∥∥∥∫ tl+1
tl
(
eA(tm−s) − eA(tm−tl)
)
B(Xs) dW
K
s
∥∥∥2
H
]
≤
m−2∑
l=0
∫ tl+1
tl
∥∥(−A)−δ(eA(tm−s) − eA(m−tl))∥∥2
L(H)
E
[‖(−A)δB(Xs)‖2LHS(U0,H)] ds
≤
m−2∑
l=0
∫ tl+1
tl
∥∥(−A)1−δeA(tm−s)∥∥2
L(H)
∥∥(−A)−1(I − eA(s−tl))∥∥2
L(H)
E
[‖B(Xs)‖2LHS(U0,Hδ)] ds
≤ CQh2
m−2∑
l=0
∫ tl+1
tl
(tm − s)2(δ−1) ds
= CQh
2
m−2∑
l=0
(
(tm − tl+1)2δ−1 − (tm − tl)2δ−1
)
= CQh
2
(
(tm − tm−1)2δ−1 − (tm)2δ−1
)
≤ CT,Qh2δ+1 ≤ CTh2γ .
Finally, we obtain by conditions (A1), (A3), Lemma 6.1, and Proposition 2.1 for all m ∈ {1, . . . ,M},
M,K ∈ N
E
[∥∥∥∫ tm
tm−1
(
eA(tm−s) − eA(tm−tm−1)
)
B(Xs) dW
K
s
∥∥∥2
H
]
≤ C
∫ tm
tm−1
‖eA(tm−s)‖2L(H)
∥∥(−A)−δ(I − eA(s−tm−1))∥∥2
L(H)
E
[‖(−A)δB(Xs)‖2LHS(U0,H)] ds
≤ Ch2δ+1 ≤ Ch2γ .
6.4 Approximation of the Q-Wiener process
Next, we prove the error estimate resulting from the approximation of the Q-Wiener process and
employ
d(Ws −WKs ) =
∑
j∈J\JK
√
ηj e˜j dβ
j
s
33
for all s ∈ [0, T ], K ∈ N.
For all l ∈ {0, . . . ,M − 1}, M,K ∈ N, s ∈ [0, T ], it holds
E
[∥∥∥ ∫ s
tl
eA(s−u)B(Xu) d(Wu −WKu )
∥∥∥2
H
] 1
2
= E
[∥∥∥ ∑
j∈J\JK
∫ s
tl
eA(s−u)B(Xu)
√
ηj dβ
j
ue˜j
∥∥∥2
H
] 1
2
=
( ∑
j∈J\JK
ηj
∫ s
tl
E
[∥∥eA(s−u)B(Xu)Q−αQαe˜j∥∥2H
]
du
)1
2
=
( ∑
j∈J\JK
η2α+1j
∫ s
tl
E
[∥∥eA(s−u)B(Xu)Q−αe˜j∥∥2H
]
du
)1
2
≤
((
sup
j∈J\JK
ηj
)2α ∫ s
tl
E
[∑
j∈J
ηj
∥∥eA(s−u)B(Xu)Q−αe˜j∥∥2H
]
du
) 1
2
=
((
sup
j∈J\JK
ηj
)2α ∫ s
tl
E
[∥∥eA(s−u)B(Xu)Q−α∥∥2LHS(U0,H)
]
du
)1
2
.
By Assumptions (A1), (A3), and Lemma 6.1, we get
E
[∥∥∥ ∫ s
tl
eA(s−u)B(Xu) d(Wu −WKu )
∥∥∥2
H
] 1
2
≤
((
sup
j∈J\JK
ηj
)2α ∫ s
tl
‖(−A)ϑeA(s−u)‖2L(H)E
[∥∥(−A)−ϑB(Xu)Q−α∥∥2LHS(U0,H)
]
du
) 1
2
≤
(
C
(
sup
j∈J\JK
ηj
)2α ∫ s
tl
(s− u)−2ϑ du
)1
2
=
(
C
(
sup
j∈J\JK
ηj
)2α (s− tl)−2ϑ+1
1− 2ϑ
) 1
2
all s ∈ [0, T ], l ∈ {0, . . . ,M − 1}, M,K ∈ N.
6.5 The Lipschitz estimate
Finally for m ∈ {0, . . . ,M}, M ∈ N, we estimate
E
[∥∥X¯tm − Y¯m∥∥2H
]
= E
[∥∥∥∥∥PN
(
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl) (F (Xtl)− F (Yl)) ds
+
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl) (B(Xtl)−B(Yl)) dWKs
+
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)
(
B′(Xtl)
(∫ s
tl
PNB(Xtl) dW
K
r
)
−B′(Yl)
(∫ s
tl
PNB(Yl) dW
K
r
))
dWKs
)∥∥∥∥
2
H
]
≤ 3
(
Mh
m−1∑
l=0
∫ tl+1
tl
E
[
‖eA(tm−tl) (F (Xtl)− F (Yl)) ‖2H
]
ds
+
m−1∑
l=0
∫ tl+1
tl
E
[
‖eA(tm−tl) (B(Xtl)−B(Yl)) ‖2LHS(U0,H)
]
ds
34
+m−1∑
l=0
∫ tl+1
tl
E
[
‖eA(tm−tl)
(
B′(Xtl)
(∫ s
tl
PNB(Xtl) dW
K
r
)
−B′(Yl)
(∫ s
tl
PNB(Yl) dW
K
r
))
‖2LHS(U0,H)
]
ds
)
≤ CTh
m−1∑
l=0
E
[‖F (Xtl)− F (Yl)‖2H]+Ch
m−1∑
l=0
E
[
‖B(Xtl)−B(Yl)‖2LHS(U0,H)
]
+
m−1∑
l=0
∫ tl+1
tl
E
[
‖eA(tm−tl)
(
B′(Xtl)
( ∑
j∈JK
ηj 6=0
∫ s
tl
PNB(Xtl)e˜j
√
ηj dβ
j
r
)
−B′(Yl)
( ∑
j∈JK
ηj 6=0
∫ s
tl
PNB(Yl)e˜j
√
ηj dβ
j
r
))
‖2LHS(U0,H)
]
ds.
By Assumptions (A2), (A3) and the properties of the independent Brownian motions (βjt )t∈[0,T ], j ∈ J ,
we obtain
E
[∥∥X¯tm − Y¯m∥∥2H
]
≤ CTh
m−1∑
l=0
E
[‖Xtl − Yl‖2H]+ Ch
m−1∑
l=0
E
[‖Xtl − Yl‖2H]
+ C
m−1∑
l=0
∫ tl+1
tl
E
[∥∥∥∥∥
(
B′(Xtl)
( ∑
j∈JK
ηj 6=0
PNB(Xtl)e˜j
√
ηj(β
j
s − βjtl)
)
−B′(Yl)
( ∑
j∈JK
ηj 6=0
PNB(Yl)e˜j
√
ηj(β
j
s − βjtl)
))∥∥∥∥∥
2
LHS(U0,H)
]
ds
and
E
[∥∥X¯tm − Y¯m∥∥2H
]
≤ CTh
m−1∑
l=0
E
[‖Xtl − Yl‖2H]
+ C
m−1∑
l=0
∫ tl+1
tl
E
[
‖
∑
j∈JK
ηj 6=0
√
ηj
(
B′(Xtl) (PNB(Xtl)e˜j)−B′(Yl) (PNB(Yl)e˜j)
)
× (βjs − βjtl)‖2LHS(U0,H)
]
ds
≤ CTh
m−1∑
l=0
E
[‖Xtl − Yl‖2H]
+ C
m−1∑
l=0
∫ tl+1
tl
∑
j∈J
ηj 6=0
ηj E
[
‖ (B′(Xtl) (PNB(Xtl)e˜j)−B′(Yl) (PNB(Yl)e˜j)) ‖2LHS(U0,H)
]
× E
[
(βjs − βjtl)2
]
ds
≤ CTh
m−1∑
l=0
E
[‖Xtl − Yl‖2H]
+ C
m−1∑
l=0
∫ tl+1
tl
E
[
‖B′(Xtl) (PNB(Xtl))−B′(Yl) (PNB(Yl)) ‖2L(2)HS(U0,H)
]
(s− tl) ds
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≤ CTh
m−1∑
l=0
E
[‖Xtl − Yl‖2H] .
6.6 Approximation of the derivative
It remains to show that the approximation of the derivative does not distort the convergence properties.
Therefore, we prove an estimate for the last term in (32) which shows that the rate of convergence
obtained for the Milstein scheme is not influenced by the approximation of the derivative.
For all N,K,M ∈ N and m ∈ {1, . . . ,M}, we consider
E
[∥∥Y¯tm − Ym∥∥2H
]
= E
[∥∥∥∥∥PN
(
eAtmX0 +
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)F (Yl) ds+
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)B(Yl) dW
K
s
+
m−1∑
l=0
(
1
2
eA(tm−tl)B′(Yl)
(
PNB(Yl)∆W
K
l ,∆W
K
l
)
− h
2
eA(tm−tl)
∑
j∈JK
ηj 6=0
ηjB
′(Yl) (PNB(Yl)e˜j , e˜j)
))
− PN
(
eAtmX0 +
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)F (Yl) ds+
m−1∑
l=0
∫ tl+1
tl
eA(tm−tl)B(Yl) dW
K
s
+
m−1∑
l=0
eA(tm−tl)
1√
h
(
B
(
Yl +
1
2
√
hPNB(Yl)∆W
K
l
)
−B(Yl)
)
∆WKl
+
m−1∑
l=0
∑
j∈JK
ηj 6=0
eA(tm−tl)B¯(Yl, h, j)
)∥∥∥∥∥
2
H
]
.
This expression simplifies and we estimate
E
[∥∥Y¯tm − Ym∥∥2H
]
= E
[∥∥∥∥∥PN
(
m−1∑
l=0
eA(tm−tl)
(
1
2
B′(Yl)
(
PNB(Yl)∆W
K
l ,∆W
K
l
)− h
2
∑
j∈JK
ηj 6=0
ηjB
′(Yl) (PNB(Yl)e˜j , e˜j)
))
− PN
(
m−1∑
l=0
eA(tm−tl)
1√
h
(
B
(
Yl +
1
2
√
hPNB(Yl)∆W
K
l
)
−B(Yl)
)
∆WKl
)
− PN
(
m−1∑
l=0
∑
j∈JK
ηj 6=0
eA(tm−tl)B¯(Yl, h, j)
)∥∥∥∥∥
2
H
]
in the following for all m ∈ {1, . . . ,M}. Now, we consider
B¯(Yl, h, j) =
(
B
(
Yl − h
2
PNB(Yl)
√
ηj e˜j
)
−B(Yl)
)√
ηj e˜j
for l ∈ {0, . . . ,M − 1}, j ∈ JK , first and use Taylor expansions similar to (30). Inserting these
expressions yields
E
[∥∥Y¯tm − Ym∥∥2H
]
≤ E
[∥∥∥∥∥PN
(
m−1∑
l=0
eA(tm−tl)
(
1
2
B′(Yl)
(
PNB(Yl)∆W
K
l ,∆W
K
l
)− h
2
∑
j∈JK
ηj 6=0
ηjB
′(Yl) (PNB(Yl)e˜j , e˜j)
))
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− PN
(
m−1∑
l=0
eA(tm−tl)
1√
h
(
B′(Yl)
(√
h
2
PNB(Yl)∆W
K
l ,∆W
K
l
)
+
∫ 1
0
B′′(ξ1(Yl, u))
(√
h
2
PNB(Yl)∆W
K
l ,
√
h
2
PNB(Yl)∆W
K
l
)
∆WKl (1− u) du
))
− PN
(
m−1∑
l=0
∑
j∈JK
ηj 6=0
eA(tm−tl)
(
B′(Yl)
(
−h
2
PNB(Yl)
√
ηj e˜j ,
√
ηj e˜j
)
+
∫ 1
0
B′′(ξ2(Yl, j, u))
(
−h
2
PNB(Yl)
√
ηj e˜j ,−h
2
PNB(Yl)
√
ηj e˜j
)√
ηj e˜j(1− u) du
))∥∥∥∥∥
2
H
]
for all m ∈ {1, . . . ,M}. Further, we rewrite
E
[∥∥Y¯tm − Ym∥∥2H
]
≤ E
[∥∥∥∥∥
m−1∑
l=0
1√
h
eA(tm−tl)
∫ 1
0
B′′(ξ1(Yl, u))
(√
h
2
PNB(Yl)∆W
K
l ,
√
h
2
PNB(Yl)∆W
K
l
)
∆WKl (1− u) du
+
m−1∑
l=0
∑
j∈JK
ηj 6=0
eA(tm−tl)
∫ 1
0
B′′(ξ2(Yl, j, u))
(
h
2
PNB(Yl)
√
ηj e˜j ,
h
2
PNB(Yl)
√
ηj e˜j
)√
ηj e˜j(1− u) du
∥∥∥∥∥
2
H
]
≤ C
(
E
[∥∥∥∥∥
m−1∑
l=0
1√
h
eA(tm−tl)
×
∫ 1
0
B′′(ξ1(Yl, u))
(√
h
2
PNB(Yl)∆W
K
l ,
√
h
2
PNB(Yl)∆W
K
l
)
∆WKl (1− u) du
∥∥∥∥
2
H
] 1
2
)2
+ C
(
E
[∥∥∥∥
m−1∑
l=0
∑
j∈JK
ηj 6=0
eA(tm−tl)
×
∫ 1
0
B′′(ξ2(Yl, j, u))
(
h
2
PNB(Yl)
√
ηj e˜j,
h
2
PNB(Yl)
√
ηj e˜j
)√
ηj e˜j(1− u) du
∥∥∥∥∥
2
H
] 1
2
)2
for all m ∈ {1, . . . ,M}. Assumptions (A1) and (A3) and the triangle inequality imply
E
[∥∥Y¯tm − Ym∥∥2H
]
≤
(
m−1∑
l=0
C√
h
E
[∥∥∥∥eA(tm−tl)
×
∫ 1
0
B′′(ξ1(Yl, u))
(√
h
2
PNB(Yl)∆W
K
l ,
√
h
2
PNB(Yl)∆W
K
l
)
∆WKl (1− u) du
∥∥∥∥
2
H
] 1
2
)2
+ C
(
m−1∑
l=0
∑
j∈JK
ηj 6=0
E
[∥∥∥∥eA(tm−tl)
×
∫ 1
0
B′′(ξ2(Yl, j, u))
(
h
2
PNB(Yl)
√
ηj e˜j ,
h
2
PNB(Yl)
√
ηj e˜j
)√
ηj e˜j(1− u) du
∥∥∥∥
2
H
] 1
2
)2
≤
(
C
m−1∑
l=0
1√
h
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× E
[(∫ 1
0
‖B′′(ξ1(Yl, u))‖L(2)(H,L(U,H))
∥∥∥∥
√
h
2
PNB(Yl)∆W
K
l
∥∥∥∥
2
H
‖∆WKl ‖U (1− u) du
)2] 12)2
+ C
(
m−1∑
l=0
∑
j∈JK
ηj 6=0
E
[(∫ 1
0
∥∥B′′(ξ2(Yl, j, u))∥∥L(2)(H,L(U,H))
∥∥∥∥h2PNB(Yl)√ηj e˜j
∥∥∥∥
2
H
× ‖√ηj e˜‖U (1− u) du
)2] 12 )2
(34)
for all m ∈ {1, . . . ,M}. Since Q is a trace class operator and by Assumptions (A1)–(A4) as well as by
Lemma 6.2, we obtain for all K,M ∈ N and m ∈ {1, . . . ,M}
E
[∥∥Y¯tm − Ym∥∥2H
]
≤
(
C
m−1∑
l=0
√
h
4
E
[
‖B(Yl)‖4L(U,Hδ)
∥∥∆WKl ∥∥6U
] 1
2
)2
+
(
C
m−1∑
l=0
∑
j∈JK
ηj 6=0
h2
4
η
3
2
j E
[
‖B(Yl)‖4L(U,Hδ)
] 1
2
)2
≤
(
C
m−1∑
l=0
√
h
(
1 + E
[
‖Yl‖4Hδ
]) 1
2
E
[∥∥∆WKl ∥∥6U
] 1
2
)2
+
(
C
m−1∑
l=0
∑
j∈JK
ηj 6=0
h2η
3
2
j
(
1 + E
[
‖Yl‖4Hδ
]) 1
2
)2
≤
(
C
m−1∑
l=0
h2
(
C
(
1 + E
[
‖Yl‖4Hδ
])) 1
2
)2
+
(
C
m−1∑
l=0
(
sup
j∈JK
√
ηj
)
trQh2
(
1 + E
[
‖Yl‖4Hδ
]) 1
2
)2
≤
(
C
m−1∑
l=0
h2
)2
+ 2
(
C
m−1∑
l=0
(
sup
j∈J
√
ηj
)
trQ
h2
4
)2
≤ CT,Qh2.
This proves the error estimate for the general case.
Finally, we consider the DFMM scheme (14)–(15). Let N,K,M ∈ N, l ∈ {0, . . . ,M}, and j ∈ JK . For
B¯(Yl, h, j) =
(
b
(
·, Yl − h
2
PN b(·, Yl)
)
− b(·, Yl)
)
ηj e˜
2
j ,
we use the Taylor expansion
b
(
·, Yl − h
2
PN b(·, Yl)
)
ηj e˜
2
j = b(·, Yl)ηj e˜2j + b′(·, Yl)
(
−h
2
PNb(·, Yl)
)
ηj e˜
2
j
+
1
2
∫ 1
0
b′′(·, ξ(Yl, u))
(
−h
2
PNb(·, Yl)
)(
−h
2
PN b(·, Yl)
)
ηj e˜
2
j (1− u) du
with ξ(Yl, u) = Yl − uh2PN b(·, Yl) and the estimate
E
[∥∥Y¯tm − Ym∥∥2H
]
≤ CT,Qh2
follows as above for all m ∈ {0, . . . ,M}.
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