ABSTRACT Multi-view feature learning aims at improving the performances of learning tasks, by fusing various kinds of features (views), such as heterogeneous features and/or homogeneous features. Current leading multi-view feature learning approaches usually learn features in each view separately while not uncovering shared information from multiple views. In this paper, we propose a multi-view feature learning framework, which can simultaneously learn separate subspace for each view and shared subspace for all the views, respectively; specifically, the separate subspace for each view can preserve the particular information within this view, meanwhile, the shared subspace can capture feature correlation among multiple views. Both the particularity and communality are essential for classification. Furthermore, we relax the labels of training samples within the concatenated subspaces, thus resulting in the retargeted least square regression (LSR) classifier. The transformation matrices tailored for each subspace within the corresponding view and the label relaxed LSR classifier are jointly learned in a unified framework, based on an efficient alternative optimization manner. Extensive experiments on four benchmark data sets well demonstrate the superiority of the proposed method, which has led to better performances than compared counterpart methods.
I. INTRODUCTION
Rencent years have witnessed great progress in multi-view feature analysis, due to the emerging of large scale data sources, e.g., millions or billions of images, videos, and texts are produced from the internet day and night; To cope with all these various kinds of data, researchers have developed useful machine learning algorithms to conduct image, video and text analysis. As the first step of data analysis, various kinds of features (views) should be extracted, such as the SIFT features [1] from image, dense trajectory features [2] from videos, and bag of words [3] features from texts. To cope with these various kinds of features, multi-view feature learning [4] is proposed. From the perspective of feature fusing, multi-view feature learning can also be recognized as one kind of feature fusing strategy, however, the main difference between multi-view feature learning and original feature fusing lies in that 1) multi-view feature learning address more on discovering the correlations from different features such as CCA [5] , and 2) multi-view learning are successively utilized to specific machine learning tasks such as multi-view clustering [6] , [7] , multi-view dimensionality reduction [8] , [9] , and multi-view semi-supervised learning [10] , [11] .
Taking content based image retrival as an example, to enhance the retrival correct rate, multiple visual features for an input image should be extracted, e.g., the histogram of oriented gradients (HOG) feature [12] , scale invariant feature transform (SIFT) feature [1] , mid-level bag of visual word feature (BOW) [13] , and current leading convolutional neural network feature (CNN) [14] - [16] ; different features can describe images from different aspects, and reveal more inherent properties from the images than single view features in some extent; then multi-view feature learning will be carried out based on these proposed features, which can further improve the image retrieval accuracy tremendously, compared with corresponding single view methods. Specifically, multi-view feature learning can be classified into three categories [4] , [17] , [18] , i.e., 1) co-training based algorithms, 2) multiple kernel learning based algorithms, and 3) subspace learning based algorithms.
Co-training [19] , as a semi-supervised learning scheme, considers the situation that each sample only has two independent views; co-training first trains two respective classifier using labeled data from each view, then the two classifiers are enhanced by maximizing the mutual agreement on the unlabeled data from these two distinct views [17] . To handle more complex multi-view learning tasks, co-training has been incorporated into many learning algorithms, thus leading to variants of co-training; when expectation-maximization (EM) is carried out in co-training manner, we get the co-EM algorithm [20] ; co-EM version of support vector machines (SVM) is further proposed in [21] ; by introducing active learning into multi-view learning, co-testing is presented in [22] ; furthermore, bayesian co-training [23] is proposed by introducing the bayesian undirected graphical model into co-training; [24] advocates to treat co-training as combinative label propagation over two views; through combining the simplicity of k-means clustering and linear discriminant analysis in a co-training manner, a multi-view clustering algorithm is presented in [25] . To successfully accomplish the above co-training induced algorithms, the following three assumptions are essential, i.e., 1) sufficiency: each view is sufficient for classifying its own data, 2) compatibility: the classifiers of both views can output the same labels for co-occurring features with a high probability, and 3) conditional independence: data from each view is conditional independent [17] . In multiple kernel learning (MKL), each kernel is corresponding to one view, thus MKL is treated as one series of multi-view learning. MKL learns multiple kernels linearly or non-linearly; a number of MKL learning algorithms [17] , [26] - [39] , have been proposed and demonstrated their superiority than previous single kernel learning methods. However, MLK based multiview learning algorithms still fail to capture the correlation between different views.
To discover feature correlation from each view, subspace based feature learning algorithms have been proposed. Canonical correlation analysis (CCA) [40] , maximizing the correlation from two views, seeks a latent subspace in an unsupervised manner; kernel CCA [41] , pursuing maximally correlated nonlinear projections from two views, is further proposed by extending CCA into its kernel subspace; other extensions of CCA include: sparse CCA [42] , [43] , bayesian CCA [44] , deep CCA [45] , multi-view CCA [46] , and tensor CCA [47] ; CCA relevant approaches have been applied to multi-view clustering [48] , regression [49] , and dimensionality reduction [50] , [51] ; Moreover, by incorporating Fisher discriminative analysis into the multi-view subspace learning, multi-view discriminant analysis is presented in [52] . There still exist some other methods to find the latent subspace for multi-view data, such as Markov network method [53] , low-rank method [8] and Gaussian process method [54] . However, the above methods, which can learn a latent common subspace with various kinds of regularization, usually not consider the separate subspace within each views.
In this paper, we propose a novel multi-view feature learning framework, which can simutaneously learn one separate subspace for each view and one shared subspace for all the views. In this way, the learnt subspace for each view can preserve particularity and communality, which are essential for improving the performance of classification task. Then the samples in the separate subspace from each view and sample from the shared subspace are concatenated together, thus leading to the final representation for afterward classifier training and prediction. Meanwhile, motivated from recently proposed modified least square regression algorithm [55] , we relax the labels of the training data and utilize retargeted least square regression as our classifier. Particularly, the transformation matrices (w.r.t. each view) for constructing the final feature representation and classifier parameters are jointly learnt until a local optima is reached. By modeling label relaxed classifier learning, separate subspace learning, and shared subspace learning into a joint framework, the performances for multi-view learning can be further improved greatly. The contributions of this paper are summarized as follows:
1. We proposed a retargeted multi-view feature learning framework (termed as RMVFL) which can jointly learn classifier parameters and transformation matrix for each view; the transformation matrix can transform the original feature space into a new subspace, in which the particularity for each view and commonality from all views are preserved.
2. To obtain the initial subspace for each view, PCA and generalized Fisher discriminative analysis (FDA) are utilized, thus leading to two kinds of RMVFL algorithms; we call them as PCA initialized RMVFL (PCA RMVFL) and FDA initialized RMVFL (FDA RMVFL), respectively.
3. In the proposed RMVFL frameworks, we use label relaxed least square regression classifier, which can directly learn the regression target from the training data rather than using the fixed regression labels. It can be deemed as retargeting (relaxing) of the labels, which can measure the classification error more accurately.
4. The RMVFL algorithms are solved elegantly and efficiently, with theoretically guaranteed convergence. Extensive experiments on four real world datasets well demonstrate the effectiveness and superior performance of RMVFL algorithms.
The rest of this paper is organized as follows. Section II describes the proposed retargeted muti-view feature learning framework (RMVFL) detailly. Optimization of the RMVFL algorithm is illustrated in Section III, followed by convergence analysis of RMVFL algorithm in Section IV. Experimental results are presented in Section V. Finally, concluding remarks are offered in Section VI.
II. THE PROPOSED RETARGETED MULTI-VIEW FEATURE LEARNING FRAMEWORK
In this section, we first detailly show our proposed retargeted multi-view feature learning framework, followed by the description of classification procedure for testing samples.
A. THE RMVFL FRAMEWORK
Throughout the whole paper, we use bold uppercase letters to represent matrices, meanwhile, bold lowercase letters are used to denote vectors. Specially, suppose A ∈ R m×s is an arbitrary matrix; its ith row and jth column are a i and a j , respectively; A ij is the element in A, that is located at the position of the ith row and jth column;
As shown in Figure 1 , suppose that there exist K views for each input sample, i.e., we have K groups of data
Here, d i is the dimensionality of samples within the ith view, n is the number of training samples, which is the same for all these K views. Suppose that the number of categories for the processed dataset is C, then the fixed label matrix can be denoted as Y ∈ R n×C ; suppose that the ith sample is from the j class, then the elements in the ith row of
, in which element 1 is located at the j position in y i ; we utilize y i to represent the ground truth label of the ith sample in X q (q = 1, 2, · · · , K ), and labels of the ith sample are the same for these K views. To uncover particularity from each view, and meanwhile, to get more accurate classifier parameters, we propose the following optimization objective:
where Z i ∈ R n×d is the learnt separate subspace w.r.t. X i , P i ∈ R d i ×d is the transformation matrix w.r.t. Z i , and
∈ R n is a vector, whose elements all equal to 1; T ∈ R n×C is the regression target which is learnt with the constraint that for each sample (in the concatenated subspace), the margin between the true target and the false target should be larger than 1, i.e., T iy i − max
×C is the classifier parameter, and b ∈ R C , b i ∈ R d , i = 1, 2, · · · , K are the bias term w.r.t. the classifier term and the subspace learning term in Eqn. 1, respectively; λ 1 and λ 2 are used to avoid the overfitting during the learning of Eqn. 1, and γ is a tradeoff parameter, which can balance the importantance of classifier learning and the subspace learning. Note that in this paper we assume that the dimensionalities of the learnt K separate subspace w.r.t. K views are all d ( min 1≤i≤K d i ). By setting each separate subspace to have the same dimensionalities, we can tremendously reduce the time consumption of tuning the dimensionality of each subspace, meanwhile, the improved performance is still large. To further consider the shared information from each view, we reformulate Eqn. 1 as the following compact model:
where Z ∈ R n×d s is the shared subspace for all the views, and the dimensionality of this subspace is d s . In Eqn. 2, the dimensionalities of some matrices should be changed accordingly, i.e.,
B. CLASSIFICATION FOR TESTING SAMPLES
In this subsection, we will present the classification scheme for testing samples, given the trained parameters in Eqn. 2. Specifically, for testing sample x t with K feature representations x i t , i = 1, 2, · · · , K , corresponding to K views. We first get the separate and shared subspace representation for each x i t , as follow:
where z i s ∈ R 1×d s , and z i ∈ R 1×d . We further calculate the averaged shared subspace representation as follows:
Then, the concatenated representation for testing sample z t is
Based on z concat , we get the C dimensional predicted vector
Finally, the predicted label for z t is achieved by
In this paper, we report the mAP of testing samples, which is more reasonable than classification accuracy, and mAP has been utilized in many literatures [56] , [57] for multi-view feature learning.
III. OPTIMIZATION OF THE RMVFL FRAMEWORK
In this section, we first describe the alternative optimization procedure for solving RMVFL algorithm, followed by the discussion about the initialization of the separate and shared subspaces. 
A. OPTIMIZATION OF RMVFL ALGORITHM
The most difficult parts for solving Eqn. (2) are due to 1) the concatenated separate and shared subspace representation; and 2) the inequality constraints for each sample; To efficiently solve Eqn. (2), we utilize an alternative optimization procedure, wherein the optimum solution of each subproblem is achieved through gradient decent algorithm. Update b i , b: By taking derivative of the objective in Eqn. (2) w.r.t. b i and b, and setting the derivative to zero, we get
For each iteration, b i and b can be updated based Eqn. (7) and Eqn. (8), respectively.
Update P i : Substituting Eqn. (7) and Eqn. (8) into Eqn. (2), the optimization problem of Eqn. (2) is changed as
where I ∈ R n×n is an identity matrix; let
By setting the derivative of objective in Eqn. (10) w.r.t. P i to zero, we get
where I ∈ R d i ×d i is an identity matrix. Update W: Fix other parameters which are irrelevant with W, then setting the derivative of objective in Eqn. (10) w.r.t. W to zero, we achieve the updating formula of W as follows
Taking other parameters as constants, Eqn. (10) is equivalent to
, and denote
Let
by setting the derivative of f (D) w.r.t. D to zero, we get
where, I d s ∈ R d s ×d s and I d ∈ R d×d are two identity matrices. From Eqn. (15), we further obtain the final representation of D (Eqn. (16)), which is used for gradient updating.
Update T: Fix other parameters, and taking them as constant variables except T, then Eqn. (2) is simplified as follows
In Eqn. (17),
is the predition result of the objective; as we know, Eqn. (17) is a convex constrained quandratic programming (QP) problem, thus it can be recognized as n subproblems, e.g., the ith subproblem is as follows
where 
By solving the above constrained QP problems, we get T ij = Q ij +min (δ −ρ j , 0), ∀j = y i . Through the above discussions, we summarize the optimal solution of Eqn. (18) as
Based on Eqn. (20), Eqn. (18) is changed as
Calculate the derivative of h(δ) w.r.t. δ, we get
By setting h (δ) = 0, we can obtain the optimal value of δ, as follows
where (x) is an indicator function, with (x) = 1, if x is true; otherwise, (x) = 0. The optimal solution of Eqn. (18) can be achieved through Eqn. (20] ) and Eqn. (23] ); then the optimal solution for Eqn. (17) can be obtained by optimizing n subproblems, with the same procedure as optimizing Eqn. (18) . After deducing the formulas (used for gradient updating) w.r.t. all the unknown variables, an alternative optimization algorithm, listed in Algorithm 1, is proposed for solving the RMVFL framework.
B. PROCEDURES FOR INITIALIZING THE SEPARATE AND SHARED SUBSPACES
From the objective in Eqn. (2) and Algorithm 1, it can be seen that the initializing strategies of the separate and shared subspaces are important for subsequent convergence of the proposed algorithm; therefore, in this part, we illustrate the initializing strategies for Z and Z i , i = 1, 2, · · · , K . Particularly, two kinds of initialization approaches are utilized, i.e., PCA [58] based initialization and FDA based initialization. The detailed procedure for PCA based initialization is shown in Figure 2 .
Note that, to extract more than C − 1 useful components for FDA, we utilize a regularized version of FDA [59] , [60] . Update T using the procedure for optimizing Eqn. (17). 6: Update b i using Eqn. (7).
7:
Update b using Eqn. (8). 8: s ← s + 1 9: end while
IV. CONVERGENCE ANALYSIS
In this section, we present the detailed analysis on the convergence of Algorithm 1; for ease of description, we denote the objective function in Eqn. (2) as ((W, b),
The convergence of Eqn. (2) is equivalent to the following theorem.
Theorem: During the iterating of Algorithm 1, the value of ((W, b),
, Z, T) monotonically decreases, and it can converge to local minima.
Proof: Suppose that the qth iteration of Algorithm 1 has been complished; then the current value of the objective function in Eqn. (2) is taken as
For the next (q + 1)th iteration of Algorithm 1, we fix T as T q , and Eqn. (2) becomes
To solve Eqn. (24) efficiently, we first fix
, respectively; therefore the following inequality is obtained
Similarly, by fixing (W, b),
, Z take the current optimal solutions, i.e., (
is convex w.r.t. T, thus yielding the following inequality
Integrating Eqn. (25), (26), and (27) together, we have
From Eqn. (28), we conclude that 1) the value of the objective function in Eqn. (2) is monotonically decreased; and 2) it will reach at a local minima after we stop the iteration of Algorithm 1. Overall, Algorithm 1 is an alternative optimization procedure, which indicates that we can not get the global optimal solution of Eqn. (2); however, through the experiments in Section V, we find that the achieved local minima is enough to get the satisfactory performances, within a small range of iterations.
V. EXPERIMENTS
In this section, to evaluate the performance of the proposed RMVFL framework, we address the classification task; Four publicly available datasets, NUS-Wide-Object [61] , Outdoor scene [62] , MSRC-v1 [63] and Handwritten digits 1 [64] , are utilized to conduct the experiments. The above four datasets are extensively used in the community of multi-view feature analysis; we give a detailed description of them as follows.
Detailed Description of the Used Datasets: Specifically, NUS-Wide-Object is a subset of the NUS-Wide dataset, and it consists of 30,000 object images with 31 categories. In the experiments w.r.t. this dataset, the official training and test partition is used, i.e., 17,927 training images and 12,073 testing images are randomly selected. Outdoor scene dataset is composed of 2,688 images, belonging to 8 outdoor scene categories, i.e., coast, mountain, forest, open country, street, inside city, tall buildings and highways. Four fifths images per category are randomly selected and taken as training set, the rest one fifth images are taken as testing set. MSRC-v1 is a scene dataset, which contains 210 images with totally seven categories (each category has 30 images). These seven categories are building, tree, airplane, cow, face, car, and bicycle. For the partition of training and test set, 105 images are used for training, the rest images are used for testing. Finally, for Handwritten digits dataset, there are totally 2,000 images of ten digits (0,1,2,3,4,5,6,7,8,9), the training and test partition is the same as the partition of Outdoor scene dataset. For the above for datasets, we report the average mAP and standard deviation for running five rounds. The detailed descriptions about the used four datasets are listed in Table 1 .
Parameter Settings: There are three parameters (λ 1 ,λ 2 , γ , d, d s ) in Algorithm 1. λ 1 is used for avoiding overfitting problem w.r.t. P i , and it is taken as the same values for P i , i = 1, 2, · · · , K . λ 1 is empirically tuned from {10 −6 , 10 −5 , 10 −4 , 10 −3 , 10 −2 , 10 −1 , 10 0 , 10 1 , 10 2 , 10 3 }. Similarly, λ 2 is selected from {10 −4 , 10 −3 , 10 −2 , 10 −1 , 10 0 , 10 1 , 10 2 , 10 3 , 10 4 , 10 5 }. To balance the importance of subspace learning and label relaxed classifier learning, γ is optimized from {10 −3 , 10 −2 , 10 −1 , 10 0 , 10 1 , 10 2 , 10 3 , 10 4 , the the method by concatenating of multiple view features. Specifically, SVM classifier is utilized to obtain the classification results, given the single view and the concatenated multi-view features. Furthermore, several multiple kernel learning (MKL) methods are taken as the compared conterpart methods; the compared MKL approaches include [38] , and 6) LSSVM l ∞ MKL [67] ; two LPboost methods are also used for comparisions, i.e., 1) LPboost-β [68] , and 2) LPboost-B [68] ; other methods, by discovering feature correlations among different views, are also compared; these [57] , and 6) Multi-view feature learning with structure sparsity (MVCL) [56] .
For SVM and MKL methods, Gaussian kernel is utilized for each two kinds of features, which is denoted as follows
where σ is selected from {10 −6 , 10 −4 , 10 −2 , 10 0 , 10 2 , 10 4 , 10 6 ]}, the same as literatures [56] , [57] . In our experiments, we use the available implementation of MKL methods from [38] ; Specifically, for the LSSVM l ∞ and the LSSVM l 2 approach, regularization parameter λ is estimated as the kernel coefficient of an identity matrix; similarly, for the LSSVM l 1 method, λ is set to 1. For LPboost methods, the publicly available codes 2 [38] are used to reproduce the numbers on the four datasets; As for the regularization parameter C in other SVM based methods, we tune this parameter in the same range as the parameter γ in Algorithm 1.
A. EXPERIMENTAL RESULTS
In this part, we show all the compared results (mean average precision (mAP) with standard deviation) in Table 2 .
From Table 2 , we can conclude that 1) the proposed RMVFL frameworks (PCA RMVFL and FDA RMVFL) can consistently outperform the compared counterpart methods, 2) FDA RMVFL method usually achieves better results than PCA RMVFL ones, due to the introducing of discriminative information during the initialization of shared/separate subspace in Algorithm 1, 3) PCA/FDA RMVFL methods with shared subspace constraint can achieve better results than the methods without shared subspace constraint, and 4) all the multi-view methods are better than the methods using single view feature, e.g., the numbers of SVM MKL methods (Table 2) are much better than SVM methods trained using a single type of feature, by a large margin.
B. CONVERGENCE ANALYSIS BY EXPERIMENTS
Beside conducting the above experiments, we also illustrate the changing tendency of the objective function values in Eqn. (2) , from which we can observe the convergence of Algorithm 1. It can be seen from Figure 3 that Algorithm 1 can reach to a stable state within 10 iterations, which further verify the theoretical proof of the convergence for Algorithm 1, in the perspective of experimental evaluation.
C. PARAMETER ANALYSIS
In this section, taking MSRC-v1 as an example, we conduct experiments to observe the changing tendency of performances w.r.t. the key parameters, i.e., γ , the 
D. TIME COMPLEXITY ANALYSIS
In this subsection, we analyze the time consumption of Algorithm 1. As can be seen from Algorithm 1, the total time consumption T tr for training phase consists of two parts, i.e., 1) the time consumption (T tr1 ) for initializing Z, {Z v } K v=1 ; and 2) the time consumption (T tr2 ) for parameter learning (step 2-7 in Algorithm 1); after learning all these parameters, we further conduct prediction; the average time consumption for each sample is denoted as T ts . we take NUS-Wide-Object and MSRC-v1 as examples to illustrate the specific numbers of T tr (= T tr1 + T tr2 ), T tr1 , T tr2 , T ts (Figure 8 ).
VI. CONCLUSION AND FUTURE WORKS
In this paper, a retargeted multi-view feature learning framework, termed as RMVFL, is proposed; in the process of RMVFL learning, one separate subspace for each view, one shared subspace for all the views, and the label relaxed (retargeted) classifier are jointly learnt, through the alternative optimization manner; the theoretical convergence of RMVFL is gauranteed and proofed. Furthermore, two novel initialization procedures (PCA and FDA) for separate and shared subspaces are also presented, leading to the PCA RMVFL framework and FDA RMVFL framework, respectively. Experimental results on four benchmark datasets (for validating multi-view classification task) well demonstrate the effectiveness of our proposed RMVFL frameworks.
As convolutional neural network models are current leading visual recognition system, and there are no publicly available multi-view datasets, which contain both CNN features and traditional features; therefore, in the future, we will consider applying our framework to fuse CNN features and traditional features. 
