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ABSTRACT
Using metal to confine light in a small cavity and to make a light-emitting device
has been intensively investigated recently since it provides a new approach to reduce
the size of light-emitting devices. In the presence of metal, the optical mode volume
of either a dielectric mode or a plasmonic mode can be suppressed to be smaller than
its counterpart in conventional dielectric cavities. Furthermore, the mode volume of the
plasmonic mode can be smaller than the diffraction limit, which is the volume with half
a wavelength in three dimensions, due to the nature of the surface wave. Many groups
have shown experimental work on metal cavity lasers. To understand the metal effect
on metal-insulator-semiconductor-insulator-metal (MISIM) slab and circular waveguides,
we derive their guiding conditions. The analysis gives us the intuition on metal cavity
laser design. For the non-circular cross section of a nanodisk such as ZnO, which has a
hexagonal cross section, the resonant modes in different metal cavities will be calculated
with the finite-difference time-domain method (FDTD). Our investigation shows the
enhancement of metal on the optical field confinement and the reduction of the radiation
loss from metal. The threshold material gain can be improved by one third compared
with that of the same cavity without metal encapsulation.
On the other hand, due to the dispersive characteristics of metal, we use a rigorous
formula for electromagnetic energy in dispersive material and the positive energy is al-
ways obtained whatever the operating frequency. We then apply Poynting’s theorem to
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calculate the quality factor (Q) of a nanobowtie antenna and further analyze its radiation
pattern and material loss. The calculated Q agrees well with the experimental data and,
thus, the validity of the formula is verified.
The third study is to analyze the metal-cavity surface-emitting lasers, fabricated by
our group. The metal-cavity microlasers show the highest power among current metal-
cavity lasers and they operate at continuous-wave (CW) electrical injection at room
temperature. We study this structure from calculating its gain profile of coupled multiple
quantum wells (MQWs) and fit the experimental light output power versus the current
(L-I) curve using the rigorous rate equations with temperature dependence. Our study
shows that the nonradiative recombinations, including the surface recombination and
Auger recombination, dominate the threshold current.
The high-speed modulation response of metal-cavity light-emitting devices is then
investigated. Since the spontaneous emission plays an important role in a small cavity,
especially when it works in the LED region, we derive the complete representation for
the spontaneous emission in a metal cavity and show that the Purcell effect appears
naturally in the spontaneous emission formula, instead of being artificially placed in
the spontaneous emission rate in free space. We show the dependence of the maximum
bandwidth on the quality factor Q and the normalized effective optical modal volume Vn,
for bulk, multiple quantum wells, and quantum dots, using our rigorous rate equations.
The effects of the optical mode volume, the quality factor, and the active materials are
thoroughly discussed.
Finally, to realize a small metal-cavity laser, the potential design rules are presented.
iii
To my mother and family for their love and support
iv
ACKNOWLEDGMENTS
First and foremost, I would like to thank my thesis adviser, Professor Shun Lien
Chuang, for giving me the opportunity to conduct this challenging and novel research.
During my study at the University of Illinois, he has provided invaluable guidance and
necessary support.
I am forever indebted to Dr. Shu-Wei Chang, who was a postdoctorate researcher
under Prof. Chuang. He always provides insightful discussions in terms of physical
concepts and is a model for being an excellent theorist. I have gained much invaluable
experience from working with him. I also would like to thank the group members, both
past and present, who have helped me in many ways with their technical contributions
and inspiring discussions: Shin Mou, Adam Petschke, David Nielsen, Professor Donghang
Lee, Akira Matsudaira and Chien-Yao Lu.
Most importantly, I would like to thank my mother and my family for their endless
love, support, care and faith.
v
TABLE OF CONTENTS
CHAPTER PAGE
1 Introduction to Nanolasers . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivation and Research Goals . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Metal-Cavity Lasers and the State of the Art . . . . . . . . . . . . . . . . 4
1.3 The Challenge of Metal Cavity Lasers . . . . . . . . . . . . . . . . . . . 7
1.4 Dissertation Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Waveguide Theory of Metal-Insulator-Semiconductor-Insulator-Metal
Waveguides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1 Guiding Modes Analysis for a One-Dimensional Waveguide . . . . . . . . 14
2.2 Guiding Modes Analysis for a Two-Dimensional Waveguide . . . . . . . . 21
2.3 Guiding Modes Analysis for a Circular Waveguide . . . . . . . . . . . . . 23
2.4 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3 Metal Coated ZnO Nanocavity . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1 Prior Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Metal Coated ZnO Nanocavity . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Shrinking Cavity Volume with Silver . . . . . . . . . . . . . . . . . . . . 42
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.5 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4 Quality Factor of Nanobowtie Antenna . . . . . . . . . . . . . . . . . . . 48
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3 The Quality Factor of Nanobowtie Antenna . . . . . . . . . . . . . . . . 57
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.5 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5 The Thermal Effect on Metal-Cavity Surface Emitting Lasers . . . . 68
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.2 Device Structure and Modeling Rule . . . . . . . . . . . . . . . . . . . . 68
vi
5.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.5 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6 Theory of High-Speed Nanolasers and NanoLEDs . . . . . . . . . . . . 85
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.2 Rate Equations for Nanolasers and NanoLEDs . . . . . . . . . . . . . . . 88
6.3 High-Speed Modulation Response for Bulk,
Quantum, and Quantum Dot . . . . . . . . . . . . . . . . . . . . . . . . 93
6.4 The Thermal Effect on the Modulation Response . . . . . . . . . . . . . 107
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.6 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
APPENDIX A Derivation of Single-Mode Spontaneous
Emission Rate (CHAPTER 6) . . . . . . . . . . . . . . . . . . . . . . . . 116
vii
CHAPTER 1
Introduction to Nanolasers
1.1 Motivation and Research Goals
With the increase of demand for internet bandwidth, photonic devices have gained
a lot of attention in the past decades and much significant progress has been made.
One of the most important advances is the advent of high-index-contrast materials such
as Si/SiO2. The index contrast can be as high as 14.8% and it reduces the waveguide
width and height to 1.4 µm and 1.5 µm, respectively, and the radius is just 37 µm
when the wavelength of interest is 1.55 µm. Compared with the high index contrast,
the waveguide width and height of the conventional waveguides with an index contrast of
1.48% have to be 4.8 µm and the radius has to be 500 µm in order to sustain an acceptable
radiation loss. With the high index contrast, one company, Infinera, has successfully
demonstrated a photonic integrated circuit (PIC) with 240 optical components in a 2×2
cm2 chip, including 40 lasers, 40 detectors, 40 modulators, and 40 channels. In addition
to waveguides, light sources are being made as small as possible as well so that power
consumption of the laser-driven circuit can be reduced when the density of light sources
increases. The application of small lasers ranges from all-optics processing due to their
fast switch time [1, 2], to biomolecule detection, to optical-interconnection circuits. For
example, if the bandwidth of a laser can reach 12.5 GHz and 20 of them are integrated
in a small chip, then this device can provide 250 GHz bandwidth for data swapping
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and processing from one computer to another. The ideas are already evolved into real
products by Luxtera, and Avago. Their products such as OptoPHY (Luxtera, Carlsbad,
CA), and MicroPOD (Avago Technologies, San Jose, CA), respectively, integrate a few
lasers in a small chip and demonstrate 40 Gbps and 120 Gbps transmission bandwidth
with a package about the size of a dime. In addition, Intel collaborates with John Bower
of the University of California at Santa-Barbara to develop a project called Thunderbolt
Technology (Intel, Santa Clara, CA), which uses hybrid silicon/III-V phosphide lasers and
demonstrates the integration of III-V lasers on silicon substrate. The prototype shows
the 50 Gbps from four channels. The module layout is shown in Fig. 1.1. The advantage
of making III-V compound lasers on a silicon substrate is to make integration of photonic
circuits with electronics circuits easier and make the integration ready for being built up
in any computer-like equipment. Therefore, nanolasers are desired since they offer small
power consumption and increase the density for providing broader bandwidth in a small
chip.
Figure 1.1: Hybrid silicon/III-V phosphide lasers are embedded inside the silver heat
dissipation plate in a printed circuit board (PCB). An emitting light goes to the detector
in the receiver module. The PCB can be built in any computer or supercomputer (Intel,
Santa Clara, CA).
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A few years ago, researchers only considered two types of small lasers: microdisk
lasers [3] and photonic crystal lasers (PhCs) [4]. The former have been developed for many
years and are the most mature among small lasers. Moreover, [3] shows the feasibility
of integrating microdisk lasers with straight waveguides using wafer boding. However,
one of their disadvantages is whispering gallery mode operation, with light circulating
around the edge. A waveguide needs to be placed right next to it to couple light out.
Thus, the other design parameter, the gap between the waveguide and microdisk, has to
be optimized, thus increasing the challenge in fabrication. Furthermore, the microdisk
size is restricted by the diffraction limit, which is (λ0/2n)
3, where λ0 is the vaccuum
wavelength and n is the refractive index of the material. With this limit, the microdisk
goes to the subwavelength regime with difficulty. To date, the smallest dielectric cavity
laser is to use whispering gallery modes lasing in a ZnO hexagonal nanodisk cavity [5].
Its resonant wavelength is 376 nm and it lases at 8K with optical pumping. The cavity
volume is around 0.7324 λ30. Gargas et al. [5] use bottom-up synthesis to grow defect-
free ZnO nanodisk, and its tapered base structure effectively reduces the radiation loss.
The second type of laser, photonic crystals (PhCs), can successfully confine light in the
subwavelength-size region. The electrical injection and room temperature operation are
already demonstrated [4]. Nevertheless, the periodic structures for forming the energy
band gap occupy a large space in the device; therefore, such a light source has a size
around a few tens of µm2. Based on the above, new small lasers with the capability of
working at room temperature, with electrical injection, and readily integrated with other
electronic circuits have to be found.
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1.2 Metal-Cavity Lasers and the State of the Art
One new small laser is the metal cavity laser. Unlike what we have learned in PEC
cavities, however, the permittivity of real metal is negative in the frequency domain and
this characteristic can allow the plasmonic mode to exist. The most important feature
of the plasmonic mode is that it can be confined at the interface and behaves as a
surface wave. Therefore, the optical modal volume of the plasmonic mode can break
the diffraction limit, which is defined as (λ0/2n)
3, where λ0 is the wavelength in free
space and n is the refractive index of the material surrounded by PEC. However, metal
is dispersive and has great loss at room temperature; therefore, researchers used to think
the metal could not be used to form the semiconductor laser cavity, especially in infrared
regime.
In 2007, Hill et al. [6] successfully demonstrated the first metal-cavity nanolaser with
cavity size 0.018 λ30, equivalent to 0.38 (λ0/2n)
3, breaking the diffraction limit and dis-
pelling the belief that metal is too lossy to be the laser cavity. Indeed, metal used to be
a mirror to provide high reflectivity [7], but it has never been considered a candidate for
a laser cavity able to confine light in a subwavelength region. Some papers studied plas-
monic effects on metal-coated waveguides before 2000 [8], [9]; since then, related work on
theory and experiments has been more intensive [10] – [13]. The advent of Martin’s laser
finally demonstrates the feasibility of metal-cavity lasers and paves the way for future
practical application, such as optical interconnection, although this first-generation metal
cavity nanolaser operates at cryogenic temperature and the output power goes through
the substrate so that the power is too small to measure.
Due to Martin’s success, more and more groups started to develop different types of
metal-cavity lasers and theoretically and experimentally demonstrated their work [6] –
[24]. We summarize the performance of the experimentally demonstrated state-of-the-art
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devices in Fig. 1.2. We notice that the volume is from 0.019 λ30 to tens of λ
3
0 and operation
condition is from cryogenic temperature to room temperature according to the cavity
volume. The laser with the smaller cavity volume only works at lower temperatures.
The reason is that although metal can shrink the optical field in a subwavelength volume,
more and more field penetrates into the metal, and the field suffers from more metal loss.
The metal loss can be larger than the loss in conventional dielectric materials by two
orders. It implies that when we work on metal-cavity lasers, higher material gain has to
be overcome and many parameters, such as the optical confinement factor and the quality
factor, have to be well designed and optimized. Those concerns are also related to the
polarization of the optical mode excited. For example, [6], [18], and [19] use HE11 modes,
in which the Ez component is present and can couple to the plasmonic mode. Such a
mode suffers high material loss in a diameter smaller than a subwavlength radius, and
can only work at cryogenic temperature [6] due to the suppression of metal loss in that
condition. But it can behave as conventional fiber modes in microcavity (radius larger
than 1 µm) with considerably small material loss and work at room temperature [18], [19].
In addition, TE modes in metal cavities [16], [17], [20], [21] cannot couple to plasmonic
mode and, thus, the material loss is much smaller than others and can operate at room
temperature. The smallest cavity volume at room temperature is 0.22 λ30, which is TE
mode. Because of being decoupled to plasmonic loss, TE mode has the cutoff condition,
which means that there is a bottom limit on the volume reduction. As for [14], [15], the
modes presented in their work are purely TM modes, i.e., plasmonic modes, except to
one TE mode [14] found in their devices. Due to plasmonic modes and the small cavity
volume, those devices have to work at cryogenic temperature. More detail on polarization
effects on metal waveguides and cavities will be addressed in the following chapters.
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Figure 1.2: State of the art: the operation temperatures and conditions for recent exper-
imentally demonstrated metal cavity lasers.
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1.3 The Challenge of Metal Cavity Lasers
There are a few difficulties for the realization of metal-cavity lasers, especially in
fabrication. First of all, the purpose of using metal is to confine light in a subwavelength
cavity. In other words, if the cavity size is much larger than a wavelength, metal helps
little but incurs material loss since in such a cavity the optical field is already well confined
and the metal imposes the loss upon the tail of the field. Therefore, metal-cavity lasers
imply micro- or nanolasers. Fabrication of a wavelength dimension or nanostructure
device is a great challenge. Many considerations have to be addressed, such as how to
produce smooth and conformal surfaces of the semiconductor and metal at such a tiny
size, and the heuristic process is inevitable. The uniformity in one chip is another issue,
and the low yield can bar metal-cavity lasers from practical applications.
In terms of device physics, work has to be done as well. Ideally, a metal-cavity laser
can have a small threshold current. To understand this, we start with the rate equations
for a single mode laser [25]:
∂n
∂t
= ηi
I
qVa
−Rnr(n)−Rsp(n)−Rst(n)S (1.1a)
∂S
∂t
= − S
τp
+ ΓEβsp(n)Rsp(n) + ΓERst(n)S (1.1b)
ΓE ≡
∫
Va
dr ǫ0
4
[ǫg,a(ωr) + ǫR,a(ωr)]|E(r)|2∫
V
dr ǫ0
4
[ǫg(r, ωr) + ǫR(r, ωr)]|E(r)|2 ≡
Va
Veff
(1.1c)
where n, q, Va, ηi, Rsp(n), βspRsp(n), βsp(n), Rnr(n), RstS(n), ΓE and ωr are carrier
density, electron charge, active material volume, current injection efficiency, spontaneous
emission rate, single mode spontaneous emission rate, single mode spontaneous emis-
sion coupling factor, nonradiative emission rate, stimulated emission rate, optical energy
confinement factor, and resonant angular frequency, respectively. The ǫg is the relative
group permittivity of the material defined as:
ǫg(ω) =
∂[ωǫR(ω)]
∂ω
|ω=ωr (1.2)
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Further, the threshold current can be written as:
Ith =
qVa
ηi
(Rsp(nth)− βsp(nth)Rsp(nth) +Rnr(nth) +Rst,th(n)S) (1.3)
Below the threshold, spontaneous and nonradiative emission rates are dominant and the
stimulated emission rate can be ignored. The nonradiative emission includes two terms:
one is surface or defect recombination and the other is Auger recombination. We can see
that once βsp(n) is large or equal to 1, the threshold current can be significantly reduced
and even zero when ηi = 1 and Rnr = 0. If there is only one resonant mode in the
cavity, then βsp(n) is unity theoretically. This is the purpose of metal-cavity nanolasers.
The small cavity volume reduces the number of resonant modes and enhances the βsp(n)
and, thus, reduces the power consumption. When βsp(n) is 1, it means the radiation from
carrier recombination completely couples to the stimulated emission and is not consumed
in the spontaneous emission. In this ideal case, the device is a “thresholdless” laser.
In reality, however, the nonradiative emission cannot be zero. Nanostructures tend to
suffer from surface recombination because the surface recombination rate is proportional
to the ratio of the surface area to a volume of the active region, and this ratio is high
in the nanostructure. Therefore, good passivation in nanostructures is very important.
Auger recombination happens to the light-emitting device working at long wavelength
and/or with high carrier density operation since it is proportional to the cube of the
carrier density. We will see both effects in a metal cavity laser in Chapter 5. Due to
the nonradiative emission, the threshold current can be increased by these two leakage
paths. Other defects introduced by the fabrication can further deteriorate the device
performance. If the nonradiative emission is dominant in the injection current, it means
the power conversion efficiency is low and most of the input electrical power is converted
to heat instead of optical power. The generated heat raises the temperature inside the
cavity and the gain decreases with the temperature. Thus, more carriers are needed to
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compensate for the reduction of the gain. However, the increase in carrier density can
further increase the temperature since more current is consumed in nonradiative current
and more power converts to heat. The close cycle forms a positive feedback loop in terms
of the temperature rise and prevents the devices from working at high bias. If the device
is working at cryogenic temperature, the nonradiative emission can be reduced, but the
device becomes less practical.
Based on the above, in order for the metal cavity lasers to work well at room tem-
perature, the threshold material gain has to be as small as possible so that the carrier
density can be reduced. The challenge is that the modal loss increases as the cavity
size decreases. The design parameters such as insulator thickness, the active material
thickness, and mode polarization alternatives play important roles. Figure. 1.2 shows
that the smallest metal cavity laser working at room temperature is 0.22 λ30. Strictly
speaking, it does not break the diffraction limit and it uses the dielectric mode, the TE
mode. In addition, the output power can only be read in arbitrary units, not absolute
units such as nanowatt. Actually, in Fig. 1.2, except for our group, the output power is
too weak to measure. The reason is that the radiation loss is smaller than material loss
and this makes the slope efficiency in the light power versus current (L-I) curve smaller
than that of the conventional lasers.
The lasers in [6], [17], and [21] use the cutoff mechanism to provide high reflectivity
and power decay along the propagation direction. In addition, power passes through the
substrate, dissipating even farther. The resonant modes in [14] and [15] are whispering
gallery modes, and the power is taken from the sidewall or top, which is not along the
dominant Poynting vector, i.e., the azimuthal direction. Therefore, the power can be
small. This also occurs in [16] and [20], in which the lasers use Fabry-Perot modes and
the dominant Poyting vector is along the longest dimension. However, the power is taken
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from the substrate so the collection efficiency is poor, which makes the power hard to
read in physical units.
We therefore notice that most of the metal-cavity lasers behave like closed cavities
and the Q from the radiation loss is higher than that from material loss. This not only
results in a small output power but also raises the temperature inside the cavity due to
material loss. Our group at UIUC uses DBRs to reduce the radiation loss, but the power
is along the dominant Poynting vector direction and thus the power is measurable and
the highest among state-of-the-art devices.
1.4 Dissertation Overview
As described above, metal-cavity lasers have the potential of being future nanolasers
and can be practical in science research and engineering applications. In Chapter 2, we
focus on this approach and study the effect of metal on metal-insulator-semiconductor-
insulator-metal (MISIM) slab and circular waveguides. The analytical solutions to waveg-
uides are derived. To find the mode with a small loss and understand the characteristics
of the waveguide, the transcendental equations of transverse magnetic (TM) modes and
the transverse electric (TE) modes in a one-dimensional waveguide are derived, and we
will compare the results with the counterparts of the perfect electric conductor (PEC)
waveguide. The dependence of the material loss and the waveguide confinement factor
on the insulator thickness is investigated as well. In addition, due to the dispersive
characteristics of metal, the permittivity is negative in the frequency domain and the
conventional definition of the electric energy is not applicable in a metal cavity. There-
fore, redefining the energy is important, especially for the calculation of a low Q cavity.
In Chapter 3, the detailed derivation for the electromagnetic energy of dispersive mate-
rials is presented and its application to the calculation of Q of nanobowtie antennas is
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verified by comparing our theoretical results with experimental data. In Chapter 4, the
metal effects on subwavelengh sizes of a ZnO cavity are investigated and the analysis
is carried out by using the finite-difference time-domain (FDTD) method. Its compar-
ison with PEC cavity will be studied. We will demonstrate that the metal cavity can
bring two benefits: high ΓE and high Q in a subwavelength cavity. In Chapter 5, we
will study the temperature dependence of metal-cavity VCSELs [19], which is made in
our group at UIUC. In this study, rigorous rate equations are employed to fit the L-I
curve and the contributions from different recombination rates to the threshold current
are investigated. The results show that the dominant component is Auger recombination
due to long wavelength and high carrier density. In Chapter 6, the modulation response
of nanolasers is studied. The cavity enhanced single-mode spontaneous emission rate
is rigorously derived from Fermi’s golden rule. The Purcell effect is shown to naturally
emerge in the formula, instead of being phenomenologically placed in rate equations.
The bandwidth response of nanocavity light-emitting devices using bulk, quantum wells
(QWs), and quantum dots (QDs) will be carried out based on our model. The band-
width of a few hundred GHz is observed in nanoLEDs and around 100 GHz is obtained
when moderate Q around 1000 is used in QW lasers. We also demonstrate the thermal
effect on modulation response by comparing the modulation response of our metal-cavity
VCSEL with and without thermal effect. The result shows that the thermal effect is the
bottleneck for reaching the maximum bandwidth of a low Q cavity. In Chapter 7, we
summarize the work in this dissertation and discuss future work on metal-cavity laser
research.
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CHAPTER 2
Waveguide Theory of
Metal-Insulator-Semiconductor-Insulator-Metal
Waveguides
2.1 Guiding Modes Analysis for a One-Dimensional
Waveguide
To understand the metal effect on the waveguide, we start with one-dimensional
(1D) metal-insulator-semiconductor-insulator-metal (MISIM) structure by assuming the
metal loss as zero. By doing so, the graphic solution can be easily carried out and readily
compared with its counterparts in perfect electric conductor (PEC) waveguide and the
dielectric waveguide. We focus on the guiding conditions and analytical solutions of TE0
and TM0 modes since they are expected to have the largest energy confinement factors.
The corresponding waveguide confinement factors based on [1] will be derived as well.
To solve the guidance condition of TE0 mode for Fig. 2.1, the Ey of TE0 mode can
be written as:
Ey = e
ikz


A0e
−γ3(|x|− d12 −d2) |x| > d1
2
+ d2
B0e
γ2(|x|− d12 −d2) + C0e−γ2(|x|−
d1
2
) d1
2
< |x| < d1
2
+ d2
D0cos(k1xx) |x| < d12
(2.1)
Here γi =
√
k2z − ω2µ0εi, i = 2, 3 and k1x =
√
ω2µ0ε1 − k2z . According to the bound-
ary condition, Ey and Hz are continuous in each interface; the guiding condition can be
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Figure 2.1: The 1D structure of metal-insulator-semiconductor-insulator-metal. The
origin of the coordinate is at the center of the semiconductor layer. Notice that the
structure is symmetrical with respect to the z-axis. The refractive indices for the core
(InGaAs) and insulator (SiO2) are 3.54 and 1.47, respectively. The permittivity of the
metal used is from [2].
derived and is shown as below:
k1xtan
(
k1x
d1
2
)
= γ2
γ2sinh(γ2d2) + γ3cosh(γ2d2)
γ2cosh(γ2d2) + γ3sinh(γ2d2)
(2.2)
After solving the guiding condition, we can obtain Ey, Hx and Hz. The fields are nor-
malized by Eq. (2) in [1]. The waveguide confinement factor, Γwg, in two dimensions is
defined as [1]:
Γwg =
na(ω)
2η0
∫
Aa
dρ|E(ρ)|2
1
2
Re
∫∞
∞ dρ(E(ρ)×H∗(ρ)) · zˆ
(2.3)
where η0 is the intrinsic impedance, na is the refractive index of the active material, and
dρ is equal to dxdy. The |E(ρ)|2 is the intensity of the field. We can substitute Ey, Hx
and Hz into Eq. (2.3) provided that the field in the other dimension is uniform. The
simpler expression of Γwg for 1D TE0 mode can be expressed as:
Γwg =
na
∫
Aa
dρ|Ey(ρ)|2
neff
∫∞
−∞ dρ|Ey(ρ)|2
(2.4)
Notice that for TE modes, the plasmonic mode cannot be present, unless the material is
the metamaterial, because the surface wave can only exist when the dominant polarization
of its electric field is perpendicular to the metal surface. Therefore, the wavenumber, k1x,
is always a real number and neff is smaller than na, which means Eq. (2.4) could be
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larger than 1. On the other hand, we can rewrite Eq. (2.2) as:
Xtan(X) =
√
R21 −X2
(R22 −R21)e4
√
R2
1
−X2d2/d1 +
[√
R22 −X2 −
√
R21 −X2
]2
(R22 −R21)e4
√
R2
1
−X2d2/d1 −
[√
R22 −X2 −
√
R21 −X2
]2 (2.5)
where
X = k1x
d1
2
, R1 = k0
√
ǫ1 − ǫ2d1
2
, R2 = k0
√
ǫ1 − ǫ3d1
2
(2.6)
In MISIM structure, R2 is larger than R1 since ǫ3 is negative and the magnitude is by
far greater than ǫ2. The R2 goes to infinity as the wavelength increases due to the metal
dispersion. In addition, when X=0, the right-hand side of Eq. (2.6) can be written as:
R1
√
ǫ1 + |ǫ3|(1 + e2d2k0
√
ǫ1−ǫ2) +
√
ǫ1 − ǫ2(e2d2k0
√
ǫ1−ǫ2 − 1)√
ǫ1 − ǫ2(1 + e2d2k0
√
ǫ1−ǫ2) +
√
ǫ1 + |ǫ3|(e2d2k0
√
ǫ1−ǫ2 − 1) (2.7)
Equation (2.7) increases with the wavelength. With the increase of X, the value on the
right–hand side of Eq. (2.5) decreases. However, due to the huge number of |ǫ3|, the
crossing point of two curves on the both sides in Eq. (2.5) occurs close to X = π/2. In
PEC waveguides, |ǫ3| goes to infinity, so the solution occurs at X = π/2, which is the
guiding condition of the TE mode in a PEC waveguide, which demonstrates how TE
modes evolve from nonperfect metal waveguides to PEC waveguides. Moreover, it shows
that TE modes in metal coating waveguides are subject to the cutoff condition; but the
cutoff waveguide width of a specific wavelength can be smaller than its counterpart in
a PEC waveguide due to the finite penetration depth (finite number of γ3). From this
viewpoint, the metal-coating waveguide for TE modes is more like a PEC waveguide since
there is no cutoff condition in the dielectric waveguides. In addition, the corresponding
effective index can go to zero, which means the wave stays still instead of propagating
or radiating out, incurring huge metal loss. On the other hand, due to high value of γ3,
the metal-coating waveguide will provide a large waveguide confinement factor as will be
shown.
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By following the same procedure, the guiding condition of the fundamental TM0 mode
can be derived by assuming the Hy of the TM0 mode as below:
Hy = e
ikz


A0e
−γ3(|x|− d12 −d2) |x| > d1
2
+ d2
B0e
γ2(|x|− d12 −d2) + C0e−γ2(|x|−
d1
2
) d1
2
< |x| < d1
2
+ d2
D0cos(k1x) |x| < d12
(2.8)
Here k1x =
√
ω2µ0ε1 − k2z and γi =
√
k2z − ω2µ0εi, i = 2, 3, and the corresponding guiding
condition is
k1xtan
(
k1x
d1
2
)
= γ2
ε1
ε2
γ2ε3sinh(γ2d2) + γ3ε2cosh(γ2d2)
γ2ε3cosh(γ2d2) + γ3ε2sinh(γ2d2)
(2.9)
Similarly, we can derive an equation similar to Eq. (2.5):
Xtan(X) =
ǫ1
ǫ2
√
R21 −X2F (X) (2.10)
where F (X)
[
ǫ22(R
2
2 −X2)− ǫ23(R21 −X2)
]
e4
√
R2
1
−X2d2/d1 +
[
ǫ2
√
R22 −X2 − ǫ3
√
R21 −X2
]2
[
ǫ22(R
2
2 −X2)− ǫ23(R21 −X2)
]
e4
√
R2
1
−X2d2/d1 −
[
ǫ2
√
R22 −X2 − ǫ3
√
R21 −X2
]2 (2.11)
When X = 0, the right-hand side of Eq. (2.10) can be rewritten as
ǫ1
ǫ2
R1
|ǫ3|
√
ǫ1 − ǫ2(1− e2d2k0
√
ǫ1−ǫ2) + ǫ2
√
ǫ1 + |ǫ3|(1 + e2d2k0
√
ǫ1−ǫ2)
−ǫ2
√
ǫ1 + |ǫ3|(1− e2d2k0
√
ǫ1−ǫ2)− |ǫ3|
√
ǫ1 − ǫ2(1 + e2d2k0
√
ǫ1−ǫ2)
(2.12)
In expression (2.12), we can see the denominator is always negative but the numerator is
not. The sign of the numerator depends on the difference between 1 and e2d2k0
√
ǫ1−ǫ2 . If
the insulator is thick enough or the refractive index difference between the semiconductor
and insulator is large enough, we can always find a solution no matter the number of
d1. However, if the d2 is small or the refractive index difference of the semiconductor
and insulator is too small, then the numerator is positive; therefore, expression (2.12)
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Figure 2.2: (a) Hx field profile, (b) Ey field profile, (c) Hz field profile of TE0 mode
when the insulator is Si3N4 and the wavelength is 1.55 µm. The thicknesses of the
semiconductor and the insulator are 300 nm and 20 nm, respectively.
is negative and we cannot find a solution in this expression. But it does not mean that
there is no solution in that condition. Actually, in that case, we have to replace cos in Eq.
(2.8) by cosh since that mode is more like two surface waves coupling to each other and
propagating along the interface between the insulator and the metal (cosh-function-like
profile in the semiconductor region) instead of one wave propagating in the center of
the semiconductor (cos-function-like profile in the semiconductor region). Furthermore,
in that case, the effective index will be larger than that of the semiconductor since this
is the characteristic of the surface wave. For most materials widely used as insulators,
their refractive indices are small and greatly different from those of semiconductors; on
the other hand, the insulator thickness is expected to be thick enough for the electrical
isolation, so we still can use the equations above to find the solution.
After solving Eq. (2.9), Hy, Ex, and Ez can be obtained and the waveguide confine-
ment factor can be expressed as:
Γwg =
naneff
∫
Aa
dρ|Ex(ρ)|2 + |Ez(ρ)|2∫∞
−∞ dρε(ρ)|Ex(ρ)|2
(2.13)
Each component of TE0 mode and TM0 mode is shown in Fig. 2.2 and Fig. 2.3.
In Fig. 2.3(a), we can see a lot of Ex confined in the insulator. This originates from
the boundary condition that the electric flux has to be continuous across one interface.
Therefore, the ratio of the electric fields on both sides is determined by the ratio of the
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Figure 2.3: (a) Ex field profile, (b) Hy field profile, (c) Ez field profile of TM0 mode
when the insulator is Si3N4 and the wavelength is 1.55 µm. The thicknesses of the
semiconductor and the insulator are 300 nm and 20 nm, respectively.
permittivities of those two materials. Due to large |ǫ3|, most of the electric field is in the
insulator. This has two effects. One is that more field will be in the insulator and this
leads to less modal loss. It also means that either using the material with the smaller
refractive index as insulators or increasing the insulator thickness can reduce the modal
loss. However, more field in the insulator implies the smaller waveguide confinement
factor. Therefore, for TM mode, there is a tradeoff between the modal loss and the
waveguide confinement factor.
The dependencies of neff and Γwg on the insulator for TE0 mode and TM0 mode are
shown in Fig. 2.4. Figure 2.4 shows that TE0 mode has a larger Γwg than TM0 mode
and this can be understood from Fig. 2.2 and 2.3. Figure 2.2 clearly shows that most
of the field is confined in the semiconductor and Fig. 2.3 shows that some of the field is
confined in the insulator and this reduces Γwg.
Although we do not take the imaginary part of metal permittivity into consideration
in the previous analysis, we still can use Eq. (2.14) to estimate the modal loss. That
equation clearly shows that the modal loss depends on the amount of the field in the
metal. The calculation result is shown in Fig. 2.5.
α ≃
ωǫ0
2
∫
metal
dρIm[ǫr(ρ, ω)]|E(ρ)|2∫
all
dρ1
2
Re[E(ρ)×H∗(ρ)] · zˆ (2.14)
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Figure 2.4: The dependencies of the effective index and Γwg of TE0 modes (a) and TM0
modes (b) on the insulator. The thicknesses of the semiconductor and the insulator are
300 nm and 20 nm, respectively.
From Fig. 2.5, we can see that the modal losses of the TE0 mode are very small in these
two insulators and the small modal losses are readily overcome by the semiconductor
materials such as In0.47Ga0.53As. For TM0 mode, its modal loss significantly depends on
the insulator. If SiO2 is used, then the modal loss can be reduced to a level comparable
to that of the TE0 mode. The reason is that the boundary condition has to be met
and the material with the smaller refractive index pushes more field into semiconductor;
therefore, less field is in the metal and the modal loss decreases.
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Figure 2.5: The dependence of the modal loss on the insulator material and the polar-
ization. As expected, SiO2 provides the smaller modal loss. The TM0 mode has smaller
modal losses when SiO2 is used.
20
In addition, the threshold material gain is the ratio of the modal loss to the Γwg if
we assume the radiation loss is so small that we can neglect it. Then we can readily
see the threshold material gain of the TE0 mode is smaller than that of the TM0 mode
with the insulator of SiO2 since the former has larger Γwg and comparable modal loss.
Therefore, TE0 mode is more favorable for laser operation. The advantage of TE mode is
also verified in many works and the metal cavity nanolasers working at room temperature
use TE modes as the resonant modes, which has been shown in Chapter 1.
2.2 Guiding Modes Analysis for a Two-Dimensional
Waveguide
In the last section, we use 1D structure to analyze the optical field in the MISIM
structure since we can obtain the analytical solution. However, it is difficult to obtain
the analytical solution in a two-dimensional (2D) structure since the three components of
the electric and the magnetic field are all nonzero. Furthermore, in the real structure, the
p-i-n structure is used for the current injection and optical confinement. Therefore, the
structure along the vertical is not homogeneous. To solve the 2D structure, the numerical
approach has to be employed. In this section, we use the finite element method (FEM) [3]
to solve the eigenmode of the 2D structure, which is shown in Fig. 2.6.
There are two primary modes for this structure. One is quasi-TE00 mode or HE00
mode, and the other is quasi-TM00 mode or EH00 mode. The dominant polarization of
the former is the y-direction and normal to the sidewall metal, and that of the latter is
along the x -direction and parallel to the sidewall metal. Notice that they correspond to
the TM0 mode and the TE0 mode in 1D structure, respectively. According to the analysis
in the last section, we can expect the HE00 mode to have the smaller Γwg. In addition,
EH00 mode can couple to the top metal. For this reason, the distance from the active
region to the top metal has to be optimized, so we set D as 850 nm. After determining
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Figure 2.6: The 2D modeling structure. The waveguide width is fixed at 0.3 µm. The
thickness of SiO2 is 30 nm. The active region is In0.43Ga0.57As with the height, H, of
0.3 µm. D is the distance of the In0.43Ga0.57As to the top metal. The total ridge height
is 2 µm.
the structure, we can compare the dependence on polarization of the modal loss and Γwg
for HE00 and EH00 modes on the insulator. The result is shown in Fig. 2.7(a).
1.44 1.46 1.48 1.50 1.52 1.54 1.56 1.58
500
600
700
800
900
1000
1100
 quasi-TM
00
 plasmonic mode
 quasi-TM
00
 plasmonic mode
w
g
 
Wavelength ( m)
M
od
al
 lo
ss
(c
m
-1
)
0.4
0.5
0.6
0.7
0.8
(a)
1.44 1.46 1.48 1.50 1.52 1.54 1.56 1.58
600
800
1000
1200
1400
1600
 
 
T
hr
es
ho
ld
 m
at
er
ia
l g
ai
n(
cm
-1
)
Wavelength ( m)
 quasi-TM00
 plasmonic mode
(b)
Figure 2.7: (a) The dependence of the modal loss and Γwg on polarization. The left
axis is the modal loss and the right axis is the waveguide confinement factor. (b) The
threshold material gain if we assume that the radiation loss is negligible.
From Fig. 2.7(a), we can see that the trends in 2D structure are the same as in 1D
structure. For example, EH00 mode has the larger Γwg and much smaller modal loss.
However, if the insulator is SiO2, the modal loss of the HE00 mode significantly decreases
and is even smaller than that of the EH00 mode, which is consistent with 1D analysis.
Moreover, we estimate the threshold material gain for the structure if the radiation
loss is negligible. Under this condition, the threshold material gain is the ratio of the
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modal loss over the Γwg. The result is shown in Fig. 2.7(b). When the insulator is SiO2,
the threshold material gains for these two modes decrease, which can be understood using
1D structure analysis. In addition, we notice that although the modal loss of HE00 mode
in Fig. 2.7(a) is smaller than that of the EH00 mode, due to its smaller Γwg, its threshold
material gain is still larger than that of the EH00 mode.
Therefore, if we would like to use the structure in Fig. 2.6 as a Fabry-Perot (FP)
laser and expect the laser to work at room temperature, then the transverse mode should
be the EH00 mode and the radiation loss has to be as small as possible. The simplest
way to reduce the radiation loss is to encapsulate the ridge by metal, which was already
demonstrated in [4]. In [4], they show that the lasing mode is EH00 for the waveguide
width of 300 nm and the cavity length of 6 µm. At low temperature, the lasing mode
is HE00 mode when the waveguide width is below 100 nm. That paper successfully
demonstrates the idea of the nanolaser using the metal to shrink the optical modal
volume; however, in this configuration, the output power is emitted from the substrate
and the direction is not the dominant Poynting vector, so the output power is very low
and cannot be measured by a physical unit.
2.3 Guiding Modes Analysis for a Circular Waveg-
uide
In this section, we will derive the eigenvalue equations for the circular waveguide
consisting of the semiconductor (the core material), insulator (the cladding layer), and
metal (the outmost layer), which is widely used in the metal-cavity lasers. The structure
is shown in Fig. 2.8. The similar structures were solved in [5], [6]. Prade and Vinet [5] only
considered a two-layer structure—the core and the shielding metal— without considering
the insulator. Lee et al. dealt with the structure with three layers including the medium
insulator. However, they treat metal as PEC. In this section, we treat PEC as a real metal
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Figure 2.8: The circular waveguide modeled in this section. The materials from the
innermost to the outermost are the semiconductor, insulator, and metal, respectively.
accounting for the plasmon effect. Therefore, in a subwavelength radius, the plasmonic
mode can appear although the mode profile is not shown in the section. Such a structure
can be solved from the numerical tools such as the finite-element method; however,
the solution to the analytical expression can be very useful since the problem can be
carried out in one dimension so that the calculation time can be significantly reduced.
In addition, the classification for modes can be readily determined by specifying the
azimuthal number, m, and transcendental equations for TE0n, TM0n, EHmn and HEmn
modes, where n is the radial mode number. Here we only focus on the solutions to
the surface plasmonic mode (surface wave mode) and the dielectric mode (or so-called
oscillation mode) since the former has no cutoff condition and the latter has a high optical
energy confinement factor and low modal loss.
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We start with the surface plasmonic mode, in which neff > n1, and define the pa-
rameters needed for the derivation:
V 21 = k
2
0(n
2
1 − n22)
h21 = β
2 − k20n21
q22 = V
2
1 + h
2
1
V 22 = k
2
0(n
2
2 − ǫ3)
q23 = V
2
2 + q
2
2 (2.15)
where k0, n1, n2, ǫmetal and β are vacuum wave number, the refractive index of the
semiconductor, the refractive index of the insulator, the relative permittivity of metal,
and the propagation constant, respectively. We can write down the expression for each
component in each region:
ρ < a
Eρ =
iβ
h21
[
Ah1I
′
m(h1ρ) +B
ωµ
β
im
ρ
Im(h1ρ)
]
Eφ =
iβ
h21
[
A
im
ρ
Im(h1ρ)−Bh1ωµ
β
I ′m(h1ρ)
]
Ez = AIm(h1ρ)
Hρ =
iβ
h21
[
− Aωǫ1
β
im
ρ
Im(h1ρ) +Bh1Im(h1ρ)
]
Hφ =
iβ
h21
[
Ah1
ωǫ1
β
I ′m(h1ρ) +B
im
ρ
Im(h1ρ)
]
Hz = BIm(h1ρ) (2.16)
a < ρ < b
Eρ =
iβ
q22
[
q2(CI
′
m(q2ρ) +DK
′
m(q2ρ)) +
ωµ
β
im
ρ
(FIm(q2ρ) +GKm(q2ρ))
]
Eφ =
iβ
q22
[
im
ρ
(CIm(q2ρ) +DKm(q2ρ))− ωµ
β
q2(FI
′
m(q2ρ) +GK
′
m(q2ρ))
]
Ez = CIm(q2ρ) +DKm(q2ρ)
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Hρ =
iβ
q22
[
− ωǫ2
β
im
ρ
(CIm(q2ρ) +DKm(q2ρ)) + q2(FI
′
m(q2ρ) +GK
′
m(q2ρ))
]
Hφ =
iβ
q22
[
ωǫ2
β
q2(CI
′
m(q2ρ) +DK
′
m(q2ρ)) +
im
ρ
(FIm(q2ρ) +GKm(q2ρ))
]
Hz = FIm(q2ρ) +GKm(q2ρ) (2.17)
b < ρ
Eρ =
iβ
q23
[
Mq3K
′
m(q3ρ) +N
ωµ
β
im
ρ
Km(q3ρ)
]
Eφ =
iβ
q23
[
M
im
ρ
Km(q3ρ)−Nωµ
β
q3K
′
m(q3ρ))
]
Ez = MKm(q3ρ)
Hρ =
iβ
q23
[
−Mωǫ3
β
im
ρ
Km(q3ρ) +Nq3K
′
m(q3ρ)
]
Hφ =
iβ
q23
[
M
ωǫ3
β
q3K
′
m(q3ρ) +N
im
ρ
Km(q3ρ)
]
Hz = NKm(q3ρ) (2.18)
where a, b, m, Im, and Km are the radius of the core, the radius of the cross section
including core and cladding layer, the azimuthal number of the mode, the modified
Bessel function of the first kind, and the modified Bessel function of the second kind,
respectively. Notice that the e±mφ dependence is omitted in thorough derivations. The
superscript ’ is the derivative of the function with respect to ρ. The coefficients, A, B, C,
D, F , G, M , and N are dependent on each other and the relation can be found according
to the boundary condition: Ez, Eφ, Hz, and Hφ are continuous in two interfaces. With
the boundary condition, the following matrix can be obtained:


X1 Y1 P1 Q1
X2 Y2 P2 Q2
X3 Y3 P3 Q3
X4 Y4 P4 Q4




C
D
F
G


= 0 (2.19)
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where each element is defined as:
X1 =
(
1
h21
− 1
q22
)
im
a
Im(q2a)
Y1 =
(
1
h21
− 1
q22
)
im
a
Km(q2a)
P1 = −ωµ
β
[
1
h21
I ′m(h1a)
Im(h1a)
Im(q2a)− I
′
m(q2a)
q2
]
Q1 = −ωµ
β
[
1
h21
I ′m(h1a)
Im(h1a)
Km(q2a)− K
′
m(q2a)
q2
]
X2 =
ω
β
[
ǫ1
h1
I ′m(h1a)
Im(h1a)
Im(q2a)− ǫ2
q2
I ′m(q2a)
]
Y2 =
ω
β
[
ǫ1
h1
I ′m(h1a)
Im(h1a)
Km(q2a)− ǫ2
q2
K ′m(q2a)
]
P2 = −
(
1
q22
− 1
h21
)
im
a
Im(q2a)
Q2 = −
(
1
q22
− 1
h21
)
im
a
Km(q2a)
X3 =
(
1
q22
− 1
q23
)
im
b
Im(q2b)
Y3 =
(
1
q22
− 1
q23
)
im
b
Km(q2b)
P3 = −ωµ
β
[
1
q22
I ′m(q2b)−
1
q3
K ′m(q3b)
Km(q3b)
Im(q2b)
]
Q3 = −ωµ
β
[
1
q22
K ′m(q2b)−
1
q3
K ′m(q3b)
Km(q3b)
Km(q2b)
]
X4 =
ω
β
[
ǫ2
q2
I ′m(q2b)−
ǫ3
q3
K ′m(q3b)
Km(q3b)
Im(q2b)
]
Y4 =
ω
β
[
ǫ2
q2
K ′m(q2b)−
ǫ3
q3
K ′m(q3b)
Km(q3b)
Im(q2b)
]
P4 = −
(
1
q23
− 1
q22
)
im
b
Im(q2b)
Q4 = −
(
1
q23
− 1
q22
)
im
b
Km(q2b) (2.20)
For m = 0, like TE0n and TM0n, X1, Y1, P2, Q2, X3, Y3, P4, and Q4 are zero. In addi-
tion, for TE0n modes, Ez is zero so that C and D are zero. In this case, the characteristic
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matrix can be simplified as: 
 P1 Q1
P3 Q3



 F
G

 = 0 (2.21)
For TM0n modes, F and G are zero, the characteristic matrix is written as
 X2 Y2
X4 Y4



 C
D

 = 0 (2.22)
Therefore, the h1 satisfying Eq. (2.21) or Eq. (2.22) is the solution to the corresponding
modes. To distinguish HEmn and EHmn, we can plot the determinant (Eq. (2.20)) versus
different h′1s. The point crossing the zero with the positive slope is the solution to HEmn
and the one with the negative slope is the solution to the EHmn.
For the surface plasmonic mode, there is no TE0n mode since the oscillation of elec-
trons on the metal surface always produces the Ez component, which means there exists
no solution to Eq. (2.21).
Similarly, we can derive the characteristic equations for the dielectric mode with
neff > n2 in the waveguide:
V 21 = k
2
0(n
2
1 − n22)
h21 = k
2
0n
2
1 − β2
q22 = V
2
1 − h21
V 22 = k
2
0(n
2
1 − ǫ3)
q23 = V
2
2 − h21 (2.23)
We can write the expression for each component in each region:
ρ < a
Eρ = − iβ
h21
[
Ah1J
′
m(h1ρ) +B
ωµ
β
im
ρ
Jm(h1ρ)
]
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Eφ = − iβ
h21
[
A
im
ρ
Jm(h1ρ)−Bh1ωµ
β
J ′m(h1ρ)
]
Ez = AJm(h1ρ)
Hρ = − iβ
h21
[
− Aωǫ1
β
im
ρ
Jm(h1ρ) +Bh1Jm(h1ρ)
]
Hφ = − iβ
h21
[
Ah1
ωǫ1
β
J ′m(h1ρ) +B
im
ρ
Jm(h1ρ)
]
Hz = BJm(h1ρ) (2.24)
a < ρ < b
Eρ =
iβ
q22
[
q2(CI
′
m(q2ρ) +DK
′
m(q2ρ)) +
ωµ
β
im
ρ
(FIm(q2ρ) +GKm(q2ρ))
]
Eφ =
iβ
q22
[
im
ρ
(CIm(q2ρ) +DKm(q2ρ))− ωµ
β
q2(FI
′
m(q2ρ) +GK
′
m(q2ρ))
]
Ez = CIm(q2ρ) +DKm(q2ρ)
Hρ =
iβ
q22
[
− ωǫ2
β
im
ρ
(CIm(q2ρ) +DKm(q2ρ)) + q2(FI
′
m(q2ρ) +GK
′
m(q2ρ))
]
Hφ =
iβ
q22
[
ωǫ2
β
q2(CI
′
m(q2ρ) +DK
′
m(q2ρ)) +
im
ρ
(FIm(q2ρ) +GKm(q2ρ))
]
Hz = FIm(q2ρ) +GKm(q2ρ) (2.25)
b < ρ
Eρ =
iβ
q23
[
Mq3K
′
m(q3ρ) +N
ωµ
β
im
ρ
Km(q3ρ)
]
Eφ =
iβ
q23
[
M
im
ρ
Km(q3ρ)−Nωµ
β
q3K
′
m(q3ρ))
]
Ez = MKm(q3ρ)
Hρ =
iβ
q23
[
−Mωǫ3
β
im
ρ
Km(q3ρ) +Nq3K
′
m(q3ρ)
]
Hφ =
iβ
q23
[
M
ωǫ3
β
q3K
′
m(q3ρ) +N
im
ρ
Km(q3ρ)
]
Hz = NKm(q3ρ) (2.26)
where Jm is the Bessel function of the first kind. The coefficients, A, B, C, D, F , G, M ,
and N can be carried out following the same procedures as above and the same matrix
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as Eq. (2.19) can be obtained. But each element should be defined as:
X1 =
(
1
h21
+
1
q22
)
im
a
Im(q2a)
Y1 =
(
1
h21
+
1
q22
)
im
a
Km(q2a)
P1 = −ωµ
β
[
1
h21
J ′m(h1a)
Jm(h1a)
Im(q2a) +
I ′m(q2a)
q2
]
Q1 = −ωµ
β
[
1
h21
J ′m(h1a)
Jm(h1a)
Km(q2a) +
K ′m(q2a)
q2
]
X2 =
ω
β
[
ǫ1
h1
J ′m(h1a)
Jm(h1a)
Im(q2a) +
ǫ2
q2
I ′m(q2a)
]
Y2 =
ω
β
[
ǫ1
h1
J ′m(h1a)
Jm(h1a)
Km(q2a) +
ǫ2
q2
K ′m(q2a)
]
P2 =
(
1
q22
+
1
h21
)
im
a
Im(q2a)
Q2 =
(
1
q22
+
1
h21
)
im
a
Km(q2a)
X3 =
(
1
q22
− 1
q23
)
im
b
Im(q2b)
Y3 =
(
1
q22
− 1
q23
)
im
b
Km(q2b)
P3 = −ωµ
β
[
1
q22
I ′m(q2b)−
1
q3
K ′m(q3b)
Km(q3b)
Im(q2b)
]
Q3 = −ωµ
β
[
1
q22
K ′m(q2b)−
1
q3
K ′m(q3b)
Km(q3b)
Km(q2b)
]
X4 =
ω
β
[
ǫ2
q2
I ′m(q2b)−
ǫ3
q3
K ′m(q3b)
Km(q3b)
Im(q2b)
]
Y4 =
ω
β
[
ǫ2
q2
K ′m(q2b)−
ǫ3
q3
K ′m(q3b)
Km(q3b)
Im(q2b)
]
P4 = −
(
1
q23
− 1
q22
)
im
b
Im(q2b)
Q4 = −
(
1
q23
− 1
q22
)
im
b
Km(q2b) (2.27)
For the mode with neff < n2, we have
V 21 = k
2
0(n
2
1 − n22)
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h21 = k
2
0n
2
1 − β2
q22 = h
2
1 − V 21
V 22 = k
2
0(n
2
1 − ǫ3)
q23 = V
2
2 − h21 (2.28)
and we can replace Im and Km by Jm and Ym, respectively, in a < ρ < b and follow
the same procedure as above. The characteristic matrix is the same as Eq. (2.19) and
each element is shown below:
X1 =
(
1
h21
− 1
q22
)
im
a
Jm(q2a)
Y1 =
(
1
h21
− 1
q22
)
im
a
Ym(q2a)
P1 = −ωµ
β
[
1
h21
J ′m(h1a)
Jm(h1a)
Jm(q2a)− J
′
m(q2a)
q2
]
Q1 = −ωµ
β
[
1
h21
J ′m(h1a)
Jm(h1a)
Ym(q2a)− Y
′
m(q2a)
q2
]
X2 =
ω
β
[
ǫ1
h1
J ′m(h1a)
Jm(h1a)
Jm(q2a)− ǫ2
q2
J ′m(q2a)
]
Y2 =
ω
β
[
ǫ1
h1
J ′m(h1a)
Jm(h1a)
Ym(q2a)− ǫ2
q2
Y ′m(q2a)
]
P2 =
(
1
h21
− 1
q22
)
im
a
Jm(q2a)
Q2 =
(
1
h22
− 1
q21
)
im
a
Ym(q2a)
X3 =
(
1
q22
+
1
q23
)
im
b
Jm(q2b)
Y3 =
(
1
q22
+
1
q23
)
im
b
Ym(q2b)
P3 = −ωµ
β
[
1
q22
J ′m(q2b) +
1
q3
K ′m(q3b)
Km(q3b)
Jm(q2b)
]
Q3 = −ωµ
β
[
1
q22
Y ′m(q2b) +
1
q3
K ′m(q3b)
Km(q3b)
Ym(q2b)
]
X4 =
ω
β
[
ǫ2
q2
J ′m(q2b) +
ǫ3
q3
K ′m(q3b)
Km(q3b)
Jm(q2b)
]
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Y4 =
ω
β
[
ǫ2
q2
Y ′m(q2b) +
ǫ3
q3
K ′m(q3b)
Km(q3b)
Ym(q2b)
]
P4 =
(
1
q23
+
1
q22
)
im
b
Jm(q2b)
Q4 =
(
1
q23
+
1
q22
)
im
b
Ym(q2b) (2.29)
The way to determine TE0n, TM0n, HEmn, and EHmn in the two cases is the same as
that for surface plasmonic mode.
Figure 2.9 shows the effective indices and modal loss for the first few modes in the
waveguide shown in Fig. 2.8. The radius is 150 nm, and the SiNx thickness is 30 nm.
With the presence of SiNx, the plasmonic mode will not exist until a wavelength close
to plasmon resonance, i.e., shorter wavelength, or narrower radius. Therefore, the modes
shown in Fig. 2.9 are dielectric modes.
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Figure 2.9: (a) The effective indices for different modes. (b) The modal losses for different
modes. The inset shows the modal losses for HE11 and TE10.
Figure 2.9(a) shows that the mode with the maximum effective index is HE11 mode,
which is the fundamental mode. In contrast to the circular dielectric waveguide, such
as fiber, there is no cutoff condition for HE11 mode, but for a metal-cladding circular
waveguide, the cutoff condition exists for HE11 mode. From this perspective, the metal
circular cladding waveguide behaves more like a PEC waveguide. In addition, in Fg.
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2.9(b), we notice that most higher order modes suffer modal loss greater than 500 cm−1
before the cutoff energy is reached; exceptions are TE01 and HE11 modes. The reason is
that higher order modes have more fields in metal. The TE01 mode has less field in the
metal and does not couple to the plasmonic mode; thus, it can even have smaller modal
loss than HE11 mode if it is far above the cutoff condition, which is shown in the inset
of Fig. 2.9(b). In other words, for some diameters, TE01 mode has a smaller modal loss
than HE11 mode at around the same wavelength. Therefore, for subwavelength metal-
cavity lasers, HE11 and TE01 modes are used as lasing modes [7], [8], [9], [10], [11]. The
subwavelength metal-cavity laser using TE01 even works at room temperature [8], [11].
With the analytical solution to metal cladding circular waveguides, we can readily
use it in a propagation matrix to design metal-cavity surface emitting lasers and estimate
the resonant wavelength, quality factor, confinement factor, and threshold material gain,
which will be demonstrated in Chapter 5.
2.4 References
[1] S. W. Chang and S. L. Chuang, “Fundamental formulation for plasmonic nanolaser,”
IEEE J. Quantum Electron., vol. 45, no. 8, pp. 1014–1023, August 2009.
[2] E. D. Palik, Handbook of Optical Constants of Solids. New York, NY: Academic,
1985.
[3] COMSOL, http://www.comsol.com.
[4] K. Yu, A. Lakhani, and M. C. Wu, “Subwavelength metal-optic semiconductor
nanopatch lasers,” Opt. Express, vol. 18, no. 9, pp. 8790–8799, April 2010.
[5] B. Prade and J. Y. Vinet, “Guided optical waves in fibers with negative dielectric
constant,” IEEE J. Lightwave Technol., vol. 12, no. 1, pp. 6–18, January 1994.
[6] C. S. Lee, S. W. Lee, and S. L. Chuang, “Normal modes in an overmoded circular
waveguide coated with lossy material,” IEEE Trans. Microwave Theory Tech., vol.
MTT-34, no. 7, pp. 773–785, July 1986.
[7] M. T. Hill, Y. S. Oei, B. Smalbrugge, Y. Zhu, T. D. Vries, P. J. V. Veldhoven,
F. W. M. V. Otten, T. J. Eijkemans, J. P. Turkiewicz, H. D. Waardt, E. J. Geluk,
S. H. Kwon, Y. H. Lee, R. Notzel, and M. K. Smit, “Lasing in metallic-coated
nanocavities,” Nat. Photonics, vol. 1, no. 10, pp. 589–594, September 2007.
33
[8] M. P. Nezhad, A. Simic, O. Bondarenko, B. Slutsky, A. Mizrahi, L. Feng,
V. Lomakin, and Y. Fainman, “Room-temperature subwavelength metallo-dielectric
lasers,” Nat. Photonics, vol. 4, pp. 395–399, April 2010.
[9] C. Y. Lu, S. W. Chang, S. L. Chuang, T. D. Germann, and D. Bimberg, “Metal-
cavity surface-emitting microlaser at room temperature,” App. Phys. Lett., vol. 96,
pp. 251 101–1–251 101–3, June 2010.
[10] C. Y. Lu, S. L. Chuang, A. Mutig, and D. Bimberg, “Metal-cavity surface-emitting
microlasers with hybrid metal-DBR reflectors,” Opt. Lett., vol. 36, no. 13, pp. 2447–
2449, July 2011.
[11] J. H. Lee, A. Simic, M. Khajavikhan, O. Bondarenko, Q. Gu, B. Slutsky, M. P.
Nezhad, and Y. Fainman, “Electrically pumped subwavelength metallo-dielectric
laser with low threshold gain,” Opt. Express, vol. 19, no. 22, pp. 21 524–21 531,
October 2011.
34
CHAPTER 3
Metal Coated ZnO Nanocavity
3.1 Prior Work
Before demonstrating the metal effect on the cavity, we show the size limit of the
dielectric cavity. The smallest dielectric cavity laser is made of zinc oxide (ZnO) and
fabricated by Prof. Yang’s group at University of California, Berkeley, with analysis and
modeling assistance from our group [1]. Since zinc oxide has a wurtzite crystal structure,
it forms a hexagonal pillar or disk when grown along the c axis. Unlike circular cavities
encapsulated by perfect electric conductor (PEC) [2], there are no simple analytical solu-
tions to resonant modes for these hexagonal cavity structures. Although the dependence
of the resonance wavelength λr and Q factor on the geometry of a two-dimensional (2D)
hexagonal cavity have been investigated [3], [4], the plane-wave approximation in their
work is not applicable to the three-dimensional nanodisk cavity, of which the size in each
dimension is close to the resonance wavelength. In addition, in the 2D model, the radia-
tion loss from the top and bottom of the cavity is neglected but becomes important in a
3D nanodisk.
We use FDTD to simulate the field pattern and calculate the ΓE based on Eq. (3.1).
ΓE ≡
∫
Va
dr ǫ0
4
[ǫg,a(r, ωm) + ǫR,a(r, ωm)]|Em(r)|2∫
V
dr ǫ0
4
[ǫg(r, ωm) + ǫR(r, ωm)]|Em(r)|2 ≡
Va
Veff
(3.1)
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Q and the resonant wavelength can be carried out through FDTD as well. Once Q and
ΓE are carried out, gth can be obtained according to Eq. (3.2).
gth =
2πng
ΓEλQ
(3.2)
where ng is the group refractive index of material. The structure is shown in Fig. 3.1. Our
modeling obtains a resonant wavelength of 374 nm, which agrees well with experimental
data, 376 nm. ΓE and Q are 0.54 and 93, respectively, which leads to the threshold
material gain, gth, around 7351 cm
−1. In this case, the effective optical modal volume,
(Veff )/λ
3
0, is 1.07. Based on the mode pattern, we can notice that the optical field
tends to spill out of the nanodisk and it produces huge gth although, compared with
the structure with the vertical base, the gth has been improved by 30% [1]. In the next
section, we will propose to use metal cavity to improve Q and ΓE. In addition, the effects
of Al and Ag coating on ZnO nanodisk cavity are also discussed.
Figure 3.1: (a) Side view, and (b) top view of the nanodisk. (c) and (d) are corresponding
simulated mode patterns. The height and the diameter corner to corner are 606 nm and
283 nm, respectively. Notice that the structure has the tapered base. (e) shows the lasing
spectrum. It operates at 8K and the wavelength is 376 nm [1].
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Figure 3.2: The relative permittivities of (a) Ag and (b) Al used in this work and com-
pared with the experimental data [5]. The left and right axes are the real part and
imaginary part of the relative permittivity, respectively.
3.2 Metal Coated ZnO Nanocavity
In this section, we encapsulate the ZnO cavity by metal and demonstrate that the
metal cavity can effectively enhance the Q and ΓE. In addition, the investigations for the
effects of Al and Ag coating on ZnO nanodisk cavity are also carried out. The refractive
index of ZnO is set to 2.4 with the material dispersion neglected. The substrate is silicon
dioxide (refractive index n=1.5). The relative permittivities of Ag and Al used in this
work are shown in Fig. 3.2 and they agree well with the experimental data [5] within
a reasonable range. The real part of Al permittivity is more negative than that of Ag
permittivity, and the imaginary part of Al permittivity is also larger than that of Ag
permittivity. The former means that more field will be reflected back to the cavity,
but the latter implies that more energy is dissipated in metal and, thus, more material
loss. Therefore, we use the finite-difference time-domain method (FDTD) [6], [7], [8] to
calculate the permittivity effect, and mode patterns, Q, and ΓE are also carried out. The
structure we consider here is shown in Fig. 3.3
The mode patterns for bared, Ag-coated, and Al-coated disks are shown in Fig. 3.4.
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(a) (b)
Figure 3.3: A ZnO nanocavity (a) without and (b) with metal cavity. The diameter D
(corner to corner) and height H of the disk are 380 nm and 400 nm, respectively. The
metal thicknesses on the sidewall and top are 210 nm and 100 nm, respectively. The
substrate is silicon dioxide.
In mode search for bared disk, we find only the TM-like mode. This can be under-
stood as a result of the larger reflectivity of the TM-like mode than that of the TE-like
(polarization parallel to the growth plane) mode, and hence, the TE-like mode decays
faster due to the larger power leakage, especially for such a small cavity. Thus, the
TM-like mode has a larger Q factor. The TM-like mode has a resonance wavelength of
404.9 nm and Q factor of about 40.81. Since in our model, there is no material loss in
ZnO, the small Q factor is entirely caused by the increase of the radiation loss, which
means that with the reduction of the cavity volume, power leaks out more easily [1]. In
addition, since the resonant mode tends to spill out in the smaller cavity, ΓE is reduced.
In the metal cavity, the TE-like mode cannot be found either. The absences of TE-like
modes in Al and Ag have different origins. In Al-coated cavity, the TE-like mode is a
plasmonic mode. With the reduction of cavity volume, the modal loss of the plasmonic
mode increases significantly, and this mode has a small Q factor and cannot be resolved
spectrally. The dependence of the Q factor on the polarization in the metal-coated mi-
crocavity has been experimentally demonstrated [9], and our calculation indicates the
same outcome. As for Ag-coated cavity, since the magnitude of the real part of Ag per-
mittivity in this wavelength regime is smaller than that of ZnO, the surface wave cannot
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Figure 3.4: The mode intensity |E|2 distributions inside the cavity without metal cavity
on (a) the x-y plane and (b) y-z plane. The counterparts of Ag-coated cavity are shown
in (c) and (d), and those of the Al-coated cavity are shown in (e) and (f). In all these
cavities, the modes are TM-like.
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exist. Therefore, the TE-like mode in Ag-coated cavity is not a plasmonic mode, and it
suffers from both the radiation loss and the absorption loss. Moreover, the power reflec-
tivity of the TE-like mode is smaller than that of the TM-like mode. Due to these two
loss mechanisms, we deduce that the presence of the TE-like mode is very short-lived
in the Ag-coated cavity. For the Al-coated cavity, the TM-like mode has a Q factor
and resonance wavelength of 89 and 363.34 nm, respectively, and the counterparts of the
Ag-coated cavity are 128 and 385 nm. The relative permittivities are −18.9 + 3.54i and
−3.1 + 0.64i for aluminum and silver at the respective resonance wavelengths.
Figure 3.4 shows that in bare disk, most of the field radiates out into air. However,
as the cavity is coated with the metal, field can be well confined in the ZnO nanodisk.
Furthermore, the field is confined better in the Al-coated cavity. We obtain ΓE = 0.97
from (3.1) for the Al-coated cavity, which is slightly larger than a value of 0.95 for the
Ag-coated cavity. The better mode confinement of Al-coated cavity is due to the larger
magnitude of the real part of the Al permittivity in this wavelength range, which pushes
the field back into the ZnO nanodisk and is consistent with the higher power reflectivity
at the sidewall of the Al-coated cavity. However, the higher ΓE does not always mean
a higher Q factor since the mode also suffers from the absorption loss from metal. In
this case, the imaginary part of Al permittivity is much larger than that of Ag, and
this actually leads to a smaller Q factor for the Al-coated cavity. We then calculate
the threshold material gain according to (3.2). The comparison among these three cases
is shown in Table 3.1. From Table 3.1, the resonance wavelength shifts to the shorter-
wavelength side when ΓE becomes larger. To understand this, we consider the following
dispersion relation:
k2 =
(
2πn
λ
)2
= k2t + k
2
z (3.3)
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Table 3.1: The comparison among three ZnO nanocavities: bare disk, Al-coated, and
Ag-coated ZnO disks.
Structure λ (nm) ΓE Q gth (cm
−1)
Bare disk 404.9 0.55 40.8 16,613.2
Al-coated 363.3 0.97 89.0 4831.0
Ag-coated 385.0 0.95 128.0 3,206.5
where k is the wave number in ZnO, and kt as well as kz are the wave numbers in
the transverse and z directions, respectively. The field in the Al-coated cavity is better
confined. Therefore, its fields in the transverse and z directions vary the fastest among
the three cases; namely, kt and kz of the Al-coated cavity are the largest among those of
the three cavity modes. Conversely, in the bare nanodisk, the field tends to extend into
air and varies slowly. Therefore, its kt and kz are the smallest. The larger k corresponds
to the higher resonance frequency (shorter resonance wavelength). Therefore, the cavity
mode of the Al-coated cavity has the shortest resonance wavelength.
From Table 3.1, the threshold material gains of the metal-coated cavities are smaller
than those of the uncoated cavity by about four times. The reason is that the metal
significantly suppresses the radiation loss while the accompanying material loss is much
smaller than this loss reduction. Thus, the Q factor is doubled (Al) or tripled (Ag).
Meanwhile, ΓE is also significantly improved by a factor of two. These two improvements
lead to a smaller threshold material gain. The threshold material gain of the Al-coated
cavity is higher than that of the Ag counterpart because Al has the larger material loss.
To further reduce the material loss from metal, the temperature of the coated cavity
could be lowered, and the threshold material gain can decrease accordingly.
Nevertheless, it should be pointed out that metal coating does not always improve
Q factor and ΓE, especially when the cavity size is large enough. For big devices, the
optical field is already well confined in the cavity, and metal coating simply increases the
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material loss. In this case, instead of suppressing radiation loss, coating metal degrades
the performance of the cavity.
3.3 Shrinking Cavity Volume with Silver
In Table 3.1, the Ag-coated cavity exhibits the smallest threshold material gain and
the smallest ratio of the effective optical modal volume Veff to (λ/2neff)
3 is 75.4 (neff=2.4).
Therefore, in this section, we investigate the dependence of Q factor and ΓE on the
diameter of the Ag-coated cavity. The height H could change the Q factor and ΓE.
However, the variation of Q factor is around 15%, and the change of ΓE is small for a
given mode. Therefore, it does not drastically influence the trends, and we set the height
to 400 nm in each case. The fixing of height also makes the comparison simpler because
only one parameter is varied. The resonant wavelength of the mode with a high Q factor
tends to blueshift and may not fall in the gain spectrum. Hence, we only consider the
modes with wavelengths within the range of interest although they might not be of the
same type. The results are shown in Fig. 3.5, and the details are tabulated in Table 3.2.
At D=160 nm, we see the ratio Veff/(λ/2neff)
3 can be as small as 23.9.
Table 3.2: The comparison among three Ag-coated ZnO disks with different diameters.
D (nm) λ (nm) ΓE Veff/(λ/2neff)
3 Q gth (cm
−1)
160 378 0.69 23.9 42 13,809
260 384 0.78 53.2 58 8,617
380 385 0.95 75.4 128 3,207
The resonant modes inD=160 nm, 260 nm, and 380 nm are TM110, TM020, and TM410
modes, where we label the modes according to their similarities with those of a cylindrical
circular cavity covered by PEC. To understand how the resonant mode evolves, we plot
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the resonance wavelength versus radius for the TMm11, TMm20, and TMm10 modes [2]:
λr,mnp =
2π
√
ǫ√(
χmn
R
)2
+
(
pπ
H
)2 (3.4)
where ǫ is the relative permittivity of ZnO, R is the radius defined as the distance from
the center to the corner, H is the height of the cavity, and χmn is the zero of the Bessel
function Jm(x).
Figure 3.5: The quality factor (left axis) and the energy confinement factor ΓE (right
axis). The intensity distribution of each mode is shown in the insets. The figures in the
top and bottom rows are the intensity distributions in the x-y and y-z planes, respectively.
Although (3.4) is only valid for TMz mode in a circular PEC cavity, it can predict
the resonant wavelength of corresponding modes in the wavelength of interest for the
metal-coated ZnO cavity. The deviation of the numerical values in (3.4) can result from
the hexagonal shape and differences of silver and substrate from PEC in this wavelength
range. The skin depth in the metal and the penetration depth into the substrate are more
significant with the decrease of the diameter. Therefore, the effective radius and height
are slightly larger than the physical values, giving rise to longer resonant wavelengths
from FDTD calculation when compared to those obtained from (3.4). Nevertheless, (3.4)
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provides a good guidance for mode search while other parameters such as Q factor still
require FDTD calculations.
For example, Fig. 3.6 shows that possible modes are TM410 and TM411 modes at a
radius R=190 nm (D=380 nm). We do not show the mode profile of TM411 mode in
Fig. 3.5 since it has the smaller Q factor around 81 as a result of the greater power
leakage into the substrate (relatively larger magnitude of kz). The same reason applies
to the case of R=80 nm (D=160 nm). In that case, the possible resonant modes are
TM110 and TM111 modes, and similarly the TM110 mode has the larger Q factor. When
the radius is 130 nm (D=260 nm), TM211, TM020, and TM210 modes can all exist in the
spectral range of interest. However, the TM020 mode is the one with highest Q factor
because this mode tends to bounce back and forth in the radial direction (more nodes in
the radial direction and thus larger kt) rather than leaking out into the substrate.
From Fig. 3.5, we see that the Q factor and ΓE decrease with the diameter. Since
the cavity is coated with the same metal, a small ΓE means that more field either resides
in the metal (the material loss) or penetrates into the substrate (the radiation loss),
and therefore, the Q factor decreases. From the inset in Fig. 3.5, the field is gradually
pushed into metal as the diameter decreases. At D=160 nm, the field is not only pushed
into metal but also leaks into the substrate. Thus, there are more material and radiation
losses. However, the required threshold material gains in these three cases are still smaller
than that of the bare disk with a diameter of 380 nm. This implies that metal can be
beneficial to the reduction of optical modal volume.
Further reduction of the effective mode volume of TM-like mode with metal coating
is restricted by the real part of metal permittivity in this wavelength range. If the
magnitude of the real part of metal permittivity can be larger, the cavity volume can be
further reduced. This makes the application of metal at the near-infrared regime more
promising because the magnitude of the real part of Ag permittivity can be more than
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(a)
(b)
(c)
Figure 3.6: The dispersion curves of (a) TMm11, (b) TMm20, and (c) TMm10 modes. The
yellow region indicates the spectral range of interest.
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100 at that wavelength range. Despite the larger imaginary part of metal permittivity
at the near-infrared range, the even more negative real part may limit the amount of
field inside metal and maintain a reasonable Q factor. However, to further break the
diffraction limit, the plasmonic mode may have more potential.
3.4 Conclusion
In this work, we have theoretically studied the coating effect of metal on ZnO nanocav-
ities. We show that metal coating can have a positive impact on the Q factor, opti-
cal energy confinement factor ΓE, and threshold material gain of the modes in a ZnO
nanocavity.
The threshold material gain increases rapidly as the bare cavity volume decreases.
We show that metal coating can improve the Q factor and energy confinement factor ΓE
of the modes in a ZnO nanocavity. The increase of the quality factor and better field
confinement from silver reduce the threshold material gain by a factor of four when
compared with those of the uncoated cavity. The effective modal volume Veff is also
reduced to around half of that for the uncoated cavity. The resonance wavelength shift
is also investigated based on the dispersion relation. We then study the possibility of
shrinking cavity volume with silver around the wavelength 370–410 nm. The ratio of Veff
over (λ/2neff)
3 can be as small as 23.9 at a diameter of 160 nm.
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CHAPTER 4
Quality Factor of Nanobowtie Antenna
4.1 Introduction
Nanobowtie antennas are widely investigated because of their high local field enhance-
ment and nanoscale light confinement due to the surface plasmons. Their characteristics
such as the dependence of the resonance wavelength on the gap distance have been exper-
imentally and theoretically demonstrated [1, 2]. Recently, the effect of dielectric coating
on metallic bowtie nanoantennas has also been investigated and the theory shows an
excellent agreement with the experiment [3]. Near the tip, the bowtie antenna with a
gap size smaller than 20 nm can reach an intensity enhancement of more than 1000 [1].
The improvement of intensity enhancement over 16 times by using the triangle aper-
ture compared with the rectangular aperture on the surface of the vertical cavity surface
emitting laser (VCSEL) was also reported [4]. Owing to the high intensity enhancement,
the nanobowtie antenna can be designed to enhance the signal from molecules [5, 6]. A
recent experiment has also shown that cross nanobowtie antennas can not only capture
and confine the optical field in nanoscale, but also filter and manipulate it spectrally [7].
Experimentally, nanobowtie antennas can shrink the field size down to about one fiftieth
to one thirtieth of the wavelengths in the mid-infrared regime [8]. So far, most attention
on the nanobowtie antenna is focused on its large intensity enhancement and capability
of shrinking the field size. Its quality factor (Q), however, is less studied. Recently,
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the bowtie nanolaser has been proposed [9] since the nanobowtie antenna is expected to
provide an ultrasmall effective modal volume (Veff). A device with a large Q/Veff ratio
could possibly make a nanolaser. Compared to the quality factors of conventional lasers,
the nanobowtie antenna has a much smaller Q of around 10. Even with such a small Q,
the large field enhancement of the bowtie antenna can reduce the effective modal volume
down to the sub-wavelength regime and sustain a decent Q/Veff ratio. The ultrasmall
optical modal volume and thresholdless behavior have been examined based on the rig-
orous rate equations with the dispersive media taken into account [9, 10], in which the
knowledge of the quality factor is important for the evaluation of device performances.
An appropriate definition of the electric energy density is very important in the cal-
culation of Q and field normalization, especially in the dispersive media. Many works
have addressed the definition of the electric energy in dispersive media [11–16]. When
the frequency of interest is much larger than the material damping (dissipation) and far
away from the transition frequencies corresponding to bands of materials, the common
definition of electric energy in a dispersive medium gives a positive energy [11,12]:
〈Ue〉 ≃
∫
V
dr
ǫ0
2
∂[ωǫr,R(r,Ω)]
∂ω
∣∣∣∣
ω=ω0
〈E · E〉 (4.1)
where ǫr,R, ω0 is the real part of the relative permittivity (denoted by the subscript r)
and the carrier frequency of the field, respectively; and 〈...〉 means the time average over
half an optical period T= π/ω0. The slope of ǫr,R with respect to the angular frequency ω
is often positive and, thus, so is the time-averaged electric energy. However, when the
frequency of interest is around the transition frequencies, the slope may be negative and
lead to a nonphysical negative energy. In that case, a more appropriate definition has to
be used.
In this work, we adopt a rigorous formulation to calculate the electric energy based on
Poynting’s theorem in dispersive and lossy media and apply it to a nanobowtie antenna
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consisting of a thin adhesive layer of chromium and a thick layer of gold. The frequency
of interest in this work is far away from the transition frequency of gold, and the ex-
pression of electric energy in (4.1) can be applied. However, this frequency is around
the transition frequency of chromium, which requires the Drude term and at least one
Lorentz term for narrowband modeling. Therefore, a proper definition of effective en-
ergy which incorporates these two types of terms [13–16] is necessary in our calculation.
For generality, we will use a better definition of electric energy than (4.1) for both gold
and chromium. Based on the finite-difference time-domain (FDTD) method [17], we ap-
ply this formulation to analyze the quality factor of the nanobowtie antenna and other
quantities such as radiation loss, absorption loss, and radiation pattern using a software
package with subpixel smoothing for increased accuracy [18]. The FDTD method also
allows us to obtain the intrinsic performance for this open cavity by turning off the si-
nusoidal excitation source and obtain the true mode pattern without the interference of
the incident source field. Without the interference of the source, the calculated energy
is more reliable, and so are the calculations of confinement factors and effective modal
volumes. The effective modal volume is very small and significantly breaks the diffraction
limit, i.e., half wavelengths in all three dimensions. This investigation is beneficial to the
design and characterization of optical nanoantennas.
4.2 Theory
The quality factor of a cavity mode in the frequency domain is defined as
Q =
ω0U
P
(4.2)
where ω0 is the resonance angular frequency of the mode; U is the corresponding stored
energy, which accounts for the dispersive material; and P is the time-averaged power loss
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including the radiation loss Prad and absorption loss Pabs from the cavity:
P = Prad + Pabs (4.3)
The quality factor Q can also be decomposed into two contributions:
1
Q
=
1
Qrad
+
1
Qabs
(4.4)
where Qrad and Qabs are due to the radiation and absorption losses, respectively, and are
defined as
Qrad =
ω0U
Prad
(4.5)
Qabs =
ω0U
Pabs
(4.6)
Once we can obtain the exact field distributions of the cavity mode, such as the mode in
a perfect electric conductor (PEC) cavity, the stored energy as well as radiation and ab-
sorption losses can be obtained [19]. The quality factor can then be calculated according
to (4.5) and (4.6). This method is effective only when the electric and magnetic fields of
the cavity modes are known. For the complicated quasi-bounded modes of a nanobowtie
antenna, various physical quantities are difficult to obtain in the three-dimensional space.
Therefore, this approach is difficult, though not impossible to apply.
Another approach is to calculate the quality factor in the time domain. A few al-
gorithms have been used based on FDTD [20–22] and the Poynting’s theorem to calcu-
late the quality factor with their validity successfully demonstrated. However, in those
cases, metals are considered as PEC, and therefore they cannot be directly applied to
nanobowtie antennas since at optical wavelengths, the material dispersion of metal comes
into play. Another method is to send a short pulse into the cavity, and the signal in the
time domain is then converted to its counterpart in the frequency domain via the Fourier
transform. Based on the frequency components of the signal, the resonance frequen-
cies and the quality factors corresponding to different modes are extracted by finding
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the complex frequencies, for example, with the filter-diagonalization method [23]. This
method is efficient when the qualify factor is large but becomes inaccurate for a lossy
cavity due to the difficulty in distinguishing the weak signal from noise.
On the other hand, the quality factor can be directly calculated using Poynting’s
theorem. The advantage of using Poynting’s theorem is that it not only gives the quality
factor but also provides explicitly the absorption and radiation losses. In our wavelengths
of interest, the plasmonic effect is present, and the dispersion of the metal has to be
taken into account. In this work, we use a definition of the electric energy consistent
with Poynting’s theorem including the Drude and Lorentz models. This definition gives
a result close to that of (4.1) if the frequency of interest is much larger than the material
damping and far away from the transition frequencies of metals.
The Poynting’s theorem in dispersive and inhomogeneous media [11,12] is:
∂
∂t
〈Utotal〉 = ∂
∂t
(〈Ue〉+ 〈Um〉) ≃ −〈Prad〉 − 〈Pabs〉 (4.7a)
〈Ue〉 =
∫
V
dr
ǫ0
4
∂[ωǫr,R(r, ω)]
∂ω
∣∣∣∣
ω=ω0
|Es|2
≃
∫
V
dr
ǫ0
2
∂[ωǫr,R(r, ω)]
∂ω
∣∣∣∣
ω=ω0
〈E · E〉 (4.7b)
〈Um〉 =
∫
V
dr
µ0
4
|Hs|2 ≃
∫
V
dr
µ0
2
〈H ·H〉 (4.7c)
〈Prad〉 = 〈
∮
S
ds · (E×H)〉 (4.7d)
〈Pabs〉 =
∫
V
dr
ω0ǫ0ǫr,I(r, ω0)
2
|Es|2
≃
∫
V
drω0ǫ0ǫr,I(r, ω0)〈E · E〉 (4.7e)
where ω0 is the resonance angular frequency; S is the surface enclosing V ; ǫr,R(r, ω) is
the real part of the relative permittivity function; ǫr,I(r, ω) is the imaginary counterpart;
∂[ωǫr,R(r, ω)]/∂ω is the group permittivity [10]; 〈Ue〉, 〈Um〉, and 〈Utotal〉 are the time-
averaged electric, magnetic, and total energies, respectively; 〈Prad〉 and 〈Pabs〉 represent
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the time-averaged radiation and absorption powers; and a physical quantity A(r, t) with
slowly-varying part As(r, t) is defined as
A(r, t) =
1
2
[As(r, t)e
−iω0t +A∗s (r, t)e
iω0t] (4.8)
Although (4.7a)–(4.7e) can be used in most optics applications, the group permittivity
in (4.7b) is not always positive. Therefore, an alternative definition [13–16], which is
dedicated to the Drude or Lorentz model and does not suffer from issues such as neg-
ative energy, has to be used. To obtain the more general definition, we start from the
instantaneous Poynting’s theorem:
−
∫
V
dr
[
E · ∂D
∂t
+H · ∂B
∂t
]
=
∫
V
dr∇ · (E×H) (4.9)
The first term inside the bracket of the left-hand side in (4.9) can be rewritten as:
E · ∂D
∂t
= E · ∂
∂t
[ǫ∞E+P] = ǫ∞E · ∂E
∂t
+ E · ∂P
∂t
(4.10)
where P is the polarization, ǫ∞ = ǫ0ǫr,∞ is the background permittivity, and ǫr,∞ is the
relative background permittivity and includes the contributions from other polarizations.
For an explicit expression of the last term in (4.10), we consider both the Lorentz and
Drude models. The two models are widely used to describe the dispersive property of
metals [24]. For simplicity, we first consider Lorentz and Drude models separately and
obtain a more general expression later.
In the Lorentz model, each electron is considered as a non-interacting but damped
oscillator, which is driven by the electric field [13]. The equation of motion for an electron
is:
m
(
∂2x
∂t2
+ γ1
∂x
∂t
+ ω21x
)
= −f1qE (4.11)
where x, m, γ1, ω1, and f1 are the displacement, the mass of a single electron, damping
factor, transition frequency, and the oscillation strength, respectively [24]. The relation
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of the polarization PL in the Lorentz model with the displacement x is:
PL = −Nqx (4.12)
where N is the total number of electrons. Therefore, we can rewrite (4.11) in terms of
PL as
∂2PL
∂t2
+ γ1
∂PL
∂t
+ ω21PL = f1ǫ0ω
2
pE (4.13)
where ωp=
√
Nq2/mǫ0 is the plasma frequency. After an inner product of the time
derivative ∂PL/∂t on both sides of (4.13), we obtain the following equation:
∂
∂t
[
1
2
∣∣∣∣∂PL∂t
∣∣∣∣
2
+
1
2
ω21|PL|2
]
+ γ1
∣∣∣∣∂PL∂t
∣∣∣∣
2
= f1ǫ0ω
2
pE ·
∂PL
∂t
(4.14)
For the Drude model, we obtain a similar equation by setting the transition frequency
to zero:
∂
∂t
[
1
2
∣∣∣∣∂PD∂t
∣∣∣∣
2
]
+ γ0
∣∣∣∣∂PD∂t
∣∣∣∣
2
= f0ǫ0ω
2
pE ·
∂PD
∂t
(4.15)
where the subscript D denotes the Drude model; and γ0 and f0 are the damping factor
and oscillator strength corresponding to the Drude model.
If only the Drude damping and one Lorentz type of transition are included, the total
polarization is the sum of PL and PD. Therefore, (4.10) is written as
E · ∂[ǫ∞E+P]
∂t
=
∂
∂t
(
1
2
ǫ∞|E|2
)
+ E · ∂
∂t
(
PL +PD
)
=
∂
∂t
{
1
2
ǫ∞|E|2 + 1
f0ǫ0ω2p
1
2
∣∣∣∣∂PD∂t
∣∣∣∣
2
+
1
f1ǫ0ω2p
1
2
[∣∣∣∣∂PL∂t
∣∣∣∣
2
+ ω21P
2
L
]}
+
γ0
f0ǫ0ω2p
∣∣∣∣∂PD∂t
∣∣∣∣
2
+
γ1
f1ǫ0ω2p
∣∣∣∣∂PL∂t
∣∣∣∣
2
(4.16)
We can set the terms in the curly brackets of (4.16) as the electric energy density and
the last two terms as the absorption loss. If we consider the sinusoidal steady state with
a time dependence exp(−iωt), (4.11) can be converted to the phasor form:
m
[−ω2X − iωγ1X + ω21X ] = −f1qE (4.17)
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where X and E are the phasors of x and E, respectively. With some algebra, we rewrite
the phasor X as
X =
−f1q/m
ω21 − ω2 − iωγ1
E (4.18)
From (4.18) and (4.12), the polarization phasor PL for the Lorentz model becomes
PL = −NqX =
f1ǫ0ω
2
p
ω21 − ω2 − iωγ1
E (4.19)
The phasor of the derivative of PL with respect to time can then be represented as
−iωPL = iωNqX =
−iωf1ǫ0ω2p
ω21 − ω2 − iωγ1
E (4.20)
Similarly, we obtain the polarization phasor PD for the Drude model
PD = −NqX =
−f0ǫ0ω2p
ω2 + iωγ0
E (4.21)
and the phasor of the time derivative of PD is represented as
−iωPD = iωNqX =
iωf0ǫ0ω
2
p
ω2 + iωγ0
E (4.22)
The relations in (4.19) to (4.22) give the responses of polarizations (and their time deriva-
tives) to electric field in the frequency domain. We then substitute the ansatz of slowly-
varying fields [see (4.8)] for various physical quantities into the instantaneous Poynting
theorem [(4.9) and (4.16)] and expand around the resonance frequency ω0. To the zeroth
order using (4.19) to (4.22), we obtain a positive-definite effective electric energy and
absorption power at the resonance frequency ω0 as follows:
〈Ue〉 ≃
∫
V
dr
ǫ0
2
[
ǫr,∞ +
f0ω
2
p
ω20 + γ
2
0
+
f1ω
2
p(ω
2
0 + ω
2
1)
(ω21 − ω20)2 + ω20γ21
]
〈E · E〉 (4.23a)
〈Pabs〉 ≃
∫
V
drǫ0
[
f0ω
2
pγ0
ω20 + γ
2
0
+
f1ω
2
0ω
2
pγ1
(ω21 − ω20)2 + ω20γ21
]
〈E · E〉 (4.23b)
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If more than one Lorentz term has to be included, we can generalize (4.23a) and (4.23b)
as
〈Ue〉 ≃
∫
V
dr
ǫ0
2
[
ǫr,∞ +
f0ω
2
p
ω20 + γ
2
0
+
n∑
i=1
fiω
2
p(ω
2
0 + ω
2
i )
(ω2i − ω20)2 + ω20γ2i
]
〈E · E〉 (4.24a)
〈Pabs〉 ≃
∫
V
drǫ0
[
f0ω
2
pγ0
ω20 + γ
2
0
+
n∑
i=1
fiω
2
0ω
2
pγi
(ω2i − ω20)2 + ω20γ2i
]
〈E · E〉 (4.24b)
where n is the number of Lorentz terms included. The parameters such as ωi, fi, f0, γi, γ0
and ωp can be found in [24]. In addition, one often works on the narrowband rather
than broadband fields. In that case, the dispersion of the material is fitted with a model
containing one Drude term and a finite number of Lorentz terms, as we do in this work.
The same procedures above can be also applied to dispersive and magnetic materials.
In this way, the electromagnetic energy for metamaterials are also well defined [15]. Note
that the content in the brackets of (4.24a) is close to the group permittivity in (4.7b) if
the frequency ω0 of interest is larger than the damping factor γ0 and far away from the
transition frequencies of Lorentz terms.
In the FDTD calculation, when the source is turned off, the total energy 〈Utotal〉 of a
cavity mode will decay exponentially as a function of time. With a long enough period
after the source is turned off, we can approximate 〈Utotal〉 as
〈Utotal〉 = 〈Ue〉+ 〈Um〉 = U0 exp
(
−ω0t
Q
)
(4.25)
where U0 is a constant. In this way, we can obtain the quality factor by extracting the
decay parameter. Furthermore, the radiation power and the absorption power are cal-
culated from (4.7d) and (4.24b), respectively, and the characteristics of the complicated
structure can be analyzed once we obtain the instantaneous fields E and H from the
FDTD method, taking into account the permittivity response function of the material.
For the nondispersive dielectric, the content in the brackets of (4.24a) is replaced with
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the real part of a constant relative permittivity ǫr,R, and the integral is identical to the
conventional definition of the electric energy for nondispersive materials.
In the next section, we will calculate the quality factor of the bowtie antenna us-
ing (4.7a), (4.7c), (4.7d), (4.24a), and (4.24b) and compare our theoretical results with
experimental data.
4.3 The Quality Factor of Nanobowtie Antenna
The structure of a bowtie antenna is shown in Fig. 4.1 and 4.2. The bowtie antenna
consists of a chromium bottom and a gold top, respectively, 3 nm and 21 nm thick. The
silica is used as the substrate and there is an indium titanium oxide (ITO) layer of 50 nm
thickness between the bowtie antenna and the silica. In the modeling, the bowtie shape
is equitriangular and the curvature radius for each tip is 10 nm.
Figure 4.1: The artificial cavity and Poynting’s vectors for the nanobowtie antenna. The
computation domain is surrounded by PMLs.
Figure 4.2: (a) The top view and (b) side view of the nanobowtie antenna structure.
The bowtie antenna is on the indium titanium oxide (ITO) layer with 50nm thickness.
The substrate is silica. The bowtie has an equitriangular shape (60◦) with a radius of
curvature 10nm at each corner. The gold thickness is 21nm with a bottom 3nm chromium
coating.
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Figure 4.3: (a) Permittivity of gold and (b) permittivity of chromium. The experiment
data for gold is taken from [25] and that for chromium is taken from [26].
The resonance wavelength from the experimental data is 710 nm, which has been
confirmed with our theoretical calculations. We send a plane wave with the resonant
wavelength from the substrate into the air. In order to obtain the maximum field en-
hancement from the plasmonic effect, the polarization of the incident wave is aligned with
the tip-to-tip (x) direction in Fig. 4.1. The incident wave runs for 22 optical periods,
including 3 periods for the slow turn-on and turn-off, respectively. The turn-on time is
set to avoid the excitation of higher-order modes. The remaining running time is long
enough for the field to reach the sinusoidal steady state. After the steady state is reached,
the source is turned off, but the program keeps running for another 8 optical periods,
long enough to let the residual incident wave propagate in the computation domain and
be absorbed by the perfectly matched layers (PMLs). One optical period has 473 time
steps (△ t=3.33as) due to a small grid size of 1.5 nm. We record values of electric and
magnetic fields each 20 time steps after the source runs for 10 optical periods. Recording
values every 20 time steps is accurate enough to describe the field variation in one optical
period. In the simulation, the wavelength-dependent refractive indices for the gold and
chromium are taken from [25] and [26], respectively, and we fit the data of gold with the
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Drude model and data of chromium with the Drude-Lorentz model with a single Lorentz
term. The fitting results are shown in Fig. 4.3 and the parameters used are listed in
Table 4.1.
Table 4.1: Parameters used for fitting the permittivities of gold and chromium. The units
for ωp and ω1 are 10
16rad/s; the units for γ0 and γ1 are 10
13rad/s. ω0=2.65×1015rad/s is
the resonant angular frequency at λ= 710 nm. Equations (4.23a) and (4.23b) are used.
Metal ǫr,∞ f0 ωp γ0 f1 ω1 γ1
Au 26.83 1 1.75 8.07 - - -
Cr 9.65 0.1 1.63 7.14 0.95 0.17 406.79
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Figure 4.4: The x component of the excited electric field (Ex) for bowtie antenna and
the electric field (Esrc) from the source as a function of time. The source starts to turn
off slowly at the 18th period. The field enhancement factor is around 393.
Figure 4.4 shows the variations of the excited electric field in the gap and the electric
field on the incident plane as a function of time. We observe the x component of electric
field at the center of the gap and the middle of the metal layer. After the 18th optical
period, the source is turned off slowly. The effect of field enhancement can be observed in
Fig. 4.4. In the sinusoidal steady state, the amplitude of the source is around 0.33, and
that of the field in the gap is around 6.55. The field enhancement is around 393. After
the source is turned off, the field induced by the source starts to decay. Since the source
is turned off slowly, we have to wait for several periods so that the residual source wave
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propagates through the whole computational domain. To see when the residual source
wave is completely absorbed by PMLs so that only the resonant mode corresponding to
the nanobowtie antenna remains, we calculate the radiation power Pz2 as a function of
time (Fig. 4.5). The negative power means that energy is entering the substrate when
the source is not completely turned off. After the 20th optical period, the power is
positive, and then there is a small competition between the field from the nanobowtie
antenna itself and residual source field. After the 21th optical period, the power reaches
its maximum, and, afterwards, the behavior of the signal comes intrinsically from the
nanobowtie antenna. Therefore, we can calculate the stored energy after this moment
and observe how long it takes for the stored energy to decay away. This decay time is the
lifetime of the energy within this cavity. The longer decay time means a higher quality
factor. We can substitute the electric and magnetic fields from the FDTD calculations to
obtain the electric energy (for example, (4.7b) can be used for calculating electric energy
in non-dispersive materials such as ITO and silcia; (4.24a) can be used for calculating
electric energy in dispersive materials such as gold and chromium), the magnetic en-
ergy (4.7b), radiation power (4.7d), and absorption power (4.24b). The time-dependent
stored energy 〈Utotal〉 after the source is turned off is shown in Fig. 4.6(a). By fitting
this curve to (4.25), we obtain a quality factor of 8.74. Comparing this number with
the quality factor from the experimental data in Fig. 4.6(b), our result is in a reason-
able range from 8 to 9. The experimentally measured quality factors in Fig. 4.6(b) are
determined directly from dark-field scattering data collected from individual nanobowtie
antennas. For the dark-field measurements, white light polarized along the axis of the
bowtie was passed through a dark-field oil immersion condenser (Numerical Aperture
range=1.2-1.43) onto the nanobowties, which were fabricated on an ITO-coated fused
silica substrate. The scattered light was collected in a transmission geometry using a
0.95 NA, 100X air microscope objective. The collected light was then dispersed with a
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150 lines/mm grating monochromator onto a liquid-nitrogen-cooled charged coupled de-
vice Si detector. Once the resonant wavelength and full width at half maximum (FWHM)
are known for a nanobowtie, the quality factor can be evaluated. A detailed description
of the nanobowtie fabrication process can be found in [2]. The fluctuations in the experi-
mental data are due primarily to variations in nanobowtie structural parameters resulting
from fabrication limitations at these length scales
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Figure 4.5: The radiation power of the bowtie antenna into the substrate as a function
of time. The negative power means that the energy is flowing into the bowtie region.
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Figure 4.6: (a) The stored energy as a function of time. The corresponding quality factor
is about 8.74. (b) The dependence of the quality factor of a nanobowtie antenna on the
gap size. The experimental data shows that the quality factor is around 8∼10.
Since we can calculate the radiation and absorption powers of the bowtie nanoan-
tenna, its characteristics can be further investigated. Figure 4.7 shows the radiation
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and absorption powers after the residual field is small enough, that is, the powers come
from the cavity mode of bowtie antenna itself. The result indicates that the absorption
power is comparable to the radiation power. The reason is that permittivities of gold
and chromium at resonant wavelength are −17−1.3j and −2.1−20.4j, respectively, and
the large imaginary part of chromium permittivity leads to a significant absorption loss.
Although a small field is inside the 3 nm chromium layer, the absorption power is still
large. The comparison of the absorption losses due to gold and chromium is shown in
Fig. 4.8(a). From Fig. 4.8(a), chromium significantly contributes to the absorption loss
of the bowtie antenna. As for the radiation loss, the radiation components in different
directions are shown in Fig. 4.8(b). Since the structure is symmetric in both x and y
directions, we show only the powers Px1 and Py1 radiating into positive x and y direc-
tions. Px1 is the smallest since the field is confined in this direction due to the metallic
bowtie structure. In contrast, there is no feedback in the y and z directions. Therefore,
the powers Py1, Pz1 and Pz2 are by far larger than Px1. We also show the radiation
patterns of the nanobowtie antenna on the x-y and x-z planes in Fig. 4.9. The patterns
are consistent with the results analyzed in the previous section. For example, Fig. 4.9(b)
shows that the radiation power into the substrate is larger than that into the air.
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Figure 4.7: The radiation and absorbtion powers of the nanobowtie antenna as a function
of time.
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Figure 4.8: (a) The absorbtion powers of gold and chromium as a function of time. (b)
The radiation powers into different directions as a function of time.
Figure 4.9: The radiation pattern of the nanobowtie antenna in the (a) x-y and (b) x-z
planes, respectively, on the circle with a radius of 150 nm. The angle is measured from
the axis along the tip-to-tip (x) direction.
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We then calculate the effective modal volume Veff with a modified definition for the
dispersive materials. The conventional definition for the effective modal volume [27] is
Veff =
∫
V
d3rǫr,R(r)|E(r)|2
max[ǫr,R(r)|E(r)|2] (4.26)
Notice that the numerator and denominator in (4.26) are total energy and the maximum
of the energy density, respectively. Therefore, if dispersive materials are present, the
numerator should be replaced with the sum of (4.24a) [or (4.7b) if a positive energy is
obtainable)] and (4.7c) and so should the denominator.
Now the new definition for the effective modal volume is:
Veff =
∫
V
d3r1
2
ǫ0(ǫE(r, ω) + ǫr,R(r, ω))|E(r)|2
max[1
2
ǫ0(ǫE(r, ω) + ǫr,R(r, ω))|E(r)|2]
(4.27)
in which the relation below is used:
∫
V
dr
µ0
2
|H(r)|2 ≃
∫
V
dr
ǫ0ǫr,R(r, ω)
2
|E(r)|2 (4.28)
and the ǫE is the coefficient in front of the time-averaged electric intensity in (4.7b) or
(4.24a).
With this definition, the effective modal volume is 2.28×104 nm3, which is equivalent
to 6.36 × 10−5(λ/neff)3, where neff is the refractive index of the air. This number is far
below the diffraction limit. Therefore, even though the quality factor of the nanobowtie
antenna is only 8, the ratio of Q/Veff is still comparable with those of conventional lasers,
which shows that the nanobowtie antenna has the potential to be a nanolaser [9].
We summarize the recommended procedures for the calculations of mode properties
in an open cavity, such as the nanoantenna structure based on the FDTD method, as
follows:
1. Define an artificial cavity which encloses the whole cavity/antenna structure, pos-
sibly some portions of the substrate and the covering material.
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2. Depending on the frequency of interest, using (4.7b) or (4.24a), calculate the inte-
grations of the squared magnitude of the instantaneous electric field vector prod-
uct E(r, t) ·E(r, t) in the regions with different materials inside the artificial cavity
at each time step. Each integration has to be multiplied by the relative group
permittivity, which is essential for dispersive media. The sum of each term is the
instantaneous electric energy at each time step.
3. The result in the previous step contains the slowly- and fast-varying parts. To
eliminate the fast-varying part, the time average over half an optical period is
performed to obtain the time-averaged electric energy 〈Ue〉 corresponding to the
slowly varying part.
4. Apply the same procedures to (4.7c) and (4.7e) [or (4.24b)] for 〈Um〉 and 〈Pabs〉,
respectively.
5. Obtain 〈Utotal〉 = 〈Ue〉 + 〈Um〉 as a function of time (for example, see Fig. 4.6(a)).
Extract the quality factor by fitting the time dependence of 〈Utotal〉 to (4.25).
4.4 Conclusion
In this work, we use a set of definitions, which are dedicated to the Lorentz-Drude
model, for electric energy and absorption power in metals, to calculate the quality factor
of a nanobowtie antenna. These definitions always result in positive electric energies in
metals over the whole wavelength range. The calculated quality factor according to our
theory is around 8.74 and is within the range of experimental result. The radiation power,
absorption power, and radiation patterns of the nanobowtie antenna are also obtained.
Due to the high loss from chromium, the absorption loss is comparable to the radiation
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loss. In addition, the ultrasmall effective modal volume Veff of the nanobowtie antenna
has been obtained. The ratio of Q/Veff may make nanobowtie lasers possible.
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CHAPTER 5
The Thermal Effect on Metal-Cavity Surface
Emitting Lasers
5.1 Introduction
Most metal-cavity lasers at present are at or below λ30 in size, but they have to
work at cryogenic temperatures or under pulsed condition at room temperature. In
order to demonstrate the feasibility of metal-cavity nanolasers, a metal-cavity laser has
been fabricated by C. Y. Lu in our group at UIUC. The device demonstrates that the
continuous-wave (CW) operation at room temperature and the output power can be
8 µW. In this chapter, rigorous rate equations with thermal effect will be used to analyze
the device performance.
5.2 Device Structure and Modeling Rule
The device contains top and bottom DBRs, each consisting of 33 and 23 pairs, re-
spectively. The micropost with bottom DBRs is formed by dry etch using an inductively-
coupled plasma reactive ion etching machine. The resonant wavelength of the device is
designed for 980 nm. The etch is down to the right below the active region so that the
optical field can be well confined in the micropost. The height of the micropost is around
4 µm and the diameter is 2 µm. The thickness of the insulator layer, silicon nitride, is
68
around 50 nm. The micropost is surrounded by silver and the light is emitted from the
top DBRs. A schematic is shown in Fig. 5.1(a).
Figure 5.1: (a) The device structure. The metal cavity is a micropost with a diameter
of 2 µm and the height is around 4 µm. The numbers of bottom and top DBRs are
23 and 33, respectively, and they are composed of Al0.9Ga0.1As/Al0.12Ga0.88As. MQWs
consists of 5 pairs of In0.21Ga0.79As/Ga0.12As0.88P. (b) The equivalent layer structure used
for transfer matrix calculation (c) The lasing spectrum is taken from an experiment by
C. Y. Lu. (d) The standing wave pattern is obtained from FDTD method.
To satisfy the lasing condition of a laser, the phase and the threshold condition have
to be met simultaneously. Similar to previous theoretical work [1] on our first generation
of metal-cavity microlasers [2], we can use the round trip phase Φ(ω) = 2mπ, and modal
gain G(ω) = 0, shown in Eq. (5.1) and Eq. (5.2), to find the resonant wavelength and
modal gain. The considered layer structure for the transfer matrix method is shown in
Fig. 5.1(b).
Φ(ω) = φbottom metal(ω) + φbottom DBR(ω) + 2NQWhQWk
QW
R
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+ 2(NQW + 1)hbk
b
R +
∑
n∈cladding
2hnk
n
R + φtop DBR(ω) (5.1)
G(g) =
∑
n∈QWs
2hnΓL,ngM,n −
∑
n
2hnΓL,nαi(ω)− ln
{
1
|rbottm DBR|2|rtop DBR|2
}
(5.2)
where ω is optical frequency, hQW , hb, and hn are the thicknesses for single quantum
well, single barrier, and each segment in the cladding layers, respectively. NQW is the
number of multiple quantum wells. k
(QW )
R , k
(b)
R , and k
(b)
n are the real part of the prop-
agation constants in quantum wells, barriers, and cladding layers, respectively. ΓL,n is
longitudinal optical confinement factor. The gM,n and αi are material gain of the quan-
tum well and absorption loss in each layer. The schematic layer structure is shown in
Fig. 5.1(b). The resonant (lasing) wavelength is determined by the phase condition in
Eq. (5.1). Notice that the refractive index of each layer used in Eq. (5.1) is the effective
index of HE11 mode in the waveguide except for top DBRs, which are simply refractive
indices of materials since there is no waveguide in the region. The threshold material
gain can be obtained through the threshold modal gain condition, Eq. (5.2). However,
the gain carried out from the transfer matrix is underestimated. The reason is that the
interface between micropost and top DBRs provides a smaller reflectivity than that of
the bottom hybrid mirror and the coupling loss between reflected and incident fields at
the interface is high [3], [4]. As a result, the scattering loss, not included in the transfer
matrix, is significant and the threshold gain increases accordingly. Furthermore, the k-
vectors of the scattering fields excited by interface and higher order modes escaping from
the mircopost are not normal to top DBRs, so they experience a smaller reflectivity and
contribute to the background emission outside the stopband, which is the bump in Fig.
5.1(c). Because HE11 mode also experiences the lower reflectivity, it suffers radiation loss,
leading to high output power. Nevertheless, Eq. (5.1) gives almost the same resonant
wavelength as that from the finite-difference time-domain (FDTD) method, and is able
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to show the alignment of the standing wave pattern with the quantum wells under the
resonance condition. More details can be found in [1].
Once the resonant wavelength and the location of the peaks of the standing wave are
found, we use the FDTD to obtain more accurate parameters, such as quality factor,
Q, wave pattern, and optical energy confinement factor, ΓE. We place a dipole source
with the wavelength obtained from Eq. (5.1) at the proper position to excite the HE11
mode. The standing wave pattern is shown in Fig. 5.1(b). Q and ΓE are 1,745 and
0.021, respectively. Thus, the threshold material gain is 7,241 cm−1 according to gth =
2πng/(ΓEλrQ), where λr is the resonance wavelength and ng is the group index. The
light output power versus injection current (L-I) curve can be solved through the rate
equations, as described below.
The rate equations for a laser cavity with the presence of metal have to be dealt
with carefully. Metals function as plasmas in the optical frequency regime, implying that
they are lossy, and dispersive, and that the real part of the permittivities can become
negative. The issue for modeling a metal-cavity nanolaser involves how to normalize the
optical field such that the total electromagnetic energy is one photon energy [5]. The
optical field normalization is needed to obtain physically meaningful spontaneous and
stimulated emission rates. The optical energy confinement factor should be used instead
of the commonly used power confinement factor since the Poynting vector can be negative
in the plasma region when the permittivity becomes negative and dispersive [6], [7]. The
rigorous rate equations used for metal-cavity nanolasers are presented below:
∂n
∂t
=
ηi
qVa
(I − Il)−Rnr(n)−Rsp(n)−Rst(n)S(n)
∂S
∂t
= − S
τp
+ ΓEβspRsp(n) + ΓERst(n)S(n)
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1τp
=
ωm
Q
=
ωm
Qmat
+
ωm
Qrad
(5.3)
where
n = carrier density (cm−3)
I = injection current (A)
ηi = injection efficiency
q = electron charge (Coulomb)
Va = active material volume (cm
−3)
Rnr(n) = nonradiative recombination rate (cm
−3 · s−1)
Rsp(n) = spontaneous emission rate (cm
−3 · s−1)
Rst(n) = stimulated emission coefficient (s
−1)
S(n) = photon density (cm−3)
Il = leakage current (A)
τp = photon lifetime (ns)
ωm = the resonant angular frequency of m-th mode (rad · s−1)
Qmat = the quality factor from material loss
Qrad = the quality factor from radiation loss
ΓE = optical energy confinement factor
βsp(n) = spontaneous emission coupling factor
The nonradiative recombination rate accounting for the surface recombination and Auger
recombination is:
Rnr(n) = vs
Aa
Va
n+ Cn3 (5.4)
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where
vs = the surface velocity (cm · s−1)
Aa = the surface area of the active material (cm
2)
C = Auger recombination coefficient (cm6 · s−1)
The total spontaneous emission rate is
Rsp(n) = Rsp,c(n) +Rsp,m(n) (5.5)
The first term is spontaneous emission rate coupling into the continuum modes and is
defined as:
Rsp,c(n) =
1
τsp,rad
1
Va
∑
k
fc,k(1− fv,k) (5.6)
where
τsp,rad = radiative life time (s)
fc,k = Fermi-Dirac occupation probability of electrons in the conduction band
fv,k = Fermi-Dirac occupation probability of holes in the valence band
The second term is spontaneous emission rate coupling in a m-th cavity mode and is
defined as:
Rsp,m =βsp(n)Rsp(n) =
1
Veff
2πq2
ǫ0(ǫR,a + ǫg,a)m20ωm
×
1
Va
∑
K
|eˆ · pc,v,K|2Γcv + Γc
π
fc,K(1− fv,K)
(Ec,v − h¯ωm)2 + (Γcv + Γc)2 (5.7)
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where
ǫR,a = the real part of the relative permittivity in the active region
ǫg,a = the real part of the relative group permittivity in the active region∣∣eˆ · pc,v,K∣∣ = the optical momentum matrix element (kg · cm · s−1)
Γcv = the half width half maximum (HWHM) linewidth of the optical transition energy
(eV)
Γc = the the half width half maximum (HWHM) linewidth of optical mode density (eV)
vg = the group velocity (cm/s)
Veff = the effective modal volume (cm
−3)
where ΓE and ǫg,a can be found in Chapter 1. Finally, the stimulated emission coefficient
is
Rst(n) = vgg(n) (5.8)
where g(n) is the gain coefficient with the unit of cm−1. More detail on Rsp,m(n) and
Rst(n) is in Chapter 6. In contrast to our previous work [1], [6], [7], we take the leakage
current and temperature dependence into account in the rate equations for the device [8].
The leakage current is approximated [9] as
Il = I0exp(−(Ecf −∆F )/kT ) (5.9)
where Ecf and ∆F are the band gap of the electron confinement layer in the active
region and Fermi energy separation, respectively [9]. I0 is a fitting parameter. Clearly,
Il is proportional to the thermionic emission rate in the gain medium and it increases
with carrier density, i.e. larger ∆F , and temperature. If the threshold material gain
is small, then the threshold carrier density is small. In this condition, Il has a small
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effect on rate equations since ∆F can be smaller than Ecf . However, if the threshold
carrier density is high, ∆F and Ecf can be comparable and then Il can start to play a
role in rate equations. Furthermore, the higher carrier density can induce the increase of
temperature; therefore, Il can increase more. Due to high Il, the carrier density is not
really pinned down even after the threshold condition is reached.
Regarding the gain modeling, we use 4×4 Luttinger-Kohn Hamiltonian under the
axial approximation [10] to calculate the gain profile of MQWs. MQWs consists of 5
pairs of In0.21Ga0.79As/Ga0.12As0.88P and the thicknesses for well and barrier are 4.2 nm
and 6 nm, respectively. Due to the thin barrier, the coupling from one well to another
occurs and this effect is also considered in the gain model. The five wave functions for
electrons and holes in conduction and heave hole band, respectively, are shown in Fig. 5.2
when k vector of the carrier is zero. The better confinement in valence band can be seen
in the figure. This also shows that electrons can have more chance to escape from the
quantum well due to the thermal effect, which contributes to leakage current.
To calculate the L-I curve and compare with the experimental data, the thermal
effect has to be considered in rate equations. The power difference between the electrical
power, which is taken from experimental data, and the optical power, which is taken from
theory, contributes to heat dissipation and leads to increase of temperature inside the
device, so leakage current, spontaneous emission, and stimulated emission vary not only
with the carrier density but also with temperature. Moreover, the high carrier density
and rising temperature reduce the optical transition energies due to two mechanisms:
one is the band gap renormalization from the many body effect and the other is the band
gap change from material lattice constant varied by temperature.
To take these two effects into account, the energy change of each optical transition
(5 transitions due to coupling among 5 MQWs), ∆Eg, is modeled as:
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Figure 5.2: The square of wave functions of five states in conduction band, (a)-(e), and
heave hole valence band, (f)-(j).
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∆Eg = −a(T − 300)−∆EBRnˆc (5.10)
where T is temperature and nˆ is surface carrier density normalized to 1 × 1012 cm−2.
The first term represents the effect of material band gap change with temperature and
the second term is due to band gap renormalization, while a can be extracted from
Hamiltonian calculation. As for the band gap renormalization, it is widely believed that
∆Eg approximately depends on carrier density n with power of third order.
However, the screening effect in InxGa1−xAs/InGaAsP lattice matched to GaAs for
980 nm laser system can alleviate the band gap shrink from the band gap renormalization
in high carrier density [11], which means the band gap shrink is not as significant as
people thought before with the consideration of the screening effect. According to the
discussion above, a, ∆EBR, and c used in our modeling are 0.43 meV/K, 9.759 meV,
and 0.52, respectively. The dependence of the electron confinement layer, Al0.35Ga0.65As,
on temperature is also considered [12] in the leakage current. The comparison between
theory and experiment is shown in Fig. 5.3(a) and excellent agreement is demonstrated.
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Figure 5.3: The comparison between theoretical L-I curve (blue dot curve) and experi-
mental curve (red curve). The threshold current Ith is around 2.5 mA.
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5.3 Discussion
In the calculation, the surface velocity is set as 1.01×105 cm/s. The spontaneous
emission lifetime τsp,rad, Auger recombination coefficient C, thermal impedance, and
current injection efficiency ηi are 2.8 ns, 1.31 × 10−35 cm6· s−1, 1.73 K/mW, and 0.58,
respectively. The collection efficiency is used to match the theoretical optical output
power with that in the experiment. Furthermore, the power from spontaneous emission
is also included in our theoretical L-I curve.
A concave curve below the threshold current can be observed in Fig. 5.3. It usually
implies that Auger recombination dominates the injection current. The current from
Auger recombination is proportional to the cube of the carrier density, and the power
below the threshold condition is from spontaneous emission, which is approximately pro-
portional to the square of carrier density; therefore, the output power below threshold
condition is proportional to the current with power of two-thirds, which causes the con-
cave curve. The reason that Auger is significant is the long wavelength and high carrier
density.
To further verify this concept, the calculated surface and Auger recombination rates
are shown in Fig. 5.4(a). In a low current injection, the surface recombination rate is
larger than the Auger recombination rate. With increase of current, the Auger recom-
bination rate dominates the nonradiative recombination rate and results in the concave
curve below threshold. In addition, the stimulated emission and spontaneous emission
are plotted in Fig. 5.4(b). The slightly negative stimulated emission in some regime
represents the injected carrier density below transparent carrier density. Furthermore,
the different scales in Fig. 5.4(a) and (b) show that the nonradiative recombination rate
dominates the injection current, which means that most injection carriers proceed non-
radiative recombination.
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Figure 5.4: (a) The surface recombination rate (black curve) and Auger recombination
rate (red dot curve). (b) The stimulated emission and spontaneous emission. The former
surpasses the latter at around 2.75 mA.
In addition, the increase of carrier density after threshold current is clearly seen in
Fig. 5.4(a). The clear turning point after threshold condition is apparent for Auger
recombination rate since it is proportional to the cube of carrier density. The smaller
slope in Auger recombination rate after the threshold condition implies the slow increase
in the carrier injection, and the linearity means the Auger recombination rate dominates
the current at higher bias. The reason that carrier density is not pinned down is that
the Fermi distribution broadens with increase of temperature, reducing the probability
that electrons and holes occupy in transition energies. Therefore, more carrier density is
needed to maintain the modal gain to overcome the total loss. However, the mechanism
leads to a larger ∆F . In conjunction with increase of temperature, these two effects
enhance the leakage current. The decrease in electron and hole occupation probabilities
at high temperature and bias reduces the photon density, i.e., power. Therefore, the
rollover of the L-I curve occurs at high bias. Figure 5.5(a) shows the leakage current
as a function of the injection current and it increases from negligible scale to 0.25 mA.
From Fig. 5.5(a), we can deduce that if the threshold carrier density is small, the leakage
current can be ignored in rate equations and at high bias.
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Figure 5.5: (a) The leakage current as a function of the injection current. (b) The
recombination rates in terms of current and leakage current as a function of the injection
current. Notice that the sum of all currents is not equal to injection current due to the
presence of ηi.
To analyze the contribution of each recombination to injection current, we present
them in current and show them in Fig. 5.5(b). Notice that the sum of total current is
not equal to the total injection current because we have to consider ηi. Figure 5.5(b)
shows the same trend as Fig. 5.4. The surface recombination rate mainly depends on
the ratio of the active material area to volume, which is two over the radius of a cylinder
cavity, and the surface velocity. The large ratio is inevitable in nanolasers; therefore,
the reduction of surface velocity is necessary for decreasing the threshold current. It
can be improved either by using better passivation or making devices work in lower
temperature. The high current consumption from Auger recombination is attributed to
small band gap, high carrier density, and room temperature operation. To reduce it, one
way is to work on wide band gap material or to reduce the threshold material gain and
hence the threshold carrier density.
To see the dependences of the material gain on carrier density and temperature, the
gain profile is shown in Fig. 5.6.
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Figure 5.6: The material gain profile in different currents.
Due to the increase of temperature and band gap renormalization, the gain peak
wavelength redshifts. After the threshold condition is reached and the leakage current
increases, the injected carriers which do not contribute to stimulated emission recombi-
nation continue raising the temperature and reduce the transition energies. As a result,
the gain profile continues to redshift and the bandwidth is broadening, which implies
the probabilities of electrons and holes at transition energies are reducing, and this phe-
nomenon leads to the smaller photon density. This is verified by extracting fc(1−fv) and
fc−fv at kt = 0 in the whole current operation, which is shown in Fig. 5.7. The former is
proportional to Rsp,m and the latter is proportional to gain, i.e., Rst. The photon density,
S, is:
S =
ΓERsp,m(N)
1
τp
− ΓERst
(5.11)
After the threshold current, both slowly decrease, and thus, the photon density drops.
That is the reason why the stimulated emission rate in Fig. 5.4(b) experiences the rollover
in high bias. On the other hand, based on broad amplified spontaneous emission in
Fig. 5.1(c), the small spontaneous emission coupling factor, βsp(n), is expected, which is
0.45% around the threshold. The dependence of βsp(n) on current is shown in Fig. 5.8.
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Figure 5.7: The occupation probabilities as a function of the current.
The peak in the figure simply happens to the point in which the ratio of βsp(n)Rsp(n) to
Rsp(n) reaches the maximum, but the slow decrease at high bias happens for the same
reason as the stimulated emission.
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Figure 5.8: The spontaneous emission coupling factor as a function of the current.
The improvement of βsp(n) relies on increase of ΓE and Q. According to our cal-
culation, the temperature inside the laser increases from 300 K to 335 K during the
operation.
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5.4 Conclusion
The comparison between theory and experiment demonstrates the excellent agree-
ment. From the discussion above, to design a small laser with a small threshold material
gain is very important. The high threshold carrier density can wash out the benefit from
a small laser. The side effects contain the significant nonradiative recombination rates,
leakage current, and increase of temperature. The effects consume the injection current
and greatly degrade device performance and light output. Therefore, the small laser with
a small threshold material gain has to be designed. One approach is to provide the better
optical energy confinement factor. We will improve the current metal-cavity laser and
propose a structure in Chapter 6.
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CHAPTER 6
Theory of High-Speed Nanolasers and NanoLEDs
6.1 Introduction
With the increasing demand of high bandwidth for short-reach applications such as
data swapping, processing among computers, chip-to-chip, and intrachip interconnects,
current electronics are facing their bandwidth limits [1]. Therefore, using nanolasers and
nano-light-emitting-diodes (nanoLEDs) to replace them has been widely investigated for
this purpose. The advantages of nanolasers and nanoLEDs lie not only in their low
power consumption due to high single-mode spontaneous emission coupling into the cav-
ity mode, but also in their high modulation bandwidth. One of the figures of the merit
for a laser is the energy per bit, which is defined as the ratio of the supplied power at
which the maximum bandwidth is reached to the maximum bandwidth. Obviously, a
smaller value indicates a better energy efficiency. Furthermore, the energy per bit of a
laser less than 50 fJ/bit is required for competing with the current electrical intercon-
nects [1]. To evaluate the energy per bit of nanolasers, however, a rigorous treatment of
the rate equations is needed to guide the future direction. For example, the spontaneous
emission of nanoLEDs is enhanced by the Purcell effect [2], so the carrier lifetime is
shorter and the bandwidth increases. The ultrahigh bandwidth of nanoLEDs has been
obtained according to the Purcell factor and oversimplified rate equations [3–6], where
the Purcell factor is phenomenologically placed in the spontaneous emission rate with-
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out a rigorous treatment, and the material dispersion is not taken into account in the
rate equations. In [7, 8], the Purcell factor is placed in the full model without rigor-
ous derivations although the saturation of Q is correctly addressed. In this work, we
introduce our rate equations [9] and show that the Purcell effect naturally emerges in
the single-mode spontaneous emission rate through Fermi’s golden rule with the consid-
eration of plasmonic dispersion. In addition, we apply the rate equations to two novel
metal-cavity nanolasers and nanoLEDs and demonstrate their ultimate bandwidths when
the active region consists of bulk, quantum wells, or quantum dots. Metal-cavity lasers
already show the capability to confine light in a subwavelength regime [10–13] and are
good candidates for nanolasers and nanoLEDs although most metal-cavity lasers show
low power at present. Most recently, the advent of a metal-cavity VCSEL with a few
µW power [14, 15] operating at room temperature paves the way to realize metal-cavity
nanolasers and nanoLEDs. In addition, our rate equations with thermal effects show an
excellent agreement with the experiment [16]. Therefore, it is an appropriate model to
study the thermal effect on the modulation response.
Figure 6.1: Schematic of the metal nanocavity [17]. The device is encapsulated in silver
with a SiNx layer between the silver and the semiconductor core. A p-i-n layer structure
is used for current injection and its total thickness is around a half effective wavelength to
form a small cavity. The n-InGaAsP is used to remove the substrate during the process.
To see the effect of the small optical modal volume on the high-speed modulation
response, we employ our proposed metal nanocavity [17], shown in Fig. 6.1. A p-i-n
layer structure for current injection is used and its total thickness is designed around
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a half effective wavelength to sustain a small cavity. With a thick intrinsic layer, a
high optical energy confinement factor can be further obtained. The top and bottom
silver layers are used for contact metals, mirrors, as well as heat dissipation. To avoid
a short circuit, an insulator layer of SiNx is inserted between the sidewall metal and
the semiconductor core, and its thickness is optimized for the smallest modal loss. An
etch-stop layer of n-InGaAsP layer is used for the substrate removal in the fabrication
process. With bonding to silicon substrate, the device is readily integrated with electronic
integrated circuits. In addition, a high single-mode spontaneous emission coupling factor
is expected because only one dielectric mode (HE111 mode) exists. Thus, it has a small
threshold current. Finally, its azimuthal-independent far-field pattern allows it to have a
high coupling efficiency for the following interconnects. Due to these advantages, we use
this structure to investigate the dependences of the maximum bandwidths of nanolasers
and nanoLEDs on different quality factors and optical modal volumes for different gain
media. On the other hand, we propose a new metal-cavity surface-emitting nanolaser
with hybrid mirrors, which is shown in Fig. 6.2. In contrast to the structure in [16], which
demonstrated the maximum high power among current metal-cavity lasers and used more
than 20 pairs of top and bottom DBRs, only 5.5 pairs of top and bottom DBRs with
a metal layer are employed in this structure to reduce the cavity volume and provide a
Figure 6.2: Schematic of the proposed metal-cavity surface-emitting nanolaser using 5.5
DBR pairs in the top and the bottom reflectors with silver layers. The whole device is
encapsulated in silver, which offers high optical reflectivity and good heat dissipation.
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higher optical energy confinement factor while a high reflectivity can still be sustained.
In addition, the structure is favorable for quantum well and quantum dot gain media,
since the standing wave enhancement factor can further increase the confinement factor
and reduce the threshold gain, which is beneficial for high speed modulation. To study
the thermal effects on the modulation bandwidth, we apply the quantum well structure
in [16] in this new nanolaser and compare it with a quantum dot gain medium. Future
improvement and potential of the structure will be addressed.
This chapter is organized as follows: First, we introduce the rigorous rate equations
with the detailed definition for each term. Secondly, we use the rate equations to study
the modulation bandwidths of nanolasers and nanoLEDs based on the metal-nanocavity
structure in [17], taking into account the spontaneous emission coupling into the cavity
mode rigorously. The intrinsic maximum bandwidths of nanolasers and nanoLEDs using
bulk, quantum wells (QWs), and quantum dots (QDs) are demonstrated. Moreover,
the energy per bit for different gain media is evaluated to examine the feasibility of
nanolasers applied in optical interconnects. Thirdly, we investigate the thermal effect on
the modulation response of QW and QD nanolasers in Fig. 6.2. Finally, we conclude
that, with a uniform quantum dot size and three-dimensional confinement of carriers,
quantum-dot metal-cavity nanolasers are favorable for future high-speed ultrasmall light
sources because of their low energy per bit and insensitivity to temperature.
6.2 Rate Equations for Nanolasers and NanoLEDs
Although the rate equations have been discussed widely, most of them do not consider
the dispersive material and treat the normalization of the optical field properly. In this
paper, we introduce the rate equations based on our rigorous derivations [9], taking into
account plasmonic dispersion and negative permittivity of the metal plasma. We should
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point out that these rate equations are applicable to both metal and dielectric cavities,
from nano-, to micro-, to macroscale lasers:
∂n
∂t
= ηi
I
qVa
−Rnr(n)−Rsp(n)−Rst(n)S (6.1)
∂S
∂t
= − S
τp
+ ΓEβsp(n)Rsp(n) + ΓERst(n)S (6.2)
where
n = carrier density (cm−3)
I = injection current (A)
ηi = current injection efficiency
q = electron unit charge (Coulomb)
Va = active volume (cm
−3)
Rnr(n) = nonradiative recombination rate (cm
−3 · s−1)
Rsp(n) = total spontaneous emission rate (cm
−3 · s−1)
Rst(n) = stimulated emission coefficient (s
−1)
S = photon density (cm−3)
ΓE = optical energy confinement factor
βsp(n) = spontaneous emission coupling factor
τp = photon lifetime (ns)
Here, the optical energy confinement factor, ΓE, is used to correctly account for the
negative permittivity and dispersive properties of the metal plasma:
ΓE ≡
∫
Va
dr ǫ0
4
[ǫg(ωm) + ǫR(ωm)]|Em(r)|2∫
V
dr ǫ0
4
[ǫg(r, ωm) + ǫR(r, ωm)]|Em(r)|2 ≡
Va
Veff
ǫg(ω) =
∂[ωǫR(ω)]
∂ω
∣∣∣
ω=ωm
(6.3)
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where
ǫR = the real part of the relative permittivity
ǫg = the real part of the relative group permittivity
Veff = the effective optical modal volume (cm
−3)(= Va/ΓE)
Em(r) = the phasor of the electric field
The subscript “a” indicates the active region. The nonradiative recombination rate
accounting for the surface recombination and Auger recombination is:
Rnr(n) = vs
Aa
Va
n+ Cn3 (6.4)
where
vs = the surface velocity (cm · s−1)
Aa = the surface area of the active material (cm
2)
C = Auger recombination coefficient (cm6 · s−1)
The total spontaneous emission rate contains all of the discrete cavity modes and
continuous modes:
Rsp(n) =
∑
m
Rsp,m(n) +
1
τsp,rad
∫
dKfc,K(1− fv,K) (6.5)
In Eq. (6.5), the first term is from the discrete cavity modes and will be defined
later. The second term is from the continuous modes and modeled as the ratio of the
carrier recombination from the density of states available in the active material to a
background radiative time τsp,rad [18]. Although there should exist only one cavity mode
in a nanocavity, we keep m to distinguish Rsp,m(n) from Rsp(n) and refer Rsp,m(n) to the
single-mode spontaneous emission rate.
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Therefore, the single mode spontaneous emission coupling factor in a laser is defined
as
βsp(n) =
Rsp,m(n)
Rsp(n)
or Rsp,m(n) = βsp(n)Rsp(n) (6.6)
Obviously, βsp(n) also depends on the carrier density n and saturates after the thresh-
old condition is reached. A high βsp(n)Rsp(n) enhances the photon density, S, based on
the steady-state solution:
S =
ΓEβsp(n)Rsp(n)
1
τp
− ΓERst(n)
(6.7)
On the other hand, the photon lifetime is defined as:
1
τp
=
ωm
Q
=
ωm
Qmat
+
ωm
Qrad
(6.8)
where
ωm = the resonant angular frequency of m-th mode (rad · s−1)
Qmat = the quality factor due to material loss
Qrad = the quality factor due to radiation loss
Finally, Rst(n) and βsp(n)Rsp(n) are expressed as:
Rst(n) =vgg(n) =
2πq2
ǫ0(ǫR,a + ǫg,a)m20ωm
1
Va
∑
K
|eˆ · pc,v,K|2Γcv
π
fc,K − fv,K
(Ec,v − h¯ωm)2 + Γ2cv
βsp(n)Rsp(n) =
1
Veff
2πq2
ǫ0(ǫR,a + ǫg,a)m20ωm
1
Va
∑
K
|eˆ · pc,v,K|2Γcv + Γc
π
×
fc,K(1− fv,K)
(Ec,v − h¯ωm)2 + (Γcv + Γc)2 (6.9)
in which [9]
∣∣eˆ · pc,v,K∣∣ = the optical momentum matrix element (kg · cm · s−1)
Γcv = the half width at half maximum (HWHM) linewidth of
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the optical transition energy (eV)
Γc = the half width at half maximum (HWHM) linewidth of
the optical mode density (eV)
where Γc = h¯∆ωm = h¯ωm/2Q. The normalization condition [9] for the electric field in a
nanocavity is used for deriving Eq. (6.9). The detailed derivation for βsp(n)Rsp(n) is in
Appendix 1. A similar procedure is applicable for Rst(n), which can be found in [9].
With a rigorous treatment of the stimulated emission and spontaneous emission, our
rate equations are derived for nanolasers and nanoLEDs with the dispersion, and they
maintain a similar form as the textbook equations [19, 20]. The importance of our rate
equations is the introduction of the optical energy confinement factor to take into account
the plasma dispersion and the negative permittivity of metal; therefore, the optical energy
is always positive. Moreover, the Purcell effect is automatically included in our single-
mode spontaneous emission rate βsp(n)Rsp(n). For example, to maximize βsp(n)Rsp(n),
a few conditions have to be met: first, the polarization of the optical field has to align
with that of the optical dipole direction according to |eˆ · pc,v,K|. Secondly, the reso-
nant frequency of the cavity has to coincide with that of the transition energy. Thirdly,
βsp(n)Rsp(n) is enhanced by a small Veff . This addresses the fact that a small Va does
not necessarily enhance βsp(n)Rsp(n) if ΓE cannot be sustained sufficiently high. This
is why we need a nanocavity: it provides a high ΓE even in a small cavity, and makes
βsp(n)Rsp(n) enhanced. Finally, βsp(n)Rsp(n) can also be enhanced by Q, but it satu-
rates when Q is extremely high when Γc is much smaller than Γcv. Different from [3–8],
based on our rigorous model, Q is embedded in a Lorentzian function instead of pulling
out from the integral. Our rigorous derivation clarifies the Purcell effect without any
ambiguity although an analytical expression, the Purcell factor, is not used. The fact
is that the Purcell factor is a simplified expression, which takes the form of the ratio of
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the total spontaneous emission rate in a cavity to its counterpart in free space based on
the corresponding optical mode density. It offers a good physical intuition, but overes-
timates the effect of Q on the enhancement. Therefore, the bandwidth of nanoLEDs is
overestimated when it is directly used in the rate equations [3–6]. Equation (6.9) can be
readily and analytically carried out from [19].
6.3 High-Speed Modulation Response for Bulk,
Quantum, and Quantum Dot
To obtain the high-speed modulation response, we replace the carrier density, n, the
current, I, and the photon density, S, in Eq. (6.2) by n0 + ∆n, I0 + ∆i, and S0 + ∆s,
respectively. The subscript 0 indicates the steady-state solution, and the symbols with
∆ in front are small signals. By following a small signal analysis in [19], we obtain
the high-speed modulation response function M(ω) = ∆s(ω)/∆i(ω) and the normalized
high-speed modulation response function M(ω)/M(0), which can be expressed in terms
of the relaxation angular frequency ωr, and the damping factor γ:
M(ω) =
ηiΓEvgg
′S0/(qVa)
ω2r − ω2 − jγω
M(ω)
M(0)
=
ω2r
ω2r − ω2 − jγω
ω2r = ΓE
(
vgg(n0)ǫS0
(1 + ǫS0)2
+
βspRsp
S0
)(
1
τnr,∆n
+
1
τsp,∆n
− 1
τsp′,∆n
)
+
g′(n0)vgS0
τp(1 + ǫS0)
+
1
τpτsp′,∆n
γ =
1
τnr,∆n
+
1
τsp,∆n
+
vgg
′(n0)S0
1 + ǫS0
+ ΓE
vgg(n0)ǫS0
(1 + ǫS0)2
+ ΓE
βspRsp
S0
(6.10)
where the gain includes a nonlinear gain suppression coefficient ǫ:
g(n, S) =
g(n)
1 + ǫS
(6.11)
Other parameters are defined as:
1
τnr,∆n
= A+ 3Cn20
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1τsp,∆n
=
∂Rsp(n)
∂n
∣∣∣
n=n0
1
τ
′
sp,∆n
=
∂
[
βsp(n)Rsp(n)
]
∂n
∣∣∣
n=n0
(6.12)
Equation (6.12) shows that τ ′sp,∆n, which is the reciprocal of ∂[βsp(n)Rsp(n)]/∂n, de-
creases as Q increases, and changes the modulation bandwidth of nanoLEDs. In the
following, we study the high-speed modulation bandwidth based on Fig. 6.1 while our re-
sults are applicable for all types of nanolasers and nanoLEDs with material and plasmonic
dispersions. The detailed design rule for the structure can be found in [17].
First, we study the bandwidth of metal-cavity nanolasers and nanoLEDs with three
different gain media. (1) The bulk material is In0.53Ga0.47As. (2) The strain-compensated
multiple-quantum-well structure consists of 20 pairs of InGaAlAs/InGaAsP to improve
the optical confinement factor, and to provide a high differential gain due to more sym-
metrical conduction and valence bands from the strain effect, and has shown a broad
bandwidth of 30 GHz in an edge-emitting laser [21]. (3) For the quantum dots, we refer
to the most advanced technology, submonolayer deposition, which grows QDs with a
high dot density and a narrow linewidth [22,23]. Therefore, we set the density of QDs as
2×1012 cm−2 and the thickness of each layer as 3 nm. The radius of each dot is 2.5 nm.
The inhomogeneous broadening parameter, σ, is set as 5 meV. We also consider 3 and
8 quantized energies for conduction and valence bands [24], respectively. The p-doped
concentration of 2×1015 cm−3 is used for the increase in temperature insensitivity. The
surface recombination lifetime of a quantum-dot laser is modeled as 0.05 ns. The gains
of bulk and quantum-well lasers are carried out from four-band Luttinger-Kohn Hamil-
tonian with the axial approximation to calculate the valence subbband structures [19],
and the gain of the QD laser can also be found in [19].
ΓE in a metal cavity using bulk semiconductor is obtained from the finite-difference
time-domain method (FDTD). The values for QW and QD light-emitting devices vary
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according to the active material volumes. Such high ΓE’s for different gain media result
from our metal nanocavity and lead to high speed modulation response. βsp is carried out
from bulk material using the FDTD method [25] provided that the radius R in Fig. 6.1
is 220 nm, and the thicknesses of p-InP, In0.53Ga0.47As, n-InP, n-InGaAsP, and SiNx
are 30 nm, 160 nm, 30 nm, 20 nm, and 50 nm, respectively. Thus, βsp is 0.41. We
assume that it remains the same for other volumes and materials. τsp,rad can be deduced
from Eq. (6.6). Notice that βsp obtained from the FDTD method is bias independent; we
assume that the number from the FDTDmethod is the same as the βsp when the threshold
condition is reached. In addition, R varies from 5 nm to 1500 nm for the investigation of
the dependence of the modulation response on the volume. The parameters used in the
calculation are summarized in Table. 6.1.
Table 6.1: The parameters used for studying the high-speed modulation response based
on the metal nanocavity.
Parameter Bulk QW QD
Wavelength, λ (µm) 1.542 1.550 1.265
Optical confinement factor, ΓE 0.6 0.2 0.044
Layer number 1 20 10
Active material thickness (nm) 160 6 3
Spontaneous emission coupling factor, βsp 0.41 0.41 0.41
Surface velocity, vs (10
4 cm·s−1) 4 4 -
Gain suppresion coefficient, ǫ (10−17 cm3) 2.3 2.3 1
Auger coefficient, C (10−30 cm6· s−1) 1 1 1
The half width at half maximum (HWHM)
20 20 10, 20
linewidth of the optical transition energy (eV,) Γcv
The Gaussian linewidth parameter
- - 5
from inhomogeneous broadening, σ (meV)
To compare our results with the works in [5,7], we study the bandwidth versus Q and
the normalized optical modal volume Vn for bulk and QW semiconductors first, where Vn
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is defined as the optical modal volume, Veff in Eq. (6.3), normalized to (λ0/2n)
3, where
λ0 is the wavelength in free space and n is the refractive index of the active material.
The maximum bandwidths of the bulk and quantum well lasers for different Q’s and Vn’s
can be carried out, and are shown in Fig. 6.3.
(a) (b)
Figure 6.3: (a) The maximum bandwidth of bulk metal-cavity nanolasers and nanoLEDs
as a function of Q and Vn. (b) The same for (a) except that QW material is used. The
left side of the white dashed line is the nanoLED region, and the right side is the laser
region. The color bar shows the bandwidth with unit of GHz. Notice that the results
are not in the same biases.
In an extremely small volume, e.g., Vn = 0.001 in Fig. 6.3, S0 can be augmented due
to an enhanced βsp(n)Rsp(n) according to Eq. (6.7) and causes the spectral hole burning.
Therefore, the material gain decreases with bias significantly. Because of this, even at
a high Q, the device cannot reach the threshold condition, and operates as a nanoLED.
This explains why both bulk and QW semiconductors work as nanoLEDs at an extremely
small Vn. However, quantum wells have more symmetrical conduction and valence bands,
allowing its single-mode spontaneous emission rate to increase with carriers faster than
that of the bulk. Therefore, QW nanoLEDs have a higher bandwidth. In addition, due
to their high single-mode spontaneous emission rate, QW lasers are more sensitive to
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spectral hole burning. Thus, they have to work at larger Vn around 0.02 and when Q is
sufficiently high.
The modulation bandwidth of a few hundred GHz for nanoLEDs is observed. The
maximum bandwidth of a given Vn occurs at an certain Q, which can be understood by
the equation [5, 7]:
f3dB =
1
2π
√
τ 2p + τ
′2
sp,∆n
(6.13)
Since Rsp,m can be enhanced by Q and Vn, so can τ
′
sp,∆n. With the increase of Q, τp
increases, but τ ′sp,∆n decreases. These opposite dependences of τp and τ
′
sp,∆n on Q are
shown in Fig. 6.4(a). On the other hand, the larger Vn results in smaller Rsp,m, and hence
longer τ ′sp,∆n, which causes a smaller bandwidth of nanoLEDs. AsQ continues to increase,
τp limits the bandwidth. This relationship explains why bulk and QW nanoLEDs have the
same bandwidth when Q is high. We do not express a simple formula for the optimized
Q since Q is implicitly embedded in the Lorentzian function of Eq. (A.6) in Appendix 1.
(a) (b)
Figure 6.4: (a) The τp and τ
′
sp,∆n as a function of Q. (b) Two terms in Eq. (6.14) as
a function of Q. The different gain media have different g′s because of their different
density of states.
The enhanced spontaneous emission rate also impacts the light output power versus
current (L-I curve), which is shown in Fig. 6.5. Figure 6.5(a) shows that the total power
of a nanoLED can be enhanced by a small volume. Furthermore, Fig. 6.5(b) shows the
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powers from the spontaneous emission and the stimulated emission. As expected, the
spontaneous emission power is enhanced more by a small volume, but the stimulated
emission power increases with volume since a large volume alleviates the spectral hole
burning. Figure 6.5(c) shows the dependence of the total power on Q when Vn is 0.006.
To understand this trend, we decompose the total power into the spontaneous emission
power and the stimulated emission power, and they are shown in Fig. 6.5(d). As Q
increases, the stimulated emission power decreases as a result of the smaller radiation loss.
The spontaneous emission power increases with Q from 100 to 1000 while its counterparts
for Q=1000 and 10000 overlap with each other because Γc is much narrower than Γcv.
Therefore, the effect of Q on the spontaneous emission diminishes. Consequently, the
total power at Q = 1000 is the largest among three conditions. According to the analysis
above, to design a nanoLED with high bandwidth and power, Q should range from 100
to 1000, and Vn should be as small as possible.
In the lasing regime, the maximum bandwidth of a laser is determined by the 3-dB
maximum relaxation frequency [19,20]:
fr,max =
2
√
2π
K
, where K = 4π
(
τp +
ǫ
vgg′(n0)
)
(6.14)
Equation (6.14) is valid when 2ω2r = γ
2. When Q is low, the device has to work with
a high material gain, so it has a smaller differential gain g′. The small g′ outweighs small
τp and produces a larger K. Consequently, the maximum bandwidth can only reach tens
of GHz. When Q is further increased, the threshold material gain drops, so g′ can be
built up although τp increases. Figure 6.4(b) shows the dependences of τp and the second
term in Eq. (6.14) on Q. There exists an optimized Q for different gain media. As we
show, the QW laser has a greater fr,max than that of the bulk laser due to its higher
differential gain, and later on, we will present that QD lasers can have the largest fr,max.
Similar to nanoLEDs, however, τp limits the bandwidth when Q is high.
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Figure 6.5: (a) and (b) are the L-I curves and the powers from spontaneous and stimulated
emissions, respectively, for different Vn’s when Q is 250. (c) and (d) are the L-I curves
and the powers from spontaneous and stimulated emissions, respectively, for different
Q’s when Vn is 0.006. Notice that in (d), the curves of spontaneous emission powers
for Q=1000 and Q=10000 overlap with each other. All results are carried out for QW
nanoLEDs.
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Figure 6.6: (a) and (b) are the modulation response and the spontaneous and stimulated
emissions when Q=250 and Vn=0.006 for the same nanoLED. The same for (c) and (d)
except for Q=875. Itr is the transparent current where the stimulated emission turns to
positive for nanoLEDs. (e) and (f) are the modulation response and the spontaneous
and stimulated emissions when Q=875 and Vn=37 for the same nanolaser. The same for
(g) and (h) except for Q=5000. All results are based on the metal-cavity quantum wells.
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Figure 6.6 exhibits the modulation responses and the corresponding spontaneous and
stimulated emissions as a function of current for different Q’s and Vn’s in QW metal-
nanocavity LEDs. Figure 6.6(a) and (c) show the modulation responses of nanoLEDs
with the same Vn but different Q’s. Figure 6.6(a) presents a larger bandwidth due
to a smaller Q of 250 than 875 of Fig. 6.6(c). The bandwidths of Fig. 6.6(a) and (c)
are 148 GHz and 129 GHz, respectively. We also notice that there is no relaxation
resonance in the response since the stimulated emission is not dominant, which is shown
in Fig. 6.6(b) and (d), respectively. In this circumstance, the carrier lifetime and the
photon lifetime determine the bandwidth. The similar spontaneous emission rates in
Fig. 6.6(b) and (d) are due to the saturation of Q, which is explained above. It also
distinguishes our model from the linear model in [5, 6] and shows similar results in [7].
With the increase of current, the bandwidth decreases due to the increase of the damping
factor.
Figures 6.6(e)–(h) are the results for nanolasers with the same Vn of 37 but different
Q’s. One is 875 and the other is 5000. In the laser regime, the stimulated emission
dominates, as shown in Fig. 6.6(f) and (h). Under this condition, the bandwidth can be
restricted by g′ and τp. Since the stimulated emission is present, the relaxation resonance
shows up. When 2ω2r gets closer to γ
2 with the bias, the response approaches flat, which
is shown in Fig. 6.6(e) and (g), respectively. Beyond that bias, γ2 will be greater than
2ω2r and the response starts to damp.
The opposite dependences of τp and g
′ on Q offer an optimized Q to reach the min-
imum K and hence the fr,max for a given condition. As a result, when Q is close to
1000, the bandwidth can go to 100 GHz for MQWs, and 70 GHz for bulk material.
For example, in a QW laser when Vn is 0.5 and Q is 875, the maximum bandwidth
occurs at g′ = 1.15 × 10−15 cm2, g = 1350 cm−1, and S0 = 2.55 × 1016 cm−3. If
Q = 125, the maximum bandwidth occurs at g′ = 5.18× 10−16 cm2, g = 6280 cm−1, and
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S0 = 2.75 × 1015 cm−3. Both have almost the same damping factor γ since τnr,∆n and
τsp,∆n are large enough to be ignored. But ω
2
r in the former is greater than that of the
latter by three times, which enhances the bandwidth. As Q continues to increase, the
photon lifetime restricts the modulation bandwidth.
However, designing a Q for the fr,max of a given structure requires thorough calcula-
tions since the two terms in K are bias dependent. We notice that the QW lasers have
a larger bandwidth than that of bulk lasers. The reason is that if a QW laser is well
designed, it has a greater g′ and S0 due to more symmetrical conduction and valence
bands; both make K smaller than that of bulk material lasers. This allows QW lasers to
achieve a higher maximum bandwidth.
Figure 6.7: (a) The threshold current as function of Vn and Q. (b) The L-I curves for
different Q’s when Vn is 2.3, which corresponds to a radius of 100 nm in Fig. 6.1. (c) The
L-I curves for different Vn’s when Q is 1000. The calculation is based on the metal-cavity
QW nanolasers.
Since low power consumption is an advantage of nanolasers, it is instructive to explore
the scaling laws of the threshold current, Ith, in terms of Vn and Q. The results are shown
in Fig. 6.7(a). With the increase of Vn for the same Q, Ith increases due to the larger
active material volume. For the same Vn, Ith decreases with the increase of Q due to the
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smaller threshold carrier density. Because of the nonlinear relation of the gain and the
carrier density, Ith can significantly increase as Q decreases. Figure 6.7(b) shows the L-I
curves for different Q’s when Vn is 2.3. A greater Q has a smaller Ith, but also a smaller
radiation loss, which causes the low output power. Therefore, the quantum efficiency is
low compared with a low Q cavity. Figure 6.7(c) shows the L-I curves for different Vn’s
when Q is 1000. Because a larger cavity usually has a smaller material loss, the radiation
loss dominates the total Q, which implies that the laser has a higher quantum efficiency.
This leads to a higher output power at a high bias. According to Fig. 6.3, fr,max does not
greatly depend on the volume. Therefore, we can design a cavity with Vn around 20∼80
and Q around 1000 to obtain a high output power, a low Ith, and a high modulation
bandwidth. If the material loss is negligible in all volumes, the quantum efficiency will
be the same in Fig. 6.7(c), and the curves are parallel to each other. If so, the small
cavity can have a lower power consumption, but the bandwidth can be slightly smaller
due to spectral hole burning.
Figure 6.3 is carried out without the thermal effect. Although a low Q cavity expect-
edly provides a high bandwidth, a high carrier density is needed simultaneously. Thus,
the thermal issue comes into play. The broadening of the Fermi distribution function
due to temperature rise reduces the gain and the photon density [16]. Accordingly, the
rollover in the L-I curve can occur at a low bias, while the maximum bandwidth occurs
at more than ten times the threshold current, which makes the bandwidth of 100 GHz
not achievable at a low Q cavity at room temperature. In order to alleviate the issue,
there are several approaches. One way is to improve ΓE; therefore, the threshold carrier
density can be decreased even though Q is low. On the other hand, if the gain material
can be insensitive to temperature, the device performance can be sustained even at high
temperatures. Thus, quantum dot is a good candidate to solve the problem due to the
103
three-dimensional confinement of carriers. In the following, we consider the bandwidth
of quantum dots (QDs) in a metal cavity.
Since the volume effect has been addressed, we only compare the Q effect on the
modulation bandwidth of different gain media for the case of Vn equal to 1.3, which
corresponds to the radius of a metal nanocavity of 100 nm. In addition, βsp(n)Rsp(n)
has to be revised as [18,24]:
βsp(n)Rsp(n) =
ΓE
Va
2πq2
ǫ0(ǫR,a + ǫg,a)m20ωm
NQD
h
×
∑
i
∫
dE
gi√
2πσ2
exp
[
− (E − Ecv,i)
2
2σ2
]
|eˆ · pc,v|2Γcv + Γc
π
×
fc(Eˆc,i)(1− fv(Eˆv,i))
(E − h¯ωm)2 + (Γcv + Γc)2 (6.15)
where NQD, h, gi, and σ are the QD density (cm
−2), the thickness of a QD layer, the
degeneracy for different dot states, and the Gaussian linewidth parameter from inhomo-
geneous broadening; i indicates the quantized states. The calculation result is shown in
Fig. 6.8.
100 1000 10000
0
40
80
120
160
200
240
280
320
360
 
 
B
an
d
w
id
th
 (
G
H
z)
Q
 Bulk
 MQWs
 QDs ( cv =10 meV)
 QDs ( cv =20 meV)
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Due to high NQD, metal cavity, and small σ, ΓE and the gain can be sustained
sufficiently high. Thus, the modal gain of QDs is greater than those of bulk and QW
lasers. The QD metal-cavity light-emitting devices behave as lasers even when Q is small.
Because of three-dimensional confinement of electrons and holes, the high differential gain
makes K smaller than those of bulk and QW lasers. Therefore, an unprecedented high
bandwidth around 320 GHz is shown in Fig. 6.8. The effect of Γcv on QD metal-cavity
nanolasers is also investigated. A larger Γcv reduces the gain, and the differential gain
drops accordingly. Thus, the bandwidth decreases. From Fig. 6.8, we also see that the
maximum bandwidth shifts and drops with Q. The reason is that if the modal gain is
sufficiently high so that lasing action takes place at a low Q, with the great g′, fr,max
can be very high. On the other hand, if the modal gain is smaller, the lasing action
has to happen at a higher Q, and therefore fr,max decreases. It shows the importance
of the coincidence between the gain peak and the cavity resonance, especially for the
gain medium with a multi-dimensional carrier confinement, such as quantum dots, which
efficiently use injected carriers in the stimulated emission for a given wavelength. This
explains why quantum dots are considered an excellent candidate for future light sources.
In a high Q condition, the photon lifetime limits the modulation response whatever gain
medium is used; therefore, the bandwidths of all nanolasers decrease and converge, as
expected.
Using lasers to replace the electrical interconnects intensively has been investigated [1].
One important issue is the power consumption and the other is the bandwidth, and
both are related to the energy per bit, which is the ratio of the electrical power at
which the maximum bandwidth occurs to the maximum bandwidth. The target for the
energy per bit in the near future is 50 fJ/bit, but the ultimate goal is 10 fJ/bit [1].
To evaluate the potential of nanolasers used in optical interconnects, we calculate the
energy per bit for the metal-cavity nanolasers using three types of gain media, and the
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results are shown in Fig. 6.9. We obtain that current based on our rate equations and
assume the corresponding voltage as 3 V for all devices. Since fr,max does not depend
on the volume but the current does, the energy per bit monotonically increases with the
volume. Although bulk lasers exhibit the lowest energy per bit due to a larger ΓE, they
have smaller bandwidths and are sensitive to temperature because of no confinement
of carriers. Therefore, they may not be practical in real applications. In contrast, QD
lasers with Γcv of 10 meV have performance comparable to that of bulk lasers, but they
are less sensitive to thermal effect, so we expect that QD lasers are more favorable for
practical applications. To meet the criterion of 50 fJ/bit, Vn has to be smaller than 20
and varies with different gain media. The material with high gain, such as in QDs, can
go to a larger volume and is more tolerant for fabrication. To meet the ultimate goal of
10 fJ/bit, the normalized volume has to be smaller than 5, which is a challenge but may
be achievable with electron-beam lithography.
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6.4 The Thermal Effect on the Modulation Response
To address the advantage of QD nanolasers in terms of the thermal effect, the structure
in Fig. 6.2 is used, where the radius of the metal-cavity VCSEL is 0.5 µm, and the numbers
of DBR pairs on the top and the bottom are 5.5, respectively. The active material uses
MQWs, which consist of five pairs of In0.21Ga0.79As quantum wells and GaAs0.88P0.12
barriers. The DBR mirrors consist of Al0.9Ga0.1As/Al0.12Ga0.88As. The detailed layer
structure can be found in [16], where an excellent agreement between our theory and
experiment under the thermal effect consideration has been shown. With an extra half
DBR pair adjacent to the metal, a high reflectivity can be sustained, and the volume can
be effectively reduced. The FDTD method shows that Q, Qrad, and ΓE are 2098, 5378,
and 0.026, respectively, while Vn is 250.
The parameters used for the modeling of the L-I curve of QW lasers are the same
as those in [16]. The results are shown in Fig. 6.10. Figure 6.10(a) shows that the
rollover occurs at a low bias when the thermal effect is considered. The rollover results
from the detuning between the gain peak and the cavity resonance wavelength, and the
broadening of Fermi distribution, which further reduces the gain, and causes the drop in
power. However, if the temperature is sustained at 300 K, the rollover can be eliminated.
Figures 6.10(b) and (c) show the modulation responses of two circumstances. With
the thermal effect, the photon density drops at low bias, and the bandwidth is reduced
accordingly. The bandwidth goes only to 28 GHz. If the temperature is constant inside
the cavity, the bandwidth goes up, with the bias, to 38 GHz. This example gives the result
that when the thermal effect is considered, the maximum bandwidth can be dropped.
In contrast to QW lasers, QD lasers show the best performance, and the result is
shown in Fig. 6.10(d). For the calculation, we set Γcv as 20 meV and intentionally
increase the temperature from 300 K to 350 K, and do not observe the rollover in the
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Figure 6.10: (a) The L-I curves of the device in Fig. 6.2 with and without thermal effect
for QW and QD lasers. The threshold current is around 0.25 mA for the QW laser and
0.37 mA for the QD laser. (b) and (c) are the modulation responses of the QW laser
with and without the thermal effect, respectively. (d) The modulation response of the
QD lasers with the thermal effect.
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L-I curve. The power is high due to the uniform QD size and a high QD density.
The slightly larger Ith results from the smaller ΓE. In addition, the bandwidth goes
beyond 50 GHz even when temperature rises. Such good performance is a result of
the good confinement of carriers, and the large subband energy spacing between the
ground state and excited states. Therefore, we favor QD nanolasers since they meet the
requirements for practical applications such as low power consumption, high bandwidth,
and temperature insensitivity. In addition, the energy per bit for Fig. 6.10(b), (c), and
(d) are 569 fJ/bit, 413 fJ/bit, and 327 fJ/bit, respectively. These high values result
from a low ΓE and a large active volume. To further reduce the energy per bit of the
structure, a smaller diameter has to be used. In addition, more quantum well layers
help to increase ΓE. For example, 20 pairs of quantum wells can be separated into 4
groups to align with the standing wave in the cavity, which has hybrid mirrors consisting
of 2.5 pairs of DBR and metal. Under this condition, the laser has a ΓE around 0.187.
On the other hand, quantum dot can replace quantum well and reduce the energy per
bit. One significant difference from the metal nanocavity laser is that this structure
is more favorable for quantum well and quantum dot gain media, since the standing
wave enhancement factor further helps to increase the confinement factor, thus reducing
the threshold material. With a good design, a low threshold material gain and a high
differential gain are anticipated to be obtained in this QD metal-cavity surface-emitting
nanolaser, which is a step toward the most energy-efficient nanolaser.
6.5 Conclusion
In conclusion, we derive the single-mode spontaneous emission rate from Fermi’s
golden rule, and show that the Purcell effect is naturally included in the formulation,
instead of being phenomenologically placed in the rate equations. To avoid the saturation
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of the spontaneous emission, a narrow linewidth of the transition energy is demanded.
In addition, a small Vn enhances the spontaneous emission rate. In this aspect, the
nanocavity is beneficial for the purpose. With rigorous derivations and definitions for
each term in the rate equations, our theory is applicable to different types of cavities,
nodispersive or dispersive material, from nano-, to micro-, to macroscale lasers and LEDs.
In terms of a nanolaser, the volume effect does not impact the bandwidth, but we
show that there exists an optimized Q for a given active material. In addition, the high
bandwidth of QD metal-cavity nanolasers is theoretically predicted based on submono-
layer grown QDs with a high quantum-dot density NQD, and a small full linewidth of
inhomogeneous broadening σ. Such a high bandwidth is enhanced by a benefit of high
modal gain and differential gain. Toward a low energy per bit, a low Q and a high ΓE
are needed. The former offers a short photon lifetime, and the latter gives a smaller
threshold carrier density and a larger differential gain. The metal-cavity nanolaser has
the flexibility to be optimized for different gain media, and it can tailor Q by adjusting
the radius and SiNx thickness. With the optimized design, the energy per bit smaller
than 50 fJ/bit can be expected.
Furthermore, we consider the thermal effects on our proposed metal-cavity VCSELs
using QWs and QDs. We demonstrate that QDs are less sensitive to temperature, and
the bandwidth can go beyond 50 GHz even when temperature rises during the current
injection, thus demonstrating the potential advantages of using QDs in the nanolasers.
This paper addresses the direction to reach a low energy per bit less than 50 fJ/bit by
comparing different gain media, and the thermal effects on modulation response. Other
issues, such as carrier transport time and parasitic capacitances, are also important and
can further limit the bandwidth while they are beyond the scope of this chapter.
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CHAPTER 7
Future Work
In this dissertation, we derive rigorous models for metal cladding slab and circular
waveguides, use the definition of optical energy for dispersive material for calculating
the quality factor Q of a nanobowtie antenna, and apply the rate equations taking into
account the thermal effect to analyze a novel metal-cavity VCSELs. The improvement
of the optical energy confinement factor ΓE and quality factor Q from metal is theoreti-
cally demonstrated in ZnO metal nanocavities. In addition, with rigorous derivations for
the single-mode spontaneous emission rate, the effect of a small effective optical modal
volume on the high-speed modulation response of nanolasers and nanoLEDs is analyzed.
The high modulation bandwidth is observed in small cavities for nanoLEDs. The mod-
ulation responses of metal-nanocavity lasers using bulk, quantum wells, and quantum
dots are investigated and compared. We demonstrate that the quantum-dot nanolasers
are favorable for future high-speed light sources, and have potential for replacing the
electrical interconnections in the future.
In Chapter 6, we point out that the conditions to meet the criterion of the energy
per bit smaller than 50 fJ/bit, which is required for practical optical interconnections,
are high βsp and a radius of the metal-cavity smaller than 450 nm. In addition, Q’s for
bulk, quantum wells, and quantum dots with uniform size are around 875, 750, and 375,
respectively, with a high ΓE. A large βsp and a small volume offer a small threshold
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current. A low Q and a high ΓE provide a high modulation bandwidth since the former
indicates a short photon lifetime, and the latter provides low threshold material gain,
and thus, high differential gain.
A metal nanocavity can be a good candidate for meeting the requirements above, but
the potential disadvantage for this structure is that low Q is dominated by the modal
loss, which means that the quantum efficiency is possibly low. The other candidate is the
metal-cavity VCSELs with hybrid mirrors. Compared to conventional DBRs with more
than 20 pairs, the metal-cavity VCSELs with hybrid mirrors can effectively reduce the
device height, and provide a higher ΓE than that of a conventional VCSEL. Reducing the
number of DBRs can incur a low Q. In this circumstance, however, low Q is dominated
by radiation loss, which implies that the device has a high quantum efficiency and, thus,
high power, while it is expected to have a smaller ΓE than the metal-nanocavity laser. In
this situation, more quantum well layers or quantum dot layers can help to increase ΓE.
For example, the 20 pairs of multiple quantum wells consisting of InGaAs (8 nm)/GaAsP
(13 nm) can be separated into 4 groups to align with the standing wave in the cavity with
2 pairs of DBRs on the top and the bottom, respectively, where the resonance wavelength
is 962 nm. ΓE and Q are 0.187, and 984, respectively. The threshold material gain is
1460 cm−1 when the diameter is 460 nm. Q from the radiation loss is 1046, which is close
to total Q, and indicates a high output power.
To enhance βsp, smaller diameter is required, and tailoring the insulator thickness is
needed. When we combine the above two approaches–tailoring the insulator thickness
and designing a few pairs of DBR integrated with metal–we notice the diffraction loss
may come into play. The fact that the field outside of the core semiconductor cannot
experience a high reflectivity provided by DBR implies that there is another constraint on
optimizing the insulator thickness, and three-dimensional modeling is needed to examine
the overall effect.
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In conclusion, for a metal-cavity laser to be used in the practical applications, the
requirements such as high power conversion efficiency, room temperature operation, high
speed, low energy per bit, and low electrical driving power have to be met. Proper
design conditions, such as controlling the modal loss and radiation loss, require thorough
modeling and computations, especially for a laser with subwavelength cavity. We believe
that eventually, the size of metal-cavity nanolasers may not have to break the diffraction
limit, but will still be much smaller than that of conventional lasers. The design has to
be more completely explored, and the approaches and considerations proposed above are
helpful for the next generation nanolaser design, which is the purpose of the dissertation.
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APPENDIX A
Derivation of Single-Mode Spontaneous
Emission Rate (CHAPTER 6)
Since single-mode spontaneous emission plays an important role in nanoLEDs, a
complete understanding is important. To derive the single-mode spontaneous emission
rate of the m-th resonant mode in a cavity, we start with Fermi’s golden rule (see the
references 9, 18, and 19 in Chapter 6):
Rsp,m(n) =
1
Va
2π
h¯
∑
(c,kc),(v,kv)
∣∣∣∣
〈
c,kc
∣∣∣∣µ · Em(r)2
∣∣∣∣v,kv
〉 ∣∣∣∣
2
δ(h¯ωm − Ec,v)fc,kc(1− fv,kv)
(A.1)
where c indicates the conduction bands with two spins; v indicates the heavy-hole bands
with two spins, the light-hole bands, and two spin-orbital split-off bands; kc and kv are
the conduction and valence wave vectors, respectively; µ is the interband dipole moment;
fc,kc and fv,kv are the occupation probabilities of electrons in the conduction band and
valence band, respectively; Ec,v is the transition energy; and h¯ωm is the corresponding
optical energy of the m-th resonant mode.
The optical electric field of the m-th resonant mode is expressed as:
Em(r, t) =
1
2
[
Em(r)e
−iωt + E∗m(r)e
iωt
]
(A.2)
where Em is the electric-field phasor of the optical mode and Em can be carried out from
numerical tools such as the FDTD or FEM method.
116
The normalization condition below has to be satisfied:
h¯ωm =
ǫ0
4
∫
V
ǫR(r, ω) + ǫg(r, ω)|Em(r)|2 (A.3)
Considering the finite linewidth of the transition energy in a real active material and
the broadening of the modal optical mode density, ρ(h¯ω), both have to be replaced by a
Lorentzian function, i.e.:
δ(h¯ωm − Ec,v)→ 1
π
Γcv
(Ec,v − h¯ωm)2 + Γ2cv
ρ(h¯ω)→ 1
π
h¯∆ωm
(h¯ω − h¯ωm)2 + (h¯∆ωm)2 (A.4)
Then, Eq. (A.1) is rewritten as
Rsp,m(n) =
1
Va
2π
h¯
∑
(c,kc),(v,kv)
∣∣∣∣
〈
c,kc
∣∣∣∣µ · Em(r)2
∣∣∣∣v,kv
〉 ∣∣∣∣
2
×
∫
d(h¯ω)
1
π
Γcv
(Ec,v − h¯ω)2 + Γ2cv
1
π
h¯∆ωm
(h¯ω − h¯ωm)2 + (h¯∆ωm)2fc,kc(1− fv,kv)
(A.5)
Since the convolution of two Lorentzian functions is still a Lorentzian function, the in-
tegral in the last term can be simplified. Furthermore, using the Fourier transform and
Parseval’s theorem, Eq. (A.5) can be rewritten as:
Rsp,m(n) =
1
Va
2π
h¯
∫
Va
dr|Em(r)|2
4
1
Va
∑
K
|eˆ · µc,v,K|2Γcv + Γc
π
fc,K(1− fv,K)
(Ec,v − h¯ωm)2 + (Γcv + Γc)2
=
1
Va
2π
h¯
∫
Va
dr|Em(r)|2
4
q2
m20ω
2
m
1
Va
∑
K
|eˆ · pc,v,K|2Γcv + Γc
π
×
fc,K(1− fv,K)
(Ec,v − h¯ωm)2 + (Γcv + Γc)2
=
1
Va
2πq2
ǫ0(ǫR,a + ǫg,a)m20ωm
∫
Va
dr1
4
ǫ0(ǫR,a + ǫg,a)|Em(r)|2
h¯ωm
×
1
Va
∑
K
|eˆ · pc,v,K|2Γcv + Γc
π
fc,K(1− fv,K)
(Ec,v − h¯ωm)2 + (Γcv + Γc)2
=
ΓE
Va
2πq2
ǫ0(ǫR,a + ǫg,a)m20ωm
1
Va
∑
K
|eˆ · pc,v,K|2Γcv + Γc
π
fc,K(1− fv,K)
(Ec,v − h¯ωm)2 + (Γcv + Γc)2
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=
1
Veff
2πq2
ǫ0(ǫR,a + ǫg,a)m20ωm
1
Va
∑
K
|eˆ · pc,v,K|2Γcv + Γc
π
fc,K(1− fv,K)
(Ec,v − h¯ωm)2 + (Γcv + Γc)2
(A.6)
where K equals (kc+kv)/2. Notice that Eq. (A.3) has been used in the above derivation
in Eq. (A.6).
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