We consider autonomous stochastic ordinary differential equations (SDEs) and weak approximations of their solutions for a general class of sufficiently smooth path-dependent functionals f . Based on tools from functional Itô calculus, such as the functional Itô formula and functional Kolmogorov equation, we derive a general representation formula for the weak error E(f (X T ) − f (X T )), where X T andX T are the paths of the solution process and its approximation up to time T . The functional f : C([0, T ], R d ) → R is assumed to be twice continuously Fréchet differentiable with derivatives of polynomial growth. The usefulness of the formula is demonstrated in the one dimensional setting by showing that if the solution to the SDE is approximated via the linearly time-interpolated explicit Euler method, then the rate of weak convergence for sufficiently regular f is 1.
Introduction
Let (W (t)) t 0 be an m-dimensional Wiener process and (X(t)) t 0 be the strong solution to a stochastic differential equation (SDE, for short) of the form 
dX(t) = b(X(t)) dt + σ(X(t)) dW (t)
(
trajectories t → X(t, ω) and t → Y (t, ω).
In this article, we are interested in analyzing the weak approximation error
for sufficiently smooth path-dependent functionals f :
To this end, suppose that we are given a further process (X(t)) t∈ [0,T ] solving an SDE of the form dX(t) =b(t,X t ) dt +σ(t,X t ) dW (t) (1.3) with initial conditionX(0) = X(0) = ξ 0 ∈ R d , whereb(t, [0,t] . If the coefficientsb andσ are chosen in such a way that the error E(f (Y T ) − f (X T )) has a simple structure and can be handled relatively easily, then the problem of analyzing (1.2) essentially reduces to analyzing the weak error E f (X T ) − f (X T ) .
(1.4)
Our main result, Theorem 7.2, provides a representation formula for the error (1.4) which is suitable to derive explicit convergence rates for numerical discretization schemes. It is valid under the assumption that f : C([0, T ], R d ) → R is twice continuously Fréchet differentiable and f and its derivatives have at most polynomial growth, C([0, T ], R d ) being endowed with the uniform norm. The proof is based on tools from functional Itô calculus, such as the functional Itô formula and functional backward Kolmogorov equation, cf. [2, 5, 6, 7, 8, 10, 11] .
As a concrete application, we consider for d = m = 1 the explicit Euler-Maruyama scheme with maximal step-size δ > 0. In order to construct a process Y with computable sample paths, we linearly interpolate the output of the scheme between the nodes. This process, however, does not satisfy an SDE such as (1.3) . Therefore, we also consider a stochastic interpolationX of the scheme via Brownian bridges which is not feasible for numerical computations but satisfies (1.3) with suitably chosen coefficientsb andσ.
Using a Lévy-Ciesielsky type expansion of Brownian motion, we show in Proposition 8.3 that the error E(f (Y T ) − f (X T )) is O(δ) whenever f : C([0, T ], R)
→ R is twice continuously Fréchet differentiable and its derivatives have at most polynomial growth. For the analysis of the error E(f (X T ) − f (X T )), we use the error representation formula from Theorem 7.2 and show, in Proposition 8. 4 , that it is also O(δ) if f : C([0, T ], R) → R is four times continuously Fréchet differentiable with derivatives of polynomial growth. As a direct consequence, our main result concerning the linearly interpolated explicit EulerMayurama scheme, Theorem 8.1, is that if f : C([0, T ], R) → R is four times continuously Fréchet differentiable and its derivatives have at most polynomial growth, then the weak error E(f (X T ) − f (Y T )) is of order O(δ). The result can be used, for instance, to show that the bias Cov(Y (t 1 ), Y (t 2 )) − Cov(X(t 1 ), X(t 2 )) for the approximation of covariances of the solution process is O(δ), see Example 8.2.
There exists an extensive literature on strong and weak convergence rates of numerical approximations schemes for SDEs, see, e.g., [13, 17, 26] and the references therein. The interplay of strong and weak approximation errors is particularly important for the analysis of multilevel Monte Carlo methods. It is well-known that for various discretization schemes and sufficiently smooth test functions the order of weak convergence exceeds the order of strong convergence and is, in many cases, twice the strong order. However, the weak error analysis of SDEs is often restricted to functionals which only depend on the value of the solutions process at a fixed time, say T . Such functionals are of the form f (X T ) = ϕ(X(T )) for a function ϕ : R d → R. There are not so many publications treating convergence rates of weak approximation errors for path-dependent functionals of the solution process as in (1.2) and (1.4). In [12] Malliavin calculus methods are used to derive estimates for the convergence of the density of the solution to the Euler-Maruyama scheme, leading to O(δ) weak convergence for a specific class of integral type functionals. Compositions of smooth functions and non-smooth integral type functionals are treated in [18] for an exact simulation of the solution process at the time discretization points in a one-dimensional setting. Weak convergence rates for Euler-Maruyama approxima-tions of non-smooth path-dependent functionals of solutions to SDEs with irregular drift and constant diffusion coefficient are derived in [27] via a suitable change of measure, the obtained order of convergence being at most O(δ 1/4 ). Weak convergence results for approximations of path-dependent functionals of SDEs without explicit rates of convergence can be found in several articles, e.g., in [3, 29] . In [8] the authors use methods from functional Itô calculus to analyze Euler approximations of path-dependent functionals of the form f (X T ) and to derive convergence rates for the corresponding strong error E(|f (X T ) − f (X T )| 2p ), p 1. This list of references is only indicative and we also refer to the references in the mentioned articles. In this paper, we present a new and general method for the weak error analysis of numerical approximations of a large class of sufficiently smooth, path-dependent functionals of solutions to SDEs of the type (1.1). Our approach is based on the functional Itô calculus as presented in [2, 7, 11] and is in a sense a natural, albeit highly nontrivial, generalization of the 'classical' approach to the analysis of weak approximation errors based on Itô's formula and backward Kolmogorov equations, cf., e.g., [31] or [17, Section 14.1] .
Let us remark that weak error estimates are also available for SPDEs, see, e.g., [9, 19, 20, 21, 22, 24] . In particular, path-dependent functionals of solutions to semilinear SPDEs with additive noise are considered in [1, 4] . The analysis in [1] is based on Malliavin calculus and applies to certain compositions of smooth functions and integral type functionals. A quite general class of path-dependent C 2 -functionals is treated in [4] , based on a second order Taylor expansion of the composition of the test function and an underlying Itô map. A difference to our results (apart from the infinite dimensionality of the state space) is that the analysis in [4] is restricted to spatial discretizations, additive noise, and the test functions are assumed to be bounded.
To present the main idea behind our approach, let t 0 and for a (deterministic) càdlàg path
where
T denotes the path of X t,x up to time T and f ε is a suitably regularized version of the path-dependent functional f such that
Then, as we assume that
After proving that F ε is regular enough in a suitable sense we apply the functional Itô formula from Theorem 3.6 to F ε T (X T )−F ε 0 (X 0 ) and use a backward functional Kolmogorov equation from Theorem 3.7 to eliminate a term which cannot be controlled as ε → 0. Finally we arrive at our explicit representation formula for the weak error (1.4) in terms of
Fréchet differentiable with at most polynomially growing derivatives:
Here, (e i ) i∈{1,...,d} is the canonical orthonormal basis of
denotes the corresponding partial derivative of the solution process X t,ξ started at time t w.r.t. the initial condition ξ ∈ R d , evaluated at ξ = x(t), see Section 4 for details.
The paper is organized as follows. In Section 2 we introduce some general notation used throughout the article, state the main assumptions on the coefficients in (1.1) and (1.3) and also introduce the regularized versions
→ R via a mollification operator. Section 3 contains a short introduction to the notions and notations of the functional Itô calculus and at the end of the section we also recall the functional Itô formula as well the functional backward Kolmogorov equation. In Section 4 we prove results, crucial for what follows after, concerning the regularity of the solution of (1.1) with respect to the initial data mainly in the uniform topology. Section 5 is devoted to the study of the regularity of the functional F ε and the explicit computation of its vertical and horizontal derivatives, so that the functional Itô formula and the functional backward Kolmogorov equation can be applied; the main findings are summarized in Theorem 5.7. In Section 6, using the regularity results from Section 5 and the martingale property of (F ε t (X t )) t∈[0,T ] from Proposition 6.1, we show in Corollary 6.2 that F ε satisfies a functional backward Kolmogorov equation. Theorem 7.2 in Section 7 contains our main result concerning the representation of the weak
As an important application of Theorem 7.2, in Section 8 we analyse the order of the weak error for the linearly interpolated explicit Euler-Maruyama scheme and the main result here is presented in Theorem 8.1. Finally, in the Appendix, we present a general convergence lemma, Lemma A.1, which is used extensively throughout the paper and also a result from the literature, Lemma A.2, concerning the topological support of the distribution
Preliminaries
In this section we describe some general notation used throughout the article, formulate the precise assumptions on the SDEs (1.1) and (1.3) for X andX, and introduce a mollification operator M ε that allows us to define suitable smooth approximations f ε of a given path-dependent functional f :
General notation. The natural numbers excluding and including zero are denoted by N = {1, 2, . . .} and N 0 = {0, 1, . . .}, respectively. Norms in finite dimensional real vector spaces are denoted by | · |. We usually consider the Euklidean norm, e.g., |ξ| = ξ 
. Let (U, · U ) and (V, · V ) be two normed real vector spaces. We denote by L (U, V ) the space of bounded linear operators T : U → V , endowed with the oper-
for the n-th Fréchet derivative of g at u ∈ U and consider it as an element of
V for the corresponding partial derivative at a point ξ ∈ R d . We write C n (U, V ) for the space space of n-times continuously Fréchet-differentiable functions from U to V , and C n p (U, V ) is the subspace of n-times continuously Fréchet-differentiable functions g : U → V such that g and its derivatives up to order n have at most polynomial growth at infinity, i.e., C
Throughout the article, C ∈ (0, ∞) denotes a finite constant which may change its value with every new appearance.
Main assumptions. Throughout the article, we suppose that the following assumptions hold. All random variables and stochatic processes are assumed to be defined on a common filtered probability space (Ω, F , (F t ) t 0 , P) satisfying the usual conditions. The process (W (t)) t 0 is a R m -valued Wiener process w.r.t. the filtration (F t ) t 0 . Concerning the coefficients appearing in the SDEs (1.1) and (1.3) for X andX we assume the following. 
• there exists a unique strong solution (X(t)) t∈[0,T ] to Eq. (1.3) starting from ξ 0 ;
• the linear growth condition |b(t,
, is fulfilled (with C ∈ (0, ∞) independent of x and s).
We note that the boundedness of the derivatives Db and Dσ and the linear growth assumption onb andσ imply that
for all p 1. This is a consequence of the Burkholder inequality and Gronwall's lemma.
A mollification operator. In order to be able to apply the functional Itô calculus presented in Section 3 to our problem in a convenient way, we associate to every path-dependent functional f :
Here,
is the mollification operator defined as follows: Letη ∈ C ∞ c (R) be a standard mollifier (nonnegative, ηdt = 1, suppη ⊂ [−1, 1]) and setη ε := (ε/2)
Then we set
where * denotes convolution, i.e., (η ε * x)(t) = R η ε (t − s)x(s) ds. Note that, in fact,
and that we have the convergence
Functional Itô calculus
In this section we present some of the main notions and results from functional Itô calculus, see [7] and compare also [2, 5, 6, 8, 10, 11] .
we consider the canonical σ-algebra B t generated by the cylinder sets of the form
. . , n, and n ∈ N. Note that B t coincides with the Borel-σ-algebra induced by the uniform norm
We also consider non-anticipative functionals with index set [0, T ) as well as R nvalued non-anticipative functionals. These are defined analogously with the obvious modifications. Recall that for a path x ∈ D([0, T ], R) and t ∈ [0, T ], we denote by
and that, consistent with this notation, we may also write x t instead of x for a given path
For h 0, the horizontal extension
provided that the limit exists.
In this case, the mappings
provided that the limit exists, where (e j ) j=1,...,d is the canonical orthonormal basis in
In order to introduce a proper notion of (left-)continuity for non-anticipative functionals, one considers the following distance between two paths which are possibly defined on different time intervals. For t, t
We remark that d ∞ is a metric on the set
The class of continuous non-anticipative functionals is denoted by
The class of left-continuous non-anticipative functionals is denoted by C 0,0
The class of boundedness-preserving non-anticipative functionals is denoted by
We will also use the above notions for R n -valued non-anticipative functionals; the corresponding definitions are analogous with the obvious modifications. 
tinuous at fixed times, and the extension (
• F is k times vertically differentiable with
Remark 3.5. We remark that in [7] , our main reference for functional Itô calculus, the slightly different class of boundedness-preserving functionals B([0, T )) with index set [0, T ) is considered instead of the class B([0, T ]) introduced in Definition 3.3 above. In contrast to the latter the boundedness assumption for functionals in the former class in not uniform in time. Our definition corresponds to the one in [8] . Similarly, the class C
) of regular and boundedness-preserving functionals considered in [7] differs from the class C 
The following result concerning functional Kolmogorov equations is taken from [11, Theorem 3.7] , compare also [2, Chapter 8] .
and only if, F satisfies the functional partial differential equation
D t F (x t ) = −b(x(t))∇ x F t (x t ) − 1 2 Tr ∇ 2 x F t (x t ) σ(x(t)) σ ⊤ (x(t)) for all t ∈ (0, T ) and all x ∈ C([0, T ], R d ) belonging to the topological support of P X T in (C([0, T ], R d ), · ∞ ).
Smoothness with respect to the initial condition
Here we collect and derive several auxiliary results concerning the regularity of the solution to Eq. (1.1) with respect to the initial condition. They are crucial for the regularity properties of the functional F ε and the explicit representation of its derivatives as proved in Section 5.
Recall that 
Moreover, under our assumptions on σ and b it is well known that, for fixed s 0, the random field (X s,ξ (t)) t∈[s,∞), ξ∈R d has a modification such that, for P-almost all ω ∈ Ω, the mapping
is continuous and for all t ∈ [s, ∞) the mapping 
For the proof of our error expansion we need to check that the partial derivatives 
denotes the corresponding partial derivative of order
In the sequel, we use this notation both in the case B = R d and g(ξ) = X s,ξ (t, ω) with fixed t s and in the case
(i) For P-almost all ω ∈ Ω, the mapping
is infinitely often (Fréchet-)differentiable. In particular, the partial derivatives
In the proof of Theorem 4.1 and in Corollary 4.6 we will encounter certain higher order chain rules of Faà di Bruno type, for which the following notation will be convenient. {1, . . . , |α|}) ) the set of all partitions of the set {1, . . . , |α|}. By |π| we denote the size of a partition π ∈ Π({1, . . . , |α|}), i.e., the number of subsets of {1, . . . , |α|} contained in π. The disjoint subsets of {1, . . . , |α|} contained in a partition π ∈ Π({1, . . . , |α|}) are denoted by π 1 , . . . , π |π| , i.e., π = {π 1 , . . . , π |π| }. Finally, we associate to every subset 
Combining (4.5) with α = 2e i and (4.6) with α = 0 and using the continuity of the
on the left hand side and a derivative of the function
on the right hand side. By repeating this argument for the higher derivatives we finish the proof of (i) via induction over |α|.
(ii) For a better readability, we fix s = 0 for a moment and omit the explicit notation of the initial condition by writing X(t) instead of X 0,ξ (t). The proofs of Propositions V.2.1 and V.2.2 in [15] imply that, for α ∈ N d 0 with |α| = 1, the R d -valued process (D α X(t)) t 0 is the solution to the SDE
Here we denote for 8) where the constant C p,T,σ,b ∈ (0, ∞) does not depend on the initial condition ξ ∈ R d . Thus, Gronwall's lemma implies
with the constant C p,T,σ,b from (4.8). Taking into account the time-homogeneity of Eq. (1.1) this proves the assertion for |α| = 1. In the sequel, we always consider continuous modifications of the random fields (
Remark 4.3. For n ∈ N and ω ∈ Ω as in Theorem 4.1 (i), we consider the n-th Fréchet derivative of the mapping
Just as in standard calculus one sees that it is given by ω) . We use the analogue notation for the n-th Fréchet derivatives of ξ → X s,ξ
is the space of bounded, n-fold multilinear mappings from
Note that the notation (4.11) is consistent with our notation
Proof. Using standard properties of conditional expectations, we have
. Now the assertion follows from the continuity of the mapping
asserted by Theorem 4.1(i), the estimates (4.3) and (4.4), and two applications of the dominated convergence theorem. 
As a consequence of the unique solvability of Eq. (1.1), we have the identities
by the chain rule and using Theorem 4.1(i).
(ii) The general assertion follows by induction over |α|, using similar arguments as in the proof of part (i).
Regularity of the functional F ε
Recall the definition (1.5) of the mappings
where ε > 0 and We divide the proof into a series of lemmata. In the proofs we often use the fact that if for some n ∈ N 0 the polynomial growth bound
2), (2.3), (2.4). Our minimal assumption on f is that it is B(C(
holds, then
with the same C as in (5.1) independently of ε. This is the consequence of the chain rule and the equality M
) is left-continuous and boundedness-preserving, i.e., F
Proof. In order to verify the left-continuity, it suffices to show the following:
for every p 1. To this end, we start by estimating
and deal with each term separately. Concerning the first term, note that
where the second estimate follows from (4.2) and the definition of the metric d ∞ . Since
P-almost surely as an equality in C([t, T ], R d ), the p-th moment of the second term in (5.3) is bounded by
where we used again the estimate (4.2) in the second step. Taking into account the time-homogeneity of Eq. (1.1) and using the estimate (4.2) once more, we obtain
By dominated convergence, the expectation in the last line goes to zero as n → ∞. 
where the exponent q ∈ (1, ∞) and the constant C ∈ (0, ∞) do not depend on t, x or ε.
, and is given by
Proof. To show the vertical differentiability, we fix t
. . , d} and apply the differentiation lemma for parameter-dependent integrals to the mapping
where δ > 0 and x
Together with Theorem 4.1(i) this implies that there exist C, q ∈ (0, ∞) such that, for all h ∈ (−δ, δ),
where the last the upper bound belongs to L p (Ω) for every p ∈ [1, ∞) due to (4.3). Thus, we can apply the differentiation lemma for parameter-dependent integrals and use the chain rule together with Theorem 4.1(i) to obtain
,x(t) T
) .
Next, we verify the left-continuity of ∇ x F ε . To this end, it suffices to prove the following assertion: For every 
and ϕ = Df ε , and by the estimate (4.3), the first term in (5.7) satisfies
(5.8) The second term in (5.7) can be estimated by
where B 1 bounded uniformly in n ∈ N due to the polynomial growth of
the estimate (4.3), and since
(5.10)
Using the time-homogeneity of Eq. (1.1) and the estimate (4.3), one sees that the term B 21 in (5.10) tends to zero as n → ∞ since
for n large enough. Concerning the term B 22 in (5.10) note that
(5.12) where the L 2 (P)-norm of the first term on the right hand side goes to zero as n → ∞ due to Corollary 4.5. For the second term on the right hand side of (5.12) we use Remark 4.3 and Corollary 4.6 to obtain
.
(5.13)
Applying Corollary 4.5, arguing as in (5.5), and using the fact that L p (P)-convergence implies almost-sure convergence for a subsequence, one sees that
Finally, the second term on the right hand side of (5.13) tends to zero as n → ∞ by Theorem 4.1(ii) and a dominated convergence argument. Thus, in summary, the estimates (5.7)-(5.13) yield the leftcontinuity of ∇ x F ε . To see that ∇ x F ε is boundedness-preserving, we use the polynomial growth of 
where the exponents p, q ∈ [1, ∞) and the constants C ∈ (0, ∞) are suitably chosen and do not depend on t, x or ε.
Proof. The proof of the statement follows a line analogous to the proof of Lemma 5.2 and therefore we only give a short sketch. We fix
are Fréchet differentiable, which takes the usual form (with an analogous proof to the real case)
are also Fréchet differentiable and hence, by the chain rule,
Using the polynomial growth of Df ε and D 2 f ε together with Theorem 4.1(i) this implies, as in the proof of Lemma 5.2, that there exist C, q ∈ (0, ∞) such that, for all h ∈ (−δ, δ)
where the last the upper bound belongs to L p (Ω) for every p ∈ [1, ∞) by (4.3). Therefore, using also the symmetry of
The proof of the left continuity of the second term is essentially identical to the proof of the left continuity of ∇ x F ε . For the left continuity of the first term one uses a telescoping sum and Hölder's inequality to get
Now b n can be treated as (5.8) using Lemma A.1 with
The terms a n and c n can be handled analogously to error term B in (5.9), where we first select a subsequence such that a n k → 0, then a further subsequence such that c n k l → 0. This will finally show that for every
Finally, the estimate (5.16) (and hence that ∇ 2 x F is boundedness preserving) follows from (5.15) by analogous estimates as in (5.14), using the polynomial growth of
and 
is continuous at fixed times, and the extension
(D t F ε ) t∈[0,T ] of (D t F ε ) t∈[0,
T ) by zero belongs to the class B([0, T ]). The horizontal derivative is given by
where the last upper bounds belongs to L
Functional Kolmogorov equation
In this section we show that F ε satisfies a backward functional Kolmogorov equation. We have already seen in the previous section that F ε is regular enough when f is. Therefore, in order to apply Theorem 3.7 one needs to check whether (F ε t (X t )) t∈[0,T ] is a martingale w.r.t. (F t ) t∈ [0,T ] . This is easily done using the following result. 
→ R measurable and bounded. In this case,
where we have used the Markov property (6.2) in the third and the fourth step. Let C denote the collection of all cylinder sets A ∈ B T of the form
. . , n, and n ∈ N. Then C is closed under finite intersections, σ(C) = B T , and all A ∈ C satisfy
x=Xs (6.4) according to (6. 3) with ϕ = 1 A . Since the class of all A ∈ B T satisfying (6.4) is a Dynkin system, we obtain that (6.4) is fulfilled for all sets A ∈ B T . By approximation, the indicator function 1 A in (6.4) can be replaced by every measurable ϕ : 
Proof. By Theorem 5.7 we can apply the functional Itô formula (Theorem 3.6) to the non-anticipative functional
and the continuous semi-martingaleX = (X(t)) t∈ [0,T ] . Therefore,
Using the functional backward Kolmogorov equation from Corollary 6.2 and taking expectations, we obtain (7.2). The explicit formulas for the vertical derivatives of F ε in Lemmata 5.2 and 5.3 yield (7.3).
Application to the Euler scheme
In this section we consider the one-dimensional case d = m = 1 and the explicit Euler discretization of (1.1). Let 0 = τ 0 < τ 1 < . . . < τ N = T be discretization times with maximal step size δ := max{|τ n+1 − τ n | : n = 1, . . . , N}, and let (Y (τ n )) n∈{0,...,N } be given by Y (0) = ξ 0 and
Let (Y (t)) t∈[0,T ] be the continuous-time process obtained by piecewise linear interpolation of (Y (τ n )) n∈{0,...,N } ; i.e., for n ∈ {0, . . . , N − 1} and t ∈ [τ n , τ n+1 ], we define
Our main result of this section is as follows. It is a direct consequence of Proposition 8.3 and Proposition 8.4, both of which are proved subsequently, and the triangle inequality. 
Cδ.
Note that while Y is numerically computable it does not satisfy an equation like (1.3) and hence the weak error representation from Theorem 7.2 is not directly applicable. Therefore, we will first define a stochastic interpolation (X(t)) t∈[0,T ] of (Y (τ n )) n∈{0,...,N } , given below by (8.5), which is not feasible for numerical computations but satisfies an SDE of the type (1.3). Then we have
The two terms on the right-hand side will be analysed in the following two subsections. The first term is easier to handle and will be treated by means of a second order Taylor expansion of f around Y T and a Lévy-Ciesielsky-type expansion of Brownian motion (no functional Itô calculus arguments are used here). The more difficult estimation of the second term on the right hand side of (8.2) is based on our general error expansion result in Theorem 7.2.
As an application of Theorem 8.1 we consider the approximation of covariances Cov(X(t 1 ), X(t 2 )) of the solution process. 
for all δ ∈ (0, 1], with a constant C ∈ (0, ∞) independent of δ. Indeed, note that
Since E(Y (t 1 )) is bounded independently of δ, the estimate (8.3) follows from three applications of Theorem 8.1 to the functionals 
From piecewise linear to stochastic interpolation
Let (X(t)) t∈ [0,T ] be the stochastic interpolation of (Y (τ n )) n∈{0,...,N } given by (1.3) withb andσ defined by (8.4) . That is, for n ∈ {0, . . . , N − 1} and t ∈ [τ n , τ n+1 ], 
Proof. A second order Taylor expansion of f around Y T yields 
In order to verify the independence ofX T − Y T and Y T , we use a suitable modification of the Lévy-Ciesielski construction of Brownian motion. Let (H k ) k∈N 0 be the Haar orthonormal basis of L 2 ([0, 1]; R), i.e., H 0 (t) = 1 and for j ∈ N and ℓ ∈ {0, . . . , 2 j − 1}
For every n ∈ {0, . . . , N − 1} we define a corresponding orthonormal basis (
The Schauder functions corresponding to the H 
holding as an identity in the space L 2 (Ω; C([0, T ]; R)). Note that the random variables 
where the infinite sum starts at k = 1 instead of k = 0. Since Y T can be represented as a functional of the random variables It remains to estimate the absolute value of the second term on the right hand side of (8.6). As the second derivative of f has polynomial growth, we use Hölder's inequality to estimate where, in the penultimate step, we have used Doob's maximal inequality for submartingales.
Weak order for the stochastically interpolated Euler scheme
Here we use our main result, Theorem 7.2, to estimate the second term on the right hand side of (8.2). 
We prepare the proof of Proposition 8. for all x τn ∈ C([0, τ n ]; R). Plugging (8.13) and (8.11) into (8.10) and using the fact that X T C([0,T ];R) has finite moments of all orders (as Burkholder's inequality and an application of Gronwall's lemma show) we finally obtain the estimate
with a constant C that does not depend on ε or δ. The second term on the right hand side of (8.9) can be treated in complete analogy to the first term, this time using Lemma 8.6 and Lemma 8.7 with n = 2, yielding the estimate
with a constant C that does not depend on ε or δ. As no new arguments are needed, we omit the details of the proof of (8.15) . Finally, the combination of (7.1), (8.9), (8.14) and (8.15) , as the constant C in (8.14) and (8.15 ) is independent of ε, finishes the proof.
Proof. For R ∈ (0, ∞) let η R ∈ C(B, R) be a cut-off function such that η R (x) = 1 for x B R, η R (x) = 0 for x B R + 1, and η R (B) = [0, 1]. Define ϕ R , ϕ R ∈ C(B, S) by
We have
To 
