Abstract-This paper calculates new bounds on the size of the performance gap between random codes and the best possible codes. The first result shows that, for large block sizes, the ratio of the error probability of a random code to the sphere-packing lower bound on the error probability of every code on the binary symmetric channel (BSC) is small for a wide range of useful crossover probabilities. Thus even far from capacity, random codes have nearly the same error performance as the best possible long codes. The paper also demonstrates that a small reduction k 0k in the number of information bits conveyed by a codeword will make the error performance of an (n;k) random code better than the sphere-packing lower bound for an (n; k) code as long as the channel crossover probability is somewhat greater than a critical probability. For example, the sphere-packing lower bound for a long (n; k), rate 1=2, code will exceed the error probability of an (n;k) random code if k 0k > 10 and the crossover probability is between 0:035 and 0:11 = H 01 (1=2). Analogous results are presented for the binary erasure channel (BEC) and the additive white Gaussian noise (AWGN) channel. The paper also presents substantial numerical evaluation of the performance of random codes and existing standard lower bounds for the BEC, BSC, and the AWGN channel. These last results provide a useful standard against which to measure many popular codes including turbo codes, e.g., there exist turbo codes that perform within 0.6 dB of the bounds over a wide range of block lengths.
I. INTRODUCTION
C HANNEL capacity provides a very useful upper bound on the achievable code rate, but evaluating a code against capacity alone can be very misleading. Block length (delay) is a parameter just as important in a communications system, i.e., even if a code operates far from capacity it might perform nearly as well as the best code possible of the same length and rate. This paper is broken into three sections, each dealing with a different channel, the binary-symmetric channel (BSC), the binary-erasure channel (BEC), and the additive white Gaussian noise (AWGN) channel. Each section begins with a numerical evaluation of the classic (e.g., [1] - [4] ) lower bound on the codeword error rate for an code operating on the chan-nel. The rate of the code is . Advances in computing capacity and numerical techniques now allow the evaluation of these bounds for large . For short-and moderate-length codes, these bounds are substantially different from channel capacity on the channels explored and many applications require such low-delay codes. For example, in several standard mobile radio communications systems, packets of data are restricted to contain less than 200 bits [5] . The bounds are very useful for evaluating the performance limits in such situations and for determining whether it is worth attempting to improve existing coding approaches. For longer codes, such as some turbo codes [6] , the bounds are closer to capacity. However, even for these codes (e.g., , ), the bounds provide a substantially tighter limit on the achievable probability of error than that provided by capacity. Other authors [7] - [11] have presented even tighter lower bounds on the error probability of binary codes operating on the AWGN channel; however, these bounds have been computed only for small . The spherepacking lower bound used in this paper imposes no constraints on the symbol alphabet of the code, e.g., the performance of the extended Golay code is compared with a bound that circumscribes the performance of any code with 4096 codewords and occupying the same transmitted bandwidth. Similarly, the curves for larger block lengths constrain the performance of turbo codes using -ary phase-shift keying (PSK) instead of strictly binary signaling.
After presenting the numerical evaluation of the spherepacking lower bound for the BSC, the next section goes on to derive results that limit the size of the gap between this bound and the performance of a random code. The first result provides tight bounds on the ratio of the error probability of a random code to the sphere-packing lower bound. The performance of random codes is remarkably close to that of the best codes even when the rate is far from capacity. For example, the error probability of a large block length, rate random code, is little more than double that of the best code even when the channel crossover probability is half of the capacity achieving crossover probability. The next result in Section II determines a bound on the information loss of a random code compared to the best code under the constraint of a fixed error rate. It shows that there is a small constant, , such that the error performance of an random code is better than the sphere-packing lower bound for an code. The developments for the BEC (except that the lower bound is the Singleton bound not the sphere-packing lower bound), in Section III, and the AWGN channel, in Section IV, are analogous. Sections II and IV also compare 0018-9448/98$10.00 © 1998 IEEE the lower bounds and the random code error performance to the error performance of several common codes including the extended Hamming code, extended Golay code, extended (Bose-Chaudhuri-Hocquengham) BCH code, quadratic residue code, and turbo codes of various lengths.
II. BINARY-SYMMETRIC CHANNEL Theorem 1 presents the sphere-packing lower bound for the BSC, with crossover probability . Theorem 2 then provides an exact expression for the error for a random code operating on the BSC.
Theorem 1 (Gallager, [12] , p. 163): An code on the BSC has probability of error lower-bounded by - (1) where is defined as the maximum integer such that . For most and , there is no code providing equality in (1) . The Hamming codes, Golay codes, and other perfect and quasiperfect codes are the only codes that achieve the optimum error performance. Next, Theorem 2 gives the error probability for a random code operating on the BSC.
Theorem 2:
The block error probability, , for an random code on a BSC with crossover probability is given by (2) Proof: The Hamming distance between vectors and in the vector space of all binary -tuples is denoted . Suppose an random code is used, is transmitted, is received, and (i.e., errors are induced by the BSC). A maximum-likelihood (ML) decoder will correctly decode if all codewords besides differ from in more than coordinates, i.e.,
. The probability that disagrees with in a certain coordinate is . In addition, the coordinates of are independent and identically distributed. Therefore, the probability that disagrees with in exactly coordinates is and
The random codewords are themselves independent. Therefore, the probability that all the codewords besides differ from in more than coordinates is given by (3) raised to the power. A decoder may also properly decode if codewords , , like , each differs from in exactly coordinates and the other codewords each differs from in more than coordinates. The probability of this scenario is (4) and it is assumed that given this scenario, the probability of a correct decision is , i.e., the decoder randomly chooses one of the codewords. The probability the ML decoder does not properly decode given is then found by codewords codewords disagree with and disagree with in places in more than places (5) where the second line follows from (4) evaluated for each . Equation (5) does not depend on the choice of . Thus
The probability that there are errors induced by the BSC is given by
The theorem then follows from substituting and (5) into (6).
can be upper-bounded by assuming that ties are always decided incorrectly. This produces the classic result codewords disagree with in more than places (7) where is as defined in Theorem 1.
Figs. 1 and 2 provide, for and , respectively, plots of (1), (2), and (7) for a rate code. (The figures were generated using moderately sophisticated numerical techniques and a great deal of computing power). Equation (2) is only plotted out to ; for larger , the calculation of (2) becomes impractical. Fortunately, for
, (1) and (7) are so close that the exact expression can be accurately evaluated from the bound. Figs. 1 and 2 also include the error performance of the extended Hamming code, extended Golay code, extended BCH code, and the quadratic residue code. Because the first two codes are quasiperfect, they meet the sphere-packing lower bound. However, the extended BCH and quadratic residue codes are not perfect or quasiperfect. Therefore, their error performance does not meet the sphere-packing lower bound. Rather, the extended BCH code performs worse than a random code for and about the same as a random code for . The quadratic residue code performance is similar to that of a random code for and better than that of a random code for . Figs. 1 and 2 show that the ratio of the random code error probability to the sphere-packing lower bound becomes nearly one as gets large and or . Theorem 3 demonstrates that, for large , the ratio is bounded away from one for . is the capacity of a BSC with crossover probability, , and is given by .
Theorem 3:
The Appendix provides the proof for this theorem. 
Theorem 4 provides an asymptotic upper bound on the ratio for
, where is the value of satisfying .
Theorem 4 (Elias [2]):
For a wide range of practical crossover probabilities, the upper and lower bounds are close. For example, for the parameters illustrated in Fig. 1 , the ratio is lower-bounded by and upper-bounded by . Fig. 3 plots the bounds as a function of , , for . The Theorem 3 and 4 bounds are, however, easy to calculate for any .
As approaches , the upper bound in Fig. 3 approaches one. As a result, for close to capacity, long rate random codes are nearly as good as the best possible rate code. This result is, of course, true for all . Surprisingly, the upper bound is typically small for a wide range of in the interval . Therefore, long random codes on the BSC perform nearly as well as the best codes for many useful code rates. The next theorem demonstrates the same result by analyzing the loss of code rate for a constant error rate.
Theorem 5 shows that for a fixed and , where is the value of satisfying and , only a small reduction, , in the number of information bits will make the error probability of a random code less that the sphere-packing lower bound for a random code. This result requires Lemmas 1 and 2.
Lemma 1:
Proof: By definition of (8) In addition [13, p. 310 ], for
Combining (8) and (9) where and is a nonnegative integer, then
Proof: Consider the following identity:
The factors , , are all less than or equal to which itself is less than by Lemma 1. Thus
If then thus proving the Lemma.
Elias [2] shows that for an code, (7) can be upperbounded by (10) where and is defined like , but in terms of instead of . In addition, if , the sphere-packing lower bound for an code can be expressed as - (11) where the last inequality follows from the decreasing of the terms in the binomial distribution for . Comparing (10) and (11), it is clear that if is specified so that , a random code will provide a lower Fig. 4 . Value of k 0k required to make the (n;k) random code error probability less than or equal to the sphere-packing lower bound for an (n; k)
code for large n and several code rates. error probability than the best possible code. Lemma 2 illustrates that if then . Furthermore, as becomes large, goes to zero for a fixed change in . By Lemma 1, if , and (11) applies. Thus 4 plots the change in the number of information bits, , required to ensure that a random code is as good as the best possible code for a large, fixed, and several code rates. As approaches , the required change becomes infinite. However, for most crossover probabilities, , the change is small. For example, Fig. 4 shows that for , the required change is only 10 bits for . Although the above derivation deals only with the case of asymptotically large , the required value of is obviously monotonically increasing with and, thus, the bound applies to any code.
III. BINARY ERASURE CHANNEL
Consider the two input , three output , binary erasure channel (BEC). The classic lower bound on the error probability for any code operating on the BEC is the Singleton bound [2] , i.e., (12) A random systematic linear code transmitted over the BEC has error probability given by [14] ( 13) where and are the number of erasures occurring in the information bits and parity-check bits, respectively. This expression can be upper-bounded by (14) Inequality (14) is also an upper bound on the error probability for a random code (not necessarily linear) on the BEC [2] . Fig, 5 shows (12)- (14) as a function of for and . Again, extensive computation and involved numerical techniques were required to calculate these results. Equation (13) is plotted out to ; beyond this point, the calculation of (13) becomes impractical. However, the difference between (13) and (14) is negligible for . Fig. 5 shows that the ratio of (14) to (12) is decreasing and is roughly for large . For example, for , the ratio is . Using results from [2] , it can be shown that as , the ratio is upper-bounded by (15) where and is the value of such that . As approaches , the ratio in (15) goes to one. Therefore, as was found on the BSC, long random codes are also nearly as good as the best codes on the BEC when the rate is near capacity. Fig. 6 shows (15) as a function of on the interval , for rate codes. For , the ratio is bounded by , agreeing with the trend observed in Fig. 5 .
Theorem 6 shows that for a wide range of erasure probabilities below capacity, only a small reduction in the information rate is necessary to make a random code better than the Singleton bound. Specifically, the theorem proves that a random code will have a lower error probability than the Singleton bound for an code if exceeds a certain value that depends on the code rates and .
Theorem 6:
if and any where , is the value of such that , and Proof: Elias [2] shows that for Fig. 6 . Upper bound on the ratio of P e (n; k; p) to (P e (n; k; p)) Singleton for the BEC and R = 3=4.
Furthermore, Thus if
, a random code will have a lower error probability than the best possible code. As gets large, for a fixed difference , goes to zero. The Theorem follows. Fig. 7 shows the required to ensure that an random code has a lower error rate than the best code for large and rates and . As approaches , the required change becomes infinite. However, for most erasure probabilities, , the change is small. For example, if , a reduction of only 3 bits will suffice if . Random linear codes can be decoded using Gaussian elimination and thus represent a practical way of achieving the BEC's capacity.
IV. AWGN CHANNEL
This section first presents the sphere-packing lower bound for an code sent over the Gaussian channel. This bound is plotted in Figs. 8-10 for , , and rate codes, respectively. Since code rate is not a measure of distance from capacity on the Gaussian channel, these curves are plotted for different values of rather than different values of . The section then presents an asymptotic expression for the ratio of the random code error probability to the sphere-packing lower bound on error probability and concludes by comparing the bounds to several practically interesting codes. Consider an code with codewords each of power (e.g., any binary code using phase-shift-keyed modulation). The codewords can be represented in -dimensional space as points on the surface of a sphere of radius . The signal-energy-to-noise-power spectral density ratio of this code is then given by where is the noise variance. Shannon [4] shows, using an argument similar to that used to prove the sphere-packing lower bound on the BSC, that for this code, the word error probability is lower-bounded by - (16) where is the well-known and straightforward to calculate noncentral -distribution (e.g., [15] , [16] ) and satisfies (17) can be directly estimated using numerical techniques on (17) . However, the function on the left-hand side of (17) is rapidly increasing in the vicinity of ; as a result, for large , excessive computation is necessary for an accurate estimate of Fig. 7 . Value of k 0k required to make the (n;k) random code error probability less than or equal to the Singleton bound for an (n; k) code for large n and several code rates. . Fortunately, the left-hand side of (17) can be approximated with great accuracy for large . Specifically, [4] shows that (18) The two sides of the above expression rapidly converge as a function of . Therefore, numerically solving for in (19) provides only a slight overestimate of and, hence, underestimate of -. The error in the estimate becomes negligible for large . For example, for an code, the estimate of based on numerical evaluation of (18) and (19) agree to ten significant digits. Fig. 8 illustrates the sphere-packing lower bound on the Gaussian channel for rate codes and several values of up to . Each curve is generated by numerically evaluating (16) and (18) or (19) .
For , channel capacity is dB. The sphere-packing lower bound illustrates that small codes, such as the Golay code, cannot perform within 5 dB of capacity if the required error rate is 10 . Even for , the sphere-packing lower bound is significantly (at least for the ratios of turbo codes) higher than capacity at low block error rates.
Figs. 9 and 10 plot the sphere-packing lower bounds for rate and rate codes, respectively. With Fig. 8 , they show that increasing the code rate provides a small potential improvement in the required relative to capacity when is small. For example, for and a word error probability of 10 , the sphere-packing lower bound is 3.8 dB away from capacity for whereas it is 4.0 dB away for . If the word error probability is 10 , the difference becomes 7.1 dB and 7.2 dB for and , respectively. However, for large , the difference between the bounds relative to capacity for various rates is negligible. For and a word error probability of 10 , the bounds are 0.3 dB away from capacity for and . For an error probability of 10 , the bounds are 0.7 dB away from capacity. The next paragraph presents the expression for the error probability of an random code on the Gaussian channel.
An random code, in which each codeword has energy, , has error probability upper-bounded by [4] (20)
where For , the asymptotic ratio of the random code error probability to the sphere-packing lower bound is given by - (21) where is the solution to is given by the solution to and Fig. 11 shows (21) for and values of greater than capacity but less than a critical value on the Gaussian channel. The result is similar to that found for the BSC and the BEC-the ratio goes to infinity for close to the critical value. However, for a wide range of , the ratio is small, showing that, in the limit, random codes are often nearly as good as the best possible codes on the AWGN channel.
V. SUMMARY
This paper provides new quantitative insight into the folk theorem that random codes are good codes. Surprisingly, it also provides guidance for engineers trying to improve the performance of practical communications systems. The results in Section IV, which deals with the Gaussian channel, are particularly useful. The startling effect of a delay constraint is the most important lesson. Figs. 8-10 show that very large blocks are required to get anywhere near channel capacity. They also show just how good some existing codes are. Fig. 12 uses the sphere-packing lower bound and the random code error probability upper bound to assess the performance of the extended Hamming code, the extended Golay code, and the quadratic residue code (from [17] ). As an example, suppose a communications engineer is restricted to use because of delay requirements and because of bandwidth constraints (e.g., for a compressed voice circuit). He could use the extended Golay code within BPSK or could design an entirely new code perhaps using a complex modulation format, e.g., 16 -ary PSK or 256-ary QAM. A 10 word error rate requirement is typical for a compressed voice circuit. At this word error probability, the difference between the performance of the extended Golay code and the sphere-packing lower bound for and is only 0.4 dB. Thus the simple approach is a good solution since the potential gain from using the more complex system is at most 0.4 dB.
As a second example, consider the design of turbo trellis codes for moderate to long length blocks. The authors have found rate conventional turbo codes for values of equal to , , , and that all perform within 0.6 dB of the curves in Fig. 9 at a word error rate. Therefore, the more complex codes and modems associated with trellis codes can buy no more than 0.6 dB.
APPENDIX
Lemmas 3-7 are used to show the main result of this appendix-a lower bound on the ratio of the random code error probability, , to the sphere-packing lower bound, -, for the BSC. Theorem 3 gives this bound. 
Proof: The right-hand side of the above expression is one of the terms in the summation .
Lemma 5 (Fano [1, p. 220]):
(26) Using (1) and (7) we can write -
Employing Lemmas 3-5 yields, for
Lemmas 6 and 7 show that for large, . In addition, for a fixed , and are increasing with whereas is decreasing with . Thus we can lowerbound the right-hand side of (31) by substituting into and and substituting into . The result is (32) where the approximation is made by choosing to be much less than and .
An asymptotic lower bound on -then follows directly from (32) and (30) and is given by Theorem 3.
