synthesis to s specific problem hss been published by Chonl [7] . In Section IV we give a discussion of field magnitude pattern synthesis In terms of numerical methods.
The procedures developed In this report are general, being applicable to any antenna system which can be accurately analyzed. However, to keep the examples and computer programs simple, the theory Is applied explicitly only to point sources arbitrarily distributed In a plane, and to pattern synthesis in this plane. The extension to arbitrary N-port systems In three-dimensional space, and to pattern synthesis over r.he entire radiation sphere, is straightforward but tedious In detail. A special case of three-dimensional field magnitude pattern synthesis applied to wire scatterers is given in reference [8] .
II. ANTENNA SYSTEMS AND VECTOR SPACES
The general relationship between the source f of a radiating system and the field g it produces on the radiation sphere can be symbolized by
where T is a linear operator. In general, both f and g may be infinite dimensional and T may not be bounded. The pattern synthesis problem can be summarized as follows: Given a desired field g (specified completely or partially), we wish to determine a source f (constrained or unconstrained) whose field g approximates g in some acceptable manner. The approach taken by Deschamps and Cabayan [2] is to treat the problem In general in function spaces, and then numerically evaluate the final formulas for specific applications. Our approach is to discretize the problem at the beginning, and then treat the problem in finite-dimensional vector spaces. The synthesis problem can now be represented by ml«g 0 (7) where g is the specified pattern vector. Equation (7) Is a matrix equation, and the well-known methods of matrix algebra can now be brought to bear on the problem. If [T] is square and nonslngular, the solution is given by the inverse to (7). This solution will give the correct value of field at the M points (6 ,$ ) on the radiation sphere, but no control of m m the field is obtained between these points. If [T] is of rank less than N, the problem is underdetermlned and more than one solution to (7) exists. In this case additional constraints can be applied to either the source or the field to obtain the most desirable solution. If [T] is of rank greater than N, then usually no exact solution to (7) exists, but there will be a uniaue least-squares solution. Again additional constraints can hz applied to obtain more desirable solutions.
Let us next define the Euclidean spaces involved more precisely. For source quantities, the inner product is defined as <f*, fj* -f^Vjlj (8) where the tilde denotes transpose, the asterisk denotes complex conjugate, and [V] is a weight matrix.
[V] must be positive definite, and for this report we consider it to be the diagonal matrix
with all v > 0. In the source space the norm induced by the Inner pro- E "I will f T J -hi (20) For future reference, the source norm squared, the normalized synthesis error, and the Q for each result are tabulated In Table 5 Because of the monotone decreasing nature of (44), there Is precisely one a > 0, say a , which satisfies
This a can be computed using Newton's method.
The solution f which minimizes (25) for a > 0 such that (26) is satisfied Is unique and is given by (41) with a = a . If C is neither too large nor too small, this I minimizes e subject to the constraint (24).
As mentioned before, if C is larger than the norm squared of the t which minimizes c when there is no constraint, then this f minimizes e subject to the ineffective constraint (24). If C is smaller than ||f || 2 at a « ", then it is Impossible to satisfy the constraint (24) . 3, even though ||f{| 2 has been reduced from 27.5 to 8. Table 6 lists ||f|| 2 E, and Q for the constrained synthesis results. It should be compared to Table 5 for the corresponding unconstrained results.
Note that the errors for the constrained patterns are always as high or higher than those for the unconstrained patterns, as they must be. Note also that the Q's of the constrained patterns are always as low or lower than those for the unconstrained patterns. We show in the next section that this is generally true. Table 7 . Note that the error E of Table 7 Is always less than or equal to that of Table 6 . 
