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In this paper we examine the basic characters of Particle Swarm Optimization (PSO), and apply it the
mixed design variable problems. Some models of PSO have been proposed, but the basic characters of
PSO are not well described. PSO is mainly a method to find a global or quasi-minimum for a nonlinear
and non-convex optimization problem of the continuous design variables, and few researches of PSO
about optimization problems with the discrete design variables have been reported. In this paper we also
show the penalty function approach to treat the discrete design variables. To treat the discrete design
variables as penalty function, it is possible to treat all design variables as the continuous design vari-
ables. As a result, the penalty parameter for the penalty function is needed. Additionally, we also present
how to determine the penalty parameter for the penalty function. Through typical mathematical and
structural optimization problems, the validity of proposed approach is examined.
Satoshi KITAYAMA, Masao ARAKAWA and Koetsu YAMAZAKI
Department of Human & Mechanical Systems Engineering, Kanazawa University,
2-40-20 Kodatsuno, Kanazawa-shi, Ishikawa, 920-8667, Japan
Basic Examination on Particle Swarm Optimization and
its Application to the Mixed Design Variable Problems
Particle Swarm Optimizationの基礎的検討と混合変数問題への適用
















































































体 d の位置 kdx と速度
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式（2）において， 1r と 2r は[0,1)の乱数である．また
1c と 2c はパラメータであり，一般には
1 2 4c c+ = (3)
となるように， 1c と 2c は決められている．また wは慣
性項と呼ばれるパラメータである． kdp は，個体 d が k
回目までの探索において，今までで訪れた最良の解













（STEP6)探索回数 kが最大探索回数以下なら 1k k= + と
してSTEP3へ戻る．そうでなければ，探索終了．
(7)
2.3　PSOの近傍 　式(1)と（2）より，個体 d の 1k +
回目の位置 1kd
+x は
1 ( )k k k kd d d dw φ+ = + + −x x v q x (4)
と変形することができる．ここで式（4）中のφと qは
それぞれ，次のようになる．
1 1 2 2c r c rφ = + (5)
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は ( )kdφ −q x となる．
(8)
2 . 4　勾配法との類似について 　PSOの探索は，感
度に基づく勾配法との類似構造を持つ．式（4）の右
辺において kd−q x を探索方向ベクトル，φ をステップ
幅と見なすこともできる．また式（5）より， 1 2,r r は
[0,1)の乱数のため，ステップ幅φ は最小値0，最大値
1 2c c+ ，平均値 1 2( ) / 2c c+ の分布に従う．そのため，
PSOは確率的なステップ幅を持った降下法と見なすこ




dwv( )kdφ −q x




Optimum of discrete variables
Optimum of continuous variables
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　ここで maxw と minw はそれぞれ慣性項の最大値と最小
値を表し， maxk は最大探索回数である．一般に maxw と
(9)
minw は次の値が推奨されている ．
max 0.9w = (8)
min 0.4w = (9)
　慣性項は，式（4 ）および図2 からも明らかなよう
に，個体 d の現在の位置 kdx からの平行移動量が探索が
進むにつれて，小さくなることを意味する．
(10)
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( ) minf →x
Subject  to
, ,i L i i Ux x x≤ ≤ 　　 1,2, ,i m= " (11)
j jx D∈  ,1 ,2 ,( , , , )j j j j qD d d d"  1,2, ,j n= "
( ) 0kg ≤x  1,2, ,k ncon= "
ここで x は連続変数と離散変数から成る混合変数の設
計変数ベクトルであり， ( )f x は最小化する目的関数で
ある． ix は連続変数を表し， m はその数である．ま
た， ,i Lx と ,i Ux はそれぞれ， i番目の連続変数に直接的
に課せられる側面制約条件の下限値と上限値である．
jD は j番目の離散値の集合を表し， nは離散変数の数
であり， qは離散値の数を表す． ,i jd は i番目の離散変
数の j 番目の成分を表し，離散変数の側面制約条件
は， ,1jd と ,j qd （ 1,2, ,j n= " ）がそれぞれ下限値と上
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( ) minF →x
Subject  to (14)
, ,i L i i Ux x x≤ ≤  1,2, ,i m= "
,1 ,j j j qd x d≤ ≤  1,2, ,j n= "
　以下の議論では，簡単のため，変数はすべて離散変
数とする．混合変数の場合は，3.8節で述べる．
3 . 3 　離散変数に対するペナルティ関数の性質　式
（12）のペナルティ関数は，離散値近傍の点では，ペ
ナルティ関数値 ( )φ x は小さくなり，離散値から離れる
に従い，ペナルティ関数値 ( )φ x は大きくなる．そのた
め， k 回目の探索において，集団の中での最適値を与
える個体 kgp が








Find  { 1,0,1,2}x = − (16)
4 3 28( ) 2 8 min
3
f x x x x x= − − + → (17）











　さらに式（17）の元の関数 ( )f x と離散変数をペナル






























1 ( )d ds φ= + x 　 1, 2, ,d agent= " (19)








3. 5　ペナルティ係数の更新 ペナルティ係数 s の更
新は次式に従うものとする．











Fig.5 Update of penalty parameter














Fig.3 Augmented and original objective function







Fig.4 Augmented objective function for various penalty parameters








































































分を contix ，離散変数の成分を discrtx とまとめて表記す
れば， kgp は

























（S T E P 8 ) 式（1 8 ）による収束の判断．（ただし







Fig.6 Flowchart of proposed approach
Input initial data   k=1
Calculation of position and velocity for each agent, randomly
Calculation of penalty function
Calculation of penalty parameters 
for discrete design variables, for each agent
1 2min{ , , , }initial agents s s s= "
Calculation of augmented objective function for each agent
Calculation of p-best and g-best








Update inertia term, and update position and velocity for each agent






































2 1 1( ) 100( ) (1 ) minf x x x= − + − →x (24)
0.55 4.95− ≤ ≤x (25)
　離散変数の最適解 (1.65,2.75)D Topt =x および連続変数






































Fig.7 Discrete and continuous optimum
1x












Fig.8 Contourplot of augmented objective function














(a) s=1.344 (b) s=8246
(c) s=72984













1 2 3 1 4( ) 0.6224 1.7781f x x x x x= +x
2 2
2 3 1 33.1661 19.84 minx x x x+ + → (26)
となる．一方，側面制約条件と挙動制約条件はそれぞ
れ次のように与えられる．
125 150x≤ ≤ (27)
225 240x≤ ≤ (28)
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x
= − ≤x (31)
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81.0 10r = × を用いた．
　この問題の性質を検討するため，すべての変数を連
続変数として扱い，最適解を求めると，
1 2 3 4( , , , )
opt opt opt opt opt Tx x x x=x
(37.708, 239.870,0.7277,0.3597)T= (34)
が得られる．そのときの目的関数値は 5803.972f = で
ある．離散変数である 3x と 4x を近傍の離散値へ移動さ
せる（ 3 0.75x = と 4 0.375x = ）と，目的関数値は
6018.304f = となり大きく改悪される．そこで， 4x を
4 0.375x = と固定し， 3x を隣の離散値である 3 0.6875x =
とすれば，目的関数値は 5531.008f = となるが，式
（30）の制約条件を満足しなくなる．そこで今度は 3x
を 3 0.75x = と固定し， 4x を隣の離散値である
4 0.3125x = とすれば，目的関数値は 5860.289f = となる
が，式（31）の制約条件を満足しない．
　最後に 3x と 4x をそれぞれ 3 0.6875x = と 4 0.3125x = と

























0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Local minimums
Trial No. R [inch] L [inch] Ts [inch] Th [inch] g1 g2 g3 g4 objective
1 38.684 224.096 0.750 0.375 -0.004 -0.016 -0.066 0.000 5875.254
2 38.661 224.688 0.750 0.375 -0.005 -0.016 -0.064 0.000 5883.131
3 38.584 225.661 0.750 0.375 -0.007 -0.018 -0.060 0.000 5889.492
4 38.703 225.810 0.750 0.375 -0.004 -0.015 -0.059 -0.009 5912.406
5 38.698 226.370 0.750 0.375 -0.004 -0.016 -0.057 -0.011 5922.734
6 38.321 230.672 0.750 0.375 -0.014 -0.025 -0.039 0.000 5943.989
7 38.216 231.652 0.750 0.375 -0.017 -0.028 -0.035 -0.001 5945.312
8 38.184 232.045 0.750 0.375 -0.017 -0.029 -0.033 0.000 5947.564
9 38.167 232.297 0.750 0.375 -0.018 -0.029 -0.032 0.000 5949.705
10 38.129 233.154 0.750 0.375 -0.019 -0.030 -0.029 -0.001 5959.964
Table 2 Results through 10 trials
Table 1 Comparison of results
Sandgren (14) Qian (16) Kannan (13) Hsu (17) Lewis (18) Kitayama Arakawa (15)
R[inch] 47.000 58.312 58.291 N/A 38.760 38.684 38.858
L[inch] 117.701 44.522 43.690 N/A 223.299 224.096 221.402
Ts[inch] 1.125 1.125 1.125 N/A 0.750 0.750 0.750
Th[inch] 0.625 0.625 0.625 N/A 0.375 0.375 0.375
g1 -0.194 0.000 0.000 N/A -0.003 -0.004 0.000
g2 -0.283 -0.110 -0.110 N/A -0.014 -0.016 -0.011
g3 -0.510 -0.814 -0.818 N/A -0.070 -0.066 -0.078
g4 0.054 -0.021 -1.109 N/A -1.519 0.000 0.000









いる現時点での大域的最適解（ 5850f = ）は得られな
かったが，すべての試行においてL e w i s らの結果
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