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Abstract. In this study, we infer health care indices of individuals using
their pharmacy medical and prescription claims. Specifically, we focus on
the widely used Charlson Index. We use data mining techniques to formu-
late the problem of classifying Charlson Index (CI) and build predictive
models to predict individual health index score. First, we present com-
parative analyses of several classification algorithms. Second, our study
shows that certain ensemble algorithms lead to higher prediction accu-
racy in comparison to base algorithms. Third, we introduce cost-sensitive
learning to the classification algorithms and show that the inclusion of
cost-sensitive learning leads to improved prediction accuracy. The built
predictive models can be used to allocate health care resources to in-
dividuals. It is expected to help reduce the cost of health care resource
allocation and provisioning and thereby allow countries and communities
lacking the ability to afford high health care cost to provide health indices
(coverage), provide individuals with health index which takes into con-
sideration their overall health and thereby improve quality of individual
health assessment (quality), and improve reliability of decision making
by focusing on a set of objective criteria for all individuals (reliability).
Key words: health indices, health management, patient care, Charlson
Index
1 Introduction
Having quantitative indices of overall health of citizens is essential to moving
from ad hoc decisions to a systematic approach for public health maintenance,
and for individual care. In recent months, for lack of an overall health indicator,
policies for whom to vaccinate with the (scarce) H1N1 flu vaccine in the United
States has been made on a fairly ad hoc basis. Similarly, for someone who has
a mild degree of a number of illnesses but whose overall health is poor because
of comorbidity of different conditions needs to be aware of the severity of his
condition. Hence, it is important that our health care system be more proactive
about health management.
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Current health indices, such as Charlson Index, although a step in the right
direction, have certain drawbacks. First of all, it lacks quality and reliability
since it significantly depends on self reporting. Secondly, it suffers from poor
population coverage, especially in developing countries, as they either lack health
indices or are unaware of their diagnosis.
However, what we do have for anyone who partakes of the health care system
is data about their hospital visits, medication prescription, and medication us-
age. Using data mining techniques to build predictive models for overall health
indices from such health care data can help address the above-mentioned issues
of quality, reliability and coverage.
2 Contributions
In this study, we infer health care indices of individuals using their pharmacy
medical and prescription claims. Specifically, we focus on the widely used Charl-
son Index. We use data mining techniques to formulate the problem of classifying
Charlson Index. First, we present comparative analysis of several classification
algorithms. Second, we introduce cost-sensitive learning to the classification al-
gorithms. Third, we introduce ensemble learning to the classification algorithms.
Lastly, we perform comparative analysis of the three experiments and show that
cost-sensitive learning and ensemble learning lead to improved results. The built
predictive models can be used to allocate health care resources to individuals.
It is expected to help reduce the cost of health care resource allocation and
provisioning and thereby allow countries and communities lacking the ability to
afford high health care cost to provide health indices (coverage), provide indi-
viduals with health index which takes into consideration their overall health and
thereby improve quality of individual health assessment (quality), and improve
reliability of decision making by focusing on a set of objective criteria for all
individuals (reliability).
3 Motivation
3.1 H1N1 Flu Vaccine Distribution
The decision to allocate a scarce public health resource to an individual such as
H1N1 flu vaccine should ideally be driven by the overall health of the individual,
rather than broad guidelines, as is currently the practice. In recent month, the
Boynton Health Service of the University of Minnesota issued two guidelines
with respect to the flu vaccine distribution. Each defines a ’high priority group’
for H1N1 vaccination [12].
October 15, 2009 Guideline: Per the recommendation from the Minnesota
Department of Health, the University will administer the remaining supply of
seasonal flu vaccine to ”high priority” groups.
High priority groups include:
– health care workers with direct patient contact (human)
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– people ages 65 and older
– people who live with or take care of someone under 6 months of age
– pregnant women
– people with a chronic health condition such as heart disease, kidney disease,
liver disease, lung disease, diabetes, asthma, anemia, or other blood disorder
– people with a weakened immune system from HIV or other diseases, cancer
drugs, or radiation therapy
– people who live with someone who belongs in any of these categories
December 1, 2009 Guideline: The University of Minnesota has received a
new shipment of H1N1 flu vaccine. Per the recommendation from the Minnesota
Department of Health, the University will administer the current supply of H1N1
flu vaccine to the following groups:
– People age 10 years through 24 years (with or without a health condition
that puts them at higher risk of medical complications from influenza)
– People age 25 years through 64 years with a chronic medical condition that
puts them at higher risk of medical complications from influenza
– Pregnant women
– Health care providers or emergency medical services personnel
– People who live with or care for children younger than 6 months of age
3.2 Drawbacks of the Current Health Management Approach
These guidelines have been developed with wide ranging studies carried out
on various sub-populations and have high degree of medical validity. However,
these guidelines are based on factors such as age, pregnancy, and existence of
chronic conditions rather than the overall health condition of an individual. This
is less than desirable for two reasons. First, the guidelines do not have sufficient
granularity. For instance, two individuals within the same broad category might
have widely differing overall health, depending on factors such as genetic pre-
disposition, and lifestyle. Second, it becomes difficult to track the effect of a
vaccination on an individual and hence the overall effectiveness of the guideline
itself. If the guidelines were based on a metric which was an overall health
indicator of an individual such as the Charlson Index [7], it would address both
issues.
It is important to note that our critique is aimed not at such studies them-
selves but rather at the lack of an overall and comprehensive health index for
an individual, on which public health guidelines and health management proce-
dures can be built in a manner tailored to suit the need of individuals. This is a
key objective of personalized medicine [14]. Studies that analyze correlations be-
tween medical conditions and age and lifestyle factors are the key to enabling the
creation of such indices. Such studies should be systematically carried out even
more than before, which is one of the key objectives of evidence-based medicine
[13].
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4 Problem Description
There are several disease classification systems such as APACHE II (Acute Phys-
iology and Chronic Health Evaluation) [2] and SAP II (Simplified Acute Phys-
iology) score [3]. These are largely designed for patients admitted to intensive
care units (ICU) and aged 15 or more. Measures are usually used to allocate
resources for treatment of some medical condition in the hospital. In addition to
such measures, it is also important that patients are provided with and aware
of their overall health index on a regular basis. For our analysis, we use Charl-
son Comorbidity index [7] (referred to as CI in the rest of the paper) as health
indicator of patients.
In medicine, comorbidity describes the effect of all other diseases an individ-
ual patient might have other than the primary disease of interest. The Charlson
Comorbidity Index is the most widely accepted method, currently used to quan-
tify such comorbidity [4]. This index predicts the one year mortality for a patient
who may have a range of co-morbid conditions such as heart disease, AIDS, or
cancer. And there are a total of 22 conditions. Each condition is assigned a score
of 1, 2, 3 or 6 depending on the risk of dying associated with the condition.
Originally, nurses were tasked to go through the patient’s chart and determine
whether the patient has a particular condition since patients often did not know
how severe their conditions were. However, limitations in the data sources used
to construct the index (medical record abstracts and administrative data) led to
patient self reporting instead. Subsequent studies have adapted it to a question-
naire for patients.
However, self reports might not be feasible if cost of collecting the data is too
high or patients are unable to accurately relate their co-morbidities [1]. This is
especially true for people with comorbidity conditions in developing countries,
where education levels are low. There are known differences in reporting behav-
ior for illnesses and impairments between people in developing and developed
countries [5, 6]. Many surveys have shown that people in developing countries
report much lower prevalences of illnesses and impairments. In part, this is due
to low access to health services resulting in less awareness of illnesses, and in
part due to different implicit standards for labeling and reporting health prob-
lems. Such self report indices will provide an incorrect measure of health, and
it can potentially misguide when important decisions regarding cure and treat-
ment need to be made. Also, if a person who is unaware of severity of his illness
continues to live without any external intervention, it would worsen his health
and lead to a more severe condition, in turn leading to unprepared medical re-
source allocation and increased overall cost. This motivates the development of
alternative means to find the severity of a patient’s co-morbid conditions outside
of their self reporting. Other than the self report, other data that can be used
to get this information include medical records, health prescriptions, pharmacy
claims, etc. [For definition, check Appendix A].
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5 Problem Formulation and Present State of the Art
We use supervised learning data mining approach to classify patients based on
their value of Charlson Index (ranging from 0 to 22) by analyzing their pharmacy
claims. We develop predictive models for obtaining CI of every patient. The CI
value that we predict ranges from 0 to 22, hence we formulate this problem as
a multi-class classification problem. The last decade has seen many applications
of data mining techniques in health care and medicine. Much research work
has been done in predicting survivability of various illnesses such as [8, ?] for
breast cancer, [10] for hypertension and [11] for cancer to name a few. Data
mining algorithms such as decision tree, neural networks and logistic regression
have been widely used in building such predictive models. To the best of our
knowledge, not much work has been done in applying data mining techniques to
predicting overall health index.
6 Dataset
The dataset consists of integrated medical and pharmacy prescription claims
of 1.8 million individuals. The dataset is stripped of any individual identifiers,
and it uses dummy identifier for every patient. The dataset contains information
regarding member demographics and health conditions. Member demographics
information includes age, gender, zip code, and CI. The various health indicators
include the following:
1. Nine health conditions indicated by prescription claims for about 1.4 mil-
lion users (Table 1). All these features are binary attributes, i.e., a 0 or 1
indicating the absence or presence of the each health condition.
2. Nine health conditions indicated by medical claims for about 1.3 million users
(Table 2). These are also binary attributes and correspond to the conditions
in the prescription claims, e.g. Afibdx, Dmdx, Asthdx, etc.
Afibrx Atrial fibrillation prescription
Dmrx Diabetes prescription
Asthrx Asthma prescription
Lipidrx Hyperlipidemia prescription
Chfrx Congestive heart failure prescription
Osteorx Osteoporosis prescription
Htnrx Hypertension prescription
Deprx Depression prescription
Cadrx Coronary artery disease prescription
Table 1. Health Indicators from Rx Claims
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Afibdx Atrial fibrillation medical claim
Dmdx Diabetes medical claim
Asthdx Asthma medical claim
Lipiddx Hyperlipidemia medical claim
Chfdx Congestive heart failure medical claim
Osteodx Osteoporosis medical claim
Htndx Hypertension medical claim
Depdx Depression medical claim
Caddx Coronary artery disease medical claim
Table 2. Health Indicators from Med Claims
Additionally, the dataset contains information regarding each patient’s med-
ication and drug purchases. It includes such information as 1) drug name, 2)
drug identifier (GPI Number), 3) days of supply, 4) purchase date, 5) pharmacy
name, 6) insurance provider information, 7) drug type (i.e. generic, formulary,
maintenance drug), 8) total cost, 9) amount covered by insurance, 10) amount
covered by patient.
6.1 Data Preparation
Feature Set Number Description
1 Medication and Drug Purchases
(drug type, total cost, total number of drugs by drug type)
2 Prescription claims
(binary indicator of whether any of the nine health conditions
has been observed in patient)
3 Medical claims
(binary indicator of whether any of the nine health conditions
has been observed in patient)
4 Demographic information
(gender and age)
Table 3. Feature Sets and Descriptions
In our experiments, we use different combinations of the four feature sets
described in Table 3 below in Experiments section.
In the following sections, we further describe our dataset and explain the
reasonings behind leveraging them as feature sets in use with classification algo-
rithms.
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Fig. 1. Class Distribution
6.2 Population Distribution and Data Sampling
Figure 1 shows that the distribution of 21 classes. The number of members hav-
ing a CI value of 10 or more were only a handful. This clearly shows that this is
problem with highly imbalanced classes, and hence a straightforward application
of classification is not likely to yield good results, especially in identifying the
rarer (and more critical from a medical perspective) classes [15]. This intuition
was borne out by building a direct multi-class classifier (with 23 labels, one for
each value of Charlson Index from 0 through 22), where the labels more than 10
had very high error rate. A solution to this was to group CI values to a coarser
granularity. Specifically, we created 5 classes, as follows: Charlson Index values
being 0, 1, 2, 3, and ≥ 4.
Fig. 2. Histogram of Medical Claims for Nine Health Conditions by Health Index Score
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Fig. 3. Histogram of Prescription Claims for Nine Health Conditions by Health Index
Score
There are supporting patterns we have identified in the dataset, in various
dimensions, that provide a reasoning behind grouping health score index value
of 4 and above into one class. For example, Figure 2 shows, for each health index
score (CI), distribution of the nine health conditions and shows the frequency
of medical claims for each such health condition. The distribution of the nine
health conditions in terms of medical claims filed for each condition is signifi-
cantly different between CI of 0 and CI of 1. Similarly, the distribution for CI
of 2 is significantly different from those of CI’s 0 and 1. We observed that this
distribution of medical claims for nine health conditions converges beyond CI of
3. Figure 3 reports a similar finding with respect to prescription claims.
The dataset consists of more than a million records. Given the limitations of
WEKA (which we used for our analysis), we used two samples:
– 2% stratified random samples
– 5% stratified random samples of all class labels from the data for analysis
The distribution of classes was maintained so that the samples act as a rep-
resentative for the original dataset. We used 2% sample for training the classifier
and validated the results using 5% sample as test. Since the dataset was highly
skewed for different labels, we used supervised re-sampling technique for 2%
training sample in WEKA to mitigate the rare class issue.
6.3 Medication and Drug Purchases
Talk about this figure a bit more.
Figure 4 shows a positive correlation between increasing health index score
and increasing number of medications and drug purchased. It makes sense that
individuals with more number of health conditions or higher severity of one or
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Fig. 4. Average Number of Medication and Drug Purchases by Health Index Score
more health conditions would practice frequent and more purchasing of medica-
tions and drugs.
Fig. 5. Average Medication and Drug Purchase Cost by Health Index Score
Figure 5 shows a positive correlation between increasing health index score
and increasing amount of cost associated with purchasing of medications and
drugs. This finding is in alignment with findings reported in Figure 4 in that
with an increasing health index score, we observe an increase in medication and
drug purchase cost.
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6.4 Demographics
Demographics information, especially age, is of great significance as different age
groups exhibit different distribution of health conditions.
Fig. 6. Number of Medical Claims by Age (0 - 18), all genders
For instance, Figure 6 shows the number of medical claims associated with
nine health conditions across ages 0 through 18. As age increases, while the
number of asthma-related medical claims remains almost constant, those related
to depression starts increasing.
In continuation of Figure 6, Figure 7 shows an emergence of health conditions
that are not prominent in prior ages, and they are related to depression, hyper-
tension, hyperlipidemia, and diabetes with depression being the most prominent
and fastest growing one.
Further, Figure 8 shows a continuing trend of hypertension, hyperlipidemia,
and diabetes with hypertension being the most prominent and fastest growing
one while depression, proportionally speaking, decreases but still retaining a high
number of incidents.
Figure 9 shows a continuing such trend of adult diseases.
With respect to gender, the overall frequency distribution of the nine health
conditions as reflected in medical and prescription claims does not differ much
between the two genders, male and female. Age, however, is of great significance
as different age groups exhibit different distribution of health conditions.
7 Experiments
Table 4 shows the list of experiments performed in this study. Each experiment
uses a different combination of feature sets described in Table 5.
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Fig. 7. Number of Medical Claims by Age (19 - 35), all genders
Fig. 8. Number of Medical Claims by Age (36 - 55), all genders
Experiment Number FS1 FS2 FS3 FS4
1 X X
2 X X X X
3 X X X
4 X X X
5 X X X
6 X
7 X X X
8 X X
9 X X
10 X X
Table 4. Experiments and Feature Sets
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Fig. 9. Number of Medical Claims by Age (56 - 75), all genders
– In each experiment, we execute the following classification algorithms and
show precision, recall, and f-score as accuracy measures: JRip, K-means, J48,
Naive Bayes, Random Forest, and Logistic Regression. We call these ”base”
algorithms for comparative analysis purposes.
– In each experiment, additionally, we execute three ”ensemble” techniques
(Bagging, Boosting, and Logit Boost) and compare against ”base” algo-
rithms.
– In the case of both ”base” and ”ensemble” techniques, we incorporate a cost-
sensitive matrix (whose values are driven by the domain knowledge) into
the classification algorithms and compare the prediction accuracy measures
against those from the above two bullet points.
The overall solution aims at building a good predictive model for high severity
labels. The reason being that it is more critical to identify patients that are very
sick (i.e., Charlson Index above 3). The overall solution aims at getting a high
recall for high severity labels.
Due to the highly skewed nature of our dataset wherein the majority of the
data points fall into CI value of 0, we introduce a cost-sensitive matrix to the
various classification algorithms in our experiments. In the medical domain, the
penalty for each type of mis-classification error is not the same. Specifically, it is
better to label a non-sick person as sick (false alarm) than to label a sick person
as non-sick (missed alarm) since the former is merely a cost and/or inconvenience
issue while the latter could potentially be life-threatening. Hence, we generate a
cost-sensitive matrix that increasingly penalizes the classifier as it goes farther
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Predicted
0 1 2 3 4 or above
0 0 0 1 1 1
1 2 0 0 1 1
Actual 2 4 2 0 0 1
3 6 4 2 0 0
4 or above 8 6 4 2 0
Table 5. Cost-Sensitive Matrix
away from the correct label. In our case, as delineated in Table 5, CI values from
0 to 4 or above. Incorrect classification of the category of 4 or above carries the
heaviest penalty. Table 5 shows a sample cost matrix table used for our purpose.
In the next section we present the results for base algorithms, ensemble methods,
and both base and ensemble methods in combination with the proposed cost-
sensitive matrix.
8 Results and Evaluation
We perform experiments using Weka, an open source data mining tool. We per-
form ten-fold cross validation in all experiments. Weka computes the average pre-
cision and recall values over ten cross validations. Further, we summarize below,
for each algorithm, the average precision and recall over the five labels/classes
that we attempt to predict. The following tables summarize the results from our
experiments.
With Demographic Information
Experiments (Precision/Recall)
Type Algorithm 1 2 3 4 5
Naive Bayes 0.367/0.370 0.435/0.442 0.369/0.377 0.446/0.446 0.431/0.438
Logistic 0.428/0.435 0.494/0.489 0.466/0.471 0.501/0.486 0.479/0.475
Base K-means 0.385/0.386 0.416/0.418 0.406/0.408 0.419/0.420 0.440/0.453
JRip 0.416/0.387 0.471/0.418 0.467/0.428 0.419/0.420 0.427/0.406
J48 0.421/0.429 0.461/0.468 0.445/0.453 0.460/0.468 0.487/0.489
Random Forest 0.425/0.430 0.472/0.476 0.453/0.458 0.470/0.474 0.453/0.461
Bagging 0.460/0.463 0.465/0.463 0.486/0.488 0.511/0.510 0.502/0.500
Ensemble AdaBoost 0.135/0.310 0.125/0.312 0.135/0.310 0.135/0.310 0.135/0.310
LogitBoost 0.462/0.461 0.465/0.463 0.493/0.490 0.511/0.510 0.497/0.489
Table 6. Base Algorithms and Ensemble Algorithms With Demographic Information
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Without Demographic Information
Experiments (Precision/Recall)
Type Algorithm 6 7 8 9 10
Naive Bayes 0.326/0.343 0.431/0.439 0.349/0.364 0.432/0.437 0.428/0.433
Logistic 0.389/0.405 0.471/0.471 0.439/0.449 0.475/0.459 0.462/0.460
Base K-means 0.322/0.323 0.362/0.363 0.349/0.349 0.362/0.363 0.462/0.460
JRip 0.358/0.334 0.398/0.387 0.408/0.354 0.377/0.365 0.440/0.311
J48 0.373/0.385 0.429/0.438 0.403/0.414 0.420/0.428 0.469/0.465
Random Forest 0.340/0.342 0.400/0.402 0.378/0.380 0.391/0.392 0.452/0.452
Bagging 0.388/0.398 0.460/0.461 0.427/0.433 0.449/0.449 0.465/0.463
Ensemble AdaBoost 0.128/0.320 0.128/0.320 0.128/0.320 0.128/0.320 0.125/0.312
LogitBoost 0.396/0.406 0.455/0.460 0.431/0.443 0.462/0.457 0.455/0.451
Table 7. Base Algorithms and Ensemble Algorithms Without Demographic Informa-
tion
With Demographic Information
Experiments (Precision/Recall)
Type Algorithm 1 2 3 4 5
Naive Bayes 0.381/0.378 0.433/0.441 0.376/0.385 0.455/0.451 0.431/0.434
Logistic 0.433/0.380 0.489/0.428 0.473/0.412 0.489/0.410 0.492/0.409
Base K-means 0.385/0.386 0.416/0.418 0.406/0.408 0.418/0.419 0.439/0.412
JRip 0.581/0.346 0.608/0.382 0.601/0.376 0.622/0.378 0.612/0.386
J48 0.469/0.413 0.499/0.446 0.489/0.434 0.501/0.445 0.513/0.443
Random Forest 0.451/0.421 0.491/0.461 0.474/0.444 0.489/0.459 0.47/0.421
Bagging 0.490/0.429 0.524/0.465 0.510/0.450 0.525/0.464 0.528/0.448
Ensemble AdaBoost 0.131/0.302 0.131/0.302 0.131/0.302 0.131/0.302 0.131/0.302
LogitBoost 0.486/0.396 0.527/0.430 0.515/0.423 0.522/0.426 0.446/0.419
Table 8. Base Algorithms and Ensemble Algorithms With Demographic Information
+ Cost-sensitive Matrix
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8.1 Finding 1 - Ensemble Algorithms Perform Better than Base
Algorithms
Table 6 shows results from performing classification using ”base” algorithms and
”ensemble” algorithms. With the exception of AdaBoost, ensemble algorithms
generally perform better, producing higher prediction accuracy. Both Bagging
and LogitBoost (Ensemble methods) in Experiment 4 produce precision/recall
values of 0.511/0.510, which is a significant improvement upon results produced
by ”base” algorithms.
8.2 Finding 2 - Inclusion of Demographic Information Improves
Prediction Accuracy
Table 6 and Table 7 show results from performing classification using ”base” al-
gorithms and ”ensemble” algorithms. Table 6 shows results from experiments
where our feature set included demographic information. Table 7 shows re-
sults from experiments where our feature set excluded demographic informa-
tion. Across most of the algorithms and most of the feature set combinations,
our results consistently show that inclusion of demographic information for the
purposes of predicting individual health index score (CI) leads to higher predic-
tion accuracy in terms of precision and recall. For instance, Bagging (Ensemble
method) in Experiment 1 shows precison/recall values of 0.460/0.463 whereas
the same algorithm in Experiment 6 shows precision/recall values of 0.388/0.398.
8.3 Finding 3 - Inclusion of All Features Lead to Improved
Prediction Accuracy
The results shown in Table 6 and Table 7 show that Experiment 2 and Exper-
iment 7 reporting roughly the highest precision/recall values among all others.
Experiments 2 and 7 used the feature set combination F1 + F2 + F3, where the
former also included F4 (demographic information). Our results indicate that
medication and drug purchase information, prescription claims, medical claims,
and demographic information combined together lead to improved prediction
accuracy.
8.4 Finding 4 - Cost-sensitive Matrix Improves Prediction Accuracy
Table 8 shows results from performing Experiments 1 through 5 in combination
with the cost-sensitive matrix as shown in Table 5. Our results indicate that both
the base and ensemble algorithms perform better, leading to higher prediction
accuracy, when in use with the cost-sensitive matrix.
9 Conclusion
In this study, we infer health care indices of individuals using their pharmacy
medical and prescription claims. Specifically, we focus on the widely used Charl-
son Index and build predictive models. The built predictive models can be used
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to allocate health care resources to individuals. It is expected to help reduce
the cost of health care resource allocation and provisioning and thereby allow
countries and communities lacking the ability to afford high health care cost to
provide health indices (coverage), provide individuals with health index which
takes into consideration their overall health and thereby improve quality of indi-
vidual health assessment (quality), and improve reliability of decision making by
focusing on a set of objective criteria for all individuals (reliability). First, our
study shows that certain ensemble algorithms lead to higher prediction accuracy
than base algorithms, and they are Bagging and LogitBoost. Second, we show
that the inclusion of demographic information improves the overall prediction ac-
curacy. In particular, as Dataset section explains in details, there are age-specific
patterns associated with medical claims and prescription claims. Furthermore,
the disease/illness distribution differs from one age group to another, which
provides the reasoning behind our decision to leverage age as a feature in our
prediction. Third, we show that the combination of medication/drug purchase
information, prescription claims, medical claims, and demographic information
combined together lead to improved prediction accuracy. Lastly, we show that
the inclusion of cost-sensitive matrix improves the overall prediction accuracy
by penalizing the classifier as it goes farther away from the correct label. Over-
all, the results from the various experiments performed in this study show that
a systematic analysis of medical claims data in combination with data mining
based classification is feasible and that the results can be further improved by
known techniques that have been applied in various other domains, which we
delineate in Future Directions section.
10 Future Directions
An extension to the current work involves systematically designing a cost-sensitive
matrix by iteratively revising the matrix based on the prediction accuracy. An-
other planned addition to the study is to extend the currently proposed homo-
geneous set of binary classifiers into a heterogeneous one wherein an appropriate
classification algorithm is chosen for each different CI label. Further, a more com-
prehensive set of experiments can be performed by adopting more sophisticated
sampling techniques.
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