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Neravnovesna dinamika kvantnih mnogodelcˇnih sistemov:
od teorij na mrezˇi do kvantnih teorij polja
Izvlecˇek
Ta doktorska disertacija spada na podrocˇje neravnovesne kvantne fizike. S pomocˇjo neper-
turbativnih metod za izracˇun dinamike mnogodelcˇnih kvantnih sistemov, tako teorij na
mrezˇi kot kvantnih teorij polja, naslavljamo nekaj odprtih vprasˇanj. Analiziramo uporab-
nost Cˇasovno neurejenih korelacijskih funkcij, pred kratkim prodlagane mere za mnogo-
delcˇni kvantni kaos, za sisteme na mrezˇi z lokalno interakcijo. Predlagamo bolj primerno
mero za kaos v teh sistemih in dokazˇemo zgornjo mejo za hitrost njenega narasˇcˇanja.
Njeno dinamiko preucˇujemo na primeru neravnovesnega kvantnega isingovega modela. Na
osnovi Metode pristriˇzenega konformnega Hilbertovega prostora razvijemo metodologijo za
izracˇun cˇasovno odvisnih vecˇtocˇkovnih korelacijskih funkcij v sklopljenih (1+1)D kvan-
tnih teorijah polja. Uporabimo jih za sˇtudijo korelacij in neGavssovskosti v kvantnem
sine-Gordonovem modelu in s tem tudi prispevamo teorijo za razlago eksperimentov z
ultrahladnimi atomi v atomskem cˇipu. Odkrijemo nov efekt v kvantni teoriji polja, pri
katerem se korelacijske funkcije sˇirijo izven kavzalnega stozˇca. Efekt dokazˇemo analiticˇno
s pomocˇjo bozonizacije in ga interpretiramo kot Einstein-Podolski-Rosenovo prepletenost
topolosˇkih vzbuditev v teorijah polja. Konstruiramo tudi robno gnane kvantne teorije polja
in pokazˇemo, da ima sine-Gordonov model balisticˇen transport topolosˇkega naboja.
Kljucˇne besede: neravnovesna mnogodelcˇna kvantna fizika, kvantni sistemi
na mrezˇi, kvantna teorija polja, kvantni kaos, Cˇasovno neurejene korelacij-
ske funkcije, neravnovesni kvantni Isingov model, kvantni sine-Gordonov mo-
del, ultrahladni atomi v atomskem cˇipu, korelacijske funkcije, neGaussovskost,
Metoda pristrizˇenega konformnega Hilbertovega prostora, Efekt kavzalnega
stozˇca, topolosˇke vzbuditve, EPR prepletenost, bozonizacija, kvantni tran-
sport, robno gnane kvantne teorije polja, Lindbladova enacˇba, topolosˇki naboj.
PACS: 02.70.Ss, 03.65.-w, 03.65.Ud, 03.65.Yz, 03.70.+k, 03.75.Kk, 03.75.Lm,
05.30.-d, 05.30.Fk, 05.30.J, 05.45.Mt, 05.45.Yv, 05.50.+q, 05.60.Gg, 05.70.Ln,
11.10.-z, 11.10.Ef, 11.10.Hi, 11.10.Kk, 11.10.Wx, 11.25.Hf.

Nonequilibrium Dynamics of Quantum Many-Body Systems:
From Lattice to Quantum Field Theories
Abstract
This doctoral thesis is in the field of nonequilibrium quantum physics. Using nonperturb-
ative methods for the computation of the dynamics of many body quantum systems, both
systems on lattices and quantum field theories, we address several open questions. We
study the applicability in lattice systems with local interaction of the Out-of-time-ordered
correlation functions, a recently proposed measure of many-body quantum chaos. We pro-
pose a more suitable measure of chaos for these systems and prove a bound on its growth.
We study its dynamics in the kicked quantum Ising model. Based on Truncated conformal
space approach, we develop a methodology for the computation of time-dependent multi-
point correlation functions in interacting (1+1)D quantum field theories. We use it to
study correlations and the nonGaussianity of the quantum sine-Gordon model and thus
provide theory for experiments with ultra-cold atoms in the atom chip. We discover a new
effect in quantum field theory of correlations propagating outside the causal horizon. We
prove the effect analytically using the bosonisation and interpret it as a field theoretical
version of the Einstein-Podolsky-Rosen entanglement due to topological excitations. We
study boundary driven quantum field theory and demonstrate that the sine-Gordon model
admits ballistic transport of the topological charge.
Keywords: nonequilibrium many-body quantum physics, quantum lattice sys-
tems, quantum field theory, quantum chaos, Out-of-time-ordered correlations,
kicked quantum Ising model, quantum sine-Gordon model, ultra-cold atoms
in the atom chip, correlation functions, nonGuassianity, Truncated conformal
space approach, Horizon effect, topological excitations, EPR entanglement,
Bosonisation, quantum transport, boundary driven quantum field theory,
Lindblad equation, topological charge.
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CONTENTS
I. Introduction 17
I General background 23
II. Quantum nonequilibrium and chaos 25
A. Quantum chaos 25
1. Chaos versus integrability 25
2. Classical chaos 26
3. Conventional quantum chaos 28
4. Towards many-body quantum chaos 32
5. Out-of-time-ordered correlators 34
B. Quantum correlation functions 35
C. Quantum quenches 36
III. Experiments with ultra-cold atoms in the atom chip 37
A. Experimental setting 37
B. Quantum field theory description 40
1. Single 1D quasi-condensate 40
2. Two tunnel-coupled 1D quasi-condensates 41
C. Important results 42
1. Nonequilibrium dynamics 42
2. Thermalisation 43
3. Correlation functions of the quantum sine-Gordon model 44
IV. Quantum sine-Gordon model 47
A. Second motivation: (1+1)D QFT with elastic scattering 47
B. Third motivation: Topology 50
C. Properties of the quantum sine-Gordon model 52
II Results 59
V. Weak quantum chaos 61
A. Why the OTOC is not suitable for local interactions? 61
B. A better measure: dOTOC 62
C. Upper bound - weak quantum chaos 62
D. Kicked Ising model 68
1. Numerical methods 69
2. Analytical solution for the transverse case 70
E. Results 82
F. Discussion 83
VI. Correlation functions of the quantum sine-Gordon model 85
A. Equilibrium correlation functions 86
1. Ground state correlations 86
2. Thermal correlations 86
3. Excited states 88
B. Nonequilibrium dynamics of correlation functions 89
C. Towards the quantitative comparison with the experiment 93
1. Issue of parameter matching 96
13
VII. Violation of horizon by topological quantum excitations 99
A. Horizon bound in quantum field theory 99
B. Out-of-horizon correlations 101
C. Analytical solution 103
1. Fermionising the theory 103
2. Dirac propagator 105
3. Initial fermionic correlations 107
4. Putting the building blocks together 113
D. Interpretation and discussion 116
VIII. Boundary driven quantum sine-Gordon model 121
A. Lindblad equation and open quantum systems 121
B. Numerical results for boundary driven sine-Gordon model 123
C. Discussion 124
IX. Conclusions 127
A. Review, evaluation and relevance of the results 127
1. Weak quantum chaos 127
2. Correlation functions of the quantum sine-Gordon model 129
3. Violation of horizon by topological quantum excitations 131
4. Boundary driven quantum sine-Gordon model 133
B. Perspectives for the future research 133
III Methods 135
X. Truncated conformal space approach 137
A. TCSA for the quantum sine-Gordon model 138
1. Free boson field (with open boundary conditions) 138
2. Quantum sine-Gordon model 146
3. Time evolution and thermal states 149
4. Recovering the dimensions 150
B. Reliability and performance 152
1. Correctness 152
2. Convergence 155
3. Computational efficiency 159
4. Possible improvements to the bare TCSA 160
XI. Bosonisation 165
A. Fermi sea: the equivalence between Hilbert spaces 165
B. Fermion and boson fields 170
1. Fermion field 171
2. Boson field 171
C. Fermionisation identity 172
D. Bosonisation identity 173
1. Klein factors 173
2. Intuition and topology behind the bosonisation identity 174
3. Canonical anti-commutation relation 175
E. Relation between the bosonisation and the TCSA construction 176
F. Thirring - sine-Gordon duality 179
References 183
14
IV Appendices 197
XII. From two coupled quasi-condensates to the sine-Gordon model 199
XIII. BKT phase transition in the quantum sG model 201
XIV. TCSA matrix elements 207
A. Massless free boson Hamiltonian 208
B. Vertex operator 208
Integrated vertex operator 209
Boundary vertex operator 210
C. Phi field 210
1. Smeared phi field 211
D. Phi prime field 212
E. Phi dot field 212
F. Mass term in the Hamiltonian 212
G. Hamiltonian density 214
Massless free boson 214
XV. Supplements to Bosonisation 215
A. Proof of equivalence of fermionic and bosonic Hilbert spaces 215
B. Proof of the bosonisation identity 218
C. Bosonising the massless free fermion 221
D. Useful identities following from the BCH relation 225
XVI. Razsˇirjeni povzetek v slovenskem jeziku 229
A. Neravnovesna kvantna fizika in kvantni kaos 231
1. Kvantne korelacijske funkcije 234
2. Kvantni sunki 234
B. Eksperimenti z ultrahladnimi atomi v atomskem cˇipu 235
C. Kvantni sine-Gordonov model 237
D. Sˇibek kvantni kaos 241
E. Korelacijske funkcije kvantnega sine-Gordonovega modela 244
F. Krsˇitev horizonta s topolosˇkimi kvantnimi stanji 248
G. Robno gnan kvantni sine-Gordonov model 251
H. Metoda pristrizˇenega konformnega Hilbertovega prostora 253
I. Bozonizacija 254
List of publications related to this doctoral thesis 257
15
16
I. INTRODUCTION
A doctoral thesis should be a contribution to science but it is at the same time a
manifestation of the candidate’s dedication and hard work but even more importantly, his
or her viewpoint of science, scientific procedure and the goals of research. Let me therefore
begin with stating my personal views on the properties that good physics should have. It
should:
1. Discover something new
2. Describe phenomena in Nature or, as a weaker case, at least experiments
3. Be expressed in terms of beautiful mathematics in the sense of the conceptual depth
and the elegance of formulation
One could also request universality, but that is usually already implied by (2) and (3) the
way Nature and mathematics are structured. This is not to make a pretentious statement
of considering myself a good physicist or being close to satisfying these criteria – there
are kilometers more to go to reach that stage. Rather, it is to explain what has been
the compass guiding me in the research and the ideals I have been striving for. Although
seemingly obvious, the above goals can easily get obscured in the present time characterised
by a considerable gap between the theory and the experiment, publication oriented and
hot-topic-driven research and the precarious job situation. I believe it is important not
to forget them. This determination has not always chosen the trajectories minimising
the action. Often, more pragmatic or better paths could be taken. However, as you
shall find out by reading this thesis, such an orientation has led us, despite working in a
very theoretical framework, to establish (or better, start establishing) a connection with
exciting experiments with ultra-cold atoms. It has also led us to discover a new effect in
quantum field theory.12
This doctoral thesis is in the field of nonequilibrium quantum physics which is exper-
iencing very intensive development in the recent years. Nonequilibrium quantum physics
is addressing fundamental questions of statistical physics from the quantum point of view.
The questions being asked are related to elementary dynamical properties of many-body
quantum systems, whether and what kind of equilibrium do such systems find, how does
the information propagate in the systems and how physically relevant quantities are trans-
ported, what are the new quantum phases of matter, how the classical macroscopic world
emerges from the underlying quantum description and whether quantum dynamics could
deviate from the classical macroscopic behaviour. As such, the field can be considered
as quite fundamental and it connects to other fields of physics, both by taking them as
a source of problems and by contributing to them. The most important connections are
with condensed matter physics, quantum chaos theory, quantum information, quantum
optics and high energy physics.
A topic of research that has been very active in the recent years is quantum transport.
The most elementary measurement that one can do in condensed matter physics is to
connect a piece of material between two different potentials and measure the currents
generated in the material. This question has historically become of utmost importance
because of superconductivity, frictionless transport found in some materials. After decades
of intensive research, it is today indeed understood that quantum systems can have very
1 As somebody who had started with quite a mathematical background and a way of thinking, I do not
consider the mathematical language of our work particularly inspiring, though. You shall see, it is mostly
just calculations. However, those have led us to a find an effect that connects to fundamental topological
properties of quantum systems. It is hard to imagine that purely abstract mathematical considerations
could lead us there.
2 I am citing our published results here [1–4] just in order to make them easier to find them in the list of
references.
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diverse transport properties, much richer than classical systems. This is especially the
case in quantum physics in the temporal and one spatial dimension ((1+1)D), where
there exists a class of exactly solvable systems, the so called integrable systems, that
have particularly interesting transport types. In modern experiments there are many
examples where such (1+1)D quantum theories play an important role. The theory of
quantum transport has been importantly contributed to also by the Ljubljana group for
nonequilibrium quantum and statistical physics, where the most often used protocol to
study this topic have been boundary driven open quantum systems. The notion is made
more precise later in the thesis but the paradigm is essentially a quantum-theoretical
analogue of connecting a material to two different potentials and studying the transport.
Exact solutions of such settings have lead to an extremely rich spectrum of discoveries.
First of all, ballistic transport was rigorously proven in certain integrable systems. This
is frictionless transport that is, however, of a different nature than superconductivity.
Equally important was the discovery of new conserved quantities, the so called quasi-local
conserved charges in integrable systems that this paradigm led to. I refer to [5, 6] for a
review of these results. In the recent years there have been many results for boundary
driven lattice systems but the results for boundary driven continuous systems, quantum
field theories (QFT), were absent. This became one of the first motivations for the research
presented in this thesis.
In the last few decades, there have been not just the theoretical development in nonequi-
librium quantum physics, but also very important and rich experimental development
[7–11]. The type of experiments that are the most important for our community are
experiments with ultra-cold atoms. With the state-of-the-art technology, the experiment-
alists are able to cool down the matter to temperatures of just a few nano Kelvin where the
atoms form Bose-Einstein condensates (BEC). These are some of the coldest temperat-
ures in the Universe. Using magneto-optic traps and laser techniques, condensates can be
brought in the (1+1)D or (1+2)D structured geometries and the interaction between the
ultra-cold atoms can be induced and controlled. In this way many of the Hamiltonians of
lattice and continuous systems studied in the theory can be created. Due to longer time-
scales of such systems compared to the time scales in ordinary materials, nonequilibrium
phenomena can be probed. Particularly important and interesting has been the progress
done in the experiments with ultra-cold atoms in the atom chip performed at the Tech-
nical University of Vienna [11]. Using specially developed magnetic traps, the scientist
have been able to trap BE quasi-condensates into (1+1)D geometries so that such systems
are effectively described by quantum field theories. Apart from noninteracting QFTs there
have been successful realisations of strongly coupled QFTs. This enabled many interest-
ing measurements related to the nonequilibrium quantum many-body theory. However,
quantum theoretical predictions for the system of coupled quasi-condensates described
with the quantum sine-Gordon field theory have been missing. This became perhaps the
most crucial motivation for the research presented here.
Finally, there has been the third development that has characterised the last couple
of years, namely the revival of quantum chaos. Quantum chaos deals with the question
how to generalise the notion of chaos from classical to quantum systems. The field was
flourishing in the 1980s and 90s and the activity decreased later on. The most important
heritage from that period is the observation that the most robust way to characterise chaos
in quantum systems is the random matrix theory (RMT) analysis of statistical properties
of their spectra. There has been, however, no satisfactory way found to generalise the
notion of exponential sensitivity to initial conditions to quantum systems. Furthermore,
the quantum chaos community historically mostly considered few-body quantum systems
where the semi-classical limit could be found. In the recent years, there has been a re-
vival of interest in quantum chaos driven by the holography (or AdS/CFT correspondence)
18
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community that started being interested in information spreading in strongly gravitating
systems [12, 13]. Crucially, a new object to study many-body quantum chaos from the
dynamical point of view was proposed, the so called Out-of-time-ordered correlation func-
tions (OTOC). The proposal triggered a large corpus of works, mainly in infinite-range
interacting systems of interest to the holography community but was also followed by a
renewed activity in the conventional quantum chaos community, this time with the em-
phasis on the many-body quantum chaos. Understanding the potential of the OTOC in
the quantum chaos theory of locally interacting many-body systems motivated a part of
my work.
Although seemingly different topics at first sight, transport in QFTs, developing theory
for ultra-cold atom experiments and Out-of-time-ordered correlators are in fact very in-
timately connected from the methodological point view: they all require nonperturbative
treatment of strongly-interacting quantum many-body systems. Actually, the majority of
computations done in the quantum nonequilibrium community are nonperturbative, be-
cause perturbation theory cannot capture most of the effects of interest. To specify even
more precisely, almost all the projects presented in this thesis involved the nonperturbat-
ive computation of multi-point correlation function, most often in out-of-equilibrium situ-
ations. The most powerful frameworks for exact solutions in interacting systems available
to our community are conformal field theory (CFT) [14, 15] and integrability theory [16–
18], both limited to a narrow class of systems. When it comes down to the computation of
correlation functions, integrability calculations are mostly based on the LeClair–Mussardo
formula [19] and limited to one-point (or exceptionally two-point correlations). This gives
the second important motivation for computing predictions of the quantum sine-Gordon
model: although it is an integrable model, its multi-point correlation function had not yet
been computed.
To compensate for the limitations of exact methods, powerful numerical methods are
widely used, the best known one being Density matrix renormalisation group (DMRG)
[20] that works for (1+1)D lattice systems. The set of problems that I wanted to solve
brought me to another very powerful, but not so widely known and exploited method, the
Truncated conformal space approach (TCSA) [21] suitable for strongly interacting QFTs.
As it is often the case in natural sciences, the most interesting findings come unanticipated:
numerical experimentation lead us to observe an unexpected behaviour in the sine-Gordon
dynamics. It also turned to be possible to handle the effect exactly analytically within
the framework of bosonisation [22]. Bosonisation is one of the first examples of duality in
QFT that enable a solution of a strongly interacting theory by mapping it via a nonlinear
transformation to a dual weakly interacting theory. Dualities therefore play an important
role in modern QFT both in high energy and condensed matter theory.
The aim of this thesis is to present how we have dealt with the problems that have
been motivated here.
The text is structured in the following way:
Part I, General background, gives a further discussion and introduction to the
general theoretical background and context for the problems dealt with during my doctoral
studies. They are aimed at making the text more easily accessible to readers less familiar
with the topics from the quantum nonequilibrium community.
• Section II, Quantum nonequilibrium and chaos, gives an introductory dis-
cussion of the quantum chaos theory, with the emphasis on the relation to nonequi-
librium physics, the many-body quantum chaos and the Out-of-time-ordered correl-
ation functions (OTOC). As well as that, correlation functions are defined and the
concept of quantum quenches introduced.
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• Section III, Experiments with ultra-cold atoms in the atom chip, presents
the experiments in the atom chip done at the Technical University of Vienna and
some of the main results relevant for the quantum nonequilibrium theory and this
thesis. The section is appended by Appendix XII giving the derivation of the sine-
Gordon model as a low energy description of two coupled quasi-condensates.
• Section IV, Quantum sine-Gordon model, introduces the quantum sine-
Gordon model, the most important quantum system for this thesis, as QFT
with elastic scatterings and as a topological theory. The main properties of the
quantum sG model are presented through the S-matrix theory and the phase
diagram discussed. The section is appended by Appendix XIII discussing the
Berezinskii–Kosterlitz–Thouless type phase transition in the sG model.
Part II, Results, is the core of this thesis and presents the main results of my doctoral
research.
• Section V, Weak quantum chaos, presents our work related to the OTOC in
locally interacting systems. First, it is demonstrated that nontrivial dynamics of
the OTOC is only a transient in such systems. An alternative object to characterise
chaos is proposed, the dOTOC, and a polynomial upper bound for its growth proven.
The concept of Weak quantum chaos is introduced. The dynamics of the dOTOC
is demonstrated on the example of the kicked Quantum Ising model, solved both
numerically and analytically. The results presented here were published in [1]. The
section depends on Section II.
• Section VI, Correlation functions of the quantum sine-Gordon model,
presents our work related to the computation of equilibrium and nonequilibrium
multi-point correlation functions of the quantum sine-Gordon model and related
to producing the theory for experiments with ultra-cold atoms in the atom chip.
First, the equilibrium results are given for the ground states, thermal states and
excited states. This is followed by a study of the nonequilibrium dynamics. Finally,
the steps to make the theoretical method more closely adapted to the experimental
setting are presented. A part of the results presented here was published in [2], a
part has not been published yet. The section depends on all the sections in Part I
and Section X.
• Section VII, Violation of horizon by topological quantum excitations,
presents our discovered effect of horizon violations by the spreading of correlation
functions in the sine-Gordon model. First, the concept of horizon spreading of
correlations in QFT is introduced. Then, the numerical results for the violation are
presented. Finally, the analytical proof, the explanation and the interpretation of
the mechanism are given. The results presented here were published in [3]. The
section depends on all the sections in Part I and Part III.
• Section VIII Boundary driven quantum sine-Gordon model, presents our
work related to the transport and boundary driving paradigm in QFT. First, a short
introduction into boundary driven systems is given. Then, the results for boundary
driven quantum sG model are presented and their relevance for the transport of
topological charge discussed. The results presented here have not been published
yet. The section depends on Sections I and IV and X.
Section IX, Conclusions, summarises and evaluates the main results of our work
and discusses their relevance and possible applications. The thesis is concluded with
perspectives for the future research on the presented topics.
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Part III, Methods, discusses in detail the two most complex methods used in our
research projects.
• Section X, Truncated conformal space approach, introduces the Truncated
conformal space approach (TCSA). The largest part of the section is devoted to the
implementation of the TCSA for the sine-Gordon model. The necessary mathem-
atical constructions are given and discussed in detail. The implementation of the
method for the computation of multi-point correlation functions is presented. Fi-
nally the performance of this implementation is discussed. The section is appended
by Appendix XIV giving the complete expressions for the TCSA matrix elements
used in the thesis. Together, this gives all the necessary details for a construction
of a TCSA code for the sG model in the attractive regime with open boundary
conditions.
• Section XI, Bosonisation, gives a detailed discussion and proofs of the con-
structive bosonisation for a fermion field of two chiral components such that it is
consistent with the sine-Gordon – Thirring duality. The equivalence between fer-
mions and bosons in D = 1+ 1 is introduced based on the Fermi sea picture. Then
the fermionisation and the bosonisation identities are discussed and proven. A con-
nection is made to the mathematical structures introduced in Sec. X. Finally, the
sine-Gordon – Thirring duality is proven. The section is appended by Appendix
XV giving the more technical proofs of the isomorphism between boson and fer-
mion Hilbert spaces, the bosonisation identity and the bosonisation of the Dirac
Hamiltonian. Identities commonly used in the main section are given.
The thesis should be read in the following way: It is useful to read the Introduction,
Section I, and the Conclusions, Section IX, first. A reader, expert in the quantum nonequi-
librium physics can safely skip the General background, Part I, and begin directly with the
Results, Part II. A reader from some other field of physics or a learning reader might find
it useful start from Part I. A reader interested only in a particular topic, can start with
the corresponding section and the cross-references in the text and the interdependencies
outlined in the above short overview of the sections can guide him/her to potential other
sections that are useful to read. The Methods, Part III, will be very useful to a reader
wanting to write a TCSA code for the quantum sG model or a reader wanting to reproduce
some of our results. For this reason, those sections are written in full detail. It is advised
to read Section X for a complete understanding of Sections VI and VIII. It is also advised
to read Section XI for a complete understanding of Section VII.
21
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II. QUANTUM NONEQUILIBRIUM AND CHAOS
Nonequilibrium many-body quantum physics theory, a field that is currently exploding
in its range and achievements, deals with the fundamental questions of nonequilibrium
statistical physics from the point of view of quantum many-body systems. Some of the
questions being asked are the following: do closed quantum systems initially brought out
of equilibrium equilibrate and what are the correct statistical ensembles to describe the
equilibrium, how are quantities like spin, charge and energy transported through many
body quantum systems, how is the information propagating or how are different parts of
the system entangled and correlated one with the other, do quantum many body systems
behave regularly or chaotically? It is far beyond the scope of this work to give a complete
review of the vast field and the reader is directed to [18] as an entry point reviewing a
good selection of active topics. Rather, we use this beginning section to introduce a few
particular concepts that are generally important for this thesis.
A. Quantum chaos
1. Chaos versus integrability
The majority of phenomena studied in nonequilibrium quantum physics theory can-
not be addressed perturbatively and therefore one relies either on free (noninteracting)
models, which can be solved exactly, or, if one is interested in genuinely many body
interacting physics, on powerful numerical methods like Density matrix renormalisation
group (DMRG) [20] but even more importantly on the integrability theory. The quantum
integrability theory [16, 17] is a very powerful framework that enables to solve certain
many-body quantum systems exactly despite them being (strongly) interacting. Such sys-
tems, called integrable systems, are rare and possess a special property that they have
infinitely many (or as many as the degrees of freedom) locally conserved charges Ii in
involution
[Ii, Ij ] = 0, [Ii, H] = 0. (2.1)
The Hamiltonian of the theory H is one of the charges. This is a structure rich enough
to enable the exact computation of many quantities. As a drawback, this structure also
makes many of the properties of the integrable systems different from those of generic
quantum many-body systems. For example, integrable systems do not thermalise to a
simple Gibbs ensemble
ρ =
e−βH
tr (e−βH)
, (2.2)
but to a more complex ensemble called the Generalised Gibbs ensemble (GGE) [6, 23–52]
ρ =
e−
∑
i λiIi
tr
(
e−
∑
i λiIi
) . (2.3)
It is described by infinitely many temperatures λi (one for each charge) which keep the
information about the initial state. As another example, while in generic systems the
transport is usually diffusive, in integrable systems quantities can be transported ballist-
ically [6, 47, 53], i.e. without friction. For this reason, although the integrability theory is
perhaps the most powerful tool we have, it remains equally important to develop analyt-
ical tools that can help us address generic quantum many-body systems. There indeed is
an important candidate, residing on the opposite side of the spectrum from integrability,
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namely quantum chaos. I do not discuss quantum integrability any further as, unfortu-
nately, my research problems have lead me in directions where I did not have the chance
to make use of it. Rather, I give a brief introduction into the quantum chaos theory which
was the background for some of my work. Quantum chaos theory has developed as a
complement to the classical chaos theory and the latter always remains a crucial reference
point. Let us therefore begin by briefly discussing the classical chaos.
2. Classical chaos
Chaos, or ”When the present determines the future, but the approximate present does
not approximately determine the future”, if I use the words of Edward Lorenz [54], deals
with deterministic systems that are extremely sensitive to initial conditions such that two
trajectories starting very close to each other in phase space can end up exponentially
far from each other. Another way to view it, closer to the ergodic theory, is to call
chaotic those systems that rapidly explore the entire phase space. We make both of the
notions mathematically precise soon. The theory had its beginnings in the 19th century
when Poincare´ (three-body problem) and Hadamard (motion of a particle on a surface
with constant negative curvature) noticed that deterministic dynamical systems can have
orbits that are nonperiodic and even diverging. Similar observations were later made in
the studies of nonlinear differential equations in various fields by Birkhoff (turbulence),
Kolmogorov (stability of solar systems), Cartwright and Littlewood (radio engineering)
and Smale (dynamical systems in mathematics). But the theory had to wait for its rise
until the 1960s and 70s when computers became developed enough that they could be
started to use for simulations and predictions of dynamical processes in natural sciences.
Such a simulation consists of numerous repetition of simple mathematical operation and
it was observed that for some systems even small errors in the initial conditions can lead
to completely different outcomes. The most famous historical example was the weather
predictions by Lorenz. With Lorenz’s pun ”Does the flap of a butterfly’s wings in Brazil set
off a tornado in Texas?”[55], such a sensitivity was also called the butterfly effect. Such
observations were against intuitive (and naive) expectation that deterministic systems
should behave in a regular and predictable way and it is easy to imagine that this was
important for many fields of science and technology. The field therefore grew quickly and
became a part of a more general fields of dynamical systems and ergodic theory.
Let us make the notion of chaos more precise [56]. The exponential sensitivity to initial
conditions can be formulated in the following way. Let us consider two trajectories x(t)
and y(t) in the phase space of a dynamical system and define δ(t) ≡ x(t)− y(t). Then we
can introduce the Lyapunov exponent
λ(x(0)) = lim
t→∞ lim|δ(0)|→0
1
t
ln
( |δ(t)|
|δ(0)|
)
. (2.4)
This measures the rate of divergence of the two orbits. If the orbits are diverging polyno-
mially in time, λ = 0, but if the orbits are diverging exponentially, λ > 0. The dynamics
of a system with a positive Lyapunov exponent system, even though it is completely de-
terministic, become unpredictable because of this extreme sensitivity to initial conditions.
The perhaps most important example (unproven) is the weather which can be in flat coun-
tries predicted reliably up to a maximum of 8 days in advance and in hilly countries like
Slovenia sometimes not even up to a day.
An alternative but equally important criterion is to consider how the dynamics explores
the phase space. A notion very familiar to physicists is ergodicity – a dynamical system
is called ergodic if time averages of observables are equal to their averages over the phase
space. In chaos theory, usually an even stronger property of mixing is considered.
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A system is called to be mixing if any open subset of the phase space is time-evolved so
that it intersects any other open subset in the way that the intersection has the volume
equal to the product of volumes of the two sets.
Figure 1. Chaotic classical systems are exponentially sensitive to initial conditions and therefore
have a nonzero Lyapunov exponent (2.4). Adapted from [54].
Usually a system is called chaotic if it has a nonzero Lyapunov exponent and it is mixing
(with an additional requirement that the periodic orbit densely cover the phase space).
It turns out that there also exist systems that are mixing but do not have exponentially
diverging trajectories [57]. Such systems are called weakly chaotic. An example is an
oscillator perturbed by a plane wave
x¨+ ω20x =
1
k
ϵω20 sin(kx− vt). (2.5)
In the theory of classical dynamical systems, the opposite of chaotic systems are
the classical or Liouville integrable systems [58]. If a system with N degrees of free-
dom q1, q2, . . . , qN and the conjugate variables p1, p2, . . . , pN (so that the phase space is
2N dimensional), described by a Hamiltonian H({qi}i, {pi}i) has N integrals of motion
I1, I2, . . . , IN ,
{H, Ii} = 0, (2.6)
in involution {Ii, Ij} = 0, with {A,B} ≡
∑
i
(
∂A
∂pi
∂B
∂qi
− ∂B∂pi ∂A∂qi
)
the Poisson bracket, then
it is an integrable system. If one substitutes the canonical variables with the action-angle
variables {qi, pi} → {Ii,Θi} defined as
Θi ≡ ∂S
∂Ii
, (2.7)
with S ≡∑i ∫ qq0 dqi pi (Ii({qi}i, {pi}i), {qi}i), then the motion is periodic in these variables
I˙i = {H, I1} = 0,
Θ˙i = {H,Θi} = ∂H
∂Ii
= Ωi = const, (2.8)
and the dynamics is thus constrained to tori in the action-angle space. These concepts
were further extended to the complete theory of classical integrable systems [59].
One of the most important achievements of the theory of classical dynamical systems
is the Kolmogorov-Arnold-Moser (KAM) theorem [57] saying that if the Hamiltonian is
perturbed with a potential V ,
Hϵ = H ({Ii}i) + ϵV ({Ii}i, {Θi}i) , (2.9)
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that is weak and smooth enough (ϵ small enough), the Liouville tori remain stable. This
means that classical integrability is to some extent robust and is not a measure zero set
in the parameter space of the models.
Figure 2. Poincare´ sections are a common and very useful tool to study the dynamical systems. The
phase space M is usually too large to represent graphically, but one can find a Poincare´ section,
that is a lower-dimensional hyper-surface such that every trajectory intersects with it infinitely
many times. Such intersections can then be represented with dots on the Poincare´ section which
makes it easy to distinguish the regions of the phase space with regular dynamics with Liouville
tori (ellipse shaped structures) and regions with chaotic motion (dust). The Poincare´ section for
the motion in the He´nonHeiles Potential is shown here, nicely displaying coexistence of both types
of dynamics. Adapted from [60].
3. Conventional quantum chaos
It is natural to ask the question of whether and how the notion of chaos generalises
to quantum systems. Pioneering contributions were made by Berry and Tabor [61, 62],
McDonald and Kaufman [63], Casati, Valz-Gris and Guarneri [64] and Bohigas, Giannoni
and Schmit [65, 66] in the late 1970s and early 80s. We follow [67] here. It turned out that
finding such a generalisation was not at all straight-forward. In the quantum world, there is
no notion of the trajectories in the phase space, so one cannot talk about the exponential
divergence of trajectories. Even more, because the Schro¨dinger equation is solved by
|ψ(t)⟩ = e− iℏHt |ψ(0)⟩ (written in the most simple form for a time-independent H), the
quantum dynamics is quasi-periodic in nature and there is no room for an exponential
runaway.
Level repulsion It has been discovered, however, that the right object to look at are
the spectra of either the Hamiltonians of the quantum systems H or the propagators
U(t) ≡ T
{
exp
[
− i
ℏ
∫ t
0
dt′H(t′)
]}
, (2.10)
where T is the time-ordering operator. The spectrum of U(t) is defined by the unitary
eigenvalue problem
U(t) |ψn⟩ = e−iϕn |ψn⟩ , (2.11)
with the eigenvalues on the interval ϕn ∈ [0, 2π). In important special cases of Floquet
systems, when the Hamiltonian is periodic H(t + nτ) = H(t) for n ∈ Z with a period τ ,
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the proper object to examine is the Floquet operator
U ≡ U(τ). (2.12)
Its spectrum is also called the quasi-energy spectrum and the eigenvalues ϕn the quasi-
energies.
It has been observed that for the systems that have a semi-classical limit ℏ→ 0, there
is a crucial difference between the systems whose semi-classical limit is integrable and
those whose limit is chaotic. In the systems with an integrable limit, the energy levels
are allowed to cross when a parameter in the Hamiltonian (could be for example the
interaction strength or the external magnetic field) is varied, while in the systems with
a chaotic limit, the level-crossings are forbidden (Figs. 3 and 4). More precisely, the
crossings are forbidden if one considers a single symmetry sector of the Hamiltonian.
Figure 3. Left: a typical example of levels crossing upon varying a parameter in the Hamiltonian
(Zeeman multiplets in magnetic field B). Right: A typical example of avoided crossing (a two-level
system with a control parameter λ). Adapted from [67].
Figure 4. Quasi-energy spectrum of a kicked top in dependence of the control parameter λ. For
λ ≤ 3 the system has semi-classical limit with predominantly regular motion which reflects in
multiple level crossings in the spectrum of the quantum system. For λ > 3, chaotic motion prevails
in the semi-classical limit and level-crossings are suppressed in the quantum spectrum. Adapted
from [67].
Level-statistics This suggests that in order to study quantum chaos, one should look at
statistical properties of the spectra of quantum systems. The simplest quantity to consider
are the distances between the neighboring energy levels, the so called level-spacings
S ≡ ϵi+1 − ϵi, (2.13)
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and their distribution P (S). Already from the level-spacing distributions P (S), a remark-
able property was observed: they behave very universally (after the spectra are unfolded
- normalised to a unit mean level spacing). For systems with an integrable semi-classical
limit the distribution is always Poissonian
P (S) = e−S . (2.14)
For system with chaotic semi-classical limit it depends only on the elementary symmetries
of the Hamiltonian (Fig. 5). In neither of the cases, does P (S) depend on the precise
form of the Hamiltonian or the particular values of the parameters.
Symmetry classes The most important symmetry characterising the chaoticity of
quantum systems turned out to be the behaviour of the system under the time inver-
sion t → −t. A system could either be: (a) not invariant under the time inversion; (b)
invariant under the time reversion with the time inversion operator having the property
T 2 = 1; or (c) invariant under the time reversion with T 2 = −1. There can also be other
symmetries important in some exceptional cases [67].
orthogonal
unitary
symplectic
Poisson
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Figure 5. The universal level-spacing distributions: Poissonian (2.14) for integrable systems and
the Wigner surmises (2.16) for the three most common symmetry groups: orthogonal, unitary, and
symplectic.
Random matrix theory Remarkably, a connection was established between the univer-
sal behaviour of the spectra of quantum systems with the chaotic semi-classical limit and
the Random matrix theory (RMT) [68]. The development of this field of mathematical
physics was driven by nuclear physics, where it was found that the statistical properties
of the spectra of heavy nuclei can be described by ensembles of random matrices with
certain symmetries.
An ensemble of random matrices is a set of matrices H whose values of the elements
Hij are randomly distributed according to∫ ∞
−∞
dHP (H) = 1. (2.15)
Here, P (H) is the probability density for the configurations H. The measure dH is the
so called Haar measure, which is a function of {dHij}ij and gives a differential volume in
the space of matrices. The product HP (H) gives the (infinitesimal) probability, to find a
member of the ensemble in the configuration H. An ensemble is said to correspond to a
Lie group G if both P (H) and dH are invariant under the action of the elements of G.
RMT has developed tools to compute from P (H) and dH the statistical properties of the
spectra of the members of an ensemble or random matrices.
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Quantum chaos conjecture The relation between the quantum chaos and the random
matrix theory is best captured in the Quantum chaos conjecture originally proposed by
Bohigas, Giannoni and Schmit [65]. It is expressed in the general form as: The spectrum of
a quantum system whose classical analogue is chaotic shows the same fluctuation properties
as predicted by the ensemble of random matrices of the corresponding symmetry class. A
Hamiltonian or a propagator of a quantum model is viewed as a typical representative of
a RMT ensemble. This explains the observed universal behaviour of the spectra of chaotic
models depending only on the symmetry of the Hamiltonian. It is also another reason to
consider chaotic systems as the opposite of integrable ones. Not only that the later are
exactly solvable and the former are not, the integrable systems need to have an infinite set
of charges specified in order to describe them, while the properties of the chaotic systems
are given already by the simplest symmetries of the Hamiltonian.
The random matrix ensembles corresponding to the Hamiltonians are the Gaussian
ensembles of Hermitian matrices: Gaussian unitary ensemble(GUE) for systems without
the T invariance, Gaussian orthogonal ensemble (GOE) for systems with T invariance
with T 2 = 1 and Gaussian symplectic ensemble (GSE) for systems with T invariance with
T 2 = −1. They give the following results for the level-spacing distributions:
P (S) =
⎧⎪⎨⎪⎩
(Sπ/2)e−S2π/4; orthogonal,
(S232/π2)e−S24/π; unitary,
(S4218/36π3)eS
264/9π; symplectic.
(2.16)
More precisely, these results, also calledWigner surmises, are for systems with the number
of levels N = 2. The expressions for larger Hilbert spaces become more complicated, but
remarkably, the distributions do not differ from the N = 2 even in the N →∞ limit. The
Wigner surmises together with the Poisson distribution (2.14) for integrable systems are
shown in Fig. 5.
The RMT ensembles corresponding to the propagators are the Circular ensembles of
unitary matrices: Circular unitary ensemble(CUE) for systems without the T invariance,
Circular orthogonal ensemble (COE) for systems with T invariance with T 2 = 1 and
Circular symplectic ensemble (CSE) for systems with T invariance with T 2 = −1.
Detailed properties of RMT ensembles along with the large corpus of further quantum
chaos theory and RMT results can be found in [67, 68].
Dynamical characterisation of quantum chaos? To conclude the section, presently
there is no fully satisfactory way to characterise quantum chaos dynamically in the sense
of the sensitivity to initial conditions similar to the classical case. In other words a good
quantum analogue of the Lyapunov exponent has not been found. The most promising
attempt in this direction is fidelity or Loschmidt echo [69]. This is a quantum version
of the question proposed by Loschmidt, whether a classical gas is going to return to the
initial state if one reverses the velocities of all the molecules after some time t. We know
that classical gases are highly chaotic systems, so even a small perturbation to the system
during the reverse dynamics would cause it to end up in a state completely different from
the initial one. In the quantum case this is probed in the following way: let H be the
Hamiltonian of the system and U(t) its corresponding propagator. Let V be a perturbing
potential, ϵ a small parameter and
Uϵ(t) = U(t)e
− iℏ ϵV t (2.17)
the propagator of the perturbed Hamiltonian Hϵ = H + ϵV . Then the fidelity of the
perturbed reverse time-evolution, the Loschmidt echo for a state |ψ⟩ is defined as
F (t) ≡ |ψ⟨|Uϵ(−t)U(t)|ψ⟩|2 . (2.18)
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That is, we go forward in time with the unperturbed dynamics, backwards in time with
the perturbed dynamics and measure the overlap between the final and the initial state. In
systems with a chaotic semi-classical limit, for a sufficiently high ϵ, F (t) was observed to
enter the so called Lyapunov regime where it decays exponentially as F (t) ∝ exp(−λt) with
a perturbation independent rate λ equal to the Lyapunov exponent in the semi-classical
limit. In systems with a regular semi-classical limit, the decay was slower. The Loschmidt
echo has two problems, however: it works only for pure states and only for short times
which guarantee pointwise quantum-classical correspondence of time evolution. As well
as that, the Lyapunov regime turned out not to be always present.
Quantum KAM? One of the main open fundamental questions in quantum physics is
whether aspects of quantum integrability remain present after small perturbations, simil-
arly as established for classical systems by the Kolmogorov-Arnold-Moser theorem. The
most important results of this type that are known so far, come under the name of preth-
ermalisation [70–79]. It has been demonstrated that during the course of equilibration,
weakly perturbed integrable systems first exhibit a fast dynamics that relaxes close to the
Generalised Gibbs ensemble but afterwards the system slowly drifts towards the thermal
state (Gibbs ensemble) which is the final equilibrium state. The intermediate state, the
prethermal state shows that weakly perturbed integrable systems preserve some proper-
ties of the integrable system. Another approach to the problem of quantum KAM has
been through the construction of nearly conserved charges [80]. A rigorous proof of the
preservation of the integrable structure upon weak perturbations in the form of a quantum
KAM theorem is to this day not known and it is commonly expected not to be true.
4. Towards many-body quantum chaos
The quantum chaos theory was historically dealing mostly with single-body systems,
where the semi-classical limit can be found. The Quantum chaos conjecture was rigorously
proven only for a specific type of single-particle models, the incommensurate quantum
graphs, by Pluharˇ and Weidenmu¨ller [81, 82]. For interacting many-body system, the
situation was much less understood until recently. There had been a convincing accu-
mulation of evidence suggesting that the conjecture is valid also for many-body systems
[4, 83–87], however analytical proofs were missing.
The first such important step was made very recently by Bertini, Kos and Prosen
[88] (see also [89–91]). The authors considered, the kicked quantum Ising (KI) model, a
nonintegrable interacting many-body Floquet system
HKI [⃗h, J, b; t] = HI [⃗h, J ] +
∞∑
m=−∞
δ(t−m)HK [b], (2.19)
with the Ising and the kick part
HI [⃗h, J ] ≡
L∑
j=1
{Jσzjσzj+1 + hjσxj }, HK [b] ≡ b
L∑
j=1
σxj . (2.20)
The parameters are: the Ising coupling J , the transverse magnetic field kick strength b
and the disorder by a nonhomogeneous longitudinal magnetic field h⃗. This system has a
time-reversal symmetry and is therefore expected that its spectral properties are described
by orthogonal RMT ensembles.
The Floquet operator (2.12) for this system becomes
UKI [⃗h, J, b] = e
−iHK [b]e−iHI [⃗h,J ]. (2.21)
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We can define the quasi-energy distribution function of a Floquet operator
ρϵ ≡ 2π
N
∑
n
δ(ϵ− ϕn), (2.22)
where ϕn are the quasi-energies and N the (total) dimension of the Hilbert space, and its
2-point function is defined as
r(ν) ≡ 1
2π
∫ 2π
0
dϵρ(ϵ+ ν/2)ρ(ϵ− ν/2)− 1. (2.23)
The authors studied the spectral form factor which is the Fourier transform of r(ν)
K(t) ≡ N
2
2π
∫ 2π
0
dν eiνtr(ν), (2.24)
for which the RMT (COE) predicts [67]:
KCOE(t) = 2t− t ln(1 + 2t/N), for 0 < t < N. (2.25)
The KI has a special property that its propagator in space has the same form as
the propagator in time but with a different coupling J ′. At the so called self-dual point
|J | = |b| = π4 , the propagator in space also becomes unitary. This special property was
used to compute K(t) exactly after averaging over all possible realisations of disorder h⃗
and prove that the time-dependence indeed agrees with (2.25). This is the first exact
demonstration of the Quantum chaos hypothesis for many-body systems. This paves the
way for the future analytical treatment of many-body chaotic systems but also provides a
tool for exact solutions for nonintegrable interacting many-body systems [90, 91].
The approach with the many-body spectral form factor has already had an interesting
application to a recently very popular field of Many-body localisation (MBL) [92], where
it could show that the MBL is most likely just a transient effect [93].
Figure 6. At the self-dual point of the quantum kicked Ising model, the propagation in space and
in time are both unitary and have the same form. Adapted from [67].
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5. Out-of-time-ordered correlators
There has recently been another line of approach towards many-body quantum chaos
with another attempt to characterise it in a dynamical way, closer to the notion of ex-
ponentially divergent trajectories. Motivated by ideas related to quantum information
propagation in black holes put forward in [12] and based on a classical work in supercon-
ductivity [94], a new object to study quantum chaos has been proposed in the holography
community (also known as AdS/CFT correspondence), the so called Out-of-time-ordered
correlation functions (OTOC) [13, 95, 96]3
C (t, x) = −⟨[w(t, x), v(0, 0)]2⟩β. (2.26)
Here w, vx are local observables and ⟨•⟩β denotes the thermal expectation value at inverse
temperature β. The correlator is called out-of-time ordered because in the expansion of
the square of the commutator, there are terms like ⟨w(t, x)v(0, 0)w(t, x)v(0, 0)⟩β that are
not time-ordered as the correlators usually considered in quantum physics.
The OTOC at first sight appears similar to the Loschmidt echo discussed in Sec. II A 3,
but it turns out that going forwards and backwards in time twice as compared to once
results in big differences in behaviour. In the theory of superconductivity, where the
OTOC was first considered, it was shown that the growth of the OTOC in time was
exponential in cases when the semi-classical trajectories of electrons scattered on impurities
were exponentially diverging [94] with the exponent equal to the Lyapunov exponent. It
was therefore proposed to call quantum system chaotic if they display exponential growth
of the OTOC
C (t, x) ∝ eλL(t−|x|/vB). (2.27)
Motivated by the semi-classical picture, λL is referred to as the Lyapunov exponent and
vB the butterfly velocity.
It was further shown that the exponential growth of the OTOC has an upper bound
[97]
λL ≤ 2πkBTℏ , (2.28)
where T is the temperature of the system. It was found that this bound is saturated by
some systems, like the large N gauge theories and the Sachdev-Ye-Kitaev model (SYK)
[97, 98]. These theories have been called maximally chaotic and they have been found to
be dual to black holes in the sense of AdS/CFT correspondence [100]. It was conjectured
that any system saturating the bound must have a gravitational dual.
The Sachdev-Ye-Kitaev model is given by the Hamiltonian
H =
1
4!
N∑
i,j,k,l=1
Jijklχiχjχkχl, (2.29)
where χi are Majorana fermions {χi, χj} = δij and the model has disorder with the
couplings Jijkl distributed according to the distribution
P (Jijkl) ∼ exp(−N3J2ijkl/12J2). (2.30)
The dynamics of this all-to-all interacting (0-dimensional) was solved in [98] and became
one of the most studied models in relation to the OTOC. The proposal of the OTOC was
followed by many works in high-energy and condensed matter physics, just to list a few
[99, 101–133]. We argue in Sec. V that the OTOC is not a suitable object to characterise
chaos in locally interacting lattice systems and we propose an alternative, modified, object.
3 The OTOC is a typical example of authority driven ”hot topics” in physics, a collective behaviour that
we should perhaps be more critical about. The topic started with a proposal of Kitaev [13, 95, 96],
followed by works of Maldacena [97], Polchinski [98] and Sachdev [99]. A moment later, everybody was
doing it. Citations to the OTOC related works are certainly in abundance but let us see, in a decade or
so, what will be the significance of its contribution to physics.
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B. Quantum correlation functions
The object most often computed in our work presented in this thesis are the quantum
correlation functions. They provide a complete and practical description of a physical
system. Any observable can be expressed directly in their terms and they contain all
information about the spectrum of quasiparticles and their collisions [134]. The correlation
functions are then naturally an important object of study in quantum nonequilibrium
theory as they reveal the dynamical properties of the systems. An example like that is
also the OTOC presented in the previous section. Since we are referring to correlation
functions throughout the thesis, we want to define them here.
A N -point correlation function of a set of observables O1, O2,..., ON is defined as the
expectation value
C
(N)
O1···ON (t1, x1; t2, x2; . . . ; tN , xN ) ≡ ⟨O1(t1, x1)O2(t2, x2) · · ·ON (tN , xN )⟩ . (2.31)
If the correlation function is computed on a pure state |ψ⟩, then the expectation value is
⟨•⟩ ≡ ⟨ψ| • |ψ⟩. (2.32)
If the correlation is computed on a mixed state represented by a density matrix ρ, then
the expectation value is
⟨•⟩ ≡ tr (• ρ) . (2.33)
In particular, the expectation values in a thermal state with temperature T are denoted by
⟨•⟩T . We often need equal-time correlation functions for t1 = t2 = . . . = tN = t, denoted
by
C
(N)
O1···ON (t;x1, x2, . . . , xN ) ≡ C
(N)
O1···ON (t, x1; t, x2; . . . ; t, xN ). (2.34)
Equilibrium correlation functions are denoted by
C
(N)
O1···ON (x1, x2, . . . , xN ) ≡ ⟨O(x1)O(x2) · · ·O(xN )⟩ . (2.35)
Often the order N is clear from the context and then the superscript (N) is omitted for
simplicity of notation. Similarly, when the operators under consideration are clear, the
subscript O1 · · ·ON is omitted. If all of the operators are of the same type, O1 = O2 =
· · · = ON = O, the subscript is simply O. If the operators are extensive and thus position
independent, the spatial coordinates are naturally absent.
Important information is encoded in the connected part of the correlation functions or
simply connected correlation functions. For general N they are defined as
[
C
(N)
O1···ON
]C
(t1, x1; . . . ; tN , xN ) ≡
∑
π
(|π| − 1)!(−1)|π|−1
∏
B∈π
⟨∏
i∈B
Oi(ti, xi)
⟩
, (2.36)
where the sum runs across all the partitions π of {1, 2, . . . , N} into blocks B, i are elements
of B and |π| is the number of blocks in π. Thus, the connected part provides the genuine
information of the N -th order physics, that is information that is not included in the
correlations of the lower orders. Written explicitly for 2-point correlation functions, the
connected part is[
C
(2)
O1O2
]C
(t1, x1; t2, x2) = ⟨O1(t1, x1)O2(t2, x2)⟩ − ⟨O1(t1, x1)⟩ ⟨O2(t2, x2)⟩ . (2.37)
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For 4-point correlation functions, for the states where 1-point correlations vanish, which
is most often true for the cases considered in this thesis, the connected part is:[
C
(2)
O1O2O3O4
]C
= ⟨O1O2O3O4⟩ − ⟨O1O2⟩ ⟨O3O4⟩
− ⟨O1O3⟩ ⟨O2O4⟩ − ⟨O1O4⟩ ⟨O2O3⟩ . (2.38)
Knowledge of higher order connected correlation functions is necessary in order to
distinguish the ground or thermal states of an interacting from those of a noninteracting
system: while such states are Gaussian for noninteracting systems, that is their connected
correlation functions of order higher than two vanish, those of interacting systems are
generally nonGaussian. NonGaussian states are characterised by nonvanishing connected
correlations of the order higher than two,
[
C
(N)
O1···ON
]C ̸= 0 for some N > 2. For Gaussian
states, higher order than two connected correlations vanish
[
C
(N)
O1···ON
]C
= 0 for ∀N > 2.
C. Quantum quenches
Quantum quenches are a common protocol to bring a quantum system out of equilib-
rium [25, 26, 28, 30–35, 37, 39–43, 80, 135–184]. They are done by preparing the system in
a state ρ0 which is an equilibrium state (most commonly a ground or a thermal state) of
the pre-quench Hamiltonian H0. At time t = 0, the Hamiltonian of the system is changed
abruptly to the post-quench Hamiltonian H1. This creates excitations in the post-quench
system and triggers nonequilibrium dynamics governed by H1, which one wants to study.
Quenches can be either global, when such a change is done in the entire system, or local,
for example by joining two initially separated systems at their edges.
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Experimental techniques in ultra-cold atoms have been experiencing an enormous devel-
opment in the last two decades and can today implement a broad variety of Hamiltonians
and enable the study of their equilibrium and out-of-equilibrium physics [185]. This serves
as the motivation and the source of the challenges for many of the theoretical projects but
also as one of the main legitimizations of our field of nonequilibrium quantum theory. In
this section I want to briefly introduce the the experiments in the atom chip, a state-of-the
art experimental technique with ultra-cold atoms situated at the Technical University of
Vienna (TU Wien) and developed through a few decades by Schmiedmayer and coworkers
[11]. This experiment has been an important source of topics for my research (Secs. VI,
VII). In the presentation here, I mostly be follow [11, 186, 187].
A. Experimental setting
The main feature that distinguishes the experiments at the TU Wien from other ultra-
cold atom experiments is the so called atomcip. This device, located in the core of the
experimental setting, is a chip consisting of a single gold layer isolated from a silicon
substrate by a thin layer of silicon dioxide (Fig. 7). This construction allows for efficient
cooling of the thin wires structured at the surface of the chip so that they can conduct
extreme currents (of the order of an ampere in wires of diameters of a couple micrometers).
This in turn generates strong magnetic fields in the surrounding region and enables their
very precise control. In combination with homogeneous external magnetic fields generated
with Helmholtz coils and the gravitational field, this creates potentials for very tight 1
D confinement of atomic quasi-condensates (transversal frequency of the harmonic trap
ω⊥ ≈ 9 kHz, longitudinal frequency ω∥ ≈ 42Hz). The atom chip is located inside a vacuum
chamber and is turned upside down. The one-dimensional (1D) cloud of ultra-cold atoms
is levitating below the atom chip (Fig. 8). The 1D atomic quasi-condensate consists of
individual atoms, discrete entities, but at scales larger than the so called healing length,
ξh ≈ (3 to 6) × 10−7m, it effectively behaves as a continuum and its physics can be
described by quantum field theory. The 1D atomic quasi-condensate can be further split
into two parallel 1D quasi-condensates and the potential between them can be precisely
controlled. Via Josephson tunneling, this induces effective coupling between the two quasi-
condensates and results in rich physics as we discuss in the following.
Let us give a few further details about the experimental procedure. The experiments are
done with the 87Rb. The atoms are cooled down with evaporative cooling to temperatures
of the order of a few µK and then in the 1D trap using the special technique of forced
evaporative cooling suitable for 1D systems further down to the order of ∼ 10 nK so that
they quasi-condensate into a quasi-condensate. Starting from ∼ 2 × 106 atoms one ends
up with ∼ 10000 atoms in the quasi-condensate of the length L ≈ 100µm. Depending on
the particular experiment, one can the keep the quasi-condensate in a single 1D cloud or
split it into two coupled 1D clouds. In both cases, the dynamics of the quasi-condensates
is governed by a QFT which serves as the basis for their theoretical description.
One of the crucial developments done at the TU Wien was to develop a technique to
measure (dynamical) correlation functions in QFTs governing such 1D quasi-condensates.
This is done in the following way: the system is let to evolve for a certain time and
then the magnetic traps are switched off, so that the dynamics freezes and the quasi-
condensates begin to fall freely due to the gravitational field. After a certain time of
flight, the quasi-condensates are scanned using the absorption-interference imaging in
several directions (Fig. 10). The attenuation of the laser beams upon the scattering
with the quasi-condensate is used to extract the information about the spatial profile of
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Figure 7. Left: Atom chip as used in the experiments at the TU Wien. Right: Scheme of wires
in the atom chip. The current running through the central trapping wire, IW , creates a circular
magnetic field that in combination with homogeneous external magnetic fields and the gravitational
field creates the potential for the effective 1D trap. The currents in the smaller side-wires, Irf1,2, are
used to generate radio frequency magnetic fields. These fields ”dress” the atoms by off-resonantly
coupling different Zeeman states. This effect can be used to split the 1D quasi-condensate into
two parallel 1D quasi-condensates and control the potential between them. The wires with IU are
used to create harmonic longitudinal confinement along the 1D traps. Adapted from [187, 188].
Figure 8. Left: Position of the atom chip inside the vacuum chamber. Right: Ultra-cold atoms
confined to levitate in 1D potential traps underneath the atom chip. The 1D trapping potential is
a result of a fine interplay between the magnetic fields and the gravitational field. Adapted from
[189].
Figure 9. Quasi-condensates in 1D traps, although consisting of individual atoms at the microscopic
levels, effectively behave as quantum field theories at scales larger than the healing length ξh.
Adapted from [190].
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density ρ(x) and the interference patterns to extract the phases θ(x). From the ripples in
ρ(x), the so called density ripples, one can deduce the temperature of the quasi-condensate.
From the phases one can calculate the correlation functions of the quantum fields. Such
a measurement is destructive - it destroys the system. Therefore, in order to get the
time-dependent correlation functions, the system can be prepared in the same initial state
(can be done for thermal states, but not pure states) many times and let to evolve in the
trap for a different amount of time in each realisation. In fact, to collect enough statistics
in order to extract the quantum correlations, the experiment has to be repeated several
thousand times for each point in the time-series of the correlation function. This is, of
course, done in an automated way, but such measurements still last for a very long time.
The destructiveness of the measurement also implies that correlations in time cannot be
probed in this way and only equal-time correlations can be measured.
Figure 10. The imaging in the atom chip experiments. After a certain time evolution, the magnetic
traps are switched off, the QFT dynamics of the quasi-condensates freezes and the atom clouds
fall freely in the gravitational field. During the fall they expand and they are measured using the
(destructive) absorption-interference imaging. Density ripples can be used to infer the temperature
of the quasi-condensate, the interference pattern can be used to extract the correlation functions
of the QFT. Adapted from [11, 190].
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B. Quantum field theory description
One dimensional atomic quasi-condensates at scales longer than the healing length ξh,
can be effectively described using quantum field theories (Fig. 9).
1. Single 1D quasi-condensate
The dynamics of a single 1D atomic quasi-condensate is described by the following hard
core interacting (via δ-interaction) QFT [11, 186, 187]
H =
∫
dx
[
ℏ2
2mA
∂xψ
†∂xψ + (U(x)− µ)ψ†ψ
]
+
g1D
2
∫
dxdx′ψ†(x)ψ†(x′)δ(x−x′)ψ(x′)ψ(x).
(3.1)
Here, ψ denotes the complex boson field4. The parameters are: the interaction parameter
g1D, the longitudinal potential of the trap U(x), the chemical potential µ and the atom
mass mA. For the homogeneous trap potential U(x) = 0, this theory becomes the Lieb-
Liniger model [192], an integrable QFT.
The importance of the interaction is determined by Lieb-Liniger parameter γ =
mAg1D/ℏ2n1D, with n1D = N/L the density of the atoms in the trap. For γ ≫ 1,
the model is in the strongly interacting Tonks-Girardeau regime [193, 194]. For the ex-
perimental regime, the value is γ ∼ 2× 10−3 ≪ 1 and the system is in the weakly coupled
regime. In this regime the phase fluctuates strongly, but the density fluctuations become
small. To describe the low energy physics of the system, one can then use the following
ansatz (sometimes referred to as ”bosonisation” but in this thesis we reserve this name
for the method described in Sec. XI)
ψ(x) =
√
n1D + δρ(x)e
iθ(x). (3.2)
Here δρ(x) is a small fluctuation of the density of atoms around the average dens-
ity n1D, θ(x) the phase and the fields satisfy canonical commutation relations (CCR)
[δρ(x), θ(x′)] = iδ(x − x′) (so that the fields are the canonical conjugates to each other).
With this ansatz and after some manipulations and approximations (see Appendix XII),
the model becomes the Luttinger liquid (free massless boson theory) [195] in terms of the
new fields
H =
ℏc
2
∫
dz
[
K
π
(∂xθ(x))
2 +
π
K
(δρ(x))2
]
=
∑
ℏωka†kak, (3.3)
with the speed of sound c =
√
g1Dn1D/mA, that has the role of the maximal group
velocity in the theory, similarly as the speed of light in high-energy physics, and the
Luttinger parameter5
K ≡√n1D(ℏπ)2/4g1DmA and a†k, ak the bosonic creation/annihilation operators. This is
a free (noninteracting) model with the linear dispersion relation ωk = ck. The Luttinger
liquid theory plays an important role in both bosonic and fermionic condensed matter
systems [11, 196].
4 The notation is a bit unfortunate, because ψ is usually used for fermion fields, but we need φ later in
the section, so we use ψ here as is also the standard notation in the literature [11, 186, 187, 191]
5 The given expressions for c and K are for the experimental weakly coupled regime γ ≪ 1. They get
renormalised at higher coupling, see [191].
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2. Two tunnel-coupled 1D quasi-condensates
If the 1D quasi-condensate is split into two parallel quasi-condensates as described in
Sec. III A, the Josephson tunneling of atoms through the potential barrier separating
the quasi-condensates induces the coupling between them (Fig. 11). Then the system is
described by the following QFT Hamiltonian
H =
2∑
j=1
∫
dx
[
ℏ2
2mA
∂xψ
†
j∂xψj + (U(x)− µ)ψ†jψj +
g1D
2
ψ†jψ
†
jψjψj
]
−ℏJ
∫
dx
[
ψ†1ψ2 + ψ
†
2ψ1
]
.
(3.4)
The index j = 1, 2 of the fields ψj is now referring to which of the two quasi-condensates
the field is describing and the Josephson frequency J determines the coupling strength
between the two quasi-condensates.
In the experimentally relevant γ ≪ 1 regime, we can proceed similarly as above with
the ansatz
ψj(x) =
√
n1D + δρj(x)e
iθj(x). (3.5)
We can further combine the fields δρj(x) and θj into the symmetric (s) and anti-symmetric
(a) combinations
δρs(x) = δρ1(x) + δρ2(x), φs(x) =
1
2
(θ1(x) + θ2(x)) ,
δρa(x) =
1
2
[δρ1(x)− δρ2(x)] , φa(x) = θ1(x)− θ2(x). (3.6)
Then after some computations and approximations we get
H = Hs [δρs, φs] +Hs−a [δρs, φa] (3.7)
+
∫
dx
[
ℏc
2
(
K
π
(∂xφa(x))
2 +
π
K
(δρa(x))
2
)
− 2ℏJn1D cos (φa(x))
]
.
Here Hs [δρs, φs] describes the physics of the symmetric modes and it is just the Luttinger
liquid Hamiltonian with the Luttinger parameter Ks = 4K. The term Hs−a [δρs, φa]
gives the coupling between the symmetric and the anti-symmetric modes and is believed
to be small in the experiment. Finally, the anti-symmetric modes are described by the
sine-Gordon model (sG). This was first proposed by Gritsev, Polkovnikov and Demler
in [197]. The sine-Gordon model is a paradigmatic example of an interacting quantum
field theory and plays a central role in this thesis. It is extensively discussed in the next
section (Sec. IV). By taking into account that δρa(x) is the conjugate momentum of
φa(x), by rescaling the anti-symmetric field as φ(x) =
√
K
π φa(x), we get the sine-Gordon
Hamiltonian, governing the dynamics of the anti-symmetric field, in the standard form
Ha = ℏ
∫
dx
[
c
2
(
(∂xφ(x))
2 + (∂tφ(x))
2
)
− m
2
β2
cos (βφ(x))
]
, (3.8)
where we have also introduced β ≡√ πK and m2 ≡ 2Jn1Dβ2.
It is at present not completely justified that all the approximations made in the deriva-
tion of (3.8) from (3.4) are justified in all of the experimentally relevant regimes. To make
all the approximations that were made transparent and to make it easier for the reader to
recover the derivation, I have written the derivation out completely in Appendix XII. The
crudest approximation made is neglecting the terms proportional to (∂xδρa(x))
2, which
is likely not to be valid for the upper part of the range of the experimentally available
values of J . At present it is also not completely justified that the coupling between the
symmetric and the anti-symmetric modes is negligible. However, there could also be other
contributions to the dynamics of the system that are not even included in (3.4). Such an
example could be energy losses to the environment for which there are some indications.
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Figure 11. Tunneling through the potential barrier between two parallel 1D quasi-condensates
induces the sine-Gordon interaction. The strength of the interaction can be tuned by controlling
the height of the barrier. Adapted from [198].
C. Important results
Here we present some of the recent results of the atom chip experiments important for
the nonequilibrium quantum physics. The results are not ordered in a chronological order,
rather I present them by topic.
1. Nonequilibrium dynamics
In the experiments they have been able to observe some of the elementary features of
quantum dynamics and some of the unexpected ones.
Recurrences After a quench in a quantum system of a finite size one expects to observe
recurrences - the information propagates in both directions, gets reflected from the bound-
ary and recombines at some time later. The recurrences are particularly pronounced in
free systems, where the information propagates without dispersion and can be recombined
perfectly after reflections from the boundaries. In the atom chip experiments, they are
able to confine the quasi-condensates to a box potential with an additional longitudinal
optical trap (attenuation mask is used to get the sharp box potential). Interestingly, the
recurrences could be measured for the correlation functions in the Luttinger liquid dynam-
ics [199] (Fig. 12). The recurrence amplitudes underwent a temporal decay suggesting
there is some dissipation in the system.
Horizon dynamics In quantum system the information is expected to propagate caus-
ally, in the causal horizon, called the horizon effect [136, 138, 184]. In QFT this is guar-
anteed with relativistic invariance, for lattice systems (with finite local Hilbert space di-
mension) this is guaranteed by the Lieb-Robinson bound [200]. Indeed, such a light-cone
spreading of the wavefront is observed in the experiment after a quench [201] (Fig. 13).
We address the question of the horizon effect in Sec. VII and find a surprising result.
Phase-locking In quenches to the sine-Gordon theory, the phase φ is observed to
oscillate, as expected, but the oscillation amplitude decays with time and the phase relaxes
(or locks) to φ = 0 [202] (Fig. 14). It is argued that such a phase-locking cannot be a
consequence of pure sG dynamics [203, 204] and it provides further evidence that there is
some dissipation affecting the dynamics. The explanation of this effect remains an open
question.
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Figure 12. Experimental observation of recurrences in the Luttinger liquid system. Left: temporal
dependence of the correlations showing the recurrences and the decay of the amplitude with time.
Right: Dependence of the recurrence time on the system size. Adapted from [199].
Figure 13. The wavefront after a quench is found to propagate in a causal horizon under the
Luttinger liquid dynamics in the experiment. Adapted from [201].
2. Thermalisation
One of the most important topics of investigation in nonequilibrium quantum physics
is the question under what conditions do quantum systems thermalise and what are the
statistical ensembles describing the equilibrium states.
Prethermalisation Weakly perturbed integrable quantum systems can reach an in-
termediate quasi-equilibrium state and reside there for a longer time before they finally
thermalise [70–79]. The phenomenon is called prethermalisation and has been observed in
the experiment [205].
Generalised Gibbs ensemble As explained in Sec. II, integrable quantum systems re-
laxed to the so called Generalised Gibbs ensemble (GGE), (2.3). This ensemble is charac-
terised with a set of infinitely many temperatures as compared to a single temperature that
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Figure 14. In quenches to the sine-Gordon model in the experiment the phase relaxes to zero in
manner similar to a dumped pendulum. The phenomenon is referred to a phase-locking. Adapted
from [202].
defines the thermal states which are the equilibrium states of generic quantum systems.
In the atom chip experiments it was confirmed that the Lieb-Liniger model relaxes to a
GGE and 10 temperatures could be identified by comparison to the theoretical prediction
[206].
Figure 15. Lieb-Liniger model realised in the atom chip experiments equilibrates to a generalised
Gibbs ensemble. Left: Dynamics of correlation functions compared to the theory. Right: 10 lowest
temperatures Adapted from fitting a GGE to experimentally measured correlations. Adapted from
[206].
3. Correlation functions of the quantum sine-Gordon model
One of the most important results of the atom chip experiments at the TU Wien was
the experimental realisation of the quantum sine-Gordon model with two coupled quasi-
condensates and the measurement of its multi-point thermal correlation functions [198].
This was one of the first direct measurements of multi-point quantum correlation functions
ever and also the first result for the multi-point correlation functions of the sG model. The
multi-point correlation functions of the sG model have not been computed analytically yet.
Correlation functions Multi point correlation functions (2.34) have been measured for
the relative phase field
φ\0(0, x) = φ(0, x)− φ(0, x0). (3.9)
The relative phase field is obtained by subtracting from the field operator the field at some
reference point x0 usually taken in the middle of the interval. As explained later in Sec. IV,
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the field in the sG case are compactified to a circle and are defined only up to a global phase.
The correlations have been measured up to the 10-th order. Fig. 16 shows 4-point thermal
correlation functions for different values of parameters as measured in the experiment -
full correlations, their disconnected and connected parts (2.38). A checkerboard pattern
is observed, which is a consequence of referencing (3.9). More importantly, the connected
part of the correlations is nonzero in some regime confirming that the experimentally
realised model is highly interacting.
Kurtosis To quantify nonGaussianity, the following measure called kurtosis was in-
troduced:
K ≡
∫
dx1dx2dx3dx4
⏐⏐⏐[C(4)]C (x1, x2, x3, x4)⏐⏐⏐∫
dx1dx2dx3dx4
⏐⏐C(4)(x1, x2, x3, x4)⏐⏐
≈
∑
x1,x2,x3,x4
⏐⏐⏐[C(4)]C (x1, x2, x3, x4)⏐⏐⏐∑
x1,x2,x3,x4
⏐⏐C(4)(x1, x2, x3, x4)⏐⏐ . (3.10)
It is the integral over the whole (x1, x2, x3, x4) space of the connected correlations divided
by the integral of the full correlations. The name comes from the resemblance between
the object and the fourth cumulant in statistics, called kurtosis. If a state is Gaussian,
the 4-p connected correlations are zero and K vanishes. Therefore nonzero values of the
kurtosis indicate interactions and the larger K , the more nonGaussian the state is. As we
discuss in Sec. VIC 1, it is very difficult to extract from the experiment the exact value of
the parameter J of the model (3.4) and the temperature of the QFT state. Therefore, the
kurtosis was plotted in dependence of another quantity that could be precisely measured,
the thermal expectation value of ⟨cos(φ)⟩ (which is a considerable source of difficulty for
the theoretical modeling, see the discussion in Sec. VIC 1).
The measured kurtosis displays three regimes: for small and large ⟨cos(φ)⟩ ≈ 0, 1, the
value of K is small and it grows to significant values in between (Fig. 16). We give
an explanation for this behaviour in Sec. VIA 2. Interestingly, the predictions for the
thermal correlation functions of the sG model have been computed from the classical sine-
Gordon field theory [198, 207] and agreed with the measured kurtosis very well (Fig. 16).
There was the quantum theory missing and it remained an open question to what extend
the experiment realises quantum fluctuations beyond the high-temperature classical ones
[187, 207] and how well the quantum sG model is realised in different parameter regimes.
We wanted to address this question and study the multi-point correlation functions of the
sG model which resulted in an extensive project reported in Sec. VI.
Full counting statistics In the sine-Gordon experiments they have also been able to
measure the full counting statistics or the full distribution functions [198] (see also [208–
218] for theoretical background). This quantity tells us the probability of measuring the
value φ for the field φˆ(x) in the given state ρ,
Pρ(φ) = ⟨δ(φˆ(x)− φ)⟩ρ
= tr
(
ρ δ(φˆ(x)− φ)). (3.11)
A quantum measurement gives as a single out of all the possible values for φ and Pρ(φ) tells
us how they are distributed if we perform the measurement many times. So Pρ(φ) gives us
more information than just the expectation value ⟨φˆ(x)⟩ρ. The measured values of PT (φ)
for thermal states are presented in Fig. 17. Interestingly, for the states obtained with
the fast cooling procedure (see [187, 198] for details), apart from the Gaussian central
peak, there were also side peaks observed indicating the presence of the sine-Gordon
solitons in the system (see Sec. IVB for an introduction). The φ(x) curves of individual
measurements agree well with the profiles corresponding to sG solitons (Fig. 17).
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Figure 16. Left: The full, disconnected and connected part of the 4-point thermal correlation
functions of the sine-Gordon model as measured in the atom chip experiments for different para-
meter values. Nonzero connected part clearly confirms the interacting nature of the model. Right:
Kurtosis (3.10), a measure of nonGaussianity in dependence of the ⟨cos(φ)⟩ thermal expectation
values. Experimental results are nicely fitted with a prediction from a classical sG field theory
[207]. Adapted from [198].
Figure 17. Left: Full counting statistics or full counting distributions of the experimentally realised
sine-Gordon model. Right: φ(x) profiles of individual measurements nicely visualising a sG soliton
(side-peak plot). Adapted from [198].
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In the previous section we have shown that the quantum sine-Gordon (sG) model
emerges as the theory describing coupled quasi-condensates in the ultra-cold atom ex-
periments. However, the sine-Gordon model is important in a number of other contexts.
Historically, the main motivation for the study of the sine-Goron model was theoretical: it
is a toy model for strong interaction simple enough to be solved exactly nonperturbatively
and at the same time rich enough to capture nontrivial interacting physics. We begin the
section by showing a simple illustrative computation where the special properties of the
model that allow for integrability come from. We then introduce it from yet the third
perspective, as a quantum field theory with topological excitations. Finally we give the
properties of the quantum sG model and discuss its phase diagram.
A. Second motivation: (1+1)D QFT with elastic scattering
Let us begin by asking the question: what are all the possible scalar QFTs with elastic
scattering of particles – such that the number of particles is conserved? This is an easy
and enlightening exercise. We follow [219].
To check what happens with the particle number in scattering events, a physicist would
first take a look at the simplest possible interacting theory, the φ4 model
L =
1
2
(∂µφ) (∂
µφ)− 1
2
m2φ2 − λ
4!
φ4. (4.1)
The Feynman rules for this theory are well known [220]
= iP 2−m2+iϵ ,
= −iλ.
To simplify the calculation done here, it is convenient for this discussion to write the
momenta in the light-cone coordinates
P = (Ep, p)
= (p, p¯)LC
≡ (Ep + p,Ep − p)LC . (4.2)
In these coordinates we still have that P + Q = (p + q, p¯ + q¯)LC and we have P
2 =
E2p − p2 = pp¯. The on-shell condition is pp¯ = m2 which means that we can parametrise
the momenta simply as
Pa ≡
(
ma,ma−1
)
LC
, (4.3)
with a ∈ R.
We want to study the scatterings of two colliding particles that result in more than two
outgoing particles. As follows from the Feynman rules, the number of outgoing particles
can only be even, so let us consider the most simple scattering of 2 particles (a, b) into 4
particles (α, β, γ, δ). At the tree level, there are two classes of diagrams that contribute
to this process:
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In the diagrams of type (A) the internal momentum (the one without an arrow) is P =
m
(
a+ b− α, a−1 + b−1 − α−1)
LC
so its propagator contributes
G(P ) =
1
m2
1
(a+ b− α) (a−1 + b−1 − α−1)− 1
=
1
m2
−abα
(a+ b)(a− α)(b− α) . (4.4)
The set of points where P is on-shell is a measure zero set so we could drop the iϵ term.
Similarly, the internal propagator in diagrams of type (B) is
G(P ) =
1
m2
1
(a− α− β) (a−1 − α−1 − β−1)− 1
=
1
m2
−aαβ
(a− α)(a− β)(α+ β) . (4.5)
Summing all the topologically distinct diagrams (all the permutations of {a, b} and
{α, β, γ, δ} that give distinct diagrams) we get the matrix element for the production of
four particles out of two
⟨α, β, γ, δ|a, b⟩ = −i λ
2
m2
H(a, b;α, β, γ, δ)
∏
i=a,b,α,...,δ
G(Pi), (4.6)
where G(Pi) are the contributions from the external legs that are the same for all the
diagrams and we have denoted
H(a, b;α, β, γ, δ) ≡ δ(momenta)
∑
σ∈P ({α,β,γ,δ})
[
1
3!
( −abσ1
(a+ b)(a− σ1)(b− σ1)
)
+
1
(2!)(2!)
( −aσ1σ2
(a− σ1)(a− σ2)(σ1 + σ2)
)]
, (4.7)
with:
δ(momenta) ≡ δ(a+ b− α− β − γ − δ)δ(a−1 + b−1 − α−1 − β−1 − γ−1 − δ−1). (4.8)
We have summed over all the permutations σ of {α, β, γ, δ} and taken the element that
appears on the first leg for the diagrams (A) and the first two elements for the diagrams (B).
We have divided by the symmetry factors (for example the diagrams (A) are symmetric
under the permutations of the top right three legs). Evaluating the sum and taking into
account the momentum conservation δ(momenta) gives an interesting result
H(a, b;α, β, γ, δ) ≡ δ(momenta) = −1, (4.9)
independently of the values of the momenta. It is easy to convince oneself about that for
example by numerical inspection.
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So the amplitude for the production of four particles is constant at the tree level.
Therefore, we can easily cancel it by adding the following counter-term to the Lagrangian
− 1
6!
λ2
m2
φ6. (4.10)
This adds the following vertex to the Feynman rules
= −i λ2
m2
.
It can be directly used to compute the contribution to ⟨α, β, γ, δ|a, b⟩ and we see that it
exactly cancels (4.6). We could go on and study the scattering of two particles into six in
this theory and find out that similarly the amplitude is constant and can be canceled by
adding − 18! λ
3
m4
φ8 and so on, the general counter-term at step n is − 1(2n+2)! λ
n
m2(n−1)φ
(2n+2).
If we denote β2 ≡ λ/m2, we see that this procedure results in:
L =
1
2
(∂µφ) (∂
µφ)− m
2
β2
∞∑
n=1
1
(2n)!
β2nφ2n
=
1
2
(∂µφ) (∂
µφ)− m
2
β2
[cosh(βφ)− 1] . (4.11)
We recognise the sinh-Gordon Lagrangian. If we insert imaginary β → iβ we get the sine-
Gordon (sG) model that we have already seen in the section describing the experiment
(Sec. III)
L =
1
2
(∂µφ) (∂
µφ) +
m2
β2
[cos(βφ)− 1] . (4.12)
Thus, the sinh-Gordon and sine-Gordon models are the minimally corrected φ4 theories
(the former with real and the latter with imaginary λ) such that the scatterings are elastic.
If we started with the φ2 theory instead, we would end up with the Bullogh-Dodd model
L =
1
2
(∂µφ) (∂
µφ) +
m2
6κ2
[
e2κφ + 2e−κφ − 3] , (4.13)
with κ ≡ λ/m2. If we started with φn, n > 4, then repeating the same procedure we
would find that there are no such completions. So the above Lagrangians are the full list
of elastically scattering (1+1)D scalar QFTs.
We have thus seen that the three scalar theories, the sine-Gordon model, the sinh-
Gordon model and the Bullogh-Dodd model have a special property of elastic scattering.
In the above calculation we have demonstrated this only at the tree level of perturbation
theory so it is by no means a proof, merely a visualisation. The computation including
loop diagrams becomes much more involved and has been done up to one loop in [221].
Fortunately, the interesting property of elastic scattering has been tackled with a much
more sophisticated framework, the theory of integrability where it was shown that such
theories posses infinitely many conserved quantities and can be solved exactly. Such locally
interacting theories (in the quantum world) exist only in D=1+1 which is one of the main
reasons that makes this dimension special [222].
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B. Third motivation: Topology
βφ
V[φ]
w=-2 w=-1 w=0 w=1 w=2
βφ
2π
V[φ]
Figure 18. Left: Potential of the sinh-Gordon model. Right: Potential of the sine-Gordon model.
Sine-Gordon is a topological model From the above introduction, we can understand
the sine-Gordon and sinh-Gordon models as corrections of the φ4 model such that it only
has elastic scattering. One is an analytical continuation of the other, but there is a crucial
difference between the two: the sinh-Gordon cosh potential has a single minimum while
the sine-Gordon cos potential is periodic and thus has infinitely many minima (Fig. 18).
This has an important consequence that makes the sine-Gordon a topological theory.
This fact can be most transparently demonstrated in the case of the classical sine-
Gordon theory, which we do now following [222]. We return to the quantum case after-
wards. The classical sG is obtained by inserting a classical scalar field into the Lagrangian
density (4.12). The energy corresponding to this Lagrangian is
E[φ] =
∫ ∞
−∞
dx ϵ(x)
=
∫ ∞
−∞
dx
[
1
2
(∂tφ)
2 + (∂xφ)
2 + V [φ]
]
, (4.14)
with ϵ(x) the energy density and the potential
V [φ] ≡ −m
2
β2
[cos(βφ)− 1] . (4.15)
Because the energy must be finite, and all the terms appearing are strictly positive, we
can immediately deduce that all the solutions of the sG have to satisfy
lim
x→±∞ ∂xφ(x) = limx→±∞ ∂tφ(x) = limx→±∞V [φ(x)] = 0. (4.16)
The last equality is the most crucial one, it tells us that the field φ can be asymptotically
only in the minima of the cosine potential. Therefore, φ winds an integer number of times
around the cosine potential. If we label the minima of the potential as denoted in Fig. 18,
we can define the winding number w ∈ Z as the number counting by how many potential
minima the field jumps across when x goes from −∞ to ∞
w ≡ w(x =∞)− w(x = −∞)
=
β
2π
(
φ(∞)− φ(−∞)
)
=
β
2π
∫ ∞
−∞
dx ∂xφ. (4.17)
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We have just restated an elementary result from algebraic topology [223], a field of
mathematics that is concerned with associating algebraic structures to topological objects.
In that case it is well known that the first homotopy group or the fundamental group π1
of the circle S1 are integer numbers
π1(S
1) = Z. (4.18)
The fundamental group is constructed in the following way. In algebraic topology, two
paths (directed curves) originating from the same point in a topological object are equival-
ent if they can be continuously (without tearing them) mapped one to the other. Notice
for example that in connected spaces paths that are not closed are always equivalent to
each other, so only closed paths have the chance of being topologically distinct. A set of
all equivalent paths form an equivalence class. We can further introduce the operation of
combining two paths by gluing the beginning of the second path to the end of the first one.
We define the inverse of a path by reversing its direction. Then the equivalence classes of
close paths with the operation of gluing and the inverse have the algebraic structure of a
group which we call the fundamental group π1. It has been shown that by characterising
all the distinct classes of closed paths, the group π1 gives fundamental information about
the topology of the studied object.
In case of the sine-Gordon model, the periodicity of the potential V [φ] introduces the
following equivalence to the field φ
φ(x) ∼ φ(x) + n 2π
β
, n ∈ Z, (4.19)
which compactifies the field on a circle of radius R = 1β . As we have seen above, the
requirement of finiteness of the energy induces a map (4.17) from the set of solutions of
the sG to π1(S
1). So the sine-Gordon model is a topological theory. The winding number
w is therefore also called the topological charge and ∂xφ is the topological charge density.
Expressed in more physics vocabulary, (4.19) means that φ is a cyclic variable defined
only up to the global phase φ0. Later in Sec. X we show that φ0 =
n 2π
β , the so called zero
mode, when quantised becomes an IR divergent operator. When quantising the field, also
the winding number w is promoted to the winding operator W .
Solitons Let us study the solutions of the sG model a bit further. The equations of
motion following from the Lagrangian are
∂2t φ− ∂2xφ =
∂V
∂φ
. (4.20)
The static solutions of these equations are given by
φx0s (x) = φ0 + s
4
β
arctan
[
em(x−x0)
]
, (4.21)
with s = S/A = +/−. We see that by sending x from −∞ to ∞ the solution φx0s (x)
interpolates between the vacua φ0 and φ0 + s
2π
β . Its topological charge is thus w = s.
We call these solutions that do not change in time solitons or kinks for s = S = + and
anti-solitons or anti-kinks for s = A = −. They are the topological excitations of the sG
model6
6 The name soliton is motivated by the properties of the energy density of φx0s (x), ϵ(x) =
4m2
β2
(
1/ cosh2
[
m(x− x0)
])
which is strongly localised at x0. Because of such a precisely defined en-
ergy, the solitons/anti-solitons can be interpreted as particles with mass: MclS = 8m
2/β2 which gives
the classical coupling-mass relation.
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Scattering of solitons We can get the time-dependent solution for a soliton moving
with a speed |v| < c = 1 by a Lorentz boost
φx0,vs (t, x) = φs
(
m(x− x0)− vt√
1− |v|2
)
. (4.22)
By allowing the time dependent solutions, there are exact solutions of the classical sG
model also in other topological sectors. A solution with w = 0 is
φv+−(t, x) =
4
β
arctan
[
sinh(mvt/
√
1− |v|2)
|v| cosh(mx/√1− |v|2)
]
. (4.23)
Interestingly, for t→ ±∞ this solution decomposes into a linear superposition of a soliton
and an anti-soliton traveling into opposite directions
lim
t→±∞φ
v
+−(t, x) = φ
0,−v
+ (t±
∆+−
2
, x) + φ0,v− (t±
∆+−
2
, x). (4.24)
This solution therefore describes a scattering of a soliton and an anti-soliton. From this
decomposition we can also read that the scattering is elastic and the only consequence is
a phase shift of the solitons by ∆+−. The same holds in all the other topological sectors,
meaning that also the classical sG theory has the elastic scattering property. For example
in the w = 2 sector we get the soliton - soliton scattering
φv++(t, x) =
4
β
arctan
[
|v| sinh(mx/√1− |v|2)
cosh(mvt/
√
1− |v|2)
]
, (4.25)
that decomposes into
lim
t→±∞φ
v
++(t, x) = φ
0,−v
+ (t±
∆++
2
, x) + φ0,v+ (t±
∆++
2
, x). (4.26)
Breathers The solitons and anti-solitons can also form bound states, the so called
breathers. Such a solution can be obtained by sending v → iv in (4.23)
φωB(t, x) = φ
iv
+−(t, x). (4.27)
This is an oscillating state with the frequency ω = m|v|/√1− |v|2.
C. Properties of the quantum sine-Gordon model
Back to quantum (and still following [222]), we would like to characterise the possible
excitations of the full quantum sine-Gordon theory given by the Lagrangian (4.12) if φ is
a quantised bosonic field. Let us repeat it here to give it the deserved attention
L =
1
2
(∂µφ) (∂
µφ) +
m2
β2
[cos(βφ)− 1] . (4.28)
S-matrix theory It turns out that studying the scattering processes as we did in the
introduction to this section (Sec. IVA) is the right approach to the problem. Therefore,
the intuition gained from studying the classical excitations (Sec. IVB) is very beneficial
for the understanding. Namely, the spectrum of the quantum sG can be found by means of
the S-matrix bootstrap approach. S-matrix theory is a large corpus of work that has been
invented as an attempt to describe hadronic bound states in nuclear physics [225, 226].
The idea is to describe the physics of the particles involved with a formalism that treats
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Figure 19. Topological states of the sine-Gordon model if the field φ is represented as the winding
field (or phase). (a) A soliton. (b) Scattering of two solitons. (c) and (d) Breathers – bound states
of solitons. Adapted form [224]
on the same footing asymptotically free states and bound states and that can be build
only upon the scattering properties and does not need an underlying Lagrangian. This
programme failed in its original task of describing the spectra of the hadrons, which was
later successfully achieved by the quantum chromodynamics, but the S-matrix theory was
very successful in (1+1)D statistical field theory. In D=1+1, because of Lorentz invariance,
we can paramatrise the momenta of particles using a single parameter θ, called rapidity
P = (Ep, p)
= m(cosh θ, sinh θ) (4.29)
(which in terms of the light-cone coordinates that we introduced earlier in (4.2) would be
m
(
eθ, e−θ
)
LC
). Let us label by Aa(θ) the operator that creates a particle of type a with
the momentum corresponding to the rapidity θ. Then for a theory containing N types of
particles, we can introduce m particle states
Aa1(θ1)Aa2(θ2) · · ·Aam(θm). (4.30)
The convention is that the ”in” states are written in the decreasing order of momenta
θ1 ≥ θ2 ≥ . . . ≥ θm and the ”out” states in the increasing order θ1 ≤ θ2 ≤ . . . ≤ θm.
Every exchange of particles denotes a scattering event. In QFTs with elastic scattering
as we introduced them Sec. IVA, any scattering can be described completely in terms of
two-body scatterings. Even more, it has been shown that the set of values of momenta
appearing stays unchanged in scattering events (the momenta are just reshuffled between
the particles). So we can describe the scatterings completely in terms of the S-matrix
Sklij (θ),
Ai(θ1)Aj(θ2) = S
kl
ij (θ12)Ak(θ2)Al(θ1), (4.31)
with θij ≡ θi−θj . If such an S-matrix has a pole at the value θ = iunij , then this corresponds
to a bound state of the mass
m2n = (Pi + Pj)
2
= m2i +m
2
j + 2mimj cosu
n
ij . (4.32)
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Thus, the problem of characterising the spectra of bound states in a theory amounts to
finding Sklij (θ) and computing its poles.
This is achieved using the following equalities that the S-matrix has to satisfy. Firstly,
the requirements coming from the symmetries that it has to satisfy (if we denote by i¯
the antiparticle of i): P symmetry (Sklij (θ) = S
kl
ji (θ)), C symmetry S
kl
ij (θ) = S
kl
i¯j¯
(θ), T
symmetry (Sklij (θ) = S
ji
lk(θ)), the unitarity condition (
∑
n,m S
nm
ij (θ)S
kl
nm(−θ) = δki δlj) and
the crossing invariance (Sklij (θ) = S
kj¯
il¯
(iπ − θ)). Secondly, the Yang-Baxter equation that
holds for integrable systems and requires that the outcome of three consecutive two-particle
scattering events is independent of their order (Fig. 20). For the S-matrix it is written as
Sabij (θ12)S
cl
bk(θ13)S
nm
ac (θ23) = S
ab
jk(θ23)S
nc
ia (θ13)S
ml
cb (θ12) (4.33)
(with the summation convention over repeated indices) and gives an over-determined set
of equations that can be solved only for special systems - the integrable ones. Finally, and
crucially, the bootstrap equation, that requires that the scattering of a particle with a pair
of particles gives the same outcome if it happens before or after the pair forms a bound
state (Fig. 20)
Sil¯(θ) = Sij(θ + iu¯
k
jl)Sik(θ − iu¯jlk), (4.34)
with:
u¯cab ≡ π − ucab. (4.35)
In practice, one finds the pole corresponding to the lightest bound state and then iteratively
uses the bootstrap equation to find the heavier particles.
Figure 20. Left: The Yang-Baxter equation requires that the outcome of three consecutive two-
particle scattering events is independent of their order. Right: The bootstrap equation requires
that the scattering of a particle with a pair of particles gives the same outcome if it happens before
or after the pair forms a bound state. Adapted form [222]
Quantum (anti-)solitons and breathers The scattering of the sine-Gordon model is
equivalent to the scattering of a model of the two spinless particles A1 and A2 with the
O(2) symmetry [227]. We can denote
A(θ) ≡ A1(θ) + iA2(θ),
A¯(θ) ≡ A1(θ)− iA2(θ). (4.36)
Then the scattering amplitudes have the following form
A(θ1)A¯(θ2) = ST (θ12)A¯(θ2)A(θ1) + SR(θ12)A(θ2)A¯(θ1),
A(θ1)A(θ2) = S(θ12)A(θ2)A(θ1),
A¯(θ1)A¯(θ2) = S(θ12)A¯(θ2)A¯(θ1). (4.37)
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If we denote:
ξsG ≡ β
2
8π − β2 , (4.38)
the element S(θ) is found to be:
S(θ) =
∞∏
k=0
Γ
(
1 + (2k + 1)ξ−1sG − iπ ξ−1sG θ
)
Γ
(
1 + 2kξ−1sG +
i
π ξ
−1
sG θ
)
Γ
(
1 + (2k + 1)ξ−1sG +
i
π ξ
−1
sG θ
)
Γ
(
1 + 2kξ−1sG − iπ ξ−1sG θ
)
·
Γ
(
(2k + 1)ξ−1sG − iπ ξ−1sG θ
)
Γ
(
(2k + 2)ξ−1sG +
i
π ξ
−1
sG θ
)
Γ
(
(2k + 1)ξ−1sG +
i
π ξ
−1
sG θ
)
Γ
(
(2k + 2)ξ−1sG − iπ ξ−1sG θ
) . (4.39)
This can be expressed in a more compact way in the integral representation
S(θ) = − exp
[
−i
∫ ∞
0
dt
t
sinh
(
π
2 t(1− ξsG)
)
sinh
(
π
2 tξsG
)
cosh
(
π
2 tξsG
)] . (4.40)
The transition and reflection terms are given by
ST (θ) =
sinh
(
θ
ξsG
)
sinh
(
iπ−θ
ξsG
)S(θ),
SR(θ)i
sin
(
π
ξsG
)
sinh
(
iπ−θ
ξsG
)S(θ). (4.41)
Motivated with the classical counterpart from Sec. IVB, we can interpret A(θ) and
A¯(θ) as the quantum analog of the soliton and the anti-soliton. We refer to them simply
as soliton and anti-soliton. It was discovered by Mandelstam that they are excited by
vertex operators [228]
Ψ±(x) = N :exp
[
2πiβ−1
x∫
−∞
dξΠ(ξ)± iβφ(x)/2
]
:, (4.42)
where N is a normalisation constant, φ is the boson field, Π = ∂tφ its conjugate dual
and the semicolon denotes normal ordering. Similarly as in the classical case, it is also
in the quantum case possible to find the relation between the amplitude of the sG cosine
potential, Eq. (4.28), and the mass of the soliton,MS , the so called coupling-mass relation
by Zomolodchikov [229]
m2
β2
=
1
2
κ(∆)M2−2∆S , (4.43)
with
κ(∆) =
1
π
Γ (∆)
Γ (1−∆)
⎡⎣√πΓ
(
1
2−2∆
)
2Γ
(
∆
2−2∆
)
⎤⎦2−2∆ , (4.44)
and the notation
∆ ≡ β
2
8π
=
ξsG
ξsG + 1
. (4.45)
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Studying the bound states of the soliton and the anti-soliton, we find that for ξsG < 1
(corresponding to β <
√
4π or ∆ < 12) the S-matrix S(θ) has two sets of poles
θ = iπkξsG,
θ = iπ(1− k)ξsG for k = 0, 1, . . . (4.46)
Each pole corresponds to a bound state with mass
mn = 2MS sin
(
nπξsG
2
)
for n = 1, 2, . . . (4.47)
We interpret these bound states as breathers Bn. The lowest lying breather, B1 is the
elementary excitation in the sG model and its mass m1 gives the gap of the system. The
total number of poles and thus breathers is
N¯ = [λsG] . ≡
[
1
ξsG
]
(4.48)
Their scattering properties with the (anti-)solitons are given by
A(θ1)Bn(θ2) = S
(n)(θ12)Bn(θ2)A(θ1)
A¯(θ1)Bn(θ2) = S
(n)(θ12)Bn(θ2)A¯(θ1), (4.49)
with
S(n)(θ) =
sinh(θ) + i cos
(
nπξsG
2
)
sinh(θ)− i cos
(
nπξsG
2
) n−1∏
k=1
sin2
(
(n−2k)πξsG
4 − π4 + i θ2
)
sin2
(
(n−2k)πξsG
4 − π4 − i θ2
) . (4.50)
And the scattering between the breathers themselves is given by:
Bn(θ1)Bm(θ2) = S
(n,m)(θ12)Bm(θ2)Bn(θ1) (4.51)
with:
S(n,m)(θ) =
sinh(θ) + i sin
(
(n+m)πξsG
2
)
sinh(θ)− i sin
(
(n+m)πξsG
2
) sinh(θ) + i sin
(
(n−m)πξsG
2
)
sinh(θ)− i sin
(
2(n−m)
πξsG
)
·
n−1∏
k=1
sin2
(
(m−n−2k)πξsG
4 + i
θ
2
)
cos2
(
(m−n−2k)πξsG
4 − i θ2
) sin2
(
(m+n−2k)πξsG
4 + i
θ
2
)
cos2
(
(m+n−2k)πξsG
4 − i θ2
) (4.52)
Phase diagram of the sine-Gordon model For ξsG ≥ 1 (corresponding to β ≥
√
4π or
∆ ≥ 12) the poles of S(θ), (4.39), fall of the physical strip and there are no bound states.
We have thus already discovered two different phases of the sG model. For β <
√
4π the
interaction between the solitons and the anti-solitons is attractive so they can form bound
states. We call this region of the parameter space the attractive regime. For β ≥ √4π the
interaction of the (anti-)solitons is repulsive, so there are no bound states and we call this
the repulsive regime. In Sec. XI we show that the sine-Gordon model can be mapped to
a fermion model, the Thirring model
S Thirring ≡
∫ ∞
−∞
dt
∫ L/2
−L/2
dx
[
: ψ¯ (iγµ∂µ −M)ψ : −g
2
: ψ¯γµψ ψ¯γµψ :
]
. (4.53)
The duality was discovered by Coleman [230] and the relation between the couplings is
β ≡
√
4π
1 + g/π
, (4.54)
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and the fermion massM = m2/2β2 in terms of the sine-Gordon parameters. The attractive
and repulsive regimes then appear naturally as the sign of the Thirring coupling parameter
g. In between those regimes, at β =
√
4π the Thirring coupling vanishes and the sG model
is equivalent to the free Dirac fermion theory. This is the so called free fermion point.
At large coupling ∆ ≳ 1, the cosine potential becomes an irrelevant perturbation in the
renormalisation group sense and the sG model becomes a free massless boson model. The
phase transition is of the Berezinskii–Kosterlitz–Thouless type. In the Appendix XIII we
show a derivation of this result. The rich phase diagram of the sG model is schematically
presented in Fig. 21.
Figure 21. Phase diagram of the sine-Gordon model. Plot adapted from [231].
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V. WEAK QUANTUM CHAOS
The majority of the works that were triggered by the proposal of the Out-of-time-
ordered correlation functions introduced in Section IIA 5 were for holography related large-
N systems and SYK related systems with infinite range of interaction. Since it is not
surprising that systems with infinite range of interaction can be very chaotic, the natural
question that arises is, how well does the OTOC perform for systems with local interaction
and how much does it add to the existing measures of developed in the conventional chaos
theory introduced in Sec. II A 3. When we started being interested in this question, indeed
several more condensed matter works had already been dealing with the topic [99, 114, 116–
122, 124, 126, 131, 132] even pointing out the connection with the Lieb-Robinson bound
[106, 200]. The common observation was that for locally interacting systems, the OTOC
had some nontrivial dynamics around the edge of the causal cone but then it saturated
to a plateau or even decayed back to zero. We wanted to understand that a bit more
systematically.
A. Why the OTOC is not suitable for local interactions?
Let us focus on lattice systems with local interactions with extensive number N →∞
of degrees of freedom, but with a finite local Hilbert space dimension D. This includes all
the lattice spin and fermion systems, thus a large class of models used in condensed matter
physics. The mathematical explanation of the behaviour of the OTOC in such system can
actually be obtained using very simple considerations. In any model with a finite D (which
implies that local operators u, v are bounded) the exponential growth of the OTOC can be
bounded by standard operator norm inequalities (the triangular inequality, ∥ab∥ ≤ ∥a∥∥b∥
and ⟨a⟩β ≤ ∥a∥)
C (t, x) ≤ 4 ∥v∥2 ∥w∥2 . (5.1)
Thus, the OTOC can only grow exponentially up to a finite (scrambling) time t∗, after
which it remains bounded by a constant. This is consistent with the observations made in
other works on OTOC’s (of local observables) in fermionic systems where OTOC’s were
always observed to reach a plateau [116–121]. As already noted in [99], the only way
for the exponential time evolution to persist to late times is if there is a small prefactor
multiplying the exponential function in (2.27). Even in the Sachdev-Ye-Kitaev (SYK)
model with long-range interactions, this prefactor is 1/N , which becomes small as N →∞
[98]. Exponential growth (2.27) of the OTOC is therefore at best a transient effect in
systems of interest to this work.
If interactions are local, C(t, x) can be further bounded by the Lieb-Robinson theorem
(LRT) [200] (see also [106])
C (t, x) ≤ 4 ∥v∥2 ∥w∥2 e−µmax{0,|x|−vLRt}. (5.2)
In this case, for t≪ t∗ = |x| /vLR, the OTOC is even more suppressed. The interpretation
of this effect is clear: namely, t∗ is the time in which C(t, x) enters the causal cone. Before
t∗, C(t, x) is almost zero, while after t∗, it is bounded by (5.1) and saturates at a plateau.
The dynamics can only be nontrivial near the edge of the causal-cone (or for t ∼ t∗), where
C(t, x) can vary greatly. This is consistent with [116, 117, 131, 132]. We note that chaos,
as rigorously defined in classical dynamical systems [58, 232], is not a transient effect but
requires a t → ∞ limit (see for example the definition of the Lyapunov exponent (2.4)).
Otherwise, phenomena such as the motion of an inverted pendulum close to a separatrix
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would be erroneously understood as ‘chaotic’. Even in semi-classical theories, quantum
chaos only emerges in the limit of the diverging Ehrenfest (∝ − ln ℏ) time-scale.
Another important fact is that momentum operators—the observables that Ref. [94]
originally used to compute the Lyapunov exponent of the semi-classical trajectories—
are unbounded. Therefore, if we wanted to preserve the semi-classical justification of
the OTOC, which is necessary to be able to speak about quantum chaos, the quantum
observables under consideration must have unbounded spectra.
B. A better measure: dOTOC
These observations can be summarised in the intuitive statement that if chaos is to
fully develop over long time, the observables have to provide enough “space” for this to
happen; they need to be unbounded. Indeed, this is the case with general observables in
bosonic systems (usually studied in holography). However, this condition is not fulfilled by
local observables in fermionic or spin systems, or more generally, in systems with a finite
D. On the other hand, extensive observables in such theories do satisfy the unbounded
spectrum criterion and therefore have the capacity to fully unveil the system’s dynamical
properties and quantum chaos. Motivated by this fact, we propose a new measure of
quantum chaos: the density of the OTOC (dOTOC) of (nonlocal) extensive operators
V ≡∑x∈Λ vx, W ≡∑x∈Λwx, with wx, vx local. It is defined on a d−dimensional lattice
Λ with N sites as the centralised second moment of the commutator
c(N)(t) ≡ − 1
N
(
⟨[W (t), V (0)]2⟩β − ⟨[W (t), V (0)]⟩2β
)
. (5.3)
The disconnected part, which is just the square of the standard dynamical susceptibility
(i.e. the response function), has been subtracted to make the dOTOC well defined in the
thermodynamic limit (TL) for any temperature. Because of the cyclicity of the trace, this
term vanishes at β = 0 (this occurs in the model that we study below). The operatorial
norm of extensive operators is infinite, so dOTOC can grow even in the t→∞ limit.
C. Upper bound - weak quantum chaos
Interestingly, we can show that for locally interacting systems with a finite local Hilbert
space dimension, including all the fermionic and spin systems with local interactions, the
dOTOC satisfies a uniform (in N) polynomial bound
c(N)(t) ≤ At3d, (5.4)
where A is an (N, t)−independent constant and d the dimension of the system. The same
bound also holds in the TDL, c(t) ≡ limN→∞ c(N)(t). As a consequence, theories under
consideration here are not expected to exhibit any late-time butterfly effect but, as we know
from results in the RMT, they can still be chaotic. In reference to classical mixing systems
without the butterfly effect, we term the phenomenon of infinite polynomial growth of
dOTOC’s weak quantum chaos.
Proof of the bound We first prove that the density of the extensive OTOC (dOTOC)
for 1D locally interacting translationally invariant lattice systems with finite local Hilbert
space dimension cannot grow faster than with the third power of time. Then, we directly
extend our theorem (5.4) to d−dimensional regular lattices.
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To derive the bound, we will take advantage of two important theorems that hold for
locally interacting lattice systems. The first, the Lieb-Robinson theorem (LRT) [200] states
that for any locally interacting lattice system with a finite local Hilbert space dimension
there exist positive constants ξ, µ and vLR, such that for any two operators a and b,
∥[a(t), b]∥ ≤ ξmin {|supp(a)| , |supp(b)|} ∥a∥ ∥b∥ e−µmax{0,d(supp(a),supp(b))−vLRt}. (5.5)
Here, supp(a) ⊂ Z denotes the support of a local operator a and d (•, •) is the distance
between two sets. Roughly speaking, the theorem says that the commutator of two local
observables grows in a causal-cone, spreading with velocity vLR.
The authors of Ref. [233] have found an elegant and useful reformulation of the LRT.
Let Γ be a subset of the lattice of N sites, ΓC denote the set complement, let us define
a|Γ ≡
trΓCa
tr1ΓC
⊗ 1ΓC , (5.6)
to be a projection of the operator a on the sublattice Γ. Note that supp(a|Γ) = Γ. Then,
for a given locally interacting system, the LRT is equivalent to [233, 234]
∥a(t)− a(t)|Γ∥ ≤ ξ |supp(a)| ∥a∥ e−µmax{0,d(supp(a),Γ
C)−vLRt}. (5.7)
The second theorem that we will need is the exponential clustering property of thermal
states [235, 236]. For a thermal state of a one-dimensional locally interacting system, there
exist positive constants χ and ρ, such that the following inequality is satisfied by any two
operators a and b, ⏐⏐⏐⟨a, b⟩Cβ ⏐⏐⏐ ≤ χ ∥a∥ ∥b∥ e−ρ d(supp(a),supp(b)), (5.8)
where ⟨a, b⟩Cβ ≡ ⟨ab⟩β−⟨a⟩β⟨b⟩β. denotes the connected (bipartite) correlation function. An
analogous result is true for locally interacting Hamiltonians on arbitrary d−dimensional
lattices for sufficiently high temperatures [237]. As we will show, the three bounds, (5.5),
(5.7) and (5.8), imply a polynomial bound for the dOTOC.
Our goal is to compute an upper bound on the dOTOC:
c(t) ≡ lim
N→∞
c(N)(t)
≡ − lim
N→∞
1
N
∑
i,j,k,l∈Z
⟨[wi(t), vj ] , [wk(t), vl]⟩Cβ
= −
∑
i,j,k∈Z
⟨[wi(t), vj ] , [wk(t), v0]⟩Cβ
=:
∑
i,j,k∈Z
cijk(t). (5.9)
Note that in the third line, we used the translational invariance of the system.
The bound can be established by first using the triangular inequality
c(t) ≤
∑
i,j,k∈Z
|cijk(t)| , (5.10)
and then by finding the appropriate bounds for individual terms. To take advantage
of the exponential clustering property, at every time t, we will separate the i–k plane
into two domains. The first, |k − i| ≤ 2vLRt, is the region where the causal-cones of the
two commutators in (5.9) are overlapping. There, the exponential clustering cannot be
used, but the region is bounded in |k − i| which will yield a finite contribution to the
upper bound. In the second region, |k − i| > 2vLRt, the causal-cones are well separated
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Figure 22. The illustration of the main concepts needed in proving the polynomial upper bound
on the dOTOC. At a given time, we can divide the i–k plane into two regions and use diﬀerent
techniques to bound the contribution to the total bound on dOTOC coming from each region. We
will use the intuition implied by the LRT (5.5) that a commutator spreads essentially in causal-
cone and is exponentially damped outside. The ﬁrst region is the one where the causal-cones
corresponding to the two commutators in (5.9) overlap (for the particular choice of i and k in the
drawing, this is the case for example at time t′). The leading order term in the bound on OTOC
(∝ t3) will come from this region. The second is the region where the light cones are well separated
and can be embedded into semi-inﬁnite intervals (Γi, Γk) with growing distance between them.
This region will contribute subleading terms (∝ t2).
so we will be able to use the exponential clustering to produce a ﬁnite upper bound. The
contributions from both regions will be summed up in the end to get the overall upper
bound on the dOTOC. We will treat cijk(t) slightly diﬀerently in the two regions:
cijk(t) ≡ −〈[wi(t), vj ] , [wk(t), v0]〉Cβ (5.11)
=
{
−〈[wi(t), vj ] , [wk(t), v0]〉Cβ ; |k − i| ≤ 2vLRt
− 〈[wi(t)|Γi + wi(t)− wi(t)|Γi , vj] , [wk(t)|Γk + wk(t)− wk(t)|Γk , v0]〉Cβ ; |k − i| > 2vLRt .
In the proof, the following obvious bound on the connected correlation functions will be
useful
|〈a, b〉Cβ | ≤ |〈ab〉β |+ |〈a〉β〈b〉β | ≤ 2 ‖a‖ ‖b‖ . (5.12)
We will also need a rigorous estimate for the norm of a projected operator a|Γ = a −
(a− a|Γ)
‖ax(t)|Γ‖ ≤ ‖ax(t)‖+ ‖ax(t)− ax(t)|Γ‖
≤ ‖ax‖+ ξ ‖ax‖ e−μmax{0,d(x,ΓC)−vLRt}
≤ (1 + ξ) ‖a‖ . (5.13)
In the ﬁrst line, we used the triangular inequality. In the second line, we utilised the fact
that unitary time evolution preserves the norm, followed by an application of the second
version of the LRT, Eq. (5.7). In the last line, we used the fact that the exponential of a
nonpositive function can be bound by 1.
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For |k − i| ≤ 2vLRt
|cijk(t)| ≤ 2 ∥[wi(t), vj ]∥ ∥[wk(t), v0]∥
≤ 2 ξ2 ∥w∥2 ∥v∥2 e−µmax(0,|i−j|−vLRt)e−µmax(0,|k|−vLRt), (5.14)
where we used Eq. (5.12) to bound the connected correlator and the LRT (5.5) to bound
the norms of the commutators. We can now sum over the corresponding domain to get
the contribution to the overall upper bound∑
k
k+2vLRt∑
i=k−2vLRt
∑
j
|cijk(t)| ≤ 2 ξ2 ∥w∥2 ∥v∥2
∑
k
k+2vLRt∑
i=k−2vLRt
∑
j
e−µmax(0,|i−j|−vLRt)e−µmax(0,|k|−vLRt)
= 2 ξ2 ∥w∥2 ∥v∥2
⎛⎝∑
j
e−µmax(0,|i−j|−vLRt)
⎞⎠
·
(∑
k
e−µmax(0,|k|−vLRt)
)⎛⎝ k+2vLRt∑
i=k−2vLRt
1
⎞⎠
= 2 ξ2 ∥w∥2 ∥v∥2
(
2vLRt+ coth
(µ
2
))(
2vLRt+ coth
(µ
2
))
(1 + 4vLRt)
= 32 ξ2 ∥w∥2 ∥v∥2 (vLRt)3 + O
(
t2
)
. (5.15)
In the second line, we used the fact that each individual sum is independent of all other
coefficients.
For |k − i| > 2vLRt
We can now use the linearity of commutators and thermal expectation values to write
cijk(t) as a sum of four terms and then bound it from above, again using the triangular
inequality
|cijk(t)| ≤
⏐⏐⏐⏐⟨[wi(t)|Γi , vj] , [wk(t)|Γk , v0]⟩Cβ
⏐⏐⏐⏐ (I)
+
⏐⏐⏐⏐⟨[wi(t)− wi(t)|Γi , vj] , [wk(t)|Γk , v0]⟩Cβ
⏐⏐⏐⏐ (II)
+
⏐⏐⏐⏐⟨[wi(t)|Γi , vj] , [wk(t)− wk(t)|Γk , v0]⟩Cβ
⏐⏐⏐⏐ (III)
+
⏐⏐⏐⏐⟨[wi(t)− wi(t)|Γi , vj] , [wk(t)− wk(t)|Γk , v0]⟩Cβ
⏐⏐⏐⏐ . (IV ) (5.16)
Let us now find the upper bounds for each of the terms individually.
Term (I). Since the supports of the two commutators are well separated (the first
commutator is different from identity only on Γi, the second one only on Γk), we can use
the exponential clustering property of thermal states to bound the term. This is the only
place in the proof where this property of thermal states is used. However, here, it is indeed
crucial⏐⏐⏐⏐⟨[wi(t)|Γi , vj] , [wk(t)|Γk , v0]⟩Cβ
⏐⏐⏐⏐
≤ χ[wi(t)|Γi , vj] [wk(t)|Γk , v0] e−ρ d(Γk,Γi)
≤ χξ2 (1 + ξ)2 ∥w∥2 ∥v∥2 e−µmax(0,|i−j|−vLRt)Θ(j ∈ Γi) e−µmax(0,|k|−vLRt)Θ(0 ∈ Γk) e−ρd(Γi,Γk)
≤ χξ2 (1 + ξ)2 ∥w∥2 ∥v∥2 e−µmax(0,|i−j|−vLRt)e−µmax(0,|k|−vLRt)e−ρ d(Γi,Γk)
≡ bound[I]ijk. (5.17)
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In the first line, we used the exponential clustering property. In the second line, we used
the LRT together with (5.13) and the fact that the commutator is nonzero only if v0 and
vj are located inside the supports of wi(t)|Γi and wk(t)|Γk , respectively. In the third line,
we used Θ (•) ≤ 1, where Θ is defined as Θ(true) = 1, Θ(false) = 0.
Note that if one wanted to compute the density of the disconnected OTOC, this bound
would still be valid, but only in the infinite temperature regime β = 0, where the expect-
ation values of the commutators vanish because of the cyclicity of the trace. At finite
temperature, an estimate obtained using exponential clustering gives a divergent contri-
bution upon summation over
∑
|k−i|>2vLRt
∑
j , indicating that the disconnected dOTOC
is generically not a well defined quantity in the thermodynamic limit.
Term (II). Here, we use (5.12) to bound the term. To obtain the bound, which gives
a nondivergent contribution when summed over
∑
|k−i|>2vLRt
∑
j , we take advantage of a
convenient fact that the first commutator can be bound in two different ways—using two
different versions of the LRT. One version gives the exponential damping when |k − i|
grows to infinity, the other version when |i− j| grows to infinity. For a given combination
of i, j, k, we then take the minimum of the two bounds, which results in a convergent
bound upon summation over the domain⏐⏐⏐⏐⟨[wi(t)− wi(t)|Γi , vj] , [wk(t)|Γk , v0]⟩Cβ
⏐⏐⏐⏐
≤ 2min
{ wi(t)− wi(t)|Γi ∥vj∥
∥[wi(t), vj ]∥+
[wi(t)|Γi , vj]
}[wk(t)|Γk , v0]
≤ 2 ξ2 (1 + ξ) ∥w∥2 ∥v∥2 ·
·min
{
e−µ(d(i,Γ
C
i )−vLRt),
(1 + (1 + ξ)Θ (j ∈ Γi)) e−µmax(0,|i−j|−vLRt)
}
e−µmax(0,|k|−vLRt)Θ(0 ∈ Γk)
≤ 2 ξ2 (2 + ξ) (1 + ξ) ∥w∥2 ∥v∥2min
{
e−µ(d(i,Γ
C
i )−vLRt),
e−µmax(0,|i−j|−vLRt)
}
e−µmax(0,|k|−vLRt)
= 2 ξ2 (2 + ξ) (1 + ξ) ∥w∥2 ∥v∥2 exp
[
−µmax
{
d(i,ΓCi )− vLRt
max (0, |i− j| − vLRt)
}]
e−µmax(0,|k|−vLRt)
≡ bound[II]ijk. (5.18)
Since we only want to prove that the term contribute to the upper bound no more (no
faster) than polynomially in time, we were allowed to make some of the terms in the third
line larger by a constant factor. In the fourth line, we used the fact that the functions
appearing in the exponent next to −µ are nonnegative.
Term (III). In analogy with the previous term⏐⏐⏐⏐⟨[wi(t)|Γi , vj] , [wk(t)− wk(t)|Γk , v0]⟩Cβ
⏐⏐⏐⏐
≤ 2[wi(t)|Γi , vj]min
⎧⎨⎩
wk(t)− wk(t)|Γk ∥v0∥ ,
∥[wk(t), v0]∥+
[wk(t)|Γk , v0]
⎫⎬⎭
≤ 2 ξ2 (1 + ξ) ∥w∥2 ∥v∥2 e−µmax(0,|i−j|−vLRt)Θ(j ∈ Γi) ·
·min
{
e−µ(d(k,Γ
C
k )−vLRt),
(1 + (1 + ξ)Θ (0 ∈ Γk)) e−µmax(0,|k|−vLRt)
}
≤ 2 ξ2 (1 + ξ) (2 + ξ) ∥w∥2 ∥v∥2 e−µmax(0,|i−j|−vLRt) exp
[
−µmax
{
d(k,ΓCk )− vLRt
max (0, |k| − vLRt)
}]
≡ bound[III]ijk. (5.19)
66
V. WEAK QUANTUM CHAOS
Term (IV ) Writing again all possible combinations of different versions of the LRT and
taking the minimum⏐⏐⏐⏐⟨[wi(t)− wi(t)|Γi , vj] , [wk(t)− wk(t)|Γk , v0]⟩Cβ
⏐⏐⏐⏐
≤ 2min
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
wi(t)− wi(t)|Γi ∥vj∥ wk(t)− wk(t)|Γk ∥v0∥ ,wi(t)− wi(t)|Γi ∥vj∥(∥[wk(t), v0]∥+ [wk(t)|Γk , v0]) ,(∥[wi(t), vj ]∥+ [wi(t)|Γi , vj]) wk(t)− wk(t)|Γk ∥v0∥ ,(∥[wi(t), vj ]∥+ [wi(t)|Γi , vj]) (∥[wk(t), v0]∥+ [wk(t)|Γk , v0])
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
≤ 2 ξ2 ∥w∥2 ∥v∥2min
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
e−µ(d(i,Γ
C
i )−vLRt)e−µ(d(k,Γ
C
k )−vLRt),
e−µ(d(i,Γ
C
i )−vLRt) (1 + (1 + ξ)Θ (0 ∈ Γk)) e−µmax(0,|k|−vLRt),
(1 + (1 + ξ)Θ (j ∈ Γi)) e−µmax(0,|i−j|−vLRt)e−µ(d(k,ΓCk )−vLRt),
(1 + (1 + ξ)Θ (j ∈ Γi)) e−µmax(0,|i−j|−vLRt)·
· (1 + (1 + ξ)Θ (0 ∈ Γk)) e−µmax(0,|k|−vLRt)
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
≤ 2 ξ2 ∥w∥2 ∥v∥2min
⎧⎪⎪⎪⎨⎪⎪⎪⎩
e−µ(d(i,Γ
C
i )−vLRt)e−µ(d(k,Γ
C
k )−vLRt)
(2 + ξ) e−µ(d(i,Γ
C
i )−vLRt)e−µmax(0,|k|−vLRt)
(2 + ξ) e−µmax(0,|i−j|−vLRt)e−µ(d(k,Γ
C
k )−vLRt)
(2 + ξ)2 e−µmax(0,|i−j|−vLRt)e−µmax(0,|k|−vLRt)
⎫⎪⎪⎪⎬⎪⎪⎪⎭
≤ 2 ξ2 (2 + ξ)2 ∥w∥2 ∥v∥2 e−µmax(0,|i−j|−vLRt)min
{
e−µ(d(k,Γ
C
k )−vLRt)
e−µmax(0,|k|−vLRt)
}
= 2 ξ2 (2 + ξ)2 ∥w∥2 ∥v∥2 e−µmax(0,|i−j|−vLRt) exp
[
−µmax
{
d(k,ΓCk )− vLRt
max (0, |k| − vLRt)
}]
=
(2 + ξ)
(1 + ξ)
bound[III]ijk. (5.20)
In the fourth line, we used the fact that min cannot decrease if we simply omit a couple
of (nonnegative) functions and if we multiply some of the remaining functions by a con-
stant factor. We have taken the common term of the two remaining functions out of the
minimum.
We now have the estimates for all of the four terms so we are ready to sum them over
the domain to get the contribution to the bound for the dOTOC. Since the setting is
reflection symmetric (upon exchanging i and k), it is enough to compute (all the terms)
for k > i+ 2vLRt and double the result. In the case of k > i+ 2vLRt, the subsets are
Γi =
(
−∞, i+ vLRt+ k − i− 2vLRt
3
]
=
(
−∞, 2
3
i+
1
3
k +
1
3
vLRt
]
,
Γk =
[
k − vLRt− k − i− 2vLRt
3
,∞
)
=
[
2
3
k +
1
3
i− 1
3
vLRt,∞
)
, (5.21)
and the distances
d(i,ΓCi ) = d(k,Γ
C
k ) =
1
3
(k − i+ vLRt) ,
d(Γi,Γk) =
1
3
(k − i− 2vLRt) . (5.22)
We can plug these into the expressions (5.17-5.20) and evaluate the sums (all in the form
of geometric series). We find that the contribution to the upper bound on the dOTOC
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coming from the region |k − i| > 2vLRt is of order of t2
2
∑
k
∑
i<k−2vLRt
∑
j
(
bound[I]ijk + bound[II]ijk +
(
1 +
(2 + ξ)
(1 + ξ)
)
bound[III]ijk
)
= O
(
t2
)
,
(5.23)
since each of the bounds gives an O
(
t2
)
contribution upon the summation.
By adding this that to the result for |k − i| ≤ 2vLRt, we arrive to the end of the proof.
Hence, we have established that the dOTOC cannot grow faster than with the third power
of time
c(t) ≤
∑
|k−i|≤2vLRt
∑
j
|cijk(t)|+
∑
|k−i|>2vLRt
∑
j
|cijk(t)|
≤ 32 ξ2 ∥w∥2 ∥v∥2 v3LR t3 + O
(
t2
)
. (5.24)
This result can be straightforwardly extended in two ways:
• Even without taking the thermodynamic limit in (5.9), we can still find a bound on
c(N)(t) by using exactly the same formal steps. We only have to assume that the
finite N lattice is periodic, so translational invariance can be used.
• We may consider any regular d-dimensional lattice in the regime where the temper-
ature is sufficiently high for the generalisation of the exponential clustering property
to hold [237]. In this case, each summation over a positional index (with an ap-
propriate constraint) yields a factor that scales as O(td), rather than O(t). With
these results in hand, we finally arrive at the general polynomial bound stated in
Eq. (5.4).
D. Kicked Ising model
To demonstrate and verify the developed theory we study a concrete example of a
system for which the random matrix analysis showed that it is chaotic [4, 238]. This
is the (1+1)D kicked quantum Ising (KI) model which has later become the first ex-
ample of a many body quantum system for which chaoticity was rigorously proven (in a
beautiful way) [88–91]. For the dynamics of the autonomous Ising model see [30, 32,
33, 42, 135, 160, 183, 239, 240]. The Hamiltonian of the one-dimensional KI model
consists of the Ising-interaction term HIsing =
∑
j Jσ
x
j σ
x
j+1 and the kick term Hkick =∑
j h
(
σzj cosφ+ σ
x
j sinφ
)
,
H(t) = HIsing +Hkick
∑
n∈Z
δ (t− n) , (5.25)
where σαj are local Pauli spin operators. The model has three parameters: the Ising
coupling J , the magnitude of the external magnetic field h and the inclination of the
external magnetic field φ. KI is a periodic (in time) system with the Floquet propagator
U = T
{
e−i
∫ 1
0 dtH(t)
}
= e−iJ
∑
j σ
x
j σ
x
j+1e−ih
∑
j(σzj cosφ+σxj sinφ). (5.26)
Because of the temporal periodicity, KI dynamics can be viewed as discrete in time, or
as a quantum cellular automaton. The effect of a perturbation on a single lattice site
propagates in a causal-cone with speed 1. Namely, information can spread only by one
site, left or right, within one period (kick of the magnetic field).
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The system has a further nice property of being integrable (quasi-free) for transverse
magnetic field, φ = 0, and nonintegrable (and interacting) for φ > 0. Thus, φ serves as a
handy parameter which allows us to study integrability breaking. See e.g. [241–243] for a
survey of elementary dynamical properties of the KI model.
Here, we study the KI chain with N spins and evaluate the dOTOC (5.3) c
(N)
α (t) for a
(nonlocal) extensive magnetisation
W = V =Mα =
N∑
j=1
σαj , (5.27)
which can either be transverse (α = z) or parallel (α = x) to the direction of the Ising
interaction. We take β = 0 as an infinite-temperature Gibbs ensemble is the only meaning-
ful equilibrium state for periodically driven systems, which generically heat up to infinite
temperature. We use three different approaches, two numerical methods for the general
inclination (0 ≤ φ ≤ π2 ) and an analytical solution for the transverse field case φ = 0. We
show that KI exhibits linear growth of the dOTOC of extensive magnetisation observables,
c(t) ∝ t. An exception is the integrable KI model (equivalent to a free fermion model), for
which we show analytically that its dOTOC of extensive quadratic observables (in fermi-
onic variables) saturates, c(t→∞) = const. Since the KI model seems to be generic, we
further conjecture that the bound (5.4) is not optimal and that typical one-dimensional,
nonintegrable and locally interacting models exhibit linear growth of dOTOC’s.
1. Numerical methods
To compute the dOTOC numerically, for small system sizes (up to N ∼ 12), we used
the exact numerical Floquet operator (5.26).
For intermediate system sizes, N ∼ 22, the Hilbert space dimension becomes too large
and so exact Floquet operator cannot be represented in a computer any more. We used
instead an approximative numerical method based on Levy’s lemma (also referred to as the
measure concentration, or typicality). The lemma states, roughly, that in a large enough
Hilbert space, the expectation value of a well-behaved observable on a single randomly
chosen quantum state is exponentially close in probability to the ensemble average of the
observable. That is, in a large enough Hilbert space, almost any state is typical. For
a precise formulation, see for example Refs. [244, 245]. Here, we approximate ensemble
averages by averaging over a set {|Ψrand⟩} of random states in the Hilbert space. In this
case, for an observable A, typicality arguments lead to
⟨a⟩β=0 ≈
1
|{|Ψrand⟩}|
∑
{|Ψrand⟩}
⟨Ψrand| a |Ψrand⟩ , (5.28)
where |S | denotes the cardinality of the set S (i.e. the number of random states used in
the calculation). Rather than estimating the error of such an approximation by analytical
arguments, we estimate it numerically by computing variances.
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The numerical method for computing the OTOC is then constructed as follows. We
generate two sets {|Ψ1⟩} and {|Ψ2⟩} of random (normalised) vectors in the 2N dimensional
Hilbert space. Then, we can compute
⟨W (t)VW (t)V ⟩β=0 ≈
1
|{|Ψ1⟩}|
∑
{|Ψ1⟩}
⟨Ψ1|W (t)VW (t)V |Ψ1⟩
≈ 1|{|Ψ1⟩}|
2N
|{|Ψ2⟩}|
∑
{|Ψ1⟩}
∑
{|Ψ2⟩}
⟨Ψ1|W (t)V |Ψ2⟩ ⟨Ψ2|W (t)V |Ψ1⟩
=
1
|{|Ψ1⟩}|
2N
|{|Ψ2⟩}|
∑
{|Ψ1⟩}
∑
{|Ψ2⟩}
⟨Ψ1(t)|W |Ψ˜2(t)⟩ ⟨Ψ2(t)|W |Ψ˜1(t)⟩.
(5.29)
In the second line, we inserted a partition of unity and approximated it by 1 =∑
|Ψ⟩∈H |Ψ⟩ ⟨Ψ| ≈ 2
N
|{|Ψ⟩}|
∑
{|Ψ⟩} |Ψ⟩ ⟨Ψ|. In the third line, we defined |Ψ˜⟩ ≡ V |Ψ⟩
and switched from the Heisenberg to the Schro¨dinger picture. A similar expression can
be derived for the other term appearing in the OTOC, namely ⟨VW (t)W (t)V ⟩β=0 =⟨
V 2W 2(t)
⟩
β=0
.
In evaluating the dynamics of |Ψ1,2(t)⟩, the computation of the action of one-spin (or
two-spin) unitary operators on a vector is numerically very efficient. This is because the
operators act only on two (or four) among the composite spin indices of the vector at
the time. Thus, the operation only requires 2 · 2N (or 4 · 2N ) computational steps. The
evaluation of the expression (5.29) is composed only of one-spin and two-spin operations
and can therefore be computed within O
(
N2N
)
computational steps. For a detailed
discussion of such an algorithm, see for example [243].
Finally, the statistical error of such an approximation is estimated by
∆c(N)(t) =
σc(N)(t)√|{|Ψ1⟩}| |{|Ψ2⟩}| , (5.30)
where σc(N) is the variance of
{
c
(N)
|Ψ1⟩,|Ψ2⟩
}
if c
(N)
|Ψ1⟩,|Ψ2⟩ is an expression like RHS of Eq.
(5.29) for a fixed state pair |Ψ1⟩ , |Ψ2⟩ (omitting the averaging).
2. Analytical solution for the transverse case
a. Fermionisation Translationally invariant free models can be solved by fermion-
ising them using the Jordan–Wigner transformation to write them in terms of Majorana
fermions and then solving using the Fourier transformation. In the Fourier transformed
Majorana basis, we are able to compute the action of powers of the propagator and there-
fore obtain real time dynamics.
The Jordan-Wigner transformation is a nonlinear map between the spin-12 lattices and
staggered (lattice) Majorana fermions obeying the anti-commutation relations
{wi, wj} = 2δij . (5.31)
The transformation is given by:
w2j = σ
x
j
∏
k<j
σzk, w2j+1 = σ
y
j
∏
k<j
σzk, (5.32)
where the product over k is taken from some chosen site in case of a finite system with peri-
odic boundary conditions or from −∞ in the thermodynamic limit. Using this transform,
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the Floquet operator of the KI (5.26) becomes for the transverse field φ = 0,
U = e−J
∑
j w2j−1w2je−h
∑
j w2jw2j+1
=
∏
j
(cos (J)− w2j−1w2j sin (J))
∏
k
(cos (h)− w2kw2k+1 sin (h))
= UIsingUkick. (5.33)
The Fourier transformed Majorana fermions can be written as
w(θ) =
∑
j
w2je
iθj , w′(θ) =
∑
j
w2j+1e
iθj . (5.34)
In most of the calculations here, we can safely assume that the chain is infinite, N =∞,
and hence, θ ∈ [−π, π) is a continuous quasi-momentum parameter. It is convenient to
introduce the shorthand spinor notation
w(θ) =
(
w(θ)
w′(θ)
)
. (5.35)
Written in the Heisenberg picture, the propagator in this basis acts as a 2 × 2 unitary
matrix
U w(θ) ≡
(
U †w(θ)U
U †w′(θ)U
)
. (5.36)
Let compute the explicit expression for the propagator of the KI for transverse field
(5.33) in the Fourier basis. The kick term acts as
Ukickw(θ) =
(
U †kickw(θ)Ukick
U †kickw
′(θ)Ukick
)
=
∑
j
(
U †kickw2jUkick
U †kickw2j+1Ukick
)
eiθj
=
∑
j
(
(cos (h) + w2jw2j+1 sin (h))w2j (cos (h)− w2jw2j+1 sin (h))
(cos (h) + w2jw2j+1 sin (h))w2j+1 (cos (h)− w2jw2j+1 sin (h))
)
eiθj
=
∑
j
((
cos2 (h)− sin2 (h))w2j − 2 sin (h) cos (h)w2j+1
2 sin (h) cos (h)w2j +
(
cos2 (h)− sin2 (h))w2j+1
)
eiθj
=
(
cos(2h) − sin(2h)
sin(2h) cos(2h)
)
w(θ), (5.37)
where in the first line, we used the definition of the propagator in the Heisenberg picture
(5.36). In the second line, we employed the definition of the Fourier transformed Majorana
fermions (5.34). Then, in the third line, we used the fact that wi has a nontrivial product
only with terms containing wi (this follows from the Majorana anti-commutation relations,
{wi, wj} = 2δij) and finally, in the last line, we again utilised the definition of the Fourier
transform.
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Similarly, for the Ising propagator
UIsingw(θ) =
∑
j
(
U †Isingw2jUIsing
U †Isingw2j+1UIsing
)
eiθj
=
∑
j
(
U †Isingw2jUIsing e
iθj
U †Isingw2j−1UIsing e
iθ(j−1)
)
=
∑
j
(
(cos (J) + w2j−1w2j sin (J))w2j (cos (J)− w2j−1w2j sin (J)) eiθj
(cos (J) + w2j−1w2j sin (J))w2j−1 (cos (J)− w2j−1w2j sin (J)) eiθ(j−1)
)
=
(
cos(2J) eiθ sin(2J)
−e−iθ sin(2J) cos(2J)
)
w(θ). (5.38)
We note that in the second line, we shifted the summation index.
Combining these together, we find the action of the entire Floquet propagator (note
the correct order)
U = UkickUIsing =
(
cos(2h) − sin(2h)
sin(2h) cos(2h)
)(
cos(2J) eiθ sin(2J)
−e−iθ sin(2J) cos(2J)
)
. (5.39)
b. Spectrum of the kicked quantum Ising model The Floquet propagator U of
a general quadratic model in the Fourier basis is a 2×2 unitary matrix. We can diagonalise
it to the following form
U (θ) = V †(θ)
(
eiκ(θ)
eiλ(θ)
)
V (θ), (5.40)
where V is a unitary eigenvector matrix with elements
V (θ) =
(
v11(θ) v12(θ)
v21(θ) v22(θ)
)
. (5.41)
Diagonalising (5.39) and using arccos (z) = −i ln
(
z +
√
z2 − 1
)
, we find the eigenvalues
to be
κ(J, h, θ) = arccos [cos(2J) cos(2h) + cos(θ) sin(2J) sin(2h)] , (5.42)
λ(J, h, θ) = −κ(J, h, θ). (5.43)
We see that the Floquet quasiparticle dispersion relation κ(J, h, θ) has three extrema: two
maxima at θ = ±π and a minimum at θ = 0. For J ̸= h, we have κ (J ̸= h, θ) > 0 so the
system has a spectral gap (see Fig. 23). For J = h, κ (J = h, θ = 0) = −κ (J = h, θ = 0) =
0, and so the gap closes. This is a Floquet-type analogue of a quantum critical line in
the J–h plane. On the J = h line, the eigenphase κ (J = h, θ) has only two extrema at
θ = ±π.
For the eigenvectors, we find
v11(J, h, θ) =
e−iθ sin(2J) sin(2h) + cos(2J) cos(2h)− e−iκ(J,h,θ)
eiθ sin(2J) cos(2h)− cos(2J) sin(2h) /norm1(J, h, θ),
v12(J, h, θ) = 1/norm1(J, h, θ),
v21(J, h, θ) =
e−iθ sin(2J) sin(2h) + cos(2J) cos(2h)− eiκ(J,h,θ)
eiθ sin(2J) cos(2h)− cos(2J) sin(2h) /norm2(J, h, θ),
v22(J, h, θ) = 1/norm2(J, h, θ), (5.44)
72
V. WEAK QUANTUM CHAOS
Figure 23. Floquet quasiparticle spectrum (eigenphases) of the kicked quantum Ising model (5.42),
(5.43). The full lines represents generic curves for the case of J ̸= h, for which the spectrum has a
gap. The dashed lines represent generic curves for the case of J = h, for which the gap closes and
the system exhibits a Floquet analogue of a quantum phase transition.
where
norm1(J, h, θ) =
√
1 +
2 [sin (κ[J, h, θ])− sin(θ) sin(2J) sin(2h)]2
1− cos (κ [2J, 2h, θ]) ,
norm2(J, h, θ) =
√
1 +
2 [sin (κ[J, h, θ]) + sin(θ) sin(2J) sin(2h)]2
1− cos (κ [2J, 2h, θ]) . (5.45)
At the extremal points, θ ∈ {−π, 0, π}, the eigenvectors simplify to
V0/±π =
⎛⎝− iΣ0/±π√2 1√2
iΣ0/±π√
2
1√
2
⎞⎠ , (5.46)
where
Σ0 = sign [sin(2h− 2J)] , Σ±π = sign [sin(2h+ 2J)] . (5.47)
Note that Σ20/±π = 1.
c. Real space propagator The propagator of a general translationally invariant
Floquet system, quadratic in fermionic operators (that is, a free model), can be ex-
pressed in the Fourier transformed basis as a unitary 2× 2 matrix that depends on quasi-
momentum. The same formalism applies for general time-dependent situation through
the application of the Trotter-Suzuki formula. For example, we could obtain the results
for the time-independent transverse field Ising model by setting J → dt J , h → dt h and
then taking the limit of dt→ 0.
By using the expression for U (θ) and
w(θ, t) = U (θ)tw(θ, 0), (5.48)
we compute the time-evolution of the Majorana fermions in the spatial basis; that is, the
real-space propagator K, defined by(
w2j(t)
w2j+1(t)
)
=:
∑
k
[(
w2k w2k+1
)
Kkj(t)
]T
, (5.49)
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or equivalently,
Kkjab (t) ≡ ⟨w2k+a−1w2j+b−1(t)⟩ , (5.50)
for a, b ∈ {1, 2}.
Let us start from Eq. (5.48). Then,
w(θ, t) = U (θ)tw(θ). (5.51)
At the same time, by definition (and by using Eq. (5.34)), the above expression is equal
to
w(θ, t) =
∑
j
eiθj
(
w2j(t)
w2j+1(t)
)
. (5.52)
Using the inverse Fourier transform(
w2k
w2k+1
)
=
1
2π
∫ π
−π
dφe−iφk
(
w(φ)
w′(φ)
)
, (5.53)
along with the definition (5.49), the equation (5.52) can then be further expressed as
=
∑
j
eiθj
∑
k
Kkj(t)
1
2π
∫ π
−π
dφe−iφk
(
w(φ)
w′(φ)
)
= . (5.54)
Now, taking into account the translational invariance of the system, i.e. Kkj =: Kj−k,
and thereby introducing a new index l ≡ j − k, the expression becomes
=
1
2π
∫ π
−π
dφ
∑
k,l
ei(θ−φ)kK l(t)eiθlw(φ) = . (5.55)
Summing over k and using
∑
n e
inx = 2π
∑
k δ (x− 2πk), we have
=
∫ π
−π
dφδ(θ − φ)
∑
l
K l(t)eiθlw(φ) = . (5.56)
Finally, by integrating over φ, we get
=
∑
l
K l(t)eiθlw(θ). (5.57)
Comparing Eqs. (5.51) and (5.57), we see that
U (θ)t =
∑
l
K l(t)eiθl, (5.58)
or equivalently, by performing the inverse Fourier transform
K l(t) =
1
2π
∫ π
−π
dθe−iθlU t(θ). (5.59)
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d. The dOTOC of transverse magnetisation We now want to use the general
form of the propagator to compute the high temperature limit of the dOTOC for transverse
magnetisation in free fermionic systems:
cz(t) ≡ lim
N→∞
c(N)z (t)
≡ − 1
N
⟨
[Mz(t),Mz(0)]
2
⟩
β=0
= − 2
N
{
⟨Mz(t)Mz(0)Mz(t)Mz(0)⟩β=0 − ⟨Mz(0)Mz(t)Mz(t)Mz(0)⟩β=0
}
=: −2 {(I)− (II)} , (5.60)
with
Mz ≡
∑
j∈Z
σzj = −i
∑
j∈Z
w2jw2j+1, (5.61)
as expressed in terms of Majorana fermions using the Jordan-Wigner transformation
(5.32). Plugging (5.61) into (5.60) and using the definition (5.50), we obtain
(I) =
1
N
∑
l1,j,l3,k
⟨w2l1(t)w2l1+1(t)w2jw2j+1w2l3(t)w2l3+1(t)w2kw2k+1⟩β=0
=
1
N
∑
l1,j,l3,k
∑
l¯1,l¯1
2∑
s¯1,s¯1=1
K l1−l¯1s¯1,1 (t)K
l1−l¯1
s¯1,2
(t)
∑
l¯3,l¯3
2∑
s¯3,s¯3=1
K l3−l¯3s¯3,1 (t)K
l3−l¯3
s¯3,2
(t) ·
·
⟨
w2l¯1+s¯1−1w2l¯1+s¯1−1w2jw2j+1w2l¯3+s¯3−1w2l¯3+s¯3−1w2kw2k+1
⟩
β=0
. (5.62)
Taking into account the translational invariance of the KI, we can fix one of the indices
in the first sum and replace the summation over that index with an overall multiplication
by the number of particles in the system N , with N →∞. It is convenient to fix the last
index to k = 0. The expression then simplifies to
(I) =
∑
j
∑
l1,l3
∑
l¯1,l¯1
∑
l¯3,l¯3
2∑
s¯1,s¯1=1
2∑
s¯3,s¯3=1
K l1−l¯1s¯1,1 K
l1−l¯1
s¯1,2
K l3−l¯3s¯3,1 K
l3−l¯3
s¯3,2
·
·
⟨
w2l¯1+s¯1−1w2l¯1+s¯1−1w2jw2j+1w2l¯3+s¯3−1w2l¯3+s¯3−1w0w1
⟩
β=0
, (5.63)
where the temporal dependence of K is omitted for compactness of notation. The expres-
sion is formal and will be simplified in what is to follow. Furthermore, we also have
(II) =
∑
j
∑
l1,l3
∑
l¯1,l¯1
∑
l¯3,l¯3
2∑
s¯1,s¯1=1
2∑
s¯3,s¯3=1
K l1−l¯1s¯1,1 K
l1−l¯1
s¯1,2
K l3−l¯3s¯3,1 K
l3−l¯3
s¯3,2
·
·
⟨
w2jw2j+1w2l¯1+s¯1−1w2l¯1+s¯1−1w2l¯3+s¯3−1w2l¯3+s¯3−1w0w1
⟩
β=0
. (5.64)
The key to simplifying the expressions (I) and (II) are the anti-commutation relations
{wi, wj} = 2δij , (5.65)
or the equation for the pair correlation function that follows from them
⟨wiwj⟩β=0 = δij . (5.66)
We can use it together with the Wick’s theorem to compute the eight-fermion correlation
functions appearing in (5.63) and (5.64). We see that the infinite temperature expectation
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values in (5.63) and (5.64) are only nonzero if all of the Majorana fermions in them ap-
pear in pairs. In particular, it is helpful to consider the cases of j ̸= 0 and j = 0 separately.
a) j ̸= 0
First, consider the terms in the correlator for (I) that have the form
⟨ w2jw2j+1 w0w1⟩β=0 , (5.67)
where the empty slots ( ) have to be filled by w2j , w2j+1, w0, w1, each appearing exactly
once. This gives 24 possible permutations. Then, for the corresponding correlator in (II)
(with the first two pairs of terms interchanged), we want
⟨w2jw2j+1 w0w1⟩β=0 = −⟨ w2jw2j+1 w0w1⟩β=0 , (5.68)
so that the combination results in a nonzero term in (5.60). Note that the only allowed
combinations are those where we have only one among w2j and w2j+1 in the first two slots.
The remaining slot, among the first two slots, has to be filled by either w0 or w1. This is
also a direct consequence of the anti-commutation relations. We are left with 16 possible
permutations, which we write out explicitly:
Kl1−j1,1 K
l1
1,2K
l3−j
2,1 K
l3
2,2 ⟨w2jw0 w2jw2j+1 w2j+1w1 w0w1⟩β=0  
1
; sj = 1, s0 = 1, p1 = 1, p3 = 1,
Kl1−j1,1 K
l1
1,2K
l3
2,1K
l3−j
2,2 ⟨w2jw0 w2jw2j+1 w1w2j+1 w0w1⟩β=0  
−1
; sj = 1, s0 = 1, p1 = 1, p3 = 2,
Kl11,1K
l1−j
1,2 K
l3−j
2,1 K
l3
2,2 ⟨w0w2j w2jw2j+1 w2j+1w1 w0w1⟩β=0  
−1
; sj = 1, s0 = 1, p1 = 2, p3 = 1,
Kl11,1K
l1−j
1,2 K
l3
2,1K
l3−j
2,2 ⟨w0w2j w2jw2j+1 w1w2j+1 w0w1⟩β=0  
1
; sj = 1, s0 = 1, p1 = 2, p3 = 2,
Kl1−j1,1 K
l1
2,2K
l3−j
2,1 K
l3
1,2 ⟨w2jw1 w2jw2j+1 w2j+1w0 w0w1⟩β=0  
−1
; sj = 1, s0 = 2, p1 = 1, p3 = 1,
Kl1−j1,1 K
l1
2,2K
l3
1,1K
l3−j
2,2 ⟨w2jw1 w2jw2j+1 w0w2j+1 w0w1⟩β=0  
1
; sj = 1, s0 = 2, p1 = 1, p3 = 2,
Kl12,1K
l1−j
1,2 K
l3−j
2,1 K
l3
1,2 ⟨w1w2j w2jw2j+1 w2j+1w0 w0w1⟩β=0  
1
; sj = 1, s0 = 2, p1 = 2, p3 = 1,
Kl12,1K
l1−j
1,2 K
l3
1,1K
l3−j
2,2 ⟨w1w2j w2jw2j+1 w0w2j+1 w0w1⟩β=0  
−1
; sj = 1, s0 = 2, p1 = 2, p3 = 2,
Kl1−j2,1 K
l1
1,2K
l3−j
1,1 K
l3
2,2 ⟨w2j+1w0 w2jw2j+1 w2jw1 w0w1⟩β=0  
−1
; sj = 2, s0 = 1, p1 = 1, p3 = 1,
Kl1−j2,1 K
l1
1,2K
l3
2,1K
l3−j
1,2 ⟨w2j+1w0 w2jw2j+1 w1w2j w0w1⟩β=0  
1
; sj = 2, s0 = 1, p1 = 1, p3 = 2,
Kl11,1K
l1−j
2,2 K
l3−j
1,1 K
l3
2,2 ⟨w0w2j+1 w2jw2j+1 w2jw1 w0w1⟩β=0  
1
; sj = 2, s0 = 1, p1 = 2, p3 = 1,
Kl11,1K
l1−j
2,2 K
l3
2,1K
l3−j
1,2 ⟨w0w2j+1 w2jw2j+1 w1w2j w0w1⟩β=0  
−1
; sj = 2, s0 = 1, p1 = 2, p3 = 2,
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Kl1−j2,1 K
l1
2,2K
l3−j
1,1 K
l3
1,2 ⟨w2j+1w1 w2jw2j+1 w2jw0 w0w1⟩β=0  
1
; sj = 2, s0 = 2, p1 = 1, p3 = 1,
Kl1−j2,1 K
l1
2,2K
l3
1,1K
l3−j
1,2 ⟨w2j+1w1 w2jw2j+1 w0w2j w0w1⟩β=0  
−1
; sj = 2, s0 = 2, p1 = 1, p3 = 2,
Kl12,1K
l1−j
2,2 K
l3−j
1,1 K
l3
1,2 ⟨w1w2j+1 w2jw2j+1 w2jw0 w0w1⟩β=0  
−1
; sj = 2, s0 = 2, p1 = 2, p3 = 1,
Kl12,1K
l1−j
2,2 K
l3
1,1K
l3−j
1,2 ⟨w1w2j+1 w2jw2j+1 w0w2j w0w1⟩β=0  
1
; sj = 2, s0 = 2, p1 = 2, p3 = 2.(5.69)
Now, we introduce the following notation
R1 ≡
(
l1 − j
l1
)
, R3 ≡
(
l3 − j
l3
)
, S ≡
(
sj
s0
)
, (5.70)
the spinor “inversion”
1˜ ≡ 2, 2˜ ≡ 1, (5.71)
and the following notation for the vector components
v ≡
(
v(1)
v(2)
)
. (5.72)
This allows us to summarise the above 16 lines in a compact formula:
(I)j ̸=0 =
∑
j ̸=0
∑
l1,l3
2∑
sj ,s0=1
2∑
p1,p3=1
K
R1(p1)
S(p1),1
K
R1(p˜1)
S(p˜1),2
K
R3(p3)
S˜(p3),1
K
R3(p˜3)
S˜(p˜3),2
(−1)sj+s0+p1+p3 , (5.73)
where the summation runs over the 3 spatial indices: j, l1, l3 and 4 permutations: sj , s0,
p1, p3. Here, sj denotes the ”spin” of the j-type fermion in the first pair of slots (w2j+sj−1)
and s0 the ”spin” of the 0-type fermion in the first two slots (ws0−1). Furthermore, p1
denotes the permutation of fermions in the first pair of slots and p3 the permutation of
fermions in the third pair of slots. Note also that
(II)j ̸=0 = − (I)j ̸=0 . (5.74)
b) j = 0
In this case, we have to fill in the following correlator
⟨ w0w1 w0w1⟩β=0 . (5.75)
Since the present fermions are already contracted, we can fill the empty slots with arbitrary
two pairs of fermions w2j¯+sj−1, w2j¯+sj−1 and w2l+s0−1,w2l+s0−1. Again, we want to have
⟨w0w1 w0w1⟩β=0 = −⟨ w0w1 w0w1⟩β=0 , (5.76)
so that the terms in (5.60) do not end up canceling out. It is easy to check that the only
way to achieve this is to set either j¯ or l to zero, with the remaining index being nonzero.
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We choose l = 0 and j¯ ̸= 0. As before, we again have 16 possible permutations
Kl1−j¯1,1 K
l1
1,2K
l3−j¯
1,1 K
l3
1,2
⟨
w2jw0 w0w1 w2j¯w0 w0w1
⟩
β=0  
−1
; sj¯ = 1, s0 = 1, p1 = 1, p3 = 1,
Kl1−j¯1,1 K
l1
1,2K
l3
1,1K
l3−j¯
1,2
⟨
w2j¯w0 w0w1 w0w2j¯ w0w1
⟩
β=0  
1
; sj¯ = 1, s0 = 1, p1 = 1, p3 = 2,
Kl11,1K
l1−j¯
1,2 K
l3−j¯
1,1 K
l3
1,2
⟨
w0w2j¯ w0w1 w2j¯w0 w0w1
⟩
β=0  
1
; sj¯ = 1, s0 = 1, p1 = 2, p3 = 1,
Kl11,1K
l1−j¯
1,2 K
l3
1,1K
l3−j¯
1,2
⟨
w0w2j¯ w0w1 w0w2j¯ w0w1
⟩
β=0  
−1
; sj¯ = 1, s0 = 1, p1 = 2, p3 = 2,
Kl1−j¯1,1 K
l1
2,2K
l3−j¯
1,1 K
l3
2,2
⟨
w2j¯w1 w0w1 w2j¯w1 w0w1
⟩
β=0  
−1
; sj¯ = 1, s0 = 2, p1 = 1, p3 = 1,
Kl1−j¯1,1 K
l1
2,2K
l3
2,1K
l3−j¯
1,2
⟨
w2j¯w1 w0w1 w1w2j¯ w0w1
⟩
β=0  
1
; sj¯ = 1, s0 = 2, p1 = 1, p3 = 2,
Kl12,1K
l1−j¯
1,2 K
l3−j¯
1,1 K
l3
2,2
⟨
w1w2j¯ w0w1 w2j¯w1 w0w1
⟩
β=0  
1
; sj¯ = 1, s0 = 2, p1 = 2, p3 = 1,
Kl12,1K
l1−j¯
1,2 K
l3
2,1K
l3−j¯
1,2
⟨
w1w2j¯ w0w1 w1w2j¯ w0w1
⟩
β=0  
−1
; sj¯ = 1, s0 = 2, p1 = 2, p3 = 2,
Kl1−j¯2,1 K
l1
1,2K
l3−j¯
2,1 K
l3
1,2
⟨
w2j¯+1w0 w0w1 w2j¯+1w0 w0w1
⟩
β=0  
−1
; sj¯ = 2, s0 = 1, p1 = 1, p3 = 1,
Kl1−j¯2,1 K
l1
1,2K
l3
1,1K
l3−j¯
2,2
⟨
w2j¯+1w0 w0w1 w0w2j¯+1 w0w1
⟩
β=0  
1
; sj¯ = 2, s0 = 1, p1 = 1, p3 = 2,
Kl11,1K
l1−j¯
2,2 K
l3−j¯
2,1 K
l3
1,2
⟨
w0w2j¯+1 w0w1 w2j¯+1w0 w0w1
⟩
β=0  
1
; sj¯ = 2, s0 = 1, p1 = 2, p3 = 1,
Kl11,1K
l1−j¯
2,2 K
l3
1,1K
l3−j¯
2,2
⟨
w0w2j¯+1 w0w1 w0w2j¯+1 w0w1
⟩
β=0  
−1
; sj¯ = 2, s0 = 1, p1 = 2, p3 = 2,
Kl1−j¯2,1 K
l1
2,2K
l3−j¯
2,1 K
l3
2,2
⟨
w2j¯+1w1 w0w1 w2j¯+1w1 w0w1
⟩
β=0  
−1
; sj¯ = 2, s0 = 2, p1 = 1, p3 = 1,
Kl1−j¯2,1 K
l1
2,2K
l3
2,1K
l3−j¯
2,2
⟨
w2j¯+1w1 w0w1 w1w2j¯+1 w0w1
⟩
β=0  
1
; sj¯ = 2, s0 = 2, p1 = 1, p3 = 2,
Kl12,1K
l1−j¯
2,2 K
l3−j¯
2,1 K
l3
2,2
⟨
w1w2j¯+1 w0w1 w2j¯+1w1 w0w1
⟩
β=0  
1
; sj¯ = 2, s0 = 2, p1 = 2, p3 = 1,
Kl12,1K
l1−j¯
2,2 K
l3
2,1K
l3−j¯
2,2
⟨
w1w2j¯+1 w0w1 w1w2j¯+1 w0w1
⟩
β=0  
−1
; sj¯ = 2, s0 = 2, p1 = 2, p3 = 2,(5.77)
which we can express as
(I)j=0 =
∑
j¯ ̸=0
∑
l1,l3
2∑
sj¯ ,s0=1
2∑
p1,p3=1
K
R1(p1)
S(p1),1
K
R1(p˜1)
S(p˜1),2
K
R3(p3)
S(p3),1
K
R3(p˜3)
S(p˜3),2
(−1)p1+p3 (−1) , (5.78)
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where we used Ri ≡
(
li − j¯
li
)
and S ≡
(
sj¯
s0
)
.
Renaming the dummy summation index in (5.78) from j¯ to j, summing (5.78) and
(5.73) and plugging it together with (I) = − (II) into the expression (5.60) for cz(t), we
finally get
cz(t) = −4
∑
j ̸=0
∑
l1,l3
2∑
sj ,s0=1
2∑
p1,p3=1
(−1)p1+p3 KR1(p1)S(p1),1(t)K
R1(p˜1)
S(p˜1),2
(t) ·
·
[
(−1)sj+s0 KR3(p3)
S˜(p3),1
(t)K
R3(p˜3)
S˜(p˜3),2
(t)−KR3(p3)S(p3),1(t)K
R3(p˜3)
S(p˜3),2
(t)
]
. (5.79)
Eq. (5.79) is a general expression for the dOTOC of transverse magnetisation and holds
for any free fermion model. It can be used in two ways: for exact numerical computation
at intermediate times and for the analytical computation of the long-time asymptotics.
e. Computation of the dOTOC of Mz for intermediate times For interme-
diate times, t < 50, we proceed by first computing the power U t of KI Floquet propagator
(5.39) for given numerical values of the parameters J and h,
U t(J, h, θ) =
t∑
n=−t
Un(J, h)e
inθ, (5.80)
where Un are 2 × 2 matrices whose elements depend only on J and h. It is then easy to
see from (5.59) that
K l(t) =
1
2π
∫ π
−π
dθe−iθlU t(θ) = Ul, (5.81)
thereby enabling a direct computation of the real space propagator for given numerical
values of J and h.
From the above calculation, we also learn that K l(t) ̸= 0 only for |l| ≤ t. This is a
direct observation of the fact that the information in KI spreads in a sharp causal-cone
with the speed of propagation equal to 1. Hereon, it follows that the sums over j, l1 and
l3 in (5.79) do not need to be taken over the entire Z but only over the finite intervals
j ∈ [−2t, 2t] − {0}, l1, l3 ∈ [max (−t, j − t) ,min (t, j + t)]. The number of terms in this
sum is proportional to t3 so the summation can be efficiently carried out for intermediate
t. The result is numerically exact.
f. Long-time asymptotics of the dOTOC of Mz To find the long-time asymp-
totic behaviour of cz(t), we express (5.79) using (5.59)
cz(t) = −4
∑
j ̸=0
∑
l1,l3
2∑
sj ,s0=1
2∑
p1,p3=1
(−1)p1+p3
(
1
2π
)4 ∫ π
−π
dθ
∫ π
−π
dθ1
∫ π
−π
dθ2
∫ π
−π
dθ3
·e−iθR1(p1) [U t(θ)]
S(p1),1
e−iθ1R1(p˜1)
[
U t (θ1)
]
S(p˜1),2
·
·
{
(−1)sj+s0 e−iθ2R3(p3) [U t(θ2)]S˜(p3),1 e−iθ3R3(p˜3) [U t(θ3)]S˜(p˜3),2 −
− e−iθ2R3(p3) [U t(θ2)]S(p3),1 e−iθ3R3(p˜3) [U t(θ3)]S(p˜3),2} . (5.82)
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Introducing the following notation
Θ1 =
(
θ
θ1
)
, Θ3 =
(
θ2
θ3
)
, (5.83)
we then have
cz(t) = −4
∑
j
∑
l1,l3
2∑
sj ,s0=1
2∑
p1,p3=1
(−1)p1+p3
(
1
2π
)4 ∫ π
−π
dθ
∫ π
−π
dθ1
∫ π
−π
dθ2
∫ π
−π
dθ3
·e−i(θ+θ1)l1e−i(θ2+θ3)l3ei(Θ1(p1)+Θ3(p3))j [U t(θ)]
S(p1),1
[
U t (θ1)
]
S(p˜1),2
·
·
{
(−1)sj+s0 [U t(θ2)]S˜(p3),1 [U t(θ3)]S˜(p˜3),2 − [U t(θ2)]S(p3),1 [U t(θ3)]S(p˜3),2}+
+4
∑
l1,l3
2∑
sj ,s0=1
2∑
p1,p3=1
(−1)p1+p3 ·
(
1
2π
)4 ∫ π
−π
dθ
∫ π
−π
dθ1
∫ π
−π
dθ2
∫ π
−π
dθ3
·e−i(θ+θ1)l1e−i(θ2+θ3)l3 [U t(θ)]
S(p1),1
[
U t (θ1)
]
S(p˜1),2
· (5.84)
·
{
(−1)sj+s0 [U t(θ2)]S˜(p3),1 [U t(θ3)]S˜(p˜3),2 − [U t(θ2)]S(p3),1 [U t(θ3)]S(p˜3),2} .
Here, we took the j sum over the entire Z in the first term and then subtracted the j = 0
case in the second term. Performing (formally) the j, l1 and l3 summations and taking
into account
∑
n e
inx = 2π
∑
k δ (x− k2π), we get
cz(t) = −4
2∑
sj ,s0=1
2∑
p1,p3=1
(−1)p1+p3 ·
·
[
1
2π
∫ π
−π
dθ
∫ π
−π
dθ1
∫ π
−π
dθ2
∫ π
−π
dθ3
·δ(θ + θ1)δ(θ2 + θ3)δ (Θ1(p1) + Θ3(p3))
[
U t(θ)
]
S(p1),1
[
U t (θ1)
]
S(p˜1),2
·
·
{
(−1)sj+s0 [U t(θ2)]S˜(p3),1 [U t(θ3)]S˜(p˜3),2 − [U t(θ2)]S(p3),1 [U t(θ3)]S(p˜3),2}−
−
(
1
2π
)2 ∫ π
−π
dθ
∫ π
−π
dθ1
∫ π
−π
dθ2
∫ π
−π
dθ3
·δ(θ + θ1)δ(θ2 + θ3)
[
U t(θ)
]
S(p1),1
[
U t(θ1)
]
S(p˜1),2
· (5.85)
·
{
(−1)sj+s0 [U t(θ2)]S˜(p3),1 [U t(θ3)]S˜(p˜3),2 − [U t(θ2)]S(p3),1 [U t(θ3)]S(p˜3),2}
]
.
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Finally, integrating over θ1, θ2 and θ3 in the first term and θ1 and θ3 in the second, we get
cz(t) = −4
2∑
sj ,s0=1
2∑
p1,p3=1
(−1)p1+p3
·
[
1
2π
∫ π
−π
dθ
[
U t(θ)
]
S(p1),1
[
U t(−θ)]
S(p˜1),2
·
·
{
(−1)sj+s0
[
U t
(
− (−1)p1+p3 θ
)]
S˜(p3),1
[
U t
(
(−1)p1+p3 θ
)]
S˜(p˜3),2
−
−
[
U t
(
− (−1)p1+p3 θ
)]
S(p3),1
[
U t
(
(−1)p1+p3 θ
)]
S(p˜3),2
}
−
−
(
1
2π
)2 ∫ π
−π
dθ
[
U t(θ)
]
S(p1),1
[
U t(−θ)]
S(p˜1),2
·
·
∫ π
−π
dθ2
{
(−1)sj+s0 [U t(θ2)]S˜(p3),1 [U t(−θ2)]S˜(p˜3),2 −
− [U t(θ2)]S(p3),1 [U t(−θ2)]S(p˜3),2}
]
≡
∫ π
−π
dθ I1 (t, θ) +
∫ π
−π
dθ
∫ π
−π
dθ2 I2 (t, θ, θ2) . (5.86)
It can be shown that the integrand I2 vanishes
I2 (t, θ, θ2) = 0. (5.87)
The remaining integration over θ in I1 is in general difficult to perform but we can find
the asymptotic behaviour for large t.
To complete this task we can take advantage of the fact that U is a unitary matrix.
Using the form (5.40), the powers of U are simply
U t(θ) = V †(θ)
(
eitκ(θ)
eitλ(θ)
)
V (θ). (5.88)
We can then compute the integral (5.86) in the large t regime by using the stationary
phase approximation [246]
∫ b
a
dθϕ(θ)eitψ(θ) ∼
∑
j
ϕ(ξj)
√
2π
t |ψ′′(ξj)| exp
{
i
[
tψ(ξj) +
π
4
sign
(
ψ′′(ξj)
)]}
, (5.89)
where ξj denotes (all of) the local extrema of ψ(θ), i.e. ψ
′(ξj) = 0, on the interval [a, b].
g. The case of the kicked quantum Ising model The considerations so far have
been general and can be applied to any quadratic fermion model. For the KI model, we
can use the expressions for eigenvalues and eigenvectors from the Paragraph VD2b.
Let us introduce the following notation
{V } (θ) ≡ {v11(θ), v12(θ), v21(θ), v22(θ),
v11(θ), v12(θ), v21(θ), v22(θ),
v11(−θ), v12(−θ), v21(−θ), v22(−θ),
v11(−θ), v12(−θ), v21(−θ), v22(−θ)} . (5.90)
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Plugging the results from Paragraph (VD2b) into (5.86), we see that integrand I1 can be
written the following form
I1 (t, θ) = P0 [{V } (θ)] +
+P−2 [{V } (θ)] e−2itκ(θ) + P2 [{V } (θ)] e2itκ(θ) +
+P−4 [{V } (θ)] e−4itκ(θ) + P4 [{V } (θ)] e4itκ(θ). (5.91)
Here, all P ’s are polynomials in their arguments. The indices denote the power of the
term eitκ(θ) multiplying a particular polynomial. All eigenvector components {V } and the
eigenvalue κ also depend on parameters J and h.
The large t behaviour of the integrals
∫ π
−π dθ of all the terms except for P0 can be
obtained using stationary phase approximation (5.89). Plugging in the elements of the
eigenvectors at stationary points of κ(θ), that is (5.46), we see that P−2, P2, P−4, P4
vanish at these points. Therefore, in the large t regime, cz(t) is constant for the transverse
field KI.
The only remaining integral
lim
t→∞ cz(t) =
∫ π
−π
dθ P0 [{V } (J, h, θ)] (5.92)
can be evaluated numerically to get the asymptotic (constant) value of the cz(t) for any
given J and h.
E. Results
Fig. 24 shows combined results of the numerical (Sec. VD1) and the analytical (Sec.
VD2) analysis of the dynamics of the dOTOC of the magnetisations (5.27) for the kicked
quantum Ising model (5.25). We observe two distinct behaviours of the OTOC density for
extensive observables in a one-dimensional KI model. For a generic situation, unless the
model is integrable and the observable quadratic, the extensive dOTOC grows linearly with
time. In fact, numerical results for finite system sizes saturate to a plateau at t ∼ N/2, but
this is simply due to a finite size effect—in finite systems also the extensive magnetisations
are bounded and thus the dOTOC as well. This plateau grows with an increasing system
size N and we expect that it disappears in the TL (N →∞). When the model is integrable
(free) and the observable is simple (quadratic in fermion operators), the dOTOC saturates
to a genuine plateau despite the fact that the spectrum of the observable is unbounded.
The latter statement was proven in this work by finding an explicit analytic solution for
cz(t) from which the expression for the height of the plateau could be found for any J, h.
For the integrable case with φ = 0, the quasiparticle spectral gap closes on the line of
J = h in the parameter space and the system exhibits a Floquet analogue of a quantum
phase transition, i.e. κ (J = h, θ = 0) = −κ (J = h, θ = 0) = 0. It is interesting to ask
whether the OTOC also reflects this transition in any way. What we find is that the
plateau height ceases to be smooth for J = h. Beyond that, we also checked the slope of
the dOTOC for longitudinal magnetisationMx and found a peak for J/h close to 1, where
deviation could be attributed to finite size effects.
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Figure 24. Density of the OTOC of extensive observables for one-dimensional KI model (5.25) with
periodic boundary conditions: In (A, B), the magnetic field is transversal (φ = 0) so the system is
integrable (free), while in (C, D) the field is tilted (φ = π4 ) so the model is nonintegrable. In (A,
C) the observable is a sum of quadratic Majorana terms (5.61), while in (B, D), the observable is
a sum of terms composed of infinite Majorana strings (composite). Here, J = 0.7, h = 1.1, but
qualitatively similar behaviour was found for other values of J, h. The numerically exact results
for small system sizes are plotted with crosses. Results obtained with the numerical method based
on typicality arguments (with a sample of 50×50 random vectors) are plotted with error bars. The
analytical solution for the integrable case and quadratic observable is plotted with a bold black
line. The asymptotic behaviour in the limits N → ∞ and t → ∞ is plotted with a dashed line.
In (A), the dashed line was obtained analytically. In other cases, it is a numerical extrapolation.
Numerical results start to deviate around t ∼ N/2 due to finite size effects. The inset (i) shows
the dependence of the plateau height on J and h.
F. Discussion
We have shown that in locally interacting lattice systems with finite local Hilbert space
dimension, which includes all the local lattice spin and fermion systems, the standard
OTOC rapidly plateaus and is therefore not a good measure of chaos. Intuitively, it seems
apparent that in locally interacting systems, information propagates slower than in an
all-to-all interacting theory like the SYK model. However, what is less apparent is that
such systems can still be chaotic; a result established by random matrix theory analysis
[238]. This observation led us to propose a new measure of chaos: density of the OTOC
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of nonlocal extensive operators. We have proven that such correlators always exhibit a
polynomial bound even for systems that are known to be chaotic from RMT. In analogy
with the classical systems exhibit dynamical late-time mixing but do not display any
exponential butterfly effect, have proposed to call such systems weakly chaotic. We have
studied dOTOC for the kicked quantum Ising model and found the linear growth.
This work should be considered as a starting point for future investigations of quantum,
weakly chaotic systems, which exhibit dynamical late-time mixing but do not display
any exponential butterfly effect due to locality of interactions and finiteness of the local
Hilbert space. Lastly, we note that in order to study chaos in strongly coupled, large-N
theories (even in those that do exhibit the buttery effect), it would be interesting to extend
holographic calculations to computations of OTOC’s of nonlocal, smeared operators. This
would likely require the employment of the full machinery of holographic n-point function
calculations [247–249] that would extend beyond studying gravitational shock waves [101,
102].
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MODEL
Motivated by the experimental measurements [198] (introduced in Sec. III) of multi-
point correlation functions in the quantum sine-Gordon model (introduced in Sec. IV)
and motivated with the fact that those had not yet been computed theoretically (the
experiment was the first to provide results), we decided to take up this task. We decided
to study equal time multi point correlation functions of the boson field
C(N)φ (t;x1, x2, . . . , xN ) ≡ ⟨φ(t, x1)φ(t, x2) · · ·φ(t, xN )⟩ , (6.1)
and their connected part (see Sec. II B)
[
C(N)φ
]C
(t;x1, x2, . . . , xN ) ≡
∑
π
(|π| − 1)!(−1)|π|−1
∏
B∈π
⟨∏
i∈B
φ(t, xi)
⟩
, (6.2)
both in equilibrium (ground, thermal and excited states) and out of equilibrium in the
dynamics following quantum quenches (see Sec. II C). Quench dynamics had been com-
puted for one-point correlation functions in the sG model before [159, 250, 251] but the
dynamics of multi-point correlations had not been studied.
The sine-Gordon model is an integrable theory, but unfortunately the state-of-the art
integrability techniques (apart from some exceptional cases) allow for the computation of
only one-point functions, most commonly using the LeClair–Mussardo formula [19] (see
[252] for recent steps towards the generalisation to 2-point functions). For this reason we
decided to use the Truncated conformal space approach (TCSA), a powerful numerical
method for interacting QFT discussed extensively in Sec. X. While the TCSA had been
used extensively for the study of the sG model [253–258], calculation of correlation func-
tions had not been achieved thus far. We were curious whether we can use it to compute
multi-point correlation functions and reproduce the experimental results. For a complete
understanding of this section, we recommend to read the Sec. X discussing the TCSA
first.
The TCSA code was implemented for the attractive regime of the sG model (β <
√
4π)
as described in Sec. X and using the matrix elements given in the Appendix XIV. In
particular we have used the matrix elements (14.10) to construct the dimensionless sG
Hamiltonian (10.67) and the matrix elements (14.19) to construct the observable, the φ
field. We initially focused on Dirichlet boundary conditions that have the advantage that
φ is defined without the IR divergent zero mode (as discussed in Sec. XA1). Another
advantage is that generally, for the Dirichlet boundary conditions, only modules corres-
ponding to W are present, but since the sine-Gordon Hamiltonian does not contain the
zero mode φ˜0 to excite them, we can describe the system completely with only a single
Verma module. This has the benefit of having a smaller total number of states below a
certain energy level and therefore enables us to reach higher cutoff energy levels with the
given computational resources. Later we have extended the results to experimentally more
realistic Neumann boundary conditions.
We first present the results for the equilibrium states and then continue to nonequilib-
rium dynamics of correlation functions.
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A. Equilibrium correlation functions
1. Ground state correlations
We begin by discussing ground state correlation functions.The TCSA approximation
for a ground state of a QFT is found by numerically computing the lowest eigenvector of
the truncated Hamiltonian Hcut in the chosen basis of the truncated Hilbert space Hcut
(in our case (10.38)). Then the state along with the representation of the observables in
Hcut can be used to compute the correlation functions (II B).
We have started by comparing 2-point functions of the massless free boson (14.6), Klein-
Gordon (massive free boson; with the mass term (14.39)) and the sine-Gordon theory. The
density plots are given in Fig. 25 and the line plots of the anti-diagonal part in Fig. 26.
In the line plots we are comparing the sine-Gordon theory for various values of coupling
parameter ∆ = β
2
8π =
ξsG
ξsG+1
and the Klein-Gordon theory with the mass equal to the
corresponding mass of the first breather m1 with
mn = 2MS sin(
nπ ξsG
2
), (6.3)
where MS is the soliton mass. As expected we find the algebraic decay of correlations
for the massless free boson and the exponential decay for the massive free boson, with
the correlation length becoming shorter for increasing mass. For the sine-Gordon correla-
tions, however, contrary to what would generally be expected, we find that the correlation
functions are of even longer range than in the free theory and that the correlation length
becomes larger with increasing coupling. This is something that we have not yet investig-
ated further and could perhaps be probed analytically with the methods described in Sec.
VII. Fig. 27 shows also the 4-p and 4-p connected correlations of the sG ground state.
Ground states of the free boson theories are Gaussian (see Sec. II B for the definition) so
the 4-p connected correlations vanish completely there.
Figure 25. Density plots of the ground state correlations ⟨ϕ(x1)ϕ(x2)⟩. Comparison of the massless
free boson, the massive free boson (Klein-Gordon) and the sine-Gordon (∆ = 1/18, lS = 25)
theories. The KG mass is equal to m1 of the sG. All plots are for cutoff level = 20.
2. Thermal correlations
Having constructed ground states, we went on and constructed thermal states. This was
done by numerically constructing the Gibbs ensemble as explained in Sec. XA3. Because
of the cutoff, the TCSA can faithfully capture low temperature states and becomes less
reliable at higher temperature as explained in Sec. XB.
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Figure 26. Line plot of the anti-diagonal part C
(2)
ϕ (L − x, x) for the ground states of the three
theories.
Fig. 27 shows a comparison of 2-p, 4-p and 4-p connected thermal correlations of the
sG model for diﬀerent temperatures. We see that in the ground state, the nonGaussianity
is small and it grows with the temperature. Increasing T also results in correlations being
less concentrated along the diagonal.
Figure 27. C
(2)
ϕ (x1, x2), C
(4)
ϕ (x1, x2, 0.25L, 0.75L) and
[
C
(4)
ϕ
]C
(x1, x2, 0.25L, 0.75L) correlations in
thermal states of the sine-Gordon theory at Δ = 1/18, lS = 25, cutoﬀ level = 20. Antidiagonal
refers to
[
C
(4)
ϕ
]C
(L− x, x, 0.25L, 0.75L).
87
VI. CORRELATION FUNCTIONS OF THE QUANTUM SINE-GORDON MODEL
In order to quantify the nonGaussianity, that is to see the strength of interaction
effects, we have computed the kurtosis – the ratio between the integrated connected and
full four-point correlation function as measured in the experiment [198] (see Sec. III,
Eq.(3.10)). We have computed the kurtosis by splitting the interval [0, L] into Np = 21
points and computing the 4-p correlations on the Np × Np × Np × Np grid and then
using (3.10). This was the most numerically expensive computation of this section. Fig.
28 shows the dependence of the kurtosis on the temperature. It displays three different
regimes: (a) at low temperature, the system is Gaussian; (b) at intermediate temperatures
the nonGaussianity grows; (c) at high temperatures, the nonGaussianity again decreases.
This behaviour can be explained by a semi-classical argument of comparing the energy of
the states versus the height of the sG cosine potential. The potential term of the SGM
Hamiltonian is
−
∫
dx
m2
β2
cosβφ, (6.4)
and for small β, the soliton mass is
MS =
8m
β2
. (6.5)
Assuming that the energy of the state relative to the ground state is given by χ
E − E0 ≡ χMS , (6.6)
while the potential height in finite volume is
∆V =
2m2
β2
L. (6.7)
Then we can compute the dimensionless ratio χ given by
E − E0
∆V
=
χM
2m2
β2
L
=
4χ
mL
, (6.8)
where m can be replaced with the first breather mass m1 in the small β regime. If this
ratio is small, the state is lying at the bottom of the potential, where V is effectively
parabolic. Thus, the excitations in such a state are free massive phonons and nonGaus-
sianity is suppressed. This happens in the ground state and low-temperature states. On
the contrary, if the dimensionless ratio is higher, of the order of χ ∼ 0.5, then the state
experiences the full cosine potential, the excitations are solitons and breathers and the
state can be highly nonGaussian. This happens at intermediate temperatures and in the
low-energy excited states. If the dimensionless ratio is even higher, that is χ ≫ 1, the
cosine potential becomes insignificant and the system is effectively free - the excitations
are free massless bosons and nonGaussianity is again suppressed. This happens at high
temperatures and in highly excited states. With the TCSA we cannot explore the entire
range of this high-energy regime due to the cutoff. Therefore it does not provide an answer
if the kurtosis goes to zero at infinite temperatures.
The results and the argument explain qualitatively the experimentally observed beha-
viour of kurtosis [198] (Sec. III).
3. Excited states
We have studied also the excited states of the sG model. While ground and thermal
states exhibit a rather simple pattern, characterised by decay of correlations with separa-
tion distance, excited states display much richer structure as shown in Fig. 29. The strong
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Figure 28. Thermal dependence of the kurtosis (3.10) for the sine-Gordon model. Green line is at
∆ = 1/18, red line is at ∆ = 1/100 which is in the week-coupling regime as the experiment [198].
Both lines are at lS = 25, cutoff level = 20.
qualitative difference in correlations between excited and thermal states and between ex-
cited states even at nearby energies may be seen as a break-down of the Eigenstate therm-
alisation hypothesis (ETH) [259–261] for the sG model: due to its integrability, a typical
eigenstate exhibits local characteristics dramatically different from those of a thermal state
with the same energy density. Studying ETH more systematically with the TCSA remains
an open project. The excited states also demonstrate a much higher nonGaussianity than
the thermal states.
B. Nonequilibrium dynamics of correlation functions
We continue to explore the nonequilibrium dynamics of correlation functions using
the protocol of a quantum quench, a sudden change in the Hamiltonian of the system
(see also Sec II C). To do a quench, one prepares the system in the initial state that
is not the equilibrium state of the postquench theory and then time-evolves using the
postquench Hamiltonian. Most commonly, the initial states are taken to be ground states
of the prequench Hamiltonian. In order to be able to study the dynamics of the kurtosis,
we instead started with excited states of the prequench Hamiltonian that have higher
nonGaussianities as described in the previous section. Quenches from excited states are
not an exotic choice as they had been previously considered in the literature [42, 160, 240].
The quench was done by changing the interaction parameter of the sG theory β0 → β.
The time evolution was done by the computation of the propagator using the numerical
exponentiation as described in Sec. XA3.
The time was split into discrete time slices and in each the correlation functions were
computed. Because the computation of the kurtosis would be too numerically expensive if
it was computed over the full N4p grid, we used instead a random sampling of 10
3 spatial
points. We have checked that such a procedure reproduces accurately enough the full 4D
grid result.
Fig. 30 shows the dynamics of correlation functions after such a quench from an ex-
cited state. To distinguish the effects of the mass and the interactions, the sG dynamics is
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Figure 29. C
(2)
ϕ (x1, x2), C
(4)
ϕ (x1, x2, 0.25L, 0.75L) and
[
C
(4)
ϕ
]C
(x1, x2, 0.25L, 0.75L) correlations in
a few excited states of the sine-Gordon model (Δ = 1/18, lS = 25, cutoﬀ level = 20) with their
values of χ, (6.6) , written in the left side. Antidiagonal refers to
[
C
(4)
ϕ
]C
(L− x, x, 0.25L, 0.75L).
compared to the dynamics of the massless and the massive free bosons. In the time-series
of the 2-p functions we ﬁrst observe that as expected the massless dynamics displays re-
currences due to the ﬁnite system size. In the massive case, there is dispersion, so the
recurrences are not so pronounced. The sine-Gordon dynamics appears to be completely
diﬀerent from the free ones - the initial correlations get ampliﬁed and we observe a char-
acteristic frequency. The diﬀerences become even more visible form the density plots at
time-slices where we can see that the free dynamics preserves the symmetries of the initial
correlations while the sG dynamics alters them visibly. Looking at the kurtosis time-series,
we observe that while it keeps oscillating around the initial level for the free cases, it de-
creases signiﬁcantly to a plateau for the sG dynamics and the oscillations get dampened.
This observation points to the concept of equilibration on average [262–264] which applies
to ﬁnite systems. Note that spatially integrated local observables like the kurtosis are
essentially global measures of correlations. The diﬀerence between free and interacting
dynamics of the kurtosis can be attributed to the fact that in the free case the ϕ ﬁeld is
related in a simple linear way to the system’s diagonal modes. On the contrary, in the
interacting case its mode (or form factor) expansion is intrinsically far more complicated,
resulting in eﬃcient dephasing even for such a global quantity.
To study the oscillation frequencies of the postquench dynamics, it turns out to be
beneﬁcial to study the quenches from the ground states as the initial states. The dynamics
in this case is less dramatic but the frequencies can be determined more accurately. An
example of such dynamics is given in Fig. 31.
To analyse the frequencies of the oscillations, we compute the Fourier spectra of the
time-series. The Fourier spectrum of the quench presented in Fig. 31 is shown in Fig. 32.
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Figure 30. Comparison of the postquench dynamics in a quench starting from an excited state
(with χ = 0.62) of the sG model at Δ = 1/18, lS = 25 after quenching to three diﬀerent theories:
(a) massless free boson; (b) massive free boson; (c) sG model with Δ = 1/8. The mass of the
Klein-Gordon is set to m1 corresponding to Δ = 1/8. The upper plot shows the time-series of the
2-p correlations at the ﬁxed pair of points x1, x2. The second plot shows time-series of the kurtosis.
The lower rows show density plots of 2-p and 4-p connected correlations for the KG and sG models
at time slices denoted by vertical lines on the time-series plots. The 2-p time series and the density
plots were computed at the cutoﬀ level = 22, the kurtosis time-series at the cutoﬀ level = 18.
Figure 31. Postquench dynamics in a quench starting from the ground state of the sG model at
Δ = 1/18, lS = 25, cutoﬀ level = 19 after quenching to Δ = 1/8.
We can identify multiple peaks in the spectrum that correspond energies of diﬀerent (multi)
breather states present in the spectrum of the sG Hamiltonian. The general mechanism
is that a quench excites several states present in the spectrum of the postquench theory
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and these then oscillate with frequencies corresponding to their energies. The complete
set of equations that determine the energy levels of the states with momenta quantised
by the ﬁnite system size L can be found e.g. in [256]. Because the breather spectrum is
quite dense, it is impossible to identify all the individual peaks. It is however possible to
identify the frequency of the dominant peak. This generally corresponds to the energy of
the lowest excitation allowed by the symmetries of the quench. In our case, because of
the even parity of the initial state, this corresponds to the n = 2 breather. For Dirichlet
boundary conditions, static breathers are not present, so the lowest excitation correspond
to the n = 2 breather moving with the lowest momentum p(θ) ≡ m2 sinh θ allowed
ω2 = m22 + p(θ)
2. (6.9)
The allowed momenta are determined by the Bethe Yang equations
e2ip(θ)LR(θ)2 = +1, (6.10)
where the second breather reﬂection factor for Dirichlet boundary conditions is [265, 266]
R(θ) =
(
1
2
)
θ
(
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)
θ
( ξ
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)
θ
(
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)
θ(
1
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2
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θ
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)
θ
(
3
2 +
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2
)2
θ
, (6.11)
and the notation (
x
)
θ
≡ sinh
(
θ
2 +
iπx
2
)
sinh
(
θ
2 − iπx2
) (6.12)
has been used. From these equations we ﬁnd that the energy of this mode measured from
the ground state is ω = 0.881039MS , which matches with the frequency of the dominant
peak in the Fourier spectrum of 2-p correlations, shown in Fig. 32.
Figure 32. Fourier spectrum of the time-series of the quench presented in Fig. 31 in log-scale.
By extensive numerical experimentation, we have checked that the dynamical behaviour
presented here is typical and robust with respect to the choice of initial state and quench
parameters in the regime we study.
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C. Towards the quantitative comparison with the experiment
With the results presented in the previous section we have demonstrated that the
TCSA is able of capturing nonGaussian states and can be used to compute multi-point
correlation functions both in equilibrium and their nonequilibrium dynamics. We have
also qualitatively explained the experimental results. However, one would desire more
from such a method: a precise quantitative comparison with the experiment. This would
be very useful for many reasons. First, in case of agreement between the TCSA and the
experiment, it would confirm both. The experimental measurements agree very well with
the predictions of the classical sG theory [198, 207]. It would therefore be interesting
to see whether they also agree with the quantum sG theory or the excitations in the
experiment are classical in nature. This is an open a possibility due to the still relatively
high temperature of the system compared to the interaction strength and indications
of losses through dissipation [187, 204]. If the quality of the experiment depends on
the regime of the control parameters and type of measurements, the quantum sG theory
would be useful to have a precise understanding of that dependence. In particular it would
be interesting to compare the dynamics of the experimental system with the theoretical
predictions from the TCSA. Finally and most importantly, a theoretical toolbox that
correctly describes the experiment could give predictions of new phenomena that could be
searched for experimentally. Such an example is discussed in Sec. VII.
Why our results do not allow for precise quantitative comparison with the experiment
yet? We answer this question in a couple of steps throughout the rest of the section and
explain what has to be done in order to get there. The main reason why we have not done
all of these modifications yet is a mundane one: lack of time. It will therefore be done in
the near future.
Looking at the density plots of the sG thermal states in Fig. 27 we were surprised
that the pattern was a completely different one than in the experiment (see Fig. 16).
It was equally surprising to see that the numerically observed kurtosis (a measure of
nonGaussianity) in Fig. 28 was by an order of magnitude lower than the experimentally
measured one (Fig. 16). The reason for that turned out to be a trivial one. As was pointed
out by internal sources to the experiment [187, 267], in the experiment they measure the
correlation functions of the fields taken as differences with respect to some reference point
x0
7
G(N)exp (x1, x2, . . . , xN ) ≡ ⟨(φ(x1)− φ(x0)) (φ(x2)− φ(x0)) · · · (φ(xN )− φ(x0))⟩ . (6.13)
This is because to the interference pattern imaging used to measure the phase φ, only
allows to measure the central half, [−25µm, 25µm], of the interval [−50µm, 50µm] reliably
and it is then useful to define the phase values with respect to some reference point in
that interval. The middle of the interval, x0 = 0µm is the most natural choice that
is usually used. Fig. 33 displays the TCSA results if referencing (6.13) is used and
correlations computed only in the middle half of the interval. We see that indeed the
correlation functions obtained the checkerboard structure observed in the experiment.
Also the amplitude of the connected 4-p correlations increases which manifests itself in
several times increased of the kurtosis (compare Fig. 33 to Fig. 28). Among the rest this
also shows that kurtosis is a very nonuniversal quantity that depends drastically on the
way it is measured or computed.
Encouraged by this improvement and considering that the values of the kurtosis were
still a couple of times smaller than the experimentally observed ones, we tried to make
further modifications that would bring the numerics closer to the experiment. The main
7 For Dirichlet boundary conditions, the correlation functions as defined in (2.34) would correspond to
setting x0 to the edge of the interval.
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Figure 33. Left: Density plots of sG (Δ = 1/8, lS = 25, cutoﬀ level = 19) thermal correlations
with referencing with respect to the middle of the interval (6.13), plotted for x ∈ [−L/4, L/4].
Right: Kurtosis of the correlations of the relative phase ﬁeld in dependence of thermal expectation
values of cosϕ for two diﬀerent values of the coupling.
one was to switch to Neumann boundary conditions, which is closer to the experimental
boundary conditions. In the experiment, to a good approximation, the particle density
ﬂuctuations at the edge of the trap vanish δρ
∣∣
edge
= ∂tϕ
∣∣
edge
= 0 inducing through the
(free) equations of motion of individual quasi-condensates ∂xϕ
∣∣
edge
= 0 which are precisely
Neumann boundary conditions. In this case the ϕ operator contains the IR divergent zero
mode ϕ0, so only the relative phase ﬁelds ϕ\0(x) ≡ ϕ(x)− ϕ(x0) are meaningful anyways
and thus the deﬁnition of correlation functions as in (6.13). We make a further modiﬁcation
to model the experiment more precisely. Because of the ﬁnite imaging resolution in the
experiment, they are eﬃciently measuring correlations of smeared operators [187]
ϕsmear(x) ≡ 1√
2πσsmear
∫ L
0
dξ e
− (ξ−x)2
2σ2smear ϕ(ξ). (6.14)
The experimental value of the smearing width was σsmear ≈ 3μm. We have implemented
this smearing in the TCSA by directly constructing the smeared operators ϕsmear\0 (x) which
is easy in the TCSA. The matrix elements are given in (14.27). The results of such a
computation (with Neumann boundary conditions) are presented in Fig. 34. We see that
the amplitude of the kurtosis is now of the right order. This can be understood from the
point of view that the Neumann boundary conditions are less restrictive to values the ﬁelds
can take than the Dirichlet boundary conditions and the correlation functions can therefore
exhibit higher nonGaussianity. Unfortunately these results have not converged well enough
yet and are not yet reliable. The reason is that because of multiple Verma modules
corresponding to the Π0 operator appearing for the Neumann boundary conditions, the
Hilbert space is much larger at the same cutoﬀ levels as compared to the Dirichlet case,
so we can reach much lower cutoﬀs. In the future we will have to optimise the code to
reach higher cutoﬀs. Hopefully we will ﬁnally be able to make a detailed quantitative
comparison with the experimental measurement and get the code that can be treated as
the simulator for the experiment.
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Figure 34. Left: Density plots of sG (Δ = 1/261, lS = 60, cutoﬀ level = 8) thermal correlations
for Neumann boundary conditions with all the modiﬁcations to model the experiment described
in the text. Right: Kurtosis in dependence of thermal expectation values of cosϕ for lS = 60
(corresponding to l1 = 0.72 which is a small system size, see (10.79)) and a TDL volume of the
system, both at cutoﬀ level = 9. Notice that Δ = 1/261 is the experimental value of the coupling.
For comparison we also plot the values measured in the experiment, Adapted from [198]. Notice,
however, that the TCSA results in this case have not converged well enough yet due to low cutoﬀs
reachable for Neumann boundary conditions so they are not reliable yet.
There is one further step that can be made in the direction of modeling the exper-
iment. The longitudinal potential of the trap that was used for these measurements in
the experiment [198] had a slight parabolic shape, which means that the coupling in the
experimental Hamiltonian (3.8) obtains position dependence
J −→ J(x). (6.15)
This could, of course, aﬀect the physics of the system. Such an inhomogeneity of the trap-
ping potential becomes a diﬃcult problem to deal with analytically (a possible approach is
using the Generalised hydrodynamics [181, 182, 268, 269]), however, it can be very easily
captured in the TCSA. The cosine term in the dimensionless Hamiltonian (10.63) gets a
position dependent prefactor α
(
x
L
)
,
− κ(p) c2s M2−2ΔS cos
(
β√
4π
ϕ(x)
)
−→ −α
(x
L
)
κ(p) c2s M
2−2Δ
S cos
(
β√
4π
ϕ(x)
)
. (6.16)
The only modiﬁcation that we have to do in the TCSA in order to account for this is to
change the integral appearing (14.15) in the computation of the matrix elements of the
vertex operator as ∫ π
0
dθ [2 sin (θ)]α eiβθ −→
∫ π
0
dθ α(θ) [2 sin (θ)]α eiβθ. (6.17)
We might do this modiﬁcation in the future. It is believed, however, that the inhomo-
geneity of the trap does not inﬂuence the kurtosis much. The classical theory that has
successfully reproduced the experimental results [198, 207] was without inhomogeneity in
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the longitudinal potential, for example. Also, in the experiment they have recently been
able to implement almost a perfect box-shaped trapping potential so modeling longitud-
inal inhomogeneity will not be of relevance for the future measurements. However, in
the experiment they are currently installing a digital micromirror device (DMD), a state-
of-the art computer controlled array of mirrors that can be used for a precise position
dependent modification of the trapping potential. This will enable the probe of interest-
ing local physics and will therefore require also theoretical predictions. Apart from that,
there are interesting fundamental questions related to QFT in inhomogeneous background
potentials.
1. Issue of parameter matching
Adjusting the TCSA code to better fit the experiment is not the only issue in comparing
the experiment with the theory. Namely it turns out to be very difficult to determine
the experimental parameters of the system. The experimental value of the sine-Gordon
coupling ∆ ≡ β28π is quite precisely known to be in the range of ∆ = 1/292 to 1/252, so this
parameter is fixed. However, we remain with two more parameters of the thermal states
of the sG model (3.8) that need to be determined: the tunnel coupling J (or analogously
the soliton mass MS that plays the corresponding role in the TCSA parametrisation of
the sG Hamiltonian (10.63)) and the temperature of the thermal state T . Determining J
and T for the experimental system turns out to be not an easy task.
This issue is especially inconvenient when trying to reproduce the kurtosis κ
( ⟨cosφ⟩T )
curve. Both, κ and ⟨cosφ⟩T are not some of the elementary parameters of the system
but are derived quantities highly dependent on both MS and T . Fig. 35 shows the
dependence of thermal expectation values ⟨cosφ⟩T in dependence of the temperature and
system size. From Fig. 34 we see that also the kurtosis depends highly on the system
size. Numerical experimentation showed that by changing MS which changes the ratio of
the system sizes compared to the Compton length of the first breather l = L/ℓ1 (see Sec.
XA4) and the temperature, one can in fact cover almost the entire κ – ⟨cosφ⟩T plane.
This is another indication, on top of the high dependence on the referencing of the fields
discussed above, that κ
( ⟨cosφ⟩T ) is not at all some universal property of the sG model.
The reason why κ was plotted in dependence of ⟨cosφ⟩T in the experiment was simply
that cosine expectation values were the only quantity that could be measured directly
and thus determined unambiguously. Because J and T cannot be controlled precisely in
the experiment, it is likely, that along the experimental curve, neither of them is fixed.
To be able to make any conclusions about the correspondence between the theory and
the experiment and learn something about the later, one would therefore first need to
independently find J and T for each of the experimental points and then compare to
the TCSA predictions for these parameter values. From Fig. 34 we see that the line that
matched the experimental observation the best was for a value ofMS which corresponds to
ℓ1 > L, thus a small system size, which would indicate that the experimental system is not
thermodynamically large. believing that this is not the case and assuming that the system
is TD large, the precise value of J (as long as it is large enough) would not be so important
for the kurtosis, because the curves coincide above some value of J . The curves for large
system sizes, however, behaved completely differently from the experimental measurements
as can seen in the figure. This would indicate that the experimental nonGaussianity does
not agree with the prediction of the quantum sG model which is also not a desired outcome.
Let us stress again that our results for the Neumann case from Fig. 34 have not converged
well enough yet due to small cutoff energies reachable, so making any serious conclusions
of this type at this point would be premature. It is, however, a very important task to
develop a robust and precise way to extract the sG parameters from the experimental
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system and be able to compare the measurements to robust quantum predictions. We
would like to discuss this open problem a bit more.
Figure 35. Thermal expectation values 〈cosϕ〉T of the sG model at Δ = 1/261, cutoﬀ level = 13
for diﬀerent MS corresponding to diﬀerent system sizes compared to the Compton length of the
ﬁrst breather l = L/1 as explained in Sec. XA4.
Let us begin by a short recapitulation of how the parameters are extracted from the
experiment [187, 198] currently and used for the comparison with the classical sG theory
[207]. For this purpose J and T are for convenience usually parametrised in terms of two
parameters coming from the classical theory and closer to the experimental language. The
ﬁrst is the phase coherence length
λT =
22ρ1D
mkBT
, (6.18)
where ρ1D is the density of the atoms in the trap and m is the mass of the atoms. The
second is the dimensionless ratio q
q =
λT
lJ
, (6.19)
where lJ is the healing length of the relative phase
lJ =
√
/(4mJ). (6.20)
It seems that neither λT nor lJ can be measured directly. There is a further complication
regarding the problem of determining the temperature T and whether the experimental
sine-Gordon states resulting from the evaporative cooling procedure are at all thermal
states. To compare the experiment with the classical theory they usually determine the
parameters in two possible ways. The ﬁrst is to measure the temperature of the quasi-
condensate using the density ripple thermometry as explained in [187]. This measures
predominantly the temperature of the symmetric modes (see the discussion in Sec. III B 2
or more detailed in Appendix XII) and it is then assumed that the temperature of the
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anti-symmetric modes (that obey the sine-Gordon dynamics) is equal. From there, λT is
calculated using (6.18). The remaining parameter q is estimated by fitting the predictions
of the classical theory to an observable, usually ⟨cosφ⟩T . However, the coupling between
the symmetric and the anti-symmetric modes is very weak, so it is not a priori given
that they thermalise to the same temperature. There are indeed indications that their
temperatures could be different [187]. With that in mind, the parameters are determined
by fitting the predictions of the thermal classical theory to two different observables, for
example ⟨cosφ⟩T and thermal 2-point functions of the φ field.
To compare the experimental results with the quantum model, one would ideally want
to determine J directly from some sG model related observable that depends sensitively
on J and such that it is independent of T and avoid having to rely on (6.18). Probably
the most suitable observable would be the frequency of the oscillations appearing in the
sG dynamics (see Figs. 31 and (32)). As given by (6.9) and (6.3) these are directly related
to the soliton mass MS (which is related to J , compare Hamiltonians (10.63) and (3.8)).
In this way one could unambiguously determine J for a particular value of experimental
control parameters and therefore also how the system size compares to the Compton
length of the lightest particle, the first breather8. Once J is known, the temperature
could be determined by fitting some observable (optimally several different observables
and comparing to also get a good error estimate). Suitable observables could be ⟨cosφ⟩T ,
2-point functions and full counting statistics. In any case we would like to avoid fine-
tuning the theoretical model by simultaneously fitting J and T to a set of two observables
that depend highly on both parameters. Regarding the experimental states, one would
also have to do the detailed comparison of 2-p and 4-p functions with the theoretical ones
to check if these are indeed Gibbs ensembles.
In any case, the task of comparing the experiment to the theory should be a project
with a broader goal than just comparing the kurtosis. It should result in a good and
robust matching of the theory and the experiment, confirming the quality of both sides.
Ultimately, this should lead to a theoretical model capable of giving precise predictions
for the experiment.
Independently of the issue with the precise matching with the experiment, it would
also be interesting in the future to compare our TCSA quantum results with the classical
field theory predictions for the sine-Gordon model [207].
8 If for some reason such a precise control of the experiment that would always produce the same J for the
same settings of the control parameters is impossible or such oscillations could not be measured precisely
enough, the task would be more difficult. Then J would have to be determined for each experimental
state separately by fitting some other well chosen temperature independent observable.
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VII. VIOLATION OF HORIZON BY TOPOLOGICAL QUANTUM
EXCITATIONS
One of the fundamental principles of relativity is that a physical observable at any
space-time point is determined only by events within its past light-cone. In nonequi-
librium quantum field theory this is manifested in the way correlations spread through
space-time: starting from an initially short-range correlated state, measurements of two
observers at distant space-time points are expected to remain independent until their past
light-cones overlap, which is usually called the ”horizon effect”. Surprisingly, we find that
in the presence of topological excitations correlations can develop outside of horizon - even
between infinitely distant points. This is a so far unknown phenomenon in QFT that we
observed using TCSA simulations (Sections X and VI). In this section we demonstrate
this phenomenon in the sine-Gordon model both by numerical results from the TCSA
simulation and an analytical solution. The analytical calculation are based on the corres-
pondence between the sine-Gordon and the Thirring model and the powerful framework of
bosonisation discussed in Sec. XI. It enables a proof of the phenomenon and the explan-
ation of the mechanism behind it. For a complete understanding of the analytical proof,
we recommend to read the Sec. XI first.
A. Horizon bound in quantum field theory
Let us again consider the situation of a quantum quench (Sec. II C). We take a system
described by a Hamiltonian Hi in an equilibrium state (ground state or a thermal state).
At time t = 0 we change the Hamiltonian to a new one H. Let us suppose that the initial
state is characterised by short-range correlations of local quantum fields with a small
correlation length ξ. Such states are rather common and include equilibrium states of
massive QFTs. As a result of this scenario, measurements made by two observers separated
by a distance r will be independent until the time t ∼ r/2c. This is the earliest time when
the information from initially correlated points traveling at finite maximum speed c can
reach both of the observers. This is known as the ”horizon effect” [136, 138, 270] and can
be justified by a semi-classical interpretation where the correlations propagate by pairs
of entangled quasiparticles emitted from initially correlated nearby points (at a distance
≲ ξ) that travel to opposite directions with velocities limited by c.
In case that the postquench theory is a free, relativistically invariant QFT or a con-
formal field theory (CFT) [136, 138, 177], the horizon effect can be explicitly proven. The
proof in case of free dynamics is instructive, so we explain it here. The precise formulation
of the conditions for the horizon effect is that the dynamics is free in terms of some choice
of local fields Φi (this could be for example a field and its conjugate momentum or a set of
such pairs in more complex cases) and the initial state |ω⟩ satisfies exponential clustering
in terms of the same fields⏐⏐⏐CCΦi,Φj (0;x′, y′)⏐⏐⏐ ≡ ⏐⏐⟨ω|Φi(x′)Φj(y′)|Ω⟩ − ⟨ω|Φi(x′)|ω⟩⟨ω|Φj(y′)|ω⟩⏐⏐ ≤ cije−|x′−y′|/ξ0 ,
(7.1)
where we have defined CCΦi,Φj (0;x
′, y′) to be the connected 2-point correlation functions
between the fields Φi and Φj , cij is some constant and ξ0 is the correlation length character-
ising the initial state. Then, the horizon effect for connected 2-point correlation functions
of an observable O linear in the fields Φi,
O =
∑
i
oiΦi (7.2)
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can be stated as follows⏐⏐CCO(t;x, y)⏐⏐ ≡ |⟨Ω|O(t, x)O(t, y)|Ω⟩ − ⟨Ω|O(t, x)|Ω⟩⟨Ω|O(t, y)|Ω⟩|
≤ A(t) e−(max{0,|x−y|−2t})/ξh , (7.3)
where the length ξh can be called ‘horizon thickness’, A is independent of x and y and as
usual we have set the speed of light equal to unit c = 1.
Let us prove this statement. Because postquench Hamiltonian H is free, its dynamics
is linear and can be formulated using the Green’s functions
Φi(x, t) =
∑
j
∫
dx′Gij(t, x− x′)Φj(x′). (7.4)
Because H is a relativistic theory, the propagators are nonzero only inside the causal cone
Gij(t, x) = 0 for t
2 − x2 < 0. (7.5)
Using (7.4), the time evolution of the correlations can be written as
CCO(t;x, y) =
∑
i
oi
∑
j,k
∫ x+t
x−t
dx′
∫ y+t
y−t
dy′Gij(t, x−x′)Gik(t, y− y′)CCΦi,Φj (0;x′, y′). (7.6)
We can now take the absolute value of CCO (t;x, y) and bound the expression from above⏐⏐CCO(t;x, y)⏐⏐ ≤∑
i
oi
∑
j,k
∫ x+t
x−t
dx′
∫ y+t
y−t
dy′
⏐⏐Gij(t, x− x′)⏐⏐ ⏐⏐Gik(t, y − y′)⏐⏐ cjke−|x′−y′|/ξ0
≤
∑
i
oi
∑
j,k
Ajk(t) e
−(max{0,|x−y|−2t})/ξ0 . (7.7)
In the first line we have used the Cauchy-Schwarz-Bunjakowski inequality and the expo-
nential clustering (7.1). In the second line we have introduced
Ajk(t) ≡
∫ x+t
x−t dx
′ ∫ y+t
y−t dy
′ |Gij(t, x− x′)| |Gik(t, y − y′)| cjk and bounded the exponential
by the maximal value it can take in the domain (x′, y′) ∈ [x− t, x+ t]× [y− t, y+ t]. This
proves the horizon bound (7.3) and shows that for the free case the horizon thickness ξh
is equal to the initial correlation length ξ0.
x'
x
y'
y
G G
C0
Figure 36. Time dependent correlations result by propagating in time the initial correlations C0.
In case of free dynamics, this is done by convolving with the Green’s function which is denoted
with a red dashed line. The propagator is nonzero inside the causal cone (gray area). A more
general semi-classical picture is that the correlations are spread by pairs of entangled quasi-particles
coming from the initially correlated regions and traveling into opposite directions.
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B. Out-of-horizon correlations
But what happens in the case of interactions? It is known that interactions can have
significant effects on the speed of propagation [271] or even fully suppress the spreading
of correlations [272]. Several works have verified the presence of horizon both analytically
and numerically [30, 32–34, 161, 177, 271, 273–278], especially in lattice systems with local
couplings and interactions, whose dynamics, even though not relativistically invariant,
is still constrained by a maximum velocity of information propagation [200]. Horizon
spreading was also found for the time evolution of the entanglement entropy [42, 135,
137, 160, 166, 273, 279–283] and in the equilibration process [181, 182, 278, 283, 284].
The effect has been observed in disordered systems [137, 285–290] and systems with long-
range interaction [291–295]. The horizon effect has also been observed in experiments
[201, 296, 297].
We have decided to study this question in the context of the quantum sine-Gordon (sG)
model introduced in Sec. IV. In order to have short-range initial correlations, we prepare
the system to be in the ground state |Ω⟩ of the massive Klein-Gordon (KG) Hamiltonian
HKG =
∫ (
1
2
Π2 +
1
2
(∂xϕ)
2 +
1
2
m2ϕ2
)
dx, (7.8)
for which the correlations of ϕ(x) have finite range ξ = 1/m. The zero modes do not
appear for in the KG theory, so we have written the Hamiltonian in terms of the nonzero
momentum modes here (see Sec. XIE for notation). At time t = 0 we switch on the sG
model interactions and study the dynamics of connected correlations
CCO(t;x, y) ≡ ⟨Ω|e+iHsGtO(x)O(y)e−iHsGt|Ω⟩C (7.9)
of local observables O. We focus on the following physically relevant observables: the
field φ(x), which is the observable measured in the experiment [198], the field ∂xφ(x)
which corresponds to the soliton (topological charge) density and the field Π(x) which
corresponds to the soliton (topological charge) current density.9
As discussed in the previous section (Sec. VI), the dynamics of multi-point correla-
tion functions of the sG model cannot be accessed with the state of the art integrability
techniques. We, therefore study the spreading of correlations (7.9) under the sG dynam-
ics using the TCSA numerical method as described in Sections X and VI (see also Sec.
XIV for the necessary matrix elements). To be able to reach higher cutoff energies, we
chose Dirichlet boundary conditions (see Sec. XB3). These boundary conditions have
also the advantage that the field φ(x) is without the zero modes for them and becomes an
unambiguously defined local operator.
Fig. 37 shows the spreading of correlations under sG dynamics for increasing values
of the interaction β, compared to noninteracting KG dynamics. Surprisingly, in marked
contrast to the arguments given above and in contrast to the KG time evolution, sG
dynamics leads to strong violations of horizon for φ and ∂xφ. While for small values of
β the spreading of correlations is similar to the KG case, for larger β they quickly spread
outside of the light-cone. The correlations also develop temporal oscillations at a frequency
increasing with β.
The effect of horizon violation is the most drastic for the ∂xφ field. In this case, the out-
of-horizon correlations are spatially uniform and display no visible decay with distance.
This excludes an explanation of the effect by the periodic ambiguity of the φ field since
∂xφ is an unambiguously defined local observable.
9 We skip the index F here for compactness of notation and denote φF as φ and ΠF as Π but we are
computing the correlators of the full fields which are the physical ones and also the ones appearing in
the TCSA as explained in Sec. XIE.
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Figure 37. Density plots of the TCSA results for connected correlations of the ﬁelds ϕ and ∂xϕ as
functions of distance and time for various values of sG coupling Δ = β
2
8π at lS = 25, cutoﬀ level = 28
and the initial KG mass m = 10/L. For comparison we add also ϕ correlations after KG to
KG quenches (∂xϕ behaves identically there) parameterized by the postquench m to initial m0
mass ratio m/m0. The horizontal dashed lines are drawn with period corresponding to twice the
frequency of the ﬁrst breather B1 (see Sec. VIID).
We ﬁnd that the horizon violations are not a special property of quenches from the KG
ground state. Fig. 38 shows that the phenomenon is present also in the quenches from the
massless free boson theory (CFT) to sG and in sG to sG quenches both in the soliton mass
MS and coupling β. These results indicate that horizon violations are a general property
of quenches in the sG theory. Notice also that if the postquench coupling is higher than
the prequench, the sign of the correlations gets inverted.
Figure 38. TCSA results for quenches from the massless free boson theory (CFT) to sG and sG to
sG quenches in in the soliton mass MS and coupling Δ =
β2
8π . Parameters of the postquench sG
were Δ = 2/9, lS = 25 for all the quenches except for the last one. The prequench MS0 for the
second quench was chosen so that the amplitude of the prequench sG cosine potential was 1/2 of
the amplitude of the postquench potential. For the third quench, the prequench Δ0 = 1/18. For
the last quench, the prequench Δ0 = 2/9 and the postquench Δ = 1/11. For all the plots we used
cutoﬀ level = 26.
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C. Analytical solution
1. Fermionising the theory
To verify the validity of the above unexpected numerical observation and shed light
on the origins of the out-of-horizon effect, we perform an analytical calculation. This is
possible by taking advantage of the powerful framework of bosonisation, and the duality
between the sine-Gordon model and the Thirring model. Duality plays an important role
in modern QFT. The main underlying idea is that a QFT can be equivalent to another
QFT via a nonlinear map. If a strong-coupling regime of one theory maps to the weak-
coupling regime of the other, this can be used to solve the theory. A well known example
of duality is the so called AdS/CFT correspondence [100]. Bosonisation is one of the first
discovered dualities and it establishes an equivalence between fermions and bosons in 1D.
It is much simpler than AdS/CFT but has the advantage that it can be rigorously proven.
Here we use the so called constructive bosonisation [298] (discussed in detail in Sec. XI
which we encourage to read) that establishes an exact isomorphism between the fermion
and boson Hilbert spaces and an exact operatorial identity between the fermion and boson
fields. This is established through the so called bosonisation identity (11.35) and (11.63)
ψσ(x) = Fσ
1√
L
e−σi
2π
L (Nσ− 12 δb)x :e−σiϕσ(x) :
= :e−σiφσ(x) :, (7.10)
and the so called fermionisation identity (11.30) and (11.62)
1
2π
∂xϕσ(x) +
1
L
Nσ = :ψ
†
σ(x)ψσ(x):
=
1
2π
∂xφσ(x). (7.11)
The field ψσ(x) is chiral component of a two component fermion field ψ =
(
ψR
ψL
)
, with
the indices corresponding to the chiral modes R = −, L = +. The operator Nσ =∫ L/2
−L/2 dx : ψ
†
σ(x)ψσ(x) : is the number operator and Fσ are the Klein factors discussed in
Sec. XID 1. They are together referred to as zero modes. The field φσ(x) is a chiral part
of the physical full boson field (which includes the zero modes and is the one entering the
sine-Gordon Hamilonian as discussed in detail in Sections XIE and XIF). The field ϕσ(x)
is the nonzero momentum part of φσ(x). We choose the following representation of the
gamma matrices γ0 = −σ1, γ1 = iσ2, eq. (11.67)
As first discovered by Coleman [230] and derived here in Sec. XI F, the sine-Gordon
model, gets mapped via the bosonisation duality to a massive interacting fermionic theory,
the so called Thirring model
S Thirring ≡
∫ ∞
−∞
dt
∫ L/2
−L/2
dx
[
:ψ¯ (iγµ∂µ −M)ψ : −g
2
:ψ¯γµψ ψ¯γµψ :
]
, (7.12)
with the relation between the couplings given by the Coleman relation
β ≡
√
4π
1 + g/π
, (7.13)
and the fermion mass M = m2/2β2 in terms of the sine-Gordon parameters. At a special
value of the sG coupling, β =
√
4π, the so called free fermion point, the interaction g
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vanishes and the model becomes just the Dirac theory with the mass M ,
HDirac =
∫ L/2
−L/2
dx :ψ¯
(−iγ1∂x +M)ψ :
=
∫ L/2
−L/2
dx
[
− :ψ†Ri∂xψR : + :ψ†Li∂xψL : −M
(
:ψ†LψR : + :ψ
†
RψL :
)]
. (7.14)
The idea of the analytical solution is to fermionise the postquench sG Hamiltonian at
β =
√
4π. The Dirac theory is free so we can compute its dynamics exactly. To be rigorous,
we perform the entire computation in finite volume L and take the thermodynamic limit
(TDL) L→∞ in the end.
The free dynamics is linear, so we can express the time evolution of the fields in terms
of a convolution with the Green’s function (Dirac propagator) Gσρ(t, x− x′),
ψσ(t, x) =
∑
ρ=±
∫ ∞
−∞
dx′Gσρ(t, x− x′)ψρ(0, x′). (7.15)
Fermionisation of the problem thus makes possible the computation of the time evolution
after the quench, which is intractably difficult for the sG model.
Using the fermionisation identity (11.62) for conjugate field Π(x) = 14π∂tφ(x, t = 0) of
the full boson field
Π(x) =
1
2
(
− : ψ†R(x)ψR(x) : + : ψ†L(x)ψL(x) :
)
, (7.16)
the correlation functions that we want to compute are written as
⟨Ω|Π(t, x)Π(t, y) |Ω⟩C = 1
4
∑
σ,ρ=R,L
σρ ⟨Ω| :ψ†σ(t, x)ψσ(t, x): :ψ†ρ(t, y)ψρ(t, y): |Ω⟩C
=
1
4
∑
σ,ρ=R,L
σρ
∑
σ1,σ2,ρ1,ρ2=R,L
∫ ∞
−∞
dx1dx2dy1dy2
·G∗σσ1(t, x− x1)Gσσ2(t, x− x2)G∗ρρ1(t, y − y1)Gρρ2(t, y − y2)
· ⟨Ω| :ψ†σ1(x1)ψσ2(x2): :ψ†ρ1(y1)ψρ2(y2): |Ω⟩C  
≡CCσ1σ2ρ1ρ2 (x1,x2,y1,y2)
. (7.17)
In the second equality we have used (7.15). This formula is mathematically a convolution
of the initial correlations CCσ1σ2ρ1ρ2(x1, x2, y1, y2) of the Fermi field on the ground state of
the KG model, |Ω⟩, with the Dirac propagators. Note that since the propagator in general
mixes the fields of different chiralities, the initial correlations have to be computed for all
possible combinations of indices σ1, σ2, ρ1, ρ2.
We can also use the following identity to omit the normal ordering in the initial cor-
relations:
⟨Ω |:A: :B :|Ω⟩ − ⟨Ω |:A:|Ω⟩ ⟨Ω |:B :|Ω⟩ = ⟨Ω |AB|Ω⟩ − ⟨Ω |A|Ω⟩ ⟨Ω |B|Ω⟩ (7.18)
This easy to derive by inserting ⟨Ω |:O:|Ω⟩ = ⟨Ω |O|Ω⟩ − ⟨0, 0 |O| 0, 0⟩:. then we have
CCσ1σ2ρ1ρ2(x1, x2, y1, y2) = ⟨Ω|ψ†σ1(x1)ψσ2(x2)ψ†ρ1(y1)ψρ2(y2) |Ω⟩
− ⟨Ω|ψ†σ1(x1)ψσ2(x2) |Ω⟩ ⟨Ω|ψ†ρ1(y1)ψρ2(y2) |Ω⟩
≡ Cσ1σ2ρ1ρ2(x1, x2, y1, y2)− Cσ1σ2(x1, x2)Cρ1ρ2(y1, y2). (7.19)
To evaluate the fermionised expression for the correlation functions (7.17) we therefor
need to compute the Dirac propagator Gσρ(t, x) and the initial fermionic correlations
CCσ1σ2ρ1ρ2(x1, x2, y1, y2) which we do in the following.
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Figure 39. Diagrammatic representation of the convolution formula (7.17) for the bosonisation
computation time-dependent correlations ⟨Ω|Π(t, x)Π(t, y) |Ω⟩C at the free fermion point. As fol-
lows form the fermionisation identity (11.62), each of the boson fields is constituted by a product
of two fermion field that we propagate in time. The dashed red lines denote the propagators. As
we derive in Sec. VIIC 2, the propagator is nonzero only inside the causal cone (gray regions).
The blue and green lines denote contractions corresponding to the initial fermionic correlations.
As shown in Sec. (VIIC 3), the fermionic superselection rules impose that every fermion appearing
in the correlator has to be contracted with an anti-fermion of the same chirality to give a nonzero
correlator. This is denoted by arrows on the lines. The consequence is that there are only three
types of initial correlators allowed.
2. Dirac propagator
From the Dirac Hamiltonian (7.14), using the fermionic canonical anti-commutation
relations
{
ψσ(x), ψ
†
ρ(y)
}
= δσ,ρδ(x−y) we gen get the equations of motion for the fermion
fields
ψ˙σ = i [H,ψσ]
= σ∂xψσ + iMψ−σ. (7.20)
Using the mode expansion of the fermion field (11.23) we get the equations of motion for
the fermionic momentum modes
c˙k,σ = −ikck,σ + iMc−k,−σ. (7.21)
We can solve this equation by writing it as ˙⃗ck =Mc⃗k, with c⃗k ≡ (ck,R, ck,L, c−k,R, c−k,L)T
and computing exp(Mt) either using Mathematica or by computing eigenvalues (that are
−i√M2 + k2, which is just the relativistic dispersion relation) and eigenvectors of M and
exponentiating t times the eigenvalues. The result is
ck,σ(t) =
[
cos(Ekt)− i k
Ek
sin(Ekt)
]
ck,σ + i
M
Ek
sin(Ekt) c−k,−σ, (7.22)
with E2k ≡M2 + k2.
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We can plug (7.22) back into the mode expansion of the fermion fields (11.23)
ψσ(t, x) =
1√
L
∞∑
nk=−∞
ck,σ(t) e
−σikx
=
1√
L
∞∑
nk=−∞
{[
cos(Ekt)− i k
Ek
sin(Ekt)
]
ck,σ + i
M
Ek
sin(Ekt) c−k,−σ
}
e−σikx
≡ 1√
L
∞∑
nk=−∞
{
G˜σσ(t, k) ck,σ + G˜σ(−σ)(t, k) c−k,−σ
}
e−σikx
=
∫ L/2
−L/2
dy
1
L
∞∑
nk=−∞
e−σik(x−y)
{
G˜σσ(t, k)ψσ(y) + G˜σ(−σ)(t, k)ψ−σ(y)
}
≡
∫ L/2
−L/2
dy
{
Gσσ(t, x− y)ψσ(y) +Gσ(−σ)(t, x− y)ψ−σ(y)
}
. (7.23)
In the third line we have defined the momentum space representation of the Dirac Green’s
function G˜σρ(t, k). In the fourth line we have expressed the momentum modes in terms
of fields by inverting the mode expansion of the fermion fields (11.23)
ck,σ =
1√
L
∫ L/2
−L/2
dx eσikx ψσ(x), (7.24)
where we have used 12π
∫ π
−π dθ e
i(m−n)θ = δm,n. In the last line we have defined the position
space representation of the Dirac Green’s function Gσρ(t, x− y).
We thus have
G˜σρ(t, k) ≡
[
cos(Ekt)− i k
Ek
sin(Ekt)
]
δσ,ρ + i
M
Ek
sin(Ekt) δσ,−ρ, (7.25)
and
Gσρ(t, x) ≡ 1
L
∞∑
nk=−∞
e−σikx G˜σρ(t, k). (7.26)
In the thermodynamic limit L→∞ this becomes (dnk = L2πdk)
Gσρ(t, x) =
1
2π
∫ ∞
−∞
dk e−σikx G˜σρ(t, k), (7.27)
and can even be evaluated explicitly [299]. We can do this by considering the following
integral
Iσ(t, x) ≡
∫ ∞
−∞
dk
2π
e−σikx
sin (Ekt)
Ek
, (7.28)
and noticing that since that expression is Lorentz invariant, it remains unchanged by
boosting the coordinates (t, x) to a reference frame (t′, x′) where:
(a) (t′, x′) is purely spatial (t′ = 0, (x′)2 = x2−t2 ) in case (t, x) is space-like (t2−x2 < 0),
(b) (t′, x′) is purely temporal (x′ = 0, (t′)2 = t2−x2 ) in case (t, x) is time-like (t2−x2 >
0).
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In the space-like case then I is manifestly zero. In the time-like case, upon introducing a
new variable: Ek ≡M cosh η, k =M sinh η, the expression becomes
Iσ(t, x) = Iσ(0,
√
t2 − x2)
=
∫ ∞
−∞
dη
2π
sin
(
M cosh(η)
√
t2 − x2
)
=
1
2
J0
(
M
√
t2 − x2
)
for t2 − x2 > 0, (7.29)
where J0 is the 0th order Bessel function. In the last line we have used the formula (3.714)
from [300]: ∫ ∞
0
dx sin(z cosh(x)) =
π
2
J0(z) for Re(z) > 0 (7.30)
For t = 0, the propagator is just a delta function
Gσρ(0, x) = δ(x)δσ,ρ. (7.31)
Using (7.28), (7.29) and (7.31) we can get the propagator (7.27) as
Gσρ(t, x) = δ(t)δ(x)δσ,ρ +Θ(t
2 − x2)1
2
[
δσ,ρ (∂t + σ∂x) + δσ,−ρ iM
]
J0
(
M
√
t2 − x2) (7.32)
= δ(t)δ(x)δσ,ρ +Θ(t
2 − x2)M
2
[
δσ,ρ
−t+ σx√
t2 − x2J1
(
M
√
t2 − x2)+ i δσ,−ρJ0(M√t2 − x2)],
where we have used ddzJ0(z) = −J1(z) in the second line.
3. Initial fermionic correlations
In this section we compute Cσ1σ2ρ1ρ2(x1, x2, y1, y2), (7.19), the initial correlations of
the fermion field on the ground state of the Klein-Gordon theory.
a. Initial state in the fermion Hilbert space The state |Ω⟩ that we are quench-
ing from is the ground state of the Klein-Gordon model. Seen in the fermionic Hilbert
space (11.17), |Ω⟩ thus only has excitations of bosonic particle-hole type
|Ω⟩HFermi = |0, 0⟩ ⊗ |Ω⟩ .
In (7.17) and all other fermionic expressions we drop the index HFermi for simplicity of
notation but always have |Ω⟩HFermi in mind when we write |Ω⟩.
b. Rebosonising the fermion field A brute-force way to compute the fermionic
correlations would be to write |Ω⟩, using a Bogoliubov transform, as a coherent state
|Ω⟩ =
∏
σ=R,L
e
∑∞
nq=1
αq,σ b
†
q,σ |0, 0⟩ , (7.33)
then fermionise the bosonic modes using (11.12), commute the exponentials past the fer-
mion fields using the Baker–Campbell–Hausdorff relation (15.51) and evaluate the result.
Having the bosonisation theory from Sec. XI at hand, there is a more elegant way to do
this: we can rebosonise the fermion fields using the bosonisation identity (7.10) and then
use the Klein operator algebra and the expressions for the expectation values of vertex
operators from the Appendix XVD to compute the expectation values. We still have to
do a Bogoliubov transform, but the combinatoric part is already taken care of by the
bosonisation theory.
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Inserting (7.10) (remember that the Thirring corresponds to the sG model for anti-
periodic boundary conditions for fermions, δb = 1, see Sec. XI F) into 4-p correlations
gives
Cσ1σ2ρ1ρ2(x1, x2, y1, y2) = ⟨0, 0| eσ1i
2π
L (Nσ1− 12)x1F †σ1Fσ2e
−σ2i 2πL (Nσ2− 12)x2eρ1i
2π
L (Nρ1− 12)y1
·F †ρ1Fρ2e−ρ2i
2π
L (Nρ2− 12)y2 |0, 0⟩ (7.34)
· 1
L2
⟨Ω| :eσ1iϕσ(x1) : :e−σ2iϕσ(x2) : :eρ1iϕσ(y1) : :e−ρ2iϕσ(y2) : |Ω⟩
=
{
δσ1,σ2δρ1,ρ2 + δσ1,ρ2δσ2,ρ1δσ1,(−σ2)
}
Θσ1σ2ρ1ρ2(x1, x2, y1, y2)
· 1
L2
⟨Ω| :eσ1iϕσ(x1) : :e−σ2iϕσ(x2) : :eρ1iϕσ(y1) : :e−ρ2iϕσ(y2) : |Ω⟩ ,
with
Θσ1σ2ρ1ρ2(x1, x2, y1, y2) ≡ ei
2π
L [σ1(
1
2−δσ1,σ2+δσ1,ρ1−δσ1,ρ2)x1−σ2(− 12+δσ2,ρ1−δσ2,ρ2)x2+ρ1( 12−δρ1,ρ2)y1+ 12ρ2y2].
(7.35)
In the second equality we have used the commutators between the Klein operators and
the number operators (11.38) and the relation from the Appendix (15.58) to commute
the Klein factors past the exponentials of the number operators and then Nσ |0, 0⟩ = 0
to evaluate them. This gave the phase Θσ1σ2ρ1ρ2 . We have evaluated the expectation
values of the Klein operators using their algebra (11.38). This gives the delta functions
in the first line of the second equality. The phases become identical to one in the TDL,
but the delta functions are very important. They are the manifestation of the fermionic
anti-commutation relations and impose the superselection rules which correlators vanish
and which not. The only six nonzero correlators are: CRRRR, CRRLL, CLLRR, CLLLL,
CRLLR and CLRRL. Put in other words, for any fermion appearing in the correlator there
has to be an anti-fermion of the same chirality to contract with it. Nonpaired fermions
result in vanishing correlators. We have represented that graphically in Fig. 39.
The remaining expectation value of the vertex operators on the Klein-Gordon ground
state can be easily obtained using the formula (15.65) from the Appendix, which we can
use because the state is Gaussian and the boson fields in the exponentials are linear
combinations of bosonic modes. We get:
⟨Ω| :eσ1iϕσ(x1) : :e−σ2iϕσ(x2) : :eρ1iϕσ(y1) : :e−ρ2iϕσ(y2) : |Ω⟩ = (7.36)
= exp
[
− 1
2
2∑
i=1
(⟨
:ϕ2σi(xi):
⟩
Ω
+
⟨
:ϕ2ρi(yi):
⟩
Ω
)
+
(
σ1σ2 ⟨ϕσ1(x1)ϕσ2(x2)⟩Ω − σ1ρ1 ⟨ϕσ1(x1)ϕρ1(y1)⟩Ω
+σ2ρ1 ⟨ϕσ2(x2)ϕρ1(y1)⟩Ω + σ1ρ2 ⟨ϕσ1(x1)ϕρ2(y2)⟩Ω
−σ2ρ2 ⟨ϕσ2(x2)ϕρ2(y2)⟩Ω + ρ1ρ2 ⟨ϕρ1(y1)ϕρ2(y2)⟩Ω
)]
,
where we have denoted ⟨Ω | • |Ω⟩ by ⟨ • ⟩Ω for brevity.
Similarly, we get for the 2-p correlators
Cσ1σ2(x1, x2) = δσ1,σ2Θσ1σ2(x1, x2)
1
L
⟨Ω| :eσ1iϕσ(x1) : :e−σ2iϕσ(x2) : |Ω⟩ , (7.37)
with
Θσ1σ2(x1, x2) ≡ ei
2π
L [σ1(
1
2
−δσ1,σ2)x1+ 12σ2x2], (7.38)
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so the only allowed 2-p correlators are CRR and CLL. We have
⟨Ω| :eσ1iϕσ(x1) : :e−σ2iϕσ(x2) : |Ω⟩ = exp
[
− 1
2
2∑
i=1
⟨
:ϕ2σi(xi):
⟩
Ω
+ σ1σ2 ⟨ϕσ1(x1)ϕσ2(x2)⟩Ω
]
.
(7.39)
It thus remains to compute the two-point correlation functions of the chiral massless
fields10 ϕσ, (11.26). We do this with a help of a Bogoliubov transform, by expressing the
momentum modes of the massless fields in term of those of the massive ones and then
computing the correlations on the Klein-Gordon vacuum.
c. Bogoliubov transform between two Klein-Gordon theories For generality,
we derive the Bogoliubov transform between two Klein-Gordon theories with masses m
and µ [136].
Let
Φ(t, x) ≡ ΦR(t, x) + ΦL(t, x), (7.40)
with
Φσ(t, x) ≡ −
√
2π
L
∞∑
nq=1
1√
Eq
(
Bq,σ(t, x) +B
†
q,σ(t, x)
)
, (7.41)
Bq,σ(t, x) ≡ Bq,σe−i(Eqt+σqx), (7.42)
and Eq ≡
√
q2 +m2 be the field diagnosing the the Klein-Gordon Hamiltonian with the
mass M
HKGm =
∫ L/2
−L/2
dx
1
8π
[
:(∂tΦ)
2 : + :(∂xΦ)
2 : +m2 :Φ2 :
]
=
1
L
∞∑
nq=1
∑
σ=R,L
Eq B
†
q,σBq,σ. (7.43)
The second line is computed by inserting the mode expansion of the field and evaluating
the resulting expression. The chiral modes are not independent for a massive theory any
more but we are still expanding the field in terms of them, because we are interested in
the massless field in the bosonisation convention in the end. Let
ϕ(t, x) ≡ ϕR(t, x) + ϕL(t, x), (7.44)
with
ϕσ(t, x) ≡ −
√
2π
L
∞∑
nq=1
1√
ϵq
(
bq,σ(t, x) + b
†
q,σ(t, x)
)
, (7.45)
bq,σ(t, x) ≡ bq,σe−i(ϵqt+σqx), (7.46)
and ϵq ≡
√
q2 + µ2 be the field diagnosing the the Klein-Gordon Hamiltonian with the
mass µ
HKGµ =
∫ L/2
−L/2
dx
1
8π
[
:(∂tϕ)
2 : + :(∂xϕ)
2 : +µ2 :ϕ2 :
]
=
1
L
∞∑
nq=1
∑
σ=R,L
ϵq b
†
q,σbq,σ. (7.47)
10 The fields ϕσ are the nonzero momentum component of the chiral boson field. Recall the notation
(11.46): the full fields φσ are ϕσ plus the zero modes. We have correctly used this in (7.34) (see (11.35)
and (11.63)).
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We want to find a linear transformation expressing the modes bq,σ(t, x) in terms of the
modes Bp,ρ(t, x) such that the field ϕσ(t, x) is still the right field of the theory with the
mass µ. This means that bq,σ(t, x) expressed as linear combinations of Bp,ρ(t, x) still have
to diagonalise HKGµ with the same energy ϵq (second line of (7.47)). The mode bq,σ(t, x)
depends on x as e−σiqx and because the functions e−ipx form an orthogonal set, it can
only be a function of the modes that have exactly the same spatial dependence. These are
Bq,σ(t, x) and B
†
q,−σ(t, x). Further, because the Klein-Gordon Hamiltonian is a symmetric
functional of the φR(t, x) and φL(t, x), we can take the following ansatz
bq,σ(t, x) = αq Bq,σ(t, x) + βq B
†
q,−σ(t, x). (7.48)
Let’s also assume that the coefficients αq and βq are real. We have to check if all the
assumptions were correct and this is a correct ansatz and find the coefficients.
Imposing that these linear combinations satisfy the bosonic CCR gives us the first
equation [
bq,σ, b
†
p,ρ
]
= δp,qδσ,ρ
(
α2q − β2q
)
≡ δp,qδσ,ρ. (7.49)
Plugging the ansatz (7.48) into the mode expansion of the fields (7.45) and inserting
into the first line of (7.47) gives
HKGm =
1
L
∞∑
nq=1
[ ∑
σ=R,L
1
2
ϵ2q + E
2
q
ϵq
(αq + βq)
2B†q,σBq,σ (7.50)
+
1
2
ϵ2q − E2q
ϵq
(αq + βq)
2
(
Bq,Lbd,Re
−i2Eqt +B†q,LB
†
q,Re
i2Eqt
)]
.
On the other hand, plugging the ansatz (7.48) directly into the second line of (7.47) gives
HKGm =
1
L
∞∑
nq=1
⎡⎣ ∑
σ=R,L
ϵq
(
α2q + β
2
q
)
B†q,σBq,σ + 2ϵqαqβq
(
Bq,RBq,Le
−i2Eqt +B†q,RB
†
q,Le
i2Eqt
)⎤⎦ .
(7.51)
We thus have to solve the following set of three equations(
ϵ2q + E
2
q
)
(αq + βq)
2 = 2ϵ2q
(
α2q + β
2
q
)
,(
ϵ2q − E2q
)
(αq + βq)
2 = 4ϵ2qαqβq,
α2q − β2q = 1. (7.52)
The first two equations are obtained by comparing (7.50) and (7.51), the third is (7.49).
We can solve this by subtracting the second from the first which gives after rearranging:
αq + βq = ± ϵq
Eq
(αq − βq) . (7.53)
Writing the third equation as (αq + βq) (αq − βq) = 1 and combining the two results gives
αq + βq = ±
√
ϵq
Eq
,
αq − βq = ±
√
Eq
ϵq
, (7.54)
which finally gives:
αq = ±12
(√
ϵq
Eq
+
√
Eq
ϵq
)
,
βq = ±12
(√
ϵq
Eq
−
√
Eq
ϵq
)
. (7.55)
Because we just need a single solution, we can take the + sign.
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d. Back to initial correlations of the quench For the computation of the 2-p
functions of the massless fields on the ground state of the Klein-Gordon theory with the
mass m, the initial state of the quench, we can use the above results and set µ = 0 (so
ϵq = q). Then (7.48) with (7.55) tell us how the modes bq,σ and b
†
q,σ of the massless field
are expressed in terms of the modes Bq,ρ and B
†
q,ρ of the massive field
bq,σ =
1
2
(√
q
Eq
+
√
Eq
q
)
Bq,σ +
1
2
(√
q
Eq
−
√
Eq
q
)
B†q,−σ. (7.56)
Knowing that |Ω⟩ is the vacuum of the massive theory
Bq,σ |Ω⟩ = 0, ∀q, σ, (7.57)
and that the massive modes obey the bosonic CCR (11.14), we can now compute the
initial 2-p bosonic correlations.
We have
⟨Ω| bq,σb†p,ρ |Ω⟩ =
1
4
(
q
Eq
+
Eq
q
+ 2
)
δq,pδσ,ρ,
⟨Ω| b†q,σbp,ρ |Ω⟩ =
1
4
(
q
Eq
+
Eq
q
− 2
)
δq,pδσ,ρ,
⟨Ω| bq,σbp,ρ |Ω⟩ = ⟨Ω| b†q,σb†p,ρ |Ω⟩ =
1
4
(
q
Eq
− Eq
q
)
δq,p δσ,−ρ. (7.58)
So that:
⟨Ω|ϕ−σ (x)ϕ+ρ (y) |Ω⟩ = δσ,ρ
π
2L
∞∑
nq=1
1
q
(
q
Eq
+
Eq
q
+ 2
)
e−σiq(x−y),
⟨Ω|ϕ+σ (x)ϕ−ρ (y) |Ω⟩ = δσ,ρ
π
2L
∞∑
nq=1
1
q
(
q
Eq
+
Eq
q
− 2
)
eσiq(x−y),
⟨Ω|ϕ−σ (x)ϕ−ρ (y) |Ω⟩ = δσ,−ρ
π
2L
∞∑
nq=1
1
q
(
q
Eq
− Eq
q
)
e−σiq(x−y),
⟨Ω|ϕ+σ (x)ϕ+ρ (y) |Ω⟩ = δσ,−ρ
π
2L
∞∑
nq=1
1
q
(
q
Eq
− Eq
q
)
eσiq(x−y). (7.59)
Then ⟨Ω|ϕσ(x)ϕρ(y) |Ω⟩ is a sum of the four terms
⟨Ω|ϕσ(x)ϕρ(y) |Ω⟩ = π
L
∞∑
nq=1
1
q
{
δσ,ρ
[(
Eq
q
+
q
Eq
− 2
)
cos
(
q(x− y))+ 2e−σiq(x−y)]
−δσ,−ρ
(
Eq
q
− q
Eq
)
cos
(
q(x− y))}, (7.60)
and in ⟨Ω| :ϕσ(x)ϕρ(y): |Ω⟩ we have ⟨Ω|ϕ+ρ (y)ϕ−σ (x) |Ω⟩ instead of ⟨Ω|ϕ−σ (x)ϕ+ρ (y) |Ω⟩ in
the sum so
⟨Ω| :ϕσ(x)ϕρ(y): |Ω⟩ = π
L
∞∑
nq=1
1
q
{
δσ,ρ
(
Eq
q
+
q
Eq
− 2
)
cos
(
q(x− y))
−δσ,−ρ
(
Eq
q
− q
Eq
)
cos
(
q(x− y))}.(7.61)
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We can insert this into (7.37) and (7.39) to get the final expression for the initial
fermionic correlations. By denoting
I1(x) ≡ π
L
∞∑
nq=1
1
q
(
Eq
q
+
q
Eq
− 2
)(
cos(qx)− 1),
I2(x) ≡ π
L
∞∑
nq=1
1
q
(
Eq
q
− q
Eq
)(
cos(qx)− 1),
I0,σ(x) ≡ 2π
L
∞∑
nq=1
1
q
e−σiqx = − log
(
1− e−σi 2πL x
)
, (7.62)
we have for the nonvanishing 4-p initial correlations
Cσσσσ(x1, x2, y1, y2) = Θσσσσ(x1, x2, y1, y2)C
0
σσσσ(x1, x2, y1, y2) (7.63)
· exp
[
I1(x1 − x2)− I1(x1 − y1) + I1(x2 − y1)
+I1(x1 − y2)− I1(x2 − y2) + I1(y1 − y2)
]
,
Cσσ(−σ)(−σ)(x1, x2, y1, y2) = Θσσ(−σ)(−σ)(x1, x2, y1, y2)C0σσ(−σ)(−σ)(x1, x2, y1, y2)
· exp
[
I1(x1 − x2)− I2(x1 − y1) + I2(x2 − y1)
+I2(x1 − y2)− I2(x2 − y2) + I1(y1 − y2)
]
,
Cσ(−σ)(−σ)σ(x1, x2, y1, y2) = Θσ(−σ)(−σ)σ(x1, x2, y1, y2)C0σ(−σ)(−σ)σ(x1, x2, y1, y2)
· exp
[
I2(x1 − x2)− I2(x1 − y1) + I1(x2 − y1)
+I1(x1 − y2)− I2(x2 − y2) + I2(y1 − y2)
]
,
with the CFT part of the correlations (the contribution that would be there for the massless
initial state, easy to see by putting m = 0 in the above formulae)
C0σσσσ(x1, x2, y1, y2) ≡
1
L2
exp
[
I0,σ(x1 − x2)− I0,σ(x1 − y1) + I0,σ(x2 − y1)
+I0,σ(x1 − y2)− I0,σ(x2 − y2) + I0,σ(y1 − y2)
]
,
C0σσ(−σ)(−σ)(x1, x2, y1, y2) ≡
1
L2
exp
[
I0,σ(x1 − x2) + I0,−σ(y1 − y2)
]
,
C0σ(−σ)(−σ)σ(x1, x2, y1, y2) ≡
1
L2
exp
[
I0,−σ(x2 − y1) + I0,σ(x1 − y2)
]
.
For the nonvanishing 2-p initial correlations we have
Cσσ(x1, x2) = δσ,σΘσσ(x1, x2)C
0
σσ(x1, x2) exp
[
I1(x1 − x2)
]
, (7.64)
with
C0σσ(x1, x2) ≡
1
L
exp
[
I0,σ(x1 − x2)
]
(7.65)
for the CFT part.
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We can now take the thermodynamic limit L → ∞ of these expressions. The term
I0,σ(x) becomes
I0,σ(x) = − log
(
1− e−σi 2πL x
)
= log
(
−iσ L
2πx
)
, (7.66)
which, when inserted into the CFT parts of the initial correlations, (7.64) and (7.65),
exactly cancels the 1/L factors in front and gives the algebraic ∝ 1/x decay of correlations.
In the remaining two terms in (7.62), I1(x) and I2(x), the sum is substituted with an
integral (dnq =
L
2πdq)
1
L
∞∑
nq=1
−→ 1
2π
∫ ∞
0
dq, (7.67)
and we get
I1(x) =
1
2
∫ ∞
0
dq
1
q
(
Eq
q
+
q
Eq
− 2
)(
cos(qx)− 1),
I2(x) =
1
2
∫ ∞
0
dq
1
q
(
Eq
q
− q
Eq
)(
cos(qx)− 1). (7.68)
Both of these integrals are IR and UV convergent, which can be easily checked by expand-
ing the integrands into Laurent series around q = 0 and q =∞. As we already remarked,
the phases Θσ1σ2ρ1ρ2(x1, x2, y1, y2) and Θσ1σ2(x1, x2) become identical to one in the TDL.
4. Putting the building blocks together
We can insert (7.66) and (7.68) in (7.63) and (7.64) to get the complete TDL formulas
for the initial fermionic 4-p correlation functions. Together with the TDL expressions for
the Dirac propagator (7.32) we can use them in the expression for the time dependent
correlations after the quench (7.17) to get a complete set of equations.
a. Numerical integration for finite times The expression is complicated enough
so that the four integrals
∫
dx1dx2dy1dy2 cannot be performed analytically. But we can
evaluate them using numerical integration for short times (at later times the Bessel func-
tions of the propagators become more and more highly oscillating so the numerical oscil-
lation becomes less convergent). The result is presented in Fig. 40. It indeed confirms the
oscillating position-independent out of horizon component seen in the TCSA simulation,
Fig. 37.
b. Explanation of the effect The analytical solution gives us more than just a
confirmation of the numerical observation, it gives us an explanation of the mechanism
of the horizon violating effect. We can see that, by studying the asymptotics of the
correlations ⟨Ω|Π(t, x)Π(t, y) |Ω⟩C for |x− y| → ∞ (we have already taken the TDL L→
∞).
Let us begin by studying the asymptotics of the terms I1 and I2, (7.68). We can find
the x→∞ asymptotic behaviour by power expanding the parts of the integrands in front
of
(
cos(qx)− 1) around 0 and ∞,
1
2
1
q
(
Eq
q
+
q
Eq
− 2
)
=
{
m
2q2
− 1q +
∑∞
n=0
α1,2nq2n
m2n+1
; q < m,∑∞
n=2
β1,2n+1m2n
q2n+1
; q > m,
1
2
1
q
(
Eq
q
− q
Eq
)
=
{
m
2q2
+
∑∞
n=0
α2,2nq2n
m2n+1
; q < m,∑∞
n=1
β2,2n+1m2n
q2n+1
; q > m.
(7.69)
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Figure 40. Numerical integration of the analytical expression (7.17) resulting from the bosonisation
solution for the time dependent correlations 〈Ω|Π(t, x)Π(t, y) |Ω〉C after the quench from the Klein-
Gordon ground state |Ω〉 to the sine-Gordon model at the free-fermion point β = √4π.
Using this expansions in (7.68) and integrating over the respective regions, we ﬁnd the the
asymptotic forms
lim
x→±∞ I1(x) = −
π
4
m |x|+ ln |x|+ c1,
lim
x→±∞ I2(x) = −
π
4
m |x|+ c2, (7.70)
where c1 and c2 are constants. The term ln |x| cancels out the CFT algebraic decay coming
from I0,σ, (7.66). The term −π4m |x| provides for the exponential decay of the massive 2-p
correlations.
We can now study the asymptotics of the connected correlations. Because the propag-
ator (7.32) has nonzero values only in the lightcone |t| > |x|, we are going to get nonzero
contribution to the time evolution from the initial correlations Cσ1σ2ρ1ρ2(x1, x2, y1, y2) only
for |x− xi| < t and |y − yi| < t. We can therefore parametrise
xi ≡ x+ ai,
yi ≡ x+R+ bi, (7.71)
where ai and bi, are small: |ai|, |bi| < t and R is large: R → ∞, t  R. The nonzero
initial 4-p correlations (7.63) become
lim
R→∞
Cσσσσ(x1, x2, y1, y2) = − 1
(2π)2
1
(a1 − a2)(b1 − b2) exp
[
I1(a1 − a2) + I1(b1 − b2)
]
,
lim
R→∞
Cσσ(−σ)(−σ)(x1, x2, y1, y2) =
1
(2π)2
1
(a1 − a2)(b1 − b2) exp
[
I1(a1 − a2) + I1(b1 − b2)
]
,
lim
R→∞
Cσ(−σ)(−σ)σ(x1, x2, y1, y2) =
1
(2π)2
exp
[
I2(a1 − a2) + I2(b1 − b2) + 2c1 − 2c2
]
. (7.72)
Together with
Cσσ(x1, x2) =
−iσ
2π
1
x1 − x2
[
I1(x1 − x2)
]
, (7.73)
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which comes from combining (7.64) and (7.66), the connected initial four point correlators
(7.19) have the asymptotic values
lim
R→∞
CCσσσσ(x1, x2, y1, y2) = lim
R→∞
CCσσ(−σ)(−σ)(x1, x2, y1, y2) = 0. (7.74)
Careful numerical examination for intermediate R shows that they decay exponentially
with R. Their contribution to the time dependent correlations upon the convolution with
the Green’s functions is thus going to be inside the horizon as explained in Sec. VIIA.
The last correlator has a surprising behaviour. Because Cσ(−σ) = 0, the connected
correlator does not vanish asymptotically
lim
R→∞
CCσ(−σ)(−σ)σ(x1, x2, y1, y2) =
A
(2π)2
exp
[
I2(a1 − a2) + I2(b1 − b2)
]
≡ CCcross(a1, a2, b1, b2)
̸= 0, (7.75)
with A ≡ exp [2(c1 − c2)] a constant. Put in other words, the cross-terms Cσ(−σ)(−σ)σ do
not satisfy clustering. This is the source of the dynamical horizon-violating effect. We
can insert (7.75) into the convolution formula (7.17) to find the expression asymptotic
behaviour of the time dependent correlations
lim
R→∞
⟨Ω|Π(t, x)Π(t, y) |Ω⟩C =
1
4
∫
da1da2db1db2
·
( ∑
σ,ρ=R,L
σρ
∑
τ=R,L
·G∗στ (t, a1)Gσ(−τ)(t, a2)G∗ρ(−τ)(t, b1)Gρτ (t, b2)
)
·CCcross(a1, a2, b1, b2). (7.76)
At time t = 0, the off-diagonal propagators vanish, Gσ(−σ)(0, x) = 0, (7.25), so the cross-
terms do not contribute to the initial correlations. However, they get revealed dynamically
for t > 0.
1 2 1 2
Figure 41. The cross-terms (7.75) that give initial correlations between the pairs of fermions
coming from different bosons violate clustering. This means that the connected correlations do not
decay if the bosons are taken far apart from each other. This is the source of the out-of-horizon
correlations. The cross-terms are suppressed initially but get revealed dynamically.
c. Large time behaviour From (7.76) we can extract also the large time behaviour
of the asymptotic correlations. We can use the momentum space representation of the
Dirac propagator (7.27) and formally write exp [I2(x)] as an expansion in its Fourier modes
f˜(k),
exp
[
I2(x)
]
≡ 1
2π
∫ ∞
−∞
dke−ikxf˜(k). (7.77)
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Then we have
lim
R→∞
⟨Ω|Π(t, x)Π(t, y) |Ω⟩C =
=
A
4(2π)8
∫ ∞
−∞
da1da2db1db2
∫ ∞
−∞
dq1dq2dp1dp2
∫ ∞
−∞
dkadkb
∑
σ,ρ=R,L
σρ
∑
τ=R,L
eσiq1a1e−σiq2a2eρip1b1e−ρip2b2e−ika(a1−a2)e−ikb(b1−b2)
·G˜∗στ (t, q1)G˜σ(−τ)(t, q2)G˜∗ρ(−τ)(t, p1)G˜ρτ (t, p2)f˜(ka)f˜(kb)
=
A
4(2π)4
∫ ∞
−∞
dkadkb
∑
σ,ρ=R,L
σρ
∑
τ=R,L
·G˜∗στ (t, σka)G˜σ(−τ)(t, σka)G˜∗ρ(−τ)(t, ρkb)G˜ρτ (t, ρkb)f˜(ka)f˜(kb)
=
M2A
(2π)4
(∫ ∞
−∞
dk
sin(2Ekt)
Ek
f˜(k)
)2
=
t→∞
MA
2(2π)3
1
t
sin2
(
2Mt+
π
4
)
f˜2(0). (7.78)
In the first equality we have used the momentum space representation of the propagator
(7.27) and the Fourier expansion (7.77). In the second equality we have evaluated the
ai, bi, qi, pi integrals. In the third equality we have first used the expression for the
propagator in momentum space (7.25) and evaluated the sums (using computer symbolic
computation). We have used that I2(x) is an even function, so f˜(k) = f˜(−k) and the
integrals
∫∞
−∞ dk of f˜(k) multiplied with an odd function in k vanish, like for example
f˜(k)k sin
2(Ekt)
Ek
f˜(k) = 0. The resulting expression is a product of two equal expressions.
Finally we have used sin(2x) = 2 sin(x) cos(x). In the fourth equality we have used the
first order expression for the stationary phase approximation [246]
lim
t→∞
∫ P
Q
dkf(k)eitg(k) ∼
∑
j
f(κj)
√
2π
t |g′′(κj)| exp
{
i
[
t g(κj) +
π
4
sign
(
g′′(κj)
)]}
, (7.79)
where κj denotes (all of) the local extrema of g(k), i.e. g
′(κj) = 0, on the interval [Q,P ].
We also observe, by taking the inverse of (7.77), that f˜(0) =
∫∞
−∞ dx exp
[
I2(x)
] ̸= 0
because the integrand is nonnegative.
We thus see (using sin2 x = 12 [1− cos(2x)]) that at large times, the out-of-horizon
correlations oscillate with a frequency
ω = 4M, (7.80)
and the amplitude of oscillations decays algebraically as ∝ 1/t. Fig. 42 shows that the
decay of the amplitude seen in the results of the numerical integration of (7.17) (see
Paragraph VIIC 4 a) agrees nicely with this analytical prediction.
D. Interpretation and discussion
We have seen using the TCSA numerical results that the 2-p correlations following
quenches in the sine-Gordon model display unexpected behaviour - they are nonvanishing
even outside of the horizon. We have been able to confirm the effect analytically using
the framework of bosonisation.
Let us begin by stressing that the analytical solution shows that the horizon-violating
effect does not contradict any of the physical laws. The Dirac propagator (7.32) is nonzero
only inside the causal cone so there is no violation of relativistic causality. The clustering
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Figure 42. The oscillations of ⟨Ω|Π(t, x)Π(t, y) |Ω⟩C at asymptotic distances x ≪ y compared to
the analytical prediction (7.78) for the decay of the amplitude at asymptotic times t→∞.
is only violated dynamically after the quench, by switching to the sG (or Thirring Hilbert
space). It is there for the vertex operators which are meaningful operators in the sG theory
(and in massless free boson theory, but not in the massive Klein-Gordon). The prequench
state perfectly clusters for the physical Klein-Gordon fields. It is, after all, the perhaps
most simple possible physical QFT state.
The cluster violation of the cross-terms (7.75) admits a beautiful and intuitive physical
interpretation. We have already discussed in Sections IVC and XID2 that the bosonisa-
tion links the solitons of the sine-Gordon model to the fermions of the Thirring model.
Infinite range correlations between two soliton – anti-soliton pairs (7.75) show that doing
a quench in the sG model entangles such pairs. Because solitons are extensive topological
excitations, this entanglement results in horizon-violating correlations. This can be seen
as a QFT manifestation of the Einstein-Podolsky-Rosen (EPR) paradox [301]. There, a
particle pair is prepared in an entangled state and then the particles are taken far apart
form each other. By performing a measurement on one of the particles, we immediately
have the information about the state of the other particle. But that in fact does not violate
relativity, because the particles had to be prepared in such a state and then transported
over the distance and such a transport could not be faster than light. So, the information
never traveled faster than light. In case of our horizon-violating effect, the information is
also already there. The solitons had to be entangled over the whole space by the global
quench which had to be prepared by the preceding process that needed some time. The
quench could be triggered either by a phase transition in the system or externally, by
the experimentalist for example changing the potential of the magnetic trap between two
coupled quasi-condensates of ultra-cold atoms. Thus the information had to travel to
distant parts of the system before the quench.
The analytical picture of entangled soliton – anti-soliton pairs explains also why we were
able to see the effect at the free fermion point where the interaction vanishes. The effect
is not a consequence of the interaction but of the nontrivial topology of the field in the
sG model. Remember, the field is compactified to a circle. Bosonisation was therefore the
correct tool that through the bosonisation identity most naturally captured this topology
(see the discussion in Sec. XID2) and revealed the effect despite that the post-quench
time evolution is free.
117
VII. VIOLATION OF HORIZON BY TOPOLOGICAL QUANTUM EXCITATIONS
The picture of two entangled soliton – anti-soliton pairs at the free-fermion point β =√
4π of the sG model gives also a prediction for other regimes of the sG model, see Sec.
IV. In the repulsive regime β >
√
4π this picture is not expected to change qualitatively.
In the attractive regime β <
√
4π, however, the soliton – anti-soliton pairs form bound
states breathers. The oscillation frequency (7.80) of the horizon-violating correlations is
therefore expected to become in the attractive regime
ω = 2m1, (7.81)
wherem1 is the mass of the lowest breather. In Fig. 37 which shows the TCSA results that
are indeed in the attractive regime, we have denoted by dashed green lines the positions
of the peaks that would correspond to the frequency (7.81). We see that they agree nicely
with the peaks of the observed oscillation. Fig. 43 shows a more detailed numerical study
of the oscillation frequency in dependence of the sG coupling. We see a nice agreement
with the 2m1 line conﬁrming the above prediction.
There is a further prediction that can be made. For β =
√
4π, the solitons are free
and their spectrum forms a continuum, which can lead to dephasing and is the most
probable explanation of the algebraic decay of the oscillation amplitude in time observed
in the analytical solution. For β <
√
4π the solitons appear bound into breathers and
it is expected that such a dephasing would not occur and there would be no decay of
the oscillation amplitude in time. Unfortunately with the TCSA we cannot probe long
enough times to check this prediction (although the results indicate that it is correct) and
it remains a conjecture.
Figure 43. TCSA results for the oscillation frequencies of the horizon-violating correlations in the
attractive regime of the sine-Gordon model at several values of the coupling Δ = β
2
8π compared to
the multiples of the soliton and breather frequencies.
The out-of-horizon spreading of correlations uncovered here is a concrete prediction for
experiments realising the sG model dynamics such as in [198]. The ﬁnding opens many
questions that we shall try to investigate in the future. An important direction would be to
identify if such an eﬀect is possible on the lattice. This would have interesting applications
in topological phases of quantum condensed matter system. In case of lattice systems with
ﬁnite local Hilbert space dimension (fermion and spin lattices), the Lieb-Robinson bound
[200] is very restrictive and in general prohibits such violations for clustering initial states
and local dynamics so either the initial states would probably have to have some more
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pathological properties than the nicely behaved KG ground state or the system would
need an infinite local Hilbert space dimension. The other interesting direction would be
to search for the effect in other QFTs especially the ones closer to the ones realised in
high-energy physics. The intuition gained here is that the effect comes from the nontrivial
compactification of the field which suggests that there could be present also in other
QFTs with nontrivial topologies of the target space, for example gauge field theories.
Such a finding could be very important and have applications in high-energy physics and
cosmology.
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VIII. BOUNDARY DRIVEN QUANTUM SINE-GORDON MODEL
I would like to conclude the presentation of our results with a brief presentation of the
problem that was the initial reason why I started learning the Truncated conformal space
approach. It is at the same time also the project done jointly with both of my advisors.
A. Lindblad equation and open quantum systems
So far we have seen two protocols to bring a quantum system out of equilibrium:
Floquet driven systems and quantum quenches. There is another paradigm that was
extensively studied in the Ljubljana group for nonequilibrium quantum and statistical
physics, boundary driven open quantum systems [5, 47–49, 51, 53, 234, 302–313] (see also
[314]).
Let us assume that we want to study a quantum system that is not isolated (closed)
but is coupled to its environment (so it is open or driven). This could be a laser beam
shining on ultra-cold atoms, a measurement apparatus or simply the thermal surrounding
of the system. Then, in order to describe the dynamics of such a system, one would need
to take into account the full Hamiltonian of the system and the environment
H = Hsystem +Henvironment. (8.1)
Usually the number of degrees of freedom of the environment is enormous and their precise
microscopic physical description is often not known so such an approach to the problem be-
comes completely unpractical if not impossible. Because such a setting is often encountered
in some practical applications, like in quantum optics [315], there has been another ap-
proach developed. The idea is to describe the effect of the environment effectively, encoded
into simple enough operators capturing its main characteristics. Formally, they can be ob-
tained by tracing over the degrees of freedom of the environment [316]. Assuming that the
environment is Markovian, meaning that any information exiting from the system to the
environment is lost immediately and requiring the trace-preserving and complete positivity
of quantum dynamical map, it can be shown that the most general description of open
dynamics of quantum systems is given by the Lindblad-Gorini-Kossakowski-Sudarshan
master equation often referred to for simplicity as the Lindblad equation [316–318]
d
dt
ρ = − i
ℏ
[Hsystem, ρ] +
∑
j
γj
(
LjρL
†
j −
1
2
{
L†jLj , ρ
})
. (8.2)
Here, ρ is the density matrix describing the state of the system and {Ln}n is a set of
traceless operators, often called Lindblad operators or driving operators that encode the
effect of the environment and γj are the driving amplitudes. The brackets denote [•, •]
the commutator and {•, •} the anti-commutator. The second term in the equation comes
without the imaginary unit in front, so such a dynamics does not conserve the energy of
the system, but is dissipative. Dissipative maps are in general called Liouvillian maps and
the Lindblad equation can also formally be written as
d
dt
ρ = L ρ, (8.3)
where L is an operator acting on the space of operators defined by (8.2). Such operators
are called super-operators. If N is the dimension of the Hilbert space of the system, the
dimension of the space of operators is N2, so the dimension of the super-operators is N4.
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If the set of Lindblad operators is rich enough (see [5] for precise conditions), such
Lindblad dynamics possesses a unique steady state characterised by
d
dt
ρNESS = L ρNESS = 0. (8.4)
In the context of nonequilibrium quantum physics it is often referred to as the nonequilib-
rium steady state (NESS).
In the Ljubljana group for nonequilibrium quantum and statistical physics, Lindblad-
driven systems were most commonly considered with the driving at the boundaries (see
[5] for a review). Such a system can be understood as being coupled to two external reser-
voirs (either having different chemical potentials or different temperatures). This protocol
has the advantage of bringing a quantum system out-of-equilibrium without affecting the
microscopic description of the system in the bulk. Suitably chosen Lindblad operators
can generate currents through the system (for example spin currents) which can then be
used to study the transport properties of the system. Studying such a protocol, interest-
ingly, led also to a discovery of a new class of conserved charges, the so called quasi-local
conserved charges [5, 6, 47].
Figure 44. An illustration of a boundary driven spin chain, a system coupled to external baths at
both ends. Adapted from [5].
The most common type of transport observed in generic quantum system is diffusive,
where the current density jQ of a conserved quantity Q and the density of the quantity
ρQ obey the Fick’s law
jQ = −D∇ρQ. (8.5)
In nonequilibrium steady states of (1+1)D quantum systems coupled to two reservoirs
with nonequal chemical potentials (that is driven with two different Lindlblad operators
at the opposite sides) this results in linear spatial profiles ρQ(x). As discussed already
in the introduction to the thesis, integrable quantum systems behave differently than
generic quantum system so they can also exhibit frictionless ballistic transport. This is
characterised by a nonvanishing Drude weight
DQ ≡ lim
t→∞ limL→∞
1
2T L t
∫ t
0
dt′⟨jQ(t′)jQ(0)⟩T > 0, (8.6)
where T is the temperature of the system, L the length of the system and we have taken
the thermal-autocorrelation function of the current. Note that the order of limits is crucial
here. For integrable systems this quantity can be bounded from below [5, 47, 53]. Ballistic
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transport in boundary driven systems shows as a position independent profile of ρQ ̸=
ρQ(x) at a nonzero current and position independent jQ ̸= 0. In integrable systems,
there can be also other, anomalous, types of transport [306]. Recently also an extremely
interesting method to study the transport in integrable systems was introduced, the so
called Generalised Hydrodynamics [181, 182]. See also [172] for an attempt towards quasi-
local conserved charges in QFT.
B. Numerical results for boundary driven sine-Gordon model
When I was starting my doctoral studies, there had been plenty of solutions for bound-
ary driven spin chains but there were no results for boundary driven quantum field theories.
This became the first problem that I was interested in. Initial optimism that the problem
could be solved with an exact solution by conformal field theory [15] was quickly discour-
aged by the experts [319, 320]. However, it was proposed that we try to study the problem
numerically using the Truncated conformal space approach.
We have constructed the numerical solution for the quantum sine-Gordon model in the
attractive regime ∆ < 1 (Se. IV with Dirichlet boundary conditions (see Sec. X for all
the details of the boundary sG and the TCSA implementation and Appendix XIV for the
matrix elements)
ϕ|x=0 = ϕ|x=L = 0. (8.7)
For such boundary conditions, the topological charge operator or winding operator
W ≡ β
2π
(
φ(∞)− φ(−∞)
)
=
β
2π
∫ ∞
−∞
dx ∂x(x)φ (8.8)
is a conserved operator and we can study its transport.
As Lindblad operators, boundary vertex operators (10.57) (see also (14.16) for matrix
elements) of dual boson fields q˜ (10.14) (see also Sec. XA1 c for a discussion) were used:[
V B
0,
√
π
β
(x = 0)
]
reg
,
[
V B
0,−
√
π
β
(x = L)
]
reg
, (8.9)
at the left (x = 0), respectively, right (x = L) end of the system. Such operators are
proportional to[
V B
0,
√
π
β
(x = 0)
]
reg
∝ ei
√
π
β
φ˜0 ,
[
V B
0,−
√
π
β
(x = L)
]
reg
∝ e−i
√
π
β
φ˜0 , (8.10)
where φ˜0 is the zero mode of the dual field (10.15). As discussed in Sec. XA1b, such
operators raise resp. lower the winding number w (essentially an eigenvalue of the topolo-
gical charge operator W ) and thus act as creation resp. annihilation operators of solitons
(as first proposed by Mandelstam [228]). Such Lindblad operators drive a topological cur-
rent through the system. Implementation of such operators required the construction of
an extended Hilbert space including the Verma modules V0,w (10.37) corresponding to
different sectors of W .
This was the first attempt ever of using the TCSA for a study of open quantum systems.
The main obstacle encountered is the dimension of the super-operators that grows with the
dimension of the Hilbert space N as N4. The initial hope was that the Liouvillian operator
L (8.3) could be constructed implicitly as a linear map (8.2) and then Arnoldi methods
123
VIII. BOUNDARY DRIVEN QUANTUM SINE-GORDON MODEL
could be used to diagonalise it and find the NESS - the eigenvector (or eigen-density-
matrix) ρ corresponding to the eigenvalue zero. Unfortunately, after weeks of effort, this
turned out to be numerically unstable (in Python). The numerically most stable way to
look for the NESS was to construct the full N4 matrix corresponding to L and then look
at the time evolution
ρ(t) = eL tρ0, (8.11)
or more precisely
ρ(t+ δt) = eL δtρ(t), (8.12)
where ρ0 is some initial state usually chosen as the ground state of the sG model, but
the particular choice is not really important because of the uniqueness of the NESS. The
exponential eL δt was computed by numerical exponentiation. This approach had a major
disadvantage that the numerical exponentiation would require too much of the computer’s
memory so only low cutoffs could be reached due to the N4 growth of the dimension of
the super-operators (cutoff levels 6 or 7 in the notation of Sec. XB3). To speed up the
computation, the time propagation was done by approximating the exponential with a
Taylor series
ρ(t+ δt) ≈
(
nmax∑
n=0
)
(L δt)n
n!
ρ(t). (8.13)
Then, the time evolution could be done efficiently with only nmax matrix products at each
time-step. With the time-step chosen small enough (δt = O(10−4)) and high enough order
of approximation (nmax ≈ 3 to 5) such an approach was found to be convergent for cutoff
levels up to 12. Because of the small time-step it would however take very long to find
the NESS.
Despite all these difficulties, we were able to construct nonequilibrium steady states of
the dual-vertex boundary driven sine-Gordon model. The spatial profiles of the topological
charge density ρW (x) = ∂xφ(x) and the topological charge current jW (x) = ∂tφ(x) in the
NESS are shown in Fig. 45. The topological charge profile, displays some dependence
at the boundaries which is due to the fact that the driving boundary vertex operators
are not perfectly localised at the boundaries, but are extended with a Compton length of
ℓS = 1/MS , where MS is the soliton mass. The ratio between the system size and the
Compton length lS = L/ℓS was between 7 and 10 for the system sizes that we could reach
(where the method was still convergent). But most importantly, away from the boundary
regions, in the bulk of the system ρW is zero. In this region, the topological charge current
jW is nonzero which is confirming the expected property that the sine-Gordon model has
ballistic transport due to its integrability.
The advantage of finding the NESS using the exponentiation (8.11) was that the full
time evolution from the initial ground state upon the switching on of the Lindblad driving
could be computed. Fig. 46 is showing density plots of such a time-evolution, We see that
after some initial oscillatory behaviour (similar to the one observed in quantum quenches,
discussed in Sec. VIB), the system quickly relaxes to the NESS.
C. Discussion
This is one of the first results for the transport properties of the quantum sine-Gordon
model (for a recent result in the repulsive regime of the sG model with the Generalised
Hydrodynamics see [321]) and probably the first in the attractive regime. The results have
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Figure 45. Spatial proﬁles of the topological charge density and the topological charge current in
the nonequilibrium steady state of the boundary driven sine-Gordon model (Δ = 2/9, lS = 7).
Figure 46. Density plots of the proﬁles of ρW (x) and jW (x) in the time evolution of the initial
ground state of the sG model after the switching on of the boundary driving (Δ = 2/9, lS = 8).
not been published yet, because they need some more improvement to reach reliable cutoﬀ
levels so that larger system sizes could be taken. This will be hopefully done with a stable
implementation of Arnoldi methods to ﬁnd the NESS. The method could perhaps also
beneﬁt from RG improvements of the TCSA discussed in Sec. XB4. But the physical
message is already clear: the results are suggesting that the transport of the quantum
sine-Gordon model in the attractive regime is ballistic.
In order to study the transport in QFT more completely, exact analytical solutions
of boundary driven QFTs should be constructed. As the ﬁrst step, this could perhaps
be done in noninteracting QFTs using the framework of the third quantisation [5, 322].
Independently of that, the developed numerical method, if further optimised, could be
a very useful tool to study dissipative dynamics in strongly coupled QFT and also in
relation to the experiments in the atom chip (Sec. III) where there are several indications
of dissipation.
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To make the thesis more easily accessible to the reader, I begin the conclusions with a
short summary and a discussion of the main points of our work presented in the Results,
Part II. I also briefly discuss the relevance of the results and the developed methodology
and list some of the possible applications. The general background presented in Part I
is not reviewed here since these sections are already written in a very introductory style.
Finally, I conclude and discuss the possible directions for the future research.
A. Review, evaluation and relevance of the results
1. Weak quantum chaos
In Section V we have studied the newly proposed dynamical measure of quantum chaos,
the so called Out-of-time-ordered correlation functions (OTOC)[13, 94–96], introduced in
Sec. II A 5:
C (t, x) = −⟨[w(t, x), v(0, 0)]2⟩β. (9.1)
Here w, v are local observables and ⟨•⟩β denotes the thermal expectation value at inverse
temperature β. The correlator is called out-of-time ordered because in the expansion of
the square of the commutator, there are terms like ⟨w(t, x)v(0, 0)w(t, x)v(0, 0)⟩β that are
not time-ordered as the correlators usually considered in quantum physics. The OTOC
has been proposed as a measure to study quantum chaos in a dynamical way, closer to
the notion of exponential sensitivity to initial conditions. For chaotic quantum systems,
the OTOC is expected to grow exponentially in time
C (t, x) ∝ eλL(t−|x|/vB). (9.2)
The exponent λL is referred to as the Lyapunov exponent and vB the butterfly velocity. The
exponent λL is bound by the upper bound [97], λL ≤ 2πkBTℏ , where T is the temperature
of the system.
In particular, we focus on the study of the behaviour of the OTOC in locally interacting
quantum lattice systems with a finite local Hilbert space dimension D. This includes spin
lattice systems and fermion lattice systems, thus a large set of theories of interest to
condensed matter systems. Based on elementary operator inequalities, we argue that for
such systems the OTOC is bound by the operator norms
C (t, x) ≤ 4 ∥v∥2 ∥w∥2 . (9.3)
Furthermore, the Lieb-Robinson theorem (LRT) [200] implies in such systems
C (t, x) ≤ 4 ∥v∥2 ∥w∥2 e−µmax{0,|x|−vLRt}. (9.4)
The exponential dynamics of the OTOC is thus only a transient effect in systems under
consideration and the nontrivial dynamics is limited to the edges of the causal cone.
However, chaos is defined as an asymptotic phenomenon, in the t → ∞ limit. For
example the classical Lypunov exponent for two trajectories x(t) and y(t) in the phase
space, with δ(t) ≡ x(t)− y(t) is defined as
λ(x(0)) = lim
t→∞ lim|δ(0)|→0
1
t
ln
( |δ(t)|
|δ(0)|
)
, (9.5)
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where the t → ∞ limit is crucial. We therefore argue that the OTOC cannot be a good
measure of chaos in locally interacting quantum lattice systems with a finite local Hilbert
space dimension.
As an alternative measure, we proposed a modified object that does not suffer from
these limitations: the density of the OTOC (dOTOC) of (nonlocal) extensive operators
V ≡∑x∈Λ vx, W ≡∑x∈Λwx, with wx, vx local. It is defined on a d−dimensional lattice
Λ with N sites as the centralised second moment of the commutator
c(N)(t) ≡ − 1
N
(
⟨[W (t), V (0)]2⟩β − ⟨[W (t), V (0)]⟩2β
)
. (9.6)
The operatorial norm of extensive operators is infinite, so dOTOC can grow even in the
t → ∞ limit. Interestingly, we prove using the LRT and exponential clustering that
the growth the dOTOC satisfies a uniform (in N) polynomial bound for systems under
consideration
c(t) ≤ At3d, (9.7)
where A is constant. As a consequence, theories under consideration here are not expected
to exhibit any late-time butterfly effect but, as we know from results in the RMT, they
can still be chaotic. In reference to classical mixing systems without the butterfly effect,
we term the phenomenon of infinite polynomial growth of dOTOC’s weak quantum chaos.
To exemplify the new object, we have studied its dynamics for kicked quantum Ising
(KI) model which had been shown to be chaotic by RMT analysis. The Hamiltonian of
the one-dimensional KI model consists of the Ising-interaction term HIsing =
∑
j Jσ
x
j σ
x
j+1
and the kick term Hkick =
∑
j h
(
σzj cosφ+ σ
x
j sinφ
)
,
H(t) = HIsing +Hkick
∑
n∈Z
δ (t− n) , (9.8)
where σαj are local Pauli spin operators. The model has three parameters: the Ising
coupling J , the magnitude of the external magnetic field h and the inclination of the
external magnetic field φ. The system is integrable (quasi-free) for transverse magnetic
field, φ = 0, and nonintegrable (and interacting) for φ > 0. We have studied the dOTOC
c
(N)
α (t) for a (nonlocal) extensive magnetisation,
W = V =Mα =
N∑
j=1
σαj , (9.9)
either transverse (α = z) or parallel (α = x) to the direction of the Ising interaction.
In the general regimes, we have studied the dOTOC numerically, using exact diagon-
alisation and a Monte-Carlo type method based on Levy’s lemma (typicality). For the
quasi-free transverse case, the dOTOC dynamics has been computed also analytically us-
ing a Jordan-Wigner transform to Majorana fermions and a diagonalisation using a Fourier
transform. The analytical and the numerical results agreed nicely.
The observed behaviour has been the following: the dOTOC generally grows linearly
with time (and indefinitely) in the KI model. In the special case when the system is
integrable and the observable is quadratic in Majorana fermions, the dOTOC does not
grow indefinitely, but saturates to a plateau. The dOTOC is thus sensitive to integrability.
We have also observed that the dOTOC is sensitive to a Floquet type of phase transition
present in the KI model. We expect that the bound (9.7) is nonoptimal and that the
generic growth of the dOTOC in locally interacting lattice systems is linear.
Our work established the theoretical frames for the use of the OTOC in locally in-
teracting lattice spin and fermion systems. Based on our results, there could be several
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possible future investigations: a precise classification of the possible dOTOC dynamics by
computation in different systems, derivation of an optimal upper bound for the growth,
studying the transition from weak to strong quantum chaos (polynomial to exponential
growth of the dOTOC) in long-range interacting systems, behaviour in the semi-classical
limit, the relation with the random matrix theory and finally, relation to the quantum
transport, the behaviour of the dOTOC in holographic systems.
This project, has been done in collaboration with Sasˇo Grozdanov and Tomazˇ Prosen.
I have completed both the numerical and the analytical part of the calculation under the
guidance of Tomazˇ Prosen. The results were published in [1] .
2. Correlation functions of the quantum sine-Gordon model
In Section VI we have studied multi-point correlation functions of the quantum sine-
Gordon model both in equilibrium and the out-of-equilibrium dynamics following quantum
quenches. The work was motivated by describing the experiments with ultra-cold atoms
in the atom chip performed at the Technical University of Vienna (see Section III) and
by the fact that the multi-point correlation functions of the quantum sine-Gordon model
had note been computed before.
The quantum sine-Gordon (sG) model, introduced in Sec. IV is defined by the action
L =
1
2
(∂µφ) (∂
µφ) +
m2
β2
[cos(βφ)− 1] , (9.10)
with m the mass parameter and β the coupling parameter of the model. The model
has been introduced thoroughly in Section IV. We have studied equal-time multi-point
correlation functions of the boson field φ,
C(N)(t;x1, x2, . . . , xN ) ≡ ⟨φ(t, x1)φ(t, x2) · · ·φ(t, xN )⟩ , (9.11)
as well as their connected part
G(N)con (t;x1, . . . , xN ) =
∑
π
(|π| − 1)!(−1)|π|−1
∏
B∈π
⟨∏
i∈B
ϕ(t, xi)
⟩
. (9.12)
Since the state-of-the art integrability techniques do not allow for a computation of
multi-point correlation functions, we have studied them numerically using the Truncated
conformal space approach (TCSA), a numerical technique for strongly coupled QFT, fol-
lowing [255, 256].The Truncated conformal space approach is based on renormalisation
group and conformal field theory. The main idea is to view a massive interacting QFT as
a point along the RG flow from the UV fixed point. Then the Hamiltonian of the theory
H can be expressed as the CFT Hamiltonian HCFT plus the perturbing operator V ,
H = HCFT + V. (9.13)
Although we cannot solve the interacting theory H, we can use the machinery of conformal
field theory to find a basis of the Hilbert space HCFT that diagonalises HCFT. If we are
considering a QFT on a compact (finite) domain, then HCFT is going to have a countable
basis. We can then use the CFT machinery to express V as a matrix in this basis (compute
the matrix elements ⟨ϕi|V |ϕj⟩ for |ϕi⟩ the basis states of HCFT). If we further introduce
a cutoff energy Ecut (equivalent to the scale Λ in the RG procedure) by keeping only
those states |ϕ⟩ ∈ HCFT whose energy w.r.t. the CFT Hamiltonian is below Ecut (that
is ⟨ϕ|HCFT|ϕ⟩ ≤ Ecut), we end up with a finite-dimensional matrix representation of Hcut
in the truncated conformal Hilbert space Hcut. We can the use numerical linear algebra
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to diagonalise Hcut, compute the dynamics and the expectation values of observables (if
we also able represent them as matrices in Hcut). The operator V needs not to be small
and the TCSA can efficiently capture nonperturbative effects. The TCSA is extensively
discussed in Section X.
Using the TCSA we have been able to construct 2-point and 4-point correlation func-
tions in ground states, thermal states and excited states and compare them with correlation
functions of the massless and massive free bosons. We have observed that the thermal
states of the sG model are indeed nonGaussian. The nonGaussianity is even stronger in
excites states. There, the pattern of correlations varies greatly with the excitation level, an
indication of a break-down of the eigenstate thermalisation hypothesis (ETH) in integrable
systems.
To quantify nonGaussianity, we have computed the so called kurtosis
K ≡
∫
dx1dx2dx3dx4
⏐⏐⏐[C(4)]C (x1, x2, x3, x4)⏐⏐⏐∫
dx1dx2dx3dx4
⏐⏐C(4)(x1, x2, x3, x4)⏐⏐ . (9.14)
This measure is zero for Gaussian systems and positive for nonGaussian systems where it
measures the nonGaussianity. We have been able to reproduce the experimentally observed
regimes of the behaviour of the kurtosis.
We have continued by studying nonequilibrium dynamics of correlation functions fol-
lowing a quantum quench. The sG dynamics was benchmarked against the massless and
the massive free dynamics. In contrast to the free dynamics, we observed a type of equi-
libration in the interacting sG dynamics. Frequency analysis of the time-series revealed
the resonances corresponding to the breathers in the spectrum of the sG model.
Based on the discussions with the experimental group of Jo¨rg Schmiedmayer at the TU
Wien and with Marek Gluza, we have continued the development of the numerical method
in the direction of the description of the exact experimental setting. This has given the
results for the kurtosis that closely compare to the experimentally measured ones and are
a few steps away from being able to make predictive statements about the experiment.
We have also discussed the issues that still have to be overcome in order to have a precise
comparison between the theory and the experiment.
Our results have been the first theoretical computation of multi-point correlations in
the quantum sine-Gordon model and one of the first quantum predictions for the experi-
ments realising the sG model. They have also been the first implementation of the TCSA
for the computation of the multi-point correlation functions. The developed methodo-
logy has a big potential for future work and applications. Most importantly, with some
additional improvements, the method has a chance to become a precise theoretical sim-
ulator for the experiments in the atom-chip. This can help develop the experiment and
technology in ultra-cold atom experiments further. Especially important is the study of
nonequilibrium sine-Gordon dynamics in the experiments for which the TCSA seems to
be the most suitable approach. The method is also flexible enough to capture different
modifications in terms of the spatial inhomogeneity that are planned in the experiment.
We have already considered several different experimentally interesting quantities and
nonequilibrium scenarios the results of which are still waiting to be published. Apart
from that, the methodology has a big potential for the theoretical study of equilibrium
and nonequilibrium correlation functions in strongly coupled QFTs, both integrable and
nonintegrable.
This project has been done in collaboration with Spyros Sotiriadis, Ga´bor Taka´cs and
Marek Gluza, with kind contributions of Jo¨rg Schmiedmayer, Bernhard Rauer, Thomas
Schweigler and Federica Cataldini. I have performed the full numerical project under
the guidance of Spyros Sotiriadis and Ga´bor Taka´cs and based on earlier works of Ga´bor
Taka´cs. A part of the results has been published in [2].
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3. Violation of horizon by topological quantum excitations
In Section VII we have presented a new effect in quantum field theory that we have
found using the developed methodology for the computation of the multi-point correlation
functions with the TCSA.
In quantum field theory, it is generally expected that there is the so called horizon
bound. Starting from a state with short-range correlations ξ satisfying clustering, after the
time evolution, the connected 2-point correlation functions of local fields are expected to
be nonzero only inside the causal cone – horizon, with a possible exponential tail outside of
the horizon [136, 138]. The intuitive picture is that the correlations are propagated through
the system by entangled pairs of particles emitted from initially correlated region. The
speed of propagation of the quasi-particles is limited by the speed of light which results
in the horizon effect.
Using the developed TCSA methodology, we have studied the time evolution of con-
nected 2-point correlation functions (of the φ, ∂xφ and Π = ∂tφ fields) in quenches to the
sine-Gordon model (9.10). We have observed unexpected behaviour: the correlation func-
tions were nonzero even outside of the horizon. In fact for the ∂xφ and Π fields they were
even not decaying with the distance. The out-of-horizon components of the correlations
were oscillating in time.
In order to verify the numerical observation and to explain the effect we have computed
the dynamics of correlation functions also analytically. The solution is based on the duality
between the sine-Gordon model and the Thirring model, an interacting fermion model
[230, 298]
S Thirring ≡
∫ ∞
−∞
dt
∫ L/2
−L/2
dx
[
:ψ¯ (iγµ∂µ −M)ψ : −g
2
:ψ¯γµψ ψ¯γµψ :
]
. (9.15)
The relation between the couplings is given by the Coleman relation [230]
β ≡
√
4π
1 + g/π
, (9.16)
and the fermion massM = m2/2β2 in terms of the sine-Gordon parameters. The mapping
is achieved through the framework of bosonisation, which is one of the first examples of
duality in QFT. It establishes an equivalence between fermions and bosons in (1+1)D via
nonlinear maps, the so called bosonisation identity
ψσ(x) = Fσ
1√
L
e−σi
2π
L (Nσ− 12 δb)x :e−σiϕσ(x) : (9.17)
and the so called fermionisation identity
1
2π
∂xϕσ(x) = :ψ
†
σ(x)ψσ(x): −
1
L
Nσ. (9.18)
We have used the so called constructive bosonisation [298] that establishes exact operator
identities between the fields. It is extensively discussed in Section XI where also the above
notation is explained.
The analytical solution has been performed at the free fermion point β =
√
4π where
the coupling of the dual Thirring model vanishes and it reduces to the free Dirac fermion
HDirac =
∫ L/2
−L/2
dx :ψ¯
(−iγ1∂x +M)ψ : . (9.19)
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The dynamics of the fields can then be computed using the Dirac propagator Gσρ(t, x−x′),
ψσ(t, x) =
∑
ρ=±
∫ ∞
−∞
dx′Gσρ(t, x− x′)ψρ(0, x′). (9.20)
We have studied quenches from the initial state taken to be the ground state |Ω⟩ of the
Klein-Gordon model
HKG =
∫ (
1
2
Π2 +
1
2
(∂xϕ)
2 +
1
2
m2ϕ2
)
dx, (9.21)
for which the correlations are short-ranged with a correlation length ξ = 1/m. Using
(9.20) the time evolution of the correlations can be expressed as a convolution of initial
correlations CCσ1σ2ρ1ρ2(x1, x2, y1, y2) with the Dirac propagators:
⟨Ω|Π(t, x)Π(t, y) |Ω⟩C = 1
4
∑
σ,ρ=R,L
σρ ⟨Ω| :ψ†σ(t, x)ψσ(t, x): :ψ†ρ(t, y)ψρ(t, y): |Ω⟩C
=
1
4
∑
σ,ρ=R,L
σρ
∑
σ1,σ2,ρ1,ρ2=R,L
∫ ∞
−∞
dx1dx2dy1dy2
·G∗σσ1(t, x− x1)Gσσ2(t, x− x2)G∗ρρ1(t, y − y1)Gρρ2(t, y − y2)
· ⟨Ω| :ψ†σ1(x1)ψσ2(x2): :ψ†ρ1(y1)ψρ2(y2): |Ω⟩C  
≡CCσ1σ2ρ1ρ2 (x1,x2,y1,y2)
. (9.22)
The initial correlations of fermion fields on the ground state of the Klein-Gordon model
have been computed using rebosonisation.
Numerical evaluation of (9.22) has confirmed the numerical results and the presence of
the effect. Analytical study of the asymptotic behaviour of ⟨Ω|Π(t, x)Π(t, y) |Ω⟩C at large
spatial separations has revealed the origin and mechanism of the effect. Firstly, the effect
is not a violation of causality, because the dynamics generated with the Dirac propagator
is causal – the propagator is nonzero only inside the causal cone. The origin of the effect
is different: among the terms CCσ1σ2ρ1ρ2(x1, x2, y1, y2) allowed by fermion superselection
rules, there are two terms, CCσ(−σ)(−σ)σ, that violate clustering
lim
R→∞
CCσ(−σ)(−σ)σ(x+a1, x+a2, x+R+ b1, x+R+ b2) ̸= CCσ(−σ)(a1, a2)CC(−σ)σ(b1, b2) = 0.
(9.23)
The interpretation is that quenches in the sine-Gordon model entangle pairs of solitons.
These are extended topological excitations so such an entanglement induces infinite range
correlations. The dynamics of the system reveals these correlations. This can also be seen
as a quantum field theory version of the Einstein-Podolsky-Rosen (EPR) paradox, where
the entangled pairs of solitons play the role of the EPR pairs.
The fact that the effect is present also at the free fermion point, where the interaction
of the dual Thirring model vanishes and its origin is the entanglement of the topological
excitations is suggesting that the effect is not a consequence of the interaction but of the
topological nature of the system – the compactification of the field in a nontrivial topology.
This is likely a fundamental effect in quantum field theory present also in other QFTs with
the nontrivial topologies of the fields. We also expect that it could play a role in field of
topological quantum matter. There is a considerable chance that this effect could be
observed in the ultra-cold atom experiments in the atom chip in the near future. Finally,
the observation of the effect is another demonstration of the potential of the TCSA.
This project has been done in collaboration with Spyros Sotiriadis and Ga´bor Taka´cs.
I have performed the numerical part of the work and co-worked in the analytical part
where I have contributed parts of the proof. The results were published in [3].
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4. Boundary driven quantum sine-Gordon model
In Section VIII we have presented our results and methodology related to the study of
boundary driven quantum field theories and transport.
First, we have introduced the notion of boundary driven open quantum systems as
quantum systems coupled to the environment. Such dynamics is effectively described by
the Lindblad-Gorini-Kossakowski-Sudarshan master equation [316–318]
d
dt
ρ = − i
ℏ
[Hsystem, ρ] +
∑
j
γj
(
LjρL
†
j −
1
2
{
L†jLj , ρ
})
. (9.24)
Here, ρ is the density matrix describing the state of the system, {Ln}n are the Lind-
blad operators that encode the coupling of the system to the environment γj the driving
amplitudes. If acting only at the boundaries of the system, these operators can generate
currents through the system. Studying the nonequilibrium steady states (NESS) of the
Lindbladian dynamics characterised by
d
dt
ρNESS = 0, (9.25)
reveals the transport properties of the system. The transport found in generic quantum
systems is diffusive, integrable systems can also have frictionless ballistic transport and
anomalous types of transport.
Using the TCSA we have constructed a boundary driven quantum sine-Gordon model.
As Lindblad operators we have used boundary vertex operators of dual boson fields[
V B
0,
√
π
β
(x = 0)
]
reg
∝ ei
√
π
β
φ˜0 ,
[
V B
0,−
√
π
β
(x = L)
]
reg
∝ e−i
√
π
β
φ˜0 , (9.26)
which generate topological (soliton) current through the system. Studying the NESS
revealed that the transport of the topological charge in the attractive regime of the sine-
Gordon model is ballistic as expected for integrable systems.
We have also discussed the technical difficulties encountered when constructing such
a numerical method coming from the very rapid growth of the dimension of the space of
super-operators. This imposed limitations on the method and requires additional solutions
in order to get a widely applicable tool.
Apart from determining the type of transport in the sine-Gordon model and giving a
proof of principles that the TCSA can be used to study Lindbladian dynamics, we have not
yet answered the question of transport in QFT and possible additional conserved quantities
to a satisfactory level. The development of such a theory would most of all require the
construction of some exact analytical solutions. There are however further potentials of
the TCSA which could be used to compute conductivity in the more standard way from
the spectra. But most importantly, the Lindbladian TCSA dynamics could be used also
in other applications, which we discuss more below.
This project has been done in collaboration with Tomazˇ Prosen and Ga´bor Taka´cs. I
have performed the full numerical project under their guidance.
B. Perspectives for the future research
To conclude, in the projects done during my doctoral studies, we have developed sev-
eral different numerical and analytical techniques to study nonequilibrium dynamics of
quantum many-body systems. We have applied those to the study of a rich variety of top-
ics including quantum chaos, experiments in ultra-cold atoms and transport in quantum
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systems. The developed techniques have led to a discovery of a new phenomenon in
quantum field theory.
The presented results open many questions and possible topics for the future research.
Some of those have already been discussed at the end of the chapters and in the above
summary. There are, however, three more general directions that seem to be particularly
interesting.
The first line is the connection with the experiments that can be an important source
of inspiration and unsolved problems and can lead a theoretician to think of issues which
he or she would never consider otherwise. The experiments are where the new physics is
made and what establishes the reality of our theoretical results. For these reasons, I would
like to make the connection with the experiments even stronger in the future. As we have
demonstrated, the experiments with ultra-cold atoms in the atom chip can benefit a lot
from our developed techniques, especially for the study of nonequilibrium dynamics. We
are hoping to reach a detailed matching between the theory and the experiment in the near
future. This should enable the precise understanding of the behaviour of two coupled quasi-
condensates in different regimes and the experimental study of theoretically predicted
nonequilibrium phenomena. Such examples are already the breather frequencies and the
horizon-violation effect. There are, however, also other important experimental settings
to study nonequilibrium quantum physics that would be interesting to collaborate with,
including optical lattices [8, 9], superconducting junctions [7] and pump-probe experiments
with ultra-fast lasers [323]. A close cooperation of the theory and the experiment could
lead to a better understanding of quantum nonequilibrium physics. Importantly, such
development is also expected to lead to concrete applications useful in technology.
The second research line consists of possible further methodological development of
the Truncated conformal space approach. One such direction could be the optimisation
and further development of methods for Lindblad driven systems. This could be partic-
ularly interesting because it has been shown that certain problems in (1+2)D QFT can
be reduced to the problem of a (1+1)D Lindblad driven QFT [324]. Combining such
approaches with the TCSA to solve the Lindbladian dynamics could then open the door
to (1+2)D nonequilibrium quantum field theory. The problem of higher dimensions could
be approached even more directly with the TCSA itself along the lines put forward by
[325, 326]. It is unlikely that such an approach could ever be able to handle nonper-
turbative problems in quantum chromodynamics, due to the huge Hilbert space needed.
However, it could be very useful for simpler high-energy models and the (1+2)D condensed
matter quantum field theory. In particular, it could perhaps give a useful method to study
the (1+2)D Hubbard model and superconductivity.
The third possible research line and the one that I am currently the most excited about
is further exploration of our horizon-violating effect. In particular, further characteristics
of the effect in the sine-Gordon model should be investigated. But even more import-
antly, the generalisation of the effect to lattice systems should be attempted, which could
be very interesting for the quantum nonequilibrium community and the field of topolo-
gical quantum matter. Second attractive generalisation would be to other quantum field
theories, in particular gauge theories, which could contribute to the high energy theory.
Personally, this direction would be interesting also because of the possibility to master
further analytical techniques in QFT.
We have thus shown that our work has a wide range of interesting and useful applica-
tions and opens up a list of open questions and possibilities for the future work. It is now
time to conclude with the final important citation [327].
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The most widely applied tool to deal with quantum field theory is the perturbation
theory which, however, only works when the interaction is weak enough and it breaks
down at strong coupling. This is, fortunately, not the end of the story because, as we
have seen earlier in this thesis, there are two important classes of QFTs that can be solved
exactly even though they are strongly interacting: integrable theories and conformal field
theories. They serve as an extremely important tool for the study of quantum field theory
and particularly nonequilibrium phenomena but unfortunately the integrable theories and
CFTs are very special and scarce examples that differ from generic interacting theories in
many aspects. On top of that, although the integrability theory has experienced enorm-
ous development since its discovery, there are still some very commonly needed physical
quantities, like multi-point correlation functions, that cannot be computed yet within
the integrability framework. For this reason it is very useful to have efficient numerical
techniques at hand that enable the study of generic strongly interacting systems.
An beautiful and very important approach to quantum physics, which is central to
modern understanding of quantum field theory, was brought forward by the renormal-
isation group theory (RG) [196, 220, 328, 329]). The RG was is historically based on
pioneering ideas of Stueckelberg, Petermann, Gell-Mann and Low in the 1950s and was
crucially developed to a powerful framework by Kadanoff, Callan, Symanzik and Wilson
in the late 1960s and early 1970s. It was awarded a Nobel prize in 1980. Studying a
system that has complex dynamics at many different energy and length scales, we are
usually not interested in capturing all of this complexity but only in the physics taking
place at a certain scale. The dynamics at the scale of interest is however not completely
decoupled from the other scales and we would like to have way to capture the crucial
influence of the other scales without having to deal with them in full detail. This is done
by ”integrating out” the degrees of freedom with energies higher than the scale that we
are interested in. This gives a correction to the Hamiltonian (or the action) in terms of
scale dependent running of coupling constants. The fixed points of this renormalisation
group flow are the critical points where the correlation length diverges and the theory
becomes scale invariant. In condensed matter system, this corresponds to second order
phase transitions. Critical points of QFTs are described by conformal field theories (CFT)
[14, 15, 330], a special class of exactly solvable QFTs which is allowed by their infinite
dimensional symmetry algebra, the so called Virasoro algebra. CFT became an important
tool in high-energy physics (especially string theory) and statistical physics because it is
opened a new class of problems that could be solved nonperturbatively.
Truncated conformal space approach (TCSA) or more generally Truncated Spectrum
Approach (TSA) is a very powerful and not yet widely enough used numerical method for
strongly coupled QFT [21]. Unlike the Density Matrix Renormalisation Group (DMRG)
it works for continuous and strongly entangled models and is not bound to (1+1)D and
unlike the Quantum chromodynamics on lattice (Lattice QCD) [331] it does not require
a discretisation of space-time and enables time evolution in real time. It also has some
limitations, of course, the main one being that it describes efficiently only the low-energy
physics of the system, it is limited to simple models and is still the most efficient in (1+1)D.
The TCSA was first introduced by Yurov and Zomolodchikov in 1990 and was used for
the study of the scaling Lee-Yang model and the critical 2D Ising model [332, 333]. It was
developed further by the following pioneering works: La¨ssig, Mussardo and Cardy for the
tricritical Ising model in 1991 [334], Feverati, Ravanini and Taka´cs in 1998 [253, 254] and
Bajnok, Palla and Taka´cs in 2011 [255, 256] for the sine-Gordon model. The important
developments were also the introduction of the numerical renormalisation group (NRG)
improvements of the method by Konik and Adamov in [335] and the further development
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of the RG improvements by Watts et al [336–338]. Rychkov et al began the important
undertaking of applying TSA to D > 1 + 1 [325, 326, 339]. The TCSA was later applied
also to nonequilibirum problems [2, 204, 340–342]. I had the privilege to work with one of
the pioneers and main experts for the TCSA.
The Truncated conformal space approach is based on renormalisation group and con-
formal field theory. The main idea is to view a massive interacting QFT as a point along
the RG flow from the UV fixed point. Then the Hamiltonian of the theory H can be
expressed as the CFT Hamiltonian HCFT plus the perturbing operator V ,
H = HCFT + V. (10.1)
Although we cannot solve the interacting theory H, we can use the machinery of conformal
field theory to find a basis of the Hilbert space HCFT that diagonalises HCFT. If we are
considering a QFT on a compact (finite) domain, then HCFT is going to have a countable
basis. We can then use the CFT machinery to express V as a matrix in this basis (compute
the matrix elements ⟨ϕi|V |ϕj⟩ for |ϕi⟩ the basis states of HCFT). If we further introduce
a cutoff energy Ecut (equivalent to the scale in the RG procedure) by keeping only those
states |ϕ⟩ ∈ HCFT whose energy w.r.t. the CFT Hamiltonian is below Ecut (that is
⟨ϕ|HCFT|ϕ⟩ ≤ Ecut), we end up with a finite-dimensional matrix representation of Hcut
in the truncated conformal Hilbert space Hcut. Then we can use numerical linear algebra
to diagonalise Hcut, compute the dynamics and the expectation values of observables
(if we are able represent them as matrices in Hcut as well). With such a treatment V
needs not to be small and the TCSA can efficiently capture nonperturbative effects. The
only requirement is that V mixes the low and the high energy parts of the spectrum
sufficiently weakly. For relevant perturbing operators V , this is guaranteed by the RG
theory [335, 338, 339].
This procedure is the most effective in D = 1 + 1 where we rely on a rich collection
of CFTs. However, the method is not limited only to CFTs as the models around which
we expand. One can in principle use any QFT that can be solved exactly (an integrable
QFT or a free (massive) QFT). Such more general expansions are referred to as Truncated
Hilbert space approach. Therefore, there is no principle reason why the method could not
be extended to D > 1 + 1. The main difficulty here is the dimension of the Hilbert space
which grows enormously quickly with the cutoff Ecut in D > 1 + 1 and limits us to low
cutoffs. There has, however, been some considerable recent development in this direction
[325, 326, 339].
In the following we want to discuss how to construct the TCSA method for the quantum
sine-Gordon model in the attractive regime β <
√
4π with open boundary conditions.
A. TCSA for the quantum sine-Gordon model
1. Free boson field (with open boundary conditions)
The most convenient fixed point of the renormalisation group flow in the sine-Gordon
model (sec IV) to do the TCSA is the free boson point at β = 0,m = 0. As we demonstrate
in Sec. XIII, the cosine potential is strongly relevant there. To construct the TCSA
Hamiltonian of the sine-Gordon model, we thus take advantage of the massless free boson
Hilbert space. Therefore, we want to devote this section to a discussion of the 1D quantum
free massless boson field on a finite interval [0, L] with open boundary conditions. Its
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dynamics is determined by the action
S0FB =
1
8π
∫ ∞
−∞
dt
∫ L
0
dx ∂µφ∂
µφ
=
1
8π
∫ ∞
−∞
dt
∫ L
0
dx
[
(∂tφ)
2 − (∂xφ)2
]
. (10.2)
For convenience we have rescaled the field by a constant factor
√
4π and the standardly
defined free boson field [220] is just φstandard =:
1√
4π
φ. The classical equations of motion
following from the variational principle are
− ∂t2φ+ ∂x2φ = 0. (10.3)
To be compatible with the periodic potential of the sine-Gordon model, the (value of the)
field is compactified on a circle of radius R
φ ∼ φ+ 2πR. (10.4)
It is convenient to write the field in the CFT fashion in terms of the complex coordinates
on the upper half plane (UHP) z ≡ e πLw = ei πL (t+x), z¯ ≡ e πL w¯ = ei πL (t−x), where w ≡ τ + ix
and w¯ ≡ τ−ix are complex coordinates on the strip with τ ≡ i t the Euclidean time11. The
most general expansions of the holomorphic (left-moving) and anti-holomorphic (right-
moving) components of the free boson field
φ(z, z¯) =: ϕ(z) + ϕ¯(z¯), (10.5)
satisfying the equations of motion (10.3) and compatible with the compactification (10.4)
are
ϕ(z) = ϕ0 − 2ia0 ln z + i
∑
k ̸=0
ak
z−k
k
,
ϕ¯(z¯) = ϕ¯0 − 2ia¯0 ln z¯ + i
∑
k ̸=0
a¯k
z¯−k
k
, (10.6)
with
a0 ≡ Π0 + RW
2
, a¯0 ≡ Π0 − RW
2
. (10.7)
Such an expansion might seem exotic at first sight. A general physicist is usually familiar
with the particle creation and annihilation operators ak and a¯k, but the first two terms
in the expansion (10.6) might appear unfamiliar. They are the so called ”zero modes”.
The modes ϕ0, ϕ¯0 correspond to the displacement of the centre of the mass of the system.
They are particularly delicate as they are IR divergent and only their exponentials are
well defined local operators. However, they are of utmost importance as we show in
the following and they have to be treated with special care. The mode Π0 is the total
momentum of the system
Π0 =
∫ L
0
π(t, x)dx, (10.8)
11 Note that the Euclidean time is introduced only to aid the quantization and renormalization of the
operators in the UHP. The actual TCSA time evolution is always be done in real time. It is mostly
be done in the Schro¨dinger picture, where the operators are taken to be time independent and the
component evolved are the states.
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where π(t, x) is the canonical conjugate momentum
π(x, t) ≡ ∂L0FB
∂ (∂tφ)
=
1
4π
∂tφ(x, t). (10.9)
The mode W is the winding number (to be promoted to an operator briefly) that we met
in Sec. IVB discussing the topological properties of the sine-Gordon. It is the topological
charge following from compactification (10.4). The role of the modes ϕ0, ϕ¯0, Π0, W will
become clear soon, when we will have quantized the field. The modes ak and a¯k, once
quantized, correspond to creation and annihilation operators of the left, respectively, right
moving particles with momentum k. For uniformity of the notation, we have chosen to
denote annihilation operators by ak with k > 0 and creation operators by ak with k < 0.
If the free boson field is defined on an infinite domain or a finite domain with periodic
boundary conditions, then the left moving and the right moving modes are independent
(commute). However, if we have a finite domain with open boundary conditions, the
modes become interrelated as
a¯k = γbak, (10.10)
with
γb =
{
1 Neumann boundary conditions: ∂xϕ|x=0 = c1, ∂xϕ|x=L = c2,
−1 Dirichlet boundary conditions: ϕ|x=0 = c1, ϕ|x=L = c2.
(10.11)
The expansion of the free boson field is then
φ(z, z¯) = ϕ(z) + ϕ¯(z¯) (10.12)
= φ0 −Θ(γb)2iΠ0 (ln z + ln z¯)−Θ(−γb)iRW (ln z − ln z¯) + i
∑
k ̸=0
ak
k
(
z−k + γbz¯−k
)
,
φ(t, x) = φ0 +Θ(γb)
4π
L
Π0t+Θ(−γb)2π
L
RWx+ i
∑
k ̸=0
ak
k
(
e−ik
π
L
x + γbe
ik π
L
x
)
e−ik
π
L
t,
where we have introduced
φ0 ≡ ϕ0 + ϕ¯0, (10.13)
and recovered the γb dependent Heaviside Θ functions in front of the φ0, W , Π0 terms to
show which of them are allowed for a particular choice of boundary conditions.
We can also introduce the dual field
φ˜(z, z¯) ≡ ϕ(z)− ϕ¯(z¯) (10.14)
= φ˜0 −Θ(γb)2iΠ0 (ln z − ln z¯)−Θ(−γb)iRW (ln z + ln z¯) + i
∑
k ̸=0
ak
k
(
z−k − γbz¯−k
)
,
φ˜(t, x) = φ˜0 +Θ(γb)
4π
L
Π0x+Θ(−γb)2π
L
RWt+ i
∑
k ̸=0
ak
k
(
e−ik
π
L
x − γbeik
π
L
x
)
e−ik
π
L
t,
with
φ˜0 ≡ ϕ0 − ϕ¯0. (10.15)
Thus, the dual field satisfies the boundary condition corresponding to −γb, that is the
dual field of the field satisfying Neumann boundary conditions satisfies Dirichlet boundary
conditions and vice versa.
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a. Quantisation of the field We can quantize the free boson field (10.12) by
promoting the modes to operators and imposing the following commutation relations
[φ0,Π0] = i, [φ˜0,W ] =
2i
R
, [ak, al] = kδk+l, (10.16)
with the commutators of all the other pairs being zero. In case of Dirichlet boundary
conditions, the operator Π0 is prohibited by the boundary conditions, so also φ0 is not
promoted to an operator and it is just a complex number equal to the mean value of
the field at the centre of the interval. In the same way, in case of Neumann boundary
conditions, W is absent and φ˜0 is just a complex number. As has been mentioned, ak
with k > 0 correspond to annihilation operators and ak with k < 0 to creation operators.
For convenience, we have rescaled them by a factor of
√|k| with respect to the standardly
defined operators [220], so that: (ak)standard =:
1√
|k|ak and
(
a†k
)
standard
=: 1√|k|a−k.
Let us show that these are equivalent to the canonical commutation relations of the
free boson field [220]. Indeed,
[φ(t, x), π(t, y)] =
⎡⎣φ0 +Θ(γb)4π
L
Π0t+Θ(−γb)2π
L
RWx+ i
∑
k ̸=0
ak
k
(
e−ik
π
L
x + γbe
ik π
L
x
)
e−ik
π
L
t,
1
4π
⎛⎝Θ(γb)4π
L
Π0 +
π
L
∑
k ̸=0
ak
(
e−ik
π
L
y + γbe
ik π
L
y
)
e−ik
π
L
t
⎞⎠⎤⎦
=
i
2L
⎛⎝2Θ(γb) +∑
k ̸=0
{
eik
π
L
(x−y) + γbeik
π
L
(x+y)
}⎞⎠
=
i
2L
∑
k
{
eik
π
L
(x−y) + γbeik
π
L
(x+y)
}
= i
{∑
n
δ(x− y − nT ) + γb
∑
n
δ(x+ y − nT )
}
=
x,y∈[0,L]
i δ(x− y). (10.17)
Here, we have used the elementary identities
∑∞
n=−∞ δ(t − nT ) = 1T
∑∞
k=−∞ e
i2πk t
T and
δ(ax) = 1|a|δ(x). Thus, we get the canonical commutation relation with periodically re-
peated additional δ-functions which are nothing but the ”mirror charges” that take care
of the boundary condition for the finite interval.
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The commutation relation between the dual fields is also canonical
[φ˜(t, x), π˜(t, y)] =
⎡⎣φ˜0 +Θ(γb)4π
L
Π0x+Θ(−γb)2π
L
RWt+ i
∑
k ̸=0
ak
k
(
e−ik
π
L
x − γbeik
π
L
x
)
e−ik
π
L
t,
1
4π
⎛⎝Θ(−γb)2π
L
RW +
π
L
∑
k ̸=0
ak
(
e−ik
π
L
y − γbeik
π
L
y
)
e−ik
π
L
t
⎞⎠⎤⎦
=
i
2L
⎛⎝2Θ(−γb) +∑
k ̸=0
{
eik
π
L
(x−y) − γbeik
π
L
(x+y)
}⎞⎠
=
i
2L
∑
k
{
eik
π
L
(x−y) − γbeik
π
L
(x+y)
}
= i
{∑
n
δ(x− y − nT )− γb
∑
n
δ(x+ y − nT )
}
=
x,y∈[0,L]
i δ(x− y). (10.18)
Again, we see that the mirror charge in the dual case corresponds to the opposite boundary
conditions than those of the field itself.
b. Hilbert space Let us see what is the structure of the Hilbert space implied by
the commutation relations (10.16).
We define |π0, w⟩ to be the eigenvector of Π0 with the eigenvalue π0 and the eigenvector
of W with the eigenvalue w,
Π0 |π0, w⟩ ≡ π0 |π0, w⟩ ,
W |π0, w⟩ ≡ w |π0, w⟩ . (10.19)
The vectors |π0, w⟩ are clearly orthogonal and we define them to be normalised⟨
π′0, w
′ |π0, w⟩ = δπ′0,π0δw′,w. (10.20)
We have discussed earlier that φ0 is an IR divergent operator. However, its exponential
is a locally well defined operator and has an important role as we show in the following12.
Let’s check that eiπ
′
0φ0 |π0, w⟩ is also an eigenvector of Π0 with the eigenvalue π0 + π′0.
Indeed,
Π0e
iπ′0φ0 |π0, w⟩ = Π0
∞∑
n=0
(iπ′0φ0)n
n!
|π0, w⟩
=
[ ∞∑
n=1
(π′0)n(iφ0)n−1
(n− 1)! +
∞∑
n=0
(iπ′0φ0)n
n!
Π0
]
|π0, w⟩ (10.21)
= (π′0 + π0)e
iπ′0φ0 |π0, w⟩ . (10.22)
In the second line we have used
Π0φ
n
0 = −niφn−10 + φn0Π0, (10.23)
which follows (by induction) from the commutation relation (10.16). Thus eiπ
′
0φ0 acts as
a jump operator between the eigenspaces of Π0. Since the field is compactified (10.4), we
have
eiπ0φ0 = eiπ0(φ0+2πR), (10.24)
12 By denoting V0 ≡ eiπ′0φ0 Taylor expanding log(V ) into powers of V , it is easy to see that such a series
is not convergent and therefore φ0 not a locally well defined operator.
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so π0 can only take discrete values
π0 =
p
R
, p ∈ Z. (10.25)
Similarly, we see that ei
R
2
w′φ˜0 |π0, w⟩ is also an eigenvector of W with the eigenvalue
w + w′,
Wei
R
2
w′φ˜0 |π0, w⟩ =W
∞∑
n=0
(iR2w
′φ˜0)n
n!
|π0, w⟩
=
[ ∞∑
n=1
(w′)n(iR2 φ˜0)
n−1
(n− 1)! +
∞∑
n=0
(iR2w
′φ˜0)n
n!
W
]
|π0, w⟩ (10.26)
= (w′ + w)ei
R
2
w′φ˜0 |π0, w⟩ , (10.27)
and therefore ei
R
2
w′φ˜0 acts as a jump operator between the eigenspaces of W . It is useful
to impose that the dual field is compactified with the radius R˜ = 2R ,
φ˜ ∼ φ˜+ 2πR˜ = φ˜+ 4π
R
. (10.28)
Then we have
ei
R
2
wφ˜0 = ei
R
2
w(φ˜0+
4π
R
), (10.29)
so w can only take discrete values
w ∈ Z. (10.30)
We can therefore define
|p, w⟩ ≡ |π0, w⟩ ≡ ei
p
R
φ0ei
R
2
wφ˜0 |0, 0⟩ for p, w ∈ Z, (10.31)
where we have also introduced a simplified notation |p, w⟩ for brevity. Since the operators
ak commute with φ0 and φ˜0, the states |p, w⟩ form a set of |Z× Z| vacua. Note, however,
that these are not degenerate (the only degeneracy is p → −p, w → −w) and that the
vacuum |0, 0⟩ is the lowest lying one as we demonstrate soon.
On top of every such vacuum we can create excitations and get the so called descendant
states
|p, w; r⃗⟩ = |p, w; r1, r2, . . . , rk, . . .⟩ ≡ 1
Nr⃗
∞∏
k=1
ark−k |p, w⟩ . (10.32)
The powers rk ∈ N0 correspond to the number of particles of momentum k created on top
of the vacuum. We have
ak |p, w⟩ ≡ 0 for k > 0, (10.33)
and thus as already mentioned above, the operators ak for k > 0 act as annihilation
operators. The normalization is given by (we have a†k = a−k)
N2r⃗ = ⟨p, w|
∞∏
k=1
arkk a
rk
−k |p, w⟩ =
∞∏
k=1
(rk!k
rk). (10.34)
This can be computed by first showing by induction that from (10.16) follows
aka
q
−k = qka
q−1
−k + a
q
−kak, (10.35)
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and
aqka−k = qka
q−1
k + a−ka
q
k,
and then using this to show by induction
aqka
r
−k =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∑r
s=0
(
r
s
)
q!
(q−r+s)!k
r−sas−ka
q−r+s
k for q ≥ r,
∑q
s=0
(
q
s
)
r!
(r−q+s)!k
q−sar−q+s−k a
s
k for q ≤ r.
. (10.36)
These states span the Verma module corresponding to |p, w〉,
Vp,w ≡ span ({|p, w;r〉}	r) , (10.37)
which in turn can be used to construct the full Fock (Hilbert) space
HCFT ≡
⊕
p,w∈Z
Vp,w. (10.38)
The Hilbert space therefore consists of Z×ZVerma modules spanned by bosonic excitations
on top of the eigenstates of Π0 and W . The exponentials of the zero modes ϕ0 and ϕ˜0 act
as jump operators between the modules.
In case of Neumann boundary conditions, the winding operatorW is suppressed, so only
the modules corresponding to Π0 are present. In case of Dirichlet boundary conditions,
Π0 is suppressed, so only the modules corresponding to W are present. More generally, for
periodic boundary conditions and inﬁnite system size, both types of modules are present.
Figure 47. The Hilbert space of the massless free boson, HCFT, (10.38), is direct summ of the
Verma modules Vp,w, (10.37), corresponding to the diﬀerent sectors of the zero modes Π0 and W
(that is, diﬀerent p, w ∈ Z) (10.19). The degeneracy of states inside each of the modules grows
with the energy very rapidly, as the combinatorial partition function. The vacua are, however, only
doubly degenerate and the lowest lying vacuum is unique (see (10.48)). In the TCSA, we introduce
a cutoﬀ energy and keep only the states below it, thereby obtaining a ﬁnite Hilbert space Hcut.
This gives a low-energy approximation of the system.
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c. Correspondence between the fields and the dual fields Let us point to
another useful consequence of the compactifying the dual field φ˜ with the radius R˜ = 2R
as given by (10.28). We have already seen that the dual Neumann field satisfies Dirichlet
boundary conditions (and vice-versa). If we define
Π˜0 ≡ W
R˜
=
RW
2
, W˜ ≡ 2Π0
R˜
= RΠ0, γ˜b = −γb, (10.39)
and
Π˜0 |p˜, w˜⟩ ≡ p˜
R˜
|p˜, w˜⟩ , W˜ |p˜, w˜⟩ ≡ w˜ |p˜, w˜⟩ , (10.40)
then not only that the the dual free boson field (10.14) acquires exactly the same form as
the free boson field (10.12) just with having tilde on the expansion coefficients, we also
get equivalent commutation relations (by taking the convention ˜˜O ≡ O)[
φ˜0, Π˜0
]
= i,
[
φ0, W˜
]
=
2i
R˜
, (10.41)
and the equivalent structure of the Hilbert space if we make the identification
p˜ ≡ w, w˜ ≡ p, |p˜, w˜⟩ ≡ |p, w⟩ . (10.42)
Really,
Π˜0 |p˜, w˜⟩ = p˜
R˜
|p˜, w˜⟩ = Rw
2
|p, w⟩ = RW
2
|p, w⟩ ,
W˜ |p˜, w˜⟩ = w˜ |p˜, w˜⟩ = p |p, w⟩ = RΠ0 |p, w⟩ . (10.43)
We have thus shown the following equivalence: the dual field of the field satisfying
Neumann boundary conditions is equivalent to the field satisfying Dirichlet boundary
conditions. The field acts as the dual field to its dual field. The same goes with the dual
field to the Dirichlet field which is equivalent to the Neumann field.
d. Hamiltonian Let us express the Hamiltonian of the massless free boson field,
H0FB =
∫ L
0
dx [π(0, x) ∂tφ(0, x)−L0FB]
=
1
8π
∫ L
0
dx
[
(∂tφ(0, x))
2 + (∂xφ(0, x))
2
]
, (10.44)
in terms of the above introduced operators. Using∫ L
0
dx
(
e−ik
π
L
x + eik
π
L
x
)
= 0,∫ L
0
dx
(
e−ik
π
L
x + c eik
π
L
x
)(
e−il
π
L
x + c eil
π
L
x
)
= 2L (δk,−l + c δk,l) , (10.45)
for c = ±1, we have∫ L
0
dx (∂tφ(0, x))
2 = Θ(γb)
16π2
L
Π20 +
2π2
L
∑
k ̸=0
aka−k,
∫ L
0
dx (∂xφ(0, x))
2 = Θ(−γb)4π
2
L
R2W 2 +
2π2
L
∑
k ̸=0
aka−k. (10.46)
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So using the commutation relations (10.16) we get
H0FB = Θ(γb)
2π
L
Π20 +Θ(−γb)
π
2L
R2W 2 +
π
L
∞∑
k=1
(
a−kak +
1
2
k
)
. (10.47)
Using the Ramanujan summation,
∑∞
k=1 k = − 112 , to regularize the diverging term, we
finally get
H0FB =
π
L
(
Θ(γb)2Π
2
0 +Θ(−γb)
1
2
R2W 2 +
∞∑
k=1
a−kak − 1
24
)
. (10.48)
We indeed see that the only degeneracy of the vacua |p, w⟩ is p→ −p, w → −w and that
|0, 0⟩ is the lowest lying vacuum.
2. Quantum sine-Gordon model
a. Vertex operator To construct the Hamiltonian of the sine-Gordon model, we
benefit from the so called vertex operators. They are defined as the exponentials of the
free boson fields
Vq,q˜(x) ≡ eiqφ(0,x)+iq˜φ˜(0,x). (10.49)
Vertex operators are divergent and need to be regularised. We do this by going into the
upper half plane coordinates, V UHPq,q˜ (z, z¯) ≡ eiqφ(z,z¯)+iq˜φ˜(z,z¯) and looking at the normal
ordered expression of the vertex operator
: V UHPq,q˜ (z, z¯) : =
1∏
k=∞
e
a−k
k ((q+q˜)z
k+γb(q−q˜)z¯k)
·eiqφ0eiq˜φ˜0eΘ(γb)2Π0((q+q˜) ln z+(q−q˜) ln z¯)eΘ(−γb)RW ((q+q˜) ln z−(q−q˜) ln z¯)
·
∞∏
l=1
e−
al
l ((q+q˜)z
−l+γb(q−q˜)z¯−l). (10.50)
The normal ordering was performed by putting the annihilation operators on the
right (in fact, for transparency, we have ordered the operators in ascending order from
the right to the left). Now let’s use the Baker-Campbell-Hausdorff formula eAeB =
eA+B+
1
2
[A,B]+ 1
12
([A,[A,B]]+[B,[B,A]])−... to bring the expression in the form of a single ex-
ponential
: V UHPq,q˜ (z, z¯) : = exp
(
iqφ(z, z¯) + iq˜φ˜(z, z¯)−
−Θ(γb)q ((q + q˜) ln z + (q − q˜) ln z¯)−Θ(−γb)q˜ ((q + q˜) ln z − (q − q˜) ln z¯) +
+
∞∑
k=1
1
2k
(
(q + q˜) zk + γb (q − q˜) z¯k
)(
(q + q˜) z−k + γb (q − q˜) z¯−k
))
= V UHPq,q˜ (z, z¯) exp
(
− (Θ(γb)q2 +Θ(−γb)q˜2) ln>1|z|2 − qq˜ ln zz¯ +
+
∞∑
k=1
1
2k
(
2q2 + 2q˜2 + γb
(
q2 − q˜2) [(z
z¯
)k
+
( z¯
z
)k]))
(10.51)
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In the sum over k we recognize the power series of the logarithm (ln(1− x) = −∑∞k=1 xkk )
and evaluate to
∞∑
k=1
1
2k
(
2q2 + 2q˜2 + γb
(
q2 − q˜2) [(z
z¯
)k
+
( z¯
z
)k])
=∞− γb
(
q2 − q˜2)
2
(
ln(1− z¯
z
) + ln(1− z
z¯
)
)
=∞− γb
(
q2 − q˜2)
2
(
ln |z − z¯|2 − ln>
1
|z|2
)
,(10.52)
where we have used 2 |z|2 − z¯2 − z2 = |z − z¯|2. We can then regularize the operator by
dropping the infinity
:V UHPq,q˜ (z, z¯):reg ≡ e−∞ :V UHPq,q˜ (z, z¯): . (10.53)
Finally we have a regular expression for the vertex operator[
V UHPq,q˜ (z, z¯)
]
reg
=
(z
z¯
)qq˜ |z − z¯|γb(q2−q˜2) :V UHPq,q˜ (z, z¯):reg
≡ NCFT(z, z¯) :V UHPq,q˜ (z, z¯):reg . (10.54)
In conformal field theory, vertex operator is a primary operator with conformal weight
hq,q˜ = h¯q,q˜ =
(q+q˜)2
2 so it transforms under conformal transformations z ↦→ f(z) as
Vq,q˜(z, z¯) ↦→ V ′q,q˜(z, z¯) =
(
∂f
∂z
)h(∂f¯
∂z
)h¯
Vq,q˜(f(z), f¯(z¯)). (10.55)
Thus back in the stripe coordinates, the regular expression for the vertex operator is
[Vq,q˜(x)]reg =
(π
L
zz¯
)(q+q˜)2 [
V UHPq,q˜ (z, z¯)
]
reg
⏐⏐⏐⏐
t=0
=
(π
L
)(q+q˜)2 (
e2i
π
L
x
)qq˜ (
2 sin(
π
L
x)
)γb(q2−q˜2)
:V UHPq,q˜ (e
i π
L
x, e−i
π
L
x):reg
≡
(π
L
)(q+q˜)2
NCFT(
π
L
x) :V UHPq,q˜ (e
i π
L
x, e−i
π
L
x):reg . (10.56)
The exception to the above described regularisation procedure are the boundary vertex
operators, that is when x = 0, L. Then |z − z¯| = 0 and ln |z − z¯|2 = −∞ so that term in
(10.52) just adds to the infinity and gets dropped out in (10.53) in the Neumann case and
in the Dirichlet case just cancels the infinity in (10.52). The regularised expression for the
boundary vertex operator is thus simply[
V Bq,q˜(x ∈ {0, L})
]
reg
=
(π
L
)(q+q˜)2 (
e2i
π
L
x
)qq˜
:V UHPq,q˜ (e
i π
L
x, e−i
π
L
x):reg
≡
(π
L
)(q+q˜)2
N BCFT(
π
L
x) :V UHPq,q˜ (e
i π
L
x, e−i
π
L
x):reg . (10.57)
To respect the Hilbert space structure (10.38) induced by the compactifications of the
fields (10.4) and (10.28) (the vertex operator contains the eiqφ0 and eiq˜φ˜0 factors which
map between different Verma modules), we are limited to
q =
p
R
, q˜ =
wR
2
, p, w ∈ Z. (10.58)
Thus, we mostly denote the vertex operators simply as
Vp,w ≡ V p
R
,wR
2
. (10.59)
It is usually not explicitly stated which notation is being used, but whenever the indices of
the vertex operators are integer it implicitly understood that the above notation is used.
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b. Sine-Gordon Hamiltonian We now finally show how to do implement the
TCSA for the quantum sine-Gordon model in the attractive regime β <
√
4π. We can use
the vertex operators to construct the sine-Gordon Hamiltonian. The action conveniently
expressed using the coupling-mass relation (4.43) [229] is
SsG =
∫ ∞
−∞
dt
∫ L
0
dx
[
1
8π
∂µφ(0, x)∂
µφ(0, x) + 2κ(∆)M2−2∆S cos
(
β√
4π
φ(0, x)
)]
,
whereMS is the semi-classical soliton mass, the interaction related coefficient ∆ is defined
as
∆ ≡ β
2
8π
=
ξsG
ξsG + 1
, (10.60)
with
ξsG ≡ β
2
8π − β2 , (10.61)
and the coupling-mass ratio κ(∆) [229],
κ(∆) =
1
π
γb (∆)
γb (1−∆)
⎡⎣√πγb
(
1
2−2∆
)
2γb
(
∆
2−2∆
)
⎤⎦2−2∆ . (10.62)
The corresponding Hamiltonian is
HsG =
∫ L
0
dx
[
1
8π
{
(∂tφ(0, x))
2 + (∂xφ(0, x))
2
}
− 2κ(∆)M2−2∆S cos
(
β√
4π
φ(0, x)
)]
= H0FB − κ(∆)M2−2∆S
∫ L
0
dx
([
V β√
4π
,0
(0, x)
]
reg
+
[
V− β√
4π
,0
(0, x)
]
reg
)
. (10.63)
The conformal weight of the vertex operators V− β√
4π
,0
and V β√
4π
,0
is hβ = h¯β = ∆. We can
impose the compactification radius R of the field φ to be R =
√
4π
β and the sine-Gordon
Hamiltonian written in the notation (10.59) becomes simply
HsG = H0FB − κ(∆)M2−2∆S
∫ L
0
dx
(
[V1,0(0, x)]reg + [V−1,0(0, x)]reg
)
(10.64)
= H0FB −MS κ(∆)
(
π
lS
)2∆−1 ∫ π
0
dθNCFT(θ)
(
:V UHP1,0 (e
iθ, e−iθ):reg + :V UHP−1,0 (e
iθ, e−iθ):reg
)
.
We have introduced the dimensionless volume
lS ≡MSL, (10.65)
which along with ξsG constitutes the set of two TCSA parameters - for given boundary
conditions, the sine-Gordon theory is fully determined by lS and ξsG. It also useful to
define the inverse of ξsG,
λsG ≡ 1
ξsG
, (10.66)
which has the nice property that ⌊λsG⌋ corresponds to the number of breathers in the
spectrum of the sine-Gordon model.
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In a TCSA simulation we can only represent dimensionless quantities, whichMS is not,
therefore it is convenient to define the dimensionless Hamiltonian
hsG ≡ HsG
MS
(10.67)
=
π
lS
(
Θ(γb)2Π
2
0 +Θ(−γb)
1
2
R2W 2 +
∞∑
k=1
a−kak − 1
24
)
−
−κ(∆)
(
π
lS
)2∆−1 ∫ π
0
dθNCFT(θ)
(
:V UHP1,0 (e
iθ, e−iθ):reg + :V UHP−1,0 (e
iθ, e−iθ):reg
)
,
which is now written as function of solely the TCSA parameters lS and ξsG.
We see that the periodicity of the potential requires the compactification of the field and
that the strength of the interaction determines the compactification radius. The stronger
the interaction, the smaller the radius. The free boson limit corresponds to infinite R. As
we have seen in section XA1b the compactification imposes the Hilbert space to be built
of countably infinitely many Verma modules. The vertex operators act as jump operators
between these modules. The sine-Gordon potential is a functional of only the φ field so the
corresponding vertex operators only contain ei
1
R
φ0 and thus only act between the modules
with different n (eigenvalue of the center-of-mass momentum operator Π0). The winding
number m is not affected and the modules corresponding to the winding operator W are
not needed for the plain sine-Gordon computations, they become important for the study
of open systems. In terms of the Π0 Verma modules, the sine-Gordon Hamiltonian has a
block tridiagonal structure with H0FB giving the diagonal blocks and the cosine potential
giving the subdiagonal and the superdiagonal blocks.
The sine-Gordon Hamiltonian (10.67) is expressed completely in terms of the operators
which we know how to represent as matrices acting on the massless free boson Hilbert space
(10.38). To do TCSA computations, one computes the matrix elements of these matrices
(and all observables of interest) and introduces a high energy cutoff Ecut to get finite
matrices in the truncated Hilbert space: Hcut. The expressions for the matrix elements of
all the operators that are needed for the results presented in this thesis, are given in the
Appendix XIV.
3. Time evolution and thermal states
Because MS is a dimensionful quantity and thus not directly representable in a TCSA
code, we do the sine-Gordon time evolution using the dimensionless Hamiltonian (10.67).
This also affects the unit of the numerical parameter corresponding to the time. The
propagator is computed by numerical exponentiation
UsG(tsG) ≡ e−itsGhsG
= e−itHsG , (10.68)
meaning that the numerical time parameter is tTCSAsG = tMS . By dividing it with the
dimensionless volume, we get how the time compares to the system size: t/L =
tTCSAsG
lS
.
The time t itself cannot be accessed directly.
Similarly, the thermal states are found by numerical computation of the Gibbs ensemble
ρsG(T
TCSA
sG ) ≡
e−hsG/TTCSAsG
tr
(
e−hsG/TTCSAsG
)
=
e−HsG/T
tr
(
e−HsG/T
) , (10.69)
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meaning that the numerical parameter corresponding to the temperature is TTCSAsG =
T/MS .
In case of the time evolution with the free boson theory or any of the Landau-Ginzburg
Hamiltonians, all these Hamiltonians are of the form 1L times the rest. Since L is not
directly expressible in the TCSA, we do the time evolution as
UH(t
TCSA
H ) ≡ e−it
TCSA
H LH
= e−itH , (10.70)
so that automatically tTCSAH = t/L. The thermal states are computed as
ρH(T
TCSA
H ) ≡
e−H/TTCSAH
tr
(
e−H/TTCSAH
)
=
e−H/T
tr
(
e−H/T
) , (10.71)
so that the dimensions are TTCSAH = TL.
4. Recovering the dimensions
As it is habitual in theoretical physics, we have written the TCSA equations using the
natural units c = ℏ = kB = 1 which has the advantage of simplifying the expressions and
sparing us from using constants that differ by orders of magnitude in the code. However,
if we want to compare the results with the experimental measurements, we need to recover
the dimensions in the metric system of units.
Let’s begin by checking the units of the dimensionless parameter lS that we defined in
(10.65). If we want it to be dimensionless also in the metric system of units, we have to
recover the factors of ℏ and c in the following way
lS ≡ cLMSℏ . (10.72)
Then we can compare the units of the factors in front of the cosine term of the sine-Gordon
Hamiltonian written in terms of the experimental quantities (3.8),
[2ℏJn1D] = J =
kgm2
s2
, (10.73)
with the one in the TCSA (dimensionful) expression (10.64),[
MS κ(∆)
(
π
lS
)2∆−1]
= kg. (10.74)
So the TCSA expression misses a factor of c2 to have the correct units in the metric system
HsG = H0FB−c2MS κ(∆)
(
π
lS
)2∆−1 ∫ π
0
dθNCFT(θ)
(
: V UHP1,0 (e
iθ, e−iθ) :reg + : V UHP−1,0 (e
iθ, e−iθ) :reg
)
,
(10.75)
with lS as defined above with the correct dimensions.
In metric units, it is often beneficial to introduce the Compton lengths of the soliton
ℓS ≡ ℏ
cMS
, (10.76)
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and of the n-th breather
ℓn ≡ ℏ
cmn
, (10.77)
where mn is the mass of the n-th breather (4.47). This quantity tells us how much the
particle spreads in space - the correlation length induced by the corresponding particle.
The dimensionless ratio, like the dimensionless volume lS (10.72),
l =
L
ℓ
, (10.78)
then tells us how the system size compares to the Compton lengths of the particular
excitation. If the system is to be thermodynamically large, it has to be much larger than
the Compton length of the lightest particle that is the first breather,
1≪ l1 = 2 sin(π ξsG
2
) lS , (10.79)
where we have used the relation between the breather masses and the soliton mass (4.47).
As practice shows, the boundary effects become negligible for l1 ≳ 4 to 5 and one can
efficiently recover properties of the infinite system.
By comparing with the experiment, we often need to recover the temperature T of the
Gibbs ensembles (10.69) in Kelvins from the numerical parameter TsG. To see how to
correctly recover the factors of c, ℏ, kB, let us compare
e
− hsG
TTCSA
sG = exp
[
− 1
TTCSAsG
{
h0FB − κ(∆)
(
π
lS
)2∆−1 ∫ π
0
dθNCFT(θ) (10.80)
·
(
: V UHP1,0 (e
iθ, e−iθ) :reg + :V UHP−1,0 (e
iθ, e−iθ):reg
)}]
= exp
[
− 1
kB T
{
H0FB − c2MS κ(∆)
(
π
lS
)2∆−1 ∫ π
0
dθNCFT(θ)
·
(
: V UHP1,0 (e
iθ, e−iθ) :reg + : V UHP−1,0 (e
iθ, e−iθ) :reg
)}]
.
In the first line we have inserted the expression from (10.69) in the natural units and
parameters as they are programmed in a TCSA code, in the second line we have inserted
the expression that we want it to be equivalent to in the metric units. Comparing, we find
T =
c2MS
kB
TTCSAsG . (10.81)
Since MS is a quantity not accessible directly in the TCSA, we have to express this in
terms of the dimensionless volume (10.72) which is itself a TCSA parameter. The relation
is then
T =
ℏ c lS
kB L
TTCSAsG . (10.82)
This tells us how to compute the temperature in terms of the numerical parameters TTCSAsG
and lS and the experimental system size L.
A few words about the speed c. This is the maximal speed of propagation of information
in the system. In general in the sine-Gordon theory, this would be the speed of light.
However, in the experiment [198] (see Sec. III) the maximal speed of propagation is given
by the speed of sound in the quasi-condensates cs. Therefore, when comparing the results
with the experiment, we have to use c = cs in the above expressions.
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B. Reliability and performance
The TCSA is a powerful method because it enables us to treat problems that cannot
be accessed by any other means. However, as any numerical method, it also gives just an
approximation to the exact results and it has its limits of applicability. In this section we
want to establish that a code based on the equations that we have derived above correctly
describes the sG model with open boundary conditions, discuss the convergence and the
performance of the model.
1. Correctness
To check whether a numerical code based on the above equations correctly reproduces
the sG model, we have first compared the numerical against the analytical results for some
quantities where these exist.
We begin by comparing the energy levels to the analytical predictions. Here we repro-
duce a part of the analysis that was done in [255, 256]. A Thermodynamic Bethe Ansatz
(TBA) calculation gives the ground state energy of the sG morel with open boundary
conditions to be [256]
ϵ0(lS) ≡ E0(lS)
MS
= ρϵ,bulklS + ϵboundary + O
(
e−lS
)
, (10.83)
indeed showing that the ground state energy is extensive. The bulk energy density is
ρϵ,bulk = −1
4
tan
(
π ξsG
2
)
, (10.84)
and the contribution to the energy coming from the boundary is
ϵboundary =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−12
(
1− 2
cos
(
π ξsG
2
) + cot(π(ξsG+1)4 )
)
; Neumann BC,
− 1
cos
(
π ξsG
2
) (1− 12 cos(π ξsG2 )+ 12 sin(π ξsG2 )− 12) ; Dirichlet BC.
(10.85)
Fig. 48 shows a comparison of the TCSA ground state energy of the sG model in
dependence of the dimensionless volume parameter lS against the analytical result (10.83)
for several values of sG coupling. We see that for not too strong coupling the numerical and
the analytical results match perfectly. If the value of the interaction is closer to the free
fermion point (∆ = 12), we start to see the deviation. The error becomes more pronounced
with increasing lS . At very small values of lS , the O
(
e−lS
)
correction in (10.83) that was
not included in the analytical lines here becomes visible in the numerical results.
We can also study the spectrum of excitations in the boundary sG model. Boundary
bootstrap [255, 265, 266, 343] gives the following result for the energies of the n-th breather,
which conveniently written in the parametric form
(lS(θ), ϵ(θ)− ϵ0) =
⎛⎝2πIn + 2i log
(
R
(n)
γb (θ)
)
2mnMS sinh(θ)
,
mn
MS
cosh(θ)
⎞⎠ , (10.86)
where θ is the parameter of the parametrisation, mn is the mass of the n-th breather
(4.47), In ∈ Z/2 is the quantum number parametrising the lines and Rγb are the breather
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Figure 48. Comparison of the TCSA ground state energy of the sG model in dependence of
the dimensionless volume parameter lS against the analytical result (10.83) for several values of
sG coupling. Left: Results for Neumann boundary conditions with cutoﬀ level = 18, 18, 20, 21
respectively. Right: Results for Dirichlet Boundary conditions with cutoﬀ level = 26.
reﬂection factors on the boundary. In case of Neumann boundary conditions (γb = 1) it
is given by
R
(n)
1 (θ) = 〈2n−1〉〈2n−3+
4
ξsG
〉 · · · 〈2(n−k)−1+
(
1− (−1)k
) 2
ξsG
〉 · · ·
{
〈1〉; n odd,
〈1 + 4ξsG 〉; n even.
(10.87)
In case of Dirichlet boundary conditions (γb = −1) it is given by
R
(n)
−1 (θ) = R
(n)
0 (θ)S
(n)(0, θ), (10.88)
with
R
(n)
0 (θ) =
{
1
2
}{n ξsG
2 + 1
}
{
n ξsG
2 +
3
2
} n−1∏
k=1
{
k
2
}{k ξsG
2 + 1
}
{
k ξsG
2 +
3
2
}2 ,
S(n)(x, θ) =
n−1∏
k=0
{
xξsG
π − 12 + (n−2k−1)ξsG2
}
{
xξsG
π +
1
2 +
(n−2k−1)ξsG
2
} . (10.89)
For compactness we have introduced the following notation
〈y〉 ≡
{
(y+1)ξsG
4
}{
(y−1)ξsG
4
}
{
(y+1)ξsG
4 − 12
}{
(y−1)ξsG
4 +
1
2
} , (10.90)
with
{x} ≡ sin
(
iθ
2 − πx2
)
sin
(
iθ
2 +
πx
2
) . (10.91)
In case of Neumann boundary conditions we are also able to identify some of the soliton
lines that are given by [255]
(lS(θ), (θ)− 0) =
(
Nπ + i log(r±) + I(ξsG, θ)
sinh(θ)
)
, (10.92)
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with N the quantum number characterising the lines,
I(ξsG, θ) =
∫ ∞
0
dx
x
sin
(
2θx
π
)
·
(
2 sinh(3x/2) sinh([1− ξsG]x/2)
sinh(ξsGx/2) sinh(2x)
+
sinh(ξsGx)− sinh(x)
cosh(x) sinh(ξsGx)
)
,
(10.93)
which is a useful reparametrisation of soliton reﬂection factors and
r+ =
sin
(
π
4ξsG
− iθ2ξsG
)
sin
(
π
4ξsG
+ iθ2ξsG
) , r− = cos
(
π
4ξsG
− iθ2ξsG
)
cos
(
π
4ξsG
+ iθ2ξsG
) . (10.94)
Figs. 49 and 50 are showing energy levels obtained with the TCSA compared to
the above analytical predictions. We see excellent agreement conﬁrming that the TCSA
correctly reproduces the low-energy part of the spectrum of the sG model.
Figure 49. sG model (Δ = 1/8, cutoﬀ level = 20) with Neumann BC; TCSA energy levels − 0 =
E−E0
MS
in dependence of lS compared to boundary bootstrap analytical results for the (few lowest)
breather (10.86) and soliton energies (10.92)..
Lukyanov and Zomolodchikov [344] give ground state expectation values of vertex op-
erators
〈
eiaϕ
〉
=
⎡⎣mΓ
(
1
2 +
ξsG
2
)
Γ
(
1
2 − ξsG2
)
4
√
π
⎤⎦2a
2
(10.95)
· exp
{∫ t
0
dt
t
[
sinh2(2a
√
4πβt)
2 sinh(4πβ2t) sinh(t) cosh ((1− 4πβ2)t) − 2a
2e−2t
]}
that can be used to compute the ground state expectation values 〈cos(βϕ)〉. Note that the
authors deﬁne the sG coupling to be 0 < βLZ < 1 in the attractive regime so our coupling
(which is 0 < βLZ <
√
4π in the attractive) is related to theirs as β =
√
4πβLZ, which we
have taken into account above.
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Figure 50. sG model (Δ = 1/8, cutoﬀ level = 26) with Dirichlet BC; TCSA energy levels − 0 =
E−E0
MS
in dependence of lS compared to boundary bootstrap analytical results for the (few lowest)
breather energies (10.86).
Fig. 51 shows a comparison of 〈cos(βϕ)〉 from the TCSA (Dirichlet BC, ﬁnite system
size lS), NLIE (periodic BC, ﬁnite system size) and (10.95) (inﬁnite system size). The
TCSA values 〈cos(βϕ(x))〉 have a space dependence because of the broken translational
invariance, so the values were taken in the middle of the interval. Because of diﬀerent
boundary conditions, the three results are not expected to match, but they still agree
quite nicely. The deviations in the TCSA data at lower values of β are there because the
Compton length of the ﬁrst breather (10.77) grows rapidly there and becomes comparable
to the system size therefore increasing the ﬁnite size eﬀects. A careful extrapolation to
the thermodynamic limit should exclude this ﬁnite size eﬀect, but this quantity was not
of our main interest.
2. Convergence
As we have already seen a bit in Fig. 48, the quality of convergence of the TCSA
is linked to the range of parameters. A general rule is that the convergence is better
for smaller values of β and smaller values of lS and it continuously drifts away from the
correct result by going out further from the reliable values. What is the largest lS that
can be safely taken for each value of β is determined by performing convergence tests and
depends also on the type of application. By construction the TCSA is a spectral method,
therefore it also performs the best computation of spectrum related quantities where it
has indeed found many applications, to list a few: [253–256, 332–334, 339, 346]. The ap-
plications that we discuss in this thesis do not fall into this class. They are concerned with
the computation of expectation values of spatially dependent quantities, like ﬁelds. The
convergence of the spectrum therefore does not automatically guarantee the convergence
of these observables and we have to perform additional tests. We want to present methods
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Figure 51. sG model (Cosine expectation values in the ground state of the sG model for different
values of the coupling parameter β. Comparison between the TCSA results (black line), NLIE
results (see [254, 345] for a discussion of the method) (blue dots) and the Lukyanov-Zomolodchikov
formula (10.95) (red line). See the main text for a discussion of finite size deviations at lower values
of β.
for a few commonly used cases here.
a. Excitation levels of states The TCSA has a cutoff at certain energy Ecut
(w.r.t. the free Hamiltonian H0FB) and therefore also the representation of any state ρΨ
(density matrix formalism is chosen for generality here) is an approximation within such
a truncated Hilbert spaceHcut. We therefore have to check how well the state is captured
within Hcut, that is make sure that the relevant excitations are lower enough in energy
than the cutoff energy. This can be checked efficiently in the following way. Let us label
the basis of Hcut for simplicity as {|ϕi⟩}i with
|ϕi⟩ ≡ |pi, wi; r⃗i⟩ , (10.96)
referring to (10.38). We can compute their matrix elements
|Ψii|2 ≡ ⟨ϕi| ρΨ |ϕi⟩ , (10.97)
end expectation energies w.r.t. the free Hamiltonian
H0FB |ϕi⟩ = E0i |ϕi⟩ . (10.98)
Then we can study the following cumulative quantity
C(E) ≡
∑
i
E0i ≤ E
|Ψii|2 . (10.99)
It tells us what fraction of the excitations in the state are below the energy E. By
definition, because we normalise the state in the truncated space so that trcutρΨ = 1, we
have C(Ecut) = 1. We can therefore observe how quickly C grows to 1. If it becomes
close to 1 already at energies much smaller than Ecut, then the dominant excitations are
below the cutoff and such a state is well represented in the truncated Hilbert space. On
the contrary, if C reaches 1 only close to Ecut and in a steep way, then we can expect that
many important contributions to ρΨ have been left out by truncation and it is not reliably
represented. Fig. (52) shows C(E) for two example states, one that is well represented in
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Hcut and one that is not. Such checks have been performed for all the types of states that
we have used. They have been used to determine what are the maximal temperatures of
thermal states that can be computed using the TCSA, the maximal excited states and
overall the maximal values of the parameters of the model.
Figure 52. Cumulative sum of excitation amplitudes (10.99) for two example states. Left: A state
that is well represented in the truncated Hilbert space. The function C(E) grows to 1 well before
the cutoﬀ energy. Right: A state that is not reliably represented in the truncated Hilbert space.
The function C(E) keeps growing steeply around Ecut.
b. Quenches A protocol that we have studied extensively is the so called quantum
quench. Here one prepares the system in an initial state ρΨ such that it is not an equi-
librium state of the Hamiltonian H which is then used to propagate the system in time.
Having a truncated description of the system, we have to make sure that by doing a quench
we do not excite the system too much. That is, the excitation level must be below the
energies that are captured in the truncated basis. To check this for a particular quench,
we can diagonalise the postquench Hamiltonian,
H |Φi〉 = Ei |Φi〉 , (10.100)
and perform a similar analysis as in (10.99) only with |φi〉 replaced by |Φi〉 and E0i by Ei.
Similarly as in the previous section, C(E) then tells us whether the quench is exciting the
system too much or not. If C(E) grows to 1 well before Ecut then we are only exciting
the low energy modes of the postquench theory and such a quench is safe. If C(E) grows
to 1 only in the vicinity of Ecut, then we are not capturing all the relevant excitations in
the truncated description and it it becomes incorrect. Fig. 53 shows examples for the two
cases.
Figure 53. Cumulative sum of excitation amplitudes (10.99) for two quenches. See the main text
for explanation. Left: A quench that is well represented in the truncated Hilbert space. Right: A
quench that excites the modes beyond the truncation.
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Knowing that the quench is not exciting too much the postquench model is not enough
to guarantee the overall convergence of the observable of interest. There could be still many
sources of errors: the postquench theory could be poorly represented in the TCSA, the
observable could be badly convergent and so on. The ultimate test to convince ourselves
about the convergence of a quench (and any TCSA calculation in fact) is therefore to
compute the observable of interest at several diﬀerent cutoﬀ levels and compare them.
Fig. 54 shows an example of such a comparison.
Figure 54. Comparison of time-series resulting form a quench for diﬀerent cutoﬀ levels. This is
the best test of convergence.
c. Artifacts There are some artifacts when using the TCSA for the computation of
nonspectral quantities resulting resulting from using a truncated Hamiltonian description.
We often cannot get rid of even at very high cutoﬀ levels, where the results have a good
overall convergence. They fall into two related categories, the time-like and space-like.
An example of a time-like artifact is seen on Fig. 54. Because we are doing the time
evolution with just the low energy part of the Hamiltonian, the time-series eventually get
out of phase. As any method in quantum physics, the TCSA is limited to short times.
What ”short” means depends from case to case and can sometimes be very long. In most of
the cases, the time evolution is reliable for times several times longer than the system size.
In most of the cases we are not interested in time evolution for t > L/2 anyway, because
this is the time when even the time-evolved information initially localised the middle of
the interval starts to get reﬂections from the boundary. A very common application where
we are interested in longer time-evolution is the computation of oscillation frequencies.
The frequency peaks are, however, quite robust to slight dephasing shown in Fig. 54.
Having a ﬁnite highest energy Ecut is results in the ﬁnite smallest spatial scale that
the TCSA can resolve. This is the space-like artifact. The issue is the same as that of
approximating a function with a ﬁnite Fourier series with kmax determined by Ecut. The
smallest wavelength that can be resolved is
λmin =
1
kmax
. (10.101)
In most of the common cases, the spatial proﬁles (of for example, correlation functions)
are changing smoothly enough, so λmin is not an issue. It can play a role in two cases and
can be resolved almost always. The ﬁrst is when there are sharp details in the proﬁles
that we want to distinguish, like in inhomogeneous quenches from step-like proﬁles. In this
case, one has to introduce a diﬀerent truncation scheme which keeps some high-momentum
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states. The second example is in the cases when the spatial profiles of interest are almost
constant in space. Then, as when approximating a constant function with a finite Fourier
series, we get ripples. This artifact can be filtered out quite efficiently. Because the ripples
are at fixed wavelength λmin, we can filter them out with the running average over a box
of width λmin,
ffiltered(x) =
∫ x+λmin/2
x−λmin/2
dyf(y). (10.102)
An example like this is shown in Fig. 55. We see than in the constant horizontal stripes,
that were the feature of interest in the case, the filtering very nicely removed the artifact
ripples. It even preserved and cleaned out the additional detail structures on top of the
stripes. The filtering had the strongest effect in the middle region (not of interest in
this case), where also the signal was the strongest. Interestingly, comparison with the
analytical result showed that filtering in fact filtered out the correct physical profiles that
were completely invisible from the raw data.
Figure 55. Space-like ripples that emerge when simulating a spatial profile almost constant in
space. The artifact ripples have a precise wavelength 10.101 and can be filtered out as explained
in the main text. The effect of the filtering is shown here.
3. Computational efficiency
The numerical algebraic operations used in a TCSA computation are mostly the ele-
mentary ones, the matrix diagonalisations and matrix multiplications which have both the
numerical cost at most O(dim3). A bit more delicate could be the matrix exponentiation
used to compute propagators and thermal states, but good algorithms for this task are
also of the order O(dim3). So, the efficiency of a TCSA code depends crucially on the
dimension of the truncated Hilbert space.
We therefore begin by discussing how
dim ≡ dim (Hcut) (10.103)
is determined by the parameters that we have introduced. As we have explained, the
truncation is performed with respect to the free massless boson Hamiltonian (10.48) (see
also (14.6)) so that only those states |p, w; r⃗⟩, defined in (10.32) are kept whose energy
(14.6) is below some chosen Ecut. This determines what is the maximal allowed momentum
in the Hilbert space via
Ecut =
π
L
(
kmax − 1
24
)
, (10.104)
and it is convenient to parametrise the truncation in terms of this momentum
cutoff level ≡ kmax. (10.105)
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In case of Neumann boundary conditions, the Hilbert space (10.38) is a tensor product of
Verma modules corresponding to the Π0 operator. The number of modules that fall below
Ecut is again given by (14.6),
Ecut =
π
L
(
2
p2max
R2
− 1
24
)
(10.106)
and the total number of modules (p = −pmax, . . . , 0, . . . , pmax) is thus
mod ≡ 2 |pmax|+ 1. (10.107)
Tab. I shows the dimensions of the truncated Hilbert space in dependence of the cutoff
level for different boundary conditions and values of the coupling. In the case of Dirichlet
boundary conditions, there is only a single Verma module present (for conventional ap-
plications without vertex operators of the dual fields), so the dimension does not change
with the couping. This also means that the dimension is lower compared to the Neumann
case so we can reach much higher cutoff levels. In the case of Neumann boundary condi-
tions, the dimension depends highly on the sG coupling. Because of the relation R =
√
4π
β
derived in Sec. XA2b and the relation (10.106), the number of modules appearing in
Hcut is higher for lower coupling β, therefore also the total number of states. Fortunately,
at lower coupling, the TCSA is also faster convergent so we do not need to go to very
high cutoff levels. The general rule is that having a higher cutoff level results in a better
convergence. But the dimension of the Hilbert space grows as the combinatorial partition
function with the cutoff level, which is almost exponential. So, reaching a higher cutoff
level can be very computationally expensive and is not always worth doing.
The computational efficiency depends a lot also on the type of computation that we
are performing. In case we are computing the spectral properties, the most computation-
ally expensive task is the construction of matrix elements and the diagonalisation of the
Hamiltonian. In this case, the main limit is the memory size of the computer and we can
usually reach very high cutoffs. In case of the computation of multi-point correlation func-
tions in space and time, the biggest source of computational cost comes from the number
of points that we want to compute so the main limit is the computational time that is
available to us. In this case we usually take a bit lower values of the cutoff level. The
computationally most expensive type of calculation that we have performed were the 4-p
functions (and the kurtosis derived form them) which required an evaluation of 4D grid of
spatial points (see Sec. VIA 2). Such a computation can take a couple of days for a single
parameter (for example temperature) value and up to a couple of weeks for the whole ex-
amination. More common computations of correlation functions can be performed within
a couple of minutes at a low cutoff to check roughly the behaviour and then a day or two
for the precise computation at a higher cutoff. In all of the cases, we have been storing the
matrix elements of the Hamiltonians and the observables to the hard drive not to have to
compute them again every time.
4. Possible improvements to the bare TCSA
The relevance of the perturbing operator V guarantees the convergence of the TCSA
in the Ecut → ∞ limit but the convergence can be slow if V is only weakly relevant.
An example like that is a pair of coupled quantum critical Ising chains [335]. For such
models, one would need to take a very high cutoff Ecut → ∞ to get reliable results but
the problem is that the dimension of the truncated Hilbert space Hcut grows very quickly
with Ecut → ∞ (almost exponentially in most of the applications). Therefore, in the
bare TCSA method, to gain an algebraic improvement in convergence one needs and
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Dirichlet BC Neumann BC
all ∆ ∆ = 1/261 ∆ = 1/28 ∆ = 1/18 ∆ = 1/8 ∆ = 2/9
cutoff level dim dim mod dim mod dim mod dim mod dim mod
6 468 39
7 753 43
8 1161 45 381 15 341 13
9 1759 49 575 15 511 13 349 9
10 2599 51 851 17 753 13 513 9 401 7
11 3781 53 1235 17 1089 15 741 9 577 7
12 5398 55 1766 19 1552 15 1054 9 820 7
13 7627 59 2491 19 2181 15 1481 11 1149 7
14 10616 61 3468 19 3030 15 2056 11 1592 7
15 684 14634 63 4778 21 4162 17 2822 11 2182 9
16 915 19955 65 6517 21 5665 17 3837 11 2965 9
17 1212 26986 67 8806 21 7638 17 5172 11 3990 9
18 1597 11803 23 10219 19 6915 13 5329 9
19 2087 15699 23 13565 19 9175 13 7063 9
20 2714 20730 23 17886 19 12092 13 9300 9
21 3506 27198 25 23426 19 15832 13 12164 9
22 4508 30504 19 20606 13 15820 9
23 5763 26669 13 20457 11
24 7338 26320 11
25 9296
26 11732
27 14742
28 18460
29 23025
30 28629
Table I. Dimensions of the Hilbert space in dependence of the cutoff level, boundary conditions and
sG coupling for the cases most commonly used in this work. The notation ”cutoff level”, ”dim”
and ”mod” is introduced in the main text.
exponential increase of resources for such models. Fortunately, there are several ways to
get around this problems, all of them based on the renormalisation group theory, that we
want to briefly introduce here.
A commonly used and very efficient approach is based on the fact that is we take Ecut
high enough, we enter the regime, where the functional form of the dependence of the
expectation values of observables on Ecut (at fixed values of the coupling constants) can
be found by a simple RG calculation. We can then compute the expectation values at
several different Ecut and extrapolate to Ecut → ∞ using the known functional form of
the RG flow. If one is able to reach this scaling regime, such an extrapolation gives very
precise results.
In cases, where such a scaling regime cannot be reached using the available compu-
tational resources (the required Ecut would result in a too large Hcut) there is another
method available, based on the numerical renormalisation group (NRG), proposed by
Konik [335]. The idea is to find the RG scaling numerically but with keeping a fixed size
of the computational Hilbert space. The way this is done is to divide the energy levels bey-
ond Ecut into shells: (Ecut, Ecut+∆E1], (Ecut+∆E1, Ecut+∆E2], (Ecut+∆E2, Ecut+∆E3]
and so on such that the number of states in HCFT corresponding to each shell is always
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the same, let’s say N . One begins by diagonalising H1 ≡ HEcut+∆E1 on thus obtaining an
basis for H1 ≡ HEcut+∆E1 . One can the discard N states corresponding to the highest
energies from this basis and replace them by the basis states of HCFT corresponding to
the next shell (Ecut + ∆E1, Ecut + ∆E2]. One then computes (analytically) the missing
matrix elements between these added states and the rest of the states in H1 to get H2.
We again diagonalise H2 and so on (Fig. 56). This procedure is repeated iteratively until
we reach the energies where the extrapolation as described in the paragraph above. The
combination of NRG + extrapolation has proven as a very good method.
Figure 56. Schematic illustration of the numerical renormalisation group improvement of the
TCSA. Adapted from [335].
An alternative and the most recently proposed approach by Watts at al and Rychkov
et al [325, 326, 336–339] is based on the RG idea of running coupling constants. Starting
from
H = HCFT + V, (10.108)
where V is an integral of a (local) relevant field V ,
V = g
∫
dxV (x), (10.109)
with some coupling constant g, we can split the full CFT Hilbert space w.r.t. the cutoff
as,
HCFT =Hl ⊕Hh, (10.110)
whereHl =Hcut consists of states with energies lower andHh with the states higher than
Ecut with respect to HCFT. We want to understand the error done by truncating awayHh.
The full Hamiltonian is then expressed as (infinite) block matrix in this decomposition
H =
(
Hll Vlh
Vhl Hhh
)
. (10.111)
The HCFT is diagonal, so the off-diagonal blocks that couple the two sectors are composed
only of V . Then we can consider an eigenstate |ψ⟩ = |ψl⟩ ⊗ |ψh⟩ of H with the energy Eψ,
H|ψ⟩ = Eψ|ψ⟩. Expanding this equation, expressing |ψh⟩, inserting this into the equation
for |ψl⟩ and multiplying by ⟨ψl| from the left, we get the equation for Eψ,
Eψ = ⟨ψl|Hll|ψl⟩+ ⟨ψl|∆H(Ecut,Eψ)|ψl⟩, (10.112)
with
∆H(Ecut,Eψ) = Vlh(Eψ −Hhh)−1Vhl. (10.113)
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We can cannot compute ∆H(Eψ) exactly, because this is equally hard as solving the theory
H. But if V is a relevant operator, we can formally approximate ∆H(Eψ) with a power
series in Vhh up to the N -th order
∆H(Ecut,Eψ) ≈
N∑
n=2
∆Hn(Ecut,Eψ), (10.114)
with
∆Hn(Ecut,Eψ) = g
n
∫
dxdy Vlh(x)
1
Eψ −HCFT;hh
(
n−2∏
i=1
∫
dzi Vhh(zi)
1
Eψ −HCFT;hh
)
Vhl(y).
(10.115)
We can promote the coupling constant g in (10.109) to be scale dependent in the RG
sense: g → g(Ecut). Then we can evaluate (10.112) with the approximation (10.114)
at Ecut and Ecut + dEcut. By requiring that the energy levels are cutoff independent:
Eψ(Ecut) = Eψ(Ecut + dEcut), we get a differential equation for g(Ecut)
d
dEcut
g(Ecut) =
1∫
dx⟨ψl|V (x)|ψl⟩
N∑
n=2
[g(Ecut)]
n d
dEcut
⟨ψl|∆H˜n(Ecut,Eψ)|ψl⟩, (10.116)
where we have denoted ∆H˜n ≡ ∆Hngn , with ∆Hn given by (10.115). This gives us an (N -th
order approximate) RG flow for how the coupling constant g(Ecut) should be varied if the
theory truncated at Ecut is to have the same energy levels as the nontruncated (Ecut →∞)
theory. The idea then is to do the TCSA with the values of the coupling constants set
to g(Ecut) instead of the bare g. The flow equation (10.116) is only an approximate one,
so this only gives as a correction to the bare TCSA results, however it was demonstrated
that such a correction can improve the results significantly [325, 326, 336–339].
In this work we have been considering the sine-Gordon model where the TCSA is
very well convergent in most of the cases so we used the bare TCSA. The improvements
described here could be used for some of the cases and this is a possibility for the future
work.
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Bosonisation is one of the first examples of dualities in theoretical physics. Dualities
emerged as an attempt to solve strongly interacting quantum field theories like quantum
chromodynamics. The idea is to map a strongly interacting QFT to its dual theory that
is weakly interacting and thus solvable. Bosonisation is a duality between fermionic and
bosonic models in one plus one dimensions. The theory was developed in a sequence of
ideas and pioneering steps by Tomonaga [347], Mattis and Lieb [348, 349], Schotte and
Schotte [350], Luther and Peschel [351], Heidenreich [352], Coleman [230], Mandelstam
[228] and Haldane [22].
In this section, I would like to explain why bosonisation works and how it is done. The
final goal is to bosonise the interacting massive Thirring model to get the sine-Gordon
model. There are two main approaches to bosonisation. One is the so called ”constructive
bosonisation” which establishes an isomorphism between bosonic and fermionic Hilbert
spaces and operators [22], the other is the so called ”field theoretical bosonisation” which
establishes the equivalence on the level of correlation functions [228, 230]. The approaches
are equivalent as long as one is computing correlation functions in the zero fermion sector,
which accounts for the most of physical applications. Because of personal preferences, I
follow the constructive bosonisation here. The reason is that I think that constructing
the isomorphism between the Hilbert spaces and operators gives us a better insight into
the mechanism of how and why the duality works. It also rigorously establishes all the
algebraic relations and comes in handy in situations where the details matter. The field
theoretical bosonisation, on the other hand, has the advantages of being lighter in formal-
ism and perhaps more physically intuitive. For a treatise of field theoretical bosonisation
see [353, 354], for an in detail comparison of the two approaches, see [298].
In this discussion, we mostly follow [298]. However, with the aim of proving the sine-
Gordon – Thirring duality, the expressions from [298] had be specialised for the case when
the expansions are in terms of the left- and right-moving chiral modes in the way consistent
with the sine-Gordon – Thirring duality. For the reason of self-consistency of the thesis,
I decided to write out the full derivations here. This makes this section a self-contained
introduction into the constructive bosonisation and together with Sec. VII a complete
proof of the Horizon violation effect. All the credits for this precise presentation of the
proofs of the bosonisation, should still be attributed to [298]. There, also expressions for
expansions in general modes can be found. However, whenever one chooses a particular set
of modes, one has to be careful to correctly modify these general expressions. We begin by
establishing the isomorphism between the bosonic and fermionic Hilbert spaces and thus
explaining why such a duality is possible in 1+1 D. We continue by constructing the most
important bosonisation identities. We make the connection between the mathematical
structures introduced here and those from the TCSA (Sec. X). Finally, we conclude by
establishing the duality between the massive Thirring and the sine-Gordon models.
A. Fermi sea: the equivalence between Hilbert spaces
In this section we establish the equivalence between the bosonic and the fermionic
Hilbert spaces possible in 1+1 D. The crucial concept that we build upon is that of the
Fermi sea vacuum.
Let’s suppose that we have a system that expressed in terms of countably many fermi-
onic modes that have an unbounded spectrum of momenta. Let’s further suppose that all
the modes up to the zeroth are occupied and all the modes above the zeroth are vacant.
Such a state is called the Fermi sea and is graphically represented in Fig. 57.
To be more concrete, let’s have two species of fermionic momentum modes, ck,R and
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Figure 57. Fermi sea |0, 0⟩ defined in (11.4) is the state where all the momentum modes up to the
zeroth are occupied and all the modes above are vacant. Adapted from [298].
ck,L with an unbounded spectrum
k =
2π
L
(
nk − 1
2
δb
)
, nk ∈ Z, (11.1)
satisfying the canonical anti-commutation (CACR) relations{
ck,σ, c
†
l,ρ
}
= δσ,ρδk,l. (11.2)
The index σ with possible values right (R=-) and left (L=+) will soon be connected to the
chirality of the corresponding fields. The parameter δb will be later, when we introduce
the fields, be connected to the generalised boundary conditions of the fermion fields with
the following distinguished cases
δb =
{
0; periodic boundary conditions,
1; anti-periodic boundary conditions.
(11.3)
For other values 0 ≤ δb < 2 it gives more general boundary conditions. With the above
setting Fermi sea |0, 0⟩ is defined as
ck,σ |0, 0⟩ ≡ 0; for k > 0,
c†k,σ |0, 0⟩ ≡ 0; for k ≤ 0. (11.4)
This state is also referred to as the zero particle vacuum and serves as the vacuum of the
theory. The notation |0, 0⟩ denotes that this is the zero particle state for both, the left
and the right modes. Eqs. (11.4) in particular mean that c†k,σ with k > 0 and ck,σ with
k ≤ 0 act as creation operators and we can use them to create excitations on top of the
Fermi sea. Fig. 58 represents a couple of examples of such states.
Once we have defined the vacuum, we can define the normal ordering. The expression
for a product of operators ABC . . . normal ordered with respect to the Fermi sea is
:ABC . . .:≡ ABC . . .− ⟨0, 0|ABC . . . |0, 0⟩ . (11.5)
This is equivalent to saying that all the annihilation operators (ck,σ for k > 0 and c
†
k,σ
for k ≤ 0) in the mode expansions of ABC . . . are to be written on the right hand side
of the creation operators. We use normal ordering very often, most commonly to get rid
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Figure 58. On top of the Fermi sea, we can create excitations using fermionic operators (11.2).
Here we represent graphically two examples of such states. For simplicity we are drawing the states
without writing the chirality indices, as if there was just a single fermion species. Adapted from
[298].
of the divergences coming from ⟨0, 0|ABC . . . |0, 0⟩. This is a handy way of regularising
divergent QFT operators and getting physically meaningful regular expressions.
We can define also the (chiral) fermion number operator to be the spatial integral of
the fermion density ρψσ ,
Nσ ≡
∫ L/2
−L/2
dx ρψσ
≡
∫ L/2
−L/2
dx :ψ†σ(x)ψσ(x):
=
∞∑
nk=−∞
:c†k,σck,σ : . (11.6)
The fermion fields ψσ(x) are defined in Sec. XIB but we write the expression in terms of
them already here for completeness and clarity. The operator Nσ counts the number of
σ-electrons excited on top of the vacuum. Note that from the definition of normal ordering
(11.5) and the CACR (11.2), we have
:c†k,σck,σ :=
{
c†k,σck,σ; k > 0
−ck,σc†k,σ; k ≤ 0
. (11.7)
Acting by cl,ρ lowers the expectation values of the number operator by one
[Nσ, cl,ρ] = −δρ,σcl,ρ, (11.8)
and acting by c†l,ρ increases them by one[
Nσ, c
†
l,ρ
]
= δρ,σc
†
l,ρ. (11.9)
Studying the possible excitations more closely, we notice that we can decompose any
excitation - any combination of excitation operators acting on the vacuum into a part
that changes the expectation value of Nσ and a part that excites only (a combination of)
particle-hole pairs. We refer to the former as pure particle excitations and the latter as
particle-hole excitations. More precisely, for any function g we can find a function f such
that
g
(
{c†k,σ}k>0,σ, {ck,σ}k≤0,σ
)
|0, 0⟩ = f
(
{b†q,σ}q>0,σ
)
CnRR C
nL
L |0, 0⟩ , (11.10)
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Figure 59. Pure particle excitations (11.11) shift the Fermi level up or down homogeneously.
Adapted from [298].
where
Cnσσ ≡
⎧⎪⎨⎪⎩
c†nσ ,σc
†
(nσ−1),σ · · · c
†
1,σ; for nσ > 0,
1; for nσ = 0,
c(nσ+1),σc(nσ+2),σ · · · c0,σ; for nσ < 0
(11.11)
is a pure particle excitation that shifts the Fermi level homogeneously up or down by Nσ
and
b†q,σ ≡ σ
i√
nq
∞∑
nk=−∞
c†k+q,σck,σ,
bq,σ = −σ i√
nq
∞∑
nk=−∞
c†k−q,σck,σ, (11.12)
with
q =
2π
L
nq (11.13)
are the particle-hole creation/annihilation operators. The proof of (11.10) is a rather
formal one and does not give us much physical insight. We have therefore shifted it to the
Appendix XVA.
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Figure 60. Particle-hole creation (b†q) and annihilation (bq) operators (11.12) create a linear com-
bination of all possible particle-hole pairs on top of a state such that the created particle and hole
differ by q in momentum. Adapted from [298].
The particle-hole operators satisfy the canonical bosonic commutation relations. Really,[
bq,σ, b
†
p,ρ
]
= δσ,ρ
1√
nqnp
∞∑
nk=−∞
(
c†k+p−q,ρck,ρ − c†k+p,ρck+q,ρ
)
= δσ,ρ
[
(1− δp,q) 1√
nqnp
∞∑
nk=−∞
(
c†k+p−q,ρck,ρ − c†k+p−q,ρck,ρ
)
+
+δp,q
1
nq
∞∑
nk=−∞
({
:c†k,ρck,ρ : − :c†k+q,ρck+q,ρ :
}
+
+
{
⟨0, 0| c†k+p−q,ρck,ρ |0, 0⟩ − ⟨0, 0| c†k+p,ρck+q,ρ |0, 0⟩
})]
= δσ,ρδp,q
1
nq
∞∑
nk=−∞
({
:c†k,ρck,ρ : − :c†k,ρck,ρ :
}
+
{
⟨0, 0| c†k,ρck,ρ − c†k+q,ρck+q,ρ |0, 0⟩
})
= δσ,ρδp,q
1
nq
⎛⎝ 0∑
nk=−nq+1
1
⎞⎠
= δσ,ρδp,q. (11.14)
We obtained the first equality using the CACR (11.2). In the second equality we distin-
guished two cases. If p ̸= q, the terms are automatically normal ordered and thus regular.
We could therefore shift the summation indices (since the momenta are unbounded from
below and above) and the sums cancel each other. In case p = q, however, this has to
be done a bit more carefully because the terms are not regular and repeating the same
procedure would result in an uncontrolled subtraction of two infinities. We have there-
fore first regularised the expression by normal ordering it. In the third equality, we have
shifted the summation indices in the normal ordered expressions coming from the p = q
case and canceled them out. We have used the linearity of the vacuum expectation values
(VEVs) to subtract the terms in the second curly bracket. In the fourth equality we have
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evaluated the VEV and finally evaluated the sum to get the result. This procedure allowed
for proper bookkeeping in subtraction of two infinite series and is absolutely necessary to
get the correct result. Doing this calculation incorrectly would result in the ambiguity of
the difference between two infinities and one could naively conclude that the result is 0.
Repeating the same procedure gives[
bq,σ, bp,ρ
]
=
[
b†q,σ, b
†
p,ρ
]
= 0. (11.15)
Using :c†k,σck,σ : = c
†
k,σck,σ − ⟨0, 0| c†k,σck,σ |0, 0⟩ one can also easily show[
Nσ, bp,ρ
]
=
[
Nσ, b
†
p,ρ
]
= 0. (11.16)
Thus, the fermionic Hilbert space can be factored as
HFermi =HNR,NL ⊗HBose, (11.17)
into the spaceHNR,NL , whose states correspond to all different possible expectation values
of NR, NL and the space HBose, spanned by all possible particle-hole excitations, bosonic
in nature. The isomorphism (11.10) can be written conveniently as
|Ψ⟩Fermi =
∞∑
nR,nL=−∞
fnR,nL
(
{b†q,σ}q>0,σ
)
|nR, nL⟩ , (11.18)
where we have defined the states
|nR, nL⟩ ≡ CnRR CnLL |0, 0⟩ . (11.19)
It is easy to see from definitions (11.11) and (11.4) that they form an orthonormal set
⟨mR,mL | nR, nL⟩ = δmR,nRδmL,nL , (11.20)
and are, as follows from (11.6), eigenstates of the number operators Nσ with the eigenvalue
nσ,
Nσ |nR, nL⟩ =
⎧⎪⎨⎪⎩
∑nσ
nk=1
c†k,σck,σC
nR
R C
nL
L |0, 0⟩ ; nσ > 0,
0; nσ = 0,∑0
nk=nσ+1
ck,σc
†
k,σC
nR
R C
nL
L |0, 0⟩ ; nσ < 0.
= nσ |nR, nL⟩ (11.21)
As can be easily seen from the bosonisation definition of boson operators (11.12), the
states |nR, nL⟩ act as bosonic vacua
bq,σ |nR, nL⟩ = 0; ∀q. (11.22)
Each |nR, nL⟩ acts as the vacuum for the Verma module spanned by all the bosonic
excitations on top of it.
B. Fermion and boson fields
We can use the modes introduced in the previous section to construct fermionic and
bosonic fields. This is the philosophy followed by constructive bosonisation: one proves
the properties of elementary momentum modes and only defines the fields based on them.
All the properties of the fields, bosonisation identities and equivalences of Hamiltonians
follow thereof. The two species (R = − and L = +) now start to play an important role.
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1. Fermion field
We define the two components of the fermionic field as
ψσ(x) ≡ 1√
L
∞∑
nk=−∞
ck,σe
−σikx. (11.23)
Later when we introduce the Hamiltonians, these modes will be mathematical right- and
left-movers under free fermion dynamics: eiH
Fermi
0 tψσ(x)e
−iHFermi0 t = ψσ(x + σt). They
satisfy the canonical anti-commutation relations (CACR)
{
ψσ(x), ψ
†
ρ(y)
}
= δσ,ρ
1
L
∞∑
k=−∞
e−σik(x−y)
= δσ,ρ
1
L
∞∑
nk=−∞
e−σi
2π
L
nk(x−y)eσi
π
L
δb(x−y)
= δσ,ρ
∞∑
n=−∞
δ(x− y − nL)eσiπnδb
=
x,y∈[0,L]
δσ,ρδ(x− y). (11.24)
We have used (11.2) and the Dirac comb expansion,
∑∞
n=−∞ δ(x−nL) = 1L
∑∞
k=−∞ e
i2πk x
L .
This is the standard CACR written for a finite interval with (generalised) periodic bound-
ary conditions. The periodical delta-function can be seen as mirror charges taking care of
the boundary condition (11.3). Obviously from (11.2),{
ψσ(x), ψρ(y)
}
=
{
ψ†σ(x), ψ
†
ρ(y)
}
= 0. (11.25)
2. Boson field
We define chiral boson field as
ϕσ(x) ≡ −
∞∑
nq=1
1√
nq
(
bq,σe
−σiqx + b†q,σe
σiqx
)
. (11.26)
These modes are mathematical right- and left-movers under massless free boson dynamics,
e+iH
Bose
0 tϕσ(x)e
−iHBose0 t = ϕσ(x+ σt). They are components of the full boson field
ϕ(x) = ϕR(x) + ϕL(x)
= −
∞∑
nq=1
1√
nq
[(
bq,R + b
†
q,L
)
eiqx +
(
b†q,R + bq,L
)
e−iqx
]
. (11.27)
It is convenient to further split the chiral fields into a part containing only creation and a
part containing only annihilation operators
ϕ+σ (x) = −
∞∑
nq=1
1√
nq
b†q,σe
σiqx,
ϕ−σ (x) = −
∞∑
nq=1
1√
nq
bq,σe
−σiqx. (11.28)
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They satisfy the following commutation relations
[
ϕ−σ (x), ϕ
+
σ (y)
]
=
∞∑
nq=1
1
n
e−σi
2π
L
nq(x−y)
= − log
(
1− e−σi 2πL (x−y)
)
=
L→∞
− log
(
σi
2π
L
(x− y)
)
. (11.29)
We have used
∑∞
n=1
1
ne
ian = − log (1− eia).
C. Fermionisation identity
Let us first introduce the easiest one to derive among the bosonisation equations, the
fermionisation identity,
:ψ†σ(x)ψσ(x):=
1
2π
∂xϕσ(x) +
1
L
Nσ. (11.30)
It expresses a derivative of the boson field in terms of a product of two fermion fields.
We can easily show this relation as
:ψ†σ(x)ψσ(x): =
1
L
∞∑
nk,np=−∞
eσi(k−l)x :c†k,σcl,σ :
=
1
L
∞∑
nq=−∞
e−σiqx
∞∑
nl=−∞
:c†l−q,σcl,σ :
=
1
L
⎛⎝∑
nq<0
+
∑
nq=0
+
∑
nq>0
⎞⎠ e−σiqx ∞∑
nk=−∞
:c†k−q,σck,σ :
= σi
1
L
∞∑
nq=1
√
nq
(
e−σiqxbq,σ − eσiqxb†q,σ
)
+
1
L
∞∑
nk=−∞
:c†k,σck,σ :
=
1
2π
∂xϕσ(x) +
1
L
Nσ. (11.31)
In the first line we have used the definition of the fermion fields (11.23). In the second
line we have used that since the momenta are unbounded from below and above, we
can relabel the summation indices. In the fourth line we have used (11.12) and that
c†k−q,σck,σ is automatically normal ordered for q ̸= 0. Finally, we have used the definition
of the number operator (11.6) and the derivative of the chiral boson field: ∂xϕσ(x) ≡
σi2πL
∑∞
nq=1
√
nq
(
bq,σe
−σiqx − b†q,σeσiqx
)
.
Summing this relation for the two chiral modes, we get the fermionisation identity for
∂xϕ(x),
∂xϕ(x) = 2π
∑
σ=R,L
(
:ψ†σ(x)ψσ(x): −
1
L
Nσ
)
. (11.32)
Knowing that ∂xϕ(x) corresponds to the topological charge density ρϕ(x) and that
2π
∑
σ=R,L :ψ
†
σ(x)ψσ(x) : corresponds to the fermion density ρψ(x), gives a nice phys-
ical interpretation as a mapping between the densities
ρϕ(x) = ρψ(x)− ρ¯ψ. (11.33)
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Under free massless dynamics the field satisfies ∂t0ϕ(x, t
0) = σ∂xϕ(x, t
0) (we have
denoted by t0 the time evolution w.r.t. the massless free dynamics), so we have
Π(x) =
1
4π
∂t0ϕ(x, t
0)
=
1
2
∑
σ=R,L
σ
(
:ψ†σ(x)ψσ(x): −
1
L
Nσ
)
. (11.34)
D. Bosonisation identity
A much less obvious is the identity that plays the central role in the theory of boson-
isation, the bosonisation identity,
ψσ(x) = Fσ
1√
L
e−σi
2π
L (Nσ− 12 δb)x :e−σiϕσ(x) :
= Fσ
1√
L
e−σi
2π
L (Nσ− 12 δb)x e−σiϕ
+
σ (x)e−σiϕ
−
σ (x). (11.35)
Here, Fσ are operators, the so called Klein factors. In the following we introduce the
Klein factors, try to give an intuitive understanding of the bosonisation identity and show
that it leads to correct anti-commutation relations for the fermion field. Importantly, the
bosonisation identity is an exact operatorial identity on the boson and fermion Hilbert
spaces. This can be proven using coherent states and the rigorous proof is postponed to
Appendix XVB.
1. Klein factors
The vertex operator in (11.35) creates excitations in HBose but because it commutes
with the number operators it has no way of creating excitations inHNR,NL that is exciting
individual fermions. For this reason the vertex operator is not enough to reproduce exactly
the fermion field which does excite a fermion. This role is taken by the Klein factors. They
are defined by
F †σ f
(
{b†q,σ}q>0,σ
)
|nR, nL⟩ ≡ f
(
{b†q,σ}q>0,σ
)
c†nσ+1 |nR, nL⟩
= (−1)δσ,LNR |nR + δσ,R, nL + δσ,L⟩ ⊗ |ψ⟩Bose ,
Fσ f
(
{b†q,σ}q>0,σ
)
|nR, nL⟩ ≡ f
(
{b†q,σ}q>0,σ
)
cnσ |nR, nL⟩
= (−1)δσ,LNR |nR − δσ,R, nL − δσ,L⟩ ⊗ |ψ⟩Bose . (11.36)
The phase (−1)δσ,LNR results from commuting the fermionic operator past the operators
in CnRR in case that σ = L (see the definition of the state |nR, nL⟩ (11.19) and the pure
particle excitation operator (11.11)). Following from the above definition, the Klein factors
commute with the bosonic particle-hole operators,[
Fσ, b
†
q,ρ
]
=
[
Fσ, bq,ρ
]
= 0. (11.37)
It follows also that they have the following algebraic properties:{
F †σ , Fρ
}
= 2δσ,ρ, ∀σ, ρ, (with FρF †ρ = F †ρFρ = 1),{
F †σ , F
†
ρ
}
= {Fσ, Fρ} = 0, σ ̸= ρ,[
Nσ, F
†
ρ
]
= δσ,ρF
†
ρ , [Nσ, Fρ] = −δσ,ρFρ. (11.38)
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Figure 61. Klein factors F defined in (11.36) commute past the bosonic operators and annihilate
the topmost particle. The bosonic operators then act back on such a state with the particle
number reduced by one. The conjugate Klein factors F † act similarly, by exciting a particle in the
fist empty momentum index. Adapted from [298].
2. Intuition and topology behind the bosonisation identity
Before proving the bosonisation identity (11.35), we want to give some intuition on
how to understand it. The bosonisation identity expresses the fermion field essentially
as an exponential of the boson field, the vertex operator. In the sine-Gordon model the
vertex operators are the operators exciting the solitons as first shown by Mandelstam in
1975 [228]. Therefore, the bosonisation identity can be understood as showing that the
solitons have a fermionic nature. The following two physical descriptions of 1+2 D QFTs
are equivalent: either considering the elementary (or simple) bosonic excitations and only
at a later stage noticing that they can form interesting collective states like solitons, or
taking the solitons as the fundamental excitations and describe the system in terms of
their dynamics which is a fermionic one.
There is more structure behind the bosonisation identity. The exponential essentially
compactifies the bosonic field to the topology of a circle. We have seen that the topological
property of the sine-Gordon model, for example, is the raison d’eˆtre of existence of solitons.
The bosonisation itself is therefore naturally suited to capture the topological nature of the
theories. As we demonstrate later, it has the power to map a strongly interacting theory
to a weakly or even noninteracting one. However, although the interaction vanishes upon
this mapping the topological characteristics of the theory are not lost precisely because of
the topological nature of the bosonisation identity.
Trying to understand (11.35) mathematically in a straightforward way is quite counter-
intuitive at first sight. On one hand, the left side of the identity, upon insertion of the mode
expansion of the fermion field (11.23), creates a linear combination of holes at all possible
k. On the other hand, the right side, removes only the topmost fermion and then creates a
combination of particle-hole states on top of that state. It is not immediately obvious that
these two procedures give exactly the same result. Interestingly, by performing a simple
exercise expanding the exponential to a few lowest orders one can convince him/herself
that the terms that are creating particle-hole pairs exactly cancel each other out and only
the single particle creating term remain [298].
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Figure 62. Bosonisation identity (11.35). The left hand-side of the formula creates a linear com-
bination of all the possible one-hole states (upper drawing). The right hand-side first removes
the topmost particle and then creates a combination of particle-hole states (lower drawing). It
is counter-intuitive at first sight that these two procedures yield the same result as can be easily
checked by expanding the exponential to a few lowest orders. Adapted from [298].
3. Canonical anti-commutation relation
We give a rigorous proof of the bosonisation identity(11.35) in the Appendix XVB.
Here, we want to perform a simpler illustrative computation to convince ourselves that
the bosonisation identity it leads to the correct anti-commutation relations for the fermion
field.
For nonmatching chiralities, these follow directly from the anti-commutation relations
of the Klein factors (11.38),{
ψρ(x), ψ
†
σ(y)
}
= {ψρ(x), ψσ(y)} = 0, σ ̸= ρ. (11.39)
For matching chiralities we have to compute them explicitly. Let’s start by computing
ψσ(x)ψ
†
σ(y) = Fσ
1√
L
e−σi
2π
L (Nσ− 12 δb)xe−σiϕ
+
σ (x)e−iϕ
−
σ (x)
1√
L
eσi
2π
L (Nσ− 12 δb)yF †σe
σiϕ+σ (y)eσiϕ
−
σ (y)
=
1
L
FσF
†
σ  
1
e−σi
2π
L
(x−y)e−σi
2π
L (Nσ− 12 δb)(x−y)e−σi(ϕ
+
σ (x)−ϕ+σ (y))e−σi(ϕ
−
σ (x)−ϕ−σ (y))e[ϕ
−
σ (x),ϕ
+
σ (y)]
=
1
L
e−σi
2π
L (Nσ− 12 δb)(x−y)e−σi(ϕ
+
σ (x)−ϕ+σ (y))e−σi(ϕ
−
σ (x)−ϕ−σ (y)) e
−σi 2π
L
(x−y)
1− e−σi 2πL (x−y)
. (11.40)
In the first line we have used the bosonisation identity (11.35). In the second line we
have commuted the Klein factor past the exponential of the number operators using the
formula (15.58) from the Appendix XVD and the algebra of Klein factors (11.38). We
have used the algebra to compute the product of Klein factors. We have also commuted
e−iϕ
−
σ (x) and eσiϕ
+
σ (y) using (15.56). In the last line, we have inserted the expression for
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[ϕ−σ (x), ϕ+σ (y)]. Similarly, we can compute
ψ†σ(y)ψσ(x) =
1
L
e−σi
2π
L (Nσ− 12 δb)(x−y)e−i(ϕ
+
σ (x)−ϕ+σ (y))e−σi(ϕ
−
σ (x)−ϕ−σ (y)) 1
1− e−σi(y−x) .
(11.41)
We have:
1
1− e−σi 2πL (y−x)
+
e−σi
2π
L
(x−y)
1− e−σi 2πL (x−y)
=
0∑
n=−∞
e−σi
2π
L
n(x−y) +
∞∑
n=1
e−σi
2π
L
n(x−y)
= L
∞∑
n=−∞
δ (x− y − nL) . (11.42)
In the first line we have used the formula for geometric series
∑∞
n=0 r
n = 11−r . In the second
line we have used the Fourier series representation of the Dirac comb
∑∞
n=−∞ δ(x−nL) =
1
L
∑∞
k=−∞ e
i2πk x
L . We thus have
{
ψσ(x), ψ
†
σ(y)
}
= e−σi
2π
L (Nσ− 12 δb)(x−y)e−i(ϕ
+
σ (x)−ϕ+σ (y))e−σi(ϕ
−
σ (x)−ϕ−σ (y))
∞∑
n=−∞
δ (x− y − nL)
=
∞∑
n=−∞
δ (x− y − nL) eσiπnδb . (11.43)
In the second line we have used the periodicity of the ϕsσ fields and the fact that Nσ take
integer values. We have obtained exactly the CACR of the chiral fermion fields (11.24).
Similarly as above we have
ψL(x)ψσ(y) =
1
L
F 2σe
−σi 2π
L (Nσ− 12 δb)(x+y)e−σi(ϕ
+
σ (x)+ϕ
+
σ (y))e−σi(ϕ
−
σ (x)+ϕ
−
σ (y))
(
ei
2π
L
x − eσi 2πL y
)
,
(11.44)
and thus
{ψL(x), ψσ(y)} = 0. (11.45)
We have therefore proven that the bosonisation identity (11.35) leads to correct anti-
commutation relations (11.24) and (11.25).
E. Relation between the bosonisation and the TCSA construction
We are now ready to discuss what has already become obvious: there seems to be a
connection between the structures that we have been discussing in this section and those
that we have introduced in the TCSA section X.
The first thing that draws our attention is the similarity of the bosonised fermionic
Hilbert space (11.17) with the Hilbert space of the compactified free boson (10.38). Both
consist of Z× Z different Verma modules spanned by all the possible bosonic excitations
acting on the Z × Z vacua of the free boson theory. The vacua are in both cases not
degenerate (we show that for bosonisation in the next section) and there is a single lowest
lying vacuum. However, in the TCSA case, the |p,m⟩ vacua are eigenvectors of the Π0
and W operators, (10.19), and in bosonisation the |nR, nL⟩ vacua are eigenstates of the
NR and NL operators, (11.21). And we also immediately observe all the other differences
in notation. We would therefore like to understand if the structures are really the same
and what is the correspondence between them.
Motivated with the structure of the TCSA boson field (10.12) with its zero modes and
expansion into a holomorphic and anti-holomorphic component (10.6) on one side and the
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expressions for derivatives of the field resulting from the fermionisation identity (11.32)
and (11.34) on the other, let us define the ”full” field (in the bosonisation notation)
φF(x, t0) ≡ f0 + 2π
L
(−NR +NL) t0 + 2π
L
(NR +NL)x+ ϕ(x, t
0)
= φFR(x− t0) + φFL(x+ t0), (11.46)
with
eif0 ≡ F †LFR, (11.47)
where the chiral components of the full field are
φFσ(x+ σt
0) ≡ fσ,0 + 2π
L
(
x+ σt0
)
Nσ + ϕσ(x+ σt
0), (11.48)
with
eifR,0 ≡ FR, eifL,0 ≡ F †L. (11.49)
Notice that we are denoting the time dependence with t0 to stress that this is only the
time dependence w.r.t. the evolution with the free dynamics. The full field (11.46) is the
physical field containing the zero modes unlike the ”bare field” (11.27) that only includes
the modes with nonzero momentum. Notice also that (11.47) and (11.49) have to be
understood only as formal identities. Since logarithm does not have a convergent power
series around 0, the operators f0, fR,0 and fL,0 cannot be obtained directly and are only
well defined in their exponential form (as we always use them).
Comparing the above definitions with (10.12) and (10.6) suggests13
1
2
(−NR +NL) = Π0,
NR +NL = RW,
f0 = φ0. (11.50)
So
NR = −
(
Π0 − RW
2
)
= −a¯0,
NL = Π0 +
RW
2
= a0,
fR,0 = ϕ¯0,
fL,0 = ϕ0. (11.51)
Let us show that this is more than merely a similarity, that is that the bosonisation zero
modes give the same commutation relations as the TCSA zero modes (10.16). We already
know from (11.37) that the Klein factors Fσ and the number operators Nσ commute with
the momentum modes. For the commutation relations between the zero modes, we can
compute as follows. For the bosonisation operators we have[
Nρ, e
ifσ,0
]
= [Nρ, F
σ
σ ]
= σδρ,σF
σ
σ
= σδρ,σe
ifσ,0 . (11.52)
13 Notice that for periodic boundary conditions the complex coordinate on the upper half plane would be
z = e
2π
L
(τ+ix), not z = e
π
L
(τ+ix) like for open boundary conditions, so the fields would be defined with
ia0 ln z and not 2ia0 ln z.
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In the first line we have used (11.49) with the convention for hermitian conjugation simpler
notation R = − ≡ •, L = + ≡ †. In the second line we have used the Klein operator
algebra (11.38). On the TCSA side we have[
Nρ, e
ifσ,0
]
=
[
RW
2
+ ρΠ0, e
i(δσ,Rϕ¯0+δσ,Lϕ0)
]
=
[
RW
2
+ ρΠ0, e
i(δσ,R 12 [φ0−φ˜0]+δσ,L 12 [φ0+φ˜0])
]
=
1
2
(σ + ρ) ei(δσ,Rϕ¯0+δσ,Lϕ0)
= σδρ,σe
ifσ,0 . (11.53)
In the first line we have used (11.51). In the second line we have inserted the definitions
of ϕ0 and ϕ¯0. To get the third line we have first reorganised the exponent to express φ0
and φ˜0 and then considered different cases of values of ρ and σ using Eq. (15.53) from
the Supplementary. We have thus shown that the bosonisation and the TCSA zero modes
have the same commutation relations and (11.51) is not just a similarity but an actual
identity. If we make the further identification14
ak =
{
i
√|nk| bk,L; k > 0,
−i√|nk| b†−k,L; k < 0,
a¯k =
{
i
√|nk| bk,R; k > 0,
−i√|nk| b†−k,R; k < 0, (11.54)
we get the equality between the full field of bosonisation (11.46) and the boson field from
the TCSA (10.12).
Well, this is not completely true. There are algebraic relations on the bosonisation side
that have no counterpart on the ”field theoretical” side, namely{
F †σ , Fρ
}
=
{
F †σ , F
†
ρ
}
= {Fσ, Fρ} = 0 for σ ̸= ρ. (11.55)
Remembering the proof in Sec. XID3 that the bosonisation identity gives the right CACR
for the bosonised fermion fields, these relations take care that the fermions of nonmatching
species anti-commute. Because of
[φ0, φ˜0] = 0, (11.56)
the CACR are not accounted for rigorously in field theoretical bosonisation which postu-
lates the bosonisation identity as [354, 355]
ψR(x) = :e
iϕ¯(x) :
ψL(x) = :e
−iϕ(x) :, (11.57)
with the holomorphic ϕ(z) and the anti-holomorphic component ϕ¯(z¯) defined with the
zero modes as in (10.6). This problem is sometimes cured by setting by hand
[φ0, φ˜0] ≡ iπ, (11.58)
so that {FR, FL} = 0, following from (15.56). Other authors working with field theoretical
bosonisation skip the φ0 and φ˜0 modes altogether and consider the bosonisation only at
14 The connection with the more common convention from the book of Peskin and Schroeder is [220] is
aq =
{
bq,R; q > 0,
b−q,L; q < 0.
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the level of correlation functions that is regard the bosonisation as a machinery that gives
the same bosonic and fermionic correlations (but not the identities between the operators
themselves). Then they use the so called vertex operator selection rules that hold in the
L→∞ limit:⟨
T eiκ1ϕR(x1−t1) · · · eiκJRϕR(xJR−tJR )eiλ1ϕL(x1−t1) · · · eiλJLϕL(xJL−tJL )
⟩
̸= 0 iff
JR∑
j=1
κj = 0∧
JL∑
j=1
λj = 0
(11.59)
that can be derived using (15.63) (see [298] for the proof), as a correlation function ana-
logue of fermionic CACR. This gives correct results for most of the physical applications
as long as one knows how to avoid dangerous situations discussed in [298]. As mentioned
in the introduction to the section, I personally prefer the constructive approach to bo-
sonisation because it enables to establish rigorous isomorphisms between the fermion and
boson Hilbert spaces and operators as we did here.
Using the definition of the full field (11.46) and (11.48), we can rewrite the fermionisa-
tion identities (11.30), (11.32) and (11.34) as
1
2π
∂xφ
F
σ(x) = :ψ
†
σ(x)ψσ(x):, (11.60)
∂xφ
F(x) = 2π
(
:ψ†R(x)ψR(x): + :ψ
†
L(x)ψL(x):
)
, (11.61)
ΠF(x) =
1
2
(
− :ψ†R(x)ψR(x): + :ψ†L(x)ψL(x):
)
, (11.62)
and the bosonisation identity (11.35) as
ψσ(x) = :e
−σiφFσ(x) : . (11.63)
F. Thirring - sine-Gordon duality
Having established the theory of bosonisation, we want to use it to derive the most
important duality for this thesis, the equivalence between the sine-Gordon model and the
Thirring model shown by Coleman in 1975 [230]. Note that the discussion in this section
so far has been completely model independent and gave us a direct isomorphism between
fermion and boson Hilbert spaces and operators. It is only now that we start discussing
particular theories.
The sine-Gordon model is a bosonic theory that we have extensively discussed in Sec.
IV and the Thirring model is an interacting theory of fermions in D = 1+1. Its action 15
is given by
S Thirring ≡
∫ ∞
−∞
dt
∫ L/2
−L/2
dx
[
:ψ¯ (iγµ∂µ −M)ψ : −g
2
:ψ¯γµψ ψ¯γµψ :
]
. (11.64)
Here, M is the mass parameter and g is the interaction parameter of the model. The
quartic Thirring interaction that is (a) attractive for g < 0, repulsive for g > 0 and
vanishes for g = 0 where the model becomes simply the Dirac free fermion theory. The
spinor ϕ is a two-component fermion field
ψ =
(
ψR
ψL
)
, (11.65)
15 We are using normal ordered expressions in the action in order to regularise it. The nonnormal-ordered
expression would contain terms like
∑∞
nk=−∞ c
†
k,σck,σ =
∑∞
nk=−∞
(
: c†k,σck,σ : + ⟨0, 0| c†k,σck,σ |0, 0⟩
)
(see for example (11.31)) which are obviously divergent.
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and γµ are Dirac gamma matrices satisfying the Clifford algebra {γµ, γν} = 2ηµνI2 with
I2 = diag(1, 1) and η
µν the Minkowski metric
η =
(
1 0
0 −1
)
. (11.66)
Finally, ψ¯ ≡ ψ†γ0. We are using the following convenient choice for gamma matrices
γ0 = −σ1 =
(
0 −1
−1 0
)
,
γ1 = iσ2 =
(
0 1
−1 0
)
, (11.67)
where σi are the standard Pauli matrices and γµ = ηµνγ
ν . Then, the Thirring action
expands as
S Thirring =
∫ ∞
−∞
dt
∫ L/2
−L/2
dx
{(
:ψ†Ri∂tψR : + :ψ
†
Li∂tψL : + :ψ
†
Ri∂xψR : − :ψ†Li∂xψL :
)
+
+M
(
:ψ†LψR : + :ψ
†
RψL :
)
+
g
2
[
:
(
ψ†RψR − ψ†LψL
)2
: − :
(
ψ†RψR + ψ
†
LψL
)2
:
]}
=
∫ ∞
−∞
dt
{
L Fermi0 +L
Fermi
mass +Linteraction
}
. (11.68)
The hard part of bosonising the Thirring model is to bosonise the free part of the action
S Fermi0 = S
Bose
0 −
π
L
(NR +NL) (1− δb) , (11.69)
with
S Bose0 ≡
∫ ∞
−∞
dt
∫ L/2
−L/2
dx
8π
[
:
(
∂tφ
F
)2
: − :(∂xφF)2 :] . (11.70)
The computation has to be done ab initio starting from the identity between the fermion
and boson modes (11.14) and the definition of fermion (11.23) and boson fields (11.26).
It is therefore postponed to the Appendix XVC.
The remaining two Lagrangian densities, L Fermimass and Linteraction can be bosonised with
much less effort, using the bosonisation and fermionisation identities that we have discussed
above.
Let’s begin with the mass interaction term,
Linteraction =
g
2
[
:
(
ψ†RψR − ψ†LψL
)2
: − :
(
ψ†RψR + ψ
†
LψL
)2
:
]
=
g
8π2
[
:
(
∂tϕ+
2π
L
(−NR +NL)
)2
: − :
(
∂xϕ+
2π
L
(NR +NL)
)2
:
]
=
g
8π2
[
:
(
∂tφ
F
)2
: − :(∂xφF)2 :] . (11.71)
In the second line the fermionisation equations (11.32) and (11.34). To get the third line,
we have rewritten the second line in terms of the full field (11.46) which is equivalent
to using fermionisation identities for the full field (11.61) and (11.62) to bosonise the
Lagrangian density.
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For the mass term we have
L Fermimass =M
[
ψ†LψR + ψ
†
RψL
]
=M
1
L
[
ei
2π
L (NL− 12 δb)xF †LFRe
i 2π
L (NR− 12 δb)xeiϕ
+
L eiϕ
+
Reiϕ
−
L eiϕ
−
R +
+e−i
2π
L (NR− 12 δb)xF †RFLe
−i 2π
L (NL− 12 δb)xe−iϕ
+
Re−iϕ
+
L e−iϕ
−
Re−iϕ
−
L
]
=M
1
L
[
F †LFRe
i 2π
L
(NR+NL+1−δb)x :eiϕ : +F †RFLe
−i 2π
L
(NR+NL+1−δb)x :e−iϕ :
]
= 2M
1
L
:cos
(
φF +
π
L
(1− δb)x
)
: . (11.72)
In the first line we have used the bosonisation identity (11.35), the fact that (ϕsσ)
† = ϕ−sσ
and that [ϕrL, ϕ
s
R] = 0, following from the definition of the chiral boson fields (11.28) and
the CCR of bosonic modes (11.14). In the third equality we have used expression for
the commutators between the Klein factors and the number operators (11.38) and the
equality (15.57) with A = σi2πL Nσ, B = F
†
σ and D = σi
2π
L to commute the Klein factors
to the beginning of the terms. We have also used the definition of normal ordering. The
last equality is obtained by writing this result in terms of the full field (11.46) which
is equivalent to using the bosonisation identity for the full field (11.63) to bosonise the
Lagrangian density. Notice that we only get the correct sine-Gordon cosine if we set δb = 1
which corresponds to choosing anti-periodic boundary conditions for the fermions (see the
definition of the fermion fields (11.23)) or considering the Neveu-Schwarz sector.
We can use the bosonised actions of the free massless fermion (15.35), the mass term
(11.72) and the interaction term (11.71) to write the bosonised expression of the Thirring
model action (11.68). Remember that we are writing them in terms of the full boson field
(11.46) which is the physical field containing the zero modes and is also equivalent to the
boson field that we introduced for the TCSA (10.12). With this notation and limiting to
the Neveu-Schwarz sector (δb = 1), the bosonised expression of the Thirring model is
S Thirring =
∫ ∞
−∞
dt
{∫ L/2
−L/2
dx
8π
(
1 +
g
π
) [
:
(
∂tφ
F
)2
: − :(∂xφF)2 :]+ 2M ∫ L/2
−L/2
dx
L
:cos
(
φF
)
:
}
.
(11.73)
The mass term of the Thirring model thus translates with bosonisation into the cosine
term of the sine-Gordon model. The cosine term is therefore a consequence of topological
nature of bosonisation, the exponential form of the bosonisation identity (11.63). The
interaction term just shifts the relative amplitudes of the free Lagrangian.This, however,
affects the strength of the sine-Gordon interaction: If we rescale the field as
φ ≡
√
1 +
g
π
φF, (11.74)
and introduce
β ≡
√
4π
1 + g/π
, (11.75)
we obtain the familiar sine-Gordon action
S Thirring =
∫ ∞
−∞
dt
{∫ L/2
−L/2
dx
8π
[
: (∂tφ)
2 : − : (∂xφ)2 :
]
+ 2M
∫ L/2
−L/2
dx
L
: cos
(
β√
4π
φ
)
:
}
= S sine-Gordon. (11.76)
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Eq. (11.75) is the well known Coleman’s relation between the Thirring and the sine-Gordon
coupling [230]. The mass MS can now also be recovered as
M =
1
2
m2
β2
. (11.77)
We have thus established the exact relation between the sine-Gordon model and the
Thirring model. In particular, this gives us another way to understand three of the regimes
in the sG phase diagram (Fig. 21). Namely, from the Coleman’s relation we see that for
β <
√
4π the Thirring interaction is attractive g < 0 and for β >
√
4π it is repulsive
g > 0. We have seen that the Thirring fermions are connected to the sG solitons through
the bosonisation, the sign of the Thirring coupling g thus determines the nature of the
interaction between the solitons. At β =
√
4π the Thirring model becomes free g = 0 and
we recover the free fermion line of the phase diagram.
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XII. FROM TWO COUPLED QUASI-CONDENSATES TO THE
SINE-GORDON MODEL
Here we show that the effective low-energy description of two coupled quasi-condensates
in the atom chip experiment discussed in Sec. III is the sine-Gordon model as first proposed
by Gritsev, Polkovnikov and Demler in [197].
The two coupled quasi-condensates are described by the Hamiltonian (3.4),
H =
2∑
j=1
∫
dx
[
ℏ2
2mA
∂xψ
†
j∂xψj + (U(x)− µ)ψ†jψj +
g1D
2
ψ†jψ
†
jψjψj
]
−ℏJ
∫
dx
[
ψ†1ψ2 + ψ
†
2ψ1
]
(12.1)
In the experimentally relevant limit when the Lieb-Liniger parameter γ = mAg1D/ℏ2n1D
is small, γ ≪ 1, the system is in the weakly coupled regime. In this regime the phase
fluctuates strongly, but the density fluctuations become small. To describe the low-energy
physics we can then use the following ansatz
ψj(x) =
√
n1D + δρj(x)e
iθj(x). (12.2)
Here δρ(x) is a small fluctuation of the density of atoms around the average density n1D
and the fields δρ(x) and θ(x) are a conjugate pair: [δρ(x), θ(x′)] = iδ(x − x′). Inserting
the ansatz, we get with keeping up to quadratic terms in δρj ,
∂xψ
†
j(x)∂xψj(x) =
(∂xδρj(x))
2
4 (n1D + δρj(x))
+ (n1D + δρj(x)) (∂xθj(x))
2
≈ (∂xδρj(x))
2
4n1D
+ n1D (∂xθj(x))
2 . (12.3)
Here we dropped the nonlinear term δρj(x) (∂xθj(x))
2. The other terms are
ψ†j(x)ψ
†
j(x)ψj(x)ψj(x) = (n1D + δρj(x))
2 = n21D + 2n1Dδρj(x) + (δρj(x))
2 , (12.4)
ψ†j(x)ψj(x) = n1D + δρj(x),
ψ†1(x)ψ2(x) =
√
n1D + δρ1(x)
√
n1D + δρ2(x)e
i(θ2(x)−θ1(x))
≈ n1D
(
1 +
1
2
δρ1(x)
n1D
− 1
8
(
δρ1(x)
n1D
)2)(
1 +
1
2
δρ2(x)
n1D
− 1
8
(
δρ2(x)
n1D
)2)
ei(θ2(x)−θ1(x))
≈
[
n1D +
1
2
(δρ1(x) + δρ2(x)) +
1
4n1D
δρ1(x)δρ2(x)
− 1
8n1D
{
(δρ1(x))
2 + (δρ2(x))
2
}]
ei(θ2(x)−θ1(x))
=
[
n1D +
1
2
(δρ1(x) + δρ2(x))− 1
8n1D
(δρ1(x)− δρ2(x))2
]
ei(θ2(x)−θ1(x)),
ψ†2(x)ψ1(x) =
√
n1D + δρ1(x)
√
n1D + δρ2(x)e
−i(θ2(x)−θ1(x))
≈
[
n1D +
1
2
(δρ1(x) + δρ2(x))− 1
8n1D
(δρ1(x)− δρ2(x))2
]
e−i(θ2(x)−θ1(x)).
199
XII. FROM TWO COUPLED QUASI-CONDENSATES TO THE SINE-GORDON MODEL
Inserting this into the Hamiltonian (12.1), we get
H =
2∑
j=1
∫
dx
[
ℏ2
8mAn1D
(∂xδρj(x))
2 +
ℏ2n1D
2mA
(∂xθj(x))
2 (12.5)
+
g1D
2
(
n21D + 2n1Dδρj(x) + (δρj(x))
2
)
+ (U(x)− µ) (n1D + δρj(x))
]
−ℏJ
∫
dx
[
2n1D + (δρ1(x) + δρ2(x))− 1
4n1D
(δρ1(x)− δρ2(x))2
]
cos (θ2(x)− θ1(x)) .
We can further combine the fields δρj(x) and θj into the symmetric (s) and anti-
symmetric (a) combinations
δρs(x) = δρ1(x) + δρ2(x), φs(x) =
1
2
(θ1(x) + θ2(x)) ,
δρa(x) =
1
2
[δρ1(x)− δρ2(x)] , φa(x) = θ1(x)− θ2(x). (12.6)
Then
δρ1(x) =
1
2
δρs(x) + δρa(x), θ1(x) = φs(x) +
1
2
φa(x),
δρ2(x) =
1
2
δρs(x)− δρa(x), θ2(x) = φs(x)− 1
2
φa(x). (12.7)
And we have
H =
∫
dx
[
ℏ2
16mAn1D
(∂xδρs(x))
2 +
ℏ2
4mAn1D
(∂xδρa(x))
2 +
ℏ2n1D
mA
(∂xφs(x))
2
+
ℏ2n1D
4mA
(∂xφa(x))
2 + 2n1D
(
U(x)− µ+ g1Dn1D
2
)
+ (U(x)− µ+ g1Dn1D) δρs(x)
+
g1D
4
(δρs(x))
2 + g1D (δρa(x))
2 − ℏJ
{
2n1D + δρs(x)− 1
n1D
(δρa(x))
2
}
cos (φa(x))
]
≡ Hs [δρs, φs] +Hs−a [δρs, φa] +Ha [δρa, φa] . (12.8)
We have split the Hamiltonian into three parts: Hs [δρs, φs] for the symmetric modes,
Ha [δρa, φa] for the anti-symmetric modes and Hs−a [δρs, φa] the coupling between the
two modes.
The Hamiltonian of the symmetric modes is
Hs [δρs, φs] =
∫
dx
[
ℏ2
16mAn1D
(∂xδρs(x))
2 +
g1D
4
(δρs(x))
2 +
ℏ2n1D
mA
(∂xφs(x))
2
+(U(x)− µ+ g1Dn1D) δρs(x)
]
. (12.9)
Considering the low energies where the density fluctuations are suppressed (the term pro-
portional to (∂xδρs(x))
2 becomes negligible) and in the flat longitudinal trapping potential
U(x) = 0, it becomes
Hs [δρs, φs] ≡ ℏc
2
∫
dz
[
Ks
π
(∂xφs(x))
2 +
π
Ks
(δρs(x))
2
]
, (12.10)
with the speed of sound c =
√
g1Dn1D/mA and Ks ≡
√
4n1D(ℏπ)2/g1DmA. Thus the
dynamics of the symmetric mode is given simply by the Luttinger liquid, the free massless
boson theory, with the Luttinger parameter Ks = 4K.
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The coupling between the symmetric and the anti-symmetric modes,
Hs−a [δρs, φa] ≡ −ℏJ
∫
dx δρs(x) cos (φa(x)) , (12.11)
is believed to be negligible in the experiment.
The Hamiltonian of the anti-symmetric modes is
Ha [δρa, φa] =
∫
dx
[
ℏ2
4mAn1D
(∂xδρa(x))
2 +
ℏJ
n1D
(δρa(x))
2 cos (φa(x))
+g1D (δρa(x))
2 +
ℏ2n1D
4mA
(∂xφa(x))
2 − 2ℏJn1D cos (φa(x))
]
.(12.12)
At low energies where the density fluctuations are suppressed, in the first line are negligible
and we get the sine-Gordon Hamiltonian
Ha [δρa, φa] =
∫
dx
[
ℏc
2
(
K
π
(∂xφa(x))
2 +
π
K
(δρa(x))
2
)
− 2ℏJn1D cos (φa(x))
]
,
(12.13)
with the Luttinger parameter K ≡ √n1D(ℏπ)2/4g1DmA. By taking into account that
δρa(x) is the conjugate momentum of φa(x) and by rescaling the field as φ
new
s (x) =√
K
π φ
old
a (x), we arrive at the sine-Gordon Hamiltonian in the standard form,
Ha [δρa, φa] = ℏ
∫
dx
[
c
2
(
(∂xφa(x))
2 + (∂tφa(x))
2
)
− m
2
β2
cos (βφa(x))
]
, (12.14)
where we have also obtained the relation between the Luttinger liquid parameter and the
sG coupling
β =
√
π
K
, (12.15)
and the relation between the sG mass parameter and the Josephson tunneling frequency
of the coupled quasi-condensates
m2 = 2Jn1Dβ
2. (12.16)
XIII. BKT PHASE TRANSITION IN THE QUANTUM SG MODEL
We discuss the Berezinskii–Kosterlitz–Thouless phase transition in the quantum sine-
Gordon model (4.28). We do that using the renormalisation group (RG) analysis of the
model. There are two approaches to the RG for the sG, either at the level of the correlation
functions [196, 356] or at the level of the partition function [196, 357], see also [358]. We
follow the later approach (as presented in the Appendix E in [196]) which is closer to the
theory introduced earlier in this chapter. Let us start with the sG action
S =
∫
dtdx
[
1
2
(∂µφ) (∂
µφ) + µ cos(βφ)
]
. (13.1)
We have denoted µ ≡ m2
β2
for simplicity of notation and dropped the unimportant constant
term.
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Introducing the scale We can expand the boson field into its Fourier modes [220],
φ(X) =
1√
N
∫
dp φ˜(p)eiPX . (13.2)
We can perform the RG analysis by introducing a scale Λ < Λphys and splitting the field
into a component with momenta below Λ and a component with the momenta above Λ,
φ(t, x) = φ<(t, x) + φ>(t, x), (13.3)
with
φ<(X) ≡ 1√
N
∫
|p|<Λ
dp φ˜(p)eiPX ,
φ>(X) ≡ 1√
N
∫
Λ<|p|<Λphys
dp φ˜(p)eiPX . (13.4)
The free part of the action is then
S0 =
π
N
∫
dp
(
E2p + p
2
)
φ˜(p)φ˜(−p), (13.5)
and can because of the linearity of the integral be written as
S0 = S
<
0 +S
>
0 . (13.6)
Perturbative expansion The RG treatment of the sG is done perturbatively for
small µ. We insert the above expansions into the partition function and expand it to
second order in µ,
Z
Z0
=
1
Z0
∫
D
(
φ< + φ>
)
e−S
<
0 −S>0
[
1− µ
∫
d2X cos
(
β(φ<(X) + φ>(X))
)
+ (13.7)
+
µ2
2
∫
d2X
∫
d2Y cos
(
β(φ<(X) + φ>(X))
)
cos
(
β(φ<(Y ) + φ>(Y ))
)
+ O(µ3)
]
Integrating out the high-energy modes Then we can integrate the
∫
Dφ> de-
grees of freedom. In order to do that, we can express the cosine in its exponential form,
cos
(
β(φ<(X) + φ>(X))
)
= 12
(
eiβ(φ
<(X)+φ>(X)) + e−iβ(φ<(X)+φ>(X))
)
, and notice that
1
Z>0
∫
Dφ>e−S
>
0 eiβ(φ
<(X)+φ>(X)) = eiβφ
<(X)
⟨
eiβφ
>(X)
⟩
0
, (13.8)
where ⟨•⟩0 denotes the expectation value (correlation function) in the free theory. Because
the free theory is Gaussian and φ> is linear in boson modes can then use the formula
(15.62) for the correlation functions of the vertex operators (exponential operators) from
the Appendix XVD which follows form the Baker–Campbell–Hausdorff relation and the
Wick’s theorem. We find ⟨
eiβφ
>(X)
⟩
0
= e−
1
2
β2⟨(φ>(X))2⟩
0 . (13.9)
We proceed similarly with the product of cosines in the second line of (13.7), where we first
use the identity cos(u) cos(v) = 12 [cos(u+ v) + cos(u− v)]. We thus get for the partition
function (13.7) integrated over
∫
Dφ>,
Z
Z0
=
1
Z<0
∫
Dφ<e−S
<
0
[
1− µ
∫
d2X cos
(
βφ<(X)
)
e−
1
2
β2⟨(φ>(X))2⟩
0 + (13.10)
+
µ2
4
∑
σ=±
∫
d2X
∫
d2Y cos
(
β(φ<(X) + σφ<(Y ))
)
e−
1
2
β2⟨(φ>(X)+σφ>(Y ))2⟩
0 + O(µ3)
]
.
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Re-exponentiation We would like to express this as e−S< with an effective action
S < of the same form as the original action S . In order to do that we can re-exponentiate
using e−µA+
1
4
µ2B− 1
2
(µA)2+O(µ3) = 1−µA+ 14µ2B+O(µ3) which is obtained by expanding
the exponential to the second order in µ. We get
Z
Z0
=
1
Z<0
∫
Dφ< e−S
<
0 −µ
∫
d2X cos
(
βφ<(X)
)
e
− 12β
2
⟨
(φ>(X))
2
⟩
0
·eµ
2
4
∑
σ=±
∫
d2X
∫
d2Y cos
(
β(φ<(X)+σφ<(Y ))
)
e
− 12β
2
⟨
(φ>(X)+σφ>(Y ))
2
⟩
0
·e−µ
2
2
∫
d2X
∫
d2Y cos
(
βφ<(X)
)
e
− 12β
2
⟨
(φ>(X))
2
⟩
0 cos
(
βφ<(Y )
)
e
− 12β
2
⟨
(φ>(Y ))
2
⟩
0
·eO(µ3). (13.11)
By using again the trigonometric identity for the product of cosines in the third line, we
get
Z
Z0
=
1
Z<0
∫
Dφ< e−S
<
0 −µ
∫
d2X cos
(
βφ<(X)
)
e
− 12β
2
⟨
(φ>(X))
2
⟩
0
· exp
[
µ2
4
∑
σ=±
∫
d2X
∫
d2Y cos
(
β(φ<(X) + σφ<(Y ))
)
·
(
e−
1
2
β2⟨(φ>(X)+σφ>(Y ))2⟩
0 − e− 12β2⟨(φ>(X))2⟩0e− 12β2⟨(φ>(Y ))2⟩0
)]
·eO(µ3) (13.12)
Free correlators of the high-energy modes Let us evaluate the ⟨•⟩0 correlators.
We know that the solution that minimises the free action S0 is
φ(t, x) = 12π
∫
dp 1√
2|p|
(
ape
−i(|p|t−px) + a†pei(|p|t−px)
)
, with the canonical commutation re-
lation
[
ap, a
†
q
]
= 2πδ(p− q). Therefore φ> is
φ>(t, x) =
1
2π
∫
Λ<|p|<Λphys
dp
1√
2|p|
(
ape
−i(|p|t−px) + a†pe
i(|p|t−px)
)
. (13.13)
Then ⟨(
φ>(X)
)2⟩
0
=
1
4π
∫
Λ<|p|<Λphys
dp
1
|p|
=
1
2π
∫ Λphys
Λ
dp
1
p
=
1
2π
ln
(
Λphys
Λ
)
. (13.14)
We also have⟨(
φ>(X) + σφ>(Y )
)2⟩
0
= 2
⟨(
φ>
)2⟩
0
+ σ
⟨
φ>(X)φ>(Y )
⟩
0
+ σ
⟨
φ>(Y )φ>(X)
⟩
0
,
(13.15)
with
σ
⟨
φ>(X)φ>(Y )
⟩
0
=
1
4π
∫
Λ<|p|<Λphys
dp
1
|p|e
iP (X−Y )
=
1
2π
∫ Λphys
Λ
dp
1
p
cos
(
P (X − Y )), (13.16)
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so that ⟨(
φ>(X) + σφ>(Y )
)2⟩
0
=
1
π
∫ Λphys
Λ
dp
1
p
[
1 + σ cos
(
P (X − Y ))]. (13.17)
Using these expression the partition function (13.12) becomes
Z
Z0
=
1
Z<0
∫
Dφ< e
−S<0 −µ
∫
d2X cos
(
βφ<(X)
)(
Λphys
Λ
)−β24π
(13.18)
· exp
[
µ2
4
∑
σ=±
∫
d2X
∫
d2Y cos
(
β(φ<(X) + σφ<(Y ))
)
·e−β
2
2π
∫ Λphys
Λ dp
1
p
[1+σ cos(P (X−Y ))]
(
1− eσ β
2
2π
∫ Λphys
Λ dp
1
p
cos(P (X−Y ))
)]
·eO(µ3)
≈ 1
Z<0
∫
Dφ< e
−S<0 −µ
∫
d2X cos
(
βφ<(X)
)(
Λphys
Λ
)−β24π
· exp
[
µ2
4
∑
σ=±
∫
d2X
∫
d2Y cos
(
β(φ<(X) + σφ<(Y ))
)
·e−β
2
2π
∫ Λphys
Λ dp
1
p
[1+σ cos(P (X−Y ))]
(
−σ β
2
2π
∫ Λphys
Λ
dp
1
p
cos (P (X − Y ))
)]
.
In the second (approximate) equality we have expanded the last term by noticing that
the exponential is small for large Λ of interest (the calculation we have been doing is
perturbative, so it is valid for 1 ≪ Λ ≈ Λphys, where we can guarantee that µ remains
small with the RG flow).
Rescaling the momenta and the space-time This action is now just a few steps
away from having the same form as S , but the measure Dφ< =
∏
|p|<Λ dφ˜(p) does not
have the same range as the original one, Dφ =
∏
|p|<Λphys dφ˜(p). To bring it to the right
range, we have to rescale the momenta of the φ< modes by
dpΛ =
Λphys
Λ
dp. (13.19)
This is equivalent to the rescaling of the space-time as
dtΛ =
Λ
Λphys
dt, dxΛ =
Λ
Λphys
dx. (13.20)
The momentum modes of φ> (those with Λ < |p| < Λphys) do not appear in the path
integrals so we leave them unchanged. Changing them according to the above transform-
ation would anyway just be equivalent to introducing a new integration variable which
does not change the result of the integration. The action becomes
Z
Z0
=
1
Z0
∫
Dφ exp
[
−S0 − µ
∫ (
Λphys
Λ
)2
d2XΛ cos
(
βφ(XΛ)
)(Λphys
Λ
)−β2
4π
]
(13.21)
· exp
[
µ2
4
∑
σ=±
∫ (
Λphys
Λ
)2
d2XΛ
∫ (
Λphys
Λ
)2
d2Y Λ cos
(
β(φ(XΛ) + σφ(Y Λ))
)
·e−β
2
2π
∫ Λphys
Λ dp
1
p [1+σ cos(P (X
Λ−Y Λ))]
(
−σ β
2
2π
∫ Λphys
Λ
dp
1
p
cos
(
P (XΛ − Y Λ)))].
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RG flow of µ Looking at the first exponential term in (13.21) and comparing to the
original action (13.1) (XΛ is just a dummy integration variable that can be easily renamed
to X), we can already find the RG flow equation for µ,
µ(Λ) = µ ·
(
Λ
Λphys
)β2
4π
−2
. (13.22)
Thus, for µ small, that is β2 < 8π, then µ(Λ) increases as Λ decreases and the sine-
Gordon cosine potential is relevant. For β2 = 8π the potential is marginal and for β2 >
8π it is irrelevant. This justifies why we have introduced in (4.45) the notation ∆ =
β2
8π . Comparing ∆ to 1 determines the relevance of the sG potential (for µ small). In
particular this analysis shows that for ∆ > 1 the sine-Gordon flows with the RG to the
IR fixed point which is just the free theory. This is a topological phase transition of the
Berezinskii–Kosterlitz–Thouless type [359–361], similar to the one found in the XY model
and awarded the Nobel prize in 2016.
RG flow of β It turns out that the phase transition is at β2 = 8π only in the limit
µ → 0 and that we need also the RG equation for β in order to understand the phase
transition for nonzero µ. We can get it by treating the second exponential in (13.21)
which we do in the following. We first notice that for large Λ that we are interested
in, the integral
∫ Λphys
Λ dp
1
p cos
(
P (XΛ − Y Λ)) is of a quickly oscillating type, so it forces
XΛ − Y Λ to be very small, of the order 1/λ. Put precisely, the integrals ∫ d2XΛ ∫ d2Y Λ
is dominated by the region where XΛ is very close to Y Λ. Another, more physical way
to see this would be by noticing that in (13.11) we have essentially taken the connected
values of the correlations, which means that we have canceled the asymptotic tails and
are only considering the fields for the near values. Looking now at the two possible values
of the summation variable σ in second exponential of the partition function (13.21), in
the term for σ = +, the expression cos
(
β(φ(XΛ) + φ(Y Λ))
)
is going to be essentially
equal to cos
(
2βφ(XΛ)
)
. But this is just the cosine potential with twice the frequency.
Therefore, the RG equation for its coupling constant µ2 would in analogy with (13.22) be
µ2(Λ) = µ2 · (Λ/Λphys)
β2
π
−2 and thus such a term is completely irrelevant in the region
close to β2 = 8π that we want to explore now. We can therefore neglect the σ = + term
and only focus on the σ = − one.
It would be natural to proceed by power expanding cos
(
β(φ(XΛ)−φ(Y Λ))) for small
XΛ − Y Λ but it turns out that this results in a divergent result if one does not normal
order the cosine first [362]. This can be done (we discuss normal ordering in detail later
in the thesis, in particular in Sec. X the normal ordering of the cosines) as follows
cos(A) = :cos(A): e−
1
2⟨A2⟩. (13.23)
We can use this in our case and power expand the normal ordered cosine to the second
order
cos
(
β(φ(XΛ)− φ(Y Λ))) = :cos (β(φ(XΛ)− φ(Y Λ))): e−β22π ∫ ΛphysΛ dp 1p [1−cos(P (XΛ−Y Λ))]
≈ :
[
β2
2
(φ(XΛ)− φ(Y Λ)2
]
: e
−β2
2π
∫ Λphys
Λ dp
1
p [1−cos(P (XΛ−Y Λ))]
≈ β
2
2
(r∂Rφ(R))
2 e
−β2
2π
∫ Λphys
Λ dp
1
p
[1−cos(Pr)]
≈ β
2
2
(∂Rφ(R))
2r2 e
−β2
2π
∫ Λphys
Λ dp
1
p
[1−cos(Pr)]
. (13.24)
In the first line we have used (13.17). In the second line we have Taylor expanded the
normal ordered cosine to the second order and dropped 1 which would contribute only a
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nonimportant constant shift to the action. In the third line we have approximated the
difference of the fields of two nearby points with the derivative and introduced the relative
r ≡ X − Y and the mean coordinate R = X+Y2 . In the last line we have made another
approximation valid for nearby point. Inserting this result into the partition function
(13.21) we get
Z
Z0
=
1
Z0
∫
Dφ exp
[
−S0−µ(Λ)
∫
d2X cos
(
βφ(X)
)
+F (Λ, µ, β)
1
2
∫
d2R (∂µφ(R)) (∂
µφ(R))
]
,
(13.25)
with
F (Λ, µ, β) ≡ µ
2β4
8π
(
Λphys
Λ
)4 ∫
d2r
[
r2 e
−β2
2π
∫ Λphys
Λ dp
1
p
[1−cos(Pr)]
(∫ Λphys
Λ
dp
1
p
cos (Pr)
)]
.
(13.26)
We see that the second exponent in (13.21) gave us just a term proportional to S0 and
therefore just shifts the constant in front of the free part of the action. We can now finally
read off the effective action at the scale λ,
S Λ =
∫
dtdx
[
1
2
(1− F (Λ, µ, β)) (∂µφ) (∂µφ) + µ(Λ) cos(βφ)
]
=
∫
dtdx
[
1
2
(∂µφ) (∂
µφ) + µ(Λ) cos(β(Λ)φ)
]
. (13.27)
To get the second line, we have rescaled the field as φnew =
√
1− F φold, which moves the
(1 − F ) factor into the cosine without altering the action. This finally gives us the RG
flow equation for β,
β(Λ) =
β√
1− F (Λ, µ, β) , (13.28)
with F as given in (13.26).
The equations (13.22) and (13.28) with µ and β the values of the coupling constant at
Λphys thus give us the RG equations for the sine-Gordon model. Fig. 63 show the RG flow
trajectories of these equations drawn on top of the sG phase diagram that we have shown
in Fig. 21. We see that around β2 = 8π, the parameter space splits into three regions. In
the leftmost sector, denoted by I, the cosine potential is relevant and the sG is a strongly
interacting theory. In the the crossover sector, denoted by II, the trajectories originate
from the point with β2 > 8π and they initially flow downwards. Naive inspection would
then lead us to think that the cosine potential is irrelevant there, however plotting the full
trajectories shows that they eventually turn upwards and the cosine becomes relevant. In
the third region, the weak coupling sector denoted by III, µ(Λ) flows to zero, the cosine
is irrelevant and the sG model flows towards a free theory. It is interesting to observe,
that the RG trajectories simply cross the free fermion line at β2 = 4π switching the sign
of the interaction from repulsive to attractive. In the limit Λ → 0 these trajectories lead
to β(Λ) → 0 but µ(Λ) → ∞ which is the massive Klein-Gordon theory. This easy to see
by expanding the action (13.1) to second oder in β.
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Figure 63. Renormalisation group flow of the coupling parameters of the sine-Gordon model (13.1)
with ∆ = β
2
8π . In the region around ∆ = 1, the parameter space splits into three sectors: I - strong
coupling sector, II - crossover sector, III - weak coupling sector. See the main text for discussion.
The inset is a detailed plot of the RG trajectories in this region. Plot adapted from [363], inset
from [231].
XIV. TCSA MATRIX ELEMENTS
In this section we give explicit expressions for the TCSA matrix elements of the oper-
ators that were used for the results presented in this thesis.
For a given pair of basis states of the Hilbert space (10.38) (for a discussion of the
Hilbert space structure, see section XA1b),
|ϕ⟩ ≡ |p, w; r⃗⟩ = |p, w; r1, r2, . . . , rk, . . .⟩ ≡ 1
Nr⃗
∞∏
k=1
ark−k |p, w⟩ ,
⏐⏐ϕ′⟩ ≡ ⏐⏐p′, w′; r⃗′⟩ ≡ 1
Nr⃗′
∞∏
k=1
a
r′k
−k
⏐⏐p′, w′⟩ , (14.1)
where the normalisation is given by
N2r⃗ = ⟨p, w|
∞∏
k=1
arkk a
rk
−k |p, w⟩ =
∞∏
k=1
(rk!k
rk), (14.2)
the corresponding matrix element of an operator O is defined as
Oϕ
′,ϕ ≡ ⟨ϕ′⏐⏐O |ϕ⟩ . (14.3)
In the applications where only one type of the Verma modules are present or just a
single vacuum, we use the following notations
|p; r⃗⟩ ≡ |p, 0; r⃗⟩ ,
|w; r⃗⟩ ≡ |0, w; r⃗⟩ ,
|r⃗⟩ ≡ |0, 0; r⃗⟩ . (14.4)
Regarding the notation, remember also that we have introduced in (10.11) the para-
meter γb ∈ {0, 1} to determine the boundary conditions with γb = 1 giving the Neumann
and γb = −1 the Dirichlet boundary conditions.
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A. Massless free boson Hamiltonian
The free boson Hamiltonian (10.44,10.48),
H0FB =
1
8π
∫ L
0
dx
[
(∂tφ(0, x))
2 + (∂xφ(0, x))
2
]
=
π
L
(
Θ(γb)2Π
2
0 +Θ(−γb)
1
2
R2W 2 +
∞∑
k=1
a−kak − 1
24
)
(14.5)
is diagonal in the basis (14.1),
Hϕ
′,ϕ
0FB =
π
L
(
Θ(γb)2
p2
R2
+Θ(−γb)1
2
R2w2 +
∞∑
k=1
krk − 1
24
)
δϕ′,ϕ, (14.6)
which can be easily seen using⟨
ϕ′
⏐⏐ a−kak |ϕ⟩ = ⟨ϕ′⏐⏐ aka−k − k |ϕ⟩
= N−1r⃗′ N
−1
r⃗
⟨
p′, w′
⏐⏐ ar′11 ar′22 · · · ar′k−1k−1 ar′k+1k ar′k+1k+1 · · · ark+1−k · · · ar1−1 |p, w⟩ − kδϕ′,ϕ
= k(rk + 1)δϕ′,ϕ − kδϕ′,ϕ
= krkδϕ′,ϕ, (14.7)
where in the third line (14.2) and the orhonormality of the vacua were used.
B. Vertex operator
The regularised vertex operator is
[Vν,µ(x)]reg =
[
eiqφ(0,x)+iq˜φ˜(0,x)
]
reg
=
(π
L
)(q+q˜)2 (
e2i
π
L
x
)qq˜ (
2 sin(
π
L
x)
)γb(q2−q˜2)
: V UHPq,q˜ (e
i π
L
x, e−i
π
L
x) :reg
=
(π
L
)(q+q˜)2 (
e2i
π
L
x
)qq˜ (
2 sin(
π
L
x)
)γb(q2−q˜2) · eiqφ0eiq˜φ˜0eΘ(−γb)iq 2πL RWxeΘ(γb)iq˜ 4πL Π0x ·
·
∞∏
k=1
e
a−k
k ((q+q˜)z
k
0+γb(q−q˜)z¯k0)e−
ak
k ((q+q˜)z
−k
0 +γb(q−q˜)z¯−k0 ), (14.8)
with:
q =
ν
R
, q˜ =
µR
2
, ν, µ ∈ Z. (14.9)
For convenience we have taken the terms with the zero modes in front of the ak terms
which does not spoil the normal ordering. To shorten the notation at t = 0, we denoted
z0 ≡ ei πLx, z¯0 ≡ e−i πLx.
The matrix elements are thus
[Vν,µ(x)]
ϕ′,ϕ
reg = N
−1
r⃗′ N
−1
r⃗
(π
L
)(q+q˜)2
e2iqq˜
π
L
x
(
2 sin(
π
L
x)
)γb(q2−q˜2) · (14.10)
· (Θ(γb) δp′,p+ν +Θ(−γb) eiqφ0δp′,p) (Θ(γb) eiq˜φ˜0δw′,w +Θ(−γb) δw′,w+µ) ·
eΘ(−γb)iq
2π
L
RwxeΘ(γb)iq˜
4π
L
p
R
x ·
·
∞∏
k=1
⟨p, w| ar′kk e
a−k
k ((q+q˜)z
k
0+γb(q−q˜)z¯k0)e−
ak
k ((q+q˜)z
−k
0 +γb(q−q˜)z¯−k0 )ark−k |p, w⟩ ,
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where we have taken into account that the exponentials of φ0 and φ˜0 map between different
Verma modules as described in (10.22,10.27) and that φ0 is just a complex number in case
of Dirichlet boundary conditions and φ˜0 is a complex number in the Neumann case.
We have
⟨p, w| ar′kk e
a−k
k ((q+q˜)z
k
0+γb(q−q˜)z¯k0)e−
ak
k ((q+q˜)z
−k
0 +γb(q−q˜)z¯−k0 )ark−k |p, w⟩ = (14.11)
=
∞∑
j′=0
∞∑
j=0
(−1)j
j′!j!
(
1
k
)j′+j (
(q + q˜) eik
π
L
x + γb (q − q˜) e−ik
π
L
x
)j′
·
(
(q + q˜) e−ik
π
L
x + γb (q − q˜) eik
π
L
x
)j ⟨p, w| ar′kk aj′−kajkark−k |p, w⟩ .
To compute ⟨p, w| ar′kk aj
′
−ka
j
ka
rk
−k |p, w⟩, we use
aqka
r
−k =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∑r
s=0
(
r
s
)
q!
(q−r+s)!k
r−sas−ka
q−r+s
k ; q ≥ r,
∑q
s=0
(
q
s
)
r!
(r−q+s)!k
q−sar−q+s−k a
s
k; q ≤ r,
(14.12)
derived in the main text in Sec. XA1b. First observe that we must have r′k ≥ j′ otherwise
⟨n,m| would be annihilated by all terms obtained by application of the lower case of (14.12)
on the first pair. Similarly, we must have rk ≥ j so that |n,m⟩ does not get annihilated
completely upon application of the upper case of (14.12) on the second pair. Then we can
apply the upper case of (14.12) on the first pair and keep only the term that does not
annihilate the vacuum (the s = 0 term) and the lower case of (14.12) on the second pair
and keep only the s = 0 term,
⟨p, w| ar′kk aj
′
−ka
j
ka
rk
−k |p, w⟩ =
r′k!
(r′k − j′)!
kj
′ rk!
(rk − j)!k
j ⟨p, w| ar′k−j′k ark−j−k |p, w⟩Θ(r′k ≥ j′)Θ(rk ≥ j).
(14.13)
This can only be nonzero if r′k− j′ = rk− j, so we obtain by another application of (14.12)
⟨p, w| ar′kk aj
′
−ka
j
ka
rk
−k |p, w⟩ =
r′k!
(r′k − j′)!
kj
′ rk!
(rk − j)!k
j(rk − j)!krk−jδr′k−j′,rk−jΘ(rk ≥ j)
= kj
′+j
(
r′k
j′
)(
rk
j
)
j′!j!(rk − j)!krk−jδr′k−j′,rk−jΘ(rk ≥ j). (14.14)
We have all the necessary ingredients to compute the matrix elements [Vν,µ(x)]
ϕ′,ϕ
reg . This is
done by programming the combinatorics of equations (14.10,14.12,14.14) into a computer
programme.
Integrated vertex operator
To compute the integrated vertex operators, which we need for the Sine-Gordon
Hamiltonian (10.67), we can use the following integral∫ π
0
dθ [2 sin (θ)]α eiβθ =
π ei
π
2
β
(1 + α)B
(
1
2(2 + α+ β),
1
2(2 + α− β)
) , (14.15)
where B is the Euler beta function.
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Boundary vertex operator
The regularised boundary vertex operators (10.57) are
[
V Bq,q˜(x ∈ {0, L})
]
reg
=
(π
L
)(q+q˜)2 (
e2i
π
L
x
)qq˜
:V UHPq,q˜ (e
i π
L
x, e−i
π
L
x):reg, (14.16)
which differs just by the factor
(
2 sin( πLx)
)γb(q2−q˜2) from the bulk vertex operator (14.8),
so the matrix elements
[
V Bν,µ(x)
]ϕ′,ϕ
reg
are obtained by simply dropping this factor from
(14.10).
C. Phi field
The boson field (10.12) contains the zero mode φ0 which is IR divergent. Only expo-
nentials of it, eiqφ0 , are well defined, as described in Sec. XA1b. However if one tries to
take the logarithm of the exponential, the Taylor series is not converging. For this reason,
the operator φ(x) is only meaningfully defined in case of Dirichlet boundary conditions
where φ0 is not an operator but just a complex number. The phi field then takes the form
φ(0, x) = φ0 +
2π
L
RWx− 2
∑
k ̸=0
ak
k
sin(k
π
L
x). (14.17)
With the help of
⟨
ϕ′
⏐⏐ al |ϕ⟩ = N−1r⃗′ N−1r⃗ ⟨p′, w′⏐⏐ ∞∏
k′=1
a
r′
k′
k′ al
∞∏
k=1
ark−k |p, w⟩
= δp′,pδw′,w
⎛⎜⎜⎜⎜⎜⎜⎜⎝
∞∏
k = 1
k ̸= l
δr′k,rk
⎞⎟⎟⎟⎟⎟⎟⎟⎠
·
{√|l| rl δr′l+1,rl , l > 0,√|l| (rl + 1) δr′l−1,rl , l < 0, (14.18)
we get the matrix elements of the Phi field for Dirichlet boundary conditions
[φ(0, x)]ϕ
′,ϕ = δϕ′,ϕφ0 + δϕ′,ϕ
2π
L
Rwx− (14.19)
−2δp′,pδw′,w
∞∑
l=1
⎛⎜⎜⎜⎜⎜⎜⎜⎝
∞∏
k = 1
k ̸= l
δr′k,rk
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(√
rl
l
δr′l+1,rl +
√
rl + 1
l
δr′l−1,rl
)
sin(l
π
L
x).
In case of Neumann boundary condition it is not all lost since one can meaningfully
define the phi field as the relative phase field with respect to some reference point x0,
φ\0(0, x) ≡ φ(0, x)− φ(0, x0)
= 2i
∑
k ̸=0
ak
k
(
cos(k
π
L
x)− cos(k π
L
x0)
)
. (14.20)
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The matrix elements are then
[
φ\0(0, x)
]ϕ′,ϕ
= 2iδp′,pδw′,w
∞∑
l=1
⎛⎜⎜⎜⎜⎜⎜⎜⎝
∞∏
k = 1
k ̸= l
δr′k,rk
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(√
rl
l
δr′l+1,rl −
√
rl + 1
l
δr′l−1,rl
)
·
(
cos(l
π
L
x)− cos(l π
L
x0)
)
. (14.21)
1. Smeared phi field
In order to model finite imaging resolution in the experiment, in Sec. (VIC), we have
used smeared fields
φsmear(0, x) ≡ 1√
2πσsmear
∫ L
0
dξ e
− (ξ−x)2
2σ2smear φ(0, ξ), (14.22)
where σsmear is the smearing width.
Using (14.18) and assuming that
1√
2πσ
∫ L
0
dξ e
− (ξ−x)2
2σ2smear ≈ 1, (14.23)
we get the matrix elements. For the Dirichlet case, the expression is
[φsmear(0, x)]ϕ
′,ϕ = δϕ′,ϕφ0 + δϕ′,ϕ
2π
L
RwΞ(x)− (14.24)
−2δp′,pδw′,w
∞∑
l=1
⎛⎜⎜⎜⎜⎜⎜⎜⎝
∞∏
k = 1
k ̸= l
δr′k,rk
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(√
rl
l
δr′l+1,rl +
√
rl + 1
l
δr′l−1,rl
)
fs(x, l).
with
Ξ(x) ≡ 1
2
x
(
erf
(
L− x√
2σsmear
)
+ erf
(
x√
2σsmear
))
+
σsmear√
2π
(
e
− x2
2σ2smear − e−
(L−x)2
2σ2smear
)
,
(14.25)
and
fs(x, l) ≡ i
4
e−
π2l2σ2smear
2L2
[
e−
iπlx
L
(
erf
(
L2 − Lx+ iπlσ2√
2Lσsmear
)
+ erf
(
Lx− iπlσ2smear√
2Lσsmear
))
−e iπlxL
(
erf
(
L2 − Lx− iπlσ2smear√
2Lσsmear
)
+ erf
(
Lx+ iπlσ2smear√
2Lσsmear
))]
. (14.26)
For the Neumann case, the expression for φ\0(0, x) is
[
φsmear\0 (0, x)
]ϕ′,ϕ
= 2iδp′,pδw′,w
∞∑
l=1
⎛⎜⎜⎜⎜⎜⎜⎜⎝
∞∏
k = 1
k ̸= l
δr′k,rk
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(√
rl
l
δr′l+1,rl −
√
rl + 1
l
δr′l−1,rl
)
·
(
fc(x, l)− fc(x0, l)
)
, (14.27)
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with
fc(x, l) ≡ 1
4
e−
π2l2σ2smear
2L2
[
e−
iπlx
L
(
erf
(
L2 − Lx+ iπlσ2smear√
2Lσsmear
)
+ erf
(
Lx− iπlσ2smear√
2Lσsmear
))
+e
iπlx
L
(
erf
(
L2 − Lx− iπlσ2smear√
2Lσsmear
)
+ erf
(
Lx+ iπlσ2smear√
2Lσsmear
))]
. (14.28)
D. Phi prime field
The derivative of the field ∂xφ is a regular operator
∂xφ(0, x) = Θ(−γb)2π
L
RW +
π
L
∑
k ̸=0
ak
(
e−ik
π
L
x − γbeik
π
L
x
)
, (14.29)
and its matrix elements are
[∂xφ(0, x)]
ϕ′,ϕ = Θ(−γb)δϕ′,ϕ 2π
L
Rw +
+δp′,pδw′,w
π
L
∞∑
l=1
⎛⎜⎜⎜⎜⎜⎜⎜⎝
∞∏
k = 1
k ̸= l
δr′k,rk
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(√
l rl δr′l+1,rl − γb
√
l (rl + 1) δr′l−1,rl
)
·
(
e−ik
π
L
x − γbeik
π
L
x
)
. (14.30)
E. Phi dot field
The time derivative of the field ∂tφ is also regular
∂tφ(t, x) = Θ(γb)
4π
L
Π0 +
π
L
∑
k ̸=0
ak
(
e−ik
π
L
x + γbe
ik π
L
x
)
, (14.31)
with matrix elements:
[∂xφ(0, x)]
ϕ′,ϕ = Θ(γb)δϕ′,ϕ
4π
L
p
R
+
+δp′,pδw′,w
π
L
∞∑
l=1
⎛⎜⎜⎜⎜⎜⎜⎜⎝
∞∏
k = 1
k ̸= l
δr′k,rk
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(√
l rl δr′l+1,rl + γb
√
l (rl + 1) δr′l−1,rl
)
·
(
e−ik
π
L
x + γbe
ik π
L
x
)
. (14.32)
F. Mass term in the Hamiltonian
As explained in Sec. XIVC, the boson field φ is only regular in case of Dirichlet
boundary conditions. Thus only then can the matrix elements for the mass term in the
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Hamiltonian
Hmass =
1
8π
M2
∫ L
0
dx φ2(0, x) (14.33)
be constructed within our framework. Using:∫ L
0
dx sin(k
π
L
x) =
L
π
1 + (−1)1+k
k
,∫ L
0
dx x sin(k
π
L
x) =
L2
π
(−1)1+k
k
,∫ L
0
dx sin(k
π
L
x) sin(l
π
L
x) =
L
2
(δk,l − δk,−l) , (14.34)
we have:
Hmass =
1
8π
M2
∫ L
0
dx
[
φ20 +
4π
L
φ0RWx+
4π2
L2
R2W 2x2 (14.35)
−4
(
φ0 +
2π
L
RWx
)∑
k ̸=0
ak
k
sin(k
π
L
x) + 4
∑
k,l ̸=0
akal
k l
sin(k
π
L
x) sin(l
π
L
x)
]
=
π
L
m˜2
[
1
8π2
φ20 +
1
4π
φ0RW +
1
6
R2W 2
− 1
2π2
∑
k ̸=0
(
1
π
φ0
(
1 + (−1)1+k
)
+ 2RW (−1)1+k
)
ak
k2
+
1
4π2
∑
k ̸=0
1
k2
(akak + aka−k)
]
.
For compactness of the notation we have introduced
m˜ ≡ML, (14.36)
which becomes the TCSA parameter for the Klein-Gordon theory. By using the com-
mutation relations (10.16) on the term aka−k and regularising by dropping the resulting∑∞
k=1
1
k infinity, we have
Hmass =
π
L
m˜2
[
1
8π2
φ20 +
1
4π
φ0RW +
1
6
R2W 2
− 1
2π2
∞∑
k=1
(
1
π
φ0
(
1 + (−1)1+k
)
+ 2RW (−1)1+k
)
ak + a−k
k2
+
1
4π2
∞∑
k=1
akak + a−ka−k + 2a−kak
k2
]
. (14.37)
Using (14.18) and
⟨ϕ′| ajal |ϕ⟩ = N−1r⃗′ N−1r⃗ ⟨p′, w′|
∞∏
k′=1
a
r′
k′
k′ ajal
∞∏
k=1
ark−k |p, w⟩ (14.38)
= δp′,pδw′,w
⎛⎜⎜⎜⎜⎜⎜⎝
∞∏
k = 1
k ̸= j, l
δr′k,rk
⎞⎟⎟⎟⎟⎟⎟⎠
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
({√|j| rj δr′j+1,rj ; j > 0,√|j| (rj + 1) δr′j−1,rj ; j < 0,
)
·
·
({√|l| rl δr′l+1,rl ; l > 0,√|l| (rl + 1) δr′l−1,rl ; l < 0,
)
; |j| ≠ |l|,({
|l| rl; l > 0,
|l| (rl + 1); l < 0,
)
δr′l,rl ; j = −l,({√|l| rl√|l| (rl − 1) δr′l+2,rl ; l > 0,√|l| (rl + 2)√|l| (rl + 1) δr′l−2,rl ; l < 0,
)
; j = l,
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we find the matrix elements of the mass term
Hϕ
′,ϕ
mass =
π
L
m˜2
[
δϕ′,ϕ
(
1
8π2
φ20 +
1
4π
φ0Rw +
1
6
R2w2
)
− (14.39)
− 1
2π2
δp′,pδw′,w
∞∑
l=1
(
1
π
φ0
(
1 + (−1)1+l)+ 2Rw(−1)1+l)
⎛⎜⎜⎜⎜⎜⎜⎝
∞∏
k = 1
k ̸= l
δr′k,rk
⎞⎟⎟⎟⎟⎟⎟⎠
·
√
l rl δr′l+1,rl +
√
l(rl + 1) δr′l−1,rl
l2
+
1
4π2
δp′,pδw′,w
·
∞∑
l=1
⎛⎜⎜⎜⎜⎜⎜⎝
∞∏
k = 1
k ̸= l
δr′k,rk
⎞⎟⎟⎟⎟⎟⎟⎠
√
l rl
√
l(rl − 1) δr′l+2,rl +
√
l(rl + 2)
√
l(rl + 1) δr′l−2,rl + 2l rl δr′l,rl
l2
]
.
G. Hamiltonian density
Massless free boson
The Hamiltonian density of the massless free boson is
H0FB =
1
8π
[
(∂tφ)
2 + (∂xφ)
2
]
(14.40)
=
π
L2
⎡⎣Θ(γb)2Π20 +Θ(−γb)12R2W 2 +Θ(γb)Π0∑
l ̸=0
al
(
e−il
π
L
x + γbe
il π
L
x
)
+ Θ(−γb)1
2
RW
∑
l ̸=0
al
(
e−il
π
L
x − γbeil
π
L
x
)
+
1
2
∑
j,l ̸=0
ajal cos((j + l)
π
L
x)
⎤⎦ .
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Using (14.18) and (14.38), the matrix elements are:
H0FB =
π
L2
[
δϕ′,ϕ
(
Θ(γ)2
p2
R2
+Θ(−γ) 1
2
R2w2 − 1
24
)
+ (14.41)
+Θ(γ)
p
R
δp′,pδw′,w
∞∑
l=1
⎛⎜⎜⎜⎜⎜⎜⎜⎝
∞∏
k = 1
k ̸= l
δr′
k
,rk
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(√
l rl δr′
l
+1,rl
+ γ
√
l(rl + 1) δr′
l
−1,rl
)(
e−il
π
L
x + γeil
π
L
x
)
+
+Θ(−γ) 1
2
Rw δp′,pδw′,w
∞∑
l=1
⎛⎜⎜⎜⎜⎜⎜⎜⎝
∞∏
k = 1
k ̸= l
δr′
k
,rk
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(√
l rl δr′
l
+1,rl
− γ
√
l(rl + 1) δr′
l
−1,rl
)(
e−il
π
L
x − γeil πLx
)
+
1
2
δp′,pδw′,w
∞∑
j,l=1
⎛⎜⎜⎜⎜⎜⎜⎜⎝
∞∏
k = 1
k ̸= j, l
δr′
k
,rk
⎞⎟⎟⎟⎟⎟⎟⎟⎠
{
(1− δj,l)
[(√
j rj
√
l rl δr′j+1,rj
δr′
l
+1,rl
e−i
π
L
(j+l)t+
+
√
j(rj + 1)
√
l(rl + 1) δr′j−1,rj δr′l−1,rle
i π
L
(j+l)t
)
cos
(
(j + l)
π
L
x
)
+
+
(√
j rj
√
l(rl + 1) δr′j+1,rj
δr′
l
−1,rle
−i π
L
(j−l)t+
+
√
j(rj + 1)
√
l rl δr′j−1,rj δr′l+1,rle
i π
L
(j−l)t
)
cos
(
(j − l) π
L
x
)]
+
+δj,l
[
2 l rlδr′
l
,rl
+
(√
l rl
√
l(rl − 1) δr′
l
+2,rl
+
√
l(rl + 2)
√
l(rl + 1) δr′
l
−2,rl
)
cos(2l
π
L
x)
]}]
.
To regularise, we have again used the Ramanujan summation
∑∞
n=1 n = − 112 .
XV. SUPPLEMENTS TO BOSONISATION
In this Supplement, we again mostly follow [298].
A. Proof of equivalence of fermionic and bosonic Hilbert spaces
In this section we want to formally prove that the fermionic and bosonic Hilbert spaces,
are isomorphic in D = 1 + 1 (11.17),
HFermi =HBose ⊗HNR,NL . (15.1)
Since all infinite-dimensional separable Hilbert spaces (those that have a countable or-
thonormal basis) are isomorphic, we have to make the statement more precise: we want
to prove that the isomorphism between HFermi and HBose ⊗HNR,NL is given by (11.12),
b†q,σ ≡ σ
i√
nq
∞∑
nk=−∞
c†k+q,σck,σ,
bq,σ = −σ i√
nq
∞∑
nk=−∞
c†k−q,σck,σ. (15.2)
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Put in other words, the statement (11.18) is that for every state |Ψ⟩Fermi in HFermi
there exist a set of functions {fnR,nL}nR,nL such that
|Ψ⟩Fermi =
∞∑
nR,nL=−∞
fnR,nL
(
{b†q,σ}q>0,σ
)
|nR, nL⟩ , (15.3)
with |nR, nL⟩ defined in (11.19).
Because of (15.2) the inclusion HBose ⊗ HNR,NL ⊆ HFermi is automatically given.
Proving the reverse inclusion HFermi ⊆HBose ⊗HNR,NL is a state counting problem. We
need to prove that for every state in HFermi there exists a via (15.2) corresponding state
in HBose ⊗HNR,NL . We are going to do this by computing the grand-canonical partition
function
Z = tr
[
e−β(H−µRNR−µLNL)
]
(15.4)
of a Hamiltonian H over both spaces. Since Z is a positive definite quantity, if we find
ZFermi = ZBose we have proven the statement. Because of positive definiteness, this argu-
ment is independent of the particular choice Hamiltonian. Let us therefore conveniently
choose the massless free Hamiltonian (15.34) for δb = 1 (anti-periodic boundary conditions
for fermions)
HFermi0,σ ≡
∫ L/2
−L/2
dx σ :ψ†σi∂xψσ :
=
2π
L
∞∑
nk=−∞
(
nk − 1
2
)
:c†k,σck,σ : . (15.5)
We have shown in Sec. XVC that using (15.2) the massless free Hamiltonian is rewritten
as
HFermi0,σ = H
Bose
0,σ
=
2π
L
∞∑
nq=1
nq b
†
q,σbq,σ +
π
L
N2σ . (15.6)
Since the fermionic and bosonics expressions of the Hamiltonian have exactly the same
form for both chiralities, and both Hilbert spaces are direct sums of subspaces correspond-
ing to the two chiralities H =HR ⊗HL (as follows from the algebras of the operators),
we know that ZR = ZL and Z = ZRZL both for fermions and for bosons. We can therefore
compute for a general chirality σ.
Following from the definition (11.4) of the Fermi sea |0σ⟩, the fermionic Hilbert space
HFermi is spanned by the states of the form
HFermi,σ = span
⎛⎜⎝
⎧⎨⎩
⎛⎝ 0∏
nj=−∞
c
tj,σ
j,σ
⎞⎠⎛⎝ ∞∏
nl=1
(
c†l,σ
)tl,σ⎞⎠ |0σ⟩
⎫⎬⎭
tk,σ∈{0,1}
⎞⎟⎠ . (15.7)
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So the partition function is
ZFermi,σ =
∑
...t−1,σ ,t0,σ ,t1,σ ,...=0,1
⟨0σ|
(
1∏
ni=∞
c
ti,σ
i,σ
)⎛⎝ −∞∏
nj=0
(
c†j,σ
)tj,σ⎞⎠ e−β(HFermi0,σ −µσNσ)
·
(
0∏
nk=−∞
c
tk,σ
k,σ
)⎛⎝ ∞∏
nl=1
(
c†l,σ
)tl,σ⎞⎠ |0σ⟩
= ⟨0σ|
0∏
nj=−∞
(
1 + c†j,σe
β cj,σc
†
j,σ (
2π
L (nk− 12)−µσ)cj,σ
)
·
∞∏
nk=−1
(
1 + ck,σe
−β c†k,σck,σ ( 2πL (nk− 12)−µσ)c†k,σ
)
|0σ⟩
=
0∏
nj=−∞
(
1 + eβ(
2π
L (nk− 12)−µσ)
) ∞∏
nk=1
(
1 + e−β(
2π
L (nk− 12)−µσ)
)
=
∞∏
n=1
(
1 + w2n−1v−1σ
) (
1 + w2n−1vσ
)
, (15.8)
where we have denoted
w ≡ e−β πL , vσ ≡ eβµσ . (15.9)
Assuming (15.3), the bosonic Hilbert space HBose,σ ⊗HNσ is spanned by the states of
the form
HBose,σ ⊗HNσ = span
⎛⎜⎝
⎧⎨⎩
∞∏
nq=1
(b†q,σ)rq,σ√
rq,σ!
|nσ⟩
⎫⎬⎭
rq,σ>0, nσ
⎞⎟⎠ . (15.10)
Then, the partition function is
ZBose,σ =
∞∑
nσ=−∞
∞∑
r1,σ ,r2,σ ,...=0
⟨nσ|
⎛⎝ ∞∏
np=1
b
rp,σ
p,σ√
rp,σ!
⎞⎠ e−β(HBose0,σ −µσNσ)
⎛⎝ ∞∏
nq=1
(b†q,σ)rq,σ√
rq,σ!
⎞⎠ |nσ⟩
=
∞∑
nσ=−∞
∞∑
r1,σ ,r2,σ ,...=0
e
−β
(
2π
L
∑∞
nq=1
nqrq,σ+
π
L
n2σ−µσnσ
)
=
( ∞∑
nσ=−∞
wn
2
σvnσσ
)( ∞∑
M=0
P (M)w2M
)
=
∑∞
nσ=−∞w
n2σvnσσ∏∞
n=1 (1− w2n)
=
∞∏
n=1
(
1 + w2n−1v−1σ
) (
1 + w2n−1vσ
)
= ZFermi,σ. (15.11)
In the third line, we have denoted by P (M) the number of combinations {r1,σ, r2,σ, . . .}r1,σ ,r2,σ ,...
satisfying
∑∞
nq=1
nqrq,σ =M and used that the sum in nσ is independent and thus factor-
ises. In the fourth line we have used that the same number of partitions P (M) appears
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in the Taylor expansion
1∏∞
n=1 (1− y2n)
=
∞∏
n=1
[ ∞∑
m=0
(yn)m
]
=
∞∑
M=0
P (M)yM , (15.12)
In the fifth line we have used the Jacobi’s triple product identity [298, 300]
∞∑
n=−∞
wn
2
vn =
∞∏
n=1
(
1 + w2n−1v−1
) (
1 + w2n−1v
) (
1− w2n) . (15.13)
We have thus proven (15.3) and therefore that (15.2) is an isomorphism of fermionic and
bosonic Hilbert spaces (15.1).
We have in fact proven even more. Since both the fermionic (first line of (15.8)) and
bosonic (first line of (15.11)) grand-canonical partition functions are of the form
Zσ =
∞∑
nσ=−∞
Znσ ,σv
nσ
σ , (15.14)
where Znσ ,σ is the canonical partition function and because ZFermi,σ = ZBose,σ, we have
shown also
ZFermi,nσ ,σ = ZBose,nσ ,σ, (15.15)
and therefore the equivalence of the sectors of HFermi with a fixed number of fermions nσ
with the Verma modules on top of |nσ⟩, that is HBose ⊗ |nσ⟩.
B. Proof of the bosonisation identity
Here, we prove the bosonisation identity (11.35). We do this in the following three
step: we first show that ψσ(x) |nR, nL⟩ is an eigenstate of bq,σ; then we show that this
implies that ψσ(x) |nR, nL⟩ can be represented as a coherent state; finally we use this to
compute ψσ(x) |Ψ⟩Fermi for a general state in the Hilbert space and find the bosonisation
identity.
ψσ(x) |nR, nL⟩ is an eigenstate of bq,σ for all q and σ
Let’s begin by computing
[bq,ρ, ψσ(x)] = σ
i√
nq
1√
L
∞∑
nk,nl=−∞
δρ,σδl,k−qck,σe−σilx
= σδρ,σ
i√
nq
eσiqxψσ(x). (15.16)
Because bq,ρ annihilates |nR, nL⟩ (see (11.22)), ψσ(x) |nR, nL⟩ is an eigenstate of bq,ρ with
the eigenvalue σδσ,ρ
i√
nq
eσiqx,
bq,ρψσ(x) |nR, nL⟩ = σδσ,ρ i√
nq
eσiqxψσ(x) |nR, nL⟩ . (15.17)
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ψσ(x) |nR, nL⟩ has a coherent state representation
Here, we follow [364]. Let’s denote a general state on top of a single Verma module
(sector with fixed nR, nL) as
|Φ⟩nR,nL ≡ fnR,nL
(
{b†q,σ}q>0,σ
)
|nR, nL⟩ (15.18)
=
∞∑
NR,NL=0
∞∑
r1,σ ,r2,σ ,...,rNσ,σ=1
Φr1,R,...,rNR,R,r1,L,...,rNL,L ·
·(b
†
1,R)
r1,R√
r1,R!
· · · (b
†
NR,R
)rNR,R√
rNR,R!
· (b
†
1,L)
r1,L√
r1,L!
· · · (b
†
NL,L
)rNL,L√
rNL,L!
|nR, nL⟩ .
In the second line we have power expanded the function fnR,nL . Let’s assume that |Φ⟩nR,nL
is an eigenstate of bq,σ for all q and σ with an eigenvalue βq,σ,
bq,σ |Φ⟩nR,nL = βq,σ |Φ⟩nR,nL , ∀q, σ. (15.19)
Then, this gives the following relation between the expansion coefficients
√
rq,σΦr1,R,...,rNL,L = βq,σΦr1,R,...,(rq,σ−1),...,rNL,L . (15.20)
By induction we have
Φr1,R,...,rNR,R,r1,L,...,rNL,L =
β
r1,R
1,R√
r1,R!
· · · β
rNR,R
NR,R√
rNR,R!
· β
r1,L
1,L√
r1,L!
· · · β
rNL,L
NL,L√
rNL,L!
Φ0, (15.21)
where Φ0 is the expansion coefficient of |Φ⟩nR,nL in front of the vacuum |nR, nL⟩. We thus
have:
|Φ⟩nR,nL = Φ0
∞∑
NR,NL=0
∞∑
r1,σ ,r2,σ ,...,rNσ,σ=1
(
β1,R b
†
1,R
)r1,R
r1,R!
· · ·
(
βNL,Lb
†
NL,L
)rNL,L
rNL,L!
|nR, nL⟩
= Φ0
∏
σ=R,L
e
∑∞
nq=1
βq,σ b
†
q,σ |nR, nL⟩ . (15.22)
So, if |Φ⟩nR,nL is an eigenstate of all the bosonic annihilation operators, it has a coherent
state representation. Notice that bosonic creation operators cannot have right eigenstates
since the vacuum state is mapped to a one-boson state so b†q,ρ |Φ⟩nR,nL cannot be propor-
tional to |Φ⟩nR,nL .
Knowing that from (15.20) follows (15.22) and that ψσ(x) |nR, nL⟩ is an eigenstate of
of all bq,ρψσ with eigenvalues βq,ρ = σδσ,ρ
i√
nq
eσiqx (15.17), we can conclude that it has a
coherent state representation. Since the fermion decreases the number of fermions by one,
this is going to be a coherent state in the |nR − δσ,R, nL − δσ,L⟩ module. Thus we have
shown that
ψσ(x) |nR, nL⟩ = Fσ λnR,nL,σ(x) e
σi
∑∞
nq=1
1√
nq
b†q,σeσiqx |nR, nL⟩
= Fσ λnR,nL,σ(x) e
−σiϕ+σ (x) |nR, nL⟩ . (15.23)
The Klein factors take care of properly reducing the number of fermions. The overall
prefactor Φ0 can be position dependent (since ψσ(x) is) and can also depend on the
module that we are applying it to; we have denoted it by λnR,nL,σ(x).
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We can determine λnR,nL,σ(x) by fixing it on dome expectation value. We can for
example compute ⟨nR, nL|F †σψσ(x) |nR, nL⟩. Using the l.h.s. of (15.23) gives
⟨nR, nL|F †σψσ(x) |nR, nL⟩ =
1√
L
∞∑
nk=−∞
⟨nR, nL| c†nσck,σ |nR, nL⟩ e−σikx
=
1√
L
e−σi
2π
L (nσ− 12 δb)x. (15.24)
We have used the mode expansion of the fermion fields (11.23) and the definitions of the
Klein factors (11.36). Using the r.h.s. of (15.23) we get
⟨nR, nL|F †σψσ(x) |nR, nL⟩ = λnR,nL,σ(x). (15.25)
We have used that the exponential e−σiϕ
+
σ (x) commutes with F †σ and that the only term
in its Taylor series that does not annihilate ⟨nR, nL| is 1. Further we have used the anti-
commutation relations of the Klein factors (11.38) to evaluate the product of them to 1.
We have thus shown
ψσ(x) |nR, nL⟩ = Fσ 1√
L
e−σi
2π
L (Nσ− 12 δb)xe−σiϕ
+
σ (x) |nR, nL⟩ . (15.26)
This relation is a nonintuitive relation: ψσ(x) in the l.h.s. creates a linear combination
of all the possible one fermion excitation above |nR, nL⟩ while the operator in the r.h.s.
creates all the possible pair excitations and then removes the nσ-th fermion. Yet we have
proven that these two procedures give exactly the same result.
Full bosonisation identity
To obtain the full bosonisation identity, we need to compute the action of ψσ(x) on a
general state in the Hilbert space |Ψ⟩Fermi.
To achieve this, the following relations are useful. First, let’s compute
[
b†q,ρ, ψσ(x)
]
= −σ i√
nq
1√
L
∞∑
nk,nl=−∞
δρ,σδl,k+qck,σe
−σilx
= −σδρ,σ i√
nq
e−σiqxψσ(x). (15.27)
We can use this combined with (15.57) from the Appendix XVD, by setting A = b†q,ρ +
ρδρ,σ
i√
nq
e−ρiqx, B = ψσ(x) and D = −ρδρ,σ i√nq e−ρiqx to get
ψσ(x) f
(
{b†q,ρ}q>0,ρ
)
= f
(
{b†q,ρ + ρδρ,σ
i√
nq
e−ρiqx}q>0,ρ
)
ψσ(x). (15.28)
Secondly, from [
b†q,ρ, ϕ
−
σ (x)
]
= δσ,ρ
1√
nq
e−σiqx, (15.29)
using (15.55), by setting A = b†q,ρ, B = σiϕ−σ (x) and C = ρδσ,ρ
i√
nq
e−ρiqx, we get
f
(
{b†q,ρ + ρδρ,σ
i√
nq
e−ρiqx}q>0,ρ
)
= e−σiϕ
−
σ (x)f
(
{b†q,ρ}q>0,ρ
)
eσiϕ
−
σ (x). (15.30)
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We can now finally compute the action of ψσ(x) on a general state in the Hilbert space
|Ψ⟩Fermi given by (11.18). We have
ψσ(x) |Ψ⟩Fermi = ψσ(x)
∞∑
nR,nL=−∞
fnR,nL
(
{b†q,ρ}q>0,ρ
)
|nR, nL⟩
=
∞∑
nR,nL=−∞
fnR,nL
(
{b†q,ρ + ρδρ,σ
i√
nq
e−ρiqx}q>0,ρ
)
ψσ(x) |nR, nL⟩
=
∞∑
nR,nL=−∞
fnR,nL
(
{b†q,ρ + ρδρ,σ
i√
nq
e−ρiqx}q>0,ρ
)
· 1√
L
Fσ e
−σi 2π
L (Nσ− 12 δb)x e−σiϕ
+
σ (x) |nR, nL⟩
=
∞∑
nR,nL=−∞
Fσ
1√
L
e−σi
2π
L (Nσ− 12 δb)x e−σiϕ
+
σ (x)
·fnR,nL
(
{b†q,ρ + ρδρ,σ
i√
nq
e−ρiqx}q>0,ρ
)
|nR, nL⟩
=
∞∑
nR,nL=−∞
Fσ
1√
L
e−σi
2π
L (Nσ− 12 δb)x e−σiϕ
+
σ (x)
·
{
e−σiϕ
−
σ (x)fnR,nL
(
{b†q,ρ}q>0,ρ
)
eσiϕ
−
σ (x)
}
|nR, nL⟩
= Fσ
1√
L
e−σi
2π
L (Nσ− 12 δb)x e−σiϕ
+
σ (x)e−σiϕ
−
σ (x)
·
∞∑
nR,nL=−∞
fnR,nL
(
{b†q,ρ}q>0,ρ
)
|nR, nL⟩
= Fσ
1√
L
e−σi
2π
L (Nσ− 12 δb)x e−σiϕ
+
σ (x)e−σiϕ
−
σ (x) |Ψ⟩Fermi (15.31)
In the first equality we have inserted (11.18). In the second equality we have used (15.28).
In the third equality we have used the expression (15.26) for action of ψσ(x) on |nR, nL⟩
that we have derived. In the fourth equality we have used that the Klein factors (11.37)
and the number operators (11.16) commute with boson creation operators, as well as ϕ+σ (x)
because it only consists of boson creation operators (11.28). In the fifth equality we have
used (15.30). In the sixth equality we have used that the only term in the Taylor expansion
of e−σiϕ
−
σ (x) that does not annihilate |nR, nL⟩ is 1. Finally, in the last equality, we have
again used (11.18) to recover |Ψ⟩Fermi. This proves the bosonisation identity (11.35).
C. Bosonising the massless free fermion
We show how the massless free fermion is bosonised to the massless free boson. Here,
we do not benefit from the derived elegant bosonisation identities but have to compute
the correspondence ab initio. We do this computation on the level of the Hamiltonians
because it is simpler.
The action of the massless free fermion is
S Fermi0 ≡
∫ ∞
−∞
dt
∫ L/2
−L/2
dx :cψ¯iγµ∂µψ :, (15.32)
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and the Hamiltonian is
HFermi0 =
∫ L/2
−L/2
dx :ψ¯
(−iγ1∂x)ψ :
=
∫ L/2
−L/2
dx
[
− :ψ†Ri∂xψR : + :ψ†Li∂xψL :
]
= HFermi0,R +H
Fermi
0,L , (15.33)
with
HFermi0,σ ≡
∫ L/2
−L/2
dx σ :ψ†σi∂xψσ :
=
∞∑
nk=−∞
k :c†k,σck,σ : . (15.34)
The second equality follows from the mode expansion of the chiral fermion fields (11.23).
Having introduced the full boson field (11.46) as the field containing also the zero modes
and shown that it is equivalent to the boson field from the TCSA (10.12), the massless free
boson action (10.2) is (for convenience, we regularise it here using the normal ordering):
S Bose0 ≡
∫ ∞
−∞
dt
∫ L/2
−L/2
dx
8π
[
:
(
∂tφ
F
)2
: − : (∂xφF)2 :] (15.35)
ans the Hamiltonian is:
HBose0 =
∫ L/2
−L/2
dx
[
2π :
(
ΠF
)2
: +
1
8π
:
(
∂xφ
F
)2
:
]
=
∫ L/2
−L/2
dx
[
2π : Π2 : +
1
8π
: (∂xϕ)
2 :
]
+
π
L
[
N2R +N
2
L
]
(15.36)
In the second line we have re-expressed the full field using (11.46) in terms of the bare
fields ϕ and Π = 14π∂tϕ and taken into account that because of periodicity the integrals of
the derivatives of the fields vanish:
∫ L/2
−L/2 dx ∂xϕ =
∫ L/2
−L/2 dx ∂tϕ = 0.
We can further use that since for the free dynamics we have: ∂tϕσ = σ∂xϕσ and thus
Πσ = σ
1
4π
∂xϕσ. (15.37)
We have
2π :(Π)2 : +
1
8π
:(∂xϕ)
2 : = 2π :(ΠR +ΠL)
2 : +
1
8π
:(∂xϕR + ∂xϕL)
2 :
=
1
8π
[
:(−∂xϕR + ∂xϕL)2 : + :(∂xϕR + ∂xϕL)2 :
]
=
1
4π
[
:(∂xϕR)
2 : + :(∂xϕL)
2 :
]
. (15.38)
We can therefore write the Hamiltonian as
HBose0 =
1
4π
∫ L/2
−L/2
dx
[
:(∂xϕR)
2 : + :(∂xϕL)
2 :
]
+
π
L
[
N2R +N
2
L
]
= HBose0,R +H
Bose
0,L , (15.39)
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with
HBose0,σ ≡
∫ L/2
−L/2
dx
2π
1
2
:(∂xϕσ)
2 : +
π
L
N2σ
=
∞∑
nq=1
q b†q,σbq,σ +
π
L
N2σ . (15.40)
The second equality can be easily Adapted from the mode expansion of the chiral boson
fields (11.26).
We now demonstrate that the the free fermion and the free boson Hamiltonian are
equal by computing their action on a general state (11.18) in the Hilbert space (11.17).
Action of HFermi0,σ on |Ψ⟩Fermi
To apply HFermi0,σ on a general state |Ψ⟩Fermi, (11.18), we first have to commute it past
fnR,nL
(
{b†q,ρ}q>0,ρ
)
and then apply it on |nR, nL⟩. Let us therefore begin by computing
[
HFermi0,σ , b
†
p,ρ
]
=
⎡⎣ ∞∑
nk=−∞
k : c†k,σck,σ : , ρ
i√
np
∞∑
nq=−∞
c†q+p,ρcq,ρ
⎤⎦
= ρ
i√
np
⎡⎣ ∞∑
nk=1
k c†k,σck,σ −
0∑
nk=−∞
k ck,σc
†
k,σ ,
∞∑
nq=−∞
c†q+p,ρcq,ρ
⎤⎦
= ρ
i√
np
⎛⎝ 0∑
nk=−∞
∞∑
nq=−∞
k
(
δk,q+pδσ,ρc
†
k,σcq,ρ + δk,qδσ,ρck,σc
†
q+p,ρ
)
+
∞∑
nk=1
∞∑
nq=−∞
k
(
δk,q+pδσ,ρc
†
k,σcq,ρ − δk,qδσ,ρc†q+p,ρck,σ
)⎞⎠
= δσ,ρ ρ
i√
np
⎛⎝ 0∑
nk=−∞
k
(
c†k,σck−p,ρ + ck,σc
†
k+p,ρ
)
+
∞∑
nk=1
k
(
c†k,σck−p,ρ − c†k+p,ρck,σ
)⎞⎠
= δσ,ρ ρ
i√
np
∞∑
nk=−∞
k
(
c†k,σck−p,ρ − c†k+p,ρck,σ
)
= δσ,ρ ρ
i√
np
⎛⎝ ∞∑
nq=−∞
(q + p) c†q+p,σcq,ρ −
∞∑
nk=−∞
k c†k+p,ρck,σ
⎞⎠
= δσ,ρ ρ
i√
np
p
∞∑
nq=−∞
c†q+p,σcq,ρ
= δσ,ρ p b
†
p,ρ. (15.41)
In the fist equality we have used (15.34) and the bosonisation definition of the boson
operators (11.12). In the second equality we have expressed the normal ordering using
(11.7). In the third equality we have used[
c†k,σck,σ , c
†
q+p,ρcq,ρ
]
= −δk,qδσ,ρc†q+p,ρck,σ + δk,q+pδσ,ρc†k,σcq,ρ,[
ck,σc
†
k,σ , c
†
q+p,ρcq,ρ
]
= −δk,qδσ,ρck,σc†q+p,ρ − δk,q+pδσ,ρc†k,σcq,ρ, (15.42)
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which can be easily computed using the CACR (11.2). In the sixth equality we have
relabeled the summation indices. The equation (15.41) can be used together with (15.57)
from the Appendix XVD to find the effect of commuting HFermi0,σ past fnR,nL
(
{b†q,ρ}q>0,ρ
)
.
To compute the action of HFermi0,σ on |nR, nL⟩ we first notice that
[
HFermi0,σ , Nρ
]
=
⎡⎣ ∞∑
nk=−∞
k : c†k,σck,σ : ,
∞∑
np=−∞
: c†p,ρcp,ρ :
⎤⎦
= 0. (15.43)
Where we have used
[
: c†k,σck,σ : , : c
†
p,ρcp,ρ :
]
= 0, which is a simple consequence of com-
muting quadratic terms using the CACR (11.2). Thus any eigenstate of is also an eigen-
state of Nρ is also an eigenstate of H
Fermi
0,σ , so
HFermi0,σ |nR, nL⟩ = enR,nL0,σ |nR, nL⟩ . (15.44)
We can compute enR,nL0,σ in the following way
enR,nL0,σ = ⟨nR, nL|HFermi0,σ |nR, nL⟩
=
∞∑
nk=−∞
k ⟨0, 0| (CnLL )† (CnRR )† : c†k,σck,σ : CnRR CnLL |0, 0⟩
=
⎧⎪⎨⎪⎩
∑nσ
nk=1
2π
L
(
nk − 12δb
)
; nσ > 0
0; nσ = 0∑0
nk=nσ+1
−2πL
(
nk − 12δb
)
; nσ < 0
=
⎧⎪⎨⎪⎩
π
L
(
n2σ + nσ (1− δb)
)
; nσ > 0
0; nσ = 0
π
L
(
n2σ + |nσ| (δb − 1)
)
; nσ < 0
=
π
L
nσ (nσ + 1− δb) . (15.45)
In the second equality we have used the mode expansion of HFermi0,σ , (15.34), and the
definition of |nR, nL⟩, (11.22). In the third equality we have used
⟨nR, nL| : c†k,σck,σ : |nR, nL⟩ =
=
⎧⎪⎪⎨⎪⎪⎩
⟨0, 0| c1,σ · · · c(nσ−1),σcnσ ,σ : c†k,σck,σ : c†nσ ,σc†(nσ−1),σ · · · c
†
1,σ |0, 0⟩ ; nσ > 0,
⟨0, 0| : c†k,σck,σ : |0, 0⟩ ; nσ = 0,
⟨0, 0| c†0,σ · · · c†(nσ+2),σc
†
(nσ+1),σ
: c†k,σck,σ : c(nσ+1),σc(nσ+2),σ · · · c0,σ |0, 0⟩ ; nσ < 0,
=
⎧⎪⎪⎨⎪⎪⎩
Θ(0 < nk ≤ nσ) ⟨0, 0| ck,σ c†k,σck,σ c†k,σ |0, 0⟩ ; nσ > 0,
0; nσ = 0,
Θ(nσ < k ≤ 0) ⟨0, 0| ck,σ
(
−c†k,σck,σ
)
c†k,σ |0, 0⟩ ; nσ < 0,
=
⎧⎪⎨⎪⎩
Θ(0 < nk ≤ nσ); nσ > 0,
0; nσ = 0,
−Θ(nσ < k ≤ 0); nσ < 0,
(15.46)
that follows from the definition of Cnσσ , (11.11), and CACR (11.2).
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Action of
(
HBose0,σ +
π
LNσ (1− δb)
)
on |Ψ⟩Fermi
The commutator of the operator
(
HBose0,σ +
π
LNσ (1− δb)
)
with b†p,ρ is
[
HBose0,σ +
π
L
Nσ (1− δb) , b†p,ρ
]
=
⎡⎣ ∞∑
nq=1
q b†q,σbq,σ +
π
L
Nσ (Nσ + 1− δb) , b†p,ρ
⎤⎦
= δσ,ρ p b
†
p,σ. (15.47)
In the first line, we have used the mode expansion of HBose0,σ , (15.40). In the second line we
have used the CCR (11.14) and the fact that the number operators commute with bosonic
operators (11.16). Comparing with (15.41), we see that
(
HBose0,σ +
π
LNσ (1− δb)
)
has the
same effect as HFermi0,σ when commuting past fnR,nL
(
{b†q,ρ}q>0,ρ
)
.
The action of
(
HBose0,σ +
π
LNσ (1− δb)
)
on |nR, nL⟩ is
(
HBose0,σ +
π
L
Nσ (1− δb)
)
|nR, nL⟩ =
⎛⎝ ∞∑
nq=1
q b†q,σbq,σ +
π
L
Nσ (Nσ + 1− δb)
⎞⎠ |nR, nL⟩
=
π
L
nσ (nσ + 1− δb) |nR, nL⟩ . (15.48)
We have used that |nR, nL⟩ are eigenstates of Nσ, (11.21), and are annihilated by bq,σ,
(11.22). This is again the same as (15.44).
We have thus shown the following identity between the free fermion (15.33) and the
free boson (15.39) Hamiltonians
HFermi0 = H
Bose
0,σ +
π
L
(NR +NL) (1− δb) . (15.49)
The operators act identically on every state in the Hilbert space |Ψ⟩Fermi, (11.18) and
are therefore equal. The term πLNσ (1− δb) takes proper care of the generalised periodic
boundary conditions for the fermion (11.3). In this thesis, we are mostly using anti-periodic
boundary conditions for which this term disappears. Therefore, also the corresponding
actions (15.32) and (15.35) are equal up to the boundary condition term
S Fermi0 = S
Bose
0 −
π
L
(NR +NL) (1− δb) . (15.50)
This concludes the bosonisation of the massless free fermion.
D. Useful identities following from the BCH relation
In this section we want to show useful relations that follow from the Baker–Campbell–Hausdorff
(BCH) relation that we have used in Sec. XI. Let’s define
[A,B]n+1 ≡ [[A,B]n , B] ,
[A,B]0 ≡ A. (15.51)
Then the BCH relation reads
e−BAeB =
∞∑
n=0
1
n!
[A,B]
= A+ [A,B] +
1
2!
[[A,B] , B] + . . . (15.52)
225
XV. SUPPLEMENTS TO BOSONISATION
This is easy to show by considering A (s) ≡ e−sBAesB. Then ddsA (s) = e−sB [A,B] esB
and by induction d
n
dsnA (s) = e
−sB [A,B]n e
sB. Plugging this into the Taylor series for
A (s) and taking s = 1 gives the BCH relation (15.51).
We can show the following consequences of the BCH relation. If [A,B] commutes with
both A and B, that is C ≡ [A,B], [A,C] = [B,C] = 0, then
(i) e−BAeB = A+ [A,B] or
[
A, eB
]
= [A,B] eB, (15.53)
(ii) eAeB = aA+Be
1
2
[A,B] = eA+B+
1
2
[A,B], (15.54)
(iii) e−Bf(A)eB= f(A+ [A,B]), (15.55)
(iv) eAeB = eBeAe[A,B]. (15.56)
Proof: (i) Is just the BCH relation rewritten for the given conditions. (ii) Consider
B(s) ≡ esAesB, C (s) ≡ es(A+B)es2C/2 Then B(0) = C (0) = 1. Further, using (15.53),
d
dsB(s) = e
sAAesB + esABesB = B(s)(A + sC + B), ddsC (s) = e
s(A+B)(A + B)es
2C/2 +
es(A+B)es
2C/2sC = C (s)(A + sC + B). So B(s) and C (s) satisfy the same differential
equation with the same initial condition and must thus be equal. The identity (15.54)
is obtained by setting s = 1. (iii) From (15.53) (rewritten as AeB = eB(A + C)) by
induction follows: AneB = A(n−1)eB(A+C) = A(n−2)eB(A+C)2 = . . . = eB(A+C)n,
so e−BAneB = (A + C)n. Plugging this into the Taylor expansion for f(A) one obtains
(15.55). (iv) This is a special case of (15.55) for f = eA.
We can also show the following identities, similar in spirit. If [A,B] = BD, [A,D] =
[B,D] = 0, then
f(A)B = Bf(A+D). (15.57)
Proof: From AB = B(A+D) follows by induction AnB = An−1B(A+D) = An−2B(A+
D)2 = . . . = B(A+D)n. Inserting this into the Taylor expansion of f(A) gives (15.57).
This has the following consequences
eAB = BeA+D, (15.58)
eABn = BneA+nD =
(
BeD
)n
eA, (15.59)
eAeB = eBe
D
eA. (15.60)
The identity (15.59) follows from induction from (15.58) and (15.60) is obtained by insert-
ing (15.59) into the Taylor series for eB. We could have also proven (15.55) using (15.57)
and (15.53).
Let’s also consider the case of a set of {Bj}j=1,...,J linear in bosonic creation and
annihilation operators. Then [Bi, Bj ] ∈ C and repeated application of (15.54) gives
eB1eB2 · · · eBJ = e
∑J
j=1Bje
1
2
∑
i<j [Bi,Bj ]. (15.61)
For a bosonic operator B and a Gaussian state |ψ⟩ such that odd moments of B vanish,
⟨ψ|B2n+1 |ψ⟩ = 0, we have
⟨ψ| eB |ψ⟩ =
∞∑
n=0
1
(2n)!
⟨ψ|B2n |ψ⟩
=
∞∑
n=0
1
(2n)!
(2n− 1)!
2n−1(n− 1)! ⟨ψ|B
2 |ψ⟩n
=
∞∑
n=0
1
n!
1
2n
⟨ψ|B2 |ψ⟩n
= e
1
2
⟨ψ|B2|ψ⟩. (15.62)
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In the first equality we have used ⟨ψ|B2n+1 |ψ⟩ = 0. in the second equality we have
used the Wick’s theorem and the Gaussianity of |ψ⟩. Then more generally, following from
(15.61), for the above case we have
⟨ψ| eB1eB2 · · · eBJ |ψ⟩ = e 12 ⟨ψ|(
∑J
j=1Bj)
2|ψ⟩e
1
2
∑
i<j [Bi,Bj ]
= e
1
2
∑J
j=1⟨ψ|B2j |ψ⟩e
∑
i<j⟨ψ|BiBj |ψ⟩. (15.63)
Let’s split B with the same properties as above into a part B+ that contains only
creation operators and a part B− that contains only annihilation operators
B = B+ +B−. (15.64)
Then we can compute also the expectation values of normal exponentials
⟨ψ| :eB1 : :eB2 : · · · :eBJ : |ψ⟩ = ⟨ψ| eB+1 eB−1 eB+2 eB−2 · · · eB+J eB−J |ψ⟩
= e
1
2
∑J
j=1
(
⟨ψ|(B+j )
2|ψ⟩+⟨ψ|(B−j )
2|ψ⟩
)
e
∑J
j=1⟨ψ|B+j B−j |ψ⟩
·e
∑
i<j
∑
si,sj=−,+⟨ψ|B
si
i B
sj
j |ψ⟩
= e
1
2
∑J
j=1⟨ψ| :B2j : |ψ⟩e
∑
i<j⟨ψ|BiBj |ψ⟩. (15.65)
In the first equality we have used the definition of normal ordering, in the second equality
(15.63) and in the third again the definition of normal ordering.
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Ta doktorska disertacija spada na podrocˇje neravnovesne kvantne fizike, ki v zadnjih
letih dozˇivlja intenzivno rast. Raziskovalci na tem podrocˇju poskusˇajo odgovoriti na te-
meljna vprasˇanja statisticˇne fizike s kvantnega zornega kota. Pomembnejˇsa raziskovalna
vprasˇanja se dotikajo osnovnih dinamicˇnih lastnosti kvantnih mnogodelcˇnih sistemov, ali
kvantni sistemi tezˇijo k ravnovesju in kaksˇa so mozˇna ravnovesja, kako se informacija sˇiri
skozi kvantne sisteme in kaksˇen je transport fizikalnih kolicˇin, kako iz kvantne fizike na
mikroskopskih skalah dobimo klasicˇen makroskopski svet in ali se lahko kvantna dina-
mika na makroskopskih skalah razlikuje od klasicˇne. Kot taka, je neravnovesna kvantna
fizika temeljno podrocˇje teoreticˇne fizike in se povezuje s sˇtevilnimi drugimi podrocˇji, ki
jih jemlje kot pomemben vir odprtih vprasˇanj in katerim prispeva s svojimi dognanji in
metodami. Najbolj pomembne povezave so s fiziko trdne snovi, kvantnim kaosom, kvantno
informacijo, kvantno optiko in fiziko visokih energij.
Tema, s katero se je Skupina za neravnovesno kvantno in statisticˇno fiziko Univerze v
Ljubljani zelo veliko ukvarjala v zadnjih letih in razresˇila vecˇ odprtih vprasˇanj, je kvantni
transport. Najbolj osnovna meritev, ki jo lahko naredimo v fiziki trdne snovi, je, da pri-
kljucˇimo kos snovi med dva razlicˇna potenciala in izmerimo tokove, ki jih to sprozˇi v snovi.
To vprasˇanje je zgodovinsko postalo zelo pomembno zaradi superprevodnosti, kjer opa-
zimo transport naboja brez upora. Po desetletjih intenzivnih raziskav, je danes poznano,
da imajo lahko kvantni sistemi zelo razlicˇne transportne lastnosti, mnogo bolj raznolike od
klasicˇnih sistemov. To sˇe posebno velja v (1+1)D, kjer obstaja razred kvantnih sistemov,
ki so eksaktno resˇljivi, tako imenovani integrabilni sistemi. Slednji imajo sˇe posebej za-
nimive transportne lastnosti. V sodobnih eksperimentih se najde veliko sˇtevilo primerov,
kjer je dinamika efektivno (1+1)D. V ljubljanski skupini nabolj pogosto uporabljen pro-
tokol za sˇtudijo kvantnega transporta so bili na robovih gnani odprti kvantni sistemi. Ta
protokol je natancˇneje obravnavan v poglevju VIII, v osnovi pa gre za teoreticˇno enacˇico
prikljucˇitve sistema med dva potenciala v namen sˇtudije tokov. Eksaktne resˇitve takih
sistemov so prinesle sˇirok spekter odkritij. Na primer, omogocˇile so potrditev balisticˇnega
transporta v integrabilnih sistemih. To je tip transporta brez upora, ki pa je drugacˇen od
superprevodnosti. Eksaktne resˇitve odprih kvantnih sistemov so privedle tudi do odkritja
novih ohranljenih kolicˇin v integrablinih sistemih, tako imenovanih kvazilokalnih ohranje-
nih kolicˇin. Pregled teh rezultatov je podan v [5, 6]. V cˇasu, ko sem zacˇenjal z doktorskim
sˇtudijem, je obstajalo zˇe lepo sˇtevilo eksaktnih resˇitev odprtih kvantnih sistemov na mrezˇi,
obnasˇanje zveznih sistemov, kvantnih teorij polja, pa je bilo sˇe neraziskano. To je postal
eden prvih ciljev raziskovanja predstavljenega v tej disertaciji.
V zadnjih parih desetletjih smo bili pricˇa na le izrednemu teoreticˇnemu razvoju na
podrocˇju kvantne neravnovesne fizike, ampak tudi ogromnemu razvoju eksperimentalnih
tehnik [7–11]. Za nasˇe ozˇje podrocˇje najbolj pomemben tip eksperimentov so eksperi-
menti z ultrahladnimi atomi. Sodobna tehnologija omogocˇa ohladitev snovi do tempera-
tur le nekaj nano Kelvinov, kjer atomi tvorijo Bose-Einsteinove kondenzate (BEC). To
so najnizˇje temperature v vesolju. S pomocˇjo magneto-opticˇnih pasti in laserskih tehnik
lahko eksperimentalni fiziki ujamejo kondenzate v urejene (1+1)D in (1+2)D strukture in
kontrolirajo interackcijo med atomi. Na ta nacˇin lahko v laboratorijih realizirajo veliko
sˇtevilo Hamiltonianov, ki jih preucˇujemo v teoreticˇni fiziki. Daljˇsi karakteristicˇni cˇasi v
taksˇnih sistemih v primerjavi z obicˇajnimi snovmi omogocˇajo opazovanje neravnovesnih
pojavov. Za nasˇe raziskave posebno pomemben je bil napredek narejen v eksperimentih z
ultrahladnimi atomi v tako imenovanem atomskem cˇipu na Tehnicˇni univerzi na Dunaju
[11]. S pomocˇjo posebnih magnetnih pasti lahko raziskovalci ujamejo kvazikondenzate v
(1+1)D oblike in dobijo sisteme, ki jih opiˇsemo s pomocˇjo kvantnih teorij polja (KTP),
tako prostih (brez interakcije), kot mocˇno sklopljenih. To je omogocˇilo veliko zanimivih
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meritev v neravnovesni kvantni teoriji polja. V enem izmed eksperimentov je uspela re-
alizacija sine-Gordonove teorije polja in meritev korelacijskih funkcij, za katere sˇe ni bilo
kvantnih teoreticˇnih napovedi. To je postala pomembna motivacija za tukaj predstavljene
teoreticˇne raziskave.
Tretji razvoj, ki je pomembno zaznamoval zadnja leta, je bila ponovna obuditev raziskav
na podrocˇju kvantnega kaosa. Cilj teorije kvantnega kaosa je posplosˇiti pojem kaosa s
klasicˇnih na kvantne sisteme. Podrocˇje je bilo najbolj aktivno v 1980ih in 90ih letih
in je kasneje nekoliko zamrlo. Kljucˇno dognanje iz tega obdobja je bilo, da je najbolj
robusten nacˇin za karakterizacijo kvantnega kaosa analiza spektralnih lastnosti s pomocˇjo
teorije slucˇajnih matrik (angl. Random matrix theory, RMT). Neposredna posplosˇitev
koncepta eksponentne obcˇutljivosti na zacˇetne pogoje ni uspela. Poleg tega je zgodovinsko
teorija kvantnega kaosa vecˇinoma preucˇevala sisteme z le nekaj delci, kjer je bilo mozˇno
najti semiklasicˇno limito. Preteklih nekaj let je prineslo ponovno zanimanje za kvantni
kaos, ki je tokrat priˇslo s strani teoretikov na podrocˇju holografije oziroma korespondence
AdS/CFT. Ti so se zacˇeli zanimati za razsˇirjanje informacije v sistemih z mocˇno gravitacijo
[12, 13]. Predlagali so novo mero za kvantifikacijo mnogodelcˇnega kvantnega kaosa na
dinamicˇen nacˇin, soroden eksponentni obcˇutljivosti na zacˇetne pogoje, tako imenovane
cˇasovno neurejene korelacijske funkcije (angl. Out-of-time-ordered correlation functions,
OTOC). To je sprozˇilo zelo veliko raziskovalno aktivnost in ponovno obuditev teorije
kvantnega kaosa. Vecˇina del na to temo je bila za sisteme z interakcijo neskoncˇnega
dometa, nas pa je zanimala uporabnost koncepta za sisteme z lokalno interakcijo.
Cˇeprav so kvantni transport, teoreticˇni opis eksperimentov z ultrahladnimi atomi in
cˇasovno neurejene korelacijske funkcije na prvi pogled zelo razlicˇne teme, so tesno po-
vezane z metodolosˇkega staliˇscˇa: zahtevajo neperturbativno resˇevanje mocˇno sklopljenih
kvantnih mnogodelcˇnih sistemov. Teorija motenj namrecˇ ne omogocˇa opisa vecˇina izmed
pojavov pomembnih za podrocˇje neravnovesne kvantne fizike. Povedano sˇe bolj natancˇno,
skoraj vsi projekti predstavljeni v tej disertaciji, so vkljucˇevali neperturbativen izracˇun
vecˇtocˇkovnih korelacijskih funkcij. Najbolj zmogljivi teoreticˇni orodji, ki sta na razpolago
za eksaktno resˇevanje mocˇno sklopljenih mnogodelcˇnih sistemov sta konformna teorija po-
lja (angl. Conformal field theory, CFT) [14, 15] in teorija integrabilnosti [16–18]. Obe sta
omejeni na zelo ozek nabor sistemov. Poleg teg, teorija integrabilnosti s trenutno razvi-
timi metodami ne omogocˇa izracˇuna izracˇuna vecˇtocˇkovnih korelacijskih funkcij. Slednje
predstavlja teoreticˇno motivacijo za njihov izracˇun v sine-Gordonovem modelu.
V sˇtevilnih primerih, kjer analiticˇni pristopi ne delujejo, se posluzˇujemo zmogljivih nu-
mericˇnih metod. Najbolj poznana med njimi je Renormalizacijska grupa gostotne matrike
(angl. Density matrix renormalisation group, DMRG) [20], ki deluje za (1+1)D sisteme na
mrezˇi z dovolj nizko prepletenostjo. Mnozˇica problemov, ki sem jih zˇelel resˇiti me je pripe-
ljala do sˇe ene zelo zmogljive, vendar veliko manj poznane in izkoriˇscˇene numericˇne metode,
Metode pristriˇzenega konformnega Hilbertovega prostora (angl. Truncated conformal space
approach, TCSA) [21], namenjene mocˇno sklopljenim kvantnim teorijam polja. Kot se po-
gosto zgosi v naravoslovnih znanostih, najbolj zanimiva odkritja pridejo nepricˇakovano
- s pomocˇjo numericˇnih poskusov smo odkrili nepricˇakovano obnasˇanje v dinamiki sine-
Gordonovega modela. Opazˇeni efekt nam je uspelo razlozˇiti tudi analiticˇno s pomocˇjo
bozonizacije [22]. Bozonizacija je eden prvih primerov dualnosti v KTP, ki omogocˇajo
resˇitev mocˇno sklopljenih teorij preko preslikave v sˇibko sklopljene teorije. Dualnosti so
pomembno orodje v sodobmi KTP tako v fiziki visokih energij, kot v trdni snovi.
V nadaljevanju bom na kratko povzel posamezna poglavja doktorske disretacije.
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A. Neravnovesna kvantna fizika in kvantni kaos
Tukaj povzememo poglavje II, ki poda osnove teorije klasicˇnega in kvantnega kaosa v
povezavi z neravnovesno kvantno fiziko, predstavimo prve korake k mnogodelcˇnemu kvan-
tnemu kaosu, vpeljemo cˇasovno neurejene korelacijske funkcije, definiramo korelacijske
funkcije in kvantne sunke.
Kot smo razlozˇili zˇe v uvodu, je eno izmed najpomembnejˇsih orodij na podrocˇju nerav-
novesne kvantne fizike teorija integrabilnosti [16, 17]. Integrabilni sistemi imajo posebno
lastnost, da imajo neskoncˇno mnogo (oz. toliko, kolikor je prostostnih stopenj) ohranjenih
kolicˇin Ii, ki med seboj komutirajo
[Ii, Ij ] = 0, [Ii, H] = 0. (16.1)
Ta lastnost omogocˇa eksaktne resˇitve v takih sistemih, cˇeprav so ti mocˇno sklopljeni.
Zˇal pa so integrabilni sistemi zelo redki. Kar je sˇe bolj pomembno, se integrabilni sis-
temi v mnogih lastnostih razlikujejo od genericˇnih kvantnih sistemov. Na primer namesto
obicˇajnega Gibbsovega ansambla, je njihovo ravnovesje podano z bolj kompleksnim Po-
splosˇenim Gibbsovim ansamblom [52], ki ima spomin za zacˇetna stanja sistema. Poleg
obicˇajnega difuznega transporta, imajo lahko integrabilni sistemi tudi balsticˇni transport
brez upora. Zato je pomembno razviti tehnike resˇevanja tudi za neintegrabline sisteme.
Sistemi, ki so ravno nasprotni integrabilnim, so kaoticˇni sistemi in v zadnjem cˇasu posta-
jajo vedno bolj pomembni za preucˇevanje neravnovesne kvantne fizike.
Kvantni kaos se je razvil kot poskus posplosˇitve klasicˇnega kaosa na kvantni svet.
Klasicˇni kaos, ali z besedami Edwarda Lorenza [54]: ”Ko sedanjost dolocˇa prihodnost,
ampak priblizˇek sedanjosti ne omogocˇa priblizˇka prihodnosti”, opazuje obcˇutljivost neli-
nearnih sistemov na zacˇetne pogoje [56]. Zˇe pionirji, kot so Poincare´, Hadamard, Birkhoff,
Kolmogorov in drugi, so opazili, da pri dolocˇenih sistemih zˇe majhna motnja v zacˇetnih po-
gojih vodi do drasticˇno spremenjenega cˇasovnega razvoja sistema. Ta pojav matematicˇno
natancˇno zajamemo opredelimo kot eksponentno odvisnost trajektorij na zacˇetne pogoje
in merimo s pomocˇjo eksponenta Ljapunova
λ(x(0)) = lim
t→∞ lim|δ(0)|→0
1
t
ln
( |δ(t)|
|δ(0)|
)
. (16.2)
Tukaj sta x(t) in y(t) dve trajektoriji v faznem prostoru in δ(t) ≡ x(t)−y(t). Cˇe trajektoriji
divergirata eksponentno v cˇasu, imamo λ > 0, sicer pa λ = 0. Poleg opazovanja trajektorij,
je koristno opazovati tudi, kako hitro sistem raziˇscˇe celoten fazni prostor. Nekateri sistemi
to pocˇnejo tako ucˇinkovito, da vsaka odprta podmnozˇica faznega prostora po dovolj dolgem
cˇasovnem razvoju seka vsako drugo odprto mnozˇico na nacˇin, da je volumen preseka enak
produktu zacˇetnih volumnov dveh mnozˇic. Tej lastnosti pravimo mesˇanje. Obicˇajno
sisteme imenujemo kaoticˇne, cˇe imajo obe lastnosti, nenicˇelen eksponent Ljapunova in
mesˇanje. Obstajajo pa primeri sistemov, ki imajo le eno ali drugo lastnost. Sisteme, ki
imajo le lastnost mesˇanja, imenujemo sˇibko kaoticˇni [57].
Vecˇ desetletij raziskav je pokazalo, da posplosˇitev pojma kaosa na kvantne sisteme ni
trivialna [67]. V kvantni fiziki ne obstaja koncept trajektorij v faznem prostoru. Poleg
tega je kvantna dinamika kvaziperiodicˇna, |ψ(t)⟩ = e− iℏHt |ψ(0)⟩, kar ne omogocˇa ekspo-
nentnega razhajanja. Tako do zdaj ni uspelo najti ustreznega neposrednega kvantnega
ekvivalenta eksponentu Ljapunova. Kot najboljˇsi nacˇin za karakterizacijo kaoticˇnosti v
kvantnih sistemih se je izkazalo preucˇevanje spektrov bodisi Hamiltonianov kvantnih sis-
temov, bodisi njihovih propagatorjev
U(t) ≡ T
{
exp
[
− i
ℏ
∫ t
0
dt′H(t′)
]}
, (16.3)
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Slika 64. Kaoticˇni klasicˇni sistemi so eksponentno obcˇutljivi na zacˇetne pogoje in imajo torej
nenicˇelen eksponent Ljapunova. Pridobljeno iz [54].
kjer je T operator cˇasovne ureditve. Spekter U(t) je definiran preko unitarnega problema
lastnih vrednosti
U(t) |ψn⟩ = e−iϕn |ψn⟩ , (16.4)
z vrednostmi na intervalu ϕn ∈ [0, 2π). V posebnem primeru, ko je Hamiltonian periodicˇen
v cˇasu, H(t + nτ) = H(t) z n ∈ Z in periodo τ , v tako imenovanih Floquetovih sistemih,
je ustrezen objekt za sˇtudijo Floquetov operator
U ≡ U(τ). (16.5)
Njegov spekter imenujemo tudi kvazienergijski spekter in lastne vrednosti ϕn kvazienergije.
Pokazalo se je, da lahko spektre sistemov, ki imajo semiklasicˇno limito ℏ→ 0 in je ta ka-
oticˇna, opiˇsemo s pomocˇjo teorije slucˇajnih matrik (angl. Random matrix theory, RMT)
[68]. To je veja matematike, katere razvoj je bil motiviran s problemi iz jedrske fizike.
Ansambel slucˇajnih matrik tvorijo vse matrike, katerih nakljucˇni elementi so razporejeni
v skladu z verjetnostmi, ki imajo dolocˇeno simetrijo. Povezava s kvantnim kaosom je bila
izrazˇena preko hipoteze kvantnega kaosa, ki pravi, da ima spekter kvantnega sistema, ka-
terega semiklasicˇna limite ja kaoticˇna, enake statisticˇne lastnosti kot ansambel slucˇajnih
matrik, katerega simetrija ustreza simetriji kvantnega sistema [65]. To pomeni, da lahko
spektralne lastnosti kaoticˇnih sistemov opiˇsemo z modelom brez parametrov, izkljucˇno na
osnovi njihove simetrije. To je ravno nasprotno integrabilnosti, kjer za opis sistema potre-
bujemo vrednosti neskoncˇno mnogo ohranjenih kolicˇin. Seveda opis statisticˇnih lastnosti
spektra ni ekvivalenten resˇitvi sistema.
Hipoteza kvantnega kaosa do zdaj ostaja brez splosˇnega dokaza in je bila do pred
kratkim rigorozno dokazana le za preproste enodelcˇne sisteme [81, 82]. Za mnogodelcˇne
sisteme se je nabralo kar precej numericˇnih rezultatov, ki govorijo v prid hipoteze [4, 83–
87], vendar do pred kratkim ni bilo nobenih analiticˇnih rezultatov. Prvi rezultat je uspel
Bertiniju, Kosu in Prosenu [88] (tudi [89–91]) v delih, kjer so obravnavali 1D neravnovesni
kvantni Isingov model
HKI [⃗h, J, b; t] = HI [⃗h, J ] +
∞∑
m=−∞
δ(t−m)HK [b], (16.6)
z Isingovim delom in periodicˇnim vzbujanjem:
HI [⃗h, J ] ≡
L∑
j=1
{Jσzjσzj+1 + hjσxj }, HK [b] ≡ b
L∑
j=1
σxj . (16.7)
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Slika 65. V integrabilnih kvantnih sistemih se lahko spektralni nivoji krizˇajo, ko spreminjamo
vrednost kontrolnega parametra, medtem, ko v kaoticˇnih sistemih taka krizˇanja niso mozˇna. Sta-
tistiko spektralnih nivojev v kaoticˇnih kvantnih sistemih lahko opiˇsemo s pomocˇjo teorije slucˇajnih
matrik. Na sliki je kvazienergijski spekter vzbujanega kvantnega oscilatorja v odvisnosti od kon-
trolnega parametra λ. Za λ ≤ 3 v semiklasicˇni limiti sistema prevladuje regularna dinamika, za
λ > 3 pa kaoticˇna dinamika, kar lahko na sliki razberemo iz sˇtevila krizˇanj spektralnih nivojev.
Pridobljeno iz [67].
Parametri so: Isingova sklopitev J , gostota zunanjega magnetnega polja pravokotnega na
sklopitev b in nehomogeno zunanje magnetno polje vzporedno s sklopitvijo h⃗. S pomocˇjo
posebne lastnosti, da imata v tako imenovani sebi dualni tocˇki |J | = |b| = π4 propagator v
cˇasu in propagator v prostoru enako obliko in sta oba unitarna, je uspelo dokazati, da se
spektralni faktor, najpreprostejˇsi netrivialen spektralni statisticˇni objekt, obnasˇa v skladu
z napovedjo teorije slucˇajnih matrik. Tak pristop k mnogodelcˇnemu kvantnemu kaosu
je zˇe porodil prakticˇno uporabo, kjer je pomagal pokazati, da je lokalizacija vecˇdelcˇnih
kvantnih sistemov, v zadnjem cˇasu zelo popularna tema, najverjetneje le prehodni pojav
[93].
V zadnjih letih je veliko pozornosti dobil sˇe en pristop k mnogodelcˇnemu kvantnemu
kaosu, tako imenovane cˇasovno neurejene korelacijske funkcije (angl. out-of-time-ordered
correlation functions, OTOC) [13, 95, 96]
C (t, x) = −⟨[w(t, x), v(0, 0)]2⟩β. (16.8)
Tukaj sta w, vx lokalni opazljivki in ⟨•⟩β oznacˇuje pricˇakovano vrednost na termicˇnem
stanju z obratno vrednostjo temperature β. Cˇe razpiˇsemo kvadrat komutatorja, dobimo
cˇlene, ki niso, kot je obicˇajno, cˇasovno urejeni, od koder izhaja ime objekta. Predlog je
bil osnovan na klasicˇnem delu iz teorije superprevodnosti [94], kjer je bilo opazˇeno, da v
primerih ko se semiklasicˇne trajektorije elektronov pri sipanju na necˇistocˇah oddaljujejo
eksponentno, tudi cˇasovno neurejene korelacijske funkcije narasˇcˇajo eksponentno
C (t, x) ∝ eλL(t−|x|/vB). (16.9)
Zato je bilo predlagano, da bi definirali kvantne sisteme kot kaoticˇne, cˇe njihove cˇasovno
neurejene korelacijske funkcije narasˇcˇajo eksponentno. Koeficient v eksponentu, λL tedaj
imenujejo eksponent Ljapunova, hitrost vB pa v navezavi na metuljev efekt v teoriji kaosa,
metuljeva hitrost. Rast OTOCa je omejena navzgor s temperaturo sistema T [97],
λL ≤ 2πkBTℏ , (16.10)
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kjer je kB Boltzmannova konstanta. Predlogu tega objekta je sledilo veliko sˇtevilo del, med
katerimi se je vecˇina ukvarjala s sistemi z interakcijo neskoncˇnega dosega, zanimivih za
podrocˇje korespondence AdS/CFT. Nas je zanimalo, kako se cˇasovno neurejene korelacijske
funkcije obnesejo kot mera za kaos v sistemih z lokalno interakcijo, kar je vzpodbudilo
projekt predstavljen s poglavju V in povzet v poglavju XVID.
1. Kvantne korelacijske funkcije
Objekt, ki ga v tej doktorski disertaciji najpogosteje racˇunamo so kvantne korelacijske
funkcije. N -tocˇkovna korelacijska funkcija mnozˇice opazljivk O1, O2,..., ON je definirana
kot pricˇakovana vrednost
C
(N)
O1···ON (t1, x1; t2, x2; . . . ; tN , xN ) ≡ ⟨O1(t1, x1)O2(t2, x2) · · ·ON (tN , xN )⟩ . (16.11)
Pricˇakovana vrednost je lahko bodisi glede na cˇisto kvantno stanje, ⟨•⟩ ≡ ⟨ψ| • |ψ⟩, bodisi
glede na mesˇano stanje opisano z gostotno matriko, ⟨•⟩ ≡ tr (• ρ) Posebej, cˇe racˇunamo
pricˇakovano vrednost na termicˇnem stanju s temperaturo T , jo oznacˇimo kot ⟨•⟩T . Pogosto
racˇunamo socˇasne korelacijske funkcije t1 = t2 = . . . = tN = t, ki jih oznacˇimo kot
C
(N)
O1···ON (t;x1, x2, . . . , xN ). Cˇe so korelacijske funkcije izracˇunane glede na ravnovesno
stanje, je cˇasovna odvisnost izpusˇcˇena, C
(N)
O1···ON (x1, x2, . . . , xN ).
Pomembno informacijo nam dajo povezane korelacijske funkcije
[
C
(N)
O1···ON
]C
(t1, x1; ...; tN , xN ) ≡
∑
π
(|π| − 1)!(−1)|π|−1
∏
B∈π
⟨∏
i∈B
Oi(ti, xi)
⟩
, (16.12)
kjer je vsota cˇez vse razdelitve π sˇtevil {1, 2, . . . , N} v podmnozˇice B, i so elementi B in
|π| je sˇtevilo blokov v π. V primeru dvotocˇkovnih korelacijskih funkcij je to[
C
(2)
O1O2
]C
(t1, x1; t2, x2) = ⟨O1(t1, x1)O2(t2, x2)⟩ − ⟨O1(t1, x1)⟩ ⟨O2(t2, x2)⟩ , (16.13)
v primeru sˇtiritocˇkovnih (za sisteme, kjer so lihe korelacijske funkcije enake nicˇ) pa[
C
(2)
O1O2O3O4
]C
= ⟨O1O2O3O4⟩ − ⟨O1O2⟩ ⟨O3O4⟩
− ⟨O1O3⟩ ⟨O2O4⟩ − ⟨O1O4⟩ ⟨O2O3⟩ . (16.14)
Povezane korelacijske funkcije nam torej dajo tisto informacijo o korelacijah N -tega reda,
ki ni vsebovana zˇe v korelacijskih funkcijah nizˇjega reda. Z njihovo pomocˇjo locˇimo rav-
novesna stanja sklopljenih in nesklopljenih sistemov. Pri nesklopljenih sistemih, so vse
povezane korelacijske funkcije reda vecˇjega od dva enake nicˇ, in takim stanjem pravimo
Gaussovska. Pri sklopljenih sistemih pa je kaksˇna nenicˇelna povezana korelacijska funkcija
reda viˇsjega od dva in takim stanjem pravimo neGaussovska.
2. Kvantni sunki
Pogosto uporabljen protokol za sˇtudijo neravnovesne dinamike kvantnih sistemov so
kvantni sunki [183]. Sistem, pripravimo v ravnovesnem stanju (ponavadi osnovnem ali
termicˇnem stanju) ρ0 HamiltonianaH0. Ob cˇasu t = 0 sunkovito spremenimo Hamiltonian
v H1. To spravi sistem izven ravnovesja in nam omogocˇi sˇtudijo neravnovesnih lastnosti
Hamiltoniana H1. Kvantni sunki so lahko bodisi globalni, ko je sprememba narejena v
celem sistemu, ali lokalni, na primer s spojitvijo robov dveh v zacˇetku locˇenih sistemov.
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B. Eksperimenti z ultrahladnimi atomi v atomskem cˇipu
Tukaj povzemamo poglavje III, ki predstavi skupino eksperimentov z ultrahladnimi
atomi, pomembno za raziskave predstavljene v tej disertaciji. Na kratko predstavimo
eksperimentalno postavitev, osnove fizikalnega opisa eksperimenta in za to disertacijo naj-
pomembnejˇse meritve.
Eksperimenti z ultrahladnimi atomi so v zadnjih dveh desetletjih dozˇiveli izreden razvoj
in omogocˇajo implementacijo sˇtevilnih Hamiltonianov in s tem sˇtudijo njihovih ravnovesnih
in izvenravnovesnih lastnosti. Za nasˇe raziskave so bili najbolj pomembni eksperimenti z
ultrahladnimi atomi v atomskem cˇipu, ki so jih razvili Schmiedmayer in sodelavci in se
izvajajo na Tehniˇski univerzi na Dunaju (TU Wien). Sluzˇili so kot motivacija za precejˇsen
del nasˇega raziskovalnega dela.
Glavna lastnost, ki locˇi eksperimente na TUW od ostalih eksperimentov z ultrahla-
dnimi atomi, je tako imenovan atomski cˇip, ki se nahaja v samem jedru eksperimenta.
To je vezje narejeno iz zlate plasti na podlagi iz silicijevega dioksida. Taka konstruk-
cija omogocˇa ucˇinkovito ohlajanje tankih zˇicˇk vgraviranih v povrsˇino cˇipa tako, da lahko
prevajajo izredno mocˇne tokove (velikostnega reda ampera v zˇicah s premerom nekaj mi-
krometrov). To proizvede zelo mocˇna magnetna polja v okolici cˇipa in omogocˇa njihov
natancˇen nadzor. V kombinaciji z zunanjimi homogenimi magnetnimi polji ustvarjenimi s
tuljavami in z gravitacijskim poljem, to ustvari 1D potencialno past, v katero ujamejo kva-
zikondenzat 87Rb atomov. Atomski cˇip se nahaja v vakuumski komori in je obrnjen z zlato
ploskvijo navzdol. Ujet 1D kvazikondenzat lebdi pod cˇipom. Fiziko takega kondenzata
na razdaljah vecˇjih od tako imenovane zvezne skale (ξh ≈ (3 do 6) × 10−7m) efektivno
opiˇsemo s pomocˇjo kvantnih teorij polja. Oblak atomskega kvazikondenzata lahko do-
datno razdelijo v dva vzporedna oblaka, pri cˇemer Josephsonovo tuneliranje atomov cˇez
potencialno bariero med njima povzrocˇi sklopitev med kondenzatoma.
Slika 66. Levo: Polozˇaj atomskega cˇipa v vakuumski komori. Desno: Ultrahladni atomi lebdijo pod
atomskim cˇipom ujeti v 1D potencialno past realizirano s pomocˇjo magnetnih polj in gravitacijskega
polja. Sliki sta pridobljeni v [189].
Dinamiko enega samega 1D kvazikondenzata opiˇsemo s pomocˇjo sledecˇe kvantne teorije
polja
H =
∫
dx
[
ℏ2
2mA
∂xψ
†∂xψ + (U(x)− µ)ψ†ψ
]
+
g1D
2
∫
dxdx′ψ†(x)ψ†(x′)δ(x−x′)ψ(x′)ψ(x),
(16.15)
kjer je ψ kompleksno bozonsko kvantno polje, parametri pa so: sklopitvena konstanta g1D,
potencial atomske pasti U(x), kemicˇni potencial µ in masa atomov mA. Za homogen po-
235
XVI. RAZSˇIRJENI POVZETEK V SLOVENSKEM JEZIKU
Slika 67. Cˇeprav so kvazikondenzati v 1D pasteh mikroskopsko sestavljeni iz posameznih atomov,
jih na razdaljah vecˇjih od zvezne skale ξh ucˇinkovito opiˇsemo s pomocˇjo kvantnih teorij polja. Slika
je pridobljena iz [190].
tential U(x) = 0, je to Lieb-Linigerjev model [192], ki je integrabilna KTP. Za vrednosti pa-
rametrov uporabljene v eksperimentu, se s pomocˇjo nastavka ψ(x) =
√
n1D + δρ(x)e
iθ(x),
kjer so δρ(x) fluktuacije gostote atomov okoli povprecˇne gostote n1D in θ(x) faza, s ko-
mutacijsko zvezo [δρ(x), θ(x′)] = iδ(x − x′), model poenostavi v Luttingerjevo tekocˇino
(prosto bozonsko teorijo polja) [195]
H =
ℏc
2
∫
dz
[
K
π
(∂xθ(x))
2 +
π
K
(δρ(x))2
]
=
∑
ℏωka†kak, (16.16)
s hitrostjo zvoka c =
√
g1Dn1D/mA, Luttingerjevim parametromK ≡
√
n1D(ℏπ)2/4g1DmA
in a†k, ak bozonskimi kreacijskimi in anihilacijskimi operatorji. V primeru dveh vzporednih
sklopljenih kvazikondenzatov, cˇe vpeljemo simetricˇna (s) in antisimetricˇna (a) polja,
δρs(x) = δρ1(x) + δρ2(x), φs(x) =
1
2
(θ1(x) + θ2(x)) ,
δρa(x) =
1
2
[δρ1(x)− δρ2(x)] , φa(x) = θ1(x)− θ2(x), (16.17)
lahko sistem opiˇsemo kot
H = Hs [δρs, φs] +Hs−a [δρs, φa] (16.18)
+
∫
dx
[
ℏc
2
(
K
π
(∂xφa(x))
2 +
π
K
(δρa(x))
2
)
− 2ℏJn1D cos (φa(x))
]
.
Tukaj je Hs [δρs, φs] Hamiltonian, ki opisuje dinamiko simetricˇnih prostostnih stopenj in
je enak Luttingerjevi tekocˇini s parametrom Ks = 4K, cˇlen Hs−a [δρs, φa] opisuje sklo-
pitev med simetricˇnimi in antisimetricˇnimi polji in pricˇakujemo, da je v eksperimentu
zanemarljivo majhen, zadnji cˇlen, ki podaja dinamiko antisimetricˇnih stopenj pa je znan
kot sine-Gordonov model (sG). Tukaj je J Josephsonova frekvenca, ki dolocˇa jakost sklo-
pitve med kondenzatoma. SG je najbolj pomembna teorija polja za to disertacijo in bo
bolj natancˇno obravnavana v naslednjem poglavju. V dodatku XII je natancˇno izpeljano,
kako pridemo do takega opisa dveh sklopljenih kondenzatov in kateri priblizˇki so pri tem
napravljeni.
Eden kljucˇnih dosezˇkov na TUW je bil razvoj postopka za meritev (cˇasovno odvisnih)
korelacijskih funkcij v kvantnih teorijah polja, ki opisujejo 1D kvazikondenzate. To nare-
dijo na sledecˇ nacˇin: sistem nekaj cˇasa v magnetnih pasteh sledi unitarnemu kvantnemu
razvoju, nato pa pasti ugasnejo. V tem trenutku se kvantna dinamika zamrzne in kva-
zikondenzat zacˇne prosto padati v gravitacijskem polju. Tekom padanja kvazikondenzat
izmerijo s pomocˇjo absorbcijskega in interferencˇnega slikanja z laserji. Iz zatemnitve la-
serskega zˇarka lahko razberejo gostotni profil ρ(x), iz interferencˇne slike pa fazo θ(x).
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S pomocˇjo slednje lahko izracˇunajo korelacijske funkcije. Taka meritev je destruktivna -
unicˇi sistem in njegovo kvantno stanje. Da dobijo cˇasovno odvisne korelacijske funkcije,
morajo tako eksperiment ponoviti vecˇkrat z enakim zacˇetnim stanjem in vsakokrat pu-
stiti unitaren razvoj do drugacˇnega cˇasa. Da dobijo dovolj statistike za izracˇun kvantnih
korelacijskih funkcij, morajo pravzaprav ponoviti meritev nekaj tisocˇkrat za vsak cˇas v
razvoju.
Na ta nacˇin je eksperimentatorjem uspelo narediti veliko sˇtevilo pionirskih in zanimivih
meritev. Za to disertacijo najbolj pomembna je bila meritev vecˇtocˇkovnih korelacijskih
funkcij (do 10-tocˇkovnih) sine-Gordonovega modela v termicˇnih stanjih. To je bil prvi re-
zultat za korelacijske funkcije sG modela, saj teoreticˇni rezultat prej ni obstajal. Rezultati
so predstavljeni na sliki 68. Korelacijske funkcije so bile izmerjene za antisimetricˇno fazo
merjeno glede na sredino sistema
φ(x) ≡ φa,\0(0, x) = φa(0, x)− φa(0, x0). (16.19)
Posledicˇno imajo znacˇilni vzorec v obliki sˇahovnice. Njbolj pomembno pa je, da so za
dolocˇene vrednosti parametrov povezane korelacijske funkcije razlicˇne od nicˇ, kar dokazuje,
da je sistem realiziran v eksperimentu res sklopljen (interagirajocˇ). Da bi lazˇje merili
neGaussovskost stanj v odvisnosti od eksperimentalnih parametrov, so vpeljali sledecˇo
mero imenovano splosˇcˇenost (ker je sorodna istoimenovanemu objektu iz matematicˇne
statistike)
K ≡
∫
dx1dx2dx3dx4
⏐⏐⏐[C(4)]C (x1, x2, x3, x4)⏐⏐⏐∫
dx1dx2dx3dx4
⏐⏐C(4)(x1, x2, x3, x4)⏐⏐ (16.20)
Nenicˇelna vrednost splosˇcˇenosti nakazuje neGaussovskost stanja in vecˇja kot je ta vrednost,
bolj je stanje neGaussovsko. Izmerjene vrednosti splosˇcˇenosti so prikazane na sliki 68. Ker
je iz eksperimentalnega sistema izredno tezˇko razbrati vrednost sklopitvenega parametra
J , je bila splosˇcˇenost izmerjena v odvisnosti od pricˇakovane vrednosti ⟨cos(φ)⟩, ki jo je
bilo mozˇno izmeriti neposredno. Dejstvo, da sta obe kolicˇini na grafu mocˇno odvisni od
parametrov sistema, povzrocˇi nemalo tezˇav pri teoreticˇnem opisu. Izmerjena splosˇcˇenost je
imela tri rezˇime obnasˇanja. Za vrednosti ⟨cos(φ)⟩ blizu 0 in 1, je bila splosˇcˇenost majhna,
medtem, ko je mocˇno narasla vmes. Izmerjeno odvisnost so teoreticˇno dobro zajeli s
pomocˇjo klasicˇne sine-Gordonove teorije polja [198, 207]. Kvantnih teoreticˇnih napovedi ni
bilo, kar je postal cilj nasˇega raziskovanja. Kvantni opis sistema bi dal vpogled v kvaliteto
eksperimentalne implementacije kvantnega sG modela in ali je v eksperimentu mocˇ videti
tudi nizkotemperaturne kvantne fluktuacije poleg visokotemperaturnih klasicˇnih [187, 207].
To je spodbudilo daljˇsi raziskovalni projekt, ki je opisan v poglavju VI in bo povzet v
poglavju XVIE.
C. Kvantni sine-Gordonov model
Tukaj povzemamo poglavje IV, ki predstavlja kvantni sine-Gordonov (sG) model. Mo-
del motiviramo kot integrabilno teorijo in kot topolosˇko teorijo ter predstavimo njegove
temeljne lastnosti in njegov fazni diagram.
V prejˇsnjem poglavju smo videli, da je za opis dinamike dveh sklopljenih 1D kvazi-
kondenzatov v eksperimentu z ultrahladnimi atomi v atomskem cˇipu potreben kvantni
sine-Gordonov model. Model pa je bil zgodovinsko predlagan iz drugacˇnih razlogov, mo-
tiviranih z raziskavami v teoreticˇni fiziki. V namen resˇevanja mocˇne jedrske sile, cˇesar ni
mozˇno narediti perturbativno, so teoretiki poskusˇali najti mocˇno sklopljene kvantne teo-
rije polja preprostejˇse od kvantne kromodinamike, ki bi jih bilo mocˇ resˇiti eksaktno, bi pa
sˇe vedno zajele kljucˇne lastnosti mocˇne interakcije. To je porodilo podrocˇje integrabilnih
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Slika 68. Levo: Termicˇne korelacijske funkcije sine-Gordonovega modela izmerjene v eksperimentu,
njihov nepovezan in povezan del. Desno: Splosˇcˇenost v odvisnosti od ⟨cos(φ)⟩ izmerjena v ekspi-
rementu in teoreticˇna napoved s pomocˇjo klasicˇnega sG modela [207]. Sliki pridobljeni iz [198].
kvantnih teorij polja, ki obstajajo v (1+1)D in sine-Gordonov model je eden izmed takih
teorij. V poglavju IV to ilustriramo na preprost a pomenljiv nacˇin tako, da se, sledecˇ
[219], vprasˇamo, kako moramo popraviti (1+1)D φ4 model
L =
1
2
(∂µφ) (∂
µφ)− 1
2
m2φ2 − λ
4!
φ4, (16.21)
tako, da dobimo kvantno teorijo polja, v kateri se delci sipajo elasticˇno, t.j. se sˇtevilo
delsev pri trkih ohranja. To lahko naredimo tako, da zgornjemu Lagrangeanu dodajamo
proticˇlene oblike
L =
1
2
(∂µφ) (∂
µφ)− m
2
β2
∞∑
n=1
1
(2n)!
β2nφ2n, (16.22)
z β2 ≡ λ/m2, kar pripelje do sinh-Gordonovega modela: L = 12 (∂µφ) (∂µφ)−m
2
β2
[cosh(βφ)− 1],
oziroma za kompleksno vrednost sklopitve β → iβ do sine-Gordonovega modela (sG),
L =
1
2
(∂µφ) (∂
µφ) +
m2
β2
[cos(βφ)− 1] . (16.23)
Skupaj z Bullogh-Doddovim modelom, L = 12 (∂µφ) (∂
µφ) + m
2
6κ2
[
e2κφ + 2e−κφ − 3], so to
vse integrabilne skalarne kvantne teorije polja.
Sˇe tretji razlog, zakaj je sine-Gordonov model pomemben, je, da je to teorija polja s
topolosˇkimi lastnostmi [222]. To je najlazˇje videti na primeru klasicˇne sG teorije. SG
potencial,
V [φ] ≡ −m
2
β2
[cos(βφ)− 1] , (16.24)
je periodicˇen, kar vpelje sledecˇo ekvivalenco v bozonsko polje:
φ(x) ∼ φ(x) + n 2π
β
, n ∈ Z. (16.25)
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Z drugimi besedami, polje je kompaktificirano v topologijo kroga s polmerom R = 1β .
Zahteva, da imajo resˇitve sG modela koncˇno energijo, ima za posledico, da mora polje
v neskoncˇnosti (x = −∞ ali x = ∞) zavzeti vrednost enega izmed neskoncˇno mnogo
vakuumov sG potenciala. Tako lahko definiramo ovojno sˇtevilo w ∈ Z,
w ≡ β
2π
(
φ(∞)− φ(−∞)
)
=
β
2π
∫ ∞
−∞
dx ∂xφ, (16.26)
ki pove, koliko zaporednih vakuumov preskocˇi polje medtem, ko se sprehodimo od x =
−∞ do x = ∞. Matematicˇno smo s tem konstruirali prvo homotopsko grupo za krozˇno
topologijo, kar je pomemben objekt v algebrajski topologiji [223]. Posledica tega je, da
imajo resˇitve sG modela zelo zanimive lastnosti. Elementarne resˇitve so solitoni
φx0,vs (t, x) = φs
(
m(x− x0)− vt√
1− |v|2
)
, (16.27)
ki imajo ovojno sˇtevilo enako w = s = +/ − 1 in so topolosˇka vzbujena stanja sistema.
Te resˇitve so stacionarne, kar pomeni, da se njihova oblika ne spreminja v cˇasu. Cˇe je v
sistemu prisotno vecˇ solitonov, se ti lahko med seboj bodisi elasticˇno sipajo, solitoni in
antisolitoni pa lahko tvorijo tudi vezana stanja, utripacˇe (angl. breather).
Slika 69. Topolosˇka stanja klasicˇnega sine-Gordonovega modela, cˇe prikazˇemo polje φ kot krozˇno
polje (ali fazo). (a) Soliton. (b) Sipanje dveh solitonov (c) in (d) Utripacˇi – vezana stanja solitonov.
Pridobljeno iz [224]
Spekter kvantnega sine-Gordonovega modela je sestavljen iz vzbujenih stanj, ki so
kvantni ekvivalenti solitonov in utripacˇev. Te lahko najdemo s pomocˇjo teorije sipalnih
matrik, ki obravnava sipanje delcev v KTP in zazna vezana stanja kot pole v sipalnih
matrikah. Masa kvantne enacˇice solitonov je s parametri modela povezana preko [229]
m2
β2
=
1
2
κ(∆)M2−2∆S , (16.28)
z
κ(∆) =
1
π
Γ (∆)
Γ (1−∆)
⎡⎣√πΓ
(
1
2−2∆
)
2Γ
(
∆
2−2∆
)
⎤⎦2−2∆ (16.29)
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in oznako:
∆ ≡ β
2
8π
≡ ξsG
ξsG + 1
. (16.30)
Mase njihovih vezanih stanja, kvatne enacˇice utripacˇev, so
mn = 2MS sin
(
nπξsG
2
)
for n = 1, 2, . . . (16.31)
Utripacˇ z najnizˇjo maso, B1, je osnovna vzbuditev v sG modelu in njegova masa, m1,
nam poda velikost spektralne rezˇe. Sˇtevilo mozˇnih razlicˇnih vezanih stanj N¯ , utripacˇev,
je odvisno od jakosti sklopitve v sistemu
N¯ = [λsG] ≡
[
1
ξsG
]
. (16.32)
Za ξsG ≥ 1 (kar ustreza β ≥
√
4π or ∆ ≥ 12) vezana stanja solitonov niso vecˇ mozˇna. S
tem smo dobili fazni prehod med dvema izmed faz sG modela: za β <
√
4π je interakcija
med solitoni in antisolitoni privlacˇna in torej tvorijo vezana stanja, za β ≥ √4π je inte-
rakcija odbojna. V poglavju XI pokazˇemo, da lahko sine-Gordonov model preslikamo na
fermionsko teorijo, Thirringov model [230]
S Thirring ≡
∫ ∞
−∞
dt
∫ L/2
−L/2
dx
[
:ψ¯ (iγµ∂µ −M)ψ : −g
2
:ψ¯γµψ ψ¯γµψ :
]
, (16.33)
z zvezo med sklopitvami podano z
β ≡
√
4π
1 + g/π
(16.34)
in fermionsko maso M = m2/2β2. Iz predznaka g tako takoj razberemo smer interakcije v
posameznih fazah. Vmes med dvema fazama, za ∆ = 12 je vrednost Thirringove interakcije
g = 0 in ta postane Diracova teorija prostih fermionov. Pri velikih vrednostih sklopitvene
konstante ∆ ≳ 1, kosinusni potencial postane irelevantna perturbacija v smislu renorma-
lizacijske grupe in sG model postane prosta brezmasna bozonska teorija. Fazni prehod je
tipa Berezinskii–Kosterlitz–Thouless. V dodatku XIII pokazˇemo izracˇun tega rezultata.
Slika 70 prikazuje fazni diagram sG modela.
Slika 70. Fazni diagram sine-Gordonovega modela. Prirejeno iz [231].
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D. Sˇibek kvantni kaos
Tukaj povzemamo poglavje V, ki predstavlja nasˇe rezltate povezane z cˇasovno neure-
jenimi korelacjskimi funkcijami (angl. out-of-time-ordered correlation functions OTOC)
(16.8). Najprej pokazˇemo omejitve pri uporabi tega objekta v sistemih na mrezˇi z lokalno
interakcijo, predlagamo prilagojeno mero za kaos v teh sistemih, izpeljemo zgornjo mejo
za narasˇcˇanje takega objekta in sˇtudiramo njegove lastnosti na primeru neravnovesnega
Isingovega modela.
Predlogu cˇasovno neurejenih korelacijskih funkcij [13, 95, 96] je sledilo veliko sˇtevilo del,
glavnina osredotocˇena na sisteme z interakcijo neskoncˇnega dosega zanimive za podrocˇje
korespondence AdS/CFT. Ko smo se zacˇeli ukvarjati s temo, je zˇe obstajala tudi mnozˇica
del, ki je objekt sˇtudirala v sistemih pomembnih za fiziko trdne snovi [99, 114, 116–122,
124, 126, 131, 132] in tudi vzpostavila povezavo z Lieb-Robinsonovim izrekom [106, 200].
Opazˇanja v teh delih so bila vedno sledecˇa: OTOC je imel netrivialno rast v okolici
kavzalnega stozˇca, potem pa se je rast ustavila in korelacije so dosegle plato (ter se vcˇasih
celo vrnile na nicˇ). To smo zˇeleli razdelati malo bolj sistematicˇno.
Osredotocˇili smo se na kvantne sisteme na mrezˇi s koncˇno dimenzijoD lokalnega Hilber-
tovega prostora in z lokalno interakcijo. Ti vsebujejo spinske sisteme in fermionske sisteme
na mrezˇi, kar je velik del sistemov pomembnih za fiziko trdne snovi. S pomocˇjo osnovnih
operatorskih neenakosti je preprosto pokazati, da je v teh sistemih OTOC navzgor omejen
z operatorskimi normami
C (t, x) ≤ 4 ∥v∥2 ∥w∥2 . (16.35)
Lieb-Robinsonov izrek [200] dodatno omeji rast OTOCa:
C (t, x) ≤ 4 ∥v∥2 ∥w∥2 e−µmax{0,|x|−vLRt}. (16.36)
To pomeni, da je eksponentna rast OTOCa v najboljˇsem primeru prehodni pojav omejen
na robove kavzalnega stozˇca. Kaos pa je definiran kot asimptotski pojav v limiti t → ∞
(kot je razvidno npr. iz definicije eksponenta Ljapunova (16.2)). Zato zagovarjamo, da
OTOC, kot je bil originalno predlagan [13, 95, 96], ni dobra mera za kaos v spinskih in
fermionskih sistemih na mrezˇi.
Kot alternativo, smo predlagali prilagojen objekt, ki nima taksˇnih tezˇav: gostoto
OTOCa ekstenzivnih operatorjev (angl. density of the OTOC of extensive operators
dOTOC) V ≡ ∑x∈Λ vx, W ≡ ∑x∈Λwx, kjer sta wx, vx lokalna. Definirana je na d−
dimenzionalni mrezˇi Λ z N mesti, kot povezan drugi moment komutatorja
c(N)(t) ≡ − 1
N
(
⟨[W (t), V (0)]2⟩β − ⟨[W (t), V (0)]⟩2β
)
. (16.37)
Ker je operatorska norma ekstenzivnih opazljivk neskoncˇna, dOTOC ni omejen navzgor
tako kot OTOC in lahko narasˇcˇa tudi v limiti t→∞.
Kljub temu, nam je s pomocˇjo Lieb-Robinsonovega izreka in eksponentnega kopicˇenja
(angl. exponential clustering) uspelo dokazati zgornjo mejo za narasˇcˇanje dOTOCa. Lieb-
Robinsonov izrek [200] pravi, da za vsak sistem na mrezˇi z lokalno interakcijo in koncˇno
dimenzijo likalnega Hilbertovega prostora, obstajajo konstante ξ, µ in vLR, tako, da za
katerakoli operatorja a in b velja
∥[a(t), b]∥ ≤ ξmin {|supp(a)| , |supp(b)|} ∥a∥ ∥b∥ e−µmax{0,d(supp(a),supp(b))−vLRt}. (16.38)
Tukaj je supp(a) ⊂ Z suport lokalnega operatorja a in d (•, •) razdalja med dvema
mnozˇicama. V grobem izrek pove, da komutator dveh lokalnih spremenljivk narasˇcˇa v
kavzalnem stozˇcu, ki se sˇiri s hitrostjo vLR. Drugi izrek, eksponentno kopicˇenje (angl.
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exponential clustering) termicˇnih stanj [235, 236]. Za termicˇna stanja (1+1)D sistemov z
lokalno interakcijo, obstajata pozitivni konstanti χ in ρ tako, da velja sledecˇa neenakost
za operatorja a in b ⏐⏐⏐⟨a, b⟩Cβ ⏐⏐⏐ ≤ χ ∥a∥ ∥b∥ e−ρ d(supp(a),supp(b)), (16.39)
kjer je ⟨a, b⟩Cβ ≡ ⟨ab⟩β − ⟨a⟩β⟨b⟩β povezan del korelacijske funkcije. Podobna neenakost
velja za sisteme z lokalno interakcijo na d−dimenzionalnih mrezˇah pri dovolj visokih tem-
peraturah [237]. S pomocˇjo teh dveh izrekov smo dokazali, da za sisteme na mrezˇah s
koncˇnim lokalnim Hilbertovim prostorom in lokalno interakcijo dOTOC lahko narasˇcˇa
najvecˇ polinomsko v cˇasu,
c(t) ≤ At3d, (16.40)
kjer je A konstanta. Posledicˇno, obravnavani sistemi nimajo nenicˇelnega ”eksponenta
Ljapunova”λL. Kljub temu, pa so ti sistemi lahko kaoticˇni, kot je bilo pokazano s pomocˇjo
teorije slucˇajnih matrik. Kot analogijo klasicˇnim sistemom, ki imajo lastnost mesˇanja, ne
pa eksponentne obcˇutljivosti na zacˇetne pogoje, smo predlagali poimenovanje tega pojava
sˇibek kvantni kaos.
Da bi obnasˇanje dOTOCa pokazali na konkretnem primeru, smo sˇtudirali njegovo
dinamiko na neravnovesnem Isingovem modelu, za katerega je iz teorije slucˇajnih matrik
znano, da je kaoticˇen. Njegov Hamiltonian je sestavljen iz Isingovega cˇlena HIsing =∑
j Jσ
x
j σ
x
j+1 in periodicˇnega vzbujanja Hkick =
∑
j h
(
σzj cosφ+ σ
x
j sinφ
)
,
H(t) = HIsing +Hkick
∑
n∈Z
δ (t− n) , (16.41)
kjer so σαj lokalni Paulijevi operatorji. Parametri modela so: Isingova sklopitev J , gostota
zunanjega magnetnega polja h (ki je v tem primeru homogeno) in naklon zunanjega ma-
gnetnega polja φ (ki je v tem primeru za razliko od modela predstavljenega v poglavju
XVIA lahko poljuben). Sistem je integrabilen (prost) za transverzalno magnetno polje,
φ = 0, in neintegrabilen za ostale vrednosti naklona φ > 0. Racˇunali smo dOTOC c
(N)
α (t)
za (ekstenzivno) magnetizacijo,
W = V =Mα =
N∑
j=1
σαj , (16.42)
bodisi v transverzalni (α = z) bodisi vzporedni (α = x) smeri z Isingovo sklopitvijo.
Za poljubne vrednosti kota φ smo racˇunali dOTOC numericˇno, z uporabo tocˇne diago-
nalizacije in simulacij tipa Monte-Carlo osnovanih na Levyjevi lemi (tipicˇnosti). V primeru
φ = 0, smo racˇunali dinamiko dOTOCa tudi analiticˇno s pomocˇjo Jordan-Wignerjeve
transformacije na Majorana fermione:
w2j = σ
x
j
∏
k<j
σzk, w2j+1 = σ
y
j
∏
k<j
σzk, (16.43)
kjer so wi Majorana fermioni na mrezˇi, ki zadosˇcˇajo antikomutacijski zvezi {wi, wj} = 2δij .
Sistem je nato mozˇno resˇiti s pomocˇjo Fourierjeve transformacije w(θ) =
∑
j w2je
iθj ,
w′(θ) =
∑
j w2j+1e
iθj . Podrobnosti izracˇuna so predstavljene v poglavju V. Analiticˇni in
numericˇni rezultati so se lepo ujemali.
Dobljeni rezultati so predstavljeni na sliki 71. Opazˇeno je bilo sledecˇe obnasˇanje dO-
TOCa v neravnovesnem Isingovem modelu: v splosˇnem narasˇcˇa linearno (in neprekinjeno),
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v posebnem primeru, ko je sistem integrabilen in ko je opazljivka dovolj preprosta (kva-
draticˇna v majorana fermionih), se rast dOTOCa ustavi in dosezˇe plato. Kot mera je
dOTOC torej obcˇutljiv na integrabilnost sistema. Pokazali smo tudi, da je obcˇutljiv tudi
na fazni prehot Floquetovega tipa, ki je prisoten v tem modelu. Pricˇakujemo, da je nasˇa
dokazana zgornja meja za rast dOTOCa sˇe vedno neoptimalna in je rast v splosˇnem line-
arna.
Slika 71. Gostota cˇasovno neurejenih korelacijskih funkcij (dOTOC) (ekstenzivnih) magnetizacij
za (1+1)D neravnovesni Isingov model (16.41) s periodicˇnimi robnimi pogoji. V (A, B) je ma-
gnetno polje transverzalno (φ = 0) in sistem je integrabilen (prost), v (C, D) je polje pod kotom
φ = π4 in sistem je neintegrabilen. V (A, C) je opazljivka vsota kvadraticˇnih cˇlenov v Majo-
rana fermionih, v (B, D) je opazljivka vsota cˇlenov, ki so neskoncˇni produkti Majorana fermionov.
Vrednosti parametrov so J = 0.7, h = 1.1, vendar so rezultati genericˇni za vse vrednosti J, h. Nu-
mericˇni rezultati dobljeni s pomocˇjo eksaktne diagonalizacije, so narisani s krizˇci, rezultati dobljeni
s pomocˇjo Monte-Carlo simulacij na osnovi Levyjeve leme (z vzorcem 50×50 nakljucˇnih vektorjev)
so oznacˇeni z intervali zaupanja. Analiticˇna resˇitev v primeru (A) je oznacˇena z odebeljeno cˇrno
cˇrto. Asimptotska odvisnost v limitah N →∞ in t→∞ je oznacˇena s cˇrtkano cˇrto. V primeru (A)
je bila ta dobljena analiticˇno, v drugih primerih s pomocˇjo ekstrapolacije numericˇnih rezultatov.
Numericˇni rezultati so zanesljivi do cˇasov t ∼ N/2, zaradi efektov koncˇne velikosti sistema. Manjˇsi
graf (i) prikazuje odvisnost viˇsine platoja od J in h. Razvidna je neanaliticˇnost v cˇrtah faznega
prehoda v sistemu.
Ti rezultati so bili objavljeni v [1]. Predstavljajo temelje za uporabo cˇasovno neurejenih
korelacijskih funkcij v lokalno interagirajocˇih sistemih na mrezˇi. Rezultati odprejo nekaj
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mozˇnih smeri nadaljnega raziskovanja: natancˇna klasiﬁkacija mozˇnih dinamik dOTOCa
v razlicˇnih sistemih, izpeljava natancˇne zgornje meje, sˇtudija prehoda med sˇibkim (poli-
nomska) in mocˇnim (eksponentna rast dOTOCa) kaosom v sistemih z interakcijo dolgega
dosega, obnasˇanje v semiklasicˇni limiti, povezava s teorijo slucˇajnih matrik, povezava s
kvantnim transportom in nenazadnje obnasˇanje v holografskih sistemih.
E. Korelacijske funkcije kvantnega sine-Gordonovega modela
Tukaj povzemamo poglavje VI, ki opisuje nasˇ izracˇun vecˇtocˇkovnih korelacijskih funkcij
sine-Gordonovega modela v ravnovesnih stanjih in za neravnovesno dinamiko po kvantnih
sunkih ter raziskave v smeri teoreticˇnega opisa eksperimentov z ultrahladnimi atomi v
atomskem cˇipu.
Kot smo razlozˇili v uvodu, teorija integrabilnosti ne omogocˇa izracˇuna vecˇtocˇkovnih ko-
relacijskih funkcij, zato te za sine-Gordonov model sˇe niso bile izracˇunane. Eksperimenti z
ultrahladnimi atomi so tako prvi dali rezultate o njegovih korelacijskih funkcijah. Ekspe-
riment se je dobro ujemal s klasicˇno sine-Gordonovo teorijo, kvantnih teoreticˇnih napovedi
pa ni bilo, kar je postal nasˇ cilj. Problema smo se lotili s pomocˇjo Metode pristriˇzenega
konformnega Hilbertovega prostora (angl. Truncated conformal space approach TCSA),
zmogljive numericˇne metode za mocˇno sklopljene kvantne teorije polja, ki je opisana v
poglavju X in povzeta v poglavju XVIH.
S pomocˇjo TCSA za sine-Gordonov model z Dirichletovimi robnimi pogoji nam je
uspelo izracˇunati 2-tocˇkovne in 4-tocˇkovne korelacijske funkcije bozonskega polja ϕ ter
njihove povezane korelacije na osnovnih, termicˇnicˇnih in vzbujenih stanjih sG modela. Za
primerjavo smo izracˇunali korelacijske funkcije sˇe za brezmasni in masiven prost bozon.
Za lazˇjo karakterizacijo neGaussovskosti in primerjavo z eksperimentom, smo izracˇunali
tudi splosˇcˇenost (16.20). Rezultate povzemamo s spodnjimi slikami in opisi pod njimi.
Slika 72. Diagonalni del dvotocˇkovnih korelacijskih funkcij v osnovnih stanjih sine-Gordonovega
modela, brezmasnega in masivnega prostega bozona. Presenetljivo je, da so korelacijske funkcije
sG modela daljˇsega dosega od korelacij masivnega prostega bozona. Pojasnitev tega izsledka sˇe
ostaja odprto vprasˇanje.
Nadaljevali smo s preucˇevenjem dinamike korelacijskih funkcij po kvantnih sunkih. Da
bi izlusˇcˇili ucˇinek interakcije, smo dinamiko sG modela primerjali z brezmasnim in masiv-
nim bozonom. Dinamika po sunku iz vzbujenega stanja sG modela je prikazana na sliki
76. Pri brezmasnem prostem bozonu, kot pricˇakovano opazimo periodicˇnost v cˇasovnih
vrstah, ki je posledic odbojev od roba sistema. Pri masivnem prostem bozonu take peri-
odicˇnosti zaradi disperzije ni vecˇ. Za razliko od prostih teorij, pri sG modelu opazimo, da
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Slika 73. Gostotni graf termicˇnih korelacijskih funkcij sine-Gordonovega modela pri vrednostih
parametrov Δ = 1/18, lS = 25, nivo reza = 20. Nenicˇelna vrednost povezanih korelacijskih funkcij
potrjuje neGaussovskost stanj.
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Slika 74. Termicˇna odvisnost splosˇcˇenosti (16.20) v sine-Gordonovem modelu. Zelena krivulja je
za Δ = 1/18, rdecˇa pa za Δ = 1/100, kar je v sˇibko sklopljenem rezˇimu, tako kot eksperiment
[198]. Obe krivulji sta za lS = 25, nivo reza = 20. Opazimo tri rezˇime obnasˇanja. Pri nizkih
temperaturah je splosˇcˇenost majhna, pri srednjih temperaturah naraste, pri visokih pa spet pade.
To lahko pojasnimo s primerjavo energijskega nivoja stanj s sG potencialom. Pri nizkih energijah,
je potencial efektivno kvadraticˇen in stanja posledicˇno Gaussovska, pri srednjih temperaturah, se v
celoti pokazˇe ucˇinek nelinearnosti potenciala in stanja so neGaussovska, pri visokih temperaturah
pa je potencial zanemarljivo majhen v primerjavi z energijo sistema in stanje posledicˇno spet
Gaussovsko. Tako visokih temperatur s pomocˇjo TCSA ne moremo zajeti.
vrednost splosˇcˇenosti saturira v plato, ravno tako se struktura korelacijskih funkcij mocˇno
spremeni. To nakazuje na vrsto ravnovesja, imenovano ravnovesje v povprecˇju [262–264].
Frekvencˇna analiza cˇasovnih vrst pri kvantnih sunkih v sine-Gordonov model, pokazˇe vecˇ
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Slika 75. Nekaj vzbujenih stanje sine-Gordonovega modela (Δ = 1/18, lS = 25, nivo reza = 20).
Vzbujena stanja imajo lahko bistveno bogatejˇse strukture korelacijskih funkcij. Velike razlike v
strukturi, za stanja, ki so blizu skupaj po energiji, potrjujejo, da za sG model kot integrabilno
teorijo, ne velja Hipoteza termalizacije lastnih stanj (angl. Eigenstate tehrmalisation hypothesis
ETH) [260].
resonancˇnih vrhov, ki ustrezajo stanjem v spektru sG modela (slika 77). Zaradi velike
gostote teh stanj je posamezne vrhove tezˇko identiﬁcirati, uspelo pa nam je identiﬁcirati
dominanten vrh kot premikajocˇ se utripacˇ B2.
Ti rezultati pa sˇe niso bili primerljivi z eksperimentom. Dobljene vrednosti splosˇcˇenosti
na sliki 74 so za red velikosti manjˇse od eksperimentalnih vrednosti (slika 68) in termicˇne
korelacijske funkcije na sliki 73 imajo drugacˇno strukturo od eksperimentalnih. Na osnovi
pogovorov s cˇlani eksperimentalne skupine Jo¨rga Schmiedmayerja na TUW in z Marekom
Gluzo, smo ugotovili, da je to posledica nekaj preprostih tehnicˇnih podrobnosti eksperi-
menta. Tako smo vnesli nekaj prilagoditev v nasˇo numericˇno metodo, kot so prehod v
Neumannove robne pogoje, in redeﬁnicija opazljivke kot polje merjeno glede na sredino
sistema ϕ\0(x) ≡ ϕ(x) − ϕ(x0), poleg tega pa sˇe simulacija nepopolne opticˇne locˇljivosti
v eksperimentu. Te prilagoditve so dale rezultate, kot so prikazani na sliki 78, ki so zˇe
blizu eksperimentalnim. Kljub temu, je potrebnih sˇe nekaj izboljˇsav kode, predvsem op-
timizacija, da lahko dosezˇemo vecˇje Hilbertove prostore, da bi dobili zanesljive rezultate
za primerjavo z eksperimentom. Koncˇni cilj je dobiti zanesljiv teoreticˇni simulator za ek-
speriment, kar bi omogocˇalo preveriti kvaliteto eksperimenta in sluzˇilo kot vir napovedi
za fenomene, ki bi jih lahko iskali v eksperimentu. Tak primer bomo obravnavali v nasle-
dnjem poglavju. Pred doseganjem tega mejnika, je sˇe nekaj izzivov, ki jih bo treba resˇiti,
nekateri med njimi tudi na strani eksperimenta. Na kratko jih predstavimo v poglavju
VIC 1.
Nasˇi razultati predstavljajo prvi teoreticˇni izracˇun vecˇtocˇkovnih korelacijskih funk-
cij v kvantnem sine-Gordonovem modelu in eno prvih kvantnih teoreticˇnih napovedi za
eksperiment s sG modelom. Poleg tega so prva implementacija Metode pristrizˇenega kon-
formnega Hilbertovega prostora za izracˇun vecˇtocˇkovnih korelacijskih funkcij. Razvita
metodologija ima velik potencial za nadaljno raziskovalno delo in aplikacije. Z nekaj do-
datnimi izboljˇsavami lahko metoda postane natancˇen teoreticˇen simulator eksperimentov
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Slika 76. Dinamika po kvantnem sunku iz istega vzbujenega stanja sG modela z Δ = 1/18,
lS = 25 v tri razlicˇne teorije: (a) brezmasni prost bozon; (b) masivni prost bozon; (c) sG model
z Δ = 1/8. Masa v Klein-Gordonovi teoriji je enaka masi prvega utripacˇa m1 v sG teoriji z
Δ = 1/8. Zgornji graf prikazuje cˇasovno vrsto za 2-tocˇkovne korelacije pri izbranih vrednostih x1,
x2. Drugi graf prikazuje cˇasovno vrsto splosˇcˇenosti. Graﬁ spodaj so gostotni graﬁ 2- in 4-tocˇkovnih
povezanih korelacijskih funkcij za KG in sG model ob cˇasih oznacˇenih z navpicˇnimi cˇrtami na graﬁh
s cˇasovnimi vrstami. Korelacijske funkcije so bile izracˇunane pri nivo reza = 22, splosˇcˇenost pri
nivo reza = 18.
Slika 77. Fourierjeva analiza frekvenc v cˇasovnih vrstah po kvantnem sunku iz osnovnega stanja
sG modela v sG model (lS = 25, nivo reza = 19, Δ0 = 1/18, Δ = 1/8). Dominantni vrh ustreza
premikajocˇemu se utripacˇu B2.
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Slika 78. Levo: Gostotni graﬁ termicˇnih korelacijskih funkcij sG modela z Neumannovimi robnimi
pogoji in prilagoditvami za priblizˇek simulacije eksperimentalnim podrobnostim (Δ = 1/261, lS =
60, cutoﬀ level = 8). Desno: Splosˇcˇenost v odvisnosti od termicˇne pricˇakovane vrednosti cosϕ
za lS = 60 (kar ustreza l1 = 0.72 in je majhna velikost sistema, kot je razlozˇeno v (10.79)) in v
termodinamski limiti L → ∞, oboje pri nivo reza = 9. Vrednost sklopitve je Δ = 1/261, kar je
eksperimentalna vrednost. Za primerjavo so narisane tudi eksperimentalne izmerjene vrednosti,
pridobljene iz [198]. V nasˇi simulaciji je potrebno sˇe nekaj izboljˇsav, da bodo ti rezultati zanesljivi.
v atomskem cˇipu. To lahko pripomore k nadaljnemu razvoju eksperimentov in tehnologije
ultrahladnih atomov. Pomemben primer bi bil eksperimentalna sˇtudija neravnovesne di-
namike sG modela, za razlago katere je TCSA verjetno najbolj zmogljiv pristop. Metoda
je tudi dovolj prilagodljiva, da lahko zajame razlicˇne nehomogenosti v potencialu, ki jih
imajo v nacˇrtu implementirati v eksperimentu v blizˇnji prihodnosti. Splosˇnejˇse od tega,
ima metoda velik potencial za teoreticˇne sˇtudije ravnovesnih in neravnovesnih korelacijskih
funkcij v mocˇno sklopljenih kvantnih teorijah polja, tako integrabilnih kot neintegrabilnih.
Del tukaj predstavljenih rezultatov je bil objavljen v [2].
F. Krsˇitev horizonta s topolosˇkimi kvantnimi stanji
Tukaj povzemamo pogravje VII, kjer smo predstavili nov efekt v kvantni teoriji polja,
ki smo ga odkrili s pomocˇjo razvite metodologije za izracˇun vecˇtocˇkovnih korelacijskih
funkcij s pomocˇjo Metode pristrizˇenega konformnega Hilbertovega prostora in analiticˇno
dokazali s pomocˇjo bozonizacije. Na kratko razlozˇimo omejitev sˇirjenja korelacij znotraj
horizonta v KTP, predstavimo numericˇne rezultate, analiticˇno resˇitev in razlago efekta.
V kvantni teoriji polja je splosˇno pricˇakovana omejitev sˇirjenja korelacijskih funk-
cij znotraj horizonta. Cˇe zacˇnemo z zacˇetnim stanjem s korelacijskimi funkcijami ξ
kratkega dosega, ki poleg tega sˇe zadosˇcˇajo kopicˇenju lim
|x−y|→∞
〈ϕ(x)ϕ(y)〉 = 〈ϕ(x)〉〈ϕ(y)〉,
pricˇakujemo, do bodo po cˇasovnem razvoju v KTP, povezane korelacijske funkcije nenicˇelne
le znotraj kavzalnega stozˇca – horizonta, z mozˇnimi eksponento pojemajocˇimi repi zunaj
[136, 138]. Intuitivno to lahko razumemo tako, da se korelacije sˇirijo skozi sistem s pomocˇjo
prepletenih parov delcev nastalih v na zacˇetku koreliranih podrocˇjih. Hitrost potovanja
kvazidelcev je omejena navzgor s hitrostjo svetlobe, kar povzrocˇi sˇirjenje korelacij znotraj
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horizonta.
S pomocˇjo razvite metodologije TCSA, smo sˇtudirali cˇasovni razvoj povezanih 2-
tocˇkovnih korelacijskih funkcij (polj φ, ∂xφ in Π = ∂tφ) pri kvantnih sunkih v sine-
Gordonov model. Opazili smo nepricˇakovano obnasˇanje: korelacijske funkcije so nenicˇelne
tudi izven horizonta slika 79. Pravzaprav za polja ∂xφ in Π korelacijske funkcije niti ne
pojemajo z razdaljo. Komponente korelacijskih funkcij izven horizonta oscilirajo v cˇasu.
Slika 79. Gostotni grafi numericˇnih rezultatov metode TCSA za korelacijske funkcije polj φ and
∂xφ v odvisnosti od razdalje in cˇasa pri kvantnih sunkcih iz Klein-Gordonove teorije polja z maso
m = 10/L v sine-Gordonovo teorijo polja z razlicˇnimi vrednostmi sklopitve ∆ = β
2
8π ter lS = 25,
nivo reza = 28. Pri povecˇevanju sklopitvenega parametra, je vse bolj ocˇitna krsˇitev horizonta.
Pojavijo se tudi oscilacije, ki ustrezajo dvakratni frekvenci utripacˇa B1, kar smo oznacˇili s cˇrtkanimi
vodoravnimi cˇrtami. Za primerjavo smo dodali tudi grafe sˇirjenja korelacij po sunkih v Klein-
Gordonov model z razlicˇnimi masami, kjer so korelacijske funkcije povsod znotraj horizonta. Pri
kvantnih sunkih v sG model, je krsˇitev horizonta prisotna ne glede na vrsto zacˇetnega stanja.
Da bi potrdili numericˇne izsledke in razlozˇili opazˇen efekt, smo dinamiko korelacijskih
funkcij izracˇunali tudi analiticˇno. Resˇitev je osnovana na teoriji bozonizacije [230, 298], ki
jo predstavimo v poglavju XI in povzamemo v poglavju XVI I, preko katere se vzpostavi
dualnost med sine-Gordonovim modelom in fermionskim Thirringovim modelom (16.33)
[230]. Za resˇitev smo uporabili tako imenovano konstruktivno bozonizacijo [298], ki vzpo-
stavi eksaktno operatorsko enakost med bozonskimi in fermionskimi teorijami. Pri vre-
dnosti sG sklopitve β =
√
4π, je vrednost sklopitve dualnega Thirringovega modela g = 0
in ta postane Diracova prosta fermionska teorija
HDirac =
∫ L/2
−L/2
dx :ψ¯
(−iγ1∂x +M)ψ : . (16.44)
Njeno dinamiko lahko racˇunamo s pomocˇjo Diracovega propagatorja Gσρ(t, x− x′),
ψσ(t, x) =
∑
ρ=±
∫ ∞
−∞
dx′Gσρ(t, x− x′)ψρ(0, x′). (16.45)
Analiticˇno smo obravnavali kvantne sunke iz zacˇetnega stanja |Ω⟩, ki je bilo osnovno stanje
Klein-Gordonovega modela,
HKG =
∫ (
1
2
Π2 +
1
2
(∂xϕ)
2 +
1
2
m2ϕ2
)
dx. (16.46)
Korelacijske funkcije v tem modelu so kratkega dosega s korelacijsko dolzˇino ξ = 1/m.
S pomocˇjo (16.45) lahko izrazimo cˇasovni razvoj korelacijskih funkcij kot konvolucijo
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zacˇetnih korelacij CCσ1σ2ρ1ρ2(x1, x2, y1, y2) z Diracovim propagatorjem,
〈Ω|Π(t, x)Π(t, y) |Ω〉C = 1
4
∑
σ,ρ=R,L
σρ
∑
σ1,σ2,ρ1,ρ2=R,L
∫ ∞
−∞
dx1dx2dy1dy2
·G∗σσ1(t, x− x1)Gσσ2(t, x− x2)G∗ρρ1(t, y − y1)Gρρ2(t, y − y2)
· 〈Ω| :ψ†σ1(x1)ψσ2(x2): :ψ†ρ1(y1)ψρ2(y2): |Ω〉C︸ ︷︷ ︸
≡CCσ1σ2ρ1ρ2 (x1,x2,y1,y2)
. (16.47)
Zacˇetne korelacijske funkcije, kar je najzahtevnejˇsi del izracˇuna, dobimo s pomocˇjo rebo-
zonizacije
Cσ1σ2ρ1ρ2(x1, x2, y1, y2) = 〈0, 0| eσ1i
2π
L (Nσ1− 12)x1F †σ1Fσ2e
−σ2i 2πL (Nσ2− 12)x2eρ1i
2π
L (Nρ1− 12)y1
·F †ρ1Fρ2e−ρ2i
2π
L (Nρ2− 12)y2 |0, 0〉 (16.48)
· 1
L2
〈Ω| :eσ1iφσ(x1) : :e−σ2iφσ(x2) : :eρ1iφσ(y1) : :e−ρ2iφσ(y2) : |Ω〉 .
Oznake in podrobnosti postopka so razlozˇene v poglavjih VII in XI.
Slika 80. Numericˇno integrirana analiticˇna konvolucijska formula (16.47) za cˇasovno odvisne kore-
lacijske funkcije 〈Ω|Π(t, x)Π(t, y) |Ω〉C po kvantnem sunku iz osnovnega stanja Klein-Gordonovega
modela |Ω〉 v sine-Gordonov model pri β = √4π. Analiticˇna resˇitev je dobljena s pomocˇjo bozoni-
zacije.
Numericˇna integracija (16.47) je potrdila numericˇne rezultate in obstoj efekta krsˇitve
horizonta (slika 80). Analiticˇna obravnava asimptotskega obnasˇanja 〈Ω|Π(t, x)Π(t, y) |Ω〉C
pri velikih krajevnih razmikih pa je razkrila izvor in mehanizem efekta. Najprej je po-
trebno poudariti, da pri efektu ne gre za krsˇitev relativisticˇne kavzalnosti, saj je dinamika
generirana z Diracovim propagatorjem kavzalna – propagator je razlicˇen od nicˇ le znotraj
kavzalnega stozˇca. Efekt je drugacˇnega izvora: med cˇleni CCσ1σ2ρ1ρ2(x1, x2, y1, y2) dovolje-
nimi s fermionskimi izbirnimi pravili, sta dva cˇlena, CCσ(−σ)(−σ)σ, ki krsˇita kopicˇenje,
lim
R→∞
CCσ(−σ)(−σ)σ(x+a1, x+a2, x+R+ b1, x+R+ b2) = CCσ(−σ)(a1, a2)CC(−σ)σ(b1, b2) = 0.
(16.49)
Cˇlen predstavlja korelacijo med dvema paroma soliton-antisoliton, kar lahko interpreti-
ramo tako, da kvantni sunki v sine-Gordonovem modelu prepletejo take pare. Solitoni
250
XVI. RAZSˇIRJENI POVZETEK V SLOVENSKEM JEZIKU
in antisolitoni so nelokalne topolosˇke vzbuditve, ki se raztezajo cˇez cel prostor, preple-
tenost med njimi torej pomeni korelacijo neskoncˇnega dosega v sistemu. Take korela-
cije ob cˇasu t = 0 niso merljive, jih pa dinamika sistema naredi merljive kot korelacije
⟨Ω|Π(t, x)Π(t, y) |Ω⟩C za cˇase vecˇje od nicˇ. To lahko razumemo kot Einstein-Podolsky-
Rosenov (EPR) paradoks v primeru kvantnih teorij polja, kjer imajo solitoni in antisolitoni
vlogo EPR parov.
1 2 1 2
Slika 81. Krsˇitev horizonta je posledica prepletenosti med dvema paroma soliton – antisoliton, ki
jo povzrocˇi sprememba jakosti sklopitve.
Dejstvo, da je efekt prisoten tudi v tocˇki, ko interakcija dualnega Thirringovega modela
izgine in da je njegov izvor prepletenost topolosˇkih vzbuditev, nakazuje, da efekt ni posle-
dica interakcije v sistemu, temvecˇ njegove topologije – kompaktifikacije polj v netrivialno
mnogoterost. Zato gre pri opazˇenem efektu verjetno za temeljni efekt v kvantni teoriji
polja, za katerega pricˇakujemo, da je prisoten tudi v drugih teorijah z netrivialnimi topo-
logijami polj. Tako pricˇakujemo, da bi efekt lahko bil pomemben za podrocˇje topolosˇkih
stanj snovi. Obstaja verjetnost, da bi lahko efekt v blizˇnji prihodnosti izmerili v eksperi-
mentih z ultrahladnimi atomi v atomskem cˇipu. In koncˇno, odkritje efekta je sˇe en prikaz
potenciala, ki ga ima TCSA za sˇtudijo neravnovesne KPT. Predstavljeni rezultati so bili
objavljeni v [3].
G. Robno gnan kvantni sine-Gordonov model
Tukaj povzemamo poglavje VIII, kjer predstavimo nasˇo konstrukcijo robno gnanega
kvantnega sine-Gordonovega modela s pomocˇjo numericˇne metode TCSA v namen sˇtudije
transporta v kvantnih teorija polja. Najprej podamo nekaj osnov odprtih kvantnih siste-
mov in kvantnega transporta, predstavimo nasˇo metodo in rezultate.
Predpostavimo, da bi zˇeleli preucˇevati kvanten sistem, ki ni izoliran (zaprt), ampak je
sklopljen z okolico (torej odprt ali gnan). Tako postavitev opiˇse Hamiltonian
H = Hsistem +Hokolica. (16.50)
Ponavadi je sˇtevilo prostostnih stopenj v okolici tako veliko, da postane neposredno
resˇevanje takega problema nemogocˇe. Namesto tega sklopitev sistema z okolico efektivno
opiˇsemo s pomocˇjo Lindblad-Gorini-Kossakowski-Sudarshanove enacˇbe [316–318]
d
dt
ρ = − i
ℏ
[Hsystem, ρ] +
∑
j
γj
(
LjρL
†
j −
1
2
{
L†jLj , ρ
})
. (16.51)
Tukaj je ρ gostotna matrika sistema, {Ln}n Lindbladovi operatorji, ki efektivno opisujejo
ucˇinek okolice na sistem in γj amplitude vzbujanja. Cˇe Lindbovi operatorji delujejo le
na robovih sistema, lahko pozˇenejo tokove skozenj. S pomocˇjo opazovanja neravnovesnih
stacionarnih stanj (angl. nonequilibrium steady state, NESS), ρNESS, ki so dolocˇena z
d
dt
ρNESS = 0, (16.52)
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lahko preucˇujemo transporten lastnosti sistema. Genericˇni kvantni sistemi imajo difuzen
transport, karakteriziran s Fickovim zakonom
jQ = −D∇ρQ, (16.53)
kjer je ρQ gostota ohranjene kolicˇine Q in jQ gostota njenega toka. V NESS robno gnanih
sistemov se difuzni transport pokazˇe kot linearnimi proﬁli opazljivk. Integrabilni sistemi
imajo lahko tudi balisticˇen transport karakteriziran z nenicˇelno Drudejevo utezˇjo [5, 47, 53]
DQ ≡ lim
t→∞ limL→∞
1
2T L t
∫ t
0
dt′〈jQ(t′)jQ(0)〉T > 0 (16.54)
in krajevno neodvisnimi proﬁli opazljivk v NESS. Integrabilni sistemi imajo lahko tudi
bolj splosˇne, anomalne oblike transporta [306].
Robno gnan sine-Gordonov model smo konstruirali s pomocˇjo TCSA. Kot Lindbladove
operatorje smo uporabili robne vereks operatorje dualnih bozonskih polj[
V B
0,
√
π
β
(x = 0)
]
reg
∝ ei
√
π
β
ϕ˜0 ,
[
V B
0,−
√
π
β
(x = L)
]
reg
∝ e−i
√
π
β
ϕ˜0 , (16.55)
ki pozˇenejo topolosˇki (solitonski) tok skozi sistem. S preucˇevanjem NESS smo ugotovili,
da je transport v sine-Gordonovem modelu balisticˇen, kot je pricˇakovano za integrabilne
sisteme.
Slika 82. Krajevno neodvisen proﬁl gostote topolosˇkega naboja (levo) pri nenicˇelni gostoti to-
polosˇkega toka (desno) v srediˇscˇu sistema (stran od obmocˇja, kjer vzbujamo) nakazuje, da je
transport v kvantnem sine-Gordonovem modelu balisticˇen.
V poglavju VIII opiˇsemo tudi tehnicˇne tezˇave, ki nastopijo pri uporabi TCSA za sˇtudijo
odprtih sistemov zaradi ogromne dimenzije prostora superoperatorje. To postavlja resne
omejitve za uporabo nasˇe metode in zahteva dodatne izboljˇsave, preden bomo dobili sˇiroko
uporabno metodo.
Nasˇe delo predstavlja le prve korake v sˇtudiju transportnih lastnosti kvantnih teorij
polja – ugotovitev tipa transporta v sG modelu in prikaza, da lahko TCSA uporabljanljamo
za simulacijo odprtih sistemov. Vecˇine vprasˇanj povezanih s transportom v KTP, kot
npr. obstoja kvazilokalnih ohranjenih kolicˇin, nismo odgovorili. Za to bo potrebno veliko
nadaljnega dela, predvsem bo potrebno najti nacˇine za konstrukcijo eksaktnih resˇitev. Ima
pa razvita metodologija veliko potenciala za sˇtevilne aplikacije pri sˇtudiju odprtih sistemov.
TCSA bi lahko uporabili za izracˇun prevodnosti tudi na bolj neposreden nacˇin, preko
spektrov. Tukaj predstavljeni rezultati morajo biti sˇe izboljˇsani preden bodo objavljeni.
S tem smo zakljucˇili predstavitev nasˇih izvirnih prispevkov. V nadaljevanju bomo
predstavili dve metodi, ki sta bili najpomebnejˇsi za tnasˇe raziskovalno delo.
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H. Metoda pristrizˇenega konformnega Hilbertovega prostora
Tukaj povzamemo poglavje X, kjer predstavimo Metodo pristrizˇenega konformnega
Hilbertovega prostora, numericˇno metodo, na osnovi katere smo dobili velik del rezultatov
predstavljenih v tej doktorski disertaciji.
Najpogosteje uporabljena metoda v kvantni teoriji polja, perturbacijska teorija (teorija
motenj ), odpove v primeru mocˇnih interakcij. Zmogljivi analiticˇni metodi, ki jih lahko
uporabimo v tem primeru, teorija integrabilnosti in konformna teorija polja (angl. con-
formal field theory, CFT), sta omejeni na (1+1)D in sisteme z zelo posebnimi lastnostmi.
Poleg tega postane racˇun sˇtevilnih kolicˇin izredno tezˇak, npr. s trenutnimi metodami v
teoriji integrabilnosti ni mozˇno racˇunati vecˇtocˇkovnih korelacijskih funkcij. Zato so zelo
koristne numericˇne metode za mocˇno sklopljene kvantne teorije polja. Zelo zmogljiva,
vendar ne sˇiroko poznana metoda je Metoda pristriˇzenega konformnega Hilbertovega pro-
stora (angl. Truncated conformal space approach TCSA). Razvila sta jo leta 1990 Jurov
in Zamolodcˇikov [332]. TCSA ne potrebuje diskretizacije prostora in v principu deluje
v poljubni dimenziji. Osnovana je na renormalizacijski grupi (RG) in konformni teoriji
polja.
Osnovna ideja je gledati na kvantno teorijo polja kot na tocˇko vzdolzˇ tokovnice RG, ki se
je zacˇela v UV fiksni tocˇki (ki jo opiˇse CFT). Tedaj lahko Hamiltonian teorije predstavimo
kot vsoto Hamiltoniana CFT, HCFT, in operatorja motnje V ,
H = HCFT + V. (16.56)
Cˇeprav take sklopljene teorije ne znamo resˇiti, lahko uporabimo metodologijo konformne
teorije polja, da najdemo bazo konformnega Hilbertovega prostora HCFT, ki diagonalizira
HCFT. Cˇe smo KTP definirali na kompaktni (koncˇni) domeni, ima HCFT sˇtevno bazo.
Tedaj lahko uporabimo orodja iz CFT, da izrazimo V kot matriko v tej bazi (izracˇunamo
matricˇne elemente ⟨ϕi|V |ϕj⟩, kjer so |ϕi⟩ bazna stanja HCFT). Cˇe nadalje pristrizˇemo
(odrezˇemo) Hilbertov prostor pri izbrani energiji Erez (torej ohranimo le stanja, za katera
⟨ϕ|HCFT|ϕ⟩ ≤ Erez), dobimo koncˇno dimenzionalni matricˇni priblizˇek Hrez Hamiltoniana
H v pristrizˇenem Hilbertovem prostoru Hrez. Tedaj lahko s pomocˇjo numericˇne linearne
algebre diagonaliziramo Hrez, izracˇunamo dinamiko in pricˇakovane vrednosti opazljivk (cˇe
tudi te predstavimo kot matrike naHcut). Pri TCSA ni potrebno, da je motnja V majhna,
edini pogoj je, da V ne mesˇa prevecˇ mocˇno nizko- in visokoenergijskig delov spektra. Ze
relevantne operatorje motnje, nam to zagotavlja teorija RG [335, 338, 339]. TCSA tako
omogocˇa opis neperturbativnih efektov.
Metoda je najbolj uporabna v D = 1+ 1, kjer imamo na voljo lepo sˇtevilo konformnih
teorij polja. Uporaba CFT kot teorijo, okoli katere razvijamo, pa ni edina mozˇnost.
Kot tako lahko uporabimo katerokoli KTP, ki jo lahko resˇimo eksaktno, npr. integrabilne
teorije in masivne proste teorije. Tako posplosˇeno metodo imenujemo Metoda pristrizˇenega
Hilbertovega prostora (angl. Truncated Hilbert space approach). To pomeni, da je take
metode mocˇ uporabljati tudi v D > 1 + 1 [325, 326, 339]. Najvecˇja omejitev pri tem
je velikost Hilbertovega prostora, ki narasˇcˇa skoraj eksponentno z nivojem reza Ecut v
D > 1 + 1 in nas omeji na nizke vrednosti le tega.
V primeru sine-Gordonovega modela, je primerna fiksna tocˇka renormalkizacijske grupe
za konstrukcijo TCSA, prost brezmasni bozon
S0FB =
1
8π
∫ ∞
−∞
dt
∫ L
0
dx ∂µφ∂
µφ. (16.57)
Bozonsko polje je zaradi periodicˇnosti sG potenciala kompaktificirano v topologijo kroga,
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φ ∼ φ+ 2πR, zaradi cˇesar se polje izrazi kot
φ(t, x) = φ0+Θ(γ)
4π
L
Π0t+Θ(−γ)2π
L
RWx+ i
∑
k ̸=0
ak
k
(
e−ik
π
L
x + γeik
π
L
x
)
e−ik
π
L
t, (16.58)
kjer je φ0 nicˇta prostostna stopnja (angl. zero mode), ki predstavlja odmik tezˇiˇscˇa sistema,
Π0 je operator celotne gibalne kolicˇine sistema, W ovojni operator, ak pa bozonski krea-
cijski (za k < 0) in anihilacijski (za k > 0) operatorji. Prostostne stopnje kvantiziramo s
komutacijskimi zvezami
[φ0,Π0] = i, [φ˜0,W ] =
2i
R
, [ak, al] = kδk+l. (16.59)
Posledicˇno je struktura Hilbertovega prostora
HCFT ≡
⨁
p,w∈Z
Vp,w, (16.60)
kjer so p in w lastne vrednosti pripadajpcˇe operatorjema Π0 in W , Vermajevi moduli Vp,w
pa so
Vp,w ≡ linearna ogrinjacˇa
({
1
Nr⃗
∞∏
k=1
ark−k |p, w⟩
}
r⃗
)
. (16.61)
Na tem Hilbertovem prostoru predstavimo sine-Gordonov Hamiltonian. To lahko nare-
dimo tako, da ga izrazimo s pomocˇjo verteks operatorjev
Vq,q˜(x) ≡ eiqφ(0,x)+iq˜φ˜(0,x) (16.62)
in sicer:
HsG =
∫ L
0
dx
[
1
8π
{
(∂tφ(0, x))
2 + (∂xφ(0, x))
2
}
− 2κ(∆)M2−2∆S cos
(
β√
4π
φ(0, x)
)]
= H0FB − κ(∆)M2−2∆S
∫ L
0
dx
([
V β√
4π
,0
(0, x)
]
reg
+
[
V− β√
4π
,0
(0, x)
]
reg
)
. (16.63)
Matricˇne elemente verteks operatorjev in vseh opazljivk izracˇunamo v pomocˇjo regulari-
zacije in komutacijskih zvez (16.59).
S pomocˇjo Hamiltoniana izrazˇenega v pristrizˇenem Hilbertovem prostoru Hrez lahko
racˇunamo cˇasovni razvoj sistema tako, da s pomocˇjo numericˇnega eksponiranja izracˇunamo
propagator U(t) = e−itH in nato cˇasovni razvoj ρ(t) = Uρ. S pomocˇjo numericˇnega
eksponiranja lahko racˇunamo tudi termicˇna stanja ρT = e
−H/TTCSAH /tr
(
e−H/TTCSAH
)
. Na
stanjih lahko racˇunamo pricˇakovane vrdnosti opazljivk ⟨O⟩ρ = tr(Oρ).
V poglavju X se posvetimo tudi analizi pravilnosti, konvergence in racˇunske ucˇinkovitosti
metode TCSA. V dodatku XIV podamo matricˇne elemente operatorjev, ki smo jih rabili
za projekte predstavljene v tej disertaciji.
I. Bozonizacija
Tukaj povzemamo poglavje XI, kjer predstavimo bozonizacijo. Vpeljemo jo kot kon-
struktivno bozonizacijo kot izomorfizem Hilbertovih prostorov in operatorskih algeber.
Razlozˇimo povezavo z matematicˇnimi objekti vpeljanimi za metodo TCSA. Dokazˇemo
ekvivalenco med sine-Gordonovim modelom in Thirringovim modelom.
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XVI. RAZSˇIRJENI POVZETEK V SLOVENSKEM JEZIKU
Metoda bozonizacije je sˇe drug neperturbativen pristop h kvantnim teorijam polja, ki je
bil pomemben za to disertacijo. Je eden prvih primerov dualnosti v KTP. Glavna ideja pri
dualnosti je resˇiti KTP tako, da jo preslikamo drugo KTP, njen dual, obicˇajno preko mocˇno
nelinearne preslikave. Cˇe je dual mocˇno sklopljene teorije sˇibko sklopljen, nam to omogocˇa
resˇiti problem. Bozonizacija vzpostavi ekvivalenco med fermionskimi in bozonskimi KTP
v (1+1)D. Obstajata dva glavna pristopa k bozonizaciji: pristop preko teorije polja in
konstruktivna bozonizacija. V tej disertaciji predstavljamo in uporabljamo slednjo, saj gre
pri tem pristopu za eksakten izomorfizem Hilbertovih prostorov in operatorskih algeber.
Konstruktivna bozonizacija temelji na Fermijevem vakuumu (angl. Fermi sea), ki je
fermionski vakuum, definiran kot
ck,σ |0, 0⟩ ≡ 0; for k > 0,
c†k,σ |0, 0⟩ ≡ 0; for k ≤ 0, (16.64)
kjer so ck,σ fermionski operatorji s kanonicˇno antikomutacijsko zvezo
{
ck,σ, c
†
l,ρ
}
= δσ,ρδk,l.
Tedaj lahko pokazˇemo, da se
b†q,σ ≡ σ
i√
nq
∞∑
nk=−∞
c†k+q,σck,σ (16.65)
obnasˇa kot bozonski kreacijski operator. Ta ne spremeni sˇtevila fermionov v sistemu,
temvecˇ ustvari linearno kombinacijo delcev in vrzeli. Fermionski Hilbertov prostor lahko
torej zapiˇsemo kot tenzorski produkt bozonskega Hilbertovega prostora s prostorom lastnih
stanj operatorja sˇtevila, Nσ,
HFermi =HNR,NL ⊗HBose. (16.66)
S pomocˇjo teh enakosti, lahko tedaj pokazˇemo tudi enakosti med fermionskimi polji
ψσ(x) ≡ 1√
L
∞∑
nk=−∞
ck,σe
−σikx, (16.67)
in bozonskimi polji
ϕσ(x) ≡ −
∞∑
nq=1
1√
nq
(
bq,σe
−σiqx + b†q,σe
σiqx
)
, (16.68)
kjer je σ = L/D smer potovanja komponente polja. Enakost vzpostavimo preko fermio-
nizacijske zveze
: ψ†σ(x)ψσ(x) :=
1
2π
∂xϕσ(x) +
1
L
Nσ (16.69)
in bozonizacijske zveze:
ψσ(x) = Fσ
1√
L
e−σi
2π
L (Nσ− 12 δb)x : e−σiϕσ(x) :, (16.70)
kjer je Nσ operator sˇtevila fermionov, Fσ pa tako imenovan Kleinov operator, ki ga, tako
kot vse podrobnosti, natancˇno predstavimo v poglavju XI.
V XI razlozˇimo tudi povezavo med mtematicˇnimi strukturami uporabljenimi za bozo-
nizacijo in tistimi uporabljenimi v TCSA za sG model. Na koncu dokazˇemo ekvivalenco
med sine-Gordonovim modelom (ki je bozonska teorija) in fermionsko KTP, Thirringovim
modelom (16.33). V dodatku XV podamo dokaze zgornjih zvez in nekatere bolj tehnicˇne
izraze.
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