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We revisit the problem of electron transport through mesoscopic rings with spin-orbit (SO) in-
teraction. In the well-known path-integral approach, the scattering states for a quasi-1D ring with
quasi-1D leads can be expressed in terms of spinless electrons subject to a fictitious magnetic flux.
We show that spin-dependent quantum-interference effects in small rings are strongest for spatially
inhomogeneous SO interactions, in which case spin currents can be controlled by a small external
magnetic field. Mesoscopic spin Hall effects in four-terminal rings can also be understood in terms
of the fictitious magnetic flux.
PACS numbers: 72.25.Dc,85.75.-d,03.65.Vf
I. INTRODUCTION
The Aharonov-Bohm (AB) effect in quasi-one-
dimensional (1D) rings1 and, more generally, the
adiabatic2 and nonadiabatic3 Berry holonomies mani-
fest nontrivial quantum topology. Recently, this has
attracted much attention in mesoscopic transport, ex-
otic particle statistics, and topological quantum compu-
tation. The interest in spintronics, which aims to in-
ject, manipulate, and detect electron spins in electronic
devices, has also led many authors to revisit geometric
aspects of transport in semiconductors with spin-orbit
(SO) coupling,4,5,6 mainly focusing on variants of the
Aharonov-Casher (AC) effect.7 The AC effect in planar
structures with Rashba SO coupling was recently ob-
served in single rings8 and ring arrays.9
Existing studies of AC related effects in mesoscopic
rings focus on spatially homogeneous SO coupling.8,10,11
However, we will show that quantum-interference effects
in mesoscopic rings are stronger for spatially varying
SO interactions in systems smaller than the SO pre-
cession length (typically 1 µm or longer in InAs-based
heterostructures).12,13 An inhomogeneous SO interaction
can be experimentally realized by electrostatic gates in
semiconductor nanostructures, as sketched in Fig. 1.
Electrostatic gates partially covering a planar ring induce
an inhomogeneous macroscopic electric field perpendic-
ular to the ring, influencing the electron motion via the
spin-orbit interaction. Such an inhomogeneous SO cou-
pling gives rise to a fictitious magnetic field with SU(2)
symmetry. In the weak SO limit, the corresponding ficti-
tious flux dominates the geometric AC phase. Spin and
charge flow in mesoscopic rings can therefore be manip-
ulated by a combination of spatially varying SO interac-
tions, which induces fictitious magnetic fields, and weak
external magnetic fields.
Quantum-interference effects due to SO interactions
linear in momentum in quasi-1D structures are most con-
veniently studied with path integrals, see e.g., Ref. 14.
This formulation gives a clear physical picture of geomet-
ric aspects of spin transport in mesoscopic rings, allow-
FIG. 1: A multiterminal quasi-1D ring in the xy plane. A
spatially inhomogeneous SO interaction is induced by the top
gate. Cˆ0 defines SO-induced spin rotation in a full clockwise
loop around the ring with respect to a chosen reference point
0. The dotted line shows a particle trajectory between two
leads with a winding number n = −1.
ing one to complement and generalize recent discussions
on AC phases in multiterminal rings.8,10,11 The path-
integral approach recasts spin transport with arbitrary
scalar disorder and smooth SO coupling in terms of con-
ventional AB physics for spinless particles and purely ge-
ometric SU(2) phase factors, and is valid, e.g., for both
diffusive and ballistic transport. Not being limited to
two-terminal configurations, we will also see that the spin
Hall effect in four-terminal rings, such as that shown in
Fig. 2, can be mapped onto the usual spinless Hall effect.
II. MODEL
We consider a ring in the xy plane as shown in Fig. 1.
The electronic states are determined by the Hamiltonian
Hˆ =
1
2m
[−i~∇+ (e/c)Aˆ(r)]2 − eV (r) , (1)
wherem is the effective mass, −e electron charge, and the
scalar potential V (r) includes applied, gate, and disorder
2fields. Hats denote 2 × 2 matrix structure in spin space
for spin-1/2 particles. In the following, we will assume
a vacuumlike SO coupling (although the arguments hold
for any SO interaction linear in momentum, such as the
Dresselhaus SO coupling,15) which can be described by
the effective vector potential
Aˆ(r) = Am(r) + λ(r)Eeff(r)× σˆ , (2)
where Am is the vector potential related to the applied
magnetic field, Bm = ∇ × Am (disregarding Zeeman
splitting), σˆ is a vector of Pauli matrices, and λ is a
phenomenological material-dependent SO parameter (in
vacuum, λ = −~/4mc, but it is many orders of magni-
tude larger in narrow-gap semiconductors such as GaAs
and, especially, InAs). Eeff can consist of both the ap-
plied electric field and the macroscopic band-structure
contribution due to the crystal fields. Note that the λ2
term in the Hamiltonian (1) can be absorbed by a redef-
inition of V (r), since (E × σˆ)2 = 2E2. Electromagnetic
U(1) gauge invariance for the magnetic component of the
effective vector potential Aˆ gives rise to the AB effect and
the SU(2) gauge symmetry for the spin-dependent com-
ponent causes the AC effect.16 It is useful to define an
effective 2× 2 magnetic field,
Bˆ =∇× Aˆ = Bm + Bˆf , (3)
which includes the fictitious SO contribution Bˆf . Note
that the fictitious 2× 2 magnetic field Bˆf vanishes for a
spatially homogeneous SO interaction.
For the Rashba SO coupling,17 Eeff is along the z di-
rection, and, after including the magnitude of Eeff into
the coefficient λ, the fictitious field and the associated
flux through the ring are given by
Bˆf = (σˆ ·∇λ)z , (4)
φˆf =
∫
A
d2r(z · Bˆf ) . (5)
Diagonalization of this flux in spin space determines the
spin quantization axis with corresponding fictitious mag-
netic fluxes of equal magnitude but opposite sign for spins
up and down. For example, if λ is induced by a top gate
at x > x0, with λ(x > x0) = λ0 under the gate and van-
ishing outside of the gate, then φˆf = λ0Lσˆx, where L is
the length of the top gate edge at x = x0 overlapping the
loop area, see Fig. 1. We may now na¨ıvely conclude that
the spin-up (down) transport is governed by the trans-
port coefficients g(φm±γφ0), with the spin-quantization
axis along the x axis. This will be indeed justified be-
low. g(φ) can denote any transport coefficients in two- or
multiterminal configurations, e.g., the current response
in one contact to voltages applied at two other contacts,
as a function of the magnetic flux φ through the ring, in
the absence of the SO coupling. φm is the physical mag-
netic field contribution to the flux, while γ = λ0L/φ0 is
the fictitious contribution due to the SO interaction, in
units of the magnetic flux quantum φ0 = hc/e. Keeping
only linear in SO coupling γ terms, the total conductance
per spin equals4
gc =
1
2
[g(φm + γφ0) + g(φm − γφ0)] ≈ g(φm) , (6)
while the spin conductance is
gs =
1
2
[g(φm+γφ0)−g(φm−γφ0)] ≈ γφ0∂φg(φm) . (7)
According to Eqs. (6) and (7), the magnetic flux φm
through the ring can be used to modulate both spin and
charge transport and the spin response is proportional
to the SO coupling. Even such a simple setup, an elec-
trostatic gate partially covering the ring and inducing
inhomogeneous SO coupling, can thus exhibit nontrivial
spintronic applications.
Note that the fictitious magnetic field (4) and the cor-
responding flux (5) are relevant only when we are inter-
ested in the linear in SO coupling effects. In particular,
a homogeneous SO coupling λ induces no fictitious field
(4). Nevertheless, the noncommutative 2 × 2 SO vec-
tor potential Aˆ(r) does not allow a removal of the SO
field by a gauge transformation altogether. The vanish-
ing field (4) for homogeneous SO interactions suggests
that the SO effects are manifested in transport proper-
ties at higher orders in the SO strength, as detailed in
the following. In particular, even in the absence of a
fictitious field Bˆf , there is in general a finite effective
flux γ, which in the leading order is quadratic in the SO
strength. Consequently, for a weak SO strength, inho-
mogeneous SO interactions are more effective than their
homogeneous counterpart in generating spin-dependent
transport effects. The relevant small parameter here is
the fictitious magnetic flux γ, in units of φ0. In the above
example, γ = L/2lso, where
lso =
φ0
2λ
=
π~2
αm
(8)
is the spin-precession length expressed in terms of the
Rashba SO parameter α = e~λ/cm. Taking α =
10−11 eV m (which is at the upper limit of typical val-
ues for InAs-based heterostructures9) and m = 0.05me,
in terms of the free-electron mass me, we get lso ≈
1/2 µm. We thus conclude that linear in SO coupling
effects will dominate in submicron systems if the SO pro-
file is strongly inhomogeneous on the scale of the spin-
precession length.
III. PATH-INTEGRAL APPROACH
For a more systematic study of topological proper-
ties for arbitrary SO strength, we express the evolution
operator in terms of path integrals. To this end, we
are interested in the 2 × 2 propagator Kˆ(r, r′; t) for the
Schro¨dinger equation i~∂tϕˆ = Hˆϕˆ, where ϕˆ(r, t) is the
3spinor column:14
Kˆ(r, r′; t) = Tce
− 2pii
φ0
R
c
drλ(Eeff×σˆ)
∫
D[r(t)]e
i
~
S . (9)
Here, D[r(t)] schematically denotes all trajectories in
space-time connecting points r and r′ in time t, S[r(t)]
is the corresponding classical action for spinless motion,
and Tc is the contour ordering operator that moves op-
erators in the expanded exponential which are further
along the contour to the left. The contour ordering is
necessary for inhomogeneous effective fields Eeff , since
the Pauli matrices do not commute. We now assume
the potential V (r) constrains the orbital motion within
a narrow quasi-1D ring connected to several wires, see
Fig. 1. Within each wire and the ring, electrons can scat-
ter and undergo arbitrary orbital motion governed by the
potential V (r), but we disregard the net spin precession
determined by Eeff for the transverse motion within the
quasi-1D channels, and focus on the phase accumulated
during the propagation along the ring. This requires the
characteristic SO precession length to be much longer
than the wire widths, which is easily realized experimen-
tally. The key observation, according to Eq. (9), is that
the SO-induced phase is purely geometric and indepen-
dent of how fast the electrons propagate.
In order to formally separate the geometric contribu-
tion to the propagator (9), we first need to make a con-
vention for labeling quasi-1D paths connecting an arbi-
trary point w′ in the system (either in the ring or the
connected wires) to another point w. In the following,
we suppress the transverse degrees of freedom along the
connectors and the loop. The paths along the ring are
classified according to the number of clockwise windings,
n. We define the n = 0 path to be the shortest clock-
wise path between the points w′ and w. A finite posi-
tive (negative) n corresponds to n additional clockwise
(counterclockwise) windings around the loop. The short-
est clockwise path from w′ to w is shown in Fig. 1. In
addition, we choose an arbitrary point in the loop [e.g.,
the contact between a wire and the ring, as in Fig. 1],
denoted by w = 0, to be the reference point. Let us de-
note the contour-ordered spin-rotation operator entering
Eq. (9) for the nth path from w′ to w by exp[iCˆn(w,w
′)],
where Cˆn(w,w
′) is a 2× 2 Hermitian matrix determined
by Eeff along the path. The eigenstates ǫ of the Hamilto-
nian (1) can now be found from the eigenvalue problem
i~
∫
dw′
∑
n
eiCˆn(w,w
′)∂tKn(w,w
′; t)ϕˆ(w′) = ǫϕˆ(w)
(10)
at t = 0, where Kn(w,w
′; t) is the propagator for spin-
less electron motion. The spin-orbit interaction con-
tributes only to the path-dependent SU(2) geometric
prefactor. The eigenvalue problem (10) can be diago-
nalized in spin space, after we make several definitions:
Let Cˆ0 = Cˆ0(0, 0
+), where 0+ is a point slightly clock-
wise offset from 0, so that Cˆ0 corresponds to one full cycle
with respect to w = 0. eiCˆ0 is diagonalized by a unitary
transformation:
Uˆ †eiCˆ0Uˆ = diag{e∓2piiγ} , (11)
with a unique γ in the range 0 ≤ γ < 1. We next in-
troduce a fictitious vector potential Aγ(r) = −A−γ(r)
corresponding to the magnetic flux ±γ (in units of φ0),
respectively, through the loop, see Fig. 1, but in an oth-
erwise arbitrary gauge. Finally,
θ(w,w′) =
2π
γφ0
∫ w
w′
dq ·Aγ (12)
is a line integral along the n = 0 path from w′ to w
around the loop, so that θ(w,w+0+) = 2π and θ(w,w−
0+) = 0 for points w inside the ring. We are now ready
to make the transformation:
ϕˆ(w) = eiCˆ0(w,0)Uˆdiag{e±iγθ(w,0)}ϕˆ′(w) . (13)
Note that this is a smooth transformation when the SO
interaction and the magnetic field are smooth. Straight-
forward manipulations show that substituting Eq. (13)
into Eq. (10) diagonalizes the eigenvalue problem for two
spin species:
diag{H±γ}ϕˆ
′ = ǫϕˆ′ , (14)
where H±γ is the Hamiltonian with the potential V (r),
vector potential Am(r) due to the external magnetic
field, but with the SO coupling replaced by the addi-
tional spin-dependent fictitious vector potential A±γ(r).
The eigenvalues and eigenstates of our original Hamilto-
nian (1) can thus be expressed in terms of the solution
of the simpler problem, Eq. (14), describing spinless elec-
tron experiencing a magnetic flux, which was discussed
extensively in various contexts. The spin texture corre-
sponding to the SO coupling is then added by a purely
geometric unitary transformation (13). SO interactions
linear in momentum thus do not add any complexity to
the electronic structures of general multiterminal quasi-
1D rings. We thus remark that many of the results dis-
cussed in Ref. 10 can be readily obtained after solving the
problem of magnetotransport for spinless electrons and
then making the transformation (13) (valid for arbitrarily
strong SO coupling) in order to get detailed information
about spin as well as charge transport.
We can now return to justify the use of the fictitious
magnetic field (4) for inhomogeneous SO coupling in the
discussion leading to Eqs. (6) and (7). In the weak SO
limit, to linear order in λ,
eiCˆ0 ≈ e
−2pii
φˆf
φ0 , (15)
where φˆf is given by Eq. (5). Using the Hausdorff for-
mula,
eAˆeBˆ = eAˆ+Bˆ+
1
2
[Aˆ,Bˆ]+... , (16)
4FIG. 2: A diamond-shaped four-terminal loop. Voltage is
applied to terminal 1, current is drawn out at 2 and Hall
voltage and spin accumulation are measured at 3 and 4.
it is clear that corrections to the approximation (15) are
quadratic in λ, corresponding to non-commuting spin ro-
tations along the loop contour, and can be disregarded
for systems smaller than the spin-precession length lso.
The spin transport problem thus reduces to the AB ef-
fect for two spin species along the quantization axis de-
termined by φˆf , with opposite fictitious fluxes. Since this
quantum-interference effect is linear in the SO strength,
this regime can become useful in practice when a weak
SO coupling is modulated by external electrostatic gates.
We should note here that in the spirit of the approxi-
mation, i.e., for the spin-transport properties linear in
the SO strength, the additional spin transformation de-
termined by Cˆ0(r, 0) in Eq. (13), which rotates spins at
position r by an angle linear in the SO coupling, can be
disregarded, as well as ambiguities in defining spin cur-
rents and spin conductances in the leads with a finite SO
coupling λ.
IV. FOUR-TERMINAL LONGITUDINAL AND
HALL SPIN CURRENTS
After the general discussion of Sec. III, let us now con-
sider a specific example that illustrates how the theory
can be applied in practice to i) enhance spin-dependent
effects and ii) control the size and direction of the induced
spin currents and accumulations. We will analyze spin-
dependent transport through a four-terminal conducting
loop with spin-orbit interactions, using the theory of AB
effect for coherent multiterminal conductors.19
Consider a diamond-shaped loop, contacted by four
leads, as sketched in Fig. 2. Low-bias spinless transport
between the leads, in the presence of a magnetic flux
threading the loop, is fully determined by two functions
g(φ) and t(φ) (that depends on microscopic details), sup-
posing for simplicity the structure is mirror symmetric
with respect to the axis connecting leads 1 and 3 as well
as leads 2 and 4. t(φ) [g(φ)] is the flux-dependent con-
ductance relating the current in lead 2 (3) induced by
voltage in lead 1, while three other leads are grounded.
By symmetry, the conductance for lead 4 equals t(−φ),
which is in general different from t(φ). The coefficient
g(φ) = g(−φ), on the other hand, is symmetric in mag-
netic field. For the “transverse” conductance t(φ), we
define symmetric and antisymmetric components:
t±(φ) =
1
2
[t(φ)± t(−φ)] . (17)
Let us apply a small voltage bias V to lead 1, grounding
lead 2, and calculate the current I in lead 2 and voltages
V3 and V4 induced in leads 3 and 4, respectively, assuming
leads 3 and 4 are disconnected from any external circuitry
so that I3 = I4 = 0. We find
V±(φ) =
t±(φ)
2t+(φ)
V , (18)
where V+ = (V4+V3)/2 and V− = (V4−V3)/2 is the Hall
voltage. The induced current I equals
I(φ) =
[
g(φ) + t+(φ) −
t−(φ)
2
t+(φ)
]
V . (19)
It therefore follows I(φ) = I(−φ), as it should in effec-
tively two-terminal conductor, according to time-reversal
symmetry. The voltage difference V−(φ) = −V−(−φ), on
the other hand, is antisymmetric in magnetic field. This
is an interference-induced Hall effect, in the absence of
magnetic field within the wires.
Let us now return to the spin-orbit physics. Consider
first a ring conductor with a uniform Rashba spin-orbit
constant λ: Aˆ = λz × σˆ. The effective magnetic flux is
quadratic in λ in this case, φˆf ∝ [Aˆx, Aˆy]:
φˆf ≈ −π
(
L
lso
)2
φ0σˆz , (20)
where lso is the spin-orbit precession length (8). We are
assuming here and henceforth weak spin-orbit coupling
on the scale set by the ring size: L ≪ lso. The flux
governing the AC effect on the two-terminal conductance
is therefore φs = −π(L/lso)
2φ0. At the same time, a
spin Hall effect develops, which is quadratic in the SO
strength:
Vs4 = V4(φs)− V4(−φs) = 2V−(φs)
=
t−(φs)
t+(φs)
V ≈
φs∂φt|φ→0
t
V , (21)
where Vs4 = −Vs3 are the z-axis spin accumulations in-
duced in leads 3 and 4, respectively.
Next, suppose a top gate induces Rashba interaction
only in a half-space. Let L′ be the length of the gate edge
5overlapping the ring and n is the in-plane normal to the
edge, pointing toward the region with a finite Rashba
coupling λ, see Fig. 2. Using Eq. (5), we get
φˆf/φ0 =
L′
2lso
(σˆ · n) . (22)
Compare this result to Eq. (20). There are two impor-
tant differences: Firstly, the spin-orbit inhomogeneity en-
hances the magnitude of the flux, making it linear in λ
rather than quadratic. Secondly, the spins are induced
along the n direction determined by the edge orientation,
rather than the 2DEG normal (z axis) as in Eq. (20).
Both AC and spin Hall effects discussed for the uniform
λ are similar in the present case, once we identify the
new effective flux magnitude φs = (L
′/2lso)φ0 and the
new spin quantization axis n.
Finally, we note that the importance of the ficti-
tious magnetic field (4) and the relation to the conven-
tional Hall effect for the semiclassical boundary spin Hall
physics was discussed in Ref. 18, in a related but different
context.
V. SUMMARY
In conclusion, we have shown that a spatially inho-
mogeneous SO interaction enhances the spin-interference
effects in rings smaller than the spin-precession length.
Transport can be understood in terms of the AB physics
with fictitious spin-dependent magnetic fluxes. Spin in-
jection in two-terminal rings and spin Hall effect in four-
terminal rings are enhanced and controlled by the edge
of the SO interaction inhomogeneity.
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