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Abstract—In a recently published paper [1], it is shown that
deep neural networks (DNNs) with random Gaussian weights
preserve the metric structure of the data, with the property that
the distance shrinks more when the angle between the two data
points is smaller. We agree that the random projection setup
considered in [1] preserves distances with a high probability. But
as far as we are concerned, the relation between the angle of
the data points and the output distances is quite the opposite,
i.e., smaller angles result in a weaker distance shrinkage. This
leads us to conclude that Theorem 3 and Figure 5 in [1] are not
accurate. Hence the usage of random Gaussian weights in DNNs
cannot provide an ability of universal classification or treating in-
class and out-of-class data separately. Consequently, the behavior
of networks consisting of random Gaussian weights only is not
useful to explain how DNNs achieve state-of-art results in a large
variety of problems.
Index Terms—Artificial neural networks, computation theory,
deep learning, learning systems.
I. INTRODUCTION
Deep neural networks (DNNs) have gained popularity in
recent years thanks to their achievements in many applica-
tions including computer vision, signal and image processing,
speech recognition [2]–[6]. For the purpose of providing
insights into remarkable empirical performance of DNNs, the
paper [1] focuses on the properties of deep networks with
random weights. In particular, it is proved in [1] that the
presence of random i.i.d. Gaussian weights provide a distance-
preserving embedding for the data points. In the same work,
it is also stated (formally in Theorem 3) that DNN layers
having random coefficients distort the Euclidean distances
“proportionally to the angles between its input points: the
smaller the angle at the input, the stronger the shrinkage of
the distances.”
Given the fact that the angles between data points belonging
to different classes are generally larger than those of the
points within the same class [7]–[10], the angle versus dis-
tance shrinkage relation asserted in [1] implies “deep neural
networks with random weights are universal systems that
separates any data (belonging to a low dimensional model)
according to the angles between its points”, as stated in [1].
In fact this implication seems to be the main contribution of the
paper [1], as evident from the words “a universal classification
strategy” being stressed in its title.
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The classification ability of DNNs with random weights is
emphasized in numerous places throughout the paper [1]. For
example, the authors claim in the introduction that “Our theory
shows that the addition of ReLU makes the system sensitive
to the angles between points. We prove that networks tend to
decrease the Euclidean distances between points with a small
angle between them (‘same class’), more than the distances
between points with large angles between them (‘different
classes’)” and “DNN are suitable for models with clearly
distinguishable angles between the classes if random weights
are used.” In some other sections they have similar statements,
such as “It can be observed that the distance between points
with a smaller angle between them shrinks more than the
distance between points with a larger angle between them.
Ideally, we would like this behavior, causing points belonging
to the same class to stay closer to each other in the output of
the network, compared to points from different classes” and
“In general, points within the same class would have small
angles within them and points from distinct classes would
have larger ones. If this holds for all the points, then random
Gaussian weights would be an ideal choice for the network
parameters.”
The angle dependence of distance distortion which leads
to an ideal classifier is mentioned in the conclusion section
of [1] as well, in the following lines: “While preserving the
structure of the initial metric is important, it is vital to have
the ability to distort some of the distances in order to deform
the data in a way that the Euclidean distances represent more
faithfully the similarity we would like to have between points
from the same class. We proved that such an ability is inherent
to the DNN architecture: the Euclidean distances of the input
data are distorted throughout the networks based on the angles
between the data points. Our results lead to the conclusion that
DNNs are universal classifiers for data based on the angles of
the principal axis between the classes in the data.”
It is also worthwhile to mention the papers citing [1].
Most of the papers cite [1] in an undetailed fashion as one
of the papers providing some theoretical analysis for DNNs
[11]–[13] or as a study showing us the distance-preserving
aspect of random DNN weights [13], [14]. But still some
remarks on the classification property associated with random
weights, similarly to the ones made by [1], are encountered
in some of the papers citing [1], such as “According to
their observation, random filters are in fact a good choice
if training data are initially well-separated” in [15], “Deep
networks with random weights are a universal system that
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2separates any data (belonging to a low-dimensional model)
according to the angles between the data points, where the
general assumption is that there are large angles between
different classes” in [16], “Giryes et al. (2015) proved that
under random Gaussian weights, deep neural networks are
distance-preserving mappings with a special treatment for
intra- and inter-class data” in [17], “Randomness of features
has been used with great success as a mean of reducing the
computational complexity of neural networks while achieving
comparable performance as with fully learnt networks” in
[18], “The authors demonstrate that this form of nonlinear
random projection performs a class-aware embedding where
the embedding places objects of the same class closer to one
another after the projection compared to objects of different
classes” and “such embeddings tend to decrease the Euclidean
distances between points with a small angle between them
(‘same class’) more than the distances between points with
large angles between them (‘different classes’)” in [19], and
“The model structure of the RVFL is so simple, why does the
RVFL work well for most tasks? Giryes et. al. give a possible
theoretical explanation for this open problem.” (here RVFL is
the abbreviation for random vector functional link) in [20].
In this work, we argue that the claims quoted above and
made by [1] along with some of the papers citing it in
regards to the universal classification or class-aware embed-
ding require reconsideration by disproving Theorem 3 (more
precisely Eq. (4)) in [1]. For that purpose, we consider the
problem setup of this theorem and calculate the expectation
of the squared norm term appearing in the theorem statement.
This would be the subject of Section II, where we also show
for a single layer of a randomly weighted DNN that smaller
angle values between the input pairs cause a larger output
Euclidean distance to input Euclidean distance ratio, contrary
to what is claimed by [1]. We briefly discuss Theorem 4 and
derive the revised form of Corollary 5 in [1], in Section III.
Lastly, we discuss the consequences of our derivations in
conjunction with the simulation results presented by [1] in
Section IV.
II. PROBLEM DEFINITION AND THE REVISED DISTANCE
DISTORTION RESULT
The effect of a single layer of DNN on the Euclidean
distances is considered in [1], with ρ being the rectified
linear unit (ReLU) activation function, M being the linear
operator, and ρ(M·) accounting for the transformation applied
at a single layer. Denoting the Euclidean ball of radius r by
Bnr ⊂ Rn, the authors of [1] prove the following theorem.
Theorem (Theorem 3 in [1]). Let K ⊂ Bn1 be the manifold
of the data in the input layer. If
√
mM ∈ Rm×n is a
random matrix with i.i.d. normally distributed entries and
m ≥ Cδ−4ω(K)4 (here ω(K) is the Gaussian mean width
defined as ω(K) , E[supx,y∈K〈g,x− y〉]), then with a high
probability (of the form 1−exp(−O(δ2))) the inequality given
by ∣∣∣∣∣‖ρ(Mx)− ρ(My)‖22
−
(
1
2
‖x− y‖22 + ‖x‖2‖y‖2ψ(x,y)
) ∣∣∣∣∣ ≤ δ (1)
holds, where
ψ(x,y) =
1
pi
(sin∠(x,y)− ∠(x,y) cos∠(x,y)) (2)
with 0 ≤ ∠(x,y) , cos−1
(
xTy
‖x‖2‖y‖2
)
≤ pi.
The proof of Theorem 3 in [1] relies on some concentration
inequality for Lipschitz–continuous functions of Gaussian
random variables and Bernstein’s inequality, together with the
observation that
E‖ρ(Mx)−ρ(My)‖22 =
1
2
‖x−y‖22+‖x‖2‖y‖2ψ(x,y), (3)
see Eq. (22) in [1]. The function ψ(θ) = 1pi (sin θ− θ cos θ) is
increasing on the interval [0, pi], and consequently it follows
from (1) that the smaller the angle between x and y, the
smaller the output distance turns out to be. This behavior of a
single layer of DNN with random weights is also summarized
in Fig. 5 of [1], where it is illustrated that two classes with
distinguishable angles can be separated using such networks.
In the rest of this section, we evaluate the expression
E‖ρ(Mx)−ρ(My)‖22, and show that (3) (and thus Theorem 3
in [1]) is not true. For that purpose, we first remind the reader
Eq. (18) and Eq. (19) in [1]:
‖ρ(Mx)− ρ(My)‖22 =
m∑
i=1
(
ρ(mTi x)− ρ(mTi y)
)2
(4)
E
(
ρ(mTi x)− ρ(mTi y)
)2
= E
(
ρ(mTi x)
)2
+ E
(
ρ(mTi y)
)2
− 2E [ρ(mTi x)ρ(mTi y)] . (5)
The terms E
(
ρ(mTi x)
)2
and E
(
ρ(mTi y)
)2
appearing in
(5) can be easily computed from the symmetry of Gaussian
distribution as
E
(
ρ(mTi x)
)2
=
1
2
E
(
mTi x
)2
=
1
2
n∑
k=1
E(mi(k))2(x(k))2
=
1
2m
‖x‖22 (6)
E
(
ρ(mTi y)
)2
=
1
2m
‖y‖22, (7)
consistently with Eq. (20) in [1], where k in brackets denote
the kth component of the corresponding vector.
To evaluate the expression E[ρ(mTi x)ρ(mTi y)] in (5), we
make use of the fact that the projection mpi of the Gaussian
random vector mi to the plane spanned by x and y is another
Gaussian with expected squared norm 2/m, as long as x 6= y.
If the angle between mpi and x is θ ∈ [−pi, pi], then the angle
between mpi and y can be taken as θ +∠(x,y) without loss
of generality (please see Fig. 1).
3Fig. 1: The angle between mpi and y equals to θ + ∠(x,y),
θ takes values between −pi and pi.
In this case we would have
mTi x = (m
p
i )
Tx = ‖mpi ‖2‖x‖2 cosθ
mTi y = (m
p
i )
Ty = ‖mpi ‖2‖y‖2 cos(θ + ∠(x,y))
The product ρ(mTi x)ρ(m
T
i y) is non-zero only when
cosθ > 0, cos(θ + ∠(x,y)) > 0, θ ∈ [−pi, pi] (8)
So the inequality cos(θ + ∠(x,y)) > 0 needs to be sat-
isfied under the constraint θ ∈ (−pi/2, pi/2). Note that
0 ≤ ∠(x,y) ≤ pi by definition, meaning that (8) implies
θ + ∠(x,y) ∈ (−pi/2, 3pi/2). But cosine function is non-
positive in the interval [pi/2, 3pi/2]. Thus the set of conditions
(8) is satisfied if and only if
−pi/2 < θ < pi/2, −pi/2 < θ + ∠(x,y) < pi/2,
which is equivalent to the single inequality given by
−pi/2 < θ < pi/2− ∠(x,y).
Thus we can express the expectation E[ρ(mTi x)ρ(mTi y)] as
E[ρ(mTi x)ρ(mTi y)] = ‖x‖2‖y‖2E‖mpi ‖22
·E [cosθ cos(θ + ∠(x,y)1(−pi/2 < θ < pi/2− ∠(x,y))]
=
2‖x‖2‖y‖2
m
∫ pi/2−∠(x,y)
−pi/2
cosθ cos(θ + ∠(x,y)) dθ
2pi
=
‖x‖2‖y‖2
mpi
·
∫ pi/2−∠(x,y)
−pi/2
sin
(
θ +
pi
2
)
sin
(
θ +
pi
2
+ ∠(x,y)
)
dθ
=
‖x‖2‖y‖2
mpi
∫ pi−∠(x,y)
0
sinθ sin(θ + ∠(x,y)) dθ. (9)
Inserting the equations (6)–(9) in (5), we get
E
(
ρ(mTi x)− ρ(mTi y)
)2
=
1
m
(‖x‖22
2
+
‖y‖22
2
− 2‖x‖2‖y‖2
pi
∫ pi−∠(x,y)
0
sinθ sin(θ + ∠(x,y)) dθ
)
,
from which
E‖ρ(Mx)− ρ(My)‖22 =
‖x‖22
2
+
‖y‖22
2
− 2‖x‖2‖y‖2
pi
∫ pi−∠(x,y)
0
sinθ sin(θ + ∠(x,y)) dθ
(10)
follows trivially due to (4). Comparing (10) with eq. (11) in
[1], we observe there is a missing multiplicative factor of −2
for the coefficient of the integral term of eq. (11) in [1]. To
evaluate the integral, we write∫ pi−∠(x,y)
0
sinθ sin(θ + ∠(x,y)) dθ
=
∫ pi−∠(x,y)
0
[
cos∠(x,y)− cos(2θ + ∠(x,y))
2
]
dθ
= − sin(2θ + ∠(x,y))
4
∣∣∣∣pi−∠(x,y)
0
+
pi − ∠(x,y)
2
cos∠(x,y)
=
sin∠(x,y)
2
+
pi − ∠(x,y)
2
cos∠(x,y)
=
pi
2
cos∠(x,y) + 1
2
(sin∠(x,y)− ∠(x,y) cos∠(x,y)) .
(11)
Note that the right hand side of (11) is one half of the term
in brackets appearing in eq. (21) of [1], so they are not equal.
Combining (11) with (10), we obtain
E‖ρ(Mx)− ρ(My)‖22
=
‖x‖22
2
+
‖y‖22
2
− ‖x‖2‖y‖2 cos∠(x,y)
− ‖x‖2‖y‖2
pi
(sin∠(x,y)− ∠(x,y) cos∠(x,y))
=
‖x‖22
2
+
‖y‖22
2
− xTy − ‖x‖2‖y‖2ψ(x,y) (12)
=
1
2
‖x− y‖22 − ‖x‖2‖y‖2ψ(x,y) (13)
where we substitute ψ(x,y) of (2) in (12).
When we compare (13) with (3) (or with Eq. (22) in [1]), we
see there is a plus–minus difference associated with the angle–
dependent term ‖x‖2‖y‖2ψ(x,y). This difference changes the
conclusion of the derivation fundamentally, i.e., it turns out the
distance shrinkage that the operator ρ(M·) induces is greater
when the angle between the points is greater. Therefore the
way a DNN with random weights discriminates angles does
not make the classification task any easier at all, meaning that
the classification behavior illustrated by Fig. 5 in [1] cannot
be valid.
Before closing this section, we would like to inform the
reader that the usage of Bernstein’s inequality and the Gaus-
sian concentration bound in Appendix A of [1] are correct
to the best of our understanding. Hence following the same
lines of reasoning as presented there, it is possible to prove
the following.
Theorem 1. Let K ⊂ Bn1 be the manifold of the data in
the input layer. If
√
mM ∈ Rm×n is a random matrix with
i.i.d. normally distributed entries and if m is sufficiently large
4(as defined in [1]), then with a high probability (of the form
1− exp(−O(δ2)))∣∣∣∣∣‖ρ(Mx)− ρ(My)‖22
−
(
1
2
‖x− y‖22 − ‖x‖2‖y‖2ψ(x,y)
) ∣∣∣∣∣ ≤ δ. (14)
Theorem 1 further corroborates our claim that DNNs with
random weights cannot treat in–class and out–of–class data
in an ideal way. Equation (14) implies inter–class points and
intra–class points are treated in an exactly opposite manner
with high probability.
III. ANGLE DISTORTION AND DISTANCE SHRINKAGE
BOUND
The angular distance result for a single layer of randomly
weighted DNN is provided by Theorem 4 in [1] as follows.
Theorem (Theorem 4 in [1]). Under the same conditions of
Theorem 3 in [1] and K ⊂ Bn1\Bnβ , where δ  β2 < 1, with
high probability∣∣∣∣ cos∠(ρ(Mx), ρ(My))− (cos∠(x,y) + ψ(x,y))∣∣∣∣
≤ 15δ
β2 − 2δ . (15)
This theorem is proved in Appendix B of [1]. The proof
relies on the inequality∣∣∣∣12‖ρ(Mx)‖22 + 12‖ρ(My)‖22 − 14‖x‖22 − 14‖y‖22
−
(
ρ(Mx)T ρ(My)− ‖x‖2‖y‖2
2
cos∠(x,y)
− ‖x‖‖y‖
2pi
(sin∠(x,y)− ∠(x,y) cos∠(x,y))
)∣∣∣∣ ≤ δ2
(16)
which is given by Eq. (30) in [1], where the authors also state
that this inequality is equivalent to Eq. (4) in [1] ((1) in this
work).
Observing that both cos∠(x,y)) and (sin∠(x,y) −
∠(x,y) cos∠(x,y)) terms have the same sign in (16), it can
be seen easily that (16) (Eq. (30) in [1]) is not consistent
with (1) (Eq. (4) in [1]), i.e., this part of Appendix B in [1]
seems to be inaccurate. In fact, it is relatively straightforward
to show that (16) is equivalent to (14). Hence we conclude
(16) is correct even if its justification in Appendix B of [1] is
not.
Consequently Theorem 4 in [1] accurately describes the
angular distance behavior for a single DNN layer with random
weights. Note that the experimental results with ImageNet
deep network demonstrated by Fig. 4 in [1] is in full accor-
dance with Theorem 4, as explained in [1].
Now we turn our attention to the bounds on the shrinkage
of distances given by Corollary 5 in [1].
Corollary (Corollary 5 in [1]). Under the same conditions of
Theorem 3 in [1], with high probability(depending on δ as in
Theorem 3 in [1])
1
2
‖x−y‖22− δ ≤ ‖ρ(Mx)−ρ(My)‖22 ≤ ‖x−y‖22+ δ (17)
It follows from our Theorem 1 that (17) needs to be
corrected, and its corrected version is given below, along
with the proof. We conclude from Corollary 2 that the local
structure of the data points is preserved with high probability
by the transform ρ(M·).
Corollary 2. Under the same conditions of Theorem 3 in [1],
with high probability(of the form 1− exp(−O(δ2)))
1
4
‖x−y‖22−δ ≤ ‖ρ(Mx)−ρ(My)‖22 ≤
1
2
‖x−y‖22+δ (18)
Proof. Equation (14) implies it is sufficient to prove
1
4
‖x− y‖22 ≤
1
2
‖x− y‖22 − ‖x‖2‖y‖2ψ(x,y) ≤
1
2
‖x− y‖22
(19)
Since ψ(x,y) is non-negative, it is trivial to see
1
2
‖x− y‖22 − ‖x‖2‖y‖2ψ(x,y) ≤
1
2
‖x− y‖22. (20)
To prove the lower bound in (19), we write
1
2
‖x− y‖22 − ‖x‖2‖y‖2ψ(x,y)
=
1
2
‖x− y‖22
− ‖x‖2‖y‖2
pi
(sin∠(x,y)− ∠(x,y) cos∠(x,y))
≥ 1
2
‖x− y‖22 +
(
cos∠(x,y)− 1
2
)
‖x‖2‖y‖2 (21)
=
xTx
2
+
yTy
2
− x
Ty
2
− ‖x‖2‖y‖2
2
=
1
4
‖x− y‖22 +
1
4
(‖x‖2 − ‖y‖2)2
≥ 1
4
‖x− y‖22 (22)
where we have (21) because of ψ(x,y) being a con-
vex function of cos∠(x,y). (Note that ψ(x,y) =
1
pi (
√
1− cos2∠(x,y) − cos−1(cos∠(x,y)) cos∠(x,y)) and
the second derivative of f(t) = 1pi (
√
1− t2 − t cos−1(t)) is
f ′′(t) = 1
pi
√
1−t2 > 0.)
IV. DISCUSSIONS AND CONCLUSIONS
For a single DNN layer with random Gaussian weights, we
have seen in Theorem 1 that the separation of classes with
distinguishable angles becomes more difficult, and proved in
Corollary 2 that the metric structure of the data manifold is
not altered. It is possible to extend those results along with
the angular distortion result given by Theorem 4 in [1] to the
entire network by resorting to the covering number arguments
of Section IV (particularly Theorem 6) in [1].
5In fact, our findings in regard to the angular separation
inability of randomly weighted DNNs are supported by the ex-
perimental results in Section VI of [1]. We see from Figs. 6(a)–
(b) and Figs. 7(a)–(b) in [1] that closest inter–class Euclidean
distances decrease(the blue curve in Fig.6(a) is biased below
1) and farthest intra–class Euclidean distances increase for
CIFAR–10 dataset(the blue curve in Fig.6(b) is biased above
1). This behavior is in strict contrast with the performance
of the trained networks and with what a “universal classifier”
that Theorem 3 in [1] predicts is supposed to do. Theorem 1
we present here explains this discrepancy very well. Similar
comments apply to Figs. 10(a)–(b) and Figs. 11(a)–(b) in [1],
where we observe for ImageNet dataset that closest inter-class
Euclidean distances do shrink but farthest intra-class Euclidean
distances do not.
The experiments considered by [1] is consistent with the ex-
istence of distance lower and upper bounds we state in Corol-
lary 2 as well. For a randomly weighted DNN, Figs. 8(a)–
(b), Figs. 9(a)–(b) and Figs. 12(a)–(b), Figs. 13(a)–(b) in [1]
demonstrate that there is no difference between inter-class and
intra-class points in terms of the distance ratios for CIFAR–
10 dataset and ImageNet dataset, respectively. Those results
confirm Corollary 2 since the distance bounds in this corollary
are valid for both intra-class and inter-class points.
We know that a complete and profound theoretical explana-
tion for the practical performance of DNNs is still unavailable.
Analysis and properties of DNNs involving randomness or
random weights are considered by a significant number of
papers including [21]–[27]. We hope this work will shed some
light on random matrix theory based approaches and initiate
some rethinking, perhaps similarly to the way [28] contributed
to the literature on the generalization subject.
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