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Abstract
Two-level systems are one of the most important quantum systems and they form the
basis of quantum computers. We briefly look at the traditional approach to two-level
systems with an external driving field as well as those subjected to noise. This project
is aimed at studying two specific methods for obtaining analytic solutions for two-level
systems. One of the methods enables us to obtain analytic solutions for driven time-
dependent two-level systems while the other attempts to give exact solution of qubit
decoherence using a transfer matrix method. A thorough study of both papers is done
and results are reproduced. The latter method is generalized for a qutrit system as well
as a two qubit system subjected to noise. A general method is formally derived for an
N-dimensional quantum system and the difficulties in applying the method in real life
systems is discussed.
3
1 Introduction
Two-level systems are the basic constituents of quantum computers and though they are
the simplest quantum systems, studying them and its interaction with the environment
gives great insights into how quantum mechanical systems behave. Except for some
famous special cases like the Landau-Zener model [1], The Rabi problem [2], Jaynes-
Cummings Model [3] obtaining analytic solutions for the evolution of two-level systems
are extremely difficult. Analytic solutions of such systems are important for qubit
control operations, self-induced transparency and for studying decoherence.
No real system is isolated and hence, it is important to consider the interaction of
a quantum system with its environment. Two-level systems coupled to an environment
were largely studied using the Caldeira-Leggett model for two-state systems [4], also
called as the Spin-Boson model. Firstly, we look at a rather new method introduced by
Edwin Barnes and S. Das Sarma which provides a recipe to form Hamiltonians which
is guaranteed to give analytic solutions. Secondly, we study a transfer matrix approach
towards finding exact solutions for two-state systems coupled to an environment under
certain approximations. We formally generalize the method for a N-dimensional quan-
tum system with special emphasis on qutrit and two-qubit systems. Also, we discuss
the limitations of this method when applied to a real life system.
2 Driven time-dependent two level systems
Two state systems which are driven by an external time-dependent field are very difficult
to solve. Some of the special cases for which an analytic solution has been possible
include Landau-Zener model, The Rabi problem, Jaynes-Cummings Model etc. We will
take a brief survey of these models.
2.1 Landau-Zener Model
Provides the probability of transition between the two quantum states coupled by an
external field of constant amplitude and time dependent frequency.
H =
[
∆ ωR
ωR ∆
]
∆ is the detuning parameter and ωR is the Rabi frequency. We have ω = ωo+∆ and
we sweep over various values of ω at a rate ω˙.
2.2 The Rabi Problem
The response of an two-level atom to an applied harmonic electric field like for eg:
E(t) = ~E0cosωt.
H = H0 +H
′
where H
′
= −d · ~E, d is the dipole operator.
2.3 Jaynes-Cummings Model
Describes a two state system interacting with a bosonic field.
H = Hfield +Hatom +Hint
4
where
Hfield = h¯ωcaˆ
+aˆ
Hatom = h¯ωaσz/2
Hint =
h¯Ω
2
EˆSˆ
where aˆ+ and aˆ are bosonic creation and annihilation operators respectively. Eˆ = aˆ+ aˆ+
is the field operator and Sˆ = σˆ= + σˆ− is the polarization operator.
2.4 A recipe for finding Hamiltonians with guaranteed analytic-solutions
In 2012, Edwin Barnes and S. Das Sarma [5] developed a completely new theoretical
approach towards obtaining analytic solutions for driven two-state systems. This new
method gives an unbounded set of analytically solvable driven-two level systems which
are driven by a single axis field. It is shown that the driving field and the evolution
operator of such a system can be obtained from a single real-function satisfying some
conditions.
The Hamiltonian in consideration has the following form:
H =
J(t)
2
σz +
h
2
σx
which describes any two level system driven along a single-axis.
Transforming to the rotating x-basis we have,
|+〉 (t) = e−iht |+〉 and |−〉 (t) = eiht |−〉
Also, we have the state vector in the rotating basis,
|Ψ(t)〉 = d+(t) |+〉 (t) + d−(t) |−〉 (t)
Plugging into the time-dependent Schrodinger’s equation and simplifying we get,
d˙±(t) = −iJ(t)
2
e±ihtd∓(t)
We have the unitary operator in which the elements satisfy:
U =
[
u11 −u∗21
u21 u
∗
11
]
We have the unitary evolution (in the z-basis) of the wavefunction:
|Ψ(t)〉 = U(t) |Ψ(0)〉 = c1(0)U(t) |↑〉+ c2(0)U(t) |↓〉
Transforming to the x-basis and then transforming to the rotating x-basis we get,
|Ψ(t)〉 = [D+(t)c1(0) +D∗−(t)c2(0)] |+〉 (t) + [D−(t)c1(0)−D∗+(t)c2(0)] |−〉 (t)
where D± =
1√
2
e±iht/2(u11 ± u21)
Comparing the two equations obtained for |Ψ(t)〉 we get,
D˙± = −iJ(t)
2
e±ihtD∓
5
The two coupled first-order differential equations can be combined to give one second
order differential equation.
D¨+ + (−ih− J˙/J)D˙+ + (J2/4) = 0
A reverse engineering approach is adopted and the differential equation is solved for
J(t) instead of D+ which gives:
J(t) = ± D˙+e
−iht√
c− 1
4
D2+e
−2iht − ih
2
∫ t
0
dte−2ihtD2+(t)
and back substitution gives:
D− = ±2i
√
c− 1
4
D2+e
−2iht − ih
2
∫ t
0
e−2ihtD2+(t)dt
We take the following ansatz which preserved unitarity
D+ = e
i(F−K+ht)cos(Φ)
D− = e−iKsin(Φ)
and the following relations are obtained:
sin(2Φ) = sec(F )eh
∫ t
0
tan(F )
and,
J(t) = 2K˙sec(F )tan(Φ)
We will take the initial condition to be D+(0) = D−(0) = 1√2 which in turn gives
Φ(0) = π
4
, F (0) = K(0) = 0.
Taking F to be of the form F = arctan( q˙
hq
) gives
sin(2Φ) =
√
q2 +
q˙2
h2
and
J =
q¨ + h2q√
h2(1− q2)− q˙2
The initial conditions on F , K and Φ translate to
q(0) = 1, q˙(0) = 0 q¨(0) = −h2
Also, we have the constraint on the function q given by,
q˙2 ≤ h2(1− q2)
Any function satisfying the above initial conditions and constraint is guaranteed to
produce an analytical solution for the evolution of the system.
6
3 Two-level system with noise
Decoherence problems are usually solved by coupling the system concerned with an
environment. Then, a master equation for the reduced density matrix is formed which
can take care of the effect of the system on the environment too. A successful model
which implements the above method is called the Spin-Boson model.
3.1 Spin-Boson Model
It describes a quantum particle in one dimension coupled to a bath of infinite harmonic
oscillators. The Hamiltonian for this model has the following form [7] :
H = H0 +HB +Hint
where H0 is the free Hamiltonian of the spin-1/2 system.
HB =
∑
k
p2k
2mk
+
1
2
mkω
2
kx
2
k
and
Hint = σz
∑
k
λkxk
. Here, pk, mk, ωk and xk are the momentum, mass, frequency and position respectively
of the kth harmonic oscillator.
λk is the strength of coupling between oscillator and spin. The system in considera-
tion eventually loses coherence due to this coupling.
Now, a master equation can be formulated for the reduced density matrix. This,
method can also take into account the ”back-action” of the system on the environment.
3.2 A transfer matrix approach
In certain cases, this back-action is not important and we can model environment as a
source of noise. A transfer matrix method [6] can be used to obtain exact solution for
such systems.
We will consider the following form of the Hamiltonian:
H = −B0σz −~b(t) · ~σ
were ~b(t) is the random function. We will work in the Heisenberg piture and thus, we
will be concerned with the evolution of the operators σx, σy and σz which together with
identity forms a complete operator basis for a two-state quantum system.
We will assume that the the function ~b(t) is piecewise constant with discontinuous
jumps at regular intervals of length τ .
~B(t) = B0zˆ+~b1 = ~B1 0 < t < τ
~B(t) = B0zˆ+~b2 = ~B2 τ < t < 2τ etc.
Define Hi = − ~Bi · ~σ = − ~B0σz −~bi · ~σ and
Ui = e
−iHiτ
7
We will also assume that there is no correlation between the different ~bi and that
each ~bi has the same probability distribution P (~b).
The expectation value of the operators at time τ is given by:
~σ(τ) = U+i ~σ(0)Ui
Simplifying the above expression:[
E cos(B1τ)− iBˆ1 · ~σ sin(B1τ)
]
~σ(0)
[
E cos(B1τ) + iBˆ1 · ~σ sin(B1τ)
]
=
= cos2(B1τ) ~σ(0) + i~σ(0)
[
cos(B1τ) sin(B1τ)Bˆ1 · ~σ
]
−
−i
[
cos(B1τ) sin(B1τ)Bˆ1 · ~σ
]
~σ(0) + sin2(B1τ)
[
Bˆ1 · ~σ
]
~σ(0)
[
Bˆ1 · ~σ
]
=
= cos2(B1τ) ~σ(0) + i
∑
i
(
cos(B1τ) sin(B1τ)B1,i
)
[~σ(0)σi − σi~σ(0)]+
∑
i,j
(
sin2(B1τ)B1,iB1,j
)
σi ~σ(0) σj
Which we can write as:
~σ(τ) = I0~σ(0) +
∑
i
Ii[~σ(0)σi − σi~σ(0)] +
∑
ij
Iij[σi~σ(0)σj ]
where,
I0 =
∫
P (~b)cos2(Bτ)d3b
Ii =
∫
P (~b)Bˆisin(Bτ)cos(Bτ)d
3b
Iij =
∫
P (~b)BˆiBˆjsin
2(Bτ)d3b
Expanding the above summation and writing the coefficients of the Pauli matrices
as a matrix gives: 
 σx(τ)σy(τ)
σz(τ)

 =

Txx Txy TxzTyx Tyy Tyz
Tzx Tzy Tzz

×

 ~σx(0)σy(0)
σz(0)


or
~σ(τ) = T~σ(0)
where
Txx = I0 + Ixx − Iyy − Izz Tyy = I0 − Ixx + Iyy − Izz
Tzz = I0 − Ixx − Iyy + Izz
Txy = 2Ixy + 2Iz, Tyx = 2Ixy − 2Iz
8
Txz = 2Ixz − 2Iy, Tzx = 2Ixz + 2Iy
Tyz = 2Iyz + 2Ix, Txy = 2Iyz − 2Ix
After m time steps we have:
~σ(mτ) = Tm~σ(0)
The transfer matrix can be diagonalized and hence, Tm can be easily calculated
giving exact solutions for the expectation value of the operators.
4 An attempt to extend the transfer matrix method to other
systems
4.1 Three State(Qutrit) System with Noise
We will choose the 8 Gell-Mann matrices as the operator basis. Consider the following
Hamiltonian for a three state system:
H = − ~B · ~λ.
were ~B = B0ˆı +~b where ~b is the random vector with components as the three random
functions which will get coupled to the three Gell-Mann matrices ~λ = (λ1, λ2, λ2).
Assume that the random vector is piecewise constant with discontinuous jumps at
regular time intervals of length τ . Therefore, we have
Bi = B0ˆı+~bi
for the ith time slot. We will also assume that there is no correlation between the
different ~bi and that each ~bi has the same probability distribution P (~b).
Also, we have the unitary operator given by Ui = e
−iHiτ
h¯ where Hi = ~Bi · ~λ.
Since, the Gell-Mann matrices λ1,λ2 and λ3 form a SU(2) subgroup of SU(3) they
anti-commute. Defining β = τ | ~B|/h¯.
U1 =
∞∑
n=0
(i)nβn(Bˆ · ~λ)n
n!
=
∞∑
n=0
(−1)nβ2n(Bˆ · ~λ)2n
(2n)!
+ i
∞∑
n=0
(−1)nβ2n+1(Bˆ · ~λ)2n+1
(2n+ 1)!
Now,
(Bˆ · ~λ)2 = (
3∑
i
Biλi)
2 =
3∑
ij
BiBjλiλj
Since, λ1, λ2, λ3 anti-commute with each other the above expression reduces to
(Bˆ · ~λ)2 =
3∑
i
B2iA = A
Substituting and simplifying we get,
U1 = I + iβ(Bˆ · ~λ) + A[cos(β)− 1] + iA( ~B · ~λ)[sin(β)− β] (1)
9
where β = τ |
~B|
h¯
and
A =

100010
000


Proceeding in a way analogous to that given in the previous section to obtain the
transfer matrix results in a 9x9 transfer matrix instead of a 8x8 one. This, is because un-
like the Pauli Matrices the Gell-Mann matrices are not closed under multiplication(apart
form a multiplicative constant). Thus, while deriving the equations for the expectation
values of the operators we will have to invoke the identity matrix making the number
of operators considered 9 instead of the 8 Gell-Mann matrices alone.
A more transparent method which also removes the difficulty in dealing with identity
is obtained by considering the evolution of the density matrix itself and its decomposition
in terms of the operator basis. The most general form of the density matrix after a time
t can be written as [8]:
ρ(t) =
1
3
I +
8∑
a=1
ρa(t)λa
The ρα are real numbers which completely characterize the state of the system.
Also, density matrix evolved in a unitary fashion in the following way as ρ(τ) =
U1ρ(0)U
+
1 So, we can write:
ρ(τ) = U1
[1
3
I +
8∑
b=1
ρb(0)λb
]
U+1
==
1
3
I + U1
[ 8∑
b=1
ρb(0)λb
]
U+1
Then we have,
8∑
a=1
ρa(τ)λa = U1
[ 8∑
b=1
ρb(0)λb
]
U+1
We know that for the Gell-Mann matrices Tr(λaλb) = 2δab. Thus, we can simplify
the above expression by multiplying it with λc and taking the trace.Then we get,
ρc(τ) =
1
2
Tr
(
λcU1
[ 8∑
b=1
ρb(0)λb
]
U+1
)
which we can write as,
ρc(τ) =
8∑
b=1
Tcbρb(0)
where
Tcb =
1
2
Tr(λcU1λbU
+
1 )
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=
1
2
Tr
(
[I + iβ(Bˆ · ~λ) + A[cos(β)− 1] + iA( ~B · ~λ)[sin(β)− β]]λb
[I − iβ(Bˆ · ~λ) + A[cos(β)− 1]− iA( ~B · ~λ)[sin(β)− β]]λc
)
4.2 Two-Qubit System with Noise
The observables in the Hilbert space corresponding to a two-qubit system can be spanned
by the following set of 16 3x3 matrices.
{σi ⊗ σj : 0 ≤ i, j ≤ 3}
where σ1, σ2, σ3 are the Pauli matrices and σ0 = I. Here ⊗ denotes the Kronecker
product. Note that the subsets
{σi ⊗ σ0 : 0 ≤ i ≤ 3}, {σ0 ⊗ σj : 0 ≤ j ≤ 3}
acts as Pauli matrices.
Hence, we can write down a Hamiltonian in which the coupling to the noise function
is through any of the six matrices in the above subset. This will enable us to apply the
same ideas as in section 3.2.
Consider the Hamiltonian,
H = − ~B · ~e.
where ~B = B0ˆı+~b where~b is the stochastic vector with components as the three stochas-
tic functions which will get coupled to the Gell-Mann matrices ~e = (e4, e8, e12). We will
assume that the random functions and the probability distribution has properties al-
ready assumed in the previous two sections.
Since the matrices e4, e8, e12 have properties of Pauli matrices we can derive the
following identity for the exponentiation of the Hamiltonian Ui = e
−iHiτ
h¯ :
U1 = Icos(β) + i(Bˆ · ~e)sin(β)
where β = τ |
~B|
h¯
.
We can consider the general form of a 4x4 density matrix and obtain the transfer
matrix through the method followed in the previous section.
For two-qubit system we obtain the following equation for the coefficients of the
density matrix:
ρc(τ) =
15∑
b=1
Tcbρb(0)
where
Tbc =
1
4
Tr(ecU1ebU
+
1 )
=
1
4
Tr
(
[Icos(β) + i( ~B · ~e)sin(β)]eb[Acos(β)− iA( ~B · ~e)sin(β)]ec
)
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4.3 N-dimensional Quantum System with Noise
The transformations of a N-dimensional quantum system belongs to SU(N) and the
algebra is an N2 − 1 dimensional space. The transfer matrix will be N2 − 1xN2 − 1.
A suitable orthogonal basis is the set of Generalized Gell-Mann matrices [8] λi where
i = 1, 2, , ...N2− 1. Expanding a general NxN density matrix in terms of the λis we get:
ρc(τ) =
1
2
Tr
(
λcU1
[ N2−1∑
b=1
ρb(t)λb
]
U+1
)
which we can write as,
ρc(τ) =
N2−1∑
b=1
Tcbρb(0)
where
Tcb =
1
2
Tr(λcU1λbU
+
1 )
Now, if λk1, .., λkn form some sub-algebra of SU(N) such that λki anti-commute with
each other and squares to a matrix A which scales to A, we can use these matrices to
model the Hamiltonian for the system. Then, as before we can derive the identity:
U1 = I + iβ(Bˆ · ~λ) + A[cos(β)− 1] + iA( ~B · ~λ)[sin(β)− β]
where ~λ = (λk1, ..., λkn) and β =
τ | ~B|
h¯
.
Using the above identity we can write the transfer matrix as:
Tcb =
1
2
i
∑
i
[
Tr(β(cos(β)− 1)Bˆi[λcλiλbA− λcAλbλi])+
Tr((sin(β)− β)(cos(β)− 1)Bˆi[λcAλiλbA− λcAλbAλi])+
Tr((sin(β)− β)Bˆi[λcAλiλb])− Tr(βBˆi[λcλbλi − λcλiλb])
]
+
1
2
∑
ij
[
Tr(β(sin(β)− β)BˆiBˆj [λcλiλbAλj−λcAλiλbλi])+Tr((sin(β)− β)2BˆiBˆj [λcAλiAλj ])+
Tr(BˆiBˆjβ2[λcλiλbλj])
]
+
1
2
(cos(β)− 1)2[λcAλbA]+ 1
2
cos(β)− 1[λcAλb+λcλbA]+ 1
2
λcλb
If the system in consideration is a N-qubit system then, we can take the operator
basis to be:
{σi1 ⊗ ...⊗ σiN : 0 ≤ i1, i2, ...iN ≤ 3}
where σ1j , σ2j , σ3j are the Pauli matrices and σ0j = I where j=1,..,N. Block diagonal
elements within this basis forms different subsets such that the elements in teach of the
subsets have properties as that of Pauli matrices. Any, one such subset can be used to
model the Hamiltonian. Then, as before we can derive the identity:
U1 = Icos(β) + i(Bˆ · ~e)sin(β)
12
where β = τ |
~B|
h¯
.
Using the above identity we can write the transfer matrix as:
Tcb =
1
c
[
Tr(cos(β)eceb) + i
∑
i
Tr(sin(β)cos(β)Bˆi[eceieb − ecebei])+
∑
ij
Tr(sin2(β)BˆiBˆj [eceiebej])
]
where c is the constant in the orthogonality condition.
In general, simplifying the transfer matrix to obtain exact solutions is not trivial.
But if the transfer matrix can be diagonalized we can form the diagonal matrix D =
diag(d1, ..., dN2−1) where
D = RTR−1
. Then, at time tf = mτ steps the coefficients in the expansion of the density matrix is
given by:
ρi(tf) = R
−1
ij (dj)
tf/τRjkρk(0)
where i = 1, ..., N2 − 1
5 Conclusion
The method introduced by Barnes and Das Sarma is a highly efficient one. There has
been extensions of this method [9] [10] for other systems with different forms of coupling
but the idea remains the same. It is clear from equation that the function q(t) should
be a smooth one with at least first and second derivatives. So, it is obvious that noise
functions discussed in section 3 doesn’t come under this category as the simplest of
them have discontinuous jumps.
The transfer matrix method enable us to find analytic solutions for two-state sys-
tems in which the interaction with the environment can be assumed to be of a special
kind i.e, where we can assume it to be a noise function which is piecewise-constant at
equal intervals. The method cannot be as such applied to higher dimensional systems.
A significant property of SU(2) which enabled the derivation of a transfer matrix is
that apart from the operator basis(the three Pauli matrices plus identity) being closed
under multiplication the set of Pauli matrices themselves have closure under multipli-
cation. This is a crucial property which neither the 8-Gell-Mann matrices nor the 15
matrices(except identity) of the operator basis of two-qubit space have. Though, we can
formally write an extended matrix in both the cases it is not easy to see how to simplify
them.
Rather, we could derive the transfer matrix for an N-dimensional quantum system by
looking at the density matrix evolution. Whether this transfer matrix can be simplified
to obtain exact solutions depends on the specific system under consideration. There
may be situations in which the matrix is diagonalizable in which case the exact solution
is easily obtained.
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