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Annali di Matematica pura ed applioata 
(IV), Vol. Ci l , pp. 71-77 
Sur quelques compléments à la théorie de Floquet 
pour les équations différentielles du deuxième ordre (*). 
o 
O . B O R U V K A (Brno, Cecoslovacchia) 
Hommage à mon ami M. Beniamino SEGRE 
pour son 70# anniversaire 
Résumé. - La théorie de Floquet appliquée aux équations (q) y"= q(t)y entraîne que, toute 
équation (q) au porteur périodique est ou bien disconjuguée ou bien oscillatoire et par con-
séquent soumise, dans le second cas, à la théorie des dispersions. Les équations (q) oscilla-
toires et aux porteurs périodiques sont donc accessibles par de différentes voies provenant des 
deux théories en question. Cette idée se trouve appliquée, dans Varticle présent, au cas des 
racines caractéristiques réelles. Sont démontrés plusieurs nouveaux résultats gravitant autour 
d'une expression des racines caractéristiques de (q) en valeurs du porteur q. 
Position du problème. 
Dans un article récent nous avons étudié les équations différentielles y"= git)y 
pour lesquelles la distance de deux points conjugués varie périodiquement. Nous 
avons montré que la classe formée par ces équations comprend, en particulier, toutes 
les équations aux porteurs g périodiques ([1]). Les méthodes appliquées à l'étude 
des équations de la classe en question, faisant intervenir des notions en partie nou-
velles, et basées sur la théorie des dispersions, exercent une influence, naturellement, 
à la théorie des équations aux porteurs périodiques. On trouve de cette façon un 
nouveau accès à la théorie classique de Floquet. Dans l'article présent nous déduisons 
par cette voie de nouvelles propriétés des équations aux porteurs périodiques ad-
mettant les racines caractéristiques réelles. 
Préliminaires. 
Considérons une équation différentielle ordinaire linéaire du deuxième ordre 
de la forme jacobienne 
(q) y"= m y 
dont le porteur g est une fonction continue dans l'intervalle j = (— oo, oo): e CJ. 
(*) Entrata in Eedazione il 7 maggio 1973. 
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Rappelons que l'équation (q) s'appelle oscillatoire si toute intégrale de (q) admet 
infiniment beaucoup de zéros vers les deux extrémités de j. Dans la suite nous ne 
considérons que les équations (q) oscillatoires. 
Porteurs généraux. 
1. - Dispersions centrales. 
On sait que la dispersion centrale (de première espèce) d'indice v (—0, ± 1 , ...),<pv, 
est définie de la manière suivante: Pour tej la valeur g>9(t) est le |v|-ième nombre 
conjugué avec t et situé à droite ou à gauche de t suivant que v > 0 ou v < 0 ; pour 
v= 0 on pose <p0(t) = t ([2]). 
On voit que, toute intégrale de (q) s'annulant en t a précisément n (>1) zéros 
dans l ' intervalle [t, <pn(t)) et w + 1 zéros dans [t, ç>„($)]-
A u sujet des fonctions <pv rappelons les faits suivants dont nous nous servirons 
dans la suite: 
(i) Toute fonction <p9 appartient à la classe C) et sa dérivée 9/ est constamment 
positive: ç/(t) > 0 (tej). 
Si q est toujours négatif on a pour n>l, tej: 
ï(M ?(U 3) 
(1) ri(0 = 
les tit ...,<4„_i étant de convenables nombres tels que t< tt< ...< < 4 „ _ i < y„(<). 
(ii) Toute fonction tpv transforme, dans j, chaque intégrale y de (q) et sa dérivée y' 
en elles-mêmes, suivant les formules 
y[ç>,(0]= (-i)'Vç>,'(0y(0 pour tej, 
(2) 
y'[^(0]=(-i)"- ?i=y'(0 si y(*) = o. 
V<pi(t) 
On appelle courbe intégrale de Véquation (q) l a courbe, C, donnée par les coordon-
nées paramétriques u{t), v(<)-intégrales linéairement indépendantes de (q). S i g est 
toujours négatif la courbe G résulte régulière, c'est-à-dire localement convexe et sans 
points d'inflexion. Dans ce cas les nombres <pr{t) sont les valeurs du paramètre des 
points d'intersection de C avec la droite OP(t) déterminée par l'origine 0 du système 
des coordonnées et le point P(t)eC. Deux points d'intersection en question, P(q>ft(t)), 
P(<pv(t)), sont situés au même coté de 0 ou bien aux côtés différents suivant que 
fi — v est pair ou bien impair ([3]). 
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2. - Fonctions-distances. 
Nous appelons fonction-distance d'indice v ( 0, i l , . . . ) de (q) la focntion dv 
définie par la formule 
dv(t) = <pv(t) — t {tej). 
Les fonctions d„ jouissent, évidemment, des propriétés suivantes: 
(i) Toute fonction d, appartient à la classe O* et sa dérivée d'v dépasse con-
stamment — 1 : d'v(t) > — 1 (t G j). 
(ii) Si q est toujours négatif on a pour w>l, tej, 
(3) -dn{t)Vm~t<n<-dn{t)VWt 
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mt et Mt étant le minimum resp. maximum de \q\ dans [t, <pn(t)] ( 0 < mt<^Mt). 
3. - Phases. 
On sait qu'on entend sous une phase d'une base de (q) formée par les intégrales 
linéairement indépendantes u, v toute fonction continue dans j, <x(t), qui satisfait 
en dehors des zéros de v à la relation tgcc(t) = u{t)/v(t). 
(i) Toute phase en question, ce, appartient à la classe C* et sa dérivée est con-
stamment différente de 0: cc'(t)=£0 {tej). 
(ii) On a, en posant o*(t) = u2(t) + v*(t), w—u{t)v'(t) — u'{t)v{t) (=const#0) , 
Sous une phase de Véquation (q) on entend une phase d'une base quelconque de (q). 
Subsiste, pour toute phase a de (q) et chaque dispersion centrale <pv la relation 
abelienne suivante 
(5) oupv{t) oc{t) + ï>7i:sgna' (tej) 
Porteurs périodiques. 
Dans la suite nous supposons que le porteur q est constamment négatif et 
périodique avec TC: 
q(t)<0, q(t +u)-q{t) (tej) 
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Dans ces conditions la fonction q est bornée dans j et l 'on a, en posant 
w = min|g(«) | , Jf=ngx| 2(*)|, 
0 < m<M. 
Bemarquons que la périodicité de q en t ra îne que les dispersions centrales <pf 
sont élémentaires en le sens de l a formule y,{t - f m) = <p*(t) + n {tej). E n m ê m e 
temps les fonctions-distances d, sont elles-mêmes périodiques avec n ([1]). 
4. - Racines caractéristiques. 
Dans la théor ie de Floquet on associe à (q) l 'équat ion algébrique suivante 
s* — As + l = 0 (const — A 0) 
dont les racines slf s2J appelées les racines caractérist iques de (q) (periodicity fac-
tors ([4])), donnent des renseignements au sujet du comportement des intégrales de 
(q). On a, év idemment , SiS2 1. 
Soient £ e ? un nombre quelconque et u, v les intégrales de (q) dé terminées par 
les valeurs suivantes: 
«(£) = 1, «'(*) = 0 , 
(6) 
i>(£) = 0 , v'® = 1 . 
On sait que la valeur de la fonction 
A(£) = U(£ + 7i) + v'(£ + n) 
ne dépend point de f et qu'on a précisément 
A(£) — A (= const =M= 0 ) . 
Remarquons qu'on prend habituellement £ = 0 ([5]), mais, c'est exactement le fait 
que la fonction A(£) garde toujours la valeur A, qui est essentiel pour nos considé-
rations suivantes. 
5. - Racines caractéristiques réelles. 
Pour le reste de cet article nous nous concentrons à l ' é tude de l ' équat ion (q) 
admettant les racines caractérist iques * i , sa réelles. Cela a lieu, év idemment , si et 
seulement si |-4.|>2. 
Dans le cas A >2 (A< 2) les nombres sly sa sont positifs (négatifs) et mutuel-
lement différents. Dans le cas A = 2 (A = — 2) on a 81= s2 = 1 (si— * a = —1). 
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Les théorèmes. 
T H É O R È M E 1. - Pour que les racines caractéristiques de Véquation (q), sl} s2, soient 
positives (négatives) il faut et il suffit qu'une fonction-distance de (q), dn, à Vindice n 
positif et pair (positif et impair) et vérifiant les inégalités 
(7) Vm n VM, 
prenne pour un point x (sj) la valeur n \ dn(x) n. 
Si cette condition est remplie, on a 
(8) sl-
{~^L, St-(-iyv<p:(x) 
et, de plus, S i ^ s 2 ou bien st— s2, suivant que d'n(x)^0 ou bien d'n(x)— 0. 
DÉMONSTRATION. - a) Supposons s1>0, st > 0 (sx< 0, s2< 0). 
La théorie de Floquet assure l'existence d'une intégrale de (q), ylf telle que 
(9) yi{t)-exv^ih\tyPl{t) 
la fonction px étant périodique ou semi-périodique avec n suivant la formule 
(10) Pi(t + n) = sgns1'Pi(t) (tej). 
Or, l'équation (q) étant oscillatoire, yx admet au moins un zéro x (ej): yx(x) = 0. 
On a alors, d'après (9), (10), yx(x + n) = 0, ce qui montre que le point x + TC est 
conjugué à droite avec x. On a par conséquent, pour un nombre naturel convenable n, 
(11) cpn(x) = x + n 
d'où 
dn(x) — n. 
Vu que le nombre des zéros de yx dans l'intervalle [x, x + n) est n, subsistent, 
d'après (3), les inégalités (7). 
La formule (9) entraîne 
» ; < 0 - ^ W « p ( ^ « ) - * i M (tel) 
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d'où, en vertu de (11), (2), (10), les formules (8). 
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b) Supposons qu'une fonction-distance dn à l'indice n positif et pair (positif 
et impair) prenne pour un point x (ej) la valeur n. 
On a alors <pn(x) — x + n ce qui montre que toute intégrale de (q), yx, s'annulant 
en x, a précisément n zéros dans l'intervalle [x, x + n). Subsistent, par conséquent, 
les inégalités (7). 
Choisissons dans les formules (6) £ — x et appliquons aux intégrales u, v ainsi 
obtenues les formules (2). Nous avons 
u(x + n) u[<pn(x)] (-l)W(p^x)-u(x)= (-l)W<p^(x), 
(—1)" (—l)n 
v'(x + n)-v'[<Fm[x)]
 K*-v'(x)- \ ' , 
d'où 
A ( _ l ) " { V ç > » + À— 
Il en résultent les formules (8) et, de plus, 
VÂ^I- Vïïï)- . \ = K W I 
V<p'n(x) V<p'n(x) 
ce qui achève la démonstration. 
R E M A R Q U E . - Pour que les racines caractéristiques de (q) soient positives (négatives) 
il faut que la fonction q satisfasse à la condition Jtf>4 (M>1). 
COROLLAIRE. - Pour que les racines caractéristiques de Véquation (q), sx, s2, soient 
positives (négatives), il faut et il suffit qu'il existent, sur toute courbe intégrale de (q), 
C, les points Px(x), P2(x-\-n) aux valeurs x, x + n (EJ) du paramètre, situés sur la 
même droite passant par Vorigine O du système de coordonnées et, plus précisément, 
au même côté (aux côtés différents) de ce point O. 
Si cette condition est remplie, on a 
OPjjx) OP2 (x + n) 
OP2(x+n)'
 2 OPx(x) ' 
OPi(x) et OP2(x + n) étant les distances orientées de Vorigine O aux points Pi(x) et 
P2(x + n) ((4), (5)). 
T H É O R È M E 2. - Si les racines caractéristiques de Véquation (q) sont réelles, subsiste, 
pour chacune d'entre elles, s, la formule 
*VJT /JH\iVM 
(12> U) <w<(») 
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DÉMONSTRATION . - Soit s une racine caractéristique de (q) supposée réelle. 
V u le théorème 1, * coïncide avec l'une des valeurs (—1)"V< (̂#), (— l)nlV(pn(x), 
les çj„ (w>l) et x{ej) étant convenablement choisis. 
Or, si les inégalités (12) sont vraies pour s, elles sont encore vraies, évidemment, 
pour ljs c'est-à-dire pour l'autre racine caractéristique de (q). On peut prendre, 
par conséquent, sans restreindre l a généralité de nos conclusions, s= (— 1)" V<p^(x). 
Cela étant, appliquons à la valeur <p'n(x) la formule (1). Nous avons, apparemment, 
Ces formules entraînent, en vertu de (7), les inégalités (12), ce qui achève la démon-
stration. 
APPLICATION . - Considérons, à titre d'exemple, l'équation de Mathieu 
(a) y" + (A — 2h*coa2t)y = 0 (X>0,hej). 
E n se servant des notations précédentes on a, évidemment, 
m=X — 2h*, 3 f = A + 2A a ; 
pour rester dans nos conditions, i l faut supposer 
X > 2h*. 
Si les racines caractéristiques de Véquation (a) sont réelles, subsiste, pour chacune 
d'entre elles, s, Vestimation suivante 
( 1 3 ) U + 2 *VV V W < I I - 2 * » M ) 
Si les racines en question sont positives (négatives) on a, nécessairement, 
X>4 — 2h* (X>l — 2h*). 
Remarquons que, h étant donné, les deux bornes figurant dans (13) tendent à 
1 pour X -> oo. 
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