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SUMMARY 
The traveling salesman problem on a sparse graph has been con­
sidered, and the evidence gained in this thesis indicates that the 
intuitive notion of increasing computational effort relative to increasing 
density is not, in fact, substantiated. This result is indicated on 
three distinct classes of problems: non-symmetric, symmetric non-
Euclidean, and symmetric-Euclidean. A specific subtour elimination 
algorithm is used as a vehicle in achieving this result. The procedure 
is detailed in algorithmic form and demonstrated computationally. 
Two heuristic algorithms are presented, one of which applies the 
sparse graph results toward the solution of the complete graph problem. 
The other presents a modified branching rule in the spirit of the afore­
mentioned subtour elimination algorithm. Computational results of both 
heuristics indicate a substantial reduction in computational effort with 
a very small deviation from optimality. These encouraging results are 
obtained through a consideration of all three previously described 




The application of Operations Research and in particular, the 
tools of optimization, has been manifest in numerous real world settings. 
Included, are problems in areas such as production, transportation, the 
environment, and even in health care delivery systems. The entire realm 
of problem modelling and analysis using techniques such as linear and 
integer programming, dynamic programming, implicit enumeration, and 
simulation have been influential in treating important problems, many 
of which are especially critical in times of scarse resources. Among 
problems of substantial concern are those requiring discrete solutions. 
Typical of such problems are those arising in job-shop scheduling, 
vehicle routing, and transportation planning. While some of these 
problems give way to special structures which facilitate their solution, 
others remain for the most part, unsolved. This thesis pertains to one 
such problem. 
Discrete optimization encompasses problems which are among the 
most difficult to treat. Due to the combinatorial nature of the problems, 
their solutions command an exponential time growth rate as problem size 
increases. The result is that problems of even moderate, real world size 
cannot be treated in an exact mode. 
The traveling salesman problem is one of the most celebrated in 
discrete optimization. In its classic version it is required that a 
tour through a set of n points be constructed such that the total tour 
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length is minimized. Further, it is required that each point be visited 
on the tour exactly once. One can easily represent the problem by a 
graph. When the cost of going from one node in the graph to another 
distinct node is finite, for all pairs of distinct nodes, a complete 
graph is said to exist. In real world applications however, it may not 
be possible to travel between all nodes with finite cost (e.g. some arcs 
may not even exist). A sparse graph or sparse problem is said to exist 
in this case and is an important problem in its own right. An appealing 
solution method for the sparse problem is to apply an algorithm for the 
classic traveling salesman problem, which we usually take to imply the 
existence of a complete graph. The results of this thesis would suggest 
that the simple application of a traditional traveling salesman algorithm 
can result in substantial computational variation under conditions of 
sparseness. 
Literature Review 
In this section we review procedures which have been developed 
to find the minimal, or near minimal cost circuit or tour in moderate 
sized traveling salesman problems. Generally, the organization of the 
review of literature will be with regard to technique type: exact versus 
heuristic. The exact procedures are those which can guarantee optimality 
and will be presented first. Heuristic procedures are approximate and 
cannot guarantee optimality at termination. The computational effort 
of heuristics is generally much lower than exact procedures which, of 
course, provides the basis for their appeal. 
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Exact Procedures 
One of the most recent contributions to the attack on the 
traveling salesman problem is the work of Held and K a r p . ^ ^ Defining 
a minimal 1-tree, which is closely akin to a minimum spanning tree, an 
iterative method was developed which converges to an optimal solution. 
The procedure employs a branch and bound strategy in certain cases. To 
construct a 1-tree, one initially constructs a minimum spanning tree on 
the node set {2, 3, n} where n is the number of "cities" in the 
problem. Node 1 is next adjoined to the tree via the two least cost 
arcs. The primal-dual method of Held and Karp ascends through successive 
1-trees until either a tour is determined or no further ascent is 
possible. Termination with a tour is sufficient to provide optimality. 
When a branch is made, the usual process of branch-and-bound is continued 
and 1-trees are again generated., Each 1-tree is a lower bound on the 
optimal solution. If any 1-tree on a branch has a cost which is equal to 
or exceeds the minimal cost tour yet found, that branch is terminated. 
The largest problem yet solved with the Held-Karp algorithm is on the 
(T8) 
order of 60 cities. A major weakness of the algorithm is its ability 
to solve only symmetric problems (relative to (4)). 
A circuit elimination algorithm was investigated by Bellmore and 
(4) 
Malone. The procedure is essentially a branch and bound algorithm 
where successive assignment solutions are obtained within a branching 
scheme until all branches are fathomed and the lowest cost tour is 
determined. More explicitly, the initial cost matrix is solved as an 
assignment problem. If the assignment solution forms a Hamiltonian 
circuit or tour, then this is the optimal solution to the problem. If 
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not, then there must be subtours, or loops, formed in the assignment 
solution, and an exhaustive partition is made. Branching is performed 
such that the subtour of smallest cardinality is considered. In each 
branch, a different node of the subtour is selected and all arcs from 
this node to other nodes within the subtour are prohibited. New assign­
ment problems are then solved on each branch until all branches are 
fathomed and the least cost tour is determined. 
Eastman and Little, et. al. also developed branch and 
(31) 
bound techniques. Eastman's work has since been extended by Shapiro 
to cover symmetric problems. In particular, Eastman and Shapiro's 
algorithms employ the circuit elimination notion; whereas, Little's is a 
tour building algorithm. The Little algorithm branches on links or 
arcs which are generated in a least cost manner. A binary partition is 
made where in one case the link is fixed in the tour, and excluded from 
consideration or assigned infinite cost in the other. At each partition 
a lower bound is generated. When all lower bounds equal or exceed the 
lowest cost tour yet found, the algorithm terminates with the optimal 
solution. It can be remarked that Little's algorithm is something of a 
landmark in the development of solution techniques for the traveling 
salesman problem, as well as with reference to the theory of branch and 
bound in general. 
The Eastman algorithm also solves a sequence of assignment prob­
lems. Each assignment solution is a lower bound to the cost of a tour 
on that branch. If the lower bound at a given assignment is not less 
than the least cost tour yet found, no branches are made and the algorithm 
returns to another part of the tree (backtracking). When subtours exist 
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in an assignment solution which has cost less than the least cost tour 
yet found, Eastman determines the least cardinality subtour. Let i^, 
i^, i^ be the nodes representing the subtour. The algorithm forms 
k branches, creating k new assignment subproblems. In subproblem j 
the arc (i , i-s prohibited or assigned infinite cost for 1 <_ j <_ k-1. 
Similarly, subproblem k prohibits the arc (i^> i-̂ ) • The algorithm con­
verges to an optimal solution upon termination, which occurs when all 
assignment solutions with subtours have costs not less than the least 
cost tour yet found. Computational experience indicates that the Eastman 
algorithm (the branching strategy) is generally inferior to that of 
Bellmore-Malone. 
A major weakness of the subtour elimination procedures arises 
when symmetric problems are treated. In the case of symmetric problems, 
there are a great number of 2-city subtours formed, and this greatly 
(13) 
limits the size of problems which may be solved. Edmonds considers 
a redefinition of the variables in the linear program to implicitly 
eliminate 2-city subtours. A mutually exclusive branching scheme is 
developed by Bellmore and Malone which reduces somewhat the problems 
associated with subtour generation in the symmetric problem, yet 
eliminates no tours. 
(32) 
Svestka and Huckfeldt considered the M-salesman traveling 
salesman problem. They develop an initial tour generation technique, and 
extend the Bellmore-Malone branching technique to this problem. The 
M-salesman algorithm when applied to the single salesman problem matches 
the results of Bellmore and Malone. The significant contribution is the 
initial tour generation algorithm. The M-salesman algorithm solves a 
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sequence of assignment problems. If the first assignment solution is a 
tour, then it is optimal. Otherwise, subtours exist which must be 
broken. The initial tour generator finds the least cost merging of two 
subtours into one by trading two arcs not in the subtours for two arcs 
contained in the subtours. This reduces the number of subtours by one, 
and is re-applied until a tour exists. This heuristic procedure provides. 
a strong upper bound on the cost of an optimal tour and results in the 
early termination of many branches in the tree. Its major weakness is 
its inability to handle moderately sized symmetric problems. 
B e l l m a n , G o n z a l e z , and Held and K a r p ^ ^ all developed 
dynamic programming approaches to the problem. By defining f (i |i , 
fc-1 m 1 
.... i , , i i, J to be the shortest path from node 1 to node m-1 m+1 k-1 
i which passes through nodes i_,..., i • , i i, - and by recursive-m 1 m - 1 m+1 k—1 
ly using the equation: 
fk(i\iv..., l k _ 1 ) = n > i V l , . . . , k - L [ f k - l ( V 
V---' V r V i w + ci j ] 
m J 
an optimal solution can be obtained. The serious drawback which prevents 
the use of dynamic programming to solve moderate sized problems is that 
all available core storage is used up in attempting to store the large 
number of variables required at each level. 
Integer programming was attempted as a solution technique by 
Dantzig, Fulkerson, and Johnson^"^ in 1954, Miller, Tucker, and Z e m l i n ^ ^ 
(25) 
in 1960 and Martin in 1966. Except for a 42-city problem which both 
Dantzig and Martin were able to solve, the enormous number of subtour 
constraints and the 0-1 variables make it impossible to solve moderate 
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sized problems using this technique. 
Heuristic Procedures 
The previous algorithms are exact or optimal procedures. Other 
algorithms exist which are heuristic or approximate and are useful for 
computational expediency. The nearest unvisited city algorithm is one 
of the oldest such procedures of this type. Here, a starting node is 
chosen and the nearest neighbor is determined; this link is fixed. Other 
links are prohibited so as to prevent subtour generation. The nearest 
neighbor is again determined and the algorithm proceeds in this manner 
until a tour is formed. There are several variations of the nearest 
unvisited city algorithm. One particularly well known one is given by 
Karg and Thompson. 
Ashour, Vega, and P a r k e r h a v e developed a heuristic algorithm 
based upon the concept of regrets. The initial cost matrix is reduced, 
to generate zeroes or favorable arcs. Developing bounds on the cost of 
any tour if these zeroes are prohibited, the largest such bound is 
determined and the appropriate zero link is fixed so as to avoid a large 
increase in the bound. Appropriate links are prohibited so as to avoid 
subtours. The algorithm proceeds in this manner until a tour is generated 
The difficulty with this and other heuristics is that the quality of 
solution is dependent upon the starting conditions and, of course, 
optimality at termination cannot be. guaranteed. 
(29) 
Reiter and Sherman started with an initial tour, say, (1, 2,... 
n, 1) and attempted to relocate node 1 elsewhere in the chain so that a 
lower cost resulted. Then node 2 would be relocated and so forth, until 
n iterations were carried out without any relocations. The first two 
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nodes, say, (i-̂ > w o u l d next be relocated if possible, in the chain 
to reduce the cost of a tour. Relocation of the next two nodes would 
then be attempted. This process would continue until no improvement 
results after n applications. Then the relocation of one node at a time 
would be again attempted. Next, three node relocation would be attempted 
followed by single node relocation, and so forth. 
(22) 
Lin employed a so-called A-opt concept to the problem. A tour 
is A-opt if no superior tour can be obtained by replacing any A arcs, and 
(23) 
if the tour is (A-l)-opt. Lin and Kernighan use the following fact 
to extend the A-opt concept: if a sequence of numbers has a positive sum, 
there is a cyclic permutation of these numbers such that every partial 
sum is positive. The parameter A is not fixed in advance, but links are 
broken and formed in the spirit of the A-opt concept so as to maximize the 
(7) 
reduction in cost. Christofides, and Eilon extend the A-opt concept 
by developing a formula which determines the maximum reduction in cost 
possible by a recombination of arcs in a certain class. This places 
constraints on the arcs which may be recombined, and computational effort 
is decreased as fewer alternative recombinations need be considered. 
This is combined with the fact that all A-opt tours can be formed from 
a finite number of recombinations of 2-opt tours to solve larger problems 
than can be solved with the A-opt method. 
(19) 
Holmes and Parker modified the savings approach of Clark and 
Wright as applied to the delivery problem, of which, the traveling sales-
(27) 
man problem is a special case. Perez and Parker applied the work of 
Holmes to the traveling salesman problem. By picking a node as a central 
"depot", a process is considered where the salesman travels to the first 
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node, returns to the depot, travels to the next node and returns to the 
depot and so on until all cities are visited. They define the savings 
gained by going directly from each city to another, bypassing the depot, 
and fix links such that the maximum savings is gained as each link is 
fixed. Arcs are prohibited and savings adjusted so as to prohibit sub­
tours. In the next phase, the first link in the tour is prohibited and 
the problem re-solved. If a lower cost tour results, this solution is 
retained as the incumbent and the prohibited arc remains so permanently. 
Then the first link of the new incumbent solution is prohibited and the 
problem re-solved. If the re-solved problem has a cost higher than the 
initial, the prohibited link is restored to its previous value, and the 
next link chosen is prohibited. The algorithm proceeds in this manner 
until termination, which occurs when all links in a proposed solution are 
prohibited and no lower cost tours result, or when a specified number 
of links have been prohibited without resulting in an improved solution. 
A weakness of this algorithm is that too much computational effort is 
required to solve n problems using each city as the depot. However, the 
authors suggest encouraging results when the city located closest to the 
centroid is used as the depot. In its current form this restricts the 
algorithm to the case of the Euclidean problem. 
In this review of the literature the major and/or recent contribu­
tions for treating the traveling salesman problem have been highlighted. 
Obviously, the importance as well as the appeal of the problem has 
created substantial literature on methods for attacking the traveling 
salesman problem. A more complete list of references can be found in 
(3) 
the excellent survey paper by Bellmore and Nemhauser as well as in 
Christofides^ 8\ and Turner, et a l . ^ 3 ^ . 
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Outline of the Thesis 
The organization of this thesis proceeds such that Chapter II 
is concerned with the solution of the traveling salesman problem defined 
on the sparse graph. Computational experience related to this topic is 
presented in Chapter III. In Chapter IV two heuristic procedures are 
suggested. One procedure capitalizes on the conditions of sparseness 
and the other heuristic procedure is a k-1 node branching scheme in the 
spirit of the Bellmore-Malone algorithm. Both techniques are presented 
with computational experience. The final chapter summarizes the results 
of this thesis and suggests encouraging extensions of the work. 
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CHAPTER II 
ON TREATING PROBLEMS WITH SPARSE GRAPHS 
This chapter is concerned with several areas, the most important 
of which is the effect of sparcity on the traveling salesman problem. 
The complete graph problem will be defined as a mathematical model, and 
some sufficiency conditions for the existence (or lack thereof) of a tour 
will be considered. The Bellmore-Malone algorithm will be demonstrated, 
and the effect of sparcity will be considered through an example. 
Some Conditions for the Existence of Tours in a 
Graph and the Bellmore-Malone Algorithm 
Two general classes of graphs are generally considered: symmetric and 
non-symmetric. Symmetric problems are those in which the cost of travel 
between a pair of distinct nodes is independent of the direction of 
travel, for all pairs of distinct nodes. If c . is defined as the cost 
of travel between nodes i and j then c = °ji a s y m m e t r ^ - c Problem. 
The degree of a node i, denoted deg(i), in a symmetric problem is de­
fined as the number of connecting arcs from node i to all other nodes. 
A weak sufficiency condition for the existence of a tour in a symmetric 
graph is the theorem of Dirac^"^ , stated in the following proposition. 
Proposition 1. Consider a symmetric graph with n nodes labelled 
1, 2, n. If deg(i) >_ ~ for i=l, 2, n, then there exists a 
JL 
tour through the n nodes. 
A necessary condition for the existence of a tour is given by the 
following proposition. 
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Proposition 2. If a tour exists through the n nodes labelled 
1, 2, n on a symmetric graph, then deg(i) >̂  2 for i=l, 2, n. 
This is obvious since if deg(i) = 1 a pendant node is formed such 
that a path can arrive at a node but cannot depart without traversing the 
same arc. If deg(i) = 0 the graph is not connected. The following propo­
sition details a necessary condition for the existence of a tour on a 
non-symmetric graph. 
Proposition 3. If a tour exists on a non-symmetric graph then 
there is at least one connecting arc directed out of each node and at 
least one connecting arc directed into each node. This follows by the 
same rationalle as given for the second proposition. 
As in many real world applications a mathematical model is necessary 
to effect a solution or develop properties exhibited by the problem. In 
formulating a mathematical model for the traveling salesman problem, two 
properties are considered which characterize the problem: (1) each city 
must be visited exactly once, and (2) there can be no subtours or loops. 
Property (2) infers that the only feasible closed path passes through all 
the nodes. 
Let c.. be the cost of travel between cities i and i. Let x.. be 
1 if the path between cities i and j is chosen, and 0 otherwise. Further, 
let n denote the number of cities in the problem. A subtour or loop 
exists when there k arcs, k < n which form a tour of k cities. For 
example, in a 6-city problem the arcs (1, 2, 3, 6, 1) and (4, 5, 4) form 
4 and 2 city subtours respectively. Simply stated, the objective then 
is to visit each city exactly once in a least cost manner while precluding 
the occurrence of subtours. Consider the following formulation (PI) and 
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let M be the number of subtours possible in an n-city graph. 
n n 
PI: Minimize T ) c..x.. 
i - i j - i 1 J 1 J 
n 
ubject to: £ x.. = 1 for i=l, 2, n (1) 
n 
£ x.. = 1 for j=l, 2, n (2) 
i=l 1 J 
I xij 1 I C t I " 1 L = 1 » 2, M (3) 
(i,J)eC L 
x e [ 0,1] i, j=l, 2, .. ., n 
where C is the set of arcs (i,j) which form loop L for L=l, 2, ..., M. 
J_i 
As previously stated, the two major classes of graphs are symmetric 
and non-symmetric. Within symmetric graphs there are two major divisions, 
Euclidean and non-Euclidean, Euclidean graphs are distinguished from 
non-Euclidean ones in that the arcs satisfy the triangle inequality. 
Distances taken from a map consitute a Euclidean graph for example. 
Of the three problem types considered, non-symmetric, symmetric-Euclidean, 
(4) 
and symmetric non-Euclidean, the Bellmore-Malone algorithm is probably 
one of the best exact procedures developed to date. Its ability to solve 
all three types of problems makes it superior in this application. Con­
sequently, this algorithm will serve as a vehicle in the investigation 
of the effect of sparcity on these three problem types. Following, we 
describe the Bellmore-Malone procedure in a step by step fashion. 
Step 1: Define a variable Z to represent the lowest cost tour 
yet found. Initially, set Z at some sufficiently large value, M. 
Step 2: Solve the assignment problem resulting from the initial 
cost matrix. 
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Step 3: If a tour results set Z equal to the cost of the tour 
and proceed to step 11. Otherwise, proceed to step 4. 
Step 4: Determine the minimal cost assignment solution node and 
the associated assignment solution. If a tie exists, it is 
randomly broken. 
Step 5: If this minimal cost node has value greater than or equal 
to Z proceed to step 11. 
Step 6: Determine the least cardinality (smallest) subtour in 
this assignment solution. If a tie exists, it is randomly broken. 
Let this cardinality be k. 
Step 7: Create k new subproblems. Let the k nodes in the subtour 
be N , N , N . Subproblem i is formulated by changing the 
J. Z K. 
cost of the arc (N., N ) to M in the cost matrix for r=l, 2,..., 
i r 
i-1, i+1, k for i=l, 2, k. The cost matrix is that of 
the optimal assignment solution considered, and M is an arbitrarily 
large number. 
Step 8: Assign to each of the k new subproblems a cost equal to 
the optimal solution of the assignment problem from which they 
were generated. 
Step 9: Determine the minimal cost node and associated assignment 
problem. If a tie exists, it is randomly broken. Solve this 
assignment problem. 
Step 10: If a tour results, set: Z equal to the minimum of the 
current value of Z and the cost of the tour. Otherwise, the value 
of Z remains unchanged. Return to step 4. 
Step 11: The optimal solution is given by the current value of Z. 
The algorithm terminates at this point. 
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The Bellmore-Malone algorithm is a subtour elimination technique 
which solves successive assignment problems within the general framework 
of branch and bound. The smallest cardinality subtour is chosen for 
branching so as to minimize the number of assignment problems solved. 
The Effect of Sparcity 
Following is an example of the Bellmore-Malone algorithm on a 
complete graph problem. The initial cost matrix is given in Table 2.1. 
This matrix represents assignment problem Al. The Hungarian algorithm 
is employed to solve all assignment problems. Upon application to 
problem Al the optimal assignment matrix is found and appears in Table 
2.2. The assignment solution is (1, 2, 6, 5, 7, 4, 3, 8, 1) which is also 
a tour with cost 55. Obviously, this tour is an optimal one since it 
corresponds to the initial assignment solution. 
Consider now the sparse graph whose costs are given in Table 2.3. 
(See Figure 2.1 for an example of a sparse graph.) This graph has a 
density of .84 and was created by randomly prohibiting arcs from the 
previously considered complete graph. The optimal assignment matrix is 
given in Table 2.4. The initial cost matrix and assignment problem for 
this sparse graph is denoted as problem Al. The optimal assignment 
solution has cost 56 and two 4-city subtours result: (1, 2, 6, 8, 1) and 
(3, 5, 7, 4, 3 ) . There is a tie for the least cardinality subtour and 
(1, 2, 6, 8, 1) is arbitrarily chosen for subtour elimination. Four 
subproblems are created (see Figure 2.2), A2, A3, A4, and A5. Subproblem 
A2 is created by prohibiting the arcs (1,2), (1,6) and (1,8) in the optimal 
assignment matrix given in Table 2.4. Problem A3 is created by prohibiting 
the arcs (2,6), (2,8), and (2,1) in the matrix given in Table 2.4 The 
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TABLE 2.1. The Initial Cost Matrix for the Sample Problem, Al. 
- 4 21 10 12 23 27 8 
21 - 29 10 21 4 5 16 
21 9 - 9 11 1 22 1 
24 17 9 - 10 17 9 20 
18 30 18 11 - 18 6 25 
25 25 20 26 14 - 30 5 
8 16 11 1 21 11 - 23 
16 23 22 15 21 22 14 -
TABLE 2.2. The Optimal Assignment Matrix for Problem Al. 
- 0 17 8 7 27 30 12 
7 - 17 0 8 0 0 12 
10 0 - 2 1 0 20 0 
13 8 0 - 0 16 7 19 
3 17 5 0 - 13 0 20 
10 12 7 15 0 - 24 0 
CO 13 8 0 17 16 - 28 
0 9 8 3 6 16 7 
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TABLE 2.3. The Initial Cost Matrix for a Sparse Graph with 
Approximate Density .84 
4 21 10 12 23 27 8 
21 29 10 - 4 5 16 
9 - 9 11 - 22 1 
24 17 9 10 17 9 20 
18 30 18 11 18 6 25 
25 - 26 30 5 
8 - 1 21 11 - 23 
16 23 - 15 21 22 14 
TABLE 2.4. The Optimal Assignment Matrix for Problem Al. 
0 16 6 6 18 22 12 
15 - 25 7 - 0 1 21 
- 0 - 0 0 - 12 0 
13 9 0 - 0 8 0 20 
10 25 12 6 - 12 0 28 
9 - - 13 - - 16 0 
4 - - 0 18 9 - 30 
0 10 - 2 6 8 0 -
(a) A Complete 4-City Graph. 
Approximate Density: .67 
(b) A Sparse 4-City Graph. 
Figure 2.1 Examples of Complete and Sparse Graphs. 
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Initial Cost Matrix Given in Table 2.3 with Density .84. 
Figure 2.2 Application of the Bellmore-Malone Algorithm to the Sparse 
Problem. 
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other subproblems are similarly generated. The initial cost matrix 
for subproblem A2 is given in Table 2.5. The optimal assignment matrix 
for subproblem A2 is given in Table 2.6 and has cost 62. The solution is 
a tour, (1, 5, 7, 4, 3, 2, 6, 8, 1) and this becomes the lowest cost tour 
yet found. 
Subproblems A3, A4, and A5 are next solved since their lower bound 
is 56, which is not greater than or equal to the lowest cost tour yet 
found (see Figure 2.2). Problems A3 and A4 have optimal costs of 69 
and 79 respectively, and both are tours. Problem A5 has an optimal cost 
of 62 and it also yields a tour. Hence, the solution to the problem is 
an optimal tour of cost 62. The computation is summarized in Figure 2.2. 
Consider next the sparse matrix given in Table 2.7. It, too, was 
formed from the complete graph matrix by randomly prohibiting arcs and 
has a density of just under .60. Denoting the assignment problem with 
this cost matrix, problem Al, it is found to have an assignment solution 
of cost 84 (Table 2.8). Furthermore, the assignment solution (1, 2, 6, 8, 
5, 4, 3, 7, 1) forms a tour and necessarily becomes the optimal solution 
to the problem. 
One might suspect that the computational effort required to 
determine optimal tours in graphs with decreasing density will decrease. 
This is based upon the notion that since there are fewer arcs, there 
exists fewer tours and therefore, less searching need be performed to 
locate an optimal solution. The example problem suggests that this is 
not the case. The complete graph and .60 density graph problems required 
approximately the same computational effort while the graph of .84 density 
required about 5 times more computational effort. 
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TABLE 2.5. The Initial Cost Matrix for Subproblem A2. 
16 6 6 22 
15 25 7 - 0 1 21 
0 - 0 0 - 1 2 0 
13 9 0 - 0 8 0 20 
10 25 12 6 - 12 0 28 
9 - - 13 - 16 0 
4 - - 0 18 9 30 
0 10 - 2 6 8 0 
TABLE 2.6. The Optimal Assignment Matrix for Subproblem A2. 
10 0 0 - 16 
15 - 25 7 - 0 1 21 
0 - 0 0 - 12 0 
13 9 0 - 0 8 0 20 
10 25 12 6 - 12 0 28 
9 - - 13 - - 16 0 
4 - - 0 18 9 30 
0 10 - 2 6 8 0 -
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TABLE 2.7. The Initial Cost Matrix for a Sparse Graph with 
Density Approximately .60. 
4 21 10 12 23 27 8 
21 - 29 10 - 4 16 
- 9 - 9 - - 22 1 
24 17 9 - 10 - 9 20 
18 30 - 11 - 18 
8 - - - - 11 - 23 
16 - - - 21 22 
TABLE 2.8. The Optimal Assignment Matrix for Problem Al. 
0 4 6 0 13 10 12 
20 - 18 12 - 0 - 26 
- 0 - 0 - - 0 0 
25 21 0 - 0 - 0 32 
4 1 9 - 0 - 1 - -
0 - - - 0 - 26 
0 - - - 0 3 - -
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In the following chapter the effect of sparcity on computational 
effort is reported for all three types of graphs: non-symmetric, symmetric-
Euclidean, and symmetric non-Euclidean. In addition, some issues arising 
from the effects of sparcity are addressed in order to better understand 
how sparcity is manifest in a problem solution. 
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CHAPTER III 
THE EFFECT OF SPARCITY 
This chapter is organized into three sections. In the first 
section the effect of sparcity on the non-symmetric problem will be 
considered. The second and third sections treat the effect of sparcity 
on symmetric non-Euclidean and symmetric-Euclidean problems respectively. 
The effect on total computational effort of various degrees of sparcity 
will be given particular importance in the coverage. Insight into the 
problem will be pursued by addressing both the number of branches 
generated and the computational effort: required to pursue each branch. 
All computational experience is based upon the use of the Bellmore-Malone 
algorithm. 
Non-Symmetric Problems 
Initially a random non-symmetric problem on n nodes was generated 
from a discrete uniform distribution on the interval [1,1000). All costs 
were integers contained in this interval. Randomly chosen arcs were 
next prohibited in order to achieve varying degrees of density. The same 
random number seed was used in the generation of prohibited arcs at each 
density level. If S^ and S^ represent the set of prohibited arcs at 
density levels d^ and d^ respectively and if d^ £ d^, then S^ ^ S^. 
Further, if and Z^ represent the optimal solutions to the graphs of 
density d^ and d^ respectively, then Z^ >_ Z^. This must be since every 
finite cost arc in the graph of density d n is contained in the graph of 
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density d^. Finally, in the generation of a sparse non-symmetric graph, 
no arc was prohibited if it was the only arc directed into its terminal 
node or if it was the only arc directed out of its departure node. This 
was implemented in the spirit of Proposition 3 (Chapter 2) so as to 
formulate the maximum number of sparse graphs which contained a finite 
cost tour. 
In any complete graph with n nodes, the total number of finite 
cost arcs is n(n-l). If there are k finite cost arcs in a sparse graph, 
k 
its density is defined as ^ . Graphs were generated for non-symmetric 
problems with 6 through 10 nodes, 15 nodes, and 20 nodes. Within each 
of these problems sparse graphs were generated with densities from .2 
through 1.0 in increments of .1. 
The number of CPU (central processor units) seconds required, the 
optimal cost, the number of assignment problems solved, and the CPU time 
per assignment problem were determined for all problems and density 
levels. All problems at each density level were replicated with 
different random numbers from 1 to 20 times depending upon computational 
effort required. The means are calculated and presented in Tables 3.1 
through 3.8. 
Symmetric, Non-Euclidean Problems 
To investigate the manifestations of sparseness on symmetric, 
non-Euclidean problems, an approach similar to that of the previous 
section was taken. In fact, except for two modifications, the current 
approach is identical to that in the earlier section. A random, symmetric 
problem from the uniform distribution on the interval [ 1,1000) was generated, 
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Random numbers generated from uniform distribution 
on the interval [1,1000). 
20 replications. 
Random number seed: 42137 
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TABLE 3.2. Computational Effort Required on 7-City, 
Non-Symmetric Problems. 
Mean Mean 
Density Optimal CPU Sees 
Mean # Mean CPU 
of Assignment Sees Per Assignment 














































Random numbers generated from uniform distribution 
on the interval [1,1000). 
20 replications. 
Random number seed: 53217 
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TABLE 3.3. Computational Effort Required on 8-City, 
Non-Symmetric Problems. 
Mean # Mean CPU 
Mean Mean of Assignment Sees Per Assign-
Density Optimal CPU Sees Problems Solved ment Problems Solved 
.2 2693.80 .496 6.25 .083 
.3 2371.05 .518 6.60 .079 
.4 2191.70 .366 4.80 .075 
.5 2090.25 .514 6.80 .074 
.6 1975.95 .470 6.40 .072 
.7 1870.50 .499 6.80 .071 
.8 1770.60 .299 4.00 .077 
.9 1676.95 .479 6.30 .078 
1.0 1598.90 .512 6.80 .076 
Random numbers generated from uniform distribution 
on the interval [1,1000). 
20 replications. 
Random number seed: 64231 
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TABLE 3.4. Computational Effort Required on 9-City, 
Non-Symmetric Problems. 
Mean # 
Mean Mean of Assignment Mean CPU Sees Per 
Density Optimal CPU Sees Problems Solved Assignment Problem Solved 
.2 2410.65 .812 7.70 .098 
.3 2309.20 .567 5.25 .110 
.4 2040.05 .513 4.65 .103 
.5 1988.85 .667 6.15 .103 
.6 1797.15 .687 6.45 .101 
.7 1708.50 .831 7.85 .102 
.8 1644.50 .649 6.30 .103 
.9 1600.55 .726 6.85 .107 
1.0 1526.65 .749 7.05 .106 
Random numbers generated from uniform distribution 
on the interval [ 1,1000). 
20 replications. 
Random number seed: 44317 
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TABLE 3.5. Computational Effort Required on 10-City, 
Non-Symmetric Problems. 
Mean Mean 
















































Random numbers generated from uniform distribution 
on the interval [1,1000). 
20 replications. 
Random number seed: 33311 
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TABLE 3.6. Computational Effort Required on 15-City, 
Non-Symmetric Problems. 
Mean # Mean CPU 
Mean Mean of Assignment Sees' Per Assignment 
Density Optimal CPU Sees Problems Solved Problem Solved 
.2 2628.80 4.646 13.59 .424 
.3 2449.50 5.928 18.85 .326 
.4 2282.85 5.540 18.70 .317 
.5 2114.75 4.011 12.90 .337 
.6 2053.10 5.083 16.30 .356 
.7 1984.60 6.520 20.80 .365 
oo 1788.95 6.594 21.35 .370 
.9 1656.40 4.551 15.20 .372 
.0 1577.90 5.457 18.15 .340 
Random numbers generated from uniform distribution 
on the interval [ 1,1000). 
20 replications. 
Random number seed: 41411 
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TABLE 3.7. Computational Effort Required on 20-City, 
Non-Symmetric Problems. 
Mean # Mean CPU 
Mean Mean of Assignment Sees Per Assignment 
Density Optimal CPU Sees Problems Solved Problem Solved 
.2 2904.8 12.361 18.9 .759 
.3 2665.0 9.923 14.2 .982 
.4 2477.5 9.370 13.3 .781 
.5 2358.5 14.853 23.8 .809 
.6 2198.8 22.396 34.5 .654 
.7 2122.0 15.840 24.8 .825 
.8 2003.6 9.758 15.5 .899 
.9 1949.4 17.832 27.6 .672 
1.0 1889.5 24.213 38.5 .654 
Random numbers generated from uniform distribution 
on the interval [1,1000). 
10 replications. 
Random number seed: 15791 
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TABLE 3.8. Computational Effort Required on 10-City, 
Non-Symmetric Problems with a Large Number 
of Replications. 
Mean # Mean CPU 
Mean Mean of Assignment Sees Per Assignment 
Density Optimal CPU Sees Problems Solved Problem Solved 
.2 2652.62 1.163 8.647 .137 
2480.19 1.200 8.987 .140 
.4 2322.43 1.284 9.713 .139 
.5 2164.21 1.212 9.173 .139 
.6 2000.47 1.266 9.600 .138 
.7 1899.67 1.032 7.660 .139 
.8 1802.55 .996 7.480 .136 
.9 1698.38 1.018 7.667 .136 
1.0 1620.85 1.170 8.873 .138 
Random numbers generated from uniform distribution 
on the interval [1,1000) 
150 replications. 
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in contrast to the non-symmetric problem generated previously. The other 
modification concerns the method of sparse graph formation. Since a 
symmetric cost problem suggests a graph which is undirected, it is 
desired to prohibit both an arc and its transpose element in the cost 
matrix. This has the effect of blocking travel on an arc in both 
directions. However, if either the arc or its transpose element repre­
sents the only finite cost link out: of a node, neither the arc nor its 
transpose were prohibited. 
Random, symmetric, non-Euclidean problems were generated with 
sizes ranging, as before, from 6 through 10 nodes, 15 nodes and 20 nodes. 
Within each of these problems sparse graphs of density .2 through 1.0 
were generated in the manner described earlier. 
The number of CPU seconds required, the optimal cost, the number 
of assignment problems solved, and the CPU time per assignment problem 
were determined for all density levels within each problem. Just as 
before, relative to computational effort required, 1 to 20 replications 
were performed and the means were calculated. All computational experi­
ence is presented in Tables 3.9 through 3.16. 
Symmetric-Euclidean Problems 
Symmetric-Euclidean and symmetric, non-Euclidean problems are 
identical save for one attribute. If arcs in the defining matrix are 
treated as distances, then the triangle inequality holds for all combina­
tions of arcs in the symmetric-Euclidean graph. All statements and 
procedures of the previous section pertaining to the analysis of the 
effect of sparcity on symmetric, non-Euclidean problems are applicable 
to this section, except for one item. Rather than generating a random, 
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TABLE 3.9. Computational Effort Required on 6-City, Symmetric Problems 
Mean # Mean CPU 
Mean Mean of Assignment Sees per Assignment 
Density Optimal CPU Sees Problems Solved Problem Solved 
.2 oo .083 2.0 .041 
.3 oo .083 2.0 .041 
.4 00 .101 2.3 .044 
.5 00 .167 3.4 .050 
.6 00 .337 7.0 .049 
.7 00 .292 6.1 .050 
• 8, 7167 .353 7.3 .050 
ON 1961 .328 6.8 .049 
.0 1764 .351 7.1 .049 
Random numbers generated from uniform distribution 
on the interval [1,1000). 
20 replications. 
Random number seed: 5533 
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TABLE 3.10. Computational Effort Required on 7-City, Symmetric Problems 
Mean Mean 
Density Optimal CPU Sees 
Mean # Mean CPU 
of Assignment Sees Per Assignment 








































Random numbers generated from uniform distribution 
on the interval [1,1000). 
20 replications. 
Random number seed: 5511 
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TABLE 3.11. Computational Effort Required on 8-City, Symmetric Problems 
Mean // Mean CPU 
Mean Mean of Assignment Sees Per Assignment 
Density Optimal CPU Sees Problems Solved Problem Solved 
.2 oo .087 1.4 .063 
CO oo .139 1.8 .078 
.4 oo .447 5.8 .083 
.5 oo .849 11.0 .079 
.6 oo 1.099 15.0 .074 
.7 2769. 35 1.240 16.1 .077 
CO 2336 05 1.203 15.6 .077 
.9 1987. 70 1.112 14.6 .077 
1.0 1834 00 1.212 16.4 .074 
Random numbers generated from uniform distribution 
on the interval [ 1,1000). 
20 replications. 
Random number seed: 91911 
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TABLE 3.12. Computational Effort Required on 9-City, Symmetric Problems 
Mean # Mean CPU 
Mean Mean of Assignment Sees Per Assignment 
Density Optimal CPU Sees Problems Solved Problem Solved 
.2 oo .107 1.0 .107 
.3 oo .157 1.3 .125 
.4 oo .865 8.3 .117 
.5 oo 1.389 12.9 .111 
.6 3265.2 1.832 17.8 .105 
.7 2658.0 2.092 19.5 .108 
.8 2277.4 1.466 13.8 .107 
.9 2012.0 1.858 17.6 .106 
1.0 1808.5 2.139 20.5 .105 
Random numbers generated from uniform distribution 
on the interval [1,1000). 
20 replications. 
Random number seed: 66611 
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TABLE 3.13. Computational Effort Required on 10-City, Symmetric Problems 
Mean # Mean CPU 
Mean Mean of Assignment Sees Per Assignment 
Density Optimal CPU Sees Problems Solved Problem Solved 
.2 co .249 1.9 .134 
.3 °o .529 3.9 .148 
.4 - 1.996 15.3 .132 
.5 8648.15 3.562 26.9 .134 
.6 3113.35 4.729 35.5 .134 
.7 2685.50 3.727 28.6 .131 
.8 2314.30 4.182 32.3 .132 
.9 2120.85 4.105 32.6 .128 
1.0 1893.50 4.353 34.0 .130 
Random numbers generated from uniform distribution 
on the interval [1,1000). 
20 Replications. 
Random number seed: 33311 
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TABLE 3.14. Computational Effort Required on 15-City, Symmetric Problems 
Mean # Mean CPU 
Mean Mean of Assignment Sees Per Assignment 
Density Optimal CPU Sees Problems Solved Problem Solved 
.2 °° .849 1-8 -533 
.3 °° 14.134 44.6 .340 
.4 «, 25.187 79.0 .312 
.5 «, 38.695 125.9 .336 
.6 <*> 50.520 163.3 .327 
.7 2793.4 24.733 78.8 .320 
.8 2534.0 37.638 119.8 .314 
.9 2327.1 39.599 > 127.9 .307 
1.0 2057.3 23.765 78.9 .306 
Random numbers generated from uniform distribution 
on the interval [1,1000). 
10 replications. 
Random number seed: 42137 
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Random numbers generated from uniform distribution on 
the interval [1,1000). 
2 replications. 
Random number seed: 555331 
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TABLE 3.16. Computational Effort Required on 6-City, Symmetric Problems 
(Large Number of Replications) 
Mean # Mean CPU 
of Assignment Sees Per Assignment 
Density Optimal CPU Sees Problems Solved Problem Solved 
.2 oo .076 1.9 .040 
.3 00 .078 1.9 .041 
.4 00 .098 2.3 .042 
.5 oo .158 3.4 .046 
.6 00 .314 6.9 .046 
.7 00 .318 7.0 .046 
oo 5406.44 .320 7.0 .046 
.9 2001.67 .328 7.2 .046 
1.0 1786.56 .335 7.5 .045 
Random numbers generated from uniform distribution 
on the interval [1,1000). 
65 replications. 
Random number seed: 91937 
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symmetric, non-Euclidean graph, the initial complete graph which is 
generated in this section is a sub-graph of the 57-city, Karg and Thompson 
Euclidean problem. To generate replication k of an n-city, Euclidean 
problem, the first k-1 rows and columns of the 57x57 Euclidean matrix are 
first deleted. The first n rows and columns of this matrix form the 
desired Euclidean matrix. The sparse graphs are generated in exactly 
the same fashion as the previous sections. 
Random, symmetric-Euclidean problems were generated for problem 
sizes ranging from 6 through 10 nodes, 15 nodes, and 20 nodes. Within 
each of these problems, sparse graphs of density .2 through 1.0 were 
generated. All computational experience is summarized in Tables 3.17 
through 3.23. 
Discussion of Computational Experience 
In this section we evaluate the properties suggested by sparcity 
in the traveling salesman problem and which are indicated by the computa­
tional experience gained in the research. 
Perhaps the most striking phenomenon of sparcity is the lack of 
any monotonocity of computational time as a function of density. 
As previously mentioned, the presence of fewer tours in the sparse graph 
suggests that it should require less computational effort to determine 
the optimum. However, the computational experience suggests that this 
notion is indeed false and that there are other properties of sparse 
graphs which are dominant in determining total computational effort 
required to solve the problem. 
Consider the problem in which there exists relatively many tours 
which have a cost at or near the optimum of the problem. There will be 
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TABLE 3.17. Computational Effort Required on 6-City 
Symmetric-Euclidean Problems. 
Mean # Mean CPU 
Mean Mean of Assignment Sees Per Assignment 
Density Optimal CPU Sees Problems Solved Problem Solved 
.2 « .086 2.2 .039 
.3 «o .087 2.2 .039 
.4 oo .092 2.2 .042 
.5 °° .136 3.0 .046 
.6 » .187 4.2 .045 
.7 * .209 4.6 .046 
.8 5534.0 .286 6.4 .045 
.9 4882.9 .544 12.3 .045 
1.0 4645.8 .900 20.7 .044 
10 replications. 
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TABLE 3.18. Computational Effort Required on 7-City, 
Symmetric-Euclidean Problems. 
Mean // Mean CPU 
Mean Mean of Assignment Sees Per Assignment 
Density Optimal CPU Sees Problems Solved Problem Solved 
.2 °° .052 1.0 .052 
.3 «> .073 1.2 .064 
.4 o ° .093 1.4 .070 
.5 «> .168 2.6 .072 
.6 °° .487 8.2 .062 
.7 5843.7 .606 10.4 .059 
.8 5519.3 1.103 19.5 .058 
.9 5263.9 1.619 28.2 .058 
1.0 4977.3 2.694 47.6 .057 
10 replications. 
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TABLE 3.19. Computational Effort Required on 8-City, 
Symmetric-Euclidean Problems. 
Mean # Mean CPU 
Mean Mean of Assignment Sees Per Assignment 
Density Optimal CPU Sees Problems Solved Problem Solved 
.2 °° .098 1.6 .061 
.3 ~ .151 2.2 .074 
.4 ~ .460 6.4 .073 
.5 °° .554 7.5 .072 
.6 ~ 1.001 13.6 .079 
.7 6548.4 1.291 18.1 .075 
.8 5896.1 2.688 36.7 .073 
.9 5653.5 3.707 51.0 .072 
1.0 5336.8 8.093 109.4 ' .074 
10 replications. 
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TABLE 3.20. Computational Effort Required on 9-City, 
Symmetric-Euclidean Problems. 
Mean # Mean CPU 
Mean Mean of Assignment Sees Per Assignment 
Density Optimal CPU Sees Problems Solved Problem Solved 
.2 oo .114 1.0 .11.4 
.3 oo .165 1.4 .126 
.4 oo .437 3.8 .130 
.5 oo 1.593 14.7 .115 
.6 oo 2.862 27.7 .105 
.7 6731.9 6.622 62.5 .109 
.8 6224.4 6.381 61.3 .106 
.9 5926.4 15.055 141.0 .108 
.0 5747.4 17.787 171.8 .107 
10 replications 
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TABLE 3.22. Computational Effort Required on 15-City, 
Symmetric-Euclidean Problems. 
Mean Mean 
Density Optimal CPU Sees 
Mean # Mean CPU 
of Assignment Sees Per Assignment 















































TABLE 3.23. Computational Effort Required on 20-City, 
Symmetric-Euclidean Problems. 
.2 oo 8.484 15 .566 
.3 12709 161.816 294 .550 
.4 12300 252.696 427 .592 
.5 10655 83.704 159 .526 
.6 10037 101.211 157 .645 
.7 10009 96.947 152 .638 
.8 9487 190.419 301 .632 
.9 9000 576.000 914 .630 
1.0 8977 222.553 377 .590 
1 replication 
TABLE 3.24. Comparison of Selected Sparse and Complete Graph 
Problems. 
Percent Percent 
Table Number Above Decrease in 
Referenced Optimality Computational Effort 
2 3 15 
3 5 6 
6 5 17 
7 3 26 
8 5 13 
17 5 40 
18 6 40 
19 6 54 
20 CO 15 
The table number refers to the computational experience in the previous 
sections and the sparse graphs are those with density .9. 
Mean CPU 
Mean Mean of Assignment Sees Per Assignment 
Density Optimal CPU Sees Problems Solved Problem Solved 
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many assignment problems solved in the application of the Bellmore-Malone 
procedure and the lower bounds resulting at each assignment solution will 
increase rather slowly. This will result in greater computational effort 
to determine the optimal solution of this complete graph problem. Con­
sider now the problem where a sparse graph is created with very low 
density such that no tour exists within the graph. If there are many 
assignment solutions with distinct costs in this problem, then much 
computational effort will be expended before all lower bounds approach 
infinity, and it is concluded that no tours exist. An example of this 
phenomenon is suggested by the entry in Table 3.9 for a density of .6. 
In the 20 replications of 6-city, symmetric, non-Euclidean problems with 
density .6, there were approximately as many assignment problems solved 
as were solved in 20 replications of complete graph, 6-city problems. This 
phenomenon is seen to occur in all three classes of problems and in fact, 
in the data of Table 3.14 it is seen that the number of assignment problems 
solved for a density of .6 was greater than for any other level including 
the complete problem and that this maximum computational effort was 
devoted not to determining the lowest cost tour, but rather to determining 
the existence of a tour. 
Next, consider the proximity of the sparse graph optimal solution 
to that of the complete graph optimal solution. When the relative computa­
tional effort is also taken into account, the importance of the sparse 
graph in its own right becomes obvious. From Table 3.22 it is found 
that the optimal solution to the sparse problem of density .8 is also the 
optimal solution to the complete graph problem. Yet the computational 
effort required to solve the sparse graph represents a 96 percent reduction 
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of the effort in solving the complete graph problem. From Table 3.21 
it is seen that the sparse problem of density .9 has an optimal cost which 
is only 4 percent above that of the complete graph problem. Yet, the 
computational effort required for the sparse graph problem represents a 
38 percent reduction of the effort in solving the complete problem. Table 
3.24 lists several other examples which demonstrate the power and applica­
bility of the sparcity concept. 
The investigation of the ramifications of sparcity next centers on 
the number of assignment problems which need to be solved to determine 
the optimum. In each table of the previous sections the statistic: mean 
CPU seconds per assignment problem is presented. Given a specific problem 
type and number of nodes the statistic is observed to vary only a small 
amount. Exceptions to this phenomenon are given in Tables 3.7 and 3.15 
where the statistic is seen to vary by 50 and 100 percent at different 
density levels. A possible explanation for this case is the existence 
of very difficult assignment problems in the initial stages of the algorithm 
which yield lower bounds very close to the optimal solution and which are 
followed by several relatively simple assignment problems which lead to 
optimality. One conclusion results which is intuitive. As the number of 
nodes increases, within each problem class, the mean CPU time per assign­
ment problem also increases. This is expected since increasing 
computational effort is required in solving assignment problems of in­
creasing size. 
The application of the Bellmore-Malone algorithm to the problem 
can be thought of as scanning a tree. Some branches terminate while others 
lead to still more branches. It is observed that the difference in 
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computational effort due to the introduction of sparcity can be attributed 
to a difference in the fullness and depth of the associated tree. 
Concluding, it has been demonstrated by the experience reported 
in this chapter that sparcity can have a significant impact on the 
computational effort required to, optimally, solve the traveling salesman 
problem. The next chapter presents a heuristic algorithm which capitalizes 
upon the sparcity concept in order to reduce the computational effort 




DEVELOPMENT OF HEURISTIC ALGORITHMS 
The sparse graph problem is important in its own right, as 
demonstrated in the previous chapter. This chapter is, in part, founded 
upon the application of the sparcity concept in treating the complete 
graph problem. Specifically, a heuristic algorithm is developed which 
employs sparse graphs. Also, the use of the Bellmore-Malone algorithm 
as a vehicle to investigate the properties of sparse graphs has inspired 
a heuristic which modifies the Bellmore-Malone branching rule, yet 
preserves its branch and bound concept. We recall the major advantage 
of heuristics is in the generation of feasible and, hopefully, good 
solutions with relative savings in computational effort. That is, 
savings when compared with the computational effort necessary to solve 
the problem optimally. The chief disadvantage of the heuristic is the 
probable sub-optimality of the solutions generated by the heuristic. 
This chapter is organized into three sections. The first two 
sections motivate and illustrate the above heuristics and present sub­
stantial computational experience. The final section details the computa­
tional experience and evaluates the performance of the heuristics. 
A Sparse Graph Heuristic 
The sparse graph heuristic is very general in nature in that it, 
like the Bellmore-Malone algorithm, can be applied to all three of the 
major classes of problems previously considered. Computational experience 
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will indicate its superior applicability to the symmetric-Euclidean class. 
Basic Concept 
The application of the sparse graph concept to the complete graph 
problem attempts to artificially create a sparse graph from its complete 
counterpart such that the former requires less computational effort to 
solve, yet produces a tour which departs relatively little from the 
optimal tour. The heuristic employs a parameter, P which, we will say, 
represents a "proximity of disengagement". This term is defined below. 
Following is a detailed description of the algorithm on an n-city problem. 
This is a branch and bound algorithm, which solves successive 
assignment problems. Certain unfavorable links are removed as each 
successive assignment problem is generated, unless the number of subtours 
falls below or equals the parameter P. No further links are removed in 
this case, and the algorithm proceeds on that branch according to the 
Bellmore-Malone procedure. 
The Algorithm 
Step 1: Define a variable Z which represents the lowest cost 
tour yet found. Initially, set Z at some sufficiently large 
value, M. 
Step 2: Solve the assignment problem resulting from the initial 
cost matrix. 
Step 3: If a tour results, set Z equal to the cost of the tour 
and proceed to step 13. Otherwise, proceed to step 4. 
Step 4: Determine the minimal cost assignment solution node 
and the associated assignment solution. If a tie exists, resolve 
the conflict at random. 
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Step 5: If this minimal cost node has value greater than or 
equal to Z go to step 13. 
Step 6: If the number of subtours is less than or equal to P 
proceed to step 8. Otherwise, proceed to step 7. 
Step 7: Define L as the number of subtours present in the current 
assignment solution. Consider a node N , for i = 1, 2, n. 
Disregard from consideration the subtour S^ 1 <_q <_L which con­
tains node i. Consider some subtour S with nodes N-, N 0 , 
m 1 A 
N . Determine the minimum distance arc from node N. to nodes t l m 
N^, . Each arc weight not equal to the minimum is 
m 
prohibited. The representative cost matrix values are set equal 
to a sufficiently large value, M. This process is repeated for 
all m, 1 <̂  m <̂  L, m ^ q. Next, the entire process is repeated 
for all nodes i v 1 <_ i <_ n. 
Step 8: Determine the least cardinality subtour in this assign­
ment solution. If a tie exists, it is randomly broken. Let this 
cardinality be k. 
Step 9: Create k new subproblems. Let the k nodes in the subtour 
be N^, N£, N^. Subproblem i is formulated by changing the 
cost of the arc (N., N ) to M in the cost matrix, for r = 1, 2, ... 
l r 
i - 1, i + 1, .. . , k and i. = 1, 2, .. . , k. The cost matrix is 
that of the optimal assignment solution considered and M is an 
arbitrarily large number. 
Step 10: Assign to each of the k new sub-problems a cost equal 
to the optimal solution of the assignment problem from which they 
were generated. 
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Step 11: Determine the minimal cost node and associated assignment 
problem. If a tie exists, it is randomly broken. Solve the 
assignment problem. 
Step 12: If a tour results, set Z equal to the minimum of the 
current value of Z and the cost of the tour. Otherwise, the value 
of Z remains unchanged. Return to step 4. 
Step 13: The algorithm terminates and provides a solution with 
cost given by the current value of Z. 
The proximity of disengagement parameter, P disengages or "jumps 
over" step 7 of the algorithm whenever the number of subtours present 
in the current assignment solution is less than or equal to P. 
The heuristic algorithm is identical to the Bellmore-Malone 
algorithm except for step 7. Step 7 determines the minimum cost of travel 
between a node and all other nodes in a subtour. All arcs which have 
cost greater than the minimum are prohibited. This is repeated for all 
subtours except the subtour containing the given node. The entire 
procedure is then repeated for all nodes. The spirit of the Bellmore-
Malone procedure is that when an assignment solution contains subtours, 
all must eventually be broken by links between subtours. The current 
heuristic algorithm expedites this proeess by prohibiting costly links 
between subtours. These links are not prime candidates for inclusion in 
the optimal tour, since they are of higher cost than the minimum cost 
connecting arcs. At each assignment solution this sparse graph genera­
tion technique is employed, except when the number of subtours present 
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is less than or equal to the proximity of disengagement parameter. 
It is hypothesized that for a given problem class and size, the 
sparse graph generating technique described above is only efficient as 
long as the number of subtours is relatively large. This is verified in 
the computational experience. As the number of subtours becomes small, 
the sparse graph generator becomes too inefficient and coarse to eliminate 
the subtours. Instead, the sparse graph generator, represented in 
Step 7 of the heuristic is disengaged when the number of subtours falls 
below or equals P. The problem is solved by the Bellmore-Malone procedure 
from this point until termination of the algorithm is achieved. 
Sample Problem 
An example problem which demonstrates the sparse graph heuristic 
is considered next. The initial cost matrix is presented in Table 4.1. 
This assignment problem is solved, yielding the matrix given in Table 
4.2. The optimal assignment solution has cost 14 and consists of three 
2-city subtours, namely (1, 6, 1 ) , (2, 4, 2), and (3, 5, 3). The sparse 
graph generation technique is next employed. Node 1 is first considered 
and the subtour (1, 6, 1) is disregarded since it contains node 1. Con­
sider the costs associated with the arcs (1, 2) and (1, 4) in the optimal 
assignment matrix. These are 7 and 3 respectively, of which, the minimum 
is 3. This represents the minimum cost entry into subtour (2, 4, 2) from 
node 1. The arc (1, 2) is removed and the associated element in the 
cost matrix is set at M, a sufficiently large number. Next, the subtour 
(3, 5, 3) is considered; the arcs (1, 3) and (1, 5) both have cost 0 and 
neither is removed, since both costs equal the minimum. Node 2 is next 
considered and the subtour (2, 4, 2) is disregarded. Since arc (2, 1) has 
TABLE 4.1. The Initial Cost Matrix for the Sparse 
Graph Heuristic Example Problem. 
10 2 5 3 3 
10 - 3 2 10 5 
2 3 - 8 2 9 
5 2 8 - 8 2 
3 10 2 8 - 8 
3 5 9 2 8 
TABLE 4.2. The Optimal Assignment Matrix for 
the Initial Cost Matrix Problem. 
- 7 0 3 0 0 
7 - 1 0 7 2 
0 1 - 7 0 7 
3 0 7 - 6 0 
0 7 0 6 - 5 
0 2 7 0 5 
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cost 7 which is greater than 2, the cost of arc (2, 6 ) , the former, is 
removed. Similarly, the arc (2, 5) is removed. Next, node 3 is considered, 
and so forth, until all nodes are considered and all arcs removed, with 
associated cost matrix elements being prohibited. This results in the 
matrix given by Table 4.3. The Bellmore-Malone branching rule is next 
applied, creating two sub-problems. The assignment solutions to these 
sub-problems are both tours of cost 15, hence this is the heuristic 
solution. Application of the Bellmore-Malone algorithm confirms the 
optimal solution to have cost 15. 
Computational Experience 
Tables 4.4 through 4.15 present the computational experience 
pertaining to this sparse graph generating heuristic algorithm for the 
three major classes of problems. As will be seen, the performance charac­
teristics of the heuristic will be different for each class of problem. 
A Modified Branching Heuristic 
The modified branching rule heuristic is also very general in 
nature; no limitations are placed on the classes of problems to which 
it may be applied. Unlike the sparse graph heuristic, its efficiency is 
equally high in all problem classes. 
Basic Concept 
This heuristic was motivated primarily by the Bellmore-Malone 
algorithm and has its major difference in the subtour elimination phase. 
The subtour elimination method in this heuristic is motivated by both 
intuition and by the linear programming formulation of the traveling 
salesman problem. A detailed description of the algorithm on an n-city 
problem follows. 
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TABLE 4.3. The Matrix Resulting from the Application of 
the Sparse Graph Generating Technique. 
- - 0 3 0 0 
- 1 0 - 2 
0 1 - - 0 
- 0 - - 6 0 
0 - 0 6 
0 - - 0 5 -
Table 4.4. Comparison of Sparse Graph Heuristic 
and Bellmore-Malone Algorithm. 
Percent Above Percent Reduction 
P Mean Optimal in CPU Seconds 
3 0.000 - .711 
2 1.526 -18.208 
1 6.188 -14.794 
8-City, Non-Symmetric Problems. 
10 replications. 
SEED = 4327 
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TABLE 4.5. Comparison of Sparse Graph Heuristic and 
Bellmore-Malone Algorithm. 
Percent Above Percent Reduction 
P Mean Optimal in CPU Seconds 
4 0.000 1.023 
3 0.000 1.151 
2 0.000 .512 
1 2.802 -12.724 
10-City, Non-Symmetric Problems. 
10 replications. 
SEED = 9 7 5 
TABLE 4.6. Comparison of Sparse Graph Heuristic and 
Bellmore-Malone Algorithm. 
Percent Above Percent Reduction 
P Mean Optimal in CPU Seconds 
6 0.000 - .500 
5 0.000 - .593 
4 0.000 - .036 
3 0.000 - .114 
2 2.131 34.452 
1 2.131 18.668 
15-City, Non-Symmetric Problems. 10 replications. SEED = 1895 
TABLE 4.7. Comparison of Sparse Graph Heuristic and 
Bellmore-Malone Algorithm. 
Percent Above Percent Reduction 
P Mean Optimal in CPU Seconds 
9 0.000 .243 
8 0.000 - .367 
7 0.000 .599 
6 0.000 .270 
5. 0.000 .529 
4 0.000 .200 
3 0.000 - .005 
2 1.026 -17.725 
1 1.532 -28.429 
20-City, Non-Symmetric Problems. 
10 replications. 
SEED = 20097 
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TABLE 4.8. Comparison of Sparse Graph Heuristic and 
Bellmore-Malone Algorithm. 
Percent Above Percent Reduction 
P Mean Optimal in CPU Seconds 
3 0.000 18.623 
2 .258 21.398 
1 .778 24.440 
8-City, Symmetric Problems. 
10 replications. 
SEED = 433 
TABLE 4.9. Comparison of Sparse Graph Heuristic and 
Bellmore-Malone Algorithm. 
Percent Above Percent Reduction 
P Mean Optimal in CPU Seconds 
4 .138 1.291 
3 .317 -2.865 
2 .317 -2.260 
1 2.191 -25.585 
10-City, Symmetric Problems. 
10 replications. 
SEED = 30301 
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TABLE 4.10. Comparison of Sparse Graph Heuristic and 
Bellmore-Malone Algorithm. 
Percent Above Percent Reduction 
P Mean Optimal in CPU Seconds 
6 0.000 12.575 
5 .676 12.429 
4 2.214 8.582 
3 3.066 34.211 
2 4.116 35.643 
1 5.373 34.902 
15-City, Symmetric Problems. 
5 replications. 
SEED = 455 
TABLE 4.11. Comparison of Sparse Graph Heuristic and 
Bellmore-Malone Algorithm. 
Percent Above Percent Reduction 
P Mean Optimal in CPU Seconds 
9 0.000 5.939 
8 0.000 6.757 
7 0.000 6.854 
6 0.000 16.6 76 
5 0.000 16.204 
4 0.000 14.701 
3 0.000 26.091 
2 0.000 36.517 
1 0.000 40.849 
20-City, Symmetric Problems. 
1 replication. 
SEED = 197 
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TABLE 4.12. Comparison of Sparse Graph Heuristic and 
Bellmore-Malone Algorithm 
Percent Above Percent Reduction 
P Mean Optimal in CPU Seconds 
3 1.762 62.053 
2 4.734 75.300 
1 5.019 75.700 
8-City, Euclidean Problems. 
5 replications. 
TABLE 4.13. Comparison of Sparse Graph Heuristic and 
Bellmore-Malone Algorithm 
percent Above Percent Reduction 
P Mean Optimal in CPU Seconds 
4 .414 62.882 
3 1.241 72.103 
2 1.653 76.029 
1 4.787 72.608 
10-City, Euclidean Problems 
10 replications. 
TABLE 4.14. Comparison of Sparse Graph Heuristic 
and Bellmore-Malone Algorithm 
Percent Above Percent Reduction 
P Mean Optimal in CPU Seconds 
6 .511 71.361 
5 .517 71.467 
4 1.614 75.287 
3 2.465 76.669 
2 2.465 75.146 
1 2.684 73.941 
15-City, Euclidean Problems 
3 replications. 
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TABLE 4.15. Comparison of Sparse Graph Heuristic and 
Bellmore-Malone Algorithm 
Percent Above Percent Reduction 
P Mean Optimal in CPU Seconds 
9 .098 62.436 
oo .098 62.385 
7 .098 62.195 
6 .098 62.292 
5 .098 62.583 
4 .098 75.119 
CO .153 75.261 
2 3.443 75.167 
1 3.443 75.374 




Step 1: Define a variable Z to represent the lowest cost tour 
yet found. Initially, set Z at some sufficiently large value 
M. 
Step 2: Solve the assignment problem resulting from the initial 
cost matrix. 
Step 3: If a tour results, set Z equal to the cost of the 
tour and proceed to Step 11. Otherwise, proceed to Step 4. 
Step 4: Determine the minimal cost assignment solution node 
and the associated assignment solution. If a tie exists, it 
is randomly broken. 
Step 5: If this minimal cost node has value greater than or 
equal to Z go to step 11. 
Step 6: Determine the least cardinality subtour in this 
assignment solution. If a tie exists, it is randomly broken. 
Let this cardinality be k. 
Step 7: Create k new assignment problems. Let the k nodes in the 
subtour be N^, N^, N^, where = N^. Subproblem 
i (1 < i < k) is formulated by changing the cost of the arc 
(N^, N^ +^) to M and fixing the k-1 other arcs in the optimal 
solution. This is achieved by changing all entries in rows N^, 
^ , N^, except row 1SL, to M, and all columns N^, N^, 
N^, except column to M. Next the cost matrix entries 
representing the k-1 arcs which are fixed are reset to zero. The 
cost matrix is that of the optimal assignment solution considered 
and M is an arbitrarily large number. 
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Step 8: Assign to each of the k new subproblems a cost equal to 
the optimal solution of the assignment problem from which they 
were generated. 
Step 9: Determine the minimal cost node and associated assignment 
problem. If a tie exists, it is randomly broken. Solve the 
assignment problem. 
Step 10: If a tour results, set Z equal to the minimum of the 
current value of Z and the cost of the tour. Otherwise, the 
value of Z remains unchanged. Return to Step 4. 
Step 11: The algorithm terminates and provides a solution with 
cost given by the current value of Z. 
The major difference between this heuristic and the Bellmore-Malone 
algorithm is in the generation of sub-problems. The latter prohibits 
certain arcs from consideration at each assignment solution, whereas 
the heuristic fixes certain arcs in the final tour. The dimension of 
the subproblems are less than that of the original problem with the 
heuristic and also, the dimension of successive generation subproblems 
decreases. 
The motivation of the heuristic is in the linear programming 
formulation of the problem given in Chapter II. The dual of this problem 
is given below. 
subiect to u. + v. + w T < c.. for i, j = 1, 2, n and w T such that l j L - ij L 
subtour L contains arc (i, j ) . L = 1, 2, 
M where M is the total number of 







w. < 0. 
1 — 
The dual variables u^, v correspond to the constraints given by 
equations (1) and (2) in Chapter II respectively. The dual variables w. 
correspond to the subtour constraints (3) in Chapter II. 
Complementary slackness conditions specify that 
for each possible subtour L, L = 1, 2, .... M. Values x.. and w T are the 
ij L 
optimal values of the primal and dual variables respectively. 
the assignment solution contains no subtours then this solution represents 
a primal feasible solution and is therefore the optimal solution to the 
traveling salesman problem. However, if no tour is present then the 
assignment solution violates at least one subtour constraint. When 
interpreted in a linear programming sense, the dual variable corresponding 
to the subtour constraint will next enter the basis. Of course, this 
dual variable may or may not be in the final optimal basis, however the 
heuristic algorithm fixes this variable in the basis. Equation (1) now 
specifies that 
(1) 
Consider the solution of the initial assignment problem. If 
or equivalently, 
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r- * i i 
I K l - 1 (2) 
This provides the basis for generating k new subproblems each with a 
distinct set of k-1 arcs being fixed. 
Sample Problem 
The same example problem used to demonstrate the sparse graph 
heuristic will be used to demonstrate the modified branching rule heuris­
tic. The initial cost matrix and initial assignment matrix are given 
in Tables 4.1 and 4.2 respectively. The modified branching heuristic 
determines the least cardinality subtour to have cardinality 2. The 
initial assignment solution is (1, 6, 1 ) , (2, 4, 2 ) , and (3, 5, 3 ) . 
The subtour (1, 6, 1) is arbitrarily chosen and two subproblems are 
created from the optimal assignment cost matrix. One subproblem has 
the arc (1, 6) fixed in the solution with arcs (6, 1 ) , (1, Y ) , and (Y, 6) 
1 <_Y <_ 6 removed and the associated cost elements prohibited. The other 
subproblem fixes arc (6, 1) and removes arcs (1, 6 ) , (6, Y) , and (Y, 1) 
1 <̂  Y <̂  6. The associated cost matrices are given in Tables 4.16 and 
4.17. Both subproblems have optimal assignment solutions which are tours 
of cost 15, hence, the heuristic solution is again optimal in this 
example. 
Computational Experience 
Another motivation for the heuristic is that whenever an arc is 
prohibited, it must be replaced by another arc which may or may not have 
cost zero in the assignment matrix. It is desirable to adopt a rule which 
preserves as many arcs of zero cost as possible in the final tour and 
the heuristic algorithm effects this notion. The computational experience 
TABLE 4.16. The Modified Branching Rule Demonstrated 
7 - 1 0 7 
0 1 7 0 
3 0 7 - 6 
0 ' 7 0 6 
- 2 7 0 5 
TABLE 4.17. The Modified Branching Rule Demonstrated 
7 0 3 0 
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as applied to this heuristic for the three major classes of problems 
is given in Tables 4.18 through 4.20. 
Discussion of Computational Results 
Analysis of the computational results of the sparse graph heuristic 
reveals that its application produces tours which are very close to 
optimal for the classes and sizes of problems considered. This holds for 
all values of the proximity disengagement parameter. The worst performance 
is approximately 6 percent above the optimal. However, the percent 
reduction in computational effort is significant only in symmetric-
Euclidean problems, and symmetric, non-Euclidean problems with 15 or 20 
nodes (cities). The savings in computational effort is especially large 
in the symmetric-Euclidean problems where reduction ranged from 60 to 
80 percent for all problem sizes considered. In the 20-city symmetric, 
non-Euclidean problem referenced in Table 4.11, the sparse graph heuristic 
achieves the optimal solution with a percent reduction in computational 
effort which exceeds 40 percent. 
In the non-symmetric problems as well as for smaller symmetric, 
non-Euclidean ones, it is found that the heuristic may produce sub-
optimal tours with computational effort greater than that of the optimal 
procedure. The explanation for this phenomenon can be attributed to the 
fact that the heuristic procedure is based on Euclidean notions. That 
is, larger distance arcs are prohibited. The non-symmetric problems do 
not lend themselves to this Euclidean abstraction and the smaller 
symmetric problems require much computational effort to create the sparse 
graph, yet in its creation, few arcs are prohibited due to the large 
number of subtours created. 
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TABLE 4.18. Comparison of Modified Branching Rule Heruistic 
and Bellmore-Malone Algorithm. 
Percent Above Percent Reduction 
Number of Cities Mean Optimal in CPU Seconds 
6 0.000 24.561 
7 1.070 30.238 
8 .985 27.312 
9 0.000 27.086 
10 .405 46.228 
15 0.000 47.737 




TABLE 4.19. Comparison of Modified Branching Rule Heuristic 
and Bellmore-Malone Algorithm 
Percent Above Percent Reduction 
Number of Cities Mean Optimal in CPU Seconds 
6 1.013 25.510 
7 0.000 25.216 
8 1.786 39.968 
9 0.000 41.059 
10 .475 21.486 
15 .613 31.327 




TABLE 4.20. Comparison of Modified Branching Rule Heuristic 
and Bellmore-Malone Algorithm 
Percent Above Percent Reduction 
Number of Cities Mean Optimal in CPU Seconds 
6 0.000 15.188 
7 0.000 22.601 
8 1.545 40.705 
9 0.000 56.046 
10 0.000 54.222 
15 0.000 77.245 




It was earlier hypothesized that the sparse graph generation 
technique was not efficient when the number of subtours became small. The 
computational experience verifies this assertion as can be seen from the 
data where P is equal to 1 or 2. For non-symmetric and symmetric, non-
Euclidean problems the computational effort is adversely affected and 
for symmetric-Euclidean problems the solution quality degenerates. 
The modified branching rule heuristic surpasses the sparse graph 
heuristic in both percent reduction in computational effort and percent 
above the optimal solution. The modified branching rule heuristic 
achieves the optimal solution in a majority of the problems treated. The 
percent above the mean optimal solution is under 2 percent for all 
classes and problem sizes treated, along with percent reductions in 
computational effort in the range of 20 to 50 percent. All problems in 
which the percent above the mean optimal exceeded 1 percent, resulted 
in a percent reduction in computational effort of no less than 25 percent. 
From Tables 4.18 and 4.20 it can be seen that for problem sizes of 15 and 
20 nodes the optimal solution was achieved in no fewer than 5 replications 
with percent reductions in computational effort of approximately 47 and 
77 percent. The heuristic appears to apply equally well to all three 
classes of problems and unlike the sparse graph heuristic the computational 
effort required is always less than that of the optimal procedure. The 
reduction in computational effort is dramatic such that in only 2 cases 
was the percent reduction less than 20 percent and the optimal mean cost 
was achieved in both cases. 
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CHAPTER V 
CONCLUSIONS AND EXTENSIONS 
The fundamental objective of this thesis has been to examine the 
impact of graph sparcity on the solution of traveling salesman problems. 
Specifically, many problems of various degrees of sparcity were constructed 
and solved using a well-known, exact algorithm developed by Bellmore and 
Malone. It has been demonstrated that the application of the Bellmore-
Malone algorithm to the sparse graph problem results in computational 
effort which varies greatly. This suggests that possible modifications 
to the algorithm in order to adapt it to the sparse graph problem might 
reduce the computational effort involved in sparse graph problems. 
One major achievement of this thesis is the demonstration of 
sparcity as a non-trivial concept. Computational experience with sparse 
graph problems establishes the sparse problem as being important in its 
own right. Of nearly equal importance, it has been demonstrated that 
the sparse graph problem may be viewed as a vehicle with which to treat 
the complete graph problem itself. One method has been proposed to 
create sparse graphs from the initial complete graph problem. This was 
manifested in a sparse graph heuristic algorithm. The performance of 
this algorithm was found to be excellent, in the case of symmetric-
Euclidean problems and marginal for the other classes of problems. Yet 
this algorithm was motivated by Euclidean considerations, hence its 
success in the area of Euclidean problems tends to overshadow the medio­
crity evidenced in the smaller problems of the other classes. The power 
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of sparse graph generation in treating the complete problem is evidenced 
by the sparse graph heuristic. It is speculated that, as a further 
extension of the sparse graph concept, algorithms may be developed which 
create sparse graphs from complete ones for the other two classes of 
problems, such that a substantial reduction in computational effort 
results with only a small departure from optimality. 
A modified branching rule heuristic was developed after being 
motivated by linear programming considerations. It has similarities 
as well as differences with respect to both Little's p r o c e d u r e ^ ^ and 
the Bellmore-Malone algorithm. Like the Bellmore-Malone algorithm, the 
heuristic solves a sequence of assignment problems. It is not a subtour 
elimination method however, but rather a tour building algorithm, as is 
Little's work. Little's procedure solves no assignment problems, 
however an optimal tour may be formed at the expense of much computation­
al effort. It is believed that the solution of assignment problems is a 
very efficient sub-process of the algorithm and this combined with the 
power of the tour building approach, in order to reduce the dimension 
of the problem, results in the overall efficiency of the modified branching 
rule heuristic. 
The solution of successive assignment problems is a fundamental 
step in all of the algorithms considered in this thesis. As such, the 
role of the assignment solution algorithm cannot be minimized. The 
solution technique employed in this research is the Hungarian algorithm, 
which is probably the traditional mode of solution. The effects of 
sparcity, and the performance of the heuristics presented here when 
another assignment solution algorithm is employed is clearly a subject 
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of further investigation. For example, another assignment algorithm 
which could be implemented in the work of Bellmore and Malone is the 
(14) 
modified transportation algorithm of Ford and Fulkerson. 
The limitation of computer resources prevented the extension of 
this work to larger problems on a general level. It was possible to 
extend the computational experience with the heuristics to a level of 40-
city non-symmetric problems; however, the computational effort necessary 
to optimally solve the problem was prohibitive. Consequently, no evalua­
tion was possible. Generally, most heuristic procedures decrease in 
efficiency as problem size increases. This is not the case for problems 
treated with the sparse graph heuristic, in which marginal efficiency was 
achieved for small non-symmetric and symmetric, non-Euclidean problems; 
yet the efficiency increased as the largest problem sizes were considered 
in this class. 
Recapping the major points of this thesis, the traveling salesman 
problem is one of the most important problems encountered in discrete 
optimization, with widespread applications in other areas such as job 
shop scheduling. Any heuristic solution technique will be required to 
produce tours which are sufficiently near the optimum in cost, yet the 
computational effort must be minimal. The exact algorithms produce the 
optimal solution but at the expense of greatly increased computational 
effort. 
The results of the research into sparse graph problems demonstrate 
that they exhibit very interesting properties and may be employed as a 
tool for solving the complete graph problem. Specifically, through the 
artificial creation of sparse graphs, near optimal tours may be produced 
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with computational effort significantly less than that of current exact 
techniques. Clearly, additional work in this area alone is warranted. 
APPENDIX 
A source program listing is contained in the appendix. 
Sparse Graph Solution Program. 
Sparse Graph Heuristic Program. 
Modified Branching Heuristic Program. 
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C T H I S PROGRAM C R E A T E S A NO S O L V E S S P A R S E G R A P H 
C P R O B L E M ' S . I T R E P L I C A T E S T H E S E P R O B L E M S F O R 
C A G I V E N S I Z E A N D F R O B L E M C L A S S , A NO D E T E R M I N E S 
C THE MEAN C P T I M A L S O L U T I O N * F E A N C O M P U T A T I O N A L 
C E F F CRT t MEAN NUMEER O F A S S I G N M E N T P R O B L E M S 
C S O L V E Q , A N D C A L C U L A T E S MEAN C O M P U T A T I O N A L 
C E F F C R T P E R A S S I G N M E N T P R O B L E M S O L V E D . 
PROGRAM M A I N ( Y E S , I N P U T , O U T P U T , P A R K 3 0 , G A R B A G , E X P , F I N , 
* Z I F P , 
* L ' U . S M A K . 
* T A F E 2 2 - U U , T A P E 2 = S M A K , 
* T A P E 5 = Y £ S , T A P E 6 = E X P , T A P E 8 = G A R B A G , T A P E 7 = P A R K 3 0 , 
* T A P E 2 1 = Z I P P , 
* T A P E 1 0 = I N P U T , T A P E 1 1 - O U T P U T , T A P E 1 6 = F I N ) 
COMMON / L A B I / N A T ( 5 0 , 5 0 ) , I D E L ( 5 0 , 5 0 ) , I R ( 5 0 ) , I C ( 5 0 ) , 
* I X 1 ( 5 0 ) , I X 2 ( 5 0 ) , I S L I P ( 3 0 0 ) 
COMMON / L A B 5 / K A T 2 ( 5 0 , 5 0 ) , I B M ( 5 0 ) , X M A T 7 ( 9 , 4 ) 
COMMON V L A B 6 / M U C K ( 3 0 0 ) » M U C K 2 ( 3 0 0 ) 
COMMON / L A B 7 / I S E E D . S P R . N U M C I T . I U P 
COMMON / L A B 8 / I U E W 
R E W I N D 8 
P R I N T * , " HOW ANY C I T I E S AND WHAT S E E D " 
P R I N T * , " AND WHAT U P P E R L I M I T " 
P R I N T * , " AND HOW MANY R E P L I C A T I O N S " 
R E A C ( 1 0 , * ) N U M C I T , I S E E D , I U P . I R E P S 
I C Y = I S E E D 
DO 7777 I U E W = 1 , I R E F S 
I S E E C = I D Y + 2 2 * ( I U E W - 1 ) 
C A L L S P U T 2 
DO 3 3 3 9 I G F T = 1 , 9 
S P R = . 1 * . 1 * I G F T 
C A L L A S S 2 3 
Y Y U K K = S £ C O N C ( l . ) 
I T I N T = 0 
M M I N = 9 9 9 9 9 
9 8 8 4 9 C O N T I N U E 
I N T C = 0 
R E W I N C 5 
R E W I N D 2 1 
R E W I N C o 
6 5 0 R E A C ( 5 , * ) I D S U N 
I F ( E O F ( 5 ) ) 7 5 0 , 7 5 1 
7 5 1 C O N T I N U E . 
R E A C ( 5 , * ) ( ( M A T ( I , J ) , J = i , N U M C I T ) , 1 = 1 , N U M C I T ) 
DO 6 4 I = 1 . N U M C I T 
M I N = 9 9 9 9 9 
DO 6 6 J = 1 , N U M C I T 
I F ( M A T d i J ) . L T . M I N . A N D . M A T ( I , J ) . G E . 0 ) M I N = M A T ( I , J ) 
6 6 C O N T I N U E 
I F ( H I N . E Q . O ) GO TO 6 4 
86 
0 0 6 8 J = 1 , N U M C I T 
M A T ( I , J ) = M A T ( I » J ) - M I N 
6 8 C O N T I N U E 
I R ( I ) = I R ( I ) + M I N 
I O S U M = I D S U M + M I N 
6<+ C O N T I N U E 
0 0 7 0 J = 1 , N U M C I T 
M I N = 9 9 9 9 9 
0 0 7 2 I = 1 , N U M C I T 
I F ( M A T ( I ? J ) • L T • M I N . A N D . 
7 2 C O N T I N U E 
I F ( M N . E Q . O ) GO TO 7 0 
DO 7 4 I = 1 , N U M C I T 
M A T ( I , J ) = H A T ( I . J ) - M I N 
7<t C O N T I N U E 
I C ( J ) = I C ( J ) + M I N 
I D S U M = I O S U M * M I N 
7 0 C O N T I N U E 
7 5 I C O U N T = 0 
CO 8 1 K = 1 » N U M C I T 
I X 1 ( K ) . = 0 
I X 2 ( K ) = 0 
8 1 C O N T I N U E 
DO 1 8 7 K 2 = 1 , N U K C I T 
DO 1 8 8 K 3 = 1 . N U M C I T 
I D E L ( K 2 t K 3 ) = 0 
1 8 8 C O N T I N U E 
1 8 7 C O N T I N U E 
1 3 F O R M A T ( l X f 9 I 8 / 9 ( ^ X » 9 I 8 / ) > 
77 N I D U M = 0 
DO 7 8 J = i , N U M C I T 
I D U M = 0 
DO 8 0 I = 1 » N U M C I T 
I F ( f A T ( I , J ) • N E « 0 ) GO TO 8 0 
I D U M = I D U M - f l 
I L O C = I 
8 0 C O N T I N U E 
I F ( I D U M . E Q . l ) GO TO 8 2 
I F C I D U M . E Q . O ) N I D U M = M D U M + 1 
7 8 C O N T I N U E 
0 0 Qk 2 = l f N l i M C I T 
I O U M = 0 
DO 8 6 J = 1 , N U M C I T 
I F ( f A T ( I v J ) . N E . O ) GO TO 8 6 
I O U M = I D U M + l 
I L O C = J 
8 6 C O N T I N U E 
I F ( I D U M . E Q . l ) GO TO 8 8 
I F C I D U M . E Q . O ) M O U M = N I O U M + l 
6<t C O N T I N U E 
M A T ( I , J ) . G E . O ) M I N = M A T ( I , J ) 
87 
I F ( M C U M . E Q , 2 * N U M C I T ) GO TO 1 0 4 
0 0 3 3 2 M 2 = 1 , N I M C I T 
I D U M = 0 
0 0 3 3 4 M 4 = 1 , N U M C I T 
I F < * A T ( M 2 , M 4 > . N E . O ) GO TO 33*4 
I D U M = I 0 U M + 1 
M U C K ( I D U M ) = M4 
3 3 4 C O N T I N U E 
I F ( I D U M . E Q . 2 > GO TO 3 3 6 
GO TO 3 3 2 
3 3 b I O U M = 0 
3 3 7 I 0 U M = I 0 U M + 1 
I O U M 2 = 0 
DO 3 4 0 • M 8 = l t N U M C I T 
I F ( ^ A T ( M 8 f M U C K ( I 0 U M > > . N E . O ) GO TO 3 4 0 
I 0 U M 2 = I D U M 2 + 1 
M U C K 2 ( I 0 U M 2 ) = M 8 
3 4 0 C O N T I N U E 
I F ( I 0 U M 2 . N £ . 2 . A N D . I D U M . E G . l ) GO TO 3 3 7 
I F ( I D U M . E Q . 2 ) GO TO 3 3 2 
GO TO 3 4 2 
3 3 2 C O N T I N U E 
F R I N T * , M NO TWO Z E R O E S I N ROW A NO C O L M 
P R I N T * * M GO TO 6 5 0 M 
GO TO 6 5 0 
3 4 2 I L 0 C = M 2 
J = M U C K ( I O U M ) 
5 6 7 0 0 3 4 4 M 1 0 = 1 , N U M C I T 
I F < * A T < M 1 0 , J ) . £ Q . O ) M A T ( M l 0 , J ) = - 8 6 8 8 8 
3 4 4 C O N T I N U E 
GO TO 8 2 
1 0 4 C O N T I N U E 
DO 1 0 8 I = 1 , N U I " C I T 
0 0 1 1 0 J = 1 , N U K C I T 
I F C f A T ( I » J ) . E G . - 8 8 8 8 8 ) M A T ( I , J ) = 0 
1 1 0 C O N T I N U E 
1 0 8 C O N T I N U E 
I S U M = 0 
DO 1 1 2 I = 1 , N U * C I T 
DO 1 1 4 J = 1 , N U K C I T 
I S U M = I S U M + I D £ L ( I t J ) 
1 1 4 C O N T I N U E 
1 1 2 C O N T I N U E 
I F ( I S U M . t Q . N U h C I T * * 2 ) GO TO 1 1 6 
I M I N = 9 9 9 9 9 
0 0 1 1 8 1 = 1 , N U f C I T 
DO 1 2 0 J = l t N U N C I T 
I F ( I D E L ( I ? J ) • NE • 0 ) GO TO 1 2 0 
I F C f A T C I , J ) . L T . I M I N . A N D . tfAT(I»J)•GT«0)IMIN=MAT(I, 
* J ) 
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1 2 0 C O N T I N U E 
1 1 8 C O N T I N U E 
OO 1 2 2 I = 1 , N U M C I T 
OO 1 2 4 J = 1 , N U * C I T 
I F ( I O E L < I . J ) . E Q . 0 > M A T ( I , J ) = M A T < I , J ) - I M I N 
I F ( I 0 E L ( I , J ) . E G . 2 ) MAT ( I . J ) = MAT ( I . J ) 4 - I M I N 
1 2 4 C O N T I N U E 
1 2 2 C O N T I N U E 
DO 2 3 3 I L = l t N U M C I T 
DO 2 3 4 I M = 1 , N L ' M C I T 
I F ( N A T ( I L . I M ) . G E . 0 ) G O TO 2 3 4 
P R I N T * , " N E G A T I V E NUMBER I N M A T R I X > A E O R T 
P R I N T * , ' * GO TC 6 5 0 " 
GO TO 6 5 0 
2 3 4 C O N T I N U E 
2 3 3 C O N T I N U E 
I D S U M = I Q S U M + ( N U M C I T - I C O U N T ) * I M N 
GO TO 7 5 
8 2 I C O U N T = I C O U N T * l 
1 X 1 ( I C O U N T ) = I L O C 
1 X 2 ( I C O J N T ) = J 
DO 1 2 8 I 2 = 1 , N U M C I T 
I O E L ( I c O C t l Z ) = I O E L ( I L O C t 1 2 ) * 1 
I F ( N A T ( I L O C , 1 2 ) . E Q . O ) M A T ( I L O C , 1 2 ) = - 8 8 8 8 8 
1 2 8 C O N T I N U E 
M A T ( I L O C , J ) = - 8 8 8 8 8 
GO TO 7 7 
8 8 I C O U N T = I C O U N T + l 
1 X 1 ( I C O U N T ) = 1 
1 X 2 ( I C O U N T ) = I L O C 
DO 1 3 0 I 2 = 1 , N U M C I T 
I O E L ( 1 2 . I L O C ) = I D E L ( 1 2 , I L O C ) + 1 
I F ( N A T ( 1 2 , I L O C ) . E Q . O ) M A T ( 1 2 , I L O C ) = - d 8 8 8 6 
1 3 0 C O N T I N U E 
M A T ( I , I L O C ) = - 8 8 8 8 8 
GO TO 7 7 
1 1 6 C O N T I N U E 
DO 2 2 2 2 I V = 1 , N U M C I T 
I F ( I X 1 ( I V ) . N E . I X 2 ( I V ) ) GO TO 2 2 2 2 
P R I N T * , " * * * • * " , I X K I V ) , I X 2 ( I V ) 
GO TO 6 5 0 
2 2 2 2 C O N T I N U E 
I F ( I D S U M . G E . M K I N ) GO TO 6 5 0 
I H A = 3 * N U M C I T 
OO 7 0 1 I L = 1 , I H A 
I S L I P ( I L ) = 0 
7 0 1 C O N T I N U E 
I S L I P ( 1 ) = 1 
I S T O P = l 
I F = 1 
I M L = 9 9 9 9 9 
7 2 0 I C T = 1 
7 0 2 I L O O K = I S L I P ( I F ) 
7 0 3 DO 70<4 I L = 1 , N U M C I T 
I F 2 = I L 
I F ( I X K I L ) . E Q . I L C O K . ) GO TO 7 0 5 
7 0 4 C O N T I N U E 
7 0 5 I S L I P ( I F + i ) = I X 2 ( I F 2 ) 
I C T = I C T + 1 
I F = I F + 1 
I F d S L I P ( I F ) . E Q . I S T O P ) GO TO 7 0 6 
GO TO 7 0 2 
7 0 6 I F = I F + 1 
I F M C T . E Q . N U M C I T + l ) GO TO 7 9 0 
I F ( I C T . L T . I r * L ) I M . = I C T 
I S L I P ( I F ) = - 4 4 4 4 4 
DO 7 0 7 I L = 1 , N U M C I T 
DO 7 0 8 I M = 1 , I F 
I F C I S L I P ( I M ) . E Q . I L ) GO TO 7 0 7 
7 0 8 C O N T I N U E 
I S L I P ( I F - H ) = I L 
I F = I F + 1 
I S T O P = I L 
GO TO 7 2 0 
7 0 7 C O N T I N U E 
I K = 0 
I P = 0 
7 0 9 I K = I K + 1 
I F ( I S L I P ( I K ) . E Q . - 4 4 4 4 4 ) GO TO 7 1 0 
I P = I P + 1 
I B M ( I P ) = I S L I P ( I K ) 
GO TO 7 0 9 
7 1 0 I F ( I P . t Q . I M L ) GO TO 7 1 1 
I P = 0 
GO TO 7 0 9 
7 1 1 DO 7 1 2 I L = 1 , N U M C I T 
OO 7 1 3 I M = l f N U M C I T 
M A T 2 ( I L , I M ) = M A T ( I L , X M ) 
7 1 3 C O N T I N U E 
7 1 2 C O N T I N U E 
I M M = I M L - 1 
DO 7 1 7 I L = 1 , I K M 
DO 7 1 5 I L 2 = 1 , N U M C I T 
DO 7 1 6 I M 2 = 1 , N U M C I T 
M A T ( I L 2 , I M 2 ) = M A T 2 ( I L 2 , I M 2 ) 
7 1 6 C O N T I N U E 
7 1 5 C O N T I N U E 
DO 7 1 8 I M = 1 , I M M 
I F ( I L . E Q . I M ) GO TO 7 1 8 
M A T d E M ( I L ) t l E M ( I M ) ) = 9 9 9 9 9 
7 1 8 C O N T I N U E 
I N T C = I N T C + 1 
W R I T E ( 2 1 . 1 3 ) I D S U M 
DO 7 1 9 I M = 1 , N U M C I T 
W R I T E ( 2 1 , 1 3 ) ( M A T ( I M , I N ) , I N - 1 , N U M C I T ) 
7 1 9 C O N T I N U E 
7 1 7 C O N T I N U E 
GO TO 6 5 0 
7 5 0 C A L L R L T U R N ( " Y E S " ) 
I T I N T = I T I N T + I N T C 
E N D F I L E 2 1 
R E W I N C 2 1 
C A L L RENAME ( " Y E S " , " Z I P P " ) 
R E W I N C 5 
R E A C ( 5 * * ) I D U M 
I F ( E O F ( 5 ) ) 7 9 1 , 7 9 2 
7 9 2 GO TO 9 3 8 4 9 
7 9 0 C O N T I N U E 
I F ( I C S U M . L T . M M I N ) M M I N = I D S U M 
GO TO 6 5 0 
7 9 1 C O N T I N U E 
H T M = S £ C O N D ( 1 . ) - Y Y U K K 
X M A T 7 ( I G F T , 1 ) = M M I N 
X M A T 7 ( I G F T , 2 ) = H T M 
X M A T 7 ( I G F T . 3 ) = I T I N T + 1 
X M A T 7 ( I G F T , 4 ) = X M A T 7 ( I G F T * 2 ) / X M A T 7 ( I G F T , 3 ) 
3 3 3 9 C O N T I N U E 
P R I N T * • " 
P R I N T * , " AT NUMBER " , I U E W 
W R I T E ( 1 1 , 1 6 ) ( ( X M A T 7 ( I L , I M ) , IM = 1 , * ) , I L = 1 , 9 ) 
W R I T E ( 8 , 1 6 ) ( ( X M A T 7 ( I L , I M ) , I M = 1 , 4 ) , I L = 1 , 9 ) 
1 6 F O R M A T ( / / 9 ( 1 X , F 1 5 . Q , F 1 5 . 3 , F 1 5 . 0 , F 1 5 . 3 / ) ) 
7777 C O N T I N U E 
S T O P 
C A L L S T A T 
S T O P 
E N D 
S U B R O U T I N E S P U T 2 
D I M E N S I O N M A T ( 5 0 , 5 0 ) 
COMMON / L A B 7 / I S E E 0 . S P R . N U M C I T . I U P 
R E W I N C 2 
R E A C ( 2 , * ) ( ( M A T ( I L , I M ) , I M = 1 , N U M C I T ) , I L = 1 , N U M C I T ) 
DO 3 6 1 = 1 , N U M C I T 
M A T ( 1 , 1 ) = 9 9 9 9 9 9 
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3 b C O N T I N U E 
R L W I N C 2 2 
W R I T E ( 2 2 , 1 4 ) 0 
1 4 F O R M A T ( I X , 1 5 ) 
O O 4 2 I = 1 , N U M C I T 
W R I T E ( 2 2 , 1 3 ) ( M A T ( I , J ) , J = 1 , N U M C I T ) 
1 3 F O R M A T ( 1 X , 1 0 I 7 / 9 ( 4 X , 9 I 7 / ) ) 
4 2 C O N T I N U E 
E N O F I L E 2 2 
R E W I N C 2 2 
R E T U R N 
ENO 
S U B R O U T I N E A S S 2 3 
D I M E N S I O N M A T ( 5 0 , 5 0 ) 
COMMON / L A B 7 / I S E E C S P R , N U M C I T , I U P 
R E W I N C 2 2 
R E A D ( 2 2 , * ) I O U M 
R E A C ( 2 2 , * ) ( ( M A T ( I L , I M ) , I M = 1 , N U M C I T ) , I L = 1 , N U M C I T ) 
C A L L R A N S E T ( I S E E D ) 
I O H = . 5 * ( ( 1 - S P R ) * N U M C I T * ( N U M C I T - 1 ) ) + l 
I F ( S F R . E Q . l . ) GO TO 9 3 1 
I P P P = 0 
I L 3 8 = 5 0 * N U M C I T * ( N U M C I T - 1 ) 
CO 3 1 I L = l , I O H 
3 0 I 1 = N U M C I T * R A N I F ( 1 . 0 ) + 1 
I 2 = N U M C I T * R A N F ( 1 . 0 ) + 1 
I P P F = I P P P + 1 
I F ( I F P P . L T . I L 8 8 ) GO TO 1 0 9 4 
P R I N T * , " D E S I R E D S P A R C I T Y I M P O S S I B L E " 
GO TO 9 3 1 
1 0 9 4 C O N T I N U E 
I F d l . E Q . I 2 ) GO TO 3 0 
I A 1 = 0 
I A 2 = 0 
DO 4 0 I L 1 = 1 , N I M C I T 
I F ( N A T ( I 1 , I L 1 ) « E Q . 9 9 9 9 9 . O R . M A T ( I 1 , I L 1 ) . E Q . 9 9 9 9 9 9 
* ) GO TO 4 1 
I A 1 = I A 1 + 1 
4 1 I F ( M A T ( I L 1 , 1 2 ) . E Q . 9 9 9 9 9 . O R . M A T ( I L 1 , 1 2 ) . E Q . 
* 9 9 9 9 9 9 ) GO TO 4 0 
I A 2 = I A 2 + 1 
4 0 C O N T I N U E 
I F d A l . E Q . l . O R . I A 2 . E Q . 1 ) GO TO 3 0 
I F ( f A T ( I l , I 2 ) . E Q . 9 9 9 9 9 ) GO TO 3 0 
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M A T ( I 1 , I 2 ) = 9 9 9 9 9 
3 1 C O N T I N U E 
9 3 1 R E W I N C 5 
W R I T E ( 5 , 1 3 ) 0 
DO 3 2 I L = 1 , N U M C I T 
W R I T E ( 5 , 1 3 ) ( M A T ( I L , I M ) , I M = 1 , N U M C I T ) 
W R I T E ( 1 1 , 1 3 ) ( N A T ( I L t I M ) , I M = 1 , N U M C I T ) 
1 3 F O R M A T ( I X , 1 0 I 7 / 9 ( 4 X , 9 1 7 / ) ) 
3 2 C O N T I N U E 
P R I N T * , " 
E N O F I L E 5 
R E W I N C 5 
R E T U R N 
ENO 
X M A T 2 ( X M . I N ) + X M A T ( I M , I N ) 
> M A T 3 ( I M , I N ) + X M A T ( I M , I N ) * * 2 
S U B R O U T I N E S T A T 
D I M E N S I O N X M A T 2 ( 9 , 4 ) , X M A T 3 ( 9 , 4 ) , X M A T 4 ( 9 , 4 > , X M A T ( 9 , 4 ) 
D A T A X M A T 2 / 3 6 * 0 . / , X M A T 3 / 3 6 * 0 . / 
F R I N T * , " # # # r # # # # # # # # # # # " 
F R I N T * , " " 
I D T = 0 
R L W I N C 8 
3 4 R E A C ( 8 , * ) < ( X M A T ( I M , I N ) , I N = 1 , 4 ) , I M = 1 , 9 ) 
I F ( E 0 F ( 8 ) ) 3 1 , 3 2 
3 2 C O N T I N U E 
I D T = I D T + 1 
D O 3 3 I M = 1 , 9 
D O 3 3 I N = 1 , 4 
X M A T 2 ( I M , I N ) 
X M A T 3 ( I M , I N ) 
3 3 C O N T I N U E 
G O T O 3 4 
3 1 D O 3 5 I M = 1 , 9 
D O 3 5 I N = 1 , 4 
X M A T 2 C I M t l N . ) 
X M A T 3 ( I M , I N ) 
* I C T - 1 ) ) * * . 5 
3 5 C O N T I N U E 
C O 3 6 I M = 1 , 9 
C O 3 6 I N = l F 4 
X M A T 4 ( I M , I N ) = X M A T 2 ( I M , I N ) - 1 . 9 6 * X M A T 3 ( I M , I N ) / I D T * * . 5 
3 6 C O N T I N U E 
D O 3 7 I M = 1 , 9 
W R I T E ( 1 1 , 1 3 ) ( X M A T M I M , I N ) , I N = 1 , 4 ) 
1 3 F O R M A T ( I X , 4 F 1 1 . 3 ) 
> M A T 2 ( I M , I N ) / I D T 
( ( X M A T 3 ( I M , I N ) - I C T * X M A T 2 ( I M , I N ) * * 2 ) / ( 
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3 7 C O N T I N U E 
P R I N T * , " M 
DO 3 8 I M = 1 , 9 
W R I T E ( 1 1 , 1 3 ) ( X M A T 2 ( I M , I N ) , I N = 1 , 4 ) 
3 8 C O N T I N U E 
0 0 3 9 I M = 1 , 9 
DO 3 9 I N = 1 , 4 
X M A T 4 ( I M , I N ) = > M A T 2 ( I M , I N ) + 1 . 9 6 * X M A T 3 ( I M , I N ) / I D T * * . 5 
3 9 C O N T I N U E 
P R I N T * , " M 
P R I N T * , " WHEN A L L N U M B E R S ARE C C P I E O E N T E R 1 " 
R E A C ( 1 0 , * ) I I I C 
0 0 4 0 I M = 1 , 9 
W R I T E ( 1 1 , 1 3 ) ( X M A T 4 ( I M , I N ) , I N = 1 , 4 ) 
4 0 C O N T I N U E 
R E T U R N 
END 
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C T H I S I S THE H E U R I S T I C WHICH O O E S A B E L L M O R E - M A L O N E 
C AND A L S O P R O H I E I T S A L L N O D E S TO O T H E R N O O E S 
C E X C E F T THE NODE I N E A C H S U B T O U R C L O S E S T TO THE G I V E N 
C NODE 
PROGRAM M A I N ( Y E S , I N P U T , O U T P U T , M F , G A R B A G , E X P , F I N , Z I P P , 
* U U , P A R K 3 0 , 
* T A P E 2 2 = U U , T A P E 7 = P A R K 3 0 , 
* T A P E 5 = Y E S , T A P E 6 = E X P , T A P £ 8 = G A R 8 A G , T A P E 9 = M F , T A P E 2 1 = 
* Z I F P , 
* T A P E 1 0 = I N F U T , T A P E 1 1 = O U T F U T , T A P E 1 6 = F I N ) 
COMMON / L A B 1 / M A T ( 5 0 , 5 0 ) „ I D E L ( 5 0 , 5 0 ) , I R ( 5 0 ) , I C ( 5 0 ) , 
* 1 X 1 ( 5 0 ) , 1 X 2 ( 5 0 ) , I S L I P ( 3 0 0 ) , I B M 2 I 5 7 ) 
COMMON / L A B 5 / M A T 2 ( 5 0 , 5 0 ) , I B M ( 5 0 ) 
COMMON / L A B 6 / M U C K ( 3 0 0 ) , M U C K 2 < 3 0 0 ) 
COMMON / L A B 7 / I S E E C S P R , N U M C I T , I U P 
COMMON / L A B 8 / I U E W 
COMMON / L A B 9 / M U R F ( 5 0 , 2 ) 
R E A L MURF 
D A T A M U R F / 1 Q O * 0 . / 
P R I N T * , " HOW MANY C I T I E S ? ? ? " 
P R I N T * , " WHAT I S S E E D . < , . . . . U P P E R L I M I T " 
P R I N T * , " P R C X I M I T Y D I S E N G A G E M E N T ? " 
P R I N T * , " NUM EE R OF R E P S " 
R E A D ( 1 0 , * ) N U M C I T , I S E E C , I U P , I K A R T , I T E R 
DO 7 1 1 4 I Q Q G = 1 , I T £ R 
P R I N T * , " AT # " , I Q G Q 
I S E E D = I S E E D + 3 
I U E W = I S E E O 
I N A R T = I K A R T - 1 
I Z O = 0 
DO 7 1 1 3 I P P S = I Z O , I N A R T 
YYUKK = S E C O N C ( 1 « » 
I S K N K = 1 
M M I N = 9 9 9 9 9 
I Y A R T = I K A R T - I F P S 
C A L L S P U T 2 
9 8 8 4 9 C O N T I N U E 
I N T C = 0 
R E W I N C 8 
R E W I N C 9 
R E W I N C 5 
R E W I N C 2 1 
R E W I N C o 
6 5 0 R E A C ( 5 , * ) I D S U f 
I F ( E O F ( 5 ) ) 7 5 0 , 7 5 1 
7 5 1 C O N T I N U E 
R E A D ( 5 , * ) ( ( M A T ( I , J ) , J = 1 , N U M C I T ) , 1 = 1 , N U M C I T ) 
DO 6 4 I = 1 , N U M C I T 
M I N = 9 9 9 9 9 
DO 6 6 J = 1 , N U M C I T 
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I F ( N A T ( I , J ) • L T • M I N • A N C . M A T ( I , J ) . G E . 0 > M I N = M A T ( I , J ) 
6 6 C O N T I N U E 
I F ( N I N . E Q . Q ) GO TO 6 4 
OO 6 8 J = l , N U M C I T 
M A T ( I , J ) = M A T ( I , J ) - M I N 
6 8 C O N T I N U E 
I R ( I ) = I R ( I ) + M I N 
I D S U M = I D S U M 4 M I N 
6 4 C O N T I N U E 
DO 7 0 J = l , N U M C I T 
M I N = 9 9 9 9 9 
CO 7 2 1 = 1 , N U M C I T 
I F ( M A T ( I , J ) . L T . M I N . A N D . M A T ( I , J ) . G E . O ) M I N = M A T ( I , J ) 
7 2 C O N T I N U E 
I F ( M I N . E Q . O ) GO TO 7 0 
DO 7 4 1 = 1 , N U M C I T 
MAT ( I , J ) =MAT ( I , J ) -MINI 
7 4 C O N T I N U E 
I C ( J ) = I C ( J ) 4 M I N 
I D S U M = I O S U M + M I N 
7 0 C O N T I N U E 
I F ( I O S U M . G E . M M I N ) GO TO 6 5 0 
7 5 I C O U N T = 0 
DO 8 1 K = l , N U M C I T 
I X 1 ( K ) = 0 
I X 2 ( K ) = 0 
8 1 C O N T I N U E 
CO 1 8 7 K 2 = l , N U M C I T 
DO 1 8 8 K 3 = l , N U M C I T 
I D E L ( K 2 , K 3 ) = 0 
1 8 8 C O N T I N U E 
1 8 7 C O N T I N U E 
1 3 F 0 R M A T ( 1 X , 9 I 8 / 9 ( 4 X , 9 I 8 / J ) 
7 7 N I D U M = 0 
DO 7 8 J = l , N U M C I T 
I D U M = 0 
0 0 8 0 1 = 1 , N U M C I T 
I F ( M A T ( I , J ) . N E . 0 ) GO TO 8 0 
I O U M = I D U M + l 
I L O C = I 
8 0 C O N T I N U E 
I F ( I D U M . E Q . l ) GO TO 8 2 
I F ( I C U M . E Q . O ) M D U M = N I D U M + 1 
7 8 C O N T I N U E 
DO 8 4 I = 1 » N U M C I T 
I O U M = 0 
DO 8 6 J = l , N U M C I T 
I F ( M A T ( I , J ) . N E . O ) GO TO 8 6 
I D U M = I D U M + 1 
I L 0 C = J 
96 
8 6 C O N T I N U E 
I F ( I D U M . E Q . l ) G O T O 8 8 
I F ( I D U M . E Q . O ) M D U M = N I O U M + l 
8 4 C O N T I N U E 
I F ( M D U M . E Q . 2 * N U M C I T > G O T O 1 0 4 
D O 3 3 2 M 2 = l , N U M C I T 
I D U M = 0 
D O 3 3 4 M H = 1 , N U M C I T 
I F ( N A T ( M 2 , M 4 ) . N E . O ) G O T O 3 3 4 
I O U M = I O U M + l 
M U C K ( I D U M ) = M 4 
3 3 4 C O N T I N U E 
I F C I D U M - . E Q . 2 ) G O T G 3 3 6 
G O T O 3 3 2 
3 3 6 I D U M = 0 
3 3 7 I D U N = I O U M + l 
I O U N 2 = 0 
C O 3 4 0 M 8 = l , N U M C I T 
I F ( N A T < M 8 , M U C K ( I O U M ) ) . N E . O ) G O T O 3 4 0 
I D U M 2 = I D U M 2 + 1 
M U C K 2 ( I D U M 2 ) = N 8 
3 4 0 C O N T I N U E 
I F ( I C U M 2 . N E . 2 . A N D . I C U M . E Q . l ) GO T O 3 3 7 
I F ( I D U M . E Q . 2 ) G O T O 3 3 2 
G O T O 3 4 2 
3 3 2 C O N T I N U E 
P R I N T * , " N O T W O Z E R O E S I N R O W A N O C O L " 
P R I N T * , " G O T C 6 5 0 " 
G O T O 6 5 0 
3 4 2 I L 0 C = M 2 
J = M U C K ( I O U M ) 
5 6 7 0 0 3 4 4 M 1 0 = l , N U M C I T 
I F ( N A T ( M 1 0 , J ) . E Q . O ) M A T ( M 1 0 , J ) 8 8 8 8 8 
3 4 4 C O N T I N U E 
G O T O 8 2 
1 0 4 C O N T I N U E 
D O 1 0 8 I = 1 , N U N C I T 
D O 1 1 0 J = 1 , N U N C I T 
I F ( N A T ( I , J ) . E G . - 8 8 8 8 8 ) M A T ( I , J ) = 0 
1 1 0 C O N T I N U E 
1 0 8 C O N T I N U E 
I S U N = 0 
D O 1 1 2 I = i , N U N C I T 
D O 1 1 4 J = 1 , N U N C I T 
I S U N = I S U M + I C E L ( I » J ) 
1 1 4 C O N T I N U E 
1 1 2 C O N T I N U E 
I F ( I S U M . E Q . N U N C I T * * 2 ) G O T O 1 1 6 
I M I N = 9 9 9 9 9 
D O 1 1 8 1 = 1 , N U M C I T 
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0 0 1 2 0 J = 1 , N U M C I T 
I F ( I D E L ( I , J ) . N E . O ) GO TO 1 2 0 
I F ( M A T ( I , J ) . L T . I M I N . A N D . M A T ( I , J ) . G T . 0 ) I M I N = M A T ( I , 
* J ) 
1 2 0 C O N T I N U E 
1 1 8 C O N T I N U E 
0 0 1 2 2 I = l , N U f C I T 
DO 1 2 4 J = 1 , N U M C I T 
I F ( I D E L ( I . J ) . E Q . O ) M A T ( I , J ) = M A T ( I , J ) - I M I N 
I F ( I D E L ( I , J ) . E Q . 2 ) M A T ( I , J ) = M A T ( I , J ) + I M I N 
1 2 4 C O N T I N U E 
1 2 2 C O N T I N U E 
DO 2 3 3 I L = 1 , N U M C I T 
DO 2 3 4 I M = 1 , M M C I T 
I F ( M A T ( I L , I M ) . G E . 0 ) G O TO 2 3 4 
P R I N T * . " N E G A T I V E NUMBER I N M A T R I X > A E O R T " 
P R I N T * , " GO TC 6 5 0 " 
GO TO 6 5 0 
2 3 4 C O N T I N U E 
2 3 3 C O N T I N U E 
I D S U M = I D S U M 4 - ( N U M C I T - I C O U N T ) * I M I N 
GO TO 7 5 
8 2 I C O U N T = I C O U N T 4 l 
1 X 1 ( I C O U N T ) = I L O C 
1 X 2 ( I C O U N T ) = J 
DO 1 2 8 I 2 = 1 , N U M C I T 
I D E L ( I L 0 C I 2 ) = I D E L ( I L C C I 2 ) + 1 
I F ( M A T ( I L O C , 1 2 ) . E Q . O ) M A T ( I L O C , 1 2 ) = - 8 8 8 8 8 
1 2 8 C O N T I N U E 
M A T ( I L O C « J ) = - 8 8 8 6 8 
GO TO 7 7 
8 8 I C O U N T = I C O U N T 4 l 
1 X 1 ( I C O U N T ) = 1 
1 X 2 ( I C O U N T ) = I L O C 
CO 1 3 0 I 2 = 1 , N L ! M C I T 
I D E L ( 1 2 , I L O C ) = 1 D E L ( 1 2 , I L O C ) + 1 
I F ( M A T ( 1 2 , I L O C ) . E Q . O ) M A T ( 1 2 , I L O C ) = - 8 8 8 8 8 
1 3 0 C O N T I N U E 
M A T ( I , I L O C ) = - 8 8 8 8 8 
GO TO 7 7 
1 1 6 C O N T I N U E 
DO 2 2 2 2 I V = 1 , N U M C I T 
I F ( I X i ( I V ) . N E . I X 2 ( I V ) ) GO TO 2 2 2 2 
P R I N T * , " * * * • * " , 1 X 1 ( I V ) , 1 X 2 ( I V ) 
GO TO 6 5 0 
2 2 2 2 C O N T I N U E 
I F ( I D S U M . G E . M M I N ) GO TO 6 5 0 
I H A = 3 * N U M C I T 
DO 7 0 1 I L = 1 , I H A 
I S L I P ( I L ) = 0 
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7 0 1 C O N T I N U E 
I S L I P < 1 ) = 1 
I S T 0 P = 1 
I F = 1 
I M L = 9 9 9 9 9 
7 2 0 I C T = 1 
7 0 2 I L O C K = I S L I P ( I F ) 
7 0 3 CO 7 0 4 I L = 1 , N U M C I T 
I F 2 = I L 
I F ( I X K I L ) . E Q . I L C O K ) G O T O 7 0 5 
7 0 4 C O N T I N U E 
7 0 5 I S L I P ( I F + 1 ) = I X 2 ( I F 2 ) 
I C T = I C T + 1 
I F = I F + 1 
I F < I S L I P < I F ) . E Q . I S T O P ) G O T O 7 0 6 
G O T O 7 0 2 
7 0 6 I F = I F + 1 
I F < I C T . E Q . N U M C I T + 1 ) G O T O 7 9 0 
I F ( I C T . L T . I M L ) I M L = I C T 
I S L I P ( I F ) = - 4 4 M 4 4 
DO 7 0 7 I L = 1 , N U M C I T 
O O 7 0 8 1 M = 1 , I F 
I F C I S L I P ( I M ) . E Q . I L ) G O TO 7 0 7 
7 0 8 C O N T I N U E 
I S L I P ( I F + 1 ) = I L 
I F = I F + 1 
I S T C P = I L 
G O T O 7 2 0 
7 0 7 C O N T I N U E 
I O Y = 0 
D O 9 2 1 I L = 1 » 3 0 0 
I F ( I S L I P ( I L ) . E Q . - 4 4 4 4 4 ) I O Y = I C Y + l 
9 2 1 C O N T I N U E 
I F ( I G Y . L £ . I Y A ! ? T ) G O T C 9 2 2 
D O 9 0 1 I L = 1 . N U M C I T 
I H = 0 
I G = 0 
9 0 4 I G = I G + 1 
I F M S L I P ( I G ) . E Q . - 4 4 4 4 4 ) G O T O 9 0 2 
I F ( I S L I P ( I G ) . E Q . O ) G O T O 9 0 1 
I H = I H + 1 
I 8 M 2 ( I H ) = I S L I P ( I G ) 
I F ( I S L I P d G ) . N E . I L ) G O T O 9 0 4 
I H = 0 
9 0 7 I G = I G + 1 
I F C I S L I P C I G ) . E Q . - 4 4 4 4 4 ) G O T C 9 0 4 
G O T O 9 0 7 
9 0 2 M I N T = 9 9 9 9 9 
O O 9 0 3 I M = 1 , I H 
I F ( M A T ( I L » I E M 2 ( 1 M ) ) . G E . M I N T ) G O T O 9 0 3 
M I N T = M A T ( I L , I E M 2 ( I M ) ) 
9 0 3 C O N T I N U E 
CO 9 0 5 I M = 1 , I H 
I F ( M A T ( I L , I B M 2 ( I M ) ) . E Q . M I N T ) GO TO 9 0 5 
M A T ( I L , I B M 2 ( I M ) ) = 9 9 9 9 9 
9 0 5 C O N T I N U E 
I H = 0 
GO TO 9 0 4 
9 0 1 C O N T I N U E 
9 2 2 C O N T I N U E 
I K = 0 
I P = 0 
7 0 9 I K = I K + 1 
I F C I S L I P ( I K ) . E Q . - 4 4 4 4 4 ) GO TO 7 1 0 
I P = I P + 1 
I B M ( I P ) = I S L I P ( I K ) 
GO TO 7 0 9 
7 1 0 I F ( I P . E Q . I M L ) GO TO 7 1 1 
I P = 0 
GO TO 7 0 9 . 
7 1 1 DO 7 1 2 I L = 1 , N U M C I T 
CO 7 1 3 I M = 1 , N U M C I T 
M A T 2 ( I L , I M ) = M A T ( I L , X M ) 
7 1 3 C O N T I N U E 
7 1 2 C O N T I N U E 
I M M = I M L - 1 
DO 7 1 7 I L = 1 , I K M 
DO 7 1 5 I L 2 = 1 , N U M C I T 
DO 7 1 6 I M 2 = 1 , N U M C I T 
M A T ( I L 2 , I N 2 ) = MA T 2 ( I L 2 » I M 2 ) 
7 1 6 C O N T I N U E 
7 1 5 C O N T I N U E 
OO 7 1 8 I M = 1 , I M M 
I F ( I L . E Q . I M ) GO TO 7 1 8 
M A T ( I E M ( I L ) , I B M ( I M ) ) = 9 9 9 9 9 
7 1 8 C O N T I N U E 
I N T C = I N T C + i 
W R I T E ( 2 1 , i 3 ) I C S U M 
DO 7 1 9 I M = 1 , N U M C I T 
W R I T E ( 2 1 , 1 3 ) ( M A T ( I M , I N ) , I N = 1 , N U M C I T ) 
W R I T E ( 9 , 1 3 ) ( M A T ( I M , I N ) , I N = 1 , N U M C I T ) 
7 1 9 C O N T I N U E 
7 1 7 C O N T I N U E 
GO TO 6 5 0 
7 5 0 C A L L R E T U R N ( " Y E S " ) 
I S K N K = I S K N K + I N T C 
E N D F I L E 2 1 
R E W I N C 2 1 
C A L L RENAME ( " Y E S " , M Z I PP**) 
R E W I N C 5 
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R E A C ( 5 , * ) I D U M 
I F ( E 0 F ( 5 ) ) 7 9 1 , 7 9 2 
7 9 2 GO TO 9 8 8 4 9 
7 9 0 C O N T I N U E 
I F ( I O S U M . L T . h C I N ) M M I N = X D S U H 
GO TO 6 5 0 
7 9 1 C O N T I N U E 
M U R F ( I F P S + 1 , 1 ) = M U R F ( I P P S + 1 , 1 ) * M M I N 
M U R F ( I P P 3 + 1 , 2 ) = M U R F ( I P P S + 1 , 2 ) + S E C O N O ( 1 . ) - Y Y U K K 
7 1 1 3 C O N T I N U E 
7 1 1 4 C O N T I N U E 
0 0 7 1 1 5 I L = 1 , I K A R T 
DO 7 1 1 5 I M = 1 , 2 
MURF ( I L , I M ) = M U R F ( I L , I M ) / I T E R 
7 1 1 5 C O N T I N U E 
P R I N T * , " # # # # # # # # # # # t f # # # * # # # # " 
DO 7 1 1 6 I L = 1 , I K A R T 
W R I T E ( 1 1 , 1 9 ) ( M U R F ( I L , I M ) , I M = 1 , 2 ) 
1 9 F O R M A T ( I X , 2 F 1 5 . 3 ) 
7 1 1 6 C O N T I N U E 
S T O P 
END 
S U B R O U T I N E S F I T 2 
D I M E N S I O N M A T ( 5 0 , 5 0 ) 
COMMON / L A B 7 / I S E E D , S P R , N U M C I T , I U P 
C A L L R A N S E T ( I S E E D ) 
DO 3 2 1 = 1 , N U M C I T 
DO 3 3 K = l * N U M C I T 
M A T ( I , K ) = I U P * R A N F ( 0 • ) + 1 
3 3 C O N T I N U E 
3 2 C O N T I N U E 
DO 3 6 1 = 1 , N U M C I T 
M A T ( I , I ) = 9 9 9 9 9 9 
3 6 C O N T I N U E 
R E W I N C 5 
W R I T E ( 5 . 1 4 ) 0 
1 4 F 0 R M A T ( 1 X , I 5 ) 
DO 4 2 1 = 1 , N U M C I T 
W R I T E ( 5 , 1 3 ) ( M A T ( I , J ) , J = 1 , N U M C I T ) 
1 3 F O R M A T ( I X , 1 0 I 7 / 9 ( 4 X , 9 1 7 / ) ) 
4 2 C O N T I N U E 
E N D F I L E 5 
R E W I N C 5 • 
R E T U R N 
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C T H I S I S THE N - l NODE B R A N C H I N G H E U R I S T I C 
C FOR E U C L I D E A N I S E E D = I S E E 0 + 3 
C FOR N O N - E U C L I D E A N I S E E C = I S E E C + l l 
PROGRAM M A I N ( Y E S , I N P U T , O U T P U T , M F , G A R B A G , E X P , F I N , Z I P P , 
* U U , P A R K 3 0 , 
* T A F E 2 2 = U U , T A P E 7 = P A R K 3 0 , 
* T A P E 5 = Y E S » T A P E 6 = E X P , T A P E 8 = G A R 8 A G , T A P £ 9 = M F , T A P E 2 1 = 
* Z I F P , 
* T A P E 1 0 = I N F U T , T A P E i l = O U T F U T , T A F E 1 6 = F I N ) 
COMMON / L A B I / M A T ( 5 0 , 5 0 ) , I O E L ( 5 0 , 5 0 ) , I R ( 5 0 ) , I C ( 5 0 ) , 
* 1 X 1 ( 5 0 ) , 1 X 2 ( 5 0 ) , I S L I P ( 3 0 0 ) 
COMMON / L A B 5 / M A T 2 ( 5 0 , 5 0 ) , I B M ( 5 0 ) 
COMMON / L A B 6 / M U C K ( 3 0 0 ) , M U C K 2 ( 3 0 0 ) 
COMMON / L A B 7 / I S E E D , S P R , N U M C I T , I U P 
COMMON / L A B 8 / I U E W 
COMMON / L A B 9 / M U R F ( 2 ) 
R E A L MURF 
DATA M U R F / 2 * 0 . / 
P R I N T * , " HOW MANY C I T I E S " 
P R I N T * , " WHAT I S S E E D U P P E R L I M I T " 
P R I N T * , " NUMBER OF R E P S " 
R E A C ( 1 0 , * ) N U M C I T , I S E E C , I U P , I T E R 
DO 7 1 1 4 I Q Q Q = 1 , I T E R 
P R I N T * , " AT # " , I Q G Q 
I S E E 0 = I S E E O + i l 
I U E W = I S £ E D 
YYUKK = S E C O N C ( 1 . ) 
M M I N = 9 9 9 9 9 
C A L L S P U T 2 
9 8 8 4 9 C O N T I N U E 
I N T C = 0 
R E W I N C 8 
R E W I N C 9 
R E W I N C 5 
R E W I N C 2 1 
R E W I N C 5 
6 5 0 R E A D ( 5 , * ) I O S U M 
I F ( E C F ( 5 ) ) 7 5 0 , 7 5 1 
7 5 1 C O N T I N U E 
R E A C ( 5 , * ) ( ( M A T ( I , J ) , J = 1 , N U M C I T ) , I = 1 , N U M C I T ) 
DO 6 4 I = 1 , N U M C I T 
M I N = 9 9 9 9 9 
0 0 6 6 J = 1 , N U M C I T 
I F ( M A T ( I , J ) . L T . M I N 1 . A N D . M A T ( I , J ) . G E . O ) M I N = MAT ( I , J ) 
6 6 C O N T I N U E 
I F ( M I N . E Q . O ) GO TO 6 4 
DO 6 8 J = 1 , N U M C I T 
M A T ( I t J ) = M A T ( I t J ) - M I N 
6 8 C O N T I N U E 
I R ( I ) = I R ( I ) + M I N 
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I D S U M = I D S U M + M I N 
6 4 C O N T I N U E 
DO 7 0 J = l » N U M C I T 
M I N = 9 9 9 9 9 
0 0 7 2 1 = 1 , N U M C I T 
I F ( M A T d , J ) . L T . M I N . A N D . M A T C I t J ) . G £ • 0 ) M I N = M A T ( I , J ) 
7 2 C O N T I N U E 
I F ( M I N . E Q . O ) GO TO 7 0 
0 0 7 4 I = 1 , N U M C I T 
M A T ( I , J ) = M A T ( I t J ) - M I N 
7 4 C O N T I N U E 
I C ( J ) = I C ( J ) + M I N 
I D S U M = I D S U M + M I N 
7 0 C O N T I N U E 
7 5 I C O U N T = 0 
DO 8 1 K = l , N U M C I T 
I X 1 ( K ) = 0 
I X 2 ( K ) = 0 
8 1 C O N T I N U E 
DO 1 8 7 K 2 = l , N U M C I T 
CO 1 8 8 K 3 = l , N U M C I T 
I D E L ( K 2 f K 3 ) = 0 
1 8 8 C O N T I N U E 
1 8 7 C O N T I N U E 
1 3 F 0 R M A T ( 1 X , 9 I 8 / 9 ( 4 X , 9 I 8 / ) ) 
7 7 M D U M = 0 
0 0 7 8 J = l , N U M C I T 
I O U M = 0 
0 0 8 0 1 = 1 , N U M C I T 
I F ( P A T ( 1 1 J ) . N E . O ) GO TO 8 0 
I D U M = I D U M + 1 
I L O C = I 
8 0 C O N T I N U E 
I F ( I D U M . E Q . l ) GO TO 8 2 
I F ( I D U M . E Q . 0 > M D U M = N I D U M + 1 
7 8 C O N T I N U E 
DO 8 4 1 = 1 , N U M C I T 
I O U M = 0 
DO 8 6 J = l , N U M C I T 
I F ( M A T d t J ) . N E . O ) GO TO 8 6 
I 0 U M = I D U M + 1 
I L 0 C = J 
8 6 C O N T I N U E 
I F ( I D U M . E Q . l ) GO TO 8 8 
I F ( I C U M . E Q . O ) M D U M = N I D U M + 1 
8 4 C O N T I N U E 
I F ( M C U M . £ Q . 2 * N U M C I T > GO TO 1 0 4 
CO 3 3 2 M 2 = l , N U M C I T 
I D U M = 0 
DO 3 3 4 M 4 = 1 » N U M C I T 
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I F C f A T ( M 2 . M 4 ) . N E . 0 ) 6 0 TO 3 3 4 
I D U M = I D U M + 1 
M U C K ( I 0 U M ) = M 4 
3 3 4 C O N T I N U E 
I F C I 0 U M . E Q . 2 ) GO TO 3 3 6 
GO TO 3 3 2 
3 3 6 I O U M = 0 
3 3 7 I D U M = I 0 U M + 1 
I D U M 2 = 0 
0 0 3 4 0 M 8 = 1 , N U M C I T 
I F C M A T < M 8 f M U C K ( I D U M ) ) . N E . O ) GO TO 3 4 0 
I 0 U M 2 = I D U M 2 + i 
M U C K 2 ( I D U M 2 ) = M8 
3 4 0 C O N T I N U E 
I F ( I 0 U M 2 . N E . 2 • A N C • I O U M . E Q . l ) GO TO 3 3 7 
I F ( I 0 U M . E Q . 2 ) GO TO 3 3 2 
GO TO 3 4 2 
3 3 2 C O N T I N U E 
P R I N T * . " NO TWO Z E R O E S I N ROW A N D C O L " 
P R I N T * , " GO TO 6 5 0 " 
GO TO 6 5 0 
3 4 2 I L 0 C = M 2 
J = M U C K ( I O U M ) 
5 6 7 0 0 3 4 4 M 1 Q = 1 , N U M C I T 
I F ( M A T ( M 1 0 , J ) . E Q . Q ) M A T ( M 1 0 , J ) = - < 8 8 8 8 8 
3 4 4 C O N T I N U E 
GO TO 8 2 
1 0 4 C O N T I N U E 
DO 1 0 8 I = 1 , N U M C I T 
0 0 1 1 0 J = 1 , N U M C I T 
I F ( M A T ( I t J ) . E G . - € 8 8 8 8 ) M A T ( I , J ) = 0 
1 1 0 C O N T I N U E 
1 0 8 C O N T I N U E 
I S U M = 0 
DO 1 1 2 I = 1 , N U M C I T 
DO 1 1 4 J = 1 , N U M C I T 
I S U M = I S U M + I C E L ( I , J ) 
1 1 4 C O N T I N U E 
1 1 2 C O N T I N U E 
I F ( I S U M . E Q . N U r X I T * * 2 ) GO TO 1 1 6 
I M I N = 9 9 9 9 9 
CO 1 1 8 I = 1 , N U M C I T 
DO 1 2 0 J = 1 , N U M C I T 
I F ( I D E L ( I , J ) . N E . O ) GO TO 1 2 0 
I F ( M A T ( I , J ) . L T . I M I N • A N C • MAT ( I , J ) . G T . 0 ) I M I N = MAT ( I , 
* J ) 
1 2 0 C O N T I N U E 
1 1 8 C O N T I N U E 
0 0 1 2 2 I = 1 , N U M C I T 
DO 1 2 4 J = 1 , N U M C I T 
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I F C I O E L ( I * J ) . E Q . O ) H A T C I » J ) = M A T ( I , J ) - I M I N 
I F ( I D E L ( I , J ) . E Q . 2 ) M A T ( I , J ) =MAT ( I , J ) + I M I N 
1 2 4 C O N T I N U E 
1 2 2 C O N T I N U E 
0 0 2 3 3 I L = 1 , N U M C I T 
DO 2 3 4 I M = 1 , N U M C I T 
I F ( M A T ( I L , I M ) . G E . O ) G O TO 2 3 4 
P R I N T * , " N E G A T I V E N U M 8 E R I N M A T R I X > A E O R T 
P R I N T * , " GO TC 6 5 0 " 
GO TO 6 5 0 
2 3 4 C O N T I N U E 
2 3 3 C O N T I N U E 
I D S U M = I D S U M + ( N U M C I T - I C O U N T ) * I M N 
GO TO 7 5 
8 2 I C O U N T = I C O U N T + l 
1 X 1 ( I C O U N T ) = I L O C 
1 X 2 ( I C O U N T ) = J 
CO 1 2 8 1 2 = 1 , N U M C I T 
1 D E L ( I L O C , 1 2 ) = I D E L ( I L C C , 1 2 ) -f 1 
I F ( M A T ( I L O C , 1 2 ) . E Q . O ) M A T ( I L O C , 1 2 ) = - 8 8 8 8 8 
1 2 6 C O N T I N U E 
M A T ( I L O C , J ) = - 8 8 8 8 6 
GO TC 7 7 
8 8 I C O U N T = I C O U N T + l 
1 X 1 ( I C O U N T ) = 1 
I X 2 ( I C 0 U N T ) = I L 0 C 
CO 1 3 0 1 2 = 1 , N U M C I T 
I D E L ( 1 2 , I L O C ) = 1 D E L ( 1 2 , I L O C ) + 1 
I F ( M A T ( 1 2 , I L O C ) . E Q . O ) M A T ( 1 2 , I L O C ) = - 8 8 8 8 8 
1 3 0 C O N T I N U E 
M A T ( I , I L O C ) = - 8 8 8 8 8 
GO TO 7 7 
1 1 6 C O N T I N U E 
DO 2 2 2 2 I V = 1 , N U M C I T 
I F d X l ( I V ) . N E . I X 2 ( I V ) ) GO TO 2 2 2 2 
P R I N T * , " • * * * * " , 1 X 1 ( I V ) , 1 X 2 ( I V ) 
S T O P 
2 2 2 2 C O N T I N U E 
I F ( I O S U M . G E . M M N ) GO TO 6 5 0 
I H A = 3 * N U M C I T 
DO 7 0 1 I L = 1 , I H A 
I S L I P ( I L ) = 0 
7 0 1 C O N T I N U E 
I S L I P ( 1 ) = 1 
I S T O P = l 
I F = 1 
I M L = 9 9 9 9 9 
7 2 0 I C T = 1 
7 0 2 I L 0 C K = I S L I P ( I F ) 
7 0 3 DO 7 0 4 I L = 1 , N U M C I T 
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I F 2 = I L 
I F ( I X K I L ) . E Q . I L O O K ) GO TO 7 0 5 
7 0 4 C O N T I N U E 
7 0 5 I S L I F ( I F + 1 ) = 1 X 2 ( I F 2 ) 
I C T = I C T + 1 
I F = I F 4 1 
I F d S L I P ( I F ) . E Q . I S T O P ) GO TO 7 0 6 
GO TO 7 0 2 
7 0 6 I F = I F + 1 
I F ( I C T . E Q . N U M C I T - H ) GO TO 7 9 0 
I F ( I C T . L T . I M L ) I M L = I C T 
I S L I F ( I F ) = - 4 4 < « 4 4 
CO 7 0 7 I L = 1 » N U M C I T 
OO 7 0 8 I M = 1 , I F 
I F C I S L I P ( I M ) . E Q . I L ) GO TO 7 0 7 
7 0 8 C O N T I N U E 
I S L I P ( I F + 1 ) = I L 
I F = I F + 1 
I S T O P = I L 
GO TO 7 2 0 
7 0 7 C O N T I N U E 
I K = 0 
I P = 0 
7 0 9 I K = I K 4 1 
I F ( I S L I P d K ) . E Q . - 4 4 4 4 4 ) GO TO 7 1 0 
I P = I P 4 l 
I B M ( I P ) = I S L I P ( I K ) 
GO TO 7 0 9 
7 1 0 I F d P . E Q . I M L ) GO TO 7 1 1 
I P * 0 
GO TO 7 0 9 
7 1 1 OO 7 1 2 I L = 1 » N U M C I T 
CO 7 1 3 I M = 1 , N U M C I T 
M A T 2 ( I L » I M ) = M A T ( I L t I M ) 
7 1 3 C O N T I N U E 
7 1 2 C O N T I N U E 
I M M = I M L - 1 
OO 7 3 0 I L = 1 » I M M 
CO 7 3 1 I L 2 = 1 , N U M C I T 
CO 7 3 2 I M 2 = 1 * N U M C I T 
M A T ( I L 2 * I N 2 ) = M A T 2 ( I L 2 . I M 2 ) 
7 3 2 C O N T I N U E 
7 3 1 C O N T I N U E 
OO 7 3 3 I M = 1 , I M M 
I F f I L . E Q . I M ) G C TO 7 3 3 
DO 7 3 4 I L 3 = l f N U M C I T 
M A T ( I E M ( I M ) , I L 3 ) = 9 3 9 9 9 
M A T ( I L 3 , I B M ( I M + 1 ) ) = 9 9 9 9 9 
7 3 4 C O N T I N U E 
M A T d B M d M ) , I B M ( I M ) ) = 9 9 9 9 9 9 
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M A T ( I E M ( I M + 1 ) , I B M ( I M + 1 ) ) = 9 9 9 9 9 9 
M A T ( I E M ( I M ) , I E M ( I M + 1 ) ) = 0 
7 3 3 C O N T I N U E 
M A T d B M ( I L ) , i e M ( I L * D ) = 9 9 9 9 9 
I N T C = I N T C + 1 
W R I T E ( 2 1 , 1 3 ) I O S U M 
CO 7 1 9 I M = 1 , N U M C I T 
W R I T E ( 2 1 , 1 3 ) ( M A T ( I M , I N ) , I N = 1 , N U M C I T ) 
7 1 9 C O N T I N U E 
7 3 0 C O N T I N U E 
GO TO 6 5 0 
7 5 0 C A L L R E T U R N ( " Y E S " ) 
E N D F I L E 2 1 
R E W I N C 2 1 
C A L L R E N A M E ( " Y E S " , " Z I P P " ) 
R E W I N C 5 
R E A C ( 5 , * ) I D U M 
I F ( E O F ( 5 ) ) 7 9 1 , 7 9 2 
7 9 2 GO TO 9 6 8 4 9 
7 9 0 C O N T I N U E 
I F ( I C S U M . L T . M M I N ) M M I N = I O S U M 
GO TO 6 5 0 
7 9 1 C O N T I N U E 
M U R F ( 1 ) = M U R F ( 1 ) + M M I N 
M U R F ( 2 ) = M U R F ( 2 ) + S E C O N G ( l . ) - Y Y U K K 
7 1 1 4 C O N T I N U E 
DO 7 1 1 5 I L = 1 » 2 
M U R F ( I L ) = M U R F ( I L ) / I T E R 
7 1 1 5 C O N T I N U E 
P R I N T * , " # # # # * * * # * # # # # # # " 
W R I T E ( 1 1 , 1 9 ) ( M U R F ( I D , I L = 1 * 2 ) , 
1 9 F O R M A T ( l X , 2 F 1 5 . 3 ) 
S T O P 
E N D 
S U B R O U T I N E S P U T 2 
D I M E N S I O N M A T ( 5 0 , 5 0 ) 
COMMON / L A B 7 / I S E E D , S P R , N U M C I T , I U P 
C A L L R A N S E T ( I S E E 0 ) 
DO 3 2 1 = 1 , N U M C I T 
DO 3 3 K = l , N U M C I T 
M A T ( I , K ) = I U P * R A N F ( 0 . ) + 1 
3 3 C O N T I N U E 
3 2 C O N T I N U E 
OO 3 6 1 = 1 , N U M C I T 
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M A T ( I t l ) = 9 9 9 9 9 9 
3 6 C O N T I N U E 
R E W I N C 5 
W R I T E ( 5 , l 4 ) 0 
1 4 F O R M A T ( l X t I 5 ) 
DO 4 2 I = 1 , N U M C I T 
W R I T E ( 5 t 1 3 ) ( M A T ( I t J ) t J = 1 * N U M C I T > 
1 3 F O R M A T ( l X t l O I 7 / 9 ( 4 X t 9 I 7 / ) ) 
4 2 C O N T I N U E 
E N O F I L E 5 
R E W I N C 5 
R E T U R N 
E N D 
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