Uniform Bounds for Solutions to Volume-Surface Reaction Diffusion
  Systems by Sharma, Vandana & Morgan, Jeff
ar
X
iv
:1
51
2.
08
76
5v
1 
 [m
ath
.A
P]
  2
9 D
ec
 20
15
UNIFORM BOUNDS FOR SOLUTIONS TO VOLUME-SURFACE REACTION
DIFFUSION SYSTEMS
VANDANA SHARMA∗ AND JEFF MORGAN†
Abstract. We consider a reaction-diffusion system where some components react and diffuse on the bound-
ary of a region, while other components diffuse in the interior and react with those on the boundary through
mass transport. We establish criteria guaranteeing that solutions are uniformly bounded in time.
Key words. reaction-diffusion equations, mass transport, conservation of mass, Laplace Beltrami operator,
uniform estimates, a priori estimates.
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1. Introduction. Reaction-diffusion systems have been an intensive area of research in
pure and applied mathematics, chemisty, biology, and physics. One of the challenging problems
is to obtain uniform bounds for the solutions.
One of the approach used by researchers in the past is to bootstrap a priori L1 estimates to
L∞ estimates. Considering the smoothing properties of parabolic systems, it seems reasonable
to expect L∞ estimates from L1 estimates. But Pierre and Schmidt [8] have shown that
solutions can posess L1 estimates and can still blow up in finite time in the L∞ norm.
This work is concerned with uniform bounds for solutions to reaction-diffusion systems of
the form
ut = D∆u +H(u) x ∈ Ω, 0 < t < T
vt = D˜∆Mv + F (u, v) x ∈M, 0 < t < T
D
∂u
∂η
= G(u, v) x ∈M, 0 < t < T(1.1)
u = u0 x ∈ Ω, t = 0
v = v0 x ∈M, t = 0
where Ω is a bounded domain in Rn with smooth boundary M (∂Ω) belonging to the class C2+µ
with µ > 0 such that Ω lies locally on one side of its boundary. η is the unit outward normal to
M (from Ω), and ∆ and ∆M are the Laplace and the Laplace Beltrami operators, respectively.
In addition, m, k, n, i and j are positive integers, D and D˜ are k×k andm×m diagonal matrices
with positive diagonal entries {dj}1≤j≤k and {d˜i}1≤i≤m, respectively. F = (Fi) : Rk × Rm →
Rm, G = (Gj) : Rk × Rm → Rk and H = (Hj) : Rk → Rk, and u0 = (u0j) ∈ W 2p (Ω) and
v0 = (v0i) ∈W 2p (M) with p > n. Also, u0 and v0 satisfy the compatibility condition
D
∂u0
∂η
= G(u0, v0) on M
Systems of this type have been studied in [1], [4] and [9].
Additional conditions are placed on F , G and H in section 2, and we see in section 4 that
these conditions occur naturally in applications. These hypotheses were recently used to obtain
global existence in [11].
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In general, system (1.1) is somewhat reminiscent of two component systems where both of
the unknowns react and diffuse inside Ω, with various homogeneous boundary conditions and
nonnegative initial data. In that setting, global well-posedness and uniform boundedness has
been studied by many researchers (cf [5], [6]), and we refer the interested reader to the excellent
survey of Pierre [7].
Our work is organized as follows. Section 2 contains hypotheses and statements of the
main results, section 3 contains foundational definitions and proofs, and section 4 contains
some examples.
2. Statements of Main Results.
Definition 2.1. A function (u, v) is said to be a solution of (1.1) if and only if
u ∈ C(Ω× [0, T ),Rk) ∩ C1,0(Ω× (0, T ),Rk) ∩ C2,1(Ω× (0, T ),Rk)
and
v ∈ C(M × [0, T ),Rm) ∩ C2,1(M × (0, T ),Rm)
such that (u, v) satisfies (1.1). If T =∞, the solution is said to be a global solution. Moreover,
a solution (u, v) defined for 0 ≤ t < b is a maximal solution of (1.1) if and only if (u, v) solves
(1.1) with T = b, and if d > b and (u˜, v˜) solves (1.1) for T = d, then there exists 0 < c < b such
that (u(·, c), v(·, c)) 6= (u˜(·, c), v˜(·, c)).
The positive orthant of Rn is defined by {z ∈ Rn : zi ≥ 0}, and denoted by Rn+. We say
F , G and H are quasipositive if and only if Fi(ζ, ξ) ≥ 0 whenever ξ ∈ Rm+ and ζ ∈ Rk+ with
ξi = 0 for i = 1, ...,m, and Gj(ζ, ξ), Hj(ζ) ≥ 0 whenever ξ ∈ Rm+ and ζ ∈ Rk+ with ζj = 0, for
j = 1, ..., k.
The purpose of this study is to give sufficient conditions guaranteeing that (1.1) has a
uniformly bounded global solution. We gave conditions in [11] that guarantee global solutions
to (1.1), and we use these and additional hypotheses to obtain the results in this work.
For l ∈ {1, 2, 3}, we say condition Vi,j l holds for 1 ≤ j ≤ k and 1 ≤ i ≤ m if and only if
(Vi,j1) There exist σ > 0, β > 0, and α > 0 such that
σFi(ζ, ν)+Gj(ζ, ν) ≤ α(ζj+νi+1) and Hj(ζ) ≤ β(ζj+1) for all ν ∈ Rm+ , ζ ∈ Rk+
(Vi,j2) There exists Kg > 0 such that
Gj(ζ, ν) ≤ Kg(ζj + νi + 1) for all ν ∈ Rm+ , ζ ∈ Rk+
(Vi,j3) There exists l ∈ N and Kf > 0 such that
Fi(ζ, ν) ≤ Kf (|ζ|+ |ν|+ 1)l for all ν ∈ Rm+ , ζ ∈ Rk+
In addition, we say Vi,j holds if (Vi,j1), (Vi,j2) and (Vi,j3) hold. We showed in [11] that (Vi,j1)
provides L1 estimates for uj on Ω and M × (τ, T ), and vi on M . (Vi,j2) helps us bootstrap
to better Lp estimates on M × (τ, T ) and Ω × (τ, T ). Finally, both (Vi,j2) and (Vi,j3) allow
us to obtain sup norm estimates on uj and vi, once Lp estimates have been obtained for all
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components of u and v.
The following result is given in [11].
Theorem 2.2. Suppose F , G and H are locally Lipschitz, quasi positive, and u0, v0 are
componentwise nonnegative functions. Also, assume that for each 1 ≤ j ≤ k and 1 ≤ i ≤ m,
there exists li ∈ {1, ..., k} and kj ∈ {1, ...,m} so that both Vi,li and Vkj ,j are satisfied. Then
(1.1) has a unique component-wise nonegative global solution.
Our main results are given below.
Theorem 2.3. Suppose F , G and H are locally Lipschitz, quasi positive, and u0, v0 are
componentwise nonnegative functions. Also, assume that for each 1 ≤ j ≤ k and 1 ≤ i ≤ m,
there exists li ∈ {1, ..., k} and kj ∈ {1, ...,m} so that both Vi,li and Vkj ,j are satisfied. If there
exists L > 0 independent of τ ≥ 0 such that∫ τ+1
τ
∫
Ω
uj +
∫ τ+1
τ
∫
M
vi +
∫ τ+1
τ
∫
M
uj ≤ L
for all τ ≥ 0, then the solution of (1.1) is uniformly bounded in the sup-norm.
Corollary 2.4. Assume the hypothesis of Theorem 2.2 hold with α = 0 and β = 0. Then
there exists K > 0 independent of t such that
‖u(·, t)‖∞,Ω + ‖v(·, t)‖∞,M ≤ K for all t ≥ 0
The condition in (Vi,j1) above is related to the idea of conservation of mass in [7] in the
case when α = β = 0. Although all of the systems in that work reacted and diffused in Ω, it
is still interesting to note that the same condition leads to the uniform L1 estimates required
above, and consequently uniform sup norm estimates for solutions to (1.1).
3. Definitions, Estimates and Proofs of Main Results.
3.1. Definitions of Basic Function Spaces. Throughout this work, n ≥ 2. Let Ω be a
bounded domain on Rn with smooth boundary such that Ω lies locally on one side of ∂Ω. We
define all function spaces on Ω and ΩT = Ω× (0, T ). Lp(Ω) is the Banach space consisting of
all measurable functions on Ω that are pth(p ≥ 1) power summable on Ω. The norm is defined
as
‖u‖p,Ω =
(∫
Ω
|u(x)|pdx
) 1
p
Also,
‖u‖∞,Ω = ess sup{|u(x)| : x ∈ Ω}.
Measurability and summability are to be understood everywhere in the sense of Lebesgue.
If p ≥ 1, then W 2p (Ω) is the Sobolev space of functions u : Ω→ R with generalized deriva-
tives, ∂sxu (in the sense of distributions) |s| ≤ 2 belonging to Lp(Ω). Here s = (s1, s2,...,sn), |s| =
s1 + s2 + ..+ sn, |s| ≤ 2, and ∂sx = ∂s11 ∂s22 ...∂snn where ∂i = ∂∂xi . The norm in this space is
‖u‖(2)p,Ω =
2∑
|s|=0
‖∂sxu‖p,Ω
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Similarly, W 2,1p (ΩT ) is the Sobolev space of functions u : ΩT → R with generalized deriva-
tives, ∂sx∂
r
t u (in the sense of distributions) where 2r + |s| ≤ 2 and each derivative belonging to
Lp(ΩT ). The norm in this space is
‖u‖(2)p,ΩT =
2∑
2r+|s|=0
‖∂sx∂rt u‖p,ΩT
We also introduce W lp(Ω), where l > 0 is not an integer, because initial data will be taken
from these spaces. The spaceW lp(Ω) with nonintegral l, is a Banach space consisting of elements
of W
[l]
p ([l] is the largest integer less than l) with the finite norm
‖u‖(l)p,Ω = 〈u〉(l)p,Ω + ‖u‖([l])p,Ω
where
‖u‖([l])p,Ω =
[l]∑
s=0
‖∂sxu‖p,Ω
and
〈u〉(l)p,Ω =
∑
s=[l]
(∫
Ω
dx
∫
Ω
|∂sxu(x)− ∂syu(y)|p.
dy
|x− y|n+p(l−[l])
) 1
p
W
l, l
2
p (∂ΩT ) spaces with non integral l also play an important role in the study of boundary
value problems with nonhomogeneous boundary conditions, especially in the proof of exact
estimates of their solutions. It is a Banach space when p ≥ 1, which is defined by means of
parametrization of the surface ∂Ω. For a rigorous treatment of these spaces, we refer the reader
to page 81 of Chapter 2 of [3].
3.2. Bootstrapping Strategy. For completeness of our arguments, we state the results
below which will help us obtain Lq estimates for the solution to (1.1). The following system
will play a central role in duality arguments.
Ψt = −d˜∆MΨ− ϑ˜ (x, t) ∈M × (τ, T )
Ψ = 0 x ∈M, t = T(3a)
ϕt = −d∆ϕ− ϑ (x, t) ∈ Ω× (τ, T )
κ1d
∂ϕ
∂η
+ κ2ϕ = Ψ (x, t) ∈M × (τ, T )(3b)
ϕ = 0 x ∈ Ω, t = T
Here, q > 1, 0 < τ < T , ϑ˜ ∈ Lq(M × (τ, T )) and ϑ˜ ≥ 0, and ϑ ∈ Lq(Ω× (τ, T )) and ϑ ≥ 0.
Also d > 0, d˜ > 0, and κ1, κ2 ∈ R such that κ1 ≥ 0 and |κ1| + |κ2| > 0. Lemmas 3.1 to 3.6
provide helpful estimates. See section 4 and 5 of [11] for the proof of Lemmas 3.1, 3.3, and 3.5.
Lemmas 3.2 and 3.4 follow from Lemma 3.3 of chapter 2 in [3], and Lemma 3.6 can be found
on page 49 in [2].
Lemma 3.1. (3a) has a unique nonnegative solution Ψ ∈ Wq2,1(M × (τ, T )) and there
exists Cq,T−τ > 0 independent of ϑ˜ such that
‖Ψ‖(2)
q,M×(τ,T ) ≤ Cq,T−τ‖θ˜‖q,M×(τ,T )
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Furthermore, if κ1 = 0 and κ2 > 0, then (3b) has a unique nonnegative solution ϕ ∈ W 2,1q (Ω× (τ, T )).
Moreover, there exists Cq,T−τ > 0 independent of ϑ and ϑ˜, and dependent on d, d˜, κ1 and κ2
such that
‖ϕ‖(2)
q,Ω×(τ,T ) ≤ Cq,T−τ (‖θ˜‖q,M×(τ,T ) + ‖θ‖q,Ω×(τ,T ))
Lemma 3.2. Suppose 1 < q ≤ r ≤ (n+2)q(n+2)−2q . Then there exists c˜ > 0 depending on
n, q, T − τ and Ω such that if ϕ ∈W 2,1q (Ω× (τ, T )), then
‖ϕ‖r,Ω×(τ,T ) ≤ c˜‖ϕ‖(2)q,Ω×(τ,T )
Lemma 3.3. Let 1 < q < n + 2 and 1 < r ≤ (n+1)q
n+2−q . There exists a constant Cˆ > 0
depending on q, T − τ,M and n such that if ϕ ∈W 2,1q (Ω× (τ, T )), then∥∥∥∥∂ϕ∂η
∥∥∥∥
r,M×(τ,T )
≤ Cˆ‖ϕ‖(2)
q,Ω×(τ,T )
Lemma 3.4. Suppose q > n+22 . There exists a constant cˆ1, cˆ2 depending on n, q,T − τ , and
Ω such that if ϕ ∈ W 2,1q (Ω× (τ, T )) and Ψ ∈W 2,1q (M × (τ, T )), then
‖ϕ‖∞,Ω×(τ,T ) ≤ cˆ1‖ϕ‖(2)q,Ω×(τ,T ) and ‖Ψ‖∞,M×(τ,T ) ≤ cˆ2‖Ψ‖
(2)
q,M×(τ,T )
Moreover, if q > n+2, there exists a constant cˆ3 > 0 depending on q, T − τ,M and n such that
if ϕ ∈W 2,1q (Ω× (τ, T )), then ∥∥∥∥∂ϕ∂η
∥∥∥∥
∞,M×(τ,T )
≤ cˆ3‖ϕ‖(2)q,Ω×(τ,T )
Lemma 3.5. Suppose q > n + 1 and T > 0 and θ ∈ Lq(Ω × (0, T )), γ ∈ Lq(M × (0, T ))
and ϕ0 ∈W 2q (Ω) such that
d
∂ϕ0
∂η
= γ(x, 0) on M
Then the unique solution to
ϕt = d∆ϕ+ θ x ∈ Ω, 0 < t < T
d
∂ϕ
∂η
= γ x ∈M, 0 < t < T(3.1)
ϕ = ϕ0 x ∈ Ω, t = 0
is continuous on Ω× [0, T ], and there exists Cp,T > 0 independent of θ, γ and ϕ0 such that
‖ϕ‖∞,ΩT ≤ Cp,T (‖θ‖q,ΩT + ‖γ‖q,MT + ‖ϕ0‖(2)q,Ω)
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Lemma 3.6. If 1 < q < n, then W 1q (Ω) embedds continuously into W
(1− 1
q
)
q (∂Ω) for
q ≤ p ≤ q∗ = nq
n−q . In addition, if ǫ > 0, there exists Cǫ > 0 such that
‖v‖22,∂Ω ≤ ǫ‖vx‖22,B + Cǫ‖v‖22,Ω
for all v ∈W 12 (Ω).
The following lemma allows us to bootstrap L1 estimates to better Lp estimates.
Lemma 3.7. Suppose τ ≥ 0 and q ≥ 1, and 1 ≤ j ≤ k and 1 ≤ i ≤ m, so that both Vi,j1
and Vi,j2 are satisfied. If uj ∈ Lq(Ω× (τ, τ +3)), uj , vi ∈ Lq(M × (τ, τ +3)), and p =
(
n+3
n+2
)
q,
then there exists Cp > 0 independent of τ such that
‖uj‖p,Ω×(τ+1,τ+3) + ‖uj‖p,M×(τ+1,τ+3) + ‖vi‖p,M×(τ+1,τ+3)
≤ Cp
(‖uj‖q,M×(τ,τ+3) + ‖uj‖q,Ω×(τ,τ+3) + ‖vi‖q,M×(τ,τ+3) + 1)
Proof. Note that p > 1. Set p′ = p
p−1 , and consider (3a), (3b) on (τ, τ + 3), with κ1 = 0,
κ2 = 1, ϑ˜, ϑ ≥ 0, ‖ϑ˜ ‖p′,(M×(τ,τ+3)) = 1 and ‖ϑ ‖p′,(Ω×(τ,τ+3)) = 1. Let ϕ and Ψ be the
nonnegative solutions to (3a) and (3b), and define a cut off function ψ ∈ C0∞(R, [0, 1]) such that
ψ(t) = 1 for all t ≥ τ + 12 and ψ(t) = 0 for all t ≤ τ . In addition, define w(x, t) = ψ(t)Ψ(x, t)
and z(x, t) = ψ(t)ϕ(x, t). From construction, w(x, t) = Ψ(x, t) and z(x, t) = ϕ(x, t) for all
(x, t) ∈M × (τ + 12 , τ +3) and (x, t) ∈ Ω× (τ + 12 , τ +3) respectively. Also w and z satisfy the
system
zt = −d∆z − ψ(t)ϑ+ ψ′(t)ϕ(x, t) (x, t) ∈ Ω× (τ, τ + 3)
wt = −d˜∆Mw − ψ(t)ϑ˜+ ψ′(t)Ψ(t) (x, t) ∈M × (τ, τ + 3)
w = z (x, t) ∈M × (τ, τ + 3)(3.2)
z = 0 x ∈ Ω, t = τ + 3
w = 0 x ∈M, t = τ + 3
Then
∫ τ+3
τ
∫
Ω
ujψϑ+
∫ τ+3
τ
∫
M
viψϑ˜
=
∫ τ+3
τ
∫
Ω
uj(− zt − d∆z + ψ′ϕ) +
∫ τ+3
τ
∫
M
vi(−wt − d˜∆Mw + ψ′Ψ)
=
∫ τ+3
τ
∫
Ω
(z(ujt − d∆uj) + ujψ′ϕ) +
∫ τ+3
τ
∫
M
(w(vit − d˜∆Mvi) + viψ′Ψ)
−d
∫ τ+3
τ
∫
M
uj
∂z
∂η
+ d
∫ τ+3
τ
∫
M
∂uj
∂η
z
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since w(·, τ + 3) = 0, z(·, τ + 3) = 0, w(·, τ) = 0 and z(·, τ) = 0. So, from (1.1),
∫ τ+3
τ+ 1
2
∫
Ω
ujϑ+
∫ τ+3
τ+ 1
2
∫
M
viϑ˜ ≤
∫ τ+3
τ
∫
M
(Fj(u, v) +Gi(u, v))w +
∫ τ+3
τ
∫
Ω
zHj(u)
+
∫ τ+3
τ
∫
M
viψ
′Ψ+
∫ τ+3
τ
∫
Ω
ujψ
′ϕ
− d
∫ τ+3
τ
∫
M
uj
∂z
∂η
Using (Vi,j1),
∫ τ+3
τ+ 1
2
∫
Ω
ujϑ+
∫ τ+3
τ+ 1
2
∫
M
viϑ˜ ≤
∫ τ+3
τ
∫
M
α(uj + vi + 1)w +
∫ τ+3
τ
∫
Ω
β(uj + 1)z
+
∫ τ+3
τ
∫
Ω
ujψ
′ϕ+
∫ τ+3
τ
∫
M
viψ
′Ψ− d
∫ τ+3
τ
∫
M
uj
∂z
∂η
(3.3)
Now we break the argument in two cases.
Case 1: Suppose q = 1. Then uj ∈ L1(Ω× (τ, τ +3)), uj , vi ∈ L1(M × (τ, τ +3)), p = n+3n+2 ,
and p′ = n + 3. From Lemma 3.1 and 3.4 and our hypothesis on ϑ and ϑ˜, Ψ, ϕ and ∂z
∂η
are
sup norm bounded independent of τ . Application of Ho¨lder’s inequality in (3.3) implies there
exists C˜p > 0, independent of τ , such that
∫ τ+3
τ+ 1
2
∫
Ω
ujϑ+
∫ τ+3
τ+ 1
2
∫
M
viϑ˜ ≤ C˜p(‖uj‖1,Ω×(τ,τ+3) + ‖vi‖1,M×(τ,τ+3) + ‖uj‖1,M×(τ,τ+3) + 1)
Therefore, from duality,
‖uj‖p,Ω×(τ+ 1
2
,τ+3) + ‖vi‖p,M×(τ+ 1
2
,τ+3)
≤ C˜p(‖uj‖1,Ω×(τ,τ+3) + ‖vi‖1,M×(τ,τ+3) + ‖uj‖1,M×(τ,τ+3) + 1)
Case 2: Suppose q > 1. Then uj ∈ Lq(Ω × (τ, τ + 3)) and uj , vi ∈ Lq(M × (τ, τ + 3)).
Applying Ho¨lder’s inequality in (3.3), and using Lemmas 3.1, 3.2 and 3.3 and our hypothesis
on ϑ and ϑ˜, implies there exists C˜p > 0, independent of τ , such that
∫ τ+3
τ+ 1
2
∫
Ω
ujϑ+
∫ τ+3
τ+ 1
2
∫
M
viϑ˜ ≤ C˜p(‖uj‖q,Ω×(τ,τ+3) + ‖vi‖q,M×(τ,τ+3) + ‖uj‖q,M×(τ,τ+3) + 1)
Therefore, from duality,
‖uj‖p,Ω×(τ+ 1
2
,τ+3) + ‖vi‖p,M×(τ+ 1
2
,τ+3)
≤ C˜p(‖uj‖q,Ω×(τ,τ+3) + ‖vi‖q,M×(τ,τ+3) + ‖uj‖q,M×(τ,τ+3) + 1)
Now, it remains to show that uj ∈ Lp(M × (τ + 1, τ + 3)). Define a cut off function
ψ˜ ∈ C0∞(R, [0, 1]) such that ψ˜(t) = 1 for all t ≥ τ + 1 and ψ˜(t) = 0 for all t ≤ τ + 12 . Consider
Uj = ψ˜uj , and by definition of ψ˜, Uj = uj for all t ≥ τ + 1 and Uj(·, τ + 12 ) = 0. Multiplying
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the Ujt equation by U
p−1
j , and integrating over Ω× (τ + 12 , τ + 3), we get
∫ τ+3
τ+ 1
2
∫
Ω
U
p−1
j Ujt = dj
∫ τ+3
τ+ 1
2
∫
Ω
U
p−1
j ∆Uj +
∫ τ+3
τ+ 1
2
∫
Ω
U
p−1
j ψ˜Hj(u)−
∫ τ+3
τ+ 1
2
∫
Ω
U
p−1
j ψ˜
′(t)uj
= dj
∫ τ+3
τ+ 1
2
∫
M
U
p−1
j
∂Uj
∂η
− dj
∫ τ+3
τ+ 1
2
∫
Ω
(p− 1)Up−2j |∇Uj |2 +
∫ τ+3
τ+ 1
2
∫
Ω
U
p−1
j ψHj(u)
−
∫ τ+3
τ+ 1
2
∫
Ω
U
p−1
j ψ˜
′(t)uj
Using (Vi,j2) and |ψ˜′(t)| ≤ K, we get
∫
Ω
U
p
j (·, τ + 3)
p
+ dj
∫ τ+3
τ+ 1
2
∫
Ω
4(p− 1)
p2
|∇U
p
2
j |2
≤ Kg
∫ τ+3
τ+ 1
2
∫
M
U
p−1
j (uj + vi + 1) + β
∫ τ+3
τ+ 1
2
∫
Ω
(uj + 1)U
p−1
j +K
∫ τ+3
τ+ 1
2
∫
Ω
ujU
p−1
j
≤ Kg
(∫ τ+3
τ+ 1
2
∫
M
ujU
p−1
j + viU
p−1
j + U
p−1
j
)
+ (β +K)
∫ τ+3
τ+ 1
2
∫
Ω
ujU
p−1
j
+ β
∫ τ+3
τ+ 1
2
∫
Ω
U
p−1
j(3.4)
Applying Young’s inequality in (3.4) gives
∫
Ω
U
p
j (·, τ + 3)
p
+ dj
∫ τ+3
τ+ 1
2
∫
Ω
4(p− 1)
p2
|∇U
p
2
j |2 ≤ Kg
(
3p− 2
p
)∫ τ+3
τ+ 1
2
∫
M
U
p
j +
(2β +K)(p− 1)
p
∫ τ+3
τ+ 1
2
∫
Ω
U
p
j
+ |Ω|5β
2p
+Kg
(
1
p
)∫ τ+3
τ+ 1
2
∫
M
v
p
i +
5|M |Kg
2p
+
(β +K)
p
∫ τ+3
τ+ 1
2
∫
Ω
u
p
j(3.5)
Also, from Lemma 3.6 for all ǫ > 0 and τ > 0, there exists Cǫ > 0 independent of τ , such that
∫ τ+3
τ+ 1
2
∫
M
U
p
j ≤ Cǫ
∫ τ+3
τ+ 1
2
∫
Ω
U
p
j + ǫ
∫ τ+3
τ+ 1
2
∫
Ω
|∇U
p
2
j |2(3.6)
To estimate ‖Uj‖p,M×(τ+ 1
2
,τ+3), we use (3.5) to obtain
ǫ
∫ τ+3
τ+ 1
2
∫
Ω
|∇U
p
2
j |2 ≤
(
p2
4dj(p− 1)
)
3Kgǫ
∫ τ+3
τ+ 1
2
∫
M
U
p
j + ǫ
(
p2
4dj(p− 1)
)(
(2β +K)(p− 1)
p
)∫ τ+3
τ+ 1
2
∫
Ω
U
p
j
+
(
p2
4dj(p− 1)
)(
ǫ
(β +K)
p
∫ τ+3
τ+ 1
2
∫
Ω
u
p
j + ǫKg
(
1
p
)∫ τ+3
τ+ 1
2
∫
M
v
p
i + ǫ
5|M |Kg
2p
+ ǫ|Ω|5β
2p
)
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Using (3.6), we have
∫ τ+3
τ+ 1
2
∫
M
U
p
j ≤ Cǫ
∫ τ+3
τ+ 1
2
∫
Ω
U
p
j + 3Kg
(
p2
4dj(p− 1)
)
ǫ
∫ τ+3
τ+ 1
2
∫
M
U
p
j
+
(
p2
4dj(p− 1)
)(
ǫ
(β +K)
p
∫ τ+3
τ+ 1
2
∫
Ω
u
p
j + ǫKg
(
1
p
)∫ τ+3
τ+ 1
2
∫
M
v
p
i + ǫ
5|M |Kg
2p
+ |Ω|5β
2p
)
+ ǫ
(
p2
4dj(p− 1)
)(
(2β +K)(p− 1)
p
)∫ τ+3
τ+ 1
2
∫
Ω
U
p
j
Recall, uj = Uj on M × (τ + 1, τ + 3). Now, choosing ǫ such that
1− 3Kg
(
p2
4dj(p− 1)
)
ǫ > 0
and using the estimates above for uj ∈ Lp(Ω× (τ + 12 , τ +3)) and vi ∈ Lp(M × (τ + 12 , τ +3)),
independent of τ , we have a bound for uj ∈ Lp(M × (τ + 1, τ + 3)), independent of τ .
Proof of Theorem 2.3: From Theorem 2.2, we have global existence of the solution to
(1.1). Now suppose 1 ≤ j ≤ k and 1 ≤ i ≤ m, such that Vi,j1 and Vi,j2 hold. Our solution
is uniformly bounded for t ∈ [0, 1]. Combining this with Lemma 3.7, if p1 = n+3n+2 then there
exists Cp1 ≥ 0 such that
‖uj‖p1,Ω×(τ,τ+3), ‖uj‖p1,M×(τ,τ+3), ‖vi‖p1,M×(τ,τ+3) ≤ Cp1
for all τ ≥ 0. Now applying Lemma 3.7, for q = n+3
n+2 and p2 =
(
n+3
n+2
)2
, and the uniform bound
for our solution for t ∈ [0, 1], there exists Cp2 ≥ 0 such that
‖uj‖p2,Ω×(τ,τ+3), ‖uj‖p2,M×(τ,τ+3), ‖vi‖p2,M×(τ,τ+3) ≤ Cp2
for all τ ≥ 0. Repeating the process above, if p > 1, and τ ≥ 0 then there exists Cp ≥ 0,
independent of τ , such that
‖uj‖p,Ω×(τ,τ+3), ‖uj‖p,M×(τ,τ+3), ‖vi‖p,M×(τ,τ+3) ≤ Cp(3.7)
From the hypotheses we are assured that we have estimate (3.7) for each component of
u and v. Now we convert these Lp estimates to sup norm estimates. For that purpose, let
τ ≥ 0 and define a cut off function ψ ∈ C0∞(R, [0, 1]) such that ψ(t) = 1 for all t ≥ τ + 1 and
ψ(t) = 0 for all t ≤ τ . In addition, define vˆi(x, t) = ψ(t)vi(x, t) and uˆj(x, t) = ψ(t)uj(x, t).
From construction, vˆi(x, t) = vi(x, t) and uˆj(x, t) = uj(x, t) for all (x, t) ∈ M × (τ + 1, τ + 3)
and (x, t) ∈ Ω× (τ + 1, τ + 3) respectively. Also uˆj and vˆi satisfy the system
uˆjt = dj∆uˆj + ψ
′(t)uj(x, t) + ψ(t)Hj(u) (x, t) ∈ Ω× (τ, τ + 3)
vˆit = d˜i∆M vˆi + ψ
′(t)vi(x, t) + ψ(t)Fi(u, v) (x, t) ∈M × (τ, τ + 3)
dj
∂uˆj
∂η
= ψ(t)Gj(u, v) (x, t) ∈M × (τ, τ + 3)
uˆj = 0 x ∈ Ω, t = τ
vˆi = 0 x ∈M, t = τ
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From (Vi,j2) and (Vi,j3), F and G are polynomially bounded above. So, consider the system
uˆjt = dj∆uˆj + ψ
′(t)uj(x, t) + ψβ(uj + 1) (x, t) ∈ Ω× (τ, τ + 3)
vˆit = d˜i∆M vˆi + ψ
′(t)vi(x, t) + ψKf (|u|+ |v|+ 1) (x, t) ∈M × (τ, τ + 3)
dj
∂uˆj
∂η
= ψKg(uj + vi + 1) (x, t) ∈M × (τ, τ + 3)(3.8)
uˆj = 0 x ∈ Ω, t = τ
vˆi = 0 x ∈M, t = τ
Note that uj ≤ uˆ and vi ≤ vˆ for all t > 0. From (3.7), if q > n+ 1, then Kf (|u|+ |v|+ 1)l and
Kg(u + v + 1) have Lq(M × (τ, τ + 3)) bounds independent of τ ≥ 0. Using Lemma 3.5, the
solution of system (3.8) is sup norm bounded. Therefore, by the comparision principle [13], the
solution of (1.1) is uniformly bounded. 
Proof of Corollary 2.4: For simplicity, take σ = 1 in (Vi,j1). Let τ ≥ 0, and consider the
system
ϕt = −dj∆ϕ (x, t) ∈ Ω× (τ, τ + 1)
dj
∂ϕ
∂η
= 1 (x, t) ∈M × (τ, τ + 1)(3.9)
ϕ = ϕτ+1 x ∈ Ω, t = τ + 1
where dj > 0, and ϕτ+1 ∈ C2+Υ (Ω) for some Υ > 0, is nonnegative and satisfies the compati-
bility condition
dj
∂ϕτ+1
∂η
= 1 on M × {τ + 1}
From Theorem 5.3 in chapter 4 of [3], ϕ ∈ C2+Υ,1+Υ2 (Ω × [τ, τ + 1]) and therefore ϕ ∈
C2+Υ,1+
Υ
2 (M × [τ, τ + 1]). Also ∂ϕ
∂η
≥ 0. Therefore the maximum principle implies ϕ ≥ 0.
Now having enough regularity for ϕ on M × [τ, τ + 1], consider
∆Mϕ = − 1√
det g
∂j(g
ij
√
det g ∂iϕ)
where g is the metric onM and gi,j is ith row and jth column entry of the inverse of the matrix
associated with the metric g. Further, let ϑ˜ = −ϕt − d˜i∆Mϕ. Then,∫ τ+1
τ
∫
M
viϑ˜ =
∫ τ+1
τ
∫
Ω
uj(−ϕt − dj∆ϕ) +
∫ τ+1
τ
∫
M
vi(−ϕt − d˜j∆Mϕ)
=
∫ τ+1
τ
∫
Ω
ϕ(ujt − dj∆uj) +
∫ τ+1
τ
∫
M
ϕ(vit − d˜i∆Mvi)− dj
∫ τ+1
τ
∫
M
uj
∂ϕ
∂η
+ dj
∫ τ+1
τ
∫
M
∂uj
∂η
ϕ
+
∫
Ω
uj(x, τ)ϕ(x, τ) +
∫
M
vi(ζ, τ)ϕ(x, τ) −
∫
Ω
uj(x, τ + 1)ϕ(·, τ + 1)−
∫
M
vi(ζ, τ + 1)ϕ(·, τ + 1)
Using dj
∂ϕ
∂η
= 1 and (Vi,j1)
∫ τ+1
τ
∫
M
uj ≤
∫
Ω
uj(x, τ)ϕ(x, τ) +
∫
M
vi(ζ, τ)ϕ(x, τ) −
∫ τ+1
τ
∫
M
viϑ˜(3.10)
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Now, integrating the uj equation over Ω and the vi equation over M ,
d
dt
(∫
Ω
uj +
∫
M
vi
)
= dj
∫
Ω
∆uj +
∫
Ω
Hj(u) + d˜i
∫
M
∆vi +
∫
M
Fj(u, v)
≤
∫
M
(Fj(u, v) +Gi(u, v))
≤ 0
From Gronwall’s inequality, for all t ≥ 0∫
Ω
uj(x, t) +
∫
M
vi(ζ, t) ≤
∫
Ω
uj(x, 0) +
∫
M
vi(ζ, 0)(3.11)
So, from (3.11) and (3.10), we get∫ τ+1
τ
∫
M
uj(ζ, τ) ≤ ‖uj(·, τ)‖1,Ω · ‖ϕ(·, τ)‖∞,Ω + ‖vi(·, τ)‖1,M‖ϑ˜‖∞,M×(τ,τ+1)
+ ‖vi(·, τ)‖1,M · ‖ϕ(·, τ)‖∞,M
≤ K
for all τ ≥ 0. This estimate and (3.11) give the L1 bounds needed in Theorem 2.3. Therefore,
the solution to (1.1) is uniformly bounded. 
4. Examples. In this section we give some examples to support our theory.
Example 1. We show that following version of the Brusselator has a uniformly bounded so-
lution.
ut = ∆u, x ∈ Ω, t > 0
vt = d∆Mv +B − (A+ 1)v + v2u, x ∈ ∂Ω, t > 0
∂u
∂η
= Av − v2u, x ∈ ∂Ω, t > 0(4.1)
u = u0 x ∈ Ω
v = v0 x ∈ ∂Ω
Here A,B, d > 0, the initial data is smooth and non negative, and u0 and v0 satisfy the
compatibility condition. Note that f + g  0, so, we cannot directly apply Corollary 2.4.
Comparing (4.1) with (1.1), we have
F (u, v) = B − (A+ 1)v + v2u, G(u, v) = Av − v2u and H(u) = 0
It is easy see that F,G and H are quasipositive, F + G ≤ B and G ≤ A(u + v + 1). So, the
hypothesis of Theorem 2.2 are satisfied. As a result, we have global existence of solutions to
(4.1). Note that the solution is bounded for 0 ≤ t < 1. Also, applying comparison principle to
the v equation, implies v(x, t) ≥ y(t), where y solves
y′(t) = B − (A+ 1)y, y(0) = 0
After simple calculation y(t) = B
A+1 (1 − e−(A+1)t), therefore
v(x, t) ≥ K1 = B
A+ 1
(1 − e−(A+1)) for all t ≥ 1
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We get an L2(Ω) estimate on u(·, t), independent of t, as follows. Multiply the u equation by
u, and integrate over Ω. This gives
d
dt
∫
Ω
u2dx+
∫
Ω
|∇u|2dx =
∫
∂Ω
(2Au v − 2u2v2)dσ
Using the lower bound on v, we have
d
dt
∫
Ω
u2dx+
∫
Ω
|∇u|2dx+K21
∫
∂Ω
u2dσ ≤
∫
∂Ω
(2Au v − u2v2)dσ
for all t ≥ 1. From the compact embeddings of H1(Ω) into each of L2(Ω) and L2(∂Ω), there is
a constant δ > 0, independent of u, such that
δ
∫
Ω
u2dx ≤
∫
Ω
|∇u|2dx+K21
∫
∂Ω
u2dσ
Furthermore, since uv ≥ 0, there is a constantM > 0 so that 2Auv− (uv)2 ≤ M|∂Ω| . As a result,
we have
d
dt
∫
Ω
u2dx+ δ
∫
Ω
u2dx ≤M
for all t ≥ 1. Therefore, there exists K2 > 0 (depending on M , δ and u0) such that∫
Ω
u(x, t)2dx ≤ K2
for all t ≥ 0. Also, this certainly implies there exists K3 > 0 so that∫
Ω
u(x, t)dx ≤ K3
for all t ≥ 0. Now to obtain an L1(∂Ω) estimate on v(·, t) independent of t ≥ 0. To this end,
integrate the u equation over Ω, and the v equation over ∂Ω, and sum the equations to obtain
d
dt
(∫
Ω
udx+
∫
∂Ω
vdσ
)
≤
∫
∂Ω
(B − v)dσ
As a result,
d
dt
(∫
Ω
udx+
∫
∂Ω
vdσ
)
≤ K3 +B|∂Ω| −
(∫
Ω
udx+
∫
∂Ω
vdσ
)
So, once again, a comparison principle can be used to find a bound for
∫
Ω
udx +
∫
∂Ω
vdσ,
independent of t ≥ 0. Consequently, from the L1(Ω) bound on u above, there is a constant
K4 > 0 so that ∫
∂Ω
v(x, t)dσ ≤ K4
for all t ≥ 0. So, at this point, if we set K5 = max{K3,K4}, we know
‖u(·, t)‖1,Ω, ‖v(·, t)‖1,∂Ω ≤ K5
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for all t ≥ 0. Finally, to get an estimate in L1(∂Ω× (τ, τ + 1)) for u, independent of τ ≥ 0. To
this end, let τ ≥ 0. Integrating the equation for u over Ω× (τ, τ + 1) gives∫
Ω
u(x, τ + 1)dx−
∫
Ω
u(x, τ)dx ≤ A
∫ τ+1
τ
∫
∂Ω
v(x, t)dσdt −K21
∫ τ+1
τ
∫
∂Ω
u(x, t)dσdt
implying, ∫ τ+1
τ
∫
∂Ω
u(x, t)dσdt ≤ (A+ 1)K5
K21
Therefore, Theorem 2.3 guarantees a uniform sup norm bound for u and v.
Example 2. Consider the model considered by Ra¨tz and Ro¨ger [9] for signaling networks.
They formulated a mathematical model that couples reaction-diffusion in the inner volume to
a reaction-diffusion system on the membrane via a flux condition. More specifically, consider
the system (1.1) with k = 1 and m = 2, where
G(u, v) = −q = −b6 |B||M |u(cmax − v1 − v2)+ + b−6v2, H(u) = 0
F (u, v) =
(
F1(u, v)
F2(u, v)
)
=

 k1v2g0
(
1− K5v1g01+K5v1
)
+ k2v2
K5v1g0
1+K5v1
− k3 v1v1+k4
−k1v2g0
(
1− K5v1g01+K5v1
)
− k2v2 K5v1g01+K5v1 + k3 v1v1+k4 + q


Also, u0 = (u0j) ∈W (2)p (Ω), v0 = (v0i) ∈ W (2)p (M) with p > n are componentwise nonnegative,
and u0 and v0 satisfy the compatibility condition
D
∂u0
∂η
= G(u0, v0) on M
Here kα,Kα, g0, cmax, b−6 are the same positive constants as described in [9]. We note F,G and
H are quasi positive functions. From Theorem 2.2, this system has a unique componentwise
nonnegative global solution. In order to get uniform bounds, note that G + F1 + F2 = 0 and
H = 0, therefore from an argument similar to Corollary 2.4, we have uniform L1 estimates for
u, v1, v2. Consequently, Theorem 2.3 implies (u, v) are uniformly bounded.
Example 3. As described in [14], during bacterial cytokinesis, a proteinaceous contractile,
called the Z ring assembles in the cell middle. Positiong the Z ring in the middle of the cell
involves two independent processes, referred to as Min system inhibition and nucleoid occlu-
sion [12]. The Min subsystem consists of ATP-bound cytosolic MinD, ADP-bound cytosolic
MinD, membrane-bound MinD, cytosolic MinE, and membrane bound MinD:MinE complex.
Those are denoted DATPcyt , D
ADP
cyt , D
ATP
mem , Ecyt, and E : D
ATP
mem , respectively. This essentially
constitutes the one dimensional version of the problem. These Min proteins react with certain
reaction rates that are illustrated in Table 1. These reactions lead to five component model
with (u, v) = (u1, u2, u3, v1, v2), where
u =

u1u2
u3

 =


[
DATPcyt
][
DADPcyt
]
[Ecyt]

 , v = (v1
v2
)
=
( [
DATPmem
][
E : DATPmem
])
D˜ =
(
σDmem 0
0 σE:Dmem
)
, D =

σDcyt 0 00 σADyct 0
0 0 σEcyt


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Table 1: Reactions and Reaction Rates
Chemicals Reactions Reaction Rates
Min D DADPcyt
k1−→ DATPcyt Rexc = k1[DADPcyt ]
Min D DATPcyt
k2−→ DATPmem RDcyt = k2[DATPcyt ]
DATPcyt
k3[D
ATP
mem]−−−−−−→ DATPmem RDmem = k3[DATPmem ][DATPcyt ]
Min E Ecyt +D
ATP
mem
k4−→ E : DATPmem REcyt = k4[Ecyt][DATPmem ]
Ecyt +D
ATP
mem
k5[E:D
ATP
mem]
2
−−−−−−−−→ E : DATPmem REmem = k5[DATPmem ][Ecyt][E : DATPmem ]2
Min E E : DATPmem
k6−→ E +DADPcyt Rexp = k6[E : DATPmem ]
G(u, v) =

G1(u, v)G2(u, v)
G3(u, v)

 =

 −RDcyt −RDmemRexp
Rexp −REcyt −REmem

 =

 −k2u1 − k3v1u1k6v2
k6v2 − k4u3v1 − k5v1u3v22

 ,
F (u, v) =
(
F1(u, v)
F2(u, v)
)
=
(
RDcyt +RDmem −REcyt −REmem
−Rexp +REcyt +REmem
)
=
(
k2u1 + k3v1u1 − k4u3v1 − k5v1u3v22
−k6v2 + k4u3v1 + k5v1u3v22
)
,
H(u) =

H1(u)H2(u)
H3(u)

 =

 Rexc−Rexc
0

 =

 k1u2−k1u2
0

 ,
and u0 = (u0j) ∈ W 2p (Ω), v0 = (v0i) ∈ W 2p (M) are componentwise nonnegative functions with
p > n. Also, u0 and v0 satisfy the compatibility condition
D
∂u0
∂η
= G(u0, v0) on M
Here expressions of the form kα and σβ are positive constants. Note F,G and H are quasi
positive functions. In the multidimensional setting, the concentration densities satisfy the
reaction-diffusion system given by (1.1). From Theorem 2.2, this system has a unique compo-
nentwise nonnegative global solution. In this example, if we take two specific components at a
time, we are able to obtain uniform bounds for each of the components. For that purpose we
apply our results to (u3, v2), u2 and (u1, u2, v1).
Consider (u3, v2), it is easy to see that for j = 3 and i = 2, the hypothesis of Corollary
2.4 is satisfied, since G3 + F2 ≤ 0 and H3 = 0. As a result, u3, v2 are uniformly bounded.
Integrating equation u2 over Ω× (τ, τ + 1) and using uniform estimates of v2, we get uniform
L1 estimates for u2 and from Theorem 2.3, u2 is uniformly bounded on Ω × (0,∞). Finally,
consider (u1, u2, v1). Integrating u1, u2 equation over Ω and adding the sum of them with v1
equation over ∂Ω, and further using uniform estimates of v2, we get uniform L1 estimates for
u1, v1. Therefore from Theorem 2.3, u1 and v1 are also uniformly bounded in time.
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