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Abstract 
This thesis presents visual place recognition methods for robots operating in 
environments that change in appearance. Powerful visual localisation techniques 
exist for environments that remain perceptually static, but performance often 
degrades when the appearance of the world changes. Furthermore, perceptual 
changes can be universal over a region – lighting, seasonal change, and weather 
changes occur across large spatial areas – which means place recognition failure 
everywhere within a domain is possible.  
A key theme in this thesis is increasing the robustness of visual place 
recognition for robots without sacrificing autonomy. A persistent robot localisation 
system must operate over a wide range of different environments and under different 
types of environmental change, and require minimal supervised training and few 
parameters. The techniques presented here match the performance of pre-trained and 
pre-tuned systems on a wide range of datasets, while requiring minimal user input 
and little prior knowledge of the working environment. 
The reliability of visual place recognition depends on the availability of 
appropriate observation likelihood models. Pre-trained observation models become 
obsolete over time in changing environments and cause place matching performance 
to degrade. This thesis presents methods of automatically generating environment-
dependent statistical models of probabilistic likelihood for localisation, and shows 
that using appropriate models increases the robustness of place matching in changing 
environments.   
Place recognition can also be improved by learning about change in the 
environment. This thesis proposes an approach to learning about change that requires 
no prior knowledge of the type of change occurring and uses training data that can be 
obtained online. This approach is based on the notion that condition-dependent 
aspects of the environment are a subset of those aspects that are similar across 
multiple locations. The location-specific representations generated by learning about 
and removing condition-dependent elements are shown to improve place recognition 
across a number of changing environments. 
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Chapter 1: Introduction 
This goal of this thesis is to improve place recognition and localisation in 
changing conditions for mobile robots using vision as a primary sensor. Currently, 
mobile robots can localise robustly in static environments but localisation can fail in 
highly dynamic environments. In particular, vision-based localisation systems can 
perform successfully in large-scale outdoor environments (Schindler et al. 2007) but 
are also susceptible to global changes in the appearance of the environment caused 
by illumination variation, weather changes or seasonal changes. This thesis addresses 
the challenge of improving place recognition techniques so that global perceptual 
change in the environment does not cause complete failure in a robot localisation 
system. 
Many visual localisation systems can be considered as consisting of (i) a visual 
front-end that processes the incoming sensor data and provides comparison measures 
between observations, and (ii) a graphical or probabilistic back-end that takes the 
incoming front-end data and uses it to develop a final decision about robot location 
(see Figure 1.1). This thesis presents methods that improve both the visual front-end 
and the localisation back-end components. The first part of the thesis investigates 
how the localisation back-end can perform adequate localisation when only low-
quality visual information is available, building on an existing system (Milford and 
Wyeth 2012) in combination with a probabilistic framework. The second part of the 
thesis focuses on the visual front-end and investigates several ways learning about 
appearance change within an environment to improve place recognition in 
perceptually varying conditions.  
This chapter introduces the topic of visual place recognition for mobile robots, 
and the effect of environmental change on place recognition reliability. It begins by 
outlining the background of the research (Section 1.1). Section 1.2 introduces the 
current state of the art in localisation for robots using vision as a sensor, and Section 
1.3 discusses the problems caused by changing environments. Section 1.4 describes 
the research contributions of this thesis and the chapter closes by outlining the 
remaining chapters of the thesis in Section 1.5. 
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Figure 1.1.Schematic of a visual localisation system.  This thesis presents results that improve the 
performance of both the visual front-end and the probabilistic back-end. 
1.1 BACKGROUND 
Developing autonomous mobile robots is a current research and 
commercialisation challenge, with many potential applications for mobile platforms 
in agriculture, manufacturing, mining, security, defence and transportation, as well as 
for domestic and entertainment use. A robust navigation system is an essential 
element of an autonomous mobile system: for a robot to achieve its goals it must 
navigate to where it needs to be. While the robot navigation problem is complex, 
there is consensus that many of the underlying problems have been solved (Durrant-
Whyte and Bailey 2006). A number of successful autonomous navigation 
demonstrations such as the DARPA Urban Challenge (Buehler et al. 2008), the 
Willow Garage office marathon (Marder-Eppstein et al. 2010), the Mars rover 
project (2014) and the Google self-driving car (Urmson 2014) support this assertion. 
Long-term experimental projects in office environments have shown that 
robots can run autonomously for days or weeks at a time with only occasional 
interventions (Milford and Wyeth 2010, Meeussen et al. 2011, Biswas and Veloso 
2013). However, long-term autonomous navigation in uncontrolled, outdoor 
environments is an ongoing challenge, and this thesis focuses on the unsolved 
 Chapter 1: Introduction 21 
problem of localisation in changing environments. The theoretical processes behind 
localisation are innately tied to the underlying hardware, and this thesis studies 
localisation using visual sensors such as cameras. The advantages and disadvantages 
of visual sensors compared to other sensing modalities are discussed in the following 
section.  
1.2 LOCALISATION USING VISION 
Many existing localisation algorithms use vision as a sensor (Harris and Pike 
1988, Neira et al. 1997, Ulrich and Nourbakhsh 2000, Bosse et al. 2002, Milford et 
al. 2004, Eustice et al. 2005, Sim et al. 2005, Davison et al. 2007, Schindler et al. 
2007, Cummins and Newman 2008, Konolige and Agrawal 2008, Furgale and 
Barfoot 2010, Sibley et al. 2010). There are a number of advantages of a camera 
sensor: digital cameras are ubiquitous and cheap, and are likely to become cheaper 
with advances in hardware and mass-production. Cameras are a passive sensor which 
do not emit a signal (unlike other common sensor modalities such as scanning lasers 
(LIDAR)) but simply collect existing light. Passive sensors have lower power 
requirements and do not cause interference with other systems. Furthermore, the rich 
image data received from cameras offers the potential for semantic interpretation of 
the data.  
Finally, a camera can provide information about far away landmarks – a cheap 
(300 USD) camera such as a GoPro can see large landmarks (such as mountains) 
hundreds of metres away and potentially several kilometres away depending on the 
environment. In contrast a state-of-the-art LIDAR such as the Velodyne HDL-32E 
has a range of 80-100m (Velodyne 2012) and a cost several orders of magnitude 
more than the camera. While a range of 100m is sufficient for most indoors and 
urban navigation, there are applications in outdoor environments for which the 
assumption of nearby structure may not hold.  
There are also disadvantages using vision sensors for localisation. Range-based 
sensors such as LIDAR can inherently provide metric information about relative 
position to centimetre-level accuracy (Velodyne 2012), but cameras do not, although 
metric position information can be inferred using stereo cameras (Davison and 
Murray 2002) or tracking algorithms (Klein and Murray 2007, Newcombe et al. 
2011). Camera-based localisation can also be modelled as an image retrieval task 
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which, depending on the application, may be sufficiently accurate localisation 
information. This thesis focuses on this place recognition or appearance-based 
localisation task, as a localisation system will benefit from improved appearance-
based performance even if it also has access to structural or depth information. 
Another disadvantage with visual sensing is that it is susceptible to appearance 
change caused by global variation in lighting (such as the change from day to night), 
weather and seasonal changes (Figure 1.2). The goal of this thesis is to overcome this 
issue, so that low-cost, vision-based localisation systems can operate robustly and 
persistently in uncontrolled, outdoor environments. The following section presents 
methods for performing visual localisation in changing environments.  
 
Figure 1.2.Examples of visual appearance changes that occur in outdoor environments. 
1.3 LOCALISATION AND VISION IN CHANGING ENVIRONMENTS 
Until recently many localisation systems implicitly assumed that the world 
remained static in appearance, and that the uncertainty in any observations could be 
attributed to error in the robot’s sensors (Thrun et al. 2005). Changes that occurred in 
the environment were considered to be noise, and frequently ignored. This 
assumption was sufficient for research purposes when most navigation experiments 
were over short time periods, and in controlled, often indoor, environments. 
However, as the timeframe of navigation experiments extends to weeks or months, 
and the potential for live deployment of robotic systems in real-world environments 
becomes a reality, the focus on creating persistent systems has become greater. Of 
the challenges inherent in creating persistent mobile systems, the ability to localise in 
and generate maps of dynamic environments has been identified as being of key 
importance (Barfoot et al. 2013), and developing improved visual place recognition 
systems that are robust against change is one way of contributing to this goal. 
(b) Lighting (c) Shadows (d) Seasons (e) Weather (a) Time of day 
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An issue for localisation in changing environments is how to recognise a place 
when drastic change has occurred. One possibility is to store multiple representations 
of each place so a location can be recognised under different environmental 
conditions (Biber and Duckett 2005, Stachniss and Burgard 2005). However, a 
mapping system that contains multiple map representations can only be created if the 
robot is correctly localised before updating the map; that is, the change in the 
appearance of the location must be sufficiently minor that it does not affect the 
ability of the localisation system. In many cases the appearance may change 
drastically so this assumption of continuous localisation is not necessarily valid.  
One suggestion is to not attempt to link locations that are dissimilar in 
appearance, instead keeping experiences that appear different to the robot separate 
and localising within these plastic maps (Churchill and Newman 2012, Churchill and 
Newman 2013). This method largely avoids the problem of place recognition and is a 
pragmatic attitude to mapping in the face of poor localisation. However in cases of 
extreme global change across an environment the usefulness of the generated 
experience map for localisation and planning will be limited by the lack of connected 
experiences. In this thesis we initially take a similar approach, but develop 
mechanisms to improve the localisation ability of the system and hence the map 
connectivity using motion information (Chapter 3), interpretation of visual data 
(Chapter 4) and prior information (Chapter 5).  
A number of techniques exist that improve visual place recognition under 
specific change conditions, such as shadow removal (Corke et al. 2013) and 
illumination invariant imaging (Maddern et al. 2014, McManus et al. 2014). If the 
sensor suite is not restricted simply to cameras in the visual spectrum, data fusion 
with infra-red cameras (Brunner et al. 2011), thermal cameras (Maddern and Vidas 
2012), lasers (Badino et al. 2012) or other sensors can improve robustness to 
illumination change. McManus, Furgale et al. (2013) minimise the effect of lighting 
variance  by replacing the camera by a LIDAR and applying visual localisation 
techniques to the camera-like intensity images generated.  
This thesis focuses on situations where the source of the appearance change is 
unknown. Two techniques for learning about change from training images are 
proposed and tested. Chapter 6 presents a method of learning a transformation 
between two environment configurations (such as summer and winter, or morning 
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and afternoon), similar to (Neubert et al. 2013, Sünderhauf et al. 2013). This 
approach can improve place recognition, but the training requirements are onerous 
and the learned transformations have limited generalisability.  
The second learning technique (Chapter 7) is designed to operate with a 
training set that is generated in an unsupervised manner by a mobile robot. This 
technique does not predict how aspects of an environment will change, instead 
identifying and removing aspects that are common across many different locations 
and therefore (i) are not distinctive and thus not useful for place recognition and (ii) 
are likely to cause localisation failure across the whole environment if change occurs. 
This technique is successful at improving place recognition across highly changing 
datasets. 
1.4 SCOPE AND CONTRIBUTIONS 
This thesis presents methods and results for place recognition in changing 
environments that improve both the visual image processing front-end and the 
probabilistic belief formation back-end. This section clarifies the scope of the thesis 
and describes the research contributions. 
1.4.1 Scope 
The goal of this thesis is to develop methods that improve visual place 
recognition for robots in changing environments. The robustness of the proposed 
systems to viewpoint change is not considered. Future work will extend the place 
recognition methods presented in this thesis to be robust to viewpoint change as well 
as appearance change. 
The results presented in this thesis are tested on offline image datasets, rather 
than in live robot navigation experiments. The place recognition methods proposed 
are intended for long-term place matching in outdoor environments that experience 
appearance change. These results will be tested in a long-term outdoor robot 
experiment in future work. 
1.4.2 Contributions 
This thesis extends existing place recognition and localisation methods to 
function in changing environments. The first part of the thesis presents methods 
relating to the probabilistic back-end. We provide the following contributions: 
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• A probabilistic particle filter method that uses only the system 
odometry to infer likely place matches in the case of failing visual place 
recognition (Chapter 3). 
• A mathematical analysis of the mechanism for probabilistic localisation 
using whole-image descriptors (Chapter 4). 
• Integration of whole-image descriptors into a probabilistic particle filter 
for improved robustness in changing environments (Chapter 4) 
• Analysis of the significance of appropriate observation likelihood 
models on effective localisation (Chapter 4), leading to the work 
presented in Chapter 5. 
• An algorithm to generate appropriate approximate observation 
likelihood models online (Chapter 5).  
• Extension of the probability model algorithm to highly changing 
environments (Chapter 5). 
The second part of the thesis considers the vision front-end, and how to provide 
a general mechanism to improve localisation in changing environments by learning 
about the current conditions and reasoning about them across different spatial 
environments. The following contributions are provided: 
• Analysis of linear regression as a learning algorithm for whole-image 
descriptors (Chapter 6). 
• Proposal of a novel approach to learning about appearance change. 
Principal component decomposition is used to generate images that are 
more robust to changing conditions (Chapter 7).  
1.5 THESIS OUTLINE 
Chapter 2 presents a review of the relevant literature. A summary of SLAM is 
provided for historical context, followed by an overview of visual localisation and 
approaches to performing localisation in changing environments. A brief discussion 
on the effect of mapping techniques is included for completeness and context. The 
chapter closes with a discussion of how this thesis is inspired by, and integrated with, 
the existing state-of-the-art in robot localisation. 
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Chapter 3 presents the first core piece of research – using odometry inference 
and visual validation to link multiple location examples. These links improve map 
connectivity, and can also be used to create training sets for learning about 
appearance change, as in Chapter 6. This chapter shows the process for forming these 
odometry-driven inferences and presents experimental results in both indoor and 
outdoor environments. Odometry-driven inference is shown to be effective over short 
distances, but the inference system cannot compensate for total or near total failure 
of the underlying visual place recognition system. Consequently the following 
chapters in this thesis focus methods of increasing the reliability of visual place 
recognition systems in changing environments. 
Chapter 4 develops the lessons learned in Chapter 3 and increases the 
robustness of the visual front-end by moving from local-feature to whole-image 
descriptors, as used in (Badino et al. 2012, Liu and Zhang 2012, Murillo et al. 2013). 
We discuss the changes required by the probabilistic localisation calculation when 
the input is from whole-image descriptors. Chapter 4 also presents a study into the 
importance of an appropriate probability model. We show that the choice of 
probability model is essential in achieving robust place recognition. This dependence 
on model choice leads into the work in Chapter 5, which reduces a place recognition 
system’s reliance on externally-generated pre-trained likelihood models by providing 
simple algorithms to approximate suitable models online. 
Chapter 5 introduces the notion of online generation of probability models. The 
models are introduced as manifestations of assumptions about the environment. This 
chapter discusses how different assumptions can be used to implement online 
algorithms for approximating useful models. The approximated models are tested for 
effectiveness in a variety of datasets, and we show that they perform comparably to 
and can even out-perform a pre-trained system.  
The research presented in Chapter 6 uses training sets of images to learn 
hypotheses about how the world changes, and generalise about this change across an 
environment. Simple linear processes are applied to create temporal transformations 
from one time of day to another. These transformations are shown to improve 
localisation ability across a spatial region, but the generalisability is limited and the 
training requirements can be onerous, which motivates the learning technique 
described in Chapter 7.  
 Chapter 1: Introduction 27 
Chapter 7 presents a novel technique of recognising and extracting condition-
dependent information using Principal Component Analysis (PCA). This chapter 
demonstrates that training data gathered under a single environmental condition can 
be used substantially improve place matching algorithms. The process is tested 
across different types of environmental change – seasonal change and a combination 
of weather and lighting change - and is shown to perform well on both change types. 
The strength of this approach is the simplicity of the learning – the training set can be 
easily generated, the learning algorithm is simple (a direct application of PCA), and 
can be applied naïvely to the system, while still improving place recognition 
capability. 
Chapter 8 provides a review of the work undertaken; a summary of the 
outcomes achieved and discusses their relevance to the current research in this field. 
It also indicates future paths of investigation for the research presented in this thesis. 
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Chapter 2: Literature Review 
This chapter presents an overview of the existing research in robotic 
localisation. While the primary focus is on place recognition using vision, this 
chapter also discusses some of the theory underlying range-based sensors, since 
initial research was founded on this hardware and it has played a pivotal role in how 
the field as a whole has developed. The chapter is structured as follows: 
• The chapter begins with an introduction to robot localisation in Section 
2.1.  This section summarises the underlying concepts of localisation, 
and discusses the inter-relation between localisation and mapping.  
• We provide a brief overview of the development of Simultaneous 
Localisation And Mapping (SLAM) techniques in Section 2.2. SLAM 
techniques traditionally use range-based sensors, and a landmark 
representation of the world, while the research in this thesis uses 
camera-based sensors to perform appearance-based localisation. 
However, the mathematical framework of SLAM has informed the 
development of appearance-based localisation, and this overview 
provides some historical context of the use of probabilistic concepts in 
localisation.  
• Section 2.3 introduces existing approaches to vision-based localisation, 
specifically appearance-based localisation. This section also describes 
some common image descriptors used for appearance-based 
localisation, and the mechanisms for converting image comparison 
metrics into localisation likelihood values. 
• Section 2.4 discusses how changing environments can be addressed by 
a visual localisation system. While there has been investigation into 
choosing image descriptors that exhibit greater robustness to 
appearance change, no truly invariant descriptor has been found. This 
section discusses methods for improving localisation robustness using 
geometric constraints, illumination invariant colour spaces, or novel 
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hardware. We also discuss the role of learning for maintaining reliable 
localisation in perceptually changing environments.  
• Section 2.5 addresses the issue of mapping in changing environments. 
While mapping is not a focus of this thesis, relative spatial structure is 
crucial when performing localisation in highly changing environments, 
and is discussed here. For completeness, this section also briefly 
discusses techniques that can improve mapping in changing 
environments.    
• Section 2.6 provides some discussion about the research discussed in 
this chapter. It summarises some of the major trends in vision-based 
localisation in changing environments. We also provide an overview of 
how the current state-of-the-art research has motivated the work 
presented in this thesis, and how this work fits within the current 
research context.  
2.1 INTRODUCTION TO ROBOT LOCALISATION 
A robot localisation system forms a belief about its current location based on 
the data sources available to it. Data is gained from exteroceptive sensors, such as 
cameras and laser range-finders, which observe the world and provide information 
about how the local environment appears. The localisation system must interpret the 
incoming data and determine whether it represents a place the robot has already 
visited (known as place recognition, a place match, or a loop closure). When two 
location representations are similar it is generally considered to imply a higher 
likelihood of a location match, although if an environment changes a great deal, this 
assumption may not hold, and significant appearance change can affect the ability of 
the system to match places. Furthermore, environments that have many similar-
looking areas are at risk of perceptual aliasing, where the robot mistakes one 
location for another, as its observations are not sufficient to distinguish the two. For 
example, a long, featureless corridor, or a motorway, may look similar at many 
points. Therefore the distinctiveness of the observation may need to be considered, as 
well as the similarity (Cummins and Newman 2008). 
The observation data from the external sensors of the robot can be enhanced by 
information about spatial relationships between locations. The spatial data can be as 
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simple as transition information – that is, if the robot traverses from place A to place 
B at time T1, if it returns to place A at time T2, the likelihood of traversing to place B 
is higher than if the robot was at a distant place (Ulrich and Nourbakhsh 2000). 
Inferring about place B given the robot’s relative position in place A is an application 
of prior information. Such information can be applied recursively – a process can be 
performed at each time step that updates the robot’s existing belief about its location 
with the robot’s newest sensor data. 
 
Figure 2.1.Visual place recognition systems compare the current observation to previously seen places 
stored in a map.  Spatial structure and knowledge about prior location as well as observation similarity 
can be used to calculate a belief about the robot’s location. 
The transition model can be enhanced to a motion model by using sensors and 
algorithms that identify the motion of the robot and include metric information about 
transitions (for example, wheel encoders, GPS signals, or visual odometry extracted 
from camera data). Although motion information is generally used to enhance 
observation data, systems have been tested that reason entirely using only topological 
and motion information with some success (Ranganathan and Dellaert 2004, 
Maddern et al. 2012). Motion-only inference has a practical use in real-world 
systems as a means of route following for short distances. If the observation system 
is unable to provide continuous place recognition information, motion-only inference 
can maintain path following until a full visual belief is generated (Furgale and 
Barfoot 2010). 
The fundamental principle underpinning almost all robotic localisation systems 
is that the system must manage uncertainty. In an uncontrolled environment, any 
belief a localisation system has about a robot location is dependent on the quality of 
the knowledge that is available to the system at a given time. Uncertainty can come 
from a variety of sources: in many traditional SLAM approaches such as those based 
Map 
Current observation Best single image match 
Prior location Most likely match 
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on Kalman filters (Section 2.2) uncertainty is associated with the robot sensor data – 
namely range error and motion error. The focus of this thesis is appearance-based 
localisation in changing environments, where uncertainty is also associated with the 
interpretation of the incoming data, or the data association between observations. In 
a changing environment, a place will not necessarily retain the same appearance at 
all times, and the system will need to associate observations together with an 
appropriate measure of confidence.  
2.1.1 Mapping  
For a localisation system to recognise previously seen locations, it must have a 
map. In the context of localisation, a map is a database of information about the 
world in which the robot is operating. The robot localisation system can perform 
localisation by comparing the incoming sensor data with previous observations of the 
world stored in the map. The map may also contain information about spatial 
relationships between places, which can be used for reasoning about robot 
transitions.  
Robot-generated maps can take many different forms, depending on both the 
robot’s sensor information and the purpose for which the map is to be used. In this 
thesis, maps are considered exclusively as a means of achieving place recognition 
and localisation. However, robots require maps for other reasons as well as, such as 
navigation, path planning, and surveying. If the robot possesses a successful 
localisation system, it can concurrently generate other forms of maps for tasks such 
as navigation or survey work. 
If a robot is operating in a previously unseen environment, it must build its 
own map to use for localisation. However, in order for that map to accurately 
represent the world, the robot must also be able to localise. The challenge of 
performing these two processes concurrently is known as Simultaneous Localisation 
and Mapping (SLAM), which we discuss in Section 2.2. SLAM provides a 
probabilistic representation of the uncertainty inherent in both the robot sensor data 
and motion belief, the details of which are presented in Section 2.2.1. The underlying 
probabilistic models with the SLAM representation need to be specified, and these 
can take different forms, some of which are discussed in Section 2.2.2. Finally, in 
Section 2.2.3 we discuss some limitations of the conventional SLAM approach, and 
describe an alternative pose-based framework in Section 2.2.4.  
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2.2 SIMULTANEOUS LOCALISATION AND MAPPING  
Simultaneous Localisation and Mapping (SLAM) considers how a robot can 
both determine where it is (localisation) and generate useful information about the 
world through which it travels (mapping). Traditionally, SLAM is applied to robots 
using a range-based sensor combined with a landmark mapping framework. As 
discussed in Section 2.1 a robot moving in an environment has uncertainty about its 
true position, and about the state of the world. SLAM uses a probabilistic approach 
to describe and manage this uncertainty. 
2.2.1 Probabilistic formulation of SLAM 
The crux of the robot localisation problem is that robot motion through an 
environment cannot be measured without error, and that this error grows in an 
unbounded manner as long as the motion continues. Suppose a robot is at position 
xk-1. Then it is given control input uk, and travels to a new location xk. A perfect robot 
would know its exact location relative to xk-1 based on uk. Unfortunately, no robot is 
perfectly accurate and so xk can be at best expressed probabilistically, as a 
distribution that depends on the robot’s previous location xk-1 and its control 
information uk (Figure 2.2).  
 
Figure 2.2. Robot motion cannot be known perfectly and so once a robot has moved, its location can 
be at best known probabilistically.  Robot motion is assumed to be Markovian – it depends only the 
robot’s most recent position and the motion update value. 
This distribution is assumed to be Markovian – it depends only on the previous 
state xk-1 and the control input uk, and is known as the motion model or state 
transition probability. It is written as: 
p( xk | xk–1 ,uk ) (1) 
Localisation techniques seek to constrain the position error using observations 
made about the environment. It is assumed that the robot has access to exteroceptive 
sensors; sensors that respond to stimuli outside the robot itself, such as cameras or 
range sensors (whether laser, sonar or infra-red). These sensors provide a second 
xk-1 xk 
uk 
p( xk | xk–1 ,uk ) 
 34 Chapter 2: Literature Review 
source of information about the robot’s location besides the control and odometry 
information. Using external observations to improve localisation is similar to how 
humans use vision and other sensory input to navigate through the world.   
The traditional formulation of the SLAM problem assumes that the robot is in 
an environment containing a (possibly unknown) number of “landmarks”, whose 
location coordinates are: 
m = {m1,m2, …,mn} (2) 
The external sensor data cannot generally uniquely determine the robot 
position (except in very specific environments) but it can be used as a probabilistic 
measure about how accurately the current sensor readings zk match up with what the 
robot would expect to see, given its current belief about its location xk (Figure 2.3). 
 
Figure 2.3. The observation model p( zk | xk ,m ) represents the likelihood of the current observation zk. 
The observation model depends on  the robot’s belief in its current position xk and the landmark map 
m.   
The sensor data provides the robot with a level of confidence about its current 
location, and the system can update its beliefs accordingly. However, there is also 
error in the robot’s sensor measurements, so once again this can only be known 
probabilistically, via the observation model: 
p( zk | xk ,m ) (3) 
A SLAM system must estimate the robot and landmark locations as correctly 
as possible using the motion model and the observation model, despite the 
uncertainty in both the sensor measurements and robot odometry (Figure 2.4). The 
goal is to constrain the error in the robot position using the landmark observations, 
and concurrently constrain the error in the landmark positions using the robot 
odometry. 
zk 
mi 
p( zk | xk ,m ) 
xk 
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Figure 2.4. SLAM systems constrain the error in the robot position using repeated observations of 
landmarks.  Knowledge of landmark positions is also uncertain, due to both motion error and sensor 
error. Thus the landmark position error and the robot position error need to be constrained 
simultaneously. 
There are many environments where the robot may mistake one location for 
another, as the observations are not sufficient to distinguish them (this is known as 
perceptual aliasing). Furthermore, the robot may be exploring in an unknown 
environment, in which case it has no knowledge as to what it should observe at any 
particular location. In this case the robot must rely on loop closure (when it returns to 
an already visited location) to correct any accumulated errors in the generated map. 
SLAM calculates a robot’s probabilistic belief about its location xk and the state 
of the world, dependent on its previous movements u0:k and its previous observations 
z0:k. The belief model is also dependent on the robot’s starting state x0: 
bel( xk ,m ) = p( xk ,m | z0:k ,u0:k ,x0 ) (4) 
The robot belief bel( xk ,m ) can be estimated recursively using a Bayes filter 
method.  This is a two-step process, requiring a prediction step followed by an 
update step.  If Bayes Theorem is applied to Equation 4, the equation becomes: 
bel( xk ,m ) = ),,|(
),,|,(),|(
0:01:0
0:01:0
xuzzp
xuzmxpmxzp
kkk
kkkkk
−
−  (5) 
The right-hand multiplier in the numerator is the prediction, and the prediction 
step computes this value from the prior belief bel( xk-1 ,m ) by integrating across all 
possible locations for xk-1, using the motion model from Equation 1: 
p( xk ,m | z0:k-1 ,u0:k ,x0 ) = ∫p( xk | xk-1 ,uk )bel( xk-1 ,m )dxk (6) 
Robot location uncertainty 
due to motion error 
Robot location uncertainty 
constrained by landmark 
observation 
Landmark position 
uncertainty constrained by 
robot location 
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The left-hand multiplier in the numerator of Equation 5 is the observation 
model (see Equation 3), and is used for the update step. The denominator is 
independent of xk, so can be considered a normalising constant (see (Thrun et al. 
2005, Durrant-Whyte and Bailey 2006) for more details). 
2.2.2 Solutions to SLAM 
To use Equation 5 to update the robot belief state it is necessary to define the 
necessary probabilistic models for both the observation likelihood p( zk | xk ,m ) and 
the transition likelihood p( xk | xk–1 ,uk ). To make the equations tractable and able to 
be solved analytically, both the observation and motion models can be defined to be 
differentiable functions with Gaussian noise, that is: 
xk = f( xk-1 ,uk ) + wk (7) 
zk = h( xk ) + vk (8) 
where wk and vk represent zero-mean Gaussian error functions (Bailey and Durrant-
Whyte 2006). Then an Extended Kalman Filter (EKF) can be used to update the 
system (Smith and Cheeseman 1987, Moutarlier and Chatila 1989, Moutarlier and 
Chatila 1989, Smith et al. 1990). Under certain assumptions the resultant system has 
been proved to be convergent (Dissanayake et al. 2001) – that is, the covariances in 
the map and landmark pairs reduce monotonically to zero, and the standard deviation 
in each landmark location reduces monotonically to a lower bound that depends on 
certain initial uncertainties. The required assumptions for EKF-SLAM to succeed 
include linearity in the observation and motion models, and perfect data association 
(that is, the system correctly recognises the landmarks and does not confuse one for 
another). If either of these conditions is violated, which is very possible in real-world 
situations, the system may fail (Julier and Uhlmann 2001, Neira and Tardos 2001).  
Particle filters can also be used to solve SLAM, as in the FastSLAM 1.0 and 
2.0 algorithms (Montemerlo et al. 2002, Montemerlo et al. 2003). A particle filter is a 
set of samples of the state space (or particles), weighted according to the probability 
of each possible state. Because the map landmarks are independent, conditional on 
the robot position, Equation 4 can be rewritten as: 
bel( xk ,m ) = p( xk | z0:k ,u0:k ,x0 )∏
≤ni
p( mi | z0:k ,u0:k ,x0 ) (9) 
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Then the particle filter can exploit a technique known as Rao-Blackwellisation 
(Doucet et al. 2000, Murphy and Russell 2001) where the position xik of each particle 
pi at time step k can be sampled directly from the motion model:  
xik ~ p( xk | x
i
k-1 ,uk ) (10) 
Each of the particles is resampled according to the importance weight 
calculation: 
wik ~ ),,|(
),,|(
0:01:0
0:0:0
xuzxp
xuzxp
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i
k
kk
i
k
−
 (11) 
It can be shown (Montemerlo 2003, p.48) that the importance weight for each 
particle is proportional to the observation likelihood from Equation 3: 
wik ~ p( zk | x
i
k ,m ) (12) 
The particles will cluster around the areas of higher likelihood, which can lead 
to particle deprivation. Particle deprivation occurs when all the particles are 
clustered in small areas of the environment, and can cause localisation failure. 
Particle deprivation can be reduced by not resampling all the particles from the 
current distribution but instead randomly scattering a certain proportion over the 
search space to ensure new locations are always being investigated (Jensfelt et al. 
2000, Thrun et al. 2005). Randomly sampling a proportion of particles also helps re-
localise a kidnapped robot. 
Particle filters are a useful mechanism for tracking multiple hypotheses about 
robot location, as each particle represents a sample from the space of possible robot 
paths. Particle filters are used extensively in this thesis to maintain probabilistic 
belief models about place matches. 
2.2.3 Landmarks and data association 
The assumption implicit in the navigation and mapping templates described 
above is that landmarks can be identified from the environment, and their location 
determined from the robot’s sensor data. It is a useful assumption to make, because 
sensing landmarks allows the robot to correct the geometric error in its belief about 
both its own location, and the location of other landmarks, thereby increasing the 
accuracy of its internal map. The Victoria Park experiment of Guivant and Nebot 
(2001) is an example of landmark-based SLAM in a real-world environment. The 
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landmarks used in this experiment were tree trunks detected with a laser scanner. 
However, in general, interpreting sensor data in order to extract meaningful 
landmarks is a non-trivial problem. 
A second problem with landmarks is data association. Even if the landmarks 
can be defined and detected in a meaningful way, the system must uniquely identify 
each landmark, and not confuse one landmark with another. Incorrect data 
association can be a serious issue in an Extended Kalman Filter-based mapping 
system (Neira and Tardos 2001). Particle filter SLAM can be implemented to model 
multiple possible data associations at once, with different samples providing different 
data association beliefs (Montemerlo and Thrun 2003), which provides robustness 
against incorrect data association, but correspondingly causes the sample space to 
increase in size.   
An alternative formulation of the problem does not extract landmarks from the 
robot’s sensor data. Consistent pose estimation (Gutmann and Konolige 1999) – also 
known as pose graph optimisation or pose graph SLAM – uses laser range finders to 
capture a scan of the environment at each time step (Lu and Milios 1997, Gutmann 
and Konolige 1999, Montemerlo and Thrun 2006). Nearby scans are then matched 
and aligned by minimising the distance between the data points in each complete 
scan. The results are used to correct for the errors in the robot pose, thereby avoiding 
landmark extraction but still providing odometry correction. 
2.2.4 Graphical solutions to localisation and mapping 
Frame-to-frame matching of laser scans for localisation and mapping naturally 
takes a graphical form; each robot pose and the associated laser scan is represented 
by a node, and the edges are links between the robot poses with metric constraints 
based on odometry information and laser scan alignment results. As a result, graph-
based techniques can be applied to these maps to minimise error correction and there 
are many graph-theoretic optimisation tools to use, such as that presented in 
(Golfarelli et al. 1998), where the edges of the graph can be imagined as springs 
whose elasticity is proportional to the error in the measurement represented by this 
edge. When a new measurement is made, the new information provided by this 
measurement propagates throughout the interlinked springs and the whole system is 
adjusted accordingly.    
 Chapter 2: Literature Review 39 
A graphical optimisation can equally be applied to landmark-based mapping as 
well as scan-matching approaches (Thrun and Montemerlo 2006, Kaess et al. 2008). 
In a landmark-style graph, the nodes represent robot poses and landmarks, and the 
edges are the measurements linking each of these. Each robot position is linked to the 
previous robot position, and is also linked to all the landmarks observed from that 
position. The edges in the graph linking the robot positions and landmark 
observations represent constraints from odometry information and sensor data from 
the robot, as they do for the scan-based approaches. 
Many implementations of graph-based SLAM optimisations exist, including 
conjugate gradient (Konolige 2004), GraphSLAM (Thrun and Montemerlo 2006), 
stochastic gradient descent (Olson et al. 2006, Grisetti et al. 2009), SAM  (Dellaert 
and Kaess 2006), iSAM (Kaess et al. 2008), HOG-MAN (Grisetti et al. 2010), Sparse 
Pose Adjustment (Konolige et al. 2010), and g2o (Kummerle et al. 2011). 
2.2.5 Summary 
This section has provided a brief overview of Simultaneous Localisation and 
Mapping. The solutions to SLAM include parametric solutions such as extended 
Kalman filters, non-parametric solutions such as particle filters, and graphical 
optimisation techniques. Many techniques that are used in traditional SLAM are also 
applicable to vision-based localisation, including Bayesian probabilistic models 
(Cummins and Newman 2008), particle filters (Liu and Zhang 2012), landmark 
based mapping (Se et al. 2002) and graphical models (Konolige and Agrawal 2008, 
Konolige et al. 2010). However, there are also different techniques for vision-based 
localisation that reflect the different capabilities of the sensor. Appearance-based 
localisation is a vision-specific technique used throughout this thesis, and is 
introduced in Section 2.3. 
2.3 APPEARANCE-BASED LOCALISATION USING VISION 
SLAM frameworks that extract sensor data from visual imagery have become 
increasing popular with the availability and cheapness of cameras. Many of the 
techniques described in Section 2.2, although primarily intended for range-based 
sensors, have also been applied to robots that use vision as a sensor. Image data from 
cameras is not a natural source of geometric landmarks – “the essential geometry of 
the world does not ‘pop out’ of images the same way as it does from laser data” 
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(Neira et al. 2008). However, if stereo vision is used, landmark-based SLAM (Se et 
al. 2002) or frame-to-frame matching (Konolige and Agrawal 2008, Konolige et al. 
2010) can be performed. If only a monocular camera is available, any calculations 
about the structure of the world must be performed indirectly via tracking of image 
features such as patches (Davison et al. 2007, Klein and Murray 2007), and whole 
image alignment (Newcombe et al. 2011). These techniques can perform 6DOF 
camera tracking in real-time (30Hz) but are generally intended for small volumetric 
areas, while semi-dense depth maps (Engel et al. 2014) can be used to perform real-
time monocular SLAM along paths up to 500m long. 
Localisation using image data can also be appearance-based. Appearance-
based localisation focuses on how a location appears, with minimal use of structural 
information. In other words, an appearance-based localisation system “model[s] the 
data directly in the visual domain (instead of making a geometric model)” (Krose et 
al. 2001). Appearance-based localisation is particularly appropriate for systems that 
use sensor data from monocular cameras, which are not a natural source of structural 
information.  
Appearance-based localisation is typically less precise in terms of metric 
accuracy than other approaches, such as those generated using range sensors such as 
lasers, which can achieve path repetition results of centimetre accuracy or better 
(Sprunk et al. 2013). However, it has other advantages, such as the potential to 
perform localisation over a much larger area than a dense metric map. Whilst metric-
based and laser-based SLAM systems have been used effectively in long-term 
experiments (over days, or weeks) requiring autonomous navigation (Marder-
Eppstein et al. 2010, Biswas and Veloso 2013), the systems are generally in 
enclosed, indoor environments. Image-based localisation can be performed 
efficiently over much larger areas: localisation has been demonstrated over a city 
(Schindler et al. 2007) and over a path of 1000 km (Cummins and Newman 2011). 
The remainder of this section introduces some methods of appearance-based 
localisation. Section 2.3.1 discusses common approaches to extracting information 
from images. Once processed, images must be compared and the likelihood of place 
matches based on this information determined, and Section 2.3.2 presents some 
methods of generating appropriate likelihoods.  
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2.3.1 Image descriptors 
There are a number of ways to process images in order to extract information. 
Visual SLAM systems can use either global or local image processing methods to 
extract information from images (Figure 2.5). Local feature methods select specific 
interest points in the image to describe it, and extract the parts of the image around 
the interest points to form local features. A two-step process is required – first a 
detection phase selects interest points or keypoints within the image. The regions of 
the image around these keypoints are passed to the second description phase. Global 
image descriptors do not require a detection phase, but instead describe the whole 
image (and so are also known as whole-image descriptors). 
 
Figure 2.5. Local and global image descriptors. Local feature methods represent an image by first 
detecting and then extracting interest points in the image (a). Whole-image methods do not have a 
detection step, but extract information from the image in a predefined manner (b). 
This section describes some popular local-feature and whole-image descriptors. 
It also explains how to compare the resultant descriptors using a bag-of-words model 
for local feature descriptors and various comparison metrics for whole-image 
descriptors.  
Local feature descriptors 
Computer vision research has generated a large number of feature extraction 
and description methods that are used for localisation. For example, Scale-Invariance 
Feature Transforms (SIFT) (Lowe 1999) are a popular method of local feature 
extraction and many localisation systems use SIFT as an image descriptor (Se et al. 
2002, Košecká et al. 2005, Newman and Kin 2005, Wang et al. 2005, Gil et al. 2006, 
Angeli et al. 2008, Angeli et al. 2008).  
(b) Global descriptors (a) Local descriptors 
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There are many other local feature extraction methods that have been used for 
robot localisation. For example, Ho and Newman (2007) use Harris affine regions 
(Mikolajczyk and Schmid 2001), Murillo, Guerrero et al. (2007) and Cummins and 
Newman (2011) use Speeded-Up Robust Features (SURF) (Bay et al. 2008), while 
FrameSLAM (Konolige and Agrawal 2008) uses CenSurE (Agrawal et al. 2008). 
Since local feature extraction consists of two steps – detection followed by 
description – it is not uncommon to combine different techniques for each – for 
example, Mei, Sibley et al. (2009) use the extraction technique FAST (Rosten and 
Drummond 2006) to find keypoints in the image, which are then described using 
SIFT. Similarly, Churchill and Newman (2013) use FAST extraction combined with 
BRIEF description (Calonder et al. 2012). 
Image comparison using local feature descriptors 
A visual place recognition system must compare observations together to 
determine the most similar images. If local feature descriptors are used, then the 
features in each image must be matched to the features in the other images, and there 
are indexing and matching methods to improve the efficiency of this process (Lowe 
1999). The bag-of-words model (Sivic and Zisserman 2003, Fei-Fei and Perona 
2005) is a popular way to translate local features into a global description of an 
image. Localisation systems that use the bag-of-words approach include (Wang et al. 
2005, Cummins and Newman 2007, Filliat 2007, Ho and Newman 2007, Angeli et 
al. 2008, Cummins and Newman 2011). 
The bag-of-words model partitions a feature space into visual “words”. SIFT or 
SURF features are commonly used to provide the underlying feature space, but any 
feature descriptor methodology can be used. For each image, every feature is 
assigned to a particular word, ignoring any geometric or spatial structure, thereby 
allowing images to be reduced to binary strings (or histograms) of length n (where n 
is the number of words in the vocabulary).  Images can then be compared efficiently 
using binary string comparison or histogram comparison techniques. 
Whole-image descriptors 
Whole-image (or global) descriptors used in early research included colour 
histograms (Ulrich and Nourbakhsh 2000) and descriptors based on principal 
component analysis (Krose et al. 2001). Lamon, Nourbakhsh et al. (2001) use a 
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variety of image features (such as edges (Canny 1986), corners (Harris and Stephens 
1988) and colour patches) combined into a global fingerprint of a location. By 
ordering these features in a sequence between 0° and 360°, place recognition could 
be reduced to string-matching.  
A popular whole-image descriptor is GIST (Oliva and Torralba 2001, Oliva 
and Torralba 2006) which has been used for localisation on a number of occasions 
(Murillo and Kosecka 2009, Siagian and Itti 2009, Singh and Kosecka 2010, Liu and 
Zhang 2012). GIST uses Gabor filters at different orientations and different 
frequencies to extract information from the image. The results are averaged to 
generate a compact vector that represents the “gist” of a scene. 
Whole-image descriptors can also be generated from local feature descriptors 
by pre-defining the keypoints in the image (for example, using a grid-based pattern 
as in Figure 2.6) and then using the chosen feature description method on the pre-
selected keypoints. Badino, Huber et al. (2012) used whole-image descriptors based 
on SURF features (known as WI-SURF) to perform localisation and Sunderhauf and 
Protzel (2011) used BRIEF features (Calonder et al. 2012) in a similar whole-image 
fashion. 
 
Figure 2.6. Generating whole-image descriptors from local features. Local feature descriptors such as 
BRIEF or SURF can be converted into whole-image descriptors by pre-defining keypoints in an image 
(shown here as red dots) rather than using an interest point detector. 
In general, whole-image descriptors are more susceptible to change in the 
robot’s pose than local descriptor methods, as whole-image descriptor comparison 
methods tend to assume that the camera viewpoint is similar. The assumption of 
similar viewpoint can cause difficulties when using omnidirectional or panoramic 
images, and when approaching a scene from a new direction. This problem can be 
somewhat ameliorated by the use of circular shifts as in (Milford and Wyeth 2008, 
Murillo et al. 2013) or by combining a bag-of-words approach with a GIST 
descriptor on segments of the image (Murillo and Kosecka 2009, Murillo et al. 
2013).  
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Image comparison using whole-image descriptors 
Comparison of whole-image descriptors is more straightforward than local 
feature descriptors as each image is represented by a single whole-image descriptor, 
and each whole-image descriptor consists of an N-dimensional vector, where N is a 
pre-defined size. Two images descriptors can be compared using an element-wise 
distance metric. The distance metric depends on the choice of descriptor, but a 
single-valued comparison metric like an L1 distance (Equation 13) or L2 distance 
(Equation 14) can be used for real-valued descriptors such as GIST or WI-SURF, 
while a Hamming distance (Equation 15) can be used for a binary descriptor such as 
BRIEF or BRISK. In Equation 15 the symbol ⊕ represents the XOR operation 
between bits bi(n) and bj(n).  
dij = ∑
=
N
n 1
ri(n) - rj(n) 
  
(13) 
dij = ∑
=
N
n 1
(ri(n) - rj(n))2 
  
(14) 
dij = ∑
=
N
n 1
(bi(n) ⊕ bj(n)) 
  
(15) 
This section has provided an overview of some of the most popular approaches 
for image description for place recognition, although many other image descriptors 
exist. These methods provide mechanisms for comparing image data, and thus 
presenting data about how an image is similar or different from another image. 
However, the information about similarity needs to be converted into a reasonable 
belief about place matching. The creation of belief models is the key focus of 
Chapters 4 and 5 of this thesis, and the next section discusses methods for 
undertaking this belief generation step. 
2.3.2 Place recognition and localisation 
Regardless of the image processing and comparison methods selected, the 
comparison metrics need to be converted to a belief function; that is, a measure of 
likelihood as to whether two locations are the same place needs to be defined. Place 
likelihood matching can be performed in many different ways – for example, if 
multiple streams of data are available a voting scheme (Ulrich and Nourbakhsh 2000, 
Košecká et al. 2005, Wang et al. 2005) can be used. If a system uses the bag-of-
 Chapter 2: Literature Review 45 
words model (Sivic and Zisserman 2003, Fei-Fei and Perona 2005), inspired as it is 
by text-based document analysis, it may use the related Term Frequency-Inverse 
Document Frequency (TF-IDF) score (Mei et al. 2010, Galvez-Lopez and Tardos 
2011, Nicosevici and Garcia 2012). The TF-IDF score for word nki  in image zk is 
given by: 
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(16) 
Here W represents the numbers of words in the vocabulary, and N represents 
the number of observations. The image zk can then be represented by the TF-IDF 
vector: 
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Two observations can then be compared by computing the dot product between 
their TF-IDF vectors. 
A probabilistic calculation can also be used to compute place matching 
likelihood. As for conventional SLAM, most probabilistic systems use a calculation 
based on Bayes theorem. This calculation is similar to that expressed in Equation 5, 
except that the system does not explicitly consider a landmark map:   
p( Li | z0:k ,u0:k ,L0 ) = ),,|(
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Early examples of appearance-based probabilistic localisation used Gaussians 
to represent probability (Vlassis and Krose 1999), or a mixture of Gaussians 
combined with Expectation Maximisation (EM) (Vlassis and Krose 1999), or a 
Gaussian kernel (Ripley 1996) with Parzen smoothing (Krose et al. 2001). Other 
choices for the observation likelihood include the use of TF-IDF for the observation 
likelihood, if a bag-of-words model is being used (Angeli et al. 2008, Angeli et al. 
2008). Siagian and Itti (2007, 2009) use Monte Carlo Localisation (MCL) with two 
observation update steps each with an independent observation likelihood, one based 
on the segment likelihood and one based on the object likelihood. Garcia-Fidalgo and 
Ortiz (2013) use the observation likelihood that relates the number of feature 
matches (#matches) between two images to the overall number of features in the 
image (#features), scaled by a normalising constant η: 
 46 Chapter 2: Literature Review 
p( Zk | Li ) = η
features
matches
#
#  (19) 
The observational likelihood can also be computed via a data-driven approach. 
A data-driven approach using a local feature descriptor is used by FAB-MAP 
(Cummins and Newman 2007, Cummins and Newman 2008, Cummins and Newman 
2011). FAB-MAP uses a bag-of-words model with SIFT or SURF features for image 
description and calculates word distinctiveness during a training phase. As a bag-of-
words model may have many words (Cummins and Newman (2011) use FAB-MAP 
with 100,000 words) it is necessary to approximate the full joint probability 
distribution of observation Zk = {z1,z2,…,zN} being observed at location Li: 
p( Zk | Li ) = p( {z1 , z2 ,…,zn} | Li ) (20) 
by a Chow-Liu tree (Chow and Liu 1968). This reduces the full distribution in 
Equation 20 to the approximation: 
p( Zk | Li ) = p( zroot | Li )∏
=
n
j 2
p( zj | zj ,Li ) 
(21) 
In Equation 21 zroot is the root node of the Chow-Liu tree, and zp(j) is the parent 
of zj in the Chow-Liu tree.   
FAB-MAP considers not only whether two locations are similar (in the sense 
that they have many visual words in common), but also whether they are distinctive 
(that is, whether the words in common are sufficiently rare). As a result, if two 
locations look similar but the words that appear are frequently observed, FAB-MAP 
will generate a low matching probability. FAB-MAP achieves this by using the 
denominator p( Zk | Z0:k–1 ) as a normalising constant that is calculated over the set M  
of all previously seen locations and the set M  of all locations that have not yet been 
visited (Equation 22). The latter cannot be known, but can be approximated by 
undertaking random sampling from the Chow-Liu tree.  
p( Zk ) = ∑
∈Mm
p( Zk | Lm )p( Lm ) + ∑
∈Mm
p( Zk | Lm )p( Lm ) (22) 
The probability ∑
∈Mm
p( Lm ) that the robot is at a location that has not yet been 
observed is a FAB-MAP parameter that is set by the user. In this way the algorithm 
produces a distribution, not only over whether the current location can be matched to 
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a previous location, but also whether it is more likely that the current location is 
actually a new, unmapped location.   
The mapping framework CAT-SLAM (Maddern et al. 2011, Maddern et al. 
2012) extends FAB-MAP by including path information to improve loop closure 
ability. CAT-SLAM uses appearance-based location matching similar to FAB-MAP 
but also exploits information about the robot’s trajectory to match sequential 
locations together along the same path. Possible robot locations are sampled using a 
Rao-Blackwellised particle filter where the particles are weighted according to both 
sequential appearance matching and the similarity of the robot’s motion to its 
previous path. Unlike the particle filters used for SLAM (Section 2.2.2) where the 
state space is a combination of the robot trajectory, the landmark map, and (in some 
cases) the data association between landmarks, the CAT-SLAM particles represent 
estimates of the current pose of the robot. However, the current pose is constrained to 
be the most likely place on the robot’s previous trajectory. CAT-SLAM can match 
locations on the robot trajectory for which appearance data has not previously been 
captured, by using appearance data from nearby locations. A simple linear 
interpolation between two observations provides a model of any unobserved location 
between them.   
Whole-image descriptors are generally compared using a single-valued 
comparison metric such as an L1 or L2 distance and so generate a one-dimensional 
probability distribution. An example using the image descriptor WI-SURF (Badino et 
al. 2012) is shown in Figure 2.7. WI-SURF describes the entire image using a single 
SURF descriptor, and the observation likelihood p( zk | xk ) can be represented by a 
chi distribution. 
 
Figure 2.7. An observation model for a whole-image descriptor. This plot shows the relationship 
between observation distance zD and matching probability for WI-SURF (after (Badino et al. 2012)). 
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A data-driven approach requires a pre-deployment training phase to discover 
the necessary data. This training phase is environment-dependent and needs to be 
tailored to the relevant environment. If a bag-of-words model is used, an offline 
dictionary generation phase is typically required (although online codebook 
generation has also been demonstrated (Nicosevici and Garcia 2012)) and the 
generation phase can double as the probability model training phase (Cummins and 
Newman 2008). A data-driven approach provides a means of generating 
environmentally appropriate probability models and, in combination with a Bayesian 
calculation of location probability, has been shown to provide superior performance 
to other non-probabilistic methods such as TF-IDF (Cummins and Newman 2011, 
Stumm et al. 2013). 
Because camera-sensor, appearance-based localisation methods can operate in 
large, outdoor, unstructured environments, the systems are susceptible to the natural 
perceptual change that occurs in such environments, due to natural phenomena such 
as the day-night cycle, seasonal changes and weather events. Appearance-based 
systems are not robust to such changes, as even quite rapid changes can change the 
appearance substantially (see Figure 2.8). In the next section, some proposed 
approaches to managing this problem are surveyed. 
 
Figure 2.8. A location can look very different at different times.  The appearance change can be 
caused by lighting, seasonal or weather changes (Images © Brisbane Storm Chasers 
www.bsch.com.au). 
2.4 LOCALISATION IN CHANGING ENVIRONMENTS 
The image comparison methods discussed in Section 2.3 assume that the 
appearance of the world does not change significantly over time. If a location does 
not retain a degree of similarity according to the chosen image description method, 
the localisation calculations will fail. This section discusses techniques that have 
been used to improve image matching over changing environments, particularly 
those caused by lighting change, weather conditions and seasonal variation. Section 
2.4.1 discusses attempts to find image processing and description methods that are 
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robust to change, and Section 2.4.2 presents learning methods for localising in 
changing environments. 
2.4.1 Image processing in changing environments 
Existing image description methods have been tested to determine their 
robustness to illumination and other change (Valgren and Lilienthal 2007, Valgren 
and Lilienthal 2010, Krajnik et al. 2013, Ranganathan et al. 2013, Ross et al. 2013). 
In general, local feature descriptors such as SIFT (Lowe 1999) and SURF (Bay et al. 
2006) are not robust over extreme changes in appearance (Valgren and Lilienthal 
2007, Furgale and Barfoot 2010, Milford and Wyeth 2012, Neubert et al. 2013).  
If local feature descriptors are used, two possible failure modes can arise 
(Ranganathan et al. 2013). The first failure is that features may not be detected on the 
image at the same location at different times. The second failure is that the descriptor 
values may have changed a great deal, even if the detector fires at the same location. 
The use of geometric constraints can reduce the impact of the second issue (Konolige 
and Agrawal 2008, Newman et al. 2009, Paul and Newman 2010, Valgren and 
Lilienthal 2010, Cadena and Neira 2011, Cummins and Newman 2011). Feature 
geometry information can be extracted from laser scan information, 3D stereo 
information, or epipolar constraints. Augmenting visual matching with data about the 
geometry of the scene improves its robustness over a wider range of lighting 
conditions. However, this approach still requires a degree of similarity between the 
observations, and so is not feasible in situations of extreme change.  
Whole-image descriptors have been used in systems that demonstrate 
robustness against environmental change (Milford and Wyeth 2012, Milford et al. 
2013). However, as for other description methods, too drastic a change in appearance 
will cause system failure (Siagian and Itti 2009). As noted in Section 2.3.1, whole-
image descriptors also suffer from the additional problem of sensitivity to viewpoint 
change (Sünderhauf et al. 2013).  
Because of the immediacy of the lighting variance problem, substantial 
research has been dedicated to ameliorating the effects of this particular global effect, 
with some notable success. Some feature descriptors have been shown to be more 
robust to lighting change (edge features are such an example) and these descriptors 
can be used in appropriate environments. Nuske, Roberts et al (2009) used line-based 
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localisation to localise against an existing map with a fish-eye camera and tested it in 
an outdoor industrial area under various lighting conditions across times of day from 
7:00 to 17:00. Borges, Zlot et al (2010) extended this system to generate its own edge 
map using 3D laser data for localisation. However, line-based localisation is only 
appropriate for certain environments: generally, those containing buildings and other 
man-made objects can be effectively mapped using line-based systems. 
Techniques such as shadow removal (Corke et al. 2013) and the use of an 
illumination invariant colour space (McManus et al. 2014) can lessen the effects of 
these specific sources of appearance variability. Alternatively, a hardware-based 
solution to place recognition in variable lighting conditions can be used. For 
example, scanning laser-rangefinders (McManus et al. 2013) create camera-like 
images that are not affected by the illumination of the scene. This solution has the 
advantage of being applicable at night in complete darkness, although new problems 
are introduced, such as distortion caused by the vehicle motion during the laser 
scans, and sensor expense. A long-wave infrared thermal imaging camera is another 
novel sensor that can be deployed in a manner similar to a standard camera but which 
responds differently to lighting variance (Maddern and Vidas 2012) and can provide 
improved place recognition at night-time when visible light cameras fail. However, 
thermal cameras are typically more expensive than standard visible light cameras.  
2.4.2 Learning for improved localisation 
The methods described in Section 2.4.1 depend on hand-crafted approaches to 
managing environment change, and require an element of prior knowledge about the 
kind of changes that will be experienced by the robot. The methods described in this 
section are data-driven – they depend on the system inferring information from a 
training set or sensor data. These methods fall into two categories. The first category 
looks at how tools and models that were previously generated prior to deployment – 
such as the bag-of-words model – can be generated online in order to improve 
robustness to change. The second category looks specifically at learning about 
appearance change, using image data from the environment to predict how a location 
might appear at a different time.  
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Online model generation 
A localisation system that operates in a changing environment must be flexible 
to change without requiring prior information about what change has occurred. The 
aspects of a localisation system that are pre-defined and remain static, like a bag-of-
words segmentation of a feature space, risk becoming obsolete over a long-term 
deployment in a varying environment. For this reason, online versions of existing 
static tools, like the online visual vocabulary proposed by Nicosevici and Garcia 
(2012) are becoming increasingly significant. 
It is important for a system to learn about the environment in order to improve 
its ability to reason about localisation. For example, FAB-MAP minimises perceptual 
aliasing by determining the distinctiveness of a place (as well as the similarity of two 
observations) (Cummins and Newman 2008). FAB-MAP is able to approximate an 
average place by randomly sampling from a data set. Paul and Newman (2011, 2013) 
propose an iterative approach to generating such a sampling set that is representative 
of the true distribution of the world. Latent Dirichlet Allocation (LDA) (Blei et al. 
2003) is used to cluster images into major topics that summarise how the world 
appears, and the system learns incrementally: after each deployment a better 
sampling set is created as the system incrementally learns about the world.  
Learning about appearance change 
A localisation system can attempt to learn a particular appearance. This 
learning is founded on the assumption that some aspects of the perceptual change 
occur globally across the environment and can be generalised from one area to 
another. This assumption has been tested by observing static webcams from different 
locations (Jacobs et al. 2007, Abrams et al. 2011). Jacobs, Roman et al (2007) used 
an SVD decomposition to extract the most significant transformations across time, 
and showed the principal component coefficients were similar across different 
places. Furthermore, a principal component basis was computed from a training set 
of locations, and could be used to encode previously unseen locations with only a 
small loss of accuracy. 
Predicting change can involve either a temporal generalisation – predicting 
appearance at a previously unseen time – or a spatial generalisation – predicting 
appearance at a previously unseen location. Johns and Yang (2013) perform temporal 
generalisation using feature co-occurrence maps generated during five training runs 
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on a 20 km urban road-based dataset between 14:00 and 22:00. Localisation can then 
be achieved on the same route at times between the five runs. However, this system 
requires dense training runs at times on either side of, and in relatively similar 
conditions to, the test run, and does not generalise to other locations. 
An example of spatial generalisation is presented in (Neubert et al. 2013). In 
this system, training data across seasonal changes is used to generate a superpixel 
vocabulary and a “dictionary”. This dictionary can be used to translate a visual word 
seen one season to its matching appearance during another season.  
2.4.3 Topological approaches for changing environments 
When the appearance of an environment is changing, appearance-based place 
matching becomes less reliable and the relative topological structure of an 
environment becomes more important. Sequences of images can be used to match 
locations despite changes in lighting and weather conditions, or poor visibility 
(Badino et al. 2012, Milford and Wyeth 2012). Sequential information can also be 
modelled as a network flow (Naseer et al. 2014), that finds the least cost path through 
the observation data.  
The sequence-based approach can operate reliably in these conditions because 
it does not require the image comparison step to achieve 100% correctness – so long 
as the correct location is more similar than an incorrect location sufficiently 
frequently the sequence filter can identify the path (Milford et al. 2013). However, a 
better visual front-end will significantly improve the overall performance of the 
system (Pepperell et al. 2013), and will reduce the length of time the sequences need 
to overlap before successful place recognition occurs. 
2.5 MAPPING FOR CHANGING ENVIRONMENTS 
While this thesis has a focus on place recognition rather than specific map 
building, it is important to consider the different approaches to mapping and how 
these can influence and impact the ability of the system to perform place recognition. 
If an environment is changing, then the map generated needs to be fluid and flexible, 
and change as the robot experiences it. Thus changing environments require new 
techniques to managing the relevant data. 
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2.5.1 Remembering and forgetting data 
When representing a location in a dynamic environment, the representation 
needs to be updated as new observations are obtained by the robot localisation 
system. A balance has to be found between using recent observations to overwrite 
obsolete information, and not allowing fleeting events to overwrite the status quo. 
However, it is difficult to determine which events are transient and which are worth 
remembering. Drawing inspiration from concepts in neuroscience, (Biber and 
Duckett 2005) refers to this as the stability-plasticity dilemma. Biological brains can 
also inspire solutions for coping with this dilemma: concepts such as sensory 
memory, short-term memory and long-term memory found in human memory 
models have been co-opted to create decision models for remembering and 
forgetting. 
One biologically inspired mapping system passes sensor information through 
an analogue of sensory memory to short-term memory and long-term memory 
storage areas (Dayoub and Duckett 2008, Dayoub et al. 2011, Morris et al. 2014). A 
selective attention mechanism decides which information will be upgraded from 
sensory memory to short-term memory, based on information from the long-term 
memory. Then a rehearsal mechanism is used to determine which information will be 
transferred from short-term to long-term memory. Using attention and rehearsal 
mechanisms ensures that more persistent, stable and frequently occuring features are 
remembered, whilst transient features are forgotten. Elements must be seen and 
recognised sufficiently often before they are considered for promotion to a higher 
level of memory. Furthermore, obsolete features are slowly filtered out of the long-
term memory. There is a complementary problem of which elements to ‘remember’, 
which typically uses similar criteria (Bailey 2002, Dayoub and Duckett 2008) to the 
forgetting process.  
Andrade-Cetto and Sanfeliu (2002) require that features need to be trustworthy 
and reliable as well as up-to-date in order to be retained, while Bailey (2002) 
considers a usefulness criteria based on visibility – a feature that can be blocked by 
other elements of the environment is liable to suffer from occlusion errors and be 
less-useful in the future. Similarly, a quality measure can be applied to a bag-of-
words model of image representation to determine useful features to retain (Hafez et 
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al. 2013, Johns and Yang 2013). Feature distinctiveness and reliability are both 
considered when generating a model of a location. 
Typically the changing of belief around the world occurs within a location 
representation. However, an early paper by Yamauchi and Beer (1996) presents a 
model of topological mapping where the links between places also adapts over time 
according to new information. A topological graph (or adaptive place network 
(APN)) consists of a set of place units as its nodes and a set of place links as its 
edges. Each place link connects two place units, and contains both the approximate 
distance between the two place units, and the confidence in this particular link. Each 
time the robot travels along this link, the distance information is updated (at a certain 
learning rate) and the confidence level is altered according to whether a link was 
successfully or unsuccessfully traversed.   
2.5.2 Multiple representations of location 
Not only do places change in appearance over time, but they may also change 
in a cyclic manner that cannot be represented by a single description. During a two-
week office-based experiment (Milford and Wyeth 2010), it was noted that “[t]he 
weakness is that the system deals rather inefficiently with cyclic changes such as 
day–night time cycles. Over a full night of operation, the pruning process gradually 
develops the experience map representation into one suited to localization at night 
time, somewhat hindering localization in the morning.” 
Submapping approaches can be used to represent a changing environment. 
Originally proposed to reduce the computational demands of large-scale metric maps 
(Chong and Kleeman 1999, Bosse et al. 2004), submaps also provide a method of 
managing the problem of changing environments. Stachniss and Burgard (2005) 
recognise that certain areas (such as doorways) may exhibit more change than the 
rest of the environment and that many areas only possess a few key configurations 
(for example, a door may be open or closed) so the world can be described 
sufficiently accurately using a finite number of submaps. Each region in which 
dynamic activity is observed is segmented from the rest of the map in a submap. 
Fuzzy k-means clustering is used with the Bayesian Information Criterion to 
determine the optimal number of typical configurations of this area. Using submaps 
to segregate dynamic areas allows multiple environmental configurations where 
necessary whilst keeping the map manageable.   
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Elements of a scene that are moving when the robot observes them must be 
detected and (frequently) removed (Dong et al. 2007, Wang et al. 2007). It is also 
useful to recognise what features have appeared or disappeared in a scene since a 
previous visit and update the map accordingly (Biswas et al. 2002, Wolf and 
Sukhatme 2005). However, sometimes semi-static elements that are not obviously 
moving but appear and disappear over time are temporarily useful for localisation in 
specific parts of an environment (Meyer-Delius et al. 2010). In a car park building, 
the static elements (the walls) can be far away and not particularly distinctive, and so 
are not useful for localisation. On the other hand, the semi-static elements (the 
parked cars) are many and relatively distinctive, and can be used for localisation for a 
matter of hours or a day, before being forgotten and replaced. A maximum likelihood 
estimate is generated over the trajectory of the robot, and temporary maps are created 
when the robot observations do not match the expected results of the provided static 
map. The temporary maps will be discarded when they fail to adequately match the 
robot observations over multiple consecutive time steps.  
A mapping system can also use multiple maps of the same environment, each 
of which remembers a different timescale (Biber and Duckett 2005, Biber and 
Duckett 2009). Some of these maps represent short-term memory and are updated 
frequently whilst others are analogous to long-term memory and are not updated for 
hours, days, or weeks. Keeping maps that update at different timescales ensures that 
old mapping data is not immediately overwritten by a temporary change in the 
environment. Instead the most static elements will get reinforced over time, whilst 
transient events are filtered out. Localisation is performed using whatever local map 
best fits the current sensor data. Another recent approach is to use spectral analysis 
such as Fourier analysis to identify and predict periodic trends in the data (Krajnik et 
al. 2014). This work assumes that the environment’s appearance is affected by a 
series of hidden periodic processes, and attempts to model these processes in order to 
predict the likely appearance of a location at a particular time in the future. 
Probabilistic approaches can also be used to model a dynamic environment 
(Saarinen et al. 2012, Tipaldi et al. 2012, Saarinen et al. 2013, Tipaldi et al. 2013). 
These approaches use an occupancy grid mapping approach – the world is segmented 
into cells, and each cell is modelled independently using a Hidden Markov Model 
(HMM) (Tipaldi et al. 2012, Tipaldi et al. 2013), an independent Markov Chain 
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(iMac) (Saarinen et al. 2012) or a normal distribution transform (NDT) (Saarinen et 
al. 2013). Such approaches allow a temporal representation of a dynamic 
environment, without requiring hard-coded timing updates choices required by 
earlier systems. 
One problem with creating multiple representations of a location is the 
underlying assumption that the robot knows where it is sufficiently well to match 
different representations of the same location together, even if the representations are 
quite visually dissimilar.. A map cannot be correctly updated if the system does not 
know what location to update. In a dynamic environment, it may not be possible to 
know exactly where the robot is and a pragmatic approach needs to be taken to 
generating a map. One approach using a camera-only system that avoids this 
assumption is to generate a plastic map (Churchill and Newman 2012, Churchill and 
Newman 2013) that is built on robot experiences rather than physical locations – that 
is, a new experience is generated each time a robot visits a location that it does not 
recognize as the same place, and localisation occurs within experiences rather than a 
physical or topological space. As a result, the map will implicitly have multiple 
representations of each location, depending on the difficulty of matching at that 
particular location. However, the multiple representations will not necessarily be 
linked together as the same place. 
2.6 DISCUSSION 
This chapter has presented a survey of the research applicable to robot 
localisation using vision in changing environments. The field of localisation is well 
established, and has a rigorous theoretical basis that is grounded in Bayesian 
probability theory, as well as experimental proof in long-term and long-distance 
experiments. Appearance-based localisation using vision is of particular relevance to 
this thesis, and has been tested on numerous occasions using many different 
configurations.  
The study of appearance-based localisation in changing environments is less 
well-established, but tools are being rapidly developed, with a number of approaches 
improving different facets of the problem. The work in this thesis is inspired by the 
research described in this chapter, particularly the following areas: 
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• The plastic maps discussed in Section 2.5.2 (Churchill and Newman 2012) 
display a pragmatic attitude to place recognition; in a changing 
environment, visual front-ends will inevitably and unavoidably fail to 
recognise a place. As a result, there will be multiple robot experiences 
spanning a spatial location. However, in many cases these experiences will 
be clamped at the start and finish by locations that the visual localiser 
successfully matched. In Chapter 3 we investigate whether we can use 
odometry-driven inference to link the experiences, in a probabilistic 
manner, to a single physical location over short paths.  
• The success of sequence-based systems such as SeqSLAM (Milford and 
Wyeth 2012) demonstrate the importance of topological information for 
successful localisation in perceptual varying locations (Section 2.5.3). 
However, other research has clearly shown the power of probabilistic 
localisation over non-probabilistic approaches (Cummins and Newman 
2011, Stumm et al. 2013). In Chapter 4 we adapt probabilistic particle 
filter localisation to combine the robustness of sequential approaches with 
the advantages of probabilistic place recognition. 
• The development of unsupervised, online algorithms for learning is an area 
of research that has implications for many aspects of robotics, including 
localisation. As discussed in Section 2.4.2, the bag-of-words model for 
local feature descriptors is an example of a typically pre-defined static 
object, for which an online version has been recently proposed (Nicosevici 
and Garcia 2012). In Chapter 5 we discuss a similarly online approach that 
generates the observation likelihood p( zk | xk ) required for probabilistic 
calculations. 
• The initial research in this thesis (Chapters 3 – 5) is focused on belief 
formation – taking the provided sensor input and performing place 
recognition with it to the best achievable state. As sequence-based systems 
have shown, it is possible to perform surprisingly good localisation, even 
when the sensor input is poor, but a better quality visual front-end can 
make the process better (Corke et al. 2013, Pepperell et al. 2013). The later 
research chapters of this thesis (Chapters 6 – 7) describe methods for 
improving the matching capability of the visual input. 
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• Chapters 6 and 7 take a data-driven approach to improving condition-
invariance for images, as has been used for online vocabulary generation 
(Nicosevici and Garcia 2012) or sampling set generation (Paul and 
Newman 2013), or the observation likelihood study in Chapter 5.  
• Chapter 6 is concerned with learning about change, and generalising about 
it to previously unseen locations. The method proposed in Chapter 6 has 
similarities to that described in (Neubert et al. 2013). Each system is given 
a training set of image pairs, each pair capturing the appearance of a 
particular location at different times, and learns a transformation from one 
configuration to another. However, the approach in Chapter 6 takes an 
image-based approach, instead of an approach based on superpixels, and 
learns a linear transformation rather than a direct translation. 
• Chapter 7 takes a different approach – instead of learning about change, 
the system learns about conditions that are similar across a number of 
locations, which often include conditions that are susceptible to change. 
The resulting image extraction has parallels to the shadow-invariant 
images achieved by (Corke et al. 2013), although the system proposed here 
takes a data-driven approach, and generalises to a number of different 
environment changes. 
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Chapter 3: Odometry-Driven Inference for 
Online Visual Learning 
A robot operating in an unknown, perceptually changing environment will 
inevitably re-visit locations which it does not recognise, as the locations have 
changed beyond what the robot’s place recognition mechanism can match. However, 
regardless of the nature of the robot’s place recognition system, further information 
about place matches can be inferred using topological and odometry information and 
propagating this information from known place matches. This chapter presents a 
method of performing place recognition using odometry-driven inference. Such a 
method represents a first step towards localising in changing environments, as it does 
not require any advanced or novel image comparison matches, and can be integrated 
with existing visual localisation systems. 
The method computes inferred place matches online by taking occasional 
vision-driven place matches in an environment and interpolating between them using 
dead reckoning. The matches are probabilistically predicted and only those matches 
that are validated using visual loop closures are added to the map. This ensures that 
the dead reckoning estimates, which can be imprecise, will not match incorrect 
locations together. We describe the method used to perform this matching and then 
experimentally test the results. Experiments were performed using CAT-SLAM 
(Maddern et al. 2012) as the underlying SLAM system and SURF features (Bay et al. 
2008) in a bag-of-words model (Fei-Fei and Perona 2005) as the image descriptor. 
The experimental results presented here were published in the Australasian 
Conference on Robotics and Automation (Lowry et al. 2012) and the IEEE/RSJ 
International Conference on Intelligent Robots and Systems (Lowry et al. 2013). 
Section 3.1 by introduces existing methods that perform visual localisation in 
changing environments. Section 3.2 introduces the odometry-driven inference 
system. The odometry-driven inference system is tested in an indoor environment in 
Section 3.3, and in an outdoor environment in Section 3.4. Section 3.5 closes the 
chapter by discussing the odometry-driven inference system, its limitations, and how 
these limitations motivate the research that follows in Chapter 4.  
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3.1 INTRODUCTION 
Change in the appearance of an environment is an issue facing vision-based 
localisation systems operating in real-world environments. Outdoor environments are 
especially challenging for localisation systems due to the many sources of change, 
such as lighting variation (see Figure 3.1). 
 
Figure 3.1.Appearance change in the St Lucia dataset. The same locations in the morning (left) and 
the afternoon (right). 
To be useful for navigation, a localisation and mapping system needs to update 
its stored location appearance data in order to remain relevant and continue providing 
both high precision and sufficient recall over extended periods of time. Furthermore, 
since many environments exhibit cyclic change (for example, between day and night; 
or winter and summer) a map can usefully contain more than a single representation 
of each location.   
A number of vision-based localisation methods allow multiple visual 
representations of the same location. These systems assume that change is gradual 
and thus localisation is always possible (Dayoub et al. 2011) or do not attempt to link 
dissimilar appearances together spatially or topologically, instead performing 
localisation in experience space (Churchill and Newman 2012, Churchill and 
Newman 2013). The goal of this chapter is to link representations of the same 
location together, even when visual localisation fails. 
This chapter demonstrates a method of linking dissimilar appearance 
representations together. This system uses visual loop closure information (when 
available) in combination with knowledge of robot odometry to infer place matches 
using a prediction step followed by a validation step. The prediction step applies a 
probabilistic particle filter method to the robot odometry to infer possible location 
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matches, and the validation step confirms the inferred links when the visual 
localisation system is able to successfully localise (see Figure 3.2).  
 
Figure 3.2. Odometry-driven inference provides a mechanism to link places where visual place 
recognition has failed. The inference system exploits visual matches and dead reckoning information 
to infer place matches between visual loop closures despite visual changes. 
The performance of the method is demonstrated in two studies. The first study 
uses an indoor dataset where parts of the environment experience visual change. This 
pilot study demonstrates the system both correctly linking locations based on dead 
reckoning and not erroneously linking locations when a new path is traversed. The 
second study uses a 14 km outdoor dataset. The odometry inference system increases 
the number of linked locations by an order of magnitude, with the average distance 
error between the linked locations increasing by less than 15%. 
When an environment has changed so much that existing image matching 
techniques fail, it is possible to use topological or sequential data to infer information 
about locations regardless of appearance. Sequences of images have been used to 
match locations despite drastic changes in lighting and weather (Milford and Wyeth 
2012). Topological information can also be used to correct data association errors 
caused by faulty loop closures (Olson and Agarwal 2012, Sunderhauf and Protzel 
2012).   
The system presented in this chapter also uses topological information to infer 
information about locations. This system matches dead reckoning along a robot path 
and uses occasional visual loop closures to determine whether to accept or reject the 
odometry-based inferences, thereby providing a mechanism to generate multiple 
representations of locations within the environment. The odometry-inference system 
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does not perform SLAM, but is intended to work alongside an existing SLAM 
system, enhancing its capability to build persistent, coherent maps. 
3.2 APPROACH 
This section introduces the method for linking visual representations of 
location via odometry-driven inferences and demonstrate its use with the existing 
topological SLAM system CAT-SLAM (Maddern et al. 2012, Maddern et al. 2012). 
Although this odometry-driven inference system was developed to work closely with 
CAT-SLAM, it can be used with other SLAM systems: the only requirements are 
access to odometry and to the reported loop closures of the underlying SLAM 
system.  
The odometry inference system is designed to operate in environments where 
successful visual loop closures are rare due to significant appearance change to the 
environment. Using an odometry-only particle update scheme, the system can 
propagate information from an assured visual loop closure along a known path. The 
knowledge of current location combined with a dead reckoning sensor allows the 
system to continue to predict its location along routes that are visually 
unrecognisable due to environmental change. If these predictions are validated by a 
later visual loop closure, the system map is then updated with the inferred links. 
3.2.1 Initialisation 
The odometry-driven inference system uses a particle filter to predict the 
current robot location when visual information is unavailable. The odometry particles 
are initialised whenever a visual loop closure is reported by the underlying SLAM 
system (see Figure 3.3).  
 
Figure 3.3.Initialisation. When a visual loop closure occurs, particles are selected from the location 
distribution.  
Current robot path Visual loop closure 
Previous robot path Odometry particles 
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These particles represent the localisation probability and are distributed 
according to the reported loop closure position with added Gaussian noise. Each 
particle pi is assigned to a particular spatial location xi and has an associated weight 
wi. The definition of spatial locations is trajectory-based – it is defined relative to the 
robot’s previous trajectory (Maddern et al. 2012). At each time step the robot 
position is updated according to the control input uk. This chapter uses a 3 degree of 
freedom model: 
xi = [yi  zi  θi ] (1) 
uk = [Δyk  Δzk  Δθk ] (2) 
However, each particle is constrained to the robot’s previous trajectory, so at 
each time step, the spatial location xi is the most likely pose on the trajectory relative 
to the current pose. 
3.2.2 Particle propagation and weight updates 
The position xik of each particle pi at time step k is sampled from the motion 
model distribution with probability: 
p( xik | x
i
k–1 ,uk ) (3) 
where xik–1 is the particle position at time step k – 1, and uk is the odometry input (see 
Figure 3.4). The particle weights are updated according to the position likelihood 
from Equation 3: 
wik = w
i
k–1p( x
i
k | x
i
k–1 ,uk ) (4) 
 
Figure 3.4.Propagation. Particle positions are updated according to the odometry input. 
3.2.3 Odometry hypothesis and location prediction 
At each time step, the odometry-only particle filter performs a hypothesis 
calculation that represents the best guess of the inference system as to the current 
Current robot path 
Odometry particles 
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location. Each particle pi is assigned a location hypothesis value determined by the 
sum of all the particle weights within a user-defined radius dodo: 
Pk(pi) = ∑
<− odoij dpp ||
wkj (5) 
This interpretation differs from the standard particle filter approach, in which 
the most likely hypothesis is given by the particle with the highest weight, but 
instead provides a density-based estimation (Silverman 1986, Wand and Jones 1994) 
of the underlying probability density function. The particle pi with the largest Pk is 
considered to be the most likely match:  
Pk = maix P
k(pi) (6) 
The maximum hypothesis value Pk is tested to see if it exceeds a user-defined 
threshold Todo; that is, to see if: 
Pk > Todo (7) 
If Equation 7 holds then pi is a potential candidate for an odometry-inferred 
match (see Figure 3.5). However, this candidate will not be confirmed as a true 
match until the inferred odometry path has been validated by the visual localisation 
system. 
 
Figure 3.5.Prediction. The current location is predicted from the particle distribution.   
3.2.4 Path validation 
Since unrestricted odometry propagation will inevitably lead to inaccurate 
linking, the odometry-only particle filter can only form links when the odometry 
hypotheses are proven to be valid by the visual system. The validation step happens 
at each visual loop closure, and all the odometry hypotheses since the previous loop 
closure are assessed for inclusion in the map (see Figure 3.6).   
Predicted match 
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Figure 3.6. Validation. When a loop closure occurs, if the prediction location matches the actual 
(visually confirmed) location, the predicted path between loop closures is validated.  The particles are 
then re-initialised (as in Figure 3.3) and the process repeats. 
The path validation process is as follows. Suppose LC is the spatial location of 
the visual loop closure. The hypothesis calculation from Section 3.2.3 is repeated, 
but comparing the odometry particles against the successful loop closure: 
Ppath = ∑
<− pathj dLCp ||
wj 
(8) 
As for Pk, Ppath must be greater than a certain user-defined threshold value: 
Ppath > Tpath (9) 
If Equation 9 holds, then we consider that the odometry inference system has 
correctly predicted the robot’s path. The inferences that successfully passed the 
validation step described in Section 3.2.3 are accepted as true map links.  If Ppath does 
not exceed Tpath, all the odometry inferences from the path section are discarded. 
Regardless of the outcome of the path validation step, the odometry filter will also be 
re-initialised as described in Section 3.2.1 above.   
An assumption implicit in this odometry-driven inference system is that at least 
some visual loop closures can be achieved in parts of the environment. These loop 
closures are then used to validate the intervening odometry-driven inferences. The 
odometry-driven inference process allows the system to match more places than 
standard visual localisation systems: generally, confirmed loop closures are required 
at a specific location before the visual representations at that location will be linked.   
It is not sufficient to assume that two path segments that start and end at the 
same place traverse the same locations in between (see Runs 1 and 2 on Figure 3.7 
for a simple counter-example). However, the odometry inference system also 
requires that Equation 7 holds at each time step as well. This requirement ensures 
that the system maintains a specified level of confidence that the robot is actually 
traversing the same path.  
Validated match 
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The particles in the odometry inference system are deliberately not resampled; 
the success of the odometry system depends on the dead reckoning being sufficiently 
accurate through the whole path segment. If the particles become too diffuse, or the 
systems’s confidence in the knowledge of its position falls too low, the inferred path 
must be abandoned. These strict constraints are necessary to ensure that false inferred 
matches are not added to the map.   
 
Figure 3.7. Robot paths used for testing odometry-driven inference in an indoor office environment. 
Runs 1 and 3 were used to test if the inference system could correctly link locations when visual 
matching failed, and Runs 1 and 2 were used to test whether the inference system incorrectly linked 
locations along path segments that started and ended at the same place.  
3.3 EXPERIMENT 1: INDOOR ENVIRONMENT 
This section presents a proof-of-concept test of the odometry-driven inference 
system, using a robot operating in an indoor environment. This environment had 
been tested using CAT-SLAM and so baseline operation capabilities were known: 
CAT-SLAM achieved recall of over 70% at 100% precision on this environment 
(Maddern et al. 2012) under visually static conditions. These results are considered 
“state of the art” in visual SLAM systems and so form an excellent baseline for 
comparison with the odometry-driven inference results. 
Because the environment was known to be reliable for visual localisation, the 
effect of change in the environment was explored by altering the environment in a 
controlled manner. Two specific experimental questions were asked, namely:  
1. Does odometry-driven inference correctly link locations via odometry 
when visual matching fails?  
2. Does odometry-driven inference erroneously link locations on different 
paths even when the paths start and end at the same place?  
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3.3.1 Testing environment 
The selected testing area was an indoor office environment (see Figure 3.8). A 
sample test path is shown on the floor plan in Figure 3.7. On the first traversal, the 
environment surrounding the robot path was kept clear, whilst on the third traversal 
part of the environment (shaded blue in Figure 3.7) was manually changed by adding 
and removing large amounts of furniture (see Figure 3.8), to test experiment goal (1). 
The second traversal started and ended at the same points as the first and third 
traversals, but took a different path in between, to test experiment goal (2).  
 
Figure 3.8. The indoor office experiment tested the ability of the inference system to infer links 
between places that had visually changed. Panoramic view of a section of the test environment (a); 
test environment with changed furniture layout (b); the Pioneer 3DX data capture platform (c). 
3.3.2 Robot platform and image processing 
The experimental data was collected using an Adept Pioneer 3DX robot (see 
Figure 3.8(c)) driven by remote control.  The Pioneer's wheel odometry was logged 
at 10 Hz. Images were captured at 7.5 Hz using a Basler A310fc camera and a 
panoramic mirror, and were unwrapped to 960 × 240 pixel panoramic view. This 
camera system was chosen to be identical to that used in an earlier experiment 
(Maddern et al. 2012) in order to maintain equivalent baseline operation. To ensure 
sufficient appearance change occurred, the image was restricted to a forward-facing 
patch of 261 × 101 pixels, representing a field of view comparable to many 
perspective cameras of approximately 100° × 45°. This image patch was tested to 
ensure that operation in the static parts of the environment was not significantly 
affected whilst localisation in the altered parts of the environment was sufficiently 
difficult. SURF features (Bay et al. 2008) were extracted from the image patch using 
OpenCV (Bradski 2000) with default parameters. The mean number of features 
extracted was 87, and the standard deviation was 21. The minimum number of 
(a) 
(b) (c) 
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features extracted from an image was 25. Visual comparison was performed using 
FAB-MAP (Cummins and Newman 2008) using a 5000-word codebook generated 
from previous traversals of the same environment.  
3.3.3 Ground truth 
Metric ground truth was provided using data from a Hokuyo URG04LX laser 
scanner logged at 10 Hz. Offline, this data was processed using AMCL (Fox et al. 
1999) via the ROS framework (Quigley et al. 2009). A previously generated 
occupancy grid map was used.  This occupancy grid map was generated using a 
SICK LMS-291 laser scanner, and processed using the Gmapping algorithm (Grisetti 
et al. 2007) to 5cm resolution.  
3.3.4 System parameters  
The key visual algorithm parameters and values for CAT-SLAM were selected 
to mirror published results (Maddern et al. 2012) on the same environment. Table I 
lists the additional parameters required for odometry inference – namely the 
thresholds and distance values for odometry validation. These four new parameters 
(two threshold values and two distance values) have analogues Tk and dk in CAT-
SLAM. Aside from the parameter dpath which was chosen to be 10.0m, the other 
parameters were simply matched to their visual analogue. The number of particles 
was selected to be 1000 for both the visual (Nvis) and the odometry (Nodo) system.  
Table 3.1. Parameters for Indoor Environment 
Parameter name Parameter value 
Todo 0.8 
dodo 1.0 m 
Tpath 0.8 
dpath 10.0 m 
Nvis  1000 
Nodo 1000 
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3.3.5 Results 
As odometry inference is a tool for linking locations based on localisation 
information from an independent source, the focus here is on the connectivity of the 
graph created instead of conventional measures such as precision-recall curves. For 
this reason we measure our results in terms of the number of “possible” matches; that 
is, using the associated ground truth we define all map nodes within dh of each other 
as  “possible” matches, and then see what proportion of possible links are matched 
by either the visual SLAM system or the odometry-driven inference system. 
Linking of visually changed locations 
The results of running odometry inference along the same path through a 
visually changed environment are displayed in Figure 3.9 (this illustration omits Run 
2 for clarity). Of the 499 possible links in this environment, the vision system 
matched 44 (or 9% of the total) with a maximum error of 0.35m and the odometry 
inference system matched 370 (75% of the total) with a maximum error of 0.53m.  
 
Figure 3.9.Visual (red diamond) and odometry-driven (black circle) matches between Runs 1 and 3 
displayed on ground truth path.  Odometry inference links form when the environment has changed 
and visual matching fails.  
Different paths, same end points 
The results of running odometry inference along two different paths that start 
and end at the same points is displayed in Figure 3.10 (this illustration omits Run 3 
for clarity). It can be seen that the odometry-driven inference correctly identifies that 
these two paths take different routes between the start and end points and thus does 
not link them.  This scenario illustrates why a global validation check (using only 
Tpath and dpath) is not sufficient and a probabilistic path prediction technique is also 
required. 
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Figure 3.10.Visual (red diamond) and odometry-driven (black circle) matches between Runs 1 and 2 
displayed on ground truth path. No incorrect odometry inference links are formed between the two 
paths. 
3.4 EXPERIMENT 2: OUTDOOR ENVIRONMENT 
The odometry inference system was also tested on a large, outdoor dataset to 
evaluate the applicability of the algorithm to varied types of environments, and to 
large-scale datasets. This environment was also tested with CAT-SLAM (Maddern et 
al. 2012), which achieved over 20% recall at 100% precision at a single time of day. 
In this experiment we compare localisation capability across different times of day, 
to test the scenario where visual localisation is challenged by changing lighting 
conditions. 
3.4.1 Testing environment 
The outdoor dataset was first presented in (Glover et al. 2010), and provides 
visual and GPS data from a car driven around suburban streets in St Lucia, 
Queensland at multiple times during the day. There is significant appearance change 
in certain parts of the environment, making it an ideal test dataset for the odometry 
inference system. This experiment used a section of this dataset that consisted of four 
visually different but spatially consistent loops around an approximately 3.6 km 
route (see Figure 3.11).   
 
Figure 3.11.Outdoor test environment consisting of a 3.6 km loop around a suburban road network. 
(Imagery ©2012 Cnes/Spot Image, DigitalGlobe, GeoEye, Sinclair Knight Merz & Fugro). 
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3.4.2 Image processing 
The camera data was captured from a forward-facing Logitech QuickCam Pro 
9000 web camera, at 640 × 480 pixel resolution and at an average of 15 Hz (see 
Figure 3.12 for sample images). As for the previous experiment, features were 
extracted from the image using SURF (Bay et al. 2008). 
 
Figure 3.12.Sample images from St Lucia dataset.  Each row represents images captured at the same 
location in the morning (left column) and the afternoon (right column). The change in appearance 
between morning and afternoon can be seen. 
3.4.3 Ground truth 
GPS was logged at 1 Hz and used for ground truth. A simulated odometry 
input was generated using a linear interpolation of GPS data as in (Glover et al. 
2010). 
3.4.4 System parameters 
As for the indoor dataset, the key visual algorithm parameters and values for 
CAT-SLAM were selected to mirror published results on the same environment 
(Maddern et al. 2012) with the exception of the visual hypothesis threshold Th. The 
original experiment was performed at a single time of day (Maddern et al. 2012) and 
used a hypothesis threshold of 0.8. Too few visual loop closures across different 
times of day reached this threshold (on one of the laps no loop closures reached this 
threshold), so Th was lowered from 0.8 to 0.6 to increase the number of visual loop 
closure candidates. Table 3.2 lists the additional parameters required for odometry 
inference and the value used for each parameter in this experiment. As for the indoor 
system, the number of particles was selected to be 1000 for both the visual (Nvis) and 
the odometry (Nodo) system.  
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Table 3.2. Parameters for Outdoor Environment 
Parameter name Parameter value 
Todo 0.6 
dodo 5.0 m 
Tpath 0.6 
dpath 10.0 m 
Nvis  1000 
Nodo 1000 
 
3.4.5 Results 
Figure 3.13 displays the visual and odometry place matches for each loop of 
the dataset. The red circles depict the locations that were correctly matched to a 
previous traversal by the visual matches, while the black circles signify the odometry 
links that were inferred between the visual matches. There are large gaps between the 
visual place matches, with up to 1500m between visual place matches, and large 
segments of each traversal have been correctly linked by the odometry inference 
system. Sections of the path have also been missed (particularly in the second 
traversal, when the top section of the loop was not linked). 
 
Figure 3.13 St Lucia experiment: visual (red) and odometry (black) links. (a) Run 2, (b) Run 3, (c) 
Run 4. The odometry inference system has successfully linked paths between visual loop closures. 
Figure 3.14 displays the number of visual loop closures (red striped bar) and 
odometry links (black solid bar) as a percentage of the total possible number of graph 
(b) Run 3 (a) Run 2 
(c) Run 4 
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links. The proportion of visual place matches stays remarkably constant over each 
traverse, achieving between 6.2% and 6.4% for each loop. The odometry links 
substantially increase the connectivity of the resulting graph, and the proportion of 
odometry-driven loop closures does not decrease with the number of traverses. 
 
Figure 3.14.Percentage of all possible links on St Lucia dataset matched by visual (red stripes) and 
odometry (black solid) matching.  The odometry inference links increase the proportion of matched 
links from approximately 6% to between 50% and 75% on each loop. 
Figure 3.15 displays the error distribution for both visual links and odometry 
links for the St Lucia datasets (average and maximum errors are displayed).  In each 
case, the average error in the odometry matches is similar to the visual loop closure 
error, but due to the dependence of odometry links on visual loop closures, the 
maximum odometry match error consistently exceeds the maximum visual loop 
closure error. The maximum error is higher on the final two traversals than on Run 2; 
if we compare the length of the path segments joined by the odometry-driven 
inference on Figure 3.13 it appears that much longer path segments have been 
matched (particularly on Run 4). Odometry drift is worse on long path segments and 
thus the inferred place matches may contain larger errors. This potential for matching 
error is a concern with the system as proposed here; we observe that as the distance 
between successful visual place matches increases, the added demands on the 
odometry inference system to match long path segments may cause increased error.  
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Figure 3.15.Error (in m) of visual (red diamond) and odometry (black circle) matches on St Lucia 
dataset. The average odometry inference link error is within 15% of the average visual place match 
error, but the maximum odometry inference link error is much larger than the maximum visual place 
match error. 
Figure 3.16 displays an example of a location correctly linked by odometry-
driven inference that was not matched using the visual loop closer. The odometry 
inference links not only increase graph connectivity (Figure 3.14) but allow the 
system to build up multiple observations of physical locations, which can be used for 
learning about appearance change (see Chapter 6).  
 
Figure 3.16.An example of a location matched by odometry-driven inference that was not matched by 
the underlying visual place recognition system. The change in lighting conditions and shadows make 
visual place recognition challenging. 
3.5 DISCUSSION 
This chapter has presented a probabilistic mechanism for generating place links 
between representations of locations, even when the visual place matching 
mechanism does not recognise that it is in the same place. This method complements 
existing SLAM systems as it makes different assumptions and offers a different 
capability, namely the ability to link dissimilar appearance representations. One 
application is the ability to develop more complex models of how location 
appearances change over time, using a method such as (Dayoub et al. 2011), or to 
generate training sets for learning about visual change as in (Neubert et al. 2013), or 
the process described in Chapter 6. Another use for an odometry-driven inference 
model is to maintain the performance of the underlying vision recognition system by 
providing feedback about the new appearance of the world. The updated information 
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can be integrated into the visual system’s maps to minimise system degradation over 
time. 
The increased graph connectivity that odometry-driven inference provides also 
has the potential to improve optimal path planning in a topological mapping system 
such as CAT-SLAM. For example, in the case of the St Lucia dataset a system that 
only linked the visual loop closures might plan and follow a path several hundred 
meters in length greater than one created by the odometry inference system 
The odometry inference system provides an alternative to the plastic mapping 
approach presented in (Churchill and Newman 2012, Churchill and Newman 2013). 
In the case of plastic mapping, when the visual loop closer fails to match, the robot 
forms new experiences and can localise within one (or several) of the experiences. 
However, the mapping step does not explicitly link the experiences, which limits the 
usefulness of the generated experience maps for path planning or navigation. 
Odometry-driven inference provides the missing link that can convert such 
experience maps into ones with a greater degree of connectivity between physically 
co-located places. 
3.5.1 Limitations of the system 
The odometry-driven inference system presented in this chapter has two key 
limitations, or more specifically two assumptions that limit the wide applicability of 
the system. As noted previously, the first assumption is that there are at least some 
visual loop closures within the environment, which can be used for path validation. 
In challenging environments this may not be the case. On the contrary, as can be seen 
from the experiments described here, in outdoor environments visual loop closures 
can be exceedingly rare, possibly even becoming non-existent if the change is drastic 
enough. In such a case, the path validation cannot add further benefit to the system, 
and catastrophic failure will occur.  
An example of this situation is shown in Figure 3.17, where we have used two 
full St Lucia traversals at different times of day. The path taken is a complex 
trajectory with many different routes taken between locations. Because the visual 
loop closures are naturally sparse, there is not sufficient visual place matching 
information to successfully validate the paths. It is clear that no odometry linking 
would be feasible in the circumstances. 
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Figure 3.17.Visual place matches (red circles) on a more complex path (white lines) from the St Lucia 
dataset.  As visual links get sparser, and paths become more complex, odometry-driven inference 
approaches may fail.   
The second key assumption is the dependence on a reliable odometry input. 
We note that, whilst poor odometry will lead to fewer inferred matches, it will not 
lead to false positive matches due to the required validation step, which discards the 
inaccurate predictions. However, if the odometry is poor, the power of the odometry-
driven path inferences will because ineffective. Furthermore, because the odometry 
must remain accurate over the whole path between two visual loop closures, even a 
small failure can invalidate a long odometry-only inference.  
These two issues are interlinked: the rarer the visual loop closures, the more the 
system must rely on the odometry-driven inference. As the length of the path 
increases, the error in the inferred matches will also increase (see Figure 3.18). 
Ideally, the system should only perform odometry-driven inference over short path 
segments, rather than over the hundreds of metres required in this dataset.  
 
Figure 3.18. The maximum error (in m) of the inferred odometry matches against the length of the 
path (in m).  As the path between validated visual loop closures gets longer, the maximum error in the 
inferred matches increases.   
The next chapter evaluates methods of reducing the dependency of the system 
on odometry-driven inference. The end goal is to re-unite the two particle filters (the 
Visual place 
matches 
Visual place 
matches 
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visual-odometry particles and the odometry-only particles) into a single filter that is 
neither as strict (that is, high precision but low recall) as the visual-odometry 
particles, nor as lenient (that is, high recall but lower precision) as the odometry-only 
filter. As a first step we show the effect of using a visual front-end that relies on 
whole-image descriptors rather than the local feature descriptors used here. We also 
consider the impact of other influences including the choice of the observation 
likelihood model. 
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Chapter 4: Probabilistic Place Recognition 
Using Whole-Image Descriptors  
The previous chapter showed that odometry-driven inference can increase map 
connectivity in a changing environment. However, the system relied on occasional 
visual loop closures and was unable to compensate for the near total failure of the 
underlying visual localisation system when the appearance of the environment 
changed. This chapter adapts the visual loop closure system to use image descriptors 
that are more robust to appearance change. The methods and experimental results 
discussed in this chapter are expanded from results presented at the IEEE 
International Conference on Robotics and Automation (Lowry et al. 2014).  
Section 4.1 motivates the change from using local-feature descriptors to whole-
image descriptors. Section 4.2 outlines the application of Bayesian localisation to 
whole-image descriptors, and Section 4.3 presents a data-driven approach to 
generating probability models. Section 4.4 compares a place recognition system 
using whole-image descriptors to a system using local-feature descriptors across 
different times of day. Section 4.5 tests the effect of using different probability 
models, and the chapter concludes with discussion of the results in Section 4.6. 
4.1 INTRODUCTION 
Many whole-image descriptors have been used for localisation (see Section 
2.3.1), including in systems that are specifically designed to handle appearance 
change (Milford and Wyeth 2012, Naseer et al. 2014). This chapter integrates whole-
image descriptors into a probabilistic localisation system and shows that whole-
image descriptors out-perform local-feature descriptors if the environment has 
changed even slightly. Unlike existing whole-image probabilistic localisation 
systems, the probability model used here explicitly distinguishes the distance 
likelihood from the observation likelihood. This seemingly minor notational change 
affects the subsequent application of the likelihood model to the underlying particle 
filter, and emphasises the importance of clear and correct notation. 
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4.2 PROBABILISTIC LOCALISATION 
This section describes probabilistic localisation using whole-image descriptors. 
Section 4.2.1 briefly reviews the application of Bayes theorem to appearance-based 
localisation. Section 4.2.2 discusses how Bayes theorem specifically applies to 
whole-image descriptors, and how the resulting probability model is integrated into a 
particle filter. 
4.2.1 Probabilistic appearance-based localisation 
Bayes Theorem, applied to appearance-based localisation in its simplest form, 
states that the probability that the current location Lk is the same as some previously 
seen location Li, is given by: 
P( Lk = Li | Zk ) = )|(
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(1) 
where Zk is the observation made by the robot at time k, and Zk is the sequence of 
observations made thus far. For Bayes theorem to be useful, each element – the 
observation likelihood P( Zk | Lk = Li ), the prior P( Lk = Li | Zk–1 ), and the 
denominator P( Zk | Zk–1 ) – must be calculated. The method of calculating these 
elements is summarised below. 
The prior 
The prior P( Lk = Li | Zk–1 ) represents the system’s current state of knowledge 
about the robot’s location. In general localisation is performed recursively, and the 
prior is determined based on the output of the localisation filter at the previous time 
step k–1. The prior can then be further updated based on the robot’s transition or 
motion information. 
The denominator 
The denominator P( Zk | Zk–1 ) as presented in Equation 1 does not depend on Li 
and so can be considered as a normalising constant for a given value of k (Murillo et 
al. 2013). However, the denominator may include a “new place” likelihood which 
affects relative probabilities across different values of k (Cummins and Newman 
2008, Murillo et al. 2013).  
In a particle filter the particle weights – which reflect the probability 
represented by each particle – are normalised at each time step, so the denominator is 
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usually omitted from the calculation. Particle filters can instead include a “new 
place” particle to represent the likelihood that the robot has never seen the current 
location before. In CAT-SLAM (Maddern et al. 2012) the weight of the new place 
particle wuk is defined by: 
wuk = N
1 P( zk | zavg ) P( uk | uavg ) 
(2) 
In Equation 2, N represents the number of particles in the system, zavg 
represents an average observation as determined by the mean field approximation 
(Jordan et al. 1999) or the random sampling method (Cummins and Newman 2008), 
and uavg represents an ‘average’ control input.  
The observation likelihood 
The model used for the observation likelihood depends on the choice of image 
descriptor. For a bag-of-words model such as FAB-MAP (Cummins and Newman 
2008), P( Zk | Lk = Li ) is calculated from the joint distribution of the vocabulary 
words (see Section 2.3.2). The joint distribution is simplified using a Chow-Liu tree 
(Chow and Liu 1968), which is computed during an offline training phase.  
The observation likelihood can be applied to whole-image descriptors as well. 
However, whole-image descriptors are compared using a different mechanism than 
local-feature descriptors, and the notation to describe this mechanism must be 
changed accordingly. The following section presents the required alterations and 
discusses the effect of this change of notation.  
4.2.2 Whole-image localisation 
As presented in Equation 1 the localisation probability depends on the 
observation Zk. However, for whole-image descriptors likelihoods relating to the 
observation Zk are not directly considered. Instead the readily available difference 
metric d( Zk, Zi ) between two observations Zk and Zi is typically used. The difference 
metric d( Zk, Zi ) (or dki) can take a variety of forms and depends on the type of image 
descriptor, but some common metrics are the L1 or L2 distance for real-valued 
descriptors, or the Hamming distance for binary-valued descriptors.  
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If Bayes Theorem from Equation 1 is updated to refer to dki it becomes: 
P( Lk = Li | dki ,Zk–1 ) = )|(
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(3) 
This new representation is more appropriate to the data available to the system: 
the observation likelihood depends only on the probability of the difference value dki 
and there are no restrictions placed or information required about the probability of 
the observation Zk itself. 
It may seem like the only difference between Equation 1 and Equation 3 is a 
minor notational one, but in fact there are some practical impacts, largely because the 
denominator now explicitly depends on i as well as k. The denominator is no longer 
constant over k, but must be calculated independently for each Li. The particle filter 
calculation is also affected. Previously, the weight of each particle pik at time step k 
was updated via:  
wik = w
i
k–1P( Zk | Lk = Li ) (4) 
The denominator P( Zk | Zk–1 ) is the same for all the particles and since the 
particle weights are normalised to 1, it is unnecessary to include it in the equation. 
However, as the whole-image denominator P( dki | Zk–1 ) depends on i as well as k, it 
is different for each particle, and the weight equation must become: 
wik = w
i
k–1 )(
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ki
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(5) 
The observation likelihood P( dki | Lk = Li ) and the denominator P( dki ) depend 
on the choice of descriptor type, and need to be specified. A meaningful distribution 
can be generated statistically using environmental data to calculate a model of the 
relevant likelihoods. The next section discusses how a statistical representation of a 
probability model might be created.  
4.3 APPROACH 
This section presents the details of generating a data-driven observation 
likelihood. The relevant observation likelihood models can be determined from the 
environment using a statistical approximation. The shorthand P( d | L ) represents the 
distribution P( dki | Lk = Li ) and similar abbreviations are used for the other 
distributions. 
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4.3.1 Whole-image probability models 
Over an environment containing N locations, the set of difference values 
between observations is: 
D = {dki | k ≤ N,i < k} (6) 
The probability distribution of this data can be represented by a histogram of 
difference values across the environment. We first assume that dki is normalised so 
that is can only take values between 0 and 1 (this can be achieved for any whole-
image descriptor), and then discretise the range by segmenting it into s bins. The set 
D can then be converted into a histogram calculated on these s bins. An example of a 
histogram distribution can be seen in Figure 4.1.  
 
Figure 4.1. Distribution of P( d  ) for the St Lucia midday dataset using WI-BRISK, based on a 50-bin 
histogram.  The blue crosses display the bin values, and the red line shows the data smoothed using a 
moving average with a window size of 5. 
The histogram described above can be considered to represent the probability 
distribution P( dki ). A similar histogram can be calculated for P( dki | Lk = Li) 
)|( ikki LLdP = . The method used is similar to that described for P( dki ), provided that 
the sample size includes multiple samples from each location. If this is the case, we 
take the subset of D, denoted Dsame, such that:  
Dsame = {dki | k ≤ N,i < k,Lk = Li} (7) 
As for D, a histogram can be generated from the values in Dsame, which gives 
the distribution P( d  ∧ L ). An identical approach can also be applied to the set of 
elements from different locations Ddiff to determine P( d ∧ ¬L ). Examples of these 
distributions are shown in Figure 4.2 for both GIST descriptors and WI-BRISK 
descriptors. These distributions are calculated on the same data using a 50-bin 
histogram. 
 84 Chapter 4: Probabilistic Place Recognition Using Whole-Image Descriptors 
 
Figure 4.2. Probability distributions for P( d ∧ ¬L ) (top) and P( d  ∧ L ) (bottom) from the St Lucia 
midday dataset using WI-BRISK descriptors (a) and GIST descriptors (b). There is a clear difference 
between P( d ∧ ¬L ) and P( d  ∧ L ) for each descriptor.  
The relationship between P( d  ∧ L ) and P( d | L ) is given by: 
P( d | L ) = 
)(
)(
LP
LdP ∧  
  
(8) 
P( L ) is a constant across all the bins and depends on the relative sample sizes 
of Dsame and D. It is likely that P( L ) differs between the training set and the 
operational environment of the robot and as a result, P( L | d ) may be greater than 1. 
To avoid any probability values exceeding 1, this work takes a conservative approach 
to place matching; that is, we prefer to miss true place matches rather than introduce 
spurious false positives. For this reason, we force the distribution P( d | L ) to be 
bounded by 1 to limit excessively high probabilities from skewing the results.  
This process for generating probability models of a given environment for 
whole-image descriptors can now be tested against local feature descriptors such as 
SURF to compare localisation ability in a changing environment. The following 
section uses the St Lucia dataset to compare how these descriptors perform against 
local feature descriptors such as SURF when used to provide a visual front-end to a 
particle filter in a changing environment.   
4.4 EXPERIMENTAL SETUP 
This section considers the impact of changing from a local feature descriptor 
(SURF) to two whole-image descriptors based on SURF and BRISK on a moderately 
changing environment. We replace the local feature front-end of CAT-SLAM with a 
(a)  WI-BRISK descriptors (b)  GIST descriptors 
P( d  ∧ L ) P( d  ∧ L ) 
P( d ∧ ¬L ) P( d ∧ ¬L ) 
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whole-image version and test how each system performs when localising across 
different times of day. 
4.4.1 St Lucia dataset 
The St Lucia dataset was used in Chapter 3 to test the odometry-driven 
inference system, but only a single loop of the data was used from each time of day. 
This experiment uses the whole traversal from each time of day, which equates to a 
path of approximately 15 kilometres in length (see Figure 4.3). 
 
Figure 4.3.The test dataset consisted of 5 traversals of approximate 15km each. (Imagery ©2012 
Cnes/Spot Image, DigitalGlobe,GeoEye, Sinclair Knight Merz & Fugro). 
The dataset contains traversals from 5 different times of day: early morning 
(8:45), mid-morning (10:00), midday (12:00), mid-afternoon (14:00) and late 
afternoon (16:00). 
4.4.2 Whole-image and local feature localisation systems 
The local feature system CAT-SLAM used was identical to that presented in 
(Maddern et al. 2012) and used as the visual loop closer in Chapter 3. The whole-
image approach used the identical CAT-SLAM back-end, with the only difference 
being the calculation of the observation likelihood, described in Section 4.2.2. The 
particle weights were updated according to Equation 5. All CAT-SLAM parameters 
not directly related to the image descriptors were kept the same across the different 
systems, and were selected to match the parameters used on this dataset in (Maddern 
et al. 2012). As these parameters were selected to optimise conventional CAT-SLAM 
(using SURF features for image processing), it was felt this would provide a fair 
comparison between the two.  
Local-feature descriptor 
As for Chapter 3, the local-feature descriptors used were SURF features (Bay 
et al. 2008). The SURF features were extracted using the OpenCV (Bradski 2000) 
implementation with default parameters. The mean number of descriptors extracted 
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per image was 1397, with a standard deviation of 446. At least 372 descriptors were 
extracted from each image. Visual comparison was performed using FAB-MAP 
(Cummins and Newman 2008). 
Whole-image descriptors 
Two whole-image descriptors were tested – WI-SURF and WI-BRISK. These 
whole-image descriptors were based on the local feature descriptors SURF {Bay, 
2008 #603} and BRISK (Leutenegger et al. 2011). Each 640 × 480 pixel image was 
partitioned into 5 × 5 tiles, each of size 48 × 48 pixels. For WI-SURF, a 64-
dimension SURF feature descriptor was calculated around the centre of each tile. For 
WI-BRISK, a 512-bit BRISK feature descriptor was calculated around the centre of 
each tile. In each case, the OpenCV (Bradski 2000) implementation with default 
parameters was used. . Image comparison for WI-SURF was performed by using the 
L2 norm between the WI-SURF image vectors ri and rj: 
dij = ∑
=
N
n 1
(ri(n) - rj(n))2 
  
(9) 
Image comparison for WI-BRISK was performed by measuring the Hamming 
distance between the (whole-image) BRISK image vectors bi and bj as in 
(Sunderhauf and Protzel 2011): 
dij = ∑
=
12800
1n
(bi(n) ⊕ bj(n)) 
  
(10) 
The WI-SURF image descriptor was selected to provide a comparison with the 
local feature SURF descriptors. By comparing the local feature SURF approach with 
the WI-SURF approach, the impact of using a whole-image descriptor compared to a 
local feature descriptor could be assessed. The WI-BRISK image descriptor was also 
included due to its strong performance compared to other whole-image descriptors 
on this dataset. 
Training 
The circuit captured at midday was chosen as the base dataset to which the 
other 4 circuits were compared.  Both versions of CAT-SLAM used a probability 
model generated on the base dataset. For each of the whole-image descriptors, a 100-
bin probability distribution was generated on the base dataset as described in Section 
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4.3.1. For local feature descriptors, a 5000-word codebook and Chow-Liu tree (Chow 
and Liu 1968) were generated using training data from the base dataset. 
4.4.3 Results 
This section presents the results of the comparison experiment. In this and 
future experiments, we make use of two key performance metrics known as precision 
and recall, and their relationship via a precision-recall curve. Precision is defined as 
the proportion of selected values that are correct. That is, suppose the system has N 
matches to make, each determining if the current location matches a previously 
visited location. If the system picks K matches to a certain degree of confidence, the 
ones that are correctly matched are true positives, and the ones that are incorrectly 
matched are false positives. Precision is calculated by the proportion of true positives 
to the total number of selected values: 
P = 
FPTP
TP
+
 
  
(11) 
Recall is defined by the proportion of correct matches that are selected. If there 
are correct matches that the system erroneously discards, these are false negatives. 
Recall is calculated by the proportion of true positives to the total number of correct 
values: 
R = 
FNTP
TP
+
 
  
(12) 
A perfect system corresponds to precision of 100% and recall of 100%. 
Precision and recall are often related to each other via a precision-recall curve which 
plots recall against precision for all possible confidence values. In localisation 
systems, high precision is considered of key importance, and the goal of most 
appearance-based localisation systems is to maximise recall at 100% precision, or 
99% precision (as a graphical filtering step for occasional incorrect matches can be 
applied (Sunderhauf and Protzel 2012, Latif et al. 2013)). This work also considers 
performance at slightly lower precision values, including 90% precision (see Table 
4.1). As will be seen in this experiment, performance at 100% or 99% precision can 
be quite low, but performance at 90% precision is much higher. While such 
performance is inadequate for operational systems, in challenging scenarios it 
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provides an indication of system potential, and is useful for preliminary comparisons 
between different localisation systems.  
We present precision-recall curves for whole-image and local-descriptor CAT-
SLAM across each of the 5 times of day. Figure 4.4 shows the performance of the 
two systems when localising at a single time of day, within the base dataset (captured 
at midday). Local-feature (red diamonds) and whole-image (black squares for WI-
SURF and black circles for WI-BRISK) descriptors perform similarly, with SURF 
features (both local and whole-image) out-performing WI-BRISK descriptors at 
100% and 99% precision (see shaded row in Table 4.1). 
 
Figure 4.4. Comparison of whole-image and local feature localisation across a single time of day. 
Precision-recall curve for localisation on for WI-SURF (black squares), WI-BRISK (black circles) and 
SURF features (red diamonds) using a particle filter on the St Lucia midday traversal. Whole-image 
and local feature descriptors achieve similar results on this relatively unchanging environment. 
Figure 4.5 presents the performance of each localisation system when 
comparing the base dataset (captured at midday) to datasets captured at other times 
of day. Once again local-feature descriptors are denoted using red diamonds and 
whole-image descriptors are denoted using black squares (for WI-SURF) and black 
circles (for WI-BRISK). The recall achieved by whole-image and local-feature 
descriptors at 100%, 99%, and 90% precision is also summarised in Table 4.1. 
Table 4.1. Precision and recall results for St Lucia at different times of day. 
Recall at 90% precision 
 8:45 10:00 12:00 14:00 16:00 
WI-SURF descriptors 41.7% 90.5% 83.6% 75.0% 17.9% 
WI-BRISK descriptors 85.7% 100% 80.0% 96.3% 55.5% 
Local SURF feature descriptors 0.04% 3.7% 80.5% 0.10% 0.3% 
WI-BRISK                 
SURF 
WI-SURF  
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Recall at 99% precision 
 8:45 10:00 12:00 14:00 16:00 
WI-SURF descriptors 9.7% 40.8% 73.9% 1.53% 0.2% 
WI-BRISK descriptors 32.3% 69.0% 61.0% 36.9% 2.5% 
Local SURF feature descriptors 0.04% 1.9% 69.0% 0.10% 0.3% 
Recall at 100% precision 
 8:45 10:00 12:00 14:00 16:00 
WI-SURF descriptors 2.4% 14.2% 60.5% 1.05% 0.2% 
WI-BRISK descriptors 3.6% 18.7% 41.3% 6.8% 2.5% 
Local feature descriptors 0.04% 1.9% 48.9% 0.10% 0.3% 
Across different times of day the local feature version degrades rapidly, while 
the whole-image versions degrade more slowly, with high recall at 90% precision 
(the results can be seen in Table 4.1). For example, comparing the 8:45 dataset to the 
midday dataset at 90% precision resulted in 0.04% recall for local SURF features, 
but 41.7% recall for WI-SURF and 85.7% recall for WI-BRISK. Furthermore, 
whole-image CAT-SLAM using WI-BRISK achieves at least 55% recall at 90% 
precision on all tested datasets (see Table 4.1). Local-feature CAT-SLAM does not 
exhibit the same increase in recall as precision decreases; generally, recall values are 
equally poor at 100% and 90% precision. Some of the improvement can be attributed 
to the choice of descriptor – WI-BRISK demonstrably out-performs WI-SURF 
across the dataset. However, WI-SURF clearly out-performs local feature SURF, 
especially at 90% precision, and this performance difference can be attributed to the 
feature selection process – whole-image descriptors use a pre-defined grid while 
local feature descriptors use an interest point detection phase. These results 
demonstrate the importance of repeatability in feature selection, and demonstrate that 
the bypassing the feature detection stage allows a more reliable image comparison 
system.    
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Figure 4.5. Comparison of whole-image and local feature localisation across multiple times of day.  
Precision-recall curves for particle filter localisation using WI-SURF (black squares), WI-BRISK 
(black circles) and SURF features (red diamonds) between the midday traversal and the traversals at 
(a) 8:45 (b) 10:00 (c) 14:00 and (d) 16:00. Local feature descriptors are unable to maintain place 
recognition performance across different times of day. 
In summary, whole-image descriptors perform more reliably across different 
times of day than local-feature descriptors. Local-feature descriptors perform well 
when comparing to locations seen at the same time of day (the 12:00 self-comparison 
example). However, the localisation performance drops off drastically across 
different times of day, even when the difference is as small as a 2 hour period. 
While a clear improvement is achieved through the use of whole-image 
descriptors, the results still leave something to be desired. The results at high 
precision (100% precision or 99% precision) for whole-image CAT-SLAM are still 
unsatisfactory (on the 16:00 dataset, recall is as low as 2.5% for WI-BRISK and 
0.2% for WI-SURF at both 100% precision and at 99% precision). Furthermore, 
using the midday dataset as the base dataset means that all comparisons were 
performed across less than 4 hours of the day (the earliest dataset being at 8:45 and 
the latest being at 16:00).  
One possibility is that the probabilistic model, that was trained on the base 
(midday) dataset, loses its effectiveness as the environment changes. With this in 
(b) 10:00 (a) 8:45 
(d) 16:00 (c) 14:00 
WI-BRISK                 
SURF  
WI-SURF 
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mind, the following section compares the effect of using the pre-trained environment 
model compared to a “ground truth” likelihood model.  
4.5 THE EFFECT OF THE LIKELIHOOD MODEL 
The previous section demonstrated that a particle filter using whole-image 
descriptors outperformed a particle filter using local-feature descriptors across 
changing times of day, but performance at high precision was still unsatisfactory. 
This section considers how the choice of observation likelihood model affects the 
localisation system.  
4.5.1 Experimental setup 
This experiment was performed using a simplified particle filter to compare a 
traversal early in the morning (8:45) to one late in the afternoon (16:00). The WI-
BRISK image descriptor and the pre-trained observation model used in Section 4.4.2 
above were used in this experiment. This model was compared to a ground-truth 
model; that is, a model that was trained on data from the test set. Instead of using the 
CAT-SLAM back-end with mapping and odometry, a simple particle filter was used. 
No odometry signal was used, and the position was updated using a constant motion 
assumption. 
4.5.2 Results 
 Figure 4.6 displays the precision-recall curves for the pre-trained model 
and the ground-truth model. The pre-trained model (red diamonds) performs poorly 
on this challenging time of day change; at 100% and 99% precision the recall is only 
3%, and at 90% precision it has only increased to 5%. Furthermore, even at 100% 
recall only 10% of the matches are correct. However, when the ground truth 
likelihood model is used (black circles), the overall performance improves. Recall at 
100% precision is 8%, rising to 9% at 99% precision and to 57% for 90% precision. 
At 100% recall, more than 70% of the matches are correct. This figure illustrates 
how dramatically a well-chosen likelihood model can affect localisation 
performance. As ground truth data will not be available in a real-world scenario, we 
discuss how to approximate a relevant likelihood model in the following chapter.  
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Figure 4.6. Comparison of “ground truth” and pre-trained observation models.  Precision-recall curve 
for particle filter localisation between the St Lucia 8:45 traversal and 16:00 traversals using WI-
BRISK with a “ground truth” probability model (black circles) and a probability model trained on 
midday traversal (red diamonds). The ground truth likelihood model outperforms the pre-trained 
model at place recognition. 
4.6 DISCUSSION 
This chapter presented an analysis of Bayesian localisation using whole-image 
descriptors. Unlike existing probabilistic approaches to whole-image descriptors 
(Siagian and Itti 2007, Liu and Zhang 2012, Murillo et al. 2013), Section 4.2.2 
explicitly modelled the difference value between observations rather than the 
modelling the probability of the observation itself. Although this change is subtle, 
and may appear merely notational, it has an effect on the particle filter weight update 
process. Section 4.3.1 summarises the method for calculating discretised probability 
models statistically, and Section 4.4 demonstrates the effectiveness of these 
probability models in combination with a particle filter.  
While whole-image descriptors are more reliable than local SURF features in 
changing environments, even whole-image descriptors struggled to achieve good 
results at high precision between perceptually different traversals. Furthermore, 
Section 4.5 shows that performance is affected by the choice of observation 
likelihood model. Using an observation likelihood model that reflects the current 
state of the environment improves performance even on a challenging dataset.  
The ground truth observation likelihood models in Section 4.5 were trained on 
the test dataset and so are unsuitable for a real-world robotic system, where ground 
truth data is unavailable. The next chapter addresses this problem; it tests whether a 
system can approximate its own likelihood models online, whilst localising in the 
environment, so that there is no dependence on trained models that may have become 
obsolete. 
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Chapter 5: Unsupervised Generation of 
Observation Likelihood Models  
The previous chapter showed the performance of a probabilistic visual 
localisation system in a changing environment depended on both the image 
descriptor and the observation likelihood model. This chapter addresses the problem 
of maintaining an up-to-date observation model and investigates how an autonomous 
system can generate approximate probabilistic models in an online, unsupervised 
manner. The concepts here are derived from work presented at the Australasian 
Conference on Robotics and Automation (Lowry et al. 2013) and the IEEE 
International Conference on Robotics and Automation (Lowry et al. 2014). This 
chapter expands these concepts to datasets that exhibit greater variation in 
appearance.  
Section 5.1 introduces the underlying concepts in this chapter. Section 5.2 
states the assumptions underlying place recognition in unchanging environments, and 
presents an algorithm for approximating a relevant observation likelihood model, 
which is tested in Section 5.3. Section 5.4 modifies the algorithm to work in highly 
changing environments, and the new version is tested in Section 5.5 on two 
benchmark day-night datasets. The chapter closes with a discussion of the results in 
Section 5.6. 
5.1 INTRODUCTION 
This chapter investigates whether a localisation method can generate an 
observation likelihood model “on the fly” for use in the current environment, 
assuming no (or very little) prior knowledge about the environment. It tests 
algorithms that approximate such likelihood models based on certain assumptions 
about the environment. The assumptions must be applicable to a range of different 
environments, so that the algorithm can begin operation without prior training or 
knowledge of the environment. 
The performance of the algorithm depends on the validity of the assumption on 
which it is based. This chapter proposes two assumptions, one that applies to 
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environments that are stable in appearance and one for environments that are 
changing. The assumptions used are endemic in place recognition algorithms, 
although their use is not always formally stated. This chapter applies these common 
assumptions to designing probabilistic likelihood models as well as performing 
probabilistic localisation. 
5.2 APPROACH 
Chapter 4 summarised the application of Bayes Theorem to place recognition, 
particularly whole-image descriptors, and presented a data-driven approach to 
probability distributions for whole-image descriptors. However, Chapter 4 assumed 
the system had ground truth knowledge about which images were captured at the 
same location, and what images were captured at different locations. The method 
proposed in this section is similar, but does not require ground truth data and instead 
approximates distributions to use for robot localisation.  
5.2.1 The underlying assumption 
Rather than using a training phase to generate a probability model for the 
environment, the unsupervised method depends on an assumption about the way the 
environment appears. This assumption is then formalised into an algorithm that 
approximates an observation likelihood model. This section proposes a simple 
assumption for use in an environment that does not change much in appearance. The 
assumption is: 
 
Formalising this assumption using the whole-image difference metric discussed in 
Chapter 4: 
 
This assumption underlies many whole image descriptor-based systems 
(Sunderhauf and Protzel 2011, Murillo et al. 2013) and is well-founded in most non-
changing environments. For example, consider the St Lucia dataset used in Chapters 
3 and 4. Using a traversal from a single time of day and using the WI-BRISK 
If Zi and Zk are from location L1, and Zm is from a different 
location L2, then d( Zk, Zi ) < d( Zk, Zm ) 
Images from the same location will appear more similar than 
images from different locations 
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descriptor introduced in Chapter 4, Figure 5.1 plots the cumulative distribution of 
difference values dij from places that are the same, and from places that are different. 
Figure 5.1 shows that 52% of difference values from places that are the same (Dk
same) 
are less than all of the difference values from places that are different (Dk
diff), and that 
92% of Dk
same are smaller than 50% of Dk
diff.  
 
Figure 5.1. Cumulative graph of dij on the St Lucia midday dataset for images from the same location 
and images from different locations. 52% of images from the same location have dij smaller than all dij 
of images from different locations.  
5.2.2 The algorithm 
Section 4.3.1 described how a data-driven observation likelihood model could 
be defined via a histogram of difference values, using the set of difference values 
between observations within an environment: 
D = {dki | k ≤ N,i < k} (1) 
Section 4.3.1 assumed that the system knew which elements of D belonged to 
the set of difference values between observations from the same location Dsame, and 
which belonged to the set of difference values between observations from a different 
location Ddiff. The probability distributions P( d ), P( d  ∧ L ), and P( d ∧ ¬L ) were 
defined in a statistical calculation, that only depended on choosing the number of 
histogram bins s to span the range of dki. This computation depended on the 
availability of the set D as well as knowledge about Dsame and Ddiff to perform an 
exact calculation of the distributions.  
However, the distributions can also be approximated in an online fashion by a 
localisation system using the assumption stated in Section 5.2.1. The algorithm is 
defined by the choice of samples it makes for the probability distributions at each 
time step. The process is as follows: at time step k, the system has access to the set: 
Same 
locations 
Different 
locations 
52% 
92% 
50% 
0% 
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Dk = {dki | i < k} (2) 
At each time step the system determines the incremental approximation of the 
distributions P( d ) and P( d ∧ L ), which will henceforth be denoted Pk( d ) and 
Pk( d ∧ L ). To update Pk( d ), the system can sample from Dk. Updating Pk( d ∧ L ) is 
more difficult, as the algorithm must decide what samples correspond to matching 
locations and which correspond to non-matching locations. The algorithm makes use 
of the stated assumption above to decide which samples to choose, adding dmin to 
Dk
same, where dmin is defined by: 
dmin = min {dki | i < k} (3) 
The incremental approximations Pk( d ) and Pk( d ∧ L ) can be calculated from 
Dk and Dk
same as they were computed using the ground truth sets in Chapter 4. The set 
Dk
same is not the true set of difference values from matching locations, so the 
approximated distribution will contain some erroneous samples. The goal is to 
generate a model that is suitable for place recognition, not necessarily to achieve a 
perfect observation model. Figure 5.2 shows the evolution of the approximated 
distribution over the St Lucia midday dataset. The approximated curve (red dotted 
line) does not exactly match the ground truth (black line) – in the early snapshots the 
errors caused by incorrectly added samples are particularly noticeable. As time 
passes the approximate distribution increasingly matches the true distribution.  
 
Figure 5.2. Evolution of P( d ∧ L ) over the St Lucia midday dataset. The black curve shows the 
ground truth distribution and the red dotted lines show the approximated model. The incorrect samples 
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added to the approximate model can be seen in the bimodality of the distribution. Over time the effect 
of the incorrect samples is reduced.  
The true test of the approximate model shown in Figure 5.2 is if it can be 
successfully used for localisation. The following experiment tests whether an 
observation model approximated in this manner is adequate to use for place 
recognition within the environment. 
5.3 EXPERIMENTAL SETUP 
This section tests the place recognition capability of the approximated 
observation likelihood models. The experiments were performed on the St Lucia 
environment. The first experiment used the midday traversal as the testing dataset. 
The second experiment used five traversals across different times of day, and 
compared how the online likelihood model compared to a pre-trained model as time 
passed between the training and testing phases.  
5.3.1 Probabilistic versus non-probabilistic localisation 
The first experiment compared probabilistic localisation with an approximated 
observation likelihood model to using a non-probabilistic system. This experiment 
used the midday traversal of the St Lucia dataset (Glover et al. 2010), which 
corresponds to approximately 15 kilometres of visual road-based data.  
Image Processing 
Two whole-image comparison techniques were used: GIST (Oliva and 
Torralba 2001), and WI-BRISK.    
GIST 
From each image, a GIST vector of length 512 was computed: the image was 
partitioned into 4 × 4 tiles, each of which was represented by the average of filters at 
8 orientations and 4 scales, using the implementation from  (Oliva and Torralba 
2001) (downloaded from http://people.csail.mit.edu/torralba/code/spatialenvelope/). 
The difference between two images was defined as the sum of squared differences 
between the images’ respective GIST descriptors gi and gj: 
dij = ∑
=
512
1n
(gi(n) - gj(n))2 
  
(4) 
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WI-BRISK 
The WI-BRISK descriptor was first introduced in Chapter 4. Each image was 
partitioned into 5 × 5 tiles, each of size 48 × 48 pixels, and a 512-bit BRISK feature 
descriptor (Leutenegger et al. 2011) was calculated around the centre of each tile 
using the OpenCV (Bradski 2000) implementation. Each image was thus represented 
by a 12800-bit binary vector. Image comparison was performed by measuring the 
Hamming distance between the (whole-image) BRISK image vectors bi and bj as in 
(Sunderhauf and Protzel 2011): 
dij = ∑
=
12800
1n
(bi(n) ⊕ bj(n)) 
  
(5) 
For both descriptors, a bin size of 100 was used for the probability model. The 
system did not perform localisation for the first 100 time steps, so that the 
observation model was generated from a minimum of 100 samples. Note that both 
the probabilistic and the non-probabilistic systems used the same input; that is, the 
difference value dij. The only difference was whether a probability model was used to 
interpret dij or not.   
Probabilistic localisation system 
At each time step k, given the set of difference values Dk = {dki | i < k}, the 
probabilistic system updated its observation model Dk
same by adding the minimum 
difference value dmin = min Dk as described in Section 5.2.2. The system also added 
the second smallest difference value dmin2 = min  (Dk\{dmin}) to Dk
diff. Then Dk
same and 
Dk
diff were used to calculate Pk( d ∧ L ) and Pk( d ) respectively.  
The probability of localisation for each previously seen location was calculated 
using: 
P( Li | dki) = )(
)(
ki
ki
dP
LdP ∧
 
  
(6) 
No prior knowledge of location was used, so the prior P( Li ) was not required. 
The most likely place was taken to be the location with the highest probability 
pmax = max {P( Li | dki ) | i < k}. 
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Non-probabilistic localisation system 
 At each time step k, the non-probabilistic localisation system calculated the set 
of difference values Dk = {dki | i < k}. The most likely match was taken to be the 
location with the most similar observation, and therefore the smallest difference 
value: dmin  = min (Dk). For the experiment below, the value 1 - dmin was used. Using 
1 - dmin rather than dmin as the system output meant the probabilistic and non-
probabilistic systems both had output values between 0 and 1, with 0 being the 
lowest match and 1 being the highest, and thus a direct comparison of the effect on 
threshold variation on the two systems could be performed. 
F-Scores 
As in Chapter 4, precision-recall curves were used as a metric of localisation 
performance. An additional metric (the F-score) was also used to compare the 
systems. An F-score (van Rijsbergen 1979) is a weighted average of precision P and 
recall R:  
Fβ = (1 + β2) RPβ
RP
+
×
2  
  
(7) 
The parameter β determines the relative importance placed on precision P and 
recall R – common values of β are 0.5 (for greater emphasis on precision), 1 (for 
equal importance) and 2 (which weights recall more than precision). 
While a precision-recall curve is generated by calculating two values – the 
precision and the recall – for a given threshold value, the F-score outputs a single 
summary value, and so can be plotted directly against threshold. How a system 
responds to the choice of threshold can be an important factor when operating in an 
unknown or changing environment and the F-score plot explicitly presents this 
response. As the F-score is a weighted average of precision and recall, an F-score as 
close as possible to 1 is desirable, and a high F-score over a wide range of threshold 
values is necessary for operational robustness. 
Results 
The precision recall curves for the probabilistic and non-probabilistic systems 
are displayed in Figure 5.3. The probabilistic version (black circles) and the non-
probabilistic version (red diamonds) perform similarly on the dataset, for both 
BRISK and GIST image descriptors. From this we can conclude that the probabilistic 
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model does not lose localisation power relative to a non-probabilistic version, or vice 
versa.  
 
Figure 5.3. Comparison of probabilistic and non-probabilistic localisation.  Precision-recall curve for 
St Lucia using a probabilistic model (black circles) and a non- probabilistic model (red diamonds) for 
WI-BRISK descriptors (a) and GIST descriptors (b). The precision-recall curves are similar for the 
probabilistic and the non-probabilistic versions.  
 
Figure 5.4. F-score against threshold value for localisation on the St Lucia dataset using a probabilistic 
(black circles) and a non-probabilistic (red diamonds) approach. F0.5-score for WI-BRISK descriptors 
(a), F1-score for WI-BRISK descriptors (b), F0.5-score for GIST descriptors (c), and F1-score for GIST 
descriptors (d). The probabilistic approach outperforms the non-probabilistic version by having a 
higher F-score for a wider range of threshold values. The non-probabilistic system is more sensitive to 
threshold variation, only achieving optimal performance within a narrow range near 0.75 (for WI-
BRISK descriptors) and 0.85 (for GIST descriptors). 
(a)  WI-BRISK descriptors (b)  GIST descriptors 
Probabilistic 
Non-probabilistic  
(c) F0.5-Score for GIST (d) F1.0-Score for GIST 
(a) F0.5-Score for WI-BRISK (b) F1.0-Score for WI-BRISK 
Probabilistic 
Non-probabilistic  
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The results of the F0.5-score and the F1-score are very different for the 
probabilistic system and the non-probabilistic system (see Figure 5.4). The 
probabilistic version (black circles) has a consistently higher F0.5-score and F1-score 
than the non-probabilistic approach (red diamonds), except in a narrow threshold 
range.  
For the F2-score, the non-probabilistic version performs better than the 
probabilistic version (see Figure 5.5), maintaining an F2-score over 0.8 for a 
threshold range of 0.65 for WI-BRISK and 0.85 for GIST compared to 0.57 and 0.76 
respectively for the probabilistic version. However, the probabilistic version 
maintains a consistent F2-score over a wide threshold range, and as the F2 score is a 
measure that weights recall higher than precision, it is arguably a less important 
measure for localisation systems than the more precision-focused F1 and F0.5 scores. 
 
Figure 5.5. F2-score against threshold value for localisation on the St Lucia dataset using a 
probabilistic (black circles) and a non-probabilistic (red diamonds) approach for WI-BRISK 
descriptors (a) and GIST descriptors (b). The probabilistic approach outperforms the non-probabilistic 
version by having a higher F-score for a wider range of threshold values. Both systems achieve a 
consistently high F2-score. 
Table 5.1 compares the threshold ranges for which the probabilistic and non-
probabilistic systems maintain an F-score of 0.8 or above. The non-probabilistic 
approach only achieves an F0.5-score and F1-score of this magnitude for a narrow 
threshold range – as low as 0.09 for non-probabilistic GIST. On the other hand, the 
probabilistic version retains this value for a threshold range no narrower than 0.63. 
These results show the performance of the non-probabilistic method is highly 
dependent on threshold selection. Figure 5.4 shows the non-probabilistic system only 
performs as well as the probabilistic version when a threshold value is carefully 
tuned using the test data. Away from the “correct” threshold values the F1-score and 
(a) F2.0-Score for WI-BRISK (b) F2.0-Score for GIST 
Probabilistic 
Non-probabilistic  
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F0.5-score values drop off significantly, meaning performance is brittle. Furthermore, 
such optimal threshold values cannot necessarily be predicted ahead of time, as they 
may depend not only on descriptor type, but also on the particular environment being 
traversed. In contrast, the probabilistic model shows less sensitivity to the particular 
choice of threshold. 
Table 5.1. Threshold ranges that produce an F-score over 0.8. 
 GIST WI-BRISK 
 F0.5 F1 F2 F0.5 F1 F2 
Probabilistic 
localisation 
 
0.63 
 
 
0.66 
 
 
0.76 
 
 
0.68 
 
 
0.67 
 
 
0.57 
 
Non-probabilistic 
localisation 
 
0.11 
 
 
0.09 
 
 
0.85 
 
 
0.17 
 
 
0.12 
 
 
0.65 
 
 
5.3.2 Pre-trained versus online probability models 
This experiment compared the online observation likelihood model to a pre-
trained observation model operating on identical visual input. It mirrored the study 
performed in Section 4.4 – the same particle filter-based localisation system and 
BRISK-based image descriptors were used. However, this experiment compared a 
localisation system using a pre-trained observation model to a localisation system 
using an online model approximated in an unsupervised and incremental manner. As 
in Chapter 4, the experiment used five traversals of the St Lucia dataset, each 
captured at a different time of day. However, to make the problem more challenging 
the base dataset was chosen to be the early morning (8:45) dataset rather than the 
midday traversal.  
The pre-trained model was trained on the base dataset using ground truth data, 
for testing against the online probabilistic model. The other four datasets from 
different times of day (10:00, 12:00, 14:00 and 16:00), were compared against the 
base dataset to test the relative place recognition capabilities of the models.   
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Results 
The precision and recall of the pre-trained and online probabilistic systems are 
presented in Figure 5.6. The red diamonds represents the pre-trained model, and the 
black circles represent the online model. The first observation is that the pre-trained 
model degenerates as the time between the training and testing phase increases. The 
pre-trained model achieves 51% recall at 100% precision and 73% recall at 99% 
precision after 1 hour (Figure 5.6(a)), and 30% recall at 100% precision and 55% 
recall at 99% precision after 3 hours (Figure 5.6(b)). However, after 5 hours (Figure 
5.6(c)), the pre-trained system can only achieve 19% recall at 100% precision and 
23% recall at 99% precision, and after 7 hours (Figure 5.6(d)) the recall at 100% 
precision has dropped to 12%, and the recall at 99% precision has dropped to 16%.  
 
Figure 5.6. Comparison of pre-trained and online probability models. Precision-recall curves for 
particle filter localisation using WI-BRISK using a pre-trained probability model (red diamonds) and 
an online probability model (black circles) between the 8:45 traversal and the (a) 10:00, (b) 12:00, (c) 
14:00, and (d) 16:00 traversals. The online probability model outperforms the pre-trained probability 
model in each case. 
The second observation is that the online likelihood model matches or out-
performs the pre-trained likelihood model across all the datasets. This improved 
performance is particularly noticeable on the 14:00 dataset, where the online model 
(a) 1 hour later (10:00) (b) 3 hours later (12:00) 
(c) 5 hours later (14:00) (d) 7 hours later (16:00) 
Online model 
Pre-trained model  
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maintains 40% recall at 100% precision compared to the pre-trained model’s 20% 
recall, and 70% recall at 99% precision compared to the pre-trained model’s 23% 
recall. The success of the online model is especially interesting as it requires less 
input than the pre-trained model, which is provided with hand-crafted training data 
and is still out-performed by the unsupervised online system. 
The final observation is that the online probabilistic system does not maintain 
the same absolute level of performance for the 16:00 dataset. It still out-performs the 
pre-trained system, but the recall at 100% precision drops from 40% at 14:00 to only 
16% at 16:00. One possible reason for this decrease in recall is that the appearance 
change between the environment at 8:45 and 16:00 is so large that the stated 
assumption from Section 5.2.1 (that is, that images from the same location have a 
smaller difference metric than images from different locations) no longer holds. For 
the online probabilistic model to generalise to changing environments, it is necessary 
to reconsider this assumption, and the new requirements are discussed in the 
following section. 
5.4 LIKELIHOOD MODELS FOR CHANGING ENVIRONMENTS 
The previous section tested an algorithm that generated observation likelihood 
models online. The algorithm was based on the assumption that the true match is the 
smallest match (see Section 5.2.1), and the experiments in Section 5.3 showed that 
this assumption is valid in certain environments. This section looks at environments 
that experience a greater degree of perceptual change. A new model generation 
algorithm is proposed and the resulting probabilistic system is tested on two datasets 
that experience environmental change. 
It has been shown (Milford et al. 2013) that the sequence-based localisation 
system SeqSLAM succeeds on changing environments, because it does not rely on 
images from the same location being the best match each time. Instead, SeqSLAM 
requires that the image matcher places the correct match in the top fraction of 
guesses sufficiently often. To clarify, a random guess will place the correct match in 
the top 10% of guesses 10% of the time, in the top 20% of guesses 20% of the time, 
and so on (see Figure 5.7). A suitable image comparison metric should outperform a 
random guess, and the better it performs, the better the resulting localisation system 
will be.  
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Figure 5.7. Sequence-based place recognition systems that succeed on changing datasets must assume 
the correct matches are highly ranked, but are not necessarily the top match. From (Milford et al. 
2013). 
This requirement can be interpreted as follows: on average, images from the 
same location will have a smaller difference metric between them than two images 
from different locations. This statement is very similar to the assumption in Section 
5.2.1, except that instead of assuming that images from the same location are always 
the best match, the system now assumes that they are likely to be a better match than 
two images from different locations.  
5.4.1 An algorithm for changing environments 
Section 5.2.1 proposed a method of incrementally approximating the 
distribution P( d ∧ L ) by calculating the minimum difference value dmin at each time 
step k, where: 
dmin = min {dki | i < k} (8) 
At each time step, dmin was added to the set, Dk
same and the incremental 
approximation Pk( d ∧ L ) was defined as a histogram over the values in Dk
same. The 
performance of this model on a changing environment is shown in Figure 5.8. These 
distributions were generated on the Alderley dataset, which will be used in Section 
5.5 to test the algorithms presented here. Figure 5.8 shows that this model (which 
will be referred to as the minimum value model, and is shown here using red 
diamonds) is a poor match for the ground truth model (black circles). The probability 
is overestimated for smaller difference values, and underestimated for larger 
difference values. 
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Figure 5.8. Minimum value observation model (red dotted line) compared to ground truth observation 
model (black line) for the Alderley dataset. The minimum value model overestimates the probability 
for lower difference values and underestimates it for higher difference values. 
Figure 5.7 shows that while a minimum value assumption no longer holds in a 
changing environment, it is still true that two images from captured from the same 
place are likely to have a smaller difference value that two images captured from 
different places. Based on this assumption, a new method of generating a distribution 
can be proposed, where the value to be added at each time step is determined as 
follows. At time step k, for observation Zk, the system randomly selects two images 
Zi and Zj. The value drand is defined by: 
drand = min (dki ,dkj ) (9) 
That is, if d( Zk, Zi ) < d( Zk, Zj ), then drand = dki, otherwise drand = dkj. In either 
case, the algorithm adds drand to Dk
same. By randomly selecting two images, and then 
adding the smaller one to Dk
same, the algorithm ensures that Dk
same consists of difference 
values that tend to be smaller than the average. However, unlike the minimum value 
model, Dk
same is not made up of the absolute smallest difference values. The resulting 
distribution on the Alderley dataset is shown in Figure 5.9, where it can be seen that 
this model (which will be referred to as the random value model, and is represented 
here using red diamonds) is, like the minimum value model, a poor match for the 
ground truth model (black circles). The probability is underestimated for smaller 
difference values, and overestimated for larger difference values. 
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Figure 5.9. Random value observation model (red dotted line) compared to ground truth observation 
model (black line) for the Alderley dataset. The random value model underestimates the probability 
for lower difference values and overestimates it for higher difference values. 
As neither of these algorithms successfully model the true distribution, a third, 
combination model is proposed. The combination model adds two samples to Dk
same at 
each time step k, the value dmin chosen by the minimum value model, and the value 
drand chosen by the random value model. The resulting distribution on the Alderley 
dataset is shown in Figure 5.10.  
 
Figure 5.10. Combination observation model (red diamonds) compared to ground truth observation 
model (black circles) for the Alderley dataset. This model is formed by fusing the minimum value and 
random value models from Figure 5.8 and Figure 5.9 above. The combination model is a better 
approximation of the ground truth model than the minimum value or random value models. 
The error in the approximated models relative to the ground truth model can be 
quantified by calculating the difference in area between the two curves. Table 5.2 
displays the percentage error between the ground truth model and the approximated 
models. The random value and combination models are calculated using a random 
sample so each algorithm was repeated 10 times to account for variance in the 
models. The results show that the error in the random value and minimum value 
models is higher than that of the combination model – in both cases it is more than 
double even the largest combination model error. 
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Table 5.2. Percentage error between approximate and ground truth probability models. 
 Minimum value 
model 
Random value 
model 
Combination 
model 
Mean 
62.80% 
74.98% 27.36% 
Median 75.80% 27.20% 
Min – Max 69.20% – 79.80%    26.10% – 29.30%  
The approximated likelihood models are only useful if they perform place 
recognition effectively. In the following section these models are tested on two 
datasets that experience a high degree of appearance change. 
5.5 CHANGING ENVIRONMENTS EXPERIMENT 
The algorithms for generating online probability models for place recognition 
in changing environments proposed in Section 5.4.1 are tested on two challenging 
datasets. The resulting localisation system is compared to SeqSLAM, a state-of-the-
art visual place recognition system.     
5.5.1 Testing environments 
The probability model algorithms are tested on two datasets – the Alderley 
dataset and the Surfers Paradise dataset. Both of these datasets display more 
perceptual change than the St Lucia dataset tested in Section 5.3.  
Alderley 
The Alderley dataset was first presented in (Milford and Wyeth 2012) and 
consists of two loops of a suburban street in a car, one during the day, and one at 
night during a rainstorm. This dataset is challenging as the night images are non-
distinctive due to the darkness, heavy rain and headlight flare which occludes much 
of the images (see Figure 5.11). For this experiment, the dataset was converted to 
grayscale, down sampled to 24 × 64 and patch normalised as in (Milford and Wyeth 
2012). 
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Figure 5.11. Sample Alderley images. These images are from the same location, and demonstrate how 
the appearance of places can change. 
Surfers Paradise 
The Surfers Paradise dataset was first presented in (Pepperell et al. 2013) and 
also consists of two loops of a street course in a car, one during the day during a light 
rain event, and one during clear weather at night. As for the Alderley dataset, this 
dataset demonstrates significant variation in the appearance of each location (see 
Figure 5.12). The images were converted to grayscale, down sampled to 32 × 64, and 
patch normalised as in (Pepperell et al. 2013). In (Pepperell et al. 2013) a number of 
image pre-processing scenarios were tested. In one of these scenarios a 50% crop 
was performed on the images so that only the lower half remained. This 50% crop 
was replicated for the experiment performed here.  
 
Figure 5.12. Sample Surfers Paradise images. The appearance of the environment changes 
significantly between night and day 
5.5.2 Experiments 
Two experiments were performed on these environments. The first experiment 
compared the localisation performance of three different algorithms for generating 
observation models online. The second experiment took the “winning” algorithm and 
tested it against SeqSLAM. 
 110 Chapter 5: Unsupervised Generation of Observation Likelihood Models 
Comparison of observation likelihoods 
In this experiment, three different algorithms for approximating observation 
likelihoods were compared. The tested algorithms were:  
• the original minimum value model proposed in Section 5.2.1. The 
minimum value algorithm adds only the value dmin to Dk
same at each time 
step k.  
• a random value model. The random value algorithm adds only the value 
drand to Dk
same at each time step k.  
• a combination model . The combination value adds both dmin and drand to 
Dk
same at each time step k.  
Probabilistic localisation versus SeqSLAM  
This experiment compared the performance of the online probability model 
localisation system to SeqSLAM. SeqSLAM is a state-of-the-art visual place 
recognition system that specialises in changing environments (Milford and Wyeth 
2012). SeqSLAM matches sequences of images rather than individual images, 
exploiting spatial structure in the environment to improve place matching. Both 
systems used identical visual input, image descriptors and comparison metrics. 
SeqSLAM requires three main parameters: the size of the contrast 
enhancement window R, the size of the difference score sliding window Rwindow, and 
the sequence length ds. The first two parameters were chosen to be 10 frames to 
match the values used for these parameters on previously published results (Milford 
and Wyeth 2012). A variety of sequence lengths were tested, and we present results 
for sequence lengths of 50, 200 and 300 here on the first Alderley dataset, and 50, 
200, 300 and 400 on the second Surfers Paradise dataset. As for the previous 
experiments, the probabilistic model was defined across 100 bins, and combined with 
a particle filter. Because it takes a short amount of time to generate a feasible 
distribution, the system does not perform localisation for the first 100 time steps.   
A recent extension of SeqSLAM known as SMART (Pepperell et al. 2013) 
improves the effectiveness of the system by using odometry information to sample 
the images at constant distances rather than constant frame rates. Because SeqSLAM 
searches for straight line paths in the data, subsampling the data in this way improves 
its capability. While odometry data is not available for the Alderley dataset, we 
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simulated the odometry subsampling by hand to ensure that SeqSLAM would receive 
straight line data to compare against state-of-the art localisation performance. As a 
result, the SeqSLAM results on the Alderley dataset were superior to previously 
published results (Milford and Wyeth 2012). The results on the Surfers Paradise 
dataset were also superior than those previously published (Pepperell et al. 2013) as 
longer sequence lengths were allowed. 
5.5.3 Results 
The experiments were performed on both the Alderley and Surfers Paradise 
dataset to see how effectively the algorithm generalised to different environments. 
Comparison of observation likelihoods 
The first results compare the effect of using different assumptions and different 
algorithms for approximating a probability model. The results for the minimum-
value model and the combination model can be seen in Figure 5.13 for the Alderley 
and the Surfers Paradise datasets. The random-value model is not shown on these 
plots as it failed completely in both cases, not matching a single place correctly (0% 
precision). The minimum-value model (shown by the black diamonds) does 
somewhat better, but only achieves 2% recall at 100% precision, and 11% recall at 
99% precision on the Alderley dataset, and performs even more poorly on the Surfers 
Paradise dataset where fewer than 1% of locations are recalled at 100% and 99% 
precision. In contrast, the combination model (depicted by the black circles) achieves 
96% recall at 100% precision and 98% recall at 99% precision on the Alderley 
dataset. The performance of the combination model is not as good on the Surfers 
Paradise dataset as on the Alderley dataset, where a maximum of 42% recall is 
achieved at 100% precision, but it once again clearly outperforms the alternative 
models.  
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Figure 5.13. Comparison of observation models for changing environments.  Precision-recall curves 
for combination model (black circles) and minimum value model (black diamonds) on the Alderley 
dataset (a) and the Surfers Paradise dataset (b). The combination model outperforms the minimum 
value model on this dataset.  
 
In summary, an appropriately chosen probability model is of great importance 
to successful localisation. These results show that the combination model is superior 
to two other tested models on these two datasets, and in the next section, the 
combination model is compared to SeqSLAM across the same environments. 
Probabilistic localisation versus SeqSLAM  
Figure 5.14 compares the probabilistic combination model with SeqSLAM on 
the Alderley dataset and the Surfers Paradise dataset. The particle filter performs 
well relative to SeqSLAM on the Alderley dataset, even when sequences of 300 
images are used. Although in general SeqSLAM improves performance as sequence 
length improves, here it approaches a limiting value: SeqSLAM using sequence of 
300 images performs similarly to SeqSLAM using a sequence of 200 images. As a 
result, it is likely that the probabilistic combination model outperforms SeqSLAM 
for any sequence length on this data. 
As in the previous experiment, the performance of the particle filter is poorer 
on the Surfers Paradise dataset as it is on the Alderley dataset. It performs 
comparably to SeqSLAM using sequences of 300 images, but it is outperformed by 
SeqSLAM using sequences of 400 images.  
(a)  Alderley (b)  Surfers Paradise 
Combination model 
Minimum value model  
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Figure 5.14. Comparison of online probability models to SeqSLAM. Precision-recall curves for online 
probability model (black circles) and SeqSLAM with varying sequence lengths ds (red diamonds) on 
the Alderley dataset (a) and the Surfers Paradise dataset (b). The online probability model outperforms 
SeqSLAM for all sequence lengths on the Alderley dataset, and on the Surfers Paradise dataset 
performs comparably to SeqSLAM with a sequence length of 300 but is outperformed by a sequence 
length of 400.   
 
The probabilistic system has additional advantages over SeqSLAM: it does not 
require a pre-selected sequence length, and localisation can occur without a lag 
period. Using a particle filter is more efficient; SeqSLAM uses an exhaustive search 
approach to finding sequences, and can be computationally intensive, especially over 
larger datasets or longer sequences. An exhaustive search can produce a better result 
than a sample-based approach such as a particle filter, but efficiency is a key attribute 
of a system that is required to perform online operation and optimal performance 
may need to be traded off against computational requirements. 
These results show that a probabilistic localisation system using an appropriate 
algorithm to approximate an observation model can perform competitively on 
challenging environments against state-of-the-art localisation systems such as 
SeqSLAM using sequences hundreds of images long.  
5.5.4 Choice of algorithm 
A question arises from the work presented here: how to determine what the 
correct assumption is for a particular environment? It is clear from the experiments in 
Section 5.5.3 that the minimum value model does not perform as well on changing 
environments as the combination model. On the other hand, an environment that has 
not changed much will be better modelled by the minimum value algorithm. We 
show this by repeating the minimum value results on the St Lucia dataset from 
Section 5.3.2 and comparing these results to the combination model (see Figure 
(a)  Alderley (b)  Surfers Paradise 
ds = 50 
Online probabilistic filter 
SeqSLAM  
ds = 200 
ds = 300 
ds = 50 
ds = 250 
ds = 300 
ds = 400 
Online model 
Online model 
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5.15). The combination model is outperformed by the minimum value model on each 
of these datasets (even across the 7 hour gap). 
 
Figure 5.15. Comparison of observation models on the St Lucia dataset. Precision-recall curves for 
particle filter localisation using WI-BRISK using a minimum value probability model (black circles), 
combination probability model (black squares) and pre-trained model (red diamonds) between the 
8:45 traversal and the (a) 10:00, (b) 12:00, (c) 14:00, and (d) 16:00 traversals. The minimum value 
model slightly outperforms the combination model in all cases. However, the combination model 
outperforms the pre-trained model except on the 10:00 traversal. 
Figure 5.16 shows a short segment of the robot path for the most perceptually 
similar traversals (the 8:45 traversal and the 10:00 traversal) using the combination 
model. In this plot, the blue lines denote the matches that are correctly linked by both 
the minimum value model and the combination model. However, the robot deviates 
from its previous path, but the combination model keeps linking the paths; these 
incorrect place matches are represented by red lines. It takes a number of times steps 
before the combination model corrects itself and returns to correct place matching (at 
the bottom of the figure). In an informal sense, the combination model is over-
enthusiastically linking places, because it is based on the assumption that the dataset 
is more challenging than it really is.  
(c) 5 hours later (14:00) (d) 7 hours later (16:00) 
(b) 3 hours later (12:00) (a) 1 hour later (10:00) 
 Chapter 5: Unsupervised Generation of Observation Likelihood Models 115 
 
Figure 5.16. The effect of an incorrect probability model. Path segment (black lines) showing correct 
place links (blue lines) and incorrect place links (red lines) for a particle filter localisation system 
using WI-BRISK with a combination probability model on the St Lucia dataset between the 8:45 
traversal and the 10:00 traversal. The combination model over-enthusiastically matches places after 
the true path has deviated. 
In summary, neither the minimum value model nor the combination value is 
superior in all environments. This suggests that some prior knowledge about the 
environment may need to be exercised – perhaps considering the time of day, or 
weather information, could be useful in deciding which probability model to apply. 
However, if there is no information about the appropriate assumption to use, it seems 
that using the combination model rather than the minimum value model is the safer 
option, as it is less likely to experience total failure. Unlike the failure of the 
minimum value model on the Alderley and Surfers Paradise datasets, the decrease in 
quality on the St Lucia dataset is low. The combination model outperforms the pre-
trained model except in the case of the 1 hour gap (Figure 5.15(a)), and even then it 
achieves more than 95% precision at 100% recall. 
5.6 DISCUSSION 
This chapter presents methods for generating observation likelihoods for 
whole-image descriptors online. These data-driven methods allow a robot to begin 
localising in an environment almost immediately, after a brief initialisation period, 
without requiring a manual training phase. The same system can be deployed in 
different locations without a change in parameters or re-training, and multiple 
descriptor types can be used, as demonstrated by the different environments and 
descriptors in the experiments above. 
An advantage of using a probabilistic system rather than a non-probabilistic 
approach is demonstrated in Section 5.3.1. Despite identical input to the system, the 
output of a probabilistic model was more robustness to threshold variation than the 
Incorrect matches Correct matches 
Correct matches 
True path 
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output of a non-probabilistic model, maintaining F0.5-scores and F1-scores greater 
than 0.8 across a threshold range at least 4 times as wide as the non-probabilistic 
model. Furthermore, Section 5.3.2 showed that the online training localisation 
system can outperform a manually pre-trained system by providing a model that is 
appropriate to the actual appearance of the environment. The ability to create a 
probability model for whole-image descriptors online, without a required training 
phase or any manual tuning required means that this appearance-based localisation 
system does not require a human in the loop. Consequently, there is the potential for 
“out-of-the-box” operation in different and changing environments without the need 
for either a training or parameter tuning phase. 
Section 5.5 demonstrated that in a changing environment, the underlying 
assumption regarding the behaviour of the environment must change. However, as 
long as a valid assumption is used the system will perform as well as, or better than, 
state-of-the-art localisation systems. As discussed in Section 5.5.4, the choice of 
assumption makes a difference, and it is an open question which to select, but over 
all environments the combination model performs better; the minimum value model 
will fail catastrophically in challenging environments (see Figure 5.13). In contrast, 
the main failure mode for the combination model is over-enthusiastic matching in 
relatively unchanging environments, which could be corrected with the addition of 
error correction techniques such as those found in (Sunderhauf and Protzel 2012, 
Latif et al. 2013). Furthermore, the algorithms proposed here are by no means the 
only possibilities; it would be interesting to investigate other interpretations that 
could be used to generate probability models. 
Another issue to be considered in a system that is deployed in long-term 
operation is that as well as adding samples into a probability model (as occurs here), 
it may be necessary to consider that samples should be removed from the model as 
well, as the environment changes and adapts. The need to balance “forgetting” 
samples with “learning” samples is analogous to the stability-plasticity dilemma of 
robot mapping (Biber and Duckett 2005) discussed in Section 2.5. We have not 
considered this issue in this chapter, but a simple way it could be achieved for a 
particle filter system would be to use a different model for each particle based on a 
sliding window of data. For example, a particle p at position k at time t could use a 
model calculated from images captured between k – 500 and k and images captured 
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between t – 500 and t. More sophisticated map update mechanisms such as the 
notions of short-term and long-term memory (Dayoub and Duckett 2008) could also 
potentially be applied. Maintaining multiple models adds complexity to the system 
and requires additional memory resources, but provides a method of ensuring 
location-specific probability calculations over a large or diverse environment.  
A system that is self-training rather than pre-trained will naturally have some 
limitations. For example, the complexity of the models that the system uses to 
describe the world must be simplified, as the model must be determined online and 
with a minimal amount of data. For this reason the vision-based localisation system 
described here uses a probability model that is simpler than systems such as FAB-
MAP (Cummins and Newman 2008). Instead of returning a joint distribution across 
many thousands or tens of thousands of measurements per image, only a single 
distribution is used. As a result, some advantages of FAB-MAP, such as the 
robustness against perceptual aliasing, may be lost. This loss of complexity in the 
probability models must be balanced against both the improved performance in 
changing environments (see Figure 4.5) and the additional benefits of the online 
training model (see Figure 5.6).   
This chapter has shown that a judicious choice of observation model, integrated 
with a probabilistic particle filter, can perform localisation successfully, even in 
changing environments. This ability to localise even using low quality visual 
information is important in scenarios when changing environments cause visual 
comparison techniques to become unreliable. The next chapter considers a different 
facet of this problem; namely, increasing the reliability of the visual front-end in 
changing environments.  
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Chapter 6: Appearance Prediction Using 
Linear Regression 
The previous chapters focused on the management of observation likelihood 
models in changing environments. This chapter instead investigates whether a system 
can learn about changes in the environment, using linear transformations to predict 
the appearance of locations at a future time, and whether the learned models can 
improve visual localisation. Preliminary experimental results were published in the 
IEEE International Conference on Robotics and Automation (Lowry et al. 2014), and 
this chapter expands this preliminary work to include further experiments on an 
additional dataset. 
The chapter discusses changing environmental conditions in Section 6.1. 
Section 6.2 introduces the mathematical framework behind the system. Section 6.3 
the datasets and experimental setup, while Section 6.4 presents results of performing 
image prediction using these learned transformations. Finally, Section 6.5 discusses 
the results and the limitations of the system, and motivates the next step in learning 
about change in an environment. 
6.1 INTRODUCTION 
A place can change greatly in appearance due to factors such as rain, snow or 
time of day (see Figure 5.11). Many changes, such as those caused by weather 
conditions or time of day, tend to happen over large areas of an environment, 
meaning total localisation failure is a possibility. There are also changes that only 
occur at a single location, or at very few locations, but such changes are not 
considered in this chapter, as they do not impact the overall performance of a 
localisation system. 
This chapter explores whether the changes that occur universally over a 
location can be learned, and whether this information can improve visual 
localisation. A transformation is learned from one set of images to another, and then 
used to generate predicted images. The work in this chapter is similar in spirit to that 
presented in (Sünderhauf et al. 2013). In that work, images were decomposed into 
superpixels (Achanta et al. 2012) and a dictionary was learned that translated each 
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superpixel word from one environmental condition to another (in this case, from 
winter to spring). Both use a training set of matched image pairs to learn a 
transformation from one environmental condition to another, but this work uses 
image translation rather than superpixel translation, and a linear transformation is 
learned rather than a direct translation. While the superpixel translation improved the 
performance of SeqSLAM (Milford and Wyeth 2012), only very minor 
improvements were achieved on single image comparison techniques – no 
improvement was seen at all at 100% precision and only slight improvements for 
precision above 80%. This chapter addresses this more challenging problem of 
recognising places without the addition of sequential filtering techniques. 
6.2 APPROACH 
This work models appearance change as a linear transformation in image 
space, between one appearance configuration (such as morning) and another 
appearance configuration (such as afternoon). This section describes the mathematics 
behind the learned linear transformations. For simplicity, this chapter uses grayscale 
images throughout. However, the techniques could also be applied to colour images 
in one of two ways. Either a separate transformation could be learned for each colour 
channel, or the multiple channels could be combined into a vector, and a single 
transformation learned. 
6.2.1 Linear regression 
The training data for the linear transformation consists of two image sets: a set 
{A1,A2,…,An} captured at a group of n locations in a particular environmental 
configuration C1 and a set {B1,B2,…,Bn} captured at the same locations in a different 
configuration C2. The images are of size m × p, and each Ai and Bi are vectors of 
pixel intensity values of size mp, where for each i = 1,…,n, the images Ai and Bi 
come from the same location. The image vectors are combined into two matrices A 
and B: A is of size n × (mp + 1) and each row of A is one of {A1,A2,…,An}, plus an 
offset column of 1s: 
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Similarly B is of size n × mp and each row of B is from {B1,B2,…,Bn}: 
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The associated transformation between C1 and C2 is a matrix of size 
(mp + 1) × mp, where the 1 allows for an offset term. The linear transformation T is 
calculated via a matrix inversion: 
T = (A'A)-1A'B (3) 
Once T is calculated, it can be applied to any image I from C1 to generate a 
prediction of the appearance of that image in C2 via: 
Ipred = [1 I]×T (4) 
The single transformation T is applied to all images from C1. Section 6.2.2 
describes an alternative method that partitions the image space and learns multiple 
linear transformations between C1 and C2. 
6.2.2 Clustered linear regression 
Section 6.2.1 defined a single transformation across all images. This work also 
considered whether performance could be improved by classifying images into 
groups, and learning a separate transformation for each image type. The image space 
was segmented using k-means clustering on the training data. k-means generates k 
clusters from the data. The centroid of each cluster can be considered a “mean 
image” for that cluster, and examples of mean images from a 6-centroid clustering 
process are shown in Figure 6.1 for the St Lucia dataset and Figure 6.2 for the 
Nordland dataset. 
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Figure 6.1. Mean images for St Lucia. These mean images were generated by k-means clustering using 
k = 6. 
 
Figure 6.2. Mean images for Nordland. These mean images were generated by k-means clustering using 
k = 6. 
The appropriate cluster for an image is determined using a nearest-neighbour 
approach: the Euclidean distance to each centroid is calculated and the image 
assigned to the cluster associated with the closest centroid. Figure 6.3 and Figure 6.4 
show examples of clustered images for the St Lucia and Nordland datasets 
respectively. 
 
Figure 6.3. Examples of St Lucia images grouped using k-means clustering and nearest-neighbour 
allocation. Each of these groups corresponds to the cluster with a centroid denoted by the matching 
mean image in Figure 6.1. 
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Figure 6.4. Examples of Nordland images grouped using k-means clustering and nearest-neighbour 
allocation.  Each of these groups corresponds to the cluster with a centroid denoted by the matching 
mean image in Figure 6.2. 
This process calculates a separate linear transformation TC for each cluster C 
(using Equation 3). It generates a predicted image by assigning each image I to a 
cluster C and using the associated transformation TC to compute Ipred.   
The following experiments compare localisation using predicted images and 
using untransformed images. The linear techniques are tested under two appearance 
changes – predicting appearance in the afternoon from observations in the morning, 
and predicting appearance in winter from observations in spring.   
6.3 EXPERIMENTAL SETUP 
The following experiments test the effect of learned linear transformations 
(both a single transformation and multiple transformations) on visual localisation 
performance on two tests environments – the St Lucia dataset and the train-based 
Nordland dataset. This section introduces the datasets (Section 6.3.1) and the 
experiments performed (Section 6.3.2). 
6.3.1 Test environments 
St Lucia dataset 
The St Lucia dataset was introduced in Chapter 3. In this experiment the 
images were downsampled to 32 × 64 pixels, resulting in a transformation of size 
2049 × 2048. Transformations were learned from the early morning dataset captured 
at 8:45 to the late afternoon (16:00) dataset. Each dataset was split into two – the first 
half was used for training and the second half for testing.  
 124 Chapter 6: Appearance Prediction Using Linear Regression 
Nordland dataset 
The Nordland dataset is a 700 km long train journey captured by a Norwegian 
television company over four seasons (http://nrkbeta.no/2013/01/15/nordlandsbanen-
minute-by-minute-season-by-season/) and was used for place recognition 
experiments across changing seasons in (Neubert et al. 2013) and (Sünderhauf et al. 
2013). The high-definition images were made available for download along with a 
GPS signal, and were synchronised frame-for-frame between each of the four 
seasons. Furthermore, because the dataset is track-based it follows a precise, repeated 
path each time, meaning that images from the same location are almost perfectly 
aligned. These features make it a perfect test bed for feasibility studies of linear 
transformations. This experiment used the winter and spring datasets which included 
some of the most significant perceptual change (see Figure 6.5 for sample images). 
 
Figure 6.5. Sample Nordland images. These images show the same locations in winter (top) and 
spring (bottom) 
Data was extracted as in (Sünderhauf et al. 2013) at 1Hz and down sampled to 
32 × 64 grayscale-intensity images. However, the final size used was 30 × 62 pixels. 
Using a slightly smaller image area allowed the training data to be boosted by using 
multiple offset areas from each image (see Figure 6.6), as inspired by (Pomerleau 
1989).  
 
Figure 6.6. Sub-image example. Using a sub-image slightly smaller than the actual image size allows 
the number of training samples to be boosted without access to more data.  
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For the initial experiments, 82% of the extracted images were used for the 
training set, 13% were used for the test set, and the remaining 5% images were used 
as a buffer between the training and test sets, to ensure the test set was completely 
spatially separated from the training set. Based on the average speed of the train, the 
spatial separation between the end of the training set and the start of the test set was 
approximately 25 km. 
6.3.2 Experiments 
The initial experiment tested the ability of the linear transformation to improve 
localisation. The mean squared error (MSE) was used to compare images on the St 
Lucia dataset, while the zero normalised cross correlation (ZNCC) (Corke 2011) was 
used to compare images on the Nordland dataset.  
The MSE between two images I1 and I2 was defined by: 
MSE = ∑
=
D
pD 1
1
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(5) 
D represents the number of pixels in each image. The images with the smallest 
MSE were considered the best match.  
The ZNCC between two images I1 and I2 was defined by: 
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(6) 
The images with the largest ZNCC were considered the best match.  
Precision-recall curves compared the localisation results for the predicted 
images as well as for the original images.  
6.4 RESULTS 
6.4.1 Localisation 
Figure 6.7 shows the precision-recall curves for localisation on St Lucia. The 
multiple clustered transformations (black squares) outperform the single 
transformation (black circles), except at high precision values, and both outperform 
the untransformed images (red diamonds). Although performance at 100% precision 
is poor, with the single transformation only achieving 3% recall and the multiple 
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transformations achieving 1% recall, the performance improves at lower precision – 
for example, if the precision is dropped to 90%, the recall is 8% for the single 
transformation and 18% for the multiple clustered transformations.  
 
Figure 6.7. Precision-recall curve for original images (red diamonds), predicted images using a single 
transformation (black circles) and predicted images using multiple transformations (black squares) 
images on St Lucia test set. The single transformation and the multiple transformations both generate 
images that outperform the original images at place matching. 
Precision-recall curves for the Nordland test set are shown in Figure 6.8. The 
single transformation (black circles) improves performance of the place recognition 
system at recognising locations over the untrained version (red diamonds) – correctly 
matching 40% of places compared to 16% using the original images. However, the 
localisation improvement is small at high precision, with performance at 100% 
precision only achieving 1% recall. Furthermore, the recall does not increase rapidly 
with slightly lower precision – at 90% precision the recall is still only 5%. 
 
Figure 6.8. Precision-recall curve for original images (red diamonds) and predicted images using a 
single transformation (black circles) on Nordland test set. The transformed images are better at correct 
place matching, achieving 40% correct matches versus 16% correct for the original images. However, 
at high precision performance is still poor. 
Unlike the St Lucia dataset, the single transformation outperforms the clustered 
transformations on the Nordland dataset – the larger the number of clusters, the 
poorer the performance. The top row of Table 6.1 shows place matching 
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performance against number of clusters, and using one cluster (equivalent to a single 
transformation) provides the best results. 
Table 6.1. Place recognition capability using clustered transformations. 
Number of Clusters 1 6 10 25 
Correct Place Matches 
(Test Set) 
40% 38% 35% 29% 
Correct Place Matches 
(Training Set) 
44% 54% 60% 79% 
The clustered transformations may perform worse than the single 
transformation due to overfitting by the linear regression. As the training data is 
shared between the clusters, the multiple transformations each have a reduced 
amount of training data available. The image resolution is 30 × 62 pixels, 
corresponding to 1860 dimensions, and the the model may be overly complex and 
have too many parameters and too few observations. A piece of evidence that 
supports this hypothesis is that place matching ability increases with cluster size on a 
subset of the Nordland training dataset (the second row of Table 6.1). This result, 
while not conclusive, suggests that overfitting may be occurring.  
Overfitting can be minimised by reducing the dimensionality of the data. The 
most common approach to dimensionality reduction is principal component analysis, 
or PCA. PCA generates a basis for the data which describes the maximum amount of 
variance across the data in the minimum number of dimensions. As a result, PCA can 
reduce the dimensionality of data while retaining the maximum amount of 
information. 
Table 6.2 shows place matching performance for clustered transformations 
using dimension-reduced images on the Nordland test set. When only the 500 most 
significant dimensions are used, multiple transformations using 6 or 10 clusters 
perform slightly better than a single transformation, and when only 100 dimensions 
are used, performance is similar across all cluster values. As the performance of the 
system when using lower-dimension data does not degrade as the number of clusters 
increases, these results suggest that over-fitting is occurring when more clusters are 
used with the full 1860-dimension images. However, absolute performance is worse 
for dimension-reduced images than for the full 1860-dimension images, so any 
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advantages that might be gained from clustering is negated by the performance 
degradation caused by the dimensionality reduction.  
Table 6.2. Place recognition capability using clustered transformations on reduced dimension images. 
Number of Clusters 1 6 10 25 
Correct Place Matches 
(100 dimensions) 
24% 24% 25% 25% 
Correct Place Matches 
(500 dimensions) 
24% 27% 26% 23% 
Correct Place Matches 
(Full 1860 dimensions) 
40% 38% 35% 29% 
6.4.2 Visualisation 
Figure 6.9 and Figure 6.10 show the effect of the prediction process for a single 
linear transformation and a clustered linear transformation respectively. These 
images are low resolution (32 × 64 pixels) as they show the actual input and output 
of the linear transformation system. The left-hand image in each row is the original 
morning image. The middle image is the “predicted” afternoon image, and the right-
most image is a true afternoon image taken from the same location. The most notable 
effect is the change in shadows on the road in each case, and the change to the sky. 
The transformations are able to both remove and add shadows for the change in time 
of day. 
 
Figure 6.9. Example of successful image prediction from morning to afternoon using a single linear 
transformation. Each row shows (from left to right): original morning image, predicted afternoon 
image, actual afternoon image.  
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Figure 6.10. Example of successful image prediction from morning to afternoon using a clustered 
linear transformation. Each row shows (from left to right): original morning image, predicted 
afternoon image, actual afternoon image. Note the change in the sky, and the appearance and 
disappearance of shadows from the road. These images are low resolution (32 × 64 pixels) as they 
represent the true input and output of the linear transformation system. 
Figure 6.11 shows some locations from the Nordland dataset that were 
correctly matched using a predicted image but were not matched using an untrained 
image. The left-hand image in each row is the original spring image. The middle 
image is the predicted winter image, and the right-most image is a true winter image 
taken from the same location. The transformations were able to remove snow and 
add cloud appropriately for the change in season and weather, as well as change the 
colour of the trees. 
 
Figure 6.11. Example of successful image prediction from springtime to winter using a single linear 
transformation. Each row shows (from left to right): springtime image, predicted winter image, actual 
winter image. Note the change in the sky, the appearance of snow on the ground and the darkening of 
the trees in the background.  
6.4.3 Training Parameters 
Section 6.4.1 showed that learning a linear transformation could improve visual 
localisation in locations that the system had not previously seen. This section extends 
these studies to investigate how sensitive localisation is to the choice of training set – 
how do factors such as the size of the training set, the similarity of the test and 
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training set, and the alignment of the training images affect localisation 
performance? The Nordland dataset is used as the test dataset, as it has an extensive 
amount of data, covers a large physical area and has well aligned images.  
Training set size 
The Nordland training set used in Section 6.4.1 consisted of 29,200 individual 
images, equating to 8 hours of data captured at 1 Hz. Each image was then boosted 
by a factor of 9 using the technique illustrated Figure 6.6, providing a total of 
262,000 data points. This section investigates how much the training set can be 
reduced without losing effectiveness. Table 6.3 displays the sample numbers tested, 
and the number of correct place matches achieved by the resulting linear 
transformation on the test set. Surprisingly, more data does not necessarily imply 
better results. While the place matching ability of the smaller datasets (1000 samples 
or under) decreases rapidly, 5000 image samples (equivalent to about 83 minutes of 
capture data) out-performs the larger datasets, including one nearly 6 times larger. 
Table 6.3. Training sample sizes for the Nordland dataset. 
Image 
samples 
Equivalent sample 
number (when boosted) 
Capture time in 
minutes (at 1Hz) 
Correct place 
matches 
300 2,700 5 11.77% 
500 4,500 8 20.90% 
1000 9,000 17 28.80% 
3000 27,000 50 34.10% 
5000 45,000 83 42.79% 
10000 90,000 167 40.96% 
12000 108,000 200 40.07% 
15000 135,000 250 37.80% 
18000 162,000 300 36.76% 
29200 262,800 487 39.98% 
 
It is possible that a smaller training set outperforms a larger one because the 
images are closer to the test set, and thus more similar in appearance. This hypothesis 
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was tested by maintaining a constant training set size (5000 images), varying the 
distance between the test set and the training set, and testing how well the resulting 
transformation performed. Figure 6.12 shows the impact on place recognition of a 
separation between training and testing. If the separation buffer between the training 
and test set is 8 minutes, the predicted images correctly match 43% of the test set, but 
if the separation buffer increases to 120 minutes, the predicted images correctly 
match only 20% of the test set. The separation buffer was measured in time but 
corresponds to a separation in space as well – based on the average speed of the 
platform a one minute separation corresponds to a distance of approximately 1.5 km, 
so the maximum separation of 120 minutes is equivalent to a distance of about 180 
km.  
 
Figure 6.12. Relationship between the length of the buffer between the test and train set (on the 
Nordland dataset). The number of correct place matches halves when the buffer increases from 
nothing up to two hours. 
In summary, it appears that the size of the training set is not as important as the 
relevance of the training set – that is, the more similar the training environment is to 
the test environment, the more effective the transformation is at localisation. This 
result also suggests that the transformation is quite specific to a particular 
environment and may be unlikely to generalise widely.  
Misalignment 
The training stage of the transformation assumes perfect alignment and this 
section considers how sensitive the transformation is to misalignment in the training 
set. The train-based, GPS-synced images of the Nordland dataset are well aligned, 
but similar alignment is unlikely to be found in image captures that are not from a 
similar track-based vehicle. 
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This section follows the approach of Sünderhauf, Neubert et al. (2013), 
although here we study the effect of misaligned training data rather than misaligned 
test images. The image size was reduced to 30 × 56 pixels so that that the images 
could be shifted up to 6 pixels horizontally relative to each other, representing a 
maximum misalignment of 11% of the total image width. The misaligned images 
were randomly selected, as was the direction of misalignment (either left or right). 
For computational reasons a shorter (5000 sample) training set was used.  
Figure 6.13 demonstrates the effect of misalignment on the linear 
transformation. The proportion of test images correctly matched using the original 
images is shown by the red dashed line. The performance of the transformation 
decreases steadily as the proportion of misaligned training images, and the degree of 
misalignment, increases. If 90% of the training images are misaligned by 8% or 
more, the effectiveness of the transformation is totally lost, and the original images 
outperform the transformed images. 
 
Figure 6.13. Training image misalignment against place matching. Place matching by original images 
(red dashed line) is also shown. Place matching ability decreases as the misalignment, and the 
proportion of misaligned images, increases. 
6.4.4 Prediction direction 
The final experiment in this section tested whether predicting the appearance of 
a location in spring given its appearance in winter performs differently than 
predicting the appearance of a location in winter given its appearance in spring. This 
experiment was motivated by the apparent uniformity of appearance in the winter 
configuration of the Nordland dataset. The Nordland environment exhibited large 
quantities of snow cover in the winter images, and this experiment tested whether 
such uniformity of appearance made it a particularly easy configuration to predict.  
 Chapter 6: Appearance Prediction Using Linear Regression 133 
The experiment in Section 6.4.1 was repeated with the opposite prediction 
direction; that is, the transformation T in Equation 3 was calculated using the winter 
images as input and the spring images as output, and this transformation was used to 
predict the appearance of the test locations in spring. Figure 6.14 shows the 
precision-recall curves for both prediction directions, as well as for the original 
images. The localisation performance is different for each direction: the predicted 
spring images (black squares) correctly match 22% of locations, a slight 
improvement from the 16% matched by the original images (red diamonds), but 
worse than the 40% matched by the predicted winter images (black circles). At 
higher precision levels, the predicted spring images perform little better than the 
original images, achieving less than 1% recall at 95% precision, less than 2% recall 
at 80% precision, and less than 3% recall at 70% precision. 
 
Figure 6.14. Precision-recall curve on Nordland test set using spring images predicted from winter 
images (black squares). The increase in performance is minimal over using the original images (red 
diamonds) and does not achieve the same performance increase using winter images predicted from 
spring (black circles).  
The bar chart in Figure 6.15 compares the results using the predicted spring 
and the predicted winter images. The first group shows the proportion of images in 
the test set that the original images failed to match, but were successfully matched by 
the transformed images. The predicted spring images match 24% successfully, and 
the predicted winter images match 34%. In other words, the predicted winter images 
do better than the predicted spring images at improving results over the original 
images, but the disparity is not great. The second group shows the number of images 
in the test set that the original images did match, and were also successfully matched 
by the transformed images. In this case, the disparity is much greater. The predicted 
spring images only succeed 11% of the time, compared to 69% for the predicted 
winter images. This result implies that compared to the predicted winter images, the 
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predicted spring images perform similarly at matching difficult images, but on the 
already successful images, it makes things worse for the system.  
 
Figure 6.15. Place matching using predicted spring images (black bars) and predicted winter images 
(red bars) on images matched by the original images and not matched by the original images. The 
predicted winter images slightly outperform the predicted spring images on images not matched by the 
original images, but significantly outperform them on images that were matched by the original.  
Figure 6.16, Figure 6.17 and Figure 6.18, show examples of locations that were 
matched only by the original images and not by the predicted images, matched only 
by the predicted images and not by the original images, and matched by both the 
predicted and the original images. It is not possible to draw any concrete conclusions 
about why the original images perform well, and the predicted do not, or vice versa. 
However, the predicted versions tend to be a “washed-out” version of the original 
version, with less differentiation between dark and light intensities, so it is possible 
that the predicted images perform well in areas that do not have strong intensity 
differences, and the original images perform better in the more contrasting regions. 
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Figure 6.16. Example locations that were successfully matched by the original images but not by the 
predicted images. Each row shows (from left to right): winter image, predicted spring image, actual 
spring image. 
 
Figure 6.17. Example locations that were successfully matched by the predicted images but not by the 
original images. Each row shows (from left to right): winter image, predicted spring image, actual 
spring image. 
 
Figure 6.18. Example locations that were successfully matched by both the original images and 
predicted images. Each row shows (from left to right): winter image, predicted spring image, actual 
spring image. 
6.5 DISCUSSION 
This chapter presents a preliminary investigation into learning appearance 
transformations across changing environments. The results show linear regression 
techniques can be used to predict the appearance change experienced by an outdoor 
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environment in locations that are perceptually similar to the training locations but 
that the system has never seen before. The predicted images can be used to improve 
place recognition in these unseen locations. In the Nordland test data, 40% of places 
were correctly matched when using images predicting the appearance of a scene 
during winter, compared to 16% correct matches using the original spring-time 
images. 
However, a number of limitations were identified:  
• The training images must be aligned, and the place recognition 
improvement generated by the transformation degrades as the 
proportion of misaligned images increases (Figure 6.13). This issue is 
significant since perfect alignment is impossible to guarantee for most 
mobile applications.  
• It is not the size of the training set but the relevance of it that is 
important. Figure 6.12 showed that on the Nordland dataset 
performance degraded as the spatial separation between the training set 
and the test set increased. The experiment here showed this degradation 
over long distances (hundreds of kilometres) but an effective system 
needs to differentiate appropriate and inappropriate training data.  
• The success of the transformation depends on the operating 
environment being of a suitable appearance “type”, and not all 
environments can be learned. Figure 6.14 showed that even on the same 
dataset, predicting spring images from winter performs differently than 
predicting winter images from spring.  
• Finally, the resulting transformation is only useful for a single 
transformation. That is, if the robot returns to the same environment 
under a different configuration – for example, at a different time of day 
– the transformation will not necessarily apply.  
The following chapter applies the lessons learned from these linear regression 
experiments to develop a new approach to learning about appearance change in an 
environment. Linear learning techniques are again used, but these techniques are 
applied the training set in a different way. The resulting system addresses all the 
limitations stated here: 
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• It uses a much smaller training set (for experiments on the same 
environment, a training set less than 1% the size of that used here is 
used). 
• It does not require the training set to contain aligned image pairs. 
• It does not require the training set to contain matched images from the 
same location. 
• The learned transformation can be applied across a number of different 
environmental conditions, not just one. 
• Despite the simplicity of the training, the system improves 
substantially higher precision place recognition over a large 
environment. 
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Chapter 7: Location-Specific 
Representations Using Principal 
Component Analysis  
The previous chapter showed that a system can learn a linear transformation 
from one environmental condition to another and that this transformation could 
improve place recognition performance. However, even under optimal conditions 
recall at high precision remained unsatisfactory. This chapter presents a new 
approach to learning about place recognition in changing environments that uses 
Principal Component Analysis (PCA) to achieve significantly better results using a 
training set that is both much smaller and easier to generate.  
Section 7.1 describes the motivating intuition behind this work. Prior work in 
visual place recognition and other fields is summarised in Section 7.2 while the 
mathematical framework used is introduced in Section 7.3. Sections 7.4 and 7.5 
experimentally test this approach across a seasonal change dataset and a challenging 
day-night dataset respectively. The chapter concludes with a discussion of the results 
in Section 7.6. 
7.1 INTRODUCTION 
This chapter is based on two principles about learning for robot place 
recognition: (i) learning techniques must be appropriate to the data available to a 
mobile robot and (ii) learning techniques must retain what is most important to 
perform place recognition. These two concepts are addressed in more detail in 
Sections 7.1.1 and 7.1.2. Section 7.1.3 then discusses the algorithm proposed in this 
chapter to exploit the available data in a manner that is beneficial to a place 
recognition system, particularly one that must operate in changing environments. 
7.1.1 Robot-appropriate training data 
A robot that performs place recognition is necessarily a mobile platform and 
thus is likely to spend much of its time traversing the environment. Such a robot is 
likely to have access to a stream of observations from different, but nearby, 
locations, but is not guaranteed to have multiple observations from single locations. 
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It is even less likely that such a robot will have observations that are perfectly 
aligned or captured from exactly the same place. Thus this chapter hypothesises that 
an ideal learning system for a robot would exploit the many single observations from 
different places, rather than requiring multiple observations from the same location. 
We note that this is in contrast to other platforms, such as static webcam networks, 
which do have access to multiple observations from each location, and hence can 
apply different learning algorithms. 
The visual place matching system proposed in this chapter learns about the 
environment using such a training set. There is no requirement that any of the 
training images come from the same location, or that they must be perfectly aligned. 
As a result, a mobile robot can straightforwardly generate the required training data, 
without any prior knowledge or ground truth data. 
7.1.2 Distinctiveness versus similarity 
Place recognition depends on a system recognising what is distinctive about a 
specific location. In contrast, machine learning “automatically detect[s] patterns in 
data and then use[s] the uncovered patterns to predict future data” (Murphy 2012, 
p.1). Suppose a mobile robot performs a learning process on a training set such as 
that described in Section 7.1.1 – that is, a set of images from different locations. The 
algorithm will discover what is similar about these places, while the unique, 
distinctive aspects of each location will potentially be ignored as outlier data. This 
problem is not a practical one that can be removed by higher quality training data or 
a different choice of algorithm; it is a difference at a theoretical level. Good learning 
algorithms should remove outliers, but good place recognition algorithms should not. 
The methods of visual place recognition for robots proposed in this chapter 
exploit the strengths of the available data and learning techniques, rather than trying 
to overcome the inherent weaknesses. In this chapter, the visual place matching 
system does learn about the similarities between locations, but it attempts to remove 
the common aspects while retaining the more distinctive features of a scene. The 
next section describes the proposed method for differentiation of common and 
distinctive aspects of a scene. 
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7.1.3 Learning for mobile robots and visual place recognition 
In this chapter, Principal Component Analysis (PCA) is used as the chosen 
learning technique. Unlike the techniques in Chapter 6, PCA does not require pairs 
from two different appearance configurations, but operates on a single set of input 
data such as that described in Section 7.1.1. PCA is a basis transformation – it 
transforms data “to a new set of variables…which are ordered so that the first few 
retain most of the variation present in all of the original variables” (Jolliffe 2002, 
p.1). In other words, the PCA transformation identifies the dimensions that contain 
the most common information within the training set, and the basis is ordered so that 
these dimensions come first.  
This chapter tests whether learning and removing the earliest PCA dimensions 
from image data improves the ability of a system to perform visual place recognition 
in changing environments. The reasoning behind these tests is parallel to the 
assumptions implicit in Chapter 6. The systems tested in Chapter 6 focused on 
learning changes that happened widely across an environment. In this chapter 
changes are not learned because, as discussed in Section 7.1.1, a robot’s training data 
may be limited to a single observation from each location. Instead the PCA is used to 
identify and remove conditions that happen widely across an environment, and thus 
could cause widespread appearance change.  
Figure 7.1 demonstrates the concept behind the PCA learning proposed here. 
The top row presents an image from the Nordland winter dataset (first column), the 
image generated using the first few PCA dimensions (second column) and the image 
generated using the remaining PCA dimensions (third column). The PCA 
decomposition used was learned from a training set of winter images. The bottom 
row presents the same results for an image from the same location during spring, 
except this case the PCA decomposition was learned on springtime images instead. 
While the early PCA dimensions reflect the common aspects of each environmental 
condition (white snow in winter and green fields in spring), the later PCA 
dimensions are remarkably similar in each case, and we hypothesise that using these 
dimensions may maintain the distinctive elements of a location required for place 
recognition, while eliminating at least some of the condition-dependent, unhelpful 
information. 
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Figure 7.1. Two images from the same location in winter (top row) and spring (bottom row).  When a 
PCA decomposition is learned on a dataset, the early dimensions (second column) tend to reflect the 
common aspects of the dataset (white snow in winter, green fields in spring) but the later PCA 
dimensions (third column) tend to contain more location-specific information. The first 14 PCA 
dimensions represent 60% of the variance in the training data.  
The remainder of this chapter tests whether this concept is sound: that is, does 
learning a PCA transformation of an image set and removing the early dimensions 
improve place recognition across changing conditions? The experiments presented 
here represent preliminary results as to the validity of this idea. For the remainder of 
this chapter, we refer to the early PCA dimensions as the condition-dependent 
dimensions, and the later PCA dimensions as the location-specific dimensions.  In 
the next section, we briefly summarise prior uses of PCA, including in visual place 
recognition and video surveillance. 
7.2 PRIOR WORK 
Principal Component Analysis (Pearson 1901, Hotelling 1933) is a versatile 
and popular data analysis tool. Because PCA can encode a large amount of data 
variability into just a few components, it is an effective form of dimensionality 
reduction and can be used for data mining (Witten and Frank 2005), noise reduction 
(Yata and Aoshima 2012) or image compression (Jain 1989) to name a few 
examples.  
In the field of visual recognition, PCA has shown notable success in face 
recognition (Sirovich and Kirby 1987, Turk and Pentland 1991), where the principal 
components are known as eigenfaces, as well as proving useful in many other image 
retrieval tasks (Yan and Sukthankar 2004). Furthermore, PCA can be used for scene 
classification. Oliva and Torralba (2001, 2006) use PCA to extract what is termed the 
‘gist’ of the scene. The scene can then be classified according to certain descriptive 
characteristics (for example, natural scenes versus man-made environments, or open 
versus closed spaces). 
Original 
Image 
First 14 PCA 
dimensions 
Remaining 
dimensions 
 
Winter  
 
Spring 
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The idea of scene classification is important to this chapter, although it is 
applied in an inverted sense. The assumption here is that the scenes are already 
classified due to their spatial proximity, as nearby locations are likely to exhibit 
similar attributes – whether in terms of lighting, weather or other environmental 
factors – and these are the attributes that should be identified and removed so that 
only location-specific details remain for place recognition.  
Looking specifically at visual place recognition, PCA has been used in on a 
number of occasions (Artac 2002, Artac et al. 2002, Liu and Zhang 2012, Carreira et 
al. 2014), and shown to improve performance. However, in each case the early PCA 
dimensions were kept and the later PCA dimensions were discarded. The approach 
presented in this chapter differs from these prior approaches by discarding the early 
PCA dimensions and keeping the later ones instead.  
In fact, in all the work described above, the early PCA dimensions are retained 
and the later ones discarded. The alternative approach of extracting useful 
information from the later PCA dimensions is much less common but has been 
applied in a few research fields. One example can be found in the analysis of video 
surveillance footage from static cameras. In such cases, the background of the 
extracted images will stay very similar over time, and hence is likely to be identified 
by the early dimensions of a PCA decomposition. However, the interesting data of 
such footage is likely to be the motion of people (or animals) in the foreground (see 
Figure 7.2 for an illustrative example), which only appears occasionally and is likely 
to reside in the later dimensions. Robust adaptations of PCA such as Principal 
Component Pursuit (PCP) (Candès et al. 2011) or (Chandrasekaran et al. 2011) 
explicitly solve the equation for both what is termed the signal S (the uninteresting 
but strong background) and the noise N (the interesting but rare information):  
M = S + N (1) 
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Figure 7.2. In static surveillance footage the background (left) will be identified by early PCA 
dimensions as it is seen frequently, but the interesting data lies in the infrequent, novel information 
(right). PCA and variants such as PCP can identify the rare, unusual information which represents the 
important parts of the image stream. (Images © the Smithsonian Institute 
(http://nationalzoo.si.edu/animals/webcams/giant-panda.cfm)). 
The visual place recognition system presented here is conceptually similar to 
the background extraction problem described – we want to extract the common but 
uninteresting condition-dependent information and use the rare and interesting 
location-specific details. The notion hypothesised and tested in this chapter is that 
condition-dependent information can be extracted from the pixel space in a similar 
way to the background extraction from a static camera. However, the data available 
to a mobile robot traversing the environment is quite different than that from a static 
camera and so the experiments presented here use conventional PCA rather than 
more sophisticated factorisation techniques such as PCP which enforce additional 
assumptions on the structure of the data (in particular, S must be low-rank and N 
must be sparse).  
7.3 APPROACH 
This section presents the mathematical framework required for calculating the 
principal components (Section 7.3.1). Section 7.3.2 describes how location-specific 
images can be generated and Section 7.3.3 summarises the workflow for performing 
place recognition using these location-specific images. 
7.3.1 Determining the principal components 
The principal component transformation of a set X is defined as the orthogonal 
transformation where the most variance is compressed into the least number of 
dimensions. It can be shown that this basis set is equal to the eigenvectors of the data 
set's covariance matrix XTX (Jolliffe 2002). One way to calculate the principal 
components of a set is to use the singular value decomposition (SVD). The SVD of X 
is defined as: 
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X = USCT (2) 
Here C is the set of eigenvectors of the dataset XTX (X is real as it represents 
image data), and thus represents the principal components for X. Due to the nature of 
SVD, the matrix S is a diagonal matrix: 
S = 
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Furthermore, the squares of the diagonal values of S, e1 = S
2
1, e2 = S
2
2, … are the 
eigenvalues corresponding to the eigenvectors C. Importantly, the eigenvalues are 
proportional to the amount of variance contained in the related dimension; that is, e1 
relates to the amount of variance in the first dimension C1, e2 relates to the amount of 
variance in the second dimension C2, and so on. These eigenvalues are a measure of 
how much information is contained in each dimension, and are useful for 
understanding the underlying nature of the data. 
7.3.2 Condition-dependent and location-specific images using PCA 
The PCA transformation described above can be applied to a training set of 
images Itrain. The principal components C are calculated from Itrain via the SVD 
calculation described above, that is: 
Itrain = USCT (4) 
Once calculated, C can be used to transform any image I into the principal 
component space, not just images from Itrain. The projection of I into the PCA space, 
denoted PI, is calculated via: 
PI = IC (5) 
Now I is represented in the principal component space as PI, it can be separated 
into condition-dependent and location-specific dimensions according to a selected 
parameter p. P
I
global is defined as the first p elements of PI, while PI
local consists of the 
remaining elements of PI.  
The physical meaning of the parameter p can be quantified by the proportion of 
variance within the training dataset that is represented by the condition-dependent 
information. The variance associated with each dimension is equal to the matching 
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eigenvalue of the training set calculated by SVD as described in Equation 4 above. If 
the eigenvalues are normalised to 1, the percentage of the variance Vp associated with 
the condition-dependent information can be calculated as the sum of the first p 
variances: 
Vp = ∑
=
p
1k
ek 
  
(6) 
This approach applies the opposite attitude to PCA of other place recognition 
systems such as (Liu and Zhang 2012), which typically use PCA to perform 
dimensionality reduction and only keep the highest variance components. On the 
contrary, this system removes the highest variance components and keeps the lowest 
variance. Since it has been shown that removing the low variance components can 
also improve place recognition (Liu and Zhang 2012), there might be an intermediate 
approach that discards both the highest and lowest variance components to provide 
an optimal set. 
7.3.3 Place recognition using local conditions 
Figure 7.3 displays the workflow for performing visual place recognition using 
location-specific images from which the condition-dependent information has been 
removed. 
 
Figure 7.3. Workflow of location-specific visual place recognition. Images have their condition-
dependent dimensions removed before being used as input into a place recognition algorithm. 
Set first p dimensions to 0 
Calculate likelihood 
Compare images 
Convert to PCA space 
Convert back to image space 
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This process requires a PCA transformation to be generated using an 
appropriate training set. It also requires a choice of parameter p that demonstrates 
how many dimensions are associated with condition-dependent information and how 
many are associated with location-specific information 
7.4 EXPERIMENTAL SETUP 
This section introduces the experiments used to test the PCA learning 
techniques described above, including the testing environments used (Section 7.4.1) 
and the experiments undertaken (Section 7.4.2).  
7.4.1 Testing environments 
The location-specific place recognition system was tested on two different 
datasets. Both datasets have been used in similar place recognition tests (Milford and 
Wyeth 2012, Neubert et al. 2013, Sünderhauf et al. 2013), and demonstrate different 
types of perceptual change. The first dataset (the Nordland dataset) contains changes 
caused by seasonal variability and compares a snow-covered winter environment to 
the same region during spring-time. The second dataset (the Alderley dataset) 
simultaneously introduces the effects of extreme lighting change and weather 
variation by comparing a day-time traversal during fine weather to the same journey 
during a rainstorm at night.  
Both datasets have previously been compared against conventional feature-
based place recognition algorithms including FAB-MAP (Cummins and Newman 
2008) in (Milford and Wyeth 2012) and (Neubert et al. 2013), and it has been shown 
these methods were not effective on changing datasets.  
Nordland (winter-spring) 
The Nordland dataset (http://nrkbeta.no/2013/01/15/nordlandsbanen-minute-
by-minute-season-by-season/) was introduced in Chapter 6. It is a 700 km long train 
journey that has been used for place recognition experiments across changing 
seasons in (Neubert et al. 2013) and (Sünderhauf et al. 2013). In this experiment the 
winter and spring datasets were used (see Figure 6.5 for sample images). The same 
data extraction and pre-processing that was performed in (Sünderhauf et al. 2013) 
and Chapter 6 was repeated here: the images were extracted at 1Hz and down-
sampled to 36 × 64 pixel grayscale-intensity images prior to PCA.  
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After the PCA transformation and the removal of the condition-dependent 
dimensions, the images were converted back to pixel space and patch-normalised as 
in the original paper (Sünderhauf et al. 2013) using a patch of size 4. The resulting 
location-specific, patch-normalised images were compared to standard images that 
had also been patch-normalised using a patch of size 4. 
For these experiments, the first 2500 images (from the winter dataset) were 
used as a training set. The test set started about 8 minutes after the training set was 
completed. This buffer ensured there was a clear break between testing and training 
sets to test whether the system generalised to previously unseen locations. A subset 
of the journey of around 80 minutes was used to test the single image matching. 
When testing with SeqSLAM, the entire train journey (over 8 hours of data and 
several hundreds of kilometres) was used.  
Alderley (day-night) 
The Alderley day-night dataset (Milford and Wyeth 2012) was introduced in 
Chapter 5. It is a car-based dataset that consists of two loops of a suburban area, one 
during the day, and the other during a rainstorm at night (see Figure 5.11 for sample 
images). The same pre-processing was used for this experiment as was performed in 
Chapter 5: the dataset was converted to grayscale and down sampled to 24 × 64 
pixels.  
After the PCA transformation and the removal of the condition-dependent 
dimensions, the images were converted back to pixel space and patch-normalised as 
in the original paper (Milford and Wyeth 2012) using a patch of size 8. The resulting 
location-specific, patch-normalised images were compared to standard images that 
had also been patch-normalised using a patch of size 8. 
The system was trained on the first half of the night dataset, and the second 
half of each loop was used for testing. 
7.4.2 Experiments 
Three experiments were performed. These experiments tested (i) the effect of 
integrating location-specific images into single image place recognition systems, (ii) 
the effect of integrating location-specific images into SeqSLAM, and (iii) the effect 
of the parameter Vp.   
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Single-image place recognition 
This experiment tested how well the system could match places using only one 
image (in contrast to the later SeqSLAM experiment which use sequences of 
images). With the exception of (Milford et al. 2014), only sequential methods such as 
SeqSLAM have been shown to perform place matching effectively on highly 
changing datasets, as single-image place matching is a particularly challenging place 
matching test.  
The patch-normalised images were compared using a L2 distance metric. The 
precision and recall achieved using location-specific images were compared to that 
achieved using standard images. Qualitative results were also generated to display 
the effect of removing the condition-dependent dimensions from the images.  
For this experiment, two different values of Vp were used for each dataset. The 
values tested were Vp = 60% and Vp = 85%. These two values provided a preliminary 
test of the impact of this parameter. In the third experiment, a more comprehensive 
test was conducted over all possible values of Vp. 
SeqSLAM 
The location-specific images were also tested in integration with SeqSLAM. 
OpenSeqSLAM (Sünderhauf et al. 2013) was used, with the parameters used for 
these datasets in previously published works (Milford and Wyeth 2012, Sünderhauf 
et al. 2013). The place recognition ability of SeqSLAM with location-specific images 
was compared to that of SeqSLAM with standard images. For both datasets, the 
condition invariance parameter was set to Vp = 85%.  
The most significant parameter for SeqSLAM is the sequence length ds. In 
general, a longer sequence length provides better matching capability, but also leads 
to longer matching latency and will fail to recognise shorter matched paths. For the 
Nordland dataset, SeqSLAM was tested with sequence lengths of 3, 5, 10 and 20 
images, which is equivalent to distances of approximately 180 m, 300 m, 600 m and 
1200 m (assuming a typical speed of 30 ms-1). The Alderley dataset was tested with 
sequence lengths of 25 and 50 images, representing typical distance lengths of 
around 25 m and 50 m, significantly shorter than the ~300 metre sequence length 
used in the original study (Milford and Wyeth 2012). 
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Parameter choice 
The third experiment was an analysis of the effect of Vp on matching capability. 
As discussed in Section 7.3.2, the value of Vp relates to the proportion of variance 
within the training dataset that is represented by the global conditions. Both the 
Alderley and Nordland datasets were tested to compare the relationship between 
variance and localisation performance across different environments and types of 
change. The performance metric chosen was the maximum recall at 95% precision 
measured against the percentage of variance considered to be due to the condition-
dependent dimensions. The value of 95% precision (rather than 99% or 100% 
precision) was selected to represent the general behaviour of the dataset, as the 
higher precision levels are more susceptible to noise. 
7.5 RESULTS 
7.5.1 Single image place recognition 
Precision-recall curves for single-image place matching on the Nordland and 
Alderley datasets are shown in Figure 7.4 and Figure 7.5 respectively. Performance 
using standard patch-normalised images is shown by the red dashed line and using 
location-specific patch normalised images is shown in black (for the parameter 
values Vp = 60% and Vp = 85% for each dataset).  
For both datasets, performance improves using location-specific matching. The 
maximum recall achieved at 100% precision with the selected parameters is 7.6% for 
both the Nordland dataset and for the Alderley dataset (with Vp = 85%). For 
Vp = 60%, the maximum recall at 100% is 4.7% for the Alderley dataset. A number 
of errors due to spurious matching in near pitch black tunnels in the Nordland dataset 
stop the Vp = 60% curve from achieving more than 1.7% recall at 100% precision. 
The precision-recall curves show a significant increase over the standard single-
image place recognition performance. Standard single-image matching demonstrated 
no practical place recognition capability on either dataset (0.06% and 0.03% recall at 
100% precision respectively), demonstrating how challenging appearance-based 
matching is on these datasets. 
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Figure 7.4. Precision-recall curves for the Nordland dataset with (black) and without (red) location-
specific images. Without location-specific matching, recall at 100% precision is 0.06%. With location-
specific matching, recall at 100% precision is 1.7% for Vp = 60% and 7.6% for Vp = 85%.  
 
Figure 7.5. Precision-recall curves for the Alderley dataset with (black) and without (red) location-
specific images. Without location-specific matching, recall at 100% precision is 0.03%. With location-
specific matching, recall at 100% precision is 4.7% for Vp = 60% and 7.6% for Vp = 85%.. 
Comparison to other techniques 
The results presented here are competitive with other single image place 
recognition techniques on the same datasets. On the Nordland dataset, Neubert, 
Sunderhauf et al. (Neubert et al. 2013) achieved recall of only around 2% at 100% 
precision on a 22 minute subset using predictive BRIEF-Gist (Sunderhauf and 
Protzel 2011) and the recall curve decays quickly – for example, at 90% precision the 
recall has only increased to 5% compared to an increase to over 40% for the location-
specific system here.  
On the Alderley dataset, (Milford et al. 2014) achieved higher recall at 100% 
precision (21.2%) using a patch verification technique on high resolution images. 
However, the first step in this process uses whole-image matching to generate 
hypotheses for further verification, and the location-specific system significantly out-
performs this step, which never achieves 100% precision. A potential integration 
between the location-specific system and a multi-hypothesis verification stage could 
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be valuable, with the location-specific images used to generate high quality 
hypotheses and the verification stage using high resolution data to accept or reject the 
results.  
Visualisation 
Figure 7.6 shows an example image from the Nordland dataset that was 
correctly matched using the location-specific images but not using conventional 
images. Figure 7.7 and Figure 7.8 shows examples from the Alderley dataset. From a 
qualitative perspective, the location-specific images appear more similar than the 
original images. For example, in the Nordland example the snow-covered areas have 
been “faded out”, while in the Alderley examples, much of the intensity difference 
between sky and headlight/street light locations has been removed. 
 
Figure 7.6. A sample Nordland location successfully matched using location-specific images but not 
using standard images. Left column: original images (springtime (a) and winter (c)); Right column: 
location-specific images (springtime (b) and winter (d)). Note the snow from the winter image has 
been removed. 
 
(a) Day (original image) (b) Day (location-specific image) 
(d) Night (location-specific image) (c) Night (original image) 
(a) Spring (original image) (b) Spring (location-specific image) 
(d) Winter (location-specific image) (c) Winter (original image) 
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Figure 7.7. A sample Alderley location successfully matched using location-specific images but not 
using standard images. Left column: original images (day (a) and night (c)); Right column: location-
specific (day (b) and night (d)).  
 
Figure 7.8. A sample Alderley location successfully matched using location-specific images but not 
using standard images. Left column: original images (day (a) and night (c)); Right column: location-
specific images (day (b) and night (d)).  
7.5.2 Sequence-based place recognition 
Single-image matching is perhaps the hardest challenge in place recognition. 
However, as seen in Chapters 4 and 5 a more practical approach to localisation is use 
a recursive probabilistic filtering approach, or a sequential approach, to integrate 
likelihood over sequences of images. This section presents place recognition results 
achieved by integrating SeqSLAM with location-specific images.  
The precision-recall curves for SeqSLAM with standard images and SeqSLAM 
with location-specific images are shown for the Nordland dataset in Figure 7.9. The 
location-specific version displays a significant improvement over the standard input. 
The location-specific images provide reasonable localisation performance with 
sequences as short as 3 images, achieving 16.1% recall at 100% precision, more than 
4 times the recall for the standard images (3.8% recall at 100% precision). A 
sequence length of 10 with location-specific images achieves better results than 
standard SeqSLAM with a sequence length twice as long. Maintaining localisation 
performance with a reduced sequence length is of practical importance since shorter 
sequence lengths allow greater search efficiency, lower latencies and enable 
identification of shorter contiguous  road segments (Pepperell et al. 2013).  
(a) Day (original image) (b) Day (location-specific image) 
(d) Night (location-specific image) (c) Night (original image) 
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Figure 7.9. Precision-recall curve on Nordland dataset using SeqSLAM combined with standard 
images (red diamonds) and location-specific images (black circles) with sequence lengths of (a) 3, (b) 
5, (c) 10 and (d) 20. Location-specific images outperform standard images in each case.  
The precision-recall curves for SeqSLAM with standard images and SeqSLAM 
with location-specific images are shown for the Alderley dataset in Figure 7.10. A 
similar improvement is observed for the Alderley dataset as for the Nordland dataset. 
Using a 25 image sequence the recall at 100% precision nearly doubles from 8.1% to 
15.8%. Slightly superior performance (36% versus 35% recall) at 100% precision is 
achieved on the Alderley dataset when using a sequence six times shorter than in the 
original study (50 metres versus 300 metres (Milford and Wyeth 2012)), greatly 
enhancing the practical feasibility of the system.  
(d) Sequence length = 20 
(b) Sequence length = 5 
(c) Sequence length = 10 
(a) Sequence length = 3 
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Figure 7.10. Precision-recall curve on Alderley dataset using SeqSLAM combined with orignal 
images (red diamonds) and location-specific images (black circles) with sequence lengths of (a) 25 
and (b) 50. Location-specific images outperform standard images in each case.  
A summary of the maximum recall achieved at 100% precision for each 
sequence length is displayed in Figure 7.11, and Table 7.1 presents the same 
information in numerical form. The location-specific images (black bars) outperform 
standard images (gray bars) for all sequence lengths across both datasets. At shorter 
sequence lengths the increase in recall is proportionally larger than that at longer 
sequence lengths.  
 
Figure 7.11. Maximum recall at 100% precision using SeqSLAM on the Nordland and Alderley 
datasets for a range of sequence lengths. Gray bars represent SeqSLAM results using standard images 
and black bars represent SeqSLAM results using location-specific images. Performance improved in 
all experimental configurations, with larger relative improvements at shorter sequence lengths. 
 
 
 
(b) Sequence length = 50 (a) Sequence length = 25 
Alderley 
Nordland 
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Table 7.1. Maximum recall achieved at 100% precision using SeqSLAM. 
Dataset Sequence length Location-specific images Standard images 
Nordland 
3 16.1% 3.8% 
5 14.6% 8.0% 
10  64.9% 34.3% 
20 78.4% 59.5% 
Alderley 
25 15.8% 8.1% 
50 36.9% 28.4% 
7.5.3 Global conditions parameter analysis 
The results from Sections 7.5.1 and 7.5.2 above demonstrate that removing the 
condition-dependent dimensions from an image set can improve place recognition 
performance across changing environmental conditions. This section examines the 
relationship between the proportion of the training set variance that is associated to 
the condition-dependent dimensions (via the choice of parameter Vp) and the 
localisation performance of the location-specific comparison for each dataset.  
The single-image place recognition experiment (Section 7.5.1) was repeated on 
both datasets across all values of Vp. The relationship between the percentage of 
variance Vp assigned to the conditions-specific dimensions against the maximum 
recall at 95% precision is plotted in Figure 7.12 and Figure 7.13 for the Nordland and 
Alderley dataset respectively. The results are displayed at 95% precision, rather than 
at 100% precision, as the results are less noisy; at 100% precision there is more 
sensitivity to slight changes in Vp and it is difficult to determine the relationship 
between Vp and recall. Although these plots only show the results at 95% precision, a 
similar trend is observed at other precision levels as well. 
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Figure 7.12. Variance assigned to condition-dependent dimensions (Vp) against maximum recall at 
95% precision for the Nordland dataset. Recall at 95% precision peaked when 78.31% of variance was 
removed from the images. 
 
Figure 7.13. Variance assigned to condition-dependent dimensions (Vp) against recall at 95% precision 
for the Alderley dataset.  Recall at 95% precision peaked when 89.74% of variance was removed from 
the images (which corresponds to removing the first 75 components). 
The datasets display qualitative similarities in terms of the effect of Vp on the 
behaviour of the system. The best performance is achieved when close to 80% (for 
the Nordland dataset) and 90% (for the Alderley dataset) of the variance is assigned 
to condition-dependent dimensions, and only the final 10% is retained for place 
recognition matching.  
As prior knowledge about the optimum variance choice is unlikely to be 
available to an online system, the most important characteristic is the overlap of the 
useful operating band. The Nordland dataset has a narrower peak and is more 
sensitive to the choice of variance, but both datasets display significantly increased 
recall between about 80% and 85% global variance. Note that the proportion of 
variance Vp is associated with the training set (and is calculated during training) but 
the precision and recall measurements were performed on the test set, demonstrating 
that the training has generalised to new spatial locations. These results make the 
effectiveness of the condition-dependent / location-specific distinction clear – 
78.31% 
89.74% 
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removing 80% or more of the principal component variance has a dramatic effect on 
place recognition, even in locations the robot has not previously seen.     
7.6 DISCUSSION 
This chapter presented a method that improves place matching by removing 
elements from the environment that are not useful for matching. Importantly, the 
method is easy to implement, using only conventional principal component analysis 
techniques. Its novelty in a place recognition context comes from its inversion of the 
typical application of principal component analysis; the most significant principal 
components are removed and place recognition is performed on the remaining less 
globally significant components.  
The results presented here demonstrate that this method is effective at 
improving place recognition over changing environments, regardless of the nature of 
the conditions which are changing. The experiments demonstrate that the degrading 
effects of seasonal, lighting and weather changes on place recognition are reduced by 
removing the early dimensions from a PCA decomposition. This PCA decomposition 
can be learned without knowing frame correspondences between observations from 
identical locations at different times.  
In this work a single training set was calculated for each dataset at the start of 
the localisation traversal; this training set then remained static for the whole dataset. 
It would be interesting to ascertain the effect of multiple training sets across a 
dataset. The simplicity of generating and applying training sets means it would be 
possible to train each phase of data on a dedicated training set, potentially further 
improving performance. 
There is still an open question of how the parameter Vp, the value which 
defines where the condition-dependent and location-specific dimensions are 
partitioned, can be determined in a principled manner. There are a number of 
methods for automatically selecting the number of principal components (Jolliffe 
2002). More sophisticated matrix factorisation methods such as Principal Component 
Pursuit (Candès et al. 2011) may be feasible, whilst techniques such as deep learning 
also offer dimensionality reduction techniques that are superior to PCA (Hinton and 
Salakhutdinov 2006) and could potentially be applied to the place recognition 
problem. 
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We note that the location-specific information could be used in more 
sophisticated ways. The strength of the system lies in its ability to remove what is 
there. It does not infer what should be there, and this is particularly apparent in the 
Alderley dataset, where the occlusion caused by headlight glare is successfully 
removed, but the parts of the image occluded by the headlights lack any information 
(Figure 7.7). The existing system could be enhanced by using these results to identify 
and mask such information-deprived areas during the later image comparison phases.  
A related question is how this approach might integrate with other techniques 
for place recognition, mapping and SLAM over long periods of time and changing 
conditions. The work presented in this thesis has sacrificed pose invariance to focus 
on improved localisation over changing environments, but the pre-processing 
described here could potentially be integrated with more pose invariant techniques to 
unite the best of both approaches. 
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Chapter 8: Discussion 
This thesis investigates methods of improving visual localisation in changing 
environment. The focus is on methods that require minimal training yet can perform 
localisation effectively in changing environments. It also investigates methods of 
learning about change in an environment, and generalising from one place to another. 
This final chapter discusses the results presented in the thesis and identifies some 
potential future directions for ongoing research.  
Section 8.1 summarises the work presented and discusses how the research 
chapters link together. Section 8.2 summarises the novel contributions of the thesis 
and how these contributions relate to existing work in the field, while Section 8.3 
describes future paths of investigation and ways in which this research could be 
extended. Section 8.4 presents closing remarks. 
8.1 THESIS SUMMARY 
8.1.1 Information gain and map connectivity in challenging environments 
The first research chapter (Chapter 3) investigated the ability of a visual 
localisation system to learn about visual change in an environment even when unable 
to visually localise. An existing visual localisation system was run in an environment 
that experienced appearance change. The visual loop closures provided by the 
localisation system were used to infer how the places linked by the visual loop 
closures must be connected in physical space. Integrating this odometry-driven 
inference system with the existing localisation system improved the quality of the 
generated map, as well as providing information about how locations could change in 
appearance. 
The experiments performed in this chapter demonstrated that the system could 
correctly identify and link locations along paths between known visual loop closures, 
even when the visual matcher failed at locations between the start and end points. 
However, some limitations were also identified. The primary limitation was that in 
changing environments the visual loop closer could not be relied upon to link start 
and end points of path segments sufficiently often. While the restriction on requiring 
a strict validation process could be lifted, this would increase the possibility of 
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incorrect path links being added to the map. The second limitation was that the 
system required reliable odometry input, as a failure in the odometry signal could 
also cause the failure of the path matcher. The two limitations were linked; as the 
visual loop closer became poor, the odometry matcher was required to link longer 
and longer path segments, and the error in the odometry matches became larger. 
In summary, odometry-driven inference was found to be an effective method of 
linking paths, over short distances. However, if the visual place matcher failed in a 
changing environment, the system could become unreliable. As a result, the 
following chapter investigated methods for increasing the robustness of visual 
localisation in changing environments. 
8.1.2 Robust probabilistic localisation 
The previous chapter identified some key requirements for a probabilistic filter 
to perform successful localisation in a visually changing environment. The particle 
filter approach from Chapter 3 was continued, but the visual front-end was made 
more robust by replacing SURF features with whole-image descriptors. Particle 
filters have been used for localisation in combination with whole-image descriptors 
in (Siagian and Itti 2007, Liu and Zhang 2012) but Chapter 4 presented a 
mathematical justification for changing the typical calculation of the probabilistic 
particle filter localisation. Using a data-driven likelihood model similar to (Badino et 
al. 2012), we achieved reliable matching over a longer and more complex path than 
was achieved in Chapter 3 in the same environment using local-feature descriptors. 
While whole-image matching demonstrably outperformed local feature 
matching, the system still failed at high precision place matching. Further 
investigation demonstrated the importance of the choice of observation likelihood. A 
model trained on a different dataset provided some localisation ability, but performed 
poorly compared to using a ground truth likelihood model. This conclusion led to the 
work presented in the next chapter, which investigated how to generate appropriate 
versions of likelihood models without needing a human operator to pre-train the 
model for each new environmental configuration. 
8.1.3 Online generation of probability models 
Chapter 4 demonstrated that performing probabilistic localisation using a 
ground truth probability model (that is, the probability model generated from the 
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same data as the localisation was performed on) allowed the localisation system to 
perform more effectively than using a model pre-trained on inappropriate data. 
Chapter 5 legitimised this approach by proposing an online algorithm that 
approximates the ground truth probability model.  
The algorithms use certain assumptions to infer appropriate probability models. 
In simple unchanging environments, a simple minimum value model was shown to 
be effective at place matching. Using an F-score measure, the probabilistic model 
was shown to be more robust to parameter selection than the non-probabilistic 
version, despite using the same visual data. It was also shown to outperform pre-
trained models, which suffered a decline in performance over time as the models 
became outdated. 
However, the minimum value assumption does not hold in changing 
environments, and so a different assumption was proposed. The inspiration for the 
new assumption from (Milford et al. 2013) was that in changing environments, two 
observations from the same location should, in general, be more similar than 
observations from two random locations. However, they may not necessarily be the 
best match. The resulting algorithm was tested on two challenging day-night datasets 
and showed good performance, even out-performing SeqSLAM on the benchmark 
Alderley dataset. 
The work presented in this chapter demonstrated the capability of probabilistic 
filters in changing environments. The system proposed here required few parameters 
and was virtually training-free. However, an underlying assumption about the 
environment was still required in order to generate an appropriate probability model 
in an unsupervised way.  
The preceding chapters demonstrated the ability of a probabilistic filter to 
perform place recognition using poor quality visual information. The final two 
research chapters investigated methods to improve the quality of the visual 
information available to the filter. To make the methods as general as possible, these 
chapters focused on learning about appearance change from the environment. 
8.1.4 Learning about changing environments 
This chapter considered how a system could learn about appearance change. 
While there exist change-specific processes to improve place matching in changing 
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environments, such as shadow removal (Corke et al. 2013), we were interested in the 
degree to which a system can autonomously learn about change in an environment. 
For this preliminary work, the simplest (that is, linear) transformation across pixel 
space was used for learning, and the chapter investigated whether such a 
transformation could generalise over an environment. In order to learn such a 
change, a training set that consisted of aligned image pairs from multiple locations in 
an environment was used to calculate the linear transformation from the first 
environmental configuration to the second. Such a training set could be generated 
from an odometry-only inference process like that described in Chapter 3.  
This approach was able to generalise about environmental change and improve 
place matching across previously unseen locations. However, the improvement 
depended on certain factors, including the alignment of the training set, the similarity 
of the training data to the test data and the nature of the change exhibited by the 
environment – for example, predicting winter from spring was more successful that 
predicting spring from winter. Inspired by these observations, an alternative 
approach to the problem of learning about change – an approach that did not require 
a large amount of training data, and did not depend on aligned images – was 
presented in the final research chapter. 
8.1.5 Learning condition-dependent and location-specific information 
The final research chapter further developed the visual learning approach 
begun in Chapter 6. However, in contrast the system proposed here does not attempt 
to predict the change experienced within an environment. Instead, the system 
attempts to extract condition-dependent information from a single environmental 
configuration. The motivation behind this approach was that the causes of many 
appearance changes – such as natural lighting variation and weather fluctuations – 
are similar over a large number of nearby locations. As a result, conventional 
methods for extracting the major components from data, such as PCA, could be used 
to find and then discard these global conditions. Although this concept is intuitively 
appealing, it is not necessarily sound: there is no guarantee that PCA does in fact 
extract elements that correspond to an intuitive notion of global conditions. However, 
experimental results were promising. Qualitative examples that were observed 
included the visual removal of snow from the ground of a winter dataset. 
Furthermore, place matching was quantitatively shown to improve considerably. The 
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experiments undertaken in this chapter demonstrated that impressive results could be 
achieved on single image place recognition using a simple PCA decomposition and a 
small training set, and that learning performed on the training set could generalise to 
previously unseen locations.  
8.2 CONTRIBUTIONS OF THESIS 
This thesis studies methods that improve visual localisation in changing 
conditions without requiring prior knowledge of the type of change occurring. While 
solutions to specific issues such as illumination invariance are well advanced, the 
concepts presented here are based on the principle that a place recognition system 
operating long-term in a changing environment must be flexible to alteration in the 
appearance of locations without requiring human intervention.  
Perhaps surprisingly, we demonstrated that unsupervised training solutions can 
be superior to pre-trained solutions. Chapter 5 showed that an observation likelihood 
model approximated using current data outperforms a model hand-crafted using 
ground truth data captured only a few hours earlier. Similarly, while Chapter 6 used 
aligned image pairs from different environment conditions to learn about appearance 
change, Chapter 7 achieved better place recognition results using a training set that 
requires no alignment, simply by applying the information contained in the training 
set in a novel way.  
Chapter 3 took a pragmatic approach to the problem of localisation and 
mapping in changing environments, and presented a method of probabilistically 
inferring likely place matches when visual place recognition degraded. Sections 3.3 
and 3.4 demonstrated that using odometry to infer links between observations can 
improve map connectivity and provide a system with data for learning about change.  
One insight to achieving robust persistent place recognition in a changing 
environment – that pre-training a system is liable to cause unavoidable degradation 
in results, even over relatively short time frames – was demonstrated in Chapter 4. 
Section 4.5 showed that using a ground truth probability model improved place 
recognition considerably compared to using a pre-trained model. The ground truth 
model correctly matched 70% of places while the pre-trained model only correctly 
matched 10% of places.  
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Chapter 4 also demonstrated the significance of the choice of image descriptor 
when operating in moderately changing environments. While localisation using 
local-feature descriptors (in this case, SURF features) suffered degradation across 
changing times of day, whole-image descriptors were shown to be more reliable over 
the course of a few hours. As time passed, whole-image descriptors lost the ability to 
perform high precision localisation, although performance remained much higher at 
lower precision levels – in one instance recall at 90% precision using whole-image 
descriptors was more than 2000 times higher than recall using local-feature 
descriptors.  
Chapter 5 developed methods of generating probabilistic observation models of 
the environment. A probabilistic approach was shown to make the system more 
robust to other parameter choices; Figure 5.4 showed a non-probabilistic approach 
was more sensitive to threshold choice than a probabilistic approach, even though the 
visual input and processing was identical. Furthermore, Figure 5.6 showed the 
advantage of an online rather than a pre-trained probabilistic model. Over the course 
of several hours, the pre-trained observation model lost discriminative power, while 
the online model adapted to the conditions and provided a better place recognition 
result. An online model that merely matched the pre-trained model would be an 
advantage, as it allows greater robot autonomy and could be used to enable out-of-
the-box operation for robots. However, the results were shown to exceed the pre-
trained version, in some cases by a large margin. 
Chapter 5 also extended the online generation of probabilistic models across 
environments in two different appearance configurations. Section 5.4 demonstrated 
that the conventional minimum value assumption about place matching did not hold 
in highly changing conditions, and presented an algorithm for generating an online 
observation model based on a weaker assumption. Section 5.5 showed this algorithm 
achieving state-of-the-art place recognition on two datasets that exhibit both day-
night and weather-related change. 
Chapter 6 presented preliminary research into the feasibility of learning about 
environmental change from image data, particularly the use of linear regression as a 
learning algorithm for predicting location appearance in changing environments. 
This chapter demonstrated that a linear transformation was capable of predicting the 
appearance of a location in winter-time, when only seen during spring, or the 
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appearance of a location in the afternoon, when seen in the morning. Section 6.5 
discussed some practical and theoretical limitations to this approach, and motivated 
the research direction taken in Chapter 7.  
The contribution of Chapter 7 was the concept and implementation of a method 
that first determined environmental conditions that are similar over many locations, 
and then removed those conditions, thereby improving place recognition over 
changing environments. To our knowledge, this approach has not been considered in 
place recognition systems before, although similar considerations have been applied 
in other fields, such as removing the static background from video surveillance feeds. 
The approach taken here is shown to be extremely effective in certain circumstances. 
A robot visual localisation system can in general safely assume the existence of 
similar conditions in regions visited closely together in time (and hence 
commensurately close together in space) so the development of a learning or 
training set for this problem can be performed in an unsupervised manner. Such 
increased robot autonomy is a key feature in developing robust, persistent and 
autonomous systems, rather than hand-tuned systems that are brittle and require 
constant change and supervision.  
8.3 FUTURE WORK 
There are many ways in which the research presented here could be developed 
further, but the most significant extension is to apply the systems developed here to 
different types of image descriptors, particularly those that demonstrate pose 
invariance. An example of pose invariant image description is the bag of words 
model (Sivic and Zisserman 2003); because the bag of words model is agnostic to 
geometric structure, it can match locations even if the robot’s pose changes, as long 
as the same features are in view. However, the bag of words model depends on local 
point features such as SIFT and SURF features that are sensitive to appearance and 
illumination change (Furgale and Barfoot 2010, Valgren and Lilienthal 2010), and 
most systems that attempt to improve the performance of the bag of words model in 
even moderately changing environments include geometric information (Valgren and 
Lilienthal 2010, Cadena and Neira 2011, Cummins and Newman 2011). Chapter 4 
demonstrates that whole-image descriptors are less vulnerable to appearance change 
than the conventional local feature approach; future work on developing descriptors 
that exhibit both the robustness available by using whole-image descriptors and the 
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pose invariance of local feature descriptors is necessary, and we believe that the 
location-specific place recognition described in Chapter 7 could contribute to this 
research. Chapter 7 demonstrated place recognition improvement using the simple 
comparison metric of the L2 pixel intensity distance, but there is no reason why the 
location-specific images could not be combined with another, more sophisticated, 
comparison approach for even better results. As noted in Section 7.6, the removal of 
the condition-dependent dimensions acts like an image mask, removing unhelpful 
data but not replacing it with new information. If applied in such a manner, the 
location-specific data could operate as an attentional, or saliency, operator that 
informs the place recognition system of what parts of the image to ignore, and on 
which regions to focus attention.  
A shift away from whole-image descriptors is also appealing because local 
feature descriptors can be more reflective of the environment structure, although still 
in an appearance-based way. Covisibility approaches (Mei et al. 2010, Stumm et al. 
2013) recall features of an environment in clusters that have been seen together, and 
allows a more organic view of how features are related in an environment than is 
achievable with hard association to a particular robot pose. Covisibility has been 
shown to increase the localisation capability of the system, but it requires 
segmentation of the image, whereas whole-image descriptors are locked into pose 
space. 
A third reason for considering other image descriptors as robot localisation 
applications extend over longer time periods and larger regions is the problem of data 
management. As systems are required to recall larger numbers of locations, both 
search and storage techniques need to be reconsidered. Local feature descriptor 
approaches such as the bag of words model allows efficient search structures such as 
vocabulary trees (Nister and Stewenius 2006, Schindler et al. 2007) and inverted 
indices (Cummins and Newman 2011). While whole-image descriptors can be used 
in a form that is compact (Liu and Zhang 2012, Milford 2013, Wu et al. 2014) and 
quick to compare (Wu et al. 2014) such approaches comes at the cost of visual 
richness.  
The online probabilistic model presented in Chapter 5 could be adapted to local 
feature descriptors or other non-whole-image descriptors. As noted in Section 2.3.2, 
there exist methods for online generation of vocabulary models (Nicosevici and 
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Garcia 2012), and a frequency-based likelihood model could be generated online. 
However, it is likely that a naive approximation of word independence would need to 
be applied, as generating and simplifying the joint distribution online would be 
infeasible. However, techniques such as Dempster-Shafer theory (Dempster 1967, 
Shafer 1976) could be used to explore other methods of developing a meaningful 
belief function. 
One aspect of camera-based observational data that has not been addressed in 
this thesis is that of colour. While conventional images descriptors such as SURF and 
BRISK operate on grayscale images, many available cameras capture colour images, 
which have the potential to provide new and interesting information about place 
recognition in changing environments. Colour information presents an interesting 
paradox for place recognition in changing environments: it is known to perform 
poorly when the illumination of a scene changes (Ross et al. 2013), but conversely, 
relative colour information contains information about lighting that can improve 
place recognition dramatically by identifying and removing shadows (Corke et al. 
2013). 
The probabilistic algorithms presented here are descriptor-agnostic and could 
equally well be applied to a colour-based descriptor. Furthermore, the learning 
algorithms in Chapters 6 and 7 could be immediately extended to multiple colour 
channels – either by learning an independent transformation for each channel, or by 
extending the single transformation to a larger number of dimensions that contains 
data from all channels. There is also potential for more sophisticated applications of 
colour information to these techniques.  
The unsupervised approaches presented here could be fused with other 
supervised algorithms to improve place recognition. Physics-based systems such as 
(Corke et al. 2013) use scientific knowledge to improve the quality of the sensor 
input, and there are data-driven systems (Johns and Yang 2013, Neubert et al. 2013, 
McManus et al. 2014) that (similarly to our study in Chapter 6) assume that the 
system has prior knowledge about locations over a long period of time and can learn 
about change from these high quality training sets. Another useful concept is a two-
level online-offline approach, where a robot operates using an onboard subset of 
useful data, but can update and learn during its downtime from an essentially 
unlimited supply of information stored offline (Paul and Newman 2013). However, it 
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seems likely that online learning such as the methods presented in this thesis will 
continue to be an essential part of visual place recognition in changing environments. 
There is no a priori way of knowing how an uncontrolled environment can change in 
appearance, and robotic place recognition systems must be flexible to current 
conditions.  
8.4 CONCLUSION 
This thesis presents research and analysis on the challenging problem of robot 
place recognition using vision in perceptually changing environments. The 
contributions of this thesis focus on general approaches to improving place 
recognition, rather than situation-specific solutions, and provide techniques that 
require online learning only. Of course complete autonomy is not yet possible – 
some underlying assumptions about the appearance of the environment need to be 
made, but this thesis has shown that simple assumptions and simple algorithms can 
improve place recognition performance substantially across different environments 
displaying various perceptual changes.  
In conclusion, this thesis provides improvements to visual place recognition 
systems that increase the responsiveness of such systems to the environment. These 
improvements require minimal additional training for the system, and are applicable 
to a range of different environments. It is hoped that these techniques will contribute 
to the ongoing development of autonomous robotic systems navigating robustly in 
uncontrolled, ever-changing environments. 
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