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MULTIDOMAIN SPECTRAL APPROACH WITH
SOMMERFELD CONDITION FOR THE MAXWELL
EQUATIONS
CHRISTIAN KLEIN AND NIKOLA STOILOV
Abstract. We present a multidomain spectral approach with
an exterior compactified domain for the Maxwell equations for
monochromatic fields. The Sommerfeld radiation condition is im-
posed exactly at infinity being a finite point on the numerical grid.
As an example, axisymmetric situations in spherical and prolate
spheroidal coordinates are discussed.
1. Introduction
The interaction between electromagnetic radiation and matter is ar-
guably one of the most important problems of physics, and one of great
practical importance. The governing equations for this are the Maxwell
equations, and their efficient numerical solution in situations appear-
ing in applications is thus crucial. Interestingly the classical Maxwell
equations are also relevant in the context of quantum emitters since the
latter can be treated as a quantum system interacting with a classical
field, see for instance [10, 23] and references therein. In general one is
not interested in the solution of a particular initial value problem in
this context, but a discussion in the frequency domain. In this case,
the Maxwell equations in non-magnetizable matter can be cast into the
form (see section 2 for a short derivation and for references) of a vector
Helmholtz equation,
(1) ∇×∇× E(x, ω)− ω2(r, ω)E(x, ω) = f .
Here x ∈ R3 with components xi, i = 1, 2, 3, E ∈ C3 is the electric
field, ω ∈ R is the frequency, f is an inhomogenity due to free currents,
and ∇ is the vector operator with components ∇i = ∂∂xi , i = 1, 2, 3. It
is the goal of this paper to provide a multi-domain spectral method for
the solution of this equation for systems corresponding to a localized
isolated matter configuration.
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In order to get a unique solution to the Helmholtz equation (1), a
condition needs to be imposed at infinity. Sommerfeld suggested that
there should be no incoming radiation at infinity, i.e., the only source of
radiation should be the matter distribution. The Sommerfeld radiation
condition [24] reads
(2) lim
||x||→∞
||x|| (e−iω||x||E(x, ω)− 1) = 0,
where || · || is the euclidean norm (in vacuum (x, ω) = 1). This implies,
however, that the solution is rapidly oscillating for large ||x|| which is
numerically challenging. What makes things worse is that it is known,
see [2, 29], that the solution of the scalar Helmholtz equation
∆E + ω2E = 0,
where ∆ is the three-dimensional Laplace operator, with a Sommerfeld
condition has in spherical coordinates (see section 2.1) for large r the
form
(3) E =
e−iωr
ωr
∞∑
n=0
an(θ, φ)
(ωr)n
,
where the an, n ∈ R depend only on θ, φ. This means that the solution
is not only rapidly oscillating near infinity, but also slowly decaying in
1/r.
Imposing boundary conditions at infinity has been discussed in many
works and in various contexts. The most popular approach is to trun-
cate the problem and solve it on a finite domain by imposing artificial
boundaries at a finite distance from the physical system (for a general
review see e.g. [16, 27] and references therein). One option in this case
is to consider non-reflecting boundaries (NRBs), that is, boundaries
that allow the waves to leave the truncated domain without spurious re-
flections that may pollute the solution in the computational domain of
interest. There are two main groups of NRBs, namely, Non-Reflecting
Boundary Conditions (NRBCs) and Non-Reflecting Boundary Layers
(NRBLs). NRBCs are boundary conditions on the artificial boundary
that absorb incident waves, see for example [3] [12]. On the other hand,
NRBLs are additional computational domains which absorb waves that
are traveling inside the layer, effectuating trivial boundary condition
at the end of the domain towards infinity. The most prominent among
the NRBL techniques is the Perfectly Matched Layer (PML) initially
developed by Be´renger in 1994 for electromagnetic scattering [6]. The
idea is to add an absorbing layer so that plane waves produce no reflec-
tion and that inside the layer the solution decays exponentially [17].
Such approaches work very well for linear problems as studied here,
but need in general an optimization of the parameters of the absorbing
layer, see for instance the discussion in [4]. On the other hand in the
3case of slowly decaying potetials as in electromagnetism and relativ-
ity approximate implementation of non-reflecting boundary conditions
can lead to non-negligible errors, see for instance the comparison of
compactification (as in the present paper) and truncation schemes in a
relativistic context in [11]. In a time dependent context, see [22] for an
implementation of the Sommerfeld condition in this context, for com-
pactification approaches based on the conformal invariance the review
[13]. Note that the techniques explained in this paper can be directly
applied to similar problems in linearized gravity.
Another approach, which is closely connected to the one taken in
the present work, is that of mapped infinite elements. Its origin can
be traced back to the works of Zienkevich and Bettess [31], for a com-
perhensive review see [8]. The basic idea in one dimension, x, is to
add an element extending to infinity, where we map to a new coordi-
nate so that x = 2x0/(1−ξ). The infinite element is thus mapped onto
[−1, 1] and infinity becomes the regular grid point ξ = −1. In a general
setting, shape functions Mi in the infinite element are polynomials in
(ξ), which translates to polynomials in 1/x. The Sommerfeld condition
can be directly implemented on the shape functions and take them in
the form Mi = e
−iωxPi(ξ). The idea was further developed by Beer
and Meeks in [5]. It was applied under the name “infinite boundary
element” for electromagnetic and other problems by Kagawa et al [18].
Recently this was developed into ‘spectral infinite element’ methods by
Gharti et al. [14, 15] when dealing with geophysical problems.
In this paper, we use an approach similar to the mapped infinite
elements [31, 8] for of a multi-domain spectral approach. Note that
spectral methods are distinguished by their excellent approximation
properties for analytical functions since the numerical error in such a
case decreases exponentially with the numerical resolution. They are
thus especially effective if the function (x, ω) in (1) is analytical in
the considered domains. We concentrate here on the case where this
is true on concentric spheres or spheroids, for instance a spherical or
spheroidal conductor in vacuum, possibly with multiple layers. More
precisely, we consider an interior domain such that the boundary of
the matter is a domain boundary, a second domain in vacuum1, and
a third domain with the local parameter 1/||x|| around infinity. As in
[31, 8] we split off the oscillatory term in (3) by writing
E = e−iωrE˜
and solving the equations in the compactified domain for E˜ which is
non-oscillatory and analytical in 1/||x|| and thus ideally suited for a
spectral method.
1Experience in an astrophysical context in [30] shows that it is numerically rec-
ommended not to match the infinite domain directly to the matter configuration,
but to apply an intermediate domain.
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The paper is organized as follows: in section 2, we review the Maxwell
equations in spherical and prolate spheroidal coordinates and introduce
the twist potential in the axisymmetric case. In section 3 we discuss
the matching and the Sommerfeld radiation condition. In section 4 we
present the used numerical approach. Some examples are discussed in
section 5. We add some concluding remarks in section 6.
Notation: Partial derivatives of a function u with respect to x are
denoted by ∂xu or ux, vector indices are superscripts.
2. The Maxwell equations in spherical and prolate
spheroidal coordinates
In this section we give a brief summary of the Maxwell equations in
matter. A convenient form for a numerical solution is presented in the
axisymmetric case in spherical and prolate spheroidal coordinates.
Throughout this paper we assume that the studied problems allow
a Fourier transform in t with ω being the dual Fourier variable to
t. This means we are interested in the long time interaction between
electromagnetic radiation rather than in specific initial value problems.
The Maxwell equations in this case read
∇ ·D(x, ω) = ρ, ∇ ·H(x, ω) = 0,
∇× E(x, ω) = −iωB(x, ω), ∇×H(x, ω) = J+ iωD(x, ω),(4)
where ρ is the density of the free charges, and J is the density of the free
currents. Note that we use geometric units here in which the velocity
of light is equal to 1. We assume that the matter is such that the
following relations hold
(5) H(x, ω) = B(x, ω), D(x, ω) = (x, ω)E(x, ω).
In this case the Maxwell equations (4) are equivalent to the vector
Helmholtz equation (1).
The permittivity (x, ω) can depend on x, and it is assumed here
that it is piece-wise smooth. This means that it is a smooth function
in various domains of R3, but not necessarily continuous on the whole of
R3. A typical situation would be that it is constant in a homogeneous
compact matter distribution, but may jump at the boundary of the
matter which is assumed to be smooth. The matter has to be of finite
extension which means that there is vacuum for ||x||  1, i.e., (x, ω) =
1 for ||x|| → ∞.
It is well known, see for instance [19] and references therein, that the
Maxwell equations in the presence of a symmetry given by a Killing
vector (in the axisymmetric case to be considered here this is ∂φ) sim-
plify considerable. In this case one can introduce the twist potential,
here the φ component of ∇ × E. The Maxwell equations are then
equivalent to a scalar equation for the twist potential. Whereas our
numerical approach does not rely on the presence of such a symmetry,
5we limit ourselves to this case here since it allows for a more compact
presentation of the approach.
2.1. Spherical coordinates. We first consider spherical coordinates,
(6) x1 = r cosφ sin θ, x2 = r sinφ sin θ, x3 = r cos θ,
where r ∈ R+, θ ∈ [0, pi] and φ ∈ [0, 2pi[. The electric field has the
components Er, Eθ and Eφ in these coordinates.
We concentrate here on the axisymmetric case where Er, Eθ depend
only on r, θ and ω, and where Eφ(r, θ, ω) = 0. Let G be the twist
potential, with [21],
(7) G =
1
r
(
(rEθ)r − Erθ
)
.
For the Helmholtz equation (1) we get with [21] and (7)
(G sin θ)θ
1
sin θ
− ω2rEr = rf r,
(rG)r + ω
2rEθ = rf θ.(8)
This system, together with some boundary conditions to be detailed in
the following section, determines Er and Eθ.
Putting Y = rG sin θ and x = cos θ, system (8) is equivalent to
Yx + ω
2r2Er = −r2f r,
Yr + ω
2r sin θEθ = r sin θf θ.(9)
By differentiating (9), we get for constant 
(10) r2(Yrr + ω
2Y ) + (1− x2)Yxx = f,
where f = r2 sin θ((rf θ)r + f
r
θ ). For given Y , the components E
r and
Eθ can be obtained from (9) for non-vanishing  and ω. Thus in the
axisymmetric case, the solution of the vector Helmholtz equation (1) is
equivalent to the solution of the scalar Helmholtz-type equation (10).
Note that this equation is singular for r = 0 and r → ∞, and for
x = ±1, the axis of symmetry.
Equation (10) can be separated and solved in terms of spherical
Bessel functions Zl(y), i.e., solutions to
x2Z ′′l (y) + 2xZ
′
l(y) + (x
2 − l(l + 1))Zl(y) = 0,
and derivatives of Legendre polynomials Pl(x), l ∈ N, see [1]. The
general formal solution can thus be written in the form
(11) Y = r(1− x2)
∞∑
l=0
alP
′
l (x)Zl(kr),
where al, l ∈ N are constants, and where k = ω
√
. The functions
Zl(kr), also called cylinder functions are linear combinations of the
spherical Bessel or Neumann functions, or of the Hankel functions,
see [1]. Near the origin, only the Bessel functions are regular, near
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infinity the Sommerfeld condition determines the corresponding Hankel
function.
If one is interested in the solution of equation (10) for arbitrary f ,
it might be useful to introduce the scalar Green’s function g such that
(12) Y = g ⊗ f,
where ⊗ denotes the convolution in x and r. Formally g can be ob-
tained by solving (10) with f = δ(2) where δ(2) is the two-dimensional
delta-function. In a similar way one can define the Green’s function of
the system (9),
(13)
(
Er
Eθ
)
=
(Grr Grx
Gxr Gxx
)
⊗
(
f r
f θ
)
.
Note that Green’s functions also play an important role in the descrip-
tion of nanoconductors in optics, see for instance [10] and references
therein. The entries of the Green’s function in (13) follow for non-
vanishing ω and  for given G from (9),
ω2Grr = −δ(2) + 1
r2
gx ⊗
[
r2(1− x2)∂x
]
,
ω2Grx = − 1
r2
gx ⊗
[
r2
√
1− x2∂rr
]
,
ω2Gxr = 1
r
√
1− x2gr ⊗
[
r2(1− x2)∂x
]
,
ω2Gxx = δ(2) − 1
r2
gr ⊗
[
r2
√
1− x2∂rr
]
.(14)
2.2. Prolate spheroidal coordinates. Prolate spheroidal coordinates
η, θ and φ with 0 ≤ η < ∞, 0 ≤ θ < pi and 0 ≤ φ < 2pi are related to
Cartesian coordinates via
x1 = a sinh η sin θ cosφ,
x2 = a sinh η sin θ sinφ,
x3 = a cosh η cos θ.(15)
Constant coordinate surfaces are
(16)
x21 + x
2
2
a2 sinh2 η
+
x23
a2 cosh2 η
= 1,
and
(17)
x21 + x
2
2
a2 sin2 θ
− x
2
3
a2 cos2 θ
= −1.
The reader is referred to [21] for more information on these coordinates.
As in the case of spherical coordinates, we concentrate on a situation
with axial symmetry, i.e., Eφ = 0, and no dependence of E on the
coordinate φ. We introduce again the twist potential
(18) F := (∇× E)φ = 1
aΨ
(
(
√
ΨEθ)η − (
√
ΨEη)θ
)
,
7where we have put Ψ := sinh2 η + sin2 θ.
This implies with [21] for the vector Helmholtz equation (1)
(F sin θ)θ
1
sin θ
− ω2a
√
ΨEη = a
√
Ψf η,
(F sinh η)η
1
sinh η
+ ω2a
√
ΨEθ = −a
√
Ψf θ.(19)
The functions Eη and Eθ can be determined from this system.
We put x = cos θ and y = cosh η, which implies Ψ = y2 − x2, and
(20) X := sin θ sinh ηF.
The system (19) then takes the form
Xx + ω
2a
√
ψ sinh ηEη = −a
√
ψ sinh ηf η,
Xy + ω
2a
√
ψ sin θEθ = −a
√
ψ sin θf θ.(21)
By differentiating, the system (21) is equivalent for constant  to a
scalar Helmholtz-type equation,
(22) (y2 − 1)(Xyy + ω2a2X) + (1− x2)(Xxx + ω2a2X) = g,
where
g = −a
√
(1− x2)(y2 − 1)
[√
y2 − 1
(
f θ
√
Ψ
)
y
+
√
1− x2
(
f η
√
Ψ
)
x
]
.
Equation (22) can be separated which leads to the ODEs
(y2 − 1)R′′κ(y) + 2yR′κ(y) +
(
ω2a2(y2 − 1)− κ− 1
y2 − 1
)
Rκ(y) = 0,
(1− x2)S ′′κ(x)− 2xS ′κ(x) +
(
ω2a2(1− x2) + κ− 1
1− x2
)
Sκ(x) = 0.
(23)
Its solutions are known as prolate spheroidal wave functions, see for
instance [1]. The eigenvalues κ are determined by the regularity of
the solutions to the second equation on the axis (x = ±1). Thus the
solution of (22) can be formally written in the form
(24) X =
√
(1− x2)(y2 − 1)
∑
κ∈K
Rκ(y)Sκ(x),
where K denotes the (infinite) discrete spectrum of (23).
If ω and  do not vanish, Eη and Eθ can be obtained via (20) for
given X. Thus the scalar Helmholtz-type equation (22) is in this case
equivalent to the Helmholtz equation (1). Equation (22) is singular for
y = 1 (the origin) and y →∞, and on the axis x = ±1.
As in the case of spherical coordinates in the previous subsection, it
can be useful to introduce the Green’s function g such that
(25) X = g ⊗ g
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where ⊗ denotes now the convolution in x and y. The function g is
the solution of (22) with g = δ(2) where δ(2) is now the two-dimensional
delta-function depending on x and y. The Green’s function of the
system (21) can be written in the form
(26)
(
Eη
Eθ
)
=
(Gyy Gyx
Gxy Gxx
)
=
(
f η
f θ
)
.
For non-vanishing ω and  one gets for the Green’s function in (26)
ω2Gyy = −
√
y2 − 1δ(2) + 1√
ψ
gx ⊗
[
(y2 − 1)
√
1− x2∂x
√
ψ
]
,
ω2Gyx = 1√
ψ
gx ⊗
[
(1− x2)
√
y2 − 1∂y
√
ψ
]
,
ω2Gxy = 1√
ψ
gy ⊗
[
(y2 − 1)
√
1− x2∂x
√
ψ
]
,
ω2Gxx = −
√
1− x2δ(2) − 1√
ψ
gy ⊗
[
(1− x2)
√
y2 − 1∂y
√
ψ
]
.(27)
3. Sommerfeld and matching conditions
In this section we summarize the matching conditions at the domain
boundaries, and how the Sommerfeld radiation condition at infinity
can be implemented.
3.1. Sommerfeld radiation condition. The Sommerfeld condition
(2) ensures that there is no incoming radiation from infinity. It implies
that the solutions of the Helmholtz equation (1) can be written in the
form
(28) E = e−iω||x||E˜(||x||, ω),
where E˜ is a non-oscillatory function vanishing for ||x|| → ∞. Note
that we assume that (||x||, ω) = 1 in an open environment of ∞, i.e.,
that all matter in the studied models is of finite volume.
In spherical coordinates this implies that we can introduce in the
vicinity of infinity the local parameter ρ = 1/r and split of the oscilla-
tory terms as in (28),
(29) Er = e−iωrE˜r, Eθ = e−iωrE˜θ, Y = e−iωrY˜ .
Thus we get for equation (10) near infinity
(30) ρ2Y˜ρρ + 2(ρ+ iω)Y˜ρ + (1− x2)Y˜xx = eiω/ρf.
Note that this equation is singular for ρ = 0 and x = ±1, i.e., at infinity
and on the symmetry axis.
In the prolate spheroidal coordinates, we make with (28) the ansatz
(31) Eη = e−iωayE˜η, Eθ = e−iωayE˜θ, X = e−iωayX˜
9and introduce the local variable ξ = 1/y near infinity. Thus we get for
(22)
(32) (1−ξ2)(ξ2X˜ξξ+2(ξ−iωa)X˜ξ)+(1−x2)(X˜xx+ω2a2X˜) = eiωa/ξg.
Note that this equation is singular for ξ = 0 and x = ±1, i.e., at infinity
and on the symmetry axis.
3.2. Matching conditions. The spectral methods we intend to ap-
ply in this paper are especially efficient if the physical boundaries co-
incide with domain boundaries, i.e., with constant coordinate surfaces.
Therefore we discuss in this paper two sets of spheroidal coordinates
and assume that  is smooth or constant except for a finite number of
values for the coordinate r and η respectively.
It is known that in the absence of surface densities and currents,
the normal components of D and B are continuous at the boundary,
and that the same holds for the tangential components of E and H.
This means that in our cases Eθ is continuous as well as Er or Eη in
spherical or prolate spheroidal coordinates respectively.
The matching conditions for the function Y can be read off from (8):
Y and Yr/ are continuous at the boundaries. In a similar way the
system (19) gives the matching conditions for the function X: X as
well as Xη/ are continuous at the boundaries.
We will work with three domains which are defined by the constant
radii rI , rII in spherical coordinates and the constants yI , yII in prolate
spheroidal coordinates:
I. r < rI (y < yI): Near the origin, a singularity of the equations,
special conditions need to be imposed to ensure a regular solution. In
the spherical case, the function Y is a regular function of the Cartesian
coordinates, i.e., the derivative with respect to r vanishes there in order
to avoid a cusp on the axis:
(33) Y Ir (0, x, ω) = 0.
In the prolate spheroidal case, X must vanish at the origin in order to
have a regular solution. In addition we impose that the functions Y ,
X are continous,
(34) Y I(rI , x, ω) = Y
II(rI , x, ω),
where Y I is the function in domain I, and Y II is the function in domain
II. Similarly we have
(35) XI(yI , x, ω) = X
II(yI , x, ω).
II. rI < r < rII (yI < y < yII): here we have to impose two
conditions since there is no singularity in the radial coordinates and
since this is a second order partial differential equation (PDE). We
impose continuity of the respective function at the outer boundary of
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domain II, and a condition on the radial derivative at the boundary of
domain I:
Y II(rII , x, ω) = e
−iωrII Y˜ (1/rII , x, ω),
Y Ir (rI , x, ω)/
I(rI , ω) = Y
II
r (rI , x, ω)/
II(rI , ω),(36)
where I , II , III are the values of  in the respective domain.
In prolate spheroidal coordinates we have the matching conditions
XII(yII , x, ω) = e
−iωayII X˜(1/yII , x, ω),
XIy (yI , x, ω)/
I(yI , ω) = X
II
y (yI , x, ω)/
II(yI , ω),(37)
III. r > rII (y > yII : infinity is a singularity of the equations (30)
and (32), but the vanishing of the respective solution at infinity has
to be imposed. In addition we impose the matching condition on the
radial derivative,
(38)
Y IIr (rII , x, ω)/
II(rII , ω) = e
−iωrII (Y˜ρ(1/rII , x, ω)− iωY˜ (1/rII , x, ω)).
In prolate spheroidal coordinates we have
(39)
XIIy (yII , x, ω)/
II(yII , ω) = e
−iωayII (X˜ξ(1/yII , x, ω)−iωaX˜(1/rII , x, ω)).
4. Numerical approach
In this section we briefly describe the numerical approach to be ap-
plied to the Helmholtz equations. In the angular coordinate, we always
use a Chebychev collocation method, in the ‘radial’ coordinate, we con-
sider several domains such that the line R+ is completely covered by
these domains (infinity is simply a point on the grid). On each domain
we use once more a Chebychev collocation method. The matching
conditions are imposed via a τ -method.
The essence of spectral methods is to approximate functions on a
finite interval via functions being globally smooth on the considered in-
terval. It is known that analytical functions are approximated by spec-
tral methods with an error decreasing exponentially with the number
of collocation points. Here we apply a Chebychev collocation method,
see [25] for details: the function to be approximated is sampled on the
Chebychev points ln = cos(npi/N), n = 0, .1, . . . , N with N ∈ N. A
function u(l) is approximated on the interval [−1, 1] by the Lagrange
polynomial p(l) of degree N passing through the collocation points,
p(ln) = u(ln), n = 0, . . . , N . The derivative of u with respect to the
argument is approximated via the derivative of the Lagrange polyno-
mial which leads to the action of a Chebychev differentiation matrix
D on the vector u with components u(l0), . . . , u(lN), i.e., u
′ ≈ Du.
These Chebychev differentiation matrices can be found for instance in
[25, 28].
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For the angular variable x, this method can be applied as described
above since x ∈ [−1, 1]. In the radial coordinate (r or y in the spherical
and prolate spheroidal coordinates respectively), we introduce a num-
ber of domains which are chosen such that  is smooth on each domain.
Thus there will be a collection of radii r(i) < r(i+1) (we only describe
in the following this case since the treatment in y is analogous), i =
1, . . . , Nd. Domain I is given by r ≤ r(1) and thus contains the origin,
domain Nd + 1 is defined via r > r
(Nd) is infinite and will be compacti-
fied. Each of the intervals [r(i), r(i+1)], i = 0, . . . , Nd (r0 = 0) is mapped
to the interval [−1, 1] via r = (1+ l)/2r(i+1) +(1− l)r(i), l ∈ [−1, 1]. On
the infinite interval, we apply the mapping r = 2/rNd/(1 + l). On each
interval the standard Chebychev collocation points are introduced as
well as the Chebychev differentiation matrices. Since the domains II
to Nd are all identical from a mathematical point of view, we discuss
in the following only the case of three domains. A generalization to a
larger number Nd > 2 is straight forward.
This approach, i.e., discretization in both r and x, allows to approx-
imate the equations (10) and (22) via a system of ordinary differential
equations (ODEs) (this is a standard tensor grid). In the infinite do-
main, we discretize the equations (30) respectively (32). The matching
conditions of the previous section are imposed via a τ -method. This
means that the equations in each domain corresponding to the radii
ri and ri+1 are replaced by the matching conditions in subsection 3.2.
For a given right hand side f (discretized in the same way), this leads
to an equation of the Form AY = f for some invertible matrix A after
discretization of the differentiation operators. This gives the wanted
solution in each domain after solving the resulting linear system. If
one is interested in the Green’s function, one simply has to replace the
delta function δ(2) by the identity in the considered vector space.
Note that though the solution is only constructed on the collocation
points it can be obtained at all points in R2, with prescribed precision,
via interpolation. An efficient and numerically stable way to do this is
via barycentric interpolation, see [7] and references therein.
A Chebychev collocation method as presented above is equivalent
to an expansion of a function u(l) in terms of Chebychev polynomials
Tn(l), n ∈ N, where Tn(l) = cos(n arccos(l)). This means one approxi-
mates u via
u(l) ≈
N∑
n=0
anTn(l).
The Chebychev coefficients an are determined via
u(ln) =
N∑
m=0
amTm(ln), n = 0, . . . , N.
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This corresponds to a Fast Cosine Transform which is related to the
fast Fourier transform, see [25], and is thus a very efficient way to com-
pute the coefficients at a computational cost of O(N lnN) operations.
5. Examples
In this section we study the performance of the presented codes for
examples showing typical features of solutions to the Helmholtz equa-
tion (1). To construct examples in spherical and prolate spheroidal
coordinates, we use what is jokingly called Synge’s method in a general
relativistic context: we make an ansatz for the solution and compute
the right hand side of (1). This gives obviously an exact solution to
the equation with this specific right hand side, which is then to be re-
produced. Note that the goal of this section is to provide interesting
explicit test examples for the codes, not necessarily to study physically
interesting situations for which no exact solutions are known. For sim-
plicity we consider in this section only vacuum, i.e.,  = 1 everywhere.
5.1. Spherical coordinates. In the case of spherical coordinates, we
expect the function Y to be even in r in order to avoid cusps on the axis
(this implies it is an analytic function of the Cartesian coordinates in
the vicinity of the symmetry axis). For r  1, we expect the solution
to be oscillatory of the form (3) in order to satisfy the Sommerfeld
condition.
As an example for a function with this behavior we consider
(40) Y =
e−iω
√
1+r2
√
1 + r2 + x2
.
This implies with (30)
f = e−iω
√
1+r2
(
(1− x2)(2x2 − 1− r2)
(1 + r2 + x2)5/2
+
ω2r2
(1 + r2)
√
1 + r2 + x2
− iωr
2(1 + x2 − r2 − 2r4)
(1 + r2)3/2(1 + r2 + x2)3/2
+
r2(2r2 − 1− x2)
(1 + r2 + x2)5/2
)
.
(41)
The source f does not tend to zero at infinity, but this is not necessarily
unphysical since we have f = r2 sin θ(rf θr + f
r
θ ). Thus the source, for
instance a free charge density, is multiplied by a factor r2.
We use the three domains r ≤ 8, 8 < r < 20 and r > 20. The real
part of the solution is shown in these three domains for ω = 1 in the
upper row of Fig. 1. For the computation we use NI = 70, NII = 30,
NIII = 20 and Nx = 60 Chebychev polynomials. The Chebychev
coefficients in the respective domains can be seen in the lower row of
Fig. 1. It can be seen that they decrease with this choice of the number
of collocation points to the order of machine precision. Note that the
dependence of the solution (40) on the variable x is less pronounced
the larger r is. Thus one would be able to deal with less collocation
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points in domains II and III also in x, but in order to simplify the code,
we use the same number of collocation points in x in all domains.
Figure 1. Real part of the solution (40) for ω = 1 in
the domains I, II, III (from left to right) in the upper
row, and the corresponding Chebyshev coefficients in the
lower row.
If we solve equation (30) for the right hand side (41) with the same
number of collocation points as in Fig. 1, one gets the difference be-
tween exact and numerical solution shown in Fig. 2. It can be seen
that it is globally of the order of 10−14, and thus as expected of the
order as indicated by the highest Chebyshev coefficients in the lower
row of Fig. 1.
Figure 2. Difference of the numerical solution of equa-
tion (30) for the right hand side (41) and the exact solu-
tion (40) in the domains I, II, III (from left to right).
The dependence of the numerical error on the resolution in x and r
can be seen in Fig. 3. For the same values of collocation points in r
as in Fig. 1, the dependence of the difference between numerical and
exact solution in the L∞ norm in dependence on Nx can be seen on
the left of Fig. 3. As expected it decreases exponentially and saturates
essentially for Nx ≥ 30.
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Figure 3. Difference of the numerical solution of equa-
tion (30) for the right hand side (41) and the exact solu-
tion (40) in the domains I, II, III (from left to right).
Note that though we use three domains in r, the solution in these
domains are global for r ∈ R+. This is due to the fact that equation
(30) is elliptic, and that we impose on each domain boundary a C1 con-
dition on the solution. This leads to an analytical solution for r ∈ R+.
Consequently a lack of resolution in one domain affects the numerical
error in all domains. Thus to study the dependence of the numerical
error on the resolution in r, it is sufficient to compute the global error
in dependence of the resolution in just one domain. This error is shown
for Nx = 40, NI = 70 and NIII = 20 in dependence of NII on the right
of Fig. 3. The error decreases as expected exponentially with NII and
saturates for NII ∼ 25.
Higher values of ω lead to a more oscillatory behavior of the solution,
see Fig. 4 for ω = 10. This will make a higher resolution necessary.
But with NI = NII = 100, NIII = 40 and Nx = 100, we repoduce the
solution (40) to the order of 10−13 in this case.
Figure 4. Real part of the solution (40) for ω = 10 in
the domains I, II, III (from left to right).
5.2. Prolate spheroidal coordinates. In the case of prolate spher-
oidal coordinates, we construct a similar test solution as in the spherical
case: the solution must be even in y to have a regular axis, must be
proportional to exp(−iωay)/y for y →∞, and in addition must vanish
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for y = 1. A possible candidate is
(42) X = e−iωa
√
1+y2 y
2 − 1
(y2 + x2)3/2
With (22) this implies that the source is of the form
g = (1− x2)(y2 − 1)e−iωa
√
1+y2
(
3(4x2 − y2)
(x2 + y2)7/2
+
ω2a2
(x2 + y2)3/2
)
+ (y2 − 1)e−iωa
√
1+y2
(
ω2a2(y2 − 1)
(1 + y2)(x2 + y2)3/2
+
2x2 + 3− 3y2
(x2 + y2)5/2
− 5y
2(2x2 + 3− y2)
(x2 + y2)7/2
− iωay
2(2x2 + 3− y2)√
1 + y2(x2 + y2)5/2
− iωa(3y
2 − 1)√
1 + y2(x2 + y2)3/2
+
iωay2(y2 − 1)(3 + x2 + 4y2)
(1 + y2)3/2(x2 + y2)5/2
)
.
(43)
We choose the domains with the same values on the axis as before,
ayI = 8 and ayII = 20. If the boundary of domain I in the x3 = 0 plane
is x1 = 6, one has a ∼ 5.29. Solution (42) for these values and ω = 1
can be seen in Fig. 5. If we use NI = NIII = 20 and NII = Nx = 30
collocation points, we get the Chebyshev coefficients shown in the lower
row of Fig. 5. They decrease in all cases to machine precision.
Figure 5. Real part of the solution (42) for ω = 1 in
the domains I, II, III (from left to right) in the upper
row, and the corresponding Chebyshev coefficients in the
lower row.
For this choice of the numerical parameters, the difference between
numerical and exact solution is shown in Fig. 6. As expected from the
Chebyshev coefficients, the error is globally of the order of 10−14 in this
case.
The dependence of the numerical error on the resolution can be again
studied by varying the number of collocation points. On the left of
Fig. 7, the same number of collocation points in y is applied, and
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Figure 6. Difference of the numerical solution of equa-
tion (32) for the right hand side (43) and the exact solu-
tion (42) in the domains I, II, III (from left to right).
Nx varies. It can be seen that the error decreases exponentially and
saturates for Nx ∼ 30. On the right of the same figure, NII is varied.
Again the error decreases exponentially saturates for NII ∼ 25.
Figure 7. Difference of the numerical solution of equa-
tion (32) for the right hand side (43) and the exact solu-
tion (42) in the domains I, II, III (from left to right).
For larger values of ω, but the same value of a, the resolution has to
be adjusted since the solution becomes more oscillatory. For ω = 10,
we use NI = 40, NII = 100, NIII = 30 and Nx = 30 and reach a global
error of the order of 10−14. If instead we consider ω = 1, but change a
and thus the shape of the constant coordinate surfaces. We keep the
intersection of the cigar like constant coordinate surface such that it
intersects the x3-axis for x3 = 8, but change the intersection with the
x1, x2-plane from 6 to 2, this implies we use a larger a ∼ 7.75. With
the same numerical parameters as in Fig. 5, we get again a global error
of the order of 10−14.
6. Conclusion
In this paper we have presented a multi-domain spectral approach
for the Maxwell equations in spherical and prolate spheroidal coordi-
nates. The Sommerfeld condition is imposed as in [5, 14, 15] exactly
at infinity after splitting off an oscillatory factor. For several examples
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it is shown that machine precision can be reached with this approach.
Obviously one could have built a similar spectral approach based on
the eigenfunctions of the Helmholtz equation, in spherical coordinates
Legendre polynomials and spherical Bessel functions. The differenti-
ation matrices for Legendre polynomials are known, see for instance
[25], but the spherical Bessel functions are transcendental functions
that have to be computed as well. In particular the treatment of the
Hankel function at infinity will need a similar treatment as presented
here. In contrast to the case of Chebyshev polynomials, no fast algo-
rithm to compute the spectral coefficients is known. The situation is
worse in the prolate spheroidal case where the eigenfunctions are less
well known. Thus it appears that the numerical method we discuss
here could be also suitable to efficiently compute these functions which
will be studied elsewhere along the lines of [9].
Whereas we consider in this paper only the axisymmetric case, the
approach is set up in a way that it can be extended to situations without
symmetry. Instead of one twist potential, one has to deal with all
three components of the electric field in this case in the Helmholtz
equation (1). The discretization in r and x is as presented above. The
dependence on the azimuthal coordinate φ can be addressed with a
Fourier spectral method (see for instance [25]) which has the advantage
of diagonal differentiation matrices. This means the equations decouple
in φ. For each of the Nφ collocation points in φ, one does has to solve
a system for E with the methods discussed in the present paper. Since
the equations do not couple in φ, this is fully parallizable. A full 3D
code along these lines will be the subject of further work.
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