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Abstract— One of the problems that exist at XYZ College is the high number of students who drop out of study (DO), so that 
efforts are needed to minimize the number of students who drop out. This study aims to build a model that can predict whether a 
student will graduate or drop out. The data is taken from the academic data of students of the 2014-2019 class. Initial data 
processing was carried out in Python and modeling was carried out using the C4.5 / J48 algorithm on the WEKA (Waikato 
Environment for Knowledge Analysis) software. The results show that the attributes that most determine whether a student drop 
out or graduate are Semester 1 Achievement Index and Semester 2 Achievement Index, with an accuracy of the model reaching 
90.6%. 
 
Abstrak— Salah satu permasalahan yang ada di Perguruan Tinggi XYZ adalah tingginya jumlah mahasiswa yang putus studi 
(dropout / DO), sehingga diperlukan upaya untuk minimalisasi jumlah mahasiswa yang dropout.  Penelitian ini bertujuan untuk 
membangun sebuah model yang dapat memprediksi apakah seorang mahasiswa akan lulus ataukah dropout. Data diambil dari 
data akademis mahasiswa angkatan 2014-2019. Pemrosesan awal data dilakukan dengan Python dan pemodelan dilakukan 
dengan menggunakan algoritma C4.5 / J48 pada perangkat lunak WEKA (Waikato Environment for Knowledge Analysis). Hasil 
menunjukkan bahwa atribut yang paling menentukan apakah seorang mahasiswa DO atau lulus adalah Indeks Prestasi Semester 
1 dan Indeks Prestasi Semester 2, dengan akurasi model mencapai sebesar 90.6%. 
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I. PENDAHULUAN 
Salah satu permasalahan yang ada di Perguruan 
Tinggi XYZ adalah tingginya jumlah mahasiswa yang 
putus studi (dropout / DO). Pada data mahasiswa 
angkatan tahun 2014-2019, jumlah mahasiswa 
dropout mencapai 24,8%. Jumlah ini sangat tinggi 
sehingga diperlukan upaya minimalisasi jumlah 
mahasiswa yang dropout.  Data Mining merupakan 
teknik penemuan pola di dalam data yang juga dapat 
menghasilkan informasi berharga dari sekumpulan 
data. Penelitian ini bertujuan untuk membangun 
sebuah model yang dapat memprediksi apakah 
seorang mahasiswa akan lulus ataukah dropout. 
Setelah diketahui terdapat potensi dropout pada setiap 
mahasiswa, maka pihak manajemen Perguruan Tinggi 
XYZ dapat melakukan treatment atau upaya 
pencegahan yang diperlukan untuk meminimalkan 
jumlah mahasiswa yang dropout.  
Istilah putus studi menunjukkan pemutusan 
hubungan oleh seorang siswa dari sekolah, perguruan 
tinggi atau lembaga pendidikan lainnya tanpa 
memenuhi kursus terdaftar. Istilah putus sekolah 
menjelaskan bahwa "Setiap siswa yang meninggalkan 
sekolah atau lembaga pendidikan lain dengan alasan 
apa pun sebelum menyelesaikan program studi 
terdaftar tanpa pindah ke sekolah dasar atau institusi 
lain" [1]. Data mining (DM) membantu 
mengungkapkan penemuan pengetahuan dan mencari 
hubungan penting antara variabel / atribut yang 
berbeda di dalam data. DM dapat digunakan di 
berbagai bidang dunia nyata seperti perbankan, 
pendidikan, medis, telekomunikasi, deteksi penipuan, 
dll. Educational Data Mining (EDM) muncul karena 
meningkatnya aksesibilitas data pendidikan dan 
karenanya perlu menganalisis data yang sangat besar 
ini. EDM adalah bidang penelitian multidisiplin yang 
digunakan untuk menganalisis data pendidikan 
menggunakan teknik data mining [2].  
Sebuah survei literatur mengenai prediksi dropout 
menemukan bahwa metode yang paling banyak 
digunakan adalah klasifikasi dan diikuti oleh  
association rule mining [3]. Penelitian lain juga 
menggunakan Naïve Bayes [4]. Sebuah survei 
literatur juga menemukan bahwa WEKA (Waikato 
Environment for Knowledge Analysis) merupakan 
salah satu tools paling populer untuk prediksi dropout 
[5]. Survei lain menemukan bahwa salah satu masalah 
yang ditemukan dalam prediksi dropout adalah 
masalah ketidakseimbangan data [6], sehingga dalam 
penelitian ini akan dilakukan eksperimen dengan data 
yang seimbang. 
Model Decision Tree (DT) merupakan model 
dengan struktur hierarki seperti pohon yang berisi 
aturan-aturan untuk memecah sekumpulan data besar 
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menjadi grup kecil berdasarkan sebuah besaran 
tertentu. Terdapat tiga algoritma yang berbeda untuk 
besaran tersebut, yaitu Entropy Reduction, Gini, dan 
Chi-square. Penelitian terdahulu telah menunjukkan 
bahwa model decision tree memiliki performa yang 
lebih baik dibandingkan model data mining lain 
dalam berbagai keperluan termasuk untuk prakiraan 
cuaca  [7]–[10]. Selain itu, J48 juga telah digunakan 
untuk memprediksi resistensi bakteri terhadap obat-
obatan pada penderita Tuberculosis [11]. 
C4.5 adalah salah satu model DT yang merupakan 
penerus dari algoritma Iterative Dichotomiser 3 (ID3) 
yang dikembangkan oleh penulis yang sama, yaitu 
Ross Quinlan[12]. Algoritma ini memiliki beberapa 
peningkatan dari ID3 seperti kemampuan untuk 
menangani atribut kontinu dan nominal dan 
kemampuan untuk memangkas pohon setelah dibuat. 
C4.5 bekerja dengan membuat pohon berdasarkan 
entropi dan information gain untuk memilih atribut 
mana yang berguna dalam mengklasifikasikan data. 
Entropi adalah ukuran heterogenitas data, sedangkan 
information-gain adalah ukuran seberapa banyak 
informasi yang diperoleh dengan membandingkan 
entropi sebelum dan sesudah memisahkan dataset 
berdasarkan atribut tertentu. Rumus untuk entropi dan 
information-gain masing-masing ditunjukkan pada 
persamaan (1) dan (2). Implementasi terkenal dari 
C4.5 adalah fungsi J48 yang ditulis dalam bahasa 
Java yang disediakan dalam perangkat lunak WEKA 
[13]. Pseudocode untuk algoritma C4.5 ditunjukkan 
pada Algoritma 1 [14]. J48 akan menghasilkan pohon 
yang aturannya dapat dengan mudah dibaca oleh 
manusia. Metode J48 ini juga telah digunakan untuk 
mencari aturan kasus kebakaran hutan di Indonesia 
[15]. Penelitian [16] juga menunjukkan bahwa pohon 
keputusan sangat cocok untuk prediksi hujan.  
 
II. METODE  PENELITIAN 
Data diambil dari data akademis mahasiswa 
angkatan 2014-2019. Data mentah memiliki 7220 
baris dan 16 kolom. Data ini berisi atribut seperti 
NIM, Indeks Prestasi Semester (IPS), jumlah SKS 
yang diambil, dsb. Data mentah berupa data per 
semester per mahasiswa sehingga perlu 
ditransformasi menjadi data per mahasiswa. Setelah 
dilakukan transformasi, beberapa data memiliki data 
semester (IPS) yang tidak lengkap, sehingga entri 
data tersebut tidak dipakai. Setelah dilakukan data 
cleaning, data bersih memiliki 979 baris dan 13 
kolom yang terdiri dari Prodi, Angkatan, nilai IPS 1 
sampai IPS 10, serta Status DO / Lulus. Dalam data 
ini, jumlah data mahasiswa DO = 305 (31%) dan 
Lulus = 674 (69%). Pemodelan kemudian dilakukan 
dengan menggunakan algoritma C4.5 pada software 
WEKA 
 
III. HASIL DAN PEMBAHASAN  
Jumlah mahasiswa DO untuk masing-masing prodi 
dan angkatan ditunjukkan pada Gambar 2. Secara 
umum, jumlah total mahasiswa DO mengalami 
penurunan dari tahun ke tahun. Namun demikian, 
patut diperhatikan bahwa angkatan lebih muda 
mungkin datanya belum “final” sehingga jumlah 
mahasiswa DO yang disebutkan di sini masih 
mungkin untuk bertambah. 




Hasil pemodelan dengan menggunakan fungsi 
klasifikasi J48 pada software WEKA dengan setting 
minObj = 10 (minObj adalah jumlah minimum data 
untuk setiap “daun” pada pohon J48) menunjukkan 
bahwa yang menentukan apakah seorang mahasiswa 
DO atau lulus adalah IPS 1, IPS2, dan IPS 4 seperti 
ditunjukkan pada Gambar 3. Dengan menggunakan 
10-fold cross-validation, akurasi model ini adalah 
87.7%. Confusion matrix untuk model ini ditunjukkan 
pada Tabel 2. Ketika minObj = 5, akurasi = 87.95% 
(hanya sedikit lebih baik) sementara pohon menjadi 
lebih kompleks. Dengan demikian, kita akan gunakan 
hasil pohon yang lebih sederhana. Hasil eksperimen 
pemodelan dengan J48 menunjukkan bahwa aribut 
‘Prodi’ tidak relevan terhadap prediksi DO 
mahasiswa. Sementara atribut ‘Angkatan’ memiliki 
sedikit pengaruh (jika ‘Prodi’ >= 2016, maka DO) 
tetapi hal ini tentu saja bias (karena belum ada data 
mahasiswa yang lulus untuk tahun 2016 ke atas), 
sehingga atribut ‘Angkatan’ tidak digunakan. 
 
Gambar. 3.  Hasil model decision tree menggunakan J48. 
 




Gambar. 5.  Hasil model decision tree menggunakan J48 dengan atribut 
IPS 1 dan IPS 2 untuk data berimbang. 
 
Berdasarkan Gambar 3, rules yang dihasilkan 
adalah: 
a. Jika IPS 2 <= 2.29, maka DO. 
b. Jika IPS 1 <= 1.5 dan IPS 2 > 2.29, maka DO. 
c. Jika IPS 1 > 1.5 dan IPS 2 <= 2.53 dan IPS 4 <= 
2.64, maka DO. 
d. Jika IPS 1 > 1.5 dan IPS 2 > 2.53, maka Lulus. 
e. Jika IPS 1 > 1.5 dan IPS 2 <= 2.53 dan IPS 4 > 
2.64, maka Lulus. 
Secara umum, rules tersebut menyiratkan bahwa 
mahasiswa dengan IPS 1, IPS 2, dan IPS 4 yang 
rendah akan DO (rules a, b, c). Mahasiswa dengan 
IPS yang baik akan lulus (rule d). Sementara jika ada 
mahasiswa dengan nilai IPS awal rendah (IPS 2) 
tetapi nilai IPS di semester berikutnya (IPS 4) 
membaik, maka dia akan lulus (rule e). Perlu 
diperhatikan bahwa pnelitian ini hanya menggunakan 
data IPS. Untuk memperbaiki akurasi model, dalam 
penelitian berikutnya dapat ditambahkan atribut lain 
yang dapat menjelaskan DO atau lulusnya 
mahasiswa. Untuk saat ini, penggalian dan eksplorasi 
atribut tersebut dapat dilakukan dengan wawancara. 





Dari confusion matrix pada Tabel 2, terlihat bahwa 
ada lebih banyak (105 lawan 15) mahasiswa yang 
sebenarnya DO tetapi salah diprediksikan menjadi 
Lulus (False Negative lebih tinggi daripada False 
Positive dengan FP = 15/674 = 0.22 dan FN = 
105/305 = 0.344). Dalam kasus deteksi DO ini, 
sebaiknya besarnya FN dapat dibuat lebih kecil. 
Ketimpangan ini dapat diakibatkan oleh tidak 
seimbangnya sebaran data untuk kedua kelas. 
Sehingg dalam ekseprimen berikutnya, dilakukan 
penyeimbangan kelas dengan teknik random 
undersampling pada kelas “Lulus”. Random 
undersampling dilakukan dengan menggunakan filter 
‘SpreadSubSample’ pada WEKA sehingga jumlah 
data pada kelas ‘Lulus’ sama dengan jumlah data 
pada kelas ‘DO’ yaitu 305. Setelah dilakukan class-
balancing, akurasi berkurang menjadi 84.3%. Hasil 
decision tree tertampil pada Gambar 4. Namun 
demikian, perlu diingat bahwa hasil ini merupakan 
hasil dari random sampling, sehingga jika dilakukan 
sampling pada waktu yang percobaan lain, hasil bisa 
saja berbeda. 
Setelah dilakukan class-balancing ini, angka FP dan 
FN sedikit berkurang dari hasil sebelumnya dengan 
FP = 0.066 dan FN = 0.249. Dengan demikian, maka 
usaha untuk memperbaiki model adalah dengan 
mengeksplorasi variabel lain di luar IPS. Dari kedua 
eksperimen, disimpulkan bahwa faktor yang paling 
mempengaruhi model prediksi DO ini adalah IPS 1 
dan IPS 2. Kesimpulan ini didukung dengan hasil 
eksperimen dengan hanya menggunakan atribut IPS 1 
dan IPS 2 yang menghasilkan akurasi model sebesar 
86.5% pada data tidak berimbang dan sebesar 81.2% 
pada data berimbang (akurasi 83.3% dengan full 
training dataset). Hasil decision tree untuk model ini 
ditunjukkan pada Gambar 5. Ketika menggunakan 
keseluruhan data training dan menggunakan kelas 
berimbang, model memiliki akurasi sebesar 84.9% - 
hanya sedikit lebih baik dari ketika menggunakan 10-
fold cross-validation. Ringkasan perbandingan 
performa model untuk beberapa setting eksperimen 
yang berbeda ditunjukkan pada Tabel 4. Akurasi 
tertinggi sebesar 90,6% dicapai ketika keseluruhan 
dataset digunakan. Penelitian terdahulu yang juga 
menggunakan jumlah data yang hampir sama dengan 
penelitian ini dan menggunakan J48 memiliki akurasi 
80% [17], sehingga penelitian ini memiliki akurasi 
yang lebih baik daripada penelitian terdahulu 
 
IV. KESIMPULAN 
Penelitian ini mencoba membuat model prediksi 
apakah seorang mahasiswa akan DO atau lulus 
dengan menggunakan data IPS. Pemodelan dilakukan 
menggunakan algoritma C4.5. Hasil menunjukkan 
bahwa faktor yang paling menentukan apakah 
seorang mahasiswa DO atau lulus adalah IPS 1 dan 
IPS 2. Nilai IPS yang rendah pada semester awal 
memberikan risiko mahasiswa untuk DO, kecuali jika 
ada perbaikan IPS di semester yang akan datang (IPS 
3, IPS 4, dan IPS 5). Akurasi model ini adalah 
mencapai 90,6% dan lebih baik dari penelitian 
sebelumnya yaitu sebesar 80%. Penelitian berikutnya 
hendaknya mengeksplorasi variabel lain yang dapat 
mempengaruhi DO untuk meningkatkan akurasi 
model. 
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