We prove, by constructing a function with given parameters, that the estimate by G. V. Chudnovsky of the number of points at which a meromorphic function has algebraic Taylor coefficients is optimal. The construction is carried out by the use of interpolation series.
Introduction
Let fi,••-,/" be meromorphic functions on the complex plane C. We discuss the optimality of certain estimates of the number of points at which f u ... ,f m have algebraic Taylor coefficients. The classical Schneider-Lang theorem, improved by M. Waldschmidt [8, Theorem 3.3.1] , asserts the following. Suppose f x ,...,f m satisfy suitable differential equations with coefficients in a number field K. Suppose also/ 1 ; f 2 are algebraically independent over the rational number field Q, and of order at most p v p 2 respectively. Then the number of points at which all the derivatives of / 1 ; . . . ,f m take values in K is at most [K: Q](p x + p 2 ). Let us note that E. Bombieri conjectures that the number of such points will be at most Pj + p 2 . On the other hand, D. Bertrand [1] extended the above theorem to general meromorphic functions; that is, in place of considering functions satisfying differential equations, he considered functions such that the size of thenTaylor coefficients satisfies certain conditions (we find analogous conditions also in Waldschmidt [9] .) Then he obtained a similar but more general estimate [21 Algebraic values of analytic functions 401 (Theorem 1) (see also Bertrand-Waldschmidt [2] for the detailed proof). But in the special case of Bertrand's theorem where the size of the Taylor coefficients of the functions behave as that of functions satisfying differential equations, the number of exceptional points is at most [K:Q](p 1 + p 2 ). So also for general meromorphic functions the estimate is the same as that of Schneider, Lang and Waldschmidt. G. V. Chudnovsky [4, 5] further extended these results: he succeeded in removing a certain condition imposed on the variable z, and obtained, under weaker assumptions, an estimate of the same form as Bertrand (Theorem 2). The purpose of the present paper is to show that Chudnovsky's estimate is optimal (Theorem 3). Our method also fits the situation of Bertrand's theorem, so the estimate of Bertrand is also optimal, though it is for a slightly restricted case. From this result, we observe especially that in Bombieri's conjecture, the assumption that the functions satisfy suitable differential equations is certainly necessary. In other words, we can not replace this assumption by the assumption that they are general meromorphic functions with moderate Taylor coefficients.
The proof will be achieved by constructing a function with given parameters satisfying Chudnovsky's estimate, and the construction will be carried out by the use of interpolation series.
Statement of result
We shall state here Bertrand's theorem, Chudnovsky's theorem and our result. To this aim we recall the definition of well-behaved points, which is found in Bertrand [1] (Bertrand informed us that the terminology "well-behaved points" was suggested to him by D. Masser.) We denote by Q the algebraic closure of Q, and for a e Q we denote by \a\ the maximum of the absolute values of its conjugates, and for a number field K we denote by I K the ring of algebraic integers in K. DEFINITION 
\z\ = R
A meromorphic function is of order at most p if it is the quotient of two entire functions of order at most p. DEFINITION 3. An entire function / is of strict order at most p if there exists a constant c > 0 such that \f\ R < e cRP for R » 1. A meromorphic function is of strict order at most p if it is the quotient of two entire functions of strict order at most p. REMARK 1. The order of an entire function/is equal to inf{p|/is of strict order at most p}.
Extending the Schneider-Lang theorem on meromorphic functions satisfying suitable differential equations, Bertrand obtained the following theorem on general meromorphic functions (see also [2] We shall show that the estimate of Theorem 2 is optimal. To this aim, we shall show that, for arbitrary parameters satisfying the estimate of Theorem 2, there exists a function / whose well-behaved points correspond to these parameters. It will turn out that these well-behaved points are all rational (and even integral): hence they are well-behaved points of {z, / } . So our result also shows that Theorem 1 is optimal, though it is for a slightly restricted case, that is, for the case where one of two functions is z. (iii') there exists 8 , e M such that for k > 0 REMARK 2. The condition (2) is a necessary condition for the existence of /. In fact (ii') implies \f
+e)k for e > 0 and k » 1. We may assume H n < 1 and fi n + e < 1. Then by applying Lemma 1 below to the Taylor expansion of / at z = n, we see that / is of strict order at most 1/(1 -n n -e). So by Remark 1, / is of order at most 1/(1 -fi n ). Then Theorem 2 and (1) imply use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700026161
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Preliminary lemmas
Concerning the strict order of a function, we have the following lemma. Among the following lemmas we shall need later Lemma 5 which is derived from Lemmas 3 and 4. Lemma 3 is on bad approximation, and is easily derived use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700026161 [ 6 ] 
Proof of Theorem 3
We now turn to the proof of Theorem 3. So we suppose that n ranges over the natural numbers from 1 to N or from 1 to 00 and that p, d n , p n , 8' n , 8' n ' and K n satisfy the assumptions of Theorem 3. Let (3) f n = (^6A" + l + (^-l ) M J p .
Then (1) is equivalent to (10 Ef-i.
We divide the proof into steps.
Step 1: interpolation series. We shall construct the desired function / by the use of interpolation series (cf. Th. Schneider [7, Chapter 2] ). For interpolation points, we take N points 1,2,... ,N or a countable number of points 1,2,... according as n ranges from 1 to A^ or from 1 to 00. Furthermore, we take each point n infinitely often, but we take n in such a way that the frequency of taking each n has weight l / ? n . We state this precisely below. To this aim, we introduce some notation. In the following we shall consider only the pairs of integers (m, s) such that A m =£ 0 and 1 < s < s(m). We introduce a linear order among such pairs by defining lexicographically This is the meaning of our former phrase "the frequency of taking each n has weight l/f B ."
Step 2: properties of<j> ms . We show that <J> m s has the following properties. 
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700026161
Isao Wakabayashi [9] Then since <f> m s has at most m factors by (a), we obtain \$ m S \ T < n m , which imphes (b).
(c) F o r a n y n, \z -n\ R = R + n. Also R + n < 2Rn, since R,n~^\. Step 3: induction for a m s . Our objective is to choose a m s well so that the function / defined by (8) has the desired properties. We wish to choose a ms by induction on (m, s) with respect to our lexicographic linear order. In order to formulate the induction, we make some preliminary observation.
Let us suppose that a ms have been chosen and the termwise differentiation of (8) is allowed. Then by (e) we find that for any k ^ 0 and any n, f (k) (n) is expressed as a finite sum use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700026161
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Now with this observation we introduce the following notation. For any k > 0 and n, we set (m, s) = G(k, n), and write Also we have (12) Y*, n = /**," + a m>/ ti&(n). Furthermore,/**'^) = y k " if the termwise differentiation of (8) is allowed.
With this notation our objective is stated as follows. (A) For all (/, a) < (m, s), real algebraic numbers a, a have been chosen, and they satisfy (i").
Under this assumption, we show that the following condition (B) holds. (B) There exists a real algebraic number a ms such that a ms satisfies (i"), and such that for (k, n) = G~\m, s), y kn satisfies (ii") and (iii")-Note that for the smallest pair, say (w 0 ,1), we may consider that (A) holds trivially. Also recall that G is a one to one mapping. Then it is easy to see that by induction this implies Assertion 2.
In this paper we set 0° = 1.
In the following steps we shall prove that (B) holds under the assumption (A). To this aim, we choose a basis of I K , {u> l = 1, « 2 ,...,« d } for every n. For simplicity we use the same letters for all n. Then we fix a pair (m, s) with A m ^ 0 a n d i ^ s < s(m), and assume (A) holds for this (m, s). s) ; that is, let k, n, m, s satisfy (11). We fix this notation: so in the following (up to Step 8) , by (k, n) we shall always mean this (k, n) defined here. (1 as desired.
Step 5: determination of a ms in the case d n -\. Here we suppose d n = 1; that is, Af n = Q. Let S n be a positive integer such that Next let us verify (ii") and (iii") for the above y k ". It was already verified that y k " # 0. By (16) and the definition of q, we have y k n e Q and \y kn \ < \fi k J + 1. Then in view of (2), the inequality m/l n < k + 1 and the estimate of \fi k J, we obtain with a constant C n greater than or equal to (4n) f ». Thus (ii") holds. By (14) and (16), (iii") holds clearly.
Step with a constant C B " such that (19) C^" 1 : Step 9: verification of properties of f. Let us define / by (8) , using a ms of Assertion 2. We wish to verify that/has the desired properties of Theorem 3.
First let us verify that / is a transcendental entire function of strict order at most p. We apply Lemma 1 with P m = E 1<J5! , (m) a mi > mi ,. By (5), (c) and (i"), we have for any m and R > I.
\PJR < E l««Jk.JR < (rn + l)m-
Hence / is an entire function of strict order at most p. Further, since the termwise differentiation is allowed, we have/ (A;) (/i) = y k n by the preliminary observation in Step 3. So by (ii"),/is transcendental. Next let us verify (i'), (ii') and (iii'). Since'/ (t) (n) = y k ", clearly (iii") implies (i') and (iii'), and also (ii") implies (ii'). Thus the proof of Theorem 3 is completely achieved.
