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YONEDA LEMMA FOR ENRICHED ∞-CATEGORIES
VLADIMIR HINICH
Abstract. We continue the study of enriched infinity categories, using a def-
inition equivalent to that of Gepner and Haugseng. In our approach enriched
∞-categories are associative monoids in an especially designed monoidal cat-
egory of enriched quivers. We prove that, in case the monoidal structure in
the basic category M comes from direct product, our definition is essentially
equivalent to the approach via Segal objects. Furthermore, we compare our
notion with the notion of category left-tensored over M, and prove a version
of Yoneda lemma in this context.
1. Introduction
1.1. Overview. The object of this paper is the study of enriched infinity cate-
gories, whose examples include A∞-categories, DG categories and higher infinity
categories.
Enriched infinity categories abound in derived algebraic geometry, mirror sym-
metry, and so on. However, category theory is unthinkable without Yoneda
lemma and this is what is lacking in the existing approaches 1.
Our approach to the notion of enriched category is based on the following
observation. It is clear how to define an M-enriched ∞-category with one object
for a monoidal infinity category M; this is just an associative algebra in M. This
means that one can expect to define enriched infinity categories as associative
algebra objects in a certain category of enriched quivers.
Our definition of enriched category is very close to that of Gepner-Haugseng [GH]
2. The definitions are equivalent, but we work with enriched categories slightly
differently. The details are below.
1.1.1. Given a space X , Gepner and Haugseng construct a planar operad which
we denote AssX such that AssX-algebras in a monoidal category M are precisely
enriched M-(pre) categories with the space of objects X .
Our definition is based on the observation that direct product with a flat planar
operad (see Definition 2.6.1) admits a right adjoint which we will denote FunopAss
in this paper. The planar operad AssX is flat, so this allows us to define a planar
1See, however, [GR], Appendix, for Yoneda lemma for (∞, 2)-categories.
2The paper [Hau] of R. Haugseng contains a basically equivalent approach to enriched cat-
egories via monoidal structure on enriched quivers, see 4.1 op. cit.
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operad FunopAss(AssX ,M) which is the operad of M-quivers with the space of
objects X . Enriched precategories are just associative algebras in it.
1.1.2. The above construction makes sense for any planar operad M and for
any category X . It gives a monoidal category if M is a monoidal category having
enough colimits. The definition is equivalent to that of [GH] when X is a space.
1.1.3. Simultaneously with defining a planar operad of quivers, we define its
(weak) action on the category Fun(X,M) compatible with the right M-action.
In the most general form, our construction gives, for any (infinity) category X
and any BM-operad M 3, a BM-operad QuivBMX (M).
This is important for several reasons. First, it turns out that, under mild
restrictions on M and X , the monoidal category of quivers can be defined as en-
domorphism object for the right M-module Fun(X,M). We use this characteri-
zation to compare the notion of enriched category with the Segal-type definition,
in case the monoidal structure in M is given by direct product.
Second, we use this extended construction to define M-functors from an en-
riched M-precategory A to a left M-module B. This latter is the basis for our
approach to Yoneda lemma, described for the convential enriched categories in
the short note [H.Y]. It is also a basis of the construction assigning, when possi-
ble, an M-enriched category to a left M-module.
The detailed content of the sections is presented below.
1.2. Infinity categories. In this paper we use a model-independent language of
infinity categories. The idea of this approach is that, once we understood infinity-
categorical Yoneda lemma, we can reformulate all the theory without mentioning
a specific model.
Section 2 of the present paper is devoted to developing this language. This
section contains practically no new results. In it we reformulate in the model-
independent language the standard notions of theory of∞-categories (which can
be found in [L.T]) as well as the language of operads from [L.HA].
In this section we sketch the basic notions of the language of infinity cate-
gories (left fibrations, cocartesian fibrations, Yoneda lemma, localizations) and
the language of operads (operads, operads over a given operad, approximation,
flat operads, internal Hom, tensor product). Some of the notions slightly differ
from their original version in [L.HA].
We also present a number of operads and their approximations important for
the present work.
On the technical level, we reevaluate the role of the conventional category ∆
of finite totally ordered sets in the theory of infinity categories. This category
usually appears in a model category (of simplicial or bisimplicial set) describing
3This means, a pair of planar operads weakly acting on the left and on the right on a category
in a compatible way.
3infinity categories. We use it in identification of the infinity category Cat as a
(Bousfield) localization of the infinity category of simplicial spaces.
In this way most of the constructions with infinity categories (for instance, the
opposite category Cop or the twisted arrows category Tw(C)) can be described
purely in terms of conventional categories (by functors ∆→ ∆ or similar).
1.3. Quivers. In Section 3 we present the construction of the categories of en-
riched quivers. There are different versions of the construction, the most general
among them assigns to an infinity-category X (of objects) and to a BM-operadM,
of a BM-operad QuivBMX (M). The construction is represented by a (strict) functor
assigning to any simplex σ : [n] → BM of a poset FBM(σ) describing the combi-
natorics of compositions of arrows in a category. This allows us to define, for
any X ∈ Cat, a BM-operad denoted BMX , as a functor (∆/BM)
op → S, carrying
σ : [n] → BM to the space Map(FBM(σ), X). We also verify that for any X the
BM-operad BMX is flat.
In Section 4 we study conditions on M and X that ensure that the enriched
quivers form a monoidal category. Roughly speaking,M is needed to be monoidal,
with the tensor product commuting with enough colimits (with respect to the
size of X), see Theorem 4.4.6. We also provide the description of QuivX(M) as
the category of endomorphisms of Fun(X,M), see Proposition 4.5.3.
1.4. The case M has a cartesian monoidal structure. In Section 5 we
compare our notion of enriched precategory over M with the existing Segal-type
definition, in case the monoidal structure on M comes from the direct product.
Here we proceed as follows. To any category M with fiber products we assign
a family of BM-monoidal categories, cartesian over M. Its fiber at X ∈M consists
of a pair of monoidal categories, M/X×X and M, acting on the left and on the
right on the category M/X .
This construction yields a monoidal structure on M/X×X ; associative algebras
in M/X×X identify with the simplicial objects A : ∆
op → M satisfying Segal
condition and having A0 = X .
Finally, in 5.5, under extra conditions on M (fulfilled, for instance, if M is
a topos), and for X ∈ S ⊂ M, we identify the triple (M/X×X ,M/X ,M) with
QuivBMX (M). This implies that enriched precategories in this case are equivalent
to simplicial objects A : ∆op → M, satisfying the Segal condition and having
A0 ∈ S ⊂M, see 5.6.1. In proving this result we use the description of QuivX(M)
as endomorphism object of Fun(X,M); and of the full BM-category structure on
the quivers.
1.5. Yoneda Lemma. In Section 6 we develop the notion of enriched presheaves
and prove a version of Yoneda lemma. Let us try to imagine what Yoneda
lemma could mean for enriched categories. Let M be a monoidal category and
A be M-enriched precategory. Enriched preshaves should be enriched functors
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F : Aop →M. Note that Aop is an enriched precategory over Mrev , the monoidal
category with reverse multiplication. On the other hand, it is not at all obvious
that M is enriched over Mrev (or over M).
These problems can already be seen in the conventional setting. As we showed
in [H.Y], they disappear if one carefully distingushes between two different types
of enrichment: M is not necessarily enriched over itself, but it is definitely a left
(and a right) M-module.
The basis of our approach to Yoneda lemma is a notion of an M-functor
F : A → B from M-enriched precategory A to a left M-module B. Let A ∈
QuivX(M). An M-enriched functor F : A→ B is given by a functor f : X → B,
together with some extra datum. The formalism of quiver categories provides an
action of the monoidal category QuivX(M) on the category of functors Fun(X,B).
The extra datum on f : X → B is precisely the A-module structure on f , see
6.1.3.
The notion of M-functor described above is exactly what is needed for Yoneda
lemma. Any associative algebra gives rise to a bimodule in an appropriate sense.
Applying this general principle to an associative algebra A in QuivX(M), we get
a bimodule which can be interpreted as an M ×Mrev -functor from A ⊠ Aop to
M, or, even better, as an M-functor from A to the category of M-presheaves
PM(A) = FunMrev (A
op,M). Yoneda lemma 6.2.7 claims that this M-functor is
fully faithful in an appropriate sense.
A passage from A-B-bimodules to modules over the tensor product A ⊗ Bop
that we used in the above explanation seems very plain; but it is not competely
obvious in Higher Algebra. The corresponding general construction is presented
in 3.6. The construction is presented as a “folding functor” carrying a BM-operad
with components (Pa,Pm,Pb) to a LM-operad with components (Pa × P
rev
b ,Pm).
1.5.1. The same notion of M-functor allows one, when possible, to convert a
left M-module B into an M-enriched category. In general, for any pair of objects
x, y ∈ B, the left M-module structure on B gives rise to a presheaf homB(x, y)
(in the usual, non-enriched sense) on M. Given a functor F : X → B such that
for any x, y ∈ X homB(F (x), F (y)) is representable, we can construct a universal
M-morphism E(F )→ B where E(F ) isM-enriched precategory with the category
of objects X .
1.5.2. Completeness. According to 1.4, the notion of S-enriched precategory with
a space of objects X , is equivalent to the notion of Segal space with the space
of objects X . This means that properly defined enriched categories should take
into account a version of competeness condition. This issue is already addressed
in [GH]. We use Yoneda lemma to present an alternative construction of the
completion functor [GH], 5.6.
5Choosing B = PM(A) and X the subspace of representable M-presheaves on
A, we get a universal arrow A → E from M-enriched precategory to a complete
M-enriched precategory, see 7.2.
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A part of this work was done during the author’s stay at Radboud University
at Nijmegen, Utrecht University, MPIM and UC Berkeley. The author is very
grateful to these institutions for the excellent working conditions. Numerous
discussions with Ieke Moerdijk were very helpful. John Francis’ advice for a
proof of Proposition 3.6.7 is appreciated. We are very grateful to R. Haugseng
who pointed out to an error in the first version of the manuscript.
The work is supported by ISF 446/15 grant.
2. Language of ∞-categories
2.1. Introduction. Throughout this paper a language of (∞, 1)-categories is
used. Nowadays there are a number of more or less equivalent approaches to the
notion of (∞, 1)-category. All of them present a model category whose fibrant
cofibrant objects can be though of as (∞, 1)-categories. These model categories
are proven to be Quillen equivalent, which allows, in principle, to pass from one
language to another. However, this not at all an obvious procedure.
2.2. Generalities. We will try to make our usage of (∞, 1)-categories as far
independent of the model as possible — working mostly in the ∞-category of
∞-categories which we will denote simply Cat. This means that we will not
use the usual categorical notions of fiber product, coproduct, or more general
limits and colimits — but replace them with respective ∞-categorical notions.
Since Quillen equivalence of model categories induces and equivalence of the
underlying ∞-categories, one can use any existing model for infinity categories
to prove claims formulated in this model-independent language.
In particular, we will use the notions of left, right, cartesian or cocartesian
fibration in a sense slightly different from the one defined in [L.T]. For instance,
our left fibrations are arrows in Cat representable by a left fibration in sSet in
the sense of [L.T], Ch. 2. The notion of cocartesian fibration in Cat has a similar
meaning: this is an arrow in Cat which is equivalent to a cocartesian fibration in
the sense of [L.T], Ch. 2.
We will use the following standard notation throughout the paper. S is the
∞-category of spaces, Cat is the ∞-category of ∞-categories.
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In what follows we will use the word “category” instead of “∞-category”, and
“conventional category” instead of “category”.
2.2.1. Basic vocabulary. In what follows we will use the following notation.
Cat will denote the (infinity) category of (infinity) categories. This category
has products, and is closed, that is, it has internal Hom denoted Fun(C,D) or
DC. The spaces form a full subcategory S of Cat. The embedding S → Cat
has a right adjoint functor (of maximal subspace) and a left adjoint functor (of
total localization). For a category C and x, y ∈ C a space MapC(x, y) is defined,
canonically “up to a contractible space of choices”.
For a category C the maximal subspace of C is denoted Ceq .
2.2.2. Subcategory. Note from the very beginning that our notion of subcategory
does not generalize the conventional notion — the latter is not invariant under
equivalences.
For X ∈ S a subspace of X is a morphism Y → X which is an equivalence to
a union of connected components of X .
A subcategory D of C ∈ Cat is a morphism f : D → C in Cat defining, for
any A ∈ Cat, the space Map(A,D) as a subspace of Map(A,C). In particular,
the maximal subspace Deq of D is a subspace of Ceq and for each pair of objects
x, y ∈ D the space MapD(x, y) is a subspace of MapC(f(x), f(y)). This implies
that a subcategory D ⊂ C is uniquely defined by a (conventional) subcategory D
in the category π0(C) as the fiber product
(1)
D −−−→ Cy y
D −−−→ π0(C)
,
where the embedding D → π0(C) satisfies the additional property saying that it
induces an injective map on the sets of isomorphism classes of objects. In this
case one has D = π0(D).
Vice versa, any subcategory D as above of π0(C) defines a subcategory D such
that the diagram (1) is cartesian.
2.2.3. Left fibrations. A map f : C → B in Cat is called a left fibration if the
map
C[1] → B[1] ×B C
induced by the embedding [0] = {0} → [1] is an equivalence. Note that the above
definition is invariant under equivalences in Cat.
Grothendieck construction for left fibrations yields a canonical equivalence
Left(B) → Fun(B, S), where Left(B) denotes the full subcategory of Cat/B
spanned by the left fibrations over B.
72.2.4. Yoneda lemma. Let C ∈ Cat. The assignment (x, y) 7→ MapC(x, y) is
functorial. This means one has a canonical functor Y : Cop × C → S. It can be
otherwise presented by a left fibration
(2) Tw(C)→ Cop × C
corresponding, via Grothendieck construction, to Y . Later in this paper we will
use the opposite right fibration
(3) Tw(C)op → C× Cop
classified by the same functor Y .
Yoneda embedding Y : Cat → Fun(Catop, S) restricted to the subcategory
∆ ⊂ Cat, yields a fully faithful embedding
(4) Cat→ Fun(∆op, S).
In terms of this embedding the category Tw(C) is defined as the composition C◦τ
where C in this formula is interpreted as a simplicial object in S, and τ : ∆→ ∆
is the functor carrying a finite totally ordered set I to the join Iop ⋆ I.
In general, for C ∈ Cat, we define P (C) = Fun(Cop, S). This is the category of
presehaves (of spaces) on C. The functor Y : Cop × C→ S can be rewritten as a
funtor Y : C→ P (C) which is fully faithful. This is ∞-categorical version of the
classical Yoneda lemma. The category P (C) can be otherwise interpreted as the
category of right fibrations X → C. The right fibration corresponding to Y (x),
x ∈ C, is the forgetful functor C/x → C, where the overcategory C/x is defined as
the fiber product C[1] ×C {x}, with the map C
[1] → C defined by {1} → [1].
2.2.5. Cocartesian fibrations. The left fibration (2) is functorial in X . This im-
plies that, given f : X → B in Cat, any arrow a : [1]→ X with a(0) = x, a(1) =
y gives rise to a commutative diagram
(5) Xy/ //

Xx/

Bf(y)/ // Bf(x)/
An arrow a in X is called f -cocartesian if the diagram (5) is cartesian. The
map f : X → B is called cocartesian fibration if for any x ∈ X and for any
a¯ : f(x)→ b there exists an f -cocartesian arrow a : x→ y lifting a¯.
The category Coc(B) of cocartesian fibrations over B is defined as follows. This
is a subcategory of Cat/B. It is spanned by the cocartesian fibrations over B. A
morphism of cocartesian fibrations over B is in Coc(B) iff it carries cocartesian
arrows to cocartesian arrows.
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Grothendieck construction for left fibrations extends to cocartesian fibrations.
It yields a canonical equivalence
(6) Coc(B)→ Fun(B, Cat).
The adjoint pair i : S−→←−Cat : K, with i the obvious embedding and K given by
the formula K(C) = Ceq , extends to the adjoint pair i : Left(B)−→←−Coc(B) : K,
with i the embedding and K(C) defined as the subcategory of C spanned by the
cocartesian arrows.
2.2.6. Cartesian and bicartesian fibrations. An arrow f : X → B in Cat is called
a cartesian fibration if the arrow f op : Xop → Bop is a cocartesian fibration.
Via Grothendieck construction cartesian fibrations over B correspond to func-
tors Bop → Cat. Sometimes a “mixed” Grothendieck construction is more ap-
propriate: a functor Bop × C → Cat can be converted into f : X → B × C
which is cartesian over B and cocartesian over C. We call such maps bicartesian
fibrations.
Here are the details. A functor f : Bop × C → Cat is the same as a func-
tor Bop → Fun(C, Cat) = Coc(C). Composing this with the forgetful func-
tor Coc(C) → Cat, we get a contravariant functor from B to Cat which, by
Grothendieck construction, converts to a cartesian fibration p : X → B. The
constant functor Bop → Cat with value C converts by the Grothendieck con-
struction to the projection B × C → C. This yields a decomposition of p as
X → B × C → B.
In the opposite direction, given a map f : X → B×C such that its composition
with the projection to B is a cartesian fibration, we get a map Bop → Cat/C . If
the image of this map belongs to the subcategory Coc(C) of Cat/C , this defines
a functor Bop × C → Cat.
2.2.7. Correspondences. Adjoint functors. Given a pair of categories C,D, a cor-
respondence from C to D is a left fibration p : E→ Cop×D. Such correspondence
is called left-representable if for each x ∈ C the base change of p with respect to
D→ Cop ×D determined by x, defines a representable presheaf on Dop.
A correspondence p : E→ Cop×D is called right-representable if for each y ∈ D
the base change of p with respect to the morphism Cop → Cop ×D, determined
by y, corresponds to a representable presheaf on C.
A left-representable correspondence comes from a unique (up to usual ambigu-
ity) functor C → D. A right-representable correspondence comes from a unique
functor D→ C.
Definition. A left fibration E→ Cop ×D determines an adjoint pair between C
and D if it is both left and right representable.
92.2.8. Flat fibrations. A correspondence from C to D can be encoded in various
ways: as a functor Cop × D → S, or as a functor D → P (C) or as a colimit
preserving functor P (D) → P (C); it can be equivalently presented by a functor
f : X→ [1] endowed with equivalences of the fibers f−1(0)
∼
→ C, f−1(1)
∼
→ D.
Given f : X → B, base change along any arrow α : b → b′ in B gives rise,
therefore, to a colimit preserving functor fα : P (Xb′) → P (Xb) between the
presheaves on the fibers. This assignment, however, is not necessarily functorial:
given a commutative triangle in B with three arrows α, α′, α′′ such that α′′ ∼
α′ ◦ α, one has a morphism of functors
(7) fα ◦ fα
′
→ fα
′′
.
which is not necessarily an equivalence 4.
Now, a map f : X → B is called a flat fibration if the map of functors (7)
is equivalence for any commutative triangle in B. See [L.HA], App. B3 for the
detailed study of this notion. Note the following criterion of flatness.
Lemma. (see [L.HA],B.3.2.) A functor p : X → [2] is a flat fibration if and
only if for any arrow f : A → C in X, with p(A) = {0}, p(C) = {2}, the full
subcategory of Fun[2]([2],X) spanned by s : [2]→ X such that d1(s) = f , is weakly
contractible.

2.3. Localization. The embedding S → Cat admits a left adjoint L : Cat → S
called total Dwyer-Kan localization.
More generally, for f : C◦ → C the Dwyer-Kan localization L(f) = L(C,C◦) is
just the colimit L(C,C◦) = L(C◦) ⊔C
◦
C.
This is the most general notion of localization available in the (∞, 1)-world.
2.3.1. Marked categories. One usually localizes along C◦ which is a subcategory
of C having the same objects as C. It is also assumed that C◦ ⊃ Ceq . Such pair
(C,C◦) is called a marked category.
The subcategory C◦ determines for each pair of objects x, y a set of marked
connected components in Map(x, y). Trivially marked category C♭ is defined as
the pair (C,Ceq); maximally marked category C# is (C,C). Sometimes a category
C has a “standard” subcategory C◦ 5. Then we denote C♮ = (C,C◦).
The category of marked categories is denoted Cat+. It is defined as a full
subcategory of Fun([1], Cat) spanned by the embeddings C◦ → C.
4The simplest example of non-equivalence is an example of locally cocartesian fibration which
is not cocartesian, see, for instance, [H.L], 9.1.2.
5For instance, the category of finite pointed sets Fin∗ has the subcategory Fin
◦
∗
spanned by
the inert arrows.
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2.3.2. A typical example of Dwyer-Kan localization is the underlying∞-category
of a model category.
Let M be a model category with the collection of weak equivalences W ⊂ M .
Dwyer-Kan localization L(M,W ) was the main object of study in the original
series of papers by Dwyer and Kan. We call this localization the ∞-category
underlying M .
2.3.3. Bousfield localization. A functor L : C → L is called a (Dwyer-Kan) lo-
calization if it induces an equivalence L(C,C◦) → L where C◦ = f−1(Leq). A
localization L is called Bouslfield localization if it admits a fully faithful right
adjoint.
A typical example is the total DK localization L : Cat→ S whose right adjoint
is the standard embedding.
Another example is the functor Fun([1], Cat)→ Cat+ carrying an arrow W→
C to the marked category (C,C◦) where C◦ is the subcategory of C generated by
Ceq and the image of W.
Finally, the DK localization functor L : Cat+ → Cat is itself a Bousfield
localization: its right adjoint C 7→ C♭ is fully faithful.
2.3.4. Complete Segal spaces. The embedding Cat → Fun(∆op, S) described in
(4) has left adjoint which is another example of Bousfield localization. This ad-
joint pair of infinity categories is usually deduced from the Rezk (complete Segal)
model structure on bisimplicial sets obtained from the Reedy model structure by
(what is classically called) Bousfield localization of a model category.
2.4. Categories with decomposition. The following definition is an adap-
tation of (a special case of) Lurie’s notion of categorical pattern, see [L.HA],
App. B.
Categories with decomposition are an important technical tool in working with
operads and operad-like objects.
2.4.1. Definition. A category with decomposition is a triple (C,C◦, D) where
(C,C◦) is a marked category and D is a collection of “decomposition diagrams”
{ρd,i : Cd → Cdi }d∈D in C
◦.
We will use the notation C = (C,C◦, D) for a category with decomposition.
Some special cases: for a marked category C♮ = (C,C◦) we denote C♮,∅ the category
with decomposition (C,C◦, ∅). In particular, C♭,∅ and C♯,∅ are defined by the
minimal and the maximal marking.
The first important example of a category with decomposition is the category
of finite pointed sets Fin∗.
2.4.2. Example. Decomposition structure on Fin∗ is defined as follows. We
define Fin◦∗ to be the category spanned by the inert arrows. For any I∗ ∈ Fin∗
11
any presentation I = ⊔J i defines a decomposition diagram consisting of the inert
arrows I∗ → J
i
∗.
Let C = (C,C◦, D) be a category with decomposition.
We will now define a subcategory Fib(C) of the category Cat/C.
2.4.3. Definition. (see [L.HA], 2.3.3.28) An object p : X → C of Cat/C is called
fibrous if the following conditions are satisfied.
(Fib1) For any x ∈ X any marked α : p(x) → C has a cocartesian lifting.
In particular, any marked arrow α : C → C ′ in C defines a functor
α! : XC → XC′ .
(Fib2) For any d ∈ D the collection of maps ρd,i! : XCd → XCdi defines an
equivalence of categories XCd →
∏
XCdi .
(Fib3) For any d ∈ D and any x ∈ XCd the diagram of cocartesian liftings of
ρd,i, {x→ xi}, is a p-product diagram, [L.T], 4.3.1.1.
Given a category with decomposition C = (C,C◦, D), we define Fib(C) as
the subcategory of Cat/C spanned by the fibrous arrows X → C, with morphisms
preserving the cocartesian liftings of arrows in C◦.
For example, Fib(C♭,∅) = Cat/C and Fib(C
♯,∅) = Coc(C). More generally,
Fib(C♮,∅) identifies with the fiber product Coc(C◦)×Cat/C◦ Cat/C.
2.4.4. Let C be a decomposition category. A collection of arrows ρi : C → C i
in C◦ is called a weak decomposition diagram if any X ∈ Fib(C) satisfies the
properties (Fib2) and (Fib3) with respect to the collection {ρi : C → C i}.
2.4.5. A functor between decomposition categories f : C → D is defined
as a functor f : C → D such that f(C◦) ⊂ D◦ and f carries any decompo-
sition diagram to a weak decomposition diagram. Given a functor f : C →
D and X ∈ Fib(D), the pullback f ∗(X) belongs to Fib(C). The functor
f ∗ : Fib(D) → Fib(C) admits left adjoint denoted f!, see [L.HA], B.2.9. In
particular, Fib(C) is a Bousfield localization of Fib(C♮,∅).
2.4.6. Given two decomposition categories C = (C,C◦, D), D = (D,D◦, D′),
we define their product as the category E = C × D, with E◦ = C◦ × D◦, and
decompositions (C,D)→ (C i, Dj)) with (C → C i) ∈ D and (D → Dj) ∈ D′ 6.
The product of categories over C and D defines a functor
Cat/C × Cat/D → Cat/C×D.
6Note that we have not defined the category of decomposition categories.
12 VLADIMIR HINICH
This functor carries pairs of fibrous categories to a fibrous category, so defining
a functor
(8) Fib(C)× Fib(D)→ Fib(C ×D).
One has
2.4.7. Proposition.
1. The product map (8) preserves colimits in two arguments.
2. It is functorial: a pair of maps f : C → C′ and g : D → D′ gives
rise to a commutative diagram
(9) Fib(C)× Fib(D) //
f!×g!

Fib(C ×D)
(f×g)!

Fib(C′)× Fib(D′) // Fib(C′ ×D′).
.
Proof. This follows from [L.HA], B.2.5 and B.2.9. The product map (8) can be
presented by a left Quillen bifunctor, and f! is also presented by left Quillen
functor. The respective functors commute on the level of model categories, so
this proves the claim. 
2.5. Operads. The category of operads Op is defined as Fib(Fin∗ ).
Marked arrows in Fin∗ are inert arrows of Fin∗. Cocartesian liftings in O of
inert arrows in Fin∗ are called inert arrows in O.
Thus, Op is a subcategory of Cat/F in∗ spanned by the operads, with the arrows
preserving the inerts.
Our definition is essentially equivalent to the one given in [L.HA], Section 2. In
fact, p : O→ Fin∗ is an operad if an only if it satisfies the conditions of definition
[L.HA], 2.1.1.10 when presented by a categorical fibration.
An arrow f : I∗ → J∗ is called active if the preimage of ∗ ∈ J∗ consists of ∗
only. An arrow in O over an active arrow in Fin∗ is also called an active arrow.
The fiber of p : O → Fin∗ at 〈1〉, denoted in what follows O1, is the category
of colors of O.
2.5.1. Strong approximation of operads. This is a version of Lurie’s (weak) ap-
proximation of operads descrined in [L.HA], 2.3.3.
Let O ∈ Cat/Fin∗ be an operad.
Definition. A map f : C→ O
p
→ Fin∗ in Cat/Fin∗ is called a strong approxima-
tion if it satisfies the following conditions.
• Let C ∈ C have image 〈n〉 in Fin∗; then there exist p◦f -locally cocartesian
liftings ai : C → Ci of the standard inerts ρ
i : 〈n〉 → 〈1〉, and f(ai) are
inert in O.
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• Let a : X → f(C) be active in O (that is, its image in Fin∗ is active).
Then there exists an f -cartesian lifting X˜ → C of a.
• The map f induces an equivalence
C1 := C×Fin∗ {〈1〉} → O1
of the respective categories of colors.
Strong approximation of operads allows one to have an alternative description
of Op/O.
Let f : C → O be a strong approximation. We endow C with an induced
decomposition structure as follows. C◦ is spanned by the arrows whose image
in O is inert. Decompositions are given by cocartesian liftings of the standard
inerts ρi : 〈n〉 → 〈1〉. As with the operads, the arrows of C◦ are called inert. Also
as with operads, strong approximation inherits a factorization system from its
operad: any arrow in C decomposes as an inert followed by an active arrow.
Fibrous objects over C will also be called C-operads. We denote OpC =
Fib(C).
One has the following
2.5.2. Proposition. Let f : C → O be a strong approximation of an operad O.
Then the base change with respect to f induces an equivalence Op/O → OpC.
Proof. See [L.HA], 4.7.1.10, 4.7.1.11. 
Strong approximations of operads are preserved by the base change.
2.5.3. Lemma. Let f : C → O be a strong approximation and let p : O′ → O be
a map of operads. The the map f ′ : C′ → O′ obtained by base change from f , is
also a strong approximation.

2.5.4. O-monoidal categories. Let f : C → O be a strong approximation. We
denote MonO (resp., MonC) the subcategory of Op/O (resp., OpC) whose objects are
cocartesian fibrous objects and whose morphisms preserve the cocartesian arrows.
The equivalence 2.5.2 induces an equivalence MonO → MonC. One can describe
MonC as Fib(C
) for the following decomposition structure on C:
(Mon1) C◦ = C.
(Mon2) Decomposition diagrams are induced from the strong approximation
C→ O.
2.5.5. Cat-enrichment. Let C → O be a strong approximation. For P,Q ∈ OpC
one defines AlgP/C(Q) as the full subcategory of FunC(P,Q) spanned by the C-
operad maps.
Similarly, for P,Q ∈ MonC we define Fun
⊗
C (P,Q) as the full subcategory of
FunC(P,Q) spanned by the maps preserving cocartesian fibrations.
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2.6. Internal Hom in operads. The category Op is not cartesian closed as
direct product of operads does not commute, in general, with colimits. We impose
an extra condition on operads to correct the problem.
2.6.1. Definition. Let C be a strong approximation of an operad. A C-operad
p : P→ C is called flat if any of the following equivalent conditions is satisfied.
(1) For any pair of composable arrows in C given by σ : [2] → C, with d0σ
active, the base change P×C [2]→ [2] is a flat fibration.
(2) For any pair of composable active arrows in C given by σ : [2] → C, the
base change P×C [2]→ [2] is a flat fibration.
(3) For any pair of composable active arrows in C given by σ : [2]→ C, with
σ(2) ∈ C1, the base change P×C [2]→ [2] is a flat fibration.
Proof. Implications (1)⇒ (2)⇒ (3) are clear.
Let σ : [2]→ C have γ = d0σ active. We decompose d2σ = β ◦ α with β active
and α inert. If now τ : [3]→ C is composed of α, β and γ, one has a commutative
diagram of functors between the categories of presheaves
(10) (pα ◦ pβ) ◦ pγ
θα,β //
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
pβ◦α ◦ pγ // pγ◦β◦α
pα ◦ (pβ ◦ pγ) // pα ◦ pγ◦β
θα,γ◦β
OO
Sice α is inert, θα,β and θα,γ◦β are eqivalences. This proves that (2) implies (1).
Any base change with respect to a pair of active arrows decomposes as a fiber
product of base changes as in (3). Thus, (3)⇒ (2). 
Example. C-monoidal categories are flat C-operads as cocartesian fibrations are
flat fibrations. The operads BMX , LMX and AssX constructed in Section 3, are
flat, see 3.3.4.
The flatness of an operad P ∈ Op/O is independent of the choice of strong
approximation. In fact, any 2-simplex of O as in condition (3) above is isomorphic
to a 2-simplex coming from a strong approximation.
The following result is a version of Lurie’s [L.HA], 2.2.6, where Day convolution
monoidal structure is presented as a special case of internal Hom in operads.
2.6.2.Proposition. Let C be a strong approximation of an operad and let P ∈ OpC
be flat. Then the product functor ×P : OpC → OpC has a right adjoint.
The functor right adjoint to × P will be denoted FunopC(P, ).
Lurie in loc. cit. requires P to be O-monoidal. We were able to weaken the
requirement, using an observation proven in Lemma 2.6.3. The rest of the proof
is very close to the proof of [L.HA], 2.2.6.20.
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Proof. The claim is independent of the choice of a strong approximation, so we
will assume C = O. OpO is a Bousfield localization of Cat
+
/O. We define P
′ ∈ Cat+/O
as follows. Denote Funin([1],O) the category of inert arrows in O, with two maps,
s, t : Funin([1],O)→ O assigning to an arrow its source and target.
As a category over O,
P′ = Funin([1],O)×O P,
where we use the target map in the fiber product. Two maps, s, t : P′ → O are
defined as compositions with the projection P′ → Funin([1],O).
An arrow in P′ is marked iff it image in P and in O under s are inert.
The diagonal embedding O → Funin([1],O) induces, for any O-operad R, a
map
R×O P→ R×O P
′
(in the second fiber product we use s : P′ → O) in Cat+/O. This map becomes
an equivalence in OpO after localization. In fact, for Q ∈ OpO marked maps
R×O P
′ → Q are precisely right Kan extensions of marked maps R×O P→ Q.
Therefore, we can replace functor ×P in Op/O with ×OP
′. We will now apply
Theorem B.4.2 of [L.HA] to construct an adjoint pair.
The marked category P′ endowed with maps s, t : P′ → O satisfies the condi-
tions (1)–(8) of [L.HA], Theorem B.4.2 — the condition (1) is proven in Lemma 2.6.3
below, and the rest of the conditions is verified as in the proof of [L.HA], Propo-
sition 2.2.6.20.
Theorem B.4.2 of [L.HA] claims that under the mentioned conditions the func-
tor R 7→ R×O P
′ on Cat+/O defines a Quillen pair, which induces an adjoint pair
of endofunctors on OpO. 
2.6.3. Lemma. Let p : P→ O be an O-operad and let P′ = Funin([1],O)×O P be
defined as above. If P is a flat O-operad, then s : P′ → O is a flat fibration.
Proof. We will use the flatness criterion 2.2.8. Fix σ : [2]→ O with the edges α, β
and γ = β ◦ α. Let f ′ : [1]→ P′ be an arrow in P′ over γ. Let f : [1]→ P be the
image of f ′ in P. Its image in O is γ′ = t(f ′). These data define a commutative
diagram in O described below.
(11) u′ i′′
""
γ′
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
α′
##❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
u
γ
''
i′
00
α
❂
❂❂
❂❂
❂❂
❂
i // u′′

v
β
❃
❃❃
❃❃
❃❃
❃
j // v′
β′

w
k // w′
.
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The commutative square formed by the inerts i′, k and the arrows γ, γ′ is defined
by the image of f ′ in Funin([1],O).
We decompose k ◦ β into an inert map j followed by an active map β ′. Then
we decompose j ◦ α into an inert map i followed by an active map u′′ → v′.
We decompose γ′ into an inert i′′ followed by an active map. Essential unique-
ness of decomposition of the map u → w′ ensures that u′′ can be choosen to
be a target of i′′. We finally denote α′ the composition u′ → v′. We denote
σ′ : [2] → O the 2-simplex given the the commutative triangle with the edges
α′, β ′, γ′.
We have to prove that the full subcategory D ⊂ FunO([2]σ,P
′) spanned by the
sections τ : [2]→ P′ satisfying d1τ = f
′, is weakly contractible 7.
We will compare D to the full subcategory D′ ⊂ FunO([2]σ′ ,P) spanned by the
sections τ ′ : [2]→ P satisfying d1τ
′ = f . The category D′ is weakly contractible
as P is a flat operad (and d0σ
′ = β ′ is active).
The commutative diagram (11) yields a map Σ : [2]→ Funin([1],O) such that
s ◦ Σ = σ, t ◦ Σ = σ′. This defines a functor ǫ : D′ → D carrying τ ′ to the pair
(Σ, τ ′). We will now show that ǫ has left adjoint; this will imply that D is also
weakly contractible.
Let τ : [2] → P′ be in D and τ ′ : [2] → P be in D′. One has τ = (Σ′′, τ ′′)
where Σ′′ : [2] → Funin([1],O) satisfies s ◦ Σ′′ = σ, t ◦ Σ′′ = σ′′, d1σ
′′ = γ′, and
τ ′′ : [2] → P with p ◦ τ ′′ = σ′′. The first and the last vertex of σ′′ are u′ and w′;
the remaining vertex will be denoted v′′.
Let F be the full subcategory of Fun([2],Funin([1],O)) spanned by the functors
Φ satisfying the conditions s ◦Φ = σ, d1(t ◦Φ) = γ
′. It is easy to see that Σ ∈ F
is a terminal object, so that we have a unique morphism Σ′′ → Σ in F; moreover,
the corresponding map v′′ → v′ is inert.
A map τ → ǫ(τ ′) consists, by definition, of a map of triangles Σ′′ → Σ in F and
a compatible morphism τ ′′ → τ ′ of triangles in P over the unique map σ′′ → σ′.
In Lemma 2.6.4 we verify that the map θ : σ′′ → σ′ in Fun([2],O) admits a
locally cocartesian lifting to Fun([2],P). This means that a map τ ′′ → τ ′ over θ
can be rewritten as a map θ!(τ
′′)→ τ ′ over σ′.
Therefore, the assignment τ = (Σ′′, τ ′′) 7→ θ!(τ
′) defines a functor left adjoint
to ǫ. 
2.6.4. Lemma. Let p : P→ O be a functor, σ : [n]→ O be a simplex
x0
f1
→ x1
f2
→ . . .
fn
→ xn.
Assume that for a certain k fk : [1] → O admits a cocartesian lifting to P. The
simplex σ determines an arrow σ˜ : dkσ → dk−1σ in Fun([n − 1],O), having the
component fk : xk−1 → xk at place k − 1 and identity elsewhere. Then σ˜ admits
a locally cocartesian lifting to Fun([n− 1],P).
7We denote [2]σ the category over O defined by σ : [2]→ O.
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Proof. We will describe the fiber product Q = [1] ×Fun([n−1],O) Fun([n− 1],P) by
the functor that assigns to each τ : [k]→ [1] the space Qτ = Map[1]([k], Q). This
space easily identifies with the space
MapO([k]× [n− 1],P),
where [k] × [n − 1] → O is defined by the composition of τ and σ˜. In the proof
below we denote k-simplices τ in [1] by monotone sequences of 0 and 1 of length
k + 1. Let x ∈ Q0, y ∈ Q1 be the source and the target of f ∈ Q01. The arrow f
in Q01 is cocartesian iff the composition
{y} ×Q1 Q11
f
→ {x} ×Q0 Q01 ×Q1 Q11
∼
← {x} ×Q0 Q011
d1→ {x} ×Q0 Q01
is an equivalence (see Proposition 3.3.2 for a more general statement). Applying
this criterion to the description of Qτ , we deduce that an arrow f ∈ Q01 defined
by the diagram in P
(12) y0
g0

// . . . // yk−1
gk−1

// yk+1
gk

// . . . // yn
gn−1

y′0
// . . . // y′k−1
// y′k+1
// . . . // y′n
is cocartesian if and only if the arrow gk−1 is a cocartesian lifting of fk : xk−1 → xk
and the rest of gi are equivalences. 
We will now deduce some easy consequences of the existence of FunopC(P,Q).
2.6.5. Corollary. For P,Q,R ∈ OpC with P flat, one has a natural equivalence
(13) AlgR/C(FunopC(P,Q)) = AlgR×CP/C(Q).
Proof. Immediately follows from the definition of AlgP/Q, see 2.5.5. 
For O ∈ Op we denote O1 the fiber of the projection O → Fin∗ at 〈1〉. This
notation extends to the objects of Op(C): P1 is the fiber of the composition
P→ C→ O→ Fin∗ at 〈1〉. One has AlgC◦/C(P) = FunC1(C1,P1).
Applying formula (13) to R = C◦, we get
2.6.6. Corollary. For P,Q ∈ OpC with P flat, one has
AlgC◦/C(FunopC(P,Q)) = AlgP◦/C(Q) = FunC1(P1,Q1).
2.6.7. Base change. Let C → O be a strong approximation, q : D → C be in
Op(C). The category D inherits from C a decomposition structure (D,D◦, D),
with D◦ being determined by inerts in D and D by the locally cocartesian lifting
of the standard maps ρi : 〈n〉 → 〈1〉.
The base change functor
Cat/C → Cat/D
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restricts to a functor f ∗ : OpC → OpD having a left adjoint f! : OpD → OpC. This
is a special case of the functor described in 2.4.5.
One has
Lemma. For P,Q ∈ OpC with P flat, one has an equivalence
(14) f ∗ FunopC(P,Q)→ FunopD(f
∗P, f ∗Q).

2.7. Examples. We will now present some operads and their approximations
appearing in this paper. Two of them, the operads governing associative algebras
and left modules, are described in [L.HA]. We will also need an approximation
for the operad governing bimodules. The approximations for associative algebras
and left (right) modules can be realized as its full subcategories.
2.7.1. For C ∈ Cat we denote ∆/C the fiber product
(15) ∆×Cat Cat
[1] ×Cat {C},
that is, the category, whose objects are functors a : [n] → C, with a morphism
from a to b : [m]→ C given by a commutative triangle [n]→ [m]→ C.
2.7.2. We define BM = (∆/[1])
op. The objects of BM are functors s : [n] → [1],
that is length n+ 1 monotone sequences of 0 and 1.
The operad for bimodules (which we denote BM⊗ to distinguish from BM) governs
triples (A,M,B) where A and B are associative algebras and M has compatible
left A-module and a right B-module structures. An object of BM⊗ over I∗ ∈ Fin∗
is a map f : I → {a,m, b}. An arrow from f : I → {a,m, b} to g : J → {a,m, b}
over α : I∗ → J∗ is a collection of total orders at each α
−1(j), j ∈ J , such that
• if g(j) = a then f(i) = a for all i ∈ α−1(j).
• if g(j) = b then f(i) = b for all i ∈ α−1(j).
• if g(j) = m then there exists a unique i ∈ α−1(j) with f(i) = m; moreover,
f(i′) = a for i′ < i and b for i′ > i.
The strong approximation BM→ BM⊗ converts a sequence σ of 0 and 1 of length
n + 1 into a sequence of a,m, b of length n, each encoding a pair of consecutive
numbers, a for 00, m for 01 and b for 11. Degeneracies in BM correspond to
inserting a letter a or b, inner faces correspond to “multiplications” aa → a,
am → m, mb → m, bb → b, and outer faces erase the leftmost or the rightmost
letter.
Outer faces are inerts in BM, and inner faces (as well as the degeneracies) are
active.
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2.7.3. Strong approximations to the operads Ass⊗, LM⊗, RM⊗ can be found among
full subcategories of BM. Here they are.
• The subcategory Ass is spanned by constant maps [n] → [1] with value
0. It is isomorphic to ∆op; the object of Ass corresponding to [n]op ∈ ∆op
will be denoted as 〈n〉. The map from Ass to the operad for associative
algebras Ass⊗ is compatible with the “left” embedding Ass⊗ → BM⊗. It
coincides with the map Cut : ∆op → Ass⊗ defined by Lurie in [L.HA],
4.1.2.9.
• The category LM is the full subcategory of BM spanned by σ : [n] → [1]
satisfying σ(0) = 0 and having at most one value 1. This category is
isomorphic to ∆op × [1] and the map LM → LM⊗ coincides with the map
γ : ∆op × [1]→ LM⊗ defined by Lurie in [L.HA], 4.2.2.
• Similarly, RM is the full subcategory spanned by σ : [n] → [1] satisfying
σ(n) = 1 and having at most one value 0.
2.7.4. One has embeddings
(16) Ass→ LM→ BM← RM← Ass.
We denote two copies of Ass inside BM as Ass− (the left copy) and Ass+ (the
right copy).
Definition. For a BM-operad O the planar operads Ass± ×BM O are called the
Ass±-components of O, denoted Oa and Ob, and the category {m}×BMO is called
the m-component of O.
One has a projection π : BM → Ass induced by [1] → [0]. This defines a base
change functor π∗ : OpAss → OpBM.
2.7.5. The category OpAss is called the category of planar operads. We do not
have special names for the categories OpBM, OpLM, etc.
2.7.6. Here is one more approximation. Let Cn be the free planar operad gener-
ated by one n-ary operation. It has the strong approximation Qn → Cn defined
as follows. Qn has one object {1, . . . , n} over 〈n〉, and the objects 0, . . . , n over
〈1〉. One has inert arrows {1, . . . , n} → i for i = 1, . . . , n, and an active arrow
{1, . . . , n} → 0.
2.8. Bilinear maps of operads. Tensor product. In this subsection we
present a slightly generalized version of Lurie’s [L.HA], 3.2.4. In this form it
also includes presentation of BM as tensor product of LM and RM.
Let C be a strong approximation of an operad. Let P,Q,R ∈ OpC.
2.8.1. Definition. A map µ : P× Q→ R is called C-bilinear if
• It carries any pair of inert arrows in P and in Q to an inert in R.
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• Any decomposition {x→ xi} of x ∈ P leads to a decomposition {µ(x, y)→
µ(xi, y)}, and similarly for decompositions in Q.
In the language of categories with decomposition, a bilinear map of operads is
just given by a map of categories with decomposition µ : P × Q → R, where
the decomposition structures are induced from C.
Given a C-bilinear map µ : P × Q → R and a map of C-operads π : X → R,
one defines a category p : Algµ
Q/R(X)→ P over P by the formula
(17) MapCat/P(K, Alg
µ
Q/R(X)) = MapCat+
/R♮
(K♭ × Q♮,X♮),
where Q♮,R♮ and X♮ denote the respective marked categories. One has
2.8.2. Proposition. (Compare to [L.HA], 3.2.4.3).
1. The formula (17) defines a category Algµ
Q/R(X) over P.
2. Algµ
Q/R(X) is P-fibrous.
3. If π : X→ R is cocartesian fibration, p is also a cocartesian fibration.
Proof. 1. The right-hand side of (17) preserves limits as a functor of K ∈ Catop/P,
so Algµ is correctly defined.
2. We apply 2.4.7 to f : P♭,∅ → P and g = id
Q
.The commutative diagram
(9) restricted to Q ∈ Fib(Q) yields a commutative diagram of colimit preserving
functors
(18) Fib(P♭,∅)
m♭ //
f!

Fib(P♭,∅ × Q)
(f×id)!

Fib(P)
m // Fib(P × Q)
µ! // Fib(R),
m and m♭ being evaluations of the product maps (8) at Q ∈ Fib(Q
). All
categories are presentable, so this defines a commutative diagram of the respective
right adjoints. By definition
Alg
µ
Q/R(X) = f
∗ ◦m∗ ◦ µ∗(X).
Therefore,
Alg
µ
Q/R(X) = m
∗
♭ ◦ (f × id)
∗ ◦ µ∗(X),
which means that this category over P comes from a P-operad. Note that we
simultaneously proved that the functor X 7→ Algµ
Q/R(X) is right adjoint to the
composition µ! ◦m.
3. The same proof, applied for decomposition categories structures on P,Q,R
responsible for the respective monoidal categories, see 2.5.4. 
21
2.8.3. Let now C be endowed with a bilinear map
(19) µ : C× C→ C.
We define a µ-tensor product of C-operads as follows. Given P,Q ∈ OpC, define
P× Q ∈ Cat+/C as the composition
P× Q→ C× C
µ
→ C,
with the product marking. Define P ⊗µ Q as the image of P × Q under the
localization functor Cat+/C → OpC. We will mention two instances.
2.8.4. C = Fin∗. We endow Fin∗ with the smash product µ(I∗, J∗) = (I × J)∗.
The corresponding tensor product is the standard tensor product of operads
defined in [L.HA], 3.2.4.
2.8.5. C = CM. CM 8 is the operad governing pairs (A,M) where A is a commu-
tative monoid and M is A-module. Its objects over I∗ ∈ Fin∗ are subsets I0 ⊂ I
a morphism from (I, I0) to (J, J0) is a map φ : I∗ → J∗ such that φ
−1(j) ∩ I0 is
empty if j 6∈ J0 and is a singleton otherwise. The functor µ : CM × CM → CM is
defined by the formula µ((I, I0), (J, J0)) = (K,K0) where
(20) K = (I × J0)
I0×J0∐
(I0 × J), K0 = I0 × J0.
Here is the main property of tensor product of operads.
2.8.6. Proposition. Let C be a strong approximation, µ : C × C → C a bilinear
map, and let P,Q ∈ OpC with R = P⊗
µ Q. Then for any R-operad X one has a
natural equivalence
(21) AlgP(Alg
µ
Q/R(X)) = AlgR(X).
Proof. Immediately follows from the proof of 2.8.2 (2). 
2.8.7. The operads LM⊗ and RM⊗ are operads over CM. The bilinear structure on
CM described in 2.8.5 lifts to a map Pr : LM⊗ × RM⊗ → BM⊗, see [L.HA], 4.3.2.1.
Theorem 4.3.2.7 of [L.HA] asserts that the map Pr induces the equivalence
(22) AlgRM(Alg
µ
LM/BM(X)) = AlgBM(X).
In other words, this means that Pr induces an equivalence
(23) LM⊗ ⊗µ RM⊗ = BM⊗.
Another connection between bimodules and left modules is described in 3.6.
8Note: CM is not planar!
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2.9. Opposite monoids and opposite algebras. All imaginable meanings of
the notion “opposite” in category theory can be expressed in terms of the functor
I 7→ Iop assigning to a totally ordered finite set the same set with the opposite
order. We denote this functor as op : ∆→ ∆. We denote by the same letter the
endofunctor on Ass = ∆op.
2.9.1. Let C be a category with products. If A : Ass → C is an associative
monoid (that is a functor satisfying Segal condition and such that A(〈0〉) is
terminal), the composition A ◦ op is also a monoid called the opposite monoid
and denoted Aop.
If A : Fin∗ → C is a commutative monoid, one has a canonical equivalence
A = Aop.
This construction applies, in particular, to C = Cat, which gives the notion of
the opposite monoidal category. In order to avoid confusion with the notion of
opposite category, we will denote the monoidal category opposite to M as Mrev
and will call it reversed monoidal category.
2.9.2. The notion of opposite category can be also extracted from the functor
op : Ass → Ass. The categories, according to our favorite description, are
complete Segal spaces, that is functors
C : Ass→ S
satisfying completeness and Segal conditions. Composing C with op, we get
another complete Segal functor Ass → S, that is a new category denoted Cop.
Note that, in this description, a space X coincides “identically” with its opposite.
2.9.3. The endofunctor op : Ass→ Ass extends to op : BM→ BM carrying LM to
RM and vice versa. This identifies left modules over A with right modules over
Aop in a category with products.
In particular, the categories left-tensored over M identify with the categories
right-tensored over Mrev .
2.9.4. Let now A be an associative algebra in a monoidal category M. By
definition, A is a section of the canonical projection p : M→ Ass. Composing A
with op : Ass → Ass, we get a section of the base change of M with respect to
op, which is precisely Mrev . Thus, for A ∈ Alg(M) one has Aop ∈ Alg(Mrev).
If M is symmetric monoidal, Mrev = M, and we get Aop as an algebra in M.
In case M is cartesian both constructions of opposite algebra in M coincide.
If M is a monoidal category and A is an associative algebra in M, one has a
canonical equivalence LModA(M) = RModAop(M
rev) 9.
9M and Mrev have the same underlying category!
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2.9.5. The notion of reversed monoidal category extends to planar operads. If
fact, if p : P→ Ass is a planar operad, the composition op ◦ p : P→ Ass is also
a planar operad called the reversed operad.
If P is flat, Prev is also flat. One has (P×Q)rev = Prev×Qrev , so Funop(P,Q)rev =
Fun(Prev ,Qrev).
3. Enriched quivers
3.1. Introduction. In this section we present a construction that assigns, to
each X ∈ Cat and M ∈ OpAss, a new planar operad QuivX(M) called the planar
operad of M-enriched X-quivers.
With the aim to describe a universal property of this construction later on, we
present two more versions of this construction: QuivLMX (M) ∈ OpLM of an LM-operad
M and QuivBMX (M) for any M ∈ OpBM.
The constructions are functorial in X and in M, as explained in 3.1.3, 3.1.5
and 3.5 below.
The category of colors QuivX(M)1 of the planar operad QuivX(M) is
Fun(Xop × X,M1). These are functors from X
op × X to the category of colors
of M; we interpret them as quivers, with the category of objects X , and with
values in M1.
The most important for us is the case when M is a monoidal category having
colimits (precise requirements are given below); in this case QuivX(M) is also a
monoidal category. We weaken the requirements on X and M in order to better
understand the functoriality of the construction.
The ultimate goal of the paper are M-enriched infinity-categories. Similarly
to the conventional case where categories can be defined as associative algebra
objects in the appropriate monoidal category of quivers, we define M-enriched
categories as associative algebras in QuivX(M) satisfying some extra (complete-
ness) properties. The full meaning of the following definitions 10 will become
clear later.
3.1.1. Definition. Let X be a category and M be a planar operad. An M-
enriched precategory with the category of objects X is an associative algebra
object in QuivX(M).
3.1.2. Definition. Let X be a space, M a monoidal category with colimits. An
M-enriched category A with the space of objects X is an M-enriched precategory
satisfying a completeness condition, see Definition 7.1.1.
3.1.3. Dependence of M. The BM-operad QuivBMX (M) is defined, using the internal
Hom in OpBM, as
(24) QuivBMX (M) = FunopBM(BMX ,M),
10presented here as an advertisement.
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where M is a BM-operad and BMX is a flat BM-operad depending of X ∈ Cat,
defined below.
If M is in OpAss, we will write sometimes Quiv
BM
X (M) instead of Quiv
BM
X (π
∗M),
where π : BM→ Ass is the natural projection, see 2.7.4,
The construction of BMX is presented below, after a certain preparation in 3.1.4.
We will only mention now that the Ass−-component of BMX is equivalent to
the planar operad OX defined in [GH], 4.2.4, when X is presented by a simplicial
category.
3.1.4. Relative categories. Recall that the embedding ∆ → Cat, together with
the Yoneda embedding, identifies Cat with the full subcategory of Fun(∆op, S)
spanned by the complete Segal objects. We will now present a similar description
for categories over a fixed category C ∈ Cat.
Recall 2.7.1 that ∆/C denotes the full subcategory of Cat/C spanned by the
objects σ : [n]→ C.
An object X ∈ Cat/C yields a Yoneda map
YX : (Cat/C)
op → S,
whose restriction to ∆/C defines a presheaf
FX : (∆/C)
op → S.
Note the following
Lemma. The presheaf FX ∈ P (∆/C) is presented by the right fibration ∆/X →
∆/C induced by the map X→ C.
Proof. Yoneda lemma implies that YX ∈ P (Cat/C) is presented by the right fibra-
tion
(Cat/C)/X → Cat/C.
Proposition 2.1.2.5 in [L.T] asserts that (Cat/C)/X is canonically equivalent to
Cat/X. The required result follows from this by base change along ∆→ Cat. 
In practice we will be mostly interested in categories over a conventional cate-
gory B. In this case ∆/B is a conventional category whose objects are the functors
a : [n] → B, with a morphism from a to b : [m] → B given by a commutative
triangle [n]→ [m]→ B.
Given X ∈ Cat/B, the corresponding functor FX : (∆/B)
op → S carries σ :
[n]→ B to the space of sections of the base change
(25) X×B [n]→ [n].
Conversely, a functor F : (∆/B)
op → S determines a category over B iff it
satisfies a version of completeness and Segal conditions. We will be only inter-
ested in the special case when B is a conventional category with no nontrivial
isomorphisms. Then the required properties are listed below.
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(CS1) Let σ : [n] → B be given by a sequence of arrows fi : xi−1 → xi, i =
1, . . . , n, in B. Then the canonical map
F (σ)→ F (f1)×F (x1) . . .×F (xn−1) F (fn)
is an equivalence.
(CS2) For any x ∈ B the Segal space obtained by the composition
∆op = (∆/{x})
op → (∆/B)
op F→ S,
is complete.
The property (CS1) implies that the total simplicial space is Segal; the property
(CS2) ensures it is complete.
3.1.5. Dependence of X. The BM-operad BMX will be defined by a functor
FBMX : (∆/BM)
op → S,
whose dependence of X is seen from the formula
(26) FBMX (σ) = Map(F
BM(σ), X),
where FBM : ∆/BM → Cat is independent of X ; it is defined below.
3.2. Functor FBM. The category ∆/BM has objects σ : [n]→ BM, and a map from
σ to τ : [m]→ BM is given by the commutative diagram
[n] //
σ
!!❇
❇❇
❇❇
❇❇
❇
[m]
τ
}}④④
④④
④④
④④
BM.
3.2.1. A general description. The functor FBM will have values in conventional
categories. It will also satisfy the following property which will ensure that FBMX
satisfies Segal condition.
Let σ : [n]→ BM be given by a collection of arrows f1, . . . , fn, fi : vi−1 → vi in
BM. Then the natural map
(27) FBM(f1) ⊔
FBM(v1) FBM(f2) ⊔
FBM(v2) ⊔ . . . ⊔F
BM(vn−1) FBM(fn)→ F
BM(σ)
is an equivalence.
Having this in mind, we will describe FBM first on σ : [n] → BM with n = 0,
then for σ with n = 1, and then use the formula (27) to define FBM(σ) for general
σ as the left-hand side of the formula.
Finally, we will have to define the functors between the FBM(σ) corresponding
to the inner faces.
In what follows we will write |σ| = n for σ : [n]→ BM.
The functor FBM will assign discrete categories to 0-dimensional simplices, and
some disjoint unions of [1] to one-dimensional simplices.
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3.2.2. |σ| = 0. An object σ : [0] → BM is given by a length n + 1 monotone
sequence w of 0’s and 1’s. Let, following 2.7.2, translate w into a length n
sequence of letters a,m, b — it should have form akmαbl, where k, l ≥ 0, α ∈
{0, 1}, and α = 1 if both k, l are nonzero, with n = k + l + α.
The functor FBM assigns to σ the discrete category with 2k+α objects, denoted
xr and yr with r = 1, . . . , k, and y if α = 1. Note that there are two objects of
BM of length n = 0 which have an empty presentation as amb-word. The value
of FBM at these two objects is the empty category. In the pictures below we draw
the objects in the following order:
(28)
xk
◦
yk
• . . .
x1
◦
y1
• (α = 0)
y
•
xk
◦
yk
• . . .
x1
◦
y1
• (α = 1)
Note that x-type objects are denoted by ◦, whereas y-type objects are denoted
by •.
3.2.3. |σ| = 1. An object σ : [1]→ BM is defined by an arrow f : w → w′ in BM.
We assume w = akmαbl and w′ = ak
′
mα
′
bl
′
, using the standard notation.
The arrow f : w → w′ in BM = (∆/[1])
op defines (and is defined by) an arrow
π(f) : 〈n〉 → 〈n′〉 in Ass, so by an arrow φ : [n′] → [n] in ∆. The object w is a
functor w : [n]→ [1] and w′ is the composition w ◦ φ.
The objects of FBM(f) are the disjoint union of objects of FBM(w) and FBM(w′).
The nontrivial arrows of FBM(f) are all disjoint, and they are specified below.
We will denote the objects of FBM(w), as in 3.2.2, as xr, yr (r = 1, . . . , k) or y,
and the objects of FBM(w′) as x′r, y
′
r (r = 1, . . . , k
′) or y′.
Each segment {i − 1, i} of [n′], with i = 1, . . . , k′ defines φ(i) − φ(i − 1) + 1
nontrivial disjoint arrows in FBM(f) according to the following rule.
• If φ(i− 1) = φ(i), one has the arrow from x′i to y
′
i.
• If φ(i−1) < φ(i), one has the arrows x′i → xφ(i), yφ(i−1)+1 → y
′
i, as well as
φ(i)− φ(i− 1)− 1 arrows from yj to xj−1, for j = φ(i− 1) + 2, . . . , φ(i).
Furthermore, in the case α′ = 1 (and also, since f : w → w′ exists, α = 1),
there are φ(k′ + 1)− φ(k′) more nontrivial arrows in FBM(f); these are the arrow
y → xk, yj → xj−1 for j = k, . . . , φ(k
′) + 2 (j decreases by 1), as well as
yφ(k′)+1 → y
′.
As a result, the above description yields a category FBM(f) having 2(k + k′) +
α+ α′ objects (note that α = α′ if f : w → w′ exists) and k′ + φ(k′ + α′)− φ(0)
disjoint nontrivial arrows.
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3.2.4. |σ| = 1, in pictures. In the pictures below we denote ◦ the x-objects and
• the y-objects. The upper row describes w, and the lower row describes w′.
First of all, the picture (29) below presents FBM(f) for a typical inert arrow
corresponding to φ : [2]→ [4] carrying i = 0, 1, 2 to i+1 (here w = a4, w′ = a2).
(29)
x4
◦
y4
•
x3
◦
y3
•

x2
◦
y2
•

x1
◦
y1
•
x′2
◦
OO
y′2
•
x′1
◦
OO
y′1
•
The next picture is of a typical active arrow [1]→ [3] (here w = a3, w′ = a1).
(30)
x3
◦
y3
• //
x2
◦
y2
• //
x1
◦
y1
•
xxqqq
qq
qq
qq
qq
qq
qq
x′1
◦
ff▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼ y′1
•
The following picture describes FBM(f) in a case where the respective φ : [n′]→
[n] is neither inert, nor active or injective. Here n = 4, n′ = 2 (w = a4, w′ = a2),
and the map φ carries 0 to 1, 1 to 3 and 2 to 3.
(31)
x4
◦
y4
•
x3
◦
y3
• //
x2
◦
y2
•

x1
◦
y1
•
x′2
◦ //
y′2
•
x′1
◦
ff▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼ y′1
•
The last example demonstrates FBM(f) for the active arrow f in case α = 1.
Here w = a2m and w′ = am. The respective map φ : [2] → [3] carries 0 to 0, 1
to 1 and 2 to 3.
(32)
y
• //
x2
◦
y2
•
✄✄
✄✄
✄✄
✄✄
✄
x1
◦
y1
•
✄✄
✄✄
✄✄
✄✄
✄
y′
•
x′1
◦
AA✄✄✄✄✄✄✄✄ y′1
•
3.2.5. Description of FBM(σ). Given an object σ in ∆/BM presented by a sequence
of arrows w0
f1
→ w1 → . . .
fn
→ wn, one defines F
BM(σ) as the colimit
(33) FBM(f1) ⊔
FBM(w1) FBM(f2) ⊔ . . . ⊔
FBM(wn−1) FBM(fn).
This is the category freely generated by the union of n diagrams corresponding
to the arrows fi as shown in the pictures above. It is convenient to present it as
a multi-story graph, with the i-th story describing FBM(fi).
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In general, FBM(σ) is a free category defined by this multi-story graph. This
graph has very pleasant properties.
Lemma.
1. No vertex in the graph FBM(σ) has two incoming or two outgoing arrows.
2. The graph FBM(σ) has no closed cycles.
Proof. 1. An arrow in the graph FBM(σ) cannot go up or down for more than one
floor. Therefore, we can assume the simplex σ consists of two consecutive arrows,
f and g, and the vertex in question belongs to FBM(w) where w is the target of f
and the source of g. If there are two incoming arrows for a vertex, one of them
should originate from FBM(f), and the other from FBM(g). But the one originated
from FBM(f) should be y-vertex, whereas the one originated from FBM(g) should
be x-vertex. A similar reasoning shows that a vertex cannot have two outgoing
arrows.
2. Assuming the existence of a closed loop in the diagram of FBM(σ), we can
assume, without loss of generality, that the closed loop contains objects in the
lowest row FBM(vn). But in this row x-vertices have no ingoing arrows and y-
vertices have no outgoing arrows. Contradiction. 
The lemma above implies that FBM(σ), considered as a category, is a disjoint
union of a finite number of finite totally ordered sets.
3.2.6. Two examples. For later reference, we present two examples of FBM(σ). In
both cases σ : [m]→ BM is the composition of a map h : [m]→ [1] with an active
map α : [1] → BM given by an arrow in BM. The map h is given by a sequence
of m + 1 zeros and ones, say, h = 0a+11b with a + b = m. We will present two
examples of α: the first one, is α1 : a
n → a, and the second is α2 : a
n−1m→ m.
The pictures of FBM(α1 ◦ h) and F
BM(α2 ◦ h) are presented below.
(34) ◦ •

◦ •

◦ •

◦
OO
•

◦
OO
•

◦
OO
•

◦
OO
• // ◦
OO
• // ◦
OO
•
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦
◦
gg❖❖❖❖❖❖❖❖❖❖❖❖❖❖
•

◦
OO
•
— for FBM(σ1), and
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(35) •

◦ •

◦ •

•

◦
OO
•

◦
OO
•

• // ◦
OO
• // ◦
OO
•
ss❣❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣
•

•
for FBM(σ2) (compare to the pictures (30) and (32)).
3.2.7. FBM is a functor. To define the functor FBM, we have to describe the opera-
tion of “erasing a row of objects” corresponding to an inner face di : [n−1]→ [n],
i 6= 0, n.
Since FBM(σ) are posets, the inner face maps FBM(diσ) → F
BM(σ) are uniquely
defined once we verify the following.
Lemma. The embedding Ob(FBM(diσ))→ Ob(F
BM(σ)) is a map of posets.
Proof. We can assume |σ| = 2 and i = 1. That is we have to prove that for
any arrow in FBM(gf) its target is greater than its source, when considered as
objects of FBM(σ). This is done by separately considering four types of arrows
(upward, downward, from x to y and from y to x). We use below the following
notation. The simplex σ = (w
f
→ w′
g
→ w′′) is given by w : [n] → [1] and a
simplex [n′′]
ψ
→ [n′]
φ
→ [n]. One has w′ = w ◦ φ, w′′ = w ◦ φ ◦ ψ.
1. Assume FBM(gf) has an upward arrow, say, going from x′′i . This means that
φψ(i− 1) < φψ(i) which implies ψ(i− 1) < ψ(i). This means one has a vertical
arrow x′′i → x
′
ψ(i). Choose k ∈ [ψ(i−1), ψ(i)−1], maximal among those satisfying
the condition φ(k) < φ(ψ(i)). Then there is a vertical arrow x′k+1 → xφψ(i). We
also have arrows from x′j to y
′
j for j = k, . . . , ψ(i) as in this range φ(j−1) = φ(j),
and also arrows from y′j to x
′
j−1 for j = k + 2, . . . , ψ(i).
2. A similar reasoning works for downward arrows. Assume FBM(gf) has a
downward arrow, say, going from yφψ(i−1)+1 to y
′′
i . This means that φψ(i− 1) <
φψ(i) which implies ψ(i − 1) < ψ(i). This means one has a vertical arrow
y′ψ(i−1)+1 → y
′′
i . Choose k minimal among those satisfying the condition φ(k−1) =
φψ(i − 1). Then there is a vertical arrow yφψ(i−1)+1 → y
′
k. We also have arrows
from x′j to y
′
j for j = ψ(i− 1)+ 1, . . . , k− 1 as in this range φ(j− 1) = φ(j), and
also arrows from y′j to x
′
j−1 for j = ψ(i− 1) + 2, . . . , k.
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3. Assume FBM(gf) contains a horizontal arrow yj → xj−1. This means there is i
such that φψ(i−1)+2 ≤ j ≤ φψ(i). Choose k such that φ(k−1)+1 ≤ j ≤ φ(k).
If j ≥ φ(k − 1) + 2, this means that our horizontal arrow belongs to FBM(g).
Otherwise j = φ(k−1)+1; we choose minimal l such that j = φ(l−1)+1. Then
we have a downward arrow yj → y
′
k, an upward arrow x
′
l−1 → xj−1. We also
have horizontal arrows y′s → x
′
s−1 for s = l, . . . , k as ψ(i − 1) + 2 ≤ l, k ≤ ψ(i).
And, of course, we have the horizontal arrows x′s−1 → y
′
s−1 for s = l + 1, . . . , k,
as φ(s− 2) = φ(s− 1) = j − 1 for these values of s.
4. Finally, assume FBM(gf) contains a horizontal arrow x′′i → y
′′
i . This means
that φψ(i − 1) = φψ(i). If ψ(i − 1) = ψ(i) the same arrow belongs to FBM(g);
if not, φ(j) is the same for all j ∈ [ψ(i − 1), ψ(i)]. This yields an upward arrow
from x′′i to x
′
ψ(i), a downward arrow from y
′
ψ(i−1)+1 to y
′′
i , as well as all horizontal
arrows from y′k to x
′
k−1, where k = ψ(i−1)+2, . . . , ψ(i). Furthermore, we also get
the horizontal arrows from x′k to y
′
k, k = ψ(i−1)+1, . . . , ψ(i) as φ(k−1) = φ(k)
for these values of k. 
3.2.8. BMX and versions. We now define, for X ∈ Cat, a functor F
BM
X : (∆/BM)
op →
S by the formula
(36) FBMX (σ) = Map(F
BM(σ), X).
We will prove in the next subsection that the functor FBMX represents a BM-operad
which we will denote BMX .
The object that mostly interests us is its Ass−- component which we will denote
AssX . This is a planar operad represented by the functor
(37) FX(σ) = Map(F(σ), X),
where F is the restriction of FBM : ∆/BM → Cat to ∆/Ass (embedded as the left
copy). It also makes sense to consider the LM-component of BMX which we will
denote LMX . This will be a LM-operad represented by the functor
(38) FLMX (σ) = Map(F
LM(σ), X),
where FLM is the restriction of FBM to ∆/LM.
3.2.9.Remark. The operad AssX is an∞-categorical version of the construction
of Gepner-Hauseng [GH], 4.2.4, presented in the context of simplicial categories.
Our picture (30) should be compared to the formula in loc. cit.
Note the following connection between the different variants of the construc-
tion. In the following lemma, as usual, π : BM→ Ass the natural projection.
3.2.10. Lemma. One has a natural equivalence
π∗(AssX) = BMX × (BMXop)
op.
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Proof. Both constructions are represented by a functor ∆/BM → Cat, with values
in posets. The left-hand side is described by the composition
∆/BM
π
→ ∆/Ass
F
→ Cat,
whereas the right-hand side is described by G : ∆/BM → Cat given by the formula
G(σ) = FBM(σ) ⊔ FBM(σop)op.
We will construct the equivalence of G with F ◦ π as follows. We use that both
functors take values in posets and both satisfy the dual Segal conditions. So,
it is sufficient to define them on σ : [0] → BM and verify, for σ : [1] → BM, the
isomorphism of the respective posets.
We will use the notation of 3.2.2. For σ, presented by the word akmαbl, the
poset F◦π(σ) is a (discrete) set of 2(k+α+ l) black and white points, each letter
among the kα + l defining one black and one white point (drawn from right to
left), see the first line of (28). For the same σ, the poset G(σ) is also a discrete
set of 2(k+α+ l) black and while points, as FBM(σ) gives 2k points corresponding
to a-letters and one black point to the m letter (if α = 1), see the second line of
(28), whereas FBM(σop)op gives a white point for m and pair of points for each b-
letter. Note that passage σ 7→ σop interchanges a’s with b’s, whereas the passage
FBM 7→ (FBM)op interchanges black and white points. Now, the pictures presented
in 3.2.4 show that for σ : [1] → BM our one-to-one correspondence is compatible
with the partial order. 
3.3. BMX is a flat operad. Let X ∈ Cat. In this subsection we prove that BMX
defined in (36), is a flat BM-operad. This will also imply that AssX is a flat planar
operad.
First of all, one has the following.
3.3.1. Lemma. BMX is a category over BM.
Proof. We have to verify that BMX is Segal and complete. It is Segal because
of the dual Segal condition of FBM, see(27). To verify completeness, one has
to calculate the fibers. Fix w = akmαbl. The fiber of FBM at w carries [n] to
([n]op ⊔ [n])k ⊔ ([n]op)α 11. Thus, the fiber of FBMX at w is (X
op × X)k × (Xop)α.
This is obviously a complete Segal space. 
3.3.2. Cocartesian arrows over conventional categories. Let B be a conventional
category with no isomorphisms, and let a category X over B be presented by
a functor F : (∆/B)
op → S. We wish to formulate a condition for an arrow
α ∈ F (a), a : [1]→ B, to be cocartesian. Let a : x→ y and α : x¯→ y¯. Remind
11[n]op is, of course, isomorphic to [n]. But it has a different functoriality in n.
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that a is cocartesian if the diagram
(39)
Xy/ −−−→ Xx/y y
By¯/ −−−→ Bx¯/
induces an equivalence Xy/ → By¯/ ×Bx¯/ Xx/ of left fibrations over X .
This means that it is sufficient to verify that the diagram (39) induces a carte-
sian square of the respective maximal subspaces
(40)
{y} ×X0 X1 −−−→ {x} ×X0 X1y y
{y¯} ×B0 B1 −−−→ {x¯} ×B0 B1
.
B is discrete. Therefore, to verify that(39) is cartesian, it is sufficient to verify
the equivalence of the fibers of the vertical arrows. To formulate the criterion we
will use the following notation.
Given an arrow β : y¯ → z¯ in B we denote (α, β) the 2-simplex x¯
α
→ y¯
β
→ z¯.
Proposition. Let B be a conventional category with no nontrivial isomorphisms.
Let a map f : X → B in Cat be given by a functor F : (∆/B)
op → S. Then
an arrow a : x → y is f -cocartesian iff for any β : y¯ → z¯ in B the map
{y} ×F (y¯) F (β)→ {x} ×F (x¯) F (β ◦ α) defined as a composition
{y}×F (y¯)F (β)
a
→ {x}×F (x¯)F (α)×F (y¯)F (β)
∼
← {x}×F (x¯)F (α, β)
d1→ {x}×F (x¯)F (β◦α)),
is an equivalence.

3.3.3. Proposition. The map p : BMX → BM presents BMX as a BM-operad.
Proof. We have to prove that BMX is fibrous over BM.
1. Let us verify that inert arrows in BM have cocartesian liftings. Let f : w′ → w
be inert, with w = akmαbl. The space FBMX (f) is the product of 2k + α copies
of X1 (as in (29)). The description of the functor F
BM
X presenting BMX (36), (33)
together with Proposition 3.3.2 assert that an object in the product presents a
cocartesian arrow iff all its components are equivalences (for instance, degenerate
simplices).
2. Let w = akmαbl. The next step is to verify that k+α+ l cocartesian liftings
of the inerts w → x, x ∈ {a,m, b}, give rise to the equivalence
(BMX)w → (BMX)
k
a × (BMX)
α
m × (BMX)
l
b.
This also follows from the description of cocartesian liftings as presented by
collections of equivalences.
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3. The last condition means that, given f : w → u in BM and objects x ∈
(BMX)w, y ∈ (BMX)u, with a choice of cocartesian arrows ρ
i
! : y → yi over the
inerts ρi : u→ ui decomposing u, one has an equivalence
Mapf(x, y)→
∏
i
Mapρi◦f (x, yi).
The space Mapf(x, y) is the fiber of the restriction
MapBM([1], BMX)→ MapBM(∂[1], BMX)
at (x, y), with the map [1]→ BM given by f . Thus, we are talking about the fiber
of the restriction map
(41) Map(FBM(f), X)→ Map(FBM(w) ⊔ FBM(u), X).
Let us imagine that f : w → u is given by the diagram (31). The choice of
x, y defines objects of X at the vertices of (31). Now the map space in question
is the product of spaces of maps between all pairs of vertices in the diagrams,
connected by an arrow.
The same calculation applied to ρi ◦ f gives the right-hand side of (41). 
3.3.4. Proposition. The map p : BMX → BM is a flat BM-operad.
Proof. Let α : v → w be an arrow in BM. In 3.3.5 below we present the following
“field-theoretic” description of the colimit preserving functor
(42) pα : P ((BMX)w)→ P ((BMX)v)
corresponding to the base change pα : BMX ×BM [1]→ [1] as in 2.2.8.
The categories FBM(w) and FBM(v) are discrete, consisting of points of x-type
(denoted ◦) and of y-type (denoted •). We assign to each x-type point the
category P (X) and to any y-type point the category P (Xop). The categories
P (X) and P (Xop) are presentable and dual to each other. To a disjoint union of
points we assign the tensor product of the respective P (X) and P (Xop). So we
get the categories P ((BMX)w) and P ((BMX)v). To construct the map (42), look at
the category FBM(α) as an oriented 1-manifold (this is a disjoint union of totally
ordered posets of cardinality ≤ 1, see the pictures (29)–(31)).
This 1-manifold, as in 1-dimensional TQFT, determines a map from P ((BMX)w)
to P ((BMX)v). This is, according to 3.3.5, the functor p
α.
Let now σ : [2]→ BM be given by a pair of composable arrows α and β. We can
use the above description to calculate the maps pα, pβ and pβ◦α. If β is active,
FBM(σ) considered as 1-dimensional manifold, contains no closed loops 12, which
implies the equivalence pα ◦ pβ → pβ◦α. 
12corresponding to ∅ → (◦ •)→ ∅.
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3.3.5. We will explicitly describe, for any arrow α : v → w in BM, the map pα
defined in (42). This map is defined by the composition
Fα : ∆/[1]
α
→ ∆/BM
FBM
→ Cat
where FBM is the functor described in 3.2.
Recall that Fα has the following properties.
(D1) In has values in disjoint unions of totally ordered posets.
(D2) For s ∈ ∆/[1] with |s| = 0, F
α(s) is discrete.
(D3) Fα satisfies a (strict) Segal condition.
A functor F : ∆/[1] → Cat satisfying the properties (D1)–(D3) listed above
will be called distinguished. Any distinguished functor F determines a cate-
gory T (F) over [1] represented by the simplicial space over [1] given by the
formula s 7→ Map(Fs, X). Thus, it defines a colimit preserving functor φF :
P (T (F)1) → P (T (F)0), so that in our new notation p
α = φFα. Disjoint union
F ⊔ G of distinguished functors gives rise to the product of spaces over [1], so to
the tensor product φF ⊗ φG of the respective colimit preserving functors. Thus,
φFα is the tensor product of φF where F runs through indecomposable subfunc-
tors of Fα. These are determined by the connected components of the category
FBM(α) = Fα(id : [1]→ [1]).
There are six possible types of components in FBM(α) (see the picture (31)).
We will calculate φF for each of them separately.
(1) An x-type single vertex.
(2) An y-type single vertex.
(3) An upward arrow.
(4) A downward arrow.
(5) A lower horizontal arrow.
(6) An upper horizontal arrow.
In the instances (1)–(6) of irreducible F the corresponding functor φF is described
as follows.
In all cases apart of (5) the corresponding category over [1] is a cocartesian
fibration; this can be verified, for instance, using Proposition 3.3.2. This gives
the following.
(1) φF : S → P (X) is the colimit preserving map carrying ∗ to the final
object.
(2) φF : S → P (X
op) is the colimit preserving map carrying ∗ to the final
object.
(3) φF : P (X)→ P (X) is the identity.
(4) φF : P (X
op)→ P (Xop) is the identity.
(6) φF : S→ P (X×X
op) is the colimit preserving map carrying ∗ to the final
object.
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The case (5) is more interesting. The fibers at 0 and at 1 of the total category
are ∗ and X ×Xop respectively. We have to describe the colimit preserving map
φF : P (X
op×X)→ S which is uniquely defined by its restriction φ : Xop×X → S.
We will show this is just the canonical Yoneda map carrying (x, y) to Map(x, y).
This is verified as follows. For any category Z over [1] with fibers Z0 and Z1
over {0} and {1} respectively the classifying map Zop0 ×Z1 → S is defined by the
bifibration
Fun[1]([1], Z)→ Z0 × Z1.
In our case Z0 is a point and Z1 = X
op ×X so the above bifibration becomes a
left fibration Fun[1]([1], Z)→ X
op ×X . It remains to identify Fun[1]([1], Z) with
Tw(X). Looking at these categories as simiplicial spaces, we see that Tw(X)n =
Map([2n − 1], X) and Fun[1]([1], Z)n = Map[1]([1] × [n], Z). The latter can be
easily calculated using the formulas Map[1]([k]s, Z) = Map([m], X) where the
simplex s : [k]→ [1] is given by k −m values of zeros and m+ 1 ones.
3.4. Quivers and their action.
3.4.1. For a planar operad M we define the planar quiver operad QuivX(M) =
FunopAss(AssX ,M).
We will also use LM and BM-versions of quiver operad. For a LM-operad M we
define QuivLMX (M) = FunopLM(LMX ,M).
Similarly, for a BM-operad M we define QuivBMX (M) = FunopBM(BMX ,M).
3.4.2. Let M be an LM-operad consisting of a category Mm weakly enriched
over a planar operad Ma ∈ OpAss. Then, by (2.6.7), the Ass-component of the
LM-operad QuivLMX (M) is QuivX(Ma) and its m-component is Fun(X,Mm).
Similarly, for a BM-operad M = (Ma,Mm,Mb), the components of Quiv
BM
X (M)
are (QuivX(Ma),Fun(X,Mm),Mb).
3.4.3. Remark. As our notation suggests, we consider QuivX(M) as a primary
object, and introduce QuivLM and QuivBM only to describe action of QuivX(M)
on various objects.
3.4.4. Proposition. Let X be a space. Then the category of associative alge-
bras Alg(QuivX(M)) is equivalent to the category Alg∆opX (M) of Gepner-Haugseng
[GH].
Proof. By definition, Alg(QuivX(M)) = FunAss(AssX ,M). In case X is a space
(presented as a simplicial groupoid), Gepner and Haugseng provide a weak equiv-
alence in the model category of generalized planar operads
∆X → OX
where OX defined in [GH], 4.2.4, is equivalent to our AssX . 
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3.5. Dependence of X and M. We have just assigned to any pair (X,M),
where X ∈ Cat and M ∈ OpAss, a planar operad QuivX(M), such that associative
algebras in it are M-enriched precategories. We would like to be able to define an
enriched precategory without specifying the space of objects or even the planar
operad M.
This can be done using the formalism of operad families.
3.5.1. Operad families. Let C → O be a strong approximation. Let B be a
category. We define on B×C the structure of category with decomposition 2.4.1
as follows.
• The inerts of B × C are defined as (B × C)◦ = Beq × C◦.
• Decomposition diagrams are defined by pairs (x, d) ∈ B×D, D being the
set of decomposition diagrams d = {ρd,i : Cd → Cdi } in C, as collection of
maps
(idx, ρ
d,i) : (x, Cd)→ (x, Cdi ).
We now define a C-operad family indexed by B as an object of Fib(X × C).
Remarks. 1. In case C = Fin∗ our notion is equivalent to Lurie’s notion of
family of operads, [L.HA], 2.3.2.10.
2. Lurie’s notion of a family of operads is equivalent to the notion of gen-
eralized operad, see [L.HA], 2.3.2.11. This is not so for general C 13.
For instance, a family of planar operads is not the same as a generalized
planar operad appeared in the work of Gepner-Haugseng [GH], 2.4.1.
A C-operad family O → B × C is cocartersian if the projection O → B is
a cocartesian fibration. The Grothendieck construction converts a cocartesian
C-operad family B into a functor B → Cat/C whose essential image belongs to
OpC. Thus, the notion of cocartesian C-operad family is equivalent to a functor
to OpC.
Similarly, a C-operad family O → B × C × C is bicartesian if the projection
O→ B×C is a bicartesian fibration. Bicartesian C-operad family over B×C is
equivalent to a functor Bop × C → OpC.
3.5.2. Families of operads and of monoidal categories. There is a category FamOpC
of C-operad families together with a cartesian fibration FamOpC → Cat, whose
fiber at X is Fib(X × C)♮. Any C-operad O is a trivial C-operad family (X is a
point) and a morphism from it to an X-indexed family P consists in a choice of
x ∈ X and a morphism O→ Px of C-operads.
The category FamMonC is defined as the subcategory of FamOpC. Its objects are
the families O → X × C whose fibers at any x ∈ X are C-monoidal categories.
The morphism are those inducing monoidal functors of the fibers.
13basically since C may not have an initial object.
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We extend the notation AlgO(P) and Fun
⊗
C (P,Q) to the families of operads and
of monoidal categories.
3.5.3. The BM-operad family QuivBM. We have a functor
(43) Catop × OpBM → OpBM
carrying (X,M) to QuivBMX (M).
This functor is a composition of
(44) BM : Cat→ OpBM
carrying X to BMX , and of the bifunctor
(45) Funop : OpopBM × OpBM → OpBM
adjoint to the product in OpBM.
The functor (43) defines a bicartesian BM-operad family over Cat × OpBM. We
denote it QuivBM.
A map j : X → Y in Cat defines j! : QuivBMY (M) → Quiv
BM
X (M). A map
f : M→ N of BM-operads defines f! : Quiv
BM
X (M)→ Quiv
BM
X (N).
Given j : X → Y and f : M → N as above, and P ∈ QuivBMX (M), Q ∈
QuivBMY (N) the space Map
j,f
QuivBM
(P,Q) of maps over (j, f) is equivalent to MapQuivBMX(N)(f!P, j
!Q).
Similarly to the above, one defines the families QuivLM and Quiv.
Fix M ∈ OpBM.
3.5.4. Lemma. The contravariant functor
X 7→ QuivBMX (M)
from Cat to OpBM carries κ-filtered colimits to limits, for a certain regular cardinal
κ.
Proof. The functor is a composition of several functors.
• The functor X 7→ BMX considered as a functor Cat → P (∆BM) preserves
κ-filtered colimits as the corepresenting objects FBM(σ) are κ-compact cat-
egories (for any κ).
• The embedding OpBM → P (∆BM) reflects equivalences. It is a composition
OpBM
g
→ Cat+
BM♮
j
→ CatBM
h
→ P (∆BM),
with g, h accessible full embeddings and j colimit preserving. Thus, this
embedding preserves κ-filtered colimits for some κ.
• Finally, we compose the above with the functor Funop( ,M) carrying
colimits to limits.

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3.5.5. Multiplicativity. The functor (44) preserves products as it is corepresentable,
when considered as a functor (∆/BM)
op → S and as the embedding OpBM →
Fun((∆/BM)
op, S) preserves the limits. The functor (45) is lax symmetric monoidal,
with respect to the cartesian symmetric monoidal structure on OpBM as it is right
adjoint to the direct product functor which is symmetric monoidal, see [H.R],
A.5.3.
Therefore, the functor (43) is lax symmetric monoidal.
The latter implies that one has a canonical operad map
(46) µ : QuivBMX (M)×Quiv
BM
Y (N)→ Quiv
BM
X×Y (M×N).
3.6. Folding of BM. The aim of this subsection is to find a proper place to the
following well-known fact:
A-B bimodules are the same as left A⊗ Bop-modules.
A BM-monoidal category C consists of a pair of monoidal categories Ca and Cb
acting from the left and from the right on a category Cm. The same action can
be alternatively presented by a left Ca × C
rev
b action on Cm, defining, therefore,
an LM-monoidal category.
In this subsection we generalize the above observation to operads, constructing
a folding functor
φ : OpBM → OpLM.
Furthermore, φ induces an equivalence of respective categories of algebras, in
particular, an equivalence between A-B bimodules and left A⊠ Bop-modules.
This construction assigns to a BM-operad P with components (Pa,Pm,Pb) a
LM-operad with components (Pa × P
rev
b ,Pm).
This functor “folds” BM into LM, similarly to folding the simply-laced Dynkin
diagram A2n−1 into Bn. This subsection is not formally connected to the rest of
this section. We will use it in Section 6 to construct Yoneda embedding.
3.6.1. Folding. The functor φ will be expressed via the functor
(47) ψ : ∆/LM → P (∆/BM)
defined in 3.6.2. The functor ψ induces a functor
(48) φ : P (∆/BM)→ P (∆/LM),
right adjoint to the colimit preserving extension ψˆ : P (∆/LM) → P (∆/BM). This
functor carries F ∈ P (∆/BM) to φ(F ) defined by the formula
φ(F )(σ) = MapP (∆/BM)(ψ(σ), F ).
We present below the definition of (47) and, after that, we verify that the
functor (48) induced by ψ, carries OpBM to OpLM.
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3.6.2. Functor ψ. Recall that BM = (∆/[1])
op and LM is the full subcategory of BM
spanned by the s : [n]→ [1] satisfying s(0) = 0 and having at most one value 1.
The order-inverting functor op : ∆ → ∆ induces op : BM → BM (carrying
s : [n] → [1] to sop : [n]op → [1]op
∼
→ [1]) interchanging the subcategories Ass−
with Ass+ and LM with RM.
Ass− is a full subcategory of LM; denote LM
− the full subcategory of LM spanned
by the objects that are not in Ass−. There are no arrows in LM from an object
of Ass− to an object of LM
−.
The category LM− is isomorphic to the subcategory of BM consisting of the
objects and the arrows invariant with respect to op. Any object w ∈ BM satisfying
w = wop is given by s : [2n − 1] → [1] with s(n − 1) = 0, s(n) = 1; the
corresponding object v of LM− is given by the composition [n]
i
→ [2n− 1]
s
→ [1].
We write w = v∗ in this case; the same * notation is used for the arrows of LM−.
Let us describe ψ(σ) for σ : [n]→ LM. Let
σ : v0
f1
→ . . .
fn
→ vn.
Assume that the objects v0, . . . , vm, m ≥ −1, are in LM
−, and the rest of vi are
in Ass−
14. We will define ψ(σ) by the cocartesian square
(49) ψ(σ≤m)
zztt
tt
tt
tt
t
$$❏
❏❏
❏❏
❏❏
❏❏
ψ−(σ)
%%❏
❏❏
❏❏
❏❏
❏❏
ψ+(σ)
yytt
tt
tt
tt
t
ψ(σ)
of representable presheaves in P (∆/BM) where
ψ(σ≤m) : v∗0 → . . .→ v
∗
m,
ψ−(σ) : v
∗
0 → . . .→ v
∗
m → vm+1 → . . .→ vn,
ψ+(σ) : v
∗
0 → . . .→ v
∗
m → v
op
m+1 → . . .→ v
op
n ,
and the map v∗m → vm+1 (resp., v
∗
m → v
op
m+1) is given as the composition of fm+1
(resp., f opm+1) with the inert v
∗
m → vm (resp., v
∗
m → v
op
m ). In particular, if m = n,
that is, if σ is a simplex in LM−, ψ(σ) is obtained by applying the functor ∗ to σ.
On the contrary, if m = −1, ψ(σ) is the coproduct of two representables, σ and
σop.
3.6.3. First of all we will verify that φ carries categories over BM to categories
over LM. A presheaf F ∈ P (∆/BM) represents a category over BM iff it satis-
fies the completeness and the Segal condition. The latter means that F (σ) →
14there are no arrows from Ass− to LM
−
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F (σ≤m)×F (vm) F (σ
≥v) is equivalence where vm is the m-th vertex of σ and σ
≤m
and σ≥m are two halves of σ.
Taking into account the definition (49) of ψ(σ), one easily deduces the Segal
property for φ(F ).
Completeness of φ(F ) can be verified pointwise (see 3.1.4). In this case φ(F )(σ)
is either F (σ∗) or F (σ)× F (σop), in both cases complete Segal spaces.
3.6.4. Cat-enrichment. Let B be a category. For X, Y ∈ Cat/B we denote
FunB(X, Y ) the category representing the functor
K 7→ MapCat/B(X ×K, Y ).
Let K ∈ Cat be defined by a simplicial space K. Then BM×K as an object of
Cat/BM is defined by the presheaf (∆/BM)
op → ∆op
K
→ S. Therefore, φ(BM ×K) is
defined by the functor carrying σ ∈ ∆/LM as in (49) to Kn ×Km Kn.
This yields a canonical morphism φ(X)×K → φ(X)×φ(BM×K) = φ(X×K).
This implies that φ : Cat/BM → Cat/LM preserves this Cat-enrichment, that is,
induces a map FunBM(X, Y )→ FunLM(φ(X), φ(Y )) for any pair X, Y ∈ Cat/BM.
3.6.5. φ carries operads to operads. It remains to verify that φ(F ) is fibrous if F
is fibrous. The first condition is existence of cocartesian lifting of the inerts. To
verify it, we will use Proposition 3.3.2.
Let α : u → v be an inert arrow in LM. In case u, v ∈ Ass− φ(F )(α) =
F (α) × F (α)op, so we choose a pair of cocartesian liftings in F (α) and F (αop)
separately. In case u, v ∈ LM−, α
∗ : u∗ → v∗ is also inert and we choose its
cocartesian lifting in F (α∗).
In the remaining case, α : anm→ ak, one has
φ(F )(α) = F (anmbn → an)×F (anmbn) F (a
nmbn → an),
and we choose a pair of inerts in F (anmbn → ak) and in F (anmbn → bk) having
the same source in φ(F )(u) = F (anmbn). The liftings chosen are cocartesian by
Proposition 3.3.2.
Segal condition for φ(F ) is pretty clear.
It remains to verify the property (Fib3): given an arrow a : v → w in LM,
x ∈ φ(F )(v) and y ∈ φ(F )(w), the map
Mapa(x, y)→
∏
i
Mapρ
i◦a(x, yi)
defined by cocartesian liftings y → yi of ρ
i : w → wi decomposing w, is an
equivalence. The claim directly follows from the definition of φ(F ) and from the
property (Fib3) for the BM-operad deffined by the functor F .
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3.6.6. φ carries BM-monoidal categories to LM-monoidal categories. Let F ∈ P (∆/BM)
represent a BM-monoidal category. Then φ(F ) ∈ OpLM is an LM-monoidal category.
In fact, we have to verify that any arrow α : u→ v in LM has a cocartesian lifting
in φ(F ). We already know this for α inert. For α active, either α belongs to
Ass−, or to LM
−. In any case the candidate for cocartesian lifting of α comes
from a cocartesian lifting of α, αop or α∗ in F . Proposition 3.3.2 allows one to
verify the candidate is in fact a cocartesian lifting.
Remark. Note that the functor φ restricted to BM-monoidal categories has an
alternative (simpler) description. A monoidal BM-category is given by a functor
F : BM → Cat satisfying Segal condition. The functor φ(F ) : LM → Cat can be
defined as the composition
LM
Ψ
→ P (BM)
F ′
→ Cat,
where F ′ is the colimit preserving extension of F and Ψ carries v ∈ Ass− to
v ⊔ vop and v ∈ LM− to v∗.
3.6.7. The functor φ : OpBM → OpLM preserves Cat-enrichment and carries BM to
LM. Therefore, it defines a canonical map
(50) Φ : AlgBM(C)→ AlgLM(φ(C)).
We have
Proposition. Φ is an equivalence.
Proof. Both categories of algebras are cartesian fibrations over Alg(Ca)×Alg(Cb).
Thus, to prove Φ is an equivalence, it is sufficient to choose A ∈ Alg(Ca), B ∈
Alg(Cb), and to prove that the map
ΦA,B :A BModB(Cm)→ LModA⊠Bop(Cm)
is an equivalence. Look at the commutative diagram
(51) ABModB(Cm)
ΦA,B //
GBM
%%❑❑
❑❑
❑❑
❑❑
❑❑
❑
LModA⊠Bop(Cm)
GLM
xxqqq
qq
qq
qq
qq
q
Cm
FLM
88
FBM
ee
of solid arrows (the arrows GBM and GLM are the forgetful functors).
We will first verify the claim in case C is a BM-monoidal category. In this case
the functors GBM and GLM admit left adjoint functors FBM and FLM of free (A,B)-
bimodule and of free left A⊠Bop-module respectively. Commutativity of the solid
diagram provides a map FLM → ΦA,B ◦FBM, and, therefore, GLM ◦FLM → GBM ◦FBM.
This is an equivalence: if V ∈ Cm and u : V → FBM(V ) is the canonical map in Cm
presenting FBM(V ) as a free (A,B)-bimodule, the same map will present FBM(V )
as a free left A⊠ Bop-module.
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Let now C ∈ OpBM be arbitrary and let D = EnvBM(C) be the BM-monoidal
envelope C, see [L.HA], 2.2.4.1. The embedding C→ D is fully faithful, and one
has a cartesian square
ABModB(Cm) //
GBM

ABModB(Dm)
GBM

Cm // Dm
for ABModB(Cm), and a similar cartesian square for LModA⊠Bop(Cm). This reduces
the assertion for general C ∈ OpBM to that for D. 
3.6.8. Let X be a fixed category and let an operad P ∈ OpBM be given by the
functor P(σ) = Map(Y(σ), X) for a certain functor Y : ∆/BM → Cat (such are the
operads BMX and the relatives constructed above). Then φ(P) is defined by the
formula φ(P)(σ) = Map(Z(σ), X) where Z is the composition
∆/LM
Ψ
→ P (∆/BM)
Y
→ Cat,
where Y is extended from ∆/BM to preserve colimits.
3.6.9. Proposition.
1. Functor φ : OpBM → OpLM preserves limits.
2. For P ∈ OpBM one has φ(P) = φ(P
op).
3. φ(BMX) = LMX .
Proof. The functor φ : Cat/BM → Cat/LM has left adjoint, so preserves limits. The
embedding OpBM → Cat/BM creates limits as it is conservative and is a composition
of two right adjoint functors. The second claim is an immediate consequence of
the definition. To prove the third claim, we use the remark 3.6.8. The functor
φ(BMX) is represented by the composition
∆/LM
Ψ
→ P (∆/BM)
FBM
→ Cat,
which is easily seen to coincide with XLM. 
3.6.10. Corollary.
1. φ(BMX × (BMY )
op) = LMX×Y .
2. In particular, φ(π∗(AssX)) = LMX×Xop .
Proof. The first claim directly follows from Proposition 3.6.9. The second claim
is a special case of the first, with Y = Xop, joined with Lemma 3.2.10. 
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3.6.11. Since φ preserves products, one has a canonical arrow
(52) φ(FunopBM(P,Q))→ FunopLM(φ(P), φ(Q)).
Applying this to P = π∗(AssX) and Q = π
∗(M), and taking into account 3.6.10
(2), we get a canonical map
(53) φπ∗(QuivX(M))→ Quiv
LM
X×Xop(φπ
∗(M))
of LM-operads. Note that the map 53 is a morphism of functors from Catop×OpAss
to OpLM.
4. QuivX(M) when M is a monoidal category
In reasonably good cases QuivBMX (M) is a BM-monoidal category. In this section
(Theorem 4.4.6) we will show that this happens when M itself is a BM-monoidal
category, with the monoidal structure behaving well with respect to certain col-
imits. A similar result holds for the LM-version. Furthermore, in Section 4.5 we
identify, for a monoidal category M with colimits, QuivX(M) with the monoidal
category of endomorphisms of Fun(X,M) considered as a right M-module.
We will proceed as follows. First of all, we describe the category of colors of
QuivBMX (M), that is the fibers of p : Quiv
BM
X (M) → BM at the objects of BM1 =
{a,m, b}.
In order to prove the theorem, we describe local cocartesian liftings of the
active arrows in BM for q : QuivBMX (M)→ BM. This will allow us to see that, under
certain conditions on M, such local cocartesian liftings exist and commute with
the compositions.
4.1. Colors of QuivBMX (M). Let us describe the fibers of Quiv
BM
X (M) forM ∈ OpBM
at a,m, b ∈ BM.
The fibers of BMX at a,m and b in BM respectively are X
op ×X , X , and [0].
By definition, QuivBMX (M)a is
AlgAss◦
−
/BM(Quiv
BM
X (M)) = AlgAss◦
−
×BMBMX/Ass
(Ass−×BMM) = AlgAss◦X/Ass(Ass−×BMM).
The latter easily yields
4.1.1. Lemma. QuivBMX (M)a = Fun(X
op ×X,Ma).

In the same way one obtains
4.1.2. Lemma. QuivBMX (M)m = Fun(X,Mm). Quiv
BM
X (M)b = Mb.

The same formulas describe the colors of QuivLMX (M) for M ∈ OpLM.
4.1.3. Lemma. QuivLMX (M)a = Fun(X
op ×X,Ma). Quiv
LM
X (M)m = Fun(X,Mm).

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4.2. Spaces of active maps. Our next step is to describe the map spaces in
QuivBMX (M) over active arrows of BM. The description is given in Proposition 4.2.7.
4.2.1. We will assume that the active arrow α : w → u in BM lies over 〈n〉 → 〈1〉
in Ass, as in general our map spaces will be products of map spaces over such α.
Fix an object g in QuivBMX (M)u and an object f = (f1, . . . , fn) in Quiv
BM
X (M)w.
We wish to describe the space
(54) MapαQuivBMX(M)
(f, g)
of arrows from f to g over α.
Let Cn denote the free planar operad generated by one n-ary operation. This
means that the colors of Cn are numbered by 1, . . . , n, 0, with the operations
generated by the only element of Cn((1, . . . , n), 0). The map α in BM defines a
unique map Cn → BM which we denote as α˜. The operadic map C
◦
n → Quiv
BM
X (M)
is given by a choice of a pair of objects in QuivBMX (M), one over 〈n〉 and another
over 〈1〉. Thus, our map space (54) can be described as the fiber of the restriction
map
(55) AlgCn(Quiv
BM
X (M))→ AlgC◦n(Quiv
BM
X (M))
at (f, g).
4.2.2. We can replace Cn in the above formula with its strong approximation
Qn → Cn, and C
◦
n with Q
◦
n, see 2.7.6.
The space (54) can now be rewritten as the fiber of
(56) AlgQn(Quiv
BM
X (M))→ AlgQ◦n(Quiv
BM
X (M))
at (f, g). Since QuivBMX (M) = FunopBM(BMX ,M), this is also the fiber of
(57) AlgQn×BMBMX/Qn(Qn ×BM M)→ AlgQ◦n×BMBMX/Q◦n(Q
◦
n ×BM M).
4.2.3. Let µ : [1]→ Qn be the only active arrow in Qn.
A Qn-operad is uniquely described by its base change X → [1] with respect
to µ, together with a decomposition of X0, the fiber at {0} ∈ [1], into a product
X0 =
∏n
i=1X0,i. This implies that, given two Qn-operads presented by categories
X and Y over [1], the space of active maps from f : X0 → Y0 to g : X1 → Y1 is
given by the fiber of the map
Fun[1](X, Y )→ Fun(X0, Y0)× Fun(X1, Y1)
at (f, g). This reasoning allows one to rewrite the formula (57) as follows.
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4.2.4. Denote A = α∗(BMX) andM = α
∗(M). These are categories over [1]. The
space MapαQuivBMX(M)
(f, g) is now described as the fiber of the restriction map
(58) Fun[1](A,M)→ Fun(A0,M0)× Fun(A1,M1),
at (f, g). Here Ai, Mi, i = 0, 1, are the fibers of A, M at the ends of [1].
In order to calculate the fiber, we find a special presentation of the category A
over [1] as a certain colimit. This is done as follows. For each possible value of
α we find a category C with a pair of maps p : C → A0, q : C → A1, such that
one has an equivalence
(59) A0 ⊔
C (C × [1]) ⊔C A1 → A.
This is done in 4.2.6.
This immediately gives the following
4.2.5. Proposition. Let (59) be an equivalence. Then the fiber of (58) at (f, g)
is equivalent to MapFun(C,M)(f ◦ p, g ◦ q).
4.2.6. The active arrow α : w → u appearing in the definition of A, is uniquely
defined by its source which is an object of BM〈n〉. We distinguish below the
following cases.
(w0) w is presented by σ : [n]→ [1],n > 0, having the constant value 0.
(w00) w is presented by σ : [0]→ [1], σ(0) = 0.
(w1) w is presented by σ : [n]→ [1] having the constant value 1.
(w2) w is presented by σ : [n]→ [1] such that σ(0) = 0, σ(n) = 1. In this case
denote k such that σ(i) = 0 for i ≤ k and σ(i) = 1 for i > k (k < n).
The case (w0). In this case u = a ∈ BM〈1〉. We have A0 = (X
op × X)n, A1 =
Xop ×X .
We define the category C = Xop × (Tw(X)op)n−1 × X and a pair of arrows
p : C → A0, q : C → A1, as follows.
The map p is induced by the n − 1 projections Tw(X)op → X × Xop, see 3,
whereas q is the projection to the first and the last factors.
The case (w00). Here we have A0 = [0], A1 = X
op ×X , C = Tw(X). The map
q : C → A1 is the canonical map (2) defining Yoneda embedding.
The case (w1). Here A0 = A1 = [0] and we put C = [0].
The case (w2). Here A0 = X × (X
op × X)k and A1 = X . We define C =
(Tw(X)op)k ×X .
The map p is induced by the k projections Tw(X)op → X ×Xop, whereas q is
the projection to the last factor.
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4.2.7. In 4.3 below we will prove the following.
Lemma. For all α in BM over the active map 〈n〉 → 〈1〉 in Ass one has an
equivalence
Θ : A0 ⊔
C (C × [1])C ⊔ A1 → A.
This yields the following description of the space of active maps in QuivBMX (M).
Proposition. Let α : w → u be an active arrow in BM over 〈n〉 → 〈1〉. Let
f ∈ QuivBMX (M)w and g ∈ Quiv
BM
X (M)u. Then
(60) MapαQuivBMX(M)
(f, g) = MapFun(C,M)(p ◦ f, q ◦ g),
where, as above, M = α∗(M), and C is described in 4.2.6. The same description
holds for the space of active arrows in QuivLMX (M) and M ∈ OpLM.
4.3. A as a colimit. In this subsection we construct an equivalence (59) for all
values of α.
The category A is described by a functor FA : (∆/[1])
op → S which is a restric-
tion of BMX , with FA(σ) = Map(F
BM(σ), X) where FBM(σ) are presented by the
diagrams (34) and (35).
We will calculate the functor F : (∆/[1])
op → S describing the colimit A0 ⊔
C
(C × [1]) ⊔C A1 and compare it to FA.
In all cases appearing in 4.2.6, apart of (w00), the map p : C → A0 is a right
fibration. In the case (w00), the map q : C → A1 is a left fibration. This is what
makes the calculation easy.
4.3.1. Calculation of F . Let
(61) A0
p
←− C
q
−→ A1
be a diagram with p right fibration, and let B = A0 ⊔
C (C × [1]) ⊔C A1. Denote
D = (C × [1]) ⊔C A1, so that B = A0 ⊔
C D. We denote A0m, A1m, Cm the
m-components of the presentation of A0, A1, C as a simplicial space. The map
D → [1] is a cocartesian fibration, so it is easy to describe its representative FB
in Fun((∆/[1])
op, S). For σ : [m] → [1] the pullback [m] ×[1] D is the iterated
cylinder corresponding to the sequence
C
id
→ C → . . .→ C
q
→ A1 → . . .
id
→ A1,
so that
(62) FD(σ) =


Cm, σ(i) = 0 for all i,
A1m, σ(i) = 1 for all i,
Ca ×A10 A1b, σ = {0
a+11b}, m = a+ b,
see [H.L], 9.8.6.
In general, a colimit in Cat/[1] can be expressed as a colimit in presheaves on
∆/[1], followed by the localization functor L : Fun((∆/[1])
op, S)→ Cat/[1].
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Therefore, B = L(B′) where B′ = A0 ⊔
C D is the colimit in Fun((∆/[1])
op, S).
It is very easy to calculate B′. One has
(63) B′(σ) =


A0m, σ(i) = 0 for all i,
A1m, σ(i) = 1 for all i,
Ca ×A10 A1b, σ = {0
a+11b}, m = a + b.
But in case p : C → A0 is a right fibration, B
′ satisfies completeness and Segal
conditions. Therefore, B = B′.
In case of diagram (61) with q left fibration, we proceed dually, presenting the
colimit in question as B = D ⊔C A1, where D = A0 ⊔
C (C × [1]). In this case
D → [1] is a cartesian fibration and we can repeat the above calculation. As a
result, we get
(64) B′(σ) =


A0m, σ(i) = 0 for all i,
A1m, σ(i) = 1 for all i,
A0a ×A00 Cb, σ = {0
a1b+1}, m = a + b.
4.3.2. In all cases described in 4.2.6, apart of (w00), the map p : C → A0 is a
right fibration. In case (w00) the map q is a left fibration. Thus, we can apply
formulas (63) and (64) to the calculation of the colimits.
We will make a calculation separately for different values of α.
4.3.3. The case (w0). Here A0 = (X
op × X)n, A1 = X
op × X , C = Xop ×
Tw(X)n−1 ×X . The formula (63) yields
(65) F (σ) =


(Xopm ×Xm)
n, σ(i) = 0 for all i,
Xopm ×Xm, σ(i) = 1 for all i,
(Xm)
op × Tw(X)n−1a ×Xm, σ = {0
a+11b}, m = a+ b.
4.3.4. The case (w00). Here A0 = [0], A1 = X
op×X , C = Tw(X). The formula
(64) yields
(66) F (σ) =


[0], σ(i) = 0 for all i,
Xopm ×Xm, σ(i) = 1 for all i,
Tw(X)b, σ = {0
a1b+1}, m = a+ b.
4.3.5. The case (w1). Here obviously F (σ) = [0].
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4.3.6. The case (w2). Here A0 = (X
op × X)k × Xop, A1 = X
op, C = Xop ×
Tw(X)k. The formula (63) yields
(67) F (σ) =


(Xopm ×Xm)
k ×Xopm , σ(i) = 0 for all i,
Xopm , σ(i) = 1 for all i,
(Xm)
op × Tw(X)ka, σ = {0
a+11b}, k = a + b.
4.3.7. Conclusion. The formulas (65), (66), (67) are “universal in X” in the sense
that they have form F (σ) = Map(Y(σ), X) where Y : ∆/[1] → Cat is independent
of X . Actually, comparing the formulas (65),(66), (67) with the pictures (34)
and (35), we see that Y(σ) = FBM(σ) and F = FA.
4.4. Categories with colimits. In what follows we will need a few basic facts
about categories with colimits which can be found in [L.T] and [L.HA]. We
present them below.
4.4.1. We fix a set of categories K. The category CatK is defined as the subcat-
egory of Cat whose objects are categories having K-indexed colimits, and mor-
phism preserving these colimits. The category CatK has a symmetric monoidal
structure induced from the cartesian structure on Cat, see [L.HA], 4.8.1.3. The
latter mean that tensor product C = ⊗ni=1Ci is defined by a universal map
F : C1 × . . .× Cn → C
preserving K-indexed colimits along each argument.
Let C be a small category. The category PK(C) is defined as the smallest
full subcategory of P (C) containing the image of C and closed under K- indexed
colimits. The embedding Y : C → PK(C) is fully faithful and it is universal
among functors from C to categories having K-indexed colimits.
The unit object in CatK is SK = PK([0]). This is the smallest full subcategory
of spaces containing [0] and closed under K-colimits.
In what follows we need a certain smallness property of categories.
4.4.2. Definition. Let K be a set of categories. A category C is strongly K-small
if
• MapC(x, y) ∈ S
K for all x, y ∈ C.
• For any F ∈ Fun(Cop, SK) the total category of F considered as right
fibration over C, is in K.
• For any n the category Tw(C)n is in K.
4.4.3. Lemma. Let C be strongly K-small. Then PK(C) = Fun(Cop, SK). This is
a dualizable object in CatK whose dual is PK(Cop).
Proof. Yoneda lemma yields a functor Y : Cop × C → S whose essential image
is in SK. This can be interpreted as a functor C → Fun(Cop, SK). The universal
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property of PK yields a canonical functor j : PK(C)→ Fun(Cop, SK). The compo-
sition of this with the obvious embedding to P (C) is full embedding. Therefore,
j is a full embedding. It remains to verify that j is essentially surjective. Let
F : Cop → SK. Grothendieck construction converts F into a right fibration F
over C which belongs to K. F is the colimit of the composition F → C→ PK(C),
which proves j is essentially surjective.
The functor PK : Cat→ CatK is symmetric monoidal, see [L.HA], 4.8.1.8. The
map Y : Cop × C→ SK gives rise to a colimit preserving counit map
(68) PK(Cop)⊗ PK(C)→ SK
satisfying the conditions of Lemma 4.6.1.6, [L.HA]: the respective unit map
SK → PK(C)⊗ PK(Cop)
carries the terminal object in S to the terminal object in PK(C) ⊗ PK(Cop) =
PK(C× Cop). 
4.4.4. Examples.
• K consists of all categories of size α where α is a regular uncountable
cardinal. In this case X is strongly K-small iff X ∈ K.
• The same if K is the collection of spaces of a cardinality bounded by α.
4.4.5. An associative algebra object in CatK will be called a monoidal category
with K-indexed colimits.
Here is our first important result.
4.4.6. Theorem. Let M be a BM-monoidal category with K-indexed colimits and
let X be strongly K-small as defined in 4.4.2. Then QuivBMX (M) is a BM-monoidal
category. The same claim holds for BM replaced with LM or Ass.
Proof. We will verify that any active arrow in BM has a locally cocartesian lifting,
and that locally cocartesian liftings are closed under composition.
It is sufficient to study the active arrows α : w → u over 〈n〉 → 〈1〉 in Ass.
Given f ∈ QuivBMX (M)w, g ∈ Quiv
BM
X (M)u, the space Map
α(f, g) is given by
Proposition 4.2.7. This implies that the locally cocartesian lifting of α is given
by a left Kan extension of p ◦ f with respect to the projection q : C → A1.
If M has K-indexed colimits, this Kan extension exists. If the monoidal struc-
ture on M preserves K-indexed colimits in each argument, composition of locally
cocartesian liftings will be locally cocartesian. The theorem is proven. 
Note that QuivBMX (M) is a BM-monoidal category with K-colimits.
4.4.7. Corollary. Let M ∈ AlgBM(Cat
K) and let X be strongly K-small. Then
QuivBMX (M) ∈ AlgBM(Cat
K).
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Proof. The fibers QuivBMX (M)w, w ∈ BM, obviously have K-colimits. Monoidal
structure is defined via left Kan extensions which preserve colimits as they have
a right adjoint. 
4.4.8. More functoriality. The assignment (X,M) 7→ QuivBMX (M) is functorial.
This means that maps j : X ′ → X and f : M→M′ yield a map of operads f!j
! :
QuivBMX (M) → Quiv
BM
X′(M
′). Let us now assume the conditions of Theorem 4.4.6
are fulfilled, so that QuivBMX (M) and Quiv
BM
X (M
′) are monoidal. We claim that, if
f : M → M′ is monoidal and preserves K-indexed colimits, the induced functor
f! : Quiv
BM
X (f) : Quiv
BM
X (M) → Quiv
BM
X (M
′) is also monoidal. In fact, we have to
verify that f! preserves cocartesian liftings of active arrows in BM. The description
of cocartesian liftings as left Kan extension proves the claim.
It is pleasant to be able to define a monoidal structure on QuivX(M) by a
universal property.
4.5. QuivX(M) as the category of endomorphisms. Assume that M is a
monoidal category with K-indexed colimits. Recall that π : BM → Ass is the
stabdard projection. The BM-operad QuivBMX (π
∗M) is a BM-monoidal category.
Its Ass−-component is QuivX(M), Fun(X,M) is its m-component, and M is the
Ass+- component of Quiv
BM
X (π
∗M). This means that QuivX(M) acts on the left on
the right M-module Fun(X,M). In this subsection we will prove that QuivX(M)
is the endomorphism object of Fun(X,M) considered as right M-module.
4.5.1. Recall a very convenient setup of endomorphism objects presented in
[L.HA], 4.7.2.
Let C be a monoidal category and let A be left tensored over C. For a ∈ C the
endomorphism object EndC(a) in C is defined as the one representing the functor
(69) MapC(c,EndC(a)) = MapA(c⊗ a, a).
Endomorphism object does not necessarily exist; but if it does, it is uniquely
defined. If it exists, it acquires automatically a structure of associative algebra
object in C (see [L.HA], 4.7.2.40). Moreover, for any associative algebra c in C
there is a canonical equivalence
(70) MapAlg(C)(c,EndC(a))→ {c} ×Alg(C) AlgLM(C,A)×A {a}
from the space of algebra maps c→ EndC(a) to the space of left c-module struc-
tures on a (here we denote as (C,A) the LM-monoidal category defined by the left
C-module A).
Here is a short description of the construction. By definition, EndC(a) is the
terminal object in the category C[a] whose objects are pairs (c, f : c⊗ a→ a). It
turns out that C[a] has a canonical structure of monoidal category such that the
forgetful functor C[a]→ C is monoidal. Then by a general result 3.2.2.5, [L.HA],
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the terminal object of a monoidal category acquires automatically an algebra
structure.
4.5.2. We will apply the above construction as follows. We assume M is a
monoidal category with K-colimits and X is strongly K-small.
We set C = CatK and A = RMM(Cat
K). We choose a = Fun(X,M) (considered
as a right M-module). We will show that the C-endomorphism object EndC(a)
exists. The BM-monoidal category QuivBMX (π
∗M) defines an action of the monoidal
category QuivX(M) on the right M-module a = Fun(X,M). Thus, we get an
algebra morphism QuivX(M)→ EndC(a). Our second main result of this section
claims this morphism is an equivalence.
4.5.3. Proposition. The monoidal category QuivX(M) is the endomorphism ob-
ject of Fun(X,M) as an object of RM(M) left-tensored over C.
Proof. The action of QuivX(M) on Fun(X,M) is described in Theorem 4.4.6 as
the composition
QuivX(M)⊗ Fun(X,M) = Fun(X
op ×X,M)⊗ Fun(X,M)→(71)
Fun(X ×Xop ×X,M⊗M)
µ
→ Fun(X ×Xop ×X,M)→
Fun(X × Tw(X)op,M)
κ
→ Fun(X,M),
with µ defined by the monoidal structure of M and κ defined by the left Kan
extension along the projection X × Tw(X)op → X .
Let us rewrite the composition (71) replacing all functor categories with the
presheaves. We get
PK(Xop ×X ×Xop)⊗M⊗M
µ
→ PK(Xop ×X ×Xop)⊗M→(72)
PK(Xop × Tw(X))⊗M
κ
→ PK(Xop)⊗M,
The composition of the last two arrows comes from the composition
PK(X ×Xop)→ PK(Tw(X))
colim
−→ SK
which in turn is equivalent to the counit map (68) for X := Cop.
Conversely, given a map C ⊗P (Xop)⊗M→ P (Xop)⊗M of right M-modules
with C ∈ CatK, we tensor both sides with P (X) and compose with the map
C → C ⊗ P (Xop ×X)
induced by the unit SK → P (Xop ×X). This yields a map C → QuivX(M). 
4.6. Multiplicativity. We will now reconsider once more the multiplicativity
property 3.5.5. We assume that M,N ∈ AlgBM(Cat
K) and X, Y and X × Y are
strongly K-small, so that the operads in (46) are BM-monoidal categories with
K-indexed colimits. We have
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4.6.1. Proposition. 1. The map (46) is a BM-monoidal functor.
2. The composition
(73) QuivBMX (M)×Quiv
BM
Y (N)→ Quiv
BM
X×Y (M⊗N)
is also a BM-monoidal functor.
3. The functor (73) preserves K-indexed colimits in each component, so it
induces a BM-monoidal functor
(74) µ : QuivBMX (M)⊗Quiv
BM
Y (N)→ Quiv
BM
X×Y (M⊗N).
Proof. 1. We have to verify that the functor (46) preserves cocartesian liftings of
the active arrows. These are described in Theorem 4.4.6 as left Kan extensions.
We repeat the notation of 4.2.4. Let α : w → u be an active arrow in BM over the
active map 〈n〉 → 〈1〉, A = α∗(BMX), M = α
∗(M), as well as B = α∗(BMY ) and
N = α∗(N). We denote A0
p
← C
q
→ A1 as in 4.2.4, and similarly B0
p′
← D
q′
→ B1.
One has A×B = α∗(BMX×Y ) andM×N = α
∗(M×N). Furthermore, the formulas
4.3.3 — 4.3.6 show that the product diagram A0×B0 ← C×D → A1×B1 appears
in the calculation the cocartesian lifting of α in QuivBMX×Y (M×N). Now the claim
follows as Kan extensions commute with (this type of ) products.
2. Note that the second claim does not immediately follow from 4.4.8 as the
functor M × N → M ⊗ N does not preserve colimits. However, the left Kan
extension of a functor C ×D →M ×N along (q, q′) : C ×D → A1 ×B1 can be
calculated as a composition of two left Kan extensions preserved by the functor
M×N→M⊗N. This implies the claim.
3. To verify the claim, we can forget about the monoidal structure of the
categories involved. Then the claim becomes obvious. 
The following result is a consequence of the multiplicative property.
4.6.2. Proposition. Assume M is an En-monoidal category with colimits. Then
M-enriched precategories form a En−1-monoidal category. If M is symmetric
monoidal, the category of M-enriched categories is symmetric monoidal.
Proof. By additivity theorem,M can be seen as En−1-algebra object in Alg(Cat
K).
Thus, for any X ∈ Cat the category QuivX(M) is also a En−1-algebra in planar
operads.
Now, the functor
Alg : OpAss → Cat
assigning to a planar operad M the category Alg(M), preserves the limits, so it
carries En−1-algebras to En−1-algebras. 
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4.7. Example: S-enrichment of a category. In this subsection M = S is the
category of spaces. We are working with the category CatL of categories with
small colimits (it is big and even locally big).
We will show that any category C gives rise to an S-enriched (pre)category.
4.7.1. Unit in QuivX(S). Let X be a category. Since the monoidal category
QuivX(S) is identified with the category of colimit preserving endomorphisms of
P (X), the unit in QuivX(S) is given by the identity id : P (X)→ P (X).
The identification of endomorphisms of P (X) with Fun(Xop ×X, S) identifies
id with the Yoneda map
Y : Xop ×X → S
assigning Map(x, y) to the pair (x, y) ∈ Xop ×X .
4.7.2. Let C be a category. Denote j : Ceq → C the maximal subspace of C.
One has a lax monoidal functor
j! : QuivC(S)→ QuivCeq (S).
The functor j! carries algebras in QuivC(S) to algebras in QuivCeq (S). The
image of the unit described above is called the S-enriched (pre)category corre-
sponding to C. As expected, it has Ceq as the space of objects, and it assigns the
space Map(x, y) to a pair (x, y) ∈ (Ceq)op × (Ceq).
4.7.3. Unit in QuivX(M). Let now M ∈ Alg(Cat
L) be arbitrary. The canonical
functor i : S → M is monoidal and preserves colimits, therefore (see 4.4.8) it
induces a monoidal functor
i! : QuivX(S)→ QuivX(M).
In particular, the unit in QuivX(M) is described by the composition
Y1 : X
op ×X
h
−−−→ S
i
−−−→ M
of the Yoneda map for X and the embedding i : S→M.
4.8. Completeness: advertisement. Associative algebras in QuivX(M) are
not called enriched categories — but precategories — for two reasons.
The first is that we want the categoryX of objects in an enriched category to be
a space. The second reason is more important and it has to do with completeness
property.
We will see in Section 5 that, if M = S is the category of spaces and if X is a
space, then the category of associative algebras in QuivX(S) is equivalent to that
of Segal spaces.
Let now C ∈ QuivX(M) be an M-enriched precategory. Let j : M→ S be the
functor right adjoint to the canonical embedding S → M. The functor j is lax
monoidal, so j!(C) is an S-enriched precategory, that is, corresponds to a Segal
space.
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We will say that C is an M-enriched category if X is a space and if j!(C),
considered as a Segal space, is complete.
We will show later that M-enriched categories form a localization of the cat-
egory of M-enriched precategories. This means that the full embedding of M-
enriched categories to M-enriched precategories admits a left adjoint functor.
5. The case M is cartesian
Let M be a category with colimits and finite limits satisfying certain weakened
topos conditions, see Definition 5.4.1 below. We endow M with the cartesian
monoidal structure.
In this section we study precategories enriched over M in the sense of 3.1.1
having a space of objectsX . We prove that such precategories can be equivalently
described as simplicial objects A• in M satisfying the Segal condition, such that
A0 = X . The comparison of these two notions of enriched category proceeds in
two steps.
Step 1. We show that for any X ∈M the category M/X×X has a canonical struc-
ture of monoidal category. We show further that the associative algebras
in this monoidal category are precisely simplicial objects A• in M satis-
fying the condition A0 = X together with the Segal condition.
Step 2. After that, assuming M satisfies the properties of Definition 5.4.1, we
identify the family of monoidal categories M/X×X for varying X ∈ S ⊂M
with the family of monoidal categories QuivX(M) defined in Section 3.
5.1. Non-symmetric cartesian structures. Recall that Ass = ∆op ; we de-
note 〈n〉 = [n]op. If M ∈ OpAss, the fiber M0 is contractible; we will denote ∗ an
object of M0.
The following definition is a non-symmetric version of [L.HA], 2.4.1.
5.1.1. Definition. Let p : M→ Ass be a planar operad.
(NC1) A functor F : M→ N to a category with fiber products N is called a lax
NC 15 structure if for each commutative diagram in Ass of form
(75) 〈k + l〉
a //
b

〈k〉
t

〈l〉
s // 〈0〉
with t and s given by {k} ∈ [k] and {0} ∈ [l] respectively, a corresponding
to the embedding [k]→ [k+ l] as the initial segment, and b corresponding
to the embedding [l] → [k + l] as the terminal segment, and for each
x ∈Mk+l, the diagram
15NC is short of “non-symmetric cartesian”.
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(76)
F (x) −−−→ F (a!(x))y y
F (b!(x)) −−−→ F (t!b!(x)).
is cartesian.
(NC2) f is a weak NC structure if it is a lax NC structure, p : M → Ass is a
monoidal category, and f carries cocartesian liftings of the active arrows
to equivalences.
(NC3) f is an NC structure if it is a weak NC structure and the natural functor
(77) M1 → N/F (∗)×F (∗)
induced by F and by the cocartesian liftings of two maps 〈1〉 → 〈0〉 in
Ass, is an equivalence.
5.1.2. Remarks. 1. The original version of the theory developed by J. Lurie
in [L.HA], 2.4.1, aims to prove that an ∞-category M with products has
an essentially unique structure of symmetric monoidal ∞-category with
monoidal structure defined by the product; moreover, algebras with values
in this symmetric monoidal category can be described by monoids in the
original ∞-category M.
2. In the original (symmetric) setup cartesian structure exists and is essen-
tially unique for a SM ∞-category M satisfying the following properties.
• The unit of M is a terminal object.
• For any x, y ∈M the pair of maps
x⊗ y → x⊗ 1 = x, x⊗ y → 1⊗ y = y,
yields a cartesian diagram. It would be interesting to describe in-
trinsic conditions for a monoidal category M to have a NC structure
M→ N.
Our non-symmetric analog will prove the following.
First of all, for any ∞-category M with fiber products and for any object
X ∈M we will construct an explicit monoidal categoryM∆X with an NC structure
F : M∆X →M such that F (∗) = X
16.
Further, we will prove that for any monoidal category q : C→ Ass the compo-
sition with F establishes equivalence between the category of monoidal functors
Fun⊗Ass(C,M
∆
X) and the category Fun
weak(C,M)X of weak NC structures C→ M
carrying ∗ ∈ C0 toX ∈M. This proves, in particular, that any monoidal category
C with a NC structure F : C→M is equivalent to one of the M∆X .
16That is, we will construct a monoidal structure on M/X×X .
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Finally, this allows to describe algebras over planar operads in M∆X in terms of
simplicial objects in M. In particular, associative algebras in M∆X are just sim-
plicial objects Y• in M satisfying the condition Y0 = X and the Segal condition.
The details are below.
5.2. A canonical family of monoidal categories. In this subsection we will
construct, for any categoryM with fiber products and a terminal object, a family
of BM-monoidal categoriesM⊙ →M×BM parametrized byM, so that its fiberM⊙X
at X ∈M is the triple (M/X×X ,M/X ,M) with the cartesian monoidal structure
on M and a certain monoidal category structure on M/X×X , so that M/X is left-
tensored over M/X×X and right-tensored over M. In certain interesting cases we
will be able to identify M⊙X with Quiv
BM
X (M).
In our construction of the family M⊙ → M × BM, we follow the original con-
struction of [L.HA], 2.4.1. First of all, we describe a functor E : BMop → Cat
to (conventional) categories. This functor allows one to assign to M, in a way
close to [L.HA], 2.4.1, a category M¯⊙ over M × BM; the family of BM-monoidal
categories M⊙ will be defined as a full subcategory of M¯⊙.
5.2.1. The functor E : BMop → Cat. Here is the rationale for our choice of E.
Recall that BMop = ∆/[1]. Given an object s : [n] → [1] in BM
op, the fiber of M⊙X
at s should be equivalent to the product
(78) (M/X×X)
α × (M/X)
µ ×Mβ,
where s = aαmµbβ , α + µ+ β = n, in the presentation of s described in 2.7.2.
In order to have a functorial dependence of s in (78), we will describe this
category as the category of functors E(s)→M satisfying certain properties.
The objects of E(s) are the pairs (i, j) such that 0 ≤ i ≤ j ≤ n, as well as two
extra objects, L and R. Let E1 be the poset with (i, j) ≤ (i
′, j′) iff i ≤ i′ ≤ j′ ≤ j.
Define, in addition, a groupoid E0 with the objects L,R, (0, 0), . . . , (n, n), and
with a unique isomorphism from (i, i) to L if s(i) = 0 and to R if s(i) = 1. The
category E(s) is defined as the colimit of the diagram
(79) E0 ←− {(0, 0), . . . , (n, n)} −→ E1.
Amap f : s→ s′ in BMop is given by [n]→ [n′]→ [1]. It defines f : E(s)→ E(s′)
carrying (i, j) to (f(i), f(j)), and preserving L and R.
5.2.2. Example. There are three non-isomorphic objects of BM lying over 〈1〉.
These are s = (00), (01), (11).
The category E(00) looks as follows.
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(80) (0, 1)
{{✇✇
✇✇
✇✇
✇✇
##●
●●
●●
●●
●
(0, 0)
∼
$$❍
❍❍
❍❍
❍❍
❍❍
(1, 1)
∼
{{✈✈
✈✈
✈✈
✈✈
✈
R
L
The category E(11) looks the same, with replacement of R and L.
Finally, the category E(01) is as follows.
(81) (0, 1)
{{✇✇
✇✇
✇✇
✇✇
##●
●●
●●
●●
●
(0, 0)
∼

(1, 1)
∼

L R
5.2.3. Distinguished squares in E(s). The following commutative squares in E(I)
will be called distinguished squares. We will use them in order to define M⊙
as a full subcategory of M¯⊙. Let s : [n] → [1]. For 0 ≤ i ≤ j ≤ k ≤ n the
commutative diagram in E(s)
(82) (i, k)
{{①①
①①
①①
①①
##●
●●
●●
●●
●
(i, j)
##❋
❋❋
❋❋
❋❋
❋
(j, k)
{{✇✇
✇✇
✇✇
✇✇
(j, j)
will be called distinguished.
For any map f : s → s′ in BMop the corresponding functor f : E(s) → E(s′)
preserves distinguished arrows.
5.2.4. Fix M ∈ Cat. The functor E : BMop → Cat described above defines a
functor
(83) Fun(E,M) : BM→ Cat,
carrying s ∈ BMop to Fun(E(s),M). There is a morphism of functors ι : [0] → E
from the constant functor with value [0] defined by the objects L ∈ E(s). This
yields a morphism of functors Fun(E,M) → Fun([0],M) = M. Let M¯⊙ be the
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cocartesian fibration classified by the functor (83). The morphism ι induces a
map M¯⊙ →M.
5.2.5. Objects of M¯⊙ over (X, s) ∈ M × BM are the functors φ : E(s) → M,
endowed with an equivalence φ(L) ≃ X .
We now define M⊙ as the full subcategory of M¯⊙ spanned by the objects φ :
E(s)→M such that φ(R) is a terminal object inM and carrying the distinguished
squares of E(s) to cartesian squares of M.
5.2.6. The fiber of M⊙ at (X, (11)) is equivalent to M, the fiber at (X, (01)) is
equivalent to M/X and the fiber at (X, (00)) is equivalent to M/X×X .
The following theorem is a direct analog of Theorem 2.4.1.5, [L.HA]. In the
assertion (2) of the theorem we denote E(α) : E(s′) → E(s) the functor corre-
sponding to α : s→ s′ in BM.
5.2.7. Theorem. 1. The map p : M¯⊙ → BM is a cocartesian fibration.
2. A morphism φ → φ′ over α : s → s′ is a cocartesian lifting iff for every
e ∈ E(s′) the map φ(E(α)(e))→ φ′(e) is an equivalence in M.
3. For any X ∈M the restriction of p : M¯⊙ → BM to M⊙X defines a cocarte-
sian fibration to BM.
4. If M has products and fiber products over X ∈ M, the projection M⊙X →
BM defines on the triple (M/X×X ,M/X ,M) a structure of BM-monoidal
category.
Proof. The assertions (1) and (2) are immediate consequences of the construction.
Let now X ∈ M. The full subcategory M⊙X of M¯
⊙ is stable under pushfor-
wards with respect to cocartesian arrows described in assertion (2). This proves
assertion (3).
It remains to verify that, if M admits products and fiber products over X , the
map p : M⊙X → BM is fibrous. We already know that p is a cocartesian fibration.
Let s ∈ BM be of dimension n and let ρi : s → si, i = 1, . . . , n be the inerts
decomposing s. We have to verify that the map
(84) M⊙X,s →
∏
i
M⊙X,si
is an equivalence. Here M⊙X,si = M/X×X ,M/X ,M for si = a,m or b respec-
tively. By definition, M⊙s is the subcategory of Fun(E(s),M) carrying distin-
guished squares of E(s) to cartesian squares and carrying R ∈ E(s) to a terminal
object. Let E(s)◦ denote the full subcategory of E(s) spanned by the objects
(i − 1, i) and the objects isomorphic to L. The functors in M⊙X,s are right Kan
extensions of functors E(s)◦ →M carrying L to X . By [L.T], 4.3.2.15, M⊙X is the
subcategory of Fun(E(s)◦,M) carrying L to X . Now, E(s)◦ decomposes into a
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colimit of diagrams corresponding to each (i−1, i); this proves (84) is an equiva-
lence. The fact that the ρi form a p-product diagram is automatic for cocartesian
fibrations, see [L.HA], 2.1.2.12. 
5.2.8. A subfamily. The base change of M⊙ with respect to a : Ass− → BM gives
rise to a family of monoidal categories
(85) π : M∆ →M× Ass.
One has a morphism of functors m : [0]→ E◦a, [0] being the constant functor,
defined by the objects (0, n) ∈ E(a([n])). This yields a morphism
Ass− ×BM M¯
⊙ →M,
whose restriction yields a canonical map m : M∆ → M. The result below is an
immediate consequence of the construction and of the assertion 4 of 5.2.7.
5.2.9. Proposition. Let M admit products and fiber products over X. Then the
map m : M∆ →M restricted on M∆X , yields a NC structure.

5.3. The following result is an analog of [L.HA], 2.4.1.7, and our proof is very
close to the original one.
5.3.1. Proposition. Let O ∈ OpAss and let π : M
∆ → M × Ass be the family of
monoidal categories constructed in 5.2.8. Then the composition with m : M∆ →
M gives rise to an equivalence
(86) θ : AlgO(M
∆)→ Funlax(O,M),
where Funlax(O,M) ⊂ Fun(O,M) denotes the full subcategory spanned by the lax
NC structures on O with values in M. Moreover, if O is a monoidal category, θ
restricts to an equivalence
(87) θ0 : Fun
⊗
Ass(O,M
∆)→ Funweak(O,M).
Proof. M∆ is the full subcategory of M¯∆ = Ass−×BM M¯
⊙ spanned by the functors
φ : E(s) → M carrying R to a terminal object and distinguished squares to
cartesian squares. Let E˜→ Ass be the cartesian fibration classifying the functor
E ◦ a : Assop → Cat.
Then AlgO(M
∆) is the full subcategory of FunAss(O, M¯
∆) = Fun(O×Ass E˜,M)
spanned by the functors F satisfying the following properties.
(i) For every object x in O over 〈n〉 the functor F carries the distinguished
squares in E(a(〈n〉)) to cartesian squares in M, and the object (x,R) to
a terminal object.
(ii) For every inert morphism α : x → y in O over 〈m〉 → 〈n〉 and for any
e ∈ E(a(〈n〉)) the map F (x, α∗(e))→ F (y, e) is an equivalence.
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We denote O˜ = O ×Ass E˜. For F ∈ Fun(O˜,M) satisfying properties as above,
the composition with m : M∆ → M is defined by composing F with the map
top : O → O ×Ass E˜ carrying x ∈ O〈n〉 to the pair (x, (0, n)) ∈ O˜. We get a
restriction map
(88) Fun(O˜,M)→ Fun(O,M)
and we wish to get the equivalence (86) as the one induced from (88).
Let O′ be the full subcategory of O˜ spanned by the objects (x, e) where x ∈ O〈n〉
and e ∈ En is either (0, n) or (i, i) or L. Let us show that the embedding O
′ → O˜
admits a left adjoint. Given (x, e) ∈ O˜n, (y, f) ∈ O
′
m, a map (x, e) → (y, f) is
given by a collection of the following data:
• α : 〈n〉 → 〈m〉.
• a : x→ y in O over α.
• u : e→ α∗(f) in En.
In case e = (i, j) with i < j, there is a unique inert map α : 〈n〉 → 〈j − i〉
such that α∗((0, j − i)) = e. We choose u = id and a = α! and this is clearly a
universal map from (x, e) to an object in O′. In case e = L the universal map is
obviously the identity.
A functor F : O˜ → M is a right Kan extension of its restriction to O′ if and
only if F carries the universal maps (x, (i, j))→ (α!(x), (0, j − i)) for all x ∈ On
and all i < j ≤ n (here α : 〈n〉 → 〈j − i〉 is the inert map). Any F satisfying the
condition (ii) is therefore a right Kan extension.
By [L.T], 4.3.2.15, Fun(O′,M) identifies with the full subcategory of Fun(O˜,M)
that are right Kan extensions of their restrictions to O′. Thus, AlgO(M
∆) iden-
tifies with the full subcategory of Fun(O′,M) spanned by the functors whose
Kan extension satisfies (i) and (ii). We have to make one step further. The
category O′ contains, as a full subcategory, top(O), a copy of O. The embed-
ding top(O) → O′ has a right adjoint that assigns to (x, L), x ∈ On, a universal
map (∗, (0, 0)) → (x, L) over the unique map 〈0〉 → 〈n〉. Left Kan extensions
for this embedding are the functors f : O′ → M carrying the above morphism
to an equivalence. The functors satisfying condition (ii) are definitely left Kan
extensions, so, once more by [L.T], 4.3.2.15, the functors satisfying conditions
(i), (ii) form a full subcategory of Fun(O,M) whose Kan extension (right Kan
extension of the left Kan extension) satisfies (i) and (ii). It is easy to see that
these conditions give precisely the lax NC structures O→M.
The second part of the theorem claiming the equivalence (87), is straightfor-
ward.

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5.3.2. Corollary. Let p : C→ Ass be a monoidal category and let f : C→ M be
a NC structure. Let X ∈M be the image of ∗ ∈ C〈0〉. Then the monoidal functor
fˆ : C→M∆X , corresponding via (87) to f , is an equivalence.
Proof. The 〈1〉-component of the monoidal functor C→M∆X identifies both cat-
egories with M/X×X . 
5.4. Prototopoi. From now on we impose some extra conditions on a category
M which allow an analog of Grothendieck construction interpreting functorsX →
M as objects of an overcategory M/X .
5.4.1. Definition. An∞-category M ∈ CatK is called K-prototopos if it satisfies
the following properties.
(PT1) M has finite limits.
(PT2) Finite products in M commute with K-indexed colimits.
(PT3) For any space X ∈ SK the functor colim : Fun(X,M)→M establishes an
equivalence
Fun(X,M)→M/X .
5.4.2. The category n-Cat of (∞, n) categories as defined in [L.G] or [Rz], sat-
isfies the above properties.
Lemma. The category M = n-Cat is a prototopos.
Proof. Condition (PT1) is obvious and (PT2) follows from cartesian closedness
of n-Cat, see [Rz].
Let us check the condition (PT3). For X a point there is nothing to check. In
general both Fun(X,M) and M/X considered as functors of X carry colimits to
limits. This is obvious for Fun(X,M) and follows from property (4) of Definition
1.2.1, [L.G], for X 7→M/X , as n-Cat is an absolute distributor, [L.G], 1.4. 
5.4.3. Functoriality. For a prototopos M the equivalence (PT3) has good func-
torial properties. An arrow f : X → Y in SK gives rise to adjoint pair
f! : M/X
−→
←−M/Y : f
∗
with f! defined by the composition and f
∗ be the base change. Similarly, f gives
rise to adjoint pair
f! : Fun(X,M)
−→
←−Fun(Y,M) : f
∗
with f! defined by the left Kan extension and f
∗ by the composition with f . The
functors f! commute with (PT3), so the adjoints also commute.
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5.4.4. Convolution. Given three arrows fi : T → Ui, i = 1, 2, and g : T → V in
SK
one defines an operation M/U1 ×M/U2 →M/V as the composition
(89) M/U1 ×M/U2
×
→M/U1×U2
(f1×f2)∗
−→ M/T
g!→M/V .
The equivalence (PT3) allows one to rewrite this operation in terms of the func-
tors, as
Fun(U1,M)× Fun(U2,M)→ Fun(U1 × U2,M×M)→(90)
Fun(U1 × U2,M)
(f1×f2)∗
−→ Fun(T,M)
g!→ Fun(V,M).
5.4.5. Applying (89) and (90) to the case U1 = X×Y , U2 = Y ×Z, V = X×Z,
T = X × Fun([1], Y )× Z, with the obvious choice of the arrows, we get maps
(91) M/X×Y ×M/Y×Z →M/X×Z ,
(92) Fun(X × Y,M)× Fun(Y × Z,M)→ Fun(X × Z,M),
generalizing the action of M/X×X on M/X given by Theorem 5.2.7 and the action
of QuivX(M) on Fun(X,M), see (71)
17.
5.5. Identifying QuivX(M) with M
∆
X. Let M be a K-prototopos. We consider
M as a category in CatK with the cartesian monoidal structure. We will now
identify the family of monoidal categories QuivX(M), X ∈ S
K, with the family
M∆ = {M∆X}X∈M, restricted to S
K ⊂M.
For a fixed X ∈ SK the argument goes as follows. The monoidal category
QuivX(M) is the endomorphism object of the right M-module Fun(X,M). Since
M is a prototopos, Fun(X,M) is equivalent toM/X as rightM-module. Since the
monoidal category M∆X acts on M-module M/X , this yields a canonical monoidal
functor j : M∆X → QuivX(M). In order to verify this is an equivalence, we can
forget the monoidal structure. Comparison of the formulas (91) and (92) shows
that j is an equivalence.
Remark. It would be very pleasant if we could identify M∆X with QuivX(M) as
families over S.
5.6. M-enriched precategories, cartesian case. Applying Proposition 5.3.1
to O = Ass, and using the identification of QuivX(M) with M
∆
X , we immediately
get the following.
5.6.1. Corollary. Let M be a K-prototopos and X ∈ SK. Then the category of
M-enriched precategories with the space of objects X identifies with the category
of simplicial objects A ∈ Fun(∆op,M) satisfying the Segal condition and having
A0 = X.
17Here X is a space and so X = Xop, Tw(X) = Fun([1], X).
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
6. Enriched presheaves and Yoneda lemma
Let M be a monoidal category with colimits. In this section we construct, for
an M-enriched precategory A, a category of M-presheaves PM(A); we construct
a Yoneda embedding A→ PM(A) and prove it is fully faithful.
Note that PM(A) does not necessarily have a structure of M-enriched precat-
egory. It has another type of M-enrichment: it is just a left M-module.
It turns out that Yoneda lemma is precisely about interplay of these two types
of enrichment. In this section we define and study functors from an M-enriched
precategory to a category left-tensored over M.
This approach to Yoneda lemma was described, for conventional enriched cat-
egories, in our note [H.Y]. As in [H.Y], the central notion here is the notion of a
functor from M-enriched precategory to a left M-module.
We fix a collection of categories K. Throughout this section M is a monoidal
category with K-colimits. A left M-module is, by definition, a category B in
CatK with the left M-action commuting with K-colimits in each argument.
6.1. Functors. LetM be a monoidal category in CatK. LetA be anM-precategory
with a strongly K-small category of objects X and let B be a left M-module.
Let us first remind the conventional setup. An M-functor from A to B is given
by a map f : Ob(A)→ Ob(B), and a compatible collection of maps
(93) HomA(x, y)⊗ f(x)→ f(y),
see [H.Y], 3.2.
In our context, a functor from A to B will be given by a map f : X → B,
together with an extra structure which will correspond to (93). We will now
describe this extra structure.
6.1.1. An M-module structure on B yields an LM-monoidal category which we
denote (M,B). Applying to it the functor QuivLMX , see 3.4.2, we get a left
QuivX(M)-module structure on the category Fun(X,B).
6.1.2. An explicit formula of QuivX(M)-action on Fun(X,B) is given by Propo-
sition 4.2.7 and the formulas 4.2.6 (our case is w = am). Let A ∈ QuivX(M) =
Fun(Xop ×X,M) and F ∈ Fun(X,B). Then A⊗ F is the colimit of the functor
Tw(X)op → Fun(X,B) carrying φ : x→ y ∈ Tw(X) to A(y, )⊗ F (x).
6.1.3. We are now ready to give our key definition.
Definition. Let M be a monoidal category in CatK, A ∈ Alg(QuivX(M)) be an
M-enriched precategory and let B be a left M-module in CatK. An M-functor
F : A→ B is a left A-module in Fun(X,B).
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Taking into account the description of the QuivX(M)-action given in 6.1.2,
a A-module structure on F ∈ Fun(X,N) determines a compatible collection of
arrows
(94) A(x, y)⊗ F (x)→ F (y).
M-functors from A to a leftM-module B form a category denoted FunM(A,B).
This is always a category with colimits (as the category of modules, see [L.HA],
4.2.3.5).
6.1.4. The category FunM(A,B) has the expected functoriality in A and in B.
To see this, look at the bicartesian family of LM-operads QuivLM over Cat× OpLM,
see 3.5.3. For a fixed M, the category of LM-algebras in it is the bicartesian family
of the categories FunM(A,B) over PCat(M)× LModM.
6.1.5.Remark. We know from Section 5 that an S-enriched precategoryA having
a space of objects is nothing but a Segal space. Furthermore, any category B
with colimits is a left S-module. We will see in 6.3.5 below that the notion of
M-functor F : A → B in this case coincides with that of a morphism of Segal
spaces.
6.1.6. Base change. Fix X and M as above. Let f : A → A′ be a morphism in
Alg(QuivX(M)). Given B ∈ LModM(Cat
K), one has an adjoint pair of functors
(95) f! : FunM(A,B)
−→
←−FunM(A
′,B) : f ∗.
6.1.7. Digression: functors to operads, functors to algebras. Let C be a strong
approximation of an operad, p : P → C be in OpC, and let X be a category. We
define FunC(X,P) as the fiber product Fun(X,P)×Fun(X,C) C, with the diagonal
map δ : C→ Fun(X,C).
The object FunC(X,P) is fibrous over C, with fiber FunC(X,P)c = Fun(X,Pc)
at c ∈ C. The category of sections FunC(C,Fun
C(X,P)) identifies with
Fun(X,FunC(C,P)). This implies the following.
Lemma. One has a canonical equivalence
(96) AlgC(Fun
C(X,P))
∼
→ Fun(X, AlgC(P)).

6.1.8. Multiplicative property. Recall that, given monoidal categories M,M′ ∈
Alg(CatK) and K-strongly small X,X ′, one has a canonical map (74)
(97) µ : QuivX(M)⊗QuivX′(M
′)→ QuivX×X′(M⊗M
′).
For A ∈ QuivX(M) and A
′ ∈ QuivX′(M
′) we denote A⊠ A′ the image of the
pair (A,A′) in QuivX×X′(M⊗M
′).
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Let now B be a left M ⊗ M′-module. According to 3.6.7, we can think of
B as M′-Mrev -bimodule. This makes Fun(X ′,B) a QuivX′(M
′)-Mrev -bimodule,
or, what is more convenient to us, as M-QuivX′(M
′)rev -bimodule. Applying
the functor QuivBMX , we get a QuivX(M)-QuivX′(M
′)rev -bimodule structure on
Fun(X,Fun(X ′(B))). Corollary 3.6.10 asserts that this structure, written as left
QuivX(M)⊗QuivX′(M
′)-module structure, factors through (97). This implies
Corollary. There is a canonical equivalence
(98) FunM⊗M′(A⊠A
′,B) = FunM(A,FunM′(A
′,B)).
Proof. We have just seen that the equivalence
Fun(X ×X ′,B) = Fun(X,Fun(X ′,B))
is compatible with the left QuivX(M) ⊗ QuivX′(M
′)-module structures. This
implies the equivalence of the respective categories of modules
LModA⊠A′(Fun(X ×X
′,B)) = LModA(LModA′(Fun(X,Fun(X
′,B)))).
Taking into account Lemma 6.1.7, the right-hand side of the equivalence can be
rewritten to yield
(99) LModA⊠A′(Fun(X ×X
′,B)) = LModA(Fun(X, LModA′(Fun(X
′,B)))).
This is precisely our claim.

6.1.9. Pre-enrichment of left M-module. Let, as above, B be a left M-module.
For any pair of objects b, c ∈ B one defines a functor
(100) homB(b, c) : M
op → S
to spaces by the usual formula homB(b, c)(m) = Map(m⊗ b, c).
We will refer to the collection of presheaves homB(b, c) on M as to a pre-
enrichment of B.
Given an M-functor F : A → B, where A is an M-precategory and B a left
M-module, for any two objects x, y ∈ A we have a map of presheaves on M
(101) A(x, y)→ homB(F (x), F (y))
defined by the map A(x, y)⊗ F (x)→ F (y), see (94).
The map (101) is defined uniquely up to equivalence.
6.1.10. Definition. An M-functor F : A → B is called M-fully faithful if (101)
represents the presheaf homB(F (x), F (y)) for each pair x, y ∈ A.
The obvious LM-monoidal functor iLM : (SK,B)→ (M,B) admits a right adjoint
jLM : (M,B) → (SK,B) which is, by the general property, automatically lax LM-
monoidal. It induces jLM! : Quiv
LM
X (M,B)→ Quiv
LM
X (S
K,B) which obviously carries
LM-algebras to LM-algebras.
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An M-functor F : A → B is just an LM-algebra (A, F ) in QuivLMX (M,B), so
its image under jLM! yields a LM-algebra in Quiv
LM
X (S
K,B) which is an SK-functor
j!(A)→ B which we denote j!(F ) in the sequel.
The following result is immediate.
6.1.11. Lemma. Let F : A→ B be an M-fully faithful functor from an enriched
precategory A to a left M-module B. Then the SK-functor j!F : j!A → B is
SK-fully faithful.

6.2. Enriched presheaves. First of all, we will define the opposite of an M-
enriched precategory. Let A ∈ Alg(QuivX(M)). The opposite precategory A
op
will have Xop as the category of objects, and will be enriched over Mrev .
Furthermore, the category M has a right M-module structure which can be
interpreted as a leftMrev -module structure. This allows one to define the category
of M-presheaves on A, PM(A), as FunMrev (A
op,M).
Finally, we will see that PM(A) has a natural left M-module structure coming
from left M-module structure on M.
This will allow us to define Yoneda map Y : A→ PM(A) as an M-functor.
Details are presented below.
6.2.1. Opposite enriched category. Since A ∈ Alg(QuivX(M)), one has an oppo-
site algebra A ∈ Alg(QuivX(M)
rev).
One has a natural equivalence
QuivX(M)
rev = Funop(AssX ,M)
rev = Funop(AssrevX ,M
rev).
Lemma. The planar operad AssrevX is naturally equivalent to AssXop .
Proof. The planar operad AssX is defined by the functor FX : ∆
op
/Ass → S given
by the formula
FX(σ) = Map(F(σ), X)
where the functor F : ∆/Ass → Cat is described in 3.2. The planar operad Ass
rev
X
is therefore defined by the functor carrying σ to Map(F(σ ◦ op), X). The claim
will follow from the functorial identification
F(σ ◦ op) = F(σ)op,
which, taking into account that F(σ) are posets, is enough to define on the
objects. This means that σ : [0]→ Ass with the image 〈n〉, The objects of F(σ)
are xi, yi, i = 1, . . . , n, and the equivalence is given by “reading the sequence of
objects from left to right”, that is carrying xi to yn−i and yi to xn−i. 
The lemma identifies QuivX(M)
rev with QuivXop(M
rev). Thus, for any en-
riched precategory A ∈ Alg(QuivX(M)) we can now assign its opposite A
op ∈
QuivXop(M
rev).
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6.2.2. Enriched presheaves. Given an enriched precategory A, we define PM(A)
as the category ofMrev -functors from Aop to M (considered as left Mrev -module).
Thus,
(102) PM(A) = LModAop(Fun(X
op,M)),
where Fun(Xop,M) has a canonical left QuivXop(M
rev)-module structure de-
scribed in 6.1.1. The category PM(A) has K-indexed colimits as Fun(X
op,M)
has K-indexed colimits and the action of QuivXop(M
rev) respects them.
6.2.3. PM(A) is a left M-module. The left M-module structure on M yields
a left M-module structure on PM(A). This follows from 6.1.8: the category
Fun(Xop,M) is a QuivXop(M
rev)-Mrev -bimodule, so PM(A), the category of A-
modules in Fun(Xop,M), is a right Mrev -module, which is the same as left M-
module.
6.2.4. Yoneda map. Yoneda map we present below is a special case of a very gen-
eral phenomenon — the structure of left A⊠Aop-module on A for any associative
algebra A in a monoidal category C. Here is the construction.
Let C be a monoidal category and let A ∈ Alg(C). The opposite algebra Aop
is an algebra in Crev . The algebra A defines an object in AlgBM(π
∗(C)) — this
is A considered as A-bimodule in C (considered as C-bimodule category). We
denote A⊠Aop the algebra in the monoidal category C×Crev defined by the pair
(A,Aop). The category C is left C×Crev -module and A is a module over A⊠Aop,
as shown in 3.6.7.
We will apply this to C = QuivX(M) and A ∈ Alg(QuivX(M)). We get a
structure of left C × Crev -module on C, and a left A ⊠ Aop-module structure on
A.
The map (53) applied to the left A ⊠ Aop-module A, yields an LM-algebra in
QuivLMX×Xop(φπ
∗(M)), whose Ass-component is A ⊠ Aop, an associative algebra
object in QuivX×Xop(M ⊗M
rev),and whose m-component is Fun(X × Xop,M),
where M is considered as left M⊗Mrev -module. In other words, we defined an
M⊗Mrev -functor Y˜ from A⊠Aop to M.
The Yoneda map is defined as the M-functor Y : A → PM(A) (from the M-
precategory A to the left M-module PM(A)) corresponding to Y˜ via the equiva-
lence
(103) FunM⊗Mrev (A⊠A
op,M) = FunM(A, PM(A)),
obtained as the special case of (98) for M′ = Mrev and A′ = Aop.
The enriched presheaves of the form Y (x), x ∈ X , are called representable
presheaves. We will write YA(x) when we have to explicitly mention the enriched
precategory A.
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6.2.5. Free presheaves. Since enriched presheaves on A are just Aop-modules with
values in the category Fun(Xop,M), we have the notion of a free presheaf — this
is just a free left Aop-module. We will now show that representable presheaves
Y (x) are free.
Let 1 ∈ QuivX(M) be the unit of the monoidal structure. The unit map
1 → A gives rise to a map of LM-algebras (1 ⊠ 1op, 1) → (A ⊠ Aop,A) in
QuivLMX×Xop(φπ
∗(M)). By restriction of scalars, we get a map
(104) u = (ua, um) : (1⊠ 1
op, 1)→ (1⊠Aop,A).
The source of u is just the functor 1 : X×Xop →M defined by the composition
X ×Xop
h
→ SK
i
→M,
see 4.7.3. The target of u is the left 1 ⊠ Aop-module given by the functor A :
X ×Xop →M.
We will now show that u is cocartesian, that is, that it induces an equivalence
of 1⊠Aop-modules u′ : (1⊠Aop)⊗ 1→ A.
Clearly, 1⊠Aop-modules in M⊗Mrev -module M are the same as Aop-modules
in Mrev -module M. Thus, the map u′ is the presentation of A as free right
A-module generated by 1.
This proves the following.
6.2.6. Corollary. For any x ∈ X the presheaf YA(x) ∈ PM(A) is a free A
op-
module generated by Y1(x) = i(hx).
6.2.7. Enriched Yoneda lemma. Let x ∈ A and let F ∈ PM(A).
Proposition. The presheaf homPM(A)(Y (x), F ) on M is represented by F (x).
Proof. We will construct an equivalence of presheaves
(105) hF (x) → homPM(A)(Y (x), F ),
where hF (x) is the presheaf on M represented by F (x).
We will construct a canonical equivalence
(106) MapM(m,F (x))→ MapPM(A)(m⊗ Y (x), F ),
which is, since Y (x) is a free right A-module generated by i(hx), the same as
(107) MapM(m,F (x))→ MapFun(Xop,M)(m⊗ i(hx), F ).
An object m ∈M defines an adjoint pair
(108) Lm : S
−→
←−M : Rm,
where Lm(S) = i(S) ⊗ m and Rm(M) = Map(m,M). Applying to both parts
the functor Fun(Xop, ), we get an adjoint pair
(109) Lm : P (M)
−→
←−Fun(X
op,M) : Rm.
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The equivalence (107) is obtained from this adjunction and from the conventional
Yoneda applied to MapM(m,F ) ∈ P (X). 
As usual, we now have
Corollary. The Yoneda embedding Y : A→ PM(A) is M-fully faithful.

6.3. Enrichment of a left-lensored category. Let once moreM be a monoidal
category with colimits and let B be a left M-module.
Assume that for all b, c ∈ B the weak enrichment functor
homB(b, c) : M
op → S
defined by (100), is representable. Then one would like to believe that B acquires
a canonical M-enrichment.
This is in fact so, as asserts Proposition 6.3.1 below.
Let X be a category with a functor F : X → B. Recall that the category
Fun(X,B) is left-tensored over QuivX(M), so it makes sense to ask what is the
endomorphism object of F ∈ Fun(X,B) in QuivX(M).
6.3.1. Proposition. Let M be a monoidal category in CatK and B be a left M-
module. Let F : X → B be a functor from a strongly K-small category X to B so
that, for any x, y ∈ X the functor homB(F (x), F (y)) : M
op → S is representable.
Then the endomorphism object A = EndQuivX(M)(F ) exists; A is M-enriched
precategory and the respective M-functor F˜ : A → B, extending F : X → B, is
M-fully faithful.
Proof. Let us recall the construction of the endomorphism object presented in [L.HA],
4.7.2. For a monoidal category C, a left C-module F, and an object F ∈ F, a
monoidal category C[F ], whose objects are C ⊗ F → F, C ∈ C, is constructed.
If C[F ] has a terminal object, this is the endomorphism object of F in C, and it
automatically acquires an algebra structure.
We apply this construction to C = QuivX(M) acting on F = Fun(X,B) and
to the object F ∈ F.
Let us describe the terminal object of C[F ]. The formulas 6.1.2 for the action
of QuivX(M) on Fun(X,B) identify MapF(A⊗ F, F ) with
(110) lim
z∈X
lim
x→y∈Tw(X)op
Map(A(y, z)⊗ F (x), F (z)) =
lim
z∈X
lim
x→y∈Tw(X)op
Map(A(y, z), homB(F (x), F (z))) =
lim
(x,z)∈Xop×X
Map(A(x, z), homB(F (x), F (z)).
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This proves that the terminal object A : Xop ×X → M is given by the formula
T (x, y) = homB(F (x), F (y))
18.

Let us study the functoriality of the above construction with respect to change
of M and X .
Let a : N → M be a monoidal functor having right adjoint b : M → N (b is
automatically lax monoidal). Given a left M-module B and a functor F : X →
B satisfying the conditions of the previous proposition, we can construct two
endomorphism algebras, A = EndQuivX(M)(F ) and AN = EndQuivX(N)(F ). One
has
6.3.2. Lemma. One has a canonical equivalence AN = b!(A).
Proof. Adjoint pair a : N−→←−M : b induces an adjoint pair
a! : QuivX(N)
−→
←−QuivX(M) : b!.
Thus, for an N-enriched precategory A′ one has Map(a!(A
′)⊗ F, F ) =
Map(a!(cA
′),A) = Map(A′, b1(A)). This implies AN = b!(A). 
Otherwise, let f : X ′ → X be a map of spaces and F : X → B be as
above. Assume F satisfies the conditions of Proposition 6.3.1, so that A =
EndQuivX(M)(F ) exists. Denote F
′ = f !(F ) = F ◦ f .
6.3.3. Lemma. The functor F ′ satisfies 6.3.1 and its endomorphism object is
A′ := f !(A).
Proof. The condition of 6.3.1 is clearly satisfied. Let A′ = EndQuiv′X(M)(F
′).
Applying f ! to the pair (A, F ), we get (f !A, F ′), so an algebra map f !A→ A′. It
remains to prove this is an equivalence. For this one can forget the multiplicative
structure and to compare f !A(x, y) with A′(x, y) for x, y ∈ X ′. This proves the
claim. 
6.3.4. The smallness requirement in Proposition 6.3.1 is not really important.
One has
Corollary. Let M be a monoidal category on CatL, B be a left M-module in CatL
and let f : X → B be a functor, such that, for ant x, y ∈ X homB(F (x), F (y))
is representable. Then A = EndQuivX(M)(f) exists; A is M-enriched precategory
and the M-functor F˜ : A→ B extending F : X → B, is M-fully faithful.
Proof. Let κ be a cardinal satisfying 3.5.4. A large category X can be presented,
after a change of universe, as a κ-filtered colimit of κ-compact categories Xα, for
which Propostion 6.3.1 can be applied. We get QuivX(M) = limαQuivXα(M)
which implies the similar expression for Alg(QuivX(M)). Denote iα : Xα → X .
18More precisely, A(x, y) is the object of M representing homB(F (x), F (y)).
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By Lemma 6.3.3 the endomorphism objects of F ◦ iα are compatible, which gives
the endomorphism object of F . 
6.3.5. The case M = S. Let now M = S. For a category B with colimits we
apply 6.3.4 to the identity functor F := idB. The endomorphism object of idB
is an S-precategory with the category of objects B. Obviously, this is the unit
1B ∈ QuivB(S). One has a canonical map i : 1B → B defined by the 1B-module
structure on idB. Functoriality (6.1.4) defines for any A ∈ QuivX(M) a map
(111) MapPCat(S)(A, 1B)→ MapS(A,B) = FunS(A,B)
eq
fibered over MapCat(X,B). It is equivalence as it induces equivalence of all fibers.
Let us now assume that X is a space. Then the emnedding i : Beq → B
induces an equivalence Map(X,Beq) = Map(X,B) and the equivalence (111) can
be rewritten as
(112) MapPCat(S)(A, i
!1B) = MapS(A,B).
Note that i!1B is precisely the S-enriched precategory we assigned to B in 4.7.2.
As PCat(S) is equivalent to the category of Segal spaces, we deduce that MapS(A,B)
is the space of maps between the respective Segal spaces.
7. Completeness
In this section M is a monoidal category in CatL. We will define here M-
enriched categories as M-enriched precategories satisfying a completeness condi-
tion.
This material is not new as our notion of enriched precategory is equivalent,
for X space, to that of [GH] where the completeness issue has already been
addressed, see [GH], 5.6. We present a new, very easy, proof of [GH], 5.6, based
on Proposition 6.3.1.
7.1. According to Section 5, the category of S-enriched precategories equivalent
to the category of Segal spaces. This justifies the following definition.
7.1.1. Definition. 1. An S-enriched precategory A ∈ QuivX(S) is called S-
enriched category if X is a space and the Segal space defined by A is
complete.
2. AnM-enriched precategory A is called anM-enriched category if its image
j!(A) ∈ QuivX(S) with respect to a functor j : M→ S defined as j(M) =
Map(1,M), is an S-enriched category.
72 VLADIMIR HINICH
7.1.2. In this section we denote PCat(M) = Alg(Quiv(M)) the category of M-
enriched precategories, and Cat(M) the category of M-enriched categories.
In 7.2 below we prove that the full embedding Cat(M) → PCat(M) admits a
left adjoint localization functor. The construction of localization makes use of
Yoneda embedding.
Let J denote the (conventional) contractible groupoid on two objects. We will
denote by the same letter the corresponding simplicial space and the S-enriched
precategory. We will also denote ∗ the terminal object in PCat(S) (the singleton).
We keep the notation i : S−→←−M : j for the adjoint pair of functors. For an
M-enriched precategory A completeness of j!(A) means that the canonical map
(113) MapPCat(S)(∗, j!(A))→ MapPCat(S)(J, j!(A))
is an equivalence. The source of this map is X , the space of objects of A,
whereas the target can be rewritten using adjunction. Defining JM := i!(J), we
get a standard characterization of completeness.
Proposition. An M-precategory A with the space of objects X is complete iff
the natural map
(114) X → MapPCat(M)(JM,A)
is an equivalence.
7.2. Localization functor. Given A ∈ Alg(QuivX(M)), we define X
′ to be the
subspace of representable functors in PM(A)
eq .
The embedding Y ′ : X ′ → PM(A) is tautological. The localization L(A) is
defined as the endomorphism object A′ := EndQuivX′(M)(Y
′) whose existence is
guaranteed by Proposition 6.3.1.
By definition, the Yoneda embedding Y : X → PM(A) factors through Y
′,
yielding y : X → X ′. Universality of A′ yields a unique map a : A → A′ over
y : X → X ′.
To prove the completeness of A′, we use criterion 7.1.2. Let i : PM(A)
eq →
PM(A) be the obvious embedding. The space MapPCat(S)(J, j!A
′) identifies with
the subspace of
MapPCat(S)(J, j!i
!1PM(A)) = MapSeg(J, PM(A)),
Seg being the category od Segal spaces, spanned by the functors with values in
representable objects. Thus, completeness of PM(A) considered as Segal space
implies completeness of A′. Note that the functor a : A→ A′ induces an equiv-
alence
MapPCat(M)(JM,A) = MapPCat(M)(JM,A
′),
as both identify with the same subspace X ′ of PM(A). Therefore, if A is complete,
X = X ′ and A = A′. This proves universality of the map A→ A′.
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7.2.1. Corollary. Let A,B be M-enriched precategories, so that B is complete.
Then the composition with Yoneda embedding B → PM(B) identifies the space
MapPCat(M)(A,B) with the subspace of FunM(A, PM(B)) = FunM×Mrev (A⊠B
op,M)
consisting of the maps F : A → PM(B) whose essential image is in the space of
representable presheaves.
Proof. Let A ∈ QuivX(M), B ∈ QuivX′(M). Since B is complete, the Yoneda
embedding Y : B → PM(B) induces an equivalence of X
′ with the space of
representable presheaves in PM(B). One has a commutative diagram of spaces
(115) Map(A,B)
''PP
PP
PP
PP
PP
PP
// FunM(A, PM(B))
rep
uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
Map(X,X ′)
,
where the superscript rep denotes the space of M-functors with essential image in
representable presheaves. In order to prove the horizontal arrow is an equivalence,
it is enough to verify the equivalence of fibers over any f : X → X ′. The fiber
of left-hand side is Map(A, f !B), whereas the fiber of the right-hand side is the
space of A-module structures on the composition F : X
f
→ X ′ → PM(B). Since
B is the endomorphism object ofX ′ → PM(B), f
!(B) is the endomorphism object
of F , so that the right-hand side also identifies with Map(A, f !B). 
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