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SCHUR RINGS OVER Z × Z3
GANG CHEN AND JIAWEI HE
Abstract. For the direct product Z × Z3 of infinite cyclic group Z and a
cyclic group Z3 of order 3, the schur rings over it are classified. In particular,
all the schur rings are proved to be traditional.
1. Introduction
Schur rings (or S-rings) were originally developed by Schur [9] and Wielandt [10]
in order to study permuation groups as an alternative to character theory and have
since been used in many other applications. Schur rings have been widely unsed in
the study of association schemes, strongly regular graphs, and different sets. For
the applications of Schur rings to association schemes, see for example Sec. 2.4 and
Sec. 4.4 of [2].
Classification of Shcur rings began with Schur himself, when Schur conjectured
that all Schur rings over a group H conincides with a so-called transitivity mod-
ule, a submodule of the group ring Z[H ] constructed by a group G acting on its
regular subgroup H . Such Schur rings are said to be Schurian. Wielandt [11]
first showed that not all Schur rings are Schurian. Leung and Man in [5] and [6]
showed that all Schur rings over a finite cyclic groups fall into one of four fami-
lies: partitions induced by orbits of automorphism subgroups (orbit Schur rings),
partitions induced by a group factorization (tensor products), partitions induced
by cosets (wedge products), and the trivial Schur ring. We say that a Schur ring
is trational if it is one of these four types. Thus, the main results of Leung and
Man tell us that all Schur rings over finite cyclic groups are traditional. Note that
the above mentioned non-Schurian example by Wielandt is non-traditional; see the
last paragraph of the fourth page of [7].
Rcently, Bastian et al. [1] study the Schur rings over infinite groups. Schur rings
over the integers, over a virtually infinite cyclic group, and over torsion-free locally
cyclic groups are classified. All these Schur rings are traditional. However, there
are non-triditional Schur rings over free groups and free products.
Let Z = 〈z〉 denote the infinite cyclic group, written multiplicative. The finite
cyclic group of order n will be denoted by Zn = 〈a〉. In the present paper, all Schur
rings over the direct product Z and Z3 will be classified. The following is the main
result.
Theorem 1.1. All schur rings over the group Z × Z3 are of one of the following
forms:
(i) F [Z3] ∧ F [Z] or F [Z3] ∧ F [Z]
±,
(ii) F [H ×Z3] ∧ F [Z] or F [H ×Z3]
± ∧ F [Z]±,
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(iii) F [K ×Z3] ∧ F [Z] or F [K × Z3]
± ∧ F [Z]±,
(iv) F [Z × Z3] or F [Z × Z3]
±,
(v) an orbit Schur ring.
where H ≤ K ≤ Z. Hence, all Schur rings over Z × Z3 are either orbit or wedge
product Schur rings, which implies that the group Z × Z3 is traditional.
Throughout let G denote an arbitrary group with identity element 1 and F an
arbitrary field of characteristic zero, which contains Z as a subring. The group
algebra over G with coefficients in F is denoted F [G]. The torsion subgroup of G
is denoted T (G).
2. Preliminary
For any finite non-empty subset C ⊆ G, denote C =
∑
g∈C g and call C a simple
quantity. In addition, we define C∗ = {g−1 : g ∈ C}. A partition P of G is said
to be finite support provided any C ∈ P is a finite subset of G. Our notation for
Schur ring is taken from [1] and [8].
2.1. Schur Rings.
Definition 2.1. Let P be a finite support partition of G and A a subspace of F [G]
spanned by {C : C ∈ P}. We say that A is a Schur ring (or S-ring) over G if
(1) {1} ∈ P ,
(2) for any C ∈ P , C∗ ∈ P ,
(3) for all C,D ∈ P , C ·D =
∑
E∈P λCDEE, where all but finitely many λCDE
equal 0.
For an S-ring A over G, the associated partition P is denoted D(A) and each
element in D(S) is called a basic set of A. We say that a subset C of G is an S-set
if C is a union of some basic sets of A. An S-subgroup is simutaneously an S-set
and a subgroup.
Suppose α =
∑
g∈G αgg and β =
∑
g∈G βgg ∈ F [G] (note that here only
finitely many nonzero coefficients αg and βg). Then define α
∗ =
∑
g∈G αgg
−1
and supp(α) = {g : αg 6= 0}. Additionally, the Hadamard product is defined as
α ◦ β =
∑
g∈G αgβgg.
The following theorem was proved by Wielandt in [11] when G is finite. The
general case appeared as [1, Corollary 2.12].
Theorem 2.1. Let G be a group and A a subring of F [G]. Then A is a Schur ring
if and only if A is closed under ◦ and ∗, 1 ∈ A, and for all g ∈ G there exists some
α ∈ A such that g ∈ supp(α).
Let f : F → F be a function such that f(0) = 0. For any α =
∑
g∈G αgg, we set
f(α) =
∑
g∈G
f(αg)g.
The following proposition was proved by Wielandt in [11, Proposition 22.3]. The
general case appeared as [1, Propostion 2.4].
Proposition 2.1. Let A be a Schur ring over a group G and the function be as
above. Then f(α) ∈ A whenever α ∈ A.
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Let f take value 1 at one non-zero number and 0 at other numbers. We get
the following statement, which is known as the Schur-Wielandt principle; see [8,
Corollary 1.10].
Corollary 2.1. Let A be an S-ring over G. For any α ∈ A, suppose g ∈ supp(α)
with αg = c. The set
{g ∈ G : αg = c}
is an S-set.
The following two propositions, which were first proved by Wielandt in [11] and
were generalized in [1], tell us how to generate S-subgroups in any S-ring.
Proposition 2.2. Let A be a S-ring over G. Let α ∈ A and
Stab(α) = {g ∈ G : αg = α}.
Then Stab(α) is an S-subgroup of A.
Proposition 2.3. Let A be an S-ring over G. Let α ∈ A and H = 〈supp(α)〉.
Then H is an S-subgroup of A.
Note that under the condition of Proposition (2.3), {C : C ∈ D(A), C ⊆ H}
consists of basic sets of an S-ring over H . It is denoted AH .
When we have normal S-subgroup, we can construct S-ring over the factor group
as shown in the following lemma.
Lemma 2.1. ( [4, Lemma 1.2]) Let ϕ : G → H be a group homomorphism with
Ker(ϕ) = K and A be a Schur ring over G. Suppose that K is an S-subgroup. Then
the image ϕ(A) is a Schur ring over ϕ(G) where D(ϕ(A)) = {ϕ(C) : C ∈ D(S)}.
In particular, if H = G/K, the factor group of G over K, and ϕ is the natural
homomorphism, the corresponding S-ring is denoted AG/K .
2.2. Traditional Schur Rings. The group ring F [G] itself forms a S-ring over G
with basic set {{g} : g ∈ G}. This is called the discrete Schur ring over G. When
G is a finite group, the partiotion {1, G \ 1} produces a Schur ring known as the
trivial Schur ring over G. Note that if G is infinite there does not exist trivial
S-ring over G.
Assume that G = H ×K and A and B are S-rings over H and K, respectively.
Then the set
{CD : C ∈ D(A), D ∈ D(B)}
consists of a basic set of an S-ring over G. The corresponding S-ring is called the
tensor product of A and B.
If K is a finite subgroup of Aut(G), the set of elements of F [G] fixed by K is an
S-ring over G, denoted F [G]K and called the orbit Schur ring associated with K.
Note that the discrete S-ring can be seen as an orbit S-ring by taking K = 1.
An S-ring A over G is a wedge product if there exist nontrivial proper S-
subgroups H,K such that K ≤ H , K E G, and every basic set outside H is a
union of K-cosets. In this case, the series
1 < K ≤ H < G
is called a wedge-decomposition of A. Furthermore, we write A = A1 ∧ A2, where
A1 = AH and A2 = AG/K .
4 GANG CHEN AND JIAWEI HE
An S-ring over a group G is called traditional if it is either a trivial Schur ring
(when G is finite), or a tensor product of Schur rings over smaller subgroups, and or
a wedge product. A group G is called traditional if each S-ring over it is traditional.
Several classes of groups are proved to be traditional as shown by the following
theorem.
Theorem 2.2. The following classes of groups are traditional:
(1) [ [5], [6], [1]] cyclic groups.
(2) [ [1]]Z × Z2.
(3) [ [1]] Ttorsion-free locally cyclic groups.
Actually, it is proved that the only Schur ring over Z are discrete and symmetric
Schur rings; see [1, Theorem 3.3]. The symmetric Schur ring over Z is denoted
F [Z]±.
3. Schur rings over Z × Z3
For n ∈ Z, define the nth Frobenius map of F [G] as
α =
∑
g∈G
αgg 7→ α
(n) =
∑
g∈G
αgg
n.
Lemma 3.1. ( [11, Theorem 23.9], [1, Theorem 2.20]) Suppose that A is a Schur
ring over G where G is an abelian group. Let m be an integer coprime to the orders
of all torsion elements of G. Then for all α ∈ A we have α(m) ∈ A. In particular,
if G is torsion-free, then all Schur rings over G are closed under all Frobinius maps.
Lemma 3.2. ( [1, Lemma 2.21])Let G be an abelian group such that the torsion
subgroup T (G) has finite exponent. Let A be a Schur ring over G. Then T (G) is
an S-subgroup.
The following result is known as the second Schur theorem on multipliers.
Theorem 3.1. Let A be an S-ring over an abelian group G, p a prime divisor
of |T (G)|, and E = {g ∈ G : gp = e}. Then for every finite S -set X the set
X [p] = {xp : x ∈ X, |X ∩ Ex| 6≡ 0(modp)}
is an S-set.
Proof. For a finite S-set X , one can see that
X
p
=
(∑
x∈X
x
)p
≡
∑
x∈X
xp = X(p) (modp), (3.1)
where we write ∑
g
agg ≡
∑
g
a′gg (modp)
if ag ≡ a
′
g(modp) for all g ∈ G.
On the other hand, given a coset C ∈ G/E, the element gp does not depend on
the choice of g ∈ C. Denote it by hC . Then the mapping C 7→ hC is a bijection
from G/E onto Gp. So
X(p) =
∑
C∈G/E
|C ∩X | · hC ≡
∑
C∈G/E,|C∩X|6≡0 ( mod p)
|C ∩X | · hC (modp). (3.2)
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Let f : F → F be the function such that f(x) = 1 if x is an integer not divisible
by p; f(x) = 0 for other x ∈ F . The formulas (3.1) and (3.2) imply that the set
{hC : C ∈ G/E, |C ∩X | 6≡ 0(modp)}
is an S-set. Since this set equals X [p], we are done. 
The following two propositions are useful in analyzing the structure of S-rings
over Z × Zp, with p an odd prime.
Proposition 3.1. Let A be an S-ring over Z × Zp = 〈z〉 × 〈a〉, and let H be the
unique maximal A-subgroup contained in Z. If there exists zmai ∈ X ∈ D(A)
with |X | < p, then zpm ∈ H.
Proof. Using the notation in Theorem 3.1, we have X [p] = X(p) by the assump-
tion. Furthermore, it is an S-set and hence 〈X(p)〉 is an S-subgroup. According to
the maximality of H , one can see that
(zmai)p ∈ X(p) ⊆ H,
as required. 
The following basic fact will be used freely in the proof of the main theorem.
Remark. Let A be an S-ring over G and K a normal S-subgroup. Let ϕ be the
natural homomorphism from G onto G/K. For any X ∈ D(A), ϕ−1(X) is an S-set
since it is equal to XK.
Theorem 3.2. Let A be an S-ring over Z × Zp = 〈z〉 × 〈a〉, where p is an odd
prime. Then for all X ∈ D(A) either X = zmZp or p 6= |X |.
Proof. Denote G = Z × Zp = 〈z〉 × 〈a〉. Notice by Lemma 3.2 that T (G) = Zp
is an S-subgroup.
According to Lemma 2.1, AG/T (G) is a Schur ring overG/T (G). Moreover,AG/T (G)
is either discrete or symmetric. By the above remark, it follows that
X ⊆ zmZp or X ⊆ {z
m, z−m}Zp,
for all X ∈ D(A), where zm ∈ Z satisfies X ∩ zmZp 6= ∅.
Towards a contradiction, assume that there exists X ∈ D(A) with |X | = p and
X 6= zmZp for all m ∈ Z. It follows that X ⊆ {z
m, z−m}Zp for some m ∈ Z such
that
X ∩ zmZp 6= ∅ and X ∩ z
−mZp 6= ∅. (3.3)
So, we may assume that
X = {zmai1 , zmai2 , . . . , zmait , z−maj1 , z−maj2 , . . . , z−majk}.
Here, i1, . . . , it, j1, . . . , jk ∈ N satisfying
t+ k = p and t 6= 0 6= k. (3.4)
It follows that
X(T (G)− 1) = tzmT (G) + kz−mT (G)−X ∈ A.
This implies that tzmT (G) + kz−mT (G) ∈ A and hence
t{zm, z−m}T (G) + (k − t)z−mT (G) ∈ A.
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By (3.4), k 6= t as p is odd. Therefore, (k−t)z−mT (G) ∈ A yields that z−mT (G) ∈ A.
As a result, X ⊆ z−mT (G). This is a contradiction to (3.3). 
Proof of Theorem 1.1 In the sequel, we fix the following notation:
G = Z × Z3 = 〈z〉 × 〈a〉,
A is a Schur ring over G, and H is the unique maximal S-subgroup contained in Z.
Note that T (G) = {1, a, a2} = Z3 is an S-subgroup by Lemma 3.2. Let
pi : Z × Z3 → Z
be the natural projection map, with ker(pi) = Z3. Then pi(A) is a Schur ring over Z,
which is either discrete or symmetric by [1, Theorem 3.3].
Case 1. Suppose pi(A) = F [Z]. Then AH is discrete. Furthermore,{
zm, azm, a2zm
}
= pi−1 ({zm})
is an S-set for all integers m. Hence
AH×〈a〉 = AH ⊗A〈a〉.
If H = Z, then A = AZ ⊗A〈a〉 and hence the S-ring A is traditional.
Next, we assume that H < Z. Choose zm ∈ Z \H . Then
{zm, azm} ∈ D(A), or {zm, a2zm} ∈ D(A), or {zm, azm, a2zm} ∈ D(A).
Suppose
{zm, azm, a2zm} ∈ D(A).
In this case, we may assume that
A = AH×Z3 ∧ AG/Z3 .
Otherwise, there exists zm
′
∈ Z \H such that
{zm
′
, azm
′
} ∈ D(A), or {zm
′
, a2zm
′
} ∈ D(A).
We may replace zm with zm
′
.
Since both a and a2 are generators of Z3, without loss of generality we may
assume that {zm, azm} ∈ D(A). Therefore, a2zm ∈ D(A). It follows that z3m ∈ A
by Proposition 3.1. It is easy to see that {a, a2} ∈ D(A). Let
K = 〈zm, H〉,
then K is the unique subgroup of G such that |K : H | = 3. Also,
K ×Z3 = 〈z
m, azm, H〉
is an S-subgroup.
Subcase 1.1. K < Z. Then for any zn ∈ Z \K, the basic set containing zn
must be {zn, zna, a2zn}. Otherwise, we have {z3n} ∈ D(A) by Proposition 3.1 and
hence zn ∈ K, a contradiction. Thus,
A = AK×Z3 ∧ AG/Z3 .
Consequently, A is traditional whenever 1 < K < Z.
Subcase 1.2. K = Z. Then
{z, az} ∈ D(A), or {z, a2z} ∈ D(A), or {z, az, a2z} ∈ D(A).
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Suppose
{z, az, a2z} ∈ D(A). (3.5)
Claim 1. Under the assumption in (3.5), we have A = AH×Z3 ∧ AG/Z3 . In
particular, A is traditional.
Proof. If the claim is false, then there exists 3 ∤ k ∈ Z such that
{zk, azk} ∈ D(A), or {zk, a2zk} ∈ D(A).
If k ≡ 1 (mod 3), then
{z, az} = {z1−k}{zk, azk} ∈ D(A), or {z, a2z} = {z1−k}{zk, a2zk} ∈ D(A),
which is a contradiction to statement (3.5).
If k ≡ 2 (mod 3), then
{z, a2z} = {z1+k}{z−k, a2z−k} ∈ D(A) or {z, az} = {z1+k}{z−k, az−k} ∈ D(A),
a contradition.
It follows that A = AH×Z3 ∧ AG/Z3 and consequently A is traditional.

Now, we may assume that {z, az} ∈ D(A). One can see that
a2z ∈ D(A) and 〈z3〉 ≤ H ≤ Z.
Observe that for any k ∈ Z+ and 3 ∤ k,
{zk, akzk} = {a2k−2zk, a2k−1zk} = (a2z)k−1{z, az} ∈ D(A).
Henc, the basic sets in D(A) are the following:
D(A) = {1}; {zk, akzk}, k ∈ Z, 3 ∤ k; {a2kzk}, k ∈ Z, 3 ∤ k; {azk, a2zk}, k ∈ Z, 3|k.
Let ψ be the automorphism defined as follows:
ψ : G→ G, z 7→ az, a 7→ a2. (3.6)
It is easy to see that A = F [G]〈ψ〉. Thus, A is traditional.
Similarly, if {z, a2z} ∈ D(A), then A = F [G]〈δ〉. Here, δ ∈ Aut(G) defined as:
δ : G→ G, z 7→ a2z, a 7→ a2. (3.7)
Case 2. Suppose pi(A) = F [Z]±. Then,
{zm, z−m, azm, az−m, a2zm, a2z−m} = pi−1{zm, z−m}
is an S-set for all m ∈ Z.
Observe that for any nonzero integer m, {akzm, akz−m} can not be a basic set.
Otherwise, {z3m} would be a basic set by Proposition 3.1. This is a contradiction
to the assumption.
Subcase 2.1. H = Z. Thus, {zm, z−m} ∈ D(A) for all m ∈ Z. It follows that
{azm, az−m, a2zm, a2z−m}
is an S-set for all m ∈ Z.
If A〈a〉 is discrete, then A = AZ ⊗A〈a〉 and so A is traditional.
Next, suppose that
{a, a2} ∈ D(A) and {az, az−1, a2z, a2z−1} ∈ D(A).
8 GANG CHEN AND JIAWEI HE
If there exists k ∈ Z+ such that {azk, az−k} ∈ D(A), then
az2k+1 + az−1 + az + az−2k−1 = (azk + az−k)(zk+1 + z−k−1) ∈ A.
This implies that {az−1, az} ∈ D(A), a contradiction. Similarly, it is impossible
that {azk, a2z−k} ∈ D(A). We conclude that
{azk, az−k, a2zk, a2z−k} ∈ D(A), ∀k ∈ Z+.
And therefore, A = AZ ⊗A〈a〉. In particular, A is traditional.
Now, suppose that
{a, a2} ∈ D(A) and {az, a2z−1} ∈ D(A).
By the observation at the beginning of Case 2, {az−1, a2z} is also a basic set.
Applying Lemma 3.1 to {az, a2z−1} and {az−1, a2z}, we obtain that
{akz−k, a2kzk} and {akzk, a2kz−k} ∈ D(A), ∀3 ∤ k ∈ Z.
Thus, for any 3 ∤ k,
ak+1zk−1+a2k+1z−k−1+ak+2zk+1+a2(k+1)z−k−1 = (az−1+a2z)(akzk+a2kz−k) ∈ A.
In particular, if k ≡ 1 (mod 3), one can see that
{azk, a2z−k} ∈ D(A), ∀3|k.
We conclude that {azk, a2z−k} ∈ D(A) for all k ∈ Z. It is easy to see that
A = F [G]〈ξ〉,
where ξ ∈ Aut(G) is defined as
ξ : G→ G, z 7→ z−1, a 7→ a2. (3.8)
Finally, neither {az, az−1} nor {az, a2z} is a basic set by the observation at the
beginning of Case 2.
Subcase 2.2. H < Z.
Choose zm ∈ Z \H . Then one of the following holds:
(i) {zm, z−m, azm, az−m, a2zm, a2z−m} ∈ D(A),
(ii) {zm, z−m, azm, a2z−m} ∈ D(A) and {az−m, a2zm} ∈ D(A),
(iii) {zm, z−m, az−m, a2zm} ∈ D(A) and {a2z−m, azm} ∈ D(A),
(iv) {zm, azm, az−m} ∈ D(A) and {z−m, a2z−m, a2zm} ∈ D(A),
(v) ){zm, a2z−m, az−m} ∈ D(A) and {z−m, azm, a2zm} ∈ D(A),
(vi) {zm, a2z−m, a2zm} ∈ D(A) and {z−m, az−m, a2zm} ∈ D(A),
(vii) {zm, az−m} ∈ D(A), {z−m, a2zm} ∈ D(A) and {a2z−m, azm} ∈ D(A),
(viii) {zm, a2z−m} ∈ D(A), {z−m, azm} ∈ D(A) and {az−m, a2zm} ∈ D(A).
If (i) holds for all zm ∈ Z \H , then
A = AH×Z3 ∧ AG/Z3 .
In particular, A is traditional.
Conditions (iv), (v), and (vi) can not happen by Theorem 3.2.
Now, assume that statement (ii), (iii), (vii), or (viii) holds. In these cases, we
conclude that z3m ∈ H by Proposition 3.1. Set
M = 〈zm, H〉 = 〈z−m, H〉.
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Then M is the unique subgroup of G such that |M : H | = 3. In addition,
M ×Z3 = 〈z
m, z−m, azm, a2z−m, H〉 = 〈zm, z−m, az−m, a2zm, H〉
is an S-subgroup.
If M < Z, then for any zl ∈ Z\M , by the above arguments, one can easily see
that the basic set containing zl must be
{zl, z−l, azl, az−l, a2zl, a2z−l}.
Hence,
A = AM×Z3 ∧ AG/Z3 ,
and so A is traditional.
If M = Z, then H = 〈z3〉 by |M : H | = 3. There are fives cases to consider.
(1) {z, z−1, az, az−1, a2z, a2z−1} ∈ D(A),
(2) {z, z−1, az, a2z−1} ∈ D(A) and {az−1, a2z} ∈ D(A),
(3)
{
z, z−1, az−1, a2z
}
∈ D(A), and {a2z−1, az} ∈ D(A),
(4) {z, az−1} ∈ D(A), {z−1, a2z} ∈ D(A), and {a2z−1, az} ∈ D(A),
(5) {z, a2z−1} ∈ D(A), {z−1, az} ∈ D(A), and {az−1, a2z} ∈ D(A).
Suppose condition (1) holds. Then we have the following claim.
Claim 2. A = AH×Z3 ∧ AZ3 .
Proof. If the claim is false, then there exists k ∈ Z+ not divisible by 3 such that
{a2z−k, azk} ∈ D(A) or {az−k, a2zk} ∈ D(A).
First, assume that {a2z−k, azk} ∈ D(A).
If k ≡ 1 (mod 3), then {zk−1, z1−k} ∈ D(A) by 3|k − 1. It follows that
a2z−1 + a2z1−2k + az2k−1 + az = (a2z−k + azk) · (zk−1 + z1−k) ∈ A.
This yields that {a2z−1, az} ∈ D(A), a contradiction.
If k ≡ 2 (mod 3), then {zk+1, z−1−k} ∈ D(A) by 3|k + 1. It follows that
az−1 + a2z−1−2k + az2k+1 + a2z = (a2z−k + azk) · (zk+1, z−1−k) ∈ A.
Thus, {az−1, a2z} ∈ D(A), a contradiction.
Therefore, the claim is valid in this case. Similarly, the claim holds if {az−k, a2zk}
is a basic set for some positive integer k not divisible by 3. 
Suppose condition (2) holds. Then, by Lemma 3.1 {a2z−2, az2} = {az−1, a2z}(2)
is a basic set. By the statements at the beginning of Subcase 2.2, this implies that
{z2, z−2, az−2, a2z2} ∈ D(A) or {z2, az−2} ∈ D(A).
If {z2, az−2} ∈ D(A), then
az + a2z−3 + a2z3 + z−1 = (az−1 + a2z) · (z2 + az−2) ∈ A.
It means that {az, z−1} is an S-set, a contradiction to the assumption of (2). We
conclude that
{z2, z−2, az−2, a2z2} ∈ D(A). (3.9)
Note that
{az3, az−3} ∈ D(A), or {az3, a2z−3} ∈ D(A), or {az3, az−3, a2z−3, a2z3} ∈ D(A).
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If {az3, az−3} ∈ D(A), then
a2z2 + z4 + a2z−4 + z−2 = (az3 + az−3)(az−1 + a2z) ∈ A.
So, {a2z2, z−2} is an S-set, a contradiction to statement (3.9).
If {az3, a2z−3} ∈ D(A), then
a2z2 + z4 + z−4 + az−2 = (az3 + a2z−3)(az−1 + a2z) ∈ A
and hence {a2z2, az−2} is an S-set, another contradiction to statement (3.9).
As a consequence, we obtain
{az3, az−3, a2z−3, a2z3} ∈ D(A). (3.10)
Next, we will prove the following claim.
Claim 3. The following statements hold:
(a) {zn, z−n, anzn, a2nz−n} ∈ D(A), if n ∈ Z+ and 3 ∤ n,
(b) {azn, az−n, a2zn, a2z−n} ∈ D(A), if n ∈ Z+ and 3|n.
Proof. We prove the claim by induction on n. If n = 1, n = 2, or n = 3, the
claims follow by the assumption and statements (3.9) and (3.10).
If n ≡ 0 (mod 3), then n− 1 ≡ 2 (mod 3). Hence,
{zn−1, z1−n, az1−n, a2zn−1} ∈ D(A),
by inductive hypotheses.
Assume that {azn, az−n} ∈ D(A). Then
a2zn−1 + zn+1 + a2z−n−1 + z1−n = (azn + az−n)(az−1 + a2z) ∈ A.
It follows that {a2zn−1, z1−n} is an S-set, a contradiction.
Assume that {azn, a2z−n} ∈ D(A). Then
a2zn−1 + zn+1 + z−n−1 + az1−n = (azn + a2z−n) · (az−1 + a2z) ∈ A.
Thus, {a2zn−1, az1−n} is an S-set, a contradiction. Hence,
{azn, az−n, a2zn, a2z−n} ∈ D(A).
If n ≡ 1 (mod 3), then n− 1 ≡ 0 (mod 3). So,
{azn−1, az1−n, a2z1−n, a2zn−1} ∈ D(A).
by inductive hypotheses. By Lemma 3.1, one can see that
{az−n, a2zn} = {az−1, a2z}(n)
is an S-set. Therefore, {az−n, a2zn} ∈ D(A). It yields that
{zn, z−n, azn, a2z−n} ∈ D(A), or {zn, a2z−n} ∈ D(A).
Assume that {zn, a2z−n} ∈ D(A). Then
azn−1 + a2zn+1 + z−n−1 + az1−n = (zn + a2z−n) · (az−1 + a2z) ∈ A.
This implies that {azn−1, az1−n} is an S-set, a contradiction.
Thus,
{zn, z−n, azn, a2z−n} ∈ D(A).
If n ≡ 2 (mod 3), then n− 1 ≡ 1 (mod 3). Hence,
{zn−1, z1−n, a2z1−n, azn−1} ∈ D(A)
by inductive hypotheses.
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Similarly, we have {a2z−n, azn} ∈ D(A). One can see that
{zn, z−n, az−n, a2zn} ∈ D(A), or {zn, az−n} ∈ D(A).
Suppose that {zn, az−n} ∈ D(A), then
azn−1 + a2zn+1 + a2z−n−1 + z1−n = (zn + az−n) · (az−1 + a2z) ∈ A.
This yields that {azn−1, z1−n} ∈ D(A), a contradiction. Hence,
{zn, z−n, az−n, a2zn} ∈ D(A).
This completes the proof of Claim 3. 
Obviously, {a, a2} ∈ S(A). As a consequence of Claim 3, one can easily see that
A = F [G]〈ψ,ξ〉,
where ψ and ξ are automorphisms of G defined as in (3.6) and (3.8), respectivelty.
Suppose condition (3) holds. One can similarly get that
A = F [G]〈δ,ξ〉,
where δ and ξ are defined as in (3.7) and (3.8), respectively.
Suppose condition (4) holds. Applying Lemma 3.1, for all integers k with 3 ∤ k
we obtain that
{zk, akz−k} ∈ D(A), {z−k, a2kzk} ∈ D(A), and {a2kz−k, akzk} ∈ D(A).
Assume that k ≡ 1 (mod 3). Observe that
azk−2 + a2zk+2 + a2z−k−2 + z2−k = (zk + az−k)(az−2 + a2z2) ∈ A.
This yields that {a2zk+2, a2z−k−2} ∈ D(A).
Assume that k ≡ 2 (mod 3). Then
azk+1 + a2zk−1 + z1−k + az−1−k = (zk + a2z−k)(az + a2z−1) ∈ A.
This implies that {azk+1, az−k−1} ∈ D(A).
We conclude that
{azk, az−k} ∈ D(A), and {a2zk, a2z−k} ∈ D(A), ∀3|k ∈ Z+.
Note that
(z + az−1)(z + az−1) = z2 + 2a+ az−2 ∈ A.
Thus, {a} ∈ D(A), and hence A〈a〉 is discrete.
Now let ρ ∈ Aut(G) be defined as follows:
ρ : G→ G, z 7→ az−1, a 7→ a. (3.11)
It is easy to see that
A = F [G]〈ρ〉.
In particular, A is traditional.
Suppose condition (5) holds. Let σ ∈ Aut(G) be defined as follows:
σ : G→ G, z 7→ a2z−1, a 7→ a. (3.12)
Then one can see that
A = F [G]〈σ〉.
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