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Introduction
La connaissance de la structure e´lectronique des mole´cules est tre`s importante pour
comprendre la ge´ome´trie, les proprie´te´s et la re´activite´. Les mode`les purement classique
de l’atome et des mole´cules ne peuvent rendre-compte de certaines proprie´te´s comme les
spectres d’absorption et d’e´mission. Le besoin d’expliquer ces phe´nome`nes a conduit au
de´veloppement de la me´canique quantique qui a permis de de´velopper des the´ories pre´cises
et quantitatives de la structure e´lectronique des mole´cules. Cependant, des mode`les simples
issus de la me´canique quantique sont utilise´s pour de´crire les mole´cules dont :
– la the´orie de Lewis qui permet d’acce´der au sche´ma des liaisons au sein d’une
mole´cule [1],
– la the´orie VSEPR qui permet de pre´voir leurs ge´ome´tries [2].
De plus, l’utilisation de notions simples comme la syme´trie, le recouvrement ou l’e´lectrone´-
gativite´ permet de de´velopper une me´thode d’analyse qualitative de la structure e´lectronique
des compose´s et des proprie´te´s qui en de´coulent (ge´ome´trie, re´activite´). C’est la the´orie
des orbitales de fragments base´e sur l’analyse des interactions entre orbitales. Dans cette
the´orie, les orbitales de valence d’une mole´cule sont construites a` partir des orbitales
de valence des fragments qui la constituent. Applique´e aux me´taux de transition, elle a
permis de comprendre un grand nombre de re´sultats expe´rimentaux sur la base d’ana-
lyses et dans un langage accessibles a` tous les chimistes. En 1981, Roald Hoffman a e´te´
laure´at du prix Nobel de chimie pour ses travaux dans ce domaine conjointement avec
Kenichi Fukui, pionnier de la the´orie des orbitales frontie`res [3, 4]. L’explication de cer-
12
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tains re´sultats expe´rimentaux comme l’existence de deux e´lectrons ce´libataires dans la
mole´cule de dioxyge`ne, ne peut provenir que de mode`les the´oriques plus pousse´s. En
outre, certains concepts utilise´s pour la description qualitative de la liaison chimique
des e´le´ments des deux premie`res pe´riodes ne sont pas ge´ne´ralisables aux e´le´ments plus
lourds du tableau pe´riodique. Le niveau quantitatif peut eˆtre atteint par des me´thodes
pre´cises semi-empiriques, ab initio, DFT. Ne´anmoins, l’interpre´tation des re´sultats donne´s
par ces calculs ne´cessite un retour aux notions fondamentales de syme´trie, de recouvre-
ment, d’e´lectrone´gativite´. Par exemple, l’analyse qualitative de l’e´tude des interactions
orbitalaires par le trace´ de diagrammes de corre´lation entre orbitales de fragment per-
met d’e´clairer les re´sultats quantitatifs. Les phe´nome`nes complexes qui gouvernent la
liaison chimique ont suscite´ l’e´laboration d’analyses rigoureuses de la fonction d’onde
e´lectronique. On peut citer les e´tudes sur la localisation, la contribution de Bader a` la
de´finition d’un atome dans un mole´cule (AIM) [66], les analyses de populations base´es
sur les orbitales naturelles (NBO) de Weinhold [65], les me´thodes de de´composition de
l’e´nergie de Morokuma [58], Ziegler [59] ou Stevens [60] pour comprendre la nature des
interactions intermole´culaires etc... Saisir qualitativement et quantitativement la liaison
chimique et identifier les informations cruciales forment les bases d’un grand nombre de
me´thodes visant a` la re´duction du couˆt des calculs quantiques. Entre autres, on peut don-
ner l’exemple du linear-scaling, des travaux sur les orbitales locales, des pseudopotentiels
atomiques, des pseudopotentiels de groupe ou encore des me´thodes hybrides.
Pour commencer, une partie the´orique rappellera les fondements the´oriques de la chi-
mie quantique et donnera une description des principales me´thodes et approximations
utilise´es dans nos travaux.
Dans un deuxie`me temps, la me´thodologie des pseudopotentiels de groupe sera pre´sente´e
en de´tails. Elle sera e´claire´e par l’exemple de l’extraction d’un pseudopotentiel pour le
ligand carbonyle. Avant de donner les principaux re´sultats de l’utilisation du pseudo-
carbonyle, une analyse de la signification de l’ope´rateur pseudopotentiel de groupe sera
13
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donne´e.
Une troisie`me partie sera consacre´e a` donner les re´sultats d’une premie`re approche
pour inte´grer les pseudopotentiels de groupe dans les me´thodes hybrides pour traiter les
liaisons pendantes a` la frontie`re entre les sous-re´gions.
La partie suivante introduira les deux dernie`res. Elles pre´sentera les diffe´rentes me´thodes
de partition de l’e´nergie d’interaction. La comparaison de l’acidite´ de Lewis des compose´s
BCl3 et BF3 servira d’illustration a` l’utilite´ de disposer de tels outils.
Dans les deux dernie`res parties, le mode de liaison des e´le´ments du groupe 15 sera
e´tudie´ au sein de divers complexes de type donneur-accepteur me´talliques ou impliquant
des e´le´ments du groupe principal (B, Al). Les outils d’analyse seront l’analyse NBO, la
me´thode de de´composition de l’e´nergie d’interaction expose´e au chapitre 4.
La conclusion exposera les prolongements possibles a` ce travail.
14
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Chapitre 1
The´ories et mode`les de la chimie
quantique
1.1 Introduction
Dans ce chapitre, nous allons pre´senter les fondements the´oriques des calculs de chi-
mie quantique que nous avons utilise´s au cours de notre travail. Une premie`re par-
tie sera consacre´e a` la me´thode Hartree-Fock et aux me´thodes capables de traiter la
corre´lation e´lectronique. Ensuite, nous aborderons une autre famille de calculs quantiques,
les me´thodes de DFT 1. Dans une troisie`me partie, notre taˆche sera d’exposer les modes
de traitement des effets relativistes dans nos calculs de me´canique quantique. Pour finir ce
court expose´ the´orique, nous parlerons des outils me´thodologiques utilise´s dans ce travail
pour analyser les fonctions d’onde issues de nos calculs.
1Density Functional Theory
16
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1.2 Equations et principes fondateurs
1.2.1 Equation de Schro¨dinger
La chimie quantique est base´e sur la re´solution de l’e´quation de Schro¨dinger [5] afin
de de´terminer l’e´nergie et la fonction d’onde d’une mole´cule. L’e´quation de Schro¨dinger
inde´pendante du temps pour une mole´cule s’e´crit
HˆtotΨtot (r,R) = EtotΨtot (r,R) (1.1)
ou` r est le vecteur position pour les e´lectrons et R est le vecteur position pour les noyaux.
L’ope´rateur hamiltonien total de la mole´cule, Hˆtot, s’e´crit comme la somme des e´nergies
cine´tiques et potentielles des noyaux et des e´lectrons.
Hˆtot = TˆN + Tˆe + VˆNe + Vˆee + VˆNN (1.2)

































avec N , le nombre total d’e´lectrons, i et j, les indexes courants sur les e´lectrons, M le
nombre total de noyaux, A et B les indexes courants sur les noyaux. La re´solution exacte
de l’e´quation de Schro¨dinger n’est possible que pour les syste`mes hydroge´no¨ıdes (a` un
e´lectron). Dans tous les autres cas, il faut avoir recours a` des approximations.
1.2.2 Approximation de Born-Oppenheimer
L’approximation de Born-Oppenheimer [6] est utilise´e pour simplifier le proble`me
mole´culaire en se´parant les mouvements e´lectroniques et nucle´aires. Cette approxima-
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tion est base´e sur le fait que les e´lectrons, beaucoup moins lourds que les noyaux, peuvent
s’adapter quasi instantane´ment aux de´placements nucle´aires. Ainsi, la distribution e´lectro-
nique au sein d’une mole´cule de´pend surtout de la position des noyaux et non pas de
leurs vitesses. C’est pourquoi le terme d’e´nergie cine´tique des noyaux, TˆN (cf. e´quation
1.2), est ne´glige´ lors de la re´solution du proble`me e´lectronique. L’approximation de Born-
Oppenheimer permet de re´soudre les proble`mes nucle´aires et e´lectroniques de fac¸on inde´pen-
dante. On e´crit la fonction d’onde totale sous la forme du produit d’une fonction d’onde
e´lectronique avec une fonction d’onde nucle´aire :
ΨBO ({r} ; {R}) = ψe ({r} ; {R})ψnucl ({R}) (1.4)
Pour la majorite´ des syte`mes, l’approximation de Born-Oppenheimer introduit seulement
une erreur tre`s faible. Une fois place´ dans le cadre de cette approximation, le proble`me est
de re´soudre d’abord l’e´quation de Schro¨dinger e´lectronique 1.7 pour un jeu de coordonne´es
nucle´aires, R (cf. e´quation 1.1), devenues des parame`tres :
Hˆelec = Hˆe + VˆNN (1.5)





















L’ope´rateur hamiltonien e´lectronique Hˆe s’e´crit
Hˆe = Tˆe + VˆNe + Vˆee (1.8)
Dans un deuxie`me temps, on re´sout l’e´quation de Schro¨dinger pour les noyaux. La fonction
d’onde e´lectronique de´pend parame´triquement de la ge´ome´trie nucle´aire et est une fonc-
tion propre de l’hamilonien e´lectronique. La somme de la valeur propre associe´e (l’e´nergie
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e´lectronique) et du potentiel de re´pulsion coulombienne VNN de´finit un potentiel effec-
tif qui gouverne les mouvements nucle´aires. Ceux-ci varient donc d’un e´tat e´lectronique
a` un autre. Par conse´quent, les noyaux dans l’approximation de Born-Oppenheimer se
de´placent sur une surface de potentiel obtenue en re´solvant le proble`me e´lectronique :
{
TˆN + Ee + VˆNN
}
ψnucl ({R}) = EBOψnucl ({R}) (1.9)
Les solutions de l’e´quation de Schro¨dinger nucle´aire de´crivent la vibration, la rotation et la
translation d’une mole´cule. L’e´nergie totale dans l’approximation de Born-Oppenheimer
EBO, inclut les e´nergies e´lectronique, vibrationnelle, rotationnelle et de translation.
1.2.3 Approximation monoe´lectronique
La difficulte´ dans l’e´quation 1.7 vient du terme de re´pulsion bie´lectronique en 1/rij.
Cependant, si on conside`re une collection de N e´lectrons dont les mouvements sont
inde´pendants les uns des autres. La fonction d’onde ψe s’e´crit comme le produit de fonc-
tions propres φi des ope´rateurs hˆ (i). Par conse´quent, l’hamiltonien du syste`me s’e´crit
comme la somme de N hamiltoniens monoe´lectroniques




Les hamiltoniens monoe´lectroniques hˆ (i) sont des ope´rateurs de´crivant les e´nergies
cine´tique et potentielle de l’e´lectron i. Mais hˆ (i) peut contenir un terme pour rendre
compte de la re´pulsion bie´lectronique de fac¸on moyenne. Les fonctions d’onde monoe´lectro-
niques φi sont le produit d’une orbitale spatiale, ϕi, avec une fonction de spin (α ou β),
ce sont les spin-orbitales mole´culaires (ou atomiques) et sont en ge´ne´ral de´localise´es sur
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Le principe de Pauli, qui de´coule de l’indiscernabilite´ des e´lectrons, e´nonce que la fonc-
tion d’onde d’un syste`me d’e´lectrons (fermions, leur spin est 1/2) doit eˆtre antisyme´trique
respectivement a` l’e´change de deux e´lectrons quelconques du syste`me.
Dans le cadre de la the´orie Hartree-Fock, la fonction d’onde e´lectronique est e´crite
sous la forme d’une fonction d’onde monode´terminantale, ce qui lui garantit d’eˆtre anti-






φ1 (1) φ1 (1) · · · φn
2
(1)












avec 〈φi | φj〉 = δij.
φi (i) (respectivement φi (i)) de´signe une orbitale mole´culaire avec une fonction de spin
β (respectivement α).
1.2.4 Fonctions de base
On conside`re ici des calculs en couche ferme´e, i.e., nos e´tats mole´culaires ont des
nombres d’e´lectrons pairs et tous nos e´lectrons sont apparie´s de sorte que les orbitales
spatiales soient doublement occupe´es. On peut alors montrer que l’on peut e´liminer le
spin. Une base dans un espace vectoriel est un jeu de vecteurs (les fonctions de bases)
line´airement inde´pendants permettant d’engendrer tous les vecteurs de l’espace vectoriel
conside´re´. Les fonctions d’onde qui de´crivent les mole´cules sont des vecteurs d’un espace
vectoriel infini et complexe. Une base adapte´e a` cet espace vectoriel devrait contenir une
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infinite´ de fonctions de base, cependant cela est impossible a` re´aliser du point de vue
nume´rique.
Les orbitales mole´culaires ϕi sont en fait exprime´es comme des combinaisons line´aires





Lorsque les fonctions de base sont des orbitales atomiques des atomes constituant
la mole´cule, l’e´quation 1.13 est appele´e une combinaison line´aire d’orbitales atomiques
(LCAO) [7, 8]. On suppose que les atomes gardent en partie leur identite´ au sein d’une
mole´cule. Au sens strictement mathe´matique, de nombreux types de fonctions mathe´matiques
peuvent eˆtre choisis pour χr. En pratique, deux types de fonctions sont commune´ment
employe´s. Les fonctions de type Slater sont caracte´rise´es par une discontinuite´ a` l’origine
qui donnent une densite´ e´lectronique correcte :
s (ζ, r) = Nrn−1 exp (−ζr)Y`m (θ, φ) (1.14)
Les Y`m sont les harmoniques sphe´riques, N est une constante de normalisation, ζ l’expo-
sant de l’orbitale, n et ` et m les nombres quantiques principal, orbital et magne´tique, et
r le vecteur position de l’e´lectron en prenant comme origine la position du noyau.
Les fonctions gaussiennes sont utiles pour la simplification du calcul des inte´grales
bie´lectroniques. La forme ge´ne´rale d’une gaussienne est
g (α, r) = Nxnymz` exp
(−αr2) (1.15)
ou` α est une constante qui spe´cifie la taille ou extension spatiale de la fonction et N est
une constante de normalisation. Des combinaisons line´aires de primitives gaussiennes sont
utilise´es pour former les fonctions de base χr et sont appele´es gaussiennes contracte´es.
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Les fonctions de Slater de´crivent de manie`re plus correcte le comportement des or-
bitales mole´culaires φi que les fonctions gaussiennes. Ainsi, moins de fonctions de Slater
sont ne´cessaires dans le de´veloppement φi (cf. e´quation 1.13) pour des re´sultats com-
parables. Cependant, la meilleure efficacite´ nume´rique est obtenue lorsque les fonctions
monoe´lectroniques sont des fonctions gaussiennes. En effet, l’e´valuation des inte´grales
bie´lectroniques a` quatre centres est tre`s difficile et longue si on utilise des fonctions de
Slater. Au contraire, ces inte´grales deviennent relativement faciles a` calculer en base gaus-
sienne car le produit de deux fonctions gaussiennes centre´es en deux points diffe´rents est
une nouvelle fonction gaussienne centre´e en un nouveau point.
En pratique, plus la base est grande et comple`te, plus flexible est la description des
orbitales. En effet, moins de restrictions sont impose´es aux positions des e´lectrons dans
l’espace. Lorsqu’une seule fonction de base est utilise´e par orbitale atomique, la base est
dite minimale. Si deux fonctions de base sont utilise´es, la base est dite double-ζ (DZ). On
peut aussi ajouter des fonctions de polarisation, c-a`-d, des fonctions de base de nombre
quantique de moment angulaire supe´rieur. De telles fonctions accroissent la flexibilite´
de la base en autorisant les charges e´lectroniques a` se de´localiser. De plus, on utilise des
orbitales d’exposants petits qui diminuent progressivement lorsque le rayon augmente afin
de de´crire les re´gions de l’espace e´loigne´es du noyau. Ces orbitales sont dites diffuses ; elles
sont importantes pour l’e´tude d’anions et d’e´tats excite´s comme des e´tats de Rydberg.
Pour avoir des fonctions χr alliant les avantages des deux types de fonctions Slater et
gaussiennes, il est possible d’utiliser des combinaisons line´aires de gaussiennes pour les χr.
La contraction judicieuse des bases peut re´duire les temps de calcul avec une faible perte
de pre´cision. Contracter une base re´duit le nombre de coefficients, Cir (cf. e´quation 1.13).
Les bases non contracte´es donnent toujours une e´nergie plus basse car elles contiennent
plus de parame`tres variationnels.
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Inventaire des bases utilise´es dans ce travail de the`se Les calculs de ce travail ont
e´te´ mene´s avec des bases de gaussiennes et des bases de Slater. Le tableau 1.1 re´pertorie
l’ensemble des bases utilise´es et quelques unes de leurs caracte´ristiques.
Nom De´finition Type de fonction
6-31G* [9] double-ζ GTO
plus une fonction de polarisation
sur les atomes lourds
6-311G(2d) [9] triple-ζ GTO
plus 2 fonctions d de polarisation
sur les atomes lourds
cc-pVTZ [10] triple-ζ adapte´e a` la correlation GTO
Aug-cc-pVTZ [10] triple-ζ adapte´e a` la correlation GTO
plus une fonction diffuse correspondant a`
chaque type de fonction utilise´e
SDD [11] base et potentiel associe´ GTO
Seijo [12] base et potentiel AIMP associe´ GTO
II [13, 53] 6-31G* pour les atomes des 3 premie`res pe´riodes GTO
pour le reste base double-ζ de Hay et Wadt
et pseudopotentiel petit cœur associe´
TZ2P [138] triple-ζ STO
plus 2 fonctions de polarisation
QZ4P [138] quadruple-ζ STO
plus 1 fonction de polarisation
Tab. 1.1 – Bases utilise´es dans ce travail. STO : fonctions de Salter ; GTO : fonctions
gaussiennes.
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1.2.5 Equations de Roothaan
L’e´nergie E d’une fonction d’onde quelconque peut-eˆtre calcule´e comme la valeur






〈Ψ | Ψ〉 (1.16)
La me´thode variationnelle est une approche importante pour trouver des solutions
approche´es a` des e´quations aux valeurs propres. Le principe variationnel s’e´nonce comme
suit
soit une fonction d’onde normalise´e Ψ qui satisfasse les conditions aux limites ade´quates
(la fonction doit tendre vers ze´ro a` l’infini, et son carre´ doit eˆtre inte´grable). Alors la va-





〈Ψ | Ψ〉 ≥ ε0 (1.17)
Plus la fonction d’onde est proche de la ve´ritable fonction d’onde du syste`me, plus
l’e´nergie obtenue est basse. La me´thode variationnelle utilise une fonction d’essai norma-
lise´e Ψ qui peut eˆtre e´crite comme une fonction d’un jeu de parame`tres et des coordonne´es
du syste`me. On fait varier les parame`tres pour minimiser l’e´nergie.
Si le principe variationnel est maintenant applique´ a` la solution de l’e´quation 1.6
avec une fonction d’essai ψe de la forme de celle de l’e´quation 1.12, ou` chaque orbi-
tale mole´culaire est de´veloppe´e comme dans l’e´quation 1.13, alors les e´quations suivantes
de´rive´es par Roothaan et Hall [14, 15] sont obtenues
Q∑
r=1
(Fsr − εiSsr) cri = 0 i = 1, 2, . . .Q (1.18)
Q e´tant le nombre de fonctions de base (cf. e´quation 1.13).
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Le syste`me d’e´quations 1.18 s’e´crit sous forme matricielle :
FC = SCε (1.19)
ou` ε est une matrice diagonale d’e´nergies orbitalaires, εi est l’e´nergie de la i
e`me orbitale
mole´culaire φi, C est la matrice des coefficients des fonctions de base, S est la matrice de
recouvrement et F est la matrice de Fock. Les e´le´ments de ces matrices s’e´crivent















Hcœur est une matrice repre´sentant l’e´nergie d’un seul e´lectron dans le champ des noyaux





(ij | kl) e´tant une inte´grale de re´pulsion bie´lectronique.
Pour re´soudre les e´quations de Roothaan-Hall, la matrice de Fock doit eˆtre initialise´e.
Cette matrice ne´cessite la matrice densite´, qui de´pend des coefficients du de´veloppement
des orbitales mole´culaires. Ces coefficients sont initialement inconnus. Par conse´quent, on
utilise une me´thode ite´rative pour re´soudre ces e´quations. D’abord, on choisit un jeu de
coefficients de de´part. Dans la pratique, ce jeu est obtenu en utilisant un niveau de calcul
plus bas, tel que Hu¨ckel e´tendu, ou bien une me´thode semi-empirique. Ces coefficients
sont alors utilise´s pour construire la matrice de Fock. Les e´quations de Roothaan-Hall
sont re´solues en ε et un nouveau jeu de coefficients est obtenu. La me´thode est re´pe´te´e
jusqu’a` ce que les e´nergies et les coefficients aient converge´. Cette proce´dure est la me´thode
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du champ auto-cohe´rent SCF 2. A la convergence, on obtient l’e´nergie minimale et les
orbitales associe´es. Dans un traitement Hartree-Fock, chaque e´lectron voit tous les autres
e´lectrons dans un champ moyen. Il n’y a pas d’interaction instantane´e e´lectron-e´lectron,
on ignore donc la corre´lation e´lectronique. Les me´thodes de plus haut niveau traitent la
corre´lation e´lectronique.
Dans la the´orie Hartree-Fock de´crite ci-dessus, connue comme la the´orie restricted
Hartree-Fock (RHF), les e´lectrons sont place´s dans les orbitales par paire. Une telle
proce´dure est adapte´e aux syste`mes dans lesquels les e´lectrons sont tous apparie´s, i.e., les
syste`mes a` couche ferme´e. Pour les syte`mes contenant un ou plusieurs e´lectrons ce´libataires
tels que les syste`mes a` couche ouverte, les e´quations de Roothaan-Hall doivent eˆtre mo-
difie´es. La the´orie dite spin-unrestricted Hartree-Fock (UHF) est une approche possible
pour traiter ce proble`me. Celle-ci place les e´lectrons de spin α et β dans des jeux diffe´rents
d’orbitales spatiales. Ceci implique deux jeux d’orbitales mole´culaires, i = 1, 2, ..., N ,
de´finis par deux jeux de coefficients. La the´orie UHF conduit a` la re´solution de deux
syste`mes d’e´quations de Fock couple´s.
1.3 Corre´lation e´lectronique
La fonction d’onde Hartree-Fock ne conside`re pas les interactions instantane´es entre
e´lectrons. Mais les e´lectrons se repoussent les uns les autres. Ainsi, si un e´lectron occupe
une certaine re´gion de l’espace, il est plus favorable pour un autre e´lectron d’en eˆtre
e´loigne´. On parle de trou de Coulomb autour des e´lectrons. Les mouvements des e´lectrons
sont corre´le´s, on parle de corre´lation e´lectronique.
L’e´nergie de corre´lation Ecorr est de´finie comme la diffe´rence entre l’e´nergie exacte,
Eexacte, et l’e´nergie Hartree-Fock, EHF.
2Self Consistent Field
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Ecorr = Eexacte − EHF (1.23)
Une fonction d’onde Hartree-Fock contient de la corre´lation e´lectronique instantane´e.
En effet, elle satisfait au principe de Pauli en e´tant une fonction antisyme´trique. Par
conse´quent, la probabilite´ de trouver deux e´lectrons de meˆme spin dans la meˆme re´gion
de l’espace est tre`s faible. On parle de trou de Fermi autour de chaque e´lectron.
1.3.1 Me´thodes variationnelles
Interactions de configurations (IC)
Toute fonction exacte repre´sentant l’e´tat fondamental d’un syste`me a` N e´lectrons peut
eˆtre e´crite comme la combinaison line´aire de tous les de´terminants a` N e´lectrons que l’on
peut construire a` partir du jeu d’orbitales mole´culaires {φi} (cf. e´quation 1.12) [16]. On
choisit d’e´crire les de´terminants d’IC en re´fe´rence au de´terminant Hartree-Fock, ainsi, le
de´veloppement de la fonction d’onde d’IC s’e´crit





















Di sont les ope´rateurs d’excitation. Les de´finir nous sera utile pour discuter des me´thodes
Coupled-Cluster. Les coefficients du de´veloppement ai de la combinaison line´aire sont
de´termine´s graˆce au principe variationnel de fac¸on a` minimiser l’e´nergie. Le de´veloppement
de l’e´quation 1.24 constitue la fonction d’interaction totale, elle de´finit la fonction d’onde
exacte du syste`me. Les indices S,D, T . indiquent des de´terminants mono-, di- et tri-
excite´s par rapport a` la configuration Hartree-Fock.
Le nombre de de´terminants possibles augmente tre`s rapidement, de fac¸on factorielle,
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avec le nombre d’e´lectrons et le nombre de fonctions de base du syste`me. Par conse´quent,
les calculs d’interaction de configurations totale ne sont possibles que pour les plus petits
syste`mes (nombre d’e´lectrons tre`s faible) de´crits dans des bases de taille tre`s modeste.
Le nombre de de´terminants excite´s de l’expansion d’IC doit eˆtre re´duit si l’on veut
augmenter la taille des syste`mes e´tudie´s. Tronquer l’expansion au niveau des mono-
excitations n’apporte aucun be´ne´fice par rapport a` la fonction d’onde Hartree-Fock. En
effet, le the´ore`me de Brillouin de´montre que les e´le´ments matriciels entre la fonction
d’onde Hartree-Fock et les de´terminants mono-excite´s sont e´gaux a` ze´ro. La troncature la
plus usite´e est celle ne gardant que les simples et doubles excitations (me´thode appele´e
SDCI). Lorsque la me´thode SDCI est accessible, elle permet de re´cupe´rer 80 a` 90% de
l’e´nergie de corre´lation du syte`me.
Cependant, les calculs d’IC tronque´e, contrairement a` une IC totale, ne sont plus size-
consistent. En effet, traitons deux syste`mes simultane´ment mais se´pare´s, par exemple, par
100 A˚, de fac¸on a` ce qu’ils ne soient pas en interaction. Dans un calcul SDCI, on prend en
conside´ration toutes les simples et doubles excitations possibles. Maintenant, conside´rons
ces deux syste`mes se´pare´ment en SDCI. On envisage pour chacun d’eux toutes les simples
et doubles excitations possibles. Si l’on re´alise sur chaque syste`me une double excitation
pour la re´union des deux syste`mes, cela correspond a` une quadruple excitation qui ne fait
pas partie du calcul SDCI pour le syste`me total. Une IC tronque´e n’a pas la proprie´te´
de cohe´rence de taille ou size-consistency, tre`s importante notamment pour des calculs
d’e´nergie de dissociation.
Me´thodes multiconfigurationnelles (MCSCF)
Dans la the´orie MCSCF 3 [17], la fonction d’onde s’e´crit comme une combinaison
line´aire de de´terminants. On obtient graˆce au principe variationnel les coefficients du
de´veloppement ai (cf. e´quation 1.24) ainsi que la forme des orbitales mole´culaires des
3Multiconfiguration Self-Consistent Field
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diffe´rentes configurations en variant les coefficients Cir (cf. e´quation 1.13) des orbitales
mole´culaires dans la base {χr}.
Le proble`me majeur des me´thodes MCSCF est de se´lectionner les configurations ne´cessaires
a` une bonne description du syste`me, c-a`-d choisir l’espace des re´fe´rences. Une des ap-
proches les plus populaires est celle du CASSCF 4 [18]. On se´lectionne les de´terminants
ou configurations les plus importants de la fonction d’onde. Un espace actif complet est
construit en se basant sur la partition des orbitales mole´culaires en plusieurs groupes :
– les orbitales inactives sont les orbitales doublement occupe´es dans la fonction d’onde ;
– les orbitales actives sont les orbitales dont l’occupation varie d’une configuration a`
l’autre (0, 1 et 2 e´lectrons actifs par orbitale) ;
– les orbitales virtuelles sont les orbitales vides restantes.
Dans cet espace, on re´alise une interaction de configuration totale (cf. Fig. 1.1). Comme
pour tout calcul d’IC totale, un calcul CASSCF devient rapidement tre`s lourd meˆme pour
des espaces actifs de taille modeste.
Notons que le formalisme MRCI est similaire a` celui d’un calcul d’IC. Mais la fonction
d’onde Hartree-Fock de re´fe´rence de l’IC est remplace´e dans un calcul MRCI par une
fonction de type MCSCF le plus souvent, on choisit une fonction de type CASSCF.
1.3.2 Me´thodes perturbatives (MBPT)
En me´canique quantique, les me´thodes perturbatives sont utilise´es pour inclure des
corrections a` des solutions de´ja` connues pour le syste`me. Ces me´thodes sont sous-tendues
par la the´orie des perturbations de Rayleigh-Schro¨dinger, ou Many-body Perturbation
Theory (MBPT). Dans ce cadre, on peut de´finir un ope´rateur hamiltonien constitue´ de
deux parties : un hamiltonien de re´fe´rence ou d’ordre 0, Hˆ0, et une perturbation Vˆ plus
faible que Hˆ0
4Complete Active Space Self-Consistent Field
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Fig. 1.1 – Repre´sentation sche´matique d’un espace CASSCF.
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Hˆ = Hˆ0 + Vˆ (1.25)
Dans les me´thodes dites Møller-Plesset (MP) [20], l’hamiltonien de re´fe´rence Hˆ0 est
une somme d’ope´rateurs de Fock monoe´lectroniques et la corre´lation e´lectronique est intro-
duite par perturbation. La fonction d’onde a` l’ordre 0 est le de´terminant Hartree-Fock et
l’e´nergie d’ordre 0 est la somme des e´nergies des orbitales mole´culaires (cf. e´quation 1.26).
La correction sur l’e´nergie au premier ordre est la moyenne de l’ope´rateur de perturba-
tion dans la fonction d’onde d’ordre 0, et l’e´nergie totale au premier ordre est exactement







EMP1 = EMP0 + E
(1)
0 = EHF (1.27)
La prise en compte de l’e´nergie de corre´lation commence donc au deuxie`me ordre de
perturbation. Dans l’e´quation 1.28, la correction a` l’e´nergie d’ordre i est note´e E
(i)
0 et
l’e´nergie totale de l’ordre n, EMPn),






En pratique, seuls les ordres de perturbation les plus bas sont accessibles. Il est souvent
observe´ que les re´sultats Hartree-Fock et MP2 sont tre`s diffe´rents, les re´sultats MP3 se
rapprochent des re´sultats HF alors que les re´sultats MP4 s’en e´loignent a` nouveau [21].
Un calcul MP4 commence a` eˆtre tre`s lourd.
Le choix d’une fonction d’onde multire´fe´rentielle au lieu de la fonction d’onde Hartree-
Fock ame`ne a` la ge´ne´ralisation de la the´orie de Møller-Plesset au cas multire´fe´rentiel.
Cependant, le choix de l’ope´rateur d’ordre 0, Hˆ0, est plus ardu. Une des me´thodes les
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plus connues de ce type est la me´thode CASPT2 de Roos et al. [22] qui implique une
fonction d’onde de re´fe´rence de type CASSCF.
Les principales limitations pour les me´thodes perturbatives sont que la convergence
du de´veloppement perturbatif ne soit pas de´montre´e, que ces me´thodes ne soient pas
variationnelles. De plus, leur niveau d’exactitude est tributaire de la fonction d’onde
d’ordre 0. Celle-ci doit eˆtre une approximation raisonnable de la fonction d’onde re´elle pour
garantir a` l’ope´rateur de perturbation d’eˆtre suffisamment petit devant l’ope´rateur d’ordre
0. Cependant a` tout ordre de perturbation les me´thodes MPn satisfont a` la proprie´te´ de
cohe´rence de taille, ce qui explique en partie leur popularite´.
1.3.3 Me´thodes Coupled-Cluster (CC)
La me´thode Coupled-Cluster vient de la physique nucle´aire [23, 24, 25]. La particularite´
de ce formalisme tient a` la forme exponentielle choisie pour la fonction d’onde :
Ψexacte = e
TΨ0 (1.29)
Si tous les ope´rateurs d’excitation Ti jusqu’a` Tn sont inclus dans T, alors tous les
de´terminants excite´s possibles sont pris en compte et la fonction d’onde en CC est
e´quivalente a` celle de l’IC totale. La fonction d’onde d’ordre 0, Ψ0, n’est pas ne´cessairement
la fonction Hartree-Fock. L’ope´rateur T d’excitation par rapport a` la fonction d’onde
d’ordre 0 est de´fini par
T = T1 + T2 + T3 + . . .+ Tn (1.30)
ou` n est le nombre total d’e´lectrons et l’ope´rateur Ti engendre tous les de´terminants
possibles ayant i excitations par rapport au de´terminant Hartree-Fock de re´fe´rence. Par
exemple,
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ou` les amplitudes t sont les analogues aux coefficients ai du de´veloppement d’IC totale
(cf. e´quation 1.24).
Le de´veloppement en se´rie l’exponentielle de l’e´quation 1.29 est



























+ · · · (1.33)
En proce´dant par identification entre l’e´quation 1.33 ci-dessus et le de´veloppement de la
fonction d’onde d’IC totale (cf. e´quation 1.24), on peut en de´duire
D1 = T1









Le couˆt de calcul, meˆme pour de petites mole´cules, en Coupled-Cluster est e´norme. Ainsi,
l’ope´rateur T est tronque´ a` un certain niveau d’excitation. Il est important de noter
que contrairement aux cas d’IC tronque´es, la troncature se fait au niveau des ope´rateurs
d’excitation et non sur le degre´ d’excitation. Il en de´coule que tout mode`le issu de la
troncature de l’ope´rateur de Coupled-Cluster total conserve la proprie´te´ de cohe´rence de
taille. En pratique, la troncature la plus employe´e est celle ou` T = T1 + T2, on est dans
un mode`le de Coupled-Cluster simples et doubles (CCSD).
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La me´thode dite CCSD(T) dans laquelle on re´alise un calcul CCSD puis on e´value la
contribution des triples excitations graˆce a` une approche perturbative, donne des re´sultats
a` une pre´cision de l’ordre de 1 kcal/mol pour la plupart des syste`mes qui peuvent eˆtre
de´crits par une fonction d’onde monore´fe´rentielle. Avec les me´thodes de Coupled-Cluster,
pour le meˆme couˆt qu’un calcul d’IC, on recupe`re la cohe´rence de taille.
1.3.4 Conclusion
L’utilisation des me´thodes d’interaction de configuration est de´laisse´e au profit des
me´thodes perturbatives de Møller-Plesset et plus particulie`rement au profit des me´thodes
de Coupled-Cluster. La proprie´te´ de cohe´rence de taille est importante pour obtenir des
re´sultats pre´cis. Cependant, les e´tats excite´s sont difficiles a` traiter par des me´thodes
perturbatives ou CC, et les me´thodes d’IC ou MCSCF sont alors pre´fe´re´es.
1.4 Me´thodes de la fonctionnelle de la densite´
La fonction d’onde d’une mole´cule a` N e´lectrons de´pend de 3N coordonne´es d’espace
et de N coordonne´es de spin. La densite´ e´lectronique d’une mole´cule de´pend simplement
de trois coordonne´es r=(x,y,z), vecteur position d’un point donne´ de l’espace. Autrement
dit, il y a une correspondance entre la densite´ e´lectronique d’un syste`me et l’e´nergie. Il
existe un principe variationnel pour la densite´ comme nous allons le voir. C’est en 1964
que Pierre Hohenberg et Walter Kohn ont prouve´ que les proprie´te´s de l’e´tat fondamental
sont de´finies de fac¸on univoque par la densite´ e´lectronique ρ (r) [26]. ρ (r) est la densite´ de
probabilite´ e´lectronique totale, i.e., le nombre d’e´lectron par unite´ de volume a` un point
donne´ de l’espace repe´re´ par le vecteur position r. Cette de´monstration marque le de´but
du de´veloppement des me´thodes issues de la the´orie de la fonctionnelle de la densite´ 5.
Le but de ces me´thodes est de produire des fonctionnelles mettant en relation la densite´
5Density Functional Theory (DFT)
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avec l’e´nergie du fondamental.
1.4.1 The´ore`mes de Hohenberg et Kohn
En 1964, Hohenberg et Kohn ont prouve´ que :
– chaque observable d’un syste`me en me´canique quantique peut eˆtre calcule´e, en prin-
cipe de fac¸on exacte, a` partir de la densite´ e´lectronique de l’e´tat fondamental du
syste`me. Chaque observable peut eˆtre e´crite comme une fonctionnelle de la densite´
de l’e´tat fondamental ;
– la densite´ e´lectronique de l’e´tat fondamental peut eˆtre exactement calcule´e graˆce a`
un principe variationnel sur la densite´.
Dans l’approximation de Born-Oppenheimer, l’e´nergie E0 de l’e´tat fondamental est
une fonctionnelle de la densite´, E0 = E0 [ρ]. On peut l’e´crire
E0 [ρ] = Te [ρ] + Vee [ρ] + Vext [ρ] (1.34)
ou` Te est l’e´nergie cine´tique des e´lectrons, Vee est l’e´nergie de re´plusion entre e´lectrons.
Vext est le potentiel exte´rieur duˆ aux noyaux. Connaˆıtre le potentiel exte´rieur de´termine
le syste`me. Mais Hohenberg et Kohn posent la question inverse : Vext est-il de´termine´ de
fac¸on univoque par la connaissance de la densite´ e´lectronique ρ (r) ? Ils montrent alors
qu’il y a une e´quivalence entre connaˆıtre la densite´ e´lectronique et connaˆıtre le potentiel
exte´rieur. Pour faire de la relation formelle de l’e´quation 1.34 un outil pratique, on a
besoin du second the´ore`me de Hohenberg et Kohn et d’une approche de´veloppe´e par
Kohn et Sham en 1965 [27]. D’abord, le principe variationnel sur la densite´ e´lectronique
de Hohenberg et Kohn nous permet de prouver que, pour une densite´ d’essai ρessai (r) telle
que
∫
ρessai (r) dr = N et ρessai (r) ≥ 0 pour tout r, l’ine´galite´ suivante est ve´rifie´e :
E0 ≤ E [ρessai]
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ou` E [ρessai] est la fonctionnelle de l’e´nergie. En d’autres termes, si la densite´ repre´sente le
nombre correct d’e´lectrons N , l’e´nergie totale calcule´e a` partir de cette densite´ ne peut pas
eˆtre plus basse que l’e´nergie exacte de l’e´tat fondamental. Les the´ore`mes de Hohenberg-
Kohn ne nous renseignent pas comment calculer l’e´nergie E0 a` partir de ρ. C’est pourquoi
Kohn et Sham ont pre´sente´ en 1965 une me´thode pratique pour trouver ρ et de´terminer
ensuite E0. Ils re´partissent la fonctionnelle de l’e´nergie totale en divers termes :
E0 [ρ] = Ts [ρ] +
∫
[Vext (r) + Vcoul (r)] dr + Exc [ρ] (1.35)
ou` :
– Ts est l’e´nergie cine´tique du syste`me d’e´lectrons ayant la meˆme densite´ e´lectronique
dans l’e´tat fondamental que le syste`me re´el mais au sein duquel il n’y a pas d’inter-
actions e´lectron-e´lectron ;



















– la fonctionnelle Exc est appele´ fonctionnelle d’e´nergie d’e´change-corre´lation. Elle est
de´finie par l’e´quation 1.35. Exc inclut les contributions e´nerge´tiques non prises en
compte dans les autres termes : l’e´change e´lectronique, la corre´lation e´lectronique,
une partie de l’e´nergie cine´tique, des corrections du potentiel classique de Coulomb.
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1.4.2 Equations de Kohn et Sham
Des approximations de plus en plus fines de la fonctionnelle d’e´change-corre´lation
continuent d’eˆtre publie´es. Si on conside`re qu’on a une approximation raisonnable de




∇2i + Vext (r) + Vcoul (r) + Vxc (r)
]
φKSi (r) = εiφ
KS
i (r) (1.38)
ou` Vxc est le potentiel d’e´change-corre´lation de´fini comme une de´rive´e fonctionnelle de




L’e´quation aux valeurs propres 1.38 est tre`s similaire a` l’e´quation aux valeurs propres
de la me´thode Hartree-Fock (cf. e´quation 1.18). Cependant, l’ope´rateur de Fock est un
ope´rateur non-local, c’est-a`-dire qui diffe`re pour chaque e´lectron, alors que l’ope´rateur de
Kohn-Sham de´pend seulement de r. Il est le meˆme pour tous les e´lectrons. On re´sout
le syste`me d’e´quations de Kohn-Sham a` l’aide de la proce´dure ite´rative du champ auto-






Il est a` noter que les orbitales φKSi (r) ne sont pas de re´elles orbitales. Aux orbitales
Kohn-Sham et leurs e´nergies associe´es ne correspondent pas de syste`me physique re´el. De
plus, la fonction d’onde totale Kohn-Sham est une fonction mono-de´terminantale et ne
peut pas permettre une bonne repre´sentation des situations ou` plus d’un de´terminant est
ne´cessaire pour de´crire le syste`me (par exemple, les cas ou` les mole´cules se dissocient en
atomes). Cependant, elles sont toujours tre`s proches des orbitales Hartree-Fock et elles
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sont utilise´es souvent au meˆme titre. Il nous reste alors a` approximer de fac¸on raisonnable
la fonctionnelle Exc [ρ].
1.4.3 Diffe´rents types de fonctionnelles
Approximation de la densite´ locale
Les premie`res mises en œuvre de la me´thode Kohn-Sham utilisaient des approxima-
tions locales de l’e´nergie d’e´change-corre´lation. Ces fonctionnelles sont issues de l’analyse
du gaz homoge`ne d’e´lectrons :
Exc =
∫
ρ (r)Vxc [ρ (r)] dr (1.39)
Il existe deux approches de cette me´thode : la version Local Density Approximation
(LDA) et la version polarise´e de spin Local Spin Density Approximation (LSDA) ou` les
densite´s e´lectroniques ρα (r) et ρβ (r) remplacent la densite´ totale ρ (r). Les fonctionnelles
locales de´rive´es du gaz d’e´lectrons donnent des re´sultats corrects car elles sous-estiment
l’e´nergie d’e´change et surestiment l’e´nergie de corre´lation. Les fonctionnelles LDA et
LSDA sont connues pour donner des longueurs de liaison trop courtes, pour surestimer
les e´nergies de liaison et pour produire des liaisons hydroge`ne trop faibles. Cependant, si
l’hypothe`se du gaz homoge`ne d’e´lectrons peut se justifier dans certains cas, ce n’est pas
la me´thode de choix pour traiter les syste`mes mole´culaires.
Approximation du gradient ge´ne´ralise´
Les approximations LDA et LSDA sont approprie´es pour des syste`mes dont la densite´
varie lentement en fonction du vecteur position. Un moyen d’ame´liorer la fonctionnelle de
corre´lation est de la rendre de´pendante a` la fois de la densite´ locale ρ et des variations
locales de cette densite´, c’est-a`-dire du gradient de la densite´ (cf. e´quation 1.40).
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Exc =
∫
ρ (r)Vxc [ρ (r) ,∇ρ (r)] dr (1.40)
La plupart des fonctionnelles corrige´es de gradient est construite comme l’addition
d’une correction a` une fonctionnelle LDA. La plus populaire des fonctionnelles d’e´change
a e´te´ de´veloppe´e par Becke en 1988 [29]. Usuellement abre´ge´e ”B”, elle contient un pa-
rame`tre empirique ajuste´ sur les e´nergies d’e´change connues des six atomes de gaz rares.
Les corrections a` l’e´nergie de corre´lation les plus usite´es sont P86 de Perdew (1986)
[30], PW91 de Perdew et Wang (1991) [31] ou LYP de Lee, Yang et Parr (1988) [32].
Les fonctionnelles de types GGA ont prouve´ leur efficacite´ pour les calculs mole´culaires
de stuctures par rapport a` LDA. Cependant des proble`mes persistent sur des donne´es
e´nerge´tiques tre`s utiles en chimie quantique, telles que les e´nergies d’atomisation, les
e´nergies de liaison, les hauteurs de barrie`re des e´tats de transition.
Fonctionelles hybrides
A grande distance, les fonctionnelles de type LDA et GGA de´croissent de fac¸on expo-
nentielle au lieu d’eˆtre en −1/r. Ce mauvais comportement est corrige´ pour les fonction-
nelles hybrides. Cette approche permet de mieux rendre compte de l’e´nergie d’e´change.
En effet, on calcule ici un terme d’e´change exact comparable a` l’e´change Hartree-Fock
mais calcule´ a` partir des orbitales Kohn-Sham. Les fonctionnelles hybrides contiennent
un terme d’e´change LDA et le terme d’e´change exact. Les plus utilise´es sont celles dites B3




x + (1− a)ELSDAx + bEGGAx + cELSDAc + cEGGAc (1.41)
Prenons comme exemple la fonctionnelle B3LYP : ses performances sont bonnes, ce qui
fait d’elle une des plus populaires. Le bon comportement de la fonctionnelle B3LYP est
39
Etude the´orique de gros syste`mes : analyse de liaisons et mode´lisation
attribue´ aux compensation d’erreurs entre les composantes HF et BLYP de la fonctionnelle












1.4.4 Performances de la DFT
Dans un article sur les performances de la DFT relativiste a` quatre composantes, Foss-
gaard et al. ont fait une e´tude comparative des performances de quatre fonctionnelles en
DFT [34]. Ces quatre fonctionnelles sont la fonctionnelle LDA : SVWN5, les fonction-
nelles de types GGA : PW86 et BLYP, et la fonctionnelle hybride : B3LYP. Les quatorze
mole´cules du test sont les diatomiques suivantes : HX, X2, XY avec X,Y= F, Cl, Br et I.
Leur re´sultats le plus notable est les bons re´sultats de la fonctionnelle SVWN5 en ce
qui concerne la de´termination des longueurs de liaison, des fre´quences harmoniques, de
l’anharmonicite´ et des moments dipolaires. Les erreurs relatives faites sur ces proprie´te´s
par la fonctionnelle SVWN5 sont respectivement 0.46%, 0.39%, -16.3% et -0.74%. Les
valeurs correspondantes pour la fonctionnelle B3LYP sont 1.27%, -2.10%, -20.4% et 4.71%.
Les deux fonctionnelles de type GGA donnent des re´sultats bien moins convaincants
en particulier, elles surestiment les longueurs de liaison et sous-estiment les fre´quences
harmoniques. De plus, ils ont montre´ que les me´thodes de DFT sont moins sensibles a`
la qualite´ de la base utilise´e que les me´thodes ab initio comme MP2 et CCSD(T) mais
leurs performances sont moindres. Cependant, pour avoir des re´sultats de bonne qualite´
en DFT, ils recommandent d’utiliser des bases triple-ζ. Notons que plusieurs revues font
un e´tat des lieux exaustif sur le sujet des performances de la DFT [36].
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1.4.5 Etats excite´s – the´orie de la fonctionnelle de la densite´
de´pendante du temps (TDDFT)
Calculer des donne´es sur les e´tats e´lectroniques excite´s des mole´cules est important si
on veut comprendre ce qui se passe au niveau microscopique en spectroscopie et en photo-
chimie. La pre´diction ou l’interpre´tation du spectre de nombreuses mole´cules, en particu-
lier les mole´cules de tailles moyennes ou grandes, est une taˆche ardue pour les me´thodes
de calcul the´orique. La the´orie de la fonctionnelle de la densite´ de Hohenberg-Kohn-Sham
a montre´ son efficacite´ pour atteindre un grand nombre de proprie´te´s de l’e´tat fondamen-
tal avec une pre´cision qui peut rivaliser avec des me´thodes ab initio corre´le´es beaucoup
plus couˆteuses. Par ailleurs, Gunnarsson et Lundqvist [37] ont prouve´ que l’existence du
the´ore`me de Hohenberg-Kohn pouvait eˆtre e´tendue aux e´tats non-de´ge´ne´re´s les plus bas
en e´nergie de chaque repre´sentation irre´ductible du groupe de syme´trie de la mole´cule.
Pour atteindre tous les e´tats excite´s, la possibilite´ d’e´tendre les succe`s de la DFT au trai-
tement des excitations mole´culaires est a` pre´sent tre`s prometteuse. La TDDFT [41, 38, 39]
est une ge´ne´ralisation du formalisme de la fonctionnelle de la densite´. Cette ge´ne´ralisation
offre une voie rigoureuse pour le calcul de spectres d’excitation e´lectronique.
Excitations verticales [40]
Jusqu’ici la taˆche principale des calculs de TDDFT a e´te´ de de´terminer et d’interpre´ter
des spectres e´lectroniques d’absorption. Dans ce cadre, la plupart des calculs de validation
de la me´thode donne pour les fonctionnelles de type LDA et GGA des erreurs de l’ordre de
0.4 eV. Les fonctionnelles hybrides peuvent eˆtre encore plus pre´cises mais la plage d’erreur
est moins stable. En comparaison, pour environ le meˆme couˆt de calcul, la me´thode CIS
6 engendre des erreurs de l’ordre de 1 a` 2 eV. Les forces d’oscillateur sont le plus souvent
de qualite´ me´diocre mais la forme globale des spectres calcule´s est en ge´ne´ral correcte.
6Configuration Interaction Singles
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Impre´cisions sur les e´tats fondamentaux [41]
En TDDFT, les e´nergies des orbitales sont tre`s sensibles aux de´tails de la surface de
potentiel. Ainsi le mauvais comportement des fonctionnelles LDA et GGA aux grandes
distances peut poser des proble`mes. Ces proble`mes ne sont pas tre`s importants si l’on
traite les excitations de basses e´nergies des e´lectrons de valence mais les e´nergies des e´tats
diffus de la partie basse du spectre sont souvent sous estime´es. Pour les meˆmes raisons,
les e´nergies d’excitations sur les e´tats Rydberg sont tre`s mal reproduites.
Proble`mes pour les e´tats a` transfert de charge
Les e´nergies des excitations a` transfert de charge sont trop basses en e´nergie d’au
moins 1 eV. Dans des compose´s a` longue chaˆıne comme les polye`nes et d’autres polyme`res
conjugue´s, les erreurs sur les excitations a` transfert de charge augmentent avec la taille
de la chaˆıne. Des travaux sont en cours pour corriger ce comportement [42].
1.5 Traitement des effets relativistes
Les effets relativistes doivent eˆtre conside´re´s pour expliquer l’e´clat et la couleur de
l’or par exemple. Les e´nergies d’excitation et d’ionisation des me´taux de transition de la
quatrie`me pe´riode sont modifie´es de quelques dizie`mes d’eV par les effets dus a` la relativite´
pris en compte dans les calculs mole´culaires. Ainsi, en ce qui concerne les proprie´te´s
ge´ome´triques et e´nerge´tiques, les effets de la relativite´ sont de moindre importance pour
les atomes des trois premie`res pe´riodes du tableau pe´riodique. Mais ces effets croissent avec
le nume´ro atomique et concernent surtout les e´lectrons de cœur. Entre autres, on observe
comme modifications que les orbitales de types s et p se contractent et sont stabilise´es
alors que les orbitales de types d et f se dilatent et sont de´stabilise´es a` cause de l’effet
d’e´crantage du noyau par les couches s et p. En conse´quence, au sein des mole´cules, on
observe la stabilisation ou la de´stabilisation des orbitales, la contraction ou l’allongement
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des liaisons, la modification des surfaces de potentiel...
Les effets relativistes dans les me´thodes de la chimie quantique peuvent eˆtre introduits
de diffe´rentes manie`res par rapport aux attentes de pre´cision ou aux types d’atomes
sur lesquels on travaille. Nous allons de´crire succinctement les e´quations de base de la
me´canique quantique relativiste avant de nous inte´resser a` certaines approximations base´es
sur l’hamiltonien de Pauli [43], puis l’approximation re´gulie`re d’ordre ze´ro (ZORA) [45],
enfin nous reviendrons sur le traitement des effets relativistes dans la partie traitant des
pseudopotentiels atomiques.
1.5.1 Equation de Dirac
Dans la the´orie de la relativite´, la description d’une particule se fait graˆce a` quatre
coordonne´es, les trois coordonne´es d’espace et une coordonne´e de temps. En 1928, Dirac
[46] a pose´ les bases de la me´canique quantique relativiste en proposant pour un e´lectron








ou` p = −i∇ est l’ope´rateur quantite´ de mouvement, et α et β sont des matrices carre´es
de dimension 4. α s’e´crit graˆce aux trois matrices 2× 2 de spin de Pauli σ, et β graˆce a`





















L’e´quation de Dirac est du meˆme ordre pour toutes les variables, espace et temps. C’est
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 et ΨS =
 ΨSα
ΨSβ
 sont respectivement, les grandes et les petites
composantes de la fonction d’onde, α et β de´signent les fonctions usuelles de spin. Pour
les e´lectrons, lorsque la vitesse de la lumie`re est conside´re´e comme infinie, c → ∞, les
grandes composantes sont les solutions de l’e´quation de Schro¨dinger alors que les petites
composantes disparaissent.
En pre´sence d’un champ e´lectromagne´tique inde´pendant du temps de´crit par le po-
tentiel scalaire V et le potentiel vecteur A, l’e´quation de Dirac pour l’e´lectron devient
[
cα.pi + βmc2 − qV]Ψ = i∂Ψ
∂t
(1.46)
ou` pi = p−qA est l’ope´rateur de moment ge´ne´ralise´. L’e´quation de Dirac inde´pendante
du temps s’e´crit alors
[
cα.pi + βmc2 − qV]Ψ = EΨ (1.47)
1.5.2 De´veloppement de Pauli – Approximation re´gulie`re d’ordre
ze´ro (ZORA)
Lors de la re´solution de l’e´quation 1.47, on observe que les grandes et les petites com-
posantes sont couple´es. Graˆce a` des approximations, on peut les de´coupler et se ramener
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(σ.pi)K (σ.pi) + (−E + V)
]
ΨL = 0 (1.49)
Dans la limite non-relativiste (c→∞), le facteur K est e´gal a` un. Le de´veloppement








≈ 1− E −V
2mc2
+ · · · (1.50)
Dans le formalisme de Pauli, les effets relativistes sont pris en compte au premier ordre
du de´veloppement en se´rie ci-dessus (cf. e´quation 1.50). L’hamiltonien de Pauli contient
























HˆSchr est l’hamiltonien de Schro¨dinger dans un champ e´lectromagne´tique, et le terme
HˆS est la correction de spin.
Le terme de correction de masse fonction de la vitesse, HˆMV, de´crit l’augmentation de
masse des e´lectrons en fonction de la vitesse, et peut eˆtre conside´re´ comme une correction
a` l’e´nergie cine´tique non-relativiste.
Le terme de Darwin, HˆD, est la contribution quantique associe´e aux mouvements des
e´lectrons autour de leurs positions moyennes. Il peut eˆtre conside´re´ comme une correction
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du potentiel non-relativiste.
Dans le cas ou` B est nul, les corrections relativistes sont se´pare´es en deux groupes :
HˆMV et HˆD sont des termes relativistes scalaires, HˆSO est le terme d’interaction spin-
orbite.
Le terme d’interaction spin-orbite vient de l’interaction des moments magne´tiques des
e´lectrons avec le champ magne´tique cre´e´ par leur propre mouvement orbitalaire. Les effets
de l’interaction spin-orbite peuvent eˆtre ignore´s en ge´ne´ral pour les calculs d’e´nergie de
liaison ou pour les minimisations d’e´nergie des mole´cules a` couche ferme´e.
La me´thode de l’approximation re´gulie`re d’ordre ze´ro (ZORA) a e´te´ mise au point par
Heully et al. [44]. Rede´montre´e dans le cadre du de´veloppement de la suite de programme
ADF [45], la me´thode ZORA est obtenue en re´e´crivant et de´veloppant a` l’ordre ze´ro
l’expression de l’e´nergie par rapport au parame`tre E/ (2mc2 −V). Ce terme reste petit
meˆme a` proximite´ du noyau, contrairement au terme (E −V) /2mc2 par rapport auquel
on de´veloppe l’e´nergie dans le formalisme de Pauli (cf. e´quation 1.50).
Dans la partie suivante, nous allons de´crire brie`vement la me´thode des pseudopoten-
tiels atomiques et nous exposerons la manie`re de traiter des effets relativistes pre´dominants
dans le cadre de ce formalisme.
1.6 Pseudopotentiels atomiques
Les similitudes chimiques et physiques des e´le´ments classe´s dans le tableau de Men-
dele¨ıev sont dues a` la structure e´lectronique des couches de valence : ce sont les e´lectrons de
valence qui de´terminent les proprie´te´s chimiques et physiques des atomes et des mole´cules.
En effet, la densite´ relative aux e´lectrons de cœur est maximale pre`s du noyau et donc
loin des autres atomes. De plus, les e´lectrons de cœur ne sont que tre`s le´ge`rement affecte´s
par l’environnement mole´culaire. Au contraire, les e´lectrons de valence sont pre´sents en
particulier plus loin du noyau et leurs e´nergies sont plus faibles (en valeur absolue). C’est
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pourquoi des approximations ou` le cœur des atomes demeure invariant dans l’environne-
ment mole´culaire ont e´te´ imagine´es : le cœur gele´, les pseudopotentiels de cœur, les poten-
tiels mode`les. Par exemple, dans le cadre de la the´orie des pseudopotentiels ou` le nombre
d’e´lectrons du syste`me est re´duit aux e´lectrons de valence, la pre´sence des e´lectrons de
cœur est restitue´e a` l’aide d’un ope´rateur pseudopotentiel qui permet de garder inchange´es
les caracte´ristiques des e´lectrons de valence. Les principaux avantages de la the´orie des
pseudopotentiels sont :
– la re´duction du nombre d’e´lectrons ;
– la re´duction du nombre des fonctions de base, donc un alle`gement du calcul de la
corre´lation, mais aussi la possibilite´ d’augmenter la base de valence ;
– la possibilite´ d’inclure dans le pseudopotentiel les principaux effets relativistes.
1.6.1 Se´paration cœur-valence – approximation du cœur gele´
Dans l’hypothe`se de la se´parabilite´ des N e´lectrons des syste`mes atomiques et mole´cu-
laires, on se´pare ces e´lectrons en deux classes : les nc e´lectrons de cœur et les nv e´lectrons
de valence avec N = nc + nv. Pour re´aliser des calculs pre´cis mais moins lourds que des
calculs tous-e´lectrons, on cherche a` ne traiter explicitement que les e´lectrons de valence.
Dans un premier temps, on peut conserver tous les e´lectrons mais on maintient constantes
les orbitales de cœur pendant la de´termination de la fonction d’onde. Seuls les e´lectrons
de valence sont pris en compte pour le calcul de la corre´lation e´lectronique. Cependant,
le calcul des inte´grales bi-e´lectroniques de cœur et cœur-valence reste ne´cessaire ainsi que
l’utilisation d’une base pouvant traiter a` la fois les e´lectrons de valence et de cœur. Le
gain de temps de calcul n’est pas tre`s inte´ressant. Cette approximation est dite du cœur
gele´. Les me´thodes de pseudopotentiel et du potentiel mode`le sous-entendent que l’on se
place dans le cadre de cette approximation.
Le proble`me de la se´paration cœur-valence doit eˆtre conside´re´ de fac¸on a` de´terminer
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a` quel niveau placer la frontie`re cœur-valence pour e´conomiser du temps de calcul sans
perdre la qualite´ des re´sultats. On aboutit a` diffe´rentes classes de pseudopotentiels :
petit cœur, cœur moyen, grand cœur ou meˆme tre`s grand cœur. La suppression physique
des e´lectrons du cœur doit eˆtre compense´e par l’ajout d’un ope´rateur a` l’hamiltonien. Cet
ope´rateur est re´pulsif et e´vite l’effondrement de la fonction d’onde de valence dans la re´gion
du cœur. L’interaction cœur-valence est de´crite par l’interaction d’une charge ponctuelle
avec les e´lectrons de valence, ainsi l’ope´rateur pseudopotentiel est mono-e´lectronique alors
que la re´pulsion entre e´lectrons est un phe´nome`ne bi-e´lectronique. Le calcul des e´le´ments
de la matrice repre´sentative de l’hamiltonien est donc simplifie´. Ajoutons que les orbitales
qui de´crivent les e´lectrons de cœur ne sont pas identiques selon l’environnement dans
lequel se trouve l’atome, isole´ ou engage´ dans une mole´cule. Le remplacement de ces
e´lectrons par un simple ope´rateur de´termine´ par un calcul sur l’atome isole´ dans une
configuration e´lectronique donne´e implique de travailler dans le cadre de l’approximation
du cœur gele´ mais pose la question de la transfe´rabilite´ du pseudopotentiel a` d’autres
e´tats e´lectroniques et aux mole´cules. Pour l’hamiltonien de l’atome posse´dant n e´lectrons,



































Comme on ne traite que les e´lectrons de valence, le terme Hˆc disparaˆıt, la somme
Hˆv + Hˆcv est remplace´e par un hamiltonien de valence mode`le Hˆmod, les e´lectrons sont
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La principale difficulte´ vient du terme cœur-valence en 1/ric, c’est a` ce stade que
diffe`rent les deux grandes types d’ope´rateurs, potentiels mode`les et pseudopotentiels. Les
potentiels mode`les reproduisent le cœur tandis que les pseudopotentiels mode´lisent l’effet
du cœur sur les e´lectrons de valence.
1.6.2 Potentiels mode`les
Nous n’allons pas de´crire l’approche des potentiels mode`les, nous nous attacherons a`
de´crire les pseudopotentiels dont l’approche a inspire´ les pseudopotentiels de groupe. La
diffe´rence essentielle entre ces deux types de potentiels effectifs de valence re´side dans
le fait que dans l’approche des potentiels mode`les la structure nodale des orbitales est
conserve´e. Les nœuds dans la re´gion de cœur sont repre´sente´s, il est donc ne´cessaire
d’utiliser une base adapte´e au cœur ainsi qu’a` la valence. Cette base peut toutefois eˆtre
moins grande que celle utilise´e dans un calcul tous-e´lectrons. Les de´veloppements des
potentiels mode`les sont le produit de diffe´rents groupes. Bonifacic et Huzinaga [49] ont
e´te´ les pre´curseurs, des travaux plus re´cents ont e´te´ effectue´s par les groupes de Wahlgren
[50] et de Seijo [51]. Les potentiels mode`les de Seijo et al. s’appellent AIMP 7.
7Ab Initio Model Potentials
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1.6.3 Pseudopotentiels
Les pseudopotentiels ou ECP 8 ne conservent pas la structure nodale des orbitales de
valence, contrairement aux potentiels mode`les. Le terme monoe´lectronique de l’hamilto-







avec z = Z − nc, la charge nette du cœur. L’ope´rateur pseudopotentiel Ŵps,i maintient
les e´lectrons de valence en place et impose la condition d’orthogonalite´ entre le cœur et
la valence. L’ope´rateur Ŵps,i peut eˆtre exprime´ sous trois formes :




Le pseudopotentiel est alors le meˆme pour chaque syme´trie. Cette approche est trop
re´ductrice pour un atome a` plusieurs e´lectrons de valence car les e´lectrons dans des
orbitales atomiques de syme´tries diffe´rentes subissent les effets du cœur de fac¸ons
diffe´rentes.















P` est un projecteur sur les harmoniques sphe´riques, il assure la de´pendance en






















∣∣g`i〉 fonction gaussienne. La forme non-locale a e´te´ mise au point par Pe´lissier,
Komiha et Daudey [52]. L’avantage de la forme non-locale est que les calculs d’inte´-
grales de Ŵ `ps,i dans une base d’orbitales de´crites par des gaussiennes se rame`nent
a` la de´termination de recouvrements entre gaussiennes. Le gain de temps pour les
calculs mole´culaires est tre`s inte´ressant.
Il existe deux grandes classes de pseudopotentiels : les pseudopotentiels shape-consistent,
les pseudopotentiels energy-consistent.
Pseudopotentiels shape-consistent C’est la proce´dure adopte´e par le groupe de
Toulouse [48] mais aussi par Hay et Wadt [53] ou encore Stevens et al. [54]. L’expression
de l’hamiltonien de valence est associe´e a` la de´finition de pseudo-orbitales de valence.
Ces orbitales sont norme´es. Elles doivent eˆtre sans nœud puisqu’elles correspondent a` la
premie`re solution de l’hamiltonien de valence atomique pour chaque syme´trie. La pseudo-
orbitale doit eˆtre proche dans la re´gion de valence a` l’orbitale correspondante dans le calcul
tous e´lectrons afin que les termes d’interaction valence-valence et les recouvrements entre
orbitales de valence d’atomes diffe´rents soient bien reproduits.
Pseudopotentiels energy-consistent L’information orbitalaire est totalement ignore´e
et l’extraction des pseudopotentiels est re´alise´e en reproduisant un ensemble d’observables.
Par exemple on reproduit la partie basse du spectre atomique ; pour cela les parame`tres du
pseudopotentiel sont optimise´s de fac¸on a` reproduire les e´nergies des e´tats concerne´s. Les
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pseudo-orbitales obtenues comme solutions de ces ope´rateurs ont une forme globalement
identique a` celle des pseudo-orbitales impose´es a priori dans une me´thode shape-consistent.
Cette de´marche a principalement e´te´ de´veloppe´e a` Stuttgart par Dolg et al. [47].
Le choix de la se´paration cœur-valence doit se faire en fonction du proble`me e´tudie´,
de la pre´cision recherche´e. Mais c’est un proble`me important pour extraire un pseudopo-
tentiel. Si l’on choisit un pseudopotentiel a` petit cœur, les re´sultats obtenus ont toutes les
chances d’eˆtre satisfaisants, quelque soit le mode d’extraction shape-consistent ou energy-
consistent.
1.6.4 Effets relativistes
Traiter les effets relativistes a` l’aide d’un pseudopotentiel de´bute par un calcul tous-
e´lectrons relativiste. Ensuite, la proce´dure d’obtention des pseudopotentiels est identique
a` celle du cas non-relativiste. Si on ne prend en compte que les effets relativistes scalaires
(termes de correction de masse et de Darwin), on obtient les pseudopotentiels quasi-
relativistes moyens ou AREP 9 mis au point par divers groupes comme Barthelat et Du-
rand [48] ou Hay et Wadt [53]. Si l’on s’inte´resse au couplage spin-orbite, deux approches
ont e´te´ envisage´es :
– traiter le spin-orbite de`s le calcul de re´fe´rence tous-e´lectrons relativiste mais le couˆt
du calcul augmente tre`s fortement ;
– ajouter aux pseudopotentiels quasi-relativistes moyens le couplage spin-orbite en fin
de processus graˆce a` un pseudopotentiel de spin-orbite. Cette approche ne convient
pas pour de´crire les syste`mes ou` le couplage spin-orbite est important [56].
9Average Relativistic Effective Potential
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1.6.5 Limitations
Outre la qualite´ d’extraction des pseudopotentiels (choix de la se´paration cœur-valence,
qualite´ de la base associe´e, proce´dure d’extraction) les pseudopotentiels pre´sentent quelques
limites intrinse`ques. Nous allons tre`s brie`vement e´voquer deux de ces proble`mes.
1. Puisque les orbitales sont modifie´es par l’utilisation du pseudopotentiel et que les
e´lectrons de cœur sont absents, l’e´nergie de corre´lation peut eˆtre diffe´rente de celle
trouve´e par le calcul tous e´lectrons correspondant. Mais il a e´te´ prouve´ que l’erreur
sur les effets de la corre´lation est d’environ 0.1 eV, du meˆme ordre de grandeur que
les erreurs dues a` l’incomple´tude de la base par exemple [55].
2. Pour atte´nuer les erreurs dues au non-traitement de la polarisabilite´ du cœur, et
de la corre´lation cœur-valence, on peut choisir d’utiliser un pseudopotentiel a` petit
cœur. Cependant, il n’est pas toujours possible d’envisager cette possibilite´ a` cause
de limitations en puissance et me´moire de calcul.
1.7 Me´thodes d’analyse de la fonction d’onde
Une fois que l’on a obtenu des solutions pre´cises a` l’e´quation de Schro¨dinger, il faut
pouvoir revenir a` leur sens chimique. Il existe plusieurs me´thodes pour relier la fonction
d’onde et l’e´nergie a`, par exemple, la notion de distribution de charge mole´culaire ou encore
a` diffe´rents termes d’interactions e´nerge´tiques entre fragments d’une meˆme mole´cule. Nous
allons pre´senter quelques me´thodes d’analyse de la fonction d’onde dans cette section.
1.7.1 Me´thodes de de´composition de l’e´nergie d’interaction
La compre´hension et l’interpre´tation de la liaison chimique en terme d’interactions
interatomiques covalentes et e´lectrostatiques est un aspect fondamental de la chimie
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the´orique. De nombreux mode`les chimiques comme la me´thode VSEPR 10, la conser-
vation de la syme´trie orbitalaire, la the´orie des orbitales frontie`res, etc... parlent de liai-
son covalente et de liaison ionique. Dans l’approche valence-bond (VB), la liaison chi-
mique est analyse´e en termes ioniques et covalents. Une liaison purement ionique est le
re´sultat d’une attraction 100% e´lectrostatique entre atomes charge´s alors qu’une liaison
purement covalente est forme´e entre deux atomes identiques et neutres. La liaison chi-
mique entre deux atomes diffe´rents A-B est le re´sultat d’interactions de type covalent
et de type ionique. Les analyses en terme de liaisons covalente et e´lectrostatique (ou io-
nique) sont souvent faites sans l’e´tude explicite des contributions e´nerge´tiques a` la liaison
(e´lectrostatique, polarisation, transfert de charge, e´change). La discussion base´e sur les
e´lectrone´gativite´s des atomes ou sur les charges partielles atomiques pourrait eˆtre enri-
chie par le calcul des contributions covalentes et e´lectrostatiques a` la liaison. Les me´thodes
de de´composition de l’e´nergie d’interaction sont des me´thodes d’analyse quantitative de
la structure e´lectronique des complexes et des proprie´te´s qui en de´coulent (ge´ome´trie,
re´activite´). Nous verrons plus en de´tail ces me´thodes au chapitre 3.
1.7.2 Analyse Natural Bond Orbital (NBO)
Le concept d’orbitales naturelles de´veloppe´ par Weinhold et al. [65] utilise la matrice
densite´ pour distribuer les e´lectrons dans des orbitales dans le but de calculer des charges
et de caracte´riser des liaisons. La matrice densite´ ρ d’un syste`me a` plusieurs centres A,
B, C..., peut s’e´crire
ρ =

ρAA ρAB ρAC · · ·
ρAB ρBB ρBC · · ·
ρAC ρBC ρCC · · ·
· · · · · · · · · · · ·

(1.65)
10Valence Shell Electron Pair Repulsion
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Les orbitales naturelles atomiques 11 pour l’atome A dans le syste`me mole´culaire sont
celles qui diagonalisent le bloc ρAA, les NAO pour l’atome B sont celles qui diagonalisent le
bloc ρBB et ainsi de suite. Les NAO doivent eˆtre orthogonalise´es. En pratique, la proce´dure
pour obtenir des NAO orthogonales est la suivante (cf. Fig. 1.2) :
– chaque bloc atomique
(
ρAA,ρBB, · · · ) dans la matrice densite´ est diagonalise´ pour
produire un jeu de NAO non-orthogonales, souvent note´es pre´-NAO.
1. les pre´-NAO de tous les centres avec des nombres d’occupation, les valeurs propres
issues de la diagonalisation par bloc, e´leve´s sont orthogonalise´es entre elles par une
proce´dure qui va permettre de maximiser la ressemblance entre les orbitales de
de´part et les orbitales obtenues a` la fin de l’orthogonalisation.
2. pour chaque centre inde´pendamment, les pre´-NAO avec une faible occupation sont
orthogonalise´es aux pre´-NAO avec des nombres d’occupations e´leve´s par une proce´dure
de type Schmidt.
3. Enfin, toutes les pre´-NAO du syste`me avec de faibles occupations sont orthogona-
lise´es entre elles.
Les orbitales ainsi obtenues sont appele´es les NAO et a` pre´sent, les e´le´ments diagonaux
de la matrice densite´ dans la base des NAO sont les populations e´lectroniques des orbitales.
Additionner les populations des orbitales d’un meˆme centre donne la charge atomique.
Dans la base des NAO, les liaisons entre atomes peuvent eˆtre identifie´es parmi les e´le´ments
extra-diagonaux de la matrice densite´ graˆce a` la me´thode suivante.
– Les NAO qui, pour un bloc atomique de la matrice densite´, ont des nombres d’occu-
pations tre`s proches de 2 sont conside´re´es comme e´tant des orbitales de cœur. Leurs
contributions a` la matrice densite´ sont e´limine´es.
– Les NAO qui, pour un bloc atomique de la matrice densite´, ont des nombres d’oc-
cupations e´leve´s (par exemple, la convention peut eˆtre : nombres d’occupations
11Natural Atomic Orbitals (NAO)
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> 1.90) sont identifie´es comme des paires-libres. Leurs contributions a` la matrice
densite´ sont e´limine´es.
– Chaque paire d’atomes est alors conside´re´e, les sous-blocs correspondant sont dia-
gonalise´s. Les orbitales naturelles de liaison NBO sont les vecteurs propres qui ont
d’importants nombres d’occupation (> 1.90).
– Si la somme des nombres d’occupation des orbitales de cœur, des paires libres et
des orbitales de liaison est infe´rieure au nombre d’e´lectrons, les seuils de de´finition
d’une NBO sont abaisse´s petit a` petit. On peut aussi chercher des liaisons a` trois
centres.
Une fois que les NBO sont identifie´es, elles sont e´crites comme des combinaisons
line´aires des NAO. Elles donnent une vision localise´e des orbitales de´crivant les liaisons.
1.7.3 Densite´ e´lectronique – analyse topologique
La densite´ e´lectronique ρ est donne´e par le carre´ de la fonction d’onde, ρ = |Ψ|2 =









Fig. 1.2 – Illustration de l’ordre d’othogonalisation des pre´-NAO.
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avec x1 = (r1; σ1), les coordonne´es d’espace (r1) et de spin (σ1) de l’e´lectron 1. Notons
que les coordonne´es pour Ψ et Ψ∗ sont diffe´rentes. L’hamiltonien ne contenant que des
ope´rateurs mono- et bi- e´lectroniques, les matrices densite´ re´duites d’ordre un et deux








= γ1 (x1) et la densite´
e´lectronique est de´finie comme
ρ (r1) =
∫
Γ1 (x1,x1) dσ1 = N
∫
Ψ∗ (x1, . . . ,xN)Ψ (x1, . . . ,xN) dσ1dx2dxN (1.66)
L’inte´grale sur tout l’espace de la densite´ e´lectronique donne le nombre d’e´lectrons,∫
ρ (r) dr = N . Elle ne de´pend que des coordonne´es d’un seul e´lectron et son sens physique
est clair. En effet, ρ (r) dr est N fois la probabilite´ de pre´sence d’un e´lectron dans l’e´le´ment
de volume dr autour de la position r. En outre, comme les the´ore`mes de Hohenberg-Kohn
le montrent, la densite´ e´lectronique contient toute l’information relative a` une mole´cule,
tout comme la fonction d’onde : il existe un principe variationnel relatif a` la fonction
d’onde et un autre relatif a` la densite´ e´lectronique.
Les mole´cules sont constitue´es d’atomes lie´s entre eux. Mais la de´finition d’atome dans
une mole´cule n’est pas si facile. La plus rigoureuse des partitions du volume mole´culaire
en sous-espaces atomiques est peut-eˆtre la me´thode de Bader nomme´e Atoms In Molecules
(AIM) [66]. Elle de´coule d’une analyse topologique de la densite´ e´lectronique.
La densite´ e´lectronique est une fonction de trois coordonne´es d’espaces et peut eˆtre
analyse´e en terme topologique : recherche des maxima, des minima, des points cols. Le
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gradient de la densite´ e´lectronique peut eˆtre calcule´ en tous points de l’espace. Le champ
du gradient peut eˆtre mate´rialise´ par les lignes de champ. En tous points de ces lignes, le
gradient est tangent a` cette ligne et il pointe dans la direction de l’attracteur localement
le plus fort. On observe que les lignes de champ commencent a` l’infini et se terminent
sur un noyau. En effet, les maxima de la densite´ e´lectronique sont dans la plupart des
cas seulement les noyaux. Ce sont des attracteurs de densite´ car ils sont des sources de
charge positive. On obtient alors une partition de l’espace total du syste`me en des re´gions
disjointes nomme´es bassins contenant chacune un seul noyau. On a proce´de´ a` une partition
en atomes ou` un atome est de´fini comme l’union d’un attracteur avec son bassin. Chaque
bassin est de´limite´ par une surface. Les points M de cette surface sont tels que le gradient
de la densite´ e´lectronique en M est orthogonal au vecteur normal a` la surface en M.
La figure 1.3 illustre les notions pre´ce´dentes par l’exemple de l’e´tyle`ne. Le premier
graphe donne les courbes d’isodensite´ e´lectronique (a). Sur le deuxie`me (b), on peut voir
les attracteurs que sont les quatre noyaux d’hydroge`ne et les deux noyaux de carbone. On
peut aussi identifier les bassins associe´s a` ces attracteurs. Chaque bassin et son attracteur
de´finit un atome en the´orie AIM. A pre´sent que l’on a de´fini les atomes au sein d’une
mole´cule, dont Ψ est la fonction d’onde a` l’e´tat fondamental, la proprie´te´ P relative a`





En outre, plusieurs informations utiles sont donne´es par les points stationnaires de la
densite´ e´lectronique. Ce sont les points ou` le gradient de la densite´ s’annule, ∇ρ = 0.
Les points stationnaires sont caracte´rise´s par deux nombres r et s. Le rang r est e´gal
au nombre de valeurs propres nulles du hessien de la densite´ et la somme alge´brique de
leurs signes de´termine la signature s. Le hessien est la matrice des de´rive´es secondes de la
densite´ (∂2ρ/∂xi∂xj). En terme topologique :
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– Les maxima locaux sont des points stationnaires de type : (r,s)=(3,-3). Ils corres-
pondent aux positions des noyaux.
– Les points stationnaires (3,-1) sont les points stationnaires de liaison. On les trouve
entre deux atomes chimiquement lie´s.
– Les points stationnaires (3,+1) sont les points stationnaires de cycle. On les trouve
au centre de cycles d’atomes.
– Les points stationnaires de cage correspondent aux paires (3,+2) ou (3,+3). On les
trouve au centre d’une cage. S’ils sont du type (3,+3), alors ce sont des minima
locaux de la densite´ e´lectronique.
Sur la surface de densite´ e´lectronique, on peut suivre le chemin de densite´ maximale
reliant deux maxima, c’est-a`-dire deux noyaux (3,-3). Ce chemin peut eˆtre vu comme une
liaison. Sur ce chemin, qui n’est pas force´ment une ligne droite, on va rencontrer un point
critique de liaison (3,-1). La force de la liaison (ou ordre de liaison) est corre´le´e a` la valeur
de la densite´ e´lectronique au point critique de liaison. Par ailleurs, le champ scalaire de´fini
par les de´rive´es secondes de la densite´ de charge e´lectronique, c’est-a`-dire le laplacien ∇2ρ
de´termine ou` sont localement les concentrations et les de´perditions de charge e´lectronique.
Son analyse topologique est aussi la source de pre´cieuses informations.
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(a) (b)
Fig. 1.3 – Pour la mole´cule d’e´thyle`ne, dans le plan des deux carbones et des quatre
hydroge`nes : (a) courbes d’isodensite´ e´lectronique, (b) lignes de champ du gradient de
la densite´ e´lectronique. Dans les deux cas, on a ajoute´ au graphe les chemins de densite´
maximale (liaisons) et les surfaces interatomiques qui sont les frontie`res entre bassins
atomiques. De plus, les points stationnaires de liaison sont identifie´s par des points.
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Chapitre 2
Formalisme des potentiels effectifs de
groupe (EGP)
2.1 Introduction
Le domaine d’application privile´gie´ de la chimie quantique a e´te´ jusqu’a` re´cemment
des mole´cules relativement petites leurs couˆts nume´riques e´tant faibles. Le temps de calcul
ne´cessaire a` l’e´valuation de l’e´nergie d’une mole´cule est proportionnel au nombre N de
fonctions de base du calcul Nm. m de´pend du type de me´thode utilise´e :
– Hartree-Fock m=4, ou DFT LDA : m≈ 3 ;
– MP2 la corre´lation traite´e graˆce a` la the´orie des perturbations : m=4-5 ;
– CCSD(T) qui donne des re´sultats sur l’e´nergie et la ge´ome´trie des mole´cules d’une
qualite´ de l’ordre de la pre´cision chimique (≈ 1 kcal/mol) : m=6-7.
Les valeurs relativement e´leve´es de m expliquent que les champs de force classiques soient
tre`s largement employe´s afin d’e´tudier de grosses mole´cules en solution. De`s lors qu’il y
a re´action chimique, il se produit des re´arrangements d’e´lectrons. Les champs de force ne
sont pas a` meˆme de de´crire les cre´ations et les ruptures de liaison, ainsi que les processus
de transfert de charge ou les processus photochimiques. Cependant, pour e´tudier de gros
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syste`mes mole´culaires en chimie quantique, les avance´es technologiques, principalement
le de´veloppement de programmes paralle`les re´duisant le temps de calcul a` Nm/k avec k
le nombre de processeurs, permettent de re´duire les couˆts de calcul. De plus, plusieurs
types d’ame´lioration me´thodologique sont e´galement possibles. Citons en premier lieu les
me´thodes dites linear scaling pour lesquelles les ressources informatiques (temps CPU et
me´moire) ne´cessaires pour re´aliser un calcul quantique de´pendent line´airement de la taille
du syste`me, m = 1. Les algorithmes a` croissance line´aire exploitent le caracte`re local des
interactions chimiques. Local signifie que les proprie´te´s d’une certaine re´gion ne sont que
peu influence´es par les facteurs spatialement e´loigne´s de la re´gion d’inte´reˆt. En chimie
quantique, cela veut dire que les proprie´te´s d’une liaison sont de´termine´es par ses proches
voisins. Par conse´quent, les e´le´ments de la matrice densite´ entre deux atomes de´croissent
exponentiellement comme la distance entre ces deux atomes augmente. En linear scaling,
ce comportement est exploite´ et on utilise un seuil de coupure pour la matrice de Fock et
la matrice densite´. Dans les calculs de me´canique quantique, la localite´ n’est pas prise en
compte. On manipule des orbitales de´localise´es sur l’ensemble du syste`me, les besoins en
ressources informatiques en sont de´cuple´s. Diffe´rents algorithmes a` croissance line´aire en
me´canique quantique ont e´te´ de´veloppe´s. Les deux me´thodes les plus communes sont :
– la minimisation de la matrice densite´ (DMM) [95]. Cette me´thode a e´te´ imple´mente´e
avec succe´s pour les me´thodes semi-empiriques, Hartree-Fock et DFT ;
– la me´thode divide and conquer (DAC) [94]. Elle divise un compose´ en plusieurs
sous-syste`mes pour lesquels les e´quations de Fock locales sont re´solues. Elle a e´te´
imple´mente´e pour les me´thodes semi-empiriques et DFT.
Les re´sultats des diverses me´thodes de linear scaling sont comparables. Cependant, l’avan-
tage des me´thodes DAC est qu’elles sont les plus aise´ment paralle´lisables d’ou` un gain sur
le couˆt du calcul. D’autres alternatives, les pseudopotentiels mole´culaires et les me´thodes
hybrides, partent du meˆme constat : au cours d’une re´action chimique, seul un petit
nombre d’atomes participe aux processus de formation et de rupture de liaison. Les nom-
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breux autres atomes du syste`me forment l’environnement e´lectronique et ste´rique qui
influence les proprie´te´s et la re´activite´ de la partie active.
Dans ce chapitre, je pre´senterai la me´thode des potentiels effectifs de groupe. J’e´clairerai
la me´thode par l’exemple de la fabrication d’un potentiel de groupe pour le groupement
carbonyle. Dans le chapitre suivant, j’introduirai brie`vement les me´thodes hybrides et les
champs de force, avant de proposer de combiner ces deux approches de manie`re a` obtenir
une me´thode hybride rapide et performante.
2.2 Potentiels effectifs de groupe
2.2.1 Divers types de potentiels mole´culaires
Lors de re´actions impliquant des me´taux de transition, seulement quelques uns des
ligands sont des participants actifs, le reste e´tant principalement spectateur. Diffe´rencier
les e´lectrons actifs et inactifs d’un syste`me est une approximation majeure en chimie
quantique. Dans le cadre de calculs ab initio ou DFT, remplacer les e´lectrons de cœur par
un potentiel effectif de cœur est une approximation tre`s largement utilise´e.
Dans le chapitre pre´ce´dent, j’ai pre´sente´ les me´thodes des pseudopotentiels atomiques
et des hamiltoniens mode`les. Ces me´thodes utilisent la se´parabilite´ entre les e´lectrons de
cœur et les e´lectrons de valence. Mais j’ai insiste´ qu’il e´tait primordial pour atteindre la
pre´cision recherche´e d’eˆtre attentif au choix de la se´paration cœur-valence. Cependant,
le concept de se´parabilite´ n’est pas exclusif aux e´lectrons de cœur, il peut eˆtre employe´
pour de´crire le comportement de groupes d’atomes et pour mode´liser les effets sur leur
environnement. Les e´lectrons de cœur ve´rifient deux crite`res de se´parabilite´ :
1. la se´parabilite´ spatiale,
2. la se´parabilite´ e´nerge´tique.
En ge´ne´ral, pour un groupe spectateur dans une mole´cule, certaines e´nergies du jeu des or-
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bitales actives sont dans la meˆme partie du spectre que les e´nergies des orbitales inactives.
La de´finition des pseudopotentiels de groupe s’appuie donc sur le crite`re de se´parabilite´
spatiale seul. De ce fait, les me´thodologies a` mettre en œuvre sont complexes mais posse´der
un tel outil pour de´crire les abords de sites actifs dans les prote´ines, les surfaces, les me´taux
de transition, et... est tre`s inte´ressant pour gagner en temps de calcul et espace de stockage
de la me´moire. Il existe deux difficulte´s principales :
1. le choix de la se´paration en re´gion active et re´gion inactive,
2. la perte de syme´trie sphe´rique du potentiel.
Il existe divers travaux qui ont essaye´ de tirer partie de la se´parabilite´ spatiale pour fa-
briquer des potentiels mole´culaires. Morokuma et al. en 1983 de´veloppent des potentiels
effectifs de fragment [96]. Un potentiel monoe´lectronique mode´lise le fragment inactif NH3.
Les interactions e´lectrostatiques sont reproduites, la re´pulsion d’e´change est approxime´e
par un potentiel effectif local. Les optimisations de ge´ome´trie sont possibles. Peyerimhoff
repre´sente et stocke un potentiel effectif pour le meˆme groupe sous la forme d’une matrice
dans une base atomique interme´diaire [100]. Le potentiel effectif contient deux parties :
le premier terme est le potentiel de Hartree-Fock du groupe spectateur correspondant au
de´terminant couche ferme´e de´crivant les e´lectrons spectateurs, le deuxie`me terme est un
ope´rateur de level-shift pour assurer l’orthogonalite´ entre les orbitales de la partie active
et celles de la partie spectatrice. Zhang et al. envisagent leur me´thode de pseudo-liaison
pour saturer les liaisons pendantes a` la frontie`re entre re´gion QM et MM dans le cadre
des me´thodes hybrides [81]. Ainsi, les pseudo-liaisons saturent exclusivement des liaisons
covalentes de type σ a` l’aide d’un pseudo-atome associe´ a` un potentiel effectif de cœur.
L’exemple pour e´prouver leur me´thode est celui d’un pseudo-carbone sp3. La formula-
tion de Sanz et al. a donne´ les GMP (potentiels mode`les de groupe) [97]. Elle est base´e
sur l’approche des potentiels mode`les atomiques et permet le remplacement d’un groupe
par un potentiel mode`le multicentrique ayant localement la syme´trie de la mole´cule. En
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1997, Abarenkov et al. pre´sentent des travaux sur l’agre´gat Li2Mg. La fonction d’onde
est calcule´e en incluant les interactions d’e´change-corre´lation avec un groupe voisin de
fac¸on ite´rative [99]. Tre`s re´cemment, un groupe japonais a publie´ les re´sultats de leurs
travaux sur un hamiltonien effectif structurellement de´pendant de´veloppe´ dans le cadre
du traitement de la frontie`re en QM/MM. Graˆce a` une proce´dure par moindres carre´s,
ils minimisent la diffe´rence entre cet hamiltonien et l’hamiltonien de la partie ab initio.
L’e´nergie structurellement de´pendante qui correspond a` l’e´nergie de la partie classique
MM et le potentiel monoe´lectronique qui prend en compte les effets d’interface sont en-
suite calcule´s. Ils ont traite´ l’exemple du groupe me´thyle pour valider leur me´thode [102].
Enfin, la me´thode la plus largement utilise´e est la me´thode des potentiels effectifs de frag-
ment (EFP). Elle a e´te´ de´veloppe´e par le groupe de Stevens [98]. Elle a e´te´ utilise´e pour
traiter la frontie`re des me´thodes hybrides ainsi que pour re´duire le couˆt des calculs ab
initio ou DFT en remplac¸ant dans leurs premie`res applications des mole´cules d’eau par un
potentiel effectif. La me´thode de de´coupe de l’e´nergie RVS 1 de Stevens et Fink [60] permet
l’identification et la quantification des diffe´rentes contributions a` l’e´nergie d’interaction
du groupe spectateur avec la partie active. La repre´sentation du potentiel e´lectrostatique
est re´alise´e graˆce a` l’utilisation de l’analyse multipolaire (DMA [101]) de la distribution
de charge du spectateur. La polarisation est de´crite par des tenseurs de polarisabilite´ di-
polaire. Le terme re´pulsif d’e´change est mode´lise´ par un terme monoe´lectronique qui a la
forme de fonctions gaussiennes centre´es sur les centres des atomes spectateurs. Voyons, a`
pre´sent, plus en de´tails les spe´cificite´s de la me´thode des EGP.
2.2.2 Pre´sentation des EGP
Les bases the´oriques des potentiels effectifs de groupe ont e´te´ e´tablies de`s 1987 par
Malrieu et Durand [103]. Les premiers de´veloppements : l’e´criture des routines d’extraction
des potentiels de groupe, ainsi que les premiers tests ont e´te´ re´alise´s au laboratoire de
1Reduced Variational Space
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Toulouse [104]. Mais c’est depuis la fin des anne´es 90 avec Alary, Poteau, Heully que le
sujet a le plus avance´ avec l’ame´lioration des programmes [106, 108, 110], l’imple´mentation
des routines d’utilisation des EGP dans des se´ries de programmes telles que Gaussian et
Molcas et e´galement l’utilisation des EGP pour e´tudier divers proble`mes [107, 109, 111,
112, 113, 115, 116]. La me´thode est base´e sur la se´parabilite´ spatiale de certains groupes
fonctionnels dans les mole´cules. Cette me´thode est applicable chaque fois que l’on peut
de´finir un groupe spectateur dans une mole´cule. Un tel groupe n’est pas directement
implique´ dans la re´activite´ chimique du syste`me. Le crite`re de localisation spatiale est
un crite`re de se´parabilite´ plus faible que le crite`re de se´paration cœur-valence pour les
potentiels de cœur dans les atomes. En effet, la se´parabilite´ des e´lectrons du cœur et de la
valence est a` la fois vraie du point de vue spatial mais aussi du point de vue e´nerge´tique.
La manie`re d’obtenir les parame`tres des EGP est tre`s proche de la de´termination des
pseudopotentiels de cœur (ECP) dans leur version shape-consistent ou energy-consistent.
L’e´tape de´terminante est la de´finition des pseudo-orbitales de valence (molecular valence
pseudo-orbital, MVPO), qui jouent un roˆle similaire aux pseudo-orbitales de valence dans
la de´rivation des ECP. La me´thode des EGP s’est ave´re´e efficace pour mode´liser des
groupes engage´s dans des liaisons de divers types :
– liaisons donneur-accepteur : NH3, PH3 [108, 109] ;
– liaisons covalentes : SiH3 [108, 109], CH3 ;
– liaisons me´tal-ligand : le cyclopentadie´nyle (η5-Cp) [112, 113], le cyclooctatrie´nyle
(η8-COT) et le carbonyle [115] ;
Le pseudocarbonyle a e´te´ mode´lise´ et teste´ au cours de ce travail de the`se. Le groupe
carbonyle est d’un genre nouveau pour e´prouver la me´thode des EGP car les me´canismes
de donation-re´trodonation mis en jeu dans une liaison me´tal-carbonyle font de celui-ci un
groupe non strictement spectateur.
La me´thode des EGP suppose que les proprie´te´s chimiques des groupes fonctionnels
sont imputables a` un petit nombre d’e´lectrons. Il est commun pour diminuer la taille d’un
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calcul the´orique de remplacer les groupements importants par de plus simples, comme rem-
placer des me´thyles par des hydroge`nes ou remplacer de η5-Cp par le chlore. La me´thode
des EGP propose de substituer un groupe fonctionnel par un syste`me fictif avec un nombre
re´duit d’e´lectrons et de noyaux et un ope´rateur EGP associe´.
Je veux fabriquer un pseudopotentiel du carbonyle capable de mimer le carbonyle
engage´ dans une liaison me´tal-CO. Comme l’illustre la figure 2.1, les orbitales actives sur
le carbonyle sont dans ce cas :
– la paire-libre σ sur le carbone,
– les orbitales virtuelles pi∗ de´ge´ne´re´es permettant la re´trodonation des orbitales d
me´talliques dans les pi∗ antiliantes du carbonyle.
Par conse´quent, le potentiel de groupe du carbonyle peut se re´duire a` un pseudo-atome
de carbone a` deux e´lectrons et un pseudo-atome d’oxyge`ne. Ce syste`me est capable de
ge´ne´rer trois orbitales actives : la paire-libre sur le carbone, les orbitales virtuelles pi∗
de´ge´ne´re´es.
Fig. 2.1 – Sche´ma d’orbitales du fragment MCO. Un seul jeu d’orbitales pi est repre´sente´.
Les orbitales actives de l’EGP (MVPO) de´crites ci-avant dans le cas du carbonyle et
celles du groupe spectateur substitue´ sont analogues par rapport aux crite`res de forme,
syme´trie, occupation, e´nergies. Ces crite`res sont ceux de´finissant l’analogie isolobale [118].
Le tableau 2.1 re´pertorie les groupes de´ja` mode´lise´s par un EGP et de´finit les pseudo-
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orbitales mole´culaires de valence correspondantes.
Par la suite, le carbonyle va nous servir d’illustration. L’extraction d’un pseudocar-
bonyle est un de´fi pour la me´thode. En effet, dans les complexes me´tal-CO, le carbonyle
n’est plus rigoureusement spectateur car le crite`re de se´parabilite´ spatiale du carbonyle
n’est pas strictement respecte´ a` cause des phe´nome`nes de re´trodonation du me´tal au
CO. Cependant, il est inte´ressant de mode´liser un pseudocarbonyle pour trois raisons
principales :
1. meˆme si CO n’est pas un gros ligand, il est tre`s fre´quent que des complexes me´talliques
contiennent de nombreux carbonyles, comme dans Fe(CO)5 ;
2. jusqu’a` pre´sent, les groupes mode´lise´s par des EGP interagissaient par l’interme´diaire
d’orbitales occupe´es (cf. Tab. 2.1). NH3 se lie par sa paire-libre σ, le cyclopen-
tadie´nyle se lie par son syste`me pi. Au contraire, le carbonyle interagit graˆce a` sa
HOMO, la paire-libre nc, et graˆce a` sa LUMO de syme´trie pi (cf. Fig. 2.1).
3. la fabrication d’un pseudocarbonyle est un test pour la me´thode. Si ce test est
concluant, la mode´lisation par un EGP d’autres groupes fonctionnels (par exemple,
les phosphines...) qui interagissent avec un me´tal de la meˆme manie`re peut eˆtre
envisage´e.
Nous allons maintenant pre´senter les diffe´rentes e´tapes de fabrication d’un EGP. Cette
fabrication comporte :
1. le calcul de re´fe´rence pour construire les MVPO ;
2. la de´finition du syste`me fictif ;
3. la de´termination de l’ope´rateur pour combler la diffe´rence entre les syste`mes fictif
et re´el ;
4. la mise a` l’e´preuve du groupe ainsi mode´lise´ sur diffe´rents proble`mes de chimie :
re´activite´, structures, e´tats excite´s, magne´tisme, etc...
Mais dans un premier temps, le carbonyle sera pre´sente´ plus en de´tails.
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Groupe Pseudo-orbitales mole´culaires de valence
Tab. 2.1 – Les groupes fonctionnels de´ja` mode´lise´s par un EGP.
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2.3 Me´thode d’extraction
2.3.1 Carbone monoxyde – carbonyle
La mole´cule de carbone monoxyde est stable dans les conditions normales de pression
et de tempe´rature. Ses proprie´te´s physiques et chimiques insolites font qu’il n’est pas
aise´ d’en de´crire la structure e´lectronique. Notamment, le moment dipolaire du carbone
monoxyde est petit (0.11 D [119]). Le poˆle ne´gatif du vecteur moment dipolaire est sur le
carbone alors que le carbone est moins e´lectrone´gatif que l’oxyge`ne.
La de´rive´e seconde de la distribution de la charge e´lectronique ou distribution du La-
placien (∇2ρ) donne d’importantes informations sur la topologie de la charge e´le´ectronique
dans la mole´cule. Le Laplacien situe les zones ou` la densite´ e´lectronique est concentre´e
(∇2ρ < 0) et les zones de de´perdition de charge (∇2ρ > 0). Sur la figure 2.2, il est
e´vident que la topologie de la distribution de charge e´lectronique sur l’atome de carbone
est tre`s diffe´rente de celle sur l’atome d’oxyge`ne. La charge e´lectronique sur l’oxyge`ne est
de syme´trie sphe´rique dans l’espace a` trois dimensions, alors que l’atome de carbone a
une distribution de charge anisotropique. En particulier, un appendice de concentration
de charge sur le carbone pointe a` l’oppose´ de l’atome d’oxyge`ne. Cette concentration est
due a` des orbitales de syme´trie σ. En outre, on peut observer une zone de de´perdition de
charge sur le carbone dans une direction orthogonale au chemin de densite´ maximale :
la liaison. Il est important de re´aliser que le moment dipolaire est un vecteur et pas une
quantite´ scalaire ainsi la forme de la distribution de charge e´lectronique est au moins aussi
importante que les charges atomiques pour le moment dipolaire. La topologie de la dis-
tribution de la densite´ e´lectronique totale de´termine le moment dipolaire d’une mole´cule.
La distribution du Laplacien illustre le fait que le poˆle ne´gatif du moment dipolaire de
CO soit sur le carbone. La zone de concentration de la charge e´lectronique sur le carbone
est assez loin du noyau ce qui implique une forte contribution au moment dipolaire.
La liaison chimique de CO avec les me´taux de transition est habituellement de´crite
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en utilisant le mode`le de liaison de Dewar-Chatt-Duncanson (DCD) [140]. Il y a donation
de la 5σ-HOMO de CO dans l’orbitale vide dσ du me´tal et re´trodonation de l’orbitale
occupe´e dpi du me´tal dans la
∗
pi de CO (cf. Fig. 2.3 et 2.1).
2.3.2 Extraction 1 – calcul de re´fe´rence
Choix du syste`me d’extraction
Le choix du syste`me a` partir duquel on extrait le pseudopotentiel n’est pas sans poser
proble`me. Dans les travaux pre´ce´dents, deux strate´gies d’extraction ont e´te´ adopte´es :
– soit sur le groupe isole´ (extraction principielle),
– soit sur une mole´cule dans laquelle le groupe a` mode´liser est spectateur.
L’extraction sur le groupe isole´ ne pre´conditionne pas l’ope´rateur a` un comportement
particulier dans la mesure ou` il ne met pas le groupe dont on veut extraire un pseudopo-
tentiel en situation de liaison. On peut alors penser qu’il est plus facilement transfe´rable
Fig. 2.2 – Distribution du Laplacien de CO, ∇2ρ. Les lignes solides indiquent les zones
ou` il y a concentration de charge (∇2ρ < 0) alors que les lignes en pointille´s indiquent les
zone ou` il y a de´perdition de charge (∇2ρ > 0).
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Fig. 2.3 – Diagramme orbitalaire du ligand carbonyle. A gauche, les e´nergies des orbitales
Hartree-Fock sont donne´es en hartrees (pour C et O, ECP et bases associe´es de Stuttgart).
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a` tout type de situation de liaison tant que le groupe mode´lise´ reste un groupe specta-
teur au sein de la mole´cule. Lors d’une extraction a` partir d’une mole´cule contenant le
groupe spectateur (i.e., le syste`me de re´fe´rence), ce groupe doit avoir des caracte´ristiques
(type de liaison, ionicite´, hapticite´, etc...) proches de celles dans lesquelles on va utiliser
le pseudopotentiel. Cependant, la pratique a montre´ que l’un ou l’autre des choix pouvait
mener a` un EGP performant :
– dans le cas du cyclopentadie`ne-η5, (C5H5), l’EGP fabrique´ a` partir de l’anion cyclo-
pentadie´nyle a montre´ de grandes qualite´s de transfe´rabilite´.
– l’EGP se substituant a` l’ammoniac (NH3) avait e´te´ extrait, dans un premier temps,
sur BH3NH3. Mais les e´nergies des transitions e´tudie´es (entre couches ouvertes sur
le centre me´tallique, entre le ligand et le me´tal) n’e´taient pas satisfaisantes, lors
de l’utilisation de pseudogroupes au sein de trois mole´cules contenant un atome de
me´tal (M= Cu, Cr, Ni) entoure´ par des ligands NH3. Mais l’EGP ammoniac extrait
a` partir de l’adduit GaH3NH3 n’a pas montre´ de de´faut de transfe´rabilite´ et a` donner
de bons re´sultats [111]. On peut penser que la liaison Ga-NH3 dans GaH3NH3 est
plus proche de la liaison M-NH3 que la liaison B-NH3 dans BH3NH3.
Dans le cas du carbonyle, deux syste`mes d’extraction ont e´te´ choisis. CO#1 et CO#3
ont e´te´ extraits sur CO lui-meˆme alors que CO#2 l’a e´te´ a` partir de BH3CO.
Calcul de re´fe´rence
Le calcul de re´fe´rence est un calcul Hartree-Fock sur le syte`me d’extraction du pseu-
dopotentiel dans la base de re´fe´rence {χp} de dimension nref . On obtient l’ope´rateur de
Fock de re´fe´rence Fˆref et les orbitales mole´culaires |φi〉. Si ne´cessaire pour accomplir la
se´paration spatiale, on localise les orbitales mole´culaires de re´fe´rence |φi〉. Par exemple,
les OM de re´fe´rence du Cp extrait sur Cp− sont de´ja` naturellement localise´es tandis que
pour CO, on proce`de a` une localisation de Boys pour obtenir une paire-libre bien loca-
lise´e sur le carbone (cf. Tab. 2.2). En localisant, on produit un nouveau jeu d’orbitales
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mole´culaires |ϕi〉. Ensuite, l’ope´rateur de Fock Fˆref est exprime´ dans la base des OM de
re´fe´rence localise´es ou non. Dans la base des OM de re´fe´rence, de`s lors note´es {ϕi}, la





Des nref orbitales de re´fe´rence, on cre´e deux groupes :
– les orbitales actives de nombre nact. Ce sont les OM occupe´es localise´es sur la
partie active et les orbitales de liaison entre la partie spectatrice et la partie ac-
tive. Certaines orbitales actives peuvent eˆtre des orbitales virtuelles. Dans le cas
de la mode´lisation du carbonyle pour les complexes organome´talliques, on inclut
dans les orbitales actives les orbitales virtuelles pi∗CO pour permettre le processus de
re´trodonation ;
– les orbitales sur le groupe spectateur et les orbitales virtuelles sans inte´reˆt pour la
liaison avec la partie active.
2.3.3 Extraction 2 – pseudo-orbitales de valence
On de´finit ensuite une base tronque´e {fp} de dimension ntr < nref . Cette base est
compose´e des fonctions de base du calcul de re´fe´rence pour la partie active et d’un nombre
re´duit de fonctions de base sur la partie spectatrice. La base tronque´e doit nous permettre
de reproduire au mieux les orbitales actives. Le choix de la base tronque´e est tre`s important
car il conditionne la qualite´ du groupe EGP. Cependant, nous n’avons trouve´ aucun
argument the´orique pour nous guider dans nos de´terminations (cf. Tab. 2.3).
Les pseudo-orbitales mole´culaires de valence |ψk〉 (ou MVPO) sont les orbitales construites
dans la base tronque´e qui reproduisent au mieux les nact orbitales actives |ϕi〉 du calcul
de re´fe´rence. L’obtention des MVPO commence par le calcul des e´le´ments d’une matrice
nomme´e S :
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Tab. 2.2 – Pour le carbonyle : |φi〉 orbitales canoniques et e´nergies correspondantes en
hartrees ; |ϕi〉 orbitales apre`s localisation de Boys et e´le´ments diagonaux correspondants
de la matrice de Fock. Les orbitales de syme´trie pi n’ont pas e´te´ localise´es, elles sont donc
identiques dans les deux cas.
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〈fp | ϕi〉〈ϕi | fq〉 p, q = 1, ntr (2.2)
On diagonalise S et on se´lectionne les nact vecteurs propres |ψk〉 correspondant aux nact
valeurs propres tendant vers un : ce sont les MVPO. Pour avoir des MVPO de la meilleure
qualite´, on optimise, de fac¸on ite´rative, les exposants de la base tronque´e {fp}. Plusieurs
crite`res d’optimisation ont e´te´ imple´mente´s :
– le recouvrement entre les orbitales actives de re´fe´rence et les MVPO doit tendre vers
un ;
– la distribution de charge sur la partie active doit eˆtre la meˆme que dans le calcul de
re´fe´rence.




| ϕi〉〈ϕi | ψk〉 k = 1, nact (2.3)
n ` exposants coefficients
CO#1
C 2 0 0.1217 1.0
1 0.3139 1.0
1 0.2117 1.0
O 0 1 0.7500 1.0
1 0.3004 1.0
CO#2
C 2 0 0.1487 1.0
1 0.6040 1.0
O 0 1 0.6033 1.0
CO#3
C 2 0 0.1700 1.0
1 0.8000 1.0
1 0.5101 1.0
O 0 1 0.8993 1.0
Tab. 2.3 – Description de la base tronque´e du pseudocarbonyle. n est le nombre d’e´lectrons
sur le pseudo-atome.
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|λj〉〈λj| Fˆref |λi〉〈λi| (2.4)
Apre`s diagonalisation de l’ope´rateur Fˆ tr, on obtient un jeu de MVPO de´localise´es et les
e´nergies correspondantes. Examiner la forme des MVPO de´localise´es, leurs e´nergies et la
distribution de charge renseigne sur la pertinence des choix relatifs au syste`me fictif, en
particulier, la base tronque´e et le nombre d’e´lectrons du futur pseudogroupe.
Illustrations
Le tableau 2.4 illustre pour le pseudopotentiel CO#3 les diffe´rentes e´tapes de l’extrac-
tion. Le tableau 2.5 fait de meˆme pour le pseudocarbonyle CO#2. La premie`re colonne
de ces tableaux donne les orbitales du calcul de re´fe´rence parmi lesquelles on identifie la
paire-libre sur le carbone et les pi∗CO. L’extraction de CO
#2 est faite a` partir de BH3CO,
ainsi les orbitales actives incluent aussi les orbitales sur BH3, et la paire-libre est en-
gage´e dans la liaison σBC . La deuxie`me colonne pre´sente les solutions de l’ope´rateur de
Fock fictif Fˆ f dans la base de re´fe´rence. Seuls les e´lectrons actifs sont conserve´s pour ce
calcul. Dans la colonne 3, les MVPO dans la base tronque´e sont repre´sente´es. On voit
qu’elles sont proches des orbitales actives du calcule de re´fe´rence autant par la forme
que par leurs e´nergies. Le transfert de charge est aussi bien reproduit (qBH3 ,ref= -0.20,
qBH3 ,MV PO= -0.16, cf. Tab. 2.5). Enfin, la dernie`re colonne donne les solutions de Fˆ
eff , i.e.,
apre`s la de´termination de l’ope´rateur sous sa forme transfe´rable. C’est la de´termination
de cette ope´rateur transfe´rable ŴEGP que je vais expliquer dans la section suivante. Mais
on peut noter de`s a` pre´sent que en comparant avec solutions de Fˆ f (colonne 2), la pre´sence
de l’ope´rateur re´tablit la forme et l’e´nergie de chacune des orbitales actives. Le jeu des
MVPO est la meilleure solution que l’on puisse atteindre apre`s la de´termination de la
base tronque´e et du nombre des e´lectrons actifs. On peut observer que pour l’extraction
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principielle (cf. Tab. 2.4), on a pu avec l’ope´rateur ŴEGP avoir les solutions de Fˆ eff e´gales
aux MVPO contrairement a` l’extraction sur BH3CO (cf. Tab. 2.5).
2.3.4 Extraction 3 – de´termination de l’ope´rateur ŴEGP
Revenons au syste`me fictif. Bien suˆr, il ne suffit pas de reproduire les effets du groupe
spectateur. Ce mauvais comportement sera corrige´ par l’EGP. A ce stade, l’ope´rateur
Fˆ eff est de´fini comme l’ope´rateur qui, re´duit aux nact e´lectrons, reproduit les solutions de
l’ope´rateur de Fock tronque´ Fˆ tr :







Fˆ eff = Fˆ f + FˆEGP (2.6)
avec hˆ, l’Hamiltonien de cœur qui contient si besoin est des termes provenant de l’utilisa-
tion de potentiels atomiques. Fˆ f est l’ope´rateur de Fock fictif qui correspond au syste`me
fictif.
A ce stade, l’ope´rateur FˆEGP est connu par son expression matricielle dans la base
de re´fe´rence. Il n’est pas utilisable sous cette forme pour d’autres mole´cules : il n’est
pas transfe´rable. Pe´lissier et al. ont de´montre´ qu’un ope´rateur semi-local peut s’exprimer
comme une combinaison line´aire d’ope´rateurs de projection non-locaux [117]. Ainsi, dans
le but de rendre FˆEGP transfe´rable, on de´finit un ope´rateur monoe´lectronique non-local,






αnm |gn〉 〈gm| (2.7)
ou` les N |gn〉 forment une base de fonctions gaussiennes. Les exposants des gaussiennes
sont choisis en progression ge´ome´trique par syme´trie et par atome. Les coefficients αnm du
de´veloppement (2.7) sont de´termine´s en recherchant l’ope´rateur effectif, Fˆ eff dans la base
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Tab. 2.4 – Forme et e´nergie (hartree) des orbitales mole´culaires de CO. 1. Solutions de
Fˆref dans une base double-ζ + pseudopotentiels atomiques. 2. Solutions de Fˆ
f , meˆme
base que 1, les atomes C et O portent respectivement une charge fictive de 2 et O. 3.
MVPO, pseudo-orbitales mole´culaires obtenues dans une base simple-ζ s, p, p pour C,
l’atome O ne porte qu’une fonction de base p. 4. Solutions de Fˆ eff , meˆme base que 3
+ pseudopotentiels atomiques sur tous les atomes lourds + charges fictives sur C et O
+ pseudopotentiel de groupe sur le syste`me CO fictif. qC repre´sente la charge totale sur
l’atome C selon l’analyse de population de Mulliken. Le pseudopotentiel est CO#3.
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Tab. 2.5 – Forme et e´nergie (hartree) des orbitales mole´culaires de BH3CO. 1. Solutions de
Fˆref dans une base double-ζ + pseudopotentiels atomiques. 2. Solutions de Fˆ
f , meˆme base
que 1, les atomes C et O portent respectivement une charge fictive de 2 et O. 3. MVPO,
pseudo-orbitales mole´culaires obtenues dans une base double-ζ pour B et H, simple-ζ s,
p pour C, l’atome O ne porte qu’une fonction de base p. 4. Solutions de Fˆ eff , meˆme base
que 3 + pseudopotentiels atomiques sur tous les atomes lourds + charges fictives sur C et
O + pseudopotentiel de groupe sur le syste`me CO fictif. qBH3 repre´sente la charge totale
sur le groupement BH3 selon l’analyse de population de Mulliken. Le pseudopotentiel est
CO#2.
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d’extraction selon le sche´ma propose´ par Nicolas et Durand [106] pour la de´termination
d’un Hamiltonien effectif.
Fˆ eff doit reproduire l’ope´rateur de re´fe´rence restreint aux OM actives Fˆ tr. Dans l’espace
de Hilbert engendre´ par les orbitales mole´culaires actives de re´fe´rence {ϕi}, on veut que
l’e´galite´ suivante soit ve´rifie´e :
〈ϕi | Fˆ eff | ϕj〉 = 〈ϕi | Fˆ tr | ϕj〉
〈ϕi | (Fˆ tr − Fˆ eff) | ϕj〉 = 0
∀ (i, j) ∈ [1, nact] (2.8)
ou encore, en posant Hˆ = Fˆ tr − Fˆ f :
〈ϕi | ŴEGP | ϕj〉 = 〈ϕi | Hˆ | ϕj〉
〈ϕi | (Hˆ − ŴEGP) | ϕj〉 = 0
∀ (i, j) ∈ [1, nact] (2.9)
Dans le but de simplifier la me´thode de de´termination de ŴEGP par rapport a` Hˆ, on
de´finit un produit scalaire sur l’espace vectoriel des ope´rateurs hermitiques :
(Oˆ | Pˆ ) =
∑
i,j
〈ϕi | Oˆ+ | ϕj〉〈ϕj | Pˆ | ϕi〉ωij (2.10)
Oˆ et Pˆ sont des ope´rateurs hermitiques et Oˆ+ est le conjugue´ de Oˆ. Les poids ωij sont
des re´els postifs tels que ωij = ωji. En ge´ne´ral, ωij = 1.
Les e´quations 2.9 et 2.10 ou` Oˆ = Pˆ = (Hˆ − ŴEGP) impliquent :
(
Hˆ − ŴEGP | Hˆ − ŴEGP
)
= 0 (2.11)
On va donc chercher a` minimiser la valeur du produit scalaire de l’e´quation 2.11 pour
minimiser l’erreur faite en remplac¸ant Hˆ par ŴEGP :
(
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ce qui se rame`ne en termes matriciels a` la minimisation du carre´ de la diffe´rence entre les
matrices repre´sentatives de Hˆ et ŴEGP dans la base des orbitales actives de re´fe´rence :
[
〈ϕi | Hˆ | ϕj〉 − 〈ϕi | ŴEGP | ϕj〉
]2
→ minimum ∀ (i, j) ∈ [1, nact] (2.13)
Pour re´soudre l’e´quation 2.12, on e´crit d’abord ŴEGP comme une combinaison line´aire
d’ope´rateurs hermitiques Aˆi :
ŴEGP = Aˆ0 +
∑
i
CiAˆi i = 1, 2, . . . (2.14)
Dans notre cas, les ope´rateurs Aˆi (i = 0, 1, 2, . . .) sont des projecteurs sur des fonctions




ΛI |GI〉 〈GI | (2.15)
d’ou` Aˆi = Λi |Gi〉 〈Gi|.
Revenons a` l’e´quation 2.12. En utilisant, la me´thode de la transforme´e de Fourier, la
minimisation de l’expression de l’e´quation 2.12 par rapport aux coefficients Ci me`ne au
syste`me line´aire d’e´quations suivant :
(










Ci i = 1, 2, . . . (2.16)
Re´soudre l’e´quation 2.16 donne les coefficients Ci. La quantite´
(
Hˆ − ŴEGP | Hˆ − ŴEGP
)
est une mesure de la qualite´ de ŴEGP (et donc de la qualite´ de Fˆ eff). Elle devient selon
l’e´quation 2.16 :
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Hˆ − Aˆ0 | Aˆi
)
(2.17)






Aˆ1 | Hˆ − Aˆ0
)
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Les ope´rateurs Aˆi e´tant quasi line´airement de´pendants, on diagonalise la matrice de re-
couvrement S. Les vecteurs propres Vˆ pi et les valeurs propres associe´es sont obtenus. Les
vecteurs propres dont les valeurs propres sont infe´rieures a` un certain seuil τ dont le choix
est arbitraire, sont e´limine´s. On peut alors e´crire les coefficients Ci :
Ci =
(
Vˆ pi | Hˆ − Aˆ0
)
Le choix du seuil τ est un grave e´cueil de la me´thode dans sa forme actuelle. Apre`s
la re´solution mathe´matique du proble`me, nous allons voir comment guider le choix de τ .
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Apre`s l’e´limination des de´pendances line´aires par le rejet des vecteurs propres dont les
valeurs propres associe´es sont les plus faibles, on a un jeu de vecteurs propres line´airement
inde´pendants et orthogonaux.
Dans le cas de l’extraction de pseudopotentiels atomiques, le seuil τ est sans e´quivoque.
Les valeurs propres qui correspondent a` un jeu de vecteurs propres line´airement inde´pen-
dants, sont nettement plus grandes que les ”petites” valeurs propres. Contrairement aux
pseudopotentiels atomiques, nous disposons de peu d’informations pour extraire ŴEGP.
Nous avons simplement un ope´rateur de Fock qui, dans la base des pseudo-orbitales
mole´culaires de valence, n’est qu’une petite matrice. Ainsi meˆme si la se´paration entre
grandes et petites valeurs propres est nette lors de l’extraction de l’EGP, l’efficacite´ du
pseudogroupe n’est malheureusement pas garantie.
Le manque d’information pour extraire l’EGP fait qu’il existe une infinite´ de solution
pour minimiser la norme de l’e´quation 2.12. Certaines de ces solutions sont absurdes,
d’autres pas, c’est-a`-dire qu’elles ont un sens physique. Il faut tester la validite´ de l’EGP
pour pouvoir choisir le seuil τ le plus ade´quat. Tester l’EGP signifie que l’on va l’utili-
ser d’abord sur le syste`me d’extraction de re´fe´rence et ensuite, dans plusieurs mole´cules
et comparer les re´sultats avec le calcul sans EGP : e´nergie des orbitales mole´culaires,
parame`tres ge´ome´triques, etc...
2.4 Ope´rateur pseudopotentiel de groupe
2.4.1 Forme diagonale de l’ope´rateur
Avant de proposer une imple´mentation de l’ope´rateur plus syste´matique, nous allons
chercher a` mieux comprendre l’objet ŴEGP. La matrice repre´sentative de l’ope´rateur non-
local ŴEGP, e´quation (2.7), exprime´e dans la base de gaussiennes {gn}n=1,N est la matrice
carre´e α de dimension N dont les e´le´ments sont les coefficients αnm :
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α =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣







Si l’on diagonalise la matrice α (2.18), on obtient les valeurs propres ΛI et leurs vecteurs




ΛI |GI〉 〈GI | (2.19)
Les |GI〉 sont des combinaisons line´aires des gaussiennes |gn〉 de la base choisie pour de´finir
l’ope´rateur ŴEGP. On visualise les vecteurs propres |GI〉 de l’ope´rateur ŴEGP associe´s
aux valeurs propres ΛI comme on visualiserait des orbitales mole´culaires.
Revenons sur les tableaux 2.4 et 2.5, les orbitales mole´culaires de l’ope´rateur de Fock
fictif, Fˆ f (colonne 2), ont des e´nergies et des formes e´loigne´es du calcul de re´fe´rence.
L’ope´rateur Fˆ eff est tel que :
Fˆ eff = Fˆ f + ŴEGP (2.20)
En formant Fˆ eff par l’addition de ŴEGP a` Fˆ f , on re´tablit la situation (colonne 4). ŴEGP
agit comme un filtre qui repositionne correctement les e´nergies des OM actives dans le
spectre mole´culaire et qui rectifie la forme de ces OM.
Dans le tableau 2.6, on remarque que les fonctions propres de l’ope´rateur ŴEGP as-
socie´es aux valeurs propres les plus ne´gatives ressemblent aux fonctions que l’on a garde´es
sur la partie spectatrice. L’ope´rateur a des composantes de type σ qui agissent sur la
paire-libre du carbone et d’autres composantes de type pi qui ont un effet sur les pi∗CO.
Ceci peut s’expliquer car agissant sur les fonctions propres de l’ope´rateur Fˆ f , ŴEGP doit
ame´liorer leurs formes tout en modifiant leurs e´nergies. Intuitivement, ŴEGP soit aug-
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ŴEGPdiag (CO
#2)










Tab. 2.6 – Les neuf premie`res valeurs propres et les vecteurs propres associe´s de l’ope´rateur
ŴEGP du pseudogroupe CO#2 sous sa forme diagonale, ŴEGPdiag . L’oxyge`ne est a` gauche et
le carbone a` droite sur les figures du tableau.
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mente les e´nergies des orbitales sur lesquelles il agit soit il les diminue.
A l’heure actuelle, les choix cruciaux de la base de l’ope´rateur et du seuil τ sont
effectue´s de fac¸on empirique. Dans la section suivante, nous e´tudions l’influence de certains
parame`tres sur l’ope´rateur pseudopotentiel dans le but d’avoir quelques pistes pour mettre
en œuvre une me´thode d’obtention de l’ope´rateur ŴEGP plus syste´matique.
2.4.2 Imple´mentation de la recherche de l’ope´rateur
Pre´sentation de la me´thode propose´e
Il existe deux e´tapes limitant l’obtention d’un ope´rateur pseudopotentiel de groupe.
1. D’abord, le choix de la base tronque´e est relatif aux orbitales mole´culaires de
re´fe´rence que l’on veut reproduire. Si la base tronque´e est bien conditionne´e, les
pseudo-orbitales sont les plus proches possibles des orbitales mole´culaires de re´fe´rence
a` reproduire. Une me´thode d’optimisation des exposants de la base re´duite a e´te´
imple´mente´e pour avoir les exposants les meilleurs pour les types de fonctions de
base choisis.
2. Ensuite, la construction de l’ope´rateur non-local ŴEGP reste une e´tape fastidieuse et
ale´atoire. Pour aider a` la construction de l’ope´rateur, j’ai mis au point une proce´dure
syste´matique d’optimisation des exposants des gaussiennes de l’ope´rateur.
On connaˆıt l’ope´rateur de Fock Fˆ tr dans la base tronque´e atomique {fp}. Apre`s dia-
gonalisation, on obtient les e´nergies εtrj et les vecteurs propres correspondants qui sont les
MVPO ψj. Par ailleurs, la proce´dure d’extraction nous donne l’ope´rateur Fˆ
eff tel que,
Fˆ eff = Fˆ f + ŴEGP
On exprime Fˆ eff dans la base {fp}. Apre`s diagonalisation, on obtient les e´nergies εeffi
et les vecteurs propres associe´s qui sont les orbitales de´localise´es ψeffi .
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L’optimisation par moindres carre´s va porter sur les e´nergies εeffi et ε
tr
j , mais aussi
sur le recouvrement entre les MVPO |ψj〉, et les pseudo-orbitales de valence issues de
l’extraction de ŴEGP
∣∣ψeffi 〉 (ou M˜V PO) :
nact∑
i














S`` → nact (2.22)
avec nact le nombre d’orbitales mole´culaires que l’on a choisies de reproduire avec le
pseudopotentiel, i.e. le nombre d’orbitales actives. Le syste`me line´aire d’e´quations (2.16)
est re´solu pour le jeu d’exposants. Les valeurs de l’ajustement des e´nergies ne sont, en
ge´ne´ral pas du meˆme ordre de grandeur que celles du recouvrement, nous avons donc
de´cide´ d’imple´menter la possibilite´ de ponde´rer le recouvrement ou les e´nergies.
Application
L’ope´rateur CO#2 va me servir d’exemple pour cette e´tude. C’est un ope´rateur extrait
a` partir du syste`me de re´fe´rence BH3CO. La base tronque´e et les exposants des gaussiennes
sur lesquelles est construit l’ope´rateur ŴEGP sont rappele´s dans tableau 2.7.
Le syste`me line´aire d’e´quations 2.16 pour ce jeu d’exposants est re´solu. Les graphes
de la figure 2.4 illustre la me´thode de l’ajustement des e´nergies ∆ε et du recouvrement
∆s. J’ai trace´ les courbes repre´sentatives de ∆ε et ∆s × 0.1 :
1. ∆s est la quantite´ a` minimiser pour avoir un recouvrement maximal entre les MVPO
et les M˜V PO : ∆s = nact −
∑〈MV PO | M˜V PO〉.
2. ∆ε est la valeur de l’ajustement des e´nergies : ∆ε =
∑∥∥εeff − εtr∥∥2. On cherche
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aussi a` minimiser cette quantite´.
Les valeurs de l’ajustement des e´nergies sont environ dix fois celles du recouvrement, j’ai
donc de´cide´ de mettre un poids de 0.1 sur le crite`re ∆s pour avoir le meˆme ordre de
grandeur pour 0.1 × ∆s et ∆ε. La somme 0.1 × ∆s + ∆ε est e´galement trace´e sur les
graphes de la figure 2.4. Les deux crite`res d’optimisation pris en compte varient environ
de la meˆme manie`re en fonction du τ . Il en va de meˆme pour les graphes en fonction du
nombre d’e´quations garde´es mais cette visualisation exacerbe les barrie`res et les minima.
Les trois ope´rateurs ŴEGPa (τ = 15.0), Ŵ
EGP
b (τ = 10
−2) et ŴEGPc (τ = 5 × 10−6)
diffe`rent seulement par la valeur du seuil τ . Par conse´quent, le nombre de vecteurs propres
ˆV pi (cf. la section pre´ce´dente) intervenant dans la de´finition de Ŵ
EGP augmente de ŴEGPa
a` ŴEGPb a` Ŵ
EGP
c . Je les ai repe´re´ sur les graphes de la figure 2.4.
ŴEGPa se situe sur le premier palier minimum lorsque l’on va dans le sens du nombre
d’e´quations garde´es croissant soit un τ de´croissant. L’ope´rateur ŴEGPb se trouve dans
la premie`re barrie`re rencontre´e et ŴEGPc se trouve sur le palier minimum le plus large.
L’ope´rateur donnant les meilleurs re´sultats est ŴEGPa . L’ope´rateur Ŵ
EGP
c utilise´ dans
BH3CO inverse le parapluie -BH3 lors de l’optimisation de ge´ome´trie. Quant a` Ŵ
EGP
b , son
comportement lors de l’utilisation sur les mole´cules du type BX3CO est alte´re´ compare´
n l exposants coefficients l exposants coefficients
(a) base (b) ope´rateur
C 2 0 0.1487 1.0 0 1.5 1.0
0 0.75 1.0








Tab. 2.7 – (a) Description de la base tronque´e du pseudocarbonyle CO#2. n est le nombre
d’e´lectrons sur le pseudo-atome. (b) Jeu d’exposants d’essai des gaussiennes de l’ope´rateur.
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Fig. 2.4 – A gauche, les courbes ∆s × 0.1 et ∆ε : du recouvrement, nact −
∑〈MV PO |
M˜V PO〉 et de l’ajustement des e´nergies, ∑∥∥εeff − εtr∥∥2 en fonction de τ . Sommation de
ces deux crite`res d’optimisation, ∆s× 0.1 + ∆ε. A droite, les meˆmes quantite´ en fonction
du nombre d’e´quations garde´es pour la re´solution du syste`me line´aire (2.16).
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aux re´sultats obtenus avec ŴEGPa , alors que la barrie`re en ∆ε + ∆s × 0.1 qui se´pare
ŴEGPa et Ŵ
EGP
b n’est que de l’ordre de 0.2. D’apre`s ces observations, on peut dire que
la premie`re feneˆtre de minima s’e´tendant environ de 7 a` 24 e´quations a` garder concentre
les ope´rateurs donnant les meilleurs re´sultats. On peut conjecturer que le palier le plus
e´tendu nous donne des ope´rateurs pollue´s par des compensations d’erreur.
Le tableau 2.8 re´pertorie les neuf valeurs propres ne´gatives pre´ponde´rantes du spectre
des ope´rateurs ŴEGPa et Ŵ
EGP
b . Cependant, si on regarde la totalite´ du spectre des
ope´rateurs ŴEGPa et Ŵ
EGP
b , il existe pour Ŵ
EGP
b des valeurs propres positives du meˆme
ordre de grandeur que les valeurs ne´gatives pre´ponde´rantes ce qui n’est pas le cas pour
ŴEGPa . Intuitivement, on peut penser que ces contributions viennent contrecarrer l’ef-
fet des composantes ne´gatives. Les trois valeurs propres ne´gatives pre´ponde´rantes pour
ŴEGPa et Ŵ
EGP
b correspondent a` un premier vecteur propre de type σ et deux autres
de´ge´ne´re´s de type pi ce qui est conforme a` notre attente (on veut reproduire : nC et pi
∗
CO).
En comparant les re´sultats pour les deux valeurs de τ , 15.0 et 0.01, on voit qu’il y
a davantage de dissyme´trie entre les composantes sur C et O dans les vecteurs propres
de l’ope´rateur avec un seuil τ e´gal a` 0.01. L’ope´rateur ŴEGPb est plus de´veloppe´ sur
l’oxyge`ne. De plus, les vecteurs propres |G2〉 et |G3〉 pour l’ope´rateur ŴEGPa sont des
fonctions antiliantes analogues a` des pi∗ alors que |G2〉 et |G3〉 pour l’ope´rateur ŴEGPb
sont des fonctions liantes qui ne ressemblent pas aux pi∗ sur le carbonyle que l’on veut
reproduire. Le tableau 2.9 montre que l’ope´rateur ŴEGPb ne place pas correctement les
premie`res virtuelles dans BH3CO. Il inverse l’ordre entre le premier niveau σ
∗ et le premier
niveau pi∗. De plus, les e´nergies des pseudovirtuelles obtenues avec l’ope´rateur ŴEGPb sont
trop basses.
Optimisation des exposants des gaussiennes de l’ope´rateur
Les conditions des e´quations (2.21) et (2.22) permettent d’ajuster le seuil τ . Mais, je
les ai e´galement utiliser pour optimiser les exposants de la base de l’ope´rateur.
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ŴEGPa (τ=15.0) CO
#2





















Tab. 2.8 – Les neuf premie`res valeurs propres et les vecteurs propres associe´s de l’ope´rateur
EGP sous sa forme diagonale, ŴEGPdiag . A gauche, τ=15.0 soit 8 e´quations garde´es parmi
351 ; a` droite, τ=0.01 soit 35 e´quations garde´es. L’oxyge`ne est a` gauche et le carbone a`







. . . pi∗ 0.118
pi∗ 0.09 0.124 σ∗ -0.182
pi -0.467 -0.506 pi -0.448
σ -0.563 -0.603 σ -0.500
pi -0.708 pi
σ -0.799 σ -0.837
σ -0.896 -0.887 σ
σ -1.633 σ
Tab. 2.9 – Spectre e´nerge´tique de BH3CO en hartrees. La premie`re colonne donne les
e´nergies de OM issues du calcul de re´fe´rence (HF/SDDALL). La deuxie`me et la troisie`me
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1. τ est choisi de fac¸on a` e´liminer les redondances dues aux de´pendances line´aires
provenant de la re´solution du syste`me line´aire 2.16 ;
2. les exposants de la base de l’ope´rateur sont choisis en progression ge´ome´trique par
syme´trie et par atome. Par conse´quent, on optomise le premier exposant de chaque
couche et le coefficient de proportionnalite´ relatif a` chacune des couches. En outre,
on applique la contrainte suivante :
η < exposant < 10.0
ou` η est une variable a` de´terminer. η permet d’adapter la porte´e dans l’espace
de l’ope´rateur. L’ope´rateur agit sur les e´lectrons de notre pseudogroupe, il ne doit
en aucun cas affecter la partie active, et donc eˆtre a` courte porte´e. Notons qu’il
est primordial de soigner l’e´tape de la de´termination de la base tronque´e car les
exposants de l’ope´rateur sont de´finis a` partir les MVPO.
Par suite, on optimise les exposants αi et les coefficients de proportionnalite´ γi graˆce aux
conditions des e´quations (2.21) et (2.22).
Application
Les exposants des gaussiennes de l’ope´rateur du pseudopotentiel CO#2 ont e´te´ opti-
mise´s avec pour seul crite`re l’ajustement des e´nergies. Le pseudopotentiel obtenu est note´
CO#opt. Les caracte´ristiques de l’ope´rateur ŴEGPopt issues de cette optimisation sont :
1. τ= 0.443614286
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2. les exposants des gaussiennes de l’ope´rateur :






OM CO CO#opt CO#2
pi∗ 0.160 0.211 0.209
0.160 0.211 0.209
paire libre sur C, et σ -0.547 -0.518 -0.673
pi -0.643
-0.643
paire libre sur O, et σ -0.800
σ -1.537
Tab. 2.10 – Energies, en hartrees, des orbitales du CO isole´, CO#2 est le pseudocarbonyle.
CO isole´ Avec l’EGP CO#opt, les orbitales pi∗ du carbonyle isole´ sont plus surestime´es
qu’avec l’EGP CO#2. Cependant, la paire libre sur le carbone est, avec CO#opt, a` une
e´nergie plus proche du calcul de re´fe´rence (cf. Tab. 2.10). De plus, on obtient une charge
sur le carbone bien meilleure qu’avec l’EGP CO#2 (cf. Tab. 2.11).
BX3CO Lorsque l’on utilise ce nouvel ope´rateur, Ŵ
EGP
opt , dans la mole´cule de BH3CO.
Les re´sultats s’ave`rent meilleurs pour les transferts de charge (cf. Tab. 2.13). Par exemple,
l’oxyge`ne avec CO#2 est trop e´lectroniquement peuple´ alors que le carbone est trop
de´peuple´, en utilisant CO#opt, ces tendances sont re´tablies a` des valeurs plus proches
charge CO CO#opt CO#2
C +0.093 +0.052 +0.649
Tab. 2.11 – Charge sur le carbone pour le CO, la distance C-O est ici de 1.112 A˚.
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BC∗ 1.540 1.540 1.540
BH 1.212 1.231 1.207
HBH 119.2 115.0 114.1
Tab. 2.12 – Ge´ome´tries optimise´es pour BH3CO. Les distances sont en A˚, les angles et
les angles die`dre en degre´s. Les parame`tres marque´s par * sont gele´s durant l’optimisation
de ge´ome´trie.
transfert de charge C O B H
BH3CO
#2 +0.452 -0.561 +0.253 -0.048
-0.109 +0.109
BH3CO
#opt +0.132 -0.098 +0.152 -0.062
+0.034 -0.034
re´fe´rence +0.308 -0.161 +0.182 -0.110
+0.147 -0.148
Tab. 2.13 – Transferts de charge pour BH3CO.
du calcul de re´fe´rence. Le transfert de charge total sur le carbonyle est mieux restitue´
avec CO#opt. Dans BH3CO
#2, le carbonyle est trop e´lectroniquement pourvu et sa charge
globale est ne´gative alors que dans le calcul de re´fe´rence et avec CO#opt cette charge est
positive. Les performances des deux ope´rateurs sont comparables quant aux parame`tres




BC∗ 2.886 2.886 2.886
BF 1.300 1.304 1.334
FBF 120.0 119.74 119.96
Tab. 2.14 – Ge´ome´tries optimise´es pour BF3CO. Les distances sont en A˚, les angles et les
angles die`dre en degre´s. Les parame`tres marque´s par * sont gele´s durant l’optimisation
de ge´ome´trie.
Pour BF3CO, on peut faire les meˆmes observations (cf. Tab. 2.15 et 2.14).
Ni(CO)4 en TDDFT Les e´nergies des premiers singulets en TDDFT sont plus proches
du calcul tous e´lectrons avec le pseudopotentiel CO#opt qu’avec CO#2 (cf. Tab. 2.16). Ce-
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transfert de charge C O B F
BF3CO
#2 +0.639 -0.634 +0.649 -0.218
-0.005 +0.005
BF3CO
#opt +0.103 -0.051 +0.662 -0.238
+0.052 -0.052
re´fe´rence +0.224 -0.212 +1.154 -0.389
+0.012 -0.012
Tab. 2.15 – Transferts de charge pour BF3CO.
re´f. [146] Ni(CO)4 Ni(CO
#2)4 Ni(CO
#opt)4
a1T1 4.36 eV 4.32 4.07 4.23
a1E 4.60 4.54 4.38 4.66
b1T1 4.62 4.57 4.84 4.56
a1T2 4.70 4.65 4.59 4.51
b1T2 4.82 4.78 4.93 4.75
Tab. 2.16 – Les premiers e´tats singulets en TDDFT sur Ni(CO)4, la fonctionnelle utilise´e
est la fonctionnelle LDA. Les e´nergies sont donne´es en e´lectrons-volts (eV). La colonne
tous e´lectrons constitue la re´fe´rence de notre travail, les conditions (bases, ECP) de ce
calcul sont diffe´rentes des calculs re´f. [146].
pendant alors que CO#2 intervertit les e´tats a1T2 et b
1T1, le pseudocarbonyle CO
#opt
intervertit les e´tats a1T2 et a
1E. Les erreurs relatives des re´sultats obtenus avec le pseu-
docarbonyle sur les e´tats excite´s de Ni(CO)4 ne sont pas supe´rieures a` 3% en utilisant
CO#opt alors qu’en utilisant CO#2, les erreurs relatives peuvent aller jusqu’a` 6%.
Conclusion
Ajoutons qu’a` l’heure actuelle, la distance entre l’EGP et la partie active est gele´e
lors des optimisations de ge´ome´trie. Les distances EGP/partie active sont choisies en se
re´fe´rant a` des donne´es expe´rimentales connues (des structures crystallographiques par
exemple) ou a` des calculs the´oriques ante´rieurs. L’introduction d’un terme re´pulsif pour
rendre compte des interactions entre l’EGP et son premier voisin appartenant a` la partie
active devrait corriger cet inconve´nient.
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2.5 Mode´lisation du ligand carbonyle par la me´thode
EGP
Avant de joindre un article (Bessac F. ; Alary, F. ; Poteau, R. ; Heully, J.-L. ; Daudey,
J.-P. J. Phys. Chem. A 2003, 107, 9393.), paru sur le sujet de la mode´lisation du ligand
carbonyle par un EGP, je vais introduire en quelques mots les principaux re´sultats.
2.5.1 Absorption du carbonyle sur une surface me´tallique
M. Nyberg a e´tudie´ dans sa the`se [143] l’adsorption du carbonyle sur des surfaces
me´talliques. Les interactions pi entre le carbonyle et le me´tal sont explique´es en de´veloppant
un mode`le a` trois orbitales. On conside`re les orbitales 2pi∗ et 1pi doublement de´ge´ne´re´es
du carbonyle, les orbitales doublement de´ge´ne´re´es (3dxy, 3dyz) du me´tal. En formant des
combinaisons line´aires de ces orbitales, on obtient trois nouvelles orbitales (cf. Annexes
Fig. 2.6). L’orbitale 1pi est une orbitale liante qui se caracte´rise par un recouvrement
non nul entre le carbone et le me´tal. L’orbitale 2pi est non-liante entre le carbone et le
me´tal. Elle n’a pas de caracte`re 2p sur le carbone mais elle posse`de un fort caracte`re
dpi du me´tal. L’oxyge`ne porte une contribution 2p. Plus haut en e´nergie, on trouve une
orbitale antiliante avec un caracte`re 2pi∗ dominant. Le mode`le a` trois orbitales explique
le caracte`re “paire-libre” sur l’oxyge`ne dans la 2pi. Pour ce qui concerne la syme´trie σ,
la the´orie des orbitales frontie`res pre´dit une donation de charges de la HOMO (5σ) du
carbonyle au me´tal (dσ). Les orbitales en interaction prises en conside´ration sont les 4σ,
5σ et 6σ du carbonyle et une dσ du me´tal. Les contributions les plus grandes a` la structure
e´lectronique viennent de l’interaction entre la 4σ, la 5σ et la dσ du me´tal (cf. Annexes
Fig. 2.6).
La confirmation expe´rimentale de telles interactions a e´te´ apporte´e par M. Nyberg
graˆce a` la confrontation de travaux the´oriques et de re´sultats de spectroscopie d’e´mission
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de rayons X (XES). Les calculs the´oriques de spectres XES du carbonyle :
– en phase gazeuse,
– sur une surface de nickel,
– dans des complexes me´talliques,
– et coordonne´ a` l’he`me de l’he´moglobine
ont prouve´ que le comportement des e´lectrons pi du CO en interaction avec des me´taux
e´tait quasi identique dans les diffe´rentes situations e´tudie´es. Ainsi, les interactions M-CO
sont correctement de´crites par un mode`le a` trois orbitales.
Discussion
A l’aide des EGP, on re´duit le carbonyle a` un pseudosyste`me a` deux e´lectrons capable
d’eˆtre σ-donneur et pi-accepteur. La taˆche est difficile du fait du rapport de force e´quilibre´
entre les deux effets. Pour de´crire au mieux ces effets, j’ai pris en compte les occupe´es
et les virtuelles. En outre, dans le mode`le d’interaction orbitalaire a` trois fragments de
la figure 2.6(b) (cf. Annexes), l’orbitale 2pi la plus haute occupe´e est non-liante, et ne
pre´sente pas de caracte`re 2pi∗CO dominant. Cette orbitale est a` comparer avec le mode`le
d’interaction en orbitales frontie`res de la figure 2.6(a) (cf. Annexes). Le pseudocarbonyle
est e´labore´ de fac¸on a` pouvoir ajuster la paire-libre sur le carbone et les premie`res virtuelles
pi∗. L’ope´rateur EGP devrait donc avoir la capacite´ de rendre-compte de cette orbitale
non-liante. L’ope´rateur EGP est-il capable de remplir cette fonction ? Sinon, quelle est
l’influence de la mauvaise reproduction de cet effet orbitalaire sur les proprie´te´s de l’e´tat
fondamental et sur celles des e´tats excite´s ?
Soulignons, enfin, que le carbonyle n’est pas strictement un groupe spectateur dans
les complexes des me´taux de transition. Le proble`me a` traiter est a` la limite de validite´
de la me´thode des pseudopotentiels de groupe.
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2.5.2 Densite´ e´lectronique
Les courbes d’isodensite´ e´lectronique du tableau 2.17 (cf. Annexes), ont e´te´ calcule´es
a` partir des orbitales mole´culaires Kohn-Sham (LDA) donne´es aux figures 2.7 et 2.8 (cf.
Annexes). Les calculs ont e´te´ faits en syme´trie Td. Dans ce groupe, les interactions de
types σ et pi sont couple´es. Cependant, sur le tableau 2.17 (cf. Annexes) :
– les graphes note´s σ rendent compte de la densite´ issue des quatre dernie`res orbitales
”σMC” occupe´es. Les orbitales ”σMC” sont la dernie`re A1 occupe´e et les trois OM
de´ge´ne´re´es de l’avant dernie`re couche T2 occupe´e.
– les graphes note´s pi rendent compte de la densite´ issue des cinq dernie`res orbitales
”pi” occupe´es. Les orbitales ”pi” sont celles de la dernie`re couche E occupe´e et de la
dernie`re couche T2 occupe´e.
Par l’analyse, des figures 2.7 et 2.8 (cf. Annexes), mais surtout de la densite´ de le
tableau 2.17 (cf. Annexes), on voit que notre pseudocarbonyle re´pond a` proximite´ d’un
me´tal dans un sche´ma a` deux orbitales (cf. Annexes Fig. 2.6) alors que les orbitales de
re´fe´rence montrent une re´ponse des carbonyles re´els selon un sche´ma d’interaction a` trois
fragments. Le mode`le DCD n’est pas suffisant pour expliquer l’orbitale non-liante 2pi de
la figure 2.6(b) (en haut) (cf. Annexes).
Sur le tableau 2.17 (cf. Annexes), la densite´ σ sur le nickel est bien reproduite par
l’EGP. Avec CO#1, la liaison Ni-C concentre la plupart de la densite´ e´lectronique alors
que le calcul de re´fe´rence montre que la densite´ des e´lectrons se localise a` la fois sur la
liaison Ni-C, la liaison C-O et la paire-libre de l’oxyge`ne. La densite´ pi dans le calcul de
re´fe´rence est faible sur le carbone et plus de´veloppe´e sur l’oxyge`ne comme dans le mode`le
d’interaction a` trois fragments.
Le calcul avec CO#1 permet de reproduire la densite´ sur le nickel alors qu’il exacerbe
la densite´ sur le carbone. Mon pseudocarbonyle se comporte dans un sche´ma d’interaction
a` deux fragments. En incluant les orbitales occupe´es 1pi (cf. Fig. 2.3) dans les MVPO,
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ce comportement devrait eˆtre corrige´. Le pseudocarbonyle devrait alors interagir selon le
mode`le a` trois fragments. Malheureusement, inclure les orbitales occupe´es 1pi e´quivaut
a` reproduire la plus grande part du carbonyle ce qui n’est pas mon but. En fait, les
choix initiaux de la base tronque´e, du nombre d’e´lectrons, des MVPO imposent que le
pseudocarbonyle CO#1 interagisse dans un mode`le DCD.
La troisie`me colonne du tableau 2.17 (cf. Annexes) pre´sente les densite´s e´lectroniques
σMC et pi du syste`me Ni(CO
#1
3 )(CO). La densite´ sur le nickel est comparable au calcul de
re´fe´rence. Il est tre`s inte´ressant de constater que la substitution de trois carbonyles par
des CO#1 n’alte`re pas le comportement de la densite´ sur le vrai carbonyle.
2.5.3 Etats excite´s
Les e´tats excite´s de Ni(CO)4 ont e´te´ calcule´s en TDDFT avec la fonctionnelle LDA
(Gaussian 98) et en CASSCF/CASPT2 (Molcas 5). En TDDFT, pour Ni(CO#1)4, la
LUMO n’est pas comme dans le calcul de re´fe´rence une orbitale triplement de´ge´ne´re´e de
syme´trie T2. On obtient une LUMO de syme´trie A1 donne´e a` la figure 2.5 (omise a` la
figure 2.8 en Annexes). Dans le tableau 2.18 (cf. Annexes), outre les e´tats construits sur
Fig. 2.5 – Ni(CO#1)4 : LUMO de´nue´e de sens physique. Elle appartient a` la repre´sentation
irre´ductible A1 en Td.
cette LUMO de´nue´e de sens physique, les e´tats excite´s de Ni(CO)4 sont bien reproduits
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lorsque l’on remplace les CO par CO#1. Le pseudocarbonyle CO#3 a e´te´ extrait apre`s
CO#1 pour palier le proble`me de cette LUMO de´nue´e de sens physique. Les re´sultats
otenus sont qualitativement similaire a` ceux obtenus avec CO#1 mais on a e´limine´ le
proble`me de la LUMO.
Lorsque l’on visualise les composantes de l’ope´rateur ŴEGP correspondant a` CO#1
(cf. sous-section 2.4.1), on voit que la composante pre´ponde´rante de cet ope´rateur est
une composante de type σ. Cette composante influence la paire-libre nc mais aussi les
σ∗ virtuelles du pseudocarbonyle. Ces virtuelles σ∗ polluent le spectre de Ni(CO#1)4 en
ge´ne´rant la LUMO de la figure 2.5.
Le tableau 2.19 (cf. Annexes) donne les re´sultats de l’e´tude des e´tats excite´s du
Ni(CO)4 par les me´thodes CASSCF et CASPT2. Dans ces e´tudes, la LUMO non-physique
n’a pas pose´ de proble`me. En effet, je l’ai e´limine´e de fait en choisissant les orbitales
de mon espace CASSCF. Les re´sultats sont discute´s dans l’article. En re´sume´, l’utilisa-
tion de pseudopotentiels de cœur diffe´rents introduit une erreur d’environ 0.2 eV sur les
e´nergies d’excitation du Ni(CO)4. La pre´cision du calcul avec EGP par rapport au cal-
cul de re´fe´rence et de cet ordre. Les re´sultats avec les pseudocarbonyles sont donc bons.
La difficulte´ dans les calculs de CASSCF et CASTP2 est d’ordre technique : re´aliser un
CASSCF identique a` celui de Pierloot et al. [147] auquel on veut se comparer. En effet,
la syme´trie Td n’e´tant pas imple´mente´e dans Molcas, les calculs ont e´te´ faits en D2d
mais pour prevenir les me´langes d’OM appartenant a` des repre´sentations irre´ductibles
diffe´rentes en Td, les calculs ont e´te´ faits avec des contraintes de syme´trie. J’ai ainsi si-
mule´ un calcul en Td.
2.5.4 Conclusion
L’utilisation des pseudopotentiels de groupe CO#i pour optimiser la structure des
mole´cules s’est ave´re´e efficace. La qualite´ des calculs a e´te´ e´prouve´e sur des cas tre`s divers :
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liaison donneur-accepteur BH3CO, BF3CO, liaison me´tal-carbonyle dans un complexe ou`
il existe des phe´nome`nes de retrodonation compe´titive pour les ligands en trans les uns
des autres Co(PH3)2H(CO). En travaillant sur les mole´cules de Fe(CO)5 et Ni(CO)4, j’ai
e´galement montre´ que l’emploi de plusieurs CO#i donne de bons re´sultats. Les proble`mes
rencontre´s lors de l’e´tude des e´tats excite´s de Ni(CO)4 en TDDFT incitent a` la vigilance
lors de l’extraction d’un pseudogroupe. La visualisation des composantes principales des
ope´rateurs d’un pseudogroupe fournit des informations importantes qui peuvent nous
aider a` construire des pseudogroupes plus performants. Dans notre e´tude, elle a per-
mis de comprendre l’apparition dans le spectre de Ni(CO#1)4 de la LUMO de´nue´e de
sens physique. Dans le cadre me´thodologique, elle peut donc permettre de comprendre
la signification des solutions possibles (seule la valeur de τ diffe`re entre ces solutions)
et d’identifier les solutions physiques au proble`me. Mode´liser le carbonyle par un EGP
e´tait un challenge pour la me´thode. Les performances obtenues sont concluantes, les diffi-
culte´s rencontre´es ont e´te´ constructives. Ainsi, mode´liser d’autres groupes aux proprie´te´s
pi-acceptrices semble eˆtre accessible aux EGP : les ligands phosphines tre`s importants en
chimie organome´tallique par exemple.
Enfin , il est important de noter que le temps de calcul en TDDFT des e´tats excite´s de
Ni(CO)4 a e´te´ divise´ par sept en utilisant le pseudopotentiel CO
#1 par rapport au calcul
sans EGP.
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2.6 Annexes du chapitre 2
2.6.1 Mode`les de liaison de Ni-CO
(a) (b)
Fig. 2.6 – Illustration du mode`le de liaison de Ni-CO : (a) syste`me pi, mode`le d’interaction
a` deux fragments ; (b) syste`me pi et syste`me σ, mode`le d’interaction a` trois fragments
(d’apre`s Nyberg [143]). EF mate´rialise le niveau de Fermi.
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Tab. 2.17 – Dans un plan de´fini par l’atome de nickel et deux carbonyles, densite´
e´lectronique calcule´e a` partir des orbitales Kohn-Sham de Ni(CO)4. (σ) On a peuple´
les quatre dernie`res orbitales σMC occupe´es ; (pi) On a peuple´ les cinq dernie`res orbitales
pi occupe´es. Sur les figures donnant les re´sultats pour Ni(CO#1)3(CO), le pseudocarbo-
nyle est en haut et le vrai carbonyle en bas. La fonctionnelle utilise´e est la fonctionnelle
LDA. Dans les calculs, tous les atomes, excepte´s ceux des EGP, portent une base et un
pseudopotentiel atomique de Stuttgart.
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Fig. 2.7 – Diagramme orbitalaire du Ni(CO)4, orbitales Kohn-Sham. L’axe des e´nergies
est gradue´ en hartrees. Le trait horizontal en pointille´s repre´sente la se´paration oc-
cupe´es/virtuelles.
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Fig. 2.8 – Diagramme orbitalaire du Ni(CO#1)4, orbitales Kohn-Sham. L’axe des e´nergies
est gradue´ en hartrees. Les conventions de dessin des orbitales sont le´ge`rement diffe´rentes
entre ce diagramme et le diagramme 2.7. Il est a` noter que le pseudopotentiel CO#1 a
inverse´ l’ordre des virtuelles de syme´trie T2 et E. Le trait horizontal en pointille´s repre´sente
la se´paration occupe´es/virtuelles.
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exp.a Te - - - 4.6 ±0.46 5.4 ±0.54 - -
Th.b Caracte`re - - - 56% t2 →t2 49% t2 →e - -
35% t2 →e 23% t2 →t2
Te 4.36 4.60 4.62 4.70 (0.006) 4.82 (0.099) - -
CO Caracte`re 89% t2 →t2 100% t2 →t2 100% t2 →e 61% t2 →t2 45% t2 →e - -
39% t2 →t1 28% t2 →t1
27% t2 →t2
Te 4.32 4.55 4.57 4.65 4.79 - -
CO#1 Caracte`re 72% t2 →t2 84% t2 →t2 69% t2 →e 74% t2 →t2 88% t2 →e - -
31% t2 →t2
Te 4.30 4.48 4.38 4.55 4.67 3.25 4.42
CO#3 Te 4.20 4.52 4.34 4.48 4.86 - -
Tab. 2.18 – Energies des premie`res excitations singulets en TD-LDA de for Ni(CO)4, Ni(CO
#1)4 et Ni(CO
#3)4, en electron-
volt (eV), les caracte`res des transitions de Ni(CO#3)4 sont similaires a` ceux de Ni(CO
#1)4. Dans les deux dernie`res colonnes
en italiques, les e´tats excite´s sont construits sur la HOMO non-physique de Ni(CO#1)4. Les forces d’oscillateur sont indique´es
entre parenthe`ses.
aExpe´rience en phase gazeuse, Re´f. [151]
































CO exp.a - - 4.6 ±0.46
EOM-CCSD b 4.61 5.45 4.93
STEOM-CCSD c 4.29 5.07 4.60 (0.0042)
Ext-STEOM d 3.92 4.75 4.24
CASSCF e 7.15 9.12 7.49 (0.29)
CASPT2 f 4.46 4.37 4.76 (0.29)
CASPT2(c-v) g 4.04 3.72 4.34 (0.29)
SAC-CI h 4.53 5.41 4.79 (0.0023)
TD-LDA i 4.36 - 4.70 (0.006)
CO#1 CASSCF 4.58 5.07 5.20 (0.0914)
CASPT2 4.23 4.24 4.71 (0.0914)
Tab. 2.19 – Energies des premie`res excitations singulets de Ni(CO)4 : re´sultats de diffe´rentes me´thodes et e´nergies des
premie`res excitations singulets en CASSCF et CASPT2 de Ni(CO#1)4, en electron-volt (eV). Les forces d results for various
methods et first low-lying singlet excitation energies in CASSCF et CASPT2 for Ni(CO#1)4, in electron-volt (eV). Les forces
d’oscillateur sont indique´es entre parenthe`ses.
aExpe´rience en phase gazeuse, Re´f. [151]
b
ab initio donne´es des Re´fs. [148] et [149]
c
ab initio donne´es des Re´fs. [148] et [149]
d
ab initio donne´es des Re´fs. [148] et [149]
e
ab initio donne´e de la Re´f. [147]
f
ab initio donne´e de la Re´f. [147]
g
ab initio donne´e de la Re´f. [147]
h
ab initio donne´e de la Re´f. [150]
iDonne´es de [146]
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2.6.4 Article – Bessac et al., J. Phys. Chem. A 2003, 107, 9393.
Modeling a Carbonyl Group Taking into Account Back-Donation Effects through the
Effective Group Potential Method
Fabienne Bessac, Fabienne Alary,* Romuald Poteau, Jean-Louis Heully, and
Jean-Pierre Daudey
Laboratoire de Physique Quantique, UMR 5626 du CNRS, IRSAMC, UniVersite´ Paul Sabatier,
118 route de Narbonne, F31062 Toulouse Cedex, France
ReceiVed: April 16, 2003; In Final Form: August 1, 2003
Quantum chemical calculations have been carried out at different levels of theory in order to verify the validity
of an effective group pseudopotential (EGP) for carbonyl. Carbonyl potential groups are designed to reproduce
the nature of the bonding between the carbonyl group and transition metal elements. This work is a part of
a series of articles which investigate different bonding situations (Alary, F.; Poteau, R.; Heully, J.-L.; Barthelat,
J.-C.; Daudey, J.-P. Theor. Chem. Acc. 2000, 104, 174-178; Poteau, R.; Ortega, I.; Alary, F.; Solis, A. R.;
Barthelat, J.-C.; Daudey, J.-P. J. Phys. Chem. A 2001, 105, 198-205; Poteau, R.; Alary, F.; Makarim, H. A.
E.; Heully, J.-L.; Barthelat, J.-C.; Daudey, J.-P. J. Phys. Chem. A 2001, 105, 206-214; Alary, F.; Heully,
J.-L.; Poteau, R.; Maron, L.; Trinquier, G.; Daudey, J.-P. J. Am. Chem. Soc. 2003, 125, 11051-11061). The
present contribution is the first attempt at modeling a chemical group involved in a donation-back-donation
bond. Three pseudocarbonyl groups, extracted from different systems, are discussed here; two are produced
from the isolated carbonyl molecule and the other from BH3CO. Two uses are considered here. The
transferability of such groups has to be proven by the reproduction of electronic and geometrical parameters
of various molecules of interest: BF3CO, Co(PH3)2HCO, Ni(CO)4, or Fe(CO)5 is a preliminary efficient test.
The third of the aforementioned molecules, Ni(CO)4, is further investigated. The EGP approach is questioned
here when faced with the problem of excited state determination using several calculation methods: CASSCF/
CASPT2 and TDDFT (TD-LDA).
I. Introduction
The spatial separability of certain functional groups in
molecules allows us to divide chemical systems into subsystems,
namely, active parts and inactive or spectator parts. According
to the effective group pseudopotential (EGP) methodology,
spectator groups can be replaced by a reduced pseudogroup.
Modeling a carbonyl with the EGP method means first that it
is replaced by a fictitious system, that is, a reduced number of
nuclei and electrons and a truncated basis set, and second that
the EGP operator spread out on the fictitious system restores
the effect of a real carbonyl group. Just as the core pseudopo-
tential method (ECP) implies spatial and energetic separabilities
between the electrons included in the core pseudopotential and
the other electrons of the atom, the group pseudopotential
method depends on the spatial separability between the electrons
contained in the group pseudopotential and the other electrons
of the molecule. We have previously described the results of
our investigations of different bonding situations.1-4 Our purpose
here is to model a carbonyl group with an EGP, but extracting
a pseudocarbonyl is a challenge for our method. Indeed
repolarization effects and metal-ligand donor-acceptor phe-
nomena occurred frequently when dealing with transition metal
(TM) complexes containing CO ligands. Thus, the carbonyl is
not exactly a spectator group within TM complexes, because
the spatial separability for carbonyl is not exactly fulfilled.
Nevertheless, designing a pseudocarbonyl is interesting for two
main reasons. First, even if the carbonyl is intrinsically not a
bulky ligand, most of the time several of them are part of a
single organometallic complexes such as in Fe(CO)5. Second,
until now all groups already modeled by EGPs interacted by
their occupied orbitals such as NH3 or Cp (cyclopentadienyl).
Moreover, NH3 interacts via its σ lone pair only and Cp via a
pi system only. In contrast, the carbonyl binds because of its
last occupied molecular orbital (MO), which is the nc lone pair
and its lowest virtual pi shell.
The carbonyl ligand is unsaturated by virtue of the C-O
multiple bond. Its ability to accept metal dpi electrons by back-
bonding makes it a powerful pi acceptor ligand. Therefore, CO
is an excellent ligand for stabilizing electron-rich low-valent
metal centers such as Mn, Cr, Fe, Ni, and so forth. As a
consequence, the highest occupied molecular orbital (HOMO)
of the carbonyl is the carbon σ lone pair, and the virtual pi*
orbitals are more strongly developed on the carbon atom (see
Figure 1). Because the oxygen is more electronegative than the
carbon, its atomic orbitals (AO) are lower in energy than those
of the carbon. In organometallic molecules, the frontier orbitals
of the metal and the ligand generally dominate the bonding;
thus, the TM is bonded to the carbonyl through the carbon. The
bond between the carbonyl and the metal to form TM complexes
mainly involves the carbon lone pair 5σ and the 2pi* degenerate
orbitals of the carbonyl. However, bonding in metal-CO
adducts like carbon monoxide complexes of Cp2M (M ) Ca,
Eu, or Yb) which is of current theoretical interest exhibits
bonding by the oxygen atom.5
The most common bonding model (see Figure 2) describes
the TM-CO bond within the frontier orbital theory, implying
* Corresponding author. Fax: (33) 561556065. E-mail: fabienne.alary@
irsamc.ups-tlse.fr.
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a donation from the carbonyl 5σ orbital to the empty metal
atomic orbitals of σ symmetry and a back-donation into the
carbonyl 2pi* orbitals from the occupied pi-type d orbitals of
the metal. When donation and back-donation concepts are
included, the model is known as the Dewar-Chatt-Duncanson
(DCD) model6,7 in inorganic chemistry and the Blyholder model8
in the area of adsorption of ligands on metallic surfaces.
Using the Energy Transition State (ETS)9 analysis of iron
pentacarbonyl, Fe(CO)5, Uddin and Frenking10 were able to get
insight into the strength of the carbonyl ligand as a pi acceptor.
In such an analysis, the percentage contribution of the total
orbital interactions (∆Eorb) to the total attractive interactions
reflects the covalent character of the bond. In given cases,
symmetry arguments allow them to calculate the percentage
contribution of the pi or σ systems (∆Epi, ∆Eσ) to ∆Eorb. Uddin
and Frenking have shown that ∆Eorb represents 48.3% of the
total attractive interactions for an axial carbonyl group and
45.3% for an equatorial carbonyl. ∆Epi is 47.9% of the total
orbital interactions for axial carbonyls and 51.8% for equatorial
carbonyls. It can be seen that the σ donation and pi back-
donation of the carbonyl group in TM complexes have similar
strengths in the covalent part of the bonding.
With the constrained space orbital variation (CSOV) method
of analysis , Bauschlicher and Bagus11 have investigated TM-
CO bondings in Ni(CO)4 and Fe(CO)5. Their conclusions differ
slightly from those obtained by Uddin and Frenking. They have
reached two main critical conclusions about the nature of TM-
CO interactions. First, CSOV analysis exhibits an important σ
repulsion between the two fragments, that is, the metal and the
(CO)n cage. Second, the σ donation from CO to the 3d orbitals
of the metal is greater for Fe(CO)5 than for Ni(CO)4. They
explain this fact by considering the 3d shell of the metal. In
Fe(CO)5, Fe is d8 and the 3da1 orbital, which is involved in the
σ donation from CO to Fe, is empty, whereas in Ni(CO)4, Ni is
d10 and the σ donation from CO to Ni is small. Moreover, the
back-donation from the metal to CO is always important. Indeed,
it is the only relevant charge-transfer contribution to the
interaction for Ni(CO)4, and its contribution to the interaction
in Ni(CO)4 is three times greater than that of the σ donation
(CO f TM).
However, although the frontier orbital model has qualitatively
explained many interactions, for the carbonyl ligand there have
been indications that the electronic structure might not be fully
explained by back-donation into the pi* orbitals. Nyberg12
studied the adsorption of both isoelectronic neutral ligands N2
and CO onto metallic surfaces. Comparing theoretical data and
results from X-ray spectroscopy, he showed that the pi and σ
interactions between the carbonyl ligand and TM are better
described by a three-orbital interaction model (see Figure 3)
than by the Blyholder model.
To obtain a satisfactory pseudocarbonyl, results from previous
investigations involving carbonyls should be used when applying
the EGP extraction method. The previous short and unexhaustive
overview of different approaches used to gain insight into the
carbonyl ligand shows that the question of the CO bonding mode
with TMs has no easy and straightforward answers.
In this paper, we make a detailed description of the extraction
process of an EGP group for carbonyl. In the following part,
we summarize the important steps of the EGP method for the
extraction of pseudogroups. In part III, we present and discuss
some results which are of different types. First, geometry
optimizations enable us to validate our pseudocarbonyls for
various structural problems. Second, analysis of the electronic
density for the TM complexes, Fe(CO)5 and Ni(CO)4, clarifies
the behavior of our pseudocarbonyls bonded with TMs. Third,
a study of the first low-lying singlet states excitation energies
of Ni(CO)4 is reported and analyzed. Finally in the last part,
we give our conclusions.
II. Methodology
The EGP method is a complex method which has been
described in more detail in several previous papers.1-3,13
However, the method will briefly be explained here. First, a
reference system is chosen as the extraction system. This system
can be the CO group itself or a molecule which includes the
carbonyl in a bonding environment similar to the one that the
pseudocarbonyl will be used in. A Hartree-Fock calculation is
performed on the reference system, thus yielding a reference
Fock operator, Fˆref. During the next step, the orbitals required
to describe the bonding between the carbonyl and the rest of
the reference system are determined, namely, that of the carbon
lone pair, 5σ, and the 2pi* orbitals (see Figure 1). Then, one
has to find the best association of a truncated basis set and the
number of electrons kept on C and O in order to reproduce as
closely as possible the relevant orbitals previously identified.
The reduced system thus obtained is known as the fictitious
Figure 1. MO diagram of the carbonyl ligand; on the left, the orbital
Hartree-Fock energies are shown in hartrees (Stuttgart ECP and basis
sets for O and C).
Figure 2. MO diagram representing CO pi bonding.
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system. The best combination of nuclear charges and electrons
for the carbonyl was found to be Zeff ) 2 on the pseudocarbon
and Zeff ) 0 on the pseudooxygen, thus yielding an overall
number of two electrons for the system.
When the best fictitious system has been found, a calculation
is carried out at the Hartree-Fock level in order to obtain the
Fock operator Fˆf. The orbitals obtained by the diagonalization
of the projected Fˆref in the truncated basis set are the so-called
molecular valence pseudoorbitals (MVPOs). The MVPOs are
designed to be as close as possible to the reference orbitals in
energy and shape. The fictive system by itself is unable to fully
reproduce the presence of a real carbonyl group. This poor
behavior is corrected by the matrix FEGP. This operator is defined
as the difference between the two matrix representations Fref
and Ff. Fref and Ff are the previously mentioned reference and
fictitious operators projected in the basis formed by the MVPOs.
At this stage, the matrix FEGP depends on the basis set of the
extraction process and cannot be used for other molecules. In
order to have a transferable operator, WˆEGP is defined as a
nonlocal monoelectronic operator:
where |gn〉 designates an even-tempered Gaussian functions basis
set. The Rnm coefficients are determined as proposed by Nicolas
and Durand13 by a least-squares fit in order to minimize the
difference between the matrix representations of the two
operators:
The modeled chemical group is replaced by a reduced number
of electrons, a basis set, and an operator WˆEGP. The influence
of the remaining electrons is described by the operator in
association with the basis set. The electronic density on the bond
between the active part and the fictitious system being not
frozen, the donation-back-donation effect is obtained by
including antibonding pi*CO virtual orbitals in the set of orbitals
to reproduce.
Computational Details. The EGP routines have been in-
cluded in the Gaussian 98 14 and Molcas 5 15 programs. We used
basis sets and relativistic atomic pseudopotentials from
Stuttgart16-18 unless otherwise mentioned. For nickel and iron,
we did not include f-type basis functions in the calculations.
The carbon and oxygen atoms of the pseudocarbonyl, CO#, hold
nonlocal core pseudopotentials from Toulouse.19 All geometry
optimizations have been performed at the Hartree-Fock level
of calculation, using the Gaussian 98 program.14 To check the
validity and the accuracy of the extracted pseudocarbonyls, we
systematically performed reference calculations, that is, calcula-
tions involving the real carbonyl groups performed at the same
level of theory as the EGP calculations. Moreover, it should be
recalled that the WˆEGP operator does not contain a distance-
dependent term. Thus, those calculations also provide the
distance of the interaction between the pseudocarbonyl and the
TM. Extraction of the EGP is done at the Hartree-Fock level,
but we have shown in previous work4,5 that use of the EGP can
be extended to correlated methods.
III. Results and Discussion
Several attempts at obtaining a satisfying pseudocarbonyl
were made. Different processes of extraction were considered,
thus yielding a different pseudocarbonyl. As a matter of fact,
the definition of the MVPOs and of WˆEGP depends on the
reference system, the truncated atomic basis set (size and
functions type), and the number of electrons on the pseudocar-
bon and on the pseudooxygen. The results discussed in this
section were obtained using three pseudocarbonyls, CO#i. The
truncated basis sets as well as the WˆEGP operator are developed
on two centers which correspond to C and O atoms. CO#1 was
extracted from the isolated CO; its basis set consists of one
s-type function and two p-type functions on C and two p-type
functions on O (see Table 1). We used a smaller basis set for
CO#2, which is one s- and one p-type function on the pseu-
dooxygen. Moreover, BH3CO was taken as the reference system.
As with CO#1, the third EGP was extracted from the isolated
CO, but the associated truncated basis set is smaller. We shall
see in the following that, although all of the CO#’s provide
Figure 3. Bonding models of Ni-CO: (a) pi system, two-fragment model; (b) pi system, three-fragment model (after Nyberg12). EF is the Fermi
level.
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accurate geometric parameters for the investigated compounds,
CO#1 fails in the description of the lowest excited states of the
organometallic compounds, that is, Ni(CO)4 and Fe(CO)5.
However, as in the cyclopentadienyl case,4 the transferability
of EGPs extracted from the isolated species is expected to be
better. Thus, we carefully analyzed the difference between the
CO#1 and CO#2 EGPs, and CO#3 was designed once the
diagnosis was established. Indeed, the WˆEGP operator exhibits
a σ component, much more important in CO#1 than in CO#2 or
CO#3, which strongly influences both the nc lone pair and the
σ* virtual orbitals of the pseudo-CO. In the following, the
parameters marked with asterisks were frozen during the
geometry optimizations, and the distances are given in Å, the
angles and dihedral angles in degrees, and the energies in
hartrees. The symmetry point group expression is abbreviated
as SPG.
A. Geometry Optimizations. A.1. CO as a Lewis Base:
BX3CO. Attention was focused on the electronic and geometrical
properties of two adducts BH3CO and BF3CO (see Table 2 and
Figure 4). The deviation of a geometrical parameter G with
respect to the reference value is calculated using the usual
formula:
where G is the quantity of interest.
The relative error on the bond length B-H due to the use of
pseudocarbonyl CO#1 is 2.2%, and the relative error for the bond
angle HBC is 0.7%. In the case of the complex BF3CO, the
error for the FBC bond angle is 2.8%, whereas the error for the
B-F bond length is only 0.4%.
Pseudocarbonyl CO#2 extracted from the donor-acceptor
compound BH3CO yielded optimized geometries on BH3CO
and BF3CO complexes in excellent agreement with the reference
calculations. The bond lengths B-X (X ) H, F) are overesti-
mated by less than 0.1%, and the bond angles are underestimated
by 6.0% for BH3CO and 1.4% for BF3CO. As can be seen from
Table 1, the CO#3 pseudocarbonyl is also accurate.
As far as the energies and shapes of the MOs are concerned,
we can see in Figure 4 that there is not an exact superposition
between the reference diagram (on the left) and the diagram
from the calculation with EGP (on the right). Some MOs,
irrelevant for the bonding, do not appear with the EGPs because
only the 5σ MO of CO (see Figure 1) is considered. However,
there is a substantial error in the energies of the occupied MOs
of BH3CO#1. However, that discrepancy does not affect the
geometrical feature of the active part, and at this stage we cannot
really distinguish one pseudo-CO from the other.
A.2. Transferability. In the previous section, the accuracy of
the pseudo-CO CO#1 was tested using the BH3CO and BF3CO
molecules. However, because we wanted to create a carbonyl
able to behave correctly in the vicinity of a TM, we chose
several molecules containing TMs to study the behavior of our
pseudocarbonyl: Co(PH3)2H(CO), Ni(CO)4, and Fe(CO)5.
A.2.a. Co(PH3)2HCO (see Table 3). The particularity of this
planar molecule is the bending of the phosphine groups. In this
complex, the cobalt in the oxidation state +1, Co(I), is d8. In
studying this species, we wanted to test the ability of our
pseudopotential to reproduce the correct bending of the two
phosphine groups relative to the linear part of the molecule (O-
C-Co-H). This test looks mild, but we have checked that
inappropriate pseudocarbonyl groups give very bad results such
as the collapse of the PH3 groups onto the pseudocarbonyl
during the geometry optimization. The results are encouraging
as the angle CCoP is overestimated by 1.6% using CO#1 and
by 2.6% using CO#2. Our pseudopotential thus seems to mimic
the σ and pi interactions of a real carbonyl. Moreover, the energy
gap between the HOMO and the lowest unoccupied molecular
orbital (LUMO) is in good agreement with the reference
Hartree-Fock calculation: 0.315 72 hartree in Co(PH3)2HCO
compared to 0.292 84 hartree (corresponding to a relative error
of 7.2%) in Co(PH3)2HCO#1 and 0.324 90 hartree (corresponding
to a relative error of 2.9%) in Co(PH3)2HCO#2.
A.2.b. Ni(CO)4 (see Table 4). Ni(CO)4 belongs to the Td SPG,
all the carbonyl groups in Ni(CO)4 being equivalent. Three of
the four carbonyl groups of this molecule were replaced by
CO#’s. With CO#1, the C-O bond length of the remaining
carbonyl is overestimated by 0.01 Å and the Ni-C bond is 0.024
Å longer whereas the bond angles remain the same. CO#2 is
more accurate because the C-O bond length of the remaining
carbonyl is underestimated by 0.001 Å and the Ni-C bond is
0.004 Å longer whereas the bond angles also remain the same.
Although the introduction of three CO#’s into the tetracarbon-
ylnickel molecule breaks the Td symmetry as our pseudocarbonyl
groups are not exactly real carbonyls, the angles and dihedrals
remain close to the angular Td symmetry (see Table 4). The
results of the geometry optimization of the single CO group
are thus in good agreement with the reference calculation.
Moreover, the Hartree-Fock energies of the orbitals are fairly
well reproduced. We also can note the breaking of the bond
orbital degeneracy in Ni(CO)(CO#)3 compared to Ni(CO)4. In
the reference calculation, the HOMO is a threefold degenerate
orbital at -0.380 63 hartree, whereas with CO#1 the threefold
TABLE 1: Pseudocarbonyl Characteristicsa
CO#1 n l exponents coefficients
C 2 0 0.1217 1.0
1 0.3139 1.0
1 0.2117 1.0
O 0 1 0.7500 1.0
1 0.3004 1.0
CO#2 n l exponents coefficients
C 2 0 0.1487 1.0
1 0.6040 1.0
O 0 1 0.6033 1.0
CO#3 n l exponents coefficients
C 2 0 0.1700 1.0
1 0.8000 1.0
1 0.5101 1.0
O 0 1 0.8993 1.0
a The number of electrons on the pseudoatom is n.
TABLE 2: BH3CO and BF3CO Geometrical Parameters(Symmetry Point Group: C3W)a,b
rBC rCO rBH aHBC
BH3CO 1.601 1.120 1.201 104.0
BH3CO#1 1.601* 1.120* 1.228 103.3
BH3CO#2 1.601* 1.112* 1.202 97.8
BH3CO#3 1.601* 1.120* 1.218 100.5
rBC rCO rBF aFBC
BF3CO 2.810 1.122 1.335 91.4
BF3CO#1 2.810* 1.120* 1.341 94.0
BF3CO#2 2.810* 1.112* 1.333 90.1
BF3CO#3 2.810* 1.120* 1.337 92.6
a Bond lengths, r, in Å; bond angles, a, in deg. b Parameters marked
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degenerate orbital is split into two orbitals at -0.237 89 hartree
and one orbital at -0.362 18 hartree. On the one hand, the
midpoint of these orbitals constituting the pseudo-HOMO shell
is at -0.279 32 hartree. The latter midpoint energy value lies
26.6% lower in energy on a relative basis than the value from
the reference calculation. On the other hand, the relative
overestimation of the energy midpoint of the pseudo-HOMO
using CO#2 compared to the reference HOMO is 9.4%. Indeed,
with CO#2 the HOMO shell is split into two energy levels: one
orbital at -0.409 91 hartree and one twofold degenerate orbital
at -0.425 08 hartree. Although the threefold degeneracy is not
expected to remain within Ni(CO)(CO#)3, CO#1 enhances the
splitting.
A.2.c. Fe(CO)5 (see Table 5 and Figure 5). Fe(CO)5 belongs
to the D3h SPG. In Fe(CO)5, there are two groups of equivalent
COs: two axial (or apical) and three equatorial (or basal). Many
previous investigations of the iron pentacarbonyl molecule have
been performed.10,20,21 In the current investigation, two kinds
of pseudocarbonyl associations were considered. First, two
pseudo-COs replaced the two axial carbonyl groups, and second,
three pseudo-COs were used in the equatorial positions. Thus,
the SPG, D3h, remains unchanged from Fe(CO)5 to Fe(CO)3-
(CO#)2 and Fe(CO)2(CO#)3.
A.2.d. Discussion. Looking at the geometries, CO#1 gives
comparable performances when used in the equatorial position
or in the axial position. The relative errors for the system
Fe(CO)3(CO#1)2 show that Fe-Ceq is shortened by 2.6%,
whereas C-Oeq is elongated by 0.8%. For the system Fe(CO)2-
(CO#1)3, Fe-Cax is shortened by 4.2% and C-Oax is elongated
by 0.7%. The shapes of the five highest occupied orbitals of
the Hartree-Fock calculations for both Fe(CO)5 and Fe(CO)2-
(CO#1)3 are shown in Figure 5. It is obvious from the figure
that the energy of the HOMO is overestimated using pseudocar-
bonyl CO#1 whereas the shapes of the orbitals are comparable.
Similarly, using CO#2 and dealing with Fe(CO)5 geometrical
parameters, we compare the relative percent error in the apical
and basal positions. In Fe(CO)3(CO#2)2, the relative error with
respect to Fe-Ceq is 0.3% and 0.3% with respect to C-Oeq
and both bonds are elongated in the system with the pseudocar-
bonyl, whereas in Fe(CO)2(CO#2)3, the relative error with respect
Figure 4. Hartree-Fock energies (in hartrees) of the MOs for BH3CO, BH3CO#1, and BH3CO#2; on the left, the MOs for the reference calculation
are shown. Some occupied MOs disappear in the calculations with CO#1 and CO#2. They are MOs from the CO that cannot be reproduced because
CO#1 and CO#2 are designed to reproduce only the relevant orbitals for the bonding of CO in interaction with an active part.
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to Fe-Cax is 0.2% and 0.4% with respect to C-Oax but both
bonds are shortened.
In conclusion, CO#1 and CO#2 give similarly good perfor-
mances when used in the basal or apical position, and again,
CO#2 appears to be slightly more accurate. In the apical or
equatorial position, pi and σ responses from CO#1 and CO#2 are
not equally solicited (cf. Part I, Uddin and Frenking10). Thus,
it suggests that CO#1 and CO#2 are able to adapt their behavior
to different bonding situations into the framework of TM
complexes.
B. Electronic Density. It will be shown in this section that
the CO#1 EGP, which appeared to provide less accurate
geometries and MO energies, is nevertheless able to properly
influence the electronic density on the active part of TM
complexes. Figure 6 focuses on the iron electronic density
calculated from the Hartree-Fock orbitals of Fe(CO)5. In that
three-dimensional D3h system, σ and pi interactions are coupled;
thus, Figure 6 was built by occupying the σ and pi orbitals
developed simultaneously on the central iron atom and on the
ligands. This density is well reproduced using the EGP CO#1
TABLE 3: Optimized Geometry for Co(PH3)2HCO and Optimized Geometry Parameters for Co(PH3)2HCO, Co(PH3)2HCO#1,
Co(PH3)2HCO#2, and Co(PH3)2HCO#3 (Symmetry Point Group: C2)a,b
Co(PH3)2HCO Co(PH3)2HCO#1 Co(PH3)2HCO#2 Co(PH3)2HCO#3
Co-C 1.952 1.952* 1.952* 1.952*
Co-P 2.551 2.626 2.495 2.560
Co-H 1.688 1.714 1.680 1.692
C-O 1.126 1.120* 1.112* 1.120*
P-H1 1.430 1.435 1.427 1.430
P-H2 1.418 1.421 1.417 1.420
P-H3 1.418 1.421 1.417 1.420
CCoP 97.7 99.3 95.2 94.3
H1PCo 138.7 141.6 136.4 135.0
H2PCo 107.8 107.0 108.5 110.3
H3PCo 107.8 107.0 108.5 110.4
HCoPH1 180.0 180.0 179.6 179.9
CoPH1H2 129.7 130.2 129.3 129.9
CoPH1H3 129.8 130.2 129.3 130.0
a Bond lengths in Å; bond angles in deg. b Parameters marked with asterisks were frozen during the geometry optimizations.
TABLE 4: Ni(CO)3CO# Geometry Optimization (Symmetry
Point Group: Td)a
rCO rNiC aCNiC dCNiCC
Ni(CO)4 1.129 1.873 109.5 120.0
Ni(CO#1)3CO 1.139 1.897 109.5 120.0
Ni(CO#2)3CO 1.124 1.877 109.5 120.0
a Bond lengths, r, in Å; bond angles, a and d, in deg.












Fe-Cax 2.039 2.039* 1.954 2.039* 2.035
Fe-Ceq 1.855 1.806 1.855* 1.860 1.855*
C-Oax 1.123 1.120* 1.131 1.112* 1.119
C-Oeq 1.137 1.146 1.120* 1.134 1.112*
a Bond lengths in Å. b Parameters marked with asterisks were frozen
during the geometry optimizations.
Figure 5. From HOMO to HOMO-2 for Fe(CO)5, Fe(CO)2(CO#1)3,
and Fe(CO)2(CO#2)3.
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in the apical or equatorial positions. As expected, with CO#1
the Fe-C# bond draws most of the electronic density whereas
the reference calculation shows that the density is localized
simultaneously on the Fe-C bond, on the C-O bond, and on
the oxygen lone pair. However, we can also observe that the
substitution of two apical or three equatorial carbonyl ligands
by CO#1 does not change significantly the density on the real
remaining carbonyl groups. Thus, the density on the active part
seems to be well reproduced.
In previous papers,1-4 we showed the efficiency of EGPs at
different levels of calculation of the electronic correlation. Figure
7 presents similar results for the Ni(CO)4 molecule, but the
electronic density was calculated here from Kohn-Sham LDA
orbitals. Even if in the Td symmetry the σ and pi interactions
are coupled, we computed separately the density coming from
the last four occupied orbitals “σMC” and the density coming
from the fifth last “pi” occupied orbitals. The “pi” orbitals are
the last T2 and E shells, which correspond to the metal 3d
orbitals. The “σMC” orbitals correspond to one T2 shell and the
last occupied A1 shell. The “σ” density on the nickel is well
reproduced using the EGP. The Ni-C# bond draws most of the
electronic density whereas the reference calculation reveals that
the density of the electrons is localized on the Ni-C bond, the
C-O bond, and the oxygen lone pair. In the following, we will
focus our attention on the “pi” interactions within Ni(CO)4.
For a better understanding at this point, let us discuss the pi
bonding models of Ni-CO from Figure 3. In the frontier orbital
picture (see Figure 3a), which corresponds to the DCD model,
one considers only the doubly degenerate pi* interacting orbital
on CO and the symmetrically adapted 3d orbitals on Ni. This
leads to the formation of two orbitals: one bonding and one
antibonding. In this picture, the bonding orbital is occupied and
the antibonding MO is unoccupied. Nyberg has shown in ref
12 that if the CO 1pi orbital is also included in the bonding
scheme (see Figure 3b), three MOs participate in the interaction:
the symmetry-adapted 3d of Ni and the 1pi and 2pi* of CO.
Linear combinations allow us to form one totally bonding MO,
which has an increased character on the C atom and which now
contributes to a stronger interaction between this atom and the
metal. Then, a second orbital is nonbonding and has a small 2p
character on the carbon but a strong metal 3d character and an
oxygen 2p character. Higher in energy lies an antibonding MO
with a strong CO 2pi* character.
In light of the previous explanations, the analysis of Figure
7 allows us to say that the pseudocarbonyl behaves in the
vicinity of a metal within a two-orbital scheme. Indeed, similarly
to the bonding orbital 2pi*, the “pi” density is important on the
pseudocarbon and a little smaller on the pseudooxygen (see
Figure 3a), whereas the reference orbitals show an interaction
between the metal and the “true” carbonyls according to a three-
fragment model (see Figure 3b): the density is developed on
the oxygen and the iron and the carbon contribution to the
density is smaller as allowed by the MO 2pi from the three-
fragment model. The DCD-like description is not enough to
obtain the 2pi nonbonding orbital of Figure 3b. Our extracted
pseudocarbonyl failed by nature to reproduce a three-fragment
interaction model. This behavior should be corrected by keeping
in the reference orbitals to reproduce the CO 1pi orbital.
Unfortunately, this is equivalent to keeping quite all from the
CO ligand, which is not our goal. Thus, our previous choices
(keeping two electrons in the pseudocarbonyl on the carbon,
the reduced basis set, the choice of the relevant orbitals, and so
forth) impose the CO# EGP to interact within the DCD model.
As previously said, the “pi” density in the reference calculation
is weak on the carbon but more developed on the oxygen as
within a three-fragment model. Anyway, despite the ability to
obtain a correct density on the nickel with CO#1, the pseudocar-
bonyl enhances the density on the carbon. However, although
the pseudocarbonyl behaves within a two-fragment interaction
scheme, we have checked in the case of Ni(CO)(CO#1)3 that
this does not have a damaging consequence on the active part,
that is, Ni(CO). As a matter of fact, we can see in the third
column of Figure 7 that the densities on the nickel and on the
real CO are comparable to the reference calculation; that is,
the interaction scheme between the metal and the carbonyl
corresponds to the extended DCD model.
C. Excited States of Tetracarbonylnickel, Ni(CO)4. The
aim of the following part of the study was to check the behavior
of the CO#1 and CO#3 EGPs in the framework of correlated
methods and their ability to reproduce the energy and charac-
teristics of various excited states. The calculations of the excited
states of tetracarbonylnickel were carried out using the Molcas
515 series of programs for CASSCF and CASPT2 levels. TDDFT
Figure 6. Contour plots of the electronic density calculated from the
Hartree-Fock orbitals of Fe(CO)5. The σ and pi orbitals developed on
the central iron atom and the ligands were used to compute the
electronic density. The scale, as well as the space between two
isodensity lines, is the same for all the plots.
Figure 7. Contour plots of the electronic density calculated from the
Kohn-Sham orbitals of Ni(CO)4 in a plane defined by the nickel atom
and two carbonyls: (σ) electronic density computed with the four last
occupied orbitals “σMC”; (pi) electronic density computed with the five
last occupied “pi” orbitals. On the figures showing the results for
Ni(CO#1)3(CO), the pseudocarbonyl is up and the real carbonyl is down.
The functional is the LDA functional. In the calculations, all of the
atoms except the EGP atoms bear a basis set and an atomic core
potential from Stuttgart. The scale, as well as the space between two
isodensity lines, is the same for all the plots.
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calculations were carried out with Gaussian 98,14 along with
the LDA functional. Although the TDDFT methodology is still
under development,22,23 it is starting to be widely used and
provides a simple way to investigate the lowest excited states
of organic or inorganic molecules. Thus, it is considered in this
work to be an efficient tool for evaluating the behavior of the
EGPs when dealing with excited states.
C.1. TDDFT LeVel of Theory (see Table 6). According to
the work of van Gisbergen et al.24 and our calculations, the
LUMO of Ni(CO)4 exhibits the expected threefold shell of t2
symmetry. Unfortunately, the LUMO for Ni(CO#1)4 is an orbital
with a1 symmetry which lies higher up in the spectrum in the
reference calculation. The introduction of this a1 orbital is due
to the use of our CO#1 EGP. This artifact leads to excited states
without physical meaning because they are built on this a1
LUMO. Moreover, we obtain a state order slightly different from
the reference calculations where only the states a1E and b1T1
are interchanged. This probably results from the fact that the
state a1E in Ni(CO#1)4 is slightly affected by an excitation toward
the a1 nonphysical LUMO. Despite the fact that the energies
obtained using CO#1 are slightly too low, the character descrip-
tion of the states shows that the correct states have been
obtained.
In a method which uses directly all of the virtual MOs, CO#1
could lead to artifacts for the determination of excited states.
However, the aforementioned problem vanished when using
methods such as CASSCF because we chose the MOs in the
active space.
C.2. Ab Initio LeVel of Theory (See Table 7). CASSCF and
CASPT2 calculations were performed for tetrahedral Ni(CO#1)4
using D2 symmetry and experimental values for the Ni-C
distances (rNiC ) 1.838 Å). For comparison, the CASSCF active
space was chosen to be the same as that used by Pierloot et
al.;25 several other groups have performed excited state calcula-
tions with ab initio methods on Ni(CO)4 (see Nooijen et al.26,27
and Nakai et al.28). The orbital description for all electrons in
the Ni(CO)4 system was used, although it must be recalled that
we are dealing here with fewer orbitals because of the four CO#1
which are models for the real carbonyls and because of the
effective core potential on each atom. To prevent the mixing
of MOs originating from different representations in Td, our
CASSCF steps contain symmetry restrictions. Ni(CO)4 is a d10
system, with 3d electrons occupying the 2e and 9t2 shells.
Nondynamical correlation effects in the system are mainly taken
into account by including the (2,3)e and (9,10)t2 shells in the
CASSCF active space. Moreover, to provide an accurate
description of the relevant excited states, the 2t1 shell is included
in the active space as well. All excited states are calculated using
a 13-orbital active space with 10 electrons. CASPT2 includes
with a second-order perturbation approach the remaining
correlation effects. Finally, the oscillator strengths are calculated
at the CASSCF level for the symmetry- and spin-allowed
transitions. Table 7 shows the results from various methods with
respect to the first low-lying singlets of the tetracarbonylnickel
compound. The energies show a wide range of values. The
results obtained using CO#1 (see Table 7) yielded a T1 state as
the first low-lying singlet (4.23 eV) which at the CASPT2 level
is close in energy to an A1 state (4.24 eV), followed by a T2
state (4.71 eV). The state a1T2 found at 4.71 eV using CASPT2
is in good agreement with the observed spectrum29 considering
the 10% relative error in the experimental values. Given the
great variation in the results shown in Table 7, the values
obtained with CO#1 are clearly acceptable for the physical states,
that is, those which are not described by an excitation toward
the a1 LUMO. The choice of the atomic pseudopotential type
influences the results. The results at the CIM (configuration
interaction including only the monoexcitations) level of calcula-
tion for Ni(CO)4 using (a) basis sets and associated atomic
pseudopotentials from Stuttgart16-18 and (b) basis sets and
associated pseudopotentials from Seijo et al.30 show that under
(a) conditions the first T1 singlet state in CIM is at 4.73 eV and
under (b) conditions it is at 4.50 eV. Similarly, the first T2 singlet
state in CIM lies at 5.26 eV and at 5.02 eV under (b) conditions.
We do not pretend to get better accuracy than the incertitude
which the choice of various atomic pseudopotentials introduces,
that is, about 0.2 eV. Thus, considering that the results with
TABLE 6: First Low-Lying Singlet Excitation Energies in TD-LDA for Ni(CO)4, Ni(CO#1)4, and Ni(CO#3)4, in Electronvoltsa-c
states a1T1 a1E b1T1 a1T2 b1T2 R1T2 R1E
exptld Te 4.6 ( 0.46 5.4 ( 0.54




Te 4.36 4.60 4.62 4.70 (0.006) 4.82 (0.099)





Te 4.32 4.55 4.57 4.65 4.79
Ni(CO#1)4 character 72% t2f t2 84% t2f t2 69% t2f e,
31% t2f t2
74% t2f t2 88% t2f e
Te 4.30 4.48 4.38 4.55 4.67 3.25 4.42
Ni(CO#3)4 Te 4.20 4.52 4.34 4.48 4.86
a Oscillator strengths are indicated in parentheses. b The characters of the transitions for Ni(CO#3)4 are similar to the one for Ni(CO#1)4. c In the
two last columns (in italics), the excited states are built on the unphysical HOMO in Ni(CO#1)4. d Gas-phase experiment, ref 29. e Data from ref 24.
TABLE 7: First Low-Lying Singlet Excitation Energies for
Ni(CO)4: Results for Various Methods and First Low-Lying
Singlet Excitation Energies in CASSCF and CASPT2 for
Ni(CO#1)4, in Electronvoltsa
state a1T1 a1A1 a1T2
Ni(CO)4
exptlb 4.6 ( 0.46
EOM-CCSDc 4.61 5.45 4.93
STEOM-CCSDc 4.29 5.07 4.60 (0.0042)
ext-STEOMc 3.92 4.75 4.24
CASSCFd 7.15 9.12 7.49 (0.29)
CASPT2d 4.46 4.37 4.76 (0.29)
CASPT2(c-v)d 4.04 3.72 4.34 (0.29)
SAC-CIe 4.53 5.41 4.79 (0.0023)
TD-LDAf 4.36 4.70 (0.006)
Ni(CO#1)4
CASSCF 4.58 5.07 5.20 (0.0914)
CASPT2 4.23 4.24 4.71 (0.0914)
a Oscillator strengths are indicated in parentheses. b Gas-phase
experiment, ref 29. c Ab initio data from refs 26 and 27. d Ab initio
data from ref 25. e Ab initio data from ref 28. f Data from ref 24.
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our CO#1 are satisfactory and that the reduction of CPU time
and memory space induced by the use of the EGP methodology
means that we can extend our CASSCF active space, our method
will result in a great improvement in the accurate determination
of Ni(CO)4 excited states. However, this EGP introduces
nonphysical states among the low-lying singlet states. There is
a need for building an EGP able to suitably position the lowest
virtual σ* orbitals of CO in the MO spectrum.
C.3. Design of an ImproVed CO# EGP. Because the calculated
spectrum for Ni(CO)4 at the TD-LDA level using CO#1 exhibited
artifacts, we decided to build another pseudocarbonyl CO#3 from
the isolated carbonyl molecule as we did for CO#1. Some
considerations concerning the extraction process were given at
the beginning of this section. We expect that they will lead to
a better description of the virtual spectrum of Ni(CO)4.
Therefore, we calculated the spectrum of Ni(CO#3)4 at the LDA
level of theory. The virtual orbital with a1 symmetry recovers
a level in agreement with the reference spectrum. At this stage,
we want to validate CO#3 according to geometrical optimization.
We optimized Co(PH3)2HCO#3, and the results are slightly better
than those obtained with CO#1 (see Table 3). However, CO#1,
CO#2, and CO#3 (i.e., for each CO#, a truncated basis set and
its corresponding EGP operator) can be considered to give
similar results according to the geometries. In other words, there
are not unique and unequivocal choices with which to build a
CO#; all pseudo-COs show the same accuracy when only the
ground state is considered (choice of the truncated basis set,
choice of the Gaussian functions of the EGP operator, and so
forth). Moreover, CO#1, CO#2, and CO#3 are built to make the
σ lone pair of the carbon and the two pi virtual orbitals important
for the back-bonding, but we did not work on the rest of the
virtual spectrum. After the test on the geometry, we calculate
in TD-LDA the first low-lying singlets of Ni(CO#3)4 (see Table
6). The results obtained for CO#3, qualitatively similar to CO#1,
do not exhibit undesired low-lying states. We are not looking
for absolute spectroscopic accuracy, but we wish to predict at
least semiquantitatively visible and dipole-forbidden transitions
within the 0.2 eV accuracy. Moreover, when we go through
the results from ab inito to CIM to TDDFT and CASPT2, the
transition energies using CO#’s are in the same range as those
with real carbonyl ligands (see Tables 6 and 7). To conclude,
we could design CO#3 in order to calculate excited states. CO#3
enables us to have a nice virtual spectrum for Ni(CO)4 without
deteriorating the efficiency geometry optimizations.
IV. Concluding Remarks
Modeling a carbonyl ligand for TM complexes has been a
challenge for the EGP methodology. The building of MVPOs
of the reduced system is now straightforward, and the robustness
of the WˆEGP operator is assessed for the purpose of geometry
optimization. However, the problems we encountered for the
description of excited states provide a motivation for elaborating
an extraction process more formally grounded when dealing with
virtual MOs. Such work is in progress in the spirit of effective
Hamiltonian methodologies. Nevertheless, the results obtained
for this extreme case show much promise for further investiga-
tions. Our next aim is to model some of the phosphine ligands,
which are very important and common for the chemistry of TMs.
The classification of the ligands by decreasing pi acceptor power
is as follows:
The pi acid character of a carbonyl ligand is greater than the
pi acidity of any of the phosphine ligands. Thus, we could expect
that phosphines correspond better to the separability criteria
required by the EGP method. Therefore, the results can be
expected to be more accurate than those obtained for the
carbonyl ligand model. Furthermore, we would like to identify
the irrelevant information in the framework of an apparently
complex problem. This goal means more than the reduction of
ab initio calculations. Moreover, this identification should begin
upstream of the method. Thus, we propose to perform systematic
wave function analysis (such as AIM31,32 or NBO33 analysis)
and energy decomposition analysis (such as ETS9) in order to
gain deeper insight into the nature of the bonding of the specific
ligand.
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Atteindre des donne´es sur la structure et la re´activite´ des syste`mes de grandes tailles
contraint a` des descriptions e´lectroniques d’une centaine a` quelques milliers d’atomes. On
peut citer par exemple les enzymes TIM et PHBH 1. Ces mole´cules biologiques sont des
interme´diaires dans le cycle catalytique du cytochrome P 450. On trouve les cytochromes
P 450 dans la plupart des eˆtres vivants. Chez les mammife`res, notamment chez l’homme,
les cytochromes P 450 sont pre´sents dans presque tous les tissus, excepte´s les muscles,
les os et les globules rouges. Les organes particulie`rement riches en P 450 sont le foie
et les glandes surre´nales. Leur fonction physiologique est de participer a` la biosynthe`se
1triosephosphate isomerase et p-hydroxybenzoate hydroxylase
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d’hormones ste´ro¨ıdes ainsi qu’aux me´tabolisme et catabolisme des ste´ro¨ıdes. Les enzymes
TIM et PHBH contiennent respectivement 8331 et 7004 atomes [67].
Alors que les champs de force de la me´canique mole´culaire sont intrinse`quement inca-
pables de de´crire la structure e´lectronique des mole´cules (le re´arrangement des e´lectrons
est ne´glige´ en me´canique classique), le traitement par des me´thodes de me´canique quan-
tique des syste`mes de grande taille est impraticable malgre´ les progre´s des algorithmes a`
croissance line´aire [68, 69, 70, 71] et les travaux sur les orbitales localise´es [72, 73]. Ce-
pendant, les processus chimiques concernent le plus souvent un nombre re´duit d’atomes,
le centre actif. Le reste du syste`me constitue l’environnement des atomes actifs, mais du
fait de son influence sur le centre actif est essentielle. On retrouve ici les notions de partie
spectatrice et partie active d’un syste`me. De´ja` en 1976, Warshel et Levitt introduisent
les calculs hybrides [82]. Les me´thodes hybrides QM/MM proposent de traiter le centre
actif graˆce aux me´thodes de me´canique quantique et de de´crire la partie spectatrice en
me´canique mole´culaire. La figure 3.1 illustre la partition d’un syste`me mole´culaire conte-
nant du ruthe´nium Ru(II). Le centre actif (la zone claire) est traiter en QM, le reste de la
mole´cule est traite´ en MM. La frontie`re entre ces deux re´gions coupe des liaisons. Enfin,
une troisie`me zone contient les mole´cules de solvant qui peuvent eˆtre traiter en MM ou
graˆce a` un mode`le de solvant calcule´ e´galement graˆce a` la me´canique mole´culaire.
Revenons a` l’exemple des enzymes TIM et PHBH pour lesquelles deux re´gions QM
diffe´rentes ont e´te´ envisage´es. La plus petite consiste en 37 atomes dont le substrat, la
plus grande, contient 275 atomes pour inclure les mole´cules d’eau dans une sphe`re de
10 A˚ centre´e sur le substrat. Diverses approches ont e´te´ utilise´es pour de´crire la re´gion
QM : la me´thode semi-empirique AM1, les fonctionnelles BP86 et B3LYP. Ces approches
QM ont e´te´ combine´es avec le champ de force CHARMM pour la re´gion MM. Les profils
e´nerge´tiques et la ge´ome´trie du centre actif dans les diffe´rents interme´diaires et e´tats de
transition sont qualitativement insensibles aux variations dues aux choix :
– de la me´thode QM,
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– du traitement de la zone frontie`re entre les deux re´gions QM et MM.
Fig. 3.1 – Repre´sentation sche´matique des diffe´rents type de partition en sous-syte`mes.
Pour plus de clarte´, les atomes d’hydroge`nes des cyclohe`xyls du complexe de ruthe´nium
Ru(II) ne sont pas repre´sente´s. Le ruthe´nium est complexe´ par deux cyclohe`xyls, deux
pinacol-boranes et deux hydrures. Dans l’isome`re choisi, un pinacol-borane et un hydrure
se complexent sous la forme dihydroborate.
Je commencerai par un court expose´ sur la me´canique mole´culaire. Ensuite, je de´crirai
diverses me´thodes hybrides, leurs diffe´rences, leurs domaines d’application. Enfin, j’expo-
serai les travaux pre´liminaires entrepris pour une utilisation de la me´thode des EGP dans
le traitement des interactions entre les sous-syste`mes en QM/MM.
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3.2 Me´canique mole´culaire
La surface d’e´nergie potentielle exacte pour des syste`mes contenant des milliers d’ato-
mes est impossible a` obtenir. Elle est mode´lise´e en me´canique mole´culaire par un sur-
face empirique extrapole´e a` partir de donne´es expe´rimentales : distances d’e´quilibre de
liaison issues de la diffraction des rayons X, constantes de forces issues de la spectrosco-
pie infra-rouge ou de calculs ab initio... Toute mole´cule est constitue´e de divers atomes
(ou unite´s), la cohe´sion de l’ensemble est le re´sultat d’interactions re´pulsives et attrac-
tives entre les atomes. Alors que les e´lectrons sont le ciment de la liaison chimique, en
me´canique mole´culaire, les interactions sont mode´lise´es par un syste`me purement re´gi par
les lois de la me´canique newtonienne sans prendre en conside´ration la nature quantique
des interactions e´lectrons-e´lectrons, e´lectrons-noyaux et noyaux-noyaux. En me´canique
mole´culaire, les interactions entre atomes sont mode´lise´es par un potentiel scalaire expli-
cite des coordonne´es. Les fonctions mathe´matiques qui de´crivent l’e´nergie potentielle et le
jeu de parame`tres ajuste´s sur un ensemble de mole´cules constituent un champ de forces.
L’e´nergie potentielle est calcule´e comme une somme de termes e´nerge´tiques :
– les termes covalents qui de´crivent la structure covalente des mole´cules : Ecovalent,
– les termes d’interactions faibles qui de´crivent les interactions entre atomes non-lie´s :
Enl.
EFF = Ecovalent + Enl (3.1)
avec,
Ecovalent = El + Eθ + Eφ + Eω
Enl = Evdw + Eelstat
(3.2)
– El, l’e´nergie de liaison, traduit l’e´longation ou le raccourcissement d’une liaison (l)
par rapport a` sa longueur d’e´quilibre (l0). Elle est de´crite par un potentiel harmo-
nique. kl est la constante de force de la liaison.
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kl (l − l0)2 (3.3)
– Eθ, l’e´nergie d’angle de valence, de´termine la quantite´ d’e´nergie implique´e par les





kθ (θ − θ0)2 (3.4)
– Eφ, l’e´nergie de torsion, rend compte des changements d’e´nergie dus a` la rotation
autour des liaisons covalentes. Elle est de´crite par des fonctions pe´riodiques dans





kφ (1 + cos (nφ+ δ)) (3.5)
– Eω, l’e´nergie de torsion impropre est ajoute´e pour maintenir la plane´ite´ des cycles




kω (ω − ω0)2 (3.6)
– Enl, l’e´nergie d’interaction entre deux atomes non lie´s. Ce terme rend compte de
plusieurs contributions a` l’e´nergie. D’abord, il contient un terme d’e´nergie de van
der Waals qui peut eˆtre mode´lise´ par un potentiel de type Lennard-Jones ou un po-
tentiel de Buckingham (Evdw). Ensuite, on trouve un terme d’e´nergie e´lectrostatique
souvent repre´sente´ par un potentiel coulombien (Eelstat).
Tous les champs de force n’inclut pas explicitement de termes e´nerge´tiques spe´cifiques
des liaisons hydroge`ne. Elles sont traite´es implicitement par une parame´trisation des
termes de van der Waals et d’e´nergie e´lectrostatique pour les atomes e´tant susceptibles
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de participer a` une liaison hydroge`ne. L’e´nergie EFF est fonction des diffe´rentes e´nergies
repre´sentant une de´formation mole´culaire a` partir d’une ge´ome´trie arbitraire de re´fe´rence
qui varie d’un champ de force a` l’autre. Il existe une grande diversite´ de champs de force
chacun adapte´ a` des applications spe´cifiques. Nous en citons simplement quelques uns :
– AMBER 2, prote´ines et acides nucle´iques [83] ;
– CHARMM 3, prote´ines [84] ;
– MM2/MM3 4, mole´cules organiques de petites et moyennes tailles. Une de leurs
particularite´s est d’attribuer, pour le calcul du terme e´lectrostatique, un moment
dipolaire de liaison a` chaque liaison au lieu d’une charge a` chaque atome [85] ;
– UFF 5, propose des parame`tres pour l’ensemble du tableau pe´riodique. Calculer des
mole´cules combinant toujours plus d’atomes de types diffe´rents a motive´ la mise au
point du champ de force UFF [87].
TIP3P, et SPC/E 6 sont des mode`les base´s sur des champs de forces pour traiter les
effets de solvant [86].
La description harmonique des liaisons est une bonne description au voisinage de la
distance d’e´quilibre. Cependant, la forme du champ de forces covalent exclut la possibilite´
de formation ou de rupture des liaisons. Par exemple, la me´canique mole´culaire n’est pas
adapte´e a` l’e´tude des actes e´le´mentaires, des transferts de protons. Les approches hybrides
entre me´canique quantique et me´canique mole´culaire permettent de traiter de manie`re
explicite par une approche quantique le centre actif du proble`me.
2Assisted Model Building with Energy Refinement
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3.3 Diverses me´thodes de QM/MM
La re´solution de l’e´quation de Schro¨dinger inde´pendante du temps dans l’approxima-
tion de Born-Oppenheimer en QM/MM pour la re´gion traite´e en me´canique quantique
me`ne a` la de´termination de l’e´nergie E du syste`me S et a` la fonction d’onde associe´e Ψ.
Cette dernie`re est fonction des coordonne´es e´lectroniques ri et de´pend parame´triquement
des positions RA des noyaux de la re´gion QM et des positions Rα des atomes de la re´gion
MM.
L’hamiltonien du syste`me s’e´crit
Hˆ (S) = HˆQM (I) + HˆQM/MM (I, O) + VMM (O) (3.7)
avec I pour les particules de la re´gion QM, O pour les particules de la re´gion MM et (I,O)
pour les particules appartenant a` l’intersection des deux re´gions. Les divers termes de



























































VMM = Ecovalent + Enl (cf. paragraphe pre´ce´dent)
L’hamiltonien d’interaction HˆQM/MM (I, O) peut eˆtre exprime´ de fac¸on simple dans le
cas d’une se´paration entre la re´gion QM et la re´gion MM sans rupture de liaison. Par
exemple, la re´gion QM est forme´e par un solute´ et la re´gion MM par les mole´cules du
solvant. Le premier terme deHˆQM/MM (I, O) est le terme d’interaction e´lectrostatique entre
un atome de charge qα de la re´gion MM et un e´lectron i. Les autres termes de HˆQM/MM
ne de´pendent pas des coordonne´es e´lectroniques. Le second terme de´crit les interactions
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coulombiennes entre les charges classiques de la partie MM et les noyaux de la partie
QM : c’est un terme de polarisation. Le traitement du terme de polarisation est le plus
souvent ne´glige´ car il n’est pas simple et conduit a` une e´valuation couˆteuse [88]. Enfin, le
troisie`me terme rend compte des interactions de van der Waals entre les atomes QM et les
atomes MM. L’expression de HˆQM/MM se complique si la frontie`re est intramole´culaire. Il
est alors indispensable de rajouter un terme supple´mentaire pour prendre en compte les






C’est dans l’expression de l’hamiltonien HˆQM/MM (I, O) d’interaction entre les deux
sous-syste`mes que re´side les diffe´rences entre les me´thodes hybrides. L’expression donne´e
a` l’e´quation 3.9 n’est qu’une proposition.
Le terme de l’hamiltonien HˆQM/MM qui de´crit la polarisation des e´lectrons de la partie
QM par charge classique qα, est le seul inclus dans le processus SCF car contrairement
aux autres termes il de´pend des coordonne´es e´lectroniques. L’hamiltonien effectif s’e´crit :








Dans le cas ou` la frontie`re n’est pas intramole´culaire, l’e´nergie E du syste`me S s’e´crit
E = 〈Ψ| Hˆeff |Ψ〉+ V elstatQM/MM + V vdwQM/MM + VMM (3.12)
3.3.1 Syste`mes solute´/solvant – macromole´cules
Pour une re´action impliquant des mole´cules relativement petites en solution, le choix
des diffe´rentes re´gions est simple. La re´gion traite´e en QM regroupe les mole´cules partici-
pant a` la re´action, les mole´cules du solvant constituent la re´gion MM. Le solute´ est traite´
au niveau ab initio ou DFT. Les mode`les de solvant sont nombreux : rigides ou flexibles,
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polarisables ou non, a` charges fluctuantes. La situation est plus de´licate lorsque le centre
actif d’inte´reˆt appartient a` une macromole´cule (une enzyme, une prote´ine), a` une surface,
ou encore a` un solide (cf. Fig. 3.1). Dans ce cas, diffe´rentes parties de la mole´cule rele`vent
pour le calcul de re´gions distinctes. Ainsi, entre les atomes des diverses re´gions, des liaisons
covalentes peuvent exister. Il n’est pas possible de simplement tronquer ces liaisons. En
effet, laisser des orbitales mole´culaires a` moitie´ occupe´es compromet la description de la
configuration e´lectronique de la re´gion QM. Par conse´quent, plusieurs outils ou me´thodes
existent pour traiter le proble`me des liaisons frontie`res pendantes.
3.3.2 Jonction entre les re´gions QM et MM pour les macro-
mole´cules
Dans ces conditions, on introduit un nouveau terme a` l’hamiltonien HˆnoncovalentQM/MM de
l’e´quation 3.9 pour rendre compte des interactions covalentes entre les atomes QM et les
atomes MM et saturer la re´gion QM pour e´viter les liaisons pendantes (cf. e´quation 3.10).
Pour calculer la contribution a` l’e´nergie du terme HˆcovalentQM/MM, on doit d’abord faire le choix
de la frontie`re. La structure e´lectronique locale doit nous guider dans ce choix. Il faut :
– e´viter que des atomes hors de la re´gion QM soient modifie´s de fac¸on significative
lors de re´actions chimiques sur le centre actif.
– que les liaisons se´parant les re´gions QM et MM soient autant que possible inde´pen-
dantes de leur environnement. Les liaisons simples sont bien adapte´es pour remplir
ce crite`re. Les liaisons multiples sont plus sensibles aux effets de polarisation et donc
moins adapte´es.
Me´thode des atomes de liaison
La suggestion la plus simple est de saturer les liaisons pendantes du syste`me quan-
tique par des ”atomes de saturation” monovalents ou link atom, typiquement des atomes
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d’hydroge`ne [78, 79]. Bien entendu, les proprie´te´s de la liaison sature´e par un hydroge`ne
diffe`rent de celles de la liaison originale. D’abord, la nouvelle liaison est plus courte dans
tous les cas. En outre, les interactions d’e´change (re´pulsion de Pauli) et le potentiel
e´lectrostatique des e´lectrons de la partie quantique engendre´s en pre´sence de l’hydroge`ne
sont diffe´rents de ceux dus a` l’atome de de´part. Cette distribution de´pend des atomes
proches de l’atome de de´part et absents du calcul QM car attribue´s a` la re´gion MM.
Pour palier les inconve´nients des atomes d’hydroge`ne de saturation, on peut utiliser des
pseudohaloge`nes aux proprie´te´s ajuste´es pour simuler l’atome original [93]. Cependant,
cette me´thode introduit e´galement des atomes surnume´raires et donc des e´lectrons et des
protons supple´mentaires qui vont alourdir le calcul QM. De plus, la surface d’e´nergie po-
tentielle n’a plus les dimensions de celle correspondant au syste`me re´el. Antes et al. ont
de´veloppe´ des ”atomes de connection ajuste´s” qui sont des atomes quantiques auxquels on
ajoute des parame`tres classiques afin de connecter les deux sous-syste`mes pour des calculs
QM(semi-empiriques)/MM [80]. Cette de´marche rejoint celle des pseudopotentiels ou des
pseudo-liaisons [81]. Les me´thodes des atomes de liaison offrent une grande flexibilite´ dans
le choix des interactions entre les atomes de la frontie`re et les atomes des re´gions QM et
MM. En effet, les atomes de la frontie`re sont des atomes artificiels qui ne font pas partie
du syste`me chimique e´tudie´, ils ont pour seules contraintes de fournir la meilleure ap-
proximation du syste`me quantique total. Il existe donc plusieurs variantes. Par exemple,
dans la version originale de la me´thode, les interactions directes e´lectrostatiques entre les
atomes de liaison et les charges de la partie MM ne sont pas prises en compte.
Local self consitent field (LSCF)
Lorsque Warshel et Levitt introduisent les calculs hybrides [82], leur solution au
proble`me de la frontie`re e´tait d’inclure dans le processus SCF une unique orbitale hy-
bride pour chaque atome MM de la jonction. La me´thode LSCF 7 [89] de Rivail et al.
7Local Self Consistent Field
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reprend et ame´liore les concepts de Warshel et Levitt. Dans l’approche LSCF, trois orbi-
tales actives pour chaque atome QM de la frontie`re sont incluses dans le processus SCF,
mais la densite´ gele´e d’une quatrie`me orbitale hybride pointe dans la direction de l’atome
MM de la frontie`re. Cette orbitale est strictement localise´e et elle n’est pas incluse dans le
processus SCF. Elle agit de fac¸on analogue aux charges qα (cf. e´quation 3.9) des atomes
MM qui polarise la partie QM du syste`me. La me´thode GHO 8 [90] au lieu de parame´trer
la densite´ de charge des orbitales hybrides pour chaque syste`me, optimise les parame`tres
de l’atome de la frontie`re pour reproduire les proprie´te´s de liaison du syste`me QM com-
plet. L’atome frontie`re du fragment MM est repre´sente´ par un potentiel effectif avec une
orbitale hybride participant de fac¸on explicite au processus SCF sur la re´gion QM. Dans
l’approche GHO, Gao et al. ont rendu les orbitales de liaison localise´es plus facilement
transfe´rables.
Performances
Excepte´s les atomes de liaison de la premie`re ge´ne´ration (pas d’interaction avec les
charges de la partie MM), les deux types de me´thodes atomes de liaison et LSCF donnent
des re´sultats de qualite´ similaire aucune n’est syste´matiquement meilleure que l’autre. La
me´thode des atomes de liaison est la me´thode de choix pour traiter les syste`mes ou` la
re´gion QM est petite et ceux ou` l’atome frontie`re MM porte une charge conse´quente. En
ge´ne´ral, dans tous les autres cas, la qualite´ des re´sultats LSCF et atomes de liaison est
e´quivalente, cependant LSCF est plus facile a` utiliser car il n’est pas ne´cessaire d’introduire
des contraintes a` la frontie`re pour maintenir la ge´ome´trie ade´quate [91, 92].
8Generalized Hybrid Orbital
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3.3.3 ONIOM
La me´thode ONIOM 9 est un peu a` part [74, 75]. Cette me´thode correspond a` un
sche´ma dit soustractif de QM/MM alors que le sche´ma pre´sente´ e´quation 3.7 est dit
additif. En conservant les meˆmes notations que l’e´quation 3.7, le sche´ma soustractif s’e´crit
Hˆ (S) = HˆMM (S) + HˆQM (I)− HˆMM (I) (3.13)
Faute de terme de couplage, nous ne devons pas de´finir ici un hamiltonien HˆQM/MM.
ONIOM est une me´thode d’extrapolation. On re´alise se´pare´ment des calculs quantiques
(haut niveau de calcul, H) et de me´canique mole´culaire (bas niveau, B) pour obtenir
EMM (S), EQM (I) et EMM (I). Les e´nergies et leurs de´rive´es issues des diffe´rents calculs
sont ensuite combine´es pour engendrer une surface de potentiel pour le syste`me complet.
Les interactions entre le centre re´actionnel et son environnement ne sont prises en compte
que dans EMM (S). Comme nous travaillons avec un champ de force classique, la fonction
d’onde du centre re´actif n’est pas polarise´e par l’environnement et seuls les effets ste´riques
sont comptabilise´s. Facile a` mettre en œuvre, ONIOM est approprie´e lorsque les effets
ste´riques sont pre´dominants. Toutefois, si les effets e´lectroniques de l’environnement sur
le centre actif sont essentiels a` la description du syste`me, il faut se tourner vers une autre
me´thode de QM/MM ou utiliser comme bas niveau de calcul une me´thode e´galement
quantique. En effet, l’e´quation 3.13 peut eˆtre ge´ne´ralise´e :
Hˆ (S) = HˆB (S) + HˆH (I)− HˆB (I) (3.14)
Il est aussi inte´ressant de penser que l’on peut e´tendre l’approche ONIOM a` un nombre
plus important de couches : d’abord une re´gion traite´e au niveau MM pour de´crire les
effets ste´riques et e´lectroniques de la partie externe du syste`me, puis un niveau de cal-
cul interme´diaire de´crivant les effets e´lectroniques des groupes fonctionnels ou des li-
9Our N-layered Integrated molecular Orbital/molecular Mechanics approach
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gands proches du centre actif, et enfin une me´thode pre´cise pour rendre compte de la
corre´lation e´lectronique sur le centre actif qui est la re´gion la plus importante du syste`me.
Les me´thodes ONIOM3(B3LYP :HF :MM3) et ONIOM3(CCSD(T) :MP2 :MM3) ont
e´te´ employe´es par Svensson et al. pour de´crire l’addition oxydante du dihydroge`ne sur
Pt(P(tBu)3)2 [74]. Elles ont donne´ des re´sultats sur l’e´nergie d’activation et sur l’e´nergie
de re´action d’une pre´cision de l’ordre de quelques kcal/mol pour un couˆt respectivement
de 4% et 40% celui du calcul B3LYP.
ONIOM est une ge´ne´ralisation de la me´thode IMOMM/IMOMO 10 [76, 77]. La me´thode
IMOMM/IMOMO est limite´e a` une partition du syste`me en deux couches. ONIOM e´tend
























Fig. 3.2 – Repre´sentation sche´matique de la me´thode ONIOM a` deux et trois couches.
(a) Deux couches : EONIOM2 = E3 − E1 + E2 ; (b) trois couches : EONIOM3 = E6 − E3 +
E5 − E2 + E4.
10Integrated Molecular Orbital and Molecular Mechanics method/Integrated Molecular Orbital and
Molecular orbital
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Optimisations de ge´ome´trie
Une fois l’e´nergie ONIOM de´finie, les de´rive´es premie`res de l’e´nergie sont faciles a`
obtenir s’il n’existe aucune liaison entre les diverses couches. Les atomes du syste`me
mode`le ont les meˆmes coordonne´es que les atomes correspondants du syste`me re´el, meˆme












avec r le 3N-vecteur position des atomes du syste`me.
Si l’on utilise des atomes de liaison qui n’existent pas dans le syste`me re´el pour saturer
le syste`me mode`le le proble`me de leurs positions se pose. Dans la me´thode ONIOM, un
atome de liaison est connecte´ a` la couche H (couche traite´e au haut niveau de calcul)
avec les meˆmes valeurs d’angles et d’angles die`dres que l’atome hoˆte de l’atome de liaison.
On note LAH ces atomes de la couche H remplace´s par les atomes de liaison dans le
syste`me mode`le. Il reste a` de´terminer les distances de liaison entre les atomes de liaison
et les atomes de la couche H. On utilise la matrice jacobienne J qui correspond a` la
conversion du syste`me de coordonne´es du syste`me mode`le en celui du syte`me re´el. Les












Valeur de test, (S-value test)
Une des questions difficiles dans l’utilisation de ONIOM est le choix des diffe´rentes
couches et des niveaux de calcul a` appliquer. La premie`re chose est de de´cider du haut
niveau de calcul. En effet, le calcul du syste`me re´el a` ce niveau est le but a` atteindre. Il
existe deux cas ou` les re´sultats ONIOM convergent vers les re´sultats cible´s. Le premier cas
est lorsque la me´thode B est proche de la me´thode H. Le deuxie`me cas est lorsque la taille
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du syste`me mode`le (I) approche celle du syste`me re´el (S). Il y a donc deux possibilite´s
a` envisager pour ame´liorer un calcul ONIOM. Une approche syste´matique pour trouver
une combinaison ONIOM correcte est concevable graˆce a` la valeur de test. Prenons une
e´nergie relative ∆E, telle qu’une e´nergie de dissociation ou d’interaction. La valeur de test
pour un certain niveau de calcul est de´finie comme la diffe´rence de ∆E entre les syste`mes
re´el et mode`le :
∆Sniveau = ∆Eniveau(S)−∆Eniveau(I) (3.17)
En utilisant ∆S, on peut e´crire l’erreur ∆D de l’extrapolation ONIOM, ∆EONIOM2,





En pratique, on cherche a` reproduire les re´sultats des calculs cibles pour une se´rie de
compose´s. Obtenir ∆EH(S) exige le calcul au haut niveau de calcul sur le syste`me re´el,
c’est-a`-dire, le calcul couˆteux que l’on veut e´viter graˆce a` ONIOM. L’ide´e est en fait de
calculer les valeurs ∆S a` diffe´rents niveaux y compris au haut niveau de calcul, mais
seulement sur une se´rie test de plus petits compose´s que le syste`me envisage´. Les valeurs
∆SH pour ce jeu de compose´s sont compare´es a` des valeurs de ∆S correspondant a` des
potentiels bas niveaux de calcul. La me´thode la plus proche de la valeur ∆Scible donnera
les re´sultats ONIOM les plus pre´cis. On peut donc calibrer la me´thode ONIOM sur un
jeu de mole´cules plus petites que la mole´cule d’inte´reˆt.
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3.4 EGP et me´thodes hybrides
3.4.1 Me´thodes de QM/MM et EGP
Utiliser la me´thode des EGP pour saturer les liaisons pendantes a` la frontie`re QM/MM
s’apparente aux me´thodes LSCF et GHO [114]. L’ope´rateur WˆEGP vient s’ajouter a` l’ha-
miltonien effectif de l’e´quation 3.11 :








La me´thodologie des EGP cre´e des groupements fictifs qui se comportent comme les
groupements re´els correspondants. Ces groupes sont transfe´rables et, une fois extraits,
ils peuvent saturer une frontie`re en QM/MM aussi bien que re´duire un calcul purement
QM. Etablir la strate´gie QMEGP/MM ne nous contraint pas a` reparame´trer les champs
de force puisque les vrais atomes seront re´introduits pour calculer les termes classiques
de l’hamiltonien HˆQM/MM.
3.4.2 ONIOM et EGP
ONIOM a e´te´ notre point de de´part a` l’utilisation des EGP dans le cadre d’un calcul
hybride. Ce choix a e´te´ guide´ d’une part par la simplicite´ de l’imple´mentation de l’algo-
rithme ONIOM, d’autre part par la possibilite´ de tester au pre´alable les performances
possibles d’un couplage QMEGP/MM. En effet, sans imple´mentation suple´mentaire a` celle
de la me´thode EGP dans une se´rie de programmes de calcul de chimie quantique comme
Gaussian98 on peut re´aliser les trois calculs inde´pendants que requiert ONIOM2 a` chaque
pas d’optimisation de ge´ome´trie. Nous allons de´tailler notre de´marche dans la suite de ce
chapitre en traitant l’agre´gat de silicium hydroge´ne´ Si26H54.
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Introduction
Nous avons travaille´ sur les mole´cules Si2H6, Si8H18 et Si26H54 (cf. Fig. 3.4). Leurs
ge´ome´tries ont e´te´ optimise´es au niveau Hartree-Fock. Les variations de la distance cen-
trale X3Si-SiX3 au sein des agre´gats pre´ce´dents sont examine´es. On constate que cette
distance croˆıt avec la taille des substituants X : X = H, SiH3, Si(SiH3)3
11. Elle passe de
2.376 a` 2.401 et 2.562 A˚ respectivement. Cette augmentation de la longueur de liaison
peut eˆtre en partie explique´e par l’importance croissante des effets ste´riques. Pour les
deux dernie`res mole´cules pre´ce´dentes, nous avons remplace´ les silyles terminaux par des
pseudopotentiels Si#. Pour l’agre´gat Si8H18, l’e´longation de la liaison Si-Si centrale est
bien de´crite graˆce au mode`le Si2Si
#
6 : on obtient une longueur de liaison de 2.420 A˚ au
lieu de 2.401 A˚. Au contraire, pour ce qui est de l’agre´gat Si26H54, le mode`le (Si
#
3 Si)3Si-
Si(SiSi#3 )3 donne la liaison centrale trop courte : 2.400 A˚ a` comparer a` 2.562 A˚ dans le
syste`me re´el. Le pseudopotentiel Si# rend compte des effets e´lectroniques mais ne per-
met pas de description ste´rique correcte des hydroge`nes des silyles substitue´s par Si#. Les
courbes de la figure 3.3 repre´sentent les variations de l’e´nergie totale en fonction de la lon-
gueur de la liaison Si-Si centrale de l’agre´gat Si8H18 avec et sans EGP pour mode´liser les
silyles terminaux. Lorsque les minima des deux courbes sont superpose´s, les deux courbes
sont quasiment confondues. On constate alors qu’a` toute distance R autour de la position
d’e´quilibre, l’e´nergie totale de Si2Si
#
6 est syste´matiquement plus grande d’une constante
δ ≈ 29.8 hartree :
∀R,EEGP = Eref + δ (3.20)
Cette relation est strictement ge´ne´ralisable aux 3N − 6 degre´s de liberte´ de la partie
active a` condition que chaque fragment spectateur reste gele´. En effet, le pseudogroupe
permet de simuler les effets du vrai groupe sur la partie active mais, d’une part, les
11note´ Tss= trisilylsilyle
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pseudosilyles Si# ne peuvent pas rendre compte des fluctuations des hydroge`nes du vrai
groupe SiH3 et, d’autre part, aucun terme ne permet de de´crire les variations de la distance
partie active-pseudopotentiel.
Mode`les pour les calculs ONIOM2
Pour e´tudier en ONIOM2 le syste`me re´el R =Si26H54 (cf. Fig. 3.4a), on choisit deux
syte`mes mode`les diffe´rents :M1 =Si2H6 (Fig. 3.4b) etM2 =Si8H18 (Fig. 3.4c). La liaison
Si-Si centrale est la partie active de notre syste`me. Nous allons travailler avec le champ de
force UFF [87] et la me´thode ab initio Hartree-Fock. En ONIOM2(HF :UFF), lorsqu’on
utilise le mode`le le plus gros (M2), la distance Si-Si centrale est trouve´e e´gale a` 2.564
A˚ a` comparer a` 2.562 A˚ pour le calcul de re´fe´rence. Avec le mode`le M1, la distance Si-
Si devient un peu trop longue a` 2.595 A˚. Le mode`le M2 permet d’obtenir de meilleurs
re´sultats mais couˆte plus cher en temps de calcul. Un pseudogroupe Si# couˆte autant
qu’un atome d’hydroge`ne, ainsi en utilisant des pseudosilyles dans le calcul Hartree-Fock,
nous allons abaisser le couˆt nume´rique au niveau d’un calcul ONIOM2 avec le mode`le
M1. Pour coupler EGP et me´thode ONIOM, on postule que SiH3 est e´quivalent a` Si#.
Nous allons donc travailler avec les syste`mes suivants :
– le syste`me re´el R ;
– le syste`me mode`le de la partie quantique, M2,EGP, Si2Si#6 ;
– le syste`me mode`le de la partie traite´e en me´canique mole´culaire, M2.
L’e´nergie extrapole´e ONIOM2(QMEGP :MM) pour l’agre´gat (Tss)3Si-Si(Tss)3 s’e´crit :
EONIOM2,EGP (R) = EMM (R) + EQM (M2,EGP)− EMM (M2) (3.21)
Au paragraphe pre´ce´dent, nous avons montre´ que l’e´nergie EGP est de´cale´e d’une
constante δ par rapport a` l’e´nergie du syste`me complet a` chaque distance autour de la
position d’e´quilibre. De plus, dans notre cas, la fluctuation des positions des atomes d’hy-
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droge`ne qui n’est pas reproduite par l’EGP Si# a un effet ne´gligeable sur la partie active.
Quoi qu’il en soit, la relation (3.20) n’est plus exacte : EQM (M2,EGP) ≈ EQM (M2) + δ.
On peut donc e´crire :
EONIOM2,EGP (R) ≈ EMM (R) + [EQM (M2) + δ]− EMM (M2) (3.22)
Re´sultats
Le couplage des me´thodes ONIOM et EGP n’est pas encore imple´mente´ mais nous pou-
vons ne´anmoins ve´rifier les principes propose´s ci-dessus. En effet, prenons l’e´volution de
l’e´nergie EONIOM2 (R) au cours d’une optimisation de ge´ome´trie comme re´fe´rence avecM2
comme syste`me mode`le. A chaque pas d’optimisation, nous relevons les coordonne´es des
atomes de silicium communs a`R et a`M2. Nous calculons alors l’e´nergie EQM (M2,EGP), et
par trois calculs inde´pendants, nous pouvons obtenir EONIOM2,EGP (R). Sur le graphe 3.5,
les courbes repre´sentatives de EQM (M2) et de EQM (M2,EGP) sont quasi paralle`les ainsi
que les courbes repre´sentatives de EONIOM2 (R) et de EONIOM2,EGP (R). Les diffe´rences
observe´es, le non-exact paralle´lisme des courbes surtout lors les premiers pas d’optimi-
sation s’expliquent par le mouvement des atomes d’hydroge`ne du mode`le M2. La valeur
re´fe´rence de la distance centrale Si-Si est de 2.562 A˚, le minimum trouve´ au pas 14 pour
l’e´nergie EONIOM2 (R) correspond a` une longueur de liaison de 2.564 A˚. En revanche, le
minimum atteint au pas 5 pour l’e´nergie EONIOM2,EGP (R) correspond a` une liaison un peu
longue a` 2.566 A˚. Nous nous attendons donc a` ce qu’une re´elle optimisation de ge´ome´trie
en ONIOM2EGP donne des re´sultats de qualite´ comparable avec ONIOM2 mais pour un
couˆt re´duit du fait de l’utilisation des EGP.
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Fig. 3.3 – Comparaison de l’e´nergie (en hartree) de (H3Si)3Si-Si(SiH3)3 (en pointille´s) et
de Si#3 Si-SiSi
#
3 (en trait plein) en fonction de l’e´longation de la distance de la liaison Si-Si
centrale.
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Fig. 3.4 – (a) Si2H6, syste`me mode`le M1 ; (b) Si8H18, syste`me mode`le M2 ; (c) Si26H54,
syste`me re´el R.



















Fig. 3.5 – Energies Hartree-Fock de deux mode`les M2 et M2,EGP et e´nergies ONIOM2
correspondantes en fonction du nombre de pas d’optimisation. L’origine de l’axe des or-
donne´es correspond a` l’e´nergie minimum pour chacun des syste`mes.
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3.5 Conclusion
Dans ce chapitre, nous avons de´crit la mise au point des groupements EGP dont nous
avons montre´ ce qu’ils pourraient apporter a` la description des liaisons qui constituent
la frontie`re entre les parties quantique et classique dans des me´thodes hybrides QM/MM
ou ONIOM. Parame´trer le champ de force classique pour les EGP n’est pas ne´cessaire
car on postule que le pseudogroupe EGP est e´quivalent au groupe qu’il remplace. Nous
devons simplement nous attacher a` remettre en place tous les atomes ne´cessaires pour
le calcul en champ de force. Prenons un exemple, un pseudosilyle est un pseudoatome
positionne´ a` l’emplacement de l’atome de silicium du vrai groupe SiH3, ainsi il ne reste
pas de trace de la position des trois hydroge`nes qu’il va falloir re´introduire dans un
calcul de me´canique mole´culaire pour prendre en compte leurs effets ste´riques. Il en va
de meˆme si la me´thode hybride que nous utilisons combine uniquement des me´thodes
ab initio ou DFT, les hydroge`nes e´tant alors re´introduits au bas niveau de calcul pour
re´cupe´rer les effets ste´riques mais aussi e´lectroniques qu’ils engendrent. Par ailleurs, on
peut envisager l’utilisation de la me´thode ONIOM2EGP comme une alternative a` ONIOM3.
La couche interme´diaire peut eˆtre remplace´e par l’utilisation des EGP pour saturer les
liaisons pendantes de la couche au haut niveau de calcul.
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Chapitre 4
Pourquoi BCl3 est-il un acide de
Lewis plus fort que BF3 par rapport
aux bases fortes comme NH3 ?
Je vais dans ce chapitre pre´senter les me´thodes de partition base´es sur les ide´es de
Morokuma et Ziegler dont de´coule la me´thode imple´mente´e dans la suite des programmes
ADF et utilise´e dans ce travail. Ensuite je citerai quelques autres me´thodes existantes
avant de montrer l’utilisation concre`te de la me´thode a` l’aide d’une e´tude sur l’acidite´ de
Lewis de BCl3 et BF3.
4.1 Me´thodes de de´composition de l’e´nergie d’inter-
action
L’e´nergie de dissociation De d’un syste`me AB en deux fragments A et B est la quantite´
positive de´finie par
De = − (∆Eprep + ∆Eint) ≥ 0
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La figure 4.1 illustre la signification des quantite´s ∆Eint, ∆Eprep et De pour la mole´cule
AB :
Fig. 4.1 – Sche´matisation de la relation entre l’e´nergie d’interaction ∆Eint, l’e´nergie de
pre´paration ∆Eprep et l’e´nergie de liaison De.
∗Ge´ome´trie gele´e, i.e., ge´ome´trie du fragment
au sein du complexe.
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L’e´nergie de pre´paration, ou e´nergie de de´formation, ∆Eprep est l’e´nergie ne´cessaire
pour promouvoir les fragments A et B de leur ge´ome´trie d’e´quilibre et leur e´tat e´lectronique
fondamental a` leur ge´ome´trie et a` leur e´tat e´lectronique dans la mole´cule AB. ∆Eint
est l’e´nergie d’interaction entre les deux fragments pre´pare´s dans la mole´cule. De`s 1957,
Coulson propose de diviser l’e´nergie totale en diffe´rentes contributions pour rationali-
ser les phe´nome`nes qui entrent en jeu dans les liaisons [57]. L’objectif des me´thodes
de partition de l’e´nergie d’interaction est la compre´hension de l’origine des interactions
mole´culaires. Les diffe´rentes contributions a` ∆Eint sont les termes suivants : e´lectrostatique
∆Eelstat, polarisation ∆Epol, re´pulsion d’e´change ou de Pauli ∆EPauli, transfert de charge
∆ETC. Il est important de noter ici que ces me´thodes sont base´es sur une description mo-
node´terminantale des syste`mes et que la de´finition des diffe´rents termes n’est pas unique.
En 1971, avec l’analyse baptise´e EDA 1, Morokuma de´finit, dans le cadre de la the´orie
Hartree-Fock, des fonctions d’ondes construites a` partir de celles des deux fragments isole´s.
Ensuite, il calcule les termes e´nerge´tiques associe´s qui vont permettre d’acce´der a` ∆Eelstat,
∆Epol, ∆EPauli, ∆ETC. L’analyse dite ETS
2 qui a vu le jour a` la meˆme e´poque qu’EDA,
est due a` Ziegler et Rauk. Elle est similaire a` l’analyse faite par Morokuma mais s’appuie
sur la de´finition de densite´s e´lectroniques et non pas de fonctions d’onde pour calculer les
termes e´nerge´tiques associe´s et atteindre les diffe´rentes contributions.
Je discuterai dans un premier temps de la me´thode EDA, puis je pre´senterai la me´thode
mise en œuvre dans le programme ADF. Enfin, je commenterai brie`vement d’autres
sche´mas de partition de l’e´nergie d’interaction.
4.1.1 Analyse EDA
Dans les paragraphes suivants, A indique que la fonction d’onde est antisyme´trise´e
pour respecter le principe de Pauli. Pour plus de simplicite´, de´sormais A∗ et B∗, les
1Energy Decomposition Analysis [58]
2Extended Transition-State [59]
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fragments gele´s (i.e., dans la ge´ome´trie du fragment au sein du complexe, cf. Fig. 4.1)
seront note´s A et B. La fonction d’onde Hartree-Fock du fragment isole´ A est AΨ0A,
l’e´nergie correspondante est EA. AΨ0B et EB sont de´finies de meˆme pour le fragment B.
La somme de EA et EB est note´e E0. La mole´cule AB a pour fonction d’onde AΨAB et
l’e´nergie de la mole´cule est EAB, ainsi
∆Eint = EAB − E0
La figure 4.2 sche´matise les me´langes d’OM en jeu dans les diffe´rents termes de l’e´nergie










Fig. 4.2 – Repre´sentation sche´matique des diffe´rentes contributions a` l’interaction
mole´culaire.
Energie e´lectrostatique L’e´nergie e´lectrostatique d’interaction est l’interaction entre
les distributions e´lectroniques non perturbe´es des deux fragments A et B. Cette contribu-
tion inclut les interactions entre toutes les charges permanentes et les multipoles, comme
les interactions dipole-dipole, dipole-quadrupole... Cette interaction peut eˆtre attractive
ou re´pulsive. On la de´termine en conside´rant la fonction d’onde Ψ1, produit de Hartree
entre les fonctions d’onde non perturbe´es des fragments A et B isole´s.
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Ψ1 = AΨA0AΨB0
E1 est l’e´nergie associe´e a` cette fonction d’onde. Elle est e´gale a` la diffe´rence entre E1
et E0 :
∆Eelstat = E1 − E0
Remarque. La fonction d’onde Ψ1 viole le principe de Pauli, elle n’est pas anti-
syme´trise´e. L’e´change entre les fragments n’est pas permis, on supprime ainsi le terme de
re´pulsion de Pauli.
Energie de re´pulsion L’e´nergie de re´pulsion de Pauli vient de l’e´change d’e´lectrons
entre les fragments A et B. C’est une interaction re´pulsive a` courte porte´e due au recou-
vrement de la distribution e´lectronique de A avec celle de B. C’est l’interaction entre les
orbitales mole´culaires occupe´es qui implique l’e´change. On obtient l’e´nergie de re´pulsion
de Pauli apre`s la de´finition de la fonction d’onde Ψ3, produit de Hartree antisyme´trise´
des fonctions d’onde de A et de B non perturbe´es. L’e´change entre les e´lectrons de A et




E3 est l’e´nergie de Ψ3 a` la premie`re ite´ration du processus SCF :
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∆EPauli = E3 − E1
= E3 −∆Eelstat − E0
Energie de polarisation L’e´nergie de polarisation du fragment A par B est l’effet de la
distorsion de la distribution e´lectronique de A par B. Ce terme inclut les interactions entre
les charges permanentes ou les multipoles et les multipoles induits, comme dipole-dipole
induit, quadrupole-dipole induit... Le terme ∆Epol est la somme de deux contributions :
1. ∆EApol, polarisation de A par B,
2. ∆EBpol, polarisation de B par A.
Pour de´terminer ∆EApol, on conside`re la fonction d’onde Ψ
A
2 , produit de Hartree entre
la fonction d’onde non perturbe´e de B et celle de A perturbe´e par la pre´sence de B.
ΨA2 = AΨApolAΨB0
L’e´nergie ∆EApol est obtenue en minimisant les orbitales de A en pre´sence du champ
e´lectrostatique duˆ aux orbitales de B (AΨB0 ). Cette minimisation variationnelle consiste
a` autoriser le me´lange occupe´es/virtuelles des orbitales mole´culaires de A, tandis que
les virtuelles de B sont exclues de l’espace variationnel. Elle permet d’obtenir EA2 =
∆EApol + E0 + ∆Eelstat = ∆E
A
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Energie de transfert de charge L’e´nergie de transfert de charge de A vers B est
due au transfert de charge de orbitales mole´culaires occupe´es de A vers les orbitales
mole´culaires virtuelles de B. Pour de´terminer ∆ETC(A→B), on autorise la de´localisation
intermole´culaire en me´langeant les orbitales mole´culaires occupe´es de A avec les orbitales
mole´culaires virtuelles de B. On obtient alors AΨATC. On construit ΨA4 :
ΨA4 = AΨATCAΨB0
L’e´nergie obtenue est EA4 : E
A




Remarque. Un terme correctif est ajoute´ a` ∆ETC(A→B) pour palier un proble`me de
non-orthogonalisation d’OM.
Le transfert de charge inverse, note´ ∆ETC(B→A), est celui provenant des orbitales oc-
cupe´es de B vers les orbitales virtuelles de A. Il est de´termine´ de fac¸on similaire.
Energie d’interaction – Emix L’e´nergie d’interaction, ∆Eint, est donne´e par




pol + ∆ETC(A→B) + ∆ETC(B→A) + Emix
Lorsque l’on ajoute les contributions pre´ce´dentes, on n’obtient pas exactement l’e´nergie
d’interaction de la mole´cule AB. On de´finit le terme Emix par soustraction des contribu-
tions pre´ce´dentes a` l’e´nergie d’interaction. Si Emix domine ∆Eint alors la de´composition
de l’e´nergie est peu fiable. Cela est possible pour des interactions tre`s fortes et est amplifie´
par le fait que toutes les fonctions d’onde excepte´e Ψ3 violent le principe de Pauli. En
outre, lorsque l’on ignore la re´pulsion de Pauli dans le calcul des e´nergies de polarisation
et de transfert de charge, la proce´dure de minimisation de l’e´nergie peut aboutir a` l’oc-
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cupation des orbitales de cœur des sous-syste`mes A et B par plus de deux e´lectrons. Par
ce biais, EDA est sensible au type et a` la taille de la base utilise´e. D’autres me´thodes
qu’EDA se sont affranchies de ce proble`me, et les notions de polarisation et de transfert
de charge n’ont pas une unique de´finition.
4.1.2 Me´thode de partition de l’e´nergie dans ADF
Les partitions d’e´nergie pre´sente´es dans ce travail ont e´te´ re´alise´es avec la suite de
programmes ADF. ADF exe´cute une de´composition d’e´nergie et les termes e´nerge´tiques
calcule´s en DFT sont les suivants :
– ∆Eelstat est de´finie comme ci-dessus ;
– ∆EPauli est toujours de´finie comme ci-dessus ;
– ∆Eorb est l’e´nergie d’interaction stabilisante orbitalaire. Elle correspond a` la relaxa-
tion des orbitales mole´culaires Kohn-Sham de A et de B pour former les orbitales
mole´culaires de AB. Ce terme contient les e´nergies de polarisation, de transfert de
charge mais il peut e´galement contenir un terme de dispersion (interaction dipole-
induit/dipole-induit) car les calculs sont a` un niveau corre´le´. En fonction du groupe
de syme´trie de la mole´cule e´tudie´e, l’e´nergie d’interaction orbitalaire peut eˆtre di-
vise´e en contributions des orbitales ayant la syme´trie σ, pi, δ,etc... Nous verrons cet
aspect des choses et son utilite´ plus en de´tails dans la suite du chapitre.
– Emix = ∆Eint − ∆Eelstat − ∆Eorb a la meˆme signification que ci-dessus. Dans les
syste`mes e´tudie´s par la suite, Emix est une quantite´ ne´gligeable devant les autres
termes.
Le terme e´lectrostatique ∆Eelstat peut eˆtre associe´ a` la contribution ionique a` la liaison
et le terme orbitalaire ∆Eorb correspond a` la contribution covalente a` la liaison. Cepen-
dant, on doit eˆtre prudent car identifier ∆Eelstat et ∆Eorb aux contributions e´lectrostatique
et covalente a` la liaison est criticable. ∆Eorb contient la polarisation qui ne re´sulte pas de
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l’interaction covalente entre les fragments. En particulier, lorsqu’un des fragments posse`de
des orbitales dans une syme´trie et que l’autre fragment n’en a pas, il n’y a pas de me´lange
possible et donc pas d’interactions covalentes provenant de ces orbitales. Cependant, les
e´nergies de ces orbitales occupe´es changent a` cause d’effets e´lectrostatiques. L’e´nergie as-
socie´e a` ce changement apparaˆıt dans ∆Eorb mais ne peut pas eˆtre a` proprement parler,
interpre´te´e comme une participation a` la contribution covalente.
4.1.3 Autres me´thodes de partition de l’e´nergie
Parmi les me´thodes alternatives a` EDA, on peut citer :
– la me´thode RVS 3, due a` Stevens et Fink. Elle est pratiquement identique a` la
me´thode CSOV 4 de Bagus. Cette me´thode est de´rive´e des types d’analyse EDA et
ETS. La diffe´rence majeure est que dans le mode`le RVS, on ne conside`re que des
fonctions d’onde antisyme´trise´es. On de´termine la somme des termes e´lectrostatique
et de re´pulsion de Pauli comme pre´ce´demment. Ensuite, on ge`le certaines orbitales
occupe´es et/ou on supprime certaines orbitales virtuelles de l’espace variationnel
pour de´terminer les termes ∆EApol, ∆E
B
pol, ∆ETC(A→B) et ∆ETC(B→A). Par ailleurs,
les corrections de superposition de base (BSSE) sont inte´gre´es au calcul des diffe´rents
termes. Le fait d’antisyme´triser les de´terminants conduit a` une re´duction du terme
Emix. Pour des syste`mes en forte interaction, cette analyse est plus performante
qu’EDA ;
– la me´thode NEDA 5 de´coupe l’e´nergie d’interaction en composantes e´lectrostatique,
de transfert de charge, de polarisation, d’e´change et de de´formation. Elle est base´e
sur la me´thode des orbitales naturelles (NBO) de Weinhold et al. [65]. Elle pre´sente
une grande stabilite´ nume´rique avec l’augmentation de la taille de la base de calcul.
3Reduced Variational Space [60]
4Constrained Space Orbital Variations [61]
5Natural Energy Decomposition Analysis [62]
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– la me´thode SAPT 6 a pour origine la the´orie des perturbations intermole´culaires
(IMPT), de´veloppe´e par Eisenschitz et London [63]. L’ide´e sous-jacente est que
lorsque les interactions intermole´culaires sont faibles, leur effet peut eˆtre pris en
compte en utilisant la the´orie des perturbations de Rayleigh-Schro¨dinger. Elle a
montre´ son efficacite´ dans l’e´tude de syste`mes faiblement lie´s tels que les dime`re et
trime`re d’he´lium et dans l’analyse des liaisons de van der Waals.
4.2 Pre´liminaires a` l’e´tude de l’exemple
4.2.1 Divers types de liaison
Les liaisons de type σ sont de syme´trie cylindrique autour de l’axe internucle´aire et les
e´lectrons d’une liaison σ ont un moment angulaire nul autour de cet axe. Elles peuvent
eˆtre forme´es a` partir de recouvrements axiaux entre orbitales : s-s, s-p, s-d, p-p, p-d, d-d.
Les liaisons de type pi re´sultent du recouvrement late´ral de deux orbitales : p-p, p-d, ou
d-d. Il existe un plan d’antisyme´trie pour le recouvrement formant une liaison pi. C’est
le plan binodal qui contient l’axe internucle´aire. Enfin, les liaisons de type δ sont issues
du recouvrement face a` face de deux orbitales d. Ces liaisons ont deux plans nodaux
perpendiculaires contenant chacun l’axe internucle´aire (cf. Fig. 4.3).
La plus grande efficacite´ du recouvrement entre les orbitales mises en jeu dans une liaison
implique que les liaisons σ soient intrinse`quement plus fortes que les liaisons pi, qui sont
elles-meˆmes intrinse`quement plus fortes que les liaisons de type δ.
4.2.2 Types de liaison et groupes de syme´trie
Dans cette the`se, de nombreuses liaisons me´tal-ligand seront analyse´es par la me´thode
EDA. Le terme ∆Eorb issu de la partition de l’e´nergie d’interaction selon la me´thode EDA
6Symmetry-Adapted Perturbation Theory [64]
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peut eˆtre lui-meˆme subdivise´ en contributions de types σ, pi et δ. Selon la syme´trie du
complexe e´tudie´, cette subdivision est possible ou non. Si le complexe est de syme´trie C1,
subdiviser le terme ∆Eorb ne sera pas re´alisable. Le tableau 4.1 donne pour divers groupes
de syme´trie a` quelles repre´sentations irre´ductibles les divers types de recouvrement ap-
partiennent.
Le tableau 4.1 montre qu’il n’est pas toujours possible de se´parer de fac¸on exacte les
contributions σ, pi et δ comme il est possible de le faire au sein du groupe C4v. Conside´rons
les proble`mes rencontre´s lorsque le syste`me e´tudie´ est de syme´trie Cs mais n’a pas la pos-
sibilite´ de former des liaisons de type δ. Le groupe de syme´trie Cs posse`de seulement deux
e´le´ments de syme´trie, l’identite´ E et le plan de syme´trie σh (cf. Annexes Tab. 4.7). La to-
talite´ de la contribution a` ∆Eorb de type σ se retrouve dans la repre´sentation irre´ductible
A’ (cf. Fig. 4.4). Les orbitales mole´culaires re´sultant d’une interaction de type pi et ayant
σh comme plan de syme´trie appartiennent a` la repre´sentation irre´ductible A’. Conjoin-
tement, les orbitales mole´culaires re´sultant d’une interaction de type pi et n’acceptant
pas σh comme plan de syme´trie appartiennent a` la repre´sentation irre´ductible A”. Par
conse´quent, les interactions σ et pi s’entremeˆlent. Cependant, on peut faire l’hypothe`se
que la contribution pi appartenant a` la repre´sentation irre´ductible A’ est e´gale a` celle de
Fig. 4.3 – Un exemple de liasion de chacun des types σ, pi et δ.
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Groupe de Repre´sentations Type de
syme´trie irre´ductibles recouvrement
Cs A’ σ, pi, δ
A” pi, σ

















Tab. 4.1 – Transformation des diffe´rents types de recouvrement au sein de plusieurs
groupes de syme´trie.
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la repre´sentation irre´ductible A”. On peut alors e´crire
∆Eσ = ∆EA′ −∆EA” (4.1)
∆Epi = 2∆EA” (4.2)
Fig. 4.4 – Tranformation des orbitales de types σ et pi au sein du groupe Cs.
Il nous a paru important de rede´finir ces concepts pour les utiliser plus aise´ment et
sans ambigu¨ıte´ dans ce chapitre et tout au long de ce travail.
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4.3 Application - acidite´s de Lewis compare´es de BCl3
et BF3
4.3.1 Pre´sentation de la pole´mique
Pour connaˆıtre la force relative des acides de Lewis BX3, on commence a` examiner les
e´lectrone´gativite´s relatives des haloge`nes : Br < Cl < F. L’espe`ce la plus e´lectrone´gative
draine la charge du bore plus efficacement, ainsi la charge partielle atomique du bore au
sein des acides est telle que 0 < qB(BBr3)< qB(BCl3)< qB(BF3). De fait, les interactions
entre le bore et la paire-libre d’une base de Lewis devraient eˆtre favorise´es. Plusieurs
e´tudes expe´rimentales mene´es entre autres par Cotton et al. montrent que l’acidite´ de
Lewis des trihaloge´nures de bore par rapport aux fortes bases de Lewis croˆıt dans l’ordre
BF3 < BCl3 < BBr3 [121]. Dans le groupe de Frenking, des calculs the´oriques re´alise´s
sur les complexes donneur-accepteur Cl3B-NH3 et F3B-NH3, entre autres, ont montre´ que
l’e´nergie de dissociation calcule´e pour Cl3B-NH3 est 7.7 kcal/mol plus e´leve´e que celle de
F3B-NH3 [122, 123]. The´orie et expe´rience s’accordent a` dire que l’acidite´ de BX3 croˆıt
lorsque l’haloge`ne X devient plus lourd. Par conse´quent, le de´ficit d’e´lectrons sur l’atome
de bore n’explique pas la force relative des interactions donneur-accepteur dans X3B-NH3.
Le comportement des trihaloge´nures de bore est souvent explique´ par la re´trodonation de
charge des orbitales ppi des haloge`nes dans celles du bore (cf. Fig. 4.5). La donation de
charge des paires-libres 2ppi du fluor dans les orbitales atomiques 2ppi du bore devrait eˆtre
plus efficace que celle des 3ppi du chlore a` cause d’un meilleur recouvrement (S) entre orbi-
tales de meˆme nombre quantique principal, soit S(2ppi(B)/2ppi(F)) >S(2ppi(B)/3ppi(Cl)).
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Fig. 4.5 – Re´trodonation des paires-libres 3ppi du chlore dans les orbitales atomiques 2ppi
du bore.
Pour e´tudier la validite´ du mode`le de la retrodonation, Brinck et al. ont calcule´ les
inte´grales de recouvrement entre les orbitales ppi des haloge`nes et du bore. Les efficacite´s
de ces recouvrements dans les mole´cules BX3 sont telles que BF3 <BBr3 <BCl3 [124, 126].
En outre, une e´tude de Frenking et al. ayant pour but de quantifier le caracte`re pi donneur
des haloge`nes a ordonne´ les haloge`nes comme suit : F < Cl < Br. On obtient le meˆme
classement que Brinck [123].
4.3.2 Diverses approches
Diverses explications ont alors e´te´ propose´es a` la force relative des acides de Lewis
BCl3 et BF3. En 1993, Brinck s’applique a` e´claircir le proble`me en utilisant le concept
de la capacite´ de charge [124]. La capacite´ de charge quantifie l’aptitude d’un atome ou
d’un groupe a` accepter ou a` donner une charge e´lectronique. La capacite´ de charge κ est




La capacite´ de charge est a` rapprocher le concept de durete´ η de Pearson [125] : η =
0.5×(I−A). Le concept de capacite´ de charge range les trihaloge´nures de bore dans l’ordre
suivant : BF3 <BCl3 <BBr3, BF3 est le moins apte a` accepter une charge e´lectronique
supple´mentaire. Brinck explique ce re´sultat par l’aptitude croissante des haloge´nures de
bore a` accommoder un e´lectron additionel lorsqu’ils deviennent plus gros et plus pola-
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risables. Cependant, cette explication va a` l’encontre d’e´tudes NBO sur les complexes
donneur-accepteur, montrant qu’il n’y a aucune corre´lation entre la donation de charge et
les forces de liaison [122, 128]. Plus re´cemment, Gillespie et al. ont utilise´ la the´orie du li-
gand close-packing (LCP) pour apporter une re´ponse au proble`me [129]. Quand l’acide de
Lewis BCl3 approche une base de Lewis, i.e., un groupe donneur d’e´lectrons, les haloge`nes
sont repousse´s du coˆte´ oppose´ au bore mais, alors que les distances B-X s’allongent et
que les angles XBX diminuent, les distances X-X restent quasiment constantes ce qui est
en accord avec le mode`le LCP [130, 131]. Pour Gillespie et al., BF3 est intrinse`quement
un acide de Lewis plus fort que BCl3 a` cause de la charge partielle ne´gative sur le bore
plus importante dans BF3. La liaison donneur-accepteur plus faible dans F3B-NH3 que
dans Cl3B-NH3 est explique´e par une e´nergie de distortion de BF3 plus grande que celle
de BCl3. L’e´nergie de distortion est l’e´nergie ne´cessaire pour promouvoir l’entite´ BX3 ac-
ceptrice dans sa ge´ome´trie d’e´quilibre D3h a` une structure pyramidalise´e C3v. Cependant,
les e´nergies de pyramidalisation sont calcule´es par Gillespie et al. comme la diffe´rence
entre l’e´nergie de l’e´tat fondamental de BX3 et l’e´nergie de la ge´ome´trie optimise´e avec
l’angle XBX gele´ a` 113.5◦. Nous allons montrer par la suite que les e´nergies de distortion
calcule´es entre l’e´tat fondamental de BX3 et la strucuture de BX3 dans le complexe X3B-
NH3 optimise´s sont telles que l’e´nergie de distortion pour BF3 est plus faible que celle de
BCl3. Ce re´sultat est en accord avec les re´sultats de Brinck et al. Par ailleurs, Gillespie
et al. de´rivent la force relative des acides de Lewis du calcul des distances interatomiques
B-N bien qu’il ait e´te´ prouve´ que les longueurs de liaison ne soient pas toujours corre´le´es
avec les e´nergies de liaison pour les complexes de type donneur-accepteur [122, 128]. Nous
allons pre´senter dans la suite notre approche du proble`me.
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4.3.3 Discussion
Introduction
Dans le but de s’assurer que les conclusions de notre travail ne soient pas de´pendantes
du niveau de calcul, nous avons optimise´ les ge´ome´tries des mole´cules au niveau MP2 en
conjonction avec les bases 6-311G(d) et cc-pVTZ avec la se´rie de programmes Gaussian98
[136]. Les fre´quences vibrationnelles ont e´te´ calcule´es au niveau MP2/cc-pVTZ. En outre,
les e´nergies correspondant aux ge´ome´tries MP2/cc-pVTZ ont e´te´ e´value´es au niveau MP2
en conjonction avec la base Aug-cc-pVTZ et au niveau CCSD(T) avec les bases cc-pVTZ
et Aug-cc-pVTZ. Nous avons utilise´ le programme ADF2.3 pour des calculs de DFT avec
les fonctionnelles PW91 et BP86 et les bases TZ2P et QZ4P [138]. Les de´compositions de
l’e´nergie d’interaction ont e´galement e´te´ mene´es graˆce a` ADF2.3. Pour comparer l’acidite´
relative de BCl3 et BF3 par rapport a` un acide fort comme NH3, mais e´galement pour
savoir si l’e´nergie de de´formation du fragment BX3 est responsable de la plus forte liaison
B-N dans Cl3B-NH3, nous avons non seulement calcule´ les e´nergies d’interaction et de
dissociation des complexes Cl3B-NH3 et F3B-NH3, mais aussi mene´ une analyse EDA. Ici,
le choix des fragments est aise´ :
Donneur Accepteur
Nous rappelons de manie`re sche´matique, a` l’aide de figure 4.6, la relation entre les
diffe´rents termes de la de´composition e´nerge´tique : e´nergie de pre´paration ∆Eprep, e´nergie
d’interaction ∆Eint et e´nergie de dissociation De.
Les mole´cules a` l’e´tude ainsi que les fragments choisis pour la de´composition sont
de syme´trie C3v (cf. Tab. 4.9). Tous les calculs seront effectue´s au sein de ce groupe. Il
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ne nous a pas semble´ utile dans notre cas, de conside´rer les recouvrements de syme´trie
δ. En effet, seules les fonctions de polarisation des fragments NH3 et BX3 posse`dent les
syme´tries ade´quates pour interagir et engendrer un recouvrement de type δ, mais elles
sont e´nerge´tiquement trop hautes pour participer a` la liaison donneur-accepteur. Les in-
teractions de type σ correspondent a` la repre´sentation irre´ductible A1, celles de type pi a` la
repre´sentation E. Une contribution non-nulle a` l’e´nergie d’interaction de la repre´sentation
irre´ductible A2 correspond a` la relaxation des orbitales strictement localise´es sur l’un ou
l’autre des fragments lorsque les fragments interagissent.
Energies d’interaction et de dissociation
Le tableau 4.2 regroupe les e´nergies d’interaction, de pre´paration et les e´nergies de
dissociation pour les complexes F3B-NH3 et Cl3B-NH3. A tous les niveaux de calculs,
l’e´nergie de dissociation de la liaison F3B-NH3 est plus basse en e´nergie que celle de la
liaison Cl3B-NH3. Les diffe´rences aux niveaux ab initio (MP2/cc-pVTZ : 5.8 kcal/mol et
Fig. 4.6 – Sche´matisation du rapport entre l’e´nergie d’interaction ∆Eint, l’e´nergie de
pre´paration ∆Eprep et l’e´nergie de liaison De.
∗Ge´ome´trie gele´e, i.e., ge´ome´trie du fragment
au sein du complexe.
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CCSD(T)/cc-pVTZ : 4.2 kcal/mol) sont le´ge`rement plus importantes qu’au niveau DFT
(PW91/QZ4P : 2.5 kcal/mol). A tous les niveaux de calcul pre´sente´s dans le tableau
4.2, la diffe´rence entre les e´nergies d’interaction des complexes a` l’e´tude est toujours
supe´rieure a` 1.0 kcal/mol. L’e´nergie de pre´paration pour le fragment donneur NH3 est
minime, alors qu’elle est importante pour le fragment accepteur BX3. En outre, l’e´nergie
de pre´paration de BCl3 est plus grande que celle de BF3 excepte´ a` deux reprises pour les
niveaux CCSD(T)/cc-pVTZ et PW91/TZ2P. Cependant, la diffe´rence entre ces termes
e´nerge´tiques est toujours infe´rieure a` 1.1 kcal/mol, ce qui n’est pas significatif et ne com-
pense dans aucun des cas l’e´nergie d’interaction. Ainsi les e´nergies de dissociation pour
Cl3B-NH3 sont toujours plus grandes que pour F3B-NH3.
Me´thode ∆Eint ∆Eprep De D0
X3B NH3
Cl3B-NH3
MP2/6-311G(2d) -58.0 24.4 0.66 32.9 29.0
MP2/cc-pVTZ -53.0 23.5 0.41 29.1 25.1
MP2/Aug-cc-pVTZa -52.8 23.1 0.19 29.5 25.5
CCSD(T)/cc-pVTZa -49.9 22.4 0.41 27.1 23.1
BP86/QZ4P -43.1 21.9 0.29 20.9 16.9
PW91/TZ2P -44.0 21.3 0.26 22.4 18.4
PW91/QZ4P -45.6 21.9 0.28 23.4 19.4
F3B-NH3
MP2/6-311G(2d) -48.1 23.3 0.52 24.3 20.9
MP2/cc-pVTZ -46.7 23.1 0.27 23.3 19.8
MP2/Aug-cc-pVTZa -45.7 22.3 0.09 23.3 19.8
CCSD(T)/cc-pVTZa -46.6 23.4 0.29 22.9 19.6
BP86/QZ4P -40.2 21.5 0.19 18.6 15.3
PW91/TZ2P -43.0 21.8 0.18 20.9 17.6
PW91/QZ4P -42.9 21.8 0.18 20.9 17.6
Tab. 4.2 – Energies d’interaction ∆Eint, e´nergies de pre´paration des fragments ∆Eprep,
e´nergies de dissociation De et e´nergies de dissociation corrige´es de ZPE D0. Les fre´quences
utilise´es pour calculer les corrections de ZPE sont celles du niveau MP2/6-311G(2d).
Toutes les valeurs sont donne´es en kcal/mol. aLes ge´ome´tries utilise´es sont optimise´es au
niveau MP2/cc-pVTZ.
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Analyse de la distribution de charges – ge´ome´tries des minima
Le tableau 4.3 donne les charges atomiques partielles sur le bore, les haloge`nes mais
aussi le transfert de charge du donneur NH3 a` l’accepteur BX3. Le bore dans le complexe
F3B-NH3 porte toujours une charge positive plus importante que dans Cl3B-NH3. Par
ailleurs, l’ordre des transferts de charge de´pend de la me´thode de partition de charge. La
me´thode NBO pre´voit un transfert de charge H3N→BX3 plus grand pour le complexe avec
du chlore alors que la me´thode de Hirshfeld [132] donne la tendance inverse. Cependant,
meˆme si les deux me´thodes ordonnaient les transferts de charge de la meˆme manie`re, il
resterait ne´cessaire d’e´tudier la nature des interactions au sein des complexes X3B-NH3
car donation de charge et force de liaison ne sont pas physiquement corre´le´es [133].
Cl3B
∗ Cl3B Cl3B-NH3
Me´thode B Cl B Cl B Cl Cl3B
A 0.6163 -0.2054 0.4901 -0.1634 0.4214 -0.2650 -0.374
B 0.6332 -0.2111 0.4996 -0.1665 0.4392 -0.2727 -0.379
C 0.1795 -0.0599 0.1288 -0.0429 0.0868 -0.1552 -0.379
F3B
∗ F3B F3B-NH3
B F B F B F F3B
A 1.6336 -0.5445 1.5843 -0.5281 1.3867 -0.5665 -0.313
B 1.6218 -0.5406 1.5751 -0.5250 1.3730 -0.5629 -0.316
C 0.4149 -0.1383 0.3845 -0.1281 0.2291 -0.2068 -0.391
Tab. 4.3 – Charges atomiques partielles. A : MP2/Aug-cc-pVTZ, Charge NBO. B :
CCSD(T)/cc-pVTZ, Charge NBO. C : PW91/QZ4P, Charge de Hirshfeld. ∗Ge´ome´trie
gele´e, c-a`-d, ge´ome´trie du fragment au sein du complexe.
Les principaux parame`tres ge´ome´triques sont regroupe´s dans le tableau 4.4. Sur la
figure 4.7, nous avons sche´matiquement repre´sente´ les ge´ome´tries optimise´es des mole´cules
e´tudie´es au niveau MP2/cc-pVTZ. La distance B-N dans le complexe chlore´ est toujours
plus courte que dans le complexe fluore´. On constate e´galement que l’e´nergie de la liaison
B-N est supe´rieure dans Cl3B-NH3 que dans F3B-NH3 et la distance B-N dans Cl3B-NH3
est plus courte que dans F3B-NH3. Or, ce n’est pas toujours le cas, il existe de nombreux
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contre-exemples : distance entre fragments et force de liaison ne sont pas ne´cessairement
corre´le´es.
Fig. 4.7 – Repre´sentation graphique des ge´ome´tries optimise´es de Cl3B-NH3 et F3B-NH3
et les e´nergies de dissociation correspondantes au niveau MP2/cc-pVTZ//CCSD(T)/cc-
pVTZ.
Cl3B-NH3 F3B-NH3 BCl3 BF3
Me´thode C3v C3v D3h D3h
X-B MP2/6-311G(2d) 1.835 1.370 1.745 1.314
MP2/cc-pVTZ 1.827 1.367 1.740 1.315
PW91/QZ4P 1.838 1.380 1.746 1.322
B-N MP2/6-311G(2d) 1.611 1.678
MP2/cc-pVTZ 1.617 1.681
PW91/QZ4P 1.628 1.692
X-B-N MP2/6-311G(2d) 105.2 103.9
MP2/cc-pVTZ 104.9 103.9
PW91/QZ4P 105.1 104.1
B-N-H MP2/6-311G(2d) 110.5 110.6
MP2/cc-pVTZ 110.0 110.3
PW91/QZ4P 109.9 110.3
Tab. 4.4 – Longueurs de liaison A-B (A˚) et angles A-B-C (deg) dans les complexes X3B-
NH3 et dans BX3 seul.
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De´composition de l’e´nergie d’interaction par la me´thode EDA
La de´composition de l’e´nergie d’interaction des complexes e´tudie´s est re´alise´e dans le
but de fournir une explication a` la liaison dative plus forte dans Cl3B-NH3 que dans F3B-
NH3. Le tableau 4.5 regroupe les re´sultats de la de´composition de l’e´nergie d’interaction
des deux complexes e´tudie´s au niveau de calcul PW91/QZ4P. La plus grande contribution
a` l’e´nergie d’interaction est le terme re´pulsif d’e´nergie d’e´change ou e´nergie de Pauli. Cette
contribution est plus importante pour Cl3B-NH3 que pour F3B-NH3 a` cause de la distance
de liaison B-N plus courte dans Cl3B-NH3. Il reste a` identifier la contribution attractive
responsable de la forte liaison B-N dans Cl3B-NH3. Si nous examinons les termes ∆Eelstat
et ∆Eorb, on observe que pour Cl3B-NH3, ∆Eelstat est 1.5 kcal/mol supe´rieur a` ∆Eorb
contre 14.0 kcal/mol dans F3B-NH3. Par conse´quent, nous pouvons en conclure que la
raison pour laquelle Cl3B-NH3 a une liaison B-N plus forte que F3B-NH3 est la plus forte
interaction attractive covalente (∆Eorb) dans Cl3B-NH3. Cette interaction est plus forte
graˆce a` l’orbitale LUMO de BCl3 qui est plus basse en e´nergie que la LUMO de BF3
(cf. Tab. 4.6). La the´orie des orbitales frontie`res pre´dit une plus grande interaction avec
l’orbitale occupe´e d’inte´reˆt du donneur NH3 [134].
4.3.4 Conclusion
Nos calculs de DFT et ab initio donnent l’e´nergie ne´cessaire pour dissocier la liai-
son B-N toujours plus grande pour Cl3B-NH3 que pour F3B-NH3. De plus, les e´nergies
ne´cessaires pour de´former BCl3 et BF3 de leurs ge´ome´tries d’e´quilibre plane et D3h a` leurs
formes pyramidales et C3v au sein des complexes ne sont pas significativement diffe´rentes.
Enfin, le fait que l’orbitale LUMO de BCl3 soit plus basse en e´nergie que celle de BF3
favorise les interactions covalentes avec NH3 pour BCl3 par rapport a` BF3. Par ailleurs,
la charge partielle atomique n’est pas un bon outil pour estimer la force des interactions
e´lectrostatiques. En effet, la densite´ e´lectronique est dans la plupart des cas tre`s anisotrope
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Cl3B-NH3 F3B-NH3




a -118.6 (50.3%) -91.4 (54.1%)
∆Eorb
a -117.1 (49.7%) -77.4 (45.9%)
∆Eσ
b -105.7 (90.3%) -69.2 (89.4%)
∆Epi
b -11.2 (9.6%) -8.0 (10.3%)
∆EA2 -0.2 -0.2
∆Eprep 22.2 22.0
∆Eprep(Y3B) 21.9 (98.6%) 21.8 (99.1%)
∆Eprep(NH3) 0.3 (1.4%) 0.2 (0.9%)
-De -23.4 -20.9
Tab. 4.5 – En C3v, de´composition de l’e´nergie d’interaction par la me´thode EDA au niveau
PW91/QZ4P. Les valeurs sont en kcal/mol. aLes pourcentages entre parenthe`ses donnent
la contribution a` l’e´nergie d’interaction attractive ∆Eelstat + ∆Eorb.
bLes pourcentages




MP2/Aug-cc-pVTZ 1.091 0.076 1.234 0.405
CCSD(T)/cc-pVTZ 2.183 0.309 4.303 1.309
PW91/QZ4P -2.817 -4.302 -0.799 -3.625
Tab. 4.6 – Energies des orbitales mole´culaires les plus basses occupe´es (LUMO) de Cl3B
et F3B (eV).
∗Ge´ome´trie gele´e, i.e., ge´ome´trie du fragment au sein du complexe.
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dans une mole´cule. Dans certains cas, des atomes qui portent une charge partielle posi-
tive peuvent interagir avec une entite´ positivement charge´e de fac¸on plus efficace qu’avec
une entite´ ne´gativement charge´e s’il existe une zone de densite´ locale e´lectronique qui
pointe vers la charge positive. Par exemple, dans le carbonyle, le carbone charge´ positi-
vement posse`de une paire-libre qui permet une attraction e´lectrostatique plus forte avec
une charge ponctuelle positive qu’avec l’atome d’oxyge`ne charge´ ne´gativement [135]. Les
figures 4.8 et 4.9 repre´sentent les diagrammes partiels de corre´lation relatifs aux complexes
X3B-NH3. Ces diagrammes sont partiels car nous n’avons rapporte´ que les orbitales de
valence des fragments BX3 et NH3. De plus, toutes les corre´lations ne sont pas indique´es
et quantifie´es (en pourcentage). Nous nous sommes concentre´s sur les orbitales HOMO
de NH3, paire-libre de syme´trie A1, et LUMO de BX3 de syme´trie e´galement A1. On peut
voir sur ces figures qu’il existe plusieurs orbitales mole´culaires forme´es pour une part des
interactions entre HOMO(NH3) et LUMO(BX3).
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Fig. 4.8 – Diagramme partiel de corre´lation du complexe F3B-NH3. Les e´nergies de la
HOMO de NH3 et de la LUMO de BF3 sont note´es en eV et les pourcentages encadre´s sont
relatifs a` leurs contributions a` diffe´rentes orbitales du complexe. Les orbitales dessine´es
dans l’encadre´ sont issues de la contribution HOMO(NH3)/LUMO(BF3). Les contribu-
tions qui ne rentrent pas pour plus de 2% dans la composition d’une orbitale ne sont pas
mentionne´es.
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Fig. 4.9 – Diagramme partiel de corre´lation du complexe Cl3B-NH3. Les e´nergies de
la HOMO de NH3 et de la LUMO de BCl3 sont note´es en eV et les pourcentages en-
cadre´s sont relatifs a` leurs contributions a` diffe´rentes orbitales du complexe. Les orbitales
dessine´es dans l’encadre´ sont issues de la contribution HOMO(NH3)/LUMO(BCl3). Les
contributions qui ne rentrent pas pour plus de 2% dans la composition d’une orbitale ne
sont pas mentionne´es.
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4.4 Annexes du chapitre 4
4.4.1 Tables de caracte`re
Cs E σh
A’ 1 1 x, y, Rz x
2, y2, z2, xy
A” 1 -1 z, Rx, Ry yz, xz
Tab. 4.7 – Groupe de syme´trie non-axial Cs.
C2v E C2 σv(xz) σ
′
v(yz)
A1 1 1 1 1 z x
2, y2, z2
A2 1 1 -1 -1 Rz xy
B1 1 -1 1 -1 x, Ry xz
B2 1 -1 -1 1 y, Rx yz
Tab. 4.8 – Groupe de syme´trie C2v.
C3v E 2C3 3σv
A1 1 1 1 z x
2+y2, z2
A2 1 1 -1 Rz
E 2 -1 0 (x,y) (Rx,Ry) (x
2-y2,xy) (xz,yz)
Tab. 4.9 – Groupe de syme´trie C3v.
D2d E 2S4 C2 2C
′
2 2σd
A1 1 1 1 1 1 x
2+y2, z2
A2 1 1 1 -1 -1 Rz
B1 1 -1 1 1 -1 x
2-y2
B2 1 -1 1 -1 1 z xy
E 2 0 -2 0 0 (x,y) (Rx,Ry) (xz,yz)
Tab. 4.10 – Groupe de syme´trie D2d.
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4.4.2 Article – Bessac et al., Inorg. Chem. 2003, 42, 7990.
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Why Is BCl3 a Stronger Lewis Acid with Respect to Strong Bases than
BF3?†,‡
Fabienne Bessac§,| and Gernot Frenking*,|
Laboratoire de Physique Quantique, UniVersite´ Paul Sabatier, 118 Route de Narbonne,
F-31062 Toulouse, France, and Fachbereich Chemie, Philipps-UniVersita¨t Marburg,
Hans-Meerwein-Strasse, D-35043 Marburg, Germany
Received February 11, 2003
Geometries and bond dissociation energies of the complexes Cl3B−NH3 and F3B−NH3 have been calculated using
DFT (PW91) and ab initio methods at the MP2 and CCSD(T) levels using large basis sets. The calculations give
a larger bond dissociation energy for Cl3B−NH3 than for F3B−NH3. Calculations of the deformation energy of the
bonded fragments reveal that the distortion of BCl3 and BF3 from the equilibrium geometry to the pyramidal form
in the complexes requires nearly the same energy. The higher Lewis acid strength of BCl3 in X3B−NH3 compared
with BF3 is an intrinsic property of the molecule. The energy partitioning analysis of Cl3B−NH3 and F3B−NH3 shows
that the stronger bond in the former complex comes from enhanced covalent interactions between the Lewis acid
and the Lewis base which can be explained with the energetically lower lying LUMO of BCl3.
Introduction
Experimental studies have shown that the strength of the
Lewis acidity of boron trihalides with respect to strong Lewis
bases increases in the order BF3 < BCl3 < BBr3.1 Quantum
chemical calculations of Cl3B-NH3 and F3B-NH3 predict
that the bond energy of the former complex is 7.7 kcal/mol
higher than for the latter.2 The increase in the Lewis acid
strength of BX3 for heavier atoms X is opposite to the trend
of the electronegativity of the halogens X. Calculations of
the atomic partial charges of BX3 using different charge
partitioning methods give larger positive values for the boron
atom when X becomes more electronegative.3 Thus, the
electron deficiency at the boron atom does not explain the
relative strength of the X3B-NH3 donor-acceptor interac-
tion.
It is sometimes stated that the 2p(pi) charge donation of
fluorine lone-electron pairs into the formally empty 2p(pi)
AO of boron is more efficient and leads to stronger B-X pi
bonding compared with the 3p(pi) charge donation of chlorine
because of poorer overlap of the 3p AOs than 2p AOs. This
type of argument has also sometimes been used to explain
the putative weakness of pi bonds between heavier main-
group elements. However, it has been shown that the overlap
between the more diffuse p(pi) orbitals of the heavier main-
group elements has a similar size or may even be larger than
for the atoms of the first octal row.4,5 In particular, the overlap
between the boron and chlorine p(pi) orbitals in BCl3 is larger
than the overlap between the boron and fluorine p(pi) orbitals
in BF3.4 A recent theoretical study of the pi-donor strength
of the halogens in AX3 and BX3+ (A ) B-Tl; B ) C-Pb)
showed clearly that the order is always F < Cl < Br < I.3
In a theoretical study published in 1993, Brinck and co-
workers suggested that the stronger bonding in Cl3B-NH3
compared with F3B-NH3 comes from the larger charge
capacity of Cl3B.4 The charge capacity was estimated from
the ionization potential and the electron affinity which
increases for boron trihalides BX3 and phosphorus trihalides
PX3 with X ) F < Cl < Br.6 This is because the larger,
more polarizable congeners can accommodate an additional
* Author to whom correspondence should be addressed. E-mail:
frenking@chemie.uni-marburg.de.
† Theoretical Studies of Inorganic Compounds. 32. Part 31: Esterhuysen,
C.; Frenking, G. Theor. Chem. Acc., in press.
‡ This paper is dedicated to Professor Manfred T. Reetz on the occasion
of his 60th birthday.
§ Universite´ Paul Sabatier.
| Philipps-Universita¨t Marburg.
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electron more easily. However, this explanation is at variance
with systematic theoretical studies of donor-acceptor com-
plexes using the NBO partitioning scheme which show that
there is no correlation between charge donation and bond
strength.2,7
Very recently, Gillespie and co-workers presented a simple
explanation of the Lewis acid strength of the boron halides
using the so-called ligand close-shell (LCP) model.8 Ac-
cording to the LCP model, the geometry of a molecule AXn
is mainly determined by the repulsion between the atoms or
groups X rather than by the nature of the A-X bonding.9,10
It was suggested that BF3 is an intrinsically stronger Lewis
acid than BCl3 because of the larger electron deficiency
of boron in the former molecule. The weaker bond in
F3B-NH3 compared with Cl3B-NH3 was explained with
the larger distortion energy of the former complex which is
necessary to bring the BX3 acceptor moiety from its D3h
equilibrium geometry to the pyramidal C3V structure. The
authors presented results of DFT calculations which suggest
that it takes more energy to distort the planar structure of
BF3 toward a pyramidal form with a fixed bond angle than
BCl3.8 This is in agreement with an earlier study by
Branchadell and Oliva who calculated a pyramidalization
energy for BCl3 and BF3 by optimizing the geometries with
the XBX angle distorted to 113.5° and comparing the
energies to the ground states.11 However, it was already
shown by Brinck et al.4 that the distortion energy is 0.5 kcal/
mol smaller for BF3 if the actual geometries of BCl3 and
BF3 in the complexes X3B-NH3 are taken. The latter result
was obtained only at the HF level, however.
Gillespie et al.8 present the calculation of the distortion
energy as a function of only the angles of the BX3 moieties
but not the B-X bond lengths. In addition, Gillespie and
co-workers do not report the calculated bond energies of the
Cl3B-D and F3B-D (D being a strong donor) complexes.
The relative strength of the Lewis acidity of BF3 and BCl3
was only derived from the calculated interatomic distances
B-D although it is known that the bond lengths of donor-
acceptor complexes often do not even qualitatively correlate
with bond energies.12 In order to state that the distortion
energy of the BX3 acceptor unit is responsible for the stronger
bond of Cl3B-D compared with F3B-D, it is necessary to
give the calculated bond energies. In the following we give
the relevant energy data for the complexes Cl3B-NH3 and
F3B-NH3 which have been used as model compounds. We
provide an explanation more consistent with the computa-
tional results than that given by Gillespie et al.8 We also
give an explanation for the larger Lewis acid strength of BCl3
which is in agreement with the nature of the donor-acceptor
interaction.
Methods
In order to be sure that the conclusion of this work does not
depend on the level of theory, we used different theoretical methods
for the calculations. The geometries of the molecules have first
been optimized using Møller-Plesset second-order perturba-
tion theory (MP2)13 in conjunction with the Pople basis sets
6-311G(2d)14 and with Dunning’s correlation consistent basis sets
cc-pVTZ.15 Improved energies were calculated at MP2/Aug-cc-
pVTZ and using coupled-cluster theory with doubles and triples
and a perturbative treatment of the triple excitation CCSD(T)16 in
conjunction with cc-pVTZ basis sets at MP2/cc-pVTZ optimized
geometries. The vibrational frequencies have been calculated at
MP2/cc-pVTZ. All optimized structures are energy minima on the
potential energy surface. The geometries and energies have also
been calculated with gradient-corrected density functional theory
(DFT) using the PW91 exchange-correlation functional by
Perdew and Wang.17 Uncontracted Slater-type orbitals (STOs) were
employed as basis functions for the PW91 calculations.18 The
basis sets have quadruple-ú quality augmented by four sets of
polarization functions. This level of theory is denoted PW91/QZ4P.
An auxiliary set of s, p, d, f, and g STOs was used to fit the
molecular densities and to represent the Coulomb and exchange
potentials accurately in each SCF cycle.19 The ab initio calcula-
tions described in this work were performed with the program
packages Gaussian 98.20 The DFT calculations were carried out
with ADF 2.3.21
The nature of the donor-acceptor bonds of the complexes has
been investigated with an energy partitioning analysis (EPA)
in order to explain why Cl3B-NH3 has a stronger bond than
F3B-NH3. It is our goal to give an explanation that is derived from
data which give insight into the physical origin of the chemical
bonding rather than from correlating numbers. The EPA method
was developed by Morokuma22 in the framework of Hartree-Fock
theory and later by Ziegler and Rauk23 in the framework of DFT
using Kohn-Sham orbitals. The latter has been used in the present
work. The bond dissociation energy De between two fragments A
and B (in the present case: X3B and NH3) is partitioned into several
contributions which can be identified as physically meaningful
(6) (a) Rothe, G. W.; Mathur, B. P.; Reck, G. P. Inorg. Chem. 1980, 19,
829. (b) Mathur, B. P.; Rothe, G. W.; Tang, S. Y.; Reck, G. P. J.
Chem. Phys. 1976, 65, 565.
(7) Beste, A.; Kra¨mer, O.; Gerhard, A.; Frenking, G. Eur. J. Inorg. Chem.
1999, 2037.
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(9) (a) Robinson, E. A.; Heard, G. L.; Gillespie, R. J. J. Mol. Struct. 1999,
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1998, 4, 1.
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(12) (a) Bowmaker, G. A.; Schmidbaur, H.; Kru¨ger, S.; Ro¨sch, N. Inorg.
Chem. 1997, 36, 1754-1757. (b) Ernst, R. D.; Freeman, J. W.; Stahl,
L.; Wilson, D. R.; Arif, A. M.; Nuber, B.; Ziegler, M. L. J. Am. Chem.
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entities. First, De is separated into two major components ∆Eprep
and ∆Eint:
∆Eprep (also called deformation energy) is the energy necessary to
promote the fragments A and B from their equilibrium geometry
and electronic ground state to the geometry and electronic state in
the compound AB. The focus of the bonding analysis is the
instantaneous interaction energy ∆Eint between the donor and
acceptor molecules. It is the energy difference between the
fragments A and B which are calculated in the frozen geometry of
the molecule AB. The interaction energy ∆Eint can be divided into
three main components which can be interpreted in a physically
meaningful way:
∆Eelstat gives the electrostatic interaction energy in the promolecule,
which is calculated as the energy difference between the donor and
acceptor moieties and the juxtaposition of BX3 and NH3 at the
equilibrium distance of the complex. The second term in eq 2,
∆EPauli, refers to the repulsive interactions between BX3 and NH3
which are caused by the fact that two electrons with the same spin
cannot occupy the same region in space. ∆EPauli is calculated by
enforcing the Kohn-Sham determinant of the promolecule to obey
the Pauli principle by antisymmetrization and renormalization. The
stabilizing orbital interaction term, ∆Eorb, is calculated in the final
step of the EPA when the Kohn-Sham orbitals relax to their
optimal form. This term which may be identified with covalent
bonding can be further partitioned into contributions of orbitals
having σ, pi, δ, etc. symmetry. Further details of method can be
found in the literature.21b The EPA method has recently been used
by us24,25 and other groups26 in systematic investigations of the
nature of the chemical bond in main-group and transition metal
compounds.
Results
Table 1 gives calculated energies of Cl3B-NH3 and
F3B-NH3 which are relevant for the discussion. The MP2
values are given with three different basis sets in order to
show the changes which are given when the basis set be-
comes augmented with addition polarization functions and
diffuse functions. We will discuss the MP2/Aug-cc-pVTZ
results because they have been obtained with the largest basis
set that has been employed in the ab initio calculations. The
most important bond lengths and bond angles are shown in
Table 2.
The calculated bond dissociation energy (BDE) of
Cl3B-NH3 is predicted at all levels of theory to be higher
than for F3B-NH3. The difference between the De values is
slightly larger at the ab initio levels (6.2 kcal/mol at
MP2/Aug-cc-pVTZ, 4.2 kcal/mol at CCSD(T)/cc-pVTZ)
than at DFT (2.5 kcal/mol at PW91/QZ4P), but the order is
the same. Table 1 gives also the preparation energies ∆Eprep
of BX3 and NH3, i.e., the energy difference between the
acceptor and donor moieties in the equilibrium geometries
of the free species and in the complexes. The preparation
(20) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb,
M. A.; Cheeseman, J. R.; Zakrzewski, V. G.; Montgomery, J. A., Jr.;
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V.; Cossi, M.; Cammi, R.; Mennucci, B.; Pomelli, C.; Adamo, C.;
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1998, 37, 1080. (c) Ehlers, A. W.; Baerends, E. J.; Bickelhaupt, F.
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Willock, D. J.; Calder, R. J.; Aldridge, S. Organometallics 2002, 21,
1146.
-De ) ∆Eprep + ∆Eint (1)
∆Eint ) ∆Eelstat + ∆EPauli + ∆Eorb (2)
Table 1. Calculated Interaction Energies ∆Eint between the Frozen
Fragments, Preparation Energies ∆Eprep of the Fragments, Bond
Dissociation Energies De, and ZPE Corrected Values Doa
∆Eprep
method -∆Eint X3B NH3 De Do
Cl3B-NH3
MP2/6-311G(2d) 58.0 24.4 0.7 32.9 29.0
MP2/cc-pVTZ 53.0 23.5 0.4 29.1 25.1
MP2/Aug-cc-pVTZb 52.8 23.1 0.2 29.5 25.5
CCSD(T)/cc-pVTZb 49.9 22.4 0.4 27.1 23.1
PW91/QZ4P 45.6 21.9 0.3 23.4 19.4
F3B-NH3
MP2/6-311G(2d) 48.1 23.3 0.5 24.3 20.9
MP2/cc-pVTZ 46.7 23.1 0.3 23.3 19.8
MP2/Aug-cc-pVTZb 45.7 22.3 0.1 23.3 19.8
CCSD(T)/cc-pVTZb 46.6 23.4 0.3 22.9 19.6
PW91/QZ4P 42.9 21.8 0.2 20.9 17.6
a All values are given in kcal/mol. b Using MP2/cc-pVTZ optimized
geometries.
Table 2. Theoretically Predicted Bond Lengths A-B [Å] and Angles










X-B MP2/6-311G(2d) 1.835 1.370 1.745 1.314
MP2/cc-pVTZ 1.827 1.367 1.740 1.315
PW91/QZ4P 1.838 1.380 1.746 1.322
B-N MP2/6-311G(2d) 1.611 1.678
MP2/cc-pVTZ 1.617 1.681
PW91/QZ4P 1.628 1.692
X-B-N MP2/6-311G(2d) 105.2 103.9
MP2/cc-pVTZ 104.9 103.9
PW91/QZ4P 105.1 104.1
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energies of BX3 are quite large while the ∆Eprep values for
NH3 are negligible. The differences between the calcu-
lated data for BCl3 and BF3 are crucial for answering the
title question. The theoretical preparation energies for
BCl3 at MP2/Aug-cc-pVTZ (23.1 kcal/mol) and PW91/
QZ4P (21.9 kcal/mol) are a bit larger than for BF3 (22.3
kcal/mol at MP2/Aug-cc-pVTZ, 21.8 kcal/mol at PW91/
QZ4P). This is in agreement with the HF calculations of
Brinck et al.4 The calculations at CCSD(T)/cc-pVTZ give
a slightly smaller value for BCl3 (22.4 kcal/mol) than for
BF3 (23.4 kcal/mol), but the energy difference of 1.0 kcal/
mol is not enough to compensate for the larger BDE of
Cl3B-NH3. The calculated interaction energy ∆Eint is al-
ways higher for Cl3B-NH3 than for F3B-NH3. Thus, BCl3
is also an intrinsically stronger Lewis acid with respect to
NH3 than BF3. This result is predicted at all three levels of
theory.
Table 3 gives the EPA results of Cl3B-NH3 and F3B-
NH3. The largest contribution to the interaction energy comes
in both complexes from ∆EPauli. Note that the Pauli repulsion
in Cl3B-NH3 is larger than in F3B-NH3 although the former
compound has a stronger bond. It follows that the larger ∆Eint
value of Cl3B-NH3 results from the stronger attraction
between the donor and acceptor species. But which compo-
nent of the attractive interaction is responsible for the stronger
bond? According to the calculated data, the electrostatic
contribution to the Cl3B-NH3 bond is -118.6 kcal/mol
(50.3%), which is only 1.5 kcal/mol more than the orbital
interactions, which contribute -117.1 kcal/mol (49.7%). A
comparison with the EPA data of F3B-NH3 shows that the
electrostatic interactions to the latter donor-acceptor bond
are -91.4 kcal/mol (54.1%), which is 14.0 kcal/mol more
than the covalent bonding, which contributes 77.4 kcal/mol
(45.7%). Thus, the reason why Cl3B-NH3 has a stronger
bond than F3B-NH3 is the stronger coValent attraction in
the former complex.
Why are the covalent interactions in Cl3B-NH3 larger than
in F3B-NH3? Table 3 shows that the ∆Eorb term comes as
expected mainly from the σ interactions. Because the donor
component in the two complexes is the same, we inspected
the orbitals of the acceptor moieties BCl3 and BF3. Table 4
gives the energy levels of the lowest unoccupied molecular
orbital (LUMO) of the boron trihalides at the planar
equilibrium geometry and at the pyramidal geometry in the
complex at three levels of theory. The DFT energy values
of the LUMO are, as expected, much lower lying than the
ab initio data. However, both sets of data show that the
LUMO of BCl3 is always lower in energy than the LUMO
of BF3. According to the frontier orbital model of chemical
reactivity,27 a lower lying LUMO indicates stronger interac-
tions with an occupied orbital of a donor species. Thus, the
higher Lewis acid strength of BCl3 than that of BF3 in
complexes X3B-NH3 arises from stronger coValent interac-
tions in Cl3B-NH3 which come from the lower lying LUMO
of BCl3.
The results indicate that a careful analysis of the nature
of the donor-acceptor interactions should be carried out
before the question about the strength of the Lewis acidity
and basicity may become addressed. At the same time it
becomes obvious why it is not possible to establish an
absolute scale for the donor or acceptor strength of a Lewis
base or acid because the strength depends on the nature of
the bonding interactions and, thus, on the bonding partner.
For example, the bond strength of Cl3B-OH2 has been
calculated to be slightly lower (De ) 9.5 kcal/mol) than for
F3B-OH2 (11.0 kcal/mol).3 Another striking case is the
calculated bond energy of H3B-CO (De ) 26.4 kcal/mol),
which is much higher than the theoretically predicted value
for Cl3B-CO (De ) 2.2 kcal/mol), while the bond energy
of H3B-NH3, which was calculated at the MP2/TZ2P level
(De ) 33.7 kcal/mol), is nearly the same as the bond energy
of Cl3B-NH3 at MP2/6-311G(2d) (De ) 32.9 kcal/mol).2
Other examples have been reported in the literature.7 We
also wish to point out that the atomic partial charge is not
very reliable for estimating the strength of electrostatic
interactions. The electron density distribution of an atom in
a molecule is in most cases highly anisotropic. Atoms which
carry a positive partial charge may attract a positive charge
stronger than a negatively charged atom if there is an area
of local electronic charge density pointing toward the positive
charge. An example is CO, where the positively charged
carbon atom has a lone electron pair which yields stronger
electrostatic attraction with a positive point charge than
negatively charged oxygen atom.28
Summary
The results of this work can be summarized as follows:
High-level DFT and ab initio calculations of Cl3B-NH3 and
F3B-NH3 give larger bond dissociation energies for the
(27) Fukui, K. Acc. Chem. Res. 1971, 4, 57. (b) Fukui, K. Theory of
Orientation and Stereoselection; Springer-Verlag: Berlin, 1975. (c)
Fleming, I. Frontier Orbitals and Organic Chemical Reactions;
Wiley: New York, 1976.
(28) Lupinetti, A.; Fau, S.; Frenking, G.; Strauss, S. H. J. Phys. Chem.
1997, 101, 9551.





∆Eelstatb -118.6 (50.3%) -91.4 (54.1%)
∆Eorbb -117.1 (49.7%) -77.4 (45.9%)
∆Eσc -105.9 (90.4%) -69.4 (89.7%)
∆Epic -11.2 (9.6%) -8.0 (10.3%)
a All values in kcal/mol. b The percentage values in parentheses give the
contribution to the total attractive interactions ∆Eelstat + ∆Eorb. c The
percentage values in parentheses give the contribution to the orbital
interactions ∆Eorb.
Table 4. Energy Levels of the Lowest Unoccupied Molecular Orbitals
(LUMO) of BCl3 and BF3 [eV]
method BCl3 BCl3a BF3 BF3a
MP2/Aug-cc-pVTZb 1.091 0.076 1.234 0.405
PW91/QZ4P -2.817 -4.302 -0.799 -3.625
a Calculated using the frozen geometry in the complex. b The energy
levels refer to Hartree-Fock orbitals.
Why Is BCl3 a Stronger Lewis Acid than BF3?
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former complex. Calculations of the deformation energy of
the bonded fragments reveal that the distortion of BCl3 and
BF3 from the equilibrium geometry to the pyramidal form
in the complexes requires nearly the same energy. The higher
Lewis acid strength of BCl3 in X3B-NH3 compared with
BF3 is an intrinsic property of the molecule. The energy
partitioning analysis of Cl3B-NH3 and F3B-NH3 shows that
the stronger bond in the former complex comes from the
enhanced covalent interactions which can be explained with
the energetically lower lying LUMO of BCl3.
Acknowledgment. We want to express our gratitude to
a referee who patiently and kindly helped us to express our
results with the right wording. This work was supported by
the Deutsche Forschungsgemeinschaft and by the Fonds der
Chemischen Industrie. Excellent service by the Hochschul-
rechenzentrum of the Philipps-Universita¨t Marburg is grate-
fully acknowledged. Additional computer time was provided
by the HLRS Stuttgart and HHLRZ Darmstadt.
IC034141O
Bessac and Frenking
7994 Inorganic Chemistry, Vol. 42, No. 24, 2003
176
Etude the´orique de gros syste`mes : analyse de liaisons et mode´lisation
177
Chapitre 5




La structure mole´culaire et les proprie´te´s physicochimiques du syste`me donneur-accep-
teur H3BNH3 ont suscite´ un inte´reˆt the´orique autant qu’expe´rimental. En effet, H3BNH3
est une mole´cule simple pour e´tudier les liaisons datives forme´es par la donation d’e´lectrons
d’une base de Lewis a` un acide de Lewis. Les syste`mes de ce type sont utilise´s dans de
nombreux processus catalytiques et en chimie organome´tallique [153]. De plus, ils sont im-
portants pour de´poser des me´taux du groupe 13 (ou principal) sur divers mate´riaux, ainsi
que comme pre´curseurs pour le de´poˆt chimique en phase vapeur (CVD) ou encore pour la
croissance des he´te´rostructures 13–15. Connaˆıtre la stabilite´ et les caracte´ristiques thermo-
dynamiques des adduits des e´le´ments du groupe 13 est essentiel pour la compre´hension de
la de´position en phase vapeur d’importants semiconducteurs comme les nitriles d’alumi-
nium tre`s purs. NH3 est une base de Lewis tre`s forte et ses adduits ont e´te´ tre`s largement
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explore´s expe´rimentalement, ainsi des donne´es en phase gazeuse existent pour comparer
a` nos re´sultats the´oriques [155]. Les phosphines sont de moins bons donneurs. Il n’existe
pas de donne´es expe´rimentales en phase gazeuse pour leurs complexes avec AlX3 ou BX3.
Les complexes de chrome, molybde`ne et tungste`ne hexacarbonyles sont des complexes
donneur-accepteur forme´s par ces me´taux. A l’e´tat fondamental, pour un degre´ d’oxy-
dation de ze´ro, la re`gle des 18 e´lectrons implique que l’atome de me´tal central soit co-
ordonne´ 6 fois et son environnement le plus souvent octae´drique. Tout comme les com-
plexes hexacarbonyle´s peuvent eˆtre conside´re´s comme les prototypes d’une large classe
de compose´s contenant des me´taux de transition, la re´action de substitution M(CO)6+L
→ M(CO)5L+CO, est un mode`le important pour les re´actions chimiques impliquant de
telles mole´cules. Ainsi, il est inte´ressant d’e´tudier les complexes hexacarbonyle´s monosub-
stitue´s M(CO)5L. Les re´sultats de´pendent du type de ligand L et peuvent nous apporter
des informations sur les proprie´te´s du ligand lui-meˆme. Etudier les effets ste´riques et
e´lectroniques au sein des complexes M(CO)5L pour les liaisons me´tal-ligand est impor-
tant pour la compre´hension des processus des re´actions centre´es sur le me´tal et aussi pour
la mise en place de syste`mes catalytiques organome´talliques. La force et meˆme l’existence
d’une interaction pi entre le me´tal et la phosphine, en plus de la liaison σM−P, est un sujet
controverse´. Selon la nature e´lectronique du substituant Y dans PY3, le ligand phosphore´
est classe´ comme pur σ-donneur, σ-donneur/pi-accepteur ou σ-donneur/pi-donneur. Si l’on
parle de re´trodonation pi du me´tal vers la phosphine, la nature de l’orbitale acceptrice sur
la phosphine est incertaine. Le mode`le traditionnel DCD du transfert d’e´lectrons des d
du me´tal dans les orbitales vides 3d du phosphore a e´te´ remis en question [140]. D’autres
the´ories sugge`rent que les ligands PY3 acceptent les e´lectrons du me´tal dans les σ
∗
P−Y, ou
encore dans des OM issues de la combinaison des σ∗P−Y avec les d du phosphore.
Dans notre e´tude, L = PH3, PCl3, PMe3, NH3, NCl3 et NMe3. Nous allons chercher a`
de´terminer les diffe´rences majeures dans le mode de liaison d’une amine par rapport a` une
phosphine. Par exemple, les orbitales atomiques 3d de l’azote ne sont pas accessibles pour
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la re´trodonation contrairement aux 3d du phosphore : quelles en seront les conse´quences ?
Peut-on en tirer des informations sur les proprie´te´s donneur-accepteur d’une amine par
rapport a` une phosphine ? Dans le cas des ligands a` l’e´tude EY3 (E= P, N et Y= H, Cl, Me)
dans les complexes me´talliques, la re´trodonation pi des me´taux dans les orbitales vacantes
de EY3 est possible. Au contraire, cette re´trodonation n’existe pas dans les complexes
avec BX3 ou AlX3. Dans un premier temps, nous pre´senterons les re´sultats relatifs aux
phosphines puis aux amines. Dans une troisie`me section, nous confronterons ces re´sultats
avant de conclure. L’e´tude est base´e sur des de´compositions d’e´nergie impliquant comme
fragments la phosphine ou l’amine et son vis-a`-vis ainsi que sur des analyses NBO. Les
partitions ont e´te´ re´alise´es au niveau BP86/TZ2P(ADF2.3), les analyses NBO ont e´te´
re´alise´es au niveau BP86/II(Gaussian98). Des re´sultats NBO supple´mentaires pour les
compose´s X3BPY3 aux niveaux B3LYP/II(Gaussian98) et MP2/II(Gaussian98) seront
pre´sente´s.
5.2 Ligands phosphines
5.2.1 Liaisons avec les me´taux de transition du groupe 6
Ge´ome´tries et e´nergies de liaison
Nous pouvons conside´rer M(CO)5PY3 comme un octae`dre distordu. J’ai optimise´ les
structures M(CO)5PY3 dans les conformations ou` PY3 est de´cale´ ou e´clipse´ par rapport
aux ligands cis-CO. Dans tous les cas, les e´nergies des deux conforme`res sont tre`s similaires
avec des diffe´rences <1 kcal/mol. Le calcul des fre´quences de vibration montre que certains
complexes ont leur minimum pour la ge´ome´trie de´cale´e, d’autres pour la ge´ome´trie e´clipse´e
et d’autres encore n’ont pas de minimum en syme´trie Cs. Les longueurs de liaison, les
angles des minima e´tant toujours tre`s proches de la conformation de´cale´e en Cs, toutes
les de´compositions de l’e´nergie ont e´te´ re´alise´es sur les structures de´cale´es en Cs. Pour les
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phosphines PH3 et PMe3, d’autres re´sultats the´oriques existent avec la fonctionnelle BP86
mais des bases plus e´tendues en syme´trie Cs. Nos re´sultats structuraux sont en accord
avec ces travaux [156]. Des re´sultats expe´rimentaux pour les complexes de chrome avec
chacune des phosphines PH3, PCl3 et PMe3, pour le complexe de molybde`ne avec PMe3
et pour ceux de tungste`ne avec PCl3 et PMe3 existent [159]. Les structures expe´rimentales
des complexes Mo(CO)5PCl3 (A) et W(CO)5PH3 (B) ont e´te´ re´solues par rayons X par les
groupes de Krebs et Frenking. Nous posse´dons donc les donne´es expe´rimentales comple`tes
sur ces deux compose´s. Nous allons discuter leurs proprie´te´s ge´ome´triques en particulier.
Le fragment M(CO)5 au sein des complexes A et B est quasiment pyramidal a` base
carre´e. Les angles entre les goupements CO sont toujours tre`s proches de 90◦. PCl3 dans
A et PH3 dans B ont quasiment la syme´trie C3v. L’accord entre the´orie et expe´rience en
ce qui concerne les longueurs et les angles est bon. La plus grande diffe´rence est relative
a` la distance Mo-P dans A. La valeur calcule´e (2.465 A˚) est plus grande que la valeur
expe´rimentale (2.379 A˚). La diffe´rence est au moins en partie due aux effets de contraction
au sein du cristal.
Les distances M-CO calcule´es et expe´rimentales montrent que les ligands CO en cis
par rapport a` PY3 sont toujours plus longues que les liaisons M-CO des ligands CO en
trans du groupe PY3. Les complexes avec le ligand PCl3 ont toujours les liaisons M-P
les plus courtes mais aussi les liaisons M-CO(trans) les plus longues en comparaison avec
les complexes avec PH3 et PMe3. Ce re´sultat corrobore le mode`le de la re´trodonation
compe´titive M→L pour les ligands en trans les uns des autres. Des ligands en trans
peuvent entrer en compe´tition pour se lier par pi-re´trodonation au me´tal. En effet, deux
ligands en trans vont vouloir la meˆme densite´ e´lectronique d du me´tal ce qui va impliquer
un affaiblissement mutuel de la pi-re´trodonation M-L. Par exemple, quand un ligand est
CO et le ligand L en trans est un ligand σ-donneur n’entravant pas la re´trodonation de
CO, la force de la liaison M-CO augmente et le caracte`re M=C=O de la liaison augmente
par rapport au cas ou` L est lui-aussi un pi-accepteur. En se basant sur les fre´quences de
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vibration IR de CO, les ligands ont pu eˆtre classe´s du meilleur pi-accepteur au moins bon :
NO+ >CO>PF3 >RNC>PCl3 >P(OR)3 >PR3 >RCN>NH3.
La comparaison de la ge´ome´trie des fragments M(CO)5 et PY3 avec les longueurs de
liaison et les angles au sein des complexes M(CO)5PY3 donne des informations sur les mo-
difications induites par la formation de la liaison M-PY3. Les liaisons M-CO axiales dans
M(CO)5 (i.e., trans par rapport au ”trou”) sont plus courtes que les liaisons e´quatoriales.
Elles deviennent plus longues dans le complexe mais restent plus courtes que les liai-
sons M-CO(cis). Il est a` noter que les liaisons P-Y des ligands PY3 dans les complexes
sont toujours ≈0.01-0.02 A˚ plus courtes que dans PY3 libre. On pourrait penser que la
re´trodonation pi M→PY3 s’effectue dans l’orbitale d(pi) vide du phosphore plutoˆt que dans
les orbitales antiliantes σ∗ car la donation dans ces dernie`res impliquerait au contraire un
allongement des liaisons P-Y. Ce n’est pas la seule cause possible du raccourcissement des
liaisons P-Y, qui pourrait eˆtre duˆ par ailleurs a`
– un changement dans l’hybridation des liaisons P-Y. La paire-libre du phosphore
dans le ligand libre a un plus fort caracte`re s. Apre`s la formation de la liaison M-P,
la paire-libre du phosphore posse`de un plus fort caracte`re p que s. Ceci implique un
raccourcissement des liaisons P-Y ;
– en outre, la modification de la charge atomique partielle sur le phosphore dans les
complexes. Le phosphore devient charge´ plus positivement a` cause de la donation
de charge P→M. La charge positive plus importante sur l’atome P implique une
donation X→P qui peut aussi expliquer le raccourcissement des liaisons P-X dans
les complexes.
Les seules e´nergies de liaison expe´rimentales disponibles dans la litte´rature ont e´te´
obtenues par Nolan et Hoff graˆce a` la mesure des chaleurs de re´action des phosphines
avec (tolue`ne)Mo(CO)3 [157]. Ces auteurs ont estime´ la force de liaison moyenne dans
les complexes (CO)3Mo(PR3)3 : Mo-PMe3=38.4 kcal/mol, Mo-PCl3=30.2 kcal/mol. Nos
calculs sont respectivement en tre`s bon et acceptable accord avec ces valeurs : (CO)5Mo-
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PMe3=38.36 kcal/mol, (CO)5Mo-PCl3=24.05 kcal/mol. Les e´nergies de liaison des ligands
phosphines pour chacun des me´taux sont telles que PMe3 >PH3 >PCl3, alors que les
distances interatomiques M-P de´croissent selon PMe3 >PH3 >PCl3. Il n’y a donc pas de
corre´lation entre la longueur de liaison me´tal-ligand et l’e´nergie de cette liaison dans les
complexes donneur-accepteur.
Analyse de la Liaison
Le tableau 5.1 (Annexes) donne les re´sultats de l’analyse NBO du ligand PY3 dans les
complexes et dans le ligand libre. Comme il a e´te´ mentionne´ auparavant, il devient clair
que la paire-libre sur P dans PY3 libre posse`de un caracte`re s dominant. Cette paire-libre
acquiert plus de caracte`re p au sein des complexes : le pourcentage %s(P)lp (<35%) est
plus bas que celui de la contribution %p(P)lp(>65%). La charge partielle sugge`re que
les ligands PY3 sont donneurs d’e´lectrons. En effet, les ligands phosphines portent tou-
jours une importante charge positive. Les charges partielles des ligands PY3 montrent
que pour tous les me´taux e´tudie´s, on a la tendance inattendue : PMe3 >PH3 PCl3.
La se´paration de la donation de charge M←PY3 en contributions de P d’une part et des
groupes Y d’autre part montre que l’e´change de charge intraligand joue un roˆle signifi-
catif. Le phosphore est charge´ plus positivement dans les complexes que dans les ligands
libres. La tendance de ∆q(P) est P(Me3) >P(H3) P(Cl3) et une grande part de la do-
nation de charge de PMe3, plus particulie`rement de PCl3 vient des substituants Y. L’effet
de la re´trodonation dans les complexes (CO)5MPY3 est important pour comprendre la
liaison. Les ligands PY3 sont de bons σ-donneurs mais ce sont aussi des pi-accepteurs par-
ticulie`rement PCl3. Les re´sultats du tableau 5.2 (Annexes) donnent l’ordre suivant pour
ce qui est de la contribution pi a` la liaison M-PY3 : PCl3 >PH3 >PMe3. Ainsi, la donation
de charge permet d’estimer l’effet total : σ-donation + caracte`re pi-accepteur.
Le tableau 5.2 (Annexes) pre´sente les re´sultats de l’analyse EDA des complexes (CO)5M-
PY3. Les e´nergies ∆Eprep sont tre`s petites ce qui indique que la de´formation des fragments
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entre leurs ge´ome´tries d’e´quilibre et leurs structures au sein des complexes n’est pas tre`s
marque´e. En conse´quence, les e´nergies d’interaction ∆Eint et de liaison De ont des va-
leurs similaires. La plus grande contribution a` l’e´nergie d’interaction est en valeur abso-
lue le terme re´pulsif ∆EPauli. Le rapport entre ∆Eelstat et ∆Eorb, i.e., entre l’attraction
e´lectrostatique et l’attraction covalente, diffe`re d’une phosphine a` l’autre. Pour PH3, la
liaison M-PH3 est domine´e par le caracte`re e´lectrostatique car ∆Eelstat est toujours plus
grand que ∆Eorb. La contribution de ∆Eelstat varie de 56.5% pour le complexe de chrome
a` 59.4% pour le complexe de tungste`ne. La contribution de syme´trie pi a` l’interaction
covalente pour les complexes avec PH3 est e´leve´e, environ un tiers. Conside´rons mainte-
nant les complexes avec PMe3. Les e´nergies d’interaction des complexes avec PMe3 sont
≈10 kcal/mol plus grandes que les valeurs correspondantes avec PH3. Toutes les contribu-
tions ∆EPauli, ∆Eelstat et ∆Eorb sont plus importantes que pour les complexes avec PH3.
En outre les longueurs de liaison sont allonge´es par rapport aux complexes avec PH3. Le
tableau 5.1 (Annexes) met en e´vidence que la paire-libre sur PMe3 dans les complexes a
un caracte`re p plus de´veloppe´ que la paire-libre sur PH3. La de´composition de l’e´nergie
d’interaction est en accord avec ce constat. En effet, la contribution ∆Eσ est plus grande
pour les complexes avec PH3 que ceux avec PMe3. Cependant, si l’on compare les liaisons
plus fortes des complexes avec PMe3 a` leurs analogues avec PH3, on voit que leur force
plus e´leve´e est due a` l’attraction e´lectrostatique plutoˆt qu’a` l’attraction orbitalaire. La
contribution de ∆Eelstat au total des interactions attractives varie de 60.7% pour le com-
plexe de chrome a` 65.0% pour celui de tungste`ne. Enfin, la partition de l’e´nergie pour les
complexes avec PCl3 re´ve`le de grandes diffe´rences par rapport aux complexes de PH3 et
PMe3. Les liaisons M-P ont avec PCl3 des caracte`res e´lectrostatique et covalent e´quivalents
ainsi que des contributions σ et pi a` ∆Eorb quasiment e´gales, meˆme si la contribution pi
est toujours infe´rieure a` la contribution σ. Aucune des contributions a` l’e´nergie d’interac-
tion n’a la meˆme tendance que ∆Eint (cf. Annexes Fig. 5.3), i.e., PMe3 >PH3 >PCl3 en
valeur absolue. La meilleure corre´lation est entre ∆Eint et ∆Eelstat. Ce re´sultat sugge`re
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que l’interaction e´lectrostatique est le facteur qui caracte´rise le mieux la force de liaison
(CO)5M-PY3. Les re´sultats du tableau 5.2 (Annexes) donnent l’ordre suivant pour ce qui
est de la contribution pi a` la liaison M-PY3 : PCl3 >PH3 >PMe3.
Les e´nergies de liaison des ligands phosphines pour tout me´tal M de l’e´tude sont telles
que PMe3 >PH3 >PCl3 alors que les distances de´croissent selon la se´rie : PMe3 >PH3 >-
PCl3. La de´composition de l’e´nergie d’interaction indique que PH3 et PMe3 sont plus
e´lectrosta tiquement lie´s aux me´taux que de fac¸on covalente. La contribution e´lectrostatique
repre´sente entre 56% et 65% des interactions attractives. Les interactions orbitalaires pour
M-PH3 et M-PMe3 ont un caracte`re σ (66%-75%) plus fort que pi (25%-34%). La liaison
M-PCl3 est pratiquement pour moitie´s covalente et e´lectrostatique. La liaison pi contribue
pour ≈50% au terme orbitalaire.
5.2.2 Liaisons avec les e´le´ments du groupe principal
Apre`s l’e´tude de´taille´e des complexes (CO)5M-PY3, nous allons eˆtre plus succincts en
ce qui concerne les autres se´ries de compose´s e´tudie´s.
Les liaisons chimiques des phosphines ont e´te´ aussi e´tudie´es dans des complexes avec
des acides de Lewis contenant des atomes du groupe principal, le bore et l’aluminium :
X3B-PY3 et X3Al-PY3 avec X= H, Me, Cl et Y= H, Me, Cl. Les ge´ome´tries des complexes
ont e´te´ optimise´es en C3v. Les minima correspondent tous a` la conformation de´cale´e des
mole´cules. Les re´sultats de la de´composition de l’e´nergie pour l’atome de bore sont donne´s
au tableau 5.3 (Annexes), les donne´es pour les complexes d’aluminium sont dans le tableau
5.4 (Annexes). Le calcul des e´nergies de liaison montre que le ligand phosphine PCl3 forme
une liaison raisonnablement forte avec BH3 (De=22.1 kcal/mol) mais pas avec BCl3 (-
5.41 kcal/mol) ou BMe3 (-1.41 kcal/mol). Les ge´ome´tries optimise´es de Cl3B-PCl3 et
Me3B-PCl3 sont seulement des espe`ces cine´tiquement lie´es qui se dissocient en fragments
mole´culaires apre`s le passage d’une faible barrie`re d’activation (l’e´nergie de liaison est
185
Etude the´orique de gros syste`mes : analyse de liaisons et mode´lisation
ne´gative mais faible en valeur absolue <6 kcal/mol).
La nature des liaisons B-P au sein des complexes H3B-PH3, H3B-PCl3 est similaire.
La liaison est due pour environ un tiers au terme e´lectrostatique et pour deux tiers au
terme covalent. La partie covalente se divise en 80% de contribution σ et 20% de contri-
bution pi. La contribution e´lectrostatique a` la liaison est plus grande pour le complexe
H3B-PH3 pour lequel la liaison B-P est la plus forte. Les complexes de bore avec la
base de Lewis PMe3 ont des e´nergies diffe´rentes du reste de la se´rie. Ils forment tous
des liaisons B-P plus ou moins fortes. Les e´nergies d’interaction de H3B-PMe3 (-55.28
kcal/mol) et de Cl3B-PMe3 (-52.73 kcal/mol) sont du meˆme ordre. L’e´nergie de dis-
sociation moins e´leve´e pour Cl3B-PMe3 (De=21.29 kcal/mol, ∆Eprep=31.44 kcal/mol)
s’explique par une e´nergie de pre´paration plus grande que pour H3B-PMe3 (De=39.76
kcal/mol, ∆Eprep=15.52 kcal/mol). En outre, en valeur absolue tout comme en pourcen-
tage des interactions attractives, le terme e´lectrostatique est plus e´leve´ dans X3B-PMe3
que dans les autres complexes mais la contribution pi au terme covalent est plus faible.
Les donne´es e´nerge´tiques des complexes d’aluminium montrent que c’est e´galement
PMe3 qui forme les liaisons les plus fortes avec AlX3. Mais il existe des diffe´rences entre
les liaisons Al-P et B-P. Les liaisons X3Al-PMe3 ont un caracte`re e´lectrostatique encore
plus fort que leurs analogues avec le bore ce qui explique la force plus e´leve´e de la liaison
Cl3Al-PMe3 par rapport a` H3Al-PMe3. Pour tous les complexes d’aluminium, les ≈40%
de la contribution covalente a` la liaison Al-P sont domine´s par la composante σ (74%-
86%). La principale diffe´rence entre les complexes de bore et d’aluminium est que la part
des interactions covalentes dans la liaison est beaucoup plus importante pour B-P que
pour Al-P. Par conse´quent, BH3 est un fort acide de Lewis contrairement a` AlH3. La
substitution des hydroge`nes par des chlores dans AlX3 amplifie l’aspect e´lectrostatique
de la liaison et donc AlCl3 forme une liaison donneur-accepteur plus forte avec PY3 que
AlH3.
Pour clarifier les effets de la re´trodonation, comparons B-PY3 et Cr-PY3. La charge
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partielle q(PY3) dans X3B-PY3 range les groupes PY3 dans l’ordre suivant : PMe3 >PH3 >
PCl3. Comme les effets de la re´trodonation sont inexistants dans X3B-PY3, on peut dire
que PCl3 est le moins bon ligand donneur et la part ∆Epi de ∆Eorb dans les complexes
des e´le´ments du groupe principal vient de la relaxation intraligand.
5.3 Ligands amines
5.3.1 Liaisons avec les me´taux de transition du groupe 6
Les complexes M(CO)5NY3 sont aussi des octae`dres distordus. Pour les meˆmes raisons
et apre`s les meˆmes ve´rifications que dans le cas des phosphines, les de´compositions de
l’e´nergie ont e´te´ re´alise´es sur les structures de´cale´es en Cs. Pour le ligand NH3, d’autres
re´sultats the´oriques en accord avec nos travaux ont e´te´ publie´s par van Wu¨llen dans le
meˆme article que les donne´es concernant M(CO)5PY3 avec M= Cr, Mo, W et Y= H, Me
[156]. A notre connaissance, il n’existe aucune donne´e expe´rimentale sur les compose´s a`
l’e´tude.
Conside´rons en particulier pour discuter des proprie´te´s ge´ome´triques les complexes
Mo(CO)5NCl3 (C) et W(CO)5NH3 (D). Le fragment M(CO)5 au sein des complexes C et D
est proche d’une structure pyramidale a` base carre´e. Les angles entre les groupements CO
sont proches de 90◦ respectivement 89.8◦–90.1◦ et 90.0◦–90.1◦. NH3 dans D a pratiquement
la syme´trie C3v alors que la liaison N-Cl dans le plan de syme´trie dans C est le´ge`rement
plus courte (≈ 0.02 A˚) que les deux autres liaisons N-Cl qui sont e´gales.
Les distances M-CO calcule´es montrent que les ligands CO en cis par rapport a` NY3
sont plus longues que les liaisons en trans du groupe a` NY3. Les complexes avec le ligand
NH3 ont toujours les liaisons M-N les plus courtes mais aussi les liaisons M-CO(trans) les
plus longues en comparaison avec NCl3 et NMe3. Comme dans le cas de PCl3 dans les
complexes avec les ligands phosphines, ce re´sultat corrobore le mode`le de la re´trodonation
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compe´titive M→L pour les ligands en trans les uns des autres.
Les liaisons M-CO axiales dans M(CO)5 libre sont plus courtes que les liaisons e´qua to-
riales. Dans les complexes M(CO)5NY3, elles s’allongent mais restent plus courtes que
M-CO(cis). Les ligands NY3 pre´sentent quant a` eux des liaisons N-Y e´gales (cas de NH3)
ou plus longues ≈0.01-0.04A˚ que dans NY3 libre. Contrairement au cas des ligands PY3,
on pourrait penser que la re´trodonation pi M→PY3 survient dans les orbitales antiliantes
σ∗. Cet allongement pourrait provenir e´galement du changement dans l’hybridation des
liaisons N-Y ou de la modification de la charge partielle sur l’azote dans les complexes.
Nous verrons cela plus en de´tail quand nous exploiterons les re´sultats des analyses NBO
et EDA. Les e´nergies de liaison des ligands amines pour chacun des me´taux sont telles
que NH3 >NMe3 >NCl3, alors que les distances interatomiques M-N de´croissent selon
NMe3 >NCl3 >NH3. Ainsi, longueurs de liaison et forces de liaison ne sont pas corre´le´es
non plus pour ces complexes donneur-accepteur.
Le tableau 5.7 (Annexes) pre´sente les re´sultats de l’analyse NBO du ligand NY3 dans
les complexes et dans le ligand libre. Pour NH3 et NMe3 libres, la paire-libre a un caracte`re
p dominant (respectivement 72.5% et 83.4%), alors que pour NCl3 libre la paire-libre est
domine´e par le caracte`re s (73.9%). Le caracte`re p de la paire-libre sur l’azote est accentue´
dans les complexes avec NH3, diminue´ dans les complexes avec NMe3. L’hybridation de la
paire-libre dans le cas de NCl3 change selon les me´taux. Avec le chrome, l’hybridation reste
similaire a` celle du ligand libre alors que dans Mo(CO)5NCl3 et W(CO)5NCl3 la paire-
libre de NCl3 n’est plus identifie´e par l’analyse NBO comme une paire-libre. Par exemple,
dans Mo(CO)5NCl3, une liaison entre Mo et N est a` 75.6% forme´e par la paire-libre sur
l’azote dont l’hybridation est environ 50% s et 50% p. La charge partielle sugge`re que
les ligands NY3 sont des donneurs d’e´lectrons sauf NCl3. Dans les complexes de chrome
et de molybde`ne, la charge partielle de NCl3 tend vers 0. Avec le tungste`ne, la charge
partielle du groupe NCl3 est ne´gative : NCl3 est alors un accepteur d’e´lectrons. On a
la tendance suivante pour les charges partielles des ligands NY3 pour les trois me´taux
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e´tudie´s : NH3 >NMe3 NCl3. Pour NH3 et NMe3, l’azote est charge´ ne´gativement dans
les complexes comme dans le ligand libre mais la contribution a` la donation de charge
de l’azote, ∆q(N), est toujours positive et sa tendance est : NH3 >NMe3. Une grande
part de la donation de charge de NH3 et NMe3 vient des substituants Y. Cette part est
proportionnellement plus importante pour les amines que pour les phosphines.
Le tableau 5.8 (Annexes) pre´sente les re´sultats de l’analyse EDA des complexes (CO)5M-
NY3. Les e´nergies ∆Eprep sont petites (< 3 kcal/mol). Les fragments ne sont pas tre`s
de´forme´s dans les complexes par rapport a` leurs ge´ome´tries d’e´quilibre. Pour chacun des
complexes, l’e´nergie d’interaction et celle de liaison sont proches. La plus grande contri-
bution a` l’e´nergie d’interaction est en valeur absolue le terme ∆Eelstat pour les complexes
avec Y= H, Me ; pour l’amine NCl3, c’est le terme ∆EPauli. Le rapport entre la contribu-
tion e´lectrostatique et la contribution covalente est diffe´rente pour chaque amine. Pour
NH3, la liaison M-NH3 est domine´e par le caracte`re e´lectrostatique. Pour le complexe
de chrome, ∆Eelstat contribue pour 66.7% et pour le complexe de tungste`ne pour 68.8%.
La contribution de syme´trie pi a` l’interaction covalente pour les complexes avec NH3 est
proche de 20%. Les e´nergies d’interaction des complexes avec NMe3 sont ≈ 5 kcal/mol plus
petites que les valeurs correspondantes avec NH3. Les longueurs de liaison sont allonge´es
par rapport aux complexes avec NH3. Le tableau 5.7 (Annexes) met en e´vidence que la
paire-libre sur NMe3 dans les complexes a un caracte`re p plus de´veloppe´ que la paire-libre
sur NH3. En outre, la de´composition de l’e´nergie d’interaction montre que la contribution
∆Eσ est plus grande pour les complexes avec NH3 que ceux avec NMe3. Les liaisons M-
NY3 plus fortes dans les cas ou` Y=H par rapport a` Y=Me peuvent s’expliquer par des
e´nergies de pre´paration plus importantes dans le cas Y=Me car les autres contributions
ne diffe`rent pas beaucoup. On rappelle que les liaisons M-PMe3 sont plus fortes que les
liaisons M-PH3 a` cause de l’attraction e´lectrostatique. En ce qui concerne les liaisons M-
NCl3, le caracte`re e´lectrostatique est d’environ 55% et la part covalente est donc ≈45%.
∆Eorb se divise en 60% σ et 40% pi. La figure 5.4 (Annexes) montre que la tendance que
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∆Eint, i.e., NH3 >NMe3 >NCl3 en valeur absolue. La meilleure corre´lation est comme
pour les phosphines entre ∆Eint et ∆Eelstat. La contribution pi a` la liaison M-NY3 range
les groupements amines dans l’ordre suivant : NCl3 >NMe3 >NH3 (PCl3 >PH3 >PMe3).
Les e´nergies de liaison des ligands amines pour tout me´tal M de l’e´tude sont telles que
NH3 >NMe3 NCl3 alors que les distances de´croissent selon la se´rie : NMe3 >NCl3 >NH3.
La de´composition de l’e´nergie d’interaction indique que NH3 et NMe3 sont plus e´lectrosta-
tiquement lie´s aux me´taux que de fac¸on covalente. La contribution e´lectrostatique repre´sente
65%-69% des interactions attractives. Les interactions orbitalaires pour M-NH3 et M-
NMe3 ont un caracte`re σ (71%–84%) plus fort qu’un caracte`re pi (16%–29%). La liaison
M-NCl3 est pour ≈ 45% covalente et pour ≈ 55% e´lectrostatique. La liaison σ contribue
pour ≈ 60% au terme orbitalaire.
5.3.2 Liaisons avec les e´le´ments du groupe principal
Les liaisons chimiques des amines ont e´te´ e´tudie´es dans des complexes avec des acides
de Lewis contenant des atomes du groupe principal, le bore et l’aluminium : X3B-NY3
et X3Al-NY3 avec X= H, Me, Cl et Y= H, Me, Cl. Les re´sultats de la de´composition de
l’e´nergie pour l’atome de bore sont indique´s au tableau 5.9 (Annexes), les donne´es pour
les complexes d’aluminium sont dans le tableau 5.10 (Annexes). Le calcul des e´nergies de
liaison montre que le ligand amine NCl3 forme une liaison raisonnablement forte avec BH3
(De= 13.98 kcal/mol) mais pas avec BCl3 (-11.56 kcal/mol) ni BMe3 (-6.81 kcal/mol). Les
ge´ome´tries de Cl3B-NCl3 et Me3B-NCl3 utilise´es pour faire la de´composition de l’e´nergie
d’interaction ne sont pas celles optimise´es des complexes car nous n’avons pas trouve´ de
minimum sur la surface de potentiel. La distance B-N pour chacun des complexes X3B-
NCl3 (Y= Cl, Me) a e´te´ gele´e a` la distance d’e´quilibre B-N dans H3B-NCl3 soit 1.624 A˚.
La nature des liaisons B-N au sein des complexes H3B-NY3. Cl3B-NY3 avec Y= H
ou Me est similaire. La liaison est due moitie´ au terme e´lectrostatique et pour l’autre
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moitie´ au terme covalent, le terme e´lectrostatique e´tant toujours le´ge`rement dominant.
La partie covalente se divise en 85%–90% de contribution σ pour respectivement Y= H
et Me et 10%–15% de contribution pi. Les complexes de bore avec l’acide de Lewis BMe3
diffe`rent des complexes avec le meˆme substituant Y. Ils forment des liaisons B-N moins
fortes : les e´nergies d’interaction de Me3B-NH3 (-27.71 kcal/mol) et de Me3B-NMe3 (-
31.28 kcal/mol). En effet, malgre´ l’allongement de la liaison B-N dans ces complexes, le
terme de Pauli est important et n’est pas compense´ par les termes attractifs. Les e´nergies
de dissociation moins e´leve´es pour Cl3B-NY3 par rapport a` H3B-NY3 s’expliquent par
une e´nergie de pre´paration plus grande.
Les donne´es e´nerge´tiques des complexes d’aluminium montrent que c’est e´galement
NMe3 qui forment les liaisons les plus fortes avec AlX3. Mais il existe des diffe´rences entre
les liaisons Al-N et B-N. Les liaisons X3Al-NMe3 ont un caracte`re e´lectrostatique encore
plus fort que leurs analogues avec le bore. On peut avoir des conclusions analogues a` celles
pour les phosphines lie´es a` AlY3. Bien que les liaisons Cl3Al-NY3 soient les plus courtes,
leurs e´nergies sont les plus importantes si l’on compare les e´nergies de liaison entre H3Al-
NY3 et Me3Al-NY3. Du fait de leurs liaisons Al-N plus courtes, le terme re´pulsif de Pauli
augmente mais il est compense´ par des termes attractifs eux aussi plus grands en valeur
absolue. Pour la se´rie Y=Cl, la part de l’e´lectrostatique est toujours d’environ 55% et
celle des interactions covalentes d’environ 45% (75% σ et 25% pi).
La force de la contribution pi des ligands NY3 en interaction avec BX3 et AlX3 les
range dans l’ordre suivant : NCl3 >NMe3 >NH3.
5.4 Discussion et conclusion
Dans ce chapitre, nous avons e´tudie´ diffe´rents types de complexes contenant des amines
et des phosphines. L’e´tude des effets ste´riques et e´lectroniques, des termes ionique et
covalent ainsi que des interactions σ et pi pour les ligands a` l’e´tude a e´te´ re´alise´e dans le
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but d’identifier les diffe´rences fondamentales entre ces deux types de ligands. Les re´sultats
des analyses NBO et EDA montrent que la part des effets e´lectrostatiques dans la liaison
avec NY3 est toujours plus importante que celle relative a` son analogue PY3. En outre,
les termes covalents σ et pi ont les meˆmes poids relatifs pour NY3 et PY3 excepte´s NCl3
et PCl3 lie´s aux me´taux. Pour Y=Cl, notons d’abord que les liaisons avec les me´taux ou
les e´le´ments du groupe principal sont faibles ou ont des e´nergies de liaison ne´gatives sauf
pour PCl3 lie´ aux me´taux. De plus, avec les me´taux lie´s a` NCl3, on a : ∆Eelstat ≈60%,
∆Eorb ≈40% dont ∆Epi ≈40% et la paire-libre sur l’azote est hybride´e p a` moins de
50%. Pour PCl3, l’hybridation sur le phosphore est domine´e par le caracte`re p (>70%)
et ∆Eelstat ≈50%, ∆Eorb ≈50% dont ∆Epi ≈50%. Toutes les contributions sont plus
importantes pour PY3 lie´s aux me´taux que pour NY3 lie´s aux me´taux. Voyons plus en
de´tails les complexes me´talliques de PY3 et NY3 avec le chrome. Les tendances sont
similaires pour les trois me´taux. Pour NH3, NMe3, PH3 et PMe3, l’e´nergie d’interaction
e´lectrostatique domine le total des interactions attractives. De plus, pour les ligands ci-
dessus, les interactions covalentes sont majoritairement de syme´trie σ. On peut dire que
les ligands NH3, NMe3, PH3 et PMe3 sont de bons σ-donneurs et de faibles pi-accepteurs.
En effet, sur la figure 5.1, on distingue une interaction entre la σ LUMO du fragment
Cr(CO)5 et la σ HOMO de PH3 et NH3 respectivement mais que l’interaction liante
entre la pi HOMO de Cr(CO)5 et la pi LUMO de EH3 ne contient que tre`s peu voir
pas du tout de caracte`re pi LUMO de EH3 (≈ 3% pour E=P et < 1% pour E=N). Par
ailleurs, si l’on regarde les diagrammes orbitalaires partiels pour PCl3 et NCl3 (cf. Fig.
5.2), on peut dire que la pi LUMO de PCl3 participe a` des orbitales liantes ce qui le
cas de la pi LUMO de NCl3. Ainsi, le ligand PCl3 est pi-accepteur alors que NCl3 ne
l’est pas. On peut observer sur les diagrammes orbitalaires partiels 5.2 que l’orbitale
re´sultante de l’interaction pi LUMO de PCl3 avec pi HOMO de Cr(CO)5 est de´localise´e
sur le phosphore. En outre, en analysant la composition de l’orbitale pi LUMO, on voit
que les 3d du phosphore participent a` cette interaction. Les e´nergies de liaison calcule´es
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et les de´compositions de l’e´nergie d’interaction montrent qu’aucun mode`le simple ne peut
expliquer la force des interactions donneur-accepteur pour les complexes des me´taux de
transition comme pour les alanes et les boranes. Les e´nergies de liaison des compose´s
e´tudie´es sont reporte´es sur la figure 5.5 (Annexes). Cette figure montre que lie´ aux me´taux
ou aux boranes, PMe3 est la meilleure base de Lewis alors que NMe3 est la meilleure base
de Lewis avec les alanes. Dans tous les cas, PCl3 et NCl3 sont les bases les moins fortes.
On peut dire que les effets inductifs +I des chlores pre´valent sur leurs effets me´some`res
-M. L’hybridation de la paire-libre sur P pour PMe3 est diffe´rent dans PMe3 isole´ et
PMe3 dans les complexes. Le caracte`re s de la paire-libre dans PMe3 est de 55.1%. Dans
les complexes me´talliques, ce caracte`re varie de 13.7% (M=Cr) a` 21.2% (M=W). Pour
BH3PMe3, la paire-libre est a` 36% de caracte`re s. Dans le meˆme temps, la valeur des angles
YPY croˆıt selon : (PMe3)<(PMe3)M <(PMe3)BH3PH3 . Ces observations sont en accord avec
le fait que l’hybridation de la paire-libre a un effet ge´ome´trique : un phosphore sp2 est plan,
un phosphore sp3 est te´trae´drique. Cependant, pour PCl3 isole´, la paire-libre est a` 80%
de caracte`re s, ce caracte`re ne pe`se plus que 22% dans Cr(CO)5PCl3 pour autant ClPCl
est e´gal a` 101.1◦ dans PCl3 isole´ et 99.9
◦ dans Cr(CO)5PCl3. La liaison est directement
influence´e par la paire-libre. Plus le caracte`re p de la paire-libre de E dans EY3 est grand,
plus les valeurs de ∆Eelstat, ∆EPauli et ∆Eσ sont importants. Lorsque le caracte`re p de la
paire-libre augmente, elle devient plus directionnelle : elle pointe dans la direction de la
liaison. La possibilite´ de re´trodonation explique que les liaisons M-ECl3 soient plus fortes
que les liaisons Al/B-ECl3. Rappelons que la re´trodonation est plus efficace pour E=P car
les orbitales d du phosphore sont accessibles et permettent a` la pi-LUMO de se rapprocher














































(a) (CO)5Cr-NH3 (b) (CO)5Cr-PH3
Fig. 5.1 – Diagramme orbitalaire partiel de (CO)5Cr-NH3 (a) et (CO)5Cr-PH3 (b) incluant la σ LUMO et la pi HOMO de




















































(a) (CO)5Cr-NCl3 (b) (CO)5Cr-PCl3
Fig. 5.2 – Diagramme orbitalaire partiel de (CO)5Cr-NCl3 (a) et (CO)5Cr-PCl3 (b) incluant la σ LUMO et la pi HOMO de
Cr(CO)5 ainsi que la pi LUMO et la σ HOMO de ECl3 (E= N, P).
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5.5 Annexes du chapitre 5
5.5.1 Ligands phosphines
Liaisons avec les me´taux de transition du groupe 6
M PH3 PCl3 PMe3
ligand libre %s(P)lp 56.7 80.3 55.1
%p(P)lp 43.2 19.7 44.9
q(P) -0.034 0.744 0.824
SPG C3v C3v C3v
Cr %s(P)lp 22.9 21.8 13.7
%p(P)lp 77.1 78.2 86.3
q(P) 0.231 0.860 1.148
q(PY3) 0.379 0.260 0.468
∆q(P) 0.265 0.116 0.324
∆q(Y3) 0.114 0.144 0.144
Cr-P A˚ 2.363 2.299 2.394
SPG Cs Cs Cs
Mo %s(P)lp 29.8 29.6 18.9
%p(P)lp 70.2 70.4 81.0
q(P) 0.175 0.836 1.083
q(PY3) 0.324 0.214 0.403
∆q(P) 0.209 0.092 0.259
∆q(Y3) 0.115 0.122 0.144
Mo-P A˚ 2.527 2.454 2.551
SPG C1 Cs Cs
W %s(P)lp 32.0 32.3 21.2
%p(P)lp 67.9 67.7 78.8
q(P) 0.173 0.817 1.071
q(PY3) 0.326 0.198 0.398
∆q(P) 0.207 0.073 0.247
∆q(Y3) 0.119 0.125 0.151
W-P A˚ 2.516 2.442 2.542
SPG Cs Cs Cs
Tab. 5.1 – Re´sultats de l’analyse NBO au niveau BP86/II : hybridation de la paire-libre
du phosphore dans le ligand seul PY3 et dans les complexes (CO)5M-PY3, charge partielle
q de l’atome de phosphore et du ligand PY3.
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Cr(CO)5PY3 Mo(CO)5PY3 W(CO)5PY3
Y=H
M-P A˚ 2.352 2.530 2.514
∆Eint -33.28 -31.36 -36.32





∆E(A′) -42.72 -35.68 -41.66





∆Eprep 1.36 1.94 2.26
-De -31.92 -29.42 -34.06
Y=Cl
M-P A˚ 2.300 2.465 2.460
∆Eint -27.72 -26.06 -30.95





∆E(A′) -43.63 -39.22 -45.28





∆Eprep 1.24 2.01 2.27
-De -26.48 -24.05 -28.68
Y=Me
M-P A˚ 2.396 2.558 2.556
∆Eint -43.16 -40.66 -46.33





∆E(A′) -46.86 -39.16 -43.98





∆Eprep 1.65 2.30 2.69
-De -41.51 -38.36 -43.64
Tab. 5.2 – Re´sultats de l’analyse EDA au niveau BP86/TZ2P. Energies en kcal/mol.
aPourcentage du total des interactions attractives ∆Eelstat+∆Eorb.
b Pourcentage du total
des interactions orbitalaires ∆Eorb.
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Fig. 5.3 – Termes e´nerge´tiques de l’analyse EDA ainsi que ∆Eint. Energies en kcal/mol.
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Liaisons avec les e´le´ments du groupe principal
BH3PY3 BCl3PY3 BMe3PY3
Y=H
B-P A˚ 1.939 2.026 2.070
∆Eint -38.58 -25.14 -14.72






b -92.00 (87.8%)b -56.94 (84.4%)b
∆Epi -14.65(15.6%)
b -12.64(12.1%)b -10.42(15.5%)b
∆EA2 0.00 -0.10 -0.08
∆Eprep 12.23 22.97 13.65
-De -26. 35 -2.17 -1.07
Y=Cl
B-P A˚ 1.909 2.166 2.110
∆Eint -30.75 -8.44 -6.79






b -56.19 (82.7%)b -43.36 (76.3%)b
∆Epi -20.51(21.7%)
b -11.70(17.2%)b -13.36(23.5%)b
∆EA2 0.00 -0.09 -0.10
∆Eprep 8.65 13.85 8.2
-De -22.1 5.41 1.41
Y=Me
B-P A˚ 1.924 1.986 2.014
∆Eint -55.28 -52.73 -32.05






b -119.04 (90.1%)b -76.05 (87.1%)b
∆Epi -13.93(13.0%)
b -12.81(9.7%)b -11.03(12.6%)b
∆EA2 -0.02 -0.26 -0.21
∆Eprep 15.52 31.44 20.09
-De -39.76 -21.29 -11.96
Tab. 5.3 – Re´sultats de l’analyse EDA au niveau BP86/TZ2P. Energies en kcal/mol.
aPourcentage du total des interactions attractives ∆Eelstat+∆Eorb.
b Pourcentage du total
des interactions orbitalaires ∆Eorb.
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AlH3PY3 AlCl3PY3 AlMe3PY3
Y=H
Al-P A˚ 2.560 2.520 2.648
∆Eint -16.36 -22.07 -10.21






b -31.56 (85.5%)b -16.70 (82.0%)b
∆Epi -4.66(17.1%)
b -5.31(14.4%)b -3.63(17.8%)b
∆EA2 0.00 -0.03 -0.03
∆Eprep 2.93 7.08 2.92
-De -13.43 -14.99 -7.29
Y=Cl
Al-P A˚ 2.586 2.608 2.719
∆Eint -8.42 -10.22 -3.69






b -23.57 (81.2%)b -12.15 (74.3%)b
∆Epi -5.79(24.2%)
b -5.40(18.6%)b -4.18(25.6%)b
∆EA2 -0.01 -0.04 -0.02
∆Eprep 1.49 4.58 1.30
-De -6.93 -5.64 -2.39
Y=Me
Al-P A˚ 2.488 2.444 2.540
∆Eint -29.92 -42.56 -22.16
∆EPauli 56.57 76.75 55.14
∆Eelstat -50.16 (58.0%)
a -69.34 (58.1%)a -47.33 (61.2%)a
∆Eorb -36.32 (42.0%)
a -49.98 (41.9%)a -29.97 (38.8%)a
∆Eσ -30.95 (85.2%)
b -42.99 (86.0%)b -25.28 (84.3%)b
∆Epi -5.35 (14.7%)
b -6.85 (13.7%)b -4.60 (15.4%)b
∆EA2 -0.02 -0.15 -0.09
∆Eprep 5.90 12.55 6.36
-De -24.02 -30.01 -15.80
Tab. 5.4 – Re´sultats de l’analyse EDA au niveau BP86/TZ2P. Energies en kcal/mol.
aPourcentage du total des interactions attractives ∆Eelstat+∆Eorb.
b Pourcentage du total
des interactions orbitalaires ∆Eorb.
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PH3 PCl3 PMe3
ligand libre %s(P)lp 56.7 80.3 55.1
%p(P)lp 43.2 19.7 44.9
q(P) -0.034 0.744 0.824
SPG C3v C3v C3v
BH3 %s(P)lp 65.1%, 40.6 64.7%, 48.8 60.9%, 36.0
%p(P)lp 59.4 51.1 63.9
q(P) 0.478 1.082 1.379
q(PY3) 0.589 0.511 0.677
∆q(P) 0.512 0.338 0.555
∆q(Y3) 0.077 0.173 0.122
B-N A˚ 1.943 1.911 1.926
SPG C3v C3v C3v
BCl3 %s(P)lp 63%, 35.5 69.5%, 43.4 57.7%, 30.6
%p(P)lp 64.4 56.5 69.2
q(P) 0.399 0.915 1.320
q(PY3) 0.607 0.405 0.730
∆q(P) 0.433 0.171 0.496
∆q(Y3) 0.174 0.234 0.234
B-N A˚ 2.047 2.208 1.996
SPG C3v C3v C3v
BMe3 %s(P)lp 69.7%, 41.6 70.1%, 51.4 63.2%, 36.5
%p(P)lp 58.4 48.6 63.4
q(P) 0.416 1.061 1.364
q(PY3) 0.544 0.446 0.672
∆q(P) 0.450 0.317 0.540
∆q(Y3) 0.094 0.129 0.132
B-N A˚ 2.065 2.051 2.007
SPG C3v C3v C3v
Tab. 5.5 – Re´sultats de l’analyse NBO au niveau BP86/II : hybridation de la paire-libre
du phosphore dans le ligand seul PY3 et dans les complexes X3BPY3, charge partielle q
de l’atome de phosphore et du ligand PY3. Des pourcentages sont donne´s : d’une plus
grande donation de charge de la part de PY3 et il re´sulte que pour l’analyse NBO, les
e´lectrons de la paire-libre sont davantage partage´s entre B et PY3.
201
Etude the´orique de gros syste`mes : analyse de liaisons et mode´lisation
M PH3 PCl3 PMe3
ligand libre %s(P)lp 56.7 80.3 55.1
%p(P)lp 43.2 19.7 44.9
q(P) -0.034 0.744 0.824
SPG C3v C3v C3v
AlH3 %s(P)lp 86.6%, 40.5 89.0%, 50.1 82.9%, 32.7
%p(P)lp 59.5 49.9 67.3
q(P) 0.058 0.709 0.953
q(PY3) 0.224 0.136 0.299
∆q(P) 0.092 -0.035 0.129
∆q(Y3) 0.132 0.171 0.170
Al-N A˚ 2.551 2.566 2.483
SPG C3v C3v C3v
AlCl3 %s(P)lp 85.4%, 36.9 88.4%, 46.2 81.8%, 29.4
%p(P)lp 63.0 53.8 70.5
q(P) 0.015 0.658 0.899
q(PY3) 0.241 0.160 0.317
∆q(P) 0.049 -0.086 0.075
∆q(Y3) 0.192 0.246 0.242
Al-N A˚ 2.514 2.589 2.437
SPG C3v C3v C3v
AlMe3 %s(P)lp 89.8%, 42.9 91.5%, 54.0 86.2%, 33.8
%p(P)lp 47.1 46.0 66.2
q(P) 0.033 0.713 0.925
q(PY3) 0.178 0.092 0.249
∆q(P) 0.067 -0.031 0.101
∆q(Y3) 0.111 0.123 0.148
Al-N A˚ 2.640 2.648 2.538
SPG C3v C3v C3v
Tab. 5.6 – Re´sultats de l’analyse NBO au niveau BP86/II : hybridation de la paire-libre
du phosphore dans le ligand seul PY3 et dans les complexes X3AlPY3, charge partielle
q de l’atome de phosphore et du ligand PY3. Des pourcentages sont donne´s : d’une plus
grande donation de charge de la part de PY3 et il re´sulte que pour l’analyse NBO, les
e´lectrons de la paire-libre sont davantage partage´s entre Al et PY3.
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5.5.2 Ligands amines
Liaisons avec les me´taux de transition du groupe 6
M NH3 NCl3 NMe3
ligand libre %s(N)lp 27.3 73.9 16.5
%p(N)lp 72.5 26.0 83.4
q(N) -1.117 -0.413 -0.479
SPG C3v C3v C3v
Cr %s(N)lp 21.7 75.2 12.9
%p(N)lp 78.3 24.8 87.1
q(N) -1.009 -0.421 -0.428
q(NY3) 0.274 0.024 0.246
∆q(N) 0.108 -0.009 0.051
∆q(Y3) 0.166 0.035 0.195
Cr-N A˚ 2.211 2.202 2.325
SPG Cs C1 C1
Mo %s(N)lp 19.9 75.6%, 47.6 18.4
%p(N)lp 80.1 52.4 81.6
q(N) -1.048 -0.451 -0.464
q(NY3) 0.226 -0.011 0.209
∆q(N) 0.069 -0.038 0.015
∆q(Y3) 0.157 0.027 0.194
Mo-N A˚ 2.365 2.369 2.450
SPG Cs C1 C1
W %s(N)lp 19.2 77.6%, 52.9 19.1
%p(N)lp 80.8 47.1 80.9
q(N) -1.060 -0.468 -0.483
q(NY3) 0.226 -0.154 0.213
∆q(N) 0.057 -0.055 -0.004
∆q(Y3) 0.169 -0.089 0.217
W-N A˚ 2.347 2.248 2.425
SPG C1 C1 C1
Tab. 5.7 – Re´sultats de l’analyse NBO au niveau BP86/II : hybridation de la paire-libre
de l’azote dans le ligand seul NY3 et dans les complexes (CO)5M-NY3, charge partielle q
de l’atome d’azote et du ligand NY3. Des pourcentages sont donne´s pour Mo et W lie´s a`
NCl3 : d’une plus grande donation de charge de la part de NCl3 que dans les autres cas et
il re´sulte que pour l’analyse NBO, les e´lectrons de la paire-libre sont davantage partage´s
entre M et NCl3.
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Cr(CO)5NY3 Mo(CO)5NY3 W(CO)5NY3
Y=H
M-N A˚ 2.225 2.368 2.355
∆Eint -27.65 -28.01 -32.04





∆E(A′) -22.97 -21.26 -24.80





∆Eprep 0.37 0.84 0.82
-De -27.28 -27.19 -31.22
Y=Cl
M-N A˚ 2.299 2.428 2.356
∆Eint -8.99 -9.72 -13.32





∆E(A′) -16.03 -16.28 -23.14





∆Eprep 1.10 0.84 2.05
-De -7.89 -8.88 -11.27
Y=Me
M-N A˚ 2.329 2.439 2.423
∆Eint -24.90 -26.10 -30.38





∆E(A′) -21.39 -20.84 -24.56





∆Eprep 2.39 2.36 2.87
-De -22.51 -23.79 -27.51
Tab. 5.8 – Re´sultats de l’analyse EDA au niveau BP86/TZ2P. Energies en kcal/mol.
aPourcentage du total des interactions attractives ∆Eelstat+∆Eorb.
b Pourcentage du total
des interactions orbitalaires ∆Eorb.
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Fig. 5.4 – Termes e´nerge´tiques de l’analyse EDA ainsi que ∆Eint. Energies en kcal/mol.
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Liaisons avec les e´le´ments du groupe principal
BH3NY3 BCl3NY3 BMe3NY3
Y=H
B-N A˚ 1.657 1.633 1.697
∆Eint -44.55 -41.34 -27.71






b -102.17 (89.9%)b -65.10 (89.9%)b
∆Epi -7.68 (10.1%)
b -11.29 (9.9%)b -7.08 (9.8%)b
∆EA2 0.00 -0.17 -0.19
∆Eprep 12.72 21.50 15.05
-De -31.83 -19.84 -12.66
Y=Cl
B-N A˚ 1.624 1.624 ∗ 1.624 ∗
∆Eint -23.14 -9.43 -10.30






b -84.10 (80.2%)b -62.16 (74.2%)b
∆Epi -16.86(21.8%)
b -20.39(19.4%)b -21.31(25.4%)b
∆EA2 -0.03 -0.41 -0.30
∆Eprep 9.16 20.99 17.11
-De -13.98 11.56 6.81
Y=Me
B-N A˚ 1.651 1.677 1.777
∆Eint -51.42 -52.19 -31.28






b -99.26 (85.7%)b -57.56 (86.4%)b
∆Epi -10.68(13.1%)
b -15.82(13.7%)b -8.46(12.7%)b
∆EA2 -0.04 -0.79 -0.62
∆Eprep 15.21 31.24 21.81
-De -36.21 -20.95 -9.47
Tab. 5.9 – Re´sultats de l’analyse EDA au niveau BP86/TZ2P. Energies en kcal/mol.
aPourcentage du total des interactions attractives ∆Eelstat+∆Eorb.
b Pourcentage du total
des interactions orbitalaires ∆Eorb.
∗Calcule´ a` une longueur de liaison B-N fixe´e.
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AlH3NY3 AlCl3NY3 AlMe3NY3
Y=H
Al-N A˚ 2.093 2.023 2.115
∆Eint -29.68 -39.46 -24.19






b -33.47 (83.0%)b -22.26 (84.9%)b
∆Epi -4.21 (14.7%)
b -6.77 (16.8%)b -3.88 (14.8%)b
∆EA2 0.00 -0.07 -0.09
∆Eprep 3.43 6.26 4.08
-De -26.25 -33.20 -20.11
Y=Cl
Al-N A˚ 2.228 2.208 2.336
∆Eint -9.10 -12.24 -5.21






b -21.43 (75.3%)b -11.92 (76.2%)b
∆Epi -4.87 (24.0%)
b -6.88 (24.2%)b -3.65 (23.4%)b
∆EA2 -0.04 -0.15 -0.07
∆Eprep 1.33 4.18 1.82
-De -7.77 -8.06 -3.39
Y=Me
Al-N A˚ 2.087 2.038 2.136
∆Eint -33.64 -46.14 -26.81






b -36.47 (75.3%)b -23.65 (78.3%)b
∆Epi -7.11 (21.3%)
b -11.43 (23.6%)b -6.23 (20.6%)b
∆EA2 -0.12 -0.50 -0.34
∆Eprep 5.21 11.32 7.17
-De -28.43 -34.82 -19.64
Tab. 5.10 – Re´sultats de l’analyse EDA au niveau BP86/TZ2P. Energies en kcal/mol.
aPourcentage du total des interactions attractives ∆Eelstat+∆Eorb.
b Pourcentage du total
des interactions orbitalaires ∆Eorb.
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NH3 NCl3 NMe3
ligand libre %s(N)lp 27.3 73.9 16.5
%p(N)lp 72.5 26.0 83.4
q(N) -1.117 -0.413 -0.479
SPG C3v C3v C3v
BH3 %s(N)lp 81.3%, 35.9 83.8%,57.7 82.3%, 29.4
%p(N)lp 64.1 42.3 70.6
q(N) -0.951 -0.445 -0.430
q(NY3) 0.354 0.129 0.331
∆q(N) 0.166 -0.032 0.049
∆q(Y3) 0.188 0.161 0.282
B-N A˚ 1.666 1.623 1.658
SPG C3v C3v C3v
BCl3 %s(N)lp 79.9%, 35.5 72.7 80.8%,29.1
%p(N)lp 64.5 27.2 70.9
q(N) -1.021 -0.435 -0.502
q(NY3) 0.361 0.008 0.319
∆q(N) 0.096 -0.022 -0.023
∆q(Y3) 0.265 0.030 0.342
B-N A˚ 1.647 3.160 1.690
SPG C3v C3v C3v
BMe3 %s(N)lp 82.4%, 38.5 73.6 83.9%, 29.8
%p(N)lp 61.5 26.4 70.2
q(N) -0.963 -0.411 -0.433
q(NY3) -1.900 0.037 -0.306
∆q(N) 0.154 0.002 0.046
∆q(Y3) -2.054 0.035 -0.352
B-N A˚ 1.702 2.731 1.775
SPG C3v C3v C3v
Tab. 5.11 – Re´sultats de l’analyse NBO au niveau BP86/II : hybridation de la paire-libre
de l’azote dans le ligand seul NY3 et dans les complexes X3BNY3, charge partielle q de
l’atome d’azote et du ligand NY3. Des pourcentages sont donne´s pour B lie´s a` NH3 et
NMe3 : d’une plus grande donation de charge de la part de NY3 que dans les autres cas et
il re´sulte que pour l’analyse NBO, les e´lectrons de la paire-libre sont davantage partage´s
entre B et NY3.
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M NH3 NCl3 NMe3
ligand libre %s(N)lp 27.3 73.9 16.5
%p(N)lp 72.5 26.0 83.4
q(N) -1.117 -0.413 -0.479
SPG C3v C3v C3v
AlH3 %s(N)lp 91.8%, 32.8 63.9 92.6%, 20.9
%p(N)lp 67.2 36.1 79.1
q(N) -1.143 -0.567 -0.566
q(NY3) 0.163 0.069 0.152
∆q(N) -0.026 -0.154 -0.087
∆q(Y3) 0.188 0.223 0.239
Al-N A˚ 2.096 2.229 2.094
SPG C3v C3v C3v
AlCl3 %s(N)lp 91.7%, 30.5 61.3 92.5%, 20.1
%p(N)lp 69.5 38.7 79.9
q(N) -1.191 -0.623 -0.622
q(NY3) 0.161 0.076 0.145
∆q(N) -0.074 -0.210 -0.143
∆q(Y3) 0.235 0.286 0.288
Al-N A˚ 2.038 2.212 2.051
SPG C3v C3v C3v
AlMe3 %s(N)lp 93.2%, 34.0 68.0 94.3%, 20.4
%p(N)lp 66.0 32.0 79.6
q(N) -1.147 -0.537 -0.569
q(NY3) 0.138 0.029 0.128
∆q(N) -0.030 -0.124 -0.090
∆q(Y3) 0.168 0.153 0.218
Al-N A˚ 2.121 2.293 2.153
SPG Cs C3v C3v
Tab. 5.12 – Re´sultats de l’analyse NBO au niveau BP86/II : hybridation de la paire-libre
de l’azote dans le ligand seul NY3 et dans les complexes X3AlNY3, charge partielle q de
l’atome d’azote et du ligand NY3. Des pourcentages sont donne´s pour Al lie´s a` NH3 et
NMe3 : d’une plus grande donation de charge de la part de NY3 que dans les autres cas et
il re´sulte que pour l’analyse NBO, les e´lectrons de la paire-libre sont davantage partage´s
entre Al et NY3.
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Fig. 5.5 – Les termes e´nerge´tiques de l’analyse EDA ainsi que ∆Eint. Energies en kcal/mol.
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Chapitre 6
Modes de liaison particuliers des
atomes du groupe 15
6.1 Introduction
Dans ce chapitre, nous allons e´tudier des complexes contenant un e´le´ment, E, du
groupe principal (E= P, As, Sb et Bi) et des me´taux de transition. Les complexes cabonyle´s
de chrome re´pertorie´s dans le tableau 6.1 ont e´te´ e´tudie´s. Les effets de la coordination
de l’atome E sur son e´tat e´lectronique est en question ainsi que la nature et la force des
liaisons Cr-E. Le tableau 6.1 recense les mole´cules de´ja` synthe´tise´es et donnent leurs codes
de re´fe´rence dans la banque de donne´es structurales de Cambridge (CSD).
Les optimisations de ge´ome´trie et les calculs de fre´quence pour la recherche des mi-
nima ont e´te´ faites en DFT avec Gaussian98 en utilisant la fonctionnelle B3LYP. Les
pseudopotentiels atomiques et les bases de qualite´ double-ζ utilise´es sont donne´s ci-apre`s :
– C, O : 6-31G*
– P, H, Cl : 6-31+G*
– Cr : LANL2DZ ECP
– As, Sb, Bi : LANL2DZdp ECP
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Les de´compositions d’e´nergie ont e´te´ faites avec ADF2.3 en utilisant la fonctionnelle BP86
associe´e a` des bases de qualite´ double-ζ plus polarisation et fonctions diffuses (TZ2P+),
l’approximation a` cœur gele´ et un traitement des effets relativistes moyens par la me´thode
ZORA. La recherche des minima a e´te´ faite sans syme´trie et les structures
– C2v pour [XE{Cr(CO)5}2] (X= H se´rie 1, X= Cl se´rie 3) et [X2E{Cr(CO)5}2]− (X=
H se´rie 2, X= Cl se´rie 4) ;
– C3v pour [E{Cr(CO)5}3]− (se´rie 5) ;
– D2d pour [E{Cr(CO)5}4]3− (se´rie 6) ;
ont e´te´ optimise´es afin de de´composer les e´nergies d’interaction tout en re´duisant les temps
de calculs pour les plus grosses mole´cules. J’ai ve´rifie´ au pre´alable que les minima en C1
et les structures (qui ne sont pas des minima sur les surfaces d’e´nergie potentielle) SPG 1
= C2v, C3v ou D2d e´taient proches e´nerge´tiquement. Le tableau 6.2 donne les diffe´rences
d’e´nergies totales en kcal/mol entre le minimum en C1 et la structure en SPG correspon-
dante pour les complexes avec le phosphore qui sont ceux dont les diffe´rences sont les plus
grandes. Rapporte´es aux nombres de groupes Cr(CO)5, les diffe´rences n’exce`dent pas 7
kcal/mol. Nous avons conside´re´ qu’envisager l’analyse de la de´composition de l’e´nergie
d’interaction en syme´trie e´tait plausible. Cependant, pour eˆtre suˆrs de ne pas faire d’er-
1Symmetry Point Group (SPG)
P As Sb Bi
[HE{Cr(CO)5}2] - - - -
[H2E{Cr(CO)5}2]− - QIHLAU [169] - -
[ClE{Cr(CO)5}2] - FOJYUY [161] - -
[Cl2E{Cr(CO)5}2]− - PYASCR [160], KIDVOI [167] QIHLUO [169] -
[E{Cr(CO)5}3]− - - DACKEX [165] -
[E{Cr(CO)5}4]3− - - - XUKJES [170]
Tab. 6.1 – Re´fe´rences des structures expe´rimentales et code de re´fe´rence de la CSD.
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reur majeure, le calcul des e´nergies de dissociation des liaisons a e´galement e´te´ mene´ sans
containte de syme´trie C1. Une comparaison sur certains compose´s est propose´e dans le
tableau 6.3. On remarque dans ce tableau que les e´nergies d’interaction et de liaison sont
diffe´rentes mais ces diffe´rences sont en grande partie dues aux e´nergies de pre´paration.
Si on analyse les tendances pour les e´nergies d’interaction et de liaison pour chaque se´rie
de compose´s, on observe qu’elles sont les meˆmes : Bi<Sb<As<P. Seule une inversion
apparaˆıt pour la se´rie 3 [Cl2E{Cr(CO)5}2]− :
– en C1, Bi<Sb<As<P,
– en C2v, Bi<As<Sb<P, mais les e´nergies a` la fois d’interaction et de liaison pour E=
As et E= Sb sont tre`s proches (diffe´rence < 3 kcal/mol).
Pour la force relative des liaisons d’une se´rie a` une autre, les tendances sont e´galement
respecte´es : se´rie 1< se´rie 3< se´rie 4< se´rie 5< se´rie 2< se´rie 6.
Les ge´ome´tries calcule´es en C1 s’ave`rent proches des structures expe´rimentales quand
ces dernie`res existent. Les distances expe´rimentales sont toujours un peu plus courtes
(< 0.09 A˚). Ces diffe´rences sont en partie due aux effets de contraction au sein du cris-
tal. Sur les angles Cr-E-Cr, l’e´cart maximal observe´ est d’environ 3◦ dans le complexe
[H2As{Cr(CO)5}2]−. La figure 6.1 rassemble les principales distances et les principaux
angles pour deux complexes : [Cl2As{Cr(CO)5}2]− et [Bi{Cr(CO)5}4]3−. Dans chaque
se´rie de compose´s, les distances E-Cr augmentent avec le nume´ro atomique de l’atome E.
Par exemple, pour la se´rie [HE{Cr(CO)5}2], la distance Cr-E augmente de 0.35 A˚ entre
E= P et E= Bi. C’est la plus forte e´longation au sein du groupe 15 par comparaison
avec les autres se´ries. Nous allons discuter la ge´ome´trie des groupements Cr(CO)5 au
sein des complexes en analysant les e´nergies de pre´paration ∆Eprep([Cr(CO)5]n) avec n le
nombre de groupes Cr(CO)5 au sein des complexes en C1. Dans une se´rie, cette e´nergie
augmente a` l’inverse du nume´ro atomique, ainsi la tendance est Bi<Sb<As<P. Aucun
complexe de phosphore e´tudie´ ici n’a e´te´ isole´ jusqu’a` pre´sent (cf. Tab. 6.1). Par ailleurs,
les distances Cr-E augmentent dans une se´rie selon P<As<Sb<Bi. On peut penser que,
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Tab. 6.2 – Diffe´rences d’e´nergie entre les structures calcule´es sans contraintes de syme´trie






























C2v C1 C3v C1 D2d C1
∆Eint -112.18 -100.46 -223.24 -193.58 -429.45 -351.75
∆Eprep 6.69 4.57 59.01 35.94 30.14 19.34
∆Eprep(fragE) 2.80 3.14 29.52 27.23 0.00 0.00
∆Eprep([Cr(CO)5]n) 3.89 1.43 29.49 8.71 30.14 19.34
∆Eprep(Cr(CO)5) 1.94 0.71 9.83 2.90 7.53 4.83
-De (n liaisons) -105.49 -95.89 -164.23 -157.64 -399.31 -332.41
-De -52.75 -47.94 -54.74 -52.55 -99.83 -83.10
-D0 (n liaisons) - -93.08 - -154.29 - -330.00
-D0 - -46.54 - -51.43 - -82.50
Tab. 6.3 – En kcal/mol : e´nergies d’interaction ∆Eint, e´nergies de pre´paration des fragments ∆Eprep, e´nergies de dissociation
De et e´nergies de dissociation corrige´es de ZPE D0. n est e´gal au nombre de groupes Cr(CO)5 dans la mole´cule.
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comme le rayon atomique de E diminue, les distances Cr-E croissent pour e´viter au maxi-
mum l’encombrement entre les groupes Cr(CO)5. En outre, les e´nergies de pre´paration
diminuent selon se´rie 6 > se´rie 5 > se´rie 2 ≈ se´rie 3 > se´rie 1 > se´rie 4. C’est pour la
se´rie 6, [E{Cr(CO)5}4]3−, que ces e´nergies de pre´paration sont les plus importantes (5.91
kcal/mol si E= P) et donc que les groupes Cr(CO)5 sont les plus de´forme´s par rapport a`
Cr(CO)5, pyramide a` base carre´e (C4v) (cf. Fig. 6.2).
(a)[167] (b)[170]
Fig. 6.1 – Ge´ome´tries (C1) des complexes (a)[Cl2As{Cr(CO)5}2]−, (b)[Bi{Cr(CO)5}4]3−.
Les valeurs calcule´es (C1) sont donne´es au-dessus des valeurs expe´rimentales (en italiques).
Les distances sont en A˚, les angles en degre´s.
6.2 Choix des fragments pour la de´composition
Les mole´cules ont e´te´ envisage´es comme des complexes donneur-accepteur. Les ac-
cepteurs sont les groupes Cr(CO)5 avec une orbitale vide sur le chrome. Le groupe don-
neur contient l’atome E (cf. Tab. 6.4). Dans les cas des mole´cules [XE{Cr(CO)5}2] et
[X2E{Cr(CO)5}2]− (X= H, Cl), les fragments XE et X2E− posse`dent plusieurs atomes.
Dans les cas de [E{Cr(CO)5}3]− et [E{Cr(CO)5}4]3−, les fragments E− et E3− sont des
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Fig. 6.2 – En haut, ge´ome´trie calcule´e du minimum de Cr(CO)5 en C4v ; en bas, un des
fragments Cr(CO)5 dans sa ge´ome´trie au sein du complexe [P{Cr(CO)5}4]3−. Les valeurs
calcule´es en C4v sont donne´es au-dessus des valeurs du fragment au sein du complexe (en
italiques). Les distances sont en A˚, les angles en degre´s.
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fragments monoatomiques. Les e´nergies de liaison sont rapporte´es a` une seule liaison E-
Cr(CO)5 en divisant les e´nergies obtenues par le nombre de groupes Cr(CO)5 pre´sents
dans la mole´cule. Cependant, il existe un inconve´nient a` cette technique car nous perdons
la possibilite´ de subdiviser le terme covalent en contributions de types σ et pi.
[XE{Cr(CO)5}2] [X2E{Cr(CO)5}2]−
[E{Cr(CO)5}3]− [E{Cr(CO)5}4]3−
Tab. 6.4 – Illustration sche´matise´e du choix des fragments pour chaque type de mole´cule
a` l’e´tude.
Plusieurs proble`mes surviennent :
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1. Pour le calcul des fragments relaxe´s XE et X2E
−, on re´alise des optimisations de
ge´ome´trie des fragments. Cependant, il faut ve´rifier la nature singulet ou triplet
de l’e´tat fondamental du fragment. Pour les fragments gele´s, on doit proce´der au
de´compte des e´lectrons par syme´trie pour avoir la bonne configuration e´lectronique.
2. Le calcul des fragments gele´s et des e´nergies de pre´paration pour les fragments
monoatomiques, i.e., pour [E{Cr(CO)5}3]− et [E{Cr(CO)5}4]3−, est plus complexe.
Pour les fragments monoatomiques, E− et E3−, on doit trouver la configuration
de l’e´tat fondamental avant de proce´der au calcul. L’e´tat fondamental de E3−, le
singulet 1S correspond a` son e´tat e´lectronique dans la mole´cule, ainsi l’e´nergie de
pre´paration du fragment E3− dans [E{Cr(CO)5}4]3− est toujours nulle. A contra-
rio, dans [E{Cr(CO)5}3]−, la configuration e´lectronique de E−, 1S, est diffe´rente
que celle de son e´tat fondamental qui est un triplet 3P. En effet, apre`s disso-
ciation du complexe donneur-accepteur, le donneur E− a trois paires-libres telles
que sa couche de valence soit ns2(n − 1){p2xp2yp0z}, alors qu’a` l’e´tat fondamental
un de´terminant de Slater possible pour de´crire le triplet 3P de E− est ns2(n −
1){(pxα)1(pyα)1p2z}. Notons ici que six de´terminants sont possibles pour de´crire le








Les e´nergies correspondant aux diffe´rents de´terminants possibles pour de´crire le
triplet devraient eˆtre e´gales. Nous le ve´rifions : les diffe´rences sont tre`s faibles et
ne´gligeables. Dans cette e´tude, nous avons syste´matiquement calcule´ les e´nergies
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associe´es aux de´terminants possibles pour de´crire le triplet 3P de E− (E= P, As, Sb,
Bi) et nous avons ve´rifie´ que l’e´nergie correspondant aux de´terminants de´crivant un
meˆme e´tat triplet e´tait la meˆme.
6.3 De´composition de l’e´nergie d’interaction
Les e´le´me´nts E du groupe principal au sein de complexes me´talliques E-M-CO ont
une influence sur la re´activite´ des syste`mes. Par exemple, alors que la re´action du com-
plexe [HAs{Cr(CO)5}3]2− avec RX (R= de´rive´ organique, X= haloge`ne) me`ne au produit
[(R)(X)As{Cr(CO)5}2]−, le traitement de [HSb{Cr(CO)5}3]2− avec RX forme le complexe
[XSb{Cr(CO)5}3]2−. La raison de cette diffe´rence de comportement pourrait eˆtre la plus
grande capacite´ de l’atome de Sb a` accepter une charge ne´gative plus importante du fait
de sa plus grande taille. D’une part, les de´compositions de l’e´nergie d’interaction peuvent
nous permettre de mieux comprendre les diffe´rences dues a` la nature de l’e´le´ment E pour
les se´ries de complexes e´tudie´es. D’autre part, les analyses EDA apportent des informa-
tions quant aux diffe´rences entre les liaisons des complexes en fonction du nombre de leur
substituant Cr(CO)5.
6.3.1 Se´ries 1 et 3
Pour les compose´s de ces deux se´ries, [HE{Cr(CO)5}2] et [ClE{Cr(CO)5}2], E= P,
As, Sb, Bi, lorsque le nume´ro atomique croˆıt, les diffe´rents termes de la de´composition
de l’e´nergie de´croissent. Cependant, la part du terme e´lectrostatique dans le total des
interactions attractives croˆıt au de´triment du terme covalent. Ainsi les liaisons domine´es
par le caracte`re e´lectrostatique (55% a` 60%) voient ce caracte`re se renforcer lorsqu’on va
du phosphore au bismuth. Dans la suite, les re´sultats chiffre´s sont ceux pour X= H et E=
P. En C2v, l’orbitale px vide sur XE appartient a` la repre´sentation irre´ductible B1. Elle
participe au terme covalent en interagissant avec une orbitale sur le fragment [Cr(CO)5]2
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forme´e par des orbitales dxy sur les chromes. L’orbitale re´sultante est a` 32% forme´e par la
px vide sur XE et a` 62% par l’orbitale du fragment [Cr(CO)5]2 (cf. Fig. 6.3). Son e´nergie
est -7.404 eV alors que la HOMO (B2) a une e´nergie de -6.250 eV. L’orbitale py occupe´e
sur XE appartient a` la repre´sentation irre´ductible B2. Elle participe au terme covalent
en interagissant avec une orbitale sur le fragment [Cr(CO)5]2 forme´e par des orbitales dz2
sur les chromes. L’orbitale re´sultante est a` 39% forme´e par la py sur XE et a` 36% par
l’orbitale du fragment [Cr(CO)5]2 (cf. Fig. 6.3). Son e´nergie est -7.841 eV. La troisie`me
orbitale de liaison la plus importante est de syme´trie A1 et son e´nergie est -9.198 eV.
Elle re´sulte a` 61% d’une orbitale hybride spz sur XE et a` 14% d’une orbitale du fragment
[Cr(CO)5]2 (cf. Fig. 6.3).
Les e´nergies de dissociation des complexes de ces deux se´ries sont les plus faibles. Pour
X= H ou X= Cl, la tendance au sein des se´ries est la meˆme et les e´nergies sont compa-
rables :De([HSb{Cr(CO)5}2])= -36.42 kcal/mol etDe([ClSb{Cr(CO)5}2])= -36.37 kcal/mol.
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Fig. 6.3 – Dans le groupe de syme´trie C2v, pour la repre´sentation irre´ductible B1 : (a)
orbitale px vide sur le fragment HP, (b) orbitale occupe´e en interaction sur le fragment
[Cr(CO)5]2 et orbitale re´sultante (c). Pour la repre´sentation irre´ductible B2 : (d) orbitale
py occupe´e sur le fragment HP, (e) orbitale vide en interaction sur le fragment [Cr(CO)5]2
et orbitale re´sultante (f). Pour la (g) Orbitale de liaison appartenant a` la repre´sentation
irre´ductible A1.
223
Etude the´orique de gros syste`mes : analyse de liaisons et mode´lisation
6.3.2 Se´ries 2 et 4
Pour les compose´s de ces deux se´ries, les e´nergies d’interaction et de dissociation sont
plus e´leve´es que pour les compose´s des se´ries pre´ce´dentes. En comparant les re´sulats pour
les se´ries 1 et 2 (X= H) puis 3 et 4 (X= Cl), on observe que les contributions sont toutes
plus e´leve´es. Cependant, dans les cas ou` les complexes posse`dent deux substituants X, les
termes ∆EPauli et ∆Eelstat se compensent et ∆Eorb ≈ ∆Eint alors que pour les complexes
posse´dant un seul substituant X, la somme ∆EPauli + ∆Eelstat est toujours supe´rieure a`
25 kcal/mol. De plus, le deuxie`me facteur qui implique que les complexes des se´ries 2 et
4 aient des e´nergies de dissociation de liaison plus fortes que leurs analogues des se´ries 1
et 3, est ∆Eprep. Le terme de pre´paration est toujours plus grand pour [XE{Cr(CO)5}2]
que pour [X2E{Cr(CO)5}2]− (diffe´rence ≈ 25 kcal/mol) et cette diffe´rence est due a` la
pre´paration du fragment contenant l’e´le´ment E. Les orbitales de liaison sont repre´sente´es
a` la figure 6.4. Elles sont essentiellement de la meˆme nature que les orbitales de liaison
pour les se´ries 1 et 3 excepte´es l’orbitales de liaison de la repre´sentation irre´ductible B1.
L’orbitale px vide sur XE est occupe´e au sein du fragment [X2E]
−, elle appartient a` la
repre´sentation irre´ductible B1. Elle participe au terme covalent en interagissant avec une
orbitale sur le fragment [Cr(CO)5]2 de´veloppe´e sur les CO. Les recouvrements en jeu
dans cette orbitale sont moins efficaces que ceux de l’orbitale de liaison B1 des se´ries 1
et 3. Ainsi on peut expliquer pourquoi le terme ∆Eorb diminue entre [XE{Cr(CO)5}2] et
[X2E{Cr(CO)5}2]−. De meˆme, la part de ∆Eorb au total des interactions attractives est
plus faible dans [X2E{Cr(CO)5}2]− (< 34%) que dans [XE{Cr(CO)5}2] (comprise entre
40% et 44%).
Malgre´ les termes ∆Eorb plus faibles pour les complexes [X2E{Cr(CO)5}2]−, la com-
pensation de ∆EPauli par ∆Eelstat et les e´nergies de pre´paration plus e´leve´es pour les
complexes [XE{Cr(CO)5}2] expliquent les liaisons plus fortes pour les compose´s des se´ries
2 et 4.
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Fig. 6.4 – Dans le groupe de syme´trie C2v, pour la repre´sentation irre´ductible B1 : (a)
orbitale px occupe´e sur le fragment [H2As]
−, (b) orbitale occupe´e en interaction sur le
fragment [Cr(CO)5]2 et orbitale re´sultante (c). Pour la repre´sentation irre´ductible B2 :
(d) orbitale py occupe´e sur le fragment [H2As]
−, (e) orbitale vide en interaction sur le
fragment [Cr(CO)5]2 et orbitale re´sultante (f). Pour la (g) Orbitale de liaison appartenant
a` la repre´sentation irre´ductible A1.
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6.3.3 Se´rie 5
Les compose´s [E{Cr(CO)5}3]− ont de e´nergies de liaison comparables a` ceux de la
se´rie 4 ([Cl2E{Cr(CO)5}2]−). Comme pour les compose´s de la se´rie 4, les termes ∆EPauli
et ∆Eelstat se compensent. Cependant meˆme si la part de ∆Eorb est e´quivalente dans
les deux se´ries de compose´s, la valeur des termes ∆Eorb (rapporte´e a` une seule liaison)
est plus e´leve´e en valeurs absolues d’au moins 13 kcal/mol pour la se´rie 5. Les e´nergies
de pre´paration plus grandes pour les compose´s de la se´rie 5 viennent compenser le terme
∆Eorb ainsi les e´nergies de liaison des se´ries 4 et 5 sont comparables. La contribution ∆Eorb
est importante et la figure 6.5 pre´sente les principales orbitales de liaison dont quatre sont
de syme´trie E et une de syme´trie A1. L’orbitale de syme´trie A1 vient de l’interaction de la
pz sur le fragment [E]
− avec les dxz des chromes. Les orbitales de syme´trie E sont issues
d’interactions entre les orbitales px et py sur [E]
− et des orbitales d sur les chromes (dx2−y2
et dxy).
6.3.4 Se´rie 6
Les e´nergies de liaison sont tre`s grandes : De = 99.83 kcal/mol pour E= Bi et De =
115.96 kcal/mol pour E= As. La force des liaisons provient de plusieurs facteurs :
1. les contributions ∆EPauli et ∆Eelstat se compensent,
2. l’importance du terme attractif ∆Eorb. Il est environ deux fois plus important que
pour les compose´s de la se´rie 4 et quatre tiers de ∆Eorb pour les compose´s de la
se´rie 5.
3. la valeur nulle de ∆Eprep([E]
3−).
La contribution ∆Eorb est due en grande partie a` des orbitales de syme´trie E, c’est-a`-
dire les orbitales px et py occupe´es sur [E]
3− interagissent avec les d sur les chromes.
Cependant, la part de ∆Eorb au total des interactions attractives est de ≈ 40% comme
pour les se´ries 1 et 3.
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Fig. 6.5 – Dans le groupe de syme´trie C3v, pour la repre´sentation irre´ductible A1 : (c)
orbitale re´sultante de l’interaction entre l’orbitale pz vide sur le fragment P
− et l’orbitale
occupe´e en interaction sur le fragment [Cr(CO)5]3. Pour la repre´sentation irre´ductible E :
(a), (b), (d) et (e) orbitales de liaison provenant de l’interaction des orbitales px et py
occupe´es sur le fragment P− avec des orbitales du fragment [Cr(CO)5]3.
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6.4 Conclusion
Le terme re´pulsif ∆EPauli et le terme attractif ∆Eelstat se neutralisent pour quasiment
tous les complexes e´tudie´s. Ainsi ∆Eorb est toujours tre`s proche de ∆Eint. Les complexes
[X2E{Cr(CO)5}2]− excepte´s pour lesquels ∆Eorb est le´ge`rement infe´rieur a` ∆Eint mais
ont des e´volutions paralle`les, les courbes repre´sentatives de l’e´volution de ∆Eint et ∆Eorb
au sein des se´ries sont confondues (cf. Annexes). Le terme covalent est caracte´ristique des
liaisons E-Cr. Cependant, les liaisons sont domine´es par le caracte`re e´lectrostatique. En
effet, la part de ∆Eorb a` l’e´nergie totale attractive est comprise entre 32 et 44%. La part
de ∆Eelstat est moins importante pour les complexes non charge´s des se´ries 1 et 3. Pour ces
complexes neutres, le fragment [XE] est porte une charge partielle ne´gative alors que le
fragment [Cr(CO)5]2 porte une charge partielle positive. La charge partielle du fragment
[XE] augmente en valeur absolue selon Bi<Sb<As<P et q(ClE)> q(HE), Cl e´tant plus
e´lectrone´gatif que H. Pour les se´ries 2 et 4, la charge ne´gative est en grande partie porte´e
par le fragment [X2E] et q(Cl2E)> q(H2E). Pour la se´rie 5, la charge totale de l’anion est
entie`rement localise´e sur [E] alors que pour les compose´s de la se´rie 6, environ 0.5e de la
charge totale 3e de l’anion est porte´e par le fragment [Cr(CO)5]4.
Les comportements des e´le´ments P, As, Sb et Bi au sein des complexes e´tudie´s sont
similaires. La majeure diffe´rence est cause´e par l’encombrement autour de l’e´le´ment E
qui augmente comme le nume´ro atomique de E diminue. Ainsi ∆Eprep ([Cr(CO)5]n) aug-
mente selon Bi<Sb<As<P. En outre, les distances E-Cr diminuent comme le nombre n de
groupes [Cr(CO)5] et comme la taille des ligands de´croissent. Cependant, les liaisons Bi-Cr
ne sont pas moins fortes a` cause de l’encombrement ste´rique duˆ aux groupes [Cr(CO)5].
En effet, l’e´nergie de dissociation de liaison augmente selon se´rie 1< se´rie 3< se´rie 4<
se´rie 5< se´rie 2< se´rie 6.
Les e´nergies d’interaction et de dissociation de liaison sont tre`s grandes pour les com-
plexes de la se´rie 6. Malgre´ l’encombrement ste´rique, [P{Cr(CO)5}4]3− et [As{Cr(CO)5}4]3−
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sont les complexes pour lesquels ∆Eint et De sont les plus e´leve´s en valeur absolue.
Toutes les contributions a` ∆Eint rapporte´es a` une liaison E-Cr sont plus importantes
que pour les complexes des autres se´ries. Pour ve´rifier cette tendance, on pourrait re´aliser
les de´compositions de l’e´nergie d’interaction en choisissant les fragments [E{Cr(CO)5}3]3−]
et [Cr(CO)5]. De plus, ∆Eorb pourrait eˆtre divise´ en contributions σ et pi.
Enfin, Shieh et al. ont propose´ deux me´canismes pour la re´action d’haloge´nation de
A= [Bi{Cr(CO)5}4]3− [170]. Ainsi ils ont sugge´re´ deux interme´diaires :
1. A perd un groupe [Cr(CO)5]
2−, l’interme´daire re´actionnel [Bi{Cr(CO)5}3]− est forme´.
Cette e´tape est suivie d’une attaque par un haloge`ne ;
2. A perd un groupe [Cr(CO)5], l’interme´daire re´actionnel [Bi{Cr(CO)5}3]3− est forme´.
Un processus redox et une attaque par un haloge`ne suivent.
L’interme´diaire [Bi{Cr(CO)5}3]3− est un complexe te´trahe´drique :
Fig. 6.6 – Illustration sche´matise´e du choix des fragments pour l’interme´diaire
[Bi{Cr(CO)5}3]3−.
A pre´sent, il serait inte´ressant de voir les diffe´rences dans les de´compositions de l’e´nergie
d’interaction entre les deux interme´diaires et ensuite d’e´tudier les me´canismes re´actionnels.
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6.5 Annexes du chapitre 6
6.5.1 Energies d’interaction, de dissociation de liaison et de
pre´paration calcule´es sans contrainte de syme´trie
C1 P As Sb Bi
[HE{Cr(CO)5}2]
E-Cr 2.294 2.398-2.402 2.578-2.580 2.644
∆Eint -108.93 -98.74 -87.25 -79.47
∆Eprep 34.95 33.06 28.87 27.48
∆Eprep(HE) 32.68 31.31 27.55 26.33
∆Eprep([Cr(CO)5]2) 2.27 1.75 1.32 1.15
-De (2 liaisons) -73.98 -65.68 -58.38 -51.99
-De -36.99 -32.84 -29.19 -25.99
-D0 (2 liaisons) -70.03 -62.36 -55.44 -49.35
-D0 -35.02 -31.18 -27.72 -24.67
[H2E{Cr(CO)5}2]−
E-Cr 2.517 2.604-2.609 2.751 2.825
∆Eint -117.90 -112.89 -108.34 -102.50
∆Eprep 2.78 2.53 2.43 2.28
∆Eprep([H2E]
−) 0.26 0.23 0.21 0.17
∆Eprep([Cr(CO)5]2) 2.52 2.30 2.22 2.11
-De (2 liaisons) -115.12 -110.36 -105.91 -100.22
-De -57.56 -55.18 -52.95 -50.11
-D0 (2 liaisons) -110.02 -105.82 -101.86 -96.50
-D0 -55.01 -52.91 -50.93 -48.25
Tab. 6.5 – Energies d’interaction, de dissociation de liaison et de pre´paration pour les
se´ries 1 et 2 (kcal/mol). D0 inclut les corrections de ZPE.
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C1 P As Sb Bi
[ClE{Cr(CO)5}2]
E-Cr 2.281 2.378 2.553 2.614
∆Eint -105.61 -98.17 -88.65 -81.60
∆Eprep 32.62 31.09 27.43 26.44
∆Eprep(ClE) 29.76 29.02 25.94 25.07
∆Eprep([Cr(CO)5]2) 2.86 2.07 1.49 1.37
-De (2 liaisons) -72.99 -67.08 -61.22 -55.16
-De -36.49 -33.54 -30.61 -27.58
-D0 (2 liaisons) -70.46 -65.00 -59.30 -53.43
-D0 -35.23 -32.50 -29.65 -26.71
[Cl2E{Cr(CO)5}2]−
E-Cr 2.479 2.550-2.553 2.690 2.755
∆Eint -102.83 -100.46 -99.91 -93.78
∆Eprep 2.73 4.57 6.52 10.08
∆Eprep([Cl2E]
−) 0.88 3.14 5.34 9.04
∆Eprep([Cr(CO)5]2) 1.85 1.43 1.18 1.04
-De (2 liaisons) -100.10 -95.89 -93.39 -83.70
-De -50.05 -47.94 -46.69 -41.85
-D0 (2 liaisons) -97.32 -93.08 -90.85 -81.50
-D0 -48.66 -46.54 -45.42 -40.75
Tab. 6.6 – Energies d’interaction, de dissociation de liaison et de pre´paration pour les
se´ries 3 et 4 (kcal/mol). D0 inclut les corrections de ZPE.
231
Etude the´orique de gros syste`mes : analyse de liaisons et mode´lisation
C1 P As Sb Bi
[E{Cr(CO)5}3]−
E-Cr 2.444 2.540 2.695 2.753
∆Eint -193.58 -184.75 -174.33 -168.02
∆Eprep 35.94 32.12 26.75 25.26
∆Eprep([E]
−) 27.23 25.94 23.02 22.05
∆Eprep([Cr(CO)5]3) 8.71 6.18 3.73 3.21
-De (3 liaisons) -157.64 -152.63 -147.58 -142.76
-De -52.55 -50.88 -49.19 -47.59
-D0 (3 liaisons) -154.29 -149.72 -144.86 -140.33
-D0 -51.43 -49.91 -48.29 -46.78
[E{Cr(CO)5}4]3−
E-Cr 2.868 2.924 3.020 3.072
∆Eint -414.86 -386.85 -363.93 -351.75
∆Eprep 23.66 21.95 20.02 19.34
∆Eprep([E]
3−) 0.00 0.00 0.00 0.00
∆Eprep([Cr(CO)5]4) 23.66 21.95 20.02 19.34
-De (4 liaisons) -391.20 -364.90 -343.91 -332.41
-De -97.80 -91.22 -85.97 -83.10
-D0 (4 liaisons) -388.01 -361.98 -341.12 -330.00
-D0 -97.00 -90.49 -85.28 -82.50
Tab. 6.7 – Energies d’interaction, de dissociation de liaison et de pre´paration pour les
se´ries 5 et 6 (kcal/mol). D0 inclut les corrections de ZPE.
232
Etude the´orique de gros syste`mes : analyse de liaisons et mode´lisation
6.5.2 Re´sultats de la de´composition de l’e´nergie d’interaction
avec contraintes de syme´trie
C2v P As Sb Bi
[HE{Cr(CO)5}2]
E-Cr 2.297 2.400 2.575 2.666
∆Eint -126.07 -114.26 -105.08 -94.57
∆EPauli 243.90 217.83 219.99 206.03
∆Eelstat -207.63 (56.12%) -186.92 (56.28%) -190.46 (58.58%) -179.99 (59.87%)
∆Eorb -162.34 (43.87%) -145.17 (43.71%) -134.61 (41.41%) -120.61 (40.12%)
∆EA1 -28.78 -23.22 -23.26 -17.17
∆EB1 -59.99 -50.82 -38.34 -30.33
∆EB2 -69.10 -68.49 -70.37 -71.14
∆EA2 -4.48 -2.63 -2.64 -1.98
∆Eprep 40.43 36.87 32.24 30.08
∆Eprep(HE) 34.20 31.99 28.06 26.63
∆Eprep([Cr(CO)5]2) 6.23 4.88 4.18 3.45
-De (2 liaisons) -85.64 -77.39 -72.84 -64.49
-De -42.82 -38.70 -36.42 -32.25



















Tab. 6.8 – Re´sultats de la de´composition de l’e´nergie d’interaction (kcal/mol) pour la
se´rie 1.
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C2v P As Sb Bi
[H2E{Cr(CO)5}2]−
E-Cr 2.498 2.595 2.736 2.838
∆Eint -134.35 -127.51 -124.33 -116.49
∆EPauli 264.56 236.27 256.88 233.41
∆Eelstat -267.64 (67.09%) -242.84 (66.75%) -251.28 (65.91%) -230.23 (65.79%)
∆Eorb -131.28 (32.9%) -120.94 (33.24%) -129.94 (34.08%) -119.67 (34.2%)
∆EA1 -31.59 -26.20 -28.23 -20.01
∆EB1 -7.52 -6.43 -6.01 -4.75
∆EB2 -87.18 -84.59 -92.22 -92.50
∆EA2 -4.99 -3.72 -3.48 -2.41
∆Eprep 5.01 4.37 4.26 3.67
∆Eprep([H2E]
−) 0.18 0.18 0.17 0.11
∆Eprep([Cr(CO)5]2) 4.83 4.19 4.09 3.56
-De (2 liaisons) -129.34 -123.14 -120.07 -112.82
-De -64.67 -61.57 -60.04 -56.41



















Tab. 6.9 – Re´sultats de la de´composition de l’e´nergie d’interaction (kcal/mol) pour la
se´rie 2.
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C2v P As Sb Bi
[ClE{Cr(CO)5}2]
E-Cr 2.292 2.385 2.555 2.643
∆Eint -116.78 -108.48 -102.81 -93.96
∆EPauli 238.42 216.54 219.32 205.97
∆Eelstat -202.67 (57.05%) -185.88 (57.19%) -191.13 (59.33%) -181.03 (60.35%)
∆Eorb -152.54 (42.94%) -139.14 (42.8%) -131.01 (40.66%) -118.89 (39.64%)
∆EA1 -32.84 -27.90 -26.46 -20.35
∆EB1 -51.04 -44.41 -34.64 -28.44
∆EB2 -63.69 -63.73 -66.84 -67.75
∆EA2 -4.97 -3.09 -3.07 -2.36
∆Eprep 28.57 34.42 30.08 28.46
∆Eprep(ClE) 21.23 28.61 25.69 24.82
∆Eprep([Cr(CO)5]2) 7.34 5.81 4.39 3.64
-De (2 liaisons) -88.21 -74.06 -72.73 -65.50
-De -44.11 -37.03 -36.37 -32.75



















Tab. 6.10 – Re´sultats de la de´composition de l’e´nergie d’interaction (kcal/mol) pour la
se´rie 3.
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C2v P As Sb Bi
[Cl2E{Cr(CO)5}2]−
E-Cr 2.459 2.538 2.677 2.764
∆Eint -118.27 -112.18 -115.15 -107.74
∆EPauli 224.84 211.65 234.72 221.11
∆Eelstat -229.37 (66.84%) -216.13 (66.74%) -232.81 (66.54%) -218.65 (66.48%)
∆Eorb -113.74 (33.15%) -107.69 (33.25%) -117.06 (33.45%) -110.21 (33.51%)
∆EA1 -28.05 -23.27 -24.57 -17.66
∆EB1 -10.19 -9.05 -8.45 -6.88
∆EB2 -70.30 -71.67 -80.68 -83.07
∆EA2 -5.20 -3.70 -3.36 -2.60
∆Eprep 5.76 6.69 6.81 10.35
∆Eprep([Cl2E]
−) 0.98 2.80 3.53 7.43
∆Eprep([Cr(CO)5]2) 4.78 3.89 3.28 2.92
-De (2 liaisons) -112.51 -105.49 -108.34 -97.39
-De -56.26 -52.75 -54.17 -48.70



















Tab. 6.11 – Re´sultats de la de´composition de l’e´nergie d’interaction (kcal/mol) pour la
se´rie 4.
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C3v P As Sb Bi
[E{Cr(CO)5}3]−
E-Cr 2.457 2.553 2.714 2.803
∆Eint -223.24 -212.43 -201.80 -192.28
∆EPauli 408.97 382.30 398.22 387.74
∆Eelstat -409.37 (64.75%) -384.78 (64.69%) -385.87 (64.31%) -373.47 (64.38%)
∆Eorb -222.84 (35.24%) -209.95 (35.3%) -214.15 (35.68%) -206.55 (35.61%)
∆EA1 -41.49 -34.56 -32.02 -22.45
∆EE -177.97 -172.37 -179.49 -181.67
∆EA2 -3.38 -3.02 -2.63 -2.43
∆Eprep 59.01 52.84 43.44 39.51
∆Eprep([E]
−) 29.52 27.78 24.39 22.80
∆Eprep([Cr(CO)5]3) 29.49 25.06 19.05 16.71
-De (3 liaisons) -164.23 -159.59 -158.36 -152.77
-De -54.74 -53.20 -52.79 -50.92

















Tab. 6.12 – Re´sultats de la de´composition de l’e´nergie d’interaction (kcal/mol) pour la
se´rie 5.
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D2d P As Sb Bi
[E{Cr(CO)5}4]3−
E-Cr 2.910 2.975 3.066 3.157
∆Eint -500.74 -503.21 -450.02 -429.45
∆EPauli 648.78 583.05 726.10 722.24
∆Eelstat -693.52 (60.33%) -649.48 (59.79%) -728.61 (61.95%) -716.15 (62.18%)
∆Eorb -456.00 (39.66%) -436.78 (40.20%) -447.51 (38.04%) -435.54 (37.81%)
∆EA1 -32.18 -27.92 -27.53 -20.55
∆EB2 -94.19 -93.42 -101.47 -105.70
∆EE -301.04 -288.33 -295.86 -289.33
∆EA2 -14.64 -13.91 -11.51 -10.10
∆EB1 -13.95 -13.21 -11.14 -9.86
∆Eprep 42.42 39.37 33.78 30.14
∆Eprep([E]
3−) 0.00 0.00 0.00 0.00
∆Eprep([Cr(CO)5]4) 42.42 39.37 33.78 30.14
-De (4 liaisons) -458.32 -463.84 -416.24 -399.31
-De -114.58 -115.96 -104.06 -99.83















Tab. 6.13 – Re´sultats de la de´composition de l’e´nergie d’interaction (kcal/mol) pour la
se´rie 6.
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Conclusion
Dans un premier chapitre, j’ai pre´sente´ les the´ories et les mode`les de la chimie quan-
tique qui forment le cadre des calculs mene´s durant ma the`se.
Dans un deuxie`me temps, le formalisme des pseudopotentiels de groupe a e´te´ de´veloppe´.
Un e´tat des lieux succints sur les potentiels mole´culaires a e´te´ dresse´ avant de prendre
l’exemple du carbonyle pour expliquer la me´thode d’extraction d’un pseudopotentiel de
groupe. Une me´thode syste´matique et efficace d’obtention d’un ope´rateur pseudopotentiel
de bonne qualite´ a e´te´ propose´e. Dans ce second chapitre, j’ai commente´ l’implantation
de cette me´thode dans le code d’extraction. Enfin, les principaux re´sultats concernant le
pseudocarbonyle ont e´te´ donne´s en guise d’introduction a` l’article paru sur le sujet. Le
travail sur le carbonyle m’a confronte´ a` un certain nombre de proble`mes. Par exemple,
l’apparition de l’orbitale de syme´trie A1 dans le spectre du Ni(CO)4 duˆ a` l’utilisation de
l’EGP CO#1 m’a contrainte a` re´fle´chir sur la forme de l’ope´rateur ŴEGP correspondant.
Ce travail a permis de mieux comprendre la fonction et les effets des projecteurs qui
constituent ŴEGP. En outre, la validite´ des pseudocarbonyles extraits a e´te´ prouve´e sur
des proble`mes de structures et de calculs d’e´tats excite´s.
Le troisie`me chapitre a expose´ les premie`res conclusions a` l’usage des EGP pour sa-
turer les liaisons pendantes de la frontie`re dans les calculs hybrides de type ONIOM. Des
calculs sur le cluster Si26H54 avec la me´thode ONIOM et avec la me´thode ONIOM et les
EGP Si# pour saturer la frontie`re entre la partie QM(HF) et la partie MM(UFF) ont e´te´
mene´s. J’ai montre´ que les calculs ONIOM a` deux couches en utilisant les EGP pour sa-
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turer la frontie`re (ONIOM2EGP ) donnent des re´sultats de qualite´ comparable a` ONIOM2
mais pour un couˆt plus faible. La me´thode ONIOM2EGP peut eˆtre envisager comme une
alternative a` un calcul ONIOM a` trois couches, la couche interme´diaire e´tant remplace´e
par l’utilisation des EGP.
Les trois derniers chapitres ont e´te´ consacre´s a` des e´tudes de liaisons chimiques graˆce
a` la me´thode EDA de de´composition de l’e´nergie d’interaction.
Dans le chapitre 4, j’ai pre´sente´ la me´thode de de´composition utilise´e en l’illustrant
graˆce a` l’exemple de l’e´tude de l’acidite´ des haloge´nures de bore BF3 et BCl3. La liaison
B-N plus forte dans Cl3B-NH3 que dans F3B-NH3 est due aux interactions covalentes plus
efficaces entre BCl3 et NH3. En effet, la LUMO de BCl3 est plus basse en e´nergie que celle
de BF3. Ainsi, elle est e´nerge´tiquement plus proche de l’orbitale d’inte´reˆt du donneur ce
qui conduit a` une interaction plus forte que dans le cas de BF3.
Dans le chapitre 5, j’ai compare´ le mode de liaison des ligands donneurs phosphines
et amines avec des fragments me´talliques ou des fragments EX3 avec E= B, Al et X=
H, Cl et CH3. D’abord, la possibilite´ de re´trodonation explique que les liaisons M-PY3
sont plus fortes que les liaisons Al/B-PY3. De plus, la re´trodonation est un phe´nome`ne
important pour comprendre la liaison des phosphines car les orbitales 3d du phosphore
sont accessibles alors qu’elles ne le sont pas pour les amines. En outre, l’hybridation de
la paire-libre sur P ou N influence le mode de liaison : plus le caracte`re p est de´veloppe´
plus les interactions sont efficaces.
Enfin, le chapitre 6 a traite´ de mole´cules au sein desquelles les e´le´ments P, As, Sb et
Bi du groupe 15 ont un mode de liaison inhabituel avec plusieurs fragments me´talliques
de chrome. J’ai montre´ que le terme covalent est caracte´ristique de la liaison E-Cr dans
les diffe´rents complexes e´tudie´s. Cependant, le terme e´lectrostatique domine le total des
interactions attractives. En outre, malgre´ l’encombrement ste´rique, les liaisons E-Cr sont
les plus fortes pour les compose´s [E{Cr(CO)5}4]3−.
Le travail d’extraction d’un EGP pour le carbonyle ainsi que les e´tudes de de´composition
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de l’e´nergie d’interaction pour des compose´s contenant un e´le´ment du groupe 15 peuvent
servir d’e´tudes pre´liminaires a` la construction de pseudopotentiels pour les phosphines.
Le carbonyle est un pi-acide plus fort que n’importe quelles phosphines :
NO+ >CO>PF3 >RNC>PCl3 >P(OR)3 >PR3 >RCN>NH3. Le crite`re de se´parabilite´
sur lequel la me´thode des EGP est base´e, est plus fort pour les phosphines que pour le
carbonyle. Ainsi, on peut espe´rer obtenir des EGP pour les phosphines de qualite´ au moins
aussi bonne que pour le carbonyle. Les pseudopotentiels pour P(R1)(R2)(R3) peuvent eˆtre
envisage´s de trois fac¸ons diffe´rentes :
1. construire des pseudopotentiels P# pour chaque phosphine,
2. utiliser des phosphores pseudosubstitue´s P(R#1)(R#2)(R#3),
3. construire un pseudopotentiel P# universel extrait sur PH3 et traiter les substituants
R1,R2 et R3 graˆce a` une me´thode hybride. Si on choisit une me´thode QM/MM, les
re´sultats seront performants si l’essentiel des effets des substituants est ste´rique.
De plus, les me´thodes de de´composition de l’e´nergie d’interaction peuvent eˆtre utiles
a` plusieurs niveaux de la construction d’un EGP. En amont, elles permettent d’identifier
plus pre´cisement la nature des orbitales actives et le mode de liaison des groupes dont
on veut extraire un pseudopotentiel. Ensuite, les termes de la de´composition de l’e´nergie
d’interaction pourraient servir de donne´es pour ajuster les proprie´te´s du pseudogroupe.
A l’heure actuelle, aucun terme pour rendre-compte des effets ste´riques et de la distance
EGP-(partie active) n’est inte´gre´ a` l’ope´rateur EGP. Mais, les parame`tres de ces termes
pourraient eˆtre ajuste´s de fac¸on a` ce que l’EGP reproduise les diffe´rentes contributions
e´nerge´tiques issues d’une analyse de de´composition de l’e´nergie d’interaction.
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Theoretische Untersuchungen an großen Systemen : Modellierung und Bindungsanalyse
Ein Ziel der vorliegenden Arbeit ist ein tieferes quantenchemisches Versta¨ndnis der Phosphin-Gruppe,
um ein EGP fu¨r diese Ligandengruppe modellieren zu ko¨nnen. Nach einer allgemeinen Einfu¨hrung in die
Quantenchemie wird die EGP-Methode am Beispiels der Carbonyl-Gruppe, erla¨utert. Anschließend wird
die Mo¨glichkeit untersucht, ob EGPs eingesetzt werden ko¨nnen, um die Grenzregion zwischen der QM-
und der MM-Region in einer QM/MM-Hybrid-Methode korrekt zu beschreiben. Zu diesem Zweck wer-
den ONIOM-Rechnungen durchgefu¨hrt, bei denen in einer Modellverbindung die SiH3-Gruppe durch ein
Pseudopotential modelliert wird. Ein zweiter umfangreicher Teil bescha¨ftigt sich mit der Anwendung der
EDA (Energy Decomposition Analysis). Nach einer kurzen Beschreibung der Methode wird sie verwendet,
um die Gru¨nde fu¨r die niedrigere Lewis-Sa¨ure-Sta¨rke von BF3 im Vergleich zu BCl3 in der Verbindung
mit NH3 aufzuzeigen. Anschließend wird die EDA auf große Systeme, die Phosphor-Liganden enthalten,
angewandt. Zuna¨chst werden Donor/Akzeptor-Komplexe der Phosphin-Liganden mit Bor, Aluminium
und U¨bergangsmetallen der Gruppe 6 (Chrom, Molybda¨n und Wolfram) beschrieben. Im Folgenden wird
ein Chrom-Komplex mit Hilfe der EDA untersucht, wobei die Phosphoratome der Stammverbindung
durch die ho¨heren Homologen (Arsen, Antimon und Bismut) ausgetauscht wurden. Abschließend wurden
alle Ergebnisse nochmals kurz zusammengefasst und ein Ausblick fu¨r mo¨gliche, weiterfu¨hrende Arbeiten
gegeben.
Theoretical study of large systems : bonding analysis and modeling
The aim of this Phd work was to get an insight into phosphine groups in order to model them by Effec-
tive Group Potentials (EGP). After a concise report of the main approximations and theories of quantum
chemistry, the design of a pseudopotential for the carbonyl group is carried out. This particular case
helps to explain the EGP method. Following this a preliminary overview of the hybrid methods is shown.
Subsequently the possibility of using pseudopotentials to treat the frontier between QM and MM regions
working with hybrid methods is investigated. The ONIOM method and the pseudopotential replacing
SiH3 are chosen to carry out the first tests. Next there is an introduction for energy partition analysis.
The usefulness of this kind of method in attempting to find out why the trihalide boron compound BF3
is a weaker Lewis acid than BCl3 with respect to strong Lewis bases as NH3 is illustrated. Afterwards the
results using energy decompositions on various compounds containing phosphorus is detailed. The amine
and phosphine groups in different donor-acceptor complexes (metallic complexes or complexes containing
boron and aluminum) are detailed. The final chapter deals with the molecules in which the elements P,
As, Sb and Bi of group 15 are bonded to chromium metallic fragments in an unusual way. The conclusion
details the original results of this work before revealing possible developments.
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L’objectif de cette the`se e´tait de travailler sur les groupements phosphines afin de mode´liser
ces groupements par des pseudopotentiels de groupe (EGP).
Apre`s un court expose´ des principales the´ories et approximations de la chimie quantique, nous
exposons la me´thode des pseudopotentiels de groupe a` travers l’exemple de l’extraction d’un
pseudopotentiel pour le groupe carbonyle. Dans un deuxie`me temps, nous rapportons les e´tudes
et travaux pre´liminaires a` l’utilisation des pseudopotentiels de groupe pour traiter la frontie`re
entre re´gion QM et re´gion MM dans les me´thodes hybrides. La me´thode ONIOM et un pseu-
dopotentiel de SiH3 ont e´te´ choisis pour re´aliser les premiers tests. Ensuite, nous donnons une
introduction aux me´thodes de partition de l’e´nergie d’interaction. Cette introduction se base sur
un exemple d’utilisation de ces me´thodes pour apporter une re´ponse au proble`me de l’acidite´ de
Lewis du trihaloge´nure de bore BF3 plus faible que celle de BCl3 par rapport aux bases fortes
comme NH3. Apre`s cela, nous exposons l’essentiel des re´sultats de de´composition de l’e´nergie de
diffe´rents compose´s contenant du phosphore. D’abord, nous comparons les groupements amines
et phosphines dans divers complexes donneur-accepteur : des complexes de bore et d’aluminium,
des complexes des me´taux Cr, Mo et W. Enfin, le chapitre 6 traite de mole´cules au sein des-
quelles les e´le´ments P, As, Sb et Bi du groupe 15 ont un mode de liaison inhabituel avec plusieurs
fragments me´talliques de chrome. La conclusion reprend les re´sultats originaux obtenus avant
de pre´senter les de´veloppements futurs.
Mots-cle´s
Pseudopotentiels de groupe Mode´lisation
Me´thodes hybrides De´composition de l’e´nergie
Acteur/Spectateur Complexes donneur-accepteur
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