A well-known result in the Bayesian inventory management literature is: If lost sales are not observed, the Bayesian optimal inventory level is larger than the myopic inventory level (one should "stock more" to learn about the demand distribution). This result has been proven in other studies under the assumption that inventory is perishable, so the myopic inventory level is equal to the Bayesian optimal inventory level with observed lost sales. We break that equivalence by considering nonperishable inventory. We prove that with nonperishable inventory, the famous "stock more" result is often reversed to "stock less," in that the Bayesian optimal inventory level with unobserved lost sales is lower than the myopic inventory level. We also prove that making lost sales unobservable increases the Bayesian optimal inventory level; in this specific sense, the famous "stock more" result of other studies generalizes to the case of nonperishable inventory.
Introduction
Imagine a retailer purchasing inventory for an innovative product. If the retailer runs out of stock, customers may accept a substitute or choose not to purchase. The optimal inventory level for the product depends on both the demand distribution and substitution probability. Furthermore, the choice of inventory level affects the sales data and customer behavior observed by the retailer, and thus shapes the retailer's opportunity for learning about the demand distribution and substitution probability. This paper provides insights and guidelines for dynamically managing the inventory of an innovative product while learning about the demand distribution and substitution probability.
The early literature on Bayesian inventory management for a single item with unknown demand distribution assumes that the item is nonperishable and customer demand is observed perfectly (Scarf 1959 , Azoury 1985 , Lovejoy 1990 ). These papers focus on methods to reduce the computational complexity of the statistical inventory control problem by exploring the conjugate prior distribution structure and the state-space reduction technique. A more recent stream of research on this topic has put more emphasis on the derivation of qualitative insights about how the presence of Bayesian learning affects the optimal inventory decision. Assuming the item is perishable, Harpaz et al. (1982) recognize that when lost sales are not observed, one should initially increase the inventory level to learn more about the demand distribution. Further assuming that demand has an exponential distribution with gamma prior on the mean, Lariviere and Porteus (1999) derive a closedform expression for the Bayesian optimal inventory level and confirm that it exceeds the Bayesian myopic inventory level in every period. Ding et al. (2002) and Lu et al. (2005 Lu et al. ( , 2006 extend this "stock more" result to perishable inventory systems with a general continuous demand distribution. Bensoussan et al. (2005) study a similar problem with Markovian demand.
Following this literature, we say that the "Bayesian myopic inventory policy" maximizes the currentperiod expected profit, pretending, in the case of nonperishable inventory, that the unsold unit can be returned at the (discounted) original cost. The expectation is taken with respect to updated prior distribution that incorporates all past demand observations. Using this policy, the myopic decision maker fails to account for the potential benefit of gathering information now to improve future-period profits and also fails to account for inventory interaction between periods. However, the myopic decision maker does update her choice of inventory level in every period based on past demand observations. We will subsequently use the terms "myopic inventory level" and "Bayesian myopic inventory level" interchangeably.
The myopic inventory policy has two properties that are important for our analysis. First, in the case of perishable inventory, assuming that the decision maker observes lost sales, the myopic inventory policy is identical to the Bayesian optimal inventory policy (Lariviere and Porteus 1999, Ding et al. 2002) . Second, in managing nonperishable inventory with an infinite horizon, the "optimal inventory policy without Bayesian updating is a stationary policy with inventory level equal to the initial myopic inventory level" (Heyman and Sobel 1984, p. 66, Proposition 3-1) . Therefore, assuming the planning horizon is sufficiently long for the nonperishable inventory case, all statements below regarding the myopic inventory level in the initial period are also true when one substitutes the optimal inventory level without Bayesian learning. Specifically, when the myopic inventory level is lower (higher) than the Bayesian optimal inventory level, one should stock more (stock less) to account for the opportunity to learn about the demand distribution and substitution probability.
We extend the Bayesian inventory management literature in three directions. The first is to work with general discrete demand distributions. Most of the literature on Bayesian inventory management assumes a continuous demand distribution. We find the assumption of discrete demand simplifies many of our proofs.
Second, we relax the perishability assumption, which destroys the equivalence between the myopic inventory level and the Bayesian optimal inventory level with observed lost sales. We show that the "stock more" result in Harpaz et al. (1982) , Lariviere and Porteus (1999) , and Ding et al. (2002) is often reversed to "stock less" when the Bayesian optimal inventory level with unobserved lost sales is compared with the myopic inventory level. That is, with unobserved lost sales and nonperishable inventory, one should often stock less than the myopic inventory level to reduce the risk of overstocking in the subsequent periods. However, when the comparison is made between the Bayesian optimal inventory level with unobserved lost sales and the Bayesian optimal inventory level with observed lost sales, we show that the "stock more" result in Harpaz et al. (1982) , Lariviere and Porteus (1999) , and Ding et al. (2002) generalizes to the case of nonperishable inventory. That is, making lost sales unobservable increases the Bayesian optimal inventory level, regardless of whether inventory is perishable or nonperishable.
The latter insight is useful for computing effective inventory levels in practice. Exact computation of the Bayesian optimal inventory level with unobserved lost sales is tractable only within a limited newsvendor distribution family (Lariviere and Porteus 1999) . In contrast, with observed lost sales, the Bayesian optimal inventory level is relatively easy to compute using the results in Azoury (1985) and Lovejoy (1990) , which apply for a broad class of demand distributions. Therefore, our result that observing lost sales reduces the Bayesian optimal inventory level provides a useful lower bound for heuristic management of nonperishable inventory with unobserved lost sales.
The third direction in which we extend the Bayesian inventory management literature is to consider the effect of learning about the probability that a customer will accept a substitute product. Intuitively, one learns more about the substitution probability by lowering the inventory level and thus forcing more customers to consider the substitute product. We show that this intuitive insight is valid when lost sales are observed, but is not generally true when lost sales are unobserved.
In §2, we follow Nahmias and Smith (1994) and model customers' decisions to accept a substitute when the product is out of stock by a series of independent and identically distributed (i.i.d.) Bernoulli trials. Increasing the substitution probability reduces the expected underage cost and thus reduces the optimal inventory level. Assuming that the substitution probability and unknown parameter of the demand distribution are subject to a joint prior belief, we make comparisons among the Bayesian optimal inventory level with observed lost sales and with unobserved lost sales and the myopic inventory level. The results are summarized in Table 1 .
For analytic tractability, we assume that the substitute product is always available and the substitution decision is observed. Many researchers have addressed joint inventory management for multiple products under customer substitution without the added complexity of Bayesian learning. This work can be categorized into papers that assume centralized control (Parlar and Goyal 1984, Ernst and Kouvelis 
Notes. y O denotes the Bayesian optimal inventory level with observed lost sales, y U the Bayesian optimal inventory level with unobserved lost sales, and y M the myopic inventory level. "≷" indicates that the relationship could be either "greater than" or "less than" depending on the cost structure and relative uncertainties.
1999, Noonan 1995 , Agrawal and Smith 1998 , Smith and Agrawal 2000 , Rajaram and Tang 2001 , Mahajan and van Ryzin 2001a and papers with inventory competition between multiple retailers (Parlar 1988 , Wang and Parlar 1994 , Lippman and McCardle 1997 , Mahajan and van Ryzin 2001b , Netessine and Rudi 2003 . Mahajan and van Ryzin (1999) provide a more detailed description of the literature on inventory management under customer substitution.
For complex systems with multiple products or capacity constraints, the Bayesian approach becomes intractable and maximum likelihood estimators (MLEs) are commonly employed. For example, for a multiproduct inventory system with a Poisson demand process and periodic observation of inventory levels, Anupindi et al. (1998) apply the expectationmaximization (EM) algorithm to compute MLEs for the demand rate for each product and substitution probabilities. For a single item with capacitated production and two distribution channels, Armony and Plambeck (2005) investigate the systematic errors in the MLEs for demand rate, and the reneging rate and the consequent errors in capacity investment caused by unsuspected duplicate ordering.
In §3, we consider a capacitated production-inventory system (M/M/1 make-to-stock queue with balking) under continuous review. We compute MLEs for the demand rate and probability p that when the product is out of stock, a customer will choose to wait for the product rather than balk. Accepting a raincheck for delivery of the product at some later time is a common type of substitution. For any finite time horizon, when lost sales (customers that balk) are not observed, the accuracy of the MLE for is monotonically increasing in the base-stock inventory level and production rate, but the accuracy of p is not. With observed lost sales, the accuracy of the MLE for does not depend on the base-stock level, and the accuracy of the MLE for p is monotonically decreasing in the base-stock level and production rate. It follows that with observed lost sales, one should initially reduce the inventory level or production rate to improve the accuracy of the MLE for p, which, in turn, will improve future decision making. These results for the capacitated production-inventory system reinforce the results for Bayesian inventory management summarized in Table 1 .
Bayesian Inventory Management
This section considers periodic review Bayesian inventory management for a product with unknown demand distribution and unknown stockout-based substitution probability. Without imposing any distributional assumptions, we compare the Bayesian optimal inventory level with observed lost sales, the Bayesian optimal inventory level with unobserved lost sales, and the myopic inventory level. We first study the relatively simple case with learning only about the demand distribution, then study the case with learning about the demand distribution and substitution probability.
Model
The product will be stocked and sold for N periods. At the beginning of each period i (i = 1 N ), the inventory manager selects an inventory level for the product. The inventory level is achieved immediately after the decision (we are assuming a negligible delivery lead time from the supplier). For each unit of the product, the production cost is c and the selling price is r, with r > c > 0. At the end of each period, a unit holding cost h is charged to any leftover stock. As a base case, we assume that the inventory is nonperishable and can be used to satisfy demand in subsequent periods. At the end of the selling season, i.e., in period N + 1, we assume that any unsold inventory will be salvaged at a unit value of c s , with c s ≤ c. If the demand during a period exceeds the inventory level, the manager is charged a stockout penalty q per unit of shortage. In addition, each customer who arrives when the product is out of stock is offered a substitute product. If a customer accepts the substitute, then the manufacturer receives a contribution margin of m per unit from selling the substitute. To avoid triviality, we assume that r − c ≥ m, which guarantees that selling the product from inventory makes economic sense. (Accepting a rain check for delivery at the end of the period is a common type of substitution. In this case, the margin m is the product selling price r less the production cost c and any expediting/handling cost.) The objective of the inventory manager is to maximize total discounted expected profit. We denote the discount factor by (0 ≤ < 1).
The demand in each period is independently and identically generated by a general nonnegative discrete demand distribution. The probability mass function of the demand distribution is denoted by f , = 0 1 2 where is an unknown parameter (or vector of unknown parameters) with ∈ . In a period when stockout occurs, each unit of excess demand generates an independent Bernoulli trial: Each customer is willing to accept the substitute with probability p and becomes a lost sale with probability 1 − p.
Let z denote the starting inventory, y the chosen inventory level, and X the random total quantity sold, including sales of the substitute product caused by stockout (x will be used to denote the realization of total quantity sold).
For the moment, suppose that the manager observes all customer demand (including any lost sales). In other words, for each period, the manager observes not only the total sales x, but also the demand realization . Given values of and p, and an inventory level of y, the likelihood of observing demand realization and sales x in a period is
Analogously, if lost sales are not observed (i.e., the manager only observes sales of the regular product and, in the event of stockout, the number of customers that accept the substitute), the likelihood of observing total sold quantity x can be written as
When p = 0, (2) becomes
which is the discrete demand version of the lostsales case (without substitution) studied in Harpaz et al. (1982) , Lariviere and Porteus (1999) , and Ding et al. (2002) . On the other hand, if p = 1, we have f y X x p = f x for all x ≥ 0, which means that the quantity sold in a period is an exact observation of the demand. Likelihood functions (1) and (2) will be used to update the posterior distribution in the observed and unobserved lost-sales cases, respectively.
The expected profit for a single period as a function of the demand parameter and substitution probability p is (by straightforward algebra)
where¯ is the mean demand given density f . Let v i z p denote the maximum total discounted expected profit over periods i N with z units of on-hand inventory at the beginning of period i as a function of the demand parameter and substitution probability p. We assume that the on-hand inventory is zero at the beginning of Period 1. Using a well-known simplifying technique (see Heyman and Sobel 1984, p. 79) , we can write the optimality equations as
where
Now assume that, starting in Period 1, and p are not known but are subject to certain independent prior distributions, i.e., the joint prior distribution 1 p = 1 · 1 p , with 1 and 1 p being the marginal density for and p, respectively. Given a joint prior distribution i p for period i, the posterior distribution calculated from the demand information observed in period i is used as the prior distribution i+1 p for the subsequent period i + 1. Hence, given a specific Bayesian prior updating scheme, the optimality equations for the Bayesian inventory management can be expressed as
From the optimality equations (4), it is also useful to denote the objective function for each period as for i = 1 N − 1,
For each period i, the maximum is attained at some finite integer value(s) of y (because the expected profit goes to − as y goes to ). We denote the Bayesian optimal inventory level with unobserved lost sales as y U , the Bayesian optimal inventory level with observed lost sales as y O , and the myopic inventory level as y M . We designate the same superscripts "U ," "O," and "M" to the value functions v i · · and objective functions G i · · for these three cases, respectively. Below are detailed descriptions of the Bayesian updating schemes with observed and unobserved lost sales.
2.1.1. Observed Lost-Sales Case. Let us denote the marginal distribution of the joint prior distribution i p for period i by i and i p for and p, respectively. Given observations of x and inventory level y for period i, the posterior distribution density i+1 p x y i can be updated using the likelihood function (1) according to Bayes' rule:
Hence, the updated prior distributions of and p for Period 2 are also independent. By induction, the updated prior distributions of and p of all subsequent periods are independent. The Bayesian updating of and p can thus be performed separately based on their respective marginal distributions. This clean updating process is a result of the observability of lost-sales information: Full information is available for each parameter-updating scheme and thus prevents them from tangling up. For ease of notation, in the rest of the paper either i+1 p − y x − y or i+1 p will be shorthand for i+1 p −y x −y i p whenever the meaning is clear from the context.
Unobserved Lost-Sales
Case. Now let us consider the unobserved lost-sales case. For period i, let i p be the joint prior distribution density of and p and y be the inventory level selected. If total sales x is observed in period i, the posterior distribution density of and p is given by the following equation, according to Bayes' rule and likelihood function (2):
For ease of notation, in the rest of the paper we write i+1 p x y i p with the shorthand expression i+1 p x y or i+1 p x in the case of x < y (because the posterior is not affected by y) whenever the meaning is clear from the context. As we can see from likelihood function (2) and updating scheme (6), unlike the observed lost-sales case, the posteriors for and p are mixed up once x ≥ y is observed.
Updating Demand Parameter Only
In this section, we consider the case that only demand parameter is updated and the substitution probability p is assumed known. When lost sales are not observed, the general consensus in the literature is that one should stock more than the myopic inventory level to increase the probability of observing an exact demand realization (Harpaz et al. 1982 , Lariviere and Porteus 1999 , Ding et al. 2002 . However, this insight is derived based on the assumption that inventory is perishable (cannot be carried over to the next period). We relax the perishability assumption in this section.
We first show that this stock more result remains valid when the Bayesian optimal inventory level with unobserved lost sales is compared to that with observed lost sales. However, when the Bayesian optimal inventory level with unobserved lost sales is compared to the myopic inventory level, we show examples in which the opposite result (stock less) holds. In these examples, one should reduce the inventory level to mitigate the risk of overstocking in the subsequent periods.
Define
It is easy to verify that for the case with observed lost sales, we have,
It is straightforward to verify through backward induction that G O i y i are concave in y (see Scarf 1959 for the continuous demand distribution case).
For the case with unobserved lost sales, we have,
The concavity of G U i y i is difficult to establish for general distributions. However, we can establish the following result:
N , y ≥ 0, and any , the following holds:
in other words, the expected future value function is increasing in the current-period inventory level y (expectation taken when demand exceeds y).
The proof of Proposition 1 is in the appendix. Proposition 1 shows that if p is known, then, conditional on the event that demand exceeds the currentperiod inventory level y, stocking an additional unit above y will always increase the discounted expected profit in future periods-because the manager will observe one more unit of customer demand.
If the product were perishable, the second terms of (7) and (8) 
x . We show it by backward induction. It is easy to verify that given the same prior distribution N , these above claims hold. Now, assume that these are true for case i + 1; i.e., given any prior i+1 , we have y
for all y ≥ 1. A key observation is that given the same prior i at the beginning of period i, the updated posterior i+1 x after observing sales x (with x < y) for both the observed and unobserved lost-sales cases remains identical. Hence, we can successfully apply the induction assumption of period i + 1. Specifically, we consider three cases:
Hence, the optimal decision in the observed lost-sales case is to place zero order. As a result,
For the unobserved lost-sales case, however, G U i+1 · · is not necessarily concave. Therefore, there exist two scenarios when starting inventory in period i + 1 is z: (a) do not order, or (b) place an order to an inventory level greater than z.
In scenario (a), we have
where the inequality follows from the fact that v
because the latter is nonpositive as shown in (10).
Therefore, we have shown that v , for all y ≥ 1, and hence, y
Theorem 1 generalizes the observation in Harpaz et al. (1982) , Lariviere and Porteus (1999) , and Ding et al. (2002) that making lost sales unobservable increases the Bayesian optimal inventory level to allow for nonperishable inventory and partial lost sales (0 ≤ p ≤ 1). In general, lack of lost-sales information induces a Bayesian inventory manager to increase the inventory level to observe more exact demand.
Our derivation is based on a general discrete demand distribution. An analogous result holds for general continuous demand distributions, but the analogous proof requires more notation and is more complex.
Theorem 1 provides a relatively easy-to-compute lower bound on the Bayesian optimal inventory level for systems with unobserved lost sales and nonperishable inventory setting (which is only tractable within a limited newsvendor distribution family; see Lariviere and Porteus 1999) . Ideally, one can leverage the Bayesian optimal inventory level with observed lost sales (which is tractable for much broader distribution families; see Azoury 1985 and Lovejoy 1990) to obtain approximate solutions to the much harder unobserved lost-sales case. Designing efficient computational methods to determine the Bayesian optimal inventory level is beyond the scope of this paper, but will be a natural extension following the line of this research work. Now let us compare the Bayesian optimal inventory level with the myopic inventory level. By the definition of myopic inventory level given in §1, we immediately have, for i = 1 N − 1,
When the inventory is perishable, we know that the Bayesian optimal inventory level with observed lost sales is equivalent to the myopic inventory level. Hence, by Theorem 1, the Bayesian optimal inventory level with unobserved lost sales is greater than the myopic inventory level.
When the inventory is nonperishable, comparing (7) with (11) and observing that v O i+1 z i+1
x ≤ 0 for all z ≥ 0, we find that the Bayesian optimal inventory level with observed lost sales is less than the myopic inventory level, i.e., y
If we compare (8) with (11), on the one hand, as shown in Proposition 1, the inventory manager wants to stock more than the myopic inventory level to observe exact demand if she knows the demand is going to be high. On the other hand, in case the realized demand is low, the inventory manager may be left with excess inventory after updating with the low-demand observation. In the latter case, the manager would prefer to stock less than the myopic inventory level (because
x f x p , the second term of (8) is negative due to the fact that v U i+1 z i+1
x ≤ 0 for all z ≥ 0). There is a trade-off between stocking more (to observe more demand information) and stocking less (to avoid excess inventory) when the product is nonperishable and the Bayesian optimal inventory level with unobserved lost sales is compared with the myopic inventory level.
The next result provides guidance about the conditions under which one should stock more than the myopic inventory level to account for the opportunity to learn about the demand distribution. Proposition 2 tells us that increasing the planning horizon tends to make the initial Bayesian optimal inventory level with unobserved lost sales rise above the myopic inventory level. However, with shorter horizons such as N = 2 periods, we commonly observe the "stock less" result.
2.2.1. Numerical Examples. Suppose that we have N = 2 periods to sell a nonperishable product. For simplicity, we assume that p = 0, i.e., all unmet demand is lost, and that the demand in each period follows an independent geometric distribution with an unknown parameter , subject to a beta prior with parameters and . It is straightforward to show that the predictive demand distribution for the first period is f 1 x = + + x / + + x + 1 , where · is the gamma function. If > 1, which we assume henceforth, then the mean of the predictive demand distribution equals / − 1 (see Johnson et al. 1992, p. 243) . Furthermore, if the demand realized in the first period is below the inventory level, i.e., x < y, the posterior for unknown parameter is beta distribution with parameters = + 1 and = +x; otherwise, if demand is censored at y, the posterior is gamma with parameters = and = + y.
To illustrate the effect of the perishable inventory assumption on Bayesian inventory decisions, we assume that inventory is nonperishable but can be salvaged at the end of first period for c Given the salvaging option at the end of the first period, the optimal inventory policy for Period 2 (which is also the last period) is an L U -type, i.e., the manager would order up to L if z 2 < L (z 2 is the on-hand inventory at the beginning of Period 2); order nothing if L ≤ z 2 ≤ U ; and salvage inventory down to U if z 2 > U . The optimal Period 1 inventory level for either the Bayesian or myopic case cannot be expressed in closed form and is not necessarily equal to the orderup-to level L of Period 2, but it can be easily determined numerically in this two-period example. In particular, we assume that selling price r = 10, purchase cost c = c s = 2, holding cost h = 1, shortage cost q = 8, and discount factor = 1. The salvage value c Period 1 is / − 1 = 4.) Figure 1 illustrates the analytic result in Theorem 1: The Bayesian optimal inventory level with unobserved lost sales is weakly greater than that with observed lost-sales case. Figure 1 also shows that the Bayesian optimal inventory level with unobserved lost sales y U is less than the myopic level y M in most of the parameter region. Specifically, this stock less result holds for all salvage values c 1 s ∈ 1 1 9 and is reversed to stock more only when c 1 s > 1 9 which essentially corresponds to the case of perishable inventory. This illustrates that the penalty of overstocking (even with the first-period salvage option) tends to dominate the informational benefit of observing exact demand by increasing inventory.
This stock less result also holds for the exponential demand distribution. (Following Lariviere and Porteus 1999, we focus on the exponential distribution to obtain a closed-form expression for the Bayesian optimal inventory level with unobserved lost sales.)
Proposition 3 (Chen 2005). Suppose that the demand distribution is exponential and the product is nonperishable with the close-out salvage value equal to the original cost (c s = c). For a two-period problem with censored demand observation, the Bayesian optimal inventory level with unobserved lost sales is less than the myopic inventory level, i.e., y U
Derived in a two-period setting, this stock less result is the opposite of the stock more obtained in Lariviere and Porteus (1999) for the same model but with perishable inventory. The proof is in the first author's unpublished PhD thesis (Chen 2005) .
In conclusion, the stock less result is remarkably robust in our examples. Often, the Bayesian inventory manager will have less inventory than the myopic level because the potential cost of overstocking in subsequent periods (because demand is lower than initially anticipated) outweighs the potential informational gains from increasing inventory to observe a more exact realization of demand.
Updating Both Demand Parameter and
Substitution Probability p In this section, we study the case in which both demand parameter and substitution probability p are updated according to the Bayes rule. To differentiate this case from the cases studied in the previous section, we use the superscript "O2" and "U 2" to indicate the cases of updating both and p with observed and unobserved lost sales, respectively. Because the myopic inventory level in this case is equivalent to the previous section if the known p value is replaced by the prior mean of p in (11), we keep using the superscript "M" to indicate the myopic case in this section.
We first assume that the manager can observe any lost sales. This assumption is valid, for instance, when customer orders arrive through a call center or over the Internet and detailed order data is recorded. We have, for i = 1 N − 1,
where E K n · denotes expectation taken over random variable K with binomial distribution n p .
Proposition 4. Suppose that lost sales are observed. The ongoing expected value function for the next period increases with the number of substitution trials observed in the current period. For any period i ∈ 2
N , number of trials n ≥ 0 and prior i−1 p :
This result is derived based on the fact that when lost sales are observed, updating and p can be separated. The intuition behind it is that the greater the number of substitution trials, the greater the expected informational benefits from Bayesian updating. The proof together with two auxiliary lemmas, is given in the appendix. Applying Proposition 4 to (12), we immediately see that the last term is negative, which means one is induced to stock less inventory to increase the number of customer substitution trials.
Because 
Therefore, the optimal inventory levels for both (O2) and O are z in this case. As a result, for the (3) with h (the unit disposal/ salvage cost of the perishable product). Because no inventory is carried over to subsequent periods, the interaction between periods is based purely on information updating. We have
whereh andh N are replaced by h (the unit salvage cost of the perishable product). By arguments analogous to the proof of Proposition 4, we can show that for the perishable product case, Theorem 2 is derived based on a general discrete demand distribution. Assuming discrete rather than continuous demand, as in most of the Bayesian inventory literature, we can explicitly capture the customer substitution behaviors as independent Bernoulli trials and thus incorporate learning about the probability that customers will accept a substitute.
In summary, we have observed two beneficial effects from inventory reduction. First, reducing the inventory level increases the number of observations of customer substitution behavior and thus improves estimation of p (hence, y Eppen and Iyer (1997) study Bayesian inventory management of a fashion product (nonperishable during the selling season) with observed lost sales and allow for salvaging in any period. For a class of demand distributions that include normal, Poisson, and negative binomial, they prove that the optimal policy is of the form order-up-to L and salvage-downto U where L ≤ U When we allow for salvaging in every period in our model with general discrete demand and unknown substitution probability, the optimal policy is not necessarily of the (L U type because the expected total reward function for either ordering or salvaging is not necessarily concave in the inventory level y. The optimal inventory level y * i for period i after ordering or salvaging is a function, possibly complex, of the inventory remaining at the end of period i − 1. Nevertheless, Theorem 2 holds when we allow for salvaging in each period (see the online appendix 1 The proof follows the same basic line of 1 An online appendix to this paper is available on the Manufacturing & Service Operations Management website (http://msom.pubs. informs.org/ecompanion.html).
argument as the one above but is, of course, more complex. Now let us consider the case when lost sales are not observed. The first-order difference of the objective function for period i is given by
The second term in (13) is negative because v U 2 i+1 z i+1 p x ≤ 0 for all z ≥ 0, but the sign of the last term is no longer definite because Proposition 1 no longer holds when we update and p. As a result, making lost sales unobservable may either increase or decrease the Bayesian optimal inventory level (this is proven by the numerical examples immediately below). Qualitatively, from the observed lostsales case, we have shown that one should stock less inventory to better estimate p. However, in §2.2, we have shown that one would stock more to better estimate when lost sales are not observed. Having a better estimate of is also helpful in inferring p from observing the number of customers that chose the substitute (but not lost sales). The following specially constructed numerical examples and analytic result for the case of exponential demand shed some light on the conditions under which one should stock more versus less.
2.3.1. Special Examples. This subsection provides examples in which demand parameter is known, but one may either stock more or stock less than the myopic inventory level to estimate the substitution probability p.
Consider a two-period problem in which cost parameters are set as r = 10, c = 0, m = 10, q = 0, and h = 3. The unknown substitution probability p takes value in 0 2 0 9 , with a prior belief of Pr p = 0 2 = w and Figure 2 shows the Bayesian optimal inventory level with observed and unobserved lost sales as well as the myopic inventory level in the first period where the prior belief parameter w varies from 0 to 0.4. From this example, we see that the Bayesian optimal inventory level with unobserved lost sales is greater than or equal to the observed lost-sales case in all w values. However, the Bayesian inventory with unobserved lost sales can be either greater than (when w = 0 14) or less than (when w = 0 30) the myopic inventory level. One would stock more with unobserved lost sales in this example because of the need for reducing ambiguity about the number of customers who arrive after stockout. In particular, in the event that the number sold equals the inventory level, one cannot tell whether the realized demand was perfectly matched to the inventory level or whether it exceeded the inventory level but no customers were willing to substitute. In the former case, one did not learn anything about the customer substitution probability, and thus the posterior on p remains the same as the prior, while in the latter case, the posterior is shifted downward because one learns that customers are not likely to substitute. Without observing lost sales, one cannot discern which of these cases occurred, and thus it may be profitable to increase the inventory level to separate them-especially when the probability is high for the critical point where demand realization equals the myopic inventory level. From the above example, we make the following remark: Remark 1. Suppose that the demand distribution is known but the substitution probability is not known. If lost sales are not observed, in general, the Bayesian optimal inventory level may be either greater than or less than the myopic inventory level.
For the case when the demand parameter and substitution probability p are unknown, analysis of the unobserved lost-sales case is generally intractable. However, the two-period model with exponential demand distribution introduced in Proposition 3 of §2.2.1 is tractable. For this special case, we can identify the conditions under which the Bayesian optimal inventory level is greater than the myopic inventory level.
Proposition 5 (Chen 2005) . Suppose that the demand distribution is exponential and the product is perishable. For a two-period problem with censored demand observation and unknown p ∈ 0 1 , depending on the prior uncertainty and cost parameters, either of the following two claims hold exclusively:
(a) For any prior probability w ∈ 0 1 for p, the Bayesian optimal inventory level (with updating of both demand parameter and substitution probability p) is greater than the myopic inventory level, i.e., y The proof is in the first author's unpublished PhD thesis (Chen 2005) . Proposition 5 says that two scenarios can happen in this special setting: (a) The Bayesian inventory manager will stock more than the myopic level to learn about demand, regardless of her beliefs about the substitution probability (the "stock more" effect dominates the "stock less" effect); or (b) the Bayesian inventory manager may stock more or less, depending on the prior belief of the substitution probability. If p = 0 is likely, she stocks more because demand is more likely to be censored, and vice versa. Furthermore, as the contribution margin on the substitute increases, the Bayesian inventory manager will tend to stock less than the myopic inventory level because learning the substitution probability will increase expected profit in the following period.
In summary, when lost sales are not observed, the sign and magnitude of the deviation of the Bayesian optimal inventory level from the myopic inventory level depend on the value of active learning (i.e., the expected gain in future profit obtained by deviating from the myopic inventory level). This, in turn, depends on the prior uncertainty and cost structure of the underlying model. For instance, when the product is perishable, if the stockout penalty is high, the stock more effect tends to dominate the stock less effect because with high service level the chance of stockout is low; hence, the benefit of estimating the substitution probability becomes negligible.
Maximum Likelihood Estimation for a Capacitated System
In this section, we consider a system with constrained capacity, operated according to a base-stock policy.
Customers arrive according to a Poisson process with rate . Let Z t denote the inventory level in the system at time t. If Z t is positive, the arriving customer purchases one unit of the product. Otherwise, with probability p the customer will join the queue to purchase the product at a later time, and with probability 1 − p he or she will "balk" or leave the system without making a purchase. The inventory level is reviewed in continuous time, and when it falls below the base-stock level B, production starts. The production lead times are i.i.d. exponential with rate . Therefore, the system is essentially an M/M/1 maketo-stock queue with state-dependent arrival rates: It is if Z t > 0 and p otherwise. The process Z t is a continuous-time Markov chain with a state space of −2 −1 0 1 B . We denote the process in the steady state by Z and define = / . We begin by showing how operating costs and the optimal base-stock level vary with the probability p that customers will wait. The proofs of these results are elementary; hence, they are omitted.
Proposition 6. The steady-state distribution of Z t is given by
The steady-state probability that the product is out of stock is
Furthermore, P Z ≤ 0 is decreasing in the base-stock level B and increasing in the load factor .
Let h be the holding cost rate and r the foregone revenue on each of the lost sales. The system's longrun average cost rate is given by
The following proposition gives the optimal basestock level B * p as a function of the waiting probability p:
Bayesian optimization is intractable in this continuous-review queueing model. Instead, we derive MLEs and show how their rate of convergence varies with the base-stock level. Qualitatively, by modifying the base-stock level to increase the rate of convergence of the MLEs, the system manager rapidly "learns" about the demand rate and the probability that a customer is willing to wait.
Unobserved Lost-Sales Case
Suppose that when the product is out of stock, the manager observes customers that join the queue, but does not observe customers that balk. Let 1 t be the amount of time the product is out of stock during 0 t , and N 1 t the number of customers that join the queue and wait while the product is out of stock during 0 t . Finally, let ⇒ denote weak convergence. Proofs for Propositions 8 and 9 are given in the appendix.
Proposition 8. If is known, then the MLE for p is given byp
Proposition 8 establishes that the accuracy of the MLEp t is increasing in P Z ≤ 0 . Because P Z ≤ 0 is decreasing in B and increasing in , as shown in Proposition 6, we conclude that the accuracy ofp t is decreasing in B and increasing in . In other words, lowering the initial base-stock level B or reducing the production rate will lead to more accurate estimation of p. Hence, the manager should set the base-stock level below B * p during an experimenting period to increase the MLE accuracy.
When is unknown, one can derive similar MLEs and the weak convergence results. Let N 2 t denote the number of arrivals that occur while the product is in stock during 0 t , and let 2 t denote the amount of time that the product is in stock during 0 t .
Proposition 9. The MLEs for and p are given bŷ
Proposition 9 establishes that increasing the basestock level B (or the production rate ) will increase the accuracy ofˆ t , which is analogous to the stock more result in Theorem 1. However, the accuracy of p t is not monotonic in the base-stock level B (or the production rate ). For small B (or ), increasing B (or ) increases the accuracy ofp t (by improving the estimate of ). As B (or ) becomes very large,p t becomes less accurate because little waiting behavior is observed. This resembles the insights we obtained in §2.3.1.
Observed Lost-Sales Case
Suppose that all customer arrivals are observed. Then, the MLEs for and p becomeˆ t = A t /t andp t = N 1 t /A 1 t , where A t is the number of customers that arrive during 0 t , and A 1 t is the number of customers that arrive while the product is out of stock and must decide whether to wait or balk. Clearly, the choice of base-stock level does not affect the maximum likelihood estimation of . Furthermore, reducing the base-stock level B improves the accuracy of p t by increasing the number of observations of the decision to wait or balk. This reinforces the stock less result obtained in Theorem 2 of §2.3.
Concluding Remarks
A well-known result in Harpaz et al. (1982) , Lariviere and Porteus (1999) , and Ding et al. (2002) is that for a perishable product with unobserved lost sales, one should stock more when learning about the demand distribution. In contrast, we show that the Bayesian optimal inventory level may be lower than the myopic inventory level (i.e., in some cases one should stock less) to learn about the substitution probability, or for a nonperishable product. We also prove that making lost sales unobservable increases the Bayesian optimal inventory level; in this specific sense, the famous stock more result of Harpaz et al. (1982) , Lariviere and Porteus (1999) , and Ding et al. (2002) generalizes to the case of nonperishable inventory.
Our results are for a single product, but serve as a building block toward analysis of systems with multiple, interacting products. In general, customers may substitute among multiple alternatives when their top choice is not available, and the inventory manager must estimate the probability of substitution among multiple products. Retailers will soon be able to use RFID to continuously observe when a product is out of stock. If the consequent decisions by customers to backorder or substitute an alternative product can be captured, both Theorem 2 and Proposition 8 suggest that with this visibility retailers should lower inventory levels to learn more about whether customers will wait or substitute an alternative product. Insofar as the decision of customers to make substitutions can be observed, our general Bayesian analysis for the single-item problem can be extended to problems involving dynamic estimation of multiple substitution probabilities in consumer choice models such as the multinomial logit model. Effective heuristics are needed in practice. For example, Kok and Fisher (2007) propose a heuristic for estimating multi-item demand and substitution and optimizing the product assortment; in a supermarket application, this heuristic achieves a 50% profit improvement.
Our results are most insightful for inventory and capacity management for an innovative product like the Toyota Prius hybrid. Critically, operations managers must estimate customers' willingness to wait as well as the demand distribution. Toyota has profited from maintaining low capacity and inventory levels and learning that customers will wait in excess of six to eight months for the Prius. Interestingly, Toyota has allocated car inventory within the United States such that customers must wait longer on the coasts than in other parts of the country. This likely reflects regional differences in customers' willingness to wait (Garennes 2004 , Nauman 2004 . 
Now prove by backward induction. It is straightforward to verify that
Hence, by Lemma A3, we have
Now, assume it is true for the case i + 1. By Lemma A2, we have
= p i−1 p dp ·max The last inequality follows from the induction assumption and the equality right before that is by Lemma A2. Applying Lemma A3 again, we conclude that for n ≥ 0,
Proof of Proposition 8.p t = N 1 t / 1 t can be obtained by solving the first-order condition of the likelihood function (given that is known) over period 0 t . We focus on showing the weak convergence result of p t . First, note that t 1/2 N 1 t / 1 t − p = t −1/2 N 1 t − p 1 t / 1 t /t . Because lim t→ 1 t /t = P Z ≤ 0 almost surely (a.s.), it suffices to show that t −1/2 N 1 t − p 1 t ⇒ pP Z ≤ 0 · N 0 1 , as t → . Define M t = N 1 t − p 1 t = N 1 t − t 0 p1 Z s ≤ s ds, which is a martingale. Scale M t as M t = p1 Z s ≤ s ds ⇒ pP Z ≤ 0 · N 0 1 , as → 0, which completes our proof for the convergence result.
Proof of Proposition 9.ˆ t = N 2 t / 2 t , andp t = N 1 t 2 t /N 2 t 1 t can be obtained by solving the firstorder conditions of the likelihood function. By similar proof steps of Proposition 8, it is straightforward to show t 1/2 ˆ t − ⇒ /P Z > 0 N 0 1 , as t → . Now we focus on showing the convergence result forp t . First, note that t 1/2 N 1 t 2 t /N 2 t 1 t − p = t −1/2 2 t / 1 t · N 1 t − p 1 t + p N 2 t − 2 t / N 2 t /t . Note that lim t→ N 2 t /t = P Z > 0 a.s. Let = P Z > 0 / P Z ≤ 0 . Define M t = N 1 t − p 1 t + p N 2 t − 2 t . Hence, it suffices to show that
Notice that M t is a martingale. Scale M t as M t = as → 0. Letting t = 1, we immediately obtain the convergence result forp t .
