We propose a novel approach to program synthesis, focusing on synthesizing database queries. At a high level, our proposed algorithm takes as input a sketch with soft constraints encoding user intent, and then iteratively interacts with the user to refine the sketch. At each step, our algorithm proposes a candidate refinement of the sketch, which the user can either accept or reject. By leveraging this rich form of user feedback, our algorithm is able to both resolve ambiguity in user intent and improve scalability. In particular, assuming the user provides accurate inputs and responses, then our algorithm is guaranteed to converge to the true program (i.e., one that the user approves) in polynomial time. We perform a qualitative evaluation of our algorithm, showing how it can be used to synthesize a variety of queries on a database of academic publications.
Introduction
Program synthesis has emerged as a promising way to help users write programs. For example, it has been leveraged to generate highly optimized bit manipulation programs [35, 36] , string processing programs [16, 28] , and database transformations and queries [13, 21, 39, 41] . In these approaches, the user provides some kind of high-level specification of the semantics of the desired program-e.g., as logical constraints [35, 36] , input-output examples [13, 14, 16, 28, 39] , or natural language descriptions [21, 41] . Then, the program synthesizer searches over the space of programs to identify the one that best matches the given specification.
For the most part, these approaches have focused on oneshot synthesis, where the only input provided by the user is the initial specification. An alternative approach would be to interact with the user as part of the synthesis process to guide the search over programs. There are two key reasons why interaction can help improve program synthesizers:
• Underspecified user intent: Many modern synthesis tools rely on incomplete specifications of the user's desired intent-e.g., input-output examples and natural language descriptions. User feedback can help resolve ambiguity in the specified user intent. • Scaling program synthesis: Scaling program synthesis algorithms to large programs has proven to be a challenging task. Intermediate user feedback can help PL'18, January 01-03, 2018, New York, NY, USA 2018.
prune the search space at intermediate steps to avoid exponential blowup in the search process.
While there has been some work focusing on interactive synthesis, they have largely focused on having the user actively label outputs for a corresponding input example. However, this form of feedback provides relatively limited information to the program synthesizer.
In this paper, we propose an approach to interactive program synthesis where the user provides rich feedback to guide the synthesis algorithm. Generally speaking, such an approach is appropriate in the setting where the user is a knowledgeable programmer, so they can recognize the correct program when they see it, but it is challenging to write the program from scratch. Thus, the user can directly provide feedback about the structure of the program, not just input-output examples that the program should satisfy.
We focus on the setting of synthesizing database queries, where the user is a skilled programmer who knows SQL, but is unfamiliar with the contents of the database they are working with. As a consequence, it is challenge for the user to write the desired database query from scratch, since they have to spend time reading the database documentation and understanding its schema. However, if they are shown a candidate query, then they can easily check the corresponding tables and columns in the database to determine whether it is correct. This problem arises in data science tasks, where the user is a data scientist who is exploring a number of large datasets with the goal of deriving some kind of insight from the data. Many of these datasets are unfamiliar to the data scientist and poorly documented, making it time consuming to identify which tables and columns to use to fill in different parts of the desired query.
In particular, the key challenge we focus on is understanding which tables should be joined together to construct a flat table that the data scientist desires. This flat table can then be used to achieve tasks such as building a machine learning model. The search space is typically very large, both since many datasets have dozens of tables and because it is exponential in the number of tables to be joined.
We propose an algorithm that interacts with the user to iteratively construct the desired query. The user provides as input a sketch, which includes the structure of the query (including all select and project operations) but can have holes corresponding to tables (which can be filled using a table constant or a sequence of inner-join operations) and columns (which are filled with a column constant). The sketch can also include hard and soft constraints on expressions in the program. These constraints encode user expectations about the value obtained by evaluating that expression for the true program (i.e., the one desired by the user).
At a high level, our algorithm keeps track of a sketch (i.e., a program with holes), which is initialized to be the given sketch. Then, it iteratively interacts with the user to fill the holes in the sketch. At each iteration, our algorithm proposes a candidate refinement of the current sketch (i.e., proposes to fill a single hole with some expression) to the user, who either accepts the refinement if it matches the true program or rejects it otherwise. The added expression may contain new holes that must be filled in subsequent iterations. If the proposed refinement is accepted, then the current sketch is updated; otherwise, the current sketch remains unchanged. Either way, our algorithm continues to ask additional queries until the sketch is concrete (i.e., there are no remaining holes), at which point it is returned by our algorithm.
Our algorithm enjoys two key advantages that derive from the rich feedback that it solicits from the user. First, it is guaranteed to find the true program (assuming the structure of the sketch is correct and the user always answers accurately). In particular, the true program must be attainable from some sequence of refinements of the given sketch, and the user affirms each refinement made by the algorithm, including the final program. This guarantee holds even if the constraints provided by the user are underspecified-i.e., it implicitly resolves ambiguity in the specified user intent. Of course, better specifications can lead to faster convergence.
Second, our algorithm is guaranteed to identify the true program in a number of iterations that is polynomial in the size of the true program. First, each iteration of our algorithm is efficient since our algorithm only has to search over the set of possible queries, which is polynomial in the size. Furthermore, our algorithm is guaranteed to identify the true program in a polynomial number of iterations.
The key challenge is designing a space of possible refinements such that the user can quickly and accurately respond to queries. Since we assume the user is a knowledgeable programmer, we assume they can recognize the correct program by inspecting both the program code and the data-e.g., in our setting, the user bases their decision on both the query and the information in the database. The key advantage is that that they only need to understand the portions of the database that are relevant to responding to queries asked by our algorithm. Assuming our algorithm asks good queries, then we can significantly reduce the user's worklaod.
To respond to the queries made by our algorithm, the user must be able to determine whether the proposed refinement is correct without seeing the global structure of the program. Intuitively, the refinement should always be a concrete transformation of the input that the user can inspect and validate. For example, a key refinement that our algorithm can propose is to replace a hole with an inner join of a concrete Figure 1 . Example of a database of computer science publications and their authors. This database includes three tablesone of authors ("authors"), one of published papers ("publications"), and one that links the previous two ("writes"). Finally, we evaluate our approach on a dataset of queries to a database of academic publications. For a variety of queries in the dataset, we construct a reasonable sketch, and then interact with our synthesis algorithm to refine the sketch. We go through several examples of this process in detail in our evaluation. Furthermore, we show that for all of our sketches, our algorithm quickly converges to the true query.
In summary, our contributions are:
• A novel formulation of program synthesis that interacts with the user to iteratively refine a user-provided specification in the form of a sketch (Section 3). • An algorithm based on this approach in the context of synthesizing database queries 4). • An implementation of our algorithm in a tool called iSQL (Section 5), 1 and an evaluation that illustrates how our approach can be used to synthesize a variety of database queries (Section 6).
Overview
As a motivating example, consider a user (e.g., a data scientist) who wants to query a database of academic publications, including information such as conferences/journals, titles, abstracts, authors, citations, etc. Their goal may be to perform data exploration, to compute some basic statistics of the data, or to construct a flat table that will be used to train a machine learning model. Potential queries include which authors were active in a given year (e.g., published a paper in 1948), which authors have the most citations, which authors have cited a given academic, etc. Figure 2 . Examples illustrating the concepts used in our algorithm. The goal is to select authors who published papers in 1948. The user provides the sketch (first row). Then, our algorithm proposes a candidate sequence of productions to use to refine the sketch (second row). If accepted by the user, the productions are applied to the sketch to obtain the refined sketch (third row). This interactive process continues iteratively until the sketch has no more holes (last row). Soft constraints are shown in red.
As a concrete example, consider the database shown in Figure 1 , which includes three tables-one containing authors, one containing computer science publications, and a third that links the previous two. Suppose the user wants to select all authors who published a paper in 1948. To do so, the user can use the query on the last line of Figure 2 . In this query, the writes table relates authors to publications; thus, the query joins publications with writes, and then joins the result with authors to obtain a flat table with both authors and their publications. Then, this query selects the authors that have a publication in the year 1948.
Initial User Specification
We assume that the user is familiar with the query language (e.g., SQL) and knows what the desired data should look like Figure 2 on the database in Figure 1 .
(e.g., publication years are mostly between 1900 and 2020) but is unfamiliar with the database schema and does not know where in the database the desired information is located. Furthermore, we assume the database is large and possibly poorly documented, which is typical of many datasets used in data science tasks. In particular, the user is capable of writing a skeleton of the query (e.g., the structure of the output they ultimately want to construct, and any aggregation operators they want to apply), but does not know which tables and columns to use inside this query.
In our example, we expect that the user knows the structure of the outermost select statement (which combines selecting rows with year 1948 and a project that retains only the author name column). The key challenge is that they do not know how to construct the flat table that includes both authors and publications. More precisely, the key challenge is that the user does not know the sequence of tables to inner-join to obtain this flat table. Our algorithm is designed to help the user discover this sequence.
Sketches. To this end, we assume the user is able to provide the sketch shown on the first row of Figure 2 . This sketch outlines the structure of the select and project operators to be applied to the flat table. The flat table, along with the columns to be selected and projected, are left as holes in this sketch. In particular, there are three holes in this sketch:
• The hole ??c_name:column is named c_name, has type column, and corresponds to the unknown author name column. In general, holes either have type column or table. The names associated with holes are used to link different holes in the sketch that are known to have the same value-e.g., in the example sketch, there are two holes named c_year, which indicates that they must be filled using the same column.
Soft constraints. In addition, the user can also provide specifications that encode how the sketch should be filled. Unlike traditional specifications, which provide hard constraints on the semantics of the sketch, these specifications are soft constraints that encode expectations that the user has about likely properties of the semantics. These soft constraints can be used to assign a score to a concrete program that indicates how well the program matches the user's expectation. 2 In our example sketch, the user has provided three soft constraints on the expected semantics. In the context of database queries, these constraints encode the user's expectations about the properties of the data in a The soft constraint is the expression appearing in the curly braces {...}. This constraint applies to the preceding expression-in this case, the hole named t_new. Semantically, it maps the table t obtained by evaluating the preceding expression to a real-valued score s ∈ R. In our example, the soft constraint c ≃ v maps t to the fraction of values in column c of table t that equal v, and to −∞ if t does not contain c. Intuitively, this constraint encodes the user expectation that the table contains a column of strings, and that these strings (which should be author names) often have length two (in terms of number of words).
We evaluate the soft constraint in the context of a completion of the sketch-i.e., a concrete program obtained by filling all the holes in the sketch with concrete expressions. Then, the expression filling the hole named t_new evaluates to some table t; then, we apply the soft constraint to t to obtain a score s. For example, in Figure 2 , the concrete program on the last line is a completion of the sketch on the first line. In this completion, the expression above becomes in which case the soft-constraint (name = 2) evaluates to 0.33. In particular, the inner-join evaluates to the table shown in Figure 3 . Then, the soft constraint says the user expects that values in the name column of this table have length 2 (in terms of number of words). Since a third of the values in this column satisfy this property, we assign score 0.33. Note that the minimum score achievable for this constraint is 0.0, and the maximum score is 1.0.
Taken together, we can assign a score to a completion of a sketch by evaluating the completion, evaluating the soft constraints, and summing the resulting scores. Higher scoring completions correspond to concrete programs that are more likely according to the user-provided specification.
Interactive Program Synthesis Algorithm
At a high level, our algorithm interacts with the user to determine how to fill the holes in the given sketch. It keeps track of a sketch P, which is initialized to the given sketch. At each iteration, it proposes a candidate refinement P ′ of P, which modifies P by filling a single hole in P with an expression. The user either accepts the refinement if it matches the "true" program that the user is aiming to write (in which case we update P ← P ′ ), or rejects it otherwise (in which case a different refinement is proposed). This process continues until P is concrete (i.e., it has no holes), at which point our algorithm returns P.
Selecting a candidate refinement. The key step performed by our algorithm on each iteration is to select a candidate refinement P ′ of P with which to query the user. In Figure 2 , an example of a refinement is shown on the third line. This refinement is constructed from the sketch on the first line using the productions shown on the second line, which says that the hole named t should be replaced with the expression authors INNER-JOIN ??t_new:table ON ...
Note that this expression contains new holes;
if the user accepts this refinement, then our algorithm will need to fill in these holes on subsequent iterations.
Intuitively, our goal is to choose the query that elicits the most information about the true program. Equivalently, the query should cut down the search space by as much as possible. To formalize this intuition, we use the user-provided sketch to induce a probability distribution over completions of that sketch. Then, we can ask for the refinement that prunes the largest number of completions in expectation, where each completion is weighted by its probability. 3 Computing this refinement is challenging due to the exponential size of the search space over programs. Instead, we use MCMC to randomly sample a finite number of completions P of P, and then choose the refinement P ′ of P according to an estimate of the above objective using these samples.
Querying the user. Once our algorithm has selected a refinement P ′ , it shows this refinement to the user. The user must either accept P ′ if the true program is a completion of P ′ , or reject it otherwise. In our example in Figure 2 , the true program on the last line is a refinement of the refinement on the third line; thus, the user accepts this refinement; then, P is updated to be P ′ , and the interactive process continues.
A key constraint is that we need to choose the space of possible refinements to ensure that users can understand whether the refinement matches the true program. As discussed above, we assume that users are familiar with SQL, and the key challenge is making sure they can understand whether the tables and columns in the database are the right ones to use in various parts of the query.
In particular, as discussed above, the primary purpose of our algorithm is to determine the sequence of joins that are needed to construct the flat table that the user needs to 3 An optimal approach would be to optimize this objective over a sequence of queries; however, this approach quickly becomes intractable. In fact, the performance of the greedy strategy (in terms of expected number of queries used) is a log-factor of the performance of the optimal approach [8] . Here, t 1 , ..., t n are tables, c 1 , ..., c m are columns, and x 1 , ..., x ℓ are constants (i.e., integers, floats, strings, and regular expressions). The language is based on [41] , except there are no aggregation operations, and queries are normalized so projection and selection operations are executed last. We permit two kinds of holes: (i) a table in a sequence of innerjoin operations (corresponding to nonterminal I ), and (ii) columns in any operation (corresponding to nonterminal C).
perform subsequent tasks. In particular, there are two kinds of refinements considered by our algorithm: (i) specifying an inner-join expression of the form
or a single table to use-i.e., ?? → t, in which case a summary of t is shown to the user, or (ii) specifying which column to use in a select, project, or inner-join operation-i.e., ?? ⇒ c, in which case a summary of c is shown to the user.
In our example in Figure 2 , the refinement on the third line is obtained from the sketch by filling the hole named t with the table authors (inner-joined with another, currently unspecified table). Thus, our algorithm would show a summary of the authors table in Figure 1 to the user (e.g., the first few rows of this table). This information suffices for the user to decide whether to accept the refinement, since they see that it includes author names that want included in the flat table constructed by the true program.
Once the user responds, our algorithm potentially update P to equal P ′ , and the continues the iterative process until P is concrete, at which point it returns P. Because our algorithm queries the user at every step (including the final program P), it guarantees that the returned program equals the true program desired by the user.
Sketch Language
We consider a domain-specific language (DSL) D of database queries based on a fragment of SQL that only includes select, project, and inner-join operations. Its syntax is a context-free grammar G = (V , Σ, R, Q) with non-terminals V , terminals Σ, productions R, and start symbol Q. This grammar is shown in Figure 4 . Projection of a table t onto a list of columns c 1 , ...c n is denoted Π c 1 , ...,c n (t), selection of rows that satisfy a predicate ψ from table t is denoted σ ψ (t), and the inner-join of tables t 1 and t 2 on column c 1 in t 1 and c 2 in t 2 is denoted t 1 c 1 ,c 2 t 2 . The semantics ⟦·⟧ : L(G) → T maps programs P ∈ L(G) to tables t ∈ T . They ignore the soft constraints Φ; otherwise, they are standard, so we omit them.
Note that we have constrained to expressions of the form
In general, by using the relational algebra, any composition of select, project, and inner-join operations can be equivalently expressed in this form. Since our focus is on the sequence of inner-join operations, we assume that the user will specify the structure of the project and select operations, and only leave tables in the inner-join operation on the inside as holes (columns can be left as holes anywhere in the query). Note that this grammar also includes soft constraints ϕ on tables t (denoted t {ϕ}), which we discuss below.
Notation. We establish some standard notation. Consider
and we denote this relationship by α ⇒ α ′ . Furthermore, if there exists a sequence α ⇒ α ′ ⇒ ... ⇒ α ′′ , then we say α ′′ can be derived from α, which we denote by α * = ⇒ α ′′ .
We refer to a sequence α such that A * = ⇒ α for some nonterminal A ∈ V as an expression. We let L(G, A) denote the concrete expressions α ∈ Σ * that can be derived from A-i.e., A * = ⇒ α. Note that L(G, Q) = L(G)-i.e., the space of programs defined by the grammar G is the set of expressions that can be derived from the start symbol Q.
Sketches. Our algorithm keeps track of programs that have holes. In particular, a sketch [35, 36] is a a sequence P ∈ (V ∪ Σ) * such that P can be derived from Q-i.e., Q * = ⇒ P. We refer to a nonterminal in P as a hole. We restrict to holes A that are either A = I (i.e., tables in the sequence of inner-join operations) or A = C (i.e., columns). We associate a name s (i.e., a string) with each hole in P; a name identifies different holes that should be filled using identical expressions. A sketch is complete (also called a concrete program) if P ∈ Σ *i.e., it has no holes (which implies that P ∈ L(G)). In our language, the sketch on the first line of Figure 2 is written
We have dropped the types from holes A, since they are determined by the value of the hole-i.e., table if A = I or column if A = C. Instead, we have used the notation A : s to denote the hole A with associated name s. We have also dropped soft constraints {ϕ} when ϕ = true.
Abstract syntax trees. Internally, our algorithm represents a sketch P using its abstract syntax tree (AST), which is a representation of the derivation of P in G. For convenience, we use P to denote both the sequence P ∈ (V ∪ Σ) * as well as its AST. We denote the nodes of P by nodes(P), the internal nodes by internal(P), and the leaves by leaves(P). Each node N in P is associated with a symbol A N ∈ V ∪ Σ, which is the symbol associated with N in the derivation of P. An internal node is always labeled with a nonterminal. If P is complete, then each leaf node of P is labeled with a terminal; otherwise, a leaf node of P may be labeled with either a terminal or a nonterminal. Note that holes correspond to leaf nodes of P labeled with a nonterminal; we denote the set of holes by holes(P) ⊆ leaves(P).
Finally, we use α N to denote the subtree of P at N . Note that α N can also be thought of as a subexpression α N ∈
As an example, P author corresponds to the AST
where we have omitted the subtree rooted at the child of N 11 . Each node N in the AST is labeled with its corresponding symbol A N . The holes shown are N 3 (named c_name), N 7 (named c_year) and N 10 (named t) (there are additional holes not shown). An example of a subexpression α N is
Refinements. One sketch P ′ is a refinement of another one P if P * = ⇒ P ′ -i.e., P ′ can be obtained from P by filling in the holes of P with expressions in G (which may contain additional holes). Note that the nodes of P are a subset of the nodes of P ′ ; we use ι : nodes(P) → nodes(P ′ ) to denote the natural injection from nodes of P to nodes of P ′ .
Furthermore, for a hole H ∈ holes(P), we say H is filled with the expression α ι(H ) , where α ι(H ) is the subexpression of P ′ at ι(H ). Note that conversely, given a set of expressions
In our example in Figure 2 , the sketch on the third line is obtained by applying the sequence of productions I ⇒ T C:c_new0,C:c_new1 I : t_new ⇒ authors C:c_new0,C:c_new1 I : t_new Finally, we use I to denote the indicator function.
to P author . In particular, we then obtain the sketch
to P author -i.e., P author * = ⇒ P ′ author . Note that P ′ author has three new holes c_new0, c_new1, and t_new compared to P author . Furthermore, note that P author is obtained by filling the hole I : t in P author with the expression t.
Completions. Our algorithm assumes that the true program can be derived from the sketch provided by the user. In particular, a completion P of P is a complete refinement of P-i.e., a refinement of P that has no holes; we denote the set of completions of P by P P . In this case, the subexpression α ι(H ) used to fill hole H ∈ holes(P) is concrete (i.e., it has no holes). Thus, we have α ι(H ) ∈ L(G, A H ).
In our example in Figure 2 , the last line shows a complete sketch, which can equivalently be written This sketch is a completion of P author (and of P ′ author ). Note that P author can be obtained from P author by filling hole t with t, hole c_name with name, and hole c_year with year.
Soft constraints. Our language includes constraints of the form α ∼ {ϕ}, where α ∈ L(G, A) for some A ∈ {Q, S, I } is a table expression (i.e., a select, project, or inner-join operation), and ϕ ∈ L(G, Φ) is a soft constraint on tables t ∈ T .
The DSL semantics ⟦·⟧ ignore these specifications. Instead, we define an additional semantics ⟦·⟧ φ : L(G) → R; these semantics are shown in Figure 5 . In particular, ⟦P⟧ φ can be interpreted as a score encoding how well P satisfies the soft constraints; a high score means that P is satisfies the constraints very well. Furthermore, soft constraints encode user expectations, so a high score means that P is a close match for what the user is expecting.
The soft constraints are on the values obtained when evaluating P. Intuitively, these semantics interpret ϕ as a soft constraint on the value ⟦α⟧ obtained by evaluating the expression α preceding ϕ using the DSL semantics ⟦·⟧. In particular, ⟦ϕ⟧ φ : T → R is a mapping from tables to real numbers. Then, the semantics for expressions of the form α {ϕ} are obtained by applying ϕ to α to obtain ⟦ϕ⟧ φ ⟦α⟧ ∈ R (since ⟦α⟧ ∈ T ). In addition, these semantics aggregate the values obtained from additional specifications in the expression α by summing them together. In Figure 5 , the first four lines show the semantics for expressions α {ϕ}, and the last four lines show the semantics for soft constraints ϕ.
The semantics for ϕ = true always evaluates to 0; this choice is since true is the default specification, and evaluating to 0 ensures that these specifications do not affect the score ⟦P⟧ φ . For containment x ∈ c, the score is 1.0 if the value x is in column c of the given table t, and 0.0 otherwise. For an expression c ≲ x, where x is a value and c is a column, the score is the fraction of values x ′ in column c of the table t that satisfies x ′ ≤ x; ≃ and ≳ are similar. In all these cases, x can be a integer, float, string, or regular expressions. For strings, inequalities are interpreted as lexicographical ordering. For regular expressions, we restrict to containment and approximate equality ≃; they are interpreted as typical regular expression matching (e.g., for containment, there must exist some x ′ ∈ t[c] such that x ′ ∈ L(x)). For conjunctions ϕ ∧ ϕ ′ , we add up the score based on ϕ and the one based on ϕ ′ . We make this choice since we typically use conjunctions to place multiple unrelated constraints on a table.
As an example, for the program P author , there is a single soft constraint ϕ. This constraint applies to the table t, which evaluates to the table shown in Figure 3 . For this table, the soft constraint name ≃ 2 evaluates to 0.33, year ≳ 1900 to 1.0, and year ≲ 2020 to 1.0; thus, ⟦P author ⟧ = 2.33.
Interactive Synthesis Algorithm
Our algorithm takes as input a sketch P and returns a completion P of P that satisfies the user intent. At a high level, it iteratively refines P, querying the user at step to ensure that the refinement satisfies the user's intent. Our algorithm returns P once it is complete. Assuming the user answers correctly, it is guaranteed to return the true program after a number of iterations that is polynomial in the size of P.
Each iteration of our algorithm computes a queryQ (i.e., a candidate refinement of the current sketch P) in two steps:
Compute a set of candidate queries Q. 2. Compute the refinementQ ∈ Q that maximizes the expected reduction in the size of the search space.
Then, our algorithm queries the user on the candidate refine-mentQ. If the user acceptsQ, then our algorithm updates P ←Q; otherwise,Q is added to a set of negative responses N that are avoided in subsequent iterations. By doing so, our algorithm maintains the invariant that the true program P * is a completion of the current sketch P. In particular, this invariant is preserved assuming the user provides a valid initial sketch and answers correctly at each iteration. We describe our algorithm in more detail below. We initially ignore the impact of negative user responses, and then describe how to handle them in Section 4.3.
Constructing Candidate Queries
A query Q is a sketch that is a refinement of the current sketch P. We construct the candidate queries Q P as follows:
• For each column hole C in P, we include the sketch obtained by filling C using a production C ⇒ c i for some column c i . • For each table hole I , we include the sketches obtained by filling I using one of the sequences of productions
for some table t i ∈ T . In both cases, we implicitly use the default specification Φ ⇒ true.
Note that all new holes correspond to nonterminal I or C. Furthermore, we ensure that holes with the same name are filled using the same expressions. First, we include names on new holes in the productions used to fill holes-i.e., I * = ⇒ t i C:s 1 ,C:s 2 I : s 3 .
Second, if we replace hole A : s, then we also replace all other holes named s using the same sequence of productions.
As an example, Q P author includes the sketch
where both holes C : c_name have been filled using name; Q P author also includes P ′ author , among others.
Computing Good Queries
Next, we describe how our algorithm selects a refinement Q ∈ Q P on which to query the user; our approach uses a greedy active learning algorithm [8] , except we use sampling to estimate the score. , where I is the indicator function. For example, P ′ author is a candidate query for P author ; furthermore, assuming the true program is P author , then O(P ′ author ) = true since P author is a completion of P ′ author . Note that the search space is the set P P of completions of the current sketch P. If the user responds O(Q) = true, we remove completions P ∈ P P such that P P Q -i.e., programs that are not completions of Q. Conversely, if O(Q) = false, we remove completions P ∈ P P such that P ∈ P Q . Scoring queries. We score candidate queries Q ∈ Q P based on the expected fraction of the search space that they cut off. To formalize this notion, we assign probabilities to completions P ∈ P P of the current sketch P using the scores ⟦P⟧ φ based on the soft constraints provided by the user. In particular, we define a probability distribution π P over the completions P of P as follows:
where P P denotes all completions of P. In particular, completions of P with higher score have higher probability. Thus, programs that are more likely according to the user-provided soft constraints have higher probability. Then, the we score a candidate query based on the fraction of the search space P P of completions P of P remaining based on the user's response, weighted by the probabilities π P (P). We weight according to these probabilities to focus on disambiguating among programs that are likely to be the true program P * . In particular, for a query Q ∈ Q P , if the user accepts Q, then the fraction of the search space remaining is
On the other hand, if the user rejects Q, then the fraction of the search space remaining is
However, we cannot know the fraction of the search space that is cut off by a query Q without knowing the user response O(Q). To address this issue, we interpret π P (P) as the probability that the (unknown) true completion P * is P.
Then, we can compute the probability that the user responds true or false-in particular, the probability that the user responds true is exactly π + , since π + is the probability that P * is a refinement of Q. Analogously, π − is the probability that the user responds false. Thus, the expected score is
In fact, the ideal query is one where π + = π − -then, no matter how the user responds, it cuts the search space in half. It is easy to check that π − = 1 − π + ; thus, we have score(Q; π P ) = π 2 + + (1 − π + ) 2 = 2π + · (1 − π + ) + 1 Dropping constants, we can equivalently use the score score(Q; π P ) = π + · (1 − π + )
Computing good completions. Note that the score of a query is the expected fraction of the search space remaining if we ask the user that query. Thus, we would ideally choose the completion that minimizes the score
However, it is intractable to compute the score exactly due to the sum over completions P ∈ P P . Instead, we use random samples P ∼ π P to approximate the score-i.e., given a set P ⊆ P P of i.i.d. samples from π P , we use the approximation score(Q; π P ) ≈ score(Q; P) =π + · (1 −π + ),
Then, our algorithm chooses the querŷ Q = arg min Q ∈Q P score(Q; P).
Sampling completions.
A remaining challenge is how to sample completions P ∼ π P ϕ . The difficulty is that we can only compute the unnormalized probabilities π P ϕ (P). We use a standard approach to randomly sample completionsnamely, the Metropolis-Hastings (MH) algorithm [7, 31] . We give a brief overview here. To use this algorithm, we must define (i) a way to sample an initial completion, and (ii) a way to sample a neighbor P ′ of a completion P.
To sample an initial completion, we independently sample an expression to fill each hole H ∈ holes(P) of the current sketch P. In particular, for each hole H , we sample a random expression α H ∼ L(G, A H ), and then use α H to fill H . Once all the holes have been filled, we obtain a completion P.
Here, we think of L(G, A H ) as a probabilistic grammar in a standard way-i.e., by using the uniform distribution over productions for each nonterminal. Next, to sample a neighbor P ′ of a completion P, we uniformly randomly choose a single hole H ∈ holes(P), and replace the expression α H in P with a newly sampled expression α ′ H ∼ L(G, A H ). This produces a modified completion P ′ .
Then, MH starts by sampling an initial completion P. Then, for a fixed number of steps, it samples a neighbor P ′ of P; if the (unnormalized) probability π P (P ′ ) is larger than π P (P) (i.e., P ′ better matches the soft constraints than P), then we update P ← P ′ . Otherwise, we still perform this update with some probability; this probability is computed to ensure that asymptotically, P is a random sample from π P .
Handling Negative Responses
So far, we have ignored the impact of user responses O(Q) = false on our search space. However, if a user responds O(Q), then the current sketch P does not change; instead, completions that do not match Q are removed from our search space. In particular, our algorithm keeps track of queries Q ∈ N for which O(Q) = false. Then, our search space is actually
In other words, P P, N omits completions that match any of the queries Q ∈ N . Then, we modify π P to take this restriction into account-i.e., we define the distribution π P, N (P) ∝ π P (P) · I[P ∈ P P, N ] over completions P of P. In other words, π P, N is π P conditioned on the event that P ∈ P P, N . Then, our algorithm remains the same, except we use π P, N in place of π P when sampling completions P. We use rejection sampling to sample P ∼ π P, N -i.e., we repeatedly obtain samples P ∼ π P until we find one that satisfies the condition I[P ∈ P P, N ]. To check this condition, we simply iterate over each Q ∈ N and check if P is a completion of Q.
Overall Algorithm
Our algorithm is shown in Algorithm 1. It first constructs the set Q P of candidate queries; in this step, it also removes queries Q ∈ N for which the user has already responded negatively. Next, it samples an i.i.d. set of completions P from π P, N . Then, it chooses the best completionQ based on these samples. Finally, it queries the user onQ. If O(Q) = true, then it updates P ←P; otherwise, it addsQ to the queries N with negative responses. Finally, it iteratively continues this process until P is complete, at which point it returns P.
We prove that assuming the user provides a valid initial sketch and responds correctly, then our algorithm returns P * . We emphasize that our key contributions are our design decisions-i.e., the kind of input we require from the user. Our theoretical guarantees follow straightforwardly given these choices. We give proofs in Appendix A.
Correctness guarantee. First, we prove that if our algorithm returns, then its return value is correct. Completeness guarantee. Next, we prove that our algorithm is guaranteed to terminate. In fact, we prove that it is guaranteed to do so in a polynomial number of iterations. Note that this bound holds regardless of how our algorithm chooses queries. While polynomial, the number of iterations can still be large if the queries are chosen poorlythus, in practice, choosing good queries is important.
Implementation
We have implemented our algorithm in a tool called iSQL. We briefly discuss our implementation, and give details in Appendix B. First, our implementation restricts the search space of complete programs-i.e., by restricting to inner-join operations on columns with matching keys and by imposing type constraints; by doing so, we reduce the number of iterations needed. We also modify the candidate queries for inner-join operations to fill columns involved with a join at the same time as a table-i.e., t i C,C I * = ⇒ t i c,c ′ t j and t i C,C I * = ⇒ t i c,c ′ t j C,C I . Finally, we precompute the soft constraints so we do not have to evaluate database queries during the execution of our algorithm; this change slightly modifies the semantics ⟦·⟧ φ . "What are the keywords in the papers from University of Michigan?" Figure 6 . Examples of sketches we wrote. The soft constraints in each sketch are shown in red. The names of the column holes indicate the name of the column used to fill it, but these are ignored by our algorithm and can be changed without affected the semantics of the sketch.
Evaluation
We evaluate our approach on a database of academic publications [21] . This database has 16 tables; it comes with a dataset of 196 example queries written in natural language.
We aim to answer three questions about our approach:
• Is it easy to write sketches in our language?
• Is it easy to respond to queries?
• How many iterations does our algorithm require?
Addressing the first two questions is challenging, since some amount of investment is needed to learn and understand our sketching language and interactive approach. Thus, we give a qualitative evaluation of our approach based on our experience writing sketches and show examples of queries asked by our algorithm.
Examples of sketches. To evaluate how easy it to write sketches in our language, we chose 40 queries and wrote sketches for them. In the given dataset of queries, there are many ones that have identical structure with different constants (e.g., selecting publications by different authors). Thus, we manually selected a variety of queries that covered the different kinds of patterns that occur in the dataset. There are some queries in the dataset that we are unable to translate into a sketch due to the limited fragment of SQL that we support. In particular, some of the queries use aggregation operations at intermediate points in the query. To handle these queries, we would simply need to implement aggregation operations in our sketch language.
For each of the 40 selected queries, we wrote a corresponding sketch based on the natural language description. These sketches were written without running our tool to determine the quality of different choices within the sketch, and without examining the contents of the database.
We show six sketches we wrote in Figure 6 , along with the original natural language description in the dataset. At a high level, we aimed to provide one constraint for each column that appears in the sketch-each column in the project operation or in the logical formula of the select operation. In particular, we expect each of these columns to occur in the flat table constructed by the table hole (to be filled with an innerjoin operation). Thus, we added constraints on the table hole requiring that it include these corresponding columns.
To do so, we have to generate soft specifications for each column we expected to appear. For all columns we encountered, this task was reasonably straightforward-e.g.:
• Conference homepages: We expected at least one of the URLs to start with http, so we used (contains ?? "http.*") (see the third sketch in Figure 6 ). • Author names: We expected some author to be named John, so we used (contains ?? ".*John.*) (see the fourth sketch). • Conference name: We expected there to be a conference named PLDI, so we used the soft constraint (contains ?? "PLDI") (see the fifth sketch).
As long as at least one soft constraint was provided for each column hole, our algorithm was able to quickly identify the columns it needed to include in the flat table, and thereby determine the sequence of inner-join operations.
Examples of queries. Next, we ran our algorithm on each of the sketches we wrote. We show some examples of queries asked by our algorithm, focusing on a single sketch-namely, the first one shown in Figure 3 . For this sketch, we show the sequence of queries asked and the correct responses in Figure 7 . For the first query, iSQL also shows the context of the column jname in Figure 7 . Sequence of queries asked by our algorithm for the first sketch in Figure 3 . We show the query (left) and our response (right). Based on this information, it is apparent that this column is the one we are looking for, so this query should be accepted. Similarly, the next query says that the hole t should be filled with the table journal, inner-joined with additional tables (to be determined). Again, it is straightforward to determine that this refinement should be accepted. However, the third query says that the next refinement is to self-join on journal. It is apparent that for this query, there is no need for a selfjoin, so this refinement should be rejected. The fourth and fifth queries similar to the first two, and it is easy to check by examining the corresponding columns in the database that they should be accepted.
In general, all of the queries we have encountered are of this form-once shown the context of the relevant columns and tables in the database, then it is easy to determine whether the proposed refinement is correct. The key advantage provided by our algorithm is that it quickly identifies the portions of the database that are relevant to completing the user-provided sketch. Thus, rather than need to understand the entire database schema, the user can focus their efforts on understanding the portions that are relevant to their query. Figure 8 . Number of iterations used by our algorithm (black), a baseline that omits soft constraints (red), and an oracle that only asks correct queries (blue). The benchmarks are sorted by number of iterations (independently for each of the three curves). We time out benchmarks at 50 iterations or 1 hour.
Iterations required.
We study the number of iterations required for our algorithm to converge to the true program P * .
We run our algorithm using each of the sketches we wrote as input. We compare to a baseline where our algorithm is run with the soft constraints omitted. This baseline helps capture the size of the search space-in particular, it captures how our algorithm can use the soft constraints to cut down the search space. We also compare to an oracle that only asks queries for which the user responds true-i.e., a measure of the minimum amount of work that the user must do. We show results in Figure 8 . Our algorithm terminates in fewer than 30 iterations in all but one case, and in fewer than 20 iterations in more than 75% of cases. The one case that took more than 30 iterations includes a sequence of five tables inner-joined together. In contrast, the baseline takes a large number of iterations-it times out on 27 of the 40 benchmarks (we time out after 50 iterations or 1 hour). Also, for the most part, our algorithm is only a factor of two worse than the oracle, and furthermore matches the oracle for easy benchmarks (i.e., those at the left-hand side of the plot). In contrast, the baseline is an order of magnitude worse even for easy benchmarks. Thus, our algorithm substantially cuts down the search space compared to the baseline.
Limitations. We briefly discuss a few of the limitations in our system. First, our implementation only implements a limited fragment of SQL. Extending our approach to work with other operations (e.g., aggregation operations) is straightforward. Once implemented, the user can include these additional operations in the sketch (similarly to projection and selection operations), and our algorithm would fill in the holes with columns, tables, and inner-join operations.
Another limitation is the limited number of constraints that we provide. We have deliberately omitted soft constraints on words in the column names since these names may be misleading in practice. Nevertheless, it is easy to extend our system to include additional soft constraints.
Finally, our algorithm restricts to holes that are either sequences of inner-join operations (i.e., nonterminals I ) or columns (i.e., nonterminals C). One particular place where a user might want to include a hole is for the constants that appear in the logical formula ψ in a select operation σ ψ (t). For example, in P author , there is a select operation σ C:c_year=1948 (...). In this example, the user might not be sure how the current year is expressed, in which case they would be unable to write this sketch. However, this restriction is easy to address-the user can simply use a temporary logical formula ψ = true in the sketch to synthesize the program. Then, they can inspect the column in the synthesized query to determine the appropriate way to write ψ .
Related Work
Program synthesis. There has been recent interest in program synthesis. We can divide the literature along two dimensions: (i) the kind of user specifications that are used, and (ii) the search strategy. In terms of user specifications, there has been work on logical specifications [1, 27] , sketches (i.e., a logical specification along with a sketch specifying the high-level structure of the code) [34] [35] [36] , input-output examples [13, 14, 16, 26, 28, 39] , and natural language [41] .
Input-output examples and natural language specifications are especially prone to ambiguity-i.e., there are multiple programs with different semantics that satisfy the specification. In these cases, interaction has been used to resolve ambiguity [4, 5, 11, 19, 21, 29, 38] . For the most part, these approaches have largely focused on obtaining additional input-output examples; as a consequence, they are typically heuristic and are unable to ensure correctness. One approach uses abstract input-output examples, which represent a potentially infinite set of concrete input-output examples; however, giving input-output examples is our setting is not practical, since we are assuming the user does not know the database schema. The most closely related work is [21] , which interacts with the user to resolve ambiguity in user-provided natural language description. In contrast, our approach allows the user to provide more powerful specifications compared to natural language, and also has correctness guarantees.
In terms of search strategy, there has been work on deductive search [23] , constraint-based search [34] [35] [36] , search using version space algebras [16, 28] , and (guided) enumerative search [1, 14] . We build on enumerative search in the context of syntax-guided synthesis [1] , where the search is guided by a context-free grammar encoding the semantics of a domain-specific language. In contrast to existing approaches, however, our algorithm needs to sample programs rather than find a single one that satisfies the specification. On the one hand, our problem is more challenging since we need to generate many complete programs; on the other hand, it is easier since we do not need to find the true program on early iterations of our algorithm.
Next, there has been work on using AI to guide program synthesis [3, 12, 17, 20, 33] , including the use of stochastic search [31, 32] . Our usage of stochastic search is differentwe use it to generate samples from a distribution to use to select queries, rather than to optimize an objective. Finally, there has been work on synthesizing database queries from natural language [21, 41] and from examples [13, 24, 39, 40] .
Active learning. There has been much interest in the machine learning literature on active learning, which is essentially the problem of selecting inputs on which to query the user to obtain the corresponding output [6, 8, 9, 15, 30] . In particular, the greedy strategy (i.e., optimize the expected one-step reduction in the size of the search space) has been successfully applied to this setting [22, 30] ; furthermore, there is theory showing that this approach is near-optimal (i.e., within a log factor of the optimal strategy) [8] . For the most part, all these approaches focus on input-output examples; in contrast, the goal of our work is to query the user to obtain much richer feedback in terms of program structure. There has been some work on eliciting somewhat richer feedback in the context of clustering [37] , but it is still quite limited-namely, given three inputs, which two are more similar than the third.
Refinement programming. There has been work on a refinement approach to writing programs [2, 10, 18, 25] . The goal is typically to develop programs that are correct by construction, where the correctness proofs are written alongside the program. In this approach, abstract components (which correspond to holes in this setting) become progressively more concrete. However, these approaches are largely manual and do not leverage interaction-i.e., the programmer has to manually both decide which abstract components to refine and implement the refinement. In contrast, our algorithm actively proposes candidate refinements, and the user only needs to accept or reject these candidates.
Conclusion
We have proposed a novel approach to interactively synthesizing database queries. Our approach is based on interactively refining a user-provided sketch with soft constraints on the expected semantics. By leveraging rich user feedback, our approach is able to provide strong correctness guarantees. We show how our algorithm can be used to synthesize queries for a database of academic publications. Future work includes implementing additional database operations and soft constraints, improving the sampling algorithm, learning a prior over programs to help guide the search, designing a user interface to facilitate interactions, and applying our approach to other domains.
A Proofs
Proof of Theorem 4.1. The key invariant maintained by our algorithm is that the true program is a completion of our current sketch P-i.e., P * = ⇒ P * . We assume that the user provides a valid initial sketch, so this invariant holds at the beginning. Then, assuming the user answers queries correctly, if O(Q) = true, we know that P * is a completion ofQ;
thus, the update P ←Q maintains this invariant. As a consequence, we guarantee that our algorithm returns P = P * .
In particular, at this point, P is both complete and satisfies P * = ⇒ P * , but the only completion of a complete sketch is itself; thus, P = P * . □ Proof of Theorem 4.2. First, note that the number of successful iterations (i.e., iterations where O(Q) = true) is at most |P * |, since each successful iteration adds a node to the current sketch P, and we can add at most |P * | nodes total.
Next, the number of unsuccessful iterations before a successful iteration is at most the number of queries |Q P |, where P is the current sketch. To bound |Q P |, note that for each hole N in P, if A N = I , then there are at most n ways to fill that hole (where n is the number of tables in the database), and if A N = C, then there are at most m ways to fill that hole (where m is the number of columns in the database). Finally, there are at most |P * | holes in P. Thus, we have |Q P | ≤ (n + m) · |P * |. As a consequence, the total number of iterations is O((n + m) · |P * | 2 ), as claimed. □
B Implementation Details
We give details on our implementation.
Restriction to joins on keys. To constrain the search space, we restrict to inner-join operations on column pairs with matching keys (both primary key-foreign key joins and foreign key-foreign key joins). This restriction both improves performance and reduces the number of iterations needed.
Modified candidate queries. One challenge with our candidate queries Q P is that if P contains an expression t i C,C I , then one of the constructed queries is
for some table t j . However, it might be hard for a user decide if this refinement is correct without knowing in advance the values of the column holes C, C on which t i and t j are joined. Two other constructed queries are
where c is a column; as before, it might be hard for the user to know if either of these refinements are correct without knowing the other table I and the other column C. Thus, we require that these decisions be made together-i.e., for any expression of the form t i C,C I , we only consider refinements of the form
This modification changes Theorem 4.2-in particular, the dependence of the maximum possible number of iterations on the number of columns m and the number of tables n changes. Nevertheless, the number of iterations remains polynomial in these parameters.
Type constraints. So far, we have largely ignored the fact that values x in the sketch have types (i.e., integers, floats, strings, and regular expressions). Similarly, values in the database also have types (i.e., integers, floats, and strings). We can use these types to prune the space of programs. In particular, we impose these constraints on our grammari.e., in the expressions, X ∈ C and C U X , we require that the type of C and X be identical. A special case is when X is a regular expression, in which case we require that C have type string; in this case, we also require that U to be ≃. These constraints implicitly affect both our algorithm when constructing queries and when sampling completions.
Candidate queries from samples. We only consider candidate queries Q such that Q * = ⇒ P for some sampled completion P ∈ P of the current sketch P. If Q does not satisfy this property, then it has estimated score score(Q; P). In particular, π − = 0 since I[Q * = ⇒ P] = 0 for every P ∈ P. In other words, no sampled completion would lead to the user responding O(Q) = true. Thus, we can safely ignore it.
Precomputing soft constraints. Note that the rules for scoring completions P (i.e., computing ⟦P⟧ φ in Figure 5 rely on the semantics ⟦·⟧ of subexpressions of P. As part of our sampling procedure, we need to compute the score for a large number of completions P. However, evaluating ⟦P⟧ can be computationally expensive.
Thus, we use an approximate approach to evaluating ⟦·⟧ φ . At a high level, for a given database and user-provided sketch P, we precompute the values of the soft constraints ϕ in P on every column c in the database. We assume tha columns are unique (i.e., no two tables have columns with the same name); we can achieve uniqueness by renaming columns. Then, instead of using ⟦·⟧, we use semantics ⟦·⟧ ≈ that only keeps track of the columns in tables. To apply a soft constraint ϕ, we use the precomputed value if the corresponding column if it is in the table, and use −∞ otherwise.
In more detail, we precompute values for every primitive soft constraint ϕ in the original sketch P-i.e., ϕ = x ∈ c, and ϕ = c u x for some u ∈ {≲, ≃, ≳}. There are two cases. First, if c is a column constant, then we precompute the value
where t is the table that contains c. Second, if c in a hole, then for some column constant c ′ , we let ϕ c ′ be the expression obtained by filling hole c in ϕ with the production c ⇒ c ′ . Note that ϕ c ′ cannot have any more holes, since x and u are not allowed to be holes. Then, we precompute
for every column c ′ in the database, where t c ′ is the table containing c ′ . As an example, in P author , there are three primitive soft constraints C : c_name ≃ 2, C : c_year ≳ 1900, and C : c_year ≲ 2020. For the first constraint C : c_name ≃ 2, we precompute θ name≃2 = 0.5, θ title≃2 = 0.33, etc. The others are similar. We also impose type constraints as described above for the modified candidate queries.
Then, we define the following approximate semantics for evaluating tables, which only keeps track of the columns in each table, and ignores the actual rows in the table: where α : t → (c 1 , ..., c k ) maps a table to its columns.
Finally, we correspondingly modify the soft constraint semantics ⟦·⟧ φ to obtain an approximate version ⟦·⟧ φ,≈ . These semantics are identical to the semantics in Figure 5 , except (i) ⟦·⟧ is replaced with ⟦·⟧ ≈ , and (ii) for the primitive soft constraints x ∈ c and x u c, we use the rules ⟦x ∈ c⟧ φ,≈ = λt . if c ∈ t then θ x ∈c else − ∞ ⟦x u c⟧ φ,≈ = λt . if c ∈ t then θ x ∈c else − ∞ in place of the ones in Figure 5 .
This approximation actually changes the semantics of soft constraints. For example, for P author , we have ⟦t⟧ ≈ = (aid, name, pid, title, year), where t is the subexpression of P author . Then, for the primitive soft constraint name ≃ 2 in the soft constraints ϕ in P author , we have ⟦name ≃ 2 t⟧ φ,≈ = θ name≃2 = 0.5, since name ∈ ⟦t⟧ ≈ . However, recall that ⟦name ≃ 2 t⟧ = 0.33, which shows that the semantics are different.
Intuitively, the difference is that ⟦·⟧ φ is evaluated on the column observed during execution, whereas ⟦·⟧ φ,≈ is evaluated on the original column. During execution, values in the column can be duplicated or deleted-e.g., due to inner-join operations with other columns or select operations. For example, in Figure 1 , the value "Alan M. Turing" is duplicated since he has two papers. Indeed, in some cases, ⟦·⟧ φ,≈ may actually be more intuitive compared to ⟦·⟧ φ .
Modified scoring function. When scoring programs P, we also add a term based on the size of P; we measure the size of P in terms of number of nodes in its AST, which we denote |P |. In particular, we use score(Q; π P ) = score(Q; π P ) + λ · |P |, where λ ∈ R ≥0 is a hyperparameter. We make a similar modification to score(Q; π P ). In addition, we assign a score of −∞ to P if there is some table operation in P for which a column in that operation is not contained in the corresponding table.
In particular, (i) for a project operation Π c 1 , ...,c k (t), we must have c 1 , ..., c k ∈ ⟦t⟧ ≈ , (ii) for a select operation σ ψ (t), any column c appearing in ψ must satisfy c ∈ ⟦t⟧ ≈ , and (iii) for an inner-join operation t c,c ′ t ′ , we must have c, c ′ ∈ ⟦t⟧ ≈ .
