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Abstract
When boundary data is introduced, additional terms are introduced into the weak formulation of the
Navier–Stokes conservation law. We examine the example of single standing piston problem. The single
piston problem corresponds to a fixed boundary problem.
It is intuitively clear when a single piston filled with gas is pulled apart, even though gas becomes sparse
in density, a vacuum state is never formed, because of viscosity. To study this rigorously, the Navier–Stokes
equations are used to describe the gas’s density and velocity, subject to the presence of viscosity. We prove
that, given reasonable assumptions on the boundary data, vacuum states cannot form, if they are not present
initially.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction with mixed boundary Navier–Stokes
We study Navier–Stokes problems with mixed boundary. The quarter plane problem models a
one-fixed boundary problem. It is also known as the standing piston problem. We are interested
whether a vacuum state will form in time, when there exists no vacuum state initially in the
piston.
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study this, we look at a system of conservation laws, known as the compressible Navier–Stokes
equations.
The compressible Navier–Stokes equations say that
ρt + (ρu)x = 0, (1)
(ρu)t +
(
ρu2 + P )
x
= μuxx + f, (2)
where ρ is the specific density, u is the velocity. The pressure in the system is represented by
P(x, t), where x ∈ , t ∈ +, are space and time. The viscosity coefficient is μ and f is the
external force. The ‘initial’ or quarter plane data is given by{
(ρ,u)(x,0) = (ρ0, u0), x > 0,
(ρ,u)(0, t) = (ρ0, u0), t > 0. (3)
So when would a vacuum state form? We answer the question in the distribution sense. Let
φ ∈ C1([0, T ];), be compactly supported on , i.e., φ(t, ·), where t ∈ [0, T ] is compactly
supported on x ∈ . Then we will have the following weak form
∞∫
0
ρφ|t2t1 dx −
t2∫
t1
ρ0(t)u0(t)φ(0, t) dt =
t2∫
t1
x2(t)∫
0
ρφt + (ρu)φx dx dt, (4)
∞∫
0
ρuφ|t2t1 dx −
t2∫
t1
[
ρ0(t)u0(t)2 + P(0, t) −μu0x(t)
]
φ(0, t) dt
=
t2∫
t1
x2(t)∫
0
(ρu)φt +
[
ρu2 + P − μux
]
φx + (ρf )φ dx dt, (5)
for t1, t2 > 0, and x2(t) is a curve on the x–t plane where φ(x, t) = 0 for values of x  x2(t).
2. Conditions
Before we discuss any results, we need the following conditions. These nonvacuous conditions
are modified from Hoff and Smoller [1].
2.1. Finite integration condition. In order for (4) and (5) to make sense as weak equations, we
assume:
[A] The density and momentum ρ, ρu ∈ C([0, T ];H 1loc(+)). This is in order that the terms∫
ρφ|t2t1 and
∫
ρuφ|t2t1 will be continuous a.e. w.r.t. x.
[B] The density, momentum functions ρ(·, t), ρu(·, t) are in L1loc(+) for each t , so that the
terms
∫
ρφ|t2t1 and
∫
ρuφ|t2t1 will be finite.
[C] The functions ρ, ρu2, P(ρ, ·,·) and ux in L1([0,L] × [0, T ]) for every L > 0, so that every
double integral on right-hand side of (4) and (5) will be finite.
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terms will be finite.
2.2. Finite integration condition for the first partials. In order for ux to make sense in
Lemma 2, we would need ux to be in L1([0, T ];L2loc(+)) for almost all t .
2.3. Boundedness condition needed in Lemma 2. For all L > 0, there must exist γ (t) ∈
L1([0, T ]) so that
∣∣∣∣∣
L∫
0
(
ρu2
)
(x, t) dx
∣∣∣∣∣
1
2
 γ (t)(1 +L), (6)
∣∣∣∣∣
L∫
0
u2x(x, t) dx
∣∣∣∣∣
1
2
 γ (t)(1 + L). (7)
Note that this condition is stronger than what is offered in Hoff’s paper [2]. The function γ (t)
is the same for all L > 0.
2.4. Boundedness condition needed in Theorem 11. In order for (5) to make sense, concerning
the finiteness, in Theorem 11, we need an additional condition. For each L > 0 ∃ a constant
C = C(L)
L∫
0
(
ρ|u|)(x, t) dx  C(L), (8)
for any t > 0.
The bound conditions 2.3 and 2.4 are satisfied by the existence of solutions for the Navier–
Stokes equations found in Hoff [2].
2.5. Potential density condition. We need a potential density function G(ρ,x, t) 0, with the
following properties: for constants C0 > 0, ρ¯ > 0, if ρ ∈ [0, ρ¯], the potential density function
satisfies
G(ρ,x, t) C−10 . (9)
Also, there exist constants C1 > 0, with θ ∈ [0,1) such that ∀x0, L > 0, t > 0,
x0+L∫
x0
G
(
ρ(x, t), x, t
)
dx C1 + θC−10 L. (10)
In general, the solutions of Hoff [2] will satisfy conditions 2.1–2.5. The main result of this
section is the following theorem.
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initial data, then there will not be a vacuum state in the solution.
3. Results
The following lemma is very important.
Lemma 2. Let u be the velocity solution to the compressible Navier–Stokes equations satisfying
the above 2.1–2.5 conditions. Then
‖u‖L∞(0,L)  γ (t)(1 +L) (11)
and a new γ (t) ∈ L1([0, T ]).
Proof. Pick x0 ∈ [0,L), with an arbitrary l > 0, l < L− x0, where
Al =
{
x ∈ [x0, x0 + l]: ρ(x, t) < ρ¯
}
,
where ρ¯ is a certain positive number, mentioned in one of the previous list of assumptions,
specifically potential density function, as defined in 2.5. This assumption states that if ρ  ρ¯,
then we have ∀x ∈ Al , because of (9)
1 C0G
(
ρ(x, t), x, t
)
.
Integrating the inequality over the set Al , and applying the second property of the potential
density function, as mentioned in (10), we have
meas(Al)
x0+l∫
x0
C0G
(
ρ(x, t), x, t
)
dx  C0C1 + θl or
meas(Al) C0C1 + θl,
where θ < 1. We know that ∃l0 such that C0C1 + θl0  1+θ2 l0, so that if we have a new set
Bl0 = [x0, x0 + l0] − Al0 , then
meas(Bl0)
[
1 − 1 + θ
2
]
l0 
1 − θ
2
l0. (12)
We will obtain a supremum bound on the velocity u. Now x0 is arbitrary. Since Bl0 is not an
empty set, take x1 ∈ Bl0 . As x1 ∈ Bl0 , we have x1 < x0 + l0. Note: l0 is chosen dependent on
C0,C1 and θ .
28 S. Chiang / J. Differential Equations 230 (2006) 24–48∣∣u(x0, t)∣∣ ∣∣u(x1, t)∣∣+ ∣∣u(x0, t) − u(x1, t)∣∣ ∣∣u(x1, t)∣∣+
∣∣∣∣∣
x1∫
x0
ux(x, t) dx
∣∣∣∣∣
 ρ− 12 ρ 12
∣∣u(x1, t)∣∣+
x0+l0∫
x0
∣∣ux(x, t)∣∣dx.
For any x1 ∈ Bl0 , we have ρ(x, t) ρ¯. By using the Cauchy–Schwarz inequality, we have
∣∣u(x0, t)∣∣ ρ¯− 12 (ρ 12 ∣∣u(x1, t)∣∣)+ l 120
∣∣∣∣∣
x0+l0∫
x0
ux(x, t)
2 dx
∣∣∣∣∣
1
2
.
By integrating over all x1 ∈ Bl0 , we have
meas(Bl0)
∣∣u(x0, t)∣∣ ρ¯− 12
( x0+l0∫
x0
ρu(x, t)2 dx
) 1
2
meas(Bl0)
1
2
+ meas(Bl0)l
1
2
0
∣∣∣∣∣
x0+l0∫
x0
ux(x, t)
2 dx
∣∣∣∣∣
1
2
.
Dividing by meas(Bl0) gives
∣∣u(x0, t)∣∣ ρ¯− 12
( x0+l0∫
x0
ρu(x, t)2 dx
) 1
2
measB
− 12
l0
+ l
1
2
0
∣∣∣∣∣
x0+l0∫
x0
ux(x, t)
2 dx
∣∣∣∣∣
1
2
. (13)
The set Bl0 has an inequality from (12), which can be rewritten as
meas(Bl0)
− 12 
[
2
(1 − θ)l0
]− 12
. (14)
Also, since x0 + l0  L + l0, by (6)
( x0+l0∫
x0
ρu(x, t)2 dx
) 1
2

( x0+l0∫
0
ρu(x, t)2 dx
) 1
2
 (1 + L+ l0)γ (t). (15)
Similarly, by (7)
( x0+l0∫
ux(x, t)
2 dx
) 1
2

( x0+l0∫
ux(x, t)
2 dx
) 1
2
 (1 +L+ l0)γ (t). (16)
x0 0
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∣∣u(x0, t)∣∣ ρ¯− 12
[
2
(1 − θ)l0
]− 12
(1 + L+ l0)γ (t) + l
1
2
0 (1 +L + l0)γ (t). (17)
This comes from the bounded condition of Lemma 2, and 2.3. Since l0 is independent of L and
t > 0, depending only on the potential density condition (2.5), and the constants C0,C1, and θ ,
we see that
ρ¯−
1
2
[
2
(1 − θ)l0
]− 12
(1 + L+ l0)
is actually a linear function of L. Thus it can be bounded by K(1 + L), where K is another
constant, and can be “absorbed” into γ (t), by redefining a new γ (t) as the multiplication of the
old γ (t) by a constant, therefore ∣∣u(x0, t)∣∣ (1 +L)γ (t).
This completes the proof of Lemma 2. 
Lemma 3. If we have a vacuum state on the interval (a, b), a > 0, b > a, on the quarter plane,
i.e., suppose that ρ(·, t1) = 0 on (a, b), where t1 < T . If we define 2 instances of time, t0 and t2,
t0 = inf
{
t ∈ [0, t1]:
t1∫
t
∥∥u(·, s)∥∥
L∞(a,b) ds <
1
2
(b − a)
}
and (18)
t2 = sup
{
t ∈ [t1, T ]:
t∫
t1
∥∥u(·, s)∥∥
L∞(a,b) ds <
1
2
(b − a)
}
(19)
then t0 < t1 < t2.
Furthermore, for any t ∈ (t0, t2), we will have the vacuum states ρ(·, t) = 0, on the following
interval, which is nontrivial,(
a +
∣∣∣∣∣
t∫
t1
∥∥u(·, s)∥∥
L∞(a,b) ds
∣∣∣∣∣, b −
∣∣∣∣∣
t1∫
t
∥∥u(·, s)∥∥
L∞(a,b) ds
∣∣∣∣∣
)
. (20)
Proof. By Lemma 2, we have (21)
‖u‖L∞(0,L)  γ (t)(1 +L)
and γ (t) ∈ L1([0, T ]). Since there exists t > t1 such that
t∫
t1
γ (t) dt (b − a + 1) < 1
2
(b − a),
therefore, t0 < t1 < t2 follows.
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We now prove (20). For this, we need a function u(x, t), which is both differentiable and
approximates u(x, t). This is done by using a smoothing function φ ∈ C∞0 (), where t > t1, and
φ  0, spt(φ) ⊂ [0,1], with ∫∞−∞ φ(x, t) dx = 1. Since u is only defined on x > 0, we reflect u
into x < 0. By spatial regularization, for any x > 0, we define
u(x, t) =
∞∫
0
u(x − y)φ(y) dy = −n
∞∫
0
u(y)φ
(
x − y

)
dy,
where first we choose a constant δ < b−a6 and  < δ. Therefore, the domain of the function
u(x − y) will not shift outside of (a, b), if x ∈ (a + δ, b − δ). Thus,
∥∥u(·, t)∥∥
L∞(a+δ,b−δ) 
∥∥u(·, t)∥∥
L∞(a,b).
Figure 1 shows the function wδ . Therefore
wδ(x, t) =
{‖u(·, t)‖L∞(a+δ,b−δ), x < a+b2 + δ,
−‖u(·, t)‖L∞(a+δ,b−δ), x > a+b2 − δ.
(21)
Note that for a+b2 − δ < x < a+b2 + δ, the function wδ(x, t) takes a smoothly monotone decreas-
ing value, with negative slope.
We have another part of the proof, where we consider t < t1, instead of t > t1 as above, and
try to prove that there exists a vacuum state in the neighborhood of t < t1, To do this, we need to
use a different wδ and we go through the same proof replacing wδ by −wδ . The details will
be omitted here.
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Fig. 3. Characteristic diagram.
We next define the initial data function, shown in Fig. 2
Φδ(x) =
{1, a + 2δ < x < b − 2δ,
0, x < a + δ or x > b − δ. (22)
The functions wδ(x, t) and Φδ(x) serve as speed-lines and the initial data to the following PDE
φδt + wδφδx = 0 (23)
with φδ(x, t1) = Φδ(x). The characteristic diagram as in Fig. 3 illustrates how the solution will
behave on (x, t).
32 S. Chiang / J. Differential Equations 230 (2006) 24–48Look at (4); then on the support of the test function φδ(x, t),
b−δ∫
a+δ
ρφ|tt1 dx =
t∫
t1
b−δ∫
a+δ
ρφt + (ρu)φx dx dt +
t∫
t1
ρ0(t)u0(t)φ(0, t) dt.
Since φ(0, t) = 0, from Fig. 3, it suffices to deal with
b−δ∫
a+δ
ρφ|tt1 dx =
t∫
t1
b−δ∫
a+δ
(
ρφt + (ρu)φx
)
dx dt. (24)
From the set of partial differential equations in (24) we can split to a more simple form
b−δ∫
a+δ
ρφ|tt1 dx =
t∫
t1
b−δ∫
a+δ
ρ
(
u −wδ)φx dx dt. (25)
We insert the regularization term into (25),
b−δ∫
a+δ
ρφ|tt1 dx =
t∫
t1
b−δ∫
a+δ
ρ
(
u − u)φx + ρ(u −wδ)φx dx dt. (26)
Basically, we wish to prove 2 claims.
Claim 1.
lim
→0
t∫
t1
b−δ∫
a+δ
ρ
(
u− u)φδx dx dt = 0. (27)
Claim 2.
lim
→0
t∫
t1
b−δ∫
a+δ
ρ
(
u −wδ)φδx dx dt  0. (28)
We will prove (28) first. We need the definitions of two specific times T δ and T δ :
T δ = sup
{
t ∈ [t1, T ]: portions of the characteristics II and III stay away
from the interval in x bounded by
a + b
2
− δ, a + b
2
+ δ
}
.
Since II and III are characteristics of the PDE in (23), this implies that the left-handed and right-
handed values of x bordering II, can be expressed as follows:
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2
− δ − (a + 2δ) = b − a
2
− 3δ =
T δ∫
t1
wδ
(
x(t), t
)
dt
=
T δ∫
t1
∥∥u∥∥
L∞(a+δ,b−δ) dt 
T δ∫
t1
‖u‖L∞(a,b) dt.
Then
T δ = sup
{
t ∈ [t1, T ]:
t∫
t1
‖u‖L∞(a,b) dt < b − a2 − 3δ
}
.
Since
T δ∫
t1
‖u‖L∞(a,b) dt  b − a2 − 3δ,
this implies that T δ  T δ . When time t ∈ [t1, T δ], then t  T δ .
Proof of Claim 2. Consider all x > 0. If x < a+b2 − δ, then from definition (21), the term
u −wδ  0, and from Figs. 2, 3, φδx  0. Similarly, if x > a+b2 + δ, then from definition (21),
the term u − wδ  0, and from Fig. 3, φδx  0. For other x values, φδx = 0 anyway. This
proves (28). 
Proof of Claim 1. This involves proving (27),
lim
→0
t∫
t1
b−δ∫
a+δ
ρ
(
u − u)φδx dx dt = 0.
First, we have to prove |φδx | is bounded irregardless of the value δ > 0. Since φt +wδφx = 0,
therefore
φxt +wδφxx = −wδx φx.
If we regard this equation along x = x(s) with parameter s, with φx = y, then the equation
becomes
yt + wδyx = −wδx y. (29)
Along the characteristics x = x(s) of Eq. (29), the solution y will obey the differential equation
dy = −wδx y
(
x(s), s
)
.ds
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φδx
(
x(t), t
)= Ψ δx (x(t1)) exp
(
−
t∫
t1
wδx
(
x(s), s
)
ds
)
.
From Fig. 1, the derivative wδx corresponds to the slope of the function wδ , and we can obtain
an approximate bound on |wδx |, roughly (from the diagram)
∣∣wδx ∣∣ ‖u‖L∞(a+δ,b−δ)2δ ≡ ‖u‖L∞(a,b)2δ = M,
if  > 0 is small enough. Also wδx is nonpositive, so
exp
(
−
t∫
t1
wδx
(
x(s), s
)
ds
)
 exp
( t∫
t1
M ds
)
.
Therefore the absolute value of φδx is bounded above. This means that since |ρu − ρu | → 0
pointwise, thus Claim 1 holds by Lebesgue convergence theorem. 
Assuming (27) and (28) are valid, we have
lim
→0
b−δ∫
a+δ
ρφδ
∣∣∣∣
t
t1
dx = lim
→0
b−δ∫
a+δ
ρφδ(x, t) dx  0, (30)
if t ∈ [t1, T δ], since ρ(x, t1) = 0 on the interval (a + δ, b − δ). Since for each t ∈ [t1, T δ] and
each  > 0, the “support” of φδ , where φδ = 0, as can be seen from Fig. 2, shrinks left and
right, at time t , by the length,
t∫
t1
wδ
(
x(t), t
)
dt =
t∫
t1
∥∥u∥∥
L∞(a+δ,b−δ) dt 
t∫
t1
‖u‖L∞(a,b) dt.
Thus, at time t , the “support” of φδ , where φδ = 0 contains the interval
(
a + δ +
t∫
t1
‖u‖L∞(a,b), dt, b − δ −
t∫
t1
‖u‖L∞(a,b) dt
)
(31)
for time t ∈ [t1, T δ]. Therefore, from the integrand in (30), since the function φδ  0 (see
Fig. 2), ρ ≡ 0 in the interval (31).
S. Chiang / J. Differential Equations 230 (2006) 24–48 35As in the definition of t2 earlier in the lemma, if t1 < t < t2, then
t∫
t1
‖u‖L∞(a,b) dt < 12 (b − a).
This implies that time t < T δ for some fixed δ < δ0, by the definition of T δ . For such a constant
δ < δ0,
t∫
t1
‖u‖L∞(a,b) dt < 12 (b − a) − 3δ. (32)
We know that t < T δ , because of argument directly preceding the proof of Claim 2 above.
Having t < T δ , implies the existence of the density-free interval as labeled in (31). Note that
(
a + δ +
t∫
t1
‖u‖L∞(a,b) dt, b − δ −
t∫
t1
‖u‖L∞(a,b) dt
)
,
is not an empty set, since t < T δ and the relationship in (32) holds. Let a sequence δi → 0. Thus
we have zero density ρ ≡ 0 in the interval (a + ∫ t
t1
‖u‖L∞(a,b) dt, b −
∫ t
t1
‖u‖L∞(a,b) dt). This
completes the proof of Lemma 3. 
From Lemma 3, we get the idea that the vacuum can be extended V-shaped backwards. We
define y(t) and z(t) by
y(t) = inf
{
x  0: ρ(y, t) = 0, y ∈
(
x,
a + b
2
)}
and (33)
z(t) = sup
{
x  0: ρ(y, t) = 0, y ∈
(
a + b
2
, x
)}
. (34)
Lemma 4. Let t0 < t < t2, where t0 and t2 are defined in (18) and (19), and the vacuum state
(a, b) in Lemma 3 being (y(t1), z(t1)). Let y(t) and z(t) be as defined in (33) and (34). Then
there exists L > 0, such that
0 y(t), z(t) L, (35)
for t0 < t < t2.
Proof. The potential density condition 2.5, which has the property (9), implies that since
ρ(·, t) = 0 on (y(t), z(t))
z(t)∫
G
(
ρ(x, t), x, t
)
dx C−10
(
z(t) − y(t)), (36)y(t)
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z(t)∫
y(t)
G
(
ρ(x, t), x, t
)
dx  C1 + θC−10
(
z(t) − y(t)), (37)
where C0 and C1 are constants and the constant θ < 1. Combining (36) and (37) gives
C−10
(
z(t) − y(t)) C1 + θC−10 (z(t) − y(t)),
which simplifying gives
(
z(t) − y(t)) 1
(1 − θ)C0C1.
Hence
0 y(t) z(t) 1
(1 − θ)C0C1 + y(t). (38)
From definitions (33) and (34), the relation
a + b
2
= y(t1) + z(t1)
2
∈ (y(t), z(t))
implies that
y(t) a + b
2
. (39)
Thus from (38) and (39), we conclude that there exists L > 0 for t0 < t < t2,
0 y(t), z(t) L.
This proves Lemma 4. 
Lemma 5. Let y(t) and z(t) be as defined in (33) and (34). Then, there will be an interval in
time such that for t ∈ [t1 − h, t1], y(t), and z(t) are absolutely continuous.
Proof. We know that for a function to be absolutely continuous, given  > 0, there exists a δ > 0
such that
n∑
i=0
∣∣z(ti) − z(ti+1)∣∣< , whenever n∑
i=0
|ti − ti+1| < δ. (40)
We can choose δ > 0 such that if meas(S) < δ,∫
‖u‖L∞(0,L) min
(
b − a
2
, 
)
,S
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h < t1 − t0, where t0 is as defined in (18). Let {ti} be a finite partition. By the definition of y
and z, for each ti , ρ(·, ti) = 0 in (y(ti), z(ti )). By using Lemma 3, taking a = y(ti) and b = z(ti)
in the interval
(
y(ti) +
ti+1∫
ti
‖u‖L∞(y(ti ),z(ti )) dt, z(ti) −
ti+1∫
ti
‖u‖L∞(y(ti ),z(ti )) dt
)
we have ρ(·, ti+1) = 0. Using the definition of supremum for z(ti+1), (y(ti+1), z(ti+1)) being the
largest interval, where density is zero,
z(ti) −
ti+1∫
ti
‖u‖L∞(y(ti ),z(ti )) dt  z(ti+1).
Thus we have
z(ti) − z(ti+1) dt 
ti+1∫
ti
‖u‖L∞(y(ti ),z(ti )) dt 
ti+1∫
ti
‖u‖L∞(0,L) dt. (41)
Similarly
z(ti+1) −
ti+1∫
ti
‖u‖L∞(y(ti+1),z(ti+1)) dt  z(ti).
Thus we have
z(ti+1) − z(ti) dt 
ti+1∫
ti
‖u‖L∞(y(ti+1),z(ti+1)) dt 
ti+1∫
ti
‖u‖L∞(0,L) dt. (42)
Therefore, from (41) and (42), we have
∣∣z(ti) − z(ti+1)∣∣
ti+1∫
ti
‖u‖L∞(0,L).
Summing over the index {i}, we have the summation term in (40) being bounded by the integral
of ‖u‖L∞(0,L) over the set S. Since ‖u‖L∞(0,L) is an integrable function, we would have (40).
This proves Lemma 5. 
Lemma 6. We can extend y(t) and z(t) backwards, until they cross path at t = τ > 0, or both
curves end at t = 0. Furthermore, there are constants L > 0, so that −L y(t) z(t) L.
38 S. Chiang / J. Differential Equations 230 (2006) 24–48Proof. Let τ = infS. The set S contains s-extensions in time [s′, t1], where the absolutely con-
tinuous y(s′), z(s′) still exists.
Claim 3. For a particular t , h(t), σ(t) such that for any s, t − h(t) < s < t , the variable t ∈
[s, s + σ(t)], we have
z(s)
(
1 +C
∣∣∣∣∣
t∫
s
γ
∣∣∣∣∣
)(
z(t) +C
∣∣∣∣∣
t∫
s
γ
∣∣∣∣∣
)
, (43)
where C is a constant.
Proof. We first choose the function h(t). The function h(t) is chosen according to several crite-
ria.
Criterion 1. The function γ (t), defined by (6) and (7), is integrable L1[0, t]. Since we need to
use the following term later on, so
C
t+h∫
t
γ (s) ds < 1, (44)
where we choose both C > 1 some constant and h(t) small enough to satisfy (44). Note that,
since γ (t) is integrable, h(t) can be chosen small enough not to depend on time t .
Criterion 2. Also, the function h(t) is also chosen using Lemma 3, which implies that there
exists h(t), so that for time s close to t , or sandwiched by h(t), or t − h(t) < s < t , then
z(s) z(t) −
t∫
s
‖u‖L∞(y(t),z(t)) dt ′  z(t) − C
t∫
s
|γ |dt ′(1 + z(t))
 z(t)
(
1 −C
t∫
s
|γ |dt ′
)
−C
t∫
s
|γ |dt ′. (45)
Therefore, a direct result related to the above argument, says that
z(t)
(
1 +C
t∫
s
|γ |dt ′
)(
z(s) +C
t∫
s
|γ |dt ′
)
(46)
with C a constant.
Since z(t), y(t) are absolutely continuous, we can choose h(t) even smaller, so that some
neighborhood around particular time t , for time s such that h(t) < s < t , we can find constants
A(t), B(t), so that y(s) < A < B < z(s).
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find σ(s, t) (replicating Criteria 1 and 2), for s < s˜ < s + σ(s, t),
z(s˜) z(s)
(
1 −C
s∫
s˜
∣∣γ (t)∣∣dt
)
−C
s∫
s˜
∣∣γ (t)∣∣dt.
Hence,
z(s)
(
1 +C
∣∣∣∣∣
s˜∫
s
γ
∣∣∣∣∣
)(
z(s˜) +C
∣∣∣∣∣
s˜∫
s
γ
∣∣∣∣∣
)
. (47)
Note that (47) is starting to look like (43).
It is important to note that σ(s, t) = σ(t), meaning it does not rely on the parameter s. The
following explains why this is true. This is a modification of the argument in Lemma 3. On
each time s, there exists a vacuum state on the interval (a, b) = (y(s), z(s)), where (a, b) is as
defined in Lemma 3. The lemma says that for time s˜ found between t0 and t2, two time constants
specially defined in Lemma 3, a vacuum state can be found at time s˜.
With modification because of the absolute continuity of y(s) and z(s), we can choose
σ(s, t) = σ(t) as follows. Let  = B−A2 , then there exists δ > 0 such that for any set SA,
C
∫
SA
γ <
B − A
2
,
if meas(SA) < δ. In particular,
s+δ∫
s
‖u‖L∞(y(s),z(s)) < C
s+δ∫
s
γ (s′) ds′ < B −A
2
, (48)
where δ does not depend on s. Also,
B −A
2
<
z(s) − y(s)
2
. (49)
The above (48) and (49) mean that for any s˜, such that s < s˜ < δ + s, then s˜ lies between the
special time constants t0 and t2 in Lemma 3. It means that if s < s˜ < δ + s, the integral in (48),
taken from s to s˜, will not exceed half the length of (y(s), z(s)). Let σ(t) < δ, then ρ(·, s˜) = 0
on
(
y(s) +
s˜∫
s
‖u‖L∞(y(s),z(s)) dt, z(s) −
s˜∫
s
‖u‖L∞(y(s),z(s)) dt
)
,
where s < s˜ < σ(t) + s. Note that this interval is a subset of largest interval (y(s˜), z(s˜)), where
ρ(·, s˜) = 0.
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since
z(s˜) z(s)
(
1 − C
s∫
s˜
∣∣γ (t)∣∣dt
)
− C
s∫
s˜
∣∣γ (t)∣∣dt,
we have
z(s)
(
1 + C
t∫
s
∣∣γ (t)∣∣dt
)(
z(t) +C
t∫
s
∣∣γ (t)∣∣dt
)
,
and this proves (43) and so Claim 3. 
We next require d such that τ < d . A covering of [d, t1] can be obtained by taking (t, h(t)),
as described in Claim 3, where h(t) is a real number. There exists a finite covering, since the
interval [d, t1] is closed. If we choose a covering of [d, t1] using (ti , h(ti)) balls, then there are p
balls covering [d, t1]. Let tp < · · · < t2 < t1, and let si ∈ Bhi (ti) ∩ Bhi+1(ti+1). Reorganizing the
elements gives the order tp < · · · < s2 < t2 < s1 < t1. Then Eq. (46) states that
z(t2)
(
1 +C
s1∫
t2
∣∣γ (t)∣∣dt
)(
z(s1) +C
s1∫
t2
∣∣γ (t)∣∣dt
)
.
Similarly Eq. (43) implies that
z(s2)
(
1 + C
t2∫
s2
|γ |dt
)(
z(t2) + C
t2∫
s2
dt
)

(
1 + C
t2∫
s2
|γ |dt
)[(
1 + C
s1∫
t2
|γ |dt
)(
z(s1) +C
s1∫
t2
|γ |dt
)
+C
t2∫
s2
|γ |dt
]

(
1 + C
t2∫
s2
|γ |dt
)(
1 +C
s1∫
t2
|γ |dt
)(
z(s1) +C
s1∫
s2
|γ |dt
)
.
And so on (iterating on the last term above). In general, this implies that
zp = z(sp)
p−1∏
j=0
(
1 + C
tj+1∫
s
|γ |dt
)(
1 +C
sj∫
t
|γ |
)[
z1 +C
s1∫
t
|γ |
]
. (50)j+1 j+1 1
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p∏
j=1
(1 + xj )
(
1 + x
q
)q
 ex.
Since d in [d, t1] is arbitrary, therefore from (50)
zp  eC
∫ t1
0 |γ |dt (z1 +C3) eC
∫ T
0 |γ |dt (z1 +C3)C4(z1 + 1),
where C3 and C4 are constants. We proved that z is bounded. Since
0 y(t) z(t),
z(t) and y(t) are bounded up to t = τ . Say
0 y(t) z(t) L. (51)
The functions y(t) and z(t) are also absolutely continuous up to t = τ . This is because of the
bound γ (t) (note this is important). Let  > 0 be given. We can always choose a δ > 0 (because
of the function γ (t) in Lemma 2), such that if 0 s < t  T , and |s − t | δ, then
t∫
s
‖u‖L∞(0,L)  .
Repeating the same kind of argument as earlier in the proof, for any t ∈ (τ, t1), we can find
h(t) > 0 such that if |t − s| < h(t), then
∣∣z(s) − z(t)∣∣
∣∣∣∣∣
t∫
s
∥∥u(·, s′)∥∥
L∞(0,L) ds
′
∣∣∣∣∣. (52)
We take any covering of [s, t] with balls Bh(t ′)/2(t ′) where t ′ ∈ [s, t]. Note that t ′ is the center of
the ball and h(t ′)/2 is the radius. Furthermore, |s − t | < δ. Then there must be a finite covering
of [s, t], say p balls, all of them overlapping at s′j points. Arrange them in ascending order:
s < t ′1 < s′1 < t ′2 < s′2 < · · · < t ′p < t.
Therefore for |s − t | < δ,
∣∣z(s) − z(t)∣∣ ∣∣z(s) − z(t ′1)∣∣+ ∣∣z(t ′1)− z(s′1)∣∣+ · · · + ∣∣z(t ′p)− z(t)∣∣

t ′1∫
s
+· · · +
t∫
t ′
=
t∫
s
‖u‖L∞(0,L) dt ′  .
p
42 S. Chiang / J. Differential Equations 230 (2006) 24–48Hence the functions y(t) and z(t) are also absolutely continuous up to t = τ . They have to meet
at t = τ , where τ  0. (By the assumption of the vacuum state.) This completes the proof of
Lemma 6. 
Lemma 7. If we define
V = {(x, t): ρ(x, t) = 0 a.e. on the interval (y(t), z(t))}.
Then on V , u(x, t) = α(t)x + β(t) for some α(t) and β(t) functions.
Proof. Since the density ρ = 0 and P(0, x, t) = 0, terms from the second equation of conser-
vation laws (2), therefore uxx = 0 in the sense of distributions. Thus uxx = 0 in the sense of
distributions. Therefore u(x, t) = α(t)x + β(t).
This means that ux(x, t) = α(t), and
lim
1,2→0
u1x − u2x = lim
1,2→0
α1(t) − α2(t) = 0.
From (5), in the vacuum region at time t , (y(t), z(t)), we have
0 = lim
1,2→0
t1∫
τ
( z(t)∫
y(t)
(
u1x − u2x
)2
dx
) 1
2
dt = lim
1,2→0
t1∫
τ
( z(t)∫
y(t)
(
α1(t) − α2(t))2 dx
) 1
2
dt
= lim
1,2→0
t1∫
τ
((
α1(t) − α2(t))2
z(t)∫
y(t)
1dx
) 1
2
dt
= lim
1,2→0
t1∫
τ
∣∣(α1(t) − α2(t))∣∣[z(t) − y(t)] 12 dt.
From this, we know that α is a Cauchy sequence in the weighted L1([τ + δ, τ1]) for δ > 0,
since |z(t) − y(t)| 12 is uniformly bounded. Since |β1(t) − β2(t)| C‖u1(·, t) − u2(·, t)‖L∞
for some constant C, u → 0. Therefore {β} is Cauchy, with
αx + β → αx + β
in L1loc((τ, t1];L∞()). This completes the proof of Lemma 7. 
Lemma 8. Consider the function w1 ∈ (a, b), τ < t < t1, where t1 is a given time. We define w(t)
by
w(t) = w1 exp
(
−
t1∫
t
α(s) ds
)
−
t1∫
t
exp
(
−
t1∫
s
α(u)du
)
β(s) ds, (53)
where α(t) and β(t) is as defined in (7). Then we have y(t) < w(t) < z(t), for time t > τ .
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d
dt
(z − w) α(z −w) a.e. (54)
So that since z(t1) > w(t1) (same as saying that (z1 −w1) > 0), and the differential equation
d
dt
(
(z − w) exp
(
−
t∫
t1
(z −w)α(u)du
))
 0,
with t < t1, elementary first-year calculus gives us
(z −w) exp
(
−
t∫
t1
(z − w)α(u)du
)
 0.
Neglecting the exponential term, we have z(t) > w(t), with t < t1. This proves the monotonic
relationship between w(t) and z(t).
Examining Eq. (54) again, since from definition (53), dw
dt
= αw + β , we need only to prove
that
dz
dt
< αz + β. (55)
Definition 9. Let F(t) be an integral function in L1[0, T ]. We say that t is a Lebesgue point of
F(t) if
lim
s→t
1
s − t
s∫
t
F (u)du = F(t).
First, we define the following sets:
A = {t ∈ (τ, t1]: ux(·, t) /∈ L2(y(t), z(t))},
D = {(x, t) ∈ V : u(x, t) = α(t)x + β(t)},
E = {t ∈ (τ, t1]: z is not differentiable at t}.
Next, we define some points. Let {rk} be the set of rational numbers, and let Bjk = {x:
|x − rk| < 1j }, where j, k = 1,2,3, . . . . Let
Fjk =
{
t : t is not a Lebesgue point of
∥∥u(·, t)∥∥
L∞(Bjk)
}
.
Let F =⋃Fjk be a set of all non-Lebesgue points in time. If t¯ /∈ F , then ∀Bjk
lim
t→t¯
1
t − t¯
t∫
‖u‖L∞(Bjk) =
∥∥u(·, t¯ )∥∥
L∞(Bjk). (56)t¯
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dz
dt
(t¯ ) >
(
αz(t¯ ) + β = u¯).
Note that the left-hand side of the inequality can be equated to u¯, because t¯ /∈ D in the vacuum
region. This also means (by the strict inequality) that dz
dt
(t¯ ) > u¯ + . Since t¯ /∈ E, z(t¯ ) is a
differentiable point, and we can talk about (z(t)− z(t¯ ))/(t − t¯ ). Thus, there exists  > 0 and t
for |t − t¯ | < t , such that
z(t) > z(t¯ ) + (t − t¯ )(u¯ + ) ⇐⇒ z(t) − z(t¯ ) > (t − t¯ )(u¯ + ). (57)
Because that u(·, t) ∈ H 1loc(), we can find a h > 0, such that if |x − z¯| h, where z(t¯ ) = z¯,
then ∣∣u(x, t¯ ) − u¯∣∣ 
2
, (58)
and if we choose h > 0 even small enough, then
y(t¯ ) < z¯ − h.
Choose Bjk = (c, d) such that z¯ < d < z¯ + h,
Bjk = (c, d) ⊂ [z¯ − h, z¯ + h].
If we next have a constant e such that
z¯ − h < c < e < z¯ < d < z¯ + h. (59)
We can extend t , because there exists t > 0, |t − t¯ | < t , such that the inequalities in (59) are
conserved:
y(t) < c < e z(t) d,
note that this is true because y(t) and z(t) are absolutely continuous. Thus ρ(·, t) = 0 on (c, e).
From the definition of z(t) and also Lemma 3 (the argument is similar to part of the proof found
in the lemma, below Criteria 1, 2), we can find some t and |t − t¯ | < t , such that the following
inequality is true
z(t¯) z(t) −
t∫
t¯
‖u‖L∞(c,e) ds ⇐⇒
t∫
t¯
‖u‖L∞(c,e) ds  z(t) − z(t¯).
Therefore
z(t) − z(t¯)
t∫
t¯
‖u‖L∞(c,e) ds 
t∫
t¯
‖u‖L∞(Bjk) ds, (60)
since (c, e) ⊂ Bjk = (c, d).
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u¯ +  < 1
t − t¯
t∫
t¯
‖u‖L∞(Bjk) ds (61)
on some Bjk = (c, d). Let t → t¯ , by applying the property of Lebesgue points to the right-hand
side above, then
u¯ +   ∥∥u(·, t¯ )∥∥
L∞(Bjk). (62)
This leads to a contradiction. To see this from (58), we have
u(x, t¯ ) u¯ + 
2
,
It can be concluded that by taking the L∞(Bjk) over x, then for Bjk ,
∥∥u(·, t¯ )∥∥
L∞(Bjk)  u¯ +

2
.
Combining with (61), and taking t → t¯ , we have
u¯ +   u¯ + 
2
.
Clearly a contradiction, resulting from assumption coming from (57). Hence (55) holds, and
Lemma 8 is proved. 
Lemma 10. Let α(t) be as described in (53), then
lim
t→τ
t1∫
t
α(s) ds = ∞. (63)
Proof. We choose w1,w2 as in (53), then the corresponding function w1(t),w2(t), when the
difference is taken,
w1(t) −w2(t) = (w1 −w2) exp
(
−
t1∫
t
α(s) ds
)
.
This means that
lim
t→τ
(
w1(t) −w2(t)
)= 0 and lim
t→τ
t1∫
t
α(s) ds = ∞.
This proves Lemma 10. 
46 S. Chiang / J. Differential Equations 230 (2006) 24–48Fig. 4. The characteristic component in the speed w and the initial function Ψ (x).
We now complete the major theorem that had followed the description of assumptions 2.1–2.5
in the beginning of Section 2. This theorem which has been stated earlier, is in the following:
Theorem 11. Suppose that assumptions 2.1–2.5 found earlier in Section 2 hold. If there exists
no vacuum state on the initial data, then there will not be a vacuum state in the solution.
Proof. From (5), we have the weak form
∞∫
0
ρuφ|t2t1 dx −
t2∫
t1
[
ρ0(t)u0(t)2 + P(0, t) −μu0x(t)
]
φ(0, t) dt
=
t2∫
t1
x2(t)∫
0
(ρu)φt +
[
ρu2 + P −μux
]
φx + (ρf )φ dx dt.
We construct a test function φ that will help prove the theorem. Consider the function
w(x, t) = (α(t)x + β(t)) · χ(x). (64)
We will define a test function using the solution of a partial differential equation:
φt +wφx = 0, φ(t1, x) = Ψ (x), (65)
where Ψ (x) is the initial data as is shown in Fig. 4, as well as the function χ(x). Both χ(x) and
Ψ (x) are defined in Fig. 4. Let c(t) and d(t) be functions chosen from two real values w1,w2
from vacuum (a, b) and functions c(t) and d(t) subsequently defined from formula (53) in the
previous lemma.
The diagram in Fig. 5 gives the support of φx , as can be divided into 2 strips: (c(t), d(t))
and (e(t), f (t)). Let I = (c(t), d(t)) and II = (e(t), f (t)). Because most of the terms in (5)
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involve φx , we need only examine the integral terms found in (5) for intervals I and II. For the
first interval I , we have the terms
∫
I
ρuφ|t2t1 dx,
t2∫
t1
∫
I
ρu(u −w)φx dx dt,
t2∫
t1
∫
I
Pφx dx dt,
all of which are 0, as the density ρ = 0 on I .
Since φ(0, t) = 0, based on its construction, we can safely ignore the last term in (5). On the
second interval II, since φ  1, by (8),
∫
II
ρuφ|t2t1 
∫
II
ρ|u||t2t1 < C.
Also, the term w = 0 on the interval II, as well as the characteristics x˙ = 0 do not change the
values of Ψx . Therefore, the integral term
t2∫
t1
∫
II
ρu
(
u −w)φx dx dt 
t2∫
t1
∫
II
ρu2|Ψx | < C.
Similarly,
t2∫
t1
∫
II
∣∣(P −μux)φx∣∣dx dt 
∫ ∫
II
(|P | +μ|ux |)|Ψx |dx dt < C.
It remains to consider the last term in the weak equation
−
∫ ∫
μuxφx dx dt = −
t2∫
t
d(t)∫
ψx dx dt =
t2∫
t
α(t) dt.I 1 c(t) 1
48 S. Chiang / J. Differential Equations 230 (2006) 24–48Let t2 → τ , the last term goes to infinity. Implying the weak equation is not satisfied. However φ
is a valid test function in C∞0 (, [0, t)) for the weak equation, hence (ρ,u) as a solution should
satisfy the weak equation. This is a contradiction and the proof of Theorem 11 is complete. 
4. Conclusion
It is thus proved that in a single standing piston, vacuum state will not form in any finite time
as long as there is no vacuum state initially.
References
[1] David Hoff, Joel Smoller, On the non-formation of vacuum states for the Navier–Stokes equations, Comm. Math.
Phys. 1 (2001) 345–359.
[2] David Hoff, Global solutions of the equations of one-dimensional compressible flow with large data and differing
end states, Z. Angew. Math. Phys. 49 (1998) 774–785.
