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たアフィンスケーリング法は，射影変換を用いずに，変数（あるいはスラック変数）のスケーリングを
行って問題を変形した後に最急降下法を行う単純た内点法で，実用的にも有望な計算機実験の結果が報
告されているものである．従来，この方法の大域的収束性の証明にはある種の非退化条件を必要とした
が，Tsuchiya（1990）では“局所Karmarkarポテンシャル関数’一という概念を用いた非退化条件を必要
としたい大域的収束性の証明が与えられている．
 ところで，線形計画問題の最も単純な拡張であるとされる凸2次計画問題はポートフォリオ，最適制
御問題などに広い心用を持つ．次のような狭義凸2次計画問題
                   1    ．              mi・imi・・万榊κ十・κ…bj・・tt・κ∈P・
                   P＝｛κ∈州〃ガろ≧o｝，
 （1）                   λ＝［α、，．．．，α腕］∈”Xm，κ，C∈”，
                   Q∈R舳：Qは正定値行列，
                   ろ∈Rm
を考える．ここで“問題（1）に内点可能解が存在し，双対非退化条件が満されている”ことを仮定する．
この問題に対するアフィンスケーリング法の反復は，多面体の内点．バこおいて
          。＿     3（κ）一1g（κ十）
（2）   κ一κ■μ1・（κ・）｛3（κ）一・・（κ・）1’12’
          B（κ）＝ノLS（κ）一2λf，   9（κ）＝Qκ十〇，   S（κ）＝dia9（ノバκ一ろ）
として定義される（Ye（1989））．μはステップ幅，κ十は次の近似解である．0≦μ＜1であれば，κ十が内
点可能解であることが保証される．本発表ではTsuchiya（1990）で用いられている手法を拡張して反復
（2）の性質を解析し，次の定理を示した（Tsuchiya（1991））．
  定理．上述の仮定の下で，ステップ幅μを1／8に選べば狭義凸2次計画問題に対するアフィンス
ケーリング法は大域的収束性を持つ．
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                主双対内点法の収束性
                                   水 野 眞 治
内点法は，線形計画問題などの最適化問題を解く数値計算法の1つであり，Karmarkar（1984）により
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はじめて発表された．この解法が大規模な問題を単体法に比べ効率的に解くという研究結果は，数多く
発表されている．
 線形計画法では，はじめに与えられた問題を主問題とすると，その問題と対をなす双対問題を考える
ことができる．線形計画問題を内点法で解く場合に，主問題を解く方法，双対問題を解く方法，主問題
と双対問題の両方を同時に解く方法（主双対内点法と呼ぶ）がある．
 線形計画問題の主双対内点法は，Megiddo（1989）の研究を基にTanabe（1987），Kojima et a1．
（1989a）により提案された．Kojima et a1．（1989a，1989b）は，バス追跡法，ポテンシャル減少法と呼ば
れる主双対内点法が多項式オーダーで最適解に収束することを示した．しかし，McSchaneet a1．（1989）
の数値実験報告によれば，主双対内点法は理論的な方法に比べ長いステップサイズを取ったときに計算
効率がよいという性質を持つ．
 理論的なアルゴリズムが最悪の場合の計算効率をよくするように考案されているのに対して，数値実
験ではいくつかの例題を実際に解きながら効率のよいアルゴリズムを構築する．その結果，上記のよう
な違いが現れる．McSchaneet a1．（1989）のアルゴリズムは，いくつかの例題を効率よく解けたけれど
も，すべての問題を効率よく解くことができるかどうか不明たばかりでたく，大域的に収束するかどう
かも不明である．
 Kojima et a1．（ユ990）は，McSchane et a1．（1989）のアルゴリズムが収束しない場合があることを示
した．さらに，McSchane et a1．のアルゴリズムに少し変更を加えることにより，大域的に収束するア
ルゴリズムを構築でき，さらに多項式オーダーで収束するアルゴリズムも構築できることを示した．
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     セソタード・ニュートン法のイソブリメソティションについて
                （その2．制約条件のある場合）
                                    荒 畑 恵美子
 研究者，技術者，経営者等がいろいろの問題に対して，最適解を求めたい場合が起こってくる．しか
し，ほとんどの場合，現実には制約条件がある．制約条件を満たしているなかで，最適なものを選び出
すことが必要になる．ここでは，制約条件付き最適化にセソタード・ニュートン法（田辺（1990））を用
いた数値例について述べる．
 問題．（Hock and Schittkowski（1981））制約条件
