We study cocycles (non-autonomous dynamical systems) satisfying a certain squeezing condition with respect to the quadratic form of a self-adjoint operator acting in a Hilbert space. We prove that (under additional assumptions) the orthogonal projector maps the fibres of some invariant set, containing bounded trajectories, in a one-to-one manner onto the negative subspace of the operator. This allows to reduce interesting dynamics onto this invariant set, which in some cases can be considered as a kind of inertial manifold for the cocycle. We consider applications of the reduction principle for periodic cocycles. For such cocycles we give an extension of the Massera second theorem and obtain convergence-type results, which we apply to study nonlinear periodic in time delayed-feedback equations posed in a proper Hilbert space and parabolic problems with a nonlinear periodic in time boundary control. The required operator is obtained as a solution to certain operator inequalities with the use of the Yakubovich-Likhtarnikov frequency theorem for C 0 -semigroups and its properties are established from the Lyapunov inequality and dichotomy of the linear part of the problem. Various applications to almost periodic systems will be presented in forthcoming papers.
Introduction
We start with the precise statements of our main results. Suppose Q is a metric space and ϑ t : Q → Q, t ∈ R, is a dynamical system (=flow) on Q. A cocycle (in a separable Hilbert space H) over the dynamical system (Q, {ϑ t }) is a family of maps ψ t : Q × H → H, t ≥ 0, satisfying the following properties:
(1) ψ 0 (q, u) = u for every u ∈ H, q ∈ Q.
(2) ψ t+s (q, u) = ψ t (ϑ s (q), ψ s (q, u)) for all u ∈ H, q ∈ Q and t, s ≥ 0.
(3) The map R + × Q × H → H defined as (t, q, u) → ψ t (q, u) is continuous.
For the sake of brevity, we denote the cocycle by (ψ, ϑ). We will use the following main conditions imposed on the cocycle.
(H1) There is a continuous linear operator P : H → H, self-adjoint (P = P * ) such that H splits into the direct sum of orthogonal P -invariant subspaces H + and H − , i. e. H = H + ⊕ H − , such that P H − < 0 and P H + > 0. (H2) For some integer j > 0 we have dim H − = j.
(H3) For V (u) := (P u, u) and some numbers δ > 0, ν > 0 we have e 2νr V (ψ r (q, u) − ψ r (q, v)) − e 2νl V (ψ l (q, u) − ψ l (q, v)) ≤ ≤ −δ r l e 2νs |ψ s (q, u) − ψ s (q, v)| 2 ds, (1.1) for every u, v ∈ H, q ∈ Q and 0 ≤ l ≤ r.
Remark 1. Suppose (H1) and (H2) are satisfied and H is real. Then the set C := {u ∈ H | (P u, u) ≤ 0} is called a j-dimensional quadratic cone in H. For every u ∈ H we write u = (u + , u − ), where u + ∈ H + and u − ∈ H − . If j = 1 and e ∈ H − is non-zero we define C + := {u = (u + , u − ) ∈ C | u − = αe, α ≥ 0}. It can be shown that C + is a closed convex cone in H and, therefore, it defines a partial order: u v iff v − u ∈ C + . In this case inequality (1.1) implies that the cocycle is monotone (in the sense of the theory of monotone dynamical systems [10] ) w. r. t. the partial order given by C + .
A complete trajectory is a continuous map u : R → H such that for some q ∈ Q the equality u(t + s) = ψ t (ϑ s (q), u(s)) holds for all t ≥ 0 and s ∈ R. In this case we say that u(·) is passing through u(0) at q.
A complete trajectory u(·) of the cocycle is called amenable if 0 −∞ e 2νs |u(s)| 2 ds < ∞.
(1.2)
Define A(q) as the set of all u 0 ∈ H such that there exists an amenable trajectory of the cocycle passing through u 0 at q. We call the set A(q) the amenable set at q. We consider the following assumption.
(H4) For any q ∈ Q there exists at least one amenable trajectory at q ∈ Q, i. e. the set A(q) is non-empty. In applications, a bounded solution of some equation plays the role of an amenable trajectory required in (H4) (since ν > 0 all bounded trajectories are amenable).
We also make use of some compactness-like properties. (COM1) The operator P from (H1) is compact.
The assumption (COM1) makes the quadratic form of P (that is V (·) from (H3)) continuous on bounded sets endowed with the weak topology of H. It can be shown that within (H1) and (H2) the mentioned continuity of the quadratic form is equivalent to the compactness of P . A somewhat different compactness property is the following. (COM2) There exists t 0 > 0 such that the map ψ t0 (q, ·) : H → H is compact for every q ∈ Q.
Compactness-like assumption (COM2) described in terms of the cocycle seems to be more convenient as it simplifies the proof of Theorem 1 and can be checked for cocycles generated by parabolic and delayed problems. Due to a smoothing effect in parabolic problems we may have both assumptions (COM1) and (COM2) satisfied (see [23, 24] and Section 6). It seems that the compactness of P does not hold in delayed problems (see [1] ) in which the smoothing effect is delayed, but the corresponding evolution operator can still be compact for sufficiently large times (see [11, 34] and Section 5). However, both assumptions lead to the compactness of bounded semi-trajectories (see Lemma 5) , which we also use as a weaker hypothesis. (COM3) Any bounded semi-trajectory of the cocycle is compact.
Consider the orthogonal projector Π : H → H − onto H − . The following theorem is a generalization of a result of R. A. Smith (see Theorem 8 from [33] or Theorem 5 [31] ) and it is one of main results of the present paper. Theorem 1. Suppose that (H1)-(H4) and one of (COM1) or (COM2) hold. Then the map Π q := Π A(q) : A(q) → H − is a homeomorphism.
Without (COM1) or (COM2) we only know that the map Π q provides a homeomorphism onto a subset of H − (Lemma 2 below). In the finite-dimensional case the map Π q is a bi-Lipschitz homeomorphism between A(q) and H − [33] . This is due to the fact that the positive operator P H + generates an equivalent scalar product on H + . In the case of infinite dimensions the equivalence does not hold (that can be easily seen if P is compact).
In certain cases the family of sets A(q), q ∈ Q, can be considered as a kind of inertial manifold for the cocycle (see Section 3) . See also Section 6 of [31] for a comparison with the inertial manifolds theory.
The conclusion of Theorem 1 (or its weak version, Lemma 2) is convenient if we are looking for an embedding of invariant sets into some finite-dimensional space. It allows, for example, to sharp and extend the estimates of M. L. Cartwright [8] of additional frequencies in the Fourier spectrum of almost periodic solutions (see [17] , where this is done for almost periodic ODEs). Topological structure of amenable sets A(q) stated in Theorem 1 can be used to extend delicate theorems of V. V. Zhikov for almost periodic ODEs in low dimensions (see Chapter VII in [20] ) to high-dimensional and infinite-dimensional cases. We will deal with these generalizations somewhere else. We also do not discuss here possible generalizations of the Poincaré-Bendixson theorem (see [31] and references therein) and keep it for further considerations.
In this paper we concentrate on applications of the reduction principle for studying abstract periodic cocycles 1 . In this direction we generalize all the main results from [33, 32] (for periodic ODEs and RFDEs) to our abstract context and, thus, we present a unified approach of this theory. Comparing with the proofs of similar theorems in [33, 32] our proofs are more topological (the mentonied results of R. A. Smith rely on some exponential estimates and topological arguments are mixed with them). Namely, we obtain the following convergence theorem.
Theorem 2. Suppose that the cocycle (ψ, ϑ) is σ-periodic and let (H1), (H2) with j = 1, (H3) and (COM3) hold. Then for any bounded semi-trajectory u(t) := ψ t (q, u 0 ), where t ≥ 0, there exists a σ-periodic trajectory u * at q such that u(t) − u * (t) → 0 as t → +∞.
Below we present some applications of Theorem 2 for periodic cocycles generated by certain delay and parabolic equations. Note that results of convergence even in the case of almost periodic cocycles require (in addition to some low-dimensionality of fibres) certain stability assumptions (see [10] and references therein).
A bounded closed subset S 0 ⊂ H is called a sink for the cocycle (ψ, ϑ) if there exists an open set G ⊃ S 0 such that for every u 0 ∈ G and q ∈ Q there exists a T = T (q, u 0 ) ≥ 0 such that ψ t (q, u 0 ) ∈ S 0 for all t ≥ T . Theorem 3. Suppose that the cocycle (ψ, ϑ) is σ-periodic and let (H1), (H2) with j = 1, (H3) and (COM3) hold. If a bounded closed set S 0 is a sink for the cocycle (ψ, ϑ) then there exists a Lyapunov stable σ-periodic trajectory in S 0 .
It can be shown that within the conditions of Theorem 3 any Lyapunov stable isolated σ-periodic trajectory is asymptotically stable (see Proposition 5) .
It should be noted that Theorems 2 and 3 can be proved in the case when (H3) is satisfied only on an open subset S of H. The proofs remain almost the same, however, some definitions should be modified (see [32] ). But in this case we cannot use (COM1) to obtain the compactness of trajectories that is necessary in the proofs.
We also derive an extension of the Massera second theorem [28] as follows.
Theorem 4. Suppose that the cocycle (ψ, ϑ) is σ-periodic and let (H1), (H2) with j = 2, (H3) and one of (COM1) or (COM2) hold. If there exists a bounded semi-trajectory u(t) = ψ t (q, u 0 ), where t ≥ 0, at q ∈ Q then there exists a σ-periodic trajectory.
For ODEs, various analogs of (H3) are well-known and were widely used to study stability, existence of forced oscillations and dimension-like properties of control systems [19, 33, 4, 3, 2, 17] . The key point here is that (H3) can be effectively verified with the use of the Yakubovich-Kalman frequency theorem [12] . Infinite-dimensional versions of the frequency theorem are known [23, 22, 26] , but their applications are usually considered for the problems of absolute stability and optimal control, and rarely seen in the direction of the present paper [15, 30] .
In order to apply our results to delay equations we have to consider them in a L 2 setting. For checking the well-posedness of delay equations the theory presented in [35, 11, 7, 34] is useful. In applications of frequency-domain methods to nonlinear infinite-dimensional systems it is important that the nonlinear problem is well-posed in the same space as the corresponding linear one. This is natural for delay equations and can be achieved in certain parabolic problems [21, 6] . For our purposes to get the operator P in (H3) the frequencydomain theorem is applied to a linear equation with an unstable operator (or more precisely, to the pair (A, B), where A denotes the linear part and B is a control operator (for example, boundary operator)). For applications it is required the L 2 -controllability of the pair (A, B) or, that turns out to be equivalent, its exponential stabilizability (see Appendix A). For delayed feedback equations the stabilizabilty can be checked through the methods of finitedimensional control systems [12] . The problem of boundary stabilizability for parabolic problems is less trivial and was considered in several papers (see, for example, [18, 25] and references therein). This paper is organized as follows. In Section 2 we give a proof of Theorem 1. In Section 3 we study properties of the family of sets A(q), q ∈ Q, which in certain cases give rise to an invariant w. r. t. the skew-product flow topological manifold, which attracts compact semi-trajectories. In Section 4 we prove Theorems 2, 3 and 4. In Section 5 we consider delay equations modelling analog neural networks posed in a proper Hilbert space. For a single scalar equation we present a complete analysis of all the conditions required to apply Theorem 2. In Section 6 by similar techniques we study the parabolic problem of heating of a one-dimensional rode under a monotone nonlinear boundary control. In Appendix A, for the convenience of the reader, we expound the frequency theorem of Yakubovich-Likhtarnikov for C 0 -semigroups. In Appendix B we collect (with proofs) some propositions that are useful in studying spectral properties of the operator P .
Structure of amenable sets
We say that a continuous map u : [−T ; +∞) → H is a trajectory of the cocycle at q defined for t ≥ −T if u(t + s) = ψ t (ϑ s (q), u(s)) for every t ≥ 0 and s ∈ [−T, +∞). It is easy too see that in terms of trajectories u(·) and v(·) (both at q and defined for t ≥ −T ) inequality (1.1) can be written as
for every −T ≤ l ≤ r < ∞. We will usually refer to (H3) in such a form. 
Proof. 1) Using (H3) we consider (2.1) for u * (·) and v * (·) at [l, t]:
Since u * and v * are amenable the integral 0 −∞ e 2νs |u * (s) − v * (s)| 2 ds converges and as a consequence there is a sequence of l = l k → −∞ such that e 2νl k V (u * (l k ) − v * (l k )) → 0 as k → ∞. Considering (2.2) with l = l k and taking it to the limit as k → ∞ we get Proof. Clearly, Π is continuous. Suppose u * (·) and v * (·) are two amenable trajectories passing trough u * (0) and v * (0) respectively at q. From (H3), (H1), the amenability and CauchyBunyakovskySchwarz inequality we have
k ∈ A(q) for k = 1, 2, . . ., converges to Πu * 0 , u * 0 ∈ A(q). Consider the corresponding amenable trajectories v * k (·) and u * (·) at q passing through v (0) k = v * k (0) and u 0 = u * (0) respectively. Suppose that v * k (0) does not converge to u * 0 . Then there exists a subsequence v * km (0), m = 1, 2, . . ., and δ 0 > 0 such that |v * km (0) − u * (0)| ≥ δ 0 > 0. From analogous to (2.6) inequality we have that
In particular, by the mean value theorem, for some sequence
We may assume that t m converges to some t ∈ [−2, −1]. From this it follows that v * km (t m ) → u * (t) Using the continuity of the cocycle we get the convergence v * km (t) → u * (t) for t ∈ (t, +∞) and, in particular, v * km (0) → u * (0) that leads to a contradiction. Corollary 1. Let the conditions of Lemma 2 be satisfied. Then for every u 0 ∈ A q there exists a unique amenable trajectory passing through u 0 at q.
Proof. This is an immediate consequence of (2.6).
Let q ∈ Q and v ∈ H be fixed. For two real numbers T 1 < T 2 consider the map G T2 T1 : Proof. Let ζ 1 , ζ 2 ∈ H − and consider two corresponding trajectories u i (t) := ψ t−T1 (ϑ T1 (q), v+ ζ i ), where i = 1, 2 and t ≥ T 1 . From (H3) we have
Note that u 1 (T 1 ) − u 2 (T 1 ) = ζ 1 − ζ 2 ∈ H − and therefore, by (H1), V (u 1 (T 1 ) − u 1 (T 1 )) ≤ 0. From this, (2.9) and the inequality
that is contained in the left-hand side of (2.10). From (2.8) and since the cocycle is continuous the map G T2 T1 is continuous too. From (2.10) the injectivity of G T2 T1 follows at once. By the Brouwer theorem on invariance of domain, G T2 T1 (H − ) is open in H − and G T2 T1 realizes a homeomorphism between H − and its image. We will show that the image G T2 T1 (H − ) is closed. Suppose we are given with a fundamental sequence Πu k (T 2 ), where k = 1, 2, . . ., corresponding to u k (t) = ψ t−T1 (ϑ T1 (q), ζ k +v). From (H3) for some δ 0 > 0 we have
(2.11) By (2.11) the sequence {ζ k } is also fundamental. We denote its limit by ζ and, by continuity
, is a homeomorphism. Proof. From (2.8) it is clear that G is continuous. By Lemma 3, G is bijective and since T 1,2 is homeomorphic to R 2 we may apply the theorem on invariance of domain again.
Proof of Theorem 1. Let u * (·) be an amenable trajectory at q from (H4). Let ζ ∈ H − . We are going to construct an amenable trajectory v * (·) at q with the property Πv * (0) = ζ. For k = 1, 2, . . . with the use of the operator G T2 T1 defined in 2.8 we consider the trajectories
defined for t ≥ −k. By the construction and from (H3
) ≤ 0 for all t ≥ −k and Πv k (0) = ζ. Analogously to (2.10) from (H3) we get
Below we show how to use (COM1) or (COM2) to obtain a converging subsequence of v k . Case of (COM1): From considering the integral in (2.14) on intervals I l := [l, l + 1], l = −1, −2, . . ., it follows that for every negative integer l and for all sufficiently large k there exists t
km ) is well-defined for sufficiently large m (depending on l) and converges weakly to some v l ∈ H and t (l) km → t l ∈ I l as m → ∞. Now our purpose is to show that this convergence holds in the strong topology. Assume that for some l the strong convergence does not hold. Then for some subsequence (we keep the same index) we have |v km (t
From Corollary 2 (see Remark 2) and since the cocycle is continuous it follows that ϕ m (t) → ϕ(t) in H for every t ∈ (t l−2 , +∞). Moreover, from Corollary 2 it follows that ϕ m (t
Now we will deal with the two terms in the left-hand side of (2.17). From (2.15) we have Πϕ m t (l) km = Πv l and therefore by (H1) and Cauchy-Bunyakovsky-Schwarz inequality
Since Π has finite-dimensional range the sequence Πv km t (l) km converges strongly to Πv l as m → ∞ and thus the right-hand side in (2.18) tends to zero. The sequence ϕ m t
Thus, the left-hand side of (2.17) tends to zero as m → ∞. It follows that there exists a subsequence (we keep the same index) such that
In particular, the strong convergence holds for some t l−2 < s 0 < t l and this implies (since the cocycle is continuous) the strong convergence of v km (s) to ϕ(s) uniformly in s from compact subsets of [s 0 , +∞). In particular, from
convergence strongly to ϕ(t l ) and, consequently, ϕ(t l ) = v l that leads to a contradiction. Therefore, v km t
Case of (COM2): Considering the integral in (2.14) on intervals
k that converges to some t l ∈ [l, l + 1] as m → ∞ for every l. Now let l be fixed and sufficiently large such that
km − t 0 )) lies in a compact set of H due to (COM2). Therefore there is a subsequence (for the sake of brevity we keep the same index) converging strongly to some v l as m → ∞. Using Cantor's diagonal procedure we may assume that the latter convergence holds for all l.
Let t (l) km be a subsequence from the use of (COM1) or (COM2) as above. Now in order to construct the amenable trajectory v * we consider the trajectories v l (t) :
. By Lemma 1 the complete trajectory v * is amenable and it is clear that Πv * (0) = ζ. Since ζ ∈ H − was arbitrary we get ΠA(q) = H − and, by Lemma 2, Π is a homeomorphism. Thus the proof is finished.
Remark 3. Despite that we were considering j > 0 in (H2) some simple results hold in the case j = 0, i. e. then the subspace H − is zero-dimensional. From Lemma 1 it is easy to see that in the case j = 0 there may be only one amenable trajectory. So if it exists the statement of Theorem 1 still takes place and it holds without the assumption of compactness (COM).
The map Φ and inertial manifold A
In this section we suppose that (H1), (H2), (H3) and (H4) are satisfied and ΠA(q) = H − . Then it follows that the map Π q : In [4] the author showed the continuity for cocycles generated by a certain class of nonlinear almost periodic ODEs (the idea can be used for certain infinite-dimensional systems).
Here we give a positive solution to the problem for cocycles over linear flow on R and periodic cocycles.
Proposition 1. Suppose that the driving system (Q, {ϑ t }) is the shift on R, i. e. Q = R and ϑ t (q) = q + t for all t ∈ R and q ∈ Q. Then the map Φ is continuous.
Proof. In this case we may consider Φ as a function of (t, ζ). Suppose ζ k → ζ in H − and t k → t in R. Let u k (·) and u * (·) be amenable trajectories at 0 such that Πu k (t k ) = ζ k and Πu
Assuming the contrary, we get a subsequence and a number δ 0 > 0 such that |u
the second term in the right-hand side tends to zero since u * (·) is continuous. From (H3), (H1), the amenability and Cauchy-Bunyakovsky-Schwarz inequality we get
Repeating the same argument as in Lemma 2 we get the convergence of u km (t km ) → u * (t) that leads to a contradiction.
Remark 4. It is clear that the arguing in Proposition 1 is applicable if (Q, ϑ) is a minimal σ-periodic flow, i. e. Q = R/σZ and ϑ t (q) = q + t.
The continuity of Φ is linked with some nice properties of the cocycle that we state below.
Proposition 2. Suppose Q is compact and Φ is continuous. Then any bounded complete trajectory is compact.
Proof. Suppose u * is a bounded complete trajectory of the cocycle at q ∈ Q. Let t k ∈ R be any sequence of real numbers. We consider a subsequence such that ζ km := Πu(t km ) converges to some ζ ∈ H − and ϑ t km (q) converges to some q ∈ Q as m → ∞. Since Φ is
From the proof of Proposition 2 it is clear that the continuity of Φ implies the closedness of the set A.
Proposition 3. Suppose Q is a topological manifold without boundary. Then the function Φ is continuous iff the set A is a topological manifold without boundary.
The continuity of Φ implies the continuity of h −1 and therefore A in its natural topology can be endowed with the manifold structure induced from Q × H − . If we know that A is a topological manifold without boundary then, by the Brouwer theorem on invariance of domain applied to h, the inverse map h −1 : (q, ζ) → (q, Φ(q, ζ)) is continuous and so is Φ.
The following proposition shows that the complete amenable set A may attract compact semi-trajectories that is related to properties of inertial manifolds. In [31] R. A. Smith under somewhat different conditions showed an exponential attraction for A in the case of autonomous reaction-diffusion systems (see Corollary 2 in [31] ).
Proposition 4. Let Q be compact and Φ be continuous. Suppose that the semi-trajectory
Proof. If we suppose the contrary then there is a number δ 0 > 0 and a sequence t k , where k = 1, 2, . . ., tending to +∞ such that |u(t k ) − p k | ≥ δ 0 > 0 for any p k ∈ A(ϑ t k (q)) and all k. Since u(·) and Q are compact we may assume that
It is clear that v 0 ∈ A(q) and therefore Φ(q, Πv 0 ) = v 0 . From this, taking it to the limit in (3.4) as k → +∞ and with the use of continuity of Φ we get a contradiction.
Abstract periodic cocycles
In this section we suppose that the flow ϑ on Q is minimal σ-periodic, i. e. it is topologically conjugate to a linear flow ϑ t σ on S 1 σ = R/σZ defined as ϑ t σ (θ) := θ + t, θ ∈ S 1 σ . Our aim is to prove Theorems 2, 3 and 4.
In what follows we are mainly deal with the case of (H2) with j = 1. It is convenient to identify the one-dimensional subspace H − with R to make the orthogonal projector Π be a scalar-valued function. In order to prove Theorem 2 we have to establish several lemmas. 
Proof. 1) If u * is not σ-periodic then the difference Πu * (t) − Πu * (t + σ) cannot be zero and since j = 1 it must have constant sign. From this it follows that the sequence Πu * (kσ), where k = 1, 2, . . ., is bounded and monotone. In particular, it is fundamental and since Π q is a homeomorphism (by Lemma 2) the sequence u * (kσ) is also fundamental in H. Denote its limit by v * 0 and consider v * (t) = ψ t (q, v * 0 ) for t ≥ 0. By the continuity of the cocycle we get u * (t + kσ) − v * (t) → 0 as k → ∞. It is easy to see that the definition is correct for s ∈ R and defines a σ-periodic trajectory of the cocycle such that u * (t)−v * (t) → 0 as t → +∞.
2) As in 1) we have that the sequence Πu * (kσ), where k = −1, −2, . . ., is bounded monotone and fundamental in H. The required σ-periodic trajectory v * passes at q through its limit.
3) Case 1:
It is clear that the function Πu(t) − Πu(t + σ) is of constant sign for t ≥ t 0 . Therefore the sequence Πu(t 0 + kσ), where k = 1, 2, . . ., is monotone and bounded since u lies in K. Hence the series ∞ k=1 |Πu(t 1 + kσ) − Πu(t 1 + kσ + σ)| converges and from (4.2) we have 
Since the cocycle is continuous, it is uniformly continuous on [0, σ] × Q × K and we get that
3) Case 2: Suppose that V (u(t) − u(t + σ)) ≥ 0 for all t ≥ 0. Then from (H3) we get that for any t ≥ 0
It is clear that the integral It is clear that within (COM2) any bounded semi-trajectory is compact. However, this also follows from the compactness of P . Proof. Let t k ≥ 0, where k = 1, 2, . . ., be a sequence of real numbers. We have to show that u(t k ) contains a convergent subsequence. The only interesting case is t k → +∞ as k → ∞. Consider the trajectories v k (t) := u(t + t k ) defined for t ≥ −t k . Since for every l = −1, −2, . . . the sequence v k (l) is uniformly bounded we can use the arguing as in Theorem 1 to show that v k contains a convergent subsequence v km . In particular, v km (0) = u(t km ) is convergent. Now for any semi-trajectory u(t) = ψ t (q, u 0 ) we consider the corresponding semi-trajectory of the skew product flow π t (see Section 3) given as γ(t) = (ϑ t (q), u(t)), t ≥ 0. We denote by ω(γ 0 ), where γ 0 = γ(0), the ω-limit set of γ 0 (or γ) in Q × H. Let ω q (γ 0 ) ⊂ {q} × A q denote its fibre over q ∈ Q, i. e. ω(γ 0 ) = q∈Q ω q (γ 0 ) Lemma 6. Suppose (H1), (H2) with j = 1 and (H3) hold. Then the ω-limit set of any compact semi-trajectory γ consists of σ-periodic trajectories. Moreover, the fibres ω q (γ 0 ) are homeomorphic to closed segments of R.
Proof. Recall that the ω-limit set of a compact semi-trajectory of a semi-flow consists of compact complete trajectories (see, for example, [9] ). Since any semi-trajectory of the cocycle in virtue of Lemma 4 satisfy u(t) − u(t + σ) → 0 as t → +∞ it is obvious that for γ(t) = (ϑ t (q), u(t)), where t ≥ 0, the set ω(γ 0 ) consists of σ-periodic trajectories. From σ-periodicity and Corollary 1 it follows that the fibres ω q (γ 0 ) are connected and they are compact since ω(γ 0 ) is compact. From Lemma 2 we get that ω q (γ 0 ) is homeomorphic to Πω q (γ 0 ) that is a compact and connected subset of R, i. e. it is a closed segment.
Our next aim is to show that the fibres ω q (γ 0 ) consist of only one point. Remind that a trajectory v * at q is called Lyapunov stable if for every ε > 0 there exists δ > 0 such that any trajectory 
For any other σ-periodic trajectory u * at q the value Πu * (θ ε ) does not lie between Πv ε (θ ε ) and Πv * (θ ε ).
Proof. Let ε > 0 be sufficiently small such that for every k = 1, 2, . . . there exists a trajectory v k (t) := ψ t (q, v k (0)) and a number T k > 0 such that
. From Lemma 5 we can obtain a subsequence of v k (we keep the same index) that converges to some amenable trajectory v ε (the amenability follows at once from the boundedness of v ε on (−∞, 0] ). We may assume also that θ k converges to some θ ε ∈ [0, σ]. From the properties in items a), b), c) it is clear that for the chosen v ε and θ ε we have items 1) and 2) of the lemma satisfied.
To show the property in item 3) suppose that there exists a σ-periodic trajectory u * such that Πu * lies between Πv ε and Πv * . From item a), σ-periodicity of v * and the continuity of the cocycle we have that v k (−m k σ +θ ε ) → v * (θ ε ) as k → ∞ and, in particular, Πv k (−m k σ + θ ε ) → Πv * (θ ε ). Moreover, we also have v k (θ ε ) → v ε (θ ε ). Therefore, the value Πu * (θ ε ) must lie between Πv k (−m k σ + θ ε ) and Πv k (θ ε ) if k is sufficiently large. From this it follows that the function Π(u * (s) − v k (s)) changes the sign as s varies in [−m k σ, θ ε ] and, consequently, there is s k ∈ (−m k σ, θ ε ] such that |Πu * (s k ) − Πv k (s k )| = 0. From (H3) (or (2.1)) we get
(4.5)
Since v * and u * are distinct amenable trajectories, by Lemma 1 we have V (u * (0)−v * (0)) < 0 and, consequently, V (u * (0) − v k (−m k σ)) < 0 for sufficiently large k. From this, (H1) and (4.5) it follows that Proof of Theorem 2. From Lemma 6 we obtain that the ω-limit set of γ 0 = γ(0), where γ(t) = (ϑ t (q), u(t)), consists of σ-periodic trajectories and its fibres ω q (γ 0 ) homeomorphic to closed segments in R. Suppose that the fibre ω q (γ 0 ) is a non-point segment. Then there exists a σ-periodic trajectory u * corresponding to its interior point. Since u * is a non-isolated (from both sides) σ-periodic trajectory it must be Lyapunov stable due to Lemma 7. But since u * is Lyapunov stable and lies in the ω-limit set of u it must be the only σ-periodic trajectory in the ω-limit set. Indeed, there is a number δ > 0 such that any semi-trajectory
There is a sequence t k → +∞ such that u(t k ) → u * (0) and ϑ t k (q) → q as k → +∞. Since the semi-trajectory u is compact and the cocycle is continuous we may assume that t k = m k σ, where m k ∈ Z + . Therefore, for all sufficiently large k we must have |u(m k σ) − u * (m k σ)| < δ and, consequently, |u(t) − u * (t)| < ε for all sufficiently large t. This proves that ω q (γ 0 ) is a one point set. Now let u * be the unique σ-periodic trajectory. It is clear that the sequence u(kσ), k = 1, 2, . . ., converges to u * (0) and, consequently, u(kσ + s) → u * (s) for s ∈ [0, σ]. For any t ≥ 0 let t = kσ+s, where s ∈ [0, σ) and k ∈ Z + . Then we have u(t)−u * (t) = u(kσ+s)−u * (s) → 0 as t → +∞. The theorem is proved.
Let v * be an amenable trajectory passing through v * (0) at q ∈ Q. We call v * amenable stable if for every ε > 0 there exists δ > 0 such that any amenable trajectory u * at q with |u * (0) − v * (0)| < δ satisfy |u * (t) − v * (t)| < ε for all t ≥ 0. We have the following lemma. Proof. Suppose that v * is not Lyapunov stable. By Lemma 7 give us an amenable trajectory v ε with the properties 1)-3) for all sufficiently small ε > 0. By Lemma 4 there is a σ-periodic
From this it follows that v * and w ε are distinct σ-periodic trajectories. Moreover, for t ≤ 0 and l = 1, 2, . . . we have
(4.7)
Taking it to the limit in (4.7) as l → +∞ and with the use of property 1) of v ε we get |v * (t) − w ε (t)| ≤ ε.
We have to show that Πv ε (t) and Πw ε (t) lies from the same side of Πv * (t) for all t. Indeed, if this is not true then for some δ 0 > 0 we must have |Πv ε (t)−Πw ε (t)| ≥ |Πv * (t)−Πw ε (t)| ≥ δ 0 > 0 for all t ∈ R that contradicts to the convergence v ε (t) − w ε (t) → 0 as t → −∞.
Clearly, we have w ε (t) − v * (t) → 0 as ε → 0+. There exists a sequence ε k → 0+ as k → +∞ such that all Πw ε k (and corresponding to them Πy ε k ) lie on the same side from Πv * . But this will contradict the property 3) in 7 of v ε1 since Πw ε k (θ ε1 ) for sufficiently large k will lie between Πv ε1 (θ ε1 ) and Πv * (θ ε1 ). The lemma is proved.
For investigation of stability properties it is convenient to introduce the following definitions. Let u and v be two distinct amenable trajectories at q ∈ Q. Then |Πu(t) − Πv(t)| > 0 for every t ∈ R. This implies that the real-valued function Πu(t)− Πv(t) has a constant sign. In particular, for v(t) = u(t + σ) this means that the sequence Πu(kσ), where k = 1, 2, . . ., is either decreasing or increasing provided that u is not σ-periodic. We will call such u decreasing or increasing respectively.
For v 0 we call the corresponding σ-periodic trajectory v * upper amenable stable if either there is a sequence v * k , where k = 1, 2, . . ., of σ-periodic trajectories such that the sequence Πv * k (0) is strictly decreasing and Πv * k (0) → Πv * (0) as k → ∞ or there is δ > 0 such that for every u 0 ∈ A q with Πv * < Πu 0 < Πv * + δ we have that the corresponding amenable trajectory u with u(0) = u 0 is decreasing. The notion of lower amenable stability can be introduced analogously. It is clear that any upper and lower amenable stable σ-periodic trajectory is amenable stable.
Proof of Theorem 3. By definition of the sink S 0 there exists an open set G ⊃ S 0 such that for every u 0 ∈ G we have ψ t (q, u 0 ) ∈ S 0 for all t ≥ T (u 0 ). Since S 0 is bounded, every semitrajectory ψ t (q, u 0 ) with u 0 ∈ G converges to a σ-periodic trajectory, which is obviously lying in S 0 . Let K be the collection of all v 0 ∈ A q ∩ S 0 corresponding to σ-periodic solutions. By Lemma 2 the set K is compact. Let v * 1 be a σ-periodic trajectory such that Πv * 1 (0) = sup ΠK. Clearly, v * 1 is upper amenable stable. From this it follows that the set K u ⊂ K consisting of all upper amenable stable σ-periodic trajectories is not empty. Moreover, the σ-periodic trajectory v * 2 such that Πv * 2 (0) = inf ΠK u is upper amenable stable. It is easy to see that v * 2 must be lower amenable stable. Therefore, v * 2 is amenable stable and by Lemma 8 it is Lyapunov stable.
Proposition 5. Let (H1), (H2) with j = 1, (H3) and one of (COM1) or (COM2) hold. Then any isolated Lyapunov stable σ-periodic trajectory is asymptotically Lyapunov stable.
Proof. Suppose we have an isolated σ-periodic Lyapunov stable trajectory v * at q ∈ Q that is not asymptotically stable. For every δ > 0 there is a trajectory u δ at q such that
Since v * is Lyapunov stable, the trajectories u δ are bounded in the future for all sufficiently small δ > 0. By Theorem 2 there is a σ-periodic trajectory such that u δ (t) → v * δ (t) as t → +∞. By the choice of u δ it is clear that v * δ and v * are distinct and v * δ (t) → v * (t) as δ → 0+. Therefore, v * is not isolated that leads to a contradiction. Now we prove an extension of the Massera second theorem [28] as follows.
Proof of Theorem 4. Indeed, the existence of a compact semi-trajectory implies the existence of a compact complete trajectory 2 , which is amenable since ν > 0. Thus (H4) is satisfied and Theorem 1 is applicable. Since A(q) = A(ϑ σ (q)) the Poincaré map T (v) := ψ σ (q, v), v ∈ A(q), is a self-map of A(q). By Theorem 1, the set A(q) is homeomorphic to R 2 and the existence of bounded trajectory implies that T has a point with a convergent subsequence of its iterates. Therefore, by a topological argument as in [28] (see [29] for a complete proof), T has a fixed point corresponding to a σ-periodic trajectory.
Delayed feedback systems
We start with the following scalar ordinary differential equation:
where λ > 0 and τ > 0 are some constants; b = ±1; g and ρ are continuous functions and f is a scalar continuously differentiable function 3 satisfying 0 ≤ d dυ f (t, υ) ≤ µ 0 for all t ∈ R, υ ∈ R. We also suppose that g and f are σ-periodic in t. We will study the problem For q ∈ R we consider the abstract Cauchy problem in Ḣ
where G(t) = (g(t), 0) ∈ R × H. Problem (5.5) gives rise to the σ-periodic cocycle (ψ, ϑ) in H, where ϑ t = ϑ t σ is acting on Q = S 1 σ = R/σZ and ψ t (q, u 0 ) := u(t + q, q, u 0 ), where u(s, q, u 0 ), s ≥ q, is a solution (in a generalized sense) to (5.5) with u(q, q, u 0 ) = u 0 (see [35] or [11] ).
Below we give an analysis of all the conditions in Theorem A.1) that makes it possible to apply previous results (in particular, Theorem 2) to the cocycle (ψ, ϑ). In our special case the properties of the linear part can be calculated directly. For the general theory of linear delay equations we refer to [7] . 5.1. Linear part. Let ν ≥ 0 and ν = λ. Clearly, the operator A + νI is the generator of a C 0 -semigroup e νt G(t), t ≥ 0, in H, where G(t) is given by
→ (x 0 e (−λ)t , ϕ(t, ·)), (5.6) where for t ≥ 0 and s ∈ [−τ, 0]
Since the pair (A + νI, B) is exponentially stabilizable (for example, by the feedback ξ(t) = sgn b · bνx(t)), it is L 2 -controllable (see Appendix A). For ν > λ we have the splitting and its Hermitian extension (i. e. for u ∈ H C , ξ ∈ C)
The choice of the form F is related to properties of the nonlinearity f . Namely, the following important property is satisfied:
Remark 5. If we know some bound on the derivative of f from below (in addition to the upper bound), i. e. that µ 1 ≤ d dν f (t, σ) ≤ µ 2 , then an appropriate choice of the quadratic form will be
However, one should require that for some µ 0 ∈ [µ 1 , µ 2 ] the operator (A + νI + µ 0 BC), where C(x, ϕ) := 0 −τ ρ(s)ϕ(s)ds, admits such dichotomy to determine desired properties of P from (5.15) with ξ = µ 0 C. The nonlinearities with unbounded derivatives may also be considered [19, 3] . In this case one has to use the so called frequency theorem for the degenerate case [23, 22, 26] . For applications of this theorem in infinite dimensions there is a problem on checking the semiboundedness of a certain quadratic functional. However, in some cases [5] the mentonied semiboundedness is equivalent to non-strict frequency-domain condition (as in the finite-dimensional case).
By A C , B C and C C we denote the complexifications of the operators A, B and C respectively. Now consider the transfer function of the triple (A, B, C), i. e. W (p) := C C (A C − pI) −1 B C . Clearly, the spectrum of A consist of a single eigenvalue −λ and, consequently, the transfer function is defined for all p ∈ C, p = −λ. For every such p the function W (p) is a linear operator C → C and therefore it can be identified with a complex number. It is easy to check that
(5.10)
Now let ν ≥ 0, ν = λ. We are going to check the frequency domain condition for the control system given by the pair (A + νI, B ) and the form F (u, ξ), i. e. for all ω ∈ R it should hold that
To provide more concrete conditions we suppose that the function ρ approximates delta function δ −τ in such a way that the approximation with a sufficiently small error holds for a fixed ν (to be determined) and all ω ∈ [−T, T ] for a large enough T > 0 such that W (iω − ν) + 1/µ 0 > 0 for |ω| ≥ T (this is possible since W (p) → 0 as p → ∞). The inequality (5.11) have to be checked for ω in some compact interval. For this purpose we can use the approximation in (5.12) . Namely, we have
The frequency domain condition (5.11) will be satisfied if −e τ ν √ 2+1
2|ν−λ| + 1/µ 0 > 0. Thus, putting ν = 0 or ν = λ + τ −1 , we arrive at the following conditions:
2 τ e τ λ+1 + 1/µ 0 > 0 Suppose the problem (5.5) is stationary, i. e. g ≡ 0, f is independent of t and f (0) = 0. If (DF1) is satisfied there is a self-adjoint positive definite operator P ∈ L(H) such that (H3) holds for a small ν > 0. This condition may indicate the global asymptotic stability of the unique stationary point u ≡ 0 of (5.5). Within (DF2) there may be several stationary points and the conditions of global stability cannot be fulfilled.
Theorem 5. Suppose the frequency-domain condition in (5.11) with some ν > λ is satisfied. Then there exists a self-adjoint operator P ∈ L(H) such that (H1), (H2) with j = 1 and (H3) are satisfied for the cocycle (ψ, ϑ) generated by (5.5).
Proof. We have that A + νI is the generator of a C 0 -semigroup and the pair (A + νI, B) is L 2 -controllable (see Subsection 5.1). The frequency domain condition (5.11) allows us to apply Theorem A.1 to get a self-adjoint operator P ∈ L(H) such that 2((A + νI)u + Bξ, P u) + F (u, ξ) ≤ −δ(|u| 2 + |ξ| 2 ), for u ∈ D(A), ξ ∈ R. 
From this with the use of property (Q1) of the form F we get
From Theorem 2.5 and Remark 2.2 in [35] it follows that for initial values from D(A) we have strong solutions 4 to (5.5). Let l ≤ r be given and let u 1 (t) and u 2 (t) be two strong solutions to (5.5) 
Now we extend (5.20) for solutions with initial data from H by continuity. Thus, we have (H3) satisfied.
As it is shown above, the statement of Theorem 5 holds if (DF2) is satisfied and the approximation in (5.12) is sufficiently good.
In fact, we have condition (COM2) with t 0 = 2τ satisfied (however, as it shown in [1] , the property (COM1) cannot hold in this case). This follows from Lemma 5.6 of [11] , linking the compactness of the evolution operator in H given by (5.5) with the compactness of the evolution operator in C([−τ, 0]; R) given by (5.1) . The latter property can be checked with the use of results of Section 3.6 in [13] and, clearly, it holds in our case due to the Lipschitz property of the right-hand side in (5.1).
Summarizing the above, we obtain the following theorem.
Theorem 6. Let (ψ, ϑ) be the σ-periodic cocycle generated by (5.5) and suppose (5.11) is satisfied. Then any bounded in the future trajectory converges to a σ-periodic trajectory.
Note that in terms of solutions the convergence given by Theorem 6 holds in the uniform norm. Similar techniques can be applied to study a systeṁ with several monotone nonlinearities f j with 0 ≤ d dυ f j ≤ µ j and delays τ j ≥ 0. In [27] such systems were considered as a model of analog neural networks. Motivated by the above reduction results, one can propose that for n ≥ 3 (or n ≥ 2 for periodic case) such systems may exhibit chaos. To obtain a frequency-domain condition the quadratic form F (x, ϕ, ξ), where x = (x 1 , . . . , x n ), ϕ = (ϕ 1 , . . . , ϕ n ) and ξ = (ξ 1 , . . . , ξ n ), may be chosen as a sum
with some coefficients κ j ≥ 0.
Parabolic problems with monotone nonlinear boundary control
In this section we consider the following parabolic problem
Here α > 0, β > 0 are real numbers; u 0 ∈ L 2 (0, 1); f is a continuously differentiable in υ function such that 0 ≤ d dυ f (t, υ) ≤ µ 0 for all t ∈ R, υ ∈ R; g 0 is a continuous function. We also suppose that g and f are σ-periodic in t. We suppose that ρ is a continuous function.
In order to write (6.1) in the abstract form we put H = H 0 := L 2 (0, 1), H 1 := W 1,2 (0, 1) and H −1 = H * 1 = W −1,2 (0, 1). It can be checked that the natural embedding H 1 ⊂ H 0 is compact. We identify H with its dual and consider the dual embedding H 0 ⊂ H −1 . By (u, v) we denote the dual pairing between u ∈ H −1 and v ∈ H 1 , which coincides with the scalar product of u and v in H if u ∈ H. The operator A ∈ L(H 1 , H −1 ) is defined by the bilinear form
for u, v ∈ H 1 . We also put Ξ := R and the operator B ∈ L(Ξ,
The function g 0 (x, t) gives rise to a functional on H 1 as
Now consider the Cauchy problem for the abstract evolution equatioṅ
Let W (t 0 , T ) be the space of functions u : (t 0 , T ) → H such that u ∈ L 2 (t 0 , T ; H 1 ) anḋ u ∈ L 2 (t 0 , T ; H −1 ) (see Chapter III of [24] for more precise treatment). There is a continuous embedding W (t 0 , T ) ⊂ C(t 0 , T ; H) [24] . A function u ∈ W (t 0 , T ), u(t) = u(t, t 0 , u 0 ), is called a weak solution to (6.5) on [t 0 , T ] if u(t 0 ) = u 0 and the differential equation in (6.5) is satisfied in the sense of L 2 (t 0 , T ; H −1 ). Proposition 6. Under the above given assumptions, for any u 0 ∈ L 2 (0, 1) and t 0 ∈ R there exists a unique weak solution u(t, t 0 , u 0 ), where t ≥ t 0 , to (6.5), which depend continuously on (t 0 , u 0 ) in the norm of W (t 0 , T ) for any T > t 0 . In particular, the equality ψ t (t 0 , u 0 ) := u(t + t 0 , t 0 , u 0 ) defines a σ-periodic cocycle in H. (6.7) By the Lipschitz property of f , for every T > 0, t 0 < T and u 0 ∈ L 2 (0, 1) there exists a unique solution υ(t) = υ(t, t 0 , u 0 ), t ∈ [t 0 , T ], to (6.7), which depend continuously on (t 0 , u 0 ) in the norm of C(t 0 , T ; R). For every such function υ(t) the linear probleṁ
has a unique weak solution u(t) = u(t, t 0 , u 0 ), where t ∈ [t 0 , T ], which depend continuously on (t 0 , u 0 ) in the norm of W (t 0 , T ) (see Chapter III in [24] ) and, in virtue of the embedding theorem, continuous dependence also holds in the norm of C(t 0 , T ; H). It can be verified that u is a weak solution to (6.5). Thus, equation (6.5) generates a σ-periodic cocycle in H.
6.1. Linear part. By (6.2) for any ν ∈ R and λ = β − ν − α we have
Therefore, the corresponding linear problem is well-posed and the corresponding to A + νI form is regular in the sense of [23] (see, for example, Theorem 1.2, Chapter III in [24] ). It is well-known that the spectrum of A consists of the eigenvalues λ k = −απ 2 k 2 − β, where k = 0, 1, . . .. In what follows we will apply Theorem 4 of [23] to the pair (A + νI, B) with π 2 α + β > ν > β. By Theorem 3.1 in [25] the pair (A + νI, B) is exponentially stabilizable (in the sense of [23] ). Now we consider A as an operator D(A) ⊂ H → H with D(A) = W 2,2 (0, 1), where it coincides with the usual Laplace operator. Let G(t), t ≥ 0, be the C 0 -semigroup in H generated by A. Then the operator A+νI generates the semigroup e νt G(t). Let π 2 α+β > ν > β. From the eigenvalue decomposition of A we have for A + νI a one-dimensional unstable subspace H u := {u 0 ∈ H | e νt G(t)u 0 → 0 as t → −∞} = {u 0 ∈ H | |e νt G(t)u 0 | H → ∞ as t → +∞} and its orthogonal complement is the stable subspace H s = {u 0 ∈ H | G(t)u 0 → 0 as t → +∞}.
6.2.
Frequency-domain condition. We consider the quadratic form F (u, ξ) for u ∈ H, ξ ∈ Ξ defined as (see also Remark 5)
(6.10) and its Hermitian extension for u ∈ H C , ξ ∈ Ξ C is given by
Clearly, the form F satisfy an analog of (Q1). The transfer function W (p) := C C (A C − pI C ) −1 B C , where p ∈ C, p = λ k , is given by Putting u = u 1 − u 2 and ξ = f (Cu 1 ) − f (Cu 2 ) in (6.15) and using property (Q1) of the form F we get
(6.17)
By the above properties of P and (6.17) for any two weak solutions u j (t) = u j (t, t 0 , u j (0)), where j = 1, 2 and t ≥ t 0 , to (6.5) we have for almost all s ≥ t 0
Integrating (6.18) on any segment [l, r], where l ≥ t 0 we get (H3).
Theorem 8. Let (ψ, ϑ) be the σ-periodic cocycle generated by (6.5) and suppose (PF1) is satisfied with some ν > 0 such that β < ν < β + π 2 α. Then any bounded in the future trajectory converges to a σ-periodic trajectory.
In the special case ρ ≡ 1 the frequency condition in (PF1) is equivalent to − α(β − ν) (β − ν) 2 + ω 2 + 1/µ 0 > 0 (6.19)
Obviously, we have it always satisfied if ν > β. However, if it holds with ν = 0, i. e. we have µ 0 < β α , then there is a unique stationary solution for the unperturbed problem. If µ 0 ≥ β α then there may be nontrivial stationary solutions.
Acknowledgements I thank my supervisor V. Reitmann for many useful discussions on the topic and D. N. Cheban for his encouragement. is called a control system. It is well know that for T > 0 and every control function ξ ∈ L 2 (0, T ; U) and u 0 ∈ H there exists a unique mild solution u(t) = u(t, u 0 , ξ), t ∈ [0, T ], to (A.1) satisfying u(0) = u 0 . For any bounded operator C ∈ L(H, Ξ) the operator A + BC will be the generator of some C 0 -semigroup G C (t), t ≥ 0 (see Theorem 7.5 in [16] ). The pair (A, B) is called (1) L 2 -stabilizable if C ∈ L(H, Ξ) exists such that G C (t)u 0 ∈ L 2 ([0, +∞), H) for every x 0 ∈ H; (2) exponentially stabilizable if C ∈ L(H, Ξ) exists such that for some constants M > 0 and ε > 0 we have G C (t) ≤ M e −εt ; (3) L 2 -controllable if for every u 0 ∈ H there exists a control ξ ∈ L 2 (0, +∞; Ξ) such that u(·, u 0 , ξ) ∈ L 2 (0, +∞; H).
It is not hard to see that an exponential stabilizable pair is L 2 -stabilizable and an L 2stabilizable pair is L 2 controllable. However, it turns out that these properties are equivalent (this is a byproduct of the frequency theorem, see [26, 22] ).
Suppose we are given with a continuous Hermitian form on H × Ξ: where F * 1 = F 1 ∈ L(H, H), F 2 ∈ L(H, Ξ) and F * 3 = F 3 ∈ L(Ξ, Ξ). We introduce the number
where the supremum is taken over all triples (ω, u, ξ) ∈ R × H × Ξ such that iω(u, v) = (u, A * v) + (Bξ, v) holds for all v ∈ D(A * ). If for some ε > 0 every point from the strip | Re λ| ≤ ε is regular for A, we consider also the value
The following theorem is originally proved by Yakubovich and Likhtarnikov in [22] (see Theorem 3 therein). The main result of [22] was rediscovered 5 a decade later by Louis and Wexler in [26] (see Theorem 2 therein).
Theorem A.1 . Suppose (A, B) is L 2 -controllable. Then the following properties are equivalent (1) There exists a self-adjoint operator P * = P ∈ L(H, H) such that for some δ > 0 the inequality 2 Re(Au + Bξ, P u) + F (u, ξ) ≤ −δ |u| 2 + |ξ| 2 (A.5)
is satisfied for all u ∈ D(A) and ξ ∈ Ξ. (2) α 2 < 0.
Moreover, if α 3 is well-defined in the above sense then (2) is equivalent to α 3 < 0. It is clear that P inherits the compactness of P if it holds. 5 However the paper of Louis and Wexler [26] contains a useful notice contained in their Lemma 10 that is the boundedness of the quadratic functional implies the frequency-domain condition in the singular case (Theorem 3 in [26] ). 6 Recall that the complexification of a real Hilbert space H with the scalar product (·, ·) H is the external 2) Analogously to 1) for u 0 ∈ H u one may deduce
